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Introduzione
Il fascino per i nodi da parte dell’uomo ha radici molto antiche. Quando si è
cominciato a poter tradurre in termini geometrici il problema di capire come
due corde siano annodate, è naturale che la teoria dei nodi sia diventata un
settore della matematica. La speranza è che lo studio dei nodi si rifletta in una
migliore comprensione della topologia tridimensionale. Ulteriore motivazione
allo studio dei nodi sono le potenziali applicazioni alla biologia molecolare e
alla teoria quantistica dei campi. Sebbene l’interesse per l’argomento sia stato
incostante, in questo momento esso è oggetto di studio da parte di diversi
matematici.
Scopo classico della teoria è classificare, appunto, i nodi, che geometrica-
mente sono embedding di S1 in S3, a meno di equivalenza. Per far questo sono
stati introdotti diversi invarianti, tra i quali particolare importanza hanno gli
invarianti polinomiali, come il polinomio di Alexander e il polinomio di Jones.
Essi hanno permesso di distinguere nodi diversi e di redigere delle tabelle di
nodi. Come spesso succede in matematica, anche la teoria dei nodi ha portato a
generalizzazioni e problemi nuovi che si distaccano dalle motivazioni originarie.
Ad esempio, sono stati studiati nodi in 3–varietà diverse dalla sfera, e nodi in
più dimensioni (cioè embedding di Sn−2 in Sn).
Quello di cui ci occupiamo in questa tesi è un problema relativo ai nodi
classici in S3, che però ha a che fare con la geometria in quattro dimensioni:
quello cioè di capire se un nodo sia slice. Daremo la definizione dettagliata
nel seguito; in parole povere, tuttavia, posto S1 = ∂D2 e S3 = ∂B4, si tratta
di vedere se esista l’embedding tratteggiato che fa commutare il seguente
diagramma.
S1 S3
D2 B4
Il problema è stato posto per la prima volta da Fox e Milnor negli anni ’60. Essi
cercavano di studiare le singolarità di una superficie F immersa in una varietà
4–dimensionale: intersecando il bordo di un intorno di un punto singolare con F
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si ottiene un nodo, e se il nodo è slice si può cambiare localmente F , e risolvere
la singolarità. Proprio Fox e Milnor hanno trovato una prima ostruzione
alla sliceness, dimostrando che il polinomio di Alexander di un nodo slice si
fattorizza come f(t)f(t−1). Come vedremo, questo è implicato dall’esistenza
di un metabolizzatore per la forma di Seifert: i nodi per cui questo è vero si
dicono slice in senso algebrico. Non molto più tardi Levine ha dimostrato che
per nodi in più dimensioni la condizione algebrica e la condizione geometrica
coincidono. D’altra parte, negli anni ’80 Casson e Gordon hanno trovato dei
nodi slice in senso algebrico che non lo sono geometricamente. Di qui la spinta
a cercare nuove e più potenti ostruzioni alla sliceness.
Dei nodi con al più dodici incroci, prima del 2008 rimanevano 18 casi in
cui non si sapeva dare una risposta alla domanda se il nodo fosse o meno
slice. Il lavoro di Herald, Kirk e Livingston ([12]) ha permesso di mostrare
che 16 di questi nodi non sono slice. Il risultato è stato ottenuto usando
un’ostruzione già trovata una decina d’anni prima da Kirk e Livingston ([13]),
che non è altro che una generalizzazione del Teorema di Fox-Milnor ai polinomi
di Alexander twistati dei rivestimenti ciclici finiti del complementare del nodo,
basata anche su idee di Casson e Gordon. Il fatto che tra la dimostrazione
di questo risultato e la sua applicazione sia trascorso del tempo è dovuto ai
problemi e alle difficoltà che si sono dovuti risolvere per calcolare concretamente
questi polinomi twistati.
La struttura della tesi è la seguente. Nel primo capitolo introdurremo le
nozioni di base della teoria dei nodi e il polinomio di Alexander. Daremo poi
la definizione di nodo slice esaminando qualche esempio. Infine, enunceremo il
Teorema di Fox-Milnor e ne daremo una dimostrazione, seguendo [14].
Nel secondo capitolo introdurremo l’omologia twistata e i polinomi di
Alexander twistati. Studieremo i rivestimenti ciclici e i rivestimenti ramificati
del complementare del nodo, e la loro omologia, per arrivare finalmente ad
enunciare il Teorema di Kirk e Livingston. Passeremo poi a vedere come tale
risultato si possa usare, e come si possano calcolare i polinomi di Alexander
twistati. La dimostrazione del teorema richiederà di introdurre la torsione di
Reidemeister, e sarà rimandata all’ultima sezione.
Nel terzo capitolo passeremo ad analizzare alcuni esempi. Dopo aver
descritto concretamente nel dettaglio come applicare i risultati ottenuti nel
capitolo precedente, esamineremo i casi dei nodi con al più dodici incroci.
Abbiamo implementato, usando SAGE ([6]), un programma che calcola i
polinomi di Alexander twistati, e lo abbiamo utilizzato per rifare i calcoli di
[12]. Presenteremo i risultati ottenuti, in linea con quelli di Herald, Kirk e
Livingston. Infine analizzeremo, come ulteriore esempio, un Turk’s head knot,
dimostrando che non è slice. Un risultato leggermente più debole era già stato
ottenuto da Long ([17]).
In Appendice, infine, è riportato il codice SAGE che abbiamo utilizzato
per effettuare i calcoli negli esempi.
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CAPITOLO 1
Il polinomio di
Alexander classico e il
Teorema di Fox-Milnor
Cominciamo con una breve riepilogo dei fondamenti della teoria dei nodi nello
spazio tridimensionale. Definiremo poi il polinomio di Alexander di un nodo,
e ne esamineremo le principali proprietà. Nella Sezione 1.5 introdurremo la
definizione di nodo slice, che sta alla base di questa tesi. Infine, enunceremo e
dimostreremo il Teorema di Fox-Milnor, che è storicamente il primo criterio
per escludere che un nodo sia slice.
Questa parte iniziale è classica, e buone referenze sono [14], [2], [21], [5].
1.1 Nodi e link in S3
In questa tesi consideriamo nodi nello spazio tridimensionale; per comodità
l’ambiente viene compattificato a S3. Indichiamo con D2 il disco unitario di
R2 e con I l’intervallo [0, 1].
Definizione 1.1.1. Un nodo in S3 è un sottoinsieme K omeomorfo a S1 che
sia tame in ogni suo punto, e cioè tale che per ogni p ∈ K esita un intorno U di
p in S3 tale che ci sia un omeomorfismo di coppie (U,U ∩K) ∼= (D×I, {0}×I).
La richiesta di essere tame serve ad evitare situazioni “selvagge”, come
nodi che hanno proiezioni planari con infiniti incroci. Diamo ora la definizione
di equivalenza tra nodi.
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Definizione 1.1.2. Diciamo che due nodi K,K ′ ⊂ S3 sono equivalenti se esiste
una funzione F : S3 × I → S3 continua tale che:
(a) si abbia F (K × {0}) = K e F (K × {1}) = K ′;
(b) per ogni tempo t ∈ I fissato F |S3×{t} sia un omeomorfismo di S3.
La funzione F si chiama isotopia ambiente tra K e K ′.
Possiamo richiedere che l’embedding del nodo i : K ↪→ S3 soddisfi delle
condizioni di regolarità: ad esempio che sia C∞, o che sia lineare a pezzi (PL);
è facile verificare che una di queste ipotesi implica automaticamente che il
nodo sia tame. Si può mostrare che ogni nodo è equivalente a un nodo C∞, e a
un nodo PL. Ci si può restringere perciò, nello studio dei nodi, a uno di questi
due casi; o meglio si può supporre di volta in volta che il nodo sia PL o C∞, in
base a cosa è più comodo.
Nel caso di nodi PL o C∞, la proposizione seguente ci dà una riformulazione
dell’equivalenza tra nodi.
Proposizione 1.1.3. Siano K e K ′ due nodi PL (o C∞). Allora K e K ′
sono equivalenti se e solo se esiste un omeomorfismo f : S3 → S3 che preservi
l’orientazione e tale che f(K) = K ′.
Per lo studio dei nodi, sarà utile avere a disposizione la definizione più
generale di link.
Definizione 1.1.4. Un link L ⊂ S3 è l’unione disgiunta di un numero finito
di nodi.
Come per i nodi, si dà un’analoga definizione di equivalenza per link.
Uno degli obiettivi della teoria dei nodi è capire se due link, rappresentati
in maniera diversa, sono equivalenti o meno. Per far ciò, si definiscono degli
invarianti, che si calcolano a partire da una rappresentazione esplicita del link
ma che però dipendono solo dalla classe di equivalenza. Spesso succede che un
invariante dalla definizione semplice e naturale sia molto difficile da calcolare,
mentre un invariante definito in maniera più complicata si riveli invece più
utile, e riesca a catturare qualche proprietà specifica del link.
Esempio 1.1.5. Dato un link L ⊂ S3 indichiamo con u(L) il numero di
componenti connesse di L. Evidentemente u(L) è un invariante di link, e
tuttavia è un invariante banale che non fornisce molte informazioni.
Per definire degli invarianti più complicati sarà necessario innanzitutto
studiare come rappresentare un link tramite un diagramma planare e capire
come differiscono due diagrammi di uno stesso link.
∆–mosse. Sia dato un link L, PL rispetto a una triangolazione T fissata di
S3. Sia τ ∈ T un 2–simplesso; poniamo ∂τ = τ1 ∪ τ2 ∪ τ3, e supponiamo che
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τ1 τ2
τ3
τ1 τ2
τ3
Figura 1.1: ∆–mossa.
τ ∩ L = τ1. Possiamo allora considerare il link (L \ τ1) ∪ (τ2 ∪ τ3), equivalente
a L; diciamo che abbiamo ottenuto questo link a partire da L tramite una
∆–mossa. Si può mostrare che due link (PL) in S3 sono equivalenti se e solo se
si può passare dall’uno all’altro tramite un numero finito di ∆–mosse (cfr. [2]).
Diagrammi. Consideriamo un link (PL) L ⊂ R3; diciamo che una proiezione
pi : R3 → R2 è regolare per L se
(a) per ogni p ∈ R2 la controimmagine (pi|L)−1(p) contiene al più due punti di
L;
(b) se ne contiene esattamente due allora nessuno di questi è un vertice di L.
Nel caso di un link C∞, una proiezione pi : R3 → R2 si dice regolare se
(a) il differenziale d(pi|L)x è iniettivo per ogni x ∈ L;
(b) per ogni p ∈ R2 \ A, con A di cardinalità finita, la controimmagine
(pi|L)−1(p) contiene al più un punto di L;
(c) per p ∈ A la controimmagine (pi|L)−1(p) contiene esattamente due punti
x, y ∈ L, e le immagini di d(pi|L)x e d(pi|L)y sono linearmente indipendenti.
Chiamiamo D l’immagine di L tramite pi, con in più l’informazione, in ogni
incrocio, di quale segmento passi sopra e quale sotto: diremo che D è un
diagramma per L. Si può mostrare che due diagrammi rappresentano link
equivalenti se e solo se differiscono per un numero finito di mosse di Reidemeister
(rappresentate, nella versione C∞, in Figura 1.2 nella pagina seguente).
Esempio 1.1.6. Dato un link L, definiamo il numero di incroci di L, che
indichiamo con c(L), come il minimo numero di incroci di tutti i diagrammi
di tutti i link equivalenti a L. Per definizione c(L) è un invariante di link, e
tuttavia è un invariante relativamente difficile da calcolare.
Osservazione 1.1.7. Si possono considerare nodi orientati e link orientati
(ovvero in cui ogni componente sia orientata); nella definizione di equivalenza
si richiede allora che l’isotopia preservi l’orientazione. Anche i corrispondenti
diagrammi sono orientati, e diversi diagrammi di uno stesso link orientato
differiscono per le mosse di Reidemeister in Figura 1.2, considerate con tutte
le possibili orientazioni.
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R1 R2
R3
Figura 1.2: Mosse di Reidemeister.
Figura 1.3: I nodi trifoglio sinistro e destro.
Dato un link orientato L, indichiamo con rL il link con supporto uguale
ad L e orientazione opposta su ogni componente. Se f è un omeomorfismo di
S3 che inverte l’orientazione, indichiamo con L il link f(L); esso si ottiene da
un diagramma di L scambiando tutti gli incroci. Ad esempio il nodo trifoglio
destro si ottiene in questo modo dal nodo trifoglio sinistro (Figura 1.3). Per
molti nodi K e rK sono equivalenti; talvolta anche K e K sono equivalenti.
Esistono nodi (ad esempio il nodo 932) per i quali K, rK, K, rK sono tutti
distinti.
Somma di nodi. Dati due nodi orientati K1 e K2, ne possiamo costrituire
la somma K1 +K2, seguendo l’idea intuitiva di fare con una corda un nodo
dopo l’altro. Formalmente, supponiamo che i due nodi siano in due copie
disgiunte di S3, da ciascuna delle quali rimuoviamo una piccola palla Bi tale
che (Bi, Bi∩Ki) ∼= (D2×D1, {0}×D1), quindi attacchiamo le due copie lungo
i bordi in modo che i nodi si uniscano rispettando le orientazioni. Si vede
facilmente che la costruzione fatta non dipende da nessuna scelta, e che questa
somma è commutativa e associativa.
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Definizione 1.1.8. Diremo che un nodo è il nodo banale se borda un disco
in S3.
L’operazione di somma rende l’insieme dei nodi modulo equivalenza un
monoide1. L’elemento neutro è dato dal nodo banale. Tuttavia questo monoide
è ben lontano dall’essere un gruppo.
Definizione 1.1.9. Un nodo K si dice primo se non è il nodo banale, e se non
si può scrivere come somma di due nodi non banali.
Linking number. Consideriamo un link orientato L con due componenti L1
e L2, e fissiamone un diagramma D; siano D1 e D2 le corrispondenti proiezioni
di L1, L2. Ad ogni incrocio p ∈ D1 ∩D2 possiamo assegnare un segno ε(p),
secondo questa “regola della mano destra”:
+1 −1
Definizione 1.1.10. Il linking number di un link orientato con due compo-
nenti L = L1 ∪ L2 è
lk(L1, L2) =
1
2
∑
p∈D1∩D2
ε(p).
Verificando cosa succede per le singole mosse di Reidemeister, si può facilmente
mostrare che questa è una buona definizione, e cioè non dipende dal particolare
diagramma scelto. Il linking number è quindi un invariante per link con due
componenti.
Proposizione 1.1.11. Sia come sopra L un link orientato con due componenti
L1 e L2, e supponiamo che ci sia una superficie orientata F ⊂ S3 tale che
∂F = L1. Supponiamo inoltre che F sia trasversa a L2. Allora lk(L1, L2) è
uguale al numero delle intersezioni, contate con segno, tra L2 e F , e quindi è
un numero intero.
Superfici di Seifert
Definizione 1.1.12. Una superficie di Seifert per un link orientato L ⊂ S3
è una superficie compatta connessa orientata F ⊂ S3 tale che ∂F = L (con
l’orientazione indotta).
È facile costruire, per un link L, una superficie F ⊂ S3 (in generale non
orientabile) tale che ∂F = L: basta partire da un diagramma di L e colorarlo
a scacchiera. Se poi supponiamo che il link L sia orientato, un raffinamento di
1Un monoide è un insieme con un’operazione associativa che ha un elemento neutro.
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questa tecnica, detto algoritmo di Seifert, permette di dimostrare il seguente
risultato.
Teorema 1.1.13. Ogni link orientato L ⊂ S3 ammette una superficie di
Seifert F (con ∂F = L).
Vogliamo ora indagare i legami tra due diverse superfici di Seifert di
uno stesso link L. Sia F una superficie di Seifert per un link orientato L.
Supponiamo che ci sia un cilindro solido [0, 1] × D2 in S3 tale che ([0, 1] ×
D2) ∩ F = {0, 1} ×D2, e che stia dalla stessa parte di F vicino a {0, 1} ×D2.
Chiamiamo F ′ = (F \ {0, 1} ×D2) ∪ [0, 1]× ∂D2; diciamo che F ′ è ottenuta
da F per tubatura lungo l’arco [0, 1] × {0}, e viceversa che F è ottenuta
da F ′ per compressione lungo lo stesso arco. Compressioni e tubature non
cambiano il bordo della superficie, e ci permettono quindi di ottenere superfici
di Seifert diverse per lo stesso nodo. È vero anche il viceversa.
Teorema 1.1.14 ([14, Teorema 8.2]). Siano F1, F2 due superfici di Seifert per
un link L. Allora F1 si ottiene da F2 tramite un numero finito di compressioni e
tubature, ovvero esistono superfici di Seifert Σ1, . . . ,ΣN con Σ1 = F1, ΣN = F2
tali che Σi si ottiene da Σi−1 per tubatura, oppure per compressione, oppure
per isotopia ambiente.
Definizione 1.1.15. Il genere di un nodo K è
g(K) = min{genere(F ) : F è una superficie di Seifert per K}.
Se un nodo ha genere nullo, allora è banale. Si può mostrare che il genere
è additivo, e cioè g(K1 +K2) = g(K1) + g(K2), e quindi la somma di due nodi
non banali non può essere banale. Un nodo di genere 1 è primo, e ogni nodo
si può esprimere come somma finita di nodi primi, in modo unico a meno di
riordinare i termini.
1.2 Il gruppo fondamentale
Dato un link L ⊂ S3, consideriamone un intorno tubolare N . L’esterno X
di L è la chiusura di S3 \ L, ed è quindi una 3–varietà connessa con bordo
omeomorfo al toro. Esso è omotopicamente equivalente a S3 \ L. Per questo
confonderemo spesso l’esterno con il complementare di L.
Consideriamo in particolare il caso di un nodo orientato K; un meridiano
di K è una curva semplice chiusa µ ⊂ ∂N che borda un disco in N che interseca
K esattamente in un punto. Abbiamo allora:
Teorema 1.2.1. Sia K ⊂ S3 un nodo orientato, e X il suo esterno. Allora
H1(X) è canonicamente isomorfo all’anello degli interi Z, generato dalla classe
di un meridiano µ. Se C è una curva semplice chiusa orientata in X, allora
la classe di omologia [C] ∈ H1(X) è lk(C,K). Inoltre H2(X) = H3(X) = 0.
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Figura 1.4: Relazioni del gruppo.
Dimostrazione. Il calcolo dei gruppi di omologia di X segue immediatamente
dal teorema di dualità di Alexander, oppure dall’analisi della successione
di Mayer-Vietoris di X,N . La stessa successione ci dà H1(X) ⊕ H1(N) ∼=
H1(X ∩N) ∼= Z2, da cui si ricava facilmente che [µ] genera H1(X).
Il teorema precedente ci dice che non possiamo estrarre nessuna informa-
zione dall’omologia del complementare del nodo. Al contrario, di particolare
importanza risulta essere il suo gruppo fondamentale.
Definizione 1.2.2. Il gruppo del nodo K è il gruppo fondamentale pi1(X) del
suo esterno X.
Il Teorema 1.2.1 ci dice che l’abelianizzato di pi1(X) è isomorfo a Z. Ve-
diamo come sia possibile dare una presentazione del gruppo di un nodo K:
consideriamo un diagramma D con n incroci, e indichiamone con g1, . . . , gn gli
n “segmenti”, che iniziano e finiscono quando, in un incrocio, “passano sotto”.
Proposizione 1.2.3 ([2, Teorema 3.4]). Una presentazione del gruppo pi1(X)
è
pi1(X) = 〈g1, . . . , gn | r1, . . . , rn〉
dove le relazioni ri sono costruite, per ogni incrocio, come in Figura 1.4.
In effetti, delle n relazioni date, solo n− 1 sono effettivamente necessarie.
L’ultima, infatti, si costruisce concatenando tutte le altre.
Definizione 1.2.4. La presentazione così costruita
pi1(X) = 〈g1, . . . , gn | r1, . . . , rn−1〉
si chiama presentazione di Wirtinger del gruppo del nodo.
Esempio 1.2.5. Consideriamo ad esempio il nodo trifoglio sinistro, rappresen-
tato in Figura 1.3 a pagina 10. Una presentazione di Wirtinger del gruppo è
data da
〈g1, g2, g3 | g3g1g−13 g−12 , g1g2g−11 g−13 〉.
Il gruppo del nodo, sebbene sia un invariante difficilmente trattabile (cono-
scere una presentazione del gruppo non vuol dire affatto conoscere il gruppo),
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è estremamente potente. Intanto, il gruppo riconosce quando un nodo è il
nodo banale:
Proposizione 1.2.6 ([14, Corollario 11.3]). Un nodo K è il nodo banale se e
solo se pi1(X) = Z.
Abbiamo inoltre questi importanti risultati (cfr. [25], [11]):
Teorema 1.2.7 (Whitten, Gonzales-Acuña). Se K1 e K2 sono due nodi primi
con gruppi isomorfi, allora i loro complementari sono omeomorfi.
Teorema 1.2.8 (Gordon, Luecke). Se K1 e K2 sono due nodi non orientati
in S3, e se esiste un omeomorfismo che preserva l’orientazione tra i loro
complementari, allora K1 e K2 sono equivalenti.
Quindi, almeno per nodi primi, il gruppo del nodo determina univocamente
il nodo stesso. Questi risultati ci assicurano che il gruppo del nodo contiene
molte informazioni sul nodo stesso, e giustificano quindi la costruzione di
invarianti a partire dal gruppo fondamentale del nodo: vedremo infatti che sia
il polinomio di Alexander classico che i polinomi di Alexander twistati sono
definibili a partire dal gruppo del nodo.
Concludiamo con la generalizzazione del Teorema 1.2.1 a link con più
componenti.
Proposizione 1.2.9. Sia L ⊂ S3 un link orientato con n componenti, e
sia X il suo esterno. Allora H2(X) =
⊕
i=1,...,n−1 Z, e H1(X) è isomorfo
canonicamente a⊕i=1,...,n Z, generato dalle classi dei meridiani µi delle singole
componenti.
1.3 La forma di Seifert
Cominciamo a vedere come si possano estrarre degli invarianti a partire da una
superficie di Seifert F per un link L. L’idea è quella di misurare con l’omologia
come la superficie F sia immersa in S3.
Proposizione 1.3.1. Sia F una superficie connessa, compatta, orientabile,
con ∂F 6= ∅, che sia una sottovarietà PL di S3. Allora H1(S3 \ F ) ∼= H1(F ),
e c’è un’unica forma bilineare non singolare
β : H1(S3 \ F )×H1(F )→ Z
con la proprietà che, comunque si prendano curve semplici connesse orientate
c e d in S3 \ F e in F rispettivamente, si abbia β([c], [d]) = lk(c, d).
Dimostrazione. La generica superficie orientabile astratta è rappresentata in
Figura 1.5 a fronte. Abbiamo H1(F ) =
⊕
2g+n−1 Z, con generatori {[fi]}. Sia
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f1 f2g−1f2 f2g
f2g+1 f2g+n−1
Figura 1.5: La generica superficie orientabile astratta con n componenti di bordo.
V un intorno regolare di F in S3, parametrizzato come F × [−1, 1], in modo
che l’inclusione di F = F × {0} in V sia un’equivalenza omotopica. Abbiamo
allora H1(∂V ) = (
⊕
2g+n−1 Z) ⊕ (
⊕
2g+n−1 Z), con generatori {[f ′i ]} e {[ei]},
dove f ′i = fi × 1 e ei è il bordo di un piccolo disco in V che incontra fi
esattamente in un punto; fissiamo le orientazioni in modo che lk(fi, ej) = δij .
Se indichiamo con W la chiusura di S3 \V , possiamo considerare la successione
di Mayer-Vietoris
0 = H2(S3) −→ H1(∂V ) −→ H1(V )⊕H1(W ) −→ H1(S3) = 0.
L’omomorfismo centrale, indotto dall’inclusione, è un isomorfismo, e quindi
H1(S3 \ F ) ∼= H1(W ) ∼= ⊕2g+n−1 Z, generato da {[ei]}. Possiamo allora
definire β ponendo β([ei], [fj ]) = δij , ed estendendo per linearità.
Supponiamo ora che c e d siano curve semplici orientate chiuse in S3 \ F
e in F rispettivamente; avremo [c] = ∑i λi[ei] e [d] = ∑j µj [fj ], e quindi
β([c], [d]) = ∑i λiµi. Per il Teorema 1.2.1 abbiamo che lk(c, fj) = [c] =∑
i λi[ei] ∈ H1(S3 \ fj), e quindi lk(c, fj) = λj . Analogamente in H1(S3 \ c)
abbiamo lk(d, c) = ∑i µi[fi] = ∑i µi lk(fi, c), e mettendo insieme lk(c, d) =∑
i λiµi = β([c], [d]), come voluto.
Notiamo che, sebbene nella dimostrazione abbiamo usato delle basi per
i gruppi di omologia, la forma β è definita in termini del linking number e
quindi è indipendente dalla scelta della base.
Supponiamo ora che F sia una superficie di Seifert per un link orientato
L ⊂ S3; prendiamo un intorno tubolare N di L, e indichiamo con X la chiusura
di S3 \N (l’esterno del link). Chiaramente F ∩X è semplicemente una copia
di F , che continueremo ad indicare con F ; prendiamone un intorno regolare
in X, parametrizzato come F × [−1, 1] (dove F si identifica con F × {0}) in
modo che il versore normale ad F punti verso F × {1}. Indichiamo con i± i
due embedding F → S3 \ F definiti da i±(x) = x × {±1}; se c è una curva
orientata in F poniamo c± = i± ◦ c.
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Definizione 1.3.2. La forma di Seifert della superficie di Seifert F per il
link orientato L è
α : H1(F )×H1(F )→ Z
definita da α(x, y) = β((i−)∗x, y).
Per la Proposizione 1.3.1 la forma α è bilineare, e se a, b sono due curve
semplici chiuse orientate in F allora α([a], [b]) = lk(a−, b), che a sua volta è
uguale, ovviamente, a lk(a, b+).
Se fissiamo una base {[fi]}i=1,...,2g+n−1 di H1(F ) possiamo considerare la
matrice di Seifert A che rappresenta α, con entrate
Aij = α([fi], [fj ]) = lk(f−i , fj) = lk(fi, f+j ).
Se indichiamo con {[ei]}i=1,...,2g+n−1 la base duale rispetto a β di H1(S3 \ F ),
abbiamo allora che [f−i ] =
∑
j Aij [ej ] e [f+j ] =
∑
iAij [ei].
Chiaramente la matrice di Seifert non è un invariante del link, in quanto
dipende dalle scelte della superficie di Seifert e della base del gruppo di omologia.
Cerchiamo quindi di capire quanto possono differire due matrici di Seifert di
uno stesso link L.
Definizione 1.3.3. Sia A una matrice quadrata su Z. Un’allargamento ele-
mentare di A è una matrice B della forma
B =
A ξ 00 0 1
0 0 0
 oppure B =
A 0 0ηt 0 0
0 1 0

dove ξ è un vettore colonna e ηt è un vettore riga. La matrice A si chiama
riduzione elementare di B. Due matrici quadrate A e B su Z si dicono S–
equivalenti se si ottengono l’una dall’altra attraverso allargamenti o riduzioni
elementari, o congruenze unimodulari (ovvero relazioni del tipo B = Pt AP ,
dove detP = ±1).
Teorema 1.3.4. Due diverse matrici di Seifert A e B di uno stesso link
orientato L sono S–equivalenti.
Dimostrazione. Supponiamo intanto che A e B siano matrici di Seifert della
stessa superficie di Seifert F , calcolate però rispetto a basi diverse. È chiaro
allora che il cambio di base di H1(F ), rappresentato dalla matrice unimodulare
P , si traduce in una relazione B = Pt AP . Passiamo quindi a considerare il
caso di superfici di Seifert diverse F e F ′; possiamo supporre per il Teorema
1.1.14 che F ′ si ottenga da F per tubatura. Una base di H1(F ′) si ottiene
allora da una base {[fi]} di F , aggiungendo la classe di una curva chiusa a che
percorre longitudinalmente una volta il cilindro che definisce la tubatura, e
la classe di una curva chiusa b che gira una volta attorno al cilindro stesso.
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Siccome b borda un disco (12 ×D2) disgiunto da tutte le curve fi, abbiamo che
lk(b±, fi) = 0 (cfr. Proposizione 1.1.11). Inoltre, siccome a incontra questo
disco in esattamente un punto, scegliendo opportunamente le orientazioni
avremo lk(a+, b) = 0 e lk(a−, b) = 1 oppure lk(a+, b) = 1 e lk(a−, b) = 0. Nei
due casi rispettivamente le matrici di Seifert che si ottengono per la superficie
F ′ sono: A ξ 0? ? 1
0 0 0
 e
A ? 0ηt ? 0
0 1 0
 ,
che sono congruenti (a meno di Pt BP ) ad allargamenti elementari di A.
Possiamo quindi introdurre il determinante e la segnatura di un link
orientato.
Definizione 1.3.5. Sia L ⊂ S3 un link orientato, e siaM una matrice di Seifert
per L. Definiamo il determinante detL = | det(M + Mt )| e la segnatura
σ(L) = segnatura(M + Mt ).
Si verifica facilmente, usando il Teorema 1.3.4, che determinante e segnatura
sono ben definiti (cfr. [5, Teorema 6.6.5]).
1.4 Il polinomio di Alexander
Vogliamo definire in questa sezione il polinomio di Alexander di un link. Usere-
mo un’approccio omologico, quello seguito appunto da Alexander. Dobbiamo
innanzitutto esaminare brevemente i moduli finitamente presentati per definire
l’ordine di un modulo.
Moduli finitamente presentati
Supponiamo che M sia un modulo su un anello commutativo (con identità) R.
Una presentazione finita diM è una successione esatta di R–moduli finitamente
generati
F
α−→ E ϕ−→M −→ 0
dove E ed F sono R–moduli liberi. Un modulo si dirà finitamente presentato
se ammette una presentazione finita. Scelte due basi {ej}j=1,...,m e {fi}i=1,...,n
di E ed F rispettivamente, α è rappresentato da una matrice A, tale che
αfi =
∑
j Aijej . Si dice che A è una matrice di presentazione per M . La
proposizione che segue ci dà le relazioni tra le diverse matrici di presentazione
di uno stesso modulo.
Proposizione 1.4.1. Due diverse matrici di presentazione A e B per M
differiscono per un numero finito di queste mosse:
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(a) permutare righe o colonne;
(b) sostituire la matrice A con
(
A 0
0 1
)
, o viceversa;
(c) aggiungere o togliere ad A una colonna di zeri;
(d) aggiungere un multiplo scalare di una riga (o colonna) a un’altra riga (risp.
colonna).
Omettiamo la dimostrazione, che è del tutto elementare. Usando questa
proposizione, si verifica facilmente che la definizione seguente è ben posta.
Definizione 1.4.2. Sia M un modulo su R con una matrice di presentazione
A di tipo m× n. Per 1 ≤ r ≤ m si definisce l’r-esimo ideale elementare Er
di M come l’ideale di R generato dai determinanti di tutti i minori (m− r +
1) × (m − r + 1) di A. (Nel caso in cui non ci siano minori di questa taglia,
perché m− r + 1 > n, si pone Er = 0.)
Abbiamo Er−1 ⊆ Er; per convenzione si pone quindi Er = R per r > m e
Er = 0 per r ≤ 0. Notiamo che se n = m e quindi la matrice A è quadrata,
allora c’è un solo minore m×m e quindi E1 è l’ideale principale di R generato
da detA.
Definizione 1.4.3. Se R è un dominio ad ideali principali (PID) e M è un
R–modulo finitamente generato allora un generatore dell’ideale E1 si dice anche
ordine di torsione o semplicemente ordine di M .
Chiaramente l’ordine di torsione è definito a meno di un elemento invertibile
di R. Ricordiamo che un modulo M finitamente generato su un PID R si può
scrivere come somma diretta di moduli ciclici
M ∼= Rm ⊕R/(a1)⊕ · · · ⊕R/(ak).
Se M è di torsione allora una matrice di presentazione per M è una matrice
quadrata diagonale con entrate ai, e quindi l’ordine di M è il prodotto degli
ai. Se M ha una parte libera non nulla, secondo la nostra definizione l’ordine
di M è nullo2. Conveniamo invece che l’ordine del modulo nullo sia 1.
Esempio 1.4.4. In particolare, se G è un gruppo abeliano finito, che si decom-
pone come G = Z/a1Z × · · · × Z/akZ, allora l’ordine di torsione di G come
Z–modulo coincide con la cardinalità di G, che è il suo ordine come gruppo.
Rivestimento ciclico
Sia L un link orientato con n componenti, e indichiamone con X l’esterno.
Consideriamo una superficie di Seifert F per L. Compattifichiamo X \ F
2Se il modulo M non è di torsione, si può definire in alternativa l’ordine di M come
l’ordine della sua parte di torsione. In ogni caso, noi considereremo solo l’ordine di moduli di
torsione.
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attaccando due copie F− e F+ di F al posto di quella originaria: chiamiamo
Y il risultato di questa operazione (possiamo anche pensare Y come X a
cui abbiamo tolto l’intorno aperto F × (−1, 1) di F ). Se indichiamo con
ϕ : F− → F+ l’identificazione naturale, possiamo recuperare X come Y/ϕ.
Prendiamo ora per ogni i ∈ Z una copia Yi di Y ; in ogni Yi ci saranno le
corrispondenti copie F+i , F−i di F . Consideriamo l’unione disgiunta degli Yi, e
identifichiamo nel modo naturale F−i con F+i+1. Indichiamo con X∞ lo spazio
ottenuto.
Lemma 1.4.5. Lo spazio X∞ così costruito non dipende dalla particolare
scelta della superficie di Seifert F .
Dimostrazione. Intanto osserviamo che X∞ è un rivestimento di X. Un solle-
vamento γ˜ a X∞ di una curva γ in X passa da una copia Yi a un’altra ogni
volta che γ interseca F ; quindi un arco chiuso si solleva a un arco chiuso se
e solo se ha linking number nullo con L. Questo mostra che il gruppo del
rivestimento non dipende da F , e quindi nemmeno X∞ dipende da F .
Osservazione 1.4.6. Supponiamo che il link L abbia n componenti. Indichia-
mo con pi il gruppo fondamentale di X, consideriamone l’abelianizzato ⊕n Z
e la proiezione al quoziente ϕ : pi →⊕n Z. Sia poi η : ⊕n Z→ Z definita da
η((ai)i=1,...,n) =
∑
i ai, e poniamo ε = η ◦ ϕ. Abbiamo allora la successione
esatta
0 −→ ker ε −→ pi ε−→ Z −→ 0.
La dimostrazione del lemma precedente ci dice, in altre parole, che X∞ è il
rivestimento corrispondente a ker ε.
Definizione 1.4.7. Lo spazio X∞ si chiama rivestimento ciclico infinito di
X.
L’Osservazione 1.4.6 ci dà subito che il gruppo degli automorfismi del
rivestimento è Z; possiamo vedere esplicitamente l’azione di Z suX∞. Pensiamo
Z come 〈t±1〉: il generatore t agisce sull’unione disgiunta degli Yi mandando
Yi in Yi+1 nel modo ovvio, e l’azione passa al quoziente. Il gruppo 〈t〉 agisce
anche sul gruppo di omologia H1(X∞); siccome d’altra parte questo è in
modo naturale uno Z–modulo, l’unione delle due azioni lo rende uno Z[t±1]–
modulo. La proposizione seguente ci dà un modo per trovare una matrice di
presentazione per H1(X∞) su Z[t±1].
Proposizione 1.4.8. Sia F una superficie di Seifert per un link orientato
L ⊂ S3, e sia A una matrice di Seifert rispetto a una qualche base di H1(F ).
Allora la matrice tA− At è una matrice di presentazione per lo Z[t±1]–modulo
H1(X∞).
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Dimostrazione. Consideriamo la costruzione esplicita di X∞ appena esibita.
Sia Y ′ l’immagine al quoziente di ⋃i Y2i+1 e Y ′′ l’immagine al quoziente di⋃
i Y2i, in modo che X = Y ′ ∪ Y ′′. Sia Y ′ che Y ′′ sono unione disgiunta di
infinite copie di Y , mentre Y ′ ∩ Y ′′ è unione disgiunta di infinite copie di F .
Consideriamo la successione di Mayer-Vietoris di X = Y ′ ∪ Y ′′:
· · · H1(Y ′ ∩ Y ′′) H1(Y ′)⊕H1(Y ′′) H1(X∞)
H0(Y ′ ∩ Y ′′) H0(Y ′)⊕H0(Y ′′) · · ·
α1∗ β
1
∗
α0∗ β
0
∗
Intanto, siccome Y ′ ∩ Y ′′ è unione disgiunta di copie di F , abbiamo un’i-
dentificazione naturale H0(Y ′ ∩ Y ′′) = Z[t±1] ⊗Z H0(F ), dove il generatore
di H0(Y1 ∩ Y0) corrisponde a 1 ⊗ 1; analogamente H0(Y ′) ⊕ H0(Y ′′) si può
identificare con Z[t±1]⊗Z H0(Y ), dove il generatore di H0(Y0) corrisponde a
1⊗1. Ora α0∗(1⊗1) = (t⊗1)− (1⊗1), e quindi α0∗ è iniettiva, e β1∗ è surgettiva.
Ripetiamo il ragionamento per gli H1, e abbiamo H1(Y ′ ∩ Y ′′) = Z[t±1]⊗Z
H1(F ) e H1(Y ′)⊕H1(Y ′′) = Z[t±1]⊗ZH1(Y ). Se {[fj ]} e {[ei]} sono basi per
H1(F ) e H1(S3 \ F ) duali rispetto alla forma β definita dalla Proposizione
1.3.1, allora {1⊗ [fj ]} e {1⊗ [ei]} sono basi per H1(Y ′∩Y ′′) e H1(Y ′)⊕H1(Y ′′)
su Z[t±1]. Sempre usando la Proposizione 1.3.1, se A è la matrice di Seifert
rispetto alle basi scelte, otteniamo subito che
α1∗(1⊗ [fj ]) =
∑
i
(Aij(t⊗ [ei])−Aji(1⊗ [ej ])),
cioè α1∗ è rappresentata dalla matrice tA − At , che è quindi una matrice di
presentazione per H1(X∞).
Il modulo di Alexander e il polinomio di Alexander
Definizione 1.4.9. Il modulo H1(X∞) si chiama modulo di Alexander del
link orientato L. L’r-esimo ideale di Alexander di L è l’r-esimo ideale elemen-
tare dello Z[t±1]–modulo H1(X∞). L’r-esimo polinomio di Alexander di L è
un generatore del più piccolo ideale principale di Z[t±1] che contenga l’r-esimo
ideale. Il primo polinomio di Alexander si chiama il polinomio di Alexander
di L e si indica con ∆L(t).
I polinomi di Alexander così come sono stati definiti sono unici a meno di
un elemento invertibile di Z[t±1], e quindi a meno di moltiplicare per ±t±n.
Per maggiore chiarezza, indichiamo con .= l’equaglianza in Z[t±1] a meno di un
elemento invertibile. Osserviamo che il primo ideale di Alexander è in effetti un
ideale principale, perché abbiamo trovato una matrice quadrata che presenta
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H1(X∞); se A è una matrice di Seifert per L allora il polinomio di Alexander
di L è dato da
∆L(t)
.= det(tA− At ).
La proposizione seguente elenca le proprietà fondamentali del polinomio di
Alexander.
Proposizione 1.4.10. Siano L un link orientato, K un nodo orientato; il
polinomio di Alexander gode delle seguenti proprietà:
(i) ∆L(t)
.= ∆L(t−1);
(ii) ∆K(1) = ±1;
(iii) ∆L(1) = 0 se L ha almeno due componenti;
(iv) ∆K(t)
.= a0 +
∑N
i=1 ai(t−i + ti), dove a0 è dispari.
Dimostrazione. Sia A una matrice di Seifert n× n per L. Allora:
∆L(t)
.= det(tA− At ) = det(t At −A) = (−t)n det(t−1A− At ) .= ∆L(t−1),
che prova (i).
Sia ora A una matrice di Seifert per il link orientato L con n componenti,
ottenuta a partire da una base standard di 2g + n− 1 curve orientate {fi} su
una superficie di Seifert F di genere g. Abbiamo ∆K(1) = ±det(A− At ), e
(A− At )ij = lk(f−i , fj)− lk(f+i , fj),
e questo è il numero di intesezioni di fi e fj su F , contate con segno. La
matrice (A − At ) e fatta quindi di g blocchi della forma ( 0 1−1 0 ) e n − 1 zeri
sulla diagonale, e zeri altrove. Quindi ∆L(1) = ±1 se n = 1, e ∆L(1) = 0 se
n ≥ 2.
Se ora K è un nodo, per il punto (i) possiamo scegliere ∆K(t) =
∑N
i=0 bit
i,
con bN−r = ±br, e la stessa scelta di segno vale per tutti gli r. Se N fosse
dispari allora ∆K(1) sarebbe pari, ma sappiamo che ∆K(1) = ±1, e quindi N è
pari. Se bN−r = −br per tutti gli r allora bN/2 = 0, e quindi ∆K(1) = 0, che di
nuovo è assurdo. Quindi bN−r = br per ogni r e bN/2 è dispari. Moltiplicando
per t−N/2 otteniamo la forma voluta in (iv).
Possiamo anche considerare il polinomio di Alexander di K a coefficienti
razionali, e cioè l’ordine di H1(X∞;Q) su Q[t±1]. Esso sarà definito a meno di
moltiplicare per un elemento λtk, con λ ∈ Q, k ∈ Z. Chiaramente la matrice
(tA− At ), vista a coefficienti razionali, presenta H1(X∞;Q), quindi il polinomio
a coefficienti razionali è sostanzialmente uguale a quello a coefficienti interi.
Tuttavia a volte esso risulta più comodo, perché Q[t±1] è un PID, a differenza
di Z[t±1].
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Il polinomio di Conway
Per completezza, introduciamo brevemente il polinomio di Conway, che non è
altro che una reinterpretazione, in termini diversi, del polinomio di Alexander.
Abbiamo visto che, dato un link orientato L ⊂ S3 e scelta una matrice di
Seifert A per L, l’ideale generato dal determinate ∆L(t) = det(tA− At ) non
dipende dalla particolare matrice A scelta; abbiamo quindi definito il polinomio
di Alexander a meno di un elemento invertibile di Z[t±1]. Vediamo come sia
possibile eliminare questa ambiguità, e selezionare univocamente un generatore
specifico dell’ideale di Alexander: dovremo ricorrere al Teorema 1.3.4, che non
abbiamo usato per dimostrare che l’ideale di Alexander è ben definito.
Proposizione 1.4.11. Dato un link orientato L e una matrice di Seifert
A per L, il determinante det(t1/2A − t−1/2 At ) ∈ Z[t±1/2] non dipende dalla
particolare matrice di Seifert scelta.3
Dimostrazione. Grazie al Teorema 1.3.4, è sufficiente vedere cosa succedede
quando la matrice A cambia per S–equivalenza. L’invarianza per congruenza
segue da
det(t1/2 Pt AP − t−1/2 Pt At P ) = (detP )2 det(t1/2A− t−1/2 At ).
Supponiamo ora che B sia un allargamento elementare di A:
B =
A ξ 00 0 1
0 0 0
 ;
allora
(t−1/2B − t−1/2 Bt ) =
t1/2A− t−1/2 At t1/2ξ 0−t−1/2 ξt 0 t1/2
0 −t−1/2 0
 ,
che ha lo stesso determinante di (t1/2A− t−1/2 At ). La verifica per l’altro tipo
di allargamento elementare è analoga.
Se A è una matrice r×r, notiamo che det(t1/2A−t−1/2 At ) = t−r/2 det(tA−
At ), che non è altro che il polinomio di Alexander di L, a meno di un unità in
Z[t±1/2].
Definizione 1.4.12. Dato un link orientato L e una matrice di Seifert A
per L, il polinomio det(t1/2A − t−1/2 At ) è la versione del polinomio di Ale-
xander normalizzata secondo Conway, o più semplicemente il polinomio di
Alexander-Conway, di L; lo indichiamo con ∆CL (t).
3Qui Z[t±1/2] è da intendersi semplicemente come l’anello dei polinomi di Laurent con
indeterminata t1/2, in modo che ci sia una naturale inclusione Z[t±1] ⊂ Z[t±1/2].
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Se K è un nodo, siccome le sue matrici di Seifert sono di tipo 2g × 2g,
allora ∆CK(t) ∈ Z[t±1]. Dalla dimostrazione della Proposizione 1.4.10 segue
inoltre che ∆CK(1) = +1.
Proposizione 1.4.13. Sia L un link orientato. Il polinomio di Alexander-
Conway ∆CL (t) ∈ Z[t±1/2] è caratterizzato dalle seguenti relazioni skein:
(i) ∆CK(t) = 1 se K è il nodo banale;
(ii) se tre link orientati L+, L−, L0 differiscono solo nell’intorno di un
incrocio, come rappresentato qui:
L+ L− L0
allora:
∆CL+(t)−∆CL−(t) = (t−1/2 − t1/2)∆CL0 .
Omettiamo la dimostrazione; osserviamo solo che un uso ripetuto delle
relazioni skein permette facilmente di calcolare il polinomio di Alexander-
Conway per ogni link orientato L. Dalla proposizione segue facilmente che ∆CL (t)
è un polinomio in (t−1/2 − t1/2), e quindi possiamo sostituire z = (t−1/2 − t1/2)
e definire il polinomio di Conway, o potenziale, ∇L(z) ∈ Z[z], che verifica
∇L(t−1/2−t1/2) = ∆CL (t). Parafrasando quanto detto finora, abbiamo mostrato
che ∇L(z) è un invariante ben definito di link orientati, e che è caratterizzato
dalle relazioni skein ∇nodo banale(z) = 1 e ∇L+(z)−∇L−(z) = z∇L0(z).
1.5 Nodi slice
Ci siamo limitati, finora, ad uno studio tridimensionale dei nodi. Cominciamo a
vedere ora come i nodi in S3 si colleghino a problemi topologici e geometrici in
quattro dimensioni. SiaK ⊂ S3 un nodo. Consideriamo la palla 4–dimensionale
chiusa B4, e pensiamo S3 = ∂B4. Diamo la seguente definizione.
Definizione 1.5.1. Un nodo K ⊂ S3 si dice (topologicamente) slice se esiste
un 2–disco chiuso D ⊂ B4 piatto (cioè con un intorno N , che sia una copia
di D × I2, tale che N ∩ S3 = ∂D × I2) tale che K = ∂D = D ∩ S3. Un nodo
K ⊂ S3 si dice smoothly slice se esiste un embedding C∞ di un 2–disco chiuso
D in B4 tale che K = ∂D = D ∩ S3. Il disco D si chiama slicing disk per K
nel primo caso, smooth slicing disk nel secondo.
Notiamo che, nel caso topologico, la richiesta che il disco D sia piatto è
fondamentale per evitare situazioni banali: infatti se pensiamo B4 come il cono
su S3, allora ogni nodo K ⊂ S3 ha un disco D ⊂ B4 (il cono su se stesso) tale
che ∂D = K (Figura 1.6 nella pagina successiva); tuttavia, tale disco è piatto
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Figura 1.6: Il cono sul nodo trioglio.
solo se il nodo è banale (altrimenti c’è una singolarità nel vertice del cono).
È noto che la condizione di piattezza si può sostituire con una condizione
di piattezza locale ([9]). È chiaro d’altra parte che uno smooth slicing disk
è piatto. Notiamo che il complementare in B4 dell’intorno regolare N dello
slicing disk è una varietà (che possiamo supporre PL o C∞) a bordo.
La definizione di nodo slice fu data per la prima volta da Fox e Milnor nel
1958. Essi consideravano immersioni PL di superfici in spazi 4–dimensionali, e
si chiedevano quali singolarità locali queste immersioni potessero presentare, e
quali si potessero risolvere. A loro si deve la prima ostruzione alla sliceness,
che esamineremo nella prossima sezione. I nodi slice sono inoltre strettamente
collegati a problemi 4–dimensionali, come il fallimento del Withney trick.
Noi considereremo perlopiù la condizione topologica; è bene però sotto-
lineare che esistono nodi topologicamente slice che non sono smoothly slice.
Questo dipende dal fatto che in dimensione quattro non sempre a una struttura
topologica corrisponde una struttura differenziabile. È stato infatti dimostrato
da Freedman e Quinn ([9]) che se ∆K(t) = 1 allora K è topologically slice,
mentre si possono trovare nodi con polinomio di Alexander banale che non
siano smoothly slice (cfr. ad esempio [22]).
I nodi slice sembrano essere piuttosto rari: dei nodi con al più sette incroci,
solo uno è slice. Vediamo qualche esempio.
Esempio 1.5.2 (Il nodo 61). Consideriamo il nodo 61. Con mosse di Reide-
meister ed isotopie piane, è possibile disegnare un diagramma del nodo 61 con
otto incroci, come riportato in Figura 1.7 a fronte. Dalla figura si vede che per
questo nodo esiste un immersione ϕ : D2 → S3 di un disco tale che ∂D = K;
questa immersione non è iniettiva (altrimenti il nodo sarebbe banale), tuttavia
i problemi di iniettività sono tutti di questo tipo:
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Figura 1.7: Il nodo 61.
Figura 1.8: Ribbon move.
Pensando allora a S3 = ∂B4, non è difficile immaginare che in queste zone
singolari gli interni dei dischi (la regione chiara, nell’immagine) si possano
spingere nella quarta dimensione, per ottenere così un disco embedded in B4.
Ne consegue che il nodo 61 è smoothly slice, e quindi slice.
Esempio 1.5.3 (Il nodo 820). Consideriamo ora il nodo 820. Per mostrare
che è slice, analizziamo intanto una situazione locale. Supponiamo di avere
una superficie che descrive una montagna, con due cime di altezza 1 e un
avvallamento tra di esse; sezioniamo con dei piani orizzontali. Al livello 0
abbiamo una curva chiusa, la base della montagna; al livello 0, 5 abbiamo una
curva ad otto, in corrispondenza dell’avvallamento; poi abbiamo due curve
chiuse, che si riducono ad essere due punti al livello 1 (Figura 1.8). Ora, in
Figura 1.9 nella pagina successiva sono riportate delle sezioni di uno slicing
disk per 820 a tempi fissati. Il passaggio da (b) a (d), e quindi da a
, avviene mettendo un avvallamento e due picchi, come appena descritto
(tecnicamente questa si chiama ribbon move). Quello che è fondamentale è
che al livello (d) rimangono due curve snodate, che si possono portare tramite
un’isotopia al livello (f).
Si può reinterpretare la costruzione fatta nell’esempio precedente in termini
di teoria di Morse: la funzione altezza è una funzione di Morse per il disco,
che ha solo una sella e due massimi. Si può mostrare che ogni smooth slicing
disk si ottiene in questo modo, tuttavia ci potrebbero essere dei minimi della
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(a) (b) (c) (d) (e) (f-g)
Figura 1.9: Livelli di uno slicing disk per il nodo 820.
funzione di Morse. La congettura slice-ribbon sostiene che ogni smooth slicing
disk si può ottenere, a meno di isotopia, con una funzione di Morse senza
minimi. Più formalmente, diamo la seguente definizione.
Definizione 1.5.4. Uno smooth slicing disk D ⊂ B4 per il nodo K è ribbon se
(a meno di eseguire un’isotopia) la funzione altezza radiale B4 → I (definita
come distanza dal bordo S3) è una funzione di Morse senza minimi per D, e
quindi induce una decomposizione in manici di D senza 2–manici. Se il nodo
K ammette un ribbon disk allora si dice che il nodo K è ribbon.
Congettura (Slice-ribbon). Ogni nodo smoothly slice è ribbon.
Potrebbe sembrare che la costruzione dello slicing disk per il nodo 61 sia
sostanzialmente diversa da quella per il nodo 820: ci si accorge ben presto
che non è così: infatti anche lo slicing disk per 61 si ottiene con una funzione
di Morse il cui livello base è il nodo, che ha una sella corrispondente all’at-
taccamento della banda (1–manico) e due massimi, come mostrato in Figura.
Quindi anche il nodo 61 è ribbon.
L’Esempio 1.5.3 ci dà un modo molto generale per costruire dischi ribbon
per un dato nodo. Generalizzando quanto fatto per il nodo 820, possiamo dire
che, ogniqualvolta riusciamo a trasformare un nodo, attraverso un numero
finito di ribbon moves, in n curve disgiunte snodate (cioè in un link con n
componenti banale), il nodo è ribbon. In effetti, per tutti i nodi che sono noti
essere smoothly slice, così si costruiscono dei dischi ribbon. Non è nota, d’altra
parte, una costruzione esplicita di slicing disks localmente piatti per nodi che
siano topologicamente, ma non smoothly, slice.
La definizione seguente, che si può porre nella categoria topologica o in
quella C∞, generalizza la definizione di nodo slice.
Definizione 1.5.5. Sia K un nodo in S3. Definiamo il 4–genere di K, che
indichiamo con g4(K), come il minimo genere di una superficie F ⊂ B4
connessa orientabile, che sia un embedding (topologico localmente piatto,
oppure differenziabile) in B4, tale che ∂F = F ∩ S3 = K.
Chiaramente se K è slice allora g4(K) = 0. Vale g4(K) ≤ g(K), ma la
diseguaglianza è in generale stretta perché, come abbiamo visto, esistono nodi
non banali che sono slice.
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Concludiamo con una breve divagazione sul gruppo di concordanza. Ab-
biamo visto che i nodi in S3 modulo equivalenza con l’operazione di somma
formano un monoide, in cui non è garantita la presenza dell’elemento inverso.
Vediamo come sia possibile, introducendo una nuova relazione di equivalenza,
ottenere un vero e proprio gruppo.
Lemma 1.5.6. Sia K ⊂ R3 un nodo, simmetrico rispetto al piano {x3 = 0}.
Allora K è smoothly slice (in effetti, ribbon).
Dimostrazione. Consideriamo la funzione
f : K ∩ {x3 ≥ 0} × [0, pi]→ R4,
definita da f(x1, x2, x3) = (x1, x2, x3 cos θ, x3 sin θ). Si vede subito che f
parametrizza un disco smoothly embedded in R4 ∩ {x4 ≥ 0}, il cui bordo è
K.
Corollario 1.5.7. Se K è un nodo in S3 allora K + rK è smoothly slice.
Definizione 1.5.8. Il gruppo di concordanza è
C = {nodi in S3}/{nodi smoothly slice}.
Andrebbe verificato che C sia effettivamente un gruppo. Il Corollario
1.5.7, in particolare, ci assicura l’esistenza dell’elemento inverso. Il gruppo di
concordanza è stato ed è oggetto di studio, parallelamente alla condizione di
sliceness.
1.6 Il Teorema di Fox-Milnor
Abbiamo visto nella sezione precedente un modo per dimostrare che un nodo
è slice. Vediamo ora un modo per escludere che un dato nodo sia slice: il
seguente è un classico risultato di Fox-Milnor ([8]), che mostra che il polinomio
di Alexander di un nodo fornisce, in certi casi, un’ostruzione alla sliceness.
Teorema 1.6.1 (Fox-Milnor). Supponiamo che il nodo K sia slice. Allora il
suo polinomio di Alexander-Conway si fattorizza come f(t)f(t−1), con f ∈ Z[t].
Esempio 1.6.2. Consideriamo il nodo trifoglio 31. Il suo polinomio di Alexander
è 1− t+ t2, che è irriducibile. Quindi il nodo trifoglio non è slice.
In questa sezione riportiamo una dimostrazione del Teorema di Fox-Milnor
con metodi il più possibile elementari, seguendo [14]. Alla fine del prossimo
capitolo affronteremo la dimostrazione della generalizzazione del Teorema
di Fox-Milnor ai polinomi di Alexander twistati, che ingloberà anche una
dimostrazione del Teorema di Fox-Milnor classico. Essa userà un teorema di
dualità per la torsione di Reidemeister, analogamente all’argomento originale
di Fox e Milnor.
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Lemma 1.6.3. Sia K ⊂ S3 un nodo, e sia F una superficie piatta in B4
tale che F ∩ S3 = ∂F = K. Allora l’inclusione S3 \K ↪→ B4 \ F induce un
isomorfismo in omologia: Z ∼= H1(S3 \K) ∼−→ H1(B4 \ F ).
Dimostrazione. Sia N ⊂ B4 un intorno di F , parametrizzato da F × I2, che
interseca S3 in ∂F × I2 (esiste perché F è piatta). Consideriamo la successione
di Mayer-Vietoris
0 = H2(B4) −→ H1(F × ∂I2) α−→ H1(N)⊕H1(B4 \N) −→ H1(B4) = 0.
Per l’esattezza l’omomorfismo α nel centro deve essere un isomorfismo. Ora,
abbiamo
H1(F × ∂I2) = H1(F )⊕H1(∂I2),
e quindi l’isomorfismo diventa
H1(F )⊕H1(∂I2) α−→ H1(N)⊕H1(B4 \N).
Ora, è chiaro che α si restringe ad essere un isomorfismo H1(F )→ H1(N), e
d’altra parte α(H1(∂I2)) è zero nella prima componente H1(N): quindi α è
anche un isomorfismo Z ∼= H1(∂I2)→ H1(B4 \N). Quest’ultimo omomorfismo
deve mandare un generatore di H1(∂I2) in un generatore di H1(B4 \N), e
d’altra parte un meridiano µ di K è un generatore sia di H1(S3 \ K) che
di H1(∂I2). Ciò mostra che l’inclusione dell’esterno di K in B4 \N induce
un isomorfismo sugli H1, da cui segue, a meno di equivalenze omotopiche, la
tesi.
Lemma 1.6.4. Siano F1, F2 due superfici piatte orientate disgiunte in B4,
e supponiamo che Ki = Fi ∩ S3 = ∂Fi ⊂ S3 siano due nodi in S3. Allora
lk(K1,K2) = 0.
Dimostrazione. La tesi segue subito dal lemma precedente, perché K1 = ∂F1
in B4 \F2, quindi [K1] = 0 in H1(B4 \F2), e quindi anche in H1(S3 \K2).
Lemma 1.6.5. Sia F una superficie di Seifert per il nodo K, e sia D uno
slicing disk per K in B4. Allora esiste una 3–varietà M ⊂ B4 con un bicollare
M × [−1, 1] ⊂ B4 tale che ∂M = F ∪D, e M ∩ S3 = F .
Dimostrazione. L’idea della dimostrazione è quella di costruire una opportuna
funzione φ : B4\D → S1, e poi di porreM = φ−1(un punto). Consideriamo un
intorno regolareN diD (che esiste, di nuovo, perchéD è piatto). SiaX = S3\N
l’esterno di K. Cominciamo definendo φ : X → S1: su un intorno di F in S3
del tipo F × [−1, 1] definiamo φ come la proiezione su [−1, 1] composta con
l’esponenziale t→ eipit, e sul resto facciamo valere φ costantemente −1 ∈ S1.
Notiamo che φ verifica φ−1(1) = F e φ∗ : H1(X)→ H1(S1) è un isomorfismo.
Estendiamo ora φ a tutto ∂(B4 \N): si tratta, in altre parole, di estendere
φ, già definita su ∂D× ∂I2, a tutto D× ∂I2, in modo che φ−1(1) = ∂D× {?}
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per un qualche ? ∈ ∂I2. Osserviamo che, per il lemma precedente, per ogni
p ∈ ∂I2 la curva ∂D×{p} è una longitudine (cioè ha linking number nullo con
un meridiano di K), e quindi la sua immagine tramite φ è omotopicamente
banale in S1: a meno di semplici dettagli, questo basta a costruire l’estensione
di φ voluta.
Infine, estendiamo φ a tutto B4 \N . Consideriamone una qualche trian-
golazione, e sia T un albero massimale nell’1-scheletro che contenga tutti i
vertici di questa triangolazione e un albero massimale di ∂(B4 \N). Esten-
diamo φ a T in modo arbitrario. Prendiamo ora un 1–simplesso σ che non
sta in T : se c è un 1-ciclo costruito unendo σ e una 1–catena di T , de-
finiamo φ su σ in modo che [φc] in H1(S1) sia uguale all’immagine di [c]
tramite l’isomorfismo H1(B4 \N) ∼= H1(X) φ∗−→ H1(S1). In questo mo-
do abbiamo esteso φ all’1-scheletro. Possiamo estendere φ a qualsiasi 2–
simplesso τ ⊂ B4 \N perché [∂τ ] = 0 in H1(B4 \N), e quindi per costruzione
[φ(∂τ)] = 0 ∈ H1(S1). Possiamo poi estendere φ anche al 3-scheletro e al
4-scheletro perché pi2(S1) = pi3(S1) = 0.
A questo punto, possiamo supporre che φ : B4 \N → S1 sia trasversa a
1 ∈ S1, e quindi φ−1(1) è una 3–varietà M , tale che ∂M = F ∪ (D× {?}).
Lemma 1.6.6. Sia M una 3–varietà orientabile compatta tale che ∂M sia
una superficie connessa di genere g; indichiamo con i : ∂M →M l’inclusione.
Allora il nucleo di i∗ : H1(∂M ;Q)→ H1(M ;Q) è un sottospazio vettoriale di
dimensione g.
Dimostrazione. Consideriamo il diagramma commutativo seguente.
H2(M,∂M ;Q) H1(∂M ;Q) H1(M ;Q)
H1(M ;Q) H1(∂M ;Q) H2(M,∂M ;Q)
d i∗
i∗ ∂
Le righe sono parti delle successioni esatte della coppia (M,∂M) in omologia
e in coomologia. Le frecce verticali sono isomorfismi di dualità (di Poincaré
quella centrale, di Lefschetz le altre due). Sappiamo che ∂M è una superficie
compatta connessa orientabile di genere g, quindi H1(∂M ;Q) ∼= H1(∂M ;Q) ∼=
Q2g. Per il teorema dei coefficienti universali in coomologia, e visto che
lavoriamo con coefficienti nel campo Q, lo spazio vettoriale H1(M ;Q) è il
duale di H1(M ;Q), e i∗ è l’applicazione duale di i∗; elementari considerazioni
di algebra lineare mostrano allora che rank(i∗) = rank(i∗). Ora, per esattezza
rank(i∗)+rank(i∗) = 2g, da cui rank(i∗) = g e quindi anche dim ker i∗ = g.
Corollario 1.6.7. Nelle ipotesi del lemma precedente, lo Z–modulo H1(∂M ;Z)
ha una base di α1, . . . , α2g su Z tale che α1, . . . , αg sono nulli in H1(M ;Q).
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Dimostrazione. Vediamo H1(∂M ;Z) = Z2g ⊂ Q2g = H1(∂M ;Z). Come nel
lemma precedente, sia U ⊂ Q2g il nucleo di i∗, che quindi è uno spazio vettoriale
su Q di dimensione g. Scegliamo una base di U fatta di elementi di Z2g, e sia
U˜ ⊂ Z2g lo Z–modulo generato da questi elementi. Consideriamo la proiezione
al quoziente pi : Z2g → Z2g/U˜ ; per il teorema di struttura dei gruppi abeliani,
Z2g/U˜ = F ⊕ T , dove F ∼= Zg è la parte libera, e T è la parte di torsione.
Siano A = pi−1(F ), B = pi−1(T ). Scegliamo dunque una Z–base per B e
completiamola ad una base di Z2g usando le controimmagini di una base di F .
Questa è la base cercata, perché se b appartiene a B allora esiste n ∈ Z tale
che npi(b) = 0, cioè nb ∈ U˜ e quindi b ∈ U .
Proposizione 1.6.8. Sia K ⊂ S3 un nodo slice, e sia F una superficie di
Seifert per K di genere g. Possiamo scegliere una base di H1(F ;Z) tale che
la corrispondente matrice di Seifert sia fatta di quattro blocchi g × g, con il
primo blocco nullo: (
0 P
Q R
)
.
Dimostrazione. Sia D uno slicing disk per K. Sia M ⊂ B4 la 3–varietà
costruita nel Lemma 1.6.5, e sia α1, . . . , α2g la base di H1(∂M ;Z) fornita
dal corollario precedente. Non è difficile convincersi che abbiamo isomor-
fismi H1(F˚ ;Z) → H1(F ;Z) → H1(∂M ;Z), e quindi possiamo pensare che
α1, . . . , α2g sia una base di H1(F˚ ;Z). Siano f1, . . . , f2g curve orientate chiu-
se in F˚ che rappresentano α1, . . . , α2g. Costruiamo la matrice di Seifert A
rispetto a questa base: Aij = lk(f−i , fj)4. Ora, prendiamo un fi con i ≤ g;
esiste un intero ni tale che [nifi] = 0 in H1(M ;Z), e quindi nifi è bordo di
una 2-cocatena in C2(M ;Z); in effetti si può mostrare che nifi è bordo di
una superficie piatta in un intorno di M . Siccome M ha un bicollare, allo
stesso modo si ottiene che (nifi)− è bordo di una superficie in un intorno di
M × {−1}, quindi per il Lemma 1.6.4
ninj lk(fi, fj) = lk((nifi)−, njfj) = 0
da cui la tesi.
Siamo finalmente pronti per dimostrare il teorema.
Dimostrazione del Teorema 1.6.1. Usando la matrice di Seifert A fornitaci
dalla proposizione precedente, calcoliamo il polinomio di Alexander-Conway
4Le curve fi potrebbero non essere semplici (e quindi autointersecarsi): il linking number è
definito comunque, modificando di poco le curve in S3 oppure usando la definizione alternativa
data dal Teorema 1.2.1.
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del nodo K:
∆K(t) = det(t1/2A− t−1/2 At )
= det
(
0 t1/2P − t−1/2 Qt
t1/2Q− t−1/2 Pt t1/2R− t−1/2 Rt
)
= det(tP − Qt ) det(t−1P − Qt ).
Come conseguenza della Proposizione 1.6.8 abbiamo anche una condizione
necessaria sulla segnatura di un nodo slice:
Teorema 1.6.9. Sia K ⊂ S3 un nodo slice. Allora la segnatura di K è nulla.
Dimostrazione. La segnatura di K è la segnatura della forma bilineare sim-
metrica definita dalla matrice di Seifert A, fornita dalla Proposizione 1.6.8.
Annullandosi su un sottospazio che ha come dimensione metà della dimensione
dello spazio ambiente, ed essendo non degenere, questa forma bilineare deve
avere quindi segnatura nulla.
La Proposizione 1.6.8 ci spinge a dare questa definizione:
Definizione 1.6.10. Un nodo K ⊂ S3 si dice algebraically slice se per
ogni superficie di Seifert F per K esiste un sottospazio A ⊂ H1(F ) con
rankA = 12 rankH1(F ) tale che la forma si Seifert di F sia nulla su A.
In particolare, abbiamo dimostrato che ogni nodo slice è algebraically slice.
Come vedremo nel prossimo capitolo, il viceversa è falso.

CAPITOLO 2
Polinomi di Alexander
twistati
I polinomi di Alexander twistati sono una generalizzazione del polinomio di
Alexander di un nodo. Sono stati introdotti inizialmente da Lin ([15]), a partire
da una presentazione specifica del gruppo fondamentale del complementare
del nodo, costruita con particolari superfici di Seifert. La definizione è stata
generalizzata da Wada ([24]), che ha definito i polinomi twistati per gruppi
finitamente presentati e rappresentazioni in Z e in GL(V ). La definizione che
riportiamo noi è quella più generale ed algebrica di Herald, Kirk e Livingston,
seguendo [13] e [12].
2.1 Omologia e polinomi twistati
Cominciamo con alcune premesse algebriche. Dato un gruppo G, si definisce
l’integral group ring ZG o Z[G] come lo Z–modulo libero generato dagli elementi
diG; la moltiplicazione diG si estende in modo unico ad un prodotto Z-bilineare
ZG× ZG→ ZG, che fa di ZG un anello. Se G non è abeliano ZG è un anello
non commutativo. Il gruppo G si identifica naturalmente come sottogruppo
di (ZG)× (notazione con cui indichiamo il gruppo degli elementi invertibili di
un anello). L’anello ZG è caratterizzato dalla seguente proprietà universale:
dato un anello R e un omomorfismo di gruppi f : G → R×, esiste un’unica
estensione di f ad un omomorfismo di anelli ZG→ R; in altri termini
Hom(anelli)(ZG,R)
1−1←−−→ Hom(gruppi)(G,R×). (2.1)
Uno ZG–modulo (sinistro), detto anche G–modulo, è il dato di un gruppo
abeliano A e un omomorfismo ZG→ End(A); per la proprietà universale (2.1),
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un gruppo abeliano A con un’azione (sinistra) del gruppo G è quindi uno
ZG–modulo (sinistro).
Ricordiamo che dato un anello (non necessariamente commutativo) R, è
ben definito il prodotto tensoriale M ⊗R N tra un R–modulo destro M e
un R–modulo sinistro N . Se R,S sono due anelli, un (R,S)–bimodulo M
è un R–modulo sinistro che sia anche un S–modulo destro, con la relazione
di compatibilità (rm)s = r(ms) per ogni r ∈ R,m ∈ M, s ∈ S. Se M è un
(R,S)–bimodulo e N è un S–modulo sinistro, allora il prodotto tensoriale
M ⊗S N è un R–modulo sinistro.
Sia ora X un CW–complesso finito con rivestimento universale X˜. Poniamo
pi = pi1(X). Sia C∗(X˜) il complesso delle catene cellulari in X˜ con coefficienti
interi; c’è una naturale azione del gruppo pi su C∗(X˜), che conveniamo di
considerare come azione sinistra. Per quanto detto prima, quindi, C∗(X˜) è
uno Z[pi]–modulo sinistro.
Supponiamo di avere uno Z[pi]–modulo destro M . Definiamo il complesso
di catene twistato
C∗(X;M) = M ⊗Z[pi] C∗(X˜)
con il differenziale id⊗ ∂.
Definizione 2.1.1. L’omologia del complesso C∗(X;M) si chiama omologia
twistata di X e si indica con H∗(X;M).
Se supponiamo che M sia un (S,Z[pi])–bimodulo, allora C∗(X;M) è un
S–modulo sinistro, e anche Hn(X;M) eredita una struttura di S–modulo
sinistro.
Definizione 2.1.2. Sia F un campo, e M un (F[t±1],Z[pi])–bimodulo. Il poli-
nomio di Alexander twistato diX a coefficienti inM è l’ordine diH1(X;M)
come F[t±1]–modulo sinistro. Lo indichiamo con ∆X,M . Se l’omomorfismo
α : pi → Aut(M) determina l’azione destra di Z[pi] su M , scriviamo anche
∆X,α al posto di ∆X,M .
Di nuovo, il polinomio di Alexander twistato è definito a meno di un
elemento invertibile di F[t±1].
Data questa definizione generale, vediamo come procurarci, nella pratica,
un (F[t±1],Z[pi])–bimodulo con cui calcolare l’omologia twistata. La situazione
da tenere presente è quella in cui X sia il complementare di un nodo in S3, e pi
quindi sia il gruppo del nodo. Supponiamo di avere un omomorfismo ε : pi → Z.
Sia inoltre V un F–spazio vettoriale, e ρ : pi → GL(V ) una rappresentazione di
pi che fa di V uno Z[pi]–modulo destro. PoniamoM = F[t±1]⊗FV , e definiamo
su M un’azione destra α di Z[pi] in questo modo:
(f(t)⊗ v) · γ = (tε(γ)f(t))⊗ (vρ(γ)), ∀f(t) ∈ F[t±1], v ∈ V, γ ∈ pi.
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Possiamo anche pensare α = ε ⊗ ρ. In questo modo M risulta essere un
(F[t±1],Z[pi])–modulo. Il polinomio di Alexander twistato ∆X,M = ∆X,α
si può indicare allora anche con ∆X,ρ: questo è il polinomio di Alexander
twistato secondo la prima definizione di Kirk e Livingston ([13]), ed in par-
ticolare generalizza la definizione di Lin ([15]), che si limita a considerare
nodi in S3 e rappresentazioni in GL(n,C). A twistare l’omologia è di fatto la
rappresentazione ρ, quando è non banale.
Di particolare interesse sono le rappresentazioni ρ : pi → GL(V ) metabeliane.
Ricordiamo che un gruppo G si dice metabeliano se il suo sottogruppo dei
commutatori G(1) = G′ = [G,G] è abeliano, o in altre parole se il suo secondo
gruppo derivato G(2) = [G′, G′] è il gruppo banale. Inoltre diciamo che
una rappresentazione ρ : G → GL(V ) è metabeliana se l’immagine dei
commutatori ρ(G′) è un sottogruppo abeliano di GL(V ), o equivalentemente se
è banale ristretta al sottogruppo G(2). Le rappresentazioni metabeliane sono
state, già prima dei polinomi di Alexander twistati, strumento per studiare il
gruppo fondamentale del complementare del nodo, che abbiamo visto essere
un ottimo invariante, almeno dal punto di vista teorico. Tutti i polinomi che
costruiremo a partire da rappresentazioni li costruiremo, in effetti, tramite
rappresentazioni metabeliane.
Sebbene i polinomi di Alexander twistati siano definiti a partire da un
CW–complesso X, essi dipendono in realtà solo dal gruppo fondamentale
pi1(X). Per dimostrarlo, ricordiamo la definizione dell’omologia dei gruppi.
Dato un gruppo G e uno ZG–modulo destro, sia ε : F → Z una risoluzione
proiettiva qualsiasi di Z su ZG; si definisce allora l’omologia di G a coefficienti
in M come Hi(G;M) = Hi(M ⊗ZG F ). Se Y è un K(G, 1), cioè un CW–
complesso connesso con rivestimento universale Y˜ contrattile e con pi1(Y ) = G,
allora C∗(Y˜ ) è una risoluzione libera (e quindi proiettiva) di Z su ZG e si
ha Hi(G;M) = Hi(M ⊗ZG C∗(Y˜ )). Nel nostro caso, non possiamo dire che
Hi(X;M) sia uguale all’omologia del gruppo pi a coefficienti in M , perché X
non è, almeno in generale, un K(G, 1): nessuno infatti ci assicura che X˜ sia
contrattile. Tuttavia, possiamo attaccare a X celle di dimensione maggiore
o uguale a 3 in modo da avere pii(X) = 0 per i ≥ 2; questa operazione non
cambia il gruppo fondamentale pi1(X) e non cambia il primo gruppo di omologia
H1(X;M), e rende X un K(pi, 1). Abbiamo quindi dimostrato la proposizione
seguente.
Proposizione 2.1.3. Dato un qualunque CW–complesso finito connesso Y
con pi1(Y ) = pi, abbiamo H1(X;M) = H1(Y ;M) = H1(pi;M). I polinomi
di Alexander twistati di X dipendono quindi solo dal gruppo fondamentale
pi = pi1(X).
Alla luce della proposizione precedente, ha senso definire i polinomi di
Alexander twistati per un gruppo finitamente generato. Questo è l’approccio
seguito da Wada ([24]). In effetti i polinomi di Alexander twistati sono un
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modo per studiare un nodo passando per il suo gruppo fondamentale. A
differenza del polinomio classico, essi danno un invariante più completo: è
stato dimostrato infatti che un nodo non banale ha un polinomio di Alexander
twistato ∆X,M non banale (per un qualche (F[t±1],Z[pi])–bimodulo M).
Concludiamo questa sezione mostrando come dai polinomi twistati si possa
recuperare il classico polinomio di Alexander. Sia dunque K ⊂ S3 un nodo,
poniamo al solito X = S3 \K e pi = pi1(X). Siccome l’abelianizzato di pi è Z,
abbiamo un omomorfismo naturale surgettivo ε : pi → Z. Prendiamo F = Q, e
V = Q, e costruiamo M come sopra con ρ : pi → GL(Q) = Q× identicamente
uguale a 1. Otteniamo M = Q[t±1] con azione destra di pi banale. Se, ancora,
X˜ è il rivestimento universale di X, allora C∗(X;Q[t±1]) = Q[t±1]⊗Z[pi]C∗(X˜).
Lemma 2.1.4. Se X∞ è il rivestimento ciclico infinito di X allora c’è un
isomorfismo di Q[t±1]–moduli
Q[t±1]⊗Z[pi] C∗(X˜) ∼= Q⊗Z C∗(X∞).
Quindi il polinomio di Alexander twistato ∆X,ε⊗1 coincide con il polinomio di
Alexander classico a coefficienti razionali.
Dimostrazione. Ci basta mostrare che Z[t±1] ⊗Z[pi] C∗(X˜) ∼= C∗(X∞) come
Z[t±1]–moduli: tensorizzando a sinistra per Q si ottiene la tesi. Osserviamo
che X˜ è anche il rivestimento universale di X∞. Scegliamo una base {σi} di
C∗(X∞) su Z[t±1], e solleviamola in un qualche modo ad una base {σ˜i} di
C∗(X˜) su Z[pi]. Allora {1⊗ σ˜i} è una base di Z[±1]⊗Z[pi]C∗(X˜). L’isomorfismo
tra i due complessi di catene è semplicemente quello che manda σi in 1⊗ σ˜i.
2.2 Rivestimenti ciclici finiti e rivestimenti
ramificati
Lasciamo un attimo in sospeso i polinomi di Alexander twistati per introdurre
ulteriori rivestimenti del complementare del nodo. Abbiamo costruito nella
Sezione 1.4 il rivestimento ciclico infinito X∞ dell’esterno X di un link L
in S3. Restringiamoci ora al caso di un nodo K. Ricordiamo che su X∞
abbiamo un’azione naturale del gruppo Z = 〈t〉. Useremo sempre la notazione
moltiplicativa per il gruppo Z degli automorfismi del rivestimento X∞: il
lettore che ne fosse inizialmente infastidito si accorgerà ben presto di quanto
tale notazione risulti comoda per i nostri scopi.
Definizione 2.2.1. Sia p un intero positivo. Il rivestimento ciclico di grado
p di X è il quoziente di X∞ per l’azione del sottogruppo 〈tp〉 < 〈t〉. Lo
indichiamo con Xp.
Analogamente a quanto fatto per il rivestimento ciclico infinito, possiamo
dare una costruzione esplicita di Xp: consideriamo come nella Sezione 1.4 una
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superficie di Seifert F per K, e chiamiamo Y lo spazio X \ F a cui sono state
attaccate due copie F− e F+ di F . Prendiamo p copie Y1, . . . , Yp di Y , che
conterranno le rispettive copie F−i e F+i . Allora Xp è il quoziente di
∐p
i=1 Yi
con l’identificazione di F+i con F−i+1 e di F+p con F−1 .
Osservazione 2.2.2. Se ε : pi = pi1(X) → Z è la proiezione al quoziente
sull’abelianizzato, allora Xp è il rivestimento di X corrispondente a pip =
pi1(Xp) = kerϕ nella successione esatta
0 −→ pip −→ pi ϕ−→ Z/pZ −→ 0,
dove ϕ è la composizione di ε con la proiezione modulo p da Z a Z/pZ.
Vediamo ora come passare dal rivestimento Xp di X a un rivestimento
ramificato di tutto S3. Supponiamo che X sia S3 \N , dove N è un intorno
regolare del nodo K. Il bordo di N è un toro, e anche la sua controimmagine
∂˜N in Xp lo è. La longitudine in ∂N è rivestita da p curve disgiunte, mentre il
meridiano è rivestito p volte da una singola curva. Attacchiamo un toro solido
S1×D2 a Xp, attaccando il bordo sul bordo, in modo che un meridiano {?}×S1
si incolli sulla preimmagine di un meridiano in ∂˜N . Questa unione forma una
3–varietà compatta connessa Bp, e possiamo estendere il rivestimento a un
rivestimento ramificato Bp → S3 mandando D2 × S1 in N ∼= D2 × S1 tramite
(z, w) 7−→ (zp, w),
dove pensiamo D2 ⊂ C con una coordinata complessa z.
Definizione 2.2.3. Lo spazio Bp così ottenuto si chiama rivestimento rami-
ficato di X di grado p.
Osserviamo subito che Xp è una 3–varietà compatta con bordo, mentre Bp
è una 3–varietà chiusa (compatta e senza bordo). Inoltre l’azione del gruppo
〈t〉, già definita su Xp, si estende in modo naturale su Bp: il generatore t lascia
fisso il cuore {0} × S1, e ruota di 1/p giri il toro solido D2 × S1.
Siamo pronti ora per enunciare la generalizzazione del Teorema di Fox-
Milnor ai polinomi di Alexander dei rivestimenti ciclici finiti.
Teorema 2.2.4 (Kirk, Livingston). Siano K uno nodo slice in S3, e p, q due
primi distinti con q 6= 2. Allora esiste un sottogruppo A ⊂ H1(Bp), invariante
per l’azione di 〈t〉, tale che, per ogni carattere χ : H1(Bp) → Z/qZ che sia
nullo su A, si abbia
∆Xp,Q(ζq)[t±1](t) = λt
kf(t)f(t−1)(t− 1)e,
dove f(t) ∈ Q(ζq)[t±1], il coniugio è il coniugio complesso standard, λtk è
un elemento invertibile di Q(ζq)[t±1]; inoltre e = 1 se χ è non nullo, e = 0
altrimenti.
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Qui, ai fini del calcolo del polinomio di Alexander twistato, consideriamo
Q(ζq)[t±1] come (Q(ζq)[t±1],Z[pip])–bimodulo con l’azione destra data da
f(t) · γ = ζχ(ρ(γ))q tψ(ε(γ))f(t) per f ∈ Q(ζq)[t±1], γ ∈ pip,
dove ρ : pip → H1(Bp) è la composizione della proiezione sull’abelianizzato
pip → H1(Xp) con l’omomorfismo indotto dall’inclusione Xp → Bp, e ψ : pZ→
Z è l’isomorfismo ψ(xpk) = xk.
Come si capisce subito, il teorema non è di immediata applicazione; l’enun-
ciato pone infatti parecchie questioni. Un primo problema è determinare chi sia
H1(Bp), quali sottogruppi A si debbano considerare, quali siano i caratteri a va-
lori in Z/qZ. Un altro problema è descrivere esplicitamente pip e l’omomorfismo
ρ : pip → H1(Bp). Un terzo problema è capire quando il polinomio di Alexander
twistato si fattorizzi come sopra. Queste sono le questioni che affronteremo
nel seguito. La dimostrazione del teorema è rimandata alla Sezione 2.9.
Concludiamo questa sezione con dei risultati sull’omologia di Xp e Bp. Nel
seguito considereremo solo rivestimenti di ordine p primo. Possiamo dire molto
sull’omologia dei rivestimenti ciclici finiti e dei rivestimenti ramificati.
Lemma 2.2.5. Sia p un primo positivo, e sia Fp il campo finito con p elementi.
Allora
Hi(Xp;Fp) ∼=
{
Fp per i = 0, 1
0 per i ≥ 2.
Dimostrazione. Sia X∞ il rivestimento ciclico infinito. Siccome Xp è il quo-
ziente di X∞ per l’azione di 〈tp〉, abbiamo una successione esatta di complessi
di catene (a coefficienti in Fp)
0 −→ C∗(X∞;Fp) 1−t
p−−−→ C∗(X∞;Fp) −→ C∗(Xp;Fp) −→ 0.
D’altra parte, siccome X è il quoziente di X∞ per 〈t〉, abbiamo anche una
successione esatta di complessi di catente
0 −→ C∗(X∞;Fp) 1−t−−→ C∗(X∞;Fp) −→ C∗(X;Fp) −→ 0.
Ricordando che a coefficienti in Fp vale 1− tp = (1− t)p, consideriamo le
corrispondenti successioni esatte lunghe in omologia
Hi+1(Xp;Fp) −→ Hi(X∞;Fp) 1−t
p−−−→ Hi(X∞;Fp) −→ Hi(Xp;Fp) (2.2)
Hi+1(X;Fp) −→ Hi(X∞;Fp) 1−t−−→ Hi(X∞;Fp) −→ Hi(X;Fp) (2.3)
Consideriamo intanto i ≥ 2; siccome Hi(X;Fp) = 0 abbiamo che 1 − t è un
isomorfismo in (2.3), ma allora anche 1 − tp = (1 − t)p è un isomorfismo in
(2.2), e quindi Hi+1(Xp;Fp) = 0. Scriviamo ora la parte finale della successione
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esatta (2.3) sopra. Sappiamo che H0(X;Fp) = H0(X∞;Fp) = Fp (perché sono
tutti spazi connessi per archi).
0 −→ H1(X∞;Fp) 1−t−−→ H1(X∞;Fp) −→ Fp −→ Fp 1−t−−→ Fp −→ Fp −→ 0
Per esattezza, la seconda freccia da destra è surgettiva, quindi (1− t) è nulla, la
quarta è surgettiva, la quinta nulla e dunque (1−t) : H1(X∞;Fp)→ H1(X∞;Fp)
è surgettiva e iniettiva, e perciò è un isomorfismo. Questo implica che anche
(1 − tp) : H1(X∞;Fp) → H1(X∞;Fp) è un isomorfismo, e dunque anche
H2(Xp;Fp) = 0.
Consideriamo ora la parte finale della successione esatta (2.2)
0 −→ H1(Xp;Fp) −→ Fp 1−t
p−−−→ Fp −→ Fp −→ 0
All’inizio c’è uno zero perché abbiamo notato che l’omomorfismo precedente è
surgettivo. Per esattezza si ha subito che H1(Xp;Fp) = Fp, come voluto.
Lemma 2.2.6. Supponiamo sempre che p sia primo. Allora Xp ha la stessa
omologia razionale di S1:
Hi(Xp;Q) ∼=
{
Q per i = 0, 1
0 per i ≥ 2.
Dimostrazione. Per il lemma precedente, per i ≥ 2 abbiamo Hi(Xp;Fp) = 0
e quindi anche Hi(Xp;Q) = 0. Per i = 0 chiaramente H0(Xp;Q) = Q. Per
i = 1 abbiamo H1(Xp;Fp) ∼= Fp; d’altra parte si vede subito che H1(Xp;Z)
contiene come sommando diretto una copia di Z: se infatti m è un generatore
di H1(X;Z), questa copia di Z è generata da (1 + t + · · · + tp−1)m; quindi
H1(Xp;Q) ha dimensione maggiore o uguale a 1 su Q. Ma per il teorema
dei coefficienti universali dimQH1(Xp;Q) ≤ dimFp H1(Xp;Fp) = 1, quindi
H1(Xp;Q) = Q, come richiesto.
Lemma 2.2.7. Sia sempre p primo. Allora Bp ha la stessa omologia razionale
di S3:
Hi(Bp;Q) ∼=
{
Q per i = 0, 3
0 altrimenti.
Dimostrazione. Abbiamo costruito Bp come Xp ∪ (D2 × S1). Consideriamone
la successione di Mayer-Vietoris per l’omologia ridotta
H˜i(S1 × S1;Q) α−→ H˜i(D2 × S1;Q)⊕ H˜i(Xp;Q) β−→ H˜i(Bp;Q).
Abbiamo
H˜i(S1 × S1;Q) =

Q⊕Q se i = 1
Q se i = 2
0 altrimenti,
H˜i(D2 × S1;Q) =
{
Q se i = 1
0 altrimenti.
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Ne segue subito che H˜3(Bp;Q) ∼= H˜2(S1 × S1;Q) = Q, e H˜i(Bp;Q) = 0 per
i ≥ 4. Poi abbiamo
0 −→ H2(Bp;Q) −→ Q⊕Q α−→ Q⊕Q β−→ H˜1(Bp;Q) −→ 0.
Siccome αmanda un generatore di H˜1(S1×S1;Q) in un generatore di H˜1(Xp;Q)
e l’altro generatore in un generatore di H˜1(D2 × S1;Q), essa è un isomorfismo
e quindi H˜2(Bp;Q) = H˜1(Bp;Q) = 0.
Proposizione 2.2.8. Supponiamo che p sia primo. Si ha
H1(Xp;Z) = Z⊕H1(Bp;Z)
dove H1(Bp;Z) è di torsione, e finito. Inoltre p non divide l’ordine di
H1(Bp;Z).
Dimostrazione. Intanto, siccome Bp è un CW–complesso finito, H1(Bp;Z) è
finitamente generato. Dal Lemma 2.2.7 segue subito che H1(Bp;Z) è di torsione
finito.
Abbiamo la successione di Mayer-Vietoris di (D2 × S1, Xp), a coefficienti
interi:
H1(S1 × S1;Z) α−→ H1(D2 × S1;Z)⊕H1(Xp;Z) β−→ H1(Bp;Z) −→ 0.
Le stesse considerazioni usate nella dimostrazione del lemma precedente mo-
strano che α è un isomorfismo sulle parti libere, e quindi β deve essere un
isomorfismo sulle parti di torsione.
Dalla dimostrazione del Lemma 2.2.6 abbiamo poi che H1(Xp;Fp) ∼= Fp,
quindi H1(Bp;Fp) = 0 e dunque p non divide l’ordine di H1(Bp;Z).
Concludiamo con un’osservazione più generale. Supponiamo che M sia
un CW–complesso finito con H∗(M ;Z) = H∗(S1;Z). Analogamente a quanto
fatto per il complementare X del nodo, si possono definire i rivestimenti ciclici
di M . Abbiamo infatti l’omomorfismo surgettivo ε : pi1(M)→ Z determinato
dalla proiezione sull’abelianizzato. Definiamo allora il rivestimento ciclico
infinito M∞ come il rivestimento con gruppo ker ε, e i rivestimenti ciclici finiti
Mp come i rivestimenti con gruppo ε−1(pZ). In modo analogo al Lemma 2.2.6,
si dimostra il risultato seguente.
Proposizione 2.2.9. Sia p primo. Allora H∗(Mp;Q) ∼= H∗(S1;Q).
2.3 Il Lemma di Shapiro
Useremo d’ora in poi sistematicamente le notazioni fin qui introdotte: K
sarà un nodo in S3, indicheremo con X il suo esterno, con X˜ il rivestimento
universale di X, con X∞ e Xp i rivestimenti ciclici infinito e di grado p, con Bp
2.3. Il Lemma di Shapiro 41
il rivestimento ciclico ramificato di X di grado p. Continueremo a chiamare pi
il gruppo fondamentale di X, porremo pip = pi1(Xp), e ε : pi → Z la proiezione
sull’abelianizzato. In questa sezione vedremo come sono collegare l’omologia
twistata di X a quella dei rivestimenti Xp.
Sia H un sottogruppo di un gruppo G e M uno ZH–modulo destro; si
definisce IndGH(M) come lo ZG–modulo destro
IndGH(M) = M ⊗ZH ZG.
La notazione Ind deriva dal fatto che in questo setting l’estensione degli scalari
prende il nome di induzione, e IndGH(M) si chiama modulo indotto.
Proposizione 2.3.1 (Lemma di Shapiro). Sia M uno Z[pip]–modulo destro.
Allora
Hi(Xp;M) ∼= Hi(X; Indpipip(M)).
Se S è un anello e M è un (S,Z[pip])–bimodulo allora Indpipip(M) è un (S,Z[pi])–
bimodulo, e l’isomorfismo dei gruppi di omologia preserva la struttura sinistra
di S–moduli.
Dimostrazione. Se indichiamo C∗ = C∗(X˜) abbiamo questi isomorfismi di
S-complessi di catene sinistri:
(M ⊗Z[pip] Z[pi])⊗Z[pi] C∗ ∼= M ⊗Z[pip] (Z[pi]⊗Z[pi] C∗) ∼= M ⊗Z[pip] C∗.
Essi inducono quindi isomorfismi in omologia.
Vediamo una caratterizzazione alternativa del modulo indotto. Siccome
ZG è uno ZH–modulo sinistro libero, possiamo sceglierne una base prendendo
un insieme E = {gi} di rappresentanti delle classi laterali destre {Hg}; ne
segue che
IndGH(M) ∼=
⊕
gi∈E
M ⊗ gi,
dove M ⊗ gi = {m ⊗ gi : m ∈ M}, e in modo naturale M ⊗ gi ∼= M . Se
nell’insieme E abbiamo scelto 1 come rappresentante della sua classe, abbiamo
un’inclusione M → IndGH(M) definita da m 7→ m⊗ 1. Possiamo quindi vedere
M come uno ZH–sottomodulo di IndGH(M). Non solo, l’addendo direttoM⊗gi
nella decomposizione data sopra nient’altro è che (M ⊗ 1) · gi. Quindi abbiamo
una decomposizione
IndGH(M) =
⊕
gi∈E
Mgi.
Notiamo che questa scrittura ha senso perché l’azione di H manda M in sé
stesso, e quindi il sottogruppo Mgi di IndGH(M) dipende solo dalla classe [gi]
in H\G. L’azione destra di ZG su questa somma diretta avviene in questo
modo: se g ∈ G, [gi] ∈ H\G allora Hgig = Hgj per un qualche gj ∈ E, e
(m⊗ gi) · g = mgigg−1j ⊗ gj .
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Vediamo ora una proprietà di naturalità dei moduli indotti. Osserviamo
innanzitutto che, dato un omomorfismo di gruppi h : A → B e uno Z[B]–
modulo destro M , c’è una struttura pull-back di Z[A]–modulo su M , data da
m · a = m · h(a); denotiamo con Mh il modulo M con questa struttura.
Proposizione 2.3.2. Siano G un gruppo, H un suo sottogruppo, e supponiamo
di avere un diagramma commutativo
pip pi
H G
φ′ φ
dove le frecce orizzontali sono inclusioni, φ è surgettiva e pip = φ−1(H). Sia S
un anello commutativo con identità e M un (S,ZH)–bimodulo. Allora abbiamo
un isomorfismo di (S,Z[pi])–bimoduli
(IndGH(M))φ ∼= Indpipip(Mφ
′).
Dimostrazione. Le ipotesi sul diagramma commutativo ci danno una corri-
spondenza biunivoca tra le classi laterali destre pip\pi e H\G. Possiamo quindi
prendere due insiemi di rappresentanti [gi] ∈ H\G e [γi] ∈ pip\pi tali che
φ(γi) = gi, e abbiamo
IndGH(M) =
⊕
[gi]∈H\G
M ⊗ gi =
⊕
[γi]∈pip\pi
Mφ
′ ⊗ γi = Indpipip(Mφ
′).
L’identificazione è data da 1⊗ φ : Mφ′ ⊗Z[pip] Z[pi]→M ⊗ZH ZG, e quindi non
dipende dalle scelte dei rappresentanti gi e γi.
Se m ∈M , e a ∈ pi allora dato gi esiste gj tale che Hgiφ(a) = Hgj e quindi
(m⊗ gi) · φ(a) = mgiφ(a)g−1J ⊗ gj ;
d’altra parte
(m⊗ γi) · a = mφ(γi)φ(a)φ(γ−1j )⊗ γj = mgiφ(a)g−1j ⊗ γj ,
che mostra che le azioni destre di Z[pi] sulle due somme dirette coincidono.
Il Lemma di Shapiro stabilisce una relazione tra l’omologia di X e quella
dei suoi rivestimenti ciclici Xp. Fissiamo un campo F, e indichiamo con N il
gruppo abeliano F[t±1] con la struttura di (F[t±1],Z[t±1])–bimodulo definita
da f(t) · q(t) · p(t) = f(t)p(t)q(t) per f(t) ∈ F[t±1], q(t) ∈ N, p(t) ∈ Z[t±1]. Sia
pZ < Z, e ψ : pZ→ Z l’isomorfismo definito da ψ(tpk) = tk.
Sia M = Nψ◦ε, cioé F[t±1] con la struttura di (F[t±1],Z[pip])–bimodulo
definita a sinistra nel modo naturale e a destra da
q(t) · γ = q(t)t
ε(γ)
p per q(t) ∈M,γ ∈ pip.
Infine, poniamo M ′ = Indpipip(M).
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Proposizione 2.3.3. Il (F[t±1],Z[pi])–bimodulo M ′ è isomorfo a (F[t±1])p,
con azione sinistra data dalla moltiplicazione e azione destra data da
v · γ = vAε(γ) ∀v ∈ (F[t±1])p, γ ∈ pi
dove
A =

0 1 · · · 0
...
... . . .
...
0 0 · · · 1
t 0 · · · 0
 .
Quindi H1(Xp;F[t±1])) ∼= H1(X; (F[t±1])p) come F[t±1]–moduli sinistri.
Dimostrazione. Applichiamo la Proposizione 2.3.2 al diagramma
pip pi
pZ Z
ε|pip ε
e otteniamo M ′ = Indpipip(Nψ◦ε) = Ind
pi
pip((Nψ)ε) ∼=
(
IndZpZ(Nψ)
)ε.
Ora
IndZpZ(Nψ) =
p−1⊕
i=0
F[t±1]⊗ ti ∼= (F[t±1])p,
e la moltiplicazione destra per t agisce sulla base {1 ⊗ ti : i = 0, . . . , p − 1}
tramite la matrice A (le cui righe sono, appunto, le immagini degli elementi
della base). L’identificazione dei moduli di omologia segue immediatamente
dal Lemma di Shapiro.
Definizione 2.3.4. Il polinomio di Alexander ∆Xp,Q[t±1] di Xp è l’ordine
di H1(Xp;Q[t±1]) come Q[t±1]–modulo, dove consideriamo Q[t±1] come un
(Q[t±1],Z[pip])–bimodulo con l’azione destra descritta sopra, definita da ψ ◦ ε.
Come corollario della proposizione precedente, troviamo una relazione tra
il polinomio di Alexander di un nodo e quello del suo rivestimento ciclico di
grado p.
Corollario 2.3.5. Vale la formula
∆Xp,Q[t±1](t) =
p−1∏
i=0
∆K(ζipt1/p),
dove ζp è una radice p-esima primitiva dell’unità.
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Dimostrazione. Per chiarezza poniamo R = Q[t±1], S = Q(ζp)[t±1/p]. Gli
anelli R e S sono domini ad ideali principali, e c’è una naturale inclusione
R ⊂ S. Tale inclusione induce una struttura di R–modulo su S, che quindi
si può considerare anche come (S,R)–bimodulo. Come R–modulo, S è libero
di rango p2 − p, e quindi è piatto. Dunque H1(X;Sp) = H1(X;S ⊗R Rp) ∼=
S ⊗R H1(X;Rp).
Il polinomio ∆Xp,Q[t±1] è l’ordine di torsione di H1(Xp;R), che coincide per
la Proposizione 2.3.3 con H1(X;Rp). Siccome S ⊗R (R/(d)) ∼= S/(d), l’ordine
di torsione di H1(X;Rp) viene mandato dall’inclusione R ⊂ S nell’ordine di
torsione di H1(X;Sp), che è dunque quello che vogliamo calcolare.
Sia A la matrice della Proposizione 2.3.3. Siccome il polinomio caratteristico
di A è λp − t, e S contiene tutte le radici p-esime di t, su S la matrice
A è coniugata alla matrice diagonale con entrate ζipt1/p, e quindi c’è una
decomposizione in sottospazi lineari invarianti
Sp =
p−1⊕
i=0
Si,
dove Si è una copia di S con azione di γ ∈ pi data dalla moltiplicazione per
(ζipt1/p)ε(γ). Allora abbiamo anche
H1(X;Sp) =
p−1⊕
i=0
H1(X;Si).
Prendiamo ora una copia Sˆ di S, con azione destra di γ ∈ pi data dalla mol-
tiplicazione per tε(γ). Per il Lemma 2.1.4, l’ordine di H1(X; Sˆ) è il polinomio
di Alexander ∆K(t) (visto come elemento di S). Ma si vede facilmente esami-
nando le matrici di presentazione che una riscalatura dell’azione corrisponde
ad un cambio di variabile negli ordini di torsione, cioè l’ordine di H1(X;Si)
è ∆K(ζipt1/p). A questo punto si conclude usando il fatto che l’ordine della
somma diretta è il prodotto degli ordini dei singoli addendi.
2.4 Fq[Zp]–moduli
D’ora in poi p e q saranno due numeri primi positivi; per semplificare la
notazione, porremo Zp = Z/pZ. Inoltre indicheremo con Fq il campo finito con
q elementi. Ovviamente avremmo potuto indicare anche Fq con Zq. Tuttavia,
per maggiore chiarezza, preferiamo usare queste due notazioni distinte; di fatto
saremo interessati alla struttura di campo di Fq, ma solo alla struttura di
gruppo abeliano di Zp.
Vogliamo esaminare la struttura degli spazi vettoriali V su Fq di dimensione
finita, che abbiano un’azione di Zp, e siano pertanto Fq[Zp]–moduli. Con Fq[Zp]
indichiamo il group ring delle combinazioni lineari finite di elementi di Zp a
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coefficienti in Fq: la definizione è una generalizzazione di quella dell’integral
group ring, data all’inizio della Sezione 2.1. Si vede subito che in questo caso
Fq[Zp] ∼= Fq[x]/(xp − 1) ∼= Fq[x±1]/(xp − 1);
possiamo quindi pensare un elemento f ∈ Fq[Zp] come un polinomio a coef-
ficienti in Fq di grado minore di p. L’elemento f è invertibile se e solo se è
primo con xp − 1. Per semplificare ulteriormente la notazione, indicheremo
con Rf il quoziente Fq[Zp]/(f).
Per determinare quali siano gli Fq[Zp]–moduli irriducibili, dobbiamo stu-
diare come si fattorizza il polinomio xp − 1 su Fq. Ci sarà utile usare un po’ di
teoria elementare dei campi finiti.
Proposizione 2.4.1. Supponiamo che p divida qn− 1 ma non qk− 1 per ogni
1 ≤ k < n. Allora ` = (p− 1)/n è intero, e in Fq[x] si ha
xp − 1 = (x− 1) · f1(x) · · · f`(x),
dove i polinomi fi(x) hanno grado n e sono irriducibili su Fq. Inoltre gli fi
sono primi tra loro, e primi con x− 1.
Dimostrazione. Siccome il gruppo moltiplicativo di Fqh è un gruppo ciclico
di ordine qh − 1, abbiamo che Fqh non contiene radici primitive di ordine
p dell’unità per h < n, mentre per h = n, visto che p | qn − 1, contiene
esattamente p radici p-esime dell’unità. Quindi Fqn è il campo di spezzamento
di xp − 1 su Fq.
Poiché il grado di Fqn su Fq è n, ogni radice p-esima primitiva dell’unità ha
come polinomio minimo su Fq un polinomio di grado n, e quindi abbiamo la
fattorizzazione cercata. Il criterio della derivata ci assicura che le radici di xp−1
in Fqn sono distinte, e quindi i polinomi fi sono irriducibili (e coprimi).
Corollario 2.4.2. Nelle ipotesi e con le notazioni della proposizione prece-
dente, se poniamo f0 = x− 1 abbiamo
Fq[Zp] ∼= Rf0 ⊕ · · · ⊕Rf` .
Gli Rfi sono Fq[Zp]–moduli irriducibili (ovvero non hanno sottomoduli non
banali).
Dimostrazione. Abbiamo
Fq[Zp] =
Fq[x]
(xp − 1) =
Fq[x]
(f0 · · · fn)
∼= Fq[x](f0) ⊕ · · · ⊕
Fq[x]
(f`)
,
(nell’ultimo passaggio, abbiamo usato che gli fi sono coprimi) e d’altra parte
Fq[x]/(fi) =
(
Fq[x]/(xp − 1)
)
/(fi) = Rfi .
Siccome fi è irriducibile, (fi) ⊂ Fq[x] è un ideale primo, e in Fq[x] gli ideali
primi non nulli sono massimali. Ne segue che Rfi è un campo, e quindi un
Fq[Zp]–modulo irriducibile.
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Osserviamo che Fq[x] è un dominio ad ideali principali (in quanto anello
euclideo), e ogni Fq[Zp]–modulo è anche un Fq[x]–modulo in modo naturale.
Un qualsiasi Fq[Zp]–modulo V finitamente generato ha una decomposizione
canonica in compomenti fi–primarie
V = Vf0 ⊕ · · · ⊕ Vf` ,
dove Vfi = {v ∈ V |fiv = 0}; in particolare esistono proiezioni naturali V → Vfi
sulle componenti fi–primarie. Inoltre, per il teorema di struttura dei moduli
su domini ad ideali principali, ogni Vfi è isomorfo alla somma diretta di copie
di Rfi . Abbiamo quindi che ogni Fq[Zp]–modulo finitamente generato è si
decompone come
V = (Rf0)k0 ⊕ · · · ⊕ (Rf`)k` . (2.4)
Passiamo ora ad analizzare gli omomorfismi. Dati due Fq[Zp] moduli V e
V ′, indichiamo con HomFq [Zp](V, V ′) gli omomorfismi da V a V ′ su Fq[Zp]. Il
classico Lemma di Schur classifica gli omomorfismi tra moduli irriducibili.
Lemma 2.4.3 (Lemma di Schur).
HomFq [Zp](Rfi , Rfj ) ∼=
{
0 se i 6= j
Rfi se i = j.
Dimostrazione. Sia ϕ : Rfi → Rfj un omomorfismo non nullo di Fq[Zp]–moduli.
Siccome gli Rfi sono moduli irriducibili, kerϕ = 0 e Imϕ = Rfj , perciò ϕ è
un isomorfismo. Ma essendo gli fi diversi tra loro, se i e j sono diversi allora
Rfi e Rfj non possono essere isomorfi, quindi HomFq [Zp](Rfi , Rfj ) = 0. Se
invece i = j, gli elementi di HomFq [Zp](Rfi , Rfi) sono univocamente determinati
dall’immagine dell’elemento 1, da cui la tesi.
Il Lemma di Schur si generalizza facilmente al caso di omomorfismi tra
due Fq[Zp]–moduli finitamente generati qualsiasi: basta usare la bilinearità del
funtore Hom:
HomA
(⊕
i
Mi,
⊕
j
Nj
)
=
⊕
i
⊕
j
HomA(Mi, Nj).
Consideriamo ora un Fq[Zp]–modulo V . Come nell’identificazione Fq[Zp] ∼=
Fq[x]/(xp − 1), vediamo Zp come gruppo moltiplicativo con generatore x.
L’azione di xi ∈ Zp su v ∈ V sarà indicata con xi · v. Osserviamo che Fq[Zp] è
un anello commutativo, quindi possiamo considerare V indifferentemente come
Fq[Zp]–modulo sinistro o destro. Indicheremo con ZpnV il prodotto semidiretto
tra Zp e V , costruito con l’omomorfismo ϕ : Zp → Aut(V ), ϕxj (v) = x−j · v.
In pratica, Zp n V consiste delle coppie (xi, v) (con xi ∈ Zp, v ∈ V ) con
l’operazione definita da
(xi, v)(xj , w) = (xi+j , x−j · v + w).
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In modo analogo, componendo a destra ϕ con la proiezione al quoziente
Z → Zp, costruiamo il prodotto diretto Z n V . Esso ha come sottogruppo
pZnV , che è in effetti un prodotto diretto perché l’azione di pZ su V è banale.
Continueremo tuttavia ad indicarlo come prodotto semidiretto per ricordarci
che è un sottogruppo di Z n V . Valgono le seguenti relazioni, che useremo nel
seguito:
(xi, v) = (1, xi · v)(xi, 0)
(xi, v)−1 = (x−i,−xi · v)
Consideriamo ora gli omomorfismi di gruppi pip → V (qui V è visto come
gruppo additivo). Vogliamo selezionare gli omomorfismi che rispettino, in
un certo senso, l’azione di Zp su V : per far questo cerchiamo di capire come
Zp può agire su pip. Notiamo che essendo V abeliano, tali omomorfismi si
fattorizzano per H1(Xp), sul quale c’è già una naturale azione di Zp data
dagli automorfismi del rivestimento Xp → X. Vorremmo selezionare degli
omomorfismi che preservino, in particolare, questa azione; per far questo
solleviamo l’azione al gruppo pip stesso.
Fissiamo un meridiano m ∈ pi, e cioè un elemento di pi tale che ε(m) = 1; il
coniugio perm induce un automorfismo di pip, che si traduce in un automorfismo
di ordine p sull’abelianizzato H1(Xp), che concide proprio con l’azione di un
generatore del gruppo degli automorfismi del rivestimento Zp.
Definizione 2.4.4. Dato un Fq[Zp]–modulo V , diremo che un omomorfismo
ρ : pip → V è equivariante se ρ(mγm−1) = x · ρ(γ) per ogni γ ∈ pip.
Notiamo che la definizione di equivariante dipende dal particolare meridiano
m scelto. In tutte le nostre applicazioni ai nodi, quindi, sceglieremo a priori un
meridiano m, e tutte le volte che useremo il termine equivariante ci riferiremo
a un tale meridiano fissato.
Tramite il Lemma di Shapiro abbiamo visto come sono collegati i moduli
di omologia di X e quelli del rivestimento Xp. Vediamo ora come mettere
in relazione gli omomorfismi equivarianti da pip in V con degli omomorfismi
definiti su tutto il gruppo pi. La seguente proposizione è fondamentale nel
seguito, e la dimostriamo quindi nel dettaglio.
Proposizione 2.4.5. Sia V un Fq[Zp]–modulo. C’è una corrispondenza biu-
nivoca tra gli omomorfismi equivarianti ρ : pip → V che verificano ρ(mp) = 0
e gli omomorfismi ρ˜ : pi → Z n V (oppure ρ˜ : pi → Zp n V ) che soddisfano
ρ˜(m) = (x, 0). In particolare, l’estensione ρ˜ dell’omomorfismo ρ è definita
dalla formula
ρ˜(γ) =
(
xε(γ), ρ(m−ε(γ)γ)
)
, (2.5)
e la restrizione di ρ˜ a pip → pZ n V coincide con ε× ρ. Inoltre ρ è surgettivo
se e solo se ρ˜ è surgettivo.
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Dimostrazione. Sia ρ : pip → V equivariante. Notiamo innanzitutto che
ε(m−ε(γ)γ) = −ε(γ) · ε(m) + ε(γ) = 0, quindi m−ε(γ)γ ∈ pip; si può allora
calcolare ρ(m−ε(γ)γ), e quindi la (2.5) è ben posta. Sia dunque ρ˜ l’estensione
definita dalla (2.5).
Per mostrare che ρ˜ è un omomorfismo di gruppi, è indispensabile usare che
ρ è equivariante:
ρ˜(γ) · ρ˜(γ′) = (xε(γ), ρ(m−ε(γ)γ)) · (xε(γ′), ρ(m−ε(γ′)γ′))
=
(
xε(γ)+ε(γ
′), x−ε(γ
′) · ρ(m−ε(γ)γ) + ρ(m−ε(γ′)γ′))
=
(
xε(γγ
′), x−ε(γ
′) · ρ(m−ε(γ)γ) + x−ε(γ′) + ρ(γ′mε(γ′)))
=
(
xε(γγ
′), x−ε(γ
′) · ρ(m−ε(γ)γγ′mε(γ′)))
=
(
xε(γγ
′), ρ(m−ε(γγ′)γγ′)
)
= ρ˜(γγ′).
Abbiamo poi ρ˜(m) = (xε(m), ρ
(
m−ε(m)m)
)
= (x, 0), come richiesto. Se
dunque γ ∈ pip, allora ε(γ) ∈ pZ e
ρ˜(γ) =
(
xε(γ), ρ(m−ε(γ)γ)
)
=
(
xε(γ), ρ(m−ε(γ))ρ(γ)
)
=
(
xε(γ), ρ(γ)
)
,
che prova che la restrizione di ρ˜ a pip coincide con ε× ρ.
Mostriamo ora che, preso un omomorfismo η : pi → ZnV con η(m) = (x, 0),
se chiamiamo η la restrizione di η a pip composta con la proiezione sulla seconda
componente V , allora abbiamo η˜ = η. Infatti abbiamo per γ ∈ pip
η(mγm−1) = (x, 0) · η(γ) · (x−1, 0)
e quindi η è equivariante, e per γ ∈ pi abbiamo:
η˜(γ) =
(
xε(γ), η(m−ε(γ)γ)
)
=
(
1, xε(γ) · η(m−ε(γ)γ))(xε(γ), 0)
=
(
1, η(γm−ε(γ))
)(
xε(γ), 0
)
= η(γm−ε(γ))η(mε(γ)) = η(γ).
Infine mostriamo che ρ è surgettivo se e solo se ρ˜ è surgettivo. Se ρ˜ è
surgettivo, dato v ∈ V esiste γ ∈ pi tale che ρ(m−ε(γ)γ) = v, e quindi ρ è
surgettivo. Viceversa, supponiamo che ρ sia surgettivo, e sia (xk, v) ∈ Z n V .
Sia γ ∈ pip tale che ρ(γ) = v; siccome ρ(mhγ) = v per ogni h ∈ pZ, possiamo
supporre, a meno di sostituire γ con m−ε(γ)γ, che ε(γ) = 0 Allora
ρ˜(mkγ) =
(
xk, ρ(m−kmkγ)
)
= (xk, v),
quindi ρ˜ è surgettivo.
Osservazione 2.4.6. Supponiamo che V non abbia vettori fissi (cioè Vf0 =
0). Allora, dato un omomorfismo equivariante ρ : pip → V , vale ρ(mp) =
ρ(mmpm−1) = x · ρ(mp): ciò implica che ρ(mp) = 0. Se V non ha vettori
fissi, dunque, ogni omomorfismo ρ equivariante soddisfa automaticamente
ρ(mp) = 0.
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Il fatto che ρ(mp) = 0 implica in particolare che ρ si fattorizza tramite un
omomorfismo ρˆ : pi1(Bp)→ V .
Consideriamo ora H1(Xp;Fq), che ha una struttura naturale di Fq[Zp]–
modulo. Per la Proposizione 2.2.8 e per il teorema dei coefficienti universali in
omologia abbiamo H1(Xp;Fq) ∼= Fq ⊕H1(Bp;Fq). Dalla proposizione seguente,
tensorizzando con Fq, otteniamo che il primo addendo Fq è esattamente il
sottomodulo fisso H1(Xp;Fq)f0 nella decomposizione (2.4).
Proposizione 2.4.7. Lo Z[Zp]–modulo H1(Bp;Z) non ha vettori fissi.
Dimostrazione. Consideriamo X come CW–complesso finito, e prendiamo su
Xp la struttura di CW–complesso data dal rivestimento. Sia [z] ∈ H1(Xp;Z), e
supponiamo [z] = t[z] = [tz], e quindi tz = z+b, dove b è un bordo. Ricordando
che H1(Bp;Z) si identifica naturalmente come la parte di torsione di H1(Xp;Z),
vogliamo provare che se [z] 6= 0 allora [z] /∈ H1(Bp;Z), da cui segue la tesi.
Poniamo
zˆ = z + tz + · · ·+ t
p−1z
p
= z + (z + b) + · · ·+ (z + (p− 1)b)
p
= z + p(p− 1)
p
b = z + (p− 1)b.
Per p 6= 2, dunque, zˆ è un ciclo a coefficienti interi, e [zˆ] = [z]. Per costruzione,
però, tzˆ = zˆ, quindi tutti i sollevamenti di una determinata 1–cella di X
compaiono nel ciclo zˆ con lo stesso coefficiente. In altre parole, zˆ si ottiene
sollevando un ciclo w in C1(X) in tutti i p modi possibili. Sappiamo però che
H1(X) ∼= Z, quindi o [w] = 0, nel qual caso w è un bordo, e quindi anche zˆ
lo è (semplicemente sollevando la 2–catena di cui w è bordo in tutti i modi
possibili), oppure [w] genera un gruppo ciclico libero; ma allora anche [zˆ]
genera un gruppo ciclico libero. Siccome H1(Bp;Z) è di torsione, ne segue che
[z] = [zˆ] /∈ H1(Bp;Z).
Nel caso p = 2 si ragiona allo stesso modo, considerando non zˆ ma 2zˆ, che è
un ciclo a coefficienti interi omologo a 2z. Si può concludere comunque usando
il fatto che H1(X2;Z) non ha elementi di ordine 2.
Ricordiamo che H1(Xp;Z) è l’abelianizzato di pip, quindi abbiamo una
proiezione surgettiva pip → H1(Xp;Z). Abbiamo poi un omomorfismo naturale
H1(Xp;Z) → Fq ⊗ H1(Xp;Z) = H1(Xp;Fq). Infine, abbiamo la proiezione
H1(Xp;Fq)→ H1(Bp;Fq). Componendo tutti questi omomorfismi, otteniamo
un naturale omomorfismo surgettivo h : pip → H1(Bp;Fq); fissato un meridiano
m ∈ pi, si verifica facilmente che h è equivariante (la definizione di equivariante
è modellata proprio su questo esempio). Applicando la Proposizione 2.4.5 ad
h otteniamo omomorfismi surgettivi
pi −→ Z nH1(Bp;Zq) e pi −→ Zp nH1(Bp;Zq).
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2.5 Rappresentazioni in Q(ζq)[t±1]
Arriviamo ora a costruire le rappresentazioni che ci daranno i polinomi di
Alexander twistati utili a determinare se un nodo è slice.
Fissiamo dunque due numeri primi positivi p, q, e sia V un Fq[Zp]–modulo
irriducibile. Chiedere che V sia irriducibile, lo ripetiamo, significa chiedere che
non abbia sottomoduli non banali; in effetti ciò è equivalente a chiedere che
V sia uguale a uno degli Rfi che compaiono nel Corollario 2.4.2. Scegliamo
un meridiano m ∈ pi (con ε(m) = 1), e sia ρ : pip → V un omomorfismo non
nullo equivariante. Nel caso in cui V non abbia vettori fissi abbiamo visto che
allora vale ρ(mp) = 0: siccome qui non escludiamo che Vf0 6= 0, aggiungiamo
la richiesta specifica, nel caso in cui V = Rf0 , che ρ(mp) = 0.
Siccome V è abeliano, ρ si fattorizza per un omomorfismo non nullo su
Fq[Zp] daH1(Xp;Fq) a V : per il Lemma di Schur tale omomorfismo è surgettivo,
e quindi ρ stesso è surgettivo. La Proposizione 2.4.5 ci dà allora un’unica
estensione surgettiva ρ˜ : pi → Z n V che soddisfa ρ˜(m) = (x, 0).
Consideriamo ora Q(ζq)[t±1] (dove, di nuovo, ζq è una radice q-esima
primitiva dell’unità). Diamo a questo anello tre strutture successive di bimodulo.
Innanzitutto Q(ζq)[t±1] è un (Q(ζq)[t±1],Z[Z×Fq])–bimodulo: l’azione sinistra
è per moltiplicazione, quella destra è data da
f(t) · (xk, j) = ζjq tkf(t) per f ∈ Q(ζq)[t±1], (xk, j) ∈ Z× Fq.
Sia χ : V → Fq un omomorfismo additivo di Fq–spazi vettoriali; d’ora
in poi diremo semplicemente che χ è un carattere. Sia ancora ψ : pZ → Z
l’isomorfismo ψ(xpk) = xk. Abbiamo allora un omomorfismo ψ×χ : pZn V =
pZ×V → Z×Fq, che induce su Q(ζq)[t±1] una struttura di (Q(ζq)[t±1],Z[pZn
V ])–bimodulo; di nuovo, l’azione sinistra è per moltiplicazione mentre l’azione
destra è data da
f(t) · (xpk, v) = ζχ(v)q tkf(t) per f ∈ Q(ζq)[t±1], (xpk, v) ∈ pZ n V.
D’ora in poi, indicando Q(ζq)[t±1], sottinderemo questa struttura.
Infine, componendo l’azione precedente con ε×ρ : pip → pZnV , induciamo
su Q(ζq)[t±1] una struttura di (Q(ζq)[t±1],Z[pip])–bimodulo (lo indichiamo allo-
ra con (Q(ζq)[t±1])ε×ρ). L’azione è data, ancora, a sinistra per moltiplicazione
e a destra da
f(t) · γ = ζχ(ρ(γ))q tψ(ε(γ))f(t) per f ∈ Q(ζq)[t±1], γ ∈ pip.
Quello che vorremo calcolare per trovare ostruzioni alla sliceness sarà
H1(Xp; (Q(ζq)[t±1])ε×γ). Il Lemma di Shapiro e la Proposizione 2.3.2 applicata
al diagramma commutativo
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pip pi
pZ n V Z n V
ε× ρ ρ˜
ci danno
H1(Xp; (Q(ζq)[t±1])ε×ρ) ∼= H1(X; (IndZnVpZnV (Q(ζq)[t±1]))ρ˜).
Cerchiamo di capire cosa sia il modulo indotto che compare a destra. Dalla
caratterizzazione dei moduli indotti sappiamo che
IndZnVpZnV (Q(ζq)[t
±1]) = Q(ζq)[t±1]⊗Z[pZnV ] Z[Z n V ]
è isomorfo a un modulo libero su Q(ζq)[t±1] di rango p, con base
{1⊗ (1, 0), 1⊗ (x, 0), . . . , 1⊗ (xp−1, 0)}.
Calcoliamo l’azione destra di (xj , v) ∈ ZnV su un elemento della base 1⊗(xi, 0):
siano k, l interi con 0 ≤ l < p e i+ j = l + pk. Abbiamo(
1⊗ (xi, 0)) · (xj , v) = 1⊗ (xi+j , 0)
=
(
1 · (xi, 0)(xj , v)(x−l, 0))⊗ (xl, 0)
=
(
1 · (xi+j−l, xl · v))⊗ (xl, 0)
=
(
1 · (xpk, xl · v))⊗ (xl, 0)
=
(
ζχ(x
i+j ·v)
q t
k)⊗ (xl, 0)
= ζχ(xi+j ·v)q tk ·
(
1⊗ (xl, 0)).
Quindi l’azione destra di (xj , v) = (xj , 0)(1, v) = (x, 0)j(1, v) ∈ Z n V su
IndZnVpZnV (Q(ζq)[t±1]) è data dalla matrice
µ(xi, v) =

0 1 · · · 0
...
... . . .
...
0 0 · · · 1
t 0 · · · 0

j

ζ
χ(v)
q 0 · · · 0
0 ζχ(x·v)q · · · 0
...
... . . .
...
0 0 · · · ζχ(xp−1·v)q
 . (2.6)
L’applicazione µ così definita è una rappresentazione di Z n V su GL(p, V ),
che dipende dal carattere χ. Essa si estende per la proprietà universale (2.1)
ad un omomorfismo di anelli Z[Z n V ]→ glp(V ), dove con glp(V ) indichiamo
l’algebra di Lie di GL(p, V ) (e cioè tutte le matrici p× p a coefficienti in V ).
La composizione µ ◦ ρ˜ ci dà poi una rappresentazione di pi in GL(p, V ).
Riassumiamo quanto detto finora nel seguente teorema fondamentale.
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Teorema 2.5.1. Siano ρ : pip → V un omomorfismo equivariante e χ : V →
Fq un carattere. Consideriamo Q(ζq)[t±1] come (Q(ζq)[t±1],Z[pip])–bimodulo
con azione destra data da
f(t) · γ = ζχ(ρ(γ))q tψ(ε(γ))f(t) per f ∈ Q(ζq)[t±1], γ ∈ pip
e (Q(ζq)[t±1])p come (Q(ζq)[t±1],Z[pi])–bimodulo con azione destra data da
w · γ = wµ(ρ˜(γ))
per w ∈ (Q(ζq)[t±1])p, γ ∈ pi, dove µ è definita da (2.6). Allora abbiamo un
isomorfismo di Q(ζq)[t±1]–moduli
H1(Xp;Q(ζq)[t±1]) ∼= H1(X; (Q(ζq)[t±1])p),
e quindi
∆Xp,Q(ζq)[t±1](t) = ∆X,(Q(ζq)[t±1])p(t).
2.6 Ostruzioni alla sliceness per nodi
Ricordiamo che, data una 3–varietà chiusa M , se indichiamo con τH1(M ;Z) la
parte di torsione del primo modulo di omologia, abbiamo una forma bilineare
simmetrica
`k : τH1(M ;Z)× τH1(M ;Z) −→ Q/Z,
detta linking form. Una delle possibili definizioni è la seguente. Siano
[a1], [a2] ∈ τH1(M ;Z), e prendiamo interi ni tali che n1[a1] = 0, n2[a2] = 0.
Consideriamo l’inclusione al livello 0 di M in M × I, e prendiamo 2–catene
ci ∈ C2(M × I) tali che ∂ci = nai. Possiamo sempre supporre che le catene
ci siano superfici differenziabili immerse, tra loro trasverse (cfr. [23]); è ben
definita la loro molteplicità di intersezione c1 ·c2, e poniamo `k([a1], [a2]) = c1·c2n1n2 .
Per la dualità di Poincaré e il teorema dei coefficienti universali si ha che `k è
un accoppiamento di dualità, e quindi è non degenere.
Consideriamo allora la 3–varietà chiusa Bp, per p primo: sappiamo che il
suo primo modulo di omologia è di torsione, quindi abbiamo una linking form
`k : H1(Bp;Z)×H1(Bp;Z) −→ Q/Z.
Dato un sottogruppo A ⊂ H1(Bp;Z), indichiamo con A⊥ il suo annullatore:
A⊥ = {b ∈ H1(Bp;Z) : `k(a, b) = 0 ∀a ∈ H1(Bp;Q)}. Un metabolizzatore
invariante per la linking form è un sottogruppo A ⊂ H1(Bp;Z) che sia
invariante per l’azione del gruppo del rivestimento (e quindi che sia anche
uno Z[Zp]–sottomodulo), tale che A = A⊥. Un metabolizzatore invariante A
ha come ordine la radice quadrata dell’ordine di H1(Bp;Z); ciò si può vedere
considerando la successione esatta corta
0 −→ A⊥ −→ H1(Bp;Z) −→ Hom(A;Q/Z) −→ 0, (2.7)
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e ricordando che per gruppi finiti vale Hom(A;Q/Z) ∼= A.
Lo Z–modulo H1(Bp;Z) ammette una decomposizione primaria
H1(Bp;Z) =
⊕
q primo
H1(Bp;Z)(q)
dove, se indichiamo con Z(q) la localizzazione di Z in q, abbiamo H1(Bp;Z)(q) =
H1(Bp;Z) ⊗ Z(q). Essendo una forma bilineare simmetrica non degenere, la
linking form tra due componenti q–primarie diverse è nulla. D’altra parte, essa
si restringe ad una forma bilineare simmetrica non degenere sulle componenti
q–primarie:
`k(q) : H1(Bp;Z)(q) ×H1(Bp;Z)(q) −→ Z[1q ]/Z.
Un metabolizzatore invariante A ⊂ H1(Bp;Z) si scompone in modo analogo
come A = ⊕q primoA(q), e A(q) è un metabolizzatore per la linking form
ristretta `k(q).
Uno Zq–carattere suH1(Bp;Z) (e cioè un omomorfismo di Z–moduli a valori
in Zq) si può vedere come un carattere su H1(Bp;Z)(q), perché si annulla sulle
altre componenti primarie. Inoltre, tale carattere si fattorizza per H1(Bp;Fq).
Abbiamo quindi
HomZ(H1(Bp;Z);Zq) ∼= HomZ(H1(Bp;Fq);Zq) ∼= H1(Bp;Fq).
Come prima, siano p, q due numeri primi positivi distinti, e sia ζq una
radice q-esima primitiva dell’unità. L’anello Q(ζq)[t±1] ammette una naturale
involuzione, che indicheremo con , tale che t = t−1 e ζiq = ζq−iq . In altre parole,
questa involuzione è data dalla composizione del coniugio sui coefficienti e della
sostituzione di variabile t 7→ t−1.
Diamo una definizione che ci tornerà comoda, e poi enunciamo nuovamente
il Teorema di Kirk e Livingston.
Definizione 2.6.1. Diciamo che un polinomio di Laurent d(t) ∈ Q(ζq)[t±1] è
una norma se
d(t) = λtkf(t)f(t)
per qualche λ ∈ Q(ζq), k ∈ Z e f(t) ∈ Q(ζq)[t±1].
Teorema 2.6.2 (Kirk, Livingston). Siano K uno nodo slice in S3, e p, q due
primi distinti con q 6= 2. Allora esiste un metabolizzatore invariante A ⊂
H1(Bp;Z) per la linking form tale che, per ogni Fq–carattere χ ∈ H1(Bp;Fq)
che sia nullo su A, si abbia ∆Xp,Q(ζq)[t±1](t) = d(t)(t − 1)e, dove d(t) è una
norma, e = 1 se χ è non nullo, e = 0 altrimenti.
Qui, ai fini del calcolo del polinomio di Alexander twistato, consideriamo
Q(ζq)[t±1] come (Q(ζq)[t±1],Z[pip])–bimodulo con l’azione destra data da
f(t) · γ = ζχ(ρ(γ))q tψ(ε(γ))f(t) per f ∈ Q(ζq)[t±1], γ ∈ pip,
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dove ρ : pip → H1(Bp;Z) è la composizione della proiezione sull’abelianizzato
pip → H1(Xp;Z) con l’omomorfismo indotto dall’inclusione Xp → Bp, e ψ :
pZ→ Z è l’isomorfismo ψ(xpk) = xk.
Come già detto, la dimostrazione è rimandata alla Sezione 2.9. Notiamo
che il polinomio di Alexander twistato ∆Xp,Q(ζq)[t±1](t) è lo stesso che compare
nel Teorema 2.5.1, che applicheremo per ricondurre il calcolo di ∆Xp,Q(ζq)[t±1](t)
al calcolo di ∆X,(Q(ζq)[t±1])p(t).
Il Teorema 2.6.2, in questa forma, è di difficile applicazione: per dimostrare
che un dato nodo non è slice, infatti, bisogna esaminare tutti i possibili Z[Zp]–
sottomoduli di H1(Bp;Z) che possano fungere da metabolizzatori invarianti
per la linking form, e per ognuno di questi trovare un carattere χ, ivi nullo,
tale che il corrispondente polinomio twistato non si fattorizzi come sopra. Per
semplificare questa procedura, enunciamo quindi un utile corollario.
Corollario 2.6.3. Siano K uno nodo slice in S3, e p, q due primi distinti
con q 6= 2. Allora esiste un sottospazio proprio invariante (e quindi un
Fq[Zp]–sottomodulo) A ⊂ H1(Bp;Fq) tale che per ogni χ ∈ H1(Bp;Fq) nullo
su A il corrispondente polinomio twistato ∆Xp,Q(ζq)[t±1](t) si fattorizza come
d(t)(1− t)e, dove d(t) è una norma, e = 1 se χ è non nullo, e = 0 altrimenti.
Il sottospazio A è la riduzione modulo q di un metabolizzatore invariante per
la linking form.
Dimostrazione. Sia A il metabolizzatore invariante per la linking form fornito
dal Teorema 2.6.2, e sia A ∈ H1(Bp;Fq) la riduzione di A modulo q. Notiamo
che A è un Fq[Zp]–sottomodulo di H1(Bp;Fq), essendo immagine di uno Z[Zp]–
sottomodulo. Mostriamo che è un sottomodulo proprio. Consideriamo la
successione esatta di gruppi abeliani
A(q) −→ H1(Bp;Z)(q) −→ H1(Bp;Z)(q)/A(q) −→ 0.
Tensorizzandola per Fq, resta esatta a destra, e ci dà
A −→ H1(Bp;Fq) −→ (H1(Bp;Z)(q)/A(q))⊗ Fq −→ 0.
Siccome A(q) ( H1(Bp;Z)(q), il quoziente H1(Bp;Z)(q)/A(q) è un q–gruppo non
banale, perciò anche tensorizzato con Fq resta non banale, da cui l’inclusione
A→ H1(Bp;Fq) non è surgettiva.
Ora, ogni carattere χ ∈ H1(Bp;Fq) nullo su A è ovviamente nullo su A.
Dal Teorema 2.6.2 segue allora la tesi.
Ora, dato un nodo K il cui polinomio di Alexander classico sia una norma,
per mostrare che K non è slice, dovremo prendere un primo p e un primo q 6= 2
tale che H1(Bp;Fq) non sia banale; quindi dovremo esaminare ogni possibile
Fq[Zp]–sottomodulo proprio A ⊂ H1(Bp;Fq), e per ognuno di questi trovare un
carattere χ : H1(Bp;Fq)→ Zq non banale nullo su A tale che il corrispondente
polinomio ∆Xp,Q(ζq)[t±1]/(1− t) non sia una norma.
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Osservazione 2.6.4. Abbiamo appena detto che considereremo caratteri non
banali. Supponiamo infatti di avere un nodo K che soddisfa la condizione
di Fox-Milnor (cioè con ∆K(t) = f(t)f(t−1)), e vediamo cosa succede per il
carattere χ : H1(Bp;Fq)→ Zq nullo. In questo caso, il polinomio da calcolare
non è, di fatto, twistato, e una variante del Corollario 2.3.5 ci dà
∆Xp,Q(ζq)[t±1] =
p−1∏
i=0
∆K(ζipt1/p) =
p−1∏
i=0
f(ζipt1/p)f(ζipt1/p)
=
p−1∏
i=0
f(ζipt1/p)
p−1∏
i=0
f(ζipt1/p)
 = F (t)F (t),
con F (t) ∈ Q[t±1], e dove le uguaglianze sono a meno di elementi invertibili.
Quindi il fatto che il polinomio di Alexander classico sia una norma implica
che anche i polinomi di Alexander twistati con carattere χ banale lo siano.
Dimostrare che un polinomio d(t) ∈ Q(ζq)[t±1] non è una norma potrebbe
essere in generale difficile. Vediamo quindi un paio di strumenti che risulteranno
utili.
Lemma 2.6.5. Se d(t) ∈ Q(ζq)[t±1] è una norma allora le radici complesse
di d(t) sono a coppie z0 e 1/z0.
Dimostrazione. Infatti la fattorizzazione d(t) = tkf(t)f(t) vale anche in campo
complesso; in questo caso il polinomio f(t) si fattorizza in termini lineari per i
quali vale
(t− z0) = (t−1 − z0) = −z0t−1(t− 1/z0).
Un secondo strumento, più sofisticato, è una variante del Lemma di Gauss.
I polinomi che calcoleremo, di fatto, saranno a coefficienti in Z[ζq] ⊂ Q(ζq).
L’anello Z[ζq], però, non è a fattorizzazione unica (almeno non per tutti i primi
q), quindi il classico Lemma di Gauss non ci permette di ottenere informazioni
sull’irriducibilità di un polinomio nel campo dei quozienti.
Lemma 2.6.6. Siano q, r numeri primi con r = nq + 1 per qualche intero
positivo n. Sia b ∈ Zr una radice q-esima primitiva dell’unità, e sia φ : Z[ζq]→
Zr l’omomorfismo di anelli che manda 1 in 1 e ζq in b.
Sia d(t) ∈ Z[ζq][t] un polinomio di grado 2k, e supponiamo che la sua
immagine φ(d(t)) ∈ Zr[t] abbia ancora grado 2k. Se d(t) è una norma su Q(ζq)
allora φ(d(t)) si fattorizza in Zr[t] come prodotto di due polinomi di grado k.
Dimostrazione. Sia m = kerφ. Siccome Z[ζq]/m = Zr è un campo, m ⊂ Z[ζq]
è un ideale massimale. Ora, Z[ζq] è un dominio di Dedekind, perciò la sua
localizzazione Z[ζq]m è un anello a valutazione discreta, e quindi anche un
dominio a fattorizzazione unica. L’omomorfismo φ si estende a Z[ζq]m perché
gli elementi in Z[ζq] \m vengono mandati da φ in elementi invertibili di Zr.
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Poiché φ(d(t)) ha grado 2k, il coefficiente di testa di d(t) non sta in m
e quindi è invertibile in Z[ζq]m. Per il Lemma di Gauss, siccome d(t) è una
norma su Q(ζq), si fattorizza come prodotto di due polinomi di grado k anche
su Z[ζq]m. Anche la sua immagine in Zr[t], quindi, si fattorizza come prodotto
di due polinomi di grado k.
Se dunque l’immagine di d(t) in Zr[t] è irriducibile, possiamo concludere
che d(t) non può essere una norma.
2.7 Calcolo differenziale libero di Fox
Un problema che non abbiamo ancora affrontato è come calcolare i polinomi di
Alexander twistati. Nel caso del polinomio di Alexander classico ci veniva in
aiuto la matrice di Seifert del nodo, che abbiamo dimostrato essere una matrice
di presentazione per il modulo H1(X∞;Z). Anche nel caso dell’omologia
twistata, quindi, cerchiamo una matrice di presentazione per H1(X;M), in
modo da ottenere poi il polinomio di Alexander twistato calcolandone il
determinante.
Lo strumento che ci viene in aiuto è il calcolo differenziale libero di Fox,
per il quale un’ottima referenza è l’articolo originale ([7]). In questa sezione
ne daremo una breve introduzione, e lo applicheremo per trovare una nuova
matrice di presentazione per il modulo di Alexander H1(X∞;Z) su Z[t±1], e
una matrice di presentazione per i moduli di omologia H1(Bp;Z) e H1(Bp;Fq)
su Z e su Fq rispettivamente. Nella prossima sezione vedremo come applicarlo
all’omologia twistata.
Sia G un gruppo e ZG il corrispondente integral group ring. Abbiamo una
retrazione naturale o : ZG → Z, che è l’estensione a ZG dell’omomorfismo
identicamente uguale a 1 da G nel gruppo banale, definita da o(∑g agg) =∑
g ag.
Definizione 2.7.1. Una derivazione su ZG è un’applicazione D : ZG→ ZG
tale che per ogni u, v ∈ ZG valgano
(i) D(u+ v) = Du+Dv;
(ii) D(uv) = Du · o(v) + u ·Dv.
Notiamo che per g ∈ G la (ii) diventa semplicemente
D(ug) = Du+ uDg. (2.8)
Dalla definizione, inoltre, seguono subito queste utili proprietà:
(i) Da = 0 ∀a ∈ Z;
(ii) D(∑g agg) = ∑g agDg ∀∑g agg ∈ ZG;
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(iii) D(u1 · · ·un) = ∑ni=1 u1 · · ·ui−1Duio(ui+1) · · · o(un) ∀u1, . . . , un ∈ ZG;
(iv) D(g−1) = −g−1Dg ∀g ∈ G.
Le derivazioni su ZG formano uno ZG–modulo destro, con l’addizione
definita da (D1 +D2)u = D1u+D2u e la moltiplicazione a destra per v ∈ ZG
definita da (D · v)u = Du · v.
Supponiamo ora che il gruppo G sia il gruppo libero su n generatori
x1, . . . , xn. Ogni elemento g ∈ G si scrive come parola ridotta accostando
un numero finito di generatori xj . Il teorema seguente ci dà la struttura del
modulo delle derivazioni su ZG. Per la dimostrazione, rimandiamo a [7, §2].
Teorema 2.7.2. Sia G il gruppo libero su n generatori x1, . . . , xn. Ad ogni
generatore xj di G corrisponde una derivazione Dj = ∂∂xj , detta derivazione
rispetto a xj, caratterizzata dalla proprietà
∂xk
∂xj
= δkj ,
dove δkj è la delta di Kroneker.
Inoltre le derivazioni su ZG formano uno ZG–modulo destro libero di rango
n, di cui D1, . . . , Dn sono una base.
Vediamo ora come usare le derivazioni di Fox per il calcolo del polinomio
di Alexander. Abbiamo visto con la Proposizione 2.1.3 che per calcolare il
polinomio di Alexander twistato di un nodo K con complementare X, basta
partire in realtà dal gruppo pi = pi1(X). Nel caso del polinomio classico, questo
risultato si può argomentare più semplicemente come segue. Il polinomio
di Alexander è l’ordine del modulo di Alexander, che a sua volta è il primo
gruppo di omologia di X∞; ma H1(X∞;Z) è l’abelianizzato di pi1(X∞), e
pi1(X∞) è, per costruzione, pi′ (il sottogruppo dei commutatori di pi). Perciò
H1(X∞;Z) = pi′/pi′′, e l’azione di t su pi′/pi′′ viene dall’azione per coniugio di
pi su se stesso, che passa al quoziente dando un’azione di pi/pi′ ∼= 〈t〉 su pi′/pi′′.
Prendiamo quindi il gruppo pi: sappiamo che esso è un gruppo finitamen-
te presentato, quindi supponiamo pi = 〈x1, . . . , xn | r1, . . . , rm〉 (in effetti ne
sappiamo anche dare una specifica presentazione, quella di Wirtinger). Co-
struiamo a partire da pi un CW–complesso P . Partiamo da una 0–cella V , cui
attacchiamo n 1–celle x1, . . . , xn. Quindi per ogni relazione rj attacchiamo una
2–cella cj in modo che ∂cj = rj . Per costruzione il gruppo fondamentale di P
è proprio pi. Notiamo che attaccando celle di dimensione maggiore potremmo
rendere P un K(pi, 1); tuttavia, ai fini del calcolo del polinomio di Alexander
ci interessano solo le celle di dimensione minore o uguale a 2.
Sia P∞ il rivestimento ciclico infinito di P (corrispondente al sottogruppo
pi′ di pi): esso consiste dei sollevamenti delle celle di P . Fissiamo quindi un
sollevamento V˜ di V , e prendiamo sollevamenti x˜1, . . . , x˜n di x1, . . . , xn che
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partono in V˜ ; siano poi c˜1, . . . , c˜m sollevamenti di c1, . . . , cm che abbiano come
bordi i sollevamenti di r1, . . . , rm che partono da V˜ . Lo spazio P∞ consiste
allora dei traslati di queste celle per l’azione (che conveniamo di considerare
sinistra) di pi/pi′ ∼= 〈t〉. Abbiamo allora il complesso di catene
C2(P∞)
d2−→ C1(P∞) d1−→ C0(P∞),
dove ogni Ci(P∞) è uno Z[t±1]–modulo sinistro libero con base le i–celle appena
descritte.
Le derivazioni di Fox ci permettono di descrivere il differenziale d2: esso
manda c˜j nel sollevamento di rj che parte da V˜ , visto come elemento di
C1(P∞). Ogni occorrenza di xi in rj contribuisce a d2(c˜j) con un qualche
traslato di x˜i: se infatti rj = wxiw′, questo elemento xi contribuisce a d2(c˜j)
con il sollevamento di xi che parte dal punto finale del sollevamento di w, che
a sua volta parte da V˜ . Applicando la regola di Leibniz (2.8) a rj = wxiw′, si
ottiene facilmente che
d2(c˜j) =
∑
i
ε
(
∂rj
∂xi
)
x˜i, (2.9)
dove ε : pi → pi/pi′ ∼= Z è, come sempre, la proiezione al quoziente.
La matrice A =
(∂rj
∂xi
)
i,j
si chiama matrice di Fox; la matrice ε(A) (dove
si intende ε applicato elemento per elemento) rappresenta quindi il differenziale
d2. Notiamo che la formula appena scritta è leggermente imprecisa: più
formalmente, dovremmo intendere xi e rj come elementi del gruppo libero F
generato da x1, . . . , xn, chiamare ϕ la proiezione al quoziente F → G, e scrivere
d2(c˜j) =
∑
i εϕ
(∂rj
∂xi
)
x˜i. La notazione usata sopra, tuttavia, è certamente
altrettanto chiara.
Ora, la matrice A rappresenta d2, e quindi è una matrice di presentazione
per il modulo C1(P∞)/d2(C2(P∞)). Abbiamo una successione esatta corta
0 −→ H1(P∞;Z) −→ C1(P∞)/d2(C2(P∞)) d1−→ d1(C1(P∞)) −→ 0,
quindi è interessante andare a vedere chi è d1(C1(P∞)). Notiamo intanto che
il differenziale d1 agisce, sulla base scelta, come
d1(x˜i) = (ε(xi)− 1)V˜ ; (2.10)
d’altra parte, ε(xi) = tai per qualche aj ∈ Z, quindi d1(C1(P∞)) = IV˜ , dove I
è l’ideale generato da {(tai − 1) : i = 1, . . . , n} in Z[t±1].
Ora, siccome ε è surgettivo, i tai generano 〈t〉, e quindi devono esistere
κi ∈ Z tali che t = t
∑
κiai . Valgono però, in Z[t±1], le seguenti relazioni:
(ta − 1) + ta(tb − 1) = (ta+b − 1),
(ta − 1)− ta−b(tb − 1) = (ta−b − 1).
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Queste implicano che (t − 1) è combinazione lineare dei (tai − 1), e quindi
(t− 1) ∈ I. D’altra parte, siccome (t− 1) divide ogni (tai − 1), ne segue che I è
l’ideale principale generato da (t− 1). Quindi d1(C1(P∞)) è lo Z[t±1]–modulo
libero di rango 1 generato da (t − 1)V˜ . La successione esatta sopra, allora,
spacca, e ci dà
C1(P∞)/d2(C2(P∞)) ∼= H1(P∞;Z)⊕ Z[t±1].
Notiamo ora che se B è una matrice che presenta il modulo M sull’anello
R, allora una matrice di presentazione per M ⊕R si ottiene aggiungendo a B
una riga di zeri. Quindi il primo ideale elementare di M è il secondo ideale
elementare di M ⊕R. Ne segue che il polinomio di Alexander di K, che è un
generatore del primo ideale elementare di H1(P∞;Z), si ottiene prendendo il
massimo comune divisore dei minori (n− 1)× (n− 1) della matrice ε(∂rj/∂xi).
Esempio 2.7.3. Calcoliamo con questa procedura il polinomio di Alexander
del nodo trifoglio K. Ricordiamo che una presentazione di Wirtinger di pi(K)
è data dà 〈x1, x2, x3 |x3x1x−13 x−12 , x1x2x−11 x−13 〉 (Esempio 1.2.5 a pagina 13).
Con il calcolo differenziale di Fox otteniamo allora
∂rj
∂xi
=
(
x3 −x3x1x−13 x−12 1− x3x1x−13
1− x1x2x−11 x1 −x1x2x−11 x−13
)
.
Applicando ε, ogni generatore xi viene mandato in t e otteniamo
ε
(
∂rj
∂xi
)
=
(
t −1 1− t
1− t t −1
)
.
A meno di segni, tutti i minori 2× 2 di questa matrice sono uguali a 1− t+ t2.
Si ha perciò ∆K(t) = 1− t+ t2.
In questo esempio abbiamo visto che tutti i minori (n− 1)× (n− 1) sono
in effetti generatori del primo ideale elementare di H1(P∞;Z). Vedremo subito
che questo vale in generale se partiamo da una presentazione di Wirtinger del
gruppo del nodo.
Definizione 2.7.4. Sia 〈x1, . . . , xn | r1, . . . , rn−1〉 una presentazione di Wirtin-
ger per il gruppo pi del nodo K. La matrice quadrata(
∂rj
∂xi
)
i=1,...,n−1
j=1,...,n−1
(ovvero la matrice di Fox cui sia stata tolta l’ultima riga) si chiama matrice
di Fox ridotta per K.
Sottolineiamo che d’ora in poi considereremo sempre una presentazione di
Wirtinger del gruppo del nodo, e questa ipotesi è fondamentale per il resto
della sezione. Una presentazione di Wirtinger, infatti, ha l’utile proprietà che
tutti i generatori sono meridiani, e cioè ε(xi) = t per ogni generatore xi.
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Proposizione 2.7.5. Sia F una matrice di Fox ridotta per il nodo K. Allora
ε(F ) è una matrice di presentazione per il modulo di Alexander H1(X∞;Z) su
Z[t±1].
Dimostrazione. Abbiamo visto che la successione esatta
0 −→ H1(P∞;Z) −→ C1(P∞)/d2(C2(P∞)) d1−→ d1(C1(P∞)) −→ 0,
spacca, e quindi esiste un’inversa destra
ϕ : d1(C1(P∞)) = Z[t±1](t− 1)V˜ −→ C1(P∞)/d2(C2(P∞))
di d1. Indichiamo con p : C1(P∞) → C1(P∞)/d2(C2(P∞)) la proiezione al
quoziente. Mostriamo che possiamo scegliere ϕ in modo che Imϕ = Z[t±1]p(x˜n):
infatti se definiamo ϕ((t− 1)V˜ ) = p(x˜n) abbiamo
d1(ϕ((t− 1)V˜ )) = d1(p(x˜n)) = (t− 1)V˜ ,
(dove l’ultima eguaglianza è la (2.10), nel caso di una presentazione di Wirtinger)
e quindi d1 ◦ ϕ = id.
Se indichiamo con q la proiezione di C1(P∞) sulle prime n− 1 coordinate,
possiamo quindi identificare H1(P∞) con q(C1(P∞)). La matrice ε
(∂rj
∂xi
)
cui
sia stata tolta l’ultima riga presenta esattamente questo modulo.
Passiamo ora alla seconda applicazione, e vediamo come il calcolo differen-
ziale di Fox ci permetta di trovare matrici di presentazione per il modulo di
omologia H1(Bp;Z) su Z e per il modulo H1(Bp;Fq) su Fq[Zp]. Consideriamo
una presentazione di Wirtinger 〈x1, . . . , xn | r1, . . . , rn−1〉 del gruppo pi, e il
CW–complesso P con pi1(P ) = pi costruito prima. Indichiamone con Pp il
rivestimento ciclico di grado p; evidentemente pi1(Pp) = pip = pi1(Xp) e quindi
H1(Pp) = H1(Xp). Basi su Z di Ci(Pp) si ottengono sollevando in tutti i p
modi possibili le celle di P , quindi avremo che
{tk c˜j}j=1,...,n−1
k=0,...,p−1
, {thx˜i}i=1,...,n
h=0,...,p−1
e {tsV˜ }s=0,...,p−1
sono basi per C2(Pp), C1(Pp) e C0(Pp) rispettivamente. Notiamo che, siccome
consideriamo queste basi su Z, scrivere i traslati delle celle usando l’azione
dell’automorfismo del rivestimento t è solo una comodità pratica, ma non
implica nessuna relazione di dipendenza algebrica.
Indichiamo ora con εp : pi → Zp la composizione di ε con la riduzione modulo
p. Sviluppando ulteriormente il ragionamento che ha portato ad ottenere (2.9),
si vede facilmente che la componente di d2(tk c˜j) lungo l’elemento di base thx˜i
è il coefficiente del termine th nel polinomio tk · εp(∂rj/∂xi) ∈ Z[t±1]/(tp − 1).
In altre parole, se indichiamo con T la matrice p× p
T =

0 0 · · · 1
1 0 · · · 0
... . . . . . .
...
0 · · · 1 0
 ,
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e con Ψ : Z[t±1]/(tp − 1)→ Zp×p l’omomorfismo di valutazione Ψ(f) = f(T ),
si vede che d2 è rappresentato, rispetto alle basi scelte, dalla matrice a blocchi
(Ψ(εp(∂rj/∂xi)))i=1,...,n
j=1,...,n−1
di taglia pn× p(n− 1).
Proposizione 2.7.6. Se F è una matrice di Fox ridotta per K, allora la
matrice M = (Ψ(εp(F ))) di taglia p(n− 1)× p(n− 1) presenta H1(Bp;Z) su Z.
Dimostrazione. Attacchiamo a Pp una 2–cella σ in modo che d2σ = x˜n + · · ·+
tp−1x˜n, e chiamiamo Qp il CW–complesso così ottenuto. È facile convincersi
che pi1(Qp) = pi1(Bp): infatti per il Teorema di Van Kampen pi1(Bp) si ottiene
aggiungendo a pi1(Xp) una relazione del tipo x˜n + · · ·+ tp−1x˜n = 0.
Una matrice che rappresenti il differenziale d2 di Qp si ottiene aggiungendo
alla matrice (Ψ(εp(∂rj/∂xi)))i=1,...,n
j=1,...,n−1
una colonna fatta di p(n − 1) zeri,
seguiti da p uni: chiamiamo M1 questa matrice. Come prima, M1 presenta
C1(Qp)/d2(C2(Qp)), e abbiamo una successione esatta corta
0 −→ H1(Qp) −→ C1(Qp)/d2(C2(Qp)) d1−→ d1(C1(Qp)) −→ 0.
Abbiamo d1(thx˜i) = th+1V˜ − thV˜ , da cui si vede subito che d1(C1(Qp)) è uno
Z–modulo libero di rango p − 1. Un’inversa destra di d1 che fa spaccare la
successione si può definire come j(th+1V˜ − thV˜ ) = thx˜n per h = 0, . . . , p− 2.
Ne segue subito, come nella dimostrazione precedente, che togliendo dalla
matrice M1 le p − 1 righe dalla (n(p − 1) + 1)-esima alla (np − 1)-esima si
ottiene una matrice M2 di presentazione per H1(Qp). Ora, la matrice M2 è
della forma
M2 =

0
M
...
0
? · · · ? 1
 ,
e usando l’ultima colonna per effettuare operazioni di colonna si possono togliere
gli asterischi nell’ultima riga, senza modificare M . Grazie alla Proposizione
1.4.1, abbiamo che anche M presenta il modulo H1(Qp) = H1(Bp).
Prendiamo ora un primo q diverso da p, e indichiamo con Φ : Z[t±1]/(tp −
1) ∼= Z[Zp]→ Fq[t]/(1 + t+ · · ·+ tp−1) la composizione della riduzione modulo
q dei coefficienti con la proiezione sulla seconda componente di Fq[Zp] =
Fq[Zp]/(t−1)⊕Fq[Zp]/(1+t+· · ·+tp−1). Notiamo che, siccome H1(Bp;Fq) non
ha vettori fissi, le sue strutture di modulo su Fq[Zp] e su Fq[t]/(1+t+ · · ·+tp−1)
sono uguali.
Proposizione 2.7.7. Se F è una matrice di Fox ridotta per il nodo K, allora
la matrice M = Φ(εp(F )) presenta H1(Bp;Fq) su Fq[Zp].
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Dimostrazione. Per brevità poniamo f(t) = 1 + t+ · · ·+ tp−1 e S = Fq[Zp]f .
Ricordiamo che H1(Xp;Fq)f = H1(Bp;Fq), dove indichiamo Vf = {v ∈ V :
fv = 0}, come già fatto in precedenza.
Come prima, consideriamo P e Pp, con basi su Z di C∗(P ) i cui sollevamenti
sono basi su Z[Zp] di C∗(Pp). Sia F0 la matrice di Fox (non ridotta). La
matrice M0 = Φ(εp(F0)) rappresenta il differenziale d′2 = d2⊗ id del complesso
C ′∗ = (C∗(Pp)⊗ Fq)f . Abbiamo una successione esatta di S–moduli
0 −→ H1(C ′∗) −→ C ′1/d′2(C ′2)
d′1−→ d′1(C ′1) −→ 0.
Siccome d′1(x˜i) = (1 − t)V˜ , si ha d′1(C ′1) = S(1 − t)V˜ ∼= S. La successione
quindi spacca, e come prima l’inversa destra di d′1 si può scegliere in modo che
abbia come immagine la componente di C ′1/d′2(C ′2) lungo l’ultima coordinata.
Ne segue che la matrice M0 cui venga tolta l’ultima riga (cioè la matrice M)
presenta H1(C ′∗) = H1(Bp;Fq) su S, e quindi anche su Fq[Zp].
Osserviamo che Fq[Zp] non è un dominio di integrità, e trattare una matrice
di presentazione su un anello che non sia un dominio per determinare la
struttura di un modulo non è semplice. In questo caso particolare, scomponiamo
tp−1 come (t−1) ·f1(t) · · · f`(t), e, ricordando il Corollario 2.4.2 (di cui usiamo
la notazione) e la discussione che lo seguiva, abbiamo
Fq[Zp] = Rf0 ⊕Rf1 ⊕ · · · ⊕Rf`
H1(Bp;Fq) = H1(Bp;Fq)f1 ⊕ · · · ⊕H1(Bp;Fq)f` .
Dalla proposizione precedente e dal Lemma di Schur segue allora che la matrice
εp(F ), vista a coefficienti in Rfi = Fq[t]/(fi), presenta H1(Bp;Fq)fi (perché
gli omomorfismi di Fq[Zp]–moduli si restringono alle componenti primarie).
Ora però Rfi è un campo, quindi da una matrice di presentazione possiamo
ricavare facilmente la dimensione di di H1(Bp;Fq)fi su Rfi . Otteniamo infine
che H1(Bp;Fq) ∼= (Rf1)d1 ⊕ · · · ⊕ (Rf`)d` .
2.8 Calcolo dei polinomi twistati
Come ultima applicazione, vediamo ora come calcolare i polinomi di Alexander
twistati. Ci limiteremo a dimostrare un risultato sufficiente a calcolare i
polinomi del Teorema 2.5.1. Sono comunque possibili generalizzazioni del
teorema seguente; si veda ad esempio [13].
Teorema 2.8.1. Sia 〈x1, . . . , xn | r1, . . . , rn−1〉 una presentazione di Wirtin-
ger per pi e sia F la corrispondente matrice di Fox ridotta. Siano p, q primi
distinti, ρ : pip → V un omomorfismo equivariante surgettivo a valori in un
Fq[Zp]–modulo V senza vettori fissi, e sia χ : V → Zq un carattere. Sia ρ˜
l’estensione definita nella Proposizione 2.4.5 (dove si sia fissato come meri-
diano xn), e µ l’applicazione definita dalla (2.6). Consideriamo (Q(ζq)[t±1])p
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come (Q(ζq)[t±1],Z[pi])–bimodulo, con la struttura descritta nell’enunciato del
Teorema 2.5.1. Vale allora
∆X,(Q(ζq)[t±1])p(t) =
det(µ ◦ ρ˜(F ))
det(µ ◦ ρ˜(xn)− I)(1− t)
s, (2.11)
dove s = 1 se χ è nullo, s = 0 altrimenti.
Dimostrazione. Per semplicità indichiamo Q(ζq)[t±1] con Λ. Per la Proposi-
zione 2.1.3, e ragionando in maniera analoga a quanto fatto per il polinomio
di Alexander classico poco fa, possiamo calcolare H1(X, (Q(ζq)[t±1])p) come
l’omologia del complesso
(Λp)n−1 d2−→ (Λp)n d1−→ Λp −→ 0,
dove d2 è rappresentato dalla matrice(
µ ◦ ρ˜(∂ri/∂xj)
)
i=1,...,n−1
j=1,...,n
di taglia p(n− 1)× pn, e d1 dalla matrice (µ ◦ ρ˜(xj)− Ip×p)j=1,...,n di taglia
pn× p.
Ora, det(µ ◦ ρ˜(F )) è l’ordine di torsione del conucleo della composizione
(Λp)n−1 d2−→ (Λp)n ϕ−→ (Λp)n−1,
dove ϕ è la proiezione sulle prime p(n− 1) componenti, e det(µ ◦ ρ˜(xn)− I) è
l’ordine di torsione del conucleo della composizione
Λp ↪→ (Λp)n d1−→ Λp,
dove il primo omomorfismo è l’inclusione sulle ultime p coordinate.
Lemma 2.8.2. Siano V,W, Y, Z quattro Λ–moduli liberi finitamente generati,
con Y e Z di uguale rango. Siano a : V →W, b : V → Y, c : W → Z, d : Y → Z
omomorfismi, con d iniettivo, tali che
0 −→ V a⊕b−−→W ⊕ Y c+d−−→ Z −→ 0
sia un complesso. Allora, indicata con Hi l’omologia di questo complesso,
abbiamo
ordine(coker a)
ordine(coker d) =
ordine(H1)
ordine(H0)
. (2.12)
Continuiamo assumendo questo lemma. Siano V = (Λp)n−1/(ker d2),W =
(Λp)n−1, Y = Λp, Z = Λp. Sia inoltre a⊕ b : V →W ⊕Y l’applicazione indotta
da d2, e sia c+ d l’applicazione d1. Il complesso 0→ V →W ⊕ Y → Z → 0 è
allora il complesso di cui vogliamo calcolare l’omologia, però troncato. I moduli
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di omologia H0 e H1 di questo complesso sono uguali all’omologia twistata di
X a coefficienti in Λp, quindi
ordine(coker a)
ordine(coker d) =
∆X,Λp
ordine(H0(X; Λp))
.
Per quanto osservato sopra, però, abbiamo
ordine(coker(a)) = det(µ ◦ ρ˜(F )),
ordine(coker(d)) = det(µ ◦ ρ˜(xn)− I).
Un ultimo lemma completa la dimostrazione.
Lemma 2.8.3. Nelle ipotesi del Teorema 2.8.1, abbiamo
ordineH0(X; (Q(ζq)[t±1])p) = (1− t)s.
Abbiamo allora
det(µ ◦ ρ˜(F ))
det(µ ◦ ρ˜(xn)− I) =
∆X,Λp
(1− t)s ,
che è la tesi.
Concludiamo con le dimostrazioni, tecniche, dei lemmi che abbiamo enun-
ciato.
Dimostrazione del Lemma 2.8.2. La successione
0 −→ Im(c+ d)Im d −→
Z
Im d −→
Z
Im(c+ d) −→ 0
è esatta. Riscriviamola così:
0 −→ Im(c+ d)Im d −→ coker d −→ H0 −→ 0. (2.13)
Definiamo
α : ker(c+ d)Im(a⊕ b) −→
W
Im a β :
W
Im a −→
Im(c+ d)
Im d
come α[w, y] = [w] e β[w] = [c(w)], dove le parentesi quadre indicano le classi
nei quozienti. Si verifica subito che α e β sono ben definiti, α è iniettivo (per
questo bisogna usare che d è iniettivo), β è surgettivo, e Imα = kerβ. Siccome
ker(c+ d)
Im(a⊕ b) = H1 e
Y
Im a = coker a,
abbiamo allora una successione esatta corta
0 −→ H1 α−→ coker a β−→ Im(c+ d)Im d −→ 0. (2.14)
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Se uniamo le successioni 2.13 e 2.14 otteniamo una sucessione esatta
0 −→ H1 −→ coker a −→ coker d −→ H0 −→ 0.
Ora, coker d è di torsione perché Y e Z hanno uguale rango, e d è iniettivo.
Dalla successione esatta segue che anche H0 è di torsione. Se H1 non è di
torsione allora neanche coker a lo è, e la (2.12) è vera perché entrambi i termini
sono nulli. Se invece H1 è di torsione allora coker a è di torsione, e la tesi segue
dal fatto che in una successione esatta di moduli di torsione il prodotto degli
ordini dei termini pari è uguale al prodotto degli ordini dei termini dispari (cfr.
Lemma 2.9.4).
Dimostrazione del Lemma 2.8.3. Continuiamo ad indicare Λ = Q(ζq)[t±1].
Una presentazione di H0(X; Λp) è data da
(Λp)n d1−→ Λp −→ H0(X; Λp) −→ 0,
quindi l’ordine di H0(X; Λp) è il massimo comune divisore dei minori p × p
della matrice (ρ˜(xj)− Ip×p)j=1,...,n che rappresenta d1.
Supponiamo dapprima che il carattere χ sia non nullo. Siccome ρ˜ è
surgettivo, esiste un indice j0 tale che ρ˜(xj0) = (x, v) con χ(v) 6= 0. D’altra
parte ρ˜(xn) = (x, 0). Abbiamo quindi
µ ◦ ρ˜(xj0)− I =

−1 ζχ(x·v)q · · · 0
0 −1 . . . ...
...
... . . . ζχ(x
p−1·v)
q
tζ
χ(v)
q 0 · · · −1
 (2.15)
e
µ ◦ ρ˜(xn)− I =

−1 1 · · · 0
0 −1 . . . ...
...
... . . . 1
t 0 · · · −1
 . (2.16)
Siccome χ(v)+ · · ·+χ(xp−1 ·v) = χ((1+ · · ·+xp−1) ·v) = χ(0) = 0, e χ(v) 6= 0,
ci deve essere una colonna di (2.15), diversa dalla prima, in cui compare ζχ0q
con χ0 6= 0 in Zq. Prendiamo un minore p× p fatto di questa colonna e delle
ultime p− 1 colonne di (2.16). Permutando le righe otteniamo
1
−1 . . .
. . . 1 ζχ0q
−1 −1 . . .
. . . 1
−1

,
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il cui determinante è ±(1− ζχ0q ), che è invertibile. Avendo trovato un minore
p×p invertibile della matrice di d1, abbiamo che l’ordine di H0(X; Λp) è uguale
a 1.
Nel caso in cui χ sia nullo, la matrice di presentazione (ρ˜(xj)− I) si ottiene
accostando n blocchi tutti uguali, come (2.16). I minori p × p possibili si
ottengono prendendo p colonne di un blocco: se si prendono almeno due
colonne uguali il determinante fa 0, altrimenti otteniamo il determinante di un
blocco, che è uguale a ±(1− t). L’ordine di H0(X; Λp) è dunque (1− t).
Osserviamo che la maggior parte delle ipotesi del Teorema 2.8.1 sono state
utilizzate, in effetti, solo per dimostrare il Lemma 2.8.3. In particolare, senza
supporre che la presentazione del gruppo fosse quella di Wirtinger, si poteva
ottenere
∆X,(Q(ζq)[t±1])p(t) =
det(µ ◦ ρ˜(F ))
det(µ ◦ ρ˜(xn)− I) ordine(H0(X; (Q(ζq)[t
±1])p)).
2.9 Torsione di Reidemeister e dualità
Introduciamo ora gli strumenti che ci serviranno per dimostrare il Teorema di
Fox-Milnor e il Teorema 2.6.2.
Cominciamo con considerazioni puramente algebriche. Sia R un anello
PID, e supponiamo di avere un complesso di catene
0 −→ Cn ∂n−→ · · · ∂2−→ C1 ∂1−→ C0 −→ 0
dove ogni Ci è un R–modulo sinistro finitamente generato. Se indichiamo
con K il campo dei quozienti di R possiamo considerare il complesso di spazi
vettoriali di dimensione finita Ĉ∗ = K⊗R C∗.
Indichiamo con H∗ e Ĥ∗ le omologie dei due complessi. Per il teorema
dei coefficienti universali abbiamo Ĥ∗ = K⊗R H∗. Quindi tutti i moduli H∗
sono di torsione se e solo se il complesso Ĉ∗ è aciclico, cioè se la successione
0→ Ĉn → · · · → Ĉ0 → 0 è esatta.
Definizione 2.9.1. Supponiamo che il complesso Ĉ∗ sia aciclico. Definiamo
allora i polinomi di Alexander
∆i = ordine(Hi) ∈ R
e la torsione
τ =
∏
i ∆2i+1∏
i ∆2i
∈ K.
Chiaramente sia i polinomi di Alexander che la torsione sono definiti a
meno di moltiplicazione per un elemento invertibile di R. Prima di procedere
con lemmi e dimostrazioni, fermiamoci un attimo ad osservare che la torsione
τ che abbiamo definito è in un certo senso la torsione di Reidemeister di Ĉ∗.
Ricordiamone la definizione.
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Definizione 2.9.2. Sia (D∗, d∗) un complesso aciclico finito di spazi vettoriali
di dimensione finita e sia γ∗ : D∗ → D∗+1 una contrazione algebrica tale che
dγ + γd = id. Supponiamo che sia fissata una base ei di Di per ogni i. La
torsione di Reidemeister di D∗ è
τR(D∗, e∗) = detA,
dove A è la matrice che rappresenta (d+ γ) : ⊕iD2i → ⊕iD2i−1 rispetto alla
base fissata.
Si verifica che la definizione è ben posta, e non dipende dal morfismo γ
scelto. Siccome non orientiamo le basi, la torsione di Reidemeister è ben
definita a meno del segno. A volte τR viene definita come l’inversa della nostra.
La relazione tra τ e τR è semplice.
Proposizione 2.9.3. Sia e∗ una R–base di C∗. Allora τ(C∗) = τR(Ĉ∗, e∗).
Qui l’uguaglianza si deve intendere a meno di un elemento invertibile di R.
Dimostrazione. Sia γ una contrazione algebrica di Ĉ∗, e siano Γ2i e D2i le
matrici che rappresentano γ2i e (id ⊗ ∂)2i rispetto alle basi. Si ha allora
τR(Ĉ∗, e∗) = detA, dove A è una matrice a blocchi di dimensione variabile,
con D2i sulla diagonale e Γ2i sulla sottodiagonale. A meno di cambiare la
base e∗ su R (e questo cambia la torsione τR per un invertibile di R), si può
supporre che la base ei di ogni Ĉi sia fatta completando una base dei cicli.
Quindi avremo
D2i =
(
D′2i 0
0 0
)
e Γ′2i =
(
0 0
0 Γ′2i
)
.
Allora detA = ∏i(detD′2i det Γ′2i). D’altra parte si vede facilmente che D′2i è
una matrice di presentazione per H2i−1, mentre l’inversa di Γ′2i è una matrice
di presentazione per H2i, da cui la tesi.
I risultati che seguiranno sono perlopiù dimostrati in [19] per la torsione di
Reidemeister. Noi li enunciamo e li dimostriamo per la torsione τ .
Lemma 2.9.4. Supponiamo di avere una successione esatta di R–moduli di
torsione finitamente generati
0 −→ An fn−→ An−1 −→ · · · f1−→ A0 −→ 0.
Allora ∏i ordine(A2i+1) = ∏i ordine(A2i).
Dimostrazione. Cominciamo considerando una successione esatta corta. Nel
diagramma seguente sono riportate presentazioni di A e B (siccome entrambi
sono di torsione, possiamo assumere che le presentazioni di entrambi siano con
matrici quadrate m×m).
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Rm Rm
Rm Rm
0 A B C 0
0 0
M1 M2
M3
M4
Le mappe tratteggiate esistono perchè Rm è un modulo libero. Con il classico
diagram chasing si mostra che M3 è una matrice di presentazione per C, e che
M4 è invertibile. Da M3M1 = M2M4 otteniamo allora che
ordine(C) ordine(A) = ordine(B)λ,
con λ invertibile.
Passiamo ora al caso di una successione lunga. Spezziamo in successioni
esatte corte
0 −→ ker fi −→ Ai −→ ker fi−1 −→ 0.
Si ha ordine(Ai) = ordine(ker fi) ordine(ker fi−1), e quindi∏
i
ordine(A2i+1) =
∏
i
ordine(ker f2i+1) ordine(ker f2i) =
∏
i
ordine(A2i).
Proposizione 2.9.5. Consideriamo una successione esatta corta di complessi
0 −→ C ′∗ −→ C∗ −→ C ′′∗ −→ 0.
Allora se due qualsiasi dei tre complessi Ĉ ′∗, Ĉ∗, Ĉ ′′∗ sono aciclici, anche il terzo
lo è, e in tal caso per le torsioni vale la formula
τ ′τ ′′ = τ.
Dimostrazione. Consideriamo la successione esatta lunga corrispondente
· · · −→ H ′n −→ Hn −→ H ′′n −→ H ′n−1 −→ · · ·
Tensorizzando con K, è chiaro che non appena due delle torsioni sono definite,
è definita anche la terza.
Applicando il lemma precedente otteniamo∏
i
(
∆′2i∆′′2i∆2i−1
)
=
∏
i
(
∆2i∆′2i−1∆′′2i−1
)
e quindi
τ ′τ ′′ =
∏
i ∆′2i+1∏
i ∆′2i
·
∏
i ∆′′2i+1∏
i ∆′′2i
=
∏
i ∆2i+1∏
i ∆2i
= τ.
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Supponiamo ora di avere un’involuzione di R. Dato un R–modulo sinistro
M indichiamo con M∗ = HomR(M,R) l’insieme degli omomorfismi di anelli
da M a R con la struttura di R–modulo sinistro data da
(r · ϕ)(m) = r · ϕ(m) ∀r ∈ R,ϕ ∈M∗,m ∈M.
Proposizione 2.9.6. Sia
0 −→ Cn ∂n−→ · · · ∂2−→ C1 ∂1−→ C0 −→ 0
un complesso di R–moduli finitamente generati. Indichiamo con C∗ il complesso
duale. Se è definita la torsione τ di C∗ allora è definita anche la torsione τ∗
di C∗, e vale
τ∗ · τ (−1)n = 1.
Dimostrazione. Indichiamo con H∗ l’omologia di C∗ e con H∗ la coomologia
di C∗. Per il teorema dei coefficienti universali vale
H i ∼= HomR(Hi, R)⊕ ExtR(Hi−1, R).
In particolare, siccome H i è di torsione, H i ∼= ExtR(Hi−1, R).1
Siccome R è un PID, e Hi−1 è di torsione, possiamo supporre di avere una
presentazione di Hi−1 del tipo
0 −→ Rm A−→ Rm −→ Hi−1 −→ 0,
dove A è una matrice quadrata a coefficienti in R. Per calcolare Ext, appli-
chiamo HomR(·, R), e otteniamo
0←− ExtR(Hi−1, R)←− Rm A
t←− Rm.
È chiaro allora che l’ordine di ExtR(Hi−1, R) è
det At = detA = ordine(Hi−1) = ∆i−1.
Se indichiamo con ∆∗i l’i-esimo polinomio di Alexander di C∗ (e cioè l’ordine
di Hn−i), abbiamo provato che ∆∗i = ∆n−i+1, e allora
τ∗ =
∏
i ∆∗2i+1∏
i ∆∗2i
=
∏
i ∆n−2i∏
i ∆n−2i+1
= τ (−1)n+1 .
Supponiamo ora di avere una coppia di CW–complessi (M,N) (con N ⊆
M), che siano varietà topologiche con orientazione. Non escludiamo il caso
importante in cui N = ∅. Sia G un gruppo, e supponiamo di avere un’azione
1Tecnicamente qui ExtR(A,R) è il primo funtore derivato destro di HomR(·, R) applicato
a A. In parole povere Ext sta a Hom come Ext sta ad Hom.
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di G sulle celle di M che sia libera e tale che M/G sia compatto. In altre
parole, supponiamo che C∗(M) sia uno ZG–modulo sinistro libero finitamente
generato. Supponiamo inoltre che gli elementi di G siano automorfismi di M
che preservano l’orientazione. Notiamo subito che anche C∗(N) allora è uno
ZG–modulo sinistro libero finitamente generato. Prendiamo un anello R, con
un’azione destra di G determinata da un omomorfismo h da G negli elementi
invertibili di R, che lo renda uno ZG–modulo destro. L’omomorfismo h dà
una struttura di ZG–modulo destro anche al campo dei quozienti K. Abbiamo
il complesso di R–moduli finitamente generati
C∗(M,N ;R) = R⊗ZG C∗(M,N),
dove al solito C∗(M,N) = C∗(M)/C∗(N), e il complesso di K–spazi vettoriali
di dimensione finita C∗(M,N ;K) = K⊗R C∗(M,N ;R). Milnor ([19]) definisce
la torsione di Reidemeister di C∗(M,N ;K), nel caso in cui questo complesso
sia aciclico, come la torsione τR di C∗(M,N ;K) con base ottenuta a partire da
una base fatta con le celle di (M,N), detta base geometrica. Essa è definita in
K modulo h(ZG), ed è sostanzialmente uguale alla torsione τ(C∗(M,N ;R)).
Supponiamo che M abbia una suddivisione duale in celle M ′. Su ZG
consideriamo l’involuzione definita da γ = γ−1 per ogni γ ∈ G, e supponiamo
che si abbia h(γ) = h(γ).
Lemma 2.9.7. Sia n la dimensione di M . C’è un isomorfismo
Cn−i(M ′, ∂M ′) ∼= Ci(M)∗
e il morfismo di bordo δ : Cn−i(M ′, ∂M ′) → Cn−i−1(M ′, ∂M ′) è, a meno di
un segno, il duale di ∂ : Ci+1(M)→ Ci(M).
Dimostrazione. Definiamo un accoppiamento Cn−i(M ′, ∂M ′)× Ci(M)→ ZG
tramite la formula
〈c′, c〉 =
∑
γ∈G
#{c ∩ γc′} · γ,
dove #{c ∩ γc′} indica il numero di intersezioni tra c e γc′, contate con segno.
La somma che compare a destra è finita: infatti, fissato c, esistono un numero
finito di (n− 1)–celle c1, . . . , c` di M ′ che intersecano c, e siccome l’azione di
G è libera, per ogni ck può esistere al più un elemento γk tale che γkc′ = ck.
Si verifica che l’accoppiamento dà una forma “hermitiana” non degenere, e che
valgono le formule
〈c′, γc〉 = 〈γc′, c〉 = γ〈c′, c〉 e 〈c′, ∂c〉 = ±〈∂c′, c〉.
Tralasciamo i dettagli.
Nel caso in cui M sia una varietà PL, l’omologia twistata, i polinomi di
Alexander e la torsione di C∗(M ;R) sono ben definiti (se il complesso C∗(M ;K)
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è aciclico) e non dipendono dalla particolare triangolazione di M . Questo è
dovuto all’esistenza di suddivisioni comuni per triangolazioni diverse, e dal
fatto che le suddivisioni sono omotopie algebriche di complessi.
Teorema 2.9.8. Sia M una n–varietà compatta orientata PL, e G un gruppo
tale che C∗(M) sia uno ZG–modulo sinistro finitamente generato, e tale che
l’azione dei suoi elementi preservi l’orientazione di M . Sia R un PID con
campo dei quozienti K che sia anche uno ZG–modulo destro con involuzio-
ne. Supponiamo che C∗(M ;K) sia aciclico. Allora anche C∗(M,∂M ;K) e
C∗(∂M ;K) sono aciclici, e le torsioni soddisfano2
τ(∂M) = τ(M)τ(M)(−1)
n
(2.17)
τ(M,∂M) = τ(M)(−1)
n+1
(2.18)
τ(M,∂M)τ(∂M) = τ(M). (2.19)
Dimostrazione. La Proposizione 2.9.6 ci assicura che τ∗(M) è definita, e in
particolare τ∗(M) = τ(M)(−1)
n+1
. Per il Lemma 2.9.7 anche τ(M,∂M) è
definita, e si ha τ(M,∂M) = τ∗(M). Questo prova (2.18).
D’altra parte la Proposizione 2.9.5 ci assicura che anche τ(∂M) è definita,
e τ(M,∂M)τ(∂M) = τ(M). Questo ci dà la (2.19), e mettendo insieme (2.18)
e (2.19) otteniamo anche (2.17).
Cominciamo ora a ricollegarci ai polinomi di Alexander twistati introdotti
nelle sezioni precedenti. Supponiamo che M sia una n–varietà PL compatta
con l’omologia razionale di S1, e sia ε : pi = pi1(M) → Z la proiezione
sull’abelianizzato. Prendiamo un intero positivo q, e sia ζq una radice primitiva
q-esima dell’unità in un’estensione di Q. Sia inoltre χ : H1(M ;Z) → Zq un
carattere. Abbiamo allora la struttura di Z[pi]–modulo destro su Q(ζq)[t±1],
già descritta nelle sezioni precedenti, determinata dall’omomorfismo h = hχ :
Z[pi]→ Q(ζq)[t±1], definito da
h(γ) = tε(γ)ζχ(γ)q . (2.20)
Lo stesso omomorfismo determina una struttura di Z[pi]–modulo destro anche
sul campo dei quozienti Q(ζq)(t). In questo modo abbiamo
C∗(M˜ ;Q(ζq)[t±1]) = Q(ζq)[t±1]⊗Z[pi] C∗(M˜)
C∗(M˜ ;Q(ζq)(t)) = Q(ζq)(t)⊗Z[pi] C∗(M˜).
Proposizione 2.9.9. In queste ipotesi, il complesso C∗(M˜ ;Q(ζq)(t)) è acicli-
co.
2Per brevità nell’indicare le torsioni omettiamo G e M .
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Dimostrazione. Notiamo innanzitutto che
C∗(M ;Q) = Q⊗Q(ζq)(t) C∗(M˜ ;Q(ζq)(t))
dove l’azione di t e di ζq su Q è l’identità.
Sia ek1, · · · , ekαk la base standard di Ck(M˜ ;Q(ζq)(t)). Il morfismo di bordo
∂k è rappresentato da una matrice (akij(t)) a coefficienti in Q(ζq)(t) tale che
∂ke
k
i =
∑
j
akij(t)ek−1j .
Denotiamo con rk il rango di questa matrice, e con hk la dimensione di
Hk(M˜ ;Q(ζq)(t)); notiamo che αk − rk − rk+1 = hk.
Per quanto osservato prima, la matrice che rappresenta il differenziale
id ⊗ ∂k di C∗(M ;Q) è semplicemente la matrice (akij(t)) calcolata in t = 1 e
ζq = 1. Se denotiamo con r′k il rango di questa matrice, abbiamo allora che
r′k ≤ rk. Se poi poniamo h′k = dimHk(M ;Q) abbiamo
hk = αk − rk − rk+1 ≤ αk − r′k − r′k+1 = h′k.
In particolare, siccome H∗(M ;Q) = H∗(S1;Q), abbiamo che hk = 0 per k ≥ 2.
Mostriamo ora che H0(M˜ ;Q(ζq)(t)) = 0. Infatti se e0i è un vertice allora
esiste una 1–catena c con ∂c = te0i − e0i , ma t− 1 è invertibile in Q(ζq)(t), e
quindi e0i è un bordo.
Infine, abbiamo
−h1 =
∑
k
(−1)khk =
∑
k
(−1)kαk −
∑
k
(−1)krk −
∑
k
(−1)krk+1 =
∑
k
(−1)kαk,
che è la caratteristica di Eulero di M , ed è nulla.
Notiamo che se prendiamo come spazio M un rivestimento Xp del com-
plementare del nodo, il polinomio ∆1 del complesso C∗(M˜ ;Q(ζq)[t±1]) è
esattamente quello che abbiamo già indicato con ∆Xp,Q(ζq)[t±1].
Cominciamo ora la dimostrazione dei due teoremi. L’idea è semplice: si
tratta di costruire il rivestimento ciclico finito Mp sul complementare M dello
slicing disk e di usare la (2.17) per ottenere che τ(∂M˜p) = τ(M˜p)τ(M˜p); a
questo punto basta trovare il legame tra τ(∂M˜p) e il polinomio di Alexander
twistato. La dimostrazione nei dettagli richiederà però qualche pagina. Di-
mostriamo di fatto il Teorema 2.6.2. Per ottenere il Teorema di Fox-Milnor,
basta prendere p = 1 e q = 2. Tuttavia molti dettagli, in questo caso, sono
banali: le complicazioni infatti nascono dal fatto che l’inclusione Xp ⊂Mp non
induce, in generale, un isomorfismo tra i primi gruppi di omologia, al contrario
di quello che succede per l’inclusione X ⊂M .
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Dimostrazione del Teorema 1.6.1 e del Teorema 2.6.2. Sia K ⊂ S3 il nostro
nodo, e sia D ⊂ B4 lo slicing disk con un intorno N ∼= D × D2. Poniamo
X = S3 \N e M = B4 \N . Definiamo poi E = ∂M = X ∪ (D × S1). Si dice
anche che E è ottenuto per 0-chirurgia lungo K da S3.
Usando la successione di Mayer-Vietoris (cfr. Lemma 1.6.3) H∗(M) =
H∗(S1), e possiamo quindi costruire i rivestimenti ciclici Mp e M∞ di M .
Sempre usando Mayer-Vietoris, si mostra anche che H∗(∂M) = H∗(S1), e i
rivestimenti ciclici Ep di E = ∂M non sono altro che i bordi dei rivestimenti
ciclici di M . Si vede poi che l’inclusione Xp ↪→ Ep induce un isomorfismo
H1(Xp) → H1(Ep). Per il Lemma 2.2.9 abbiamo H∗(Mp;Q) ∼= H∗(S1;Q) e
H∗(Ep;Q) ∼= H∗(S1;Q).
L’inclusione i : Xp ↪→ Mp induce un omomorfismo in omologia i∗ :
H1(Xp;Z) → H1(Mp;Z). Sia A = ker i∗. Sia χ : H1(Xp;Z) → Zq un ca-
rattere nullo su A; esso si estende a un carattere χ : H1(Mp;Z) → Zqm per
un qualche intero m (perché l’immagine di H1(Xp;Z) in H1(Mp;Z) ha indice
finito). Inoltre, siccome H1(Xp) ∼= H1(Ep), un carattere χ su H1(Xp) è uguale
a un carattere su H1(Ep).
Per la Proposizione 2.9.9 è definita la torsione f(t) = τ(M˜p) ∈ Q(ζqm)[t±1]
di Q(ζqm)[t±1]⊗Z[pi1(Mp)] C(M˜p). Per il Teorema 2.9.8 vale τ(∂M˜p) = f(t)f(t).
Qui τ(∂M˜p) è la torsione di
Q(ζqm)[t±1]⊗Z[pi1(Mp)] C∗(∂M˜p);
facciamo notare che il complesso è twistato sul gruppo fondamentale di Mp.
Tuttavia si verifica che il complesso sopra è naturalmente isomorfo a
Q(ζqm)[t±1]⊗Q(ζq)[t±1]
(
Q(ζq)[t±1]⊗Z[pi1(Ep)] C∗(E˜p)
)
.
Se indichiamo con τ(E˜p) la torsione del secondo fattore, abbiamo dunque
τ(E˜p) = f(t)f(t).
Ora, dalla Proposizione 2.9.5 segue che
τ(E˜p, X˜p)τ(X˜p) = τ(E˜p)
Qui non è necessario soffermarsi sulle definizioni delle torsioni, perché l’inclu-
sione Xp ↪→ Ep induce un isomorfismo tra i gruppi fondamentali, come si può
vedere usando il Teorema di Van Kampen. Tra l’altro, questo ci dice che X˜p è
in modo naturale un sottospazio di E˜p.
Vediamo ora di calcolare τ(E˜p, X˜p), e cioè la torsione di Q(ζq)[t±1]⊗Z[pi1(Ep)]
C∗(E˜p, X˜p). Ricordiamo che Ep si ottiene attaccando Xp e un toro solido
Z = D× S1 lungo i loro bordi. Per escissione si ha che τ(E˜p, X˜p) è la torsione
di
Q(ζq)[t±1]⊗Z[pi1(Ep)] C∗(E˜p, X˜p) ∼= Q(ζq)[t±1]⊗Z[t±1] C∗(Z˜, ∂Z˜),
dove l’azione sinistra di Z[t±1] su Q(ζq)[t±1] è data dall’inclusione, e 〈t〉 è
pi1(Z).
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Lemma 2.9.10. Se τ(Z˜) è la torsione di
C∗ = Q(ζq)[t±1]⊗Z[t±1] C∗(Z˜),
allora τ(Z˜) = (t− 1)−1.
Dimostrazione. Con un’omotopia algebrica di complessi possiamo collassare
Z a S1. Prendiamone una struttura di CW–complesso con una 0–cella e
una 1–cella. A questo punto è evidente che il differenziale ∂1 è iniettivo
(quindi H1 = 0) e ha come immagine (t − 1)Z[t±1], per cui ∆0 = t − 1 e
τ(Z˜) = (t− 1)−1.
Questo lemma e la (2.18) ci danno che τ(Z˜, ∂Z˜) = (t− 1)−1, e quindi
τ(X˜p) = f(t)f(t)(t− 1).
Ora τ(X˜p) è la torsione di C∗ = Q(ζq)[t±1]⊗Z[pi1(Xp)] C∗(X˜p). Abbiamo
τ(X˜p) =
∆1
∆2∆0
.
Siccome Xp collassa su un CW–complesso di dimensione 2, H2(C∗) è libero (e
quindi nullo), quindi ∆2 = 1. Abbiamo già calcolato ∆0 nel Lemma 2.8.3, da
cui ∆0 = (1− t)s, con s = 1 se χ è nullo e s = 0 altrimenti. Mettendo insieme
quanto ottenuto finora abbiamo
∆1 = f(t)f(t)(t− 1)(1− t)s.
Ponendo c(t) = (t− 1)f(t) abbiamo (a meno di un invertibile di Q(ζq)[t±1])
∆1 = c(t)c(t)(1− t)e,
dove e = 1 se χ è non nullo, e = 0 altrimenti. Qui a priori c(t) ∈ Q(ζqm)(t),
tuttavia siccome ∆1 è un polinomio di Laurent si vede subito che si può
prendere c(t) in modo che c(t) ∈ Q(ζqm)[t±1].
Lemma 2.9.11. Supponiamo di avere a(t) ∈ Q(ζq)[t±1] e c(t) ∈ Q(ζqm)[t±1]
tali che a(t) si fattorizzi come c(t)c(t). Se q è dispari, esiste b(t) ∈ Q(ζq)[t±1]
tale che a(t) = b(t)b(t).
Dimostrazione. Sia G il gruppo di Galois dell’estensione Q(ζqm)/Q(ζq). L’or-
dine di G è qm−1, che per ipotesi è dispari. Facendo il prodotto di tutti i
coniugati tramite G di a = cc otteniamo aqm−1 = bb, dove b ∈ Q(ζq)[t±1].
Sia ora a0 ∈ Q(ζq)[t±1] un fattore irriducibile di a. Notiamo che a0 e a0
sono fattori irriducibili di aqm−1 . Se a0 = λa0 per qualche λ ∈ Q(ζq), allora
a0 deve avere esponente pari nella decomposizione in fattori primi di aq
m−1 , e
siccome qm−1 è dispari deve avere esponente pari anche nella decomposizione
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in fattori primi di a. In caso contrario, è chiaro che a0 e a0 devono avere
esponenti uguali in aqm−1 , e quindi anche in a.
Abbiamo cioè dimostrato che tutti i fattori irriducibili di a compaiono in
coppia con il loro coniugato oppure sono coniugati a se stessi e compaiono con
esponenti pari.
Grazie a questo lemma, abbiamo
∆Xp,Q(ζq)[t±1] = ∆1 = c(t)c(t)(1− t)e.
Ci rimane da dimostrare che A è un metabolizzatore invariante per la
linking form.
Lemma 2.9.12. Sia i∗ : H1(Bp;Z) → H1(Mp;Z) l’omomorfismo indotto
dall’inclusione Bp ⊂ Mp. Allora A = ker i∗ è un metabolizzatore invariante
per la linking form.
Dimostrazione. Che A sia invariante è ovvio. Siano [a1], [a2] ∈ A, e prendiamo
interi nj tali che [njaj ] = 0. Ora consideriamo X = Bp × I, identifichiamo Bp
con Bp × {0}, e attacchiamo il X a a Mp lungo Bp (vedi Figura 2.1). Notiamo
che Y = Mp ∪ X è diffeomorfa a Mp (abbiamo semplicemente ingrossato
un po’ il bordo). Siano cj ∈ C2(Bp × I) delle 2–catene tali che ∂cj = njaj .
Siccome i∗[aj ] = 0, siano inoltre fj ∈ C2(Mp, Bp) tali che ∂fj = aj . Siano
infine zj = cj − njfj , in modo che [zj ] ∈ H2(Y ;Z). Siccome H2(Y ;Z) è di
torsione, la forma di intersezione su Y è nulla. Abbiamo perciò 0 = z1 · z2 =
c1 ·c2 +n1n2(f1 ·f2); notiamo che non ci sono i termini misti perché, ad esempio,
c2 e n1f1 non si intersecano, in quanto in Y stanno da parti diverse di Bp.
Quindi
`k([a1], [a2]) =
c1 · c2
n1n2
= z1 · z2
n1n2
− f1 · f2 = −f1 · f2 ∈ Z.
Così abbiamo mostrato che `k|A×A = 0, o in altri termini che A⊥ ⊇ A.
Figura 2.1: La costruzione della dimostrazione del Lemma 2.9.12.
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Consideriamo ora la successione esatta della coppia (Mp, Bp), a coefficienti
interi:
0→ H2(Mp)→ H2(Mp, Bp)→ H1(Bp)→ H1(Mp)→ H1(Mp, Bp)→ 0.
Siccome l’omologia di Mp è di torsione, usando i teoremi dei coefficien-
ti universali e la dualità di Poincaré abbiamo H2(Mp) ∼= H1(Mp, Bp) e
H2(Mp, Bp) ∼= H1(Mp). Usando questo, e spezzando la successione esatta
in due
0 −→ H2(Mp) −→ H2(Mp, Bp) −→ H1(Bp) −→ Im i∗ −→ 0
0 −→ ker i∗ −→ H1(Bp) −→ H1(Mp) −→ H1(Mp, Bp) −→ 0
otteniamo subito che |ker i∗| = |Im i∗|, e quindi |A|2 = |H1(Bp)|. Ma dalla
successione esatta (2.7) abbiamo in generale |A||A⊥| = |H1(Bp)|, dunque
l’unica possibilità è che A = A⊥.
CAPITOLO 3
Applicazioni
In quest’ultimo capitolo, mostriamo come utilizzare in concreto i risultati del
capitolo precedente per dimostrare che un dato nodo non è slice. Nella prima
sezione daremo una descrizione dell’algoritmo, che abbiamo anche implementato
in linguaggio SAGE1 ([6]). Nelle sezioni successive esamineremo alcuni esempi:
in particolare analizzeremo 16 nodi con 11 o 12 incroci, e poi un nodo con 14
incroci che appartiene alla famiglia dei Turk’s head knots.
3.1 Descrizione dell’algoritmo
In questa sezione ci proponiamo di descrivere in modo preciso e schematico i
passaggi da seguire per applicare il Teorema 2.6.2 ad un nodo.
Sia dunque K un nodo fissato in S3, che vogliamo dimostrare non essere
slice, e di cui sopponiamo di avere un diagramma con n incroci. Procediamo
come segue.
1. Calcoliamo una presentazione di Wirtinger del gruppo fondamentale pi
di X = S3 \K usando la procedura descritta nella Sezione 1.2.
2. Costruiamo una matrice M di presentazione per il modulo di Alexander
H1(X∞;Z) su Z[t±1], usando le derivazioni di Fox e la Proposizione 2.7.5.
3. Calcolando detM otteniamo il polinomio di Alexander ∆K(t). Se il
polinomio ∆K(t) ∈ Z[t±1] non è una norma, allora abbiamo concluso e
dimostrato che il nodo non è slice, semplicemenete usando il Teorema
1.6.1. Altrimenti procediamo.
1SAGE è un software open-source di matematica rilasciato con licenza GPL, che combina
molti pacchetti matematici open-source già esistenti fornendo una interfaccia Python comune.
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4. Fissiamo un primo p (e in particolare cominciamo con p = 2). Appli-
cando Ψ a M , come dalla Proposizione 2.7.6, otteniamo una matrice
di presentazione su Z per il modulo H1(Bp;Z), che sappiamo essere
finito. Algoritmi classici di algebra computazionale permettono di met-
tere questa matrice in forma diagonale tramite operazioni di riga e di
colonna indipendenti (forma di Smith) e calcolare quindi esplicitamente
la struttura di H1(Bp;Z) come gruppo abeliano finito (ovvero calcolarne
i cosiddetti invarianti).
5. Scegliamo ora un primo q, diverso da p e da 2, che divida l’ordine di
H1(Bp;Z), in modo che H1(Bp;Fq) = H1(Bp;Z) ⊗ Fq ∼= (Fq)d sia non
banale. Calcoliamone la struttura come Fq[Zp]–modulo:
H1(Bp;Fq) ∼= Rd1f1 ⊕ · · · ⊕R
d`
f`
.
In casi semplici, come vedremo, questo si può fare con considerazioni
elementari sull’ordine di H1(Bp;Z) e sulle proprietà della linking form; in
generale si può usare la matrice di presentazione Φ(εp(F )) come descritto
nella Proposizione 2.7.7.
6. Dobbiamo ora analizzare ogni possibile Z[Zp]–sottomoduloA ⊂ H1(Bp;Z)
che possa essere un metabolizzatore invariante per la linking form, e la
sua immagine A ⊂ H1(Bp;Fq). Le possibilità potrebbero essere molte; ci
limitiamo in questo schema a considerare tre casi particolari, che saranno
poi quelli che incontreremo negli esempi.
Caso (a): H1(Bp;Fq) ∼= Rf1 . Siccome questo modulo è irriducibile, A
deve essere banale. Poniamo V = H1(Bp;Fq).
Caso (b): H1(Bp;Fq) ∼= Rf1 ⊕Rf2 (con f1 e f2 diversi, e quindi coprimi).
Supponiamo inoltre di poter dimostrare che A non è banale.
In questo caso allora A può essere uguale o alla prima com-
ponente Rf1 (nel qual caso poniamo V = Rf2) o alla seconda
componente Rf2 (e poniamo allora V = Rf1).
Caso (c): H1(Bp;Fq) ∼= Rf1 ⊕ Rf1 . Anche in questo caso supponiamo
di poter dimostrare che A non è banale. Allora deve essere
A ∼= Rf1 , e ci sono qdeg f + 1 possibili Fq[Zp]–sottomoduli di
Rf1 ⊕Rf1 isomorfi a Rf1 . Per ognuno di questi abbiamo una
decomposizione H1(Bp;Fq) = A⊕ V , dove anche V ∼= Rf1 .
In ognuno dei tre casi, e per ogni scelta di un metabolizzatore invariante
A, abbiamo decomposto H1(Bp;Fq) come A⊕ V .
7. Consideriamo ora il diagramma
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H1(Bp;Fq)
pip
V Fq
h
ρ
φ
χ
χ
dove h è l’omomorfismo naturale già descritto in precedenza. Ogni
omomorfismo surgettivo ρ si fattorizza come φ ◦ h. Nei casi (a) e (b)
abbiamo φ ∈ HomFq [Zp](V, V ), e per il Lemma di Schur tali omomorfismi
φ sono uno multiplo dell’altro, per cui anche i possibili ρ sono uno
multiplo dell’altro. Nel caso (c), abbiamo φ ∈ HomFq [Zp](V ⊕V, V ), e per
ogni possibile scelta di A ⊂ H1(Bp,Fq) avremo una classe di omomorfismi
φ, uno multiplo dell’altro, corrispondenti. Sappiamo che gli omomorfismi
ρ corrispondono agli omomorfismi ρ˜ : pi → Z n V tali che ρ˜(xn) = (x, 0),
ed essi si possono determinare imponendo che le relazioni di Wirtinger
siano soddisfatte. In particolare, la relazione xixjx−1i x−1k implica che, se
ρ˜(xh) = (x, vh), deve valere l’equazione lineare
(1− x) · vi + x · vj − vk = 0 (3.1)
Nei casi (a) e (b), siccome gli omomorfismi possibili sono multipli uno
dell’altro, il sistema (3.1) con la condizione vn = 0 ha spazio delle
soluzioni di dimensione 1. Nel caso (c) lo spazio delle soluzioni sarà
invece di dimensione 2.
Vediamo cosa succede per due omomorfismi ρ˜ e ρ˜′ uno multiplo dell’altro:
ρ˜′ = λρ˜; la moltiplicazione per λ ∈ V è un automorfismo Fq–lineare di V ,
che possiamo indicare conmλ, perciò per ogni carattere χ : V → Fq, anche
χ◦mλ è un carattere V → Fq. Quindi i polinomi che si ottengono a partire
da ρ˜ considerando tutti i possibili caratteri χ sono uguali a quelli che si
ottengono a partire da ρ˜′. Dunque ci basta considerare gli omomorfismi
a meno di multipli. Nel caso (a) sceglieremo una soluzione del sistema
(3.1) che determinerà un omomorfismo ρ˜; nel caso (b) sceglieremo una
soluzione per ognuno dei due possibili V , e quindi si determineranno
due omomorfismi ρ˜; nel caso (c) dovremo considerare tutte le possibili
soluzioni a meno di multipli e i corrispondenti omomorfismi, che sono
qdeg f + 1.
8. A questo punto, per ogni possibile omomorfismo ρ˜ determinato prima,
prendiamo un carattere χ : H1(Bp;Fq)→ Fq, calcoliamo le corrispondenti
matrici µ(x, vh) definite dalla (2.6), e costruiamo così la matrice µ ◦ ρ˜(F ).
Con la formula (2.11) calcoliamo il polinomio di Alexander twistato
∆(t) = ∆X,(Q(ζq)[t±1])p(t). Cerchiamo di dimostrare che ∆/(t− 1) non è
una norma, ad esempio usando i Lemmi 2.6.5 o 2.6.6, o altri metodi.
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9. Se per ogni omomorfismo ρ˜ il corrispondente polinomio non è una norma,
abbiamo dimostrato che il nodo non è slice, altrimenti possiamo riprovare
con scelte diverse per i primi p e q.
Prima di passare agli esempi, che cercheranno un po’ di chiarire la procedura
appena descritta, riportiamo alcune osservazioni e considerazioni.
Per quanto riguarda il primo punto, una presentazione di Wirtinger del
gruppo fondamentale di un nodo si può costruire a mano, con un po’ di
attenzione, a partire da un diagramma. In alternativa, è possibile partire da
una notazione numerica di un nodo (come la notazione DT, o la notazione
di Gauss, o ancora la notazione di treccia, che introdurremo nella Sezione
3.3): in questo caso, esistono algoritmi implementabili facilmente al calcolatore
per costruire, a partire dalla notazione, un diagramma del nodo, e anche per
calcolarne una presentazione di Wirtinger. In particolare, il programma che
abbiamo usato nei calcoli costruisce una presentazione di Wirtinger a partire
dalla notazione di treccia del nodo. A questo punto, tutti i passaggi successivi,
purché si ricada in uno dei tre casi (a), (b) o (c), possono essere svolti da un
calcolatore, ad eccezione eventualmente dell’ultimo.
Un’osservazione importante riguarda cosa succede se si scelgono caratteri
diversi, ma che siano uno multiplo dell’altro: se χ, χ′ : V → Fq sono due
caratteri con χ′ = nχ per un qualche n ∈ Fq, allora c’è un automorfismo
di Galois α di Q(ζq) tale che ζχ(v)q = α(ζχ
′(v)
q ). I polinomi di Alexander
twistati corrispondenti differiscono per un automorfismo di Galois del campo
dei coefficienti, e sono tra loro coniugati. In particolare, il polinomio costruito
con il carattere χ è una norma se e solo se lo è quello costruito con il carattere
χ′. Quindi, in caso di fallimento al punto 8 con un carattere χ, è inutile
riprovare con un altro carattere che sia multiplo di χ. Se V ha dimensione uno
su Fq, ci sarà un solo carattere con cui provare, a meno di multipli.
Un’ulteriore osservazione riguardo i punti 2–4: qui si esaminano invarianti
classici e molto studiati: in particolare le procedure fornite per calcolarli sono
solo un esempio, e moltri altri modi sono possibili. Ad esempio, per il calcolo
del polinomio di Alexander classico e dell’omologia dei rivestimenti ciclici finiti
si può partire da una matrice di Seifert (come descritto nel Capitolo 2 per il
polinomio di Alexander, e in [21] per H1(Bp)). Questi metodi sono migliori se
si affronta il calcolo manualmente. La procedura descritta sopra ha il pregio di
richiedere unicamente di conoscere una presentazione di Wirtinger del gruppo
fondamentale del complementare del nodo.
Infine, è d’obbligo un’osservazione di carattere computazionale. Per fissare
l’ordine di grandezza, riferiamoci a nodi con n ∼ 15 incroci. Tutti i passaggi
descritti possono essere svolti da un calcolatore in tempi praticamente imme-
diati, tranne il calcolo del polinomio di Alexander twistato. Il problema è
il determinante della matrice µ ◦ ρ˜(F ): si tratta di una matrice quadrata di
lato N = p(n − 1) a coefficienti polinomiali. L’algoritmo di Laplace, che ha
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complessità O(N !), è inutilizzabile; l’algoritmo di eliminazione di Gauss (con
complessità O(n4)) permette di terminare il calcolo nei nostri casi (in tempi
più o meno lunghi, dipendenti dalla particolare implementazione).
3.2 Nodi con 11 e 12 incroci
Spesso in matematica lo studio teorico di una categoria di oggetti si accompagna
all’esame concreto di alcuni esempi semplici, che si rivelano a loro volta utili
per capire il comportamento generale di ciò che si sta analizzando. Anche nel
caso della teoria dei nodi, l’introduzione di definizioni e invarianti va di pari
passo con il calcolo in alcuni casi specifici. Gli esempi che vengono in mente
per primi sono quelli dei nodi con pochi incroci. In particolare, sono state
redatte negli anni tabelle dei nodi con meno di dodici incroci, per i quali sono
stati calcolati i vari invarianti (ad esempio [4]).
Prima dell’articolo di Kirk, Herald e Livingston, il problema di determinare
se un nodo è slice rimaneva aperto per 18 nodi con meno di dodici incroci. La
procedura descritta nella sezione precedente permette di dimostrare che 16 di
questi non sono slice. Per quanto riguarda i due rimanenti, gli stessi autori
hanno mostrato che il nodo 12a990 è slice (in effetti ribbon), mentre per il nodo
12a631 la questione rimane aperta.
Usando il programma riportato in Appendice, abbiamo applicato la proce-
dura descritta nella sezione precedente ai sedici nodi in questione, riottenendo
gli stessi risultati di [12]. Nel seguito descriviamo alcuni casi nel dettaglio, e
riassumiamo gli altri. La Tabella 3.1 nella pagina successiva riporta i sedici
nodi con i corrispondenti polinomi di Alexander (che soddisfano la condizione
di Fox-Milnor), le scelte dei primi p e q che permettono di dimostrare che non
sono slice, la struttura di H1(Bp;Z) come Z–modulo e di H1(Bp;Fq) come
Fq[Zp]–modulo, e in 15 casi le scelte di r e b che permettono, applicando il
Lemma 2.6.6, di mostrare che i polinomi che si ottengono non sono norme.
Per semplicità, nel seguito indicheremo con ∆˜ il polinomio di Alexander
twistato diviso per (t− 1), che chiameremo polinomio di Alexander twistato
ridotto.
Il nodo 12n132. Cominciamo analizzando il nodo K denominato 12n132. Il
polinomio di Alexander classico è una norma: ∆K(t) = (2t−3+2t−1)2. Quindi
non possiamo utilizzare il Teorema di Fox-Milnor. Prendiamo p = 3; dal calcolo
esplicito otteniamo H1(B3;Z) = Z25 ⊕ Z25. A questo punto la scelta q = 5
è obbligata, e abbiamo H1(B3;F5) = Z5 ⊕ Z5. Ora, siccome p divide q2 − 1
ma non q − 1, per la Proposizione 2.4.1 la fattorizzazione di x3 − 1 su F5
è (x − 1)(1 + x + x2). Per motivi di cardinalità, allora, non può che essere
H1(B3;F5) ∼= R1+x+x2 come F5[Z3]–modulo. Notiamo che in questo caso non
abbiamo avuto bisogno di calcolare la struttura di H1(B3;F5) usando una
matrice di presentazione e la Proposizione 2.7.7.
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N
odo
Polinom
io
diA
lexander
p
H
1 (B
p ;Z)
q
H
1 (B
p ;F
q )
r
b
11
n45
(2t 2−
2t+
1)(t 2−
2t+
2)
3
Z
13 ×
Z
13
13
R
x+
4 ⊕
R
x+
10
53
49
11
n145
(t 3+
t 2−
2
t+
1)(t 3−
2
t 2+
t+
1)
3
Z
13 ×
Z
13
13
R
x+
4 ⊕
R
x+
10
79
65
12
a169
(2
t 2−
3
t+
2) 2
3
Z
25 ×
Z
25
5
R
1+
x+
x
2
41
37
12
a596
(3t 2−
4
t+
2)(2
t 2−
4t+
3)
3
Z
43 ×
Z
43
43
R
x+
7 ⊕
R
x+
37
173
85
12
n31
(t−
2)(2
t−
1)
3
Z
7 ×
Z
7
7
R
x+
3 ⊕
R
x+
5
43
4
12
n132
(2t 2−
3
t+
2) 2
3
Z
25 ×
Z
25
5
R
1+
x+
x
2
31
16
12
n210
(t 3−
t+
1)(t 3−
t 2+
1)
3
Z
7 ×
Z
7
7
R
x+
3 ⊕
R
x+
5
43
4
12
n221
(t 2−
t+
1) 2
2
Z
9
3
R
x+
1
7
2
12
n224
(t−
2)(2
t−
1)(t 2−
t+
1) 2
3
Z
2 ×
Z
2 ×
Z
14 ×
Z
14
7
R
x+
3 ⊕
R
x+
5
29
7
12
n264
(2t 2−
2
t+
1)(t 2−
2
t+
2)
3
Z
13 ×
Z
13
13
R
x+
4 ⊕
R
x+
10
53
13
e
10
12
n536
(t 3−
4t 2+
3
t−
1)(t 3−
3
t 2+
4
t−
1)
3
Z
37 ×
Z
37
37
R
x+
11 ⊕
R
x+
27
149
5
12
n681
(t 4−
t 3+
t 2−
t+
1) 2
p
Z
25
5
R
x+
1
12
n731
(t 3−
3
t 2+
5
t−
2)(2t 3−
5
t 2+
3
t−
1)
3
Z
4 ×
Z
4 ×
Z
13 ×
Z
13
13
R
x+
4 ⊕
R
x+
10
79
8
12
n812
(t 2−
t+
1) 2
2
Z
9
3
R
x+
1
7
2
12
n813
(t−
2)(2
t−
1)(t 2−
t+
1)
3
Z
4 ×
Z
4 ×
Z
7 ×
Z
7
7
R
x+
3 ⊕
R
x+
5
43
4
12
n841
(t−
2)(2
t−
1)(t 2−
t+
1)
3
Z
4 ×
Z
4 ×
Z
7 ×
Z
7
7
R
x+
3 ⊕
R
x+
5
43
4
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e
12
incroci.
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Siamo nel caso (a): R1+x+x2 è un F5[Z3]–modulo irriducibile, che non
ha sottomoduli non banali, e quindi l’unica possibilità per l’immagine del
metabolizzatore invariante è A = {0}. Per quanto osservato al punto 7 ci basta
trovare un omomorfismo ρ˜ : pi → R1+x+x2 , e per far questo ci basta risolvere il
sistema (3.1). Una presentazione di Wirtinger del gruppo del nodo è data da
generatori x0, . . . , x13 e relazioni
x4x1x
−1
4 x
−1
2 , x2x4x
−1
2 x
−1
5 , x
−1
8 x
−1
6 x7x6, x
−1
7 x
−1
9 x6x9, x
−1
10 x
−1
7 x9x7,
x10x5x
−1
10 x
−1
6 , x10x3x
−1
10 x
−1
4 , x4x10x
−1
4 x
−1
11 , x
−1
9 x
−1
11 x8x11, x
−1
12 x
−1
9 x11x9,
x−113 x
−1
4 x12x4, x13x0x
−1
13 x
−1
1 , x2x13x
−1
2 x
−1
0 .
Abbiamo una presentazione con 14 generatori e non 12 perché siamo partiti da
una rappresentazione del nodo K come treccia, e le rappresentazioni dei nodi
come trecce hanno generalmente più incroci dei diagrammi minimali. Fissiamo
x13 come meridiano. Ponendo
v0 = 1, v1 = x, v2 = 2x+ 4, v3 = x+ 4, v4 = x+ 4, v5 = 3x, v6 = 2,
v7 = 1, v8 = x+ 3, v9 = 2x, v10 = x+ 4, v11 = x+ 4, v12 = 3x, v13 = 0
abbiamo una soluzione del sistema (3.1) con la condizione v13 = 0, e quindi
xi 7→ (x, vi) definisce un omomorfismo ρ˜ : pi → Z n R1+x+x2 . Scegliamo ora
un carattere χ : R1+x+x2 → F5 ponendo χ(1) = 1, χ(x) = 2. A questo punto
usando la (2.6) possiamo calcolare le matrici µ(ρ˜(xi)). Con le relazioni di
Wirtinger possiamo inoltre scrivere una matrice ridotta di Fox F , e quindi
anche µ◦ ρ˜(F ), che è una matrice 39×39. Otteniamo il polinomio di Alexander
twistato ridotto
∆˜X,(Q(ζ5)[t±1])3(t) = (t− 1) · (5t3 + (−4ζ25 − 14ζ5 − 2)t2
+ (2ζ35 + 14ζ25 + 14ζ5 + 12)t+ 5).
Applichiamo ora il Lemma 2.6.6. Con l’omomorfismo Z[ζ5]→ Z31 che manda
ζ5 in 16 questo polinomio viene mandato in (t− 1)(t3 + 29t2 + 28t+ 1), e il
termine cubico è irriducibile. Ciò prova che il polinomio di Alexander twistato
ridotto ∆˜ non è una norma, e quindi il nodo non è slice.
Il nodo 12a169. Scegliamo p = 3 e abbiamo H1(B3;Z) = Z25 ⊕ Z25. Pren-
diamo q = 5 e abbiamo H1(B3;F5) ∼= R1+x+x2 : siamo di nuovo nel caso (a).
Procediamo in modo analogo a quanto fatto prima, e otteniamo
∆˜X,(Q(ζ5)[t±1])3(t) = 4t
2 + (ζ35 + ζ25 + 5)t+ 4.
Usiamo il Lemma 2.6.6 con r = 41, b = 37 e otteniamo il polinomio t2 + 20t+ 1,
che è irriducibile su Z41. Quindi il nodo 12a169 non è slice.
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Il nodo 11n45. Con p = 3 otteniamo H1(B3;Z) = Z13 ⊕ Z13. Prendiamo
quindi q = 13. Potremmo calcolare la struttura di H1(B3;F13) come F13[Z3]–
modulo usando la Proposizione 2.7.7, oppure possiamo ragionare come segue.
Su Z13 il polinomio x3 − 1 si fattorizza come (x − 1)(x + 4)(x + 10), quindi
per motivi di cardinalità deve essere H1(B3;F13) ∼= Rf ⊕Rg, con f e g scelti
tra x+ 4 e x+ 10 (perché H1(B3;F13) non ha vettori fissi). Supponiamo che f
e g siano uguali, ad esempio che siano entrambi x+ 4. Allora avremmo, per
ogni a, b ∈ H1(B3;F13),
`k(a, b) = `k(xa, xb) = `k(−4a,−4b) = 16`k(a, b)
che implica che la linking form sia nulla, e questo è assurdo. Dunque deve
essere H1(B3;F13) ∼= Rx+4 ⊕Rx+10; siccome un metabolizzatore invariante A
deve essere isomorfo a Z13 e la riduzione modulo 13 in questo caso non modifica
il modulo di omologia, dobbiamo avere A = Rx+4 oppure A = Rx+10. Stavolta
siamo dunque nel caso (b). Non riportiamo i due polinomi twistati ridotti che
si ottengono dopo aver risolto il sistema (3.1) a coefficienti in Rx+4 e in Rx+10;
si può mostrare che tali polinomi non sono norme usando il Lemma 2.6.6 con
r = 53, b = 49. Anche questo nodo quindi non è slice.
I nodi 11n145, 12a596, 12n31, 12n210, 12n224, 12n264, 12n536, 12n731, 12n813,
12n841. Tutti questi nodi si trattano in maniera molto simile al nodo 11n45.
Con p = 3 e con i valori di q riportati in Tabella 3.1, otteniamo sempre
H1(B3;Fq) ∼= Rx+a ⊕ Rx+b e ricadiamo nel caso (b). Per ogni nodo bisogna
quindi calcolare due polinomi twistati ridotti. Applicando il Lemma 2.6.6 con
r, b come nella Tabella 3.1 si può dimostrare che tutti questi polinomi non sono
norme. Ne consegue che questi nodi non sono slice.
I nodi 12n812 e 12n221. In entrambi i casi prendiamo p = 2 e abbiamo
H1(B2;Z) = Z9 e per q = 3 troviamo H1(B2;F3) ∼= Rx+1. Siamo nel caso (a),
e quindi l’immagine di ogni metabolizzatore invariante è banale. Per qualsiasi
scelta del carattere χ troviamo ∆˜ = (t− 1)2(3t2 + 5t+ 3), che non è una norma
perché applicando il Lemma 2.6.6 con r = 7, b = 2 possiamo mostrare che
3t2 + 5t+ 3 è irriducibile su Q(ζ3).
Il nodo 12n681. È l’ultimo nodo che ci rimane da considerare. Come ve-
dremo, in questo caso il problema sarà leggermente più complicato. Intanto
H1(Bp;Z) = {0} per p = 3, 7, 11, 13, e H1(B5;Z) = (Z4)4. L’unica possibilità
(rimanendo con primi p piccoli) è quindi prendere p = 2. In questo caso
H1(B2;Z) = Z25, e per q = 5 abbiamo H1(B2;F5) ∼= Rx+1. Di nuovo siamo nel
caso (a), quindi ogni immagine di un metabolizzatore invariante è banale; ci
basta trovare un carattere χ : Rx+1 → Z5 tale che il corrispondente polinomio
twistato ridotto non sia una norma. Per una scelta di χ troviamo
∆˜ = (t− 1)2 · (t4 + (ζ35 + ζ25 − 1)t3 + (−ζ35 − ζ25 − 2)t2 + (ζ35 + ζ25 − 1)t+ 1).
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Dobbiamo mostrare che ∆˜ non è una norma. Il Lemma 2.6.6 stavolta non
ci aiuta. Poniamo
p(t) = (t4 + (ζ35 + ζ25 − 1)t3 + (−ζ35 − ζ25 − 2)t2 + (ζ35 + ζ25 − 1)t+ 1).
In [12], gli autori mostrano che p(t) è irriducibile su Q(ζ5), e quindi concludono.
Noi ci limitiamo a mostrare che p(t) non è una norma. Siccome (t − 1)2 è
una norma, ne seguirà che ∆˜ non è una norma, e il nodo quindi non è slice.
Notiamo innanzitutto che p(t) ha coefficienti reali, perché ζ35 + ζ25 = −1+
√
5
2 .
Con un classico studio di funzione si può mostrare che p(t) ha due radici reali
α1, α2 e due radici non reali complesse coniugate α3 e α4 (cioè con α3 = α4).
Se p(t) fosse una norma, per il Lemma 2.6.5 dovremmo avere α3 = 1α4 =
1
α3
,
cioè α23 = 1, e questo è assurdo perché α3 non è reale.
3.3 Turk’s head knots
In questa sezione vogliamo esaminare un ulteriore esempio. Prima però
introduciamo brevemente la notazione di treccia di un nodo.
Una n–treccia è il dato di n fili orientati che attraversano, da sinistra a
destra, una porzione di piano, intrecciandosi.
1
2
n
...
...
...
Sulle n trecce c’è una struttura di gruppo, dove l’operazione è data dall’at-
taccare una treccia dopo l’altra. Se indichiamo con σi la treccia in cui il filo
i-esimo si incrocia, passando sopra, con l’i+ 1-esimo, allora si vede subito che
i σi per i = 1, . . . , n− 1 generano il gruppo delle n–trecce.
La chiusura di una n–treccia si realizza semplicemente riattaccando i fili che
escono da destra con quelli che partono a sinistra. Evidentemente la chiusura
di una n–treccia è un link. D’altra parte, si può mostrare che ogni link L ⊂ S3
si può ottenere come chiusura di una treccia.
1
n
i+ 1
i
...
...
...
...
σi
1
n
i
i+ 1
...
...
...
...
σ−1i
Figura 3.1: I generatori del gruppo delle n–trecce.
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Consideriamo ora il nodo Kj , dato dalla chiusura della 3–treccia (σ1σ−12 )j .
Esso è effettivamente un nodo (con una sola componente) purché j non sia
multiplo di 3, e fa parte di una famiglia più ampia di nodi detti Turk’s head
knots. Nella notazione di Conway, Kj è indicato come (2× j)∗.
In particolare, ci concentriamo sul nodo K = K7. Long ha mostrato
([17]) che questo nodo non è ribbon. Vediamo come si possa migliorare questo
risultato, mostrando che in effetti K7 non è (topologicamente) slice.
Innanzitutto, il polinomio di Alexander di K è
∆K(t) = (t6 − 4t5 + 6t4 − 7t3 + 6t2 − 4t+ 1)2
e quindi K soddisfa la condizione di Fox-Milnor. Passiamo ad analizzare i poli-
nomi twistati. La tabella seguente riporta, per i primi p ≤ 11, i corrispondenti
moduli di omologia H1(Bp;Z) come Z–moduli, e per le scelte di q indicate, i
moduli H1(Bp;Fq) come Fq[Zp]–moduli.
p H1(Bp;Z) q H1(Bp;Fq)
2 Z29 × Z29 29 Rx+1 ⊕Rx+1
3 Z7 × Z7 × Z7 × Z7 7 Rx+3 ⊕Rx+3 ⊕Rx+5 ⊕Rx+5
5 Z29 × Z29 × Z29 × Z29 29 Rx2+6x+1 ⊕Rx2+6x+1
7 Z13 × Z13 × Z13 × Z13 13 Rx2+6x+1 ⊕Rx2+6x+1
11 Z43 × Z43 × Z43 × Z43 43 Rx2+7x+1 ⊕Rx2+7x+1
Notiamo subito che la situazione è più complicata rispetto agli esempi
della sezione precedente. Infatti per questi primi p non cadiamo mai nei casi
(a) o (b). Per mostrare che il nodo non è slice, scegliamo p = 7. Dobbiamo
determinare tutti gli omomorfismi ρ : pip → Rx2+6x+1 a meno di multipli, e
per far questo risolviamo il sistema lineare (3.1). Sappiamo già che lo spazio
delle soluzioni deve avere dimensione 2, perchè H1(B7;F13) ha dimensione 2 su
Rx2+6x+1. Abbiamo quindi 132 + 1 = 170 omomorfismi da considerare, e per
ognuno di questi dobbiamo trovare un carattere χ tale che il corrispondente
polinomio twistato ridotto non sia una norma.
Eseguendo i calcoli (che per ovvie ragioni di spazio non possiamo riportare
qui) in tutti i 170 casi si trova un carattere χ non banale tale che ∆˜(t) non
sia una norma (ciò si dimostra usando il Lemma 2.6.6). Questo mostra che K
non è slice.
Per completezza, vediamo perché si è reso necessario scegliere p = 7. Per
p = 2 la situazione è più semplice, ci sono solo 30 possibili omomorfismi ρ a
meno di multipli, e c’è un solo carattere χ a meno di multipli. Si tratta quindi
di calcolare 30 polinomi twistati ridotti. Di questi 30, però, due si fattorizzano
come norme, impedendoci di concludere.
Per p = 3, la struttura di H1(B3;F7) come F7[Z3]–modulo non rientra in
nessuno dei casi (a), (b), (c). In una situazione come questa, studiare i possibili
metabolizzatori invarianti A è leggermente più delicato.
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Per p = 5 la situazione è analoga a p = 7, solo che in questo caso bisogna
calcolare 292 + 1 = 842 polinomi, invece di 170.
Sebbene siamo riusciti a dimostrare che K non è slice, il risultato non è
troppo soddisfacente, perché dipende dal calcolo di molti polinomi. Le cose si
potrebbero semplificare molto se riuscissimo a identificare il metabolizzatore
invariante A. Concludiamo questa sezione mostrando come ciò si possa fare, per
p = 2, nel caso in cui si supponga che il nodo sia smoothly slice. Anticipiamo
subito, tuttavia, che anche se riusciremo a restringere il campo a due sole
possibilità per A, non saremo in grado di concludere in questo modo che il nodo
non è smoothly slice. Nel seguito faremo uso di alcuni strumenti di topologia
delle 4–varietà. Rimandiamo a [23] per la definizione e le proprietà della forma
di intersezione, e a [10] per i dettagli sui diagrammi di Kirby.
Supponiamo dunque (per assurdo) che esista uno smooth slicing disk D ⊂
B4 per K. Indichiamo con W il rivestimento doppio di B4 ramificato su D, in
modo che ∂W = B2. Colorando a scacchiera il diagramma di K, costruiamo
una superficie non orientabile F ⊂ S3 tale che ∂F = K (Figura 3.2 nella pagina
seguente). Spingiamo l’interno di F in B4, e indichiamo con U il rivestimento
doppio di B4 ramificato su F (i problemi di orientabilità sono aggirati dall’aver
scelto il rivestimento di ordine due). Abbiamo, di nuovo, ∂U = B2. Sia inoltre
Z la 4–varietà chiusa che si ottiene unendo U e W , identificandone il bordo
B2. Consideriamo il diagramma commutativo seguente.
H2(U) H2(U, ∂U) H1(∂U) 0
H2(U)
H2(Z) H2(Z) H1(W )
QU ϑ
M
QZ
Mt
∼
i∗
La prima riga orizzontale è la successione esatta della coppia (U, ∂U).
I diagrammi di Kirby permettono di costruire esplicitamente la varietà U ,
mostrando che H1(U) = 0 e H2(U) ∼= Z7. L’omomorfismo H2(U)→ H2(U, ∂U)
rispetto a basi duali è rappresentato dalla matrice QU , che è la forma di
intersezione di U . Essa si può calcolare esplicitamente, e si trova
QU =

−3 1 0 0 0 0 1
1 −3 1 0 0 0 0
0 1 −3 1 0 0 0
0 0 1 −3 1 0 0
0 0 0 1 −3 1 0
0 0 0 0 1 −3 1
1 0 0 0 0 1 −3

Con una dimostrazione analoga a quella del Lemma 2.2.6 si ottiene che
H˜∗(W ;Q) = 0, e con la successione di Mayer-Vietoris si prova che H2(Z) ha
rango 7 su Z; scegliendo su H2(Z) la base duale, la matrice QZ è la forma di
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x14
x5
x10
x1
e7 e6
Figura 3.2: Superficie non orientabile per il nodo K.
intersezione di Z. Per il Teorema di Donaldson, è possibile scegliere una base
di H2(Z) tale che QZ = −I. A questo punto abbiamo Mt M = −QU .
La dimostrazione del Teorema 2.6.2 ci dice, in effetti, che il sottospazio A
coincide con ker i∗, dove i∗ è l’omomorfismo indotto dall’inclusione ∂U →W .
Ora, usando che ker i∗ = Im(H2(W,∂W )→ H1(∂W )), si vede facilmente che
ker i∗ = ϑ(Im Mt ◦QZ) = ϑ(Im Mt ). Se dunque riusciamo a determinare M ,
possiamo identificare il sottospazio A ⊂ H1(B2;Z).
Trovare le matrici M che risolvono Mt M = −QU è elementare, ma un po’
laborioso. Si vede subito che ogni riga di Mt deve contenere solo tre entrate
non nulle, tutte uguali a ±1. Ci si convince poi che anche ogni colonna di Mt
deve contenere solo tre elementi non nulli, tutti uguali a ±1, e non tutti con lo
stesso segno; non solo, ci deve essere una coppia di elementi 1,−1 consecutivi
(ciclicamente parlando). A questo punto si riesce a scrivere esplicitamente una
tale Mt , ad esempio:
Mt 0 =

1 1 1 0 0 0 0
0 0 −1 0 0 1 −1
0 0 0 1 −1 0 1
1 −1 0 0 1 0 0
0 1 −1 0 0 −1 0
0 0 0 −1 0 1 1
−1 0 0 1 1 0 0

Ora, se un’altra matriceM1 risolve Mt 1M1 = −QU si deve avere Mt 0 = Mt 1U ,
con U unitaria (non necessariamente a coefficienti interi). Consideriamo ora
la prima colonna v di Mt 1 . Abbiamo già dato molte condizioni su v; a meno
di permutarne ciclicamente o di invertirne gli elementi, o di moltiplicarli per
−1, possiamo poi assumere che v = (1,−1, ∗, ∗, ∗, 0, 0), dove uno solo dei
tre asterischi è ±1. Per le 6 possibilità che rimangono per v, calcoliamo
w = Mt −10 v: affinché v sia una colonna ammissibile la norma di w deve
essere 1 (perché w è l’immagine, tramite Ut , del primo vettore della base
canonica). Ma facendo il calcolo si vede che allora sono ammissibili solo i
vettori v± = (1,−1, 0, 0,±1, 0, 0). D’altra parte, si può vedere che esistono due
matrici Mt ± che risolvono l’equazione e che hanno v± come primo vettore.
L’immagine di Mt ± nel modulo quoziente H1(∂U) è generata dall’immagine
di v±. Se chiamiamo {ei} la base canonica di H2(U, ∂U) = Z7, allora f1 = ϑ(e7)
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e f2 = ϑ(e6) sono una base di H1(∂U) = Z29 × Z29, e rispetto a questa base si
ha ϑ(v+) = (1, 4) e ϑ(v−) = (1, 22). In ognuno dei due casi, scegliamo come
addendo diretto V di A il sottogruppo generato da (1, 0), e chiamiamo con p±
le due proiezioni su V . Abbiamo
(0, 1) = 22(1, 4)⊕ 7(1, 0), (0, 1) = 4(1, 22)⊕ 25(1, 0).
e quindi p+(f2)/p+(f1) = 7 e p−(f2)/p−(f1) = 25. Ma, come si può vedere
dalla Figura 3.2, f1 è l’immagine di x5x14 ∈ pi2 e f2 è l’immagine di x1x10 ∈ pi2.
Sappiamo quindi come calcolare gli omomorfismi ρ : pi2 → Z29 corrispondenti
alle due scelte di A come metabolizzatore invariante: basterà imporre che il
rapporto ρ(x1x10)/ρ(x5x14) sia 7 o 25 rispettivamente. Questo equivale, di
fatto, ad aggiungere un’equazione al sistema lineare (3.1). Facendo il calcolo,
si trova che queste due scelte degli omomorfismi ρ˜ corrispondono esattamente
ai due casi in cui il polinomio twistato ridotto è una norma. Come anticipato,
non possiamo quindi concludere in questo modo che K non è smoothly slice.

APPENDICE A
Il codice
Di seguito riportiamo il codice SAGE ([6]) che si può usare per calcolare i
polinomi di Alexander twistati esaminati nella tesi.
#!/usr/bin/env sage -python
from sage.modules.matrix_morphism import MatrixMorphism
def my_block_matrix(sub_matrices, nrows=None, ncols=None, subdivide=True):
# Questa funzione è solo un work-around alla funzione block_matrix di SAGE,
che dà un errore. Il codice è lo stesso della funzione originale, da cui è stata
eliminata la parte “determine the base ring” (5 righe di codice).
# OMETTIAMO IL CODICE DI QUESTA FUNZIONE.
def compute_character(poly,values,codomain):
# Questa funzione deve essere chiamata dalla funzione get_representation.
# Calcola il carattere chi a valori nel codominio, dove values è una lista
contenente le immagini della base canonica dei polinomi [1, x, . . .].
p = poly.list()
sum = codomain(0)
for i,j in enumerate(p):
sum += j∗values[i]
return sum
def polynomial_homomorphism(p,r,b):
# Questa funzione deve essere chiamata dalla funzione check_irreducibility.
# Dati un polinomio p del tipo twisted, un r con r ≡ 1 (mod q) e un b con
bq ≡ i (mod q) restituisce il polinomio in Zr[t] come da Lemma 2.6.6.
q = p.parent().base_ring().degree() + 1
if r % q != 1:
raise Exception, ’Error: r is not 1 mod q’
if GF(r)(b)^q != 1:
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raise Exception, ’Error: b^q is not 1 mod r’
Codom.<t> = PolynomialRing(GF(r))
image = 0
for ((i,),j) in p.dict().iteritems():
for k,h in enumerate(j.list()):
image += t^i ∗ ZZ(h) ∗ b^k
return image
def check_irreducibility(p,N=10):
# Dato un polinomio p, cerca di applicare il Lemma 2.6.6 per mostrare che è
irriducibile. N è proporzionale al numero di tentativi.
# ATTENZIONE: Il polinomio deve essere a coefficienti interi.
deg = p.degree()
q = p.parent().base_ring().degree() + 1
for r in [n∗q + 1 for n in range(1,N) if is_prime(n∗q+1)]:
radici = [i for i in GF(r)(1).nth_root(q,all=True) if i != 1]
for b in radici:
p2 = polynomial_homomorphism(p,r,b)
print r,b,p2.factor()
class Knot:
# Classe che contiene un nodo
def __init__(self, braid):
# braid è una lista di interi compresi tra 1 e n− 1 ordinati: la lista
[3,−4, 1, 2] corrisponde a σ3σ−14 σ1σ2, dove {σi} generano il gruppo delle
n–trecce.
self.braid = braid
self.n = max([abs(i) for i in self.braid]) + 1
self.numero_incroci = len(self.braid)
def get_wirtinger_presentation(self):
# Costruisce una presentazione di Wirtinger del gruppo fondamentale.
# Restituisce una lista di relazioni; ogni relazione è una quadrupla, costuita
da un segno e tre interi:
# la tripla (1, i, j, k) è la relazione xj = x−1k xixk;
# la tripla (−1, i, j, k) è la relazione xj = xkxix−1k .
relazioni = []
l = [’a’]∗len(self.braid)
index = Integers(len(self.braid))(0) # indice del generatore xindex del gruppo
height = 1 # altezza sulla treccia
for j in range(self.n):
for k,i in enumerate(self.braid):
if abs(i) == height:
height = height + 1
if l[k] is ’a’: # se è la prima volta che passo da questo incrocio lo
memorizzo
l[k] = index
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else: # se sono già passato in questo incrocio, allora scrivo la
relazione
if i > 0:
relazioni.append((1,l[k],l[k]+1,index))
elif i < 0:
relazioni.append((−1,index,index+1,l[k]))
if i < 0: # se passo sotto allora il segmento si interrompe e
aggiungo un lato del grafo
index = index + 1
elif abs(i) + 1 == height:
height = height − 1
if l[k] is ’a’: # se è la prima volta che passo da questo incrocio lo
memorizzo
l[k] = index
else: # se sono già passato in questo incrocio, allora scrivo la
relazione
if i > 0:
relazioni.append((1,index,index+1,l[k]))
elif i < 0:
relazioni.append((−1,l[k],l[k]+1,index))
if i > 0: # se passo sotto allora il segmento si interrompe e
aggiungo un lato del grafo
index = index + 1
return [(segno, int(a), int(b), int(c)) for (segno, a, b, c,) in relazioni]
def get_fox_derivatives_matrix(self):
# Restituisce la matrice di Fox sostituita per il calcolo del polinomio di
Alexander.
R.<t> = LaurentPolynomialRing(ZZ, ’t’)
M = MatrixSpace(R,self.numero_incroci)(0)
relazioni = self.get_wirtinger_presentation()
for i in range(self.numero_incroci):
(segno,a,b,c) = relazioni[i]
if segno == 1:
M[i,a] = M[i,a] + t^(−1)
M[i,b] = M[i,b] − 1
M[i,c] = M[i,c] − t^(−1) + 1
if segno == −1:
M[i,a] = M[i,a] + t
M[i,b] = M[i,b] − 1
M[i,c] = M[i,c] + 1 − t
return M
def get_alexander_module_presentation_matrix(self):
# Restituisce una matrice di presentazione del modulo di Alexander su Z[t].
M=self.get_fox_derivatives_matrix()
return M.matrix_from_rows_and_columns(range(self.numero_incroci − 1 ),
. . . range(self.numero_incroci − 1))
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def get_alexander_polynomial(self):
# Restituisce il polinomio di Alexander.
return self.get_alexander_module_presentation_matrix().determinant()
def get_p_module_presentation_matrix_over_Z(self,p):
# Restituisce la matrice che presenta H1(Bp) su Z.
M = self.get_alexander_module_presentation_matrix()
nrighe = M.nrows()
ncolonne = M.ncols()
A = [0]∗(ncolonne∗nrighe)
for i in range(nrighe):
for j in range(ncolonne):
A[nrighe∗i+j] = MatrixSpace(ZZ,p)(0)
# estraggo i coefficienti del polinomio
polinomio = [0]∗p
for ((esp,), coef ) in M[i,j].dict().iteritems():
polinomio[esp % p] = polinomio[esp % p] + coef
for k in range(p):
for h in range(p):
A[nrighe∗i+j][k,h] = polinomio[(−h+k)%p]
return block_matrix([A[nrighe∗i+j] for i in range(nrighe) for j in range(
. . . ncolonne)],subdivide=False)
def get_p_module_invariants_over_Z(self,p):
# Restituisce gli invarianti di H1(Bp) su Z.
M = self.get_p_module_presentation_matrix_over_Z(p)
V = ZZ^(M.ncols())
m = MatrixMorphism(End(V),M)
return V.quotient(m.image()).invariants()
def get_p_module_invariants_over_FqZp(self,p,q):
# Restituisce una lista con gli invarianti del modulo H1(Bp;Fq), nella forma
(invariante, molteplicità).
R2.<x> = PolynomialRing(GF(q), ’x’)
fattori = ((x^p−1)/(x−1)).factor()
relazioni = self.get_wirtinger_presentation()
invarianti=[]
for (modulo,esp) in fattori:
R2.<x> = PolynomialRing(GF(q), ’x’)
R.<x> = R2.quotient(modulo)
M = MatrixSpace(R,self.numero_incroci)(0)
for i in range(self.numero_incroci):
(segno,a,b,c) = relazioni[i]
if segno == 1:
M[i,int(a)] = x^(p−1)
M[i,int(b)] = −1
M[i,int(c)] = −x^(p −1) + 1
if segno == −1:
M[i,int(a)] = x
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M[i,int(b)] = −1
M[i,int(c)] = −x + 1
dim = self.numero_incroci − 1 − M.matrix_from_rows_and_columns(
. . . range(self.numero_incroci − 1 ),range(self.numero_incroci − 1)).
. . . image().dimension()
if dim > 0:
invarianti.append((modulo,dim))
return invarianti
def get_ro_tilde(self,R,scelta_rotilde=None):
# Questa funzione deve essere chiamata da self.get_representation.
# Calcola ρ˜ a valori nel modulo V = R.
# Assume che tutti gli omomorfismi rotilde siano uno multiplo dell altro;
altrimenti bisogna specificare quale omomorfismo scegliere usando
l’argomento scelta_rotilde.
pres = self.get_wirtinger_presentation()
M = MatrixSpace(R,self.numero_incroci+1,self.numero_incroci)(0)
x = R.gen(0)
for (i,(segno,a,b,c)) in enumerate(pres):
if segno == 1:
M[i,a] = 1
M[i,b] = −x
M[i,c] = x−1
if segno == −1:
M[i,a] = x
M[i,b] = −1
M[i,c] = 1−x
# Con queste ultime tre righe forzo l’ultimo vettore ad essere nullo
for k in range(self.numero_incroci−1):
M[self.numero_incroci,k] = 0
M[self.numero_incroci,self.numero_incroci−1] = 1
base = M.right_kernel().basis()
if len(base)!=1:
if scelta_rotilde is None:
raise Exception, ’La rappresentazione in V non e unica, usa argomento
. . . scelta_rotilde per forzare’
elif len(scelta_rotilde)!=len(base):
raise Exception, ’scelta_rotilde ha lunghezza diversa dalla base’
else:
print ’Procedo con rotilde personalizzata’
return sum([i∗j for i,j in zip(base,scelta_rotilde)])
return base[0]
def get_representation(self,p,q,R,chi,scelta_rotilde=None):
# Restituisce la lista delle immagini dei generatori del gruppo tramite la
rappresentazione e dei loro inversi (a coppie).
# R è l’anello, chi ∈ R e l’immagine di [1, x, . . .] tramite l’omomorfismo chi.
rotilde = self.get_ro_tilde(R,scelta_rotilde=scelta_rotilde)
x = R.gen(0)
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K = CyclotomicField(q,’zeta’)
LP.<t> = LaurentPolynomialRing(K)
zeta = K.gen(0)
M = MatrixSpace(LP,p)
matr1 = M(0)
for i in range(p−1):
matr1[i,i+1] = 1
matr1[p−1,0] = t
matr2 = M(0)
for i in range(p−1):
matr2[i+1,i] = 1
matr2[0,p−1] = t^(−1)
repr = [[M(0),M(0)] for i in range(self.numero_incroci)]
for i in range(self.numero_incroci):
elementi_diagonali = [zeta^compute_character((x^k)∗rotilde[i],chi,GF(q))
. . . for k in range(p)]
elementi_diagonali2 = [zeta^compute_character(−(x^(k+1))∗rotilde[i],chi
. . . ,GF(q)) for k in range(p)]
repr[i] = [ matr1∗diagonal_matrix(LP,elementi_diagonali) , matr2∗
. . . diagonal_matrix(LP,elementi_diagonali2)]
return repr
def get_twisted_matrix(self,p,q,R,chi,scelta_rotilde=None):
# Questa funzione deve essere chiamata da self.get_twisted_polynomial, di
cui ha gli stessi argomenti.
# Restituisce una matrice di Fox ridotta sostituita.
repr = self.get_representation(p,q,R,chi,scelta_rotilde=scelta_rotilde)
K = CyclotomicField(q,’zeta’)
LP.<t> = LaurentPolynomialRing(K)
zeta = K.gen(0)
MSP = MatrixSpace(LP,p)
M = [MSP(0) for i in range((self.numero_incroci)^2)]
relazioni = self.get_wirtinger_presentation()
for i in range(self.numero_incroci):
(segno,a,b,c) = relazioni[i]
if segno == 1:
M[i∗self.numero_incroci+a] = repr[c][1]
M[i∗self.numero_incroci+b] = MSP(− 1)
M[i∗self.numero_incroci+c] = − repr[c][1] + repr[c][1] ∗ repr[a][0]
if segno == −1:
M[i∗self.numero_incroci+a] = repr[c][0]
M[i∗self.numero_incroci+b] = MSP(−1)
M[i∗self.numero_incroci+c] = MSP(1) − repr[b][0]
M1=my_block_matrix(M,subdivide=False)
reduced_matrix = M1.matrix_from_rows_and_columns(range((self.
. . . numero_incroci − 1 )∗p),range((self.numero_incroci − 1)∗p))
return reduced_matrix
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def get_twisted_polynomial(self,p,q,R,chi,scelta_rotilde=None,mathematica=
. . . None):
# Calcola il polinomio di Alexander twistato.
# R è il modulo irriducibile, chi è il carattere da R a Zq espresso come
vettore [a0, . . . , an] dove ai e l immagine di xi.
M=self.get_twisted_matrix(p,q,R,chi,scelta_rotilde=scelta_rotilde)
t=M.base_ring().gen(0)
chi_nonzero = False
for i in chi:
if i != 0:
chi_nonzero = True
if chi_nonzero:
elem = 1
else:
elem = 1−t
print "Calcolo il determinante di una matrice %d x %d, attendi!" % (M.nrows
. . . (),M.ncols())
if not mathematica is None:
poly=mathematica(M).Det()
S=M.base_ring()
zeta=S.base().gen()
psage=poly.sage().numerator()
deter = S(str(psage))
return elem ∗ ( deter / (self.get_representation(p,q,R,chi,scelta_rotilde=
. . . scelta_rotilde)[self.numero_incroci−1][0] − Matrix(p,p,1)).
. . . determinant())
return elem ∗ ( M.determinant(algorithm=’df’) / (self.get_representation(p,q,
. . . R,chi,scelta_rotilde=scelta_rotilde)[self.numero_incroci−1][0] −
. . . Matrix(p,p,1)).determinant())
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