Abstract-This paper presents a formal method to design a digital inertial control system for quad-rotor aircraft. In particular, it formalizes how to use approximate passive models in order to justify the initial design of passive controllers. Fundamental limits are discussed with this approach -in particular, how it relates to the control of systems consisting of cascades of three or more integrators in which input actuator saturation is present. Ultimately, two linear proportional derivative (PD) passive controllers are proposed to be combined with a nonlinear saturation element. It is also shown that yaw control can be performed independently of the inertial controller, providing a great deal of maneuverability for quad-rotor aircraft. A corollary, based on the sector stability theorem provided by Zames and later generalized for the multiple-input-output case by Willems, provides the allowable range of k for the linear negative feedback controller kI in which the dynamic system H 1 : x1 → y1 is inside the sector [a1, b1], in which −∞ < a1, 0 < b1 ≤ ∞, and b1 > a1. This corollary provides a formal method to verify stability, both in simulation and in operation for a given family of inertial set-points given to the quadrotor inertial controller. The controller is shown to perform exceptionally well when simulated with a detailed model of the STARMAC, which includes blade flapping dynamics.
I. INTRODUCTION
Quadrotor helicopters are agile aircraft which are lifted and propelled by four rotors. Unlike traditional helicopters, they do not require a tail-rotor to control yaw and can use four smaller fixed-pitch rotors. Smaller rotors allow these vehicles to achieve higher velocities before blade flapping effects begin to introduce instability and limit performance. However, without an attitude control system it is difficult if not impossible for a human to successfully fly and maneuver such a vehicle. Thus, most research has focused on small unmanned aerial vehicles in which advanced embedded control systems could be developed to control these aircraft. In [1] a Lyapunov-like control approach is used to develop a non-linear inertial controller which relies on robust stability results involving control elements with nested saturation blocks [2] , [3] . [4] shows that a simple, model-independent quaternion-based proportional derivative (PD) controller performs quite well in controlling attitude as compared to other more involved non-linear controllers. In [5] , image based visual servo control algorithms are presented which exploit passivity-like properties of the dynamic model in order to derive Lyapunov control algorithms which rely on backstepping techniques. All the above papers, and others 0 Contract/grant sponsor (number): NSF (NSF-CCF-0820088) Contract/grant sponsor (number): Air Force (FA9550-06-1-0312). contain fairly detailed models which guide their overall control design. Most of the Lyapunov control proposals typically are fairly computationally expensive and it is not clear how robust they are to model uncertainties. In particular, all of the above papers appear to neglect a significant time lag characteristic related to the motor thrust command and the corresponding thrust which results due to the acceleration of the air column. With [1] as an exception, almost all other model descriptions neglect the limited control thrust due to motor saturation. More significant all model descriptions in previous litterature neglect digital platform implementation effects such as sampling delay, quantization, etc. In order to address these effects we propose that Corollary 2 provides a formal manner to verify that the sector stability condition is satisfied for a given family of inertial position inputs which can easily be verified through both simulation and field testing.
As depicted in Fig. 1 we propose to use two PD controllers (denoted as PD Cont. in Fig. 1 ). The inner-most loop controller is a 'fast' PD attitude controller in which attitude is described by Euler angles η. The attitude controller design is initially justified by assuming that the controller and dynamics are passive. Next, we further assume that the resulting attitude controller is 'fast' enough that we can close the loop with a second PD inertial controller (the inertial position is denoted ζ). These initial assumptions allow us to propose a control system which will guarantee an overall L m 2 -stable (or bounded) system. However, this initial design will not work due to the following limitations: First, there is a significant lag between rotor thrust commands and the resulting change in thrust. The lag is apparently due to the acceleration of the air columns above their respective rotors [6] . In order to compensate for this lag we add an additional lead compensator to minimize this effect (denoted as Lead Comp. in Fig. 1) . Second, the rotors can only apply a fixed range of thrust (denoted σ(T c ) in whichT c denotes the corresponding thrust command vector) due to motor driver voltage limits. It can be inferred from [1] that the relationship between roll (φ), pitch (θ), and thrust T to the corresponding desired inertial position can be approximated as a cascade of four integrators subject to input actuator saturation. [2] shows that a saturated actuator input makes it impossible to implement a linear control law (such as using two PD controllers) in order to globally stabilize a system which consists of cascades of three or more integrators. However, by choosing to limit the linear control output by using appropriately designed saturation blocks there does exist a linear control law such that global stability can be achieved [2, Theorem 2.2] . This fundamental limitation essentially requires us to naturally limit the range of attitude commands to our inner-loop PD controller in terms of pitch and roll to the interval [− π 4 , π 4 ] using the saturation function which is denoted as σ c () in Fig. 1 . In simulations, the control of our quad-rotor aircraft worked quite well until the velocity reached a point in which significant rotor flapping effects began to destabilize the system. We chose to limit the maximum velocities by adding a position rate change limiter (depicted as 'Rate Limiter' in Fig. 1 ) to the desired inertial position set-point (denoted as ζ s ). The rate change limiter includes an additional second-order pre-filter applied to ζ s in order to minimize overshoot. A similar filter is applied to the yaw set-point ψ s as well. Other non-ideal effects -nonpassive attitude coordinates (Euler angles η), quantization, single-precision floating point math errors, and sample-rate delay can be addressed by using Corollary 2 to verify that the sector stability condition is satisfied over a large family of inertial position inputs.
Section II introduces a few definitions regarding passivity, boundedness, and corollaries regarding stability. Section III provides an appropriate model to describe the quad-rotor dynamics as it relates to statements regarding the design of a controller for the quad-rotor. Section IV provides a description of our control implementation and corresponding stability arguments which lead us to an overall feasible control design. Section V provides a detailed discussion of a detailed simulation of our control system used to control a detailed model of the STARMAC quad-rotor helicopter which includes highly non-linear blade-flapping effects [6] . Section VI presents our conclusions and points to future research directions.
II. PASSIVITY AND SECTOR STABILITY
In order to discuss the (boundedness) or stability properties of the quad-rotor with our proposed control system we recall the following nomenclature, definitions and present Corollary 2 in order to verify stability. Let T be the set of times of interest in which T = R + for continuous-time signals and T = Z + for discrete-time signals. Let V be a linear space R m and denote as H the space of all functions u : T → V which satisfy the following:
for continuous-time systems (L m 2 ), and
for discrete-time systems (l m 2 ). Similarly, we will denote by H e the extended space of functions (u : T → V) by introducing the truncation operator:
for continuous time, and
for discrete time. The extended space H e satisfies the following:
for continuous time systems (L m 2e ), and
for discrete time systems (l m 2e ).
in which Hu = y corresponds to the dynamic output of the system, and the value of Hu at time t will be denoted as
in which Hu = y corresponds to the dynamic output of the system, and the value of Hu at discrete time i will be denoted as Hu(i) = y(i).
The inner product over the interval [0, T ] for continuous time is denoted as follows:
similarly the inner product over the discrete time interval {0, 1, . . . , T − 1} is denoted as follows:
For simplicity of discussion we note the following equivalence for our inner-product space:
Definition 3: Assuming that Hu(0) = y(0) = 0, then a dynamic system H : H e → H e is (strictly) inside the sector
Definition 4: Assuming that Hu(0) = y(0) = 0, then a dynamic system H : H e → H e is (strictly) interior conic with center c ∈ R and radius r, ≥ 0 if [8] .
Property 1: Assume the following dynamic systems H :
, and k ≥ 0 is a constant then:
Remark 2: The first two properties are obvious, and follow the properties listed for the single-input-output case stated in [8, Section 4.2] . The Sum Rule is not at all obvious when using the sector constraint, however as shown for the single-input-output case in [8] we can establish that (H+H 1 ) is interior conic with center 
due to the triangle inequality.
The second to last inequality results when we recall that
and radius
Definition 5:
If we assume that Hu(0) = 0, then if H is inside the sector:
2 -stable for continuous time) system. Let us denote the state of a system as x ∈ R n . Let the supply rate r(u, y) have the following form:
for the continuous time case or
for the discrete time case.
Remark 3: In a slightly less general manner as was done in [9] , let us assume that we can describe our system H in terms of the following state-space equations:
for the continuous-time case, or
for the discrete-time case. Then if there exists a storage function V (x) : R n → R > 0, ∀x = 0 and V (0) = 0 in which there exists a b > 0, a ≤ b and:
for the discrete-time case. The following Theorem serves as the basis for proposing the linear PD controllers depicted in Fig. 1 . It is a weaker form of the passivity theorem [10] which considers when the input u 2 = 0. Parts of the theorem have appeared in [11] - [14] , we generalize it slightly by adding kI to the structure.
Theorem 1: Assume that the combined system H : Fig. 2 Proof: First we recall the property that the combined system kH 1 is inside the sector [ka 1 , kb 1 ] and that e 1 = u 1 − y 2 therefore i)
in which the final (strictly output passive) inequality results since H 2 is passive. ii)
in which the final (strictly output passive) inequality results since H 2 is strictly input passive.
Remark 4: Theorem 1-i provides the basis for constructing asymptotic stabilizing controllers for systems which can be described as a cascade of two passive systems H c = H 1 H 2 . The first half of the system H 1 is rendered strictly output passive by closing the inner-loop in a manner which satisfies Theorem 1-ii, then the outer-loop is closed with the output of H 2 . Although, Theorem 1 provides a sound and intuitive basis to construct stable attitude control systems, it does not allow us to provide a formal way to verify the effects of cascading a 'fast' attitude controller with a slower PD inertial controller.
The following corollary provides a way to verify stability when passivity constraints of the closed loop system can not meet the previously mentioned constraints. In particular we are concerned with the case when H 1 is inside the sector [a 1 , ∞] in which −∞ < a 1 < 0.
Corollary 2: Assume that the combined dynamic system Fig. 2 
III. QUAD-ROTOR MODEL
Let I = {e N , e E , e D } (North-East-Down) denote the inertial frame, and A = {e x , e y , e z } denote a frame rigidly attached to the aircraft as depicted in Fig. 3 . Let ζ denote inertial position, η denote the vector of Euler angles η T = φ, θ, ψ T in which φ is the roll, θ is the pitch and ψ is the yaw. R(η) ∈ SO(3) is the orthogonal rotation matrix (R T R = I) which describes the orientation of the airframe in which R(η) describes the rotation matrix from the inertial frame to the body frame as is the convention used in [15] , [16] . The rotation matrix allows coordinates relative to the inertial frame such as inertial angular velocity ω I to coordinates relative to the body frame such as the angular velocity ω as follows
The standard equations of motion are as follows:
Which results in a cascade structure, where the inertial force (f I ) depends on the orientation as described by the Euler angle η. (13) relates the frame angular velocity ω to the rate change of the Euler angleη which depends on the frame control torque Γ T = [γ x , γ y , γ z ] T . Each control torque is applied about each corresponding frame axis and positive torque follows the right hand rule. This cascade structure is an overall non-passive structure which has many passive elements. The overall approach in designing a controller for this system will be to take advantage of the passive elements to design a 'fast' passive attitude controller. The closedloop dynamics of the attitude controller will be fast enough to ignore in order to implement a 'slower' passive inertial position controller which will command the desired attitude in order to reach a desired inertial position relative to the origin of the inertial frame (ζ T = [X, Y, Z] T ). In the inertial frame, X is the relative distance from the origin along the e E axis, Y is the relative distance from the origin along the e N axis, and Z is the relative distance from the origin along the e D axis. Note that Z < 0,Ż < 0 corresponds to the UAV above the inertial origin and flying upward. Using the shorthand notation c x = cos x and s x = sin x, the rotation matrix R(η) is related to the Euler angles as follows [15, Section 5.6.2]:
The matrix J(η) is the inverse of the Euler angle rates matrix Using the above two tests we can numerically verify that:
Therefore the relationship between J(η) : ω f →η is passive for the range of η given by (16) . Determining passivity properties relating ω f → η is a much more challenging task. However, in simulations where |ω fi | < 0.5, and the pitch and roll are conservatively limited within the range of
] the sector bounds are near [−.004, ∞] -which is slightly active when compared to a passive system which would be confined to the sector [0, ∞] [8] . Other attitude parametrization such as the modified Rodrigues parameters possess a passive relationship between angular velocity and attitude which we plan to investigate in the future [13] .
Completing our discussion on the UAV dynamics we note that the relationship between inertial acceleration, control thrusts, and the Euler angles is
in which f Ic denotes the inertial control force, T = 4 i=1 T i is the total thrust applied by each rotor T i , i ∈ {1, 2, 3, 4}. Ignoring blade flapping effects, the control torques Γ and total thrust T have the following relationship:
in which δ is the distance from the center of gravity for each rotor of the UAV along the x and y body frame axis and K t captures the relationship between rotor velocity and corresponding torques applied about the z-axis. As long as δK t = 0, the matrix is invertible and can be used to map a desired thrust command T and control torque command Γ to a corresponding motor thrust command T i . Since passivity is not affected by commanding a desired yaw and yaw rate ψ,ψ we will allow the user to command a desired yaw while maintaining a desired inertial position (e.g, in order to rotate the view of an on-board camera). Therefore we choose to keep yaw as a free variable to control and use a small-angle assumption to relate attitude to inertial force applied by the rotors.
Therefore a desired inertial control command f
, will be used to determine a desired inertial set point as follows:
Finally, there is a non-ideal lag between motor thrust command T i and the actual thrust applied by each rotor.
in which τ ≈ .1 seconds represents the thrust lag to each rotor and can not be neglected in designing the controller.
IV. CONTROL IMPLEMENTATION

A. Attitude Control System
Our overall goal is to design a 'fast' attitude control system. There are numerous ways to approach this problem, which has been extensively studied throughout the years. Many have taken a Lyapunov (and/or) passivity based approach for controlling attitude [1] , [4] , [14] , [18] - [22] . We will follow the passivity-based approach to control attitude by converting the mapping H : Γ → ω from a passive system (which we shall recall) to a strictly output passive system which is also inside sector [0, 1]. By confining H : Γ → ω to the [0, 1] sector H sop : k η e 1 → ω we can close the loop on attitude using η, which does not consist of a passive mapping H η ω → η. Simulations show that H η ω → η is confined to the [−.004, ∞] sector for a fairly large range of η andη, which unfortunately is not sufficient to find a gain k η to satisfy the sector constraints in which H η = H 2 , and k η H sop = H 1 in [7, Corollary 4.3.3] (this is the multiple input-output version of [8, Theorem 2a] ). In fact, the weakest 'combined' constraints which can be placed on H 1 and H 2 is that H 2 must be strictly input passive and H 1 must essentially be passive. A more interesting case is when (12) (in which ω, Γ ∈ R 3 ) is a lossless passive system H : Γ → ω.
Proof: The total angular energy stored in the UAV is the kinetic energy
The rate change of kinetic energy has the following forṁ
We note that ω× can be represented as a skew symmetric matrix in terms of
Likewise, C(ω) = ω × I is also skew symmetric:
Substituting (12) into (22) in terms of C(ω) results iṅ
Therefore with S(ω) > 0, ∀ω = 0, andṠ(ω) = ω T Γ, then the UAV angular kinematics describe a lossless passive system H : Γ → ω. Fig. 4 depicts our attitude control system. The following corollary justifies its initial structure.
Corollary 3: The proposed closed-loop attitude control system H clω : Fig. 4 is bounded if H η : ω → η and H ωc : Γ c → ω are passive.
Remark 7: Corollary 3 is a direct result of Theorem 1. As previously discussed there are two limitations to the above assumptions. First, the use of Euler angles does not result in a passive mapping for H η : ω → η. Second, the desired control torques Γ c = Γ as previously discussed and illustrated in Fig. 5 include a lead compensator in order to recover as much passivity as possible due to the lag in thrust from the motors. The next corollary justifies the attitude control design, for which we can verify the satisfactaion of desired conditions for a large family of desired attitude set points η d .
Corollary 4:
The proposed closed-loop attitude control system Fig. 4 is bounded if the cascaded system H kω H η : k η e η → η are inside the sector [a, ∞] and k η satisfies the bounds given in Corollary 2 such as when a 1 < 0, 0 < k η < − 1 a . Remark 8: It can be shown that many bounded systems cascaded with an integrator can be bounded by the sector [a, ∞] in which −∞ < a < 0. Typically we find that |a| < 1 which allows for a reasonable value for k η . Also, the integrator makes it possible for η = η d at steady state.
B. Inertial Control System
In discussing stability for the inertial control system we will denote the system which includes the gravity compensation as H gcomp : k vI e vI → v I in which
It should be obvious for the case when f Ic = f I that H gcomp : k vI e vI → v I is passive. Which justifies the following corollary.
Corollary 5: The proposed closed-loop inertial control system Fig. 6 is bounded if the gravity-compensated system H gcomp : k vI e vI → v I is passive, since : v I → ζ is passive. Finally, when H gcomp : k vI e vI → v I is cascaded with an integrator in which we denote this cascaded system as H gcomp : k vI e vI → ζ and state the following corollary.
Corollary 6: The proposed closed-loop inertial control system Fig. 6 is bounded if the cascaded system H gcomp : k vI e vI → ζ are inside the sector [a, ∞] and k ζ satisfies the bounds given in Corollary 2 such as when a 1 < 0, 0 < k ζ < − 1 a .
V. SIMULATION AND VERIFICATION
A. Verifying Sector Bounds From Simulation
The sector relations from the previously given corollaries allow verification of the sector bounds in a simulation environment. Definition 3 gives the required equation in terms of the input x and output y = Hx and sector limits
To find bounds for a given input signal x and output signal y, consider the following: Fig. 7 shows a Simulink implementation of this concept. Running sums are kept for x T 2 2 and y, x T over time. In order to verify a theoretical bound, we must then find inputs which characterize the behavior of the system with respect to parameters that affect those bounds.
The following set of figures illustrates a nominal test flight in which yaw is varied from −π to π, furthermore under these flight conditions sector stability is satisfied. In particular k ζ = 1.5, k η = 11.5, H ζ : k ζ e ζ → ζ is inside [ 1 1.501
, ∞] and H η : k η e η → η is inside [ 1 25.78 , ∞]. 
VI. CONCLUSIONS
We have shown a way to design effective control systems for quad-rotor aircraft. These vehicles provide extremely challenging controller design problems; however, breaking the system down into passive components (i.e., treating inertial and attitude control separately) allows us to propose the use of simple yet effective PD controllers. We also showed and verified that yaw can be controlled independently of the desired inertial position. Furthermore, we can use a basic lead compensator to account for non-ideal lag effects due to thrust. By limiting the command range for pitch and roll we can naturally address actuator saturation issues. System stability can then be verified over a fairly large range of operational conditions by means of Corollary 2. Unfortunately, for higher frequency set-point content k ζ will not satisfy Corollary 2 -however, the quad-rotor aircraft remains stable in simulation. This emphasizes that Corollary 2 may only be necessary for stability and points towards further investigation of recent mixed passivity and small gain stability results [23] , [24] .
