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Abstract
This paper introduces the shift action, whereby each group G acts as a group of automorphisms
of Z2(G; C), the abelian group of cocycles G × G → C, for each choice of abelian group C.
Fundamental properties of the shift action—2xed points, orbits and stabilisers—are described in
terms of particular types of cocycle: multiplicative, symmetric, skew-symmetric and coboundary.
The orbit structure in the simplest case, for G cyclic, is analysed in detail.
The shift action preserves frequencies of the values a cocycle takes in C. The idea of di*er-
entially uniform cocycles is introduced, for application to the design of highly nonlinear digital
sequences.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
It is well known that each 2-cocycle from a group G to an abelian group C de-
termines a transversal of C in a central extension E of C by G. There is a standard
equivalence relation—cohomology—on such cocycles. Conversely, each transversal of
a central subgroup C in a group E determines a 2-cocycle from G= E=C to C. There
is also a natural concept of equivalence of such transversals, extending that for the
special class of transversals which are semiregular relative di?erence sets. Neither of
these equivalences is preserved when moving between transversals and cocycles.
Nonetheless, equivalence between transversals does convert to a speci2c equivalence
relationship between corresponding cocycles, and conversely; the resulting equivalence
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classes of cocycles, described in [8], are termed “bundles”. An equivalence between
transversals has two components: one derived from an action of Aut(E; C), the au-
tomorphisms of E which restrict to automorphisms on the image of C, and one an
E-action de2ned by translation. Similarly, a bundle equivalence between cocycles has
two components: one derived from an action of Aut(C)×Aut(G) and one a G-action
we term “shift” action. However, the Aut(E; C) action on transversals does not cor-
respond solely to the Aut(C) × Aut(G) action on cocycles, nor the shift action by G
solely to the translation action by E, so the two components do not act independently.
The purpose of this paper is to investigate the shift action by G on the group of
2-cocycles from G to C. Shift action de2nes a stronger equivalence relation on cocycles
than does cohomology. The orbits under the shift action lie wholly within cohomology
classes, so the “subatomic” partitioning they give to each cohomology class is invisible
from the usual cohomological point of view. This is probably why the action has
(apparently) not been detected earlier in the 80 years since the cohomology theory of
groups was 2rst developed.
Since 2-cocycles arise naturally in the topology of surfaces, projective representa-
tion theory, combinatorial design theory and quantum dynamics, as well as in group
cohomology, this action should have an interpretation, and possibly applications, in all
these areas.
The paper is organised as follows. In Section 2, we give the necessary background
algebra relating cocycles, transversals and their equivalences. Section 3 describes funda-
mental properties of the shift action: 2xed points, orbits and stabilisers, in terms of par-
ticular types of cocycle: coboundaries, multiplicative, symmetric and skew-symmetric
cocycles. The analysis of the simplest case, where G is cyclic, is begun in Section 4.
Finally, in Section 5, we explain one important application, to digital signal design.
Shift action preserves statistical distribution properties of the values a cocycle takes
in C. We observe that the di?erentially -uniform functions used to construct low
correlation or highly nonlinear sequences for signal transmission or cryptanalysis are
equivalent to coboundaries with speci2c distribution properties, so must be con2ned
within speci2c shift orbits. In particular, planar functions are equivalent to cobound-
aries with uniform distribution of values. This idea extends naturally to de2nition of
two-dimensional di?erentially -uniform functions as cocycles lying in shift orbits with
speci2ed distributions.
Although the paper has been written with 2nite groups in mind, most results hold
for groups of arbitrary order. The main exceptions are those in which the parity of a
group order is quoted.
2. 2-Cocycles
If G is a group and C is an abelian group, a (two-dimensional, normalised) cochain
is a mapping  :G × G → C satisfying  (g; 1) =  (1; h) = 1, ∀g; h∈G. A cochain is
a cocycle if it satis2es the cocycle equation
 (g; h)  (gh; k) =  (g; hk)  (h; k); ∀g; h; k ∈G: (1)
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A cocycle may be displayed as a cocyclic matrix
[ (g; h)]g;h∈G (2)
once an indexing of the elements of G is chosen.
The set C2(G;C) of all cochains from G to C forms an abelian group under pointwise
multiplication and the set Z2(G;C) of all cocycles forms a subgroup. The identity
1∈C2(G;C) is the cochain which maps every element of G × G to 1∈C.
A cocycle is a coboundary @ if it is derived from a set mapping  :G → C having
(1) = 1 by the formula @(g; h) = (g)−1(h)−1(gh). The set of coboundaries
B2(G;C) forms a subgroup of Z2(G;C). Two cocycles  and  ′ are cohomologous
if there exists a coboundary @ such that  ′ =  @. Cohomology is an equivalence
relation and the cohomology class of  is denoted [ ]. In particular, [1]=B2(G;C). The
group H 2(G;C)=Z2(G;C)=B2(G;C) of cohomology classes is the second cohomology
group of G with coe;cients in C.
Each cocycle  determines a central extension of C by G,
1→ C → E → G → 1;
in which the group E consists of the set of ordered pairs {(c; g) : c∈C; g∈G} with
multiplication
(c; g)(d; h) = (cd (g; h); gh) (3)
and the image C × {1} of C lies in the centre of E . The set R = {(1; g); g∈G} is
a normalised transversal of C × {1} in E .
Conversely, each short exact sequence of groups
1→ C –→E →G → 1; (4)
in which –(C) lies in the centre of E, determines cohomologous cocycles as follows.
Each normalised transversal T = {tg; g∈G; t1 = 1} of –(C) in E satisfying (tg) = g,
g∈G, de2nes the cocycle
 T (g; h) = –−1(tgth(tgh)−1); g; h∈G: (5)
Furthermore, the mapping from E T to E given by (c; g) → –(c)tg is an isomorphism
which maps R T onto T .
If a di?erent normalised transversal T ′ with (t′g) = g, g∈G, is selected in (5) then
for each g∈G, t′g = –(cg)tg for some cg ∈C, thus  T ′ =  T @, where (g) = (cg)−1.
It is therefore clear that T and T ′ determine the same cocycle if and only if the set
mapping  :G → C determined by their di?erence, is a group homomorphism.
Two transversals T and T ′ of –(C) are equivalent [8], if there exists an element
e∈E and an automorphism  of E with (–(C)) = –(C), such that (T ) = eT ′.
In [8, De2nition 3.3] a “shift” equivalence relation on cocycles, stronger than coho-
mology, is derived from equivalence of transversals. The resulting equivalence classes
of cocycles partition each cohomology class. This means they are also the orbits which
arise when we regard shift equivalence as a G-action on cocycles. This G-action may
be extended to cochains.
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Denition 2.1. The shift action of G on C2(G;C) is de2ned for a∈G,  ∈C2(G;C)
to be  · a∈C2(G;C), where
( · a)(g; h) =  (ag; h) (a; h)−1; ∀g; h∈G: (6)
For a∈G and  ∈C2(G;C), let  a :G → C be the set mapping  a(g) =  (a; g),
g∈G, and let @ a be the resulting coboundary. If  ∈Z2(G;C) then by using (2),  ·a
takes the form
 · a=  @ a; ∀a∈G;  ∈Z2(G;C): (7)
Clearly the shift action preserves Z2(G;C) and B2(G;C) and, since cocycles  and
 · a are in the same cohomology class, induces a trivial action on H 2(G;C).
The exact conversion from shift-equivalent cocycles to equivalent transversals can
now be speci2ed.
Lemma 2.2. In the central extension (4) let T = {tg; g∈G} and T ′ = {t′g; g∈G} be
normalised transversals of –(C) in E with (tg) = (t′g) = g; g∈G. Let  and  ′ be
the cocycles de=ned in (5) by T and T ′, respectively.
Let  :G → C be a homomorphism and let e be an element in E. Write e uniquely
as e = –(c)t′a, c∈C, a∈G, and de=ne  :G → C by (g) =  ′(a−1; g)−1, g∈G.
Then –()T =eT ′ if and only if  ′= ·a, c=(a) and (g)=(g)–−1(t−1g t′g), g∈G.
Proof. Write T ∗ = –()T ; that is, let t∗g = –((g))tg, g∈G. By earlier remarks, T ∗ and
T determine the same cocycle  ∗ =  , and since the mapping (c; g) → (c(g); g) is
an automorphism from E to E ∗ , with inverse (d; h) → (d(h)−1; h), it de2nes the
automorphism  of E given by (–(c)tg) = –(c(g))tg = –(c)t∗g , with (T ) = T
∗, which
induces the identity of Aut(C) × Aut(G). The result follows on setting  =  = 1 in
Theorem 3.2 of [8].
The elements of Aut(E) which leave –(C) invariant and induce the identity of
Aut(C) × Aut(G) are precisely those of the form  in the above proof, and together
form a subgroup IdAut(E; C) of Aut(E; C). This means that the shift action by G on
cocycles corresponds exactly to the combination of the translation action by E and the
IdAut(E; C) action on transversals.
From now on, if the groups G and C are obvious from context, we will write Z for
Z2(G;C) and B for B2(G;C).
3. The shift action
It is immediate from the de2nition that the shift action is a permutation action of G
on Z which preserves the group structure of Z . Since 1 · a = 1 for any a∈G (where
1∈Z is the identity cocycle) the shift action is never transitive on Z (unless C is the
trivial group). The subgroup of coboundaries B is closed under the shift action so the
same characteristics apply when shift action is restricted to B. These properties are
recorded in the next lemma.
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Lemma 3.1. For any group G and abelian group C, the shift action of G on Z has
the following properties.
(i)  · 1 =  , ∀ ∈Z .
(ii)  · (ab) = ( · a) · b, ∀ ∈Z , a; b∈G.
(iii)  · a= ’ · a if and only if  = ’, ∀ ; ’∈Z , a∈G.
(iv) ( ’) · a= ( · a)(’ · a), ∀ ; ’∈Z , a∈G.
(v) 1 · a= 1, ∀a∈G.
(vi) @ · a= @((@)a), ∀@∈B, a∈G.
By (ii)–(iv) above, G acts by automorphisms of Z , and by (ii) and (vi), as a group
of automorphisms of Z which leave B 2xed setwise.
Lemma 3.2. For any group G and abelian group C, de=ne Aut(Z; B)6Aut(Z) to be
the subgroup of automorphisms of Z which leave B =xed setwise. De=ne  :G →
Aut(Z) to be  a( ) =  · a, a∈G,  ∈Z . Then  (G)6Aut(Z; B).
Note that, as de2ned, the shift action is a right action of G on Z . We could just
as easily work with a left action of G on Z by setting a ·  =  @(a ) for a∈G,
where (a )(g) =  (g; a) for all g∈G. In this case, (a ·  )(g; h) =  (g; ha) (g; a)−1
and the two actions are related by the inner automorphism conjugating G by
a : (a ·  )(g; h) = ( · a)(a−1ga; a−1ha).
Some elementary results relating the shift actions for di?erent groups are now stated
without proof.
Lemma 3.3. Let  ∈Z2(G;C) and let ’∈Z2(H;C). Recall that the Kronecker prod-
uct  ⊗ ’∈Z2(G × H;C) is de=ned by ( ⊗ ’)((g; h); (g′; h′)) =  (g; g′)’(h; h′). Let
 :H → G and  :C → C′ be homomorphisms.
(i) For a∈G, ( ◦  ) · a=  ◦ ( · a) in Z2(G;C′).
(ii) For b∈H , ( ◦ ( × )) · b= ( · (b)) ◦ ( × ) in Z2(H;C). In particular, for
b∈H6G,  |H · b= ( · b)|H .
(iii) For a∈G and b∈H , ( ⊗ ’) · (a; b) = ( · a)⊗ (’ · b) in Z2(G × H;C).
In order to investigate the orbits and stabilisers of the shift action, it is necessary to
distinguish several types of cocycle.
Denition 3.4. A cocycle  :G × G → C is multiplicative if it is homomorphic on
either coordinate (and hence (by (1)) on both coordinates); that is, if
 (gh; k) =  (g; k) (h; k); ∀g; h; k ∈G
or if
 (g; hk) =  (g; h) (g; k); ∀g; h; k ∈G:
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The set of multiplicative cocycles forms a subgroup of Z2(G;C), which we will
denote M (G;C), or M when the context is clear.
Some familiar examples of cocycles are multiplicative.
Example 3.5. Let G = 〈g : gv = 1〉 and let d∈C satisfy o(d)|v. Then d :G ×G → C,
de2ned by d(gi; gj) = dij, is multiplicative. The cocyclic matrix [d(gi; gj)]06i; j¡v is
a Vandermonde matrix.
Example 3.6. Let G = Zn2 and let C = {±1} ∼= Z2. Then  :G × G → C, de2ned
by  (x; y) = (−1)x·y, where x · y denotes the inner product of vectors over GF(2), is
multiplicative. The cocyclic matrix [ (x; y)]x;y∈G is a Sylvester–Hadamard matrix.
Example 3.7 (cf. Horadam and Udaya [10, De2nition 3.2]). Let G=Znp=C, p prime,
be the additive group of GF(pn) and let ∈Aut(G). Then  :G×G → C, de2ned by
the 2eld multiplication  (g; h) = (g)h, is multiplicative.
Denition 3.8. A cocycle  :G × G → C is symmetric if  (g; h) =  (h; g) for all
g; h∈G and skew-symmetric if  (g; h) =  (h; g)−1 for all g; h∈G.
The sets of symmetric and skew-symmetric cocycles form subgroups which we will
denote S+(G;C) and S−(G;C), respectively, of Z2(G;C), or S+, S− when the context
is clear. The cocycles in Examples 3.5 and 3.6 are symmetric while those in Exam-
ple 3.7 are symmetric if and only if = 1.
3.1. Orbits
The simplicity of the shift action means it is easy to characterise those cocycles it
2xes. Denote the subgroup of 2xed points by CZ(G)={ ∈Z :  ·a=  ; ∀a∈G}, and
similarly for CB(G).
Lemma 3.9. For any group G and abelian group C,
CZ(G) =M; CB(G) = B ∩M:
Proof. For a∈G,  · a =  ⇔ @ a = 1 (by (7)) ⇔  (a; gh) =  (a; g) (a; h), ∀g,
h∈G. This holds ∀a∈G ⇔  is multiplicative.
Any  ∈Z can be represented uniquely with respect to B and M as follows.
Notation 3.10. For any group G and abelian group C, set J = Z=MB, K = MB=B ∼=
M=(B ∩ M), L = B=(B ∩ M), let R = {rj; j∈ J; r1 = 1} be a normalised transversal of
MB in Z , let S = {sk ; k ∈K; s1 = 1} be a normalised transversal of B ∩M in M , and
let T = {tl; l∈L; t1 = 1} be a normalised transversal of B ∩M in B. Each  ∈Z has a
unique representation in the form
 = rjsk tl 0; j∈ J; k ∈K; l∈L;  0 ∈B ∩M:
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In this form, by Lemma 3.1(iv),  · a = (rjsk tl 0) · a = (rj · a) sk (tl · a)  0 =
rj sk @(rj)a @(tl)a tl  0 (since sk and  0 are 2xed). Thus it is necessary only to
determine, for each j∈ J , the orbit structure of the set rjT , since multiplication of rjT
by sk 0 is a bijection, so that (see [11, p. 31]) the shift actions on rjT and on rjskT 0
are similar G-actions, and Z =
∨
j∈J
∨
k∈K rjskB.
We formalise this in the following theorem.
Theorem 3.11. For any group G and abelian group C, the orbit structure of Z is
wholly de=ned by the orbit structures of the sets rjT , j∈ J , de=ned in Notation 3.10.
Let  ∈Z and denote its shift orbit by  ·G= { · a : a∈G}. If  = rj sk tl  0, j∈ J ,
k ∈K , l∈L,  0 ∈B ∩M then
 · G = sk 0((rjtl) · G) = rjsk tl 0{@(rjtl)a : a∈G}:
3.2. Stabilisers
We denote the stabiliser of  ∈Z in G by G = {a∈G :  · a=  }. It is plain from
Lemma 3.1 that for any 16 i6 o( )− 1, G 6G i6G1 = G, and that G = G −1 .
From the proof of Lemma 3.9 note that a∈G ⇔  is homomorphic for 2rst
coordinate 2xed at a ⇔  a is a homomorphism. This has immediate consequences.
(Note that since a∈G ⇔ 〈a〉6G the same is true for each ai, 16 i6 o(a)− 1.)
Lemma 3.12. Let  ∈Z2(G;C) and suppose a∈G . Then  a :G → C is a homomor-
phism, and consequently
(i)  a is constant on each coset of G=G′, with  a(G′) = 1,
(ii) o( a) | gcd(exp(G); exp (C)).
To analyse the stabiliser structure of G, a di?erent factorisation from that of Notation
3.10 is useful. It derives from the Universal CoeMcient Theorem, which states that the
second cohomology group H 2(G;C) splits (though not by a natural splitting) into a
component represented by symmetric cocycles and a ‘transgression’ component, (see
[5] for details on calculating the transgression component).
In the case that G is abelian, every coboundary is symmetric, and the transgression
component of  ∈Z may be represented by the commutator pairing  −, a skew-
symmetric multiplicative cocycle (see [3, p. 97,127]) de2ned by
 −(g; h) =  (g; h) (h; g)−1; g; h∈G:
So  − ∈ S− ∩M . When G is abelian, the mappings   and  +, de2ned by
 (g; h) =  (h; g);  +(g; h) =  (g; h) (h; g); g; h∈G
respectively, are also cocycles, with  + ∈ S+.
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Lemma 3.13. If G is abelian, write  ∈Z as  =   − =  −1 + −. Then
(i) G = G  ,
(ii) G 6G +6G 2 ,
(iii) if |C| is odd, G = G + = G 2 .
Proof. Suppose a∈G . Since  − ∈M ,  · a=(  · a) −=   − so a∈G  and the
2rst result follows since ( ) =  . Similarly,  · a= ( −1 · a)( + · a) − =  −1( + ·
a) −=  −1 + − implies a∈G + . If b∈G + then  ·b=( −1 ·b) + −=( ·b)−1 2,
so ( · b)2 = ( 2) · b=  2 and b∈G 2 . Finally, ( 2) · c=  2 ⇔ (( · c) −1)2 = 1, so
if |C| is odd, ( · c) −1 = 1.
The analysis of the orbit structure in the simplest case, of the shift action by a cyclic
group, is begun in the next section.
4. The cyclic shift action
Here we will identify the unique representation of a cocycle given in Notation 3.10,
when G is cyclic, for an arbitrary group C, and apply it to analyse the orbit structure of
Z given in Theorem 3.11. We will need to refer to four special subsets of C. Because
C is abelian, they are in fact subgroups of C. We will also need to select transversals
in C for them. For concreteness we may assume C is 2nite, but this is not required in
any of the results below except the 2nal Corollary 4.13.
Denition 4.1. Let C be an abelian group and v a positive integer.
(i) De2ne Dv6Cv6C as follows. Let Cv be the subgroup of C consisting of the
elements of order dividing v. De2ne Dv to be the subgroup of Cv consisting of the
elements of Cv whose (v(v−1)=2)th powers are themselves vth powers; that is, Dv=Cv
for v odd and Dv = {d∈Cv :∃c∈C, dv=2 = cv} for v even.
Select a normalised transversal 2 of Cv in C and select a normalised transversal 3
of Dv in Cv.
(ii) De2ne C(v) to be the subgroup of C consisting of the vth powers; that is,
C(v) = {cv : c∈C}. De2ne Fv6C to be Fv = C(v(v−1)=2)v C(v); that is, Fv = C(v) for v
odd and Fv = C
(v=2)
v C(v) for v even.
Select a normalised transversal 5 of Fv in C and select a normalised transversal 6
of C(v) in C. We may choose 6 to be the product of 5 and a normalised transversal
of C(v) in Fv.
Throughout this section, G will be the cyclic group of order v¿ 2; G=〈g : gv=1〉 ∼=
Zv. For  ∈Z , the v− 1 values  (g; gi), 16 i¡ v are suMcient to specify  uniquely
and then all other values of  are found by iteration of Eq. (1): for 26 k6 v− 1,
 (gk ; gi) =

k−1∏
j=1
 (g; gj)


−1
k−1∏
j=0
 (g; gi+j)

 ; 16 i¡ v: (8)
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One group of cocycles is central to our analysis.
Example 4.2. For x∈C, de2ne  x :G × G → C to be  x(gi; gj) = x(i+j)=v, 06 i,
j6 v − 1. Then  x is a cocycle (cf. [14, II.10, Problem 16(a)]) and the cocyclic
matrix [ x(gi; gj)]06i; j¡v is a (back) x-cyclic matrix

1 1 : : : 1 1
1 1 : : : 1 x
...
...
...
...
...
1 1 : : : x x
1 x : : : x x


:
It is well known (e.g. see [14, II.10, Problem 16]) how to identify the second
cohomology group H 2(G;C)=Z=B, and how to derive from the normalised transversal
6, a preferred set { ! :!∈6} of coset representatives of B in Z . A direct proof is
presented here because of its simplicity.
Proposition 4.3. Given 6, let  ∈Z .
Then  ∈  !B if and only if
∏v−1
i=1  (g; g
i)=!e in C, for !∈6, e∈C(v). Therefore
|6|= |Z=B|= |C=C(v)|.
Proof. If  =  !@ then
v−1∏
i=1
 (g; gi) = !
v−1∏
i=1
((g)−1(gi)−1(gi+1)) = !(g)−v;
since (gv) = 1. Conversely, if
∏v−1
i=1  (g; g
i) =!e uniquely, where e= cv ∈C(v), then
de2ne  :G → C by (1)=1, (g)=c−1, and recursively, (gi+1)=(g)(gi) (g; gi),
for 16 i6 v − 2. Thus @(g; gi) =  (g; gi), 16 i6 v − 2. Finally, !@(g; gv−1) =
!(g)−1(gv−1)−1 = !cv(
∏v−2
i=1  (g; g
i))−1 =  (g; gv−1), so that  =  !@. Since  
determines ! uniquely, the second result follows.
While it is possible for a given  to be constructed from several distinct  (depend-
ing on the number of c∈C for which e = cv) a listing of the elements of B may be
determined in terms of the selected transversal 2 of Cv in C.
Denition 4.4. For c=(c0; c1; : : : ; cv−2)∈2×Cv−2, de2ne c :G → C to be c(1)=1,
c(g) = c0, c(gi) = (c0)i
∏i−1
j=1 cj, 26 i6 v− 1.
Lemma 4.5. If ’∈B, there exists a unique c∈2×Cv−2 such that ’= @c. Further,
@c = 1 if and only if c = (1; 1; : : : ; 1).
Proof. Let ’∈B. By Proposition 4.3, ∏v−1i=1 ’(g; gi) = e∈C(v) and there is a unique
c0∈2 such that e−1 = (c0)v. If v=2, set c=(c0) and ’(g; g)= c−20 = @c(g; g)
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immediately. If v¿ 3, set ci =’(g; gi); 16 i6 v − 2. Then @c(g; gi)= (c0)−1((c0)i∏i−1
j=1 cj)
−1(c0)i+1
∏i
j=1 cj = ci, 16 i6 v − 2 and @c(g; gv−1) = (c0)−1((c0)v−1∏v−2
j=1 cj)
−1 = e(
∏v−2
j=1 ’(g; g
j))−1 =’(g; gv−1). Finally, if c=(1; 1; : : : ; 1) then @c=1
immediately, while if @c=1 then ci=1, 16 i6 v−2 and (c0)−v=1 by construction,
so c0 ∈Cv thus c0 = 1.
Next we determine CZ(Zv) = M (Zv; C) = M , the group of cocycles 2xed by the
shift action. This allows us to determine CB(Zv) = B ∩M , the group of coboundaries
2xed by the shift action. As a consequence, we can determine a preferred set of coset
representatives of the subgroup MB in Z .
Theorem 4.6. With 3 and 5 given, choose 6 to be the product of 5 and some
normalised transversal of C(v) in Fv.
For d∈Cv, let d be as in Example 3.5. Then
(i) M = {d :d∈Cv}, hence |M |= |Cv|;
(ii) for d∈Cv and !∈6, dB=  !B if and only if dv(v−1)=2 =!e for some e∈C(v);
(iii) B ∩M = {d :d∈Dv}, hence |B ∩M |= |Dv|;
(iv) M=(B ∩M) = {8 : 8∈3}, hence |M=(B ∩M)|= |Cv=Dv|;
(v) Z=MB= { MB : ∈5}, hence |Z=MB|= |C=Fv|.
Proof. Firstly, by Example 3.5, {d :d∈Cv} ⊆ M . Now suppose  ∈M . Since  is
multiplicative, it is determined uniquely by  (g; g), with  (gi; gj)= (g; g)ij, ∀i; j. Since
gv = 1,  (g; 1) =  (g; g)v = 1, so  (g; g)∈Cv and  =  (g;g).
(ii) Follows immediately from Proposition 4.3 since
∏v−1
i=1 d(g; g
i) =
∏v−1
i=1 d
i =
dv(v−1)=2.
The third result follows from (ii) on setting != 1.
For the fourth, note that if d∈Cv is written d=8h, 8∈3 , h∈Dv, then (see Example
3.5) d = 8h, where h ∈B ∩M .
Finally, it follows from (ii) that for !∈6,  !B is in the subgroup MB=B of Z=B
if and only if ! = dv(v−1)=2e−1 for some d∈Cv, e∈C(v), if and only if !∈Fv =
C(v(v−1)=2)v C(v). Since we chose 6 to be the product of 5 and a normalised transversal X
of C(v) in Fv, each !∈6 can be uniquely written in the form !=  , for ∈5;  ∈X .
Therefore (see Example 4.2),  ! =    . Because 5 is normalised, X ⊂ 6, hence
  B∈MB=B and  !MB=  MB.
Our remaining task is to identify in which coset of B∩M in B a given coboundary
lies. This is easily done once we select a normalised transversal : of Dv in C, since
if @c ∈B, where c = (c0; c1; c2; : : : ; cv−2)∈2× Cv−2 then @c(g; g) = h for uniquely
determined ∈: and h∈Dv. Write h(v(v−1)=2) = xv for some (not necessarily unique)
x∈C, and let c∗0 be the unique element in 2 such that c0x∈ c∗0Cv. Then h(g; gi) = hi
and we can write @c uniquely in the form @c(h)h, where h ∈B ∩ M by Theo-
rem 4.6(iii), and c(h) = (c∗0 ; c1h
−1; c2h−2; : : : ; cv−2hv−2).
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Lemma 4.7. Select a normalised transversal : of Dv in C, let ’∈B and write
’(g; g) = h for uniquely determined ∈: and h∈Dv. Then ’ has a unique rep-
resentation in the form ’ = (@c)h where c∈2 if v = 2, or c∈2 × {} × Cv−3 if
v¿ 3, and h ∈B ∩M .
The analysis above may be summarised in terms of Notation 3.10 as follows, on
setting := 23 .
Corollary 4.8. Let G be the cyclic group 〈g : gv = 1〉 ∼= Zv, v¿ 2. Given 2, 3 and
5, let  ∈Z . Then  has a unique representation in the form
 =  @c8d; ∈5; c∈2× 23 × Cv−3; 8∈3; d∈Dv:
Consequently,
 · G =  @c8d{@( @c)a : a∈G}:
With the notation of Corollary 4.8, the cocycle @( @c)a for a∈G may be calculated
from the de2nitions of coboundary and the shift action, using (8) and the fact that any
cocycle de2ned on a cyclic group is symmetric.
Lemma 4.9. Let a= gk , 16 k6 v− 1. Then, on setting ; = −1cv0(
∏v−2
j=1 cj),
(@( @c)g)(g; gi) =


c−11 c
−1
i ci+1; 16 i6 v− 3; (v¿ 4);
c−11 c
−1
v−2;
−1; i = v− 2
c−11 ;; i = v− 1
and for v¿ 4 and 26 k6 v− 2,
(@( @c)gk )(g; g
i) =


c−1k c
−1
i ci+k ; 16 i6 v− k − 2; (k6 v− 3)
c−1k c
−1
v−k−1;
−1; i = v− k − 1
c−1k c
−1
v−k ; i = v− k
c−1k c
−1
i ci+k−v; v− k + 16 i6 v− 2; (k¿ 3)
c−1k ck−1;; i = v− 1


;
(@( @c)gv−1 )(g; g
i) =


c−11 ;; i = 1;
c−1i ci−1;; 26 i6 v− 2;
cv−2;2; i = v− 1:
The properties of these orbits will depend on the prime factorisation of v and on
the group C, but some general results hold. Of course, it is a standard result (see [1,
5.11]) that the length of any orbit divides the order of G.
More generally, a cyclic group acts transitively on the orbit of any cocycle which
is not 2xed but whose coboundary component is 2xed.
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Theorem 4.10. Let  =  @c8d ∈Z , as given in Corollary 4.8. Then
| · G|=
{
1 ⇔   = 1; @c = 1;
|G| if   = 1; @c = 1:
Proof. The 2rst claim is immediate since  @c = 1 if and only if  is a 2xed point.
Suppose @c = 1 (so c = 1 by Lemma 4.5) and  = 1. We may assume v¿ 4. By
Lemma 3.1(ii) it is suMcient to show that none of the coboundaries @( )gk , 16 k6
v− 1, is trivial. But (see Lemma 4.9)
(@( )g)(g; gi) =


1; 16 i6 v− 3;
; i = v− 2;
−1; i = v− 1;
(@( )gk )(g; g
i) =


1; 16 i6 v− k − 2; (k6 v− 3)
; i = v− k − 1
1; v− k6 i6 v− 2
−1; i = v− 1


; 26 k6 v− 2;
(@( )gv−1 )(g; g
i) =
{
−1; 16 i6 v− 2;
−2; i = v− 1:
and the result is immediate.
If v is composite and @c = 1, G does not always act freely, as illustrated in the
smallest case v= 4.
Example 4.11. Let G=Z4 and let  = @c8d, ∈5, c=(c0; c1; c2)∈2×23×C,
8∈3 , d∈D4. Then
| · Z4|=


1 ⇔  @c = 1;
2 ⇔


c2 = 1; c22 = 1;
c2 = 1;  = 1; = c21c40;
c2 = 1; = 1; c1 = 1; c21 = c−40 ;
4 otherwise:
:
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Proof. If  @c = 1 we know @( @c)g = 1 from above, so the action is transitive
if and only if @( @c)g2 = 1, and (see Lemma 4.9)
@( @c)g2 (g; g
i) =


c−40 c
−2
1 c
−2
2 ; i = 1;
c−22 ; i = 2;
−1c40c
2
1; i = 3:
It is useful to identify those d∈Cv for which dv(v−1)=2 ∈C(v).
Lemma 4.12. Let d∈Cv and let d ∈M . Set v=2bu, where u is odd. Then d ∈B if
and only if either
o(d) is odd, or
o(d) is even and, on writing d = xy uniquely where x = 1, o(x)|2b and o(y)|u,
either
(i) o(x) | 2b−1 or
(ii) o(x) = 2b and there exists c∈C : o(c) = 2b+1 and c2b = x2b−1 .
Proof. If o(d) is odd, then o(d)|u and dv(v−1)=2 = 1. Then we may take any c∈Cv, in
particular c=1∈Cv (which always holds, even in the trivial case C={1}) to satisfy the
condition. If o(d) is even, b¿ 1, and the condition is satis2ed if and only if there exists
c∈C with cv = d−v=2 if and only if there exists c∈C with cv = dv=2 = xv=2 = x2b−1 ,
where o(x2
b−1
) = 1 or 2. In the former case o(x) | 2b−1 and, as before, any c∈Cv
satis2es the condition. In the latter case o(x)= 2b, and the condition is satis2ed if and
only if there exists c∈C in the form c = x′y′ where o(y′) | u and o(x′) = 2b+1, such
that cv = (x′)2
b
= x2
b−1
, if and only if there exists x′ ∈C such that o(x′) = 2b+1 and
(x′)2
b
= x2
b−1
.
As an easy consequence we see that in the majority of cases, all the multiplicative
cocycles on a cyclic group are coboundaries.
Corollary 4.13. M ⊆ B in any of the following cases:
(i) v is odd;
(ii) |C| is odd;
(iii) v is even with v=2bu for u odd, |C| is even and C has no elements of order 2b.
When v and |C| are even, and C does have elements of order 2b, the existence or
nonexistence of non-coboundary multiplicative cocycles depends on the exponent of the
Sylow 2-subgroup of C. The following simple examples illustrate the dependence. If
b¿ 1 and C is itself cyclic of order 2b then any generator c of C is in Cv and c ∈ B.
However, if C is cyclic of order 2b+i, for i¿ 1, and x∈C has order 2b then x = c2i
for some generator c of C. Thus x′= c2
i−1 ∈C satis2es o(x′)= 2b+1 and (x′)2b = x2b−1 ,
so x ∈B.
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5. Applications
The motivating problem which led to the author’s discovery of shift action was an
application of cocyclic matrices to digital sequence design and error-correction cod-
ing. Cocyclic matrices with the property that across each row, the elements of C are
uniformly distributed, are a source of planar functions, sequence families with low
correlation, and perfect or almost perfect nonlinear sequences [7]; semiregular relative
di?erence sets and generalised Hadamard matrices [17]; Hadamard groups [6]; and
high-distance or self-dual error-correcting codes [9].
However, the frequency distributions of the elements of C occurring in the rows of
a cocyclic matrix could not be related to the cocycle in any way expressible in terms
of the cohomology of the group G. They are certainly not invariants of a cohomology
class, and so for several years have been presumed to be purely combinatorial e?ects,
without any basis in the structure of the groups G, C or Z2(G;C). In fact this is not
the case. As we will show, these statistical properties are invariants of the shift orbits
inside each cohomology class. This 2ne structure of Z2(GC), algebraically determined
by the groups G and C, is therefore signi2cant for isolating and locating non-algebraic
properties of cocycles which have useful applications.
We now assume that G is 2nite of order v and C is 2nite of order w.
Denition 5.1. Let  ∈Z2(G;C) and de2ne N (g; c)=|{h∈G :  (g; h)=c}|, g∈G; c∈C.
(Note that N (1; 1) = v and, for c = 1∈C, N (1; c) = 0.) The distribution of  is the
multiset of frequencies D( ) = {N (g; c) : g∈G; c∈C}.
One possible distribution is especially signi2cant for applications. This is the extremal
case of uniform distribution, arising when N (g; c) is constant for all g = 1∈G and all
c∈C, and so requires that w divides v.
Denition 5.2. Let w|v. A cocycle  ∈Z2(G;C) is orthogonal if, for all g = 1∈G
and c∈C, N (g; c) = v=w.
Orthogonal cocycles  are equivalent to central semiregular (v; w; v; v=w)-relative
di?erence sets in E relative to C × {1}, and to G-cocyclic generalised Hadamard
matrices over C (see [17]).
For example, the cocycles of Example 3.5 are orthogonal if and only if v is a prime
p and C = Zp. The cocycles of Examples 3.6 and 3.7 are orthogonal.
These examples of orthogonal cocycles are all multiplicative; that is, 2xed points.
As Yu Qing Chen has shown, there are very strong restrictions on G and C for a
multiplicative cocycle to be orthogonal.
Lemma 5.3 (Chen [13], Horadam and Udaya [10, Lemma 2.11]). Suppose  :G×G →
C is an orthogonal multiplicative cocycle. Then there exists a prime p such that G
and C are both elementary abelian p-groups.
If p is odd, it is then easy to show E has exponent p, so that if, in addition, the
orthogonal multiplicative cocycle  is symmetric, E is elementary abelian and  must
be a coboundary.
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For coboundaries, the importance of the concept of orthogonality has been understood
for many years, although the term has not been in use. The property is known in the
literature by other names, since it is de2ned for the one-dimensional function  :G → C
and not for the corresponding two-dimensional function @ :G×G → C. The link with
the two-dimensional version is apparently not commonly known. In fact,
@ :G × G → C is orthogonal
⇔ ∀g = 1∈G; b∈C; |{h∈G :(gh)(h)−1(g)−1 = b}|= v=w
⇔ ∀g = 1∈G; c∈C; |{h∈G :(gh)(h)−1 = c}|= v=w: (9)
Functions  :G → C satisfying (9) are sought for numerous applications.
When |C|= |G| such maps are known as planar functions, and it is conjectured that
v must be a prime power. When G = C is cyclic, v must be odd and square-free (see
[12]). When G is abelian, the prime power conjecture for planar functions has recently
been proved [2]. Consequently, so has the cyclic planar function conjecture: v must be
an odd prime.
When G = Znk and C = Z
m
k , n¿m, [15, De2nition 3.1] calls such maps perfect
nonlinear (PN) and when k = 2 they are precisely the (vectorial) bent functions (cf.
[4, p. 358]). They are important in construction of encryption functions resistant to
di?erential cryptanalysis.
Since such mappings are all equivalent to orthogonal coboundaries we have a natural
extension of these concepts to two-dimensional functions on G with similar applications
and a general framework within which to view them all: the cocycles. This leads to
the following extension to two dimensions and to nonabelian G of Nyberg’s de2nition
of di?erentially -uniform functions [16, p. 58].
Denition 5.4. For  ∈Z2(G;C) set : = max{N (g; c) : g = 1∈G; c∈C}. We say
cocycle  is di*erentially -uniform if : = .
(In [7, De2nition 6] di?erential -uniformity was termed “-nonlinearity” before
the author was aware of Nyberg’s earlier terminology. The use of “perfect nonlinear
cocycle” in [7, De2nition 6] is misleading: it applies there only if v= w.)
Di?erential -uniformity is a weaker property of cocycles than orthogonality - if  
is orthogonal then  is di?erentially -uniform (with  = v=w) but the converse does
not necessarily hold, even if w|v, unless  = v=w. For example, (see [7, Example 8,
bundle 2.3]) for G=C =Z22 and a; c distinct nonzero elements of C, the di?erentially
2-uniform cocycle with matrix

0 0 0 0
0 a c a+ c
0 c 0 c
0 a+ c c a


has v= w = 4, = 2 = 1 = v=w and is not orthogonal.
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The distribution of a cocycle is an invariant of the shift orbit containing that cocycle.
Lemma 5.5. For  ∈Z2(G;C) and a∈G, D( ) =D( · a).
Proof. For g = 1∈G, write ∑h∈G  (g; h) =∑c∈C N (g; c)c. If a∈G then ∑h∈G ( ·
a)(g; h) =
∑
h∈G  (ag; h) (a; h)
−1 =
∑
h∈G  (aga
−1:a; h) (a; h)−1 which by (1)
equates to
∑
h∈G
 (aga−1; a)−1 (aga−1; ah)
=
∑
c∈C
N (aga−1; c)(dc); for d=  (aga−1; a)−1
=
∑
c∈C
N (aga−1; d−1c)c:
It is easy to show that the distribution of  is also invariant under the Aut(C) ×
Aut(G) action
 (A;) = A ◦  ◦ (× ); A∈Aut(C); ∈Aut(G); (10)
which, together with shift-action, generates the bundle containing  . The reader can
quickly prove that if  is multiplicative so is  (A;). It is also straightforward to show
that if  is a coboundary so is  (A;).
Theorem 5.6. For  ∈Z2(G;C), let B( ) be the bundle containing  ; that is,
B( ) = {A ◦ ( · a) ◦ (× ) : a∈G; A∈Aut(C); ∈Aut(G)}:
Then,
(i) if  ∈M , B( ) ⊆ M ;
(ii) if  ∈B, B( ) ⊆ B;
(iii) if  ∈B(’), D( ) =D(’).
It follows that di?erential -uniformity, and its particular case of orthogonality, is
preserved by the shift action and is in fact a bundle invariant.
Theorem 5.7 (Horadam [7, Theorem 4]). If  is di*erentially -uniform then every
cocycle in B( ) is di*erentially -uniform.
Thus the search for di?erentially -uniform cocycles may be undertaken on a repre-
sentative from each bundle rather than on the whole group of cocycles. This provides
a practical motivation for our analysis of shift orbits.
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