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Abstract
In this work, we address robust deep learning under label noise (semi-supervised
learning) from the perspective of target revising. We make three main contributions.
First, we present a comprehensive mathematical study on existing target modifica-
tion techniques, including Pseudo-Label [1], label smoothing [2], bootstrapping
[3], knowledge distillation [4], confidence penalty [5], and joint optimisation [6].
Consequently, we reveal their relationships and drawbacks. Second, we propose
ProSelfLC, a progressive and adaptive self label correction method, endorsed by
learning time and predictive confidence. It addresses the disadvantages of existing
algorithms and embraces many practical merits: (1) It is end-to-end trainable;
(2) Given an example, ProSelfLC has the ability to revise an one-hot target by
adding the information about its similarity structure, and correcting its semantic
class; (3) No auxiliary annotations, or extra learners are required. Our proposal is
designed according to the well-known expertise: deep neural networks learn simple
meaningful patterns before fitting noisy patterns [7–9], and entropy regularisation
principle [10, 11]. Third, label smoothing, confidence penalty and naive label
correction perform on par with the state-of-the-art in our implementation. This
probably indicates they were not benchmarked properly in prior work. Furthermore,
our ProSelfLC outperforms them significantly.
1 Introduction
1.1 Label noise and semi-supervised learning
Target modification is directly related to a vital and challenging fundamental task–robust learning
against label noise [3, 12]. Therefore, we study and compare the effectiveness of different target
modification methods under label noise. Label noise can be easily connected to semi-supervised
learning [10, 13, 1]. In the semi-supervised setting, only a subset of training examples are annotated,
leading to missing labels: (1) if we uniformly generate random labels for those unannotated data
points, then it becomes the same as uniform (symmetric or class-independant) label noise [12]; (2)
if those missing labels are filled non-uniformly, e.g., using pseudo-labels [1], we can relate it to
non-uniform (asymmetric or class-dependant) label noise. In general, when a training set becomes
larger as it should, the problem of missing or noisy labels becomes more acute. Consequently, in
scaling up machine learning tasks, coping with missing and noisy labels is a fundamental problem.
Preprint. Please feel free to concat xwang39-at-qub.ac.uk for any concern or discussion.
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We summarise five main approaches for addressing label noise: (1) Example weighting [8, 9, 14–22].
For example, DM [8] and IMAE [9] define an example’s weight by its derivative magnitude in the
loss layer. It is intuitive to understand because we back-propagate the gradient to update a model’s
learnable parameters; (2) Loss correction. In this approach, we are given, or we need to estimate the
label noise-transition matrix, which defines the noise labels distribution [18, 23–29]. Noise-transition
matrix is difficult and complex to estimate in practice; (3) Exploiting an extra trusted training set
to differentiate training samples [30–32]. Theoretically, it should be helpful to exploit an auxiliary
clean set, however, it requires extra annotation cost. And it is hard to decide how large the clean
set should be; (4) Co-training strategies, which train two or more learners [19–21, 33–35], exploit
their ‘disagreement’ information to differentiate data points; (5) Label correction. The basic idea
of this approach is to annotate unlabelled data points, or correct noisy labels. It covers re-labelling
[36], using pseudo-labels [1], bootstrapping [3], joint optimisation [6], and label regression [26], etc.
Label correction performs like EM algorithm [3], and embraces the widely accepted optimisation
principle–Entropy Regularisation [10, 11]. Basically, the underlying ideas of those five approaches
can be summarised as: (1) Heuristic example differentiation and weighting according to loss values
(or gradient), an auxiliary clean dataset, or information from other learners; (2) Loss correction or
label correction.
1.2 Existing target modification techniques
Target modification regularises the training and has been widely demonstrated to be effective in
practice [1, 3–6, 37]. There are many target modification strategies for better training deep neural
networks, including Pseudo-Label [1], label smoothing (LS) [2, 37], bootstrapping (Boot-soft and
Boot-hard) [3], knowledge distillation (KD) [4], confidence penalty (CP) [5], and joint optimisation
(Joint-soft and Joint-hard) [6]. We mathematically analyse them and present a unified interpretation
of them from the perspective of target modification. Boostrapping, joint optimisation and Pseudo-
Label are self label correction (SelfLC), without the help from other learners or human cognition.
Those techniques are illustrated in Figure 1, by which it becomes straightforward to get their main
differences: (1) LS softens the targets by adding a uniform label distribution; (2) CP imposes
regularisation effect by changing the probability 1 to a smaller value 1−  in the one-hot target; (3)
KD does it by using the predictions of another model, usually named a teacher [4]; (4) SelfLC revises
the targets by using its own predictions.
1.3 Motivations, proposal and contributions
According to our analysis of target revising techniques in Figure 1, we easily reveal their relationships
and drawbacks: (1) LS and CP relax the optimisation targets, to avoid over-confident predictions.
However, no auxiliary information is exploited from human cognition, other learners, or itself, which
makes them suboptimal; (2) When an optimised teacher model is available, KD is intuitive and should
perform well. However when it is not given, it becomes non-trivial to optimise a teacher model
and a target model simultaneously in practice; (3) SelfLC is attractive, because it exploits its own
knowledge during training and fulfils entropy regularization [11]. However, it is generally argued that
a warmup stage is vital. That is why joint optimisation [6] proposes stage-wise training to improve
bootstrapping [3]. Another earlier similar approach is Pseudo-Label [1]. However, stage-wise training
requires to consider every stage size and how many stages to perform, which makes it less preferable
than end-to-end training.
Consequently, we propose ProSelfLC, a progressive and adaptive self label correction method to
revise targets, so that we can robustly learn a model. ProSelfLC has all the attractive properties
we want: (1) Exploiting the knowledge from a trained model itself gradually; (2) The one-hot
hard targets become soft; (3) Given an input, it target becomes more informative, as its soft target
provides meaningful probabilities of it belonging to different classes; (4) The end-to-end training
is applicable, and auxiliary learners are not required. The underlying principle of ProSelfLC is: (1)
When a learner starts to learn, it trusts the annotations by experts, i.e., human annotation; (2) As this
learner attains enough expertise, e.g., being able to study and research independently, it corrects the
given annotations based on its confidence. According to this principle, the label correction efficient 
is determined by two factors: the learning time and entropy of a predicted label distribution. The
effectiveness of ProSelfLC is surrounded by two widely-accepted concepts: deep models learn simple
meaningful patterns before fitting noise [7–9], and the entropy regularisation principle, which is
commonly used in semi-supervised learning [10, 11].
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(a) Label Smoothing (LS) [2]. (b) Confidence Penalty (CP) [5]: red arrow means conceptual
equivalence, because an output probability has to be non-negative.
(c) Label Correction (LC). Except KD [4], other methods [1, 3, 6] are Self Label Correction (SelfLC) a. Compared
with bootstrapping, joint optimisation applies stage-wise training, and completely replaces all labels by their
corresponding predictions at the end of each stage, i.e., = 1. In Pseudo-Label [1], we also have  = 1 since it
is only applied for unlabelled data.
aWe need to manually optimise  in bootstrapping, while stage wise and stage number in joint optimisation.
Figure 1: Illustration of LS, CP, and LC from the perspective of target modification, assuming there
are three training classes. Their mathematical study is presented in Section 2 and Table 1. u is a
uniform label distribution. q is the one-hot annotation. p denotes a predicted label distribution. The
target modification coefficient is  ∈ [0, 1].
Finally, we summarise our contributions:
• Technically, we present a comprehensive mathematical study on common target modification
techniques in the context of robust deep learning against label noise. We reveal their
relationships, drawbacks, consistencies and contradictions.
• We propose ProSelfLC, a progressive and adaptive self label correction approach for robust
deep learning under label noise. Our ProSelfLC drops the drawbacks of existing techniques,
and combines their merits together.
• Our empirical studies justify our mathematical analysis and the effectiveness of target
revising for addressing label noise. In addition, our re-implementation of LS, CP, and naive
LC (Boot-soft) shows they are highly competitive with the state-of-the-art methods, which
probably indicates that they were not trained and benchmarked properly in the prior work.
2 Preliminaries and Related Work
Notations. Let X = {(xi, yi)}Ni=1 represent N training examples, where (xi, yi) denotes i−th
sample with input xi ∈ RD and label yi ∈ {1, 2, ..., C}. C is the number of classes. A deep
neural network z consists of an embedding network f(·) : RD → RK and a linear classifier
g(·) : RK → RC , i.e., zi = z(xi) = g(f(xi)) : RD → RC . For the brevity of analysis, we take one
data point and omit its subscript, i.e., (x, y). The linear classifier is usually the last fully-connected
layer, i.e., logit vector z ∈ RC . We produce its classification probabilities p by normalising the logits
using a softmax function:
p(j|x) = exp(zj)/
∑C
m=1
exp(zm), (1)
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where p(j|x) is the probability of x belonging to class j. Its corresponding ground-truth is usually
denoted by an one-hot representation q: q(j|x) = 1 if j = y, q(j|x) = 0 otherwise.
We first briefly revisit standard categorical cross entropy (CCE) with one-hot label representations,
LS, CP and LC. We do not consider DisturbLabel [38], which flips labels randomly and is counter-
intuitive. In our experiments, the performance drops as the uniform label noise rate increases, which
proves that DisturbLabel does not work, and hurts the generalisation performance.
2.1 CCE with one-hot label representations
For a data point (x, y), the minimisation objective of CE is:
LCCE(q,p) = H(q,p) = Eq(− log p) = −
∑C
j=1
q(j|x) log p(j|x) = − log p(y|x). (2)
where Eq(− log p) denotes the expectation of negative log-likelihood, and q is the probability mass
function, H(·, ·) represents cross entropy.
2.2 Label smoothing
In LS [2, 4, 37], we soften one-hot targets by adding a uniform distribution: q˜LS = (1− )q+ u,
u ∈ RC , and ∀j,uj = 1C . The minimisation objective of (x, y) becomes:
LCCE+LS(q,p; ) = H(q˜LS,p) = Eq˜LS(− log p) = (1− )H(q,p)+H(u,p). (3)
2.3 Confidence penalty
CP [5] penalises highly confident predictions, and we derive it to a target revising format:
LCCE+CP(q,p; ) = (1− )H(q,p)−H(p,p) = E(1−)q−p(− log p). (4)
We see that CP modifies its target to be: q˜CP = (1−)q−p. Confidence penalty was not understood
and interpreted from the perspective of target modification. Therefore, this is also our contribution.
2.4 Label correction
As illustrated in Figure 1, LC is a family of algorithms, where an one-hot label distribution is modified
to a convex combination of itself and its predicted label distribution:
q˜LC = (1− )q+ p => LCCE+LC(q,p; ) = H(q˜LC,p) = (1− )H(q,p)+H(p,p) (5)
2.5 Analysis from the perspective of KL Divergence
We can rewrite CCE, LS, CP, and LC from the viewpoint of KL divergence [39], according to
KL(q||p) = H(q,p)−H(q,q), KL(·||·) denotes the KL divergence. We rewrite CCE in Eq (2):
LCCE(q,p) = H(q,p) = KL(q||p) + H(q,q) = KL(q||p). (6)
Note that we have H(q,q) = 0 because q is an one-hot distribution. We rewrite LS in Eq (3):
LCCE+LS(q,p; ) = (1− )KL(q||p) + KL(u||p) + H(u,u)
= (1− )KL(q||p) + KL(u||p) +  · constant. (7)
H(u,u) is a constant. Similarly, we rewrite CP in Eq (4):
LCCE+CP(q,p; ) = (1− )KL(q||p)− (H(p,u)−KL(p||u))
= (1− )KL(q||p) + KL(p||u)−  · constant. (8)
H(p,u) = H(u,u) = constant. Therefore, LC in Eq (5) can also be rewritten:
LCCE+LC(q,p; ) = (1− )KL(q||p)− KL(p||u) +  · constant. (9)
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Table 1: Summary of CCE, LS, CP and LC from the angle of target modification and KL divergence.
CCE LS CP LC
Learning Target q q˜LS = (1− )q +u q˜CP = (1− )q −p q˜LC = (1− )q +p
Cross Entropy Eq(− log p) Eq˜LS(− log p) Eq˜CP(− log p) Eq˜LC(− log p)
KL Divergence KL(q||p) (1− )KL(q||p)
+KL(u||p)
(1− )KL(q||p)
+KL(p||u)
(1− )KL(q||p)
−KL(p||u)
2.6 Comparison and remarks
We summarise CCE, LS, CP and LC in Table 1, so that we can easily see their mathematical
differences. The constant in KL divergence is ignored. According to the summary, we observe that:
Remark 1 (LS and CP behaves differently in terms of label manipulation). As highlighted in Table 1,
LS softens a learning target by adding a non-meaningful uniform distribution. While in CP, the
target becomes an one-hot distribution subtracts its corresponding prediction. From the perspective
of label definition, CP is against intuition because these zero-value positions in CCE are filled with
negative values in CP. However, we can further interpret them based the illustration in Figure 1: (a)
LS changes every probability in the label vector, i.e., enlarges zero values while make one value
smaller; (2) CP only makes one value smaller.
Remark 2 (LS and CP are consistent in terms of KL divergence). Both are proposed to avoid
over-confident predictions [5]. LS adds KL(u||p) while CP adds KL(p||u) for regularisation.
Remark 3 (Only LC exploits informative information and has the ability to correct labels, while
LS and CP only relax the hard targets). By correcting labels, we mean: (1) p provides meaningful
information about an example’s similarities with different classes; (2) If  is large, and p is confident
in predicting a different class, i.e., argmaxj p(j|x) 6= argmaxj q(j|x), q˜LS defines a different
semantic class from q.
3 ProSelfLC: Progressive and Adaptive Label Correction Endorsed by
Long Learning Time and Low Entropy
3.1 Beyond semantic class: the supervision information defined by a label distribution
Definition 1 (Semantic Class). Given a target label distribution q˜(x) ∈ RC , the semantic class is
defined by argmaxj q˜(j|x), i.e., the class whose probability is the largest.
In LS, the target is q˜LS = (1 − )q + u. For any 0 ≤  < 1, the semantic class is not changed,
because 1− +  ∗ 1C >  ∗ 1C . CP does not change the semantic class neither.
Definition 2 (Similarity Structure). As shown in Figure 1, in CCE, LS and CP, a data point has an
identical probability belonging to other classes except the semantic class. Instead, in soft versions of
LC, a target label distribution captures the probability difference of an example being predicted to
every class. We define it to be the similarity structure of one example belonging to different classes.
In the literature and popular practice, i.e., CCE, LS and CP, we only consider the semantic class,
without considering the similarity structure. The reason is simply because it is quite difficult to
annotate the similarity structure of every data point, especially when the number of classes is large.
However, recent progress demonstrates there are some effective approaches to define similarity
structure of data points without human annotation: (1) In KD, a teacher model, e.g., a pre-trained
model or a mixture of experts, can provide a student model information about the similarity structure
of training data points [4, 37]; (2) In SelfLC, e.g., Boot-soft, a model helps the training of itself by
exploiting the knowledge it has learned so far. SelfLC usually performs like EM-like algorithm, and
embraces the principle of entropy regularisation [10, 11, 3].
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3.2 ProSelfLC endorsed by long learning time and low entropy
We have introduced the drawbacks of existing LC methods, and the attractive properties of ProSelfLC
in Section 1.3. Now we present its mathematical format, and analyse how it bootstraps itself better in
an end-to-end trainable manner:
q˜ProSelfLC = (1−ProSelfLC)q+ ProSelfLCp, ProSelfLC = t(cur_iter)× e(p(x))
t(cur_iter) = h(
cur_iter
max_iter
− 0.5), e(p(x)) = 1− H(p)
H(u)
.
(10)
h(x) = exp(x)1+exp(x) is a logistic function. ProSelfLC is determined by t(cur_iter) and e(p(x)) together.
When the learning time is longer, t(cur_iter) gives a higher score. When a prediction p(x) is highly
confident, H(p) is smaller, e(p(x)) will be larger consequently. Note that theoretically, ProSelfLC
becomes robust against long time (many times) being exposed to the training data as well. We
illustrate ProSelfLC in Figure 2 and summarise its key ideas as follows:
Provide the similarity structure for every data point. When ProSelfLC ≤ 0.5, the semantic class
is still defined by q and unchanged: argmaxj q˜ProSelfLC(j|x) = argmaxj q(j|x). In this case,
ProSelfLC functions similarly as self knowledge distillation. Given an example, although its semantic
class is unchanged, we obtain meaningful information about its relative probability being different
classes from its predicted label distribution by our target model itself.
Revise the semantic class of an example when the learning time is long and its prediction is
confidently inconsistent. If those two conditions are met, i.e., a long learning time and a confident
prediction, we have  > 0.5 and argmaxj p(j|x) 6= argmaxj q(j|x), then the semantic class in
q˜ProSelfLC is changed to be determined by p. Consequently and interestingly, we can not only obtain
the similarity structure of an example, but also correct its semantic class.
Figure 2: ProSelfLC for target revising. ProSelfLC is heuristically designed and the target revising
coefficient is determined by learning time and its own confidence (entropy). Principally, its effective-
ness is supported by widely accepted expertise: (1) Deep neural networks learn simple meaningful
patterns before fitting noisy patterns [7, 9, 8]; (2) Entropy regularisation principle [10, 11, 3].
4 Experiments
4.1 Synthetic experiments on the CIFAR-100 with symmetric and asymmetric label noise
CIFAR-100 has 100 classes [40]. There are 500 images per class in the training set and 100 images
per class in the testing set. It contains 20 coarse classes and each coarse classes contains 5 fine ones.
The image size is 32× 32.
Label noise generation. (1) Symmetric label noise: the original label of an image is uniformly
corrupted to one of the other classes with a probability of r; (2) Asymmetric label noise: we follow
[41] to generate asymmetric label noise to fairly compare with their reported results. Within each
coarse class, we randomly select two fine classes A and B. Then we flip r × 100% labels of A to B,
and r × 100% labels of B to A. We remark the overall label noise rate is much smaller than r.
Baselines. (1) The results reported most recently in SL [41] and D2L [42]. (2) Forward and
Backward denote two variants of a loss correction approach which exploits the label noise distribution
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information defined by a noise-transition matrix [28]; (3) D2L monitors the subspace dimensionality
change during training [42]; (4) GCE denotes generalised cross entropy [43], while SL is symmetric
cross entropy [41]. They address label noise from the perspective of robust losses. (5) DM is a
novel example weighting approach which is demonstrated to outperform prior example weighting
algorithms [8]. Most interestingly, it is a pure and derivative-based example weighting method [8].
Implementation details. We apply simple standard data augmentation [44], i.e., we pad 4 pixels
on every side of the image, and then randomly crop it with a size of 32 × 32. Finally, this crop is
horizontally flipped with a probability of 0.5. For optimisation, we choose SGD with its settings as:
(1) a start learning rate of 0.1; (2) a momentum of 0.9; (3) a weight decay of 0.0005; (4) the batch
size is 256 and number of training iterations is 30k. We divide the learning rate by 10 at 15k and 22k
iterations, respectively. We remark that in all experiments, the setting is fixed so that we can fairly
compare CCE, LS, CP, LC, and our proposed ProSelfLC.
Result analysis. We do not select the best model according to the validation performance. Instead,
we directly report the final results of all methods when the training terminates. This is important in
that we test the robustness of a model against not only label noise, but also a long time being exposed
to the training data. The results on symmetric and asymmetric label noise are displayed in Tables
2, and 3, respectively. We observe that: (1) On symmetric label noise, ours is the state-of-the-art
except DM; (2) On asymmetric label noise, our ProSelfLC is the best over all baselines; (3) Our re-
implementations of LS, CP, LC are quite competitive compared with the previous reported baselines.
Overall, the naive LC is worse than LS and CP. However, our proposed advanced variant, ProSelfLC,
outperforms them a lot.
Table 2: Accuracy (%) on CIFAR-100 clean test set#. The training labels are corrupted symmetrically
(uniformly), which is identical to semi-supervised learning. The backbone is ResNet-44, so that we
only benchmark prior results using ResNet-44. Both SL and D2L use ResNet-44. However, results
are different due to different optimisation details. The best results on each block and ours are bolded.
DM is a recently proposed derivative-based example weighting framework [8].
Method CleanLabels
Symmetric Noisy Labels
r=0.2 r=0.4 r=0.6
Results
From
SL [8]
CCE 64.3 59.3 50.8 25.4
LS 63.7 58.8 50.1 24.7
Boot-hard 63.3 57.9 48.2 12.3
Forward 64.0 59.8 53.1 24.7
D2L 64.6 59.2 52.0 35.3
GCE 64.4 59.1 53.3 36.2
SL 66.8 60.0 53.7 41.5
Results
From
D2L [42]
CCE 68.2 52.9 42.9 30.1
Boot-hard 68.3 58.5 44.4 36.7
Boot-soft 67.9 57.3 41.9 32.3
Forward 68.5 60.3 51.3 41.2
Backward 68.5 58.7 45.4 34.5
D2L 68.6 62.2 52.0 42.3
Our
Trained
Results
CCE 69.0 58.0 50.1 37.9
LS 69.9 63.8 57.2 46.5
CP 69.5 64.0 56.8 44.1
LC∗ 69.1 63.2 59.0 44.8
DM [8] 70.1 65.7 61.0 52.9
ProSelfLC 70.1 64.9 59.3 47.5
#: A test set has to be clean, otherwise we cannot evaluate whether a model’s predictions are correct or not.∗: LC can be regarded as the re-implementation of Boot-soft [3], or Joint Optim. [6] without using alternating
optimisation (EM-like algorithm). We highlight that this naive LC is highly competitive compared with the
recently reported results [42, 41], which indicates it was not trained properly in the prior work.
4.2 Experiments on the real-world dataset: Clothing 1M
Dataset. Clothing 1M [29] has around 38.46% semantic noise. The noise type is agnostic. It contains
14 classes from online shopping websites. We also train only on the noisy training data.
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Table 3: Accuracy (%) on CIFAR-100 clean test set when the training labels are corrupted non-
uniformly, i.e., the labels are flipped to one of its similar classes. All compared methods use
ResNet-44. The best results on each block are bolded.
Method Asymmetric Noisy Labels
r=0.2 r=0.3 r=0.4
Results From
SL [8]
CCE 63.0 63.1 61.9
LS 63.0 62.3 61.6
Boot-hard 63.4 63.2 62.1
Forward 64.1 64.0 60.9
D2L 62.4 63.2 61.4
GCE 63.0 63.2 61.7
SL 65.6 65.1 63.1
Our Trained
Results
CCE 66.6 63.4 59.5
LS 67.9 66.4 65.0
CP 67.7 66.0 64.4
LC 66.9 65.3 61.0
DM [8] 67.5 65.8 63.3
ProSelfLC 68.6 67.9 67.4
Table 4: Accuracy (%) on Clothing1M. The leftmost block’s results are from SL [41] while the
middle block’s are from Masking [27]. Additionally, the result reported in [46] is 71.0%. Our trained
results are in the rightmost.
CCE Boot-hard Forward D2L GCE SL
S-
adaptation Masking
Joint-
soft
Our Trained Results
CCE LS CP LC DM ProSelfLC
68.8 68.9 69.8 69.5 69.8 71.0 70.3 71.1 72.2 71.8 72.6 72.4 72.3 73.3 73.3
Baselines. To estimate the noise-transition matrix, S-adaption [23] uses a softmax layer, while
Masking [27] exploits human cognition. All other baselines have already been introduced.
Implementation details. For a fair comparison, we follow [6] to train ResNet-50 [44]. The network
is initialised by a trained model on ImageNet [45]. For optimisation, we use the SGD with a start
learning rate of 0.01. We use the polynomial learning rate decay with a power of 2. Without using the
information from earlier mini-batches, we set the momentum to be 0. We also set the weight decay to
be 0. The batch size is 84, and we report the final result when the training terminates at 20k iterations
for all methods. Our data augmentation is standard: an original image is warped to 256 × 256,
followed by a random crop of 224× 224. This crop is horizontally flipped with a probability of 0.5.
Result analysis. We show the results in Table 4. We do not re-implement other methods, since that is
beyond the focus of this work. Instead, we report our trained CCE, LS, CP, LC, DM and ProSelfLC
for a complete fair comparison. Although this dataset is not very sensitive to different methods, we
still observe that the performance of ProSelfLC is the best, except DM.
5 Conclusion
In this work, we study on a different angle towards robust deep learning under label noise. This
challenge is directly related to semi-supervised learning. The angle–target revising–is not brand new,
however, we are the first to demonstrate its effectiveness, and emphasise its simplicity and superiority.
Concretely, we have made three main contributions. Firstly, we provide a comprehensive mathemati-
cal study on popular target modification techniques, from Pseudo-Label [1] of the 2013 year to recent
widely applied label smoothing and softer targets in knowledge distillation [37], etc. By studying
them together, we uncover their relationships and drawbacks in practice. Secondly, we propose
ProSelfLC, which has many practically attractive properties, e.g., it is end-to-end trainable, and does
not require auxiliary annotations and learners. It totally bootstraps itself according to its learning time
and its own confidence. Thirdly, in our empirical studies, our implementation of existing methods
provides much better benchmarks for them, making them even better than the state-of-the-art. Despite
that, our proposal, ProSelfLC, shows significantly better performance.
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