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Abstract
In this study, hindcast skill for near-surface air temperature (TAS), sea surface temperature (SST), sea
ice concentration, and sea ice area is assessed for the Arctic region using decadal simulations with the
MiKlip decadal prototype prediction system. The prototype MiKlip system is based on the low-resolution
version of the MPI-ESM model. In the simulations, a full field initialization of atmospheric and oceanic
variables was used, but sea ice was not initialized. The hypothesis is that the increase in hindcast skill
due to initialization found for TAS and SST in the North Atlantic in the prototype system compared to the
historical simulations leads to enhanced skill also in the Arctic. However, the skill enhancement compared
to the uninitialized experiments in the Arctic is generally weak. The hindcast skill only increases for SST
and sea ice concentration along the east coast of Greenland and in the Fram Strait in lead years 2–5.
Initialization additionally improves the skill in regionally integrated sea ice area (detrended) in the Greenland
Sea, but only in lead year 1 and only in winter, and not in other Arctic regions. In order to assess whether
additional initialization of sea ice concentration improves skill, we also analyse hindcasts and historical
simulations performed with the MiKlip preoperational system that is based on the high-resolution version
of the MPI-ESM. These simulations have nonetheless a negative bias in sea ice area in late summer of 1 to
3 million km2. Noting that this is a much smaller ensemble than for the prototype system, the hindcast skill in
North Atlantic TAS and SSTs is significantly reduced and not present when evaluated against ERA-Interim
instead of HadCRUT4 data. Accordingly, in the Arctic, no additional skill compared to the prototype hindcasts
is found. Our results underline the importance to assess the robustness of skill with different observational
datasets and metrics. For future MiKlip simulations, we recommend to additionally initialize sea ice thickness
or age, and to initialize the simulations in a different month to potentially enhance sea ice skill in the Arctic.
Keywords: Arctic, sea ice, decadal simulations, near term climate prediction, hindcast skill, climate change,
ESMValTool, MiKlip
1 Introduction
Arctic sea ice is an important component of the climate
system as it modulates the exchange of heat, moisture
and momentum between ocean and atmosphere (Steele
and Dickinson, 2016). Melting and freezing of Arctic
sea ice also influences freshwater and salt fluxes into
the ocean, thereby affecting the ocean circulation and
thus climate (Komuro and Hasumi, 2003). In the last
few decades, Arctic temperatures have increased at a
rate that is twice as high as the global average (Bel-
lucci et al., 2015), and a strong decline in Arctic sum-
mer sea ice extent has been observed over the same time
period (Stroeve et al., 2012b). Climate models suggest
a further retreat of the sea ice throughout the 21st cen-
tury, with a potential for abrupt loss of Arctic sea ice
(Holland, 2010). The loss of Arctic sea ice has sev-
eral direct adverse impacts on the Arctic indigenous peo-
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ple and wildlife, and may also affect stakeholders on a
larger scale, for example by an opening of Arctic ship-
ping routes due to the sea ice decline (Paxian et al.,
2010; Eyring et al., 2010; Melia et al., 2016) and by
changing the atmospheric circulation and weather pat-
terns (e.g., Cohen et al., 2014; Handorf et al., 2015).
Current state-of-the-art global climate models, such
as those participating in the Fifth Phase of the Coupled
Model Intercomparison Project (CMIP5, Taylor et al.,
2012), include detailed representations of sea ice and
their performance show substantial improvements with
respect to previous generations of models (Flato et al.,
2013; Notz et al., 2013; Stroeve et al., 2012a). Nev-
ertheless, the reliability of climate predictions on time
scales relevant to society and policymakers (years to a
decade) still needs to be further assessed and improved.
On these time scales, the natural internal variability
of the climate system plays an important role. In the
field of decadal climate predictions, which typically fo-
cus on a time range of up to 10 years, the goal is to
better capture the effects of internal variability of the
climate system by initializing the models with obser-
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vations of slowly-varying components of the Earth sys-
tem such as ocean variables (Meehl et al., 2009; Smith
et al., 2010). Numerous studies found that the initializa-
tion of climate models can improve the predictability
of near-surface air temperature in certain regions (e.g.,
Pohlmann et al., 2009; Doblas-Reyes et al., 2013;
Goddard et al., 2013; Jia and Delsole, 2013; Meehl
and Goddard, 2013; Müller et al., 2004). Such im-
proved prediction skill stems from a more realistic sim-
ulation of the natural variability, since the atmospheric
and oceanic initialization allows the model experiments
to start from the correct phase of relevant modes of nat-
ural variability (Müller et al., 2012).
Previous studies found that, on seasonal timescales,
the prediction skill of sea ice improves by initializing
the model with sea ice observations. For example, Day
et al. (2014a) found that the inclusion of sea ice thick-
ness in the model initialization process can significantly
increase the predictability of Arctic sea ice concentra-
tion and extent and reduces forecast errors in Arctic
near-surface air temperatures. The sea ice prediction
skill hereby depends on the season. Germe et al. (2014)
showed that winter Arctic sea ice in initialized simula-
tions is potentially predictable for up to several years,
but for summer the potential predictability does not ex-
ceed 2 years. A potential predictability of Arctic sea ice
volume and extent of up to 3 years was also reported
by Tietsche et al. (2014) in a set of four global cli-
mate models. Yeager et al. (2015) analysed the predic-
tion skill of decadal trends in Arctic sea ice extent and
showed that initialization improves Arctic winter skill
in predicting the trend in sea ice extent, especially in the
Atlantic.
The present study examines the skill of retrospec-
tive decadal climate predictions (“hindcasts”) of Arctic
sea ice. We investigate whether initializing decadal hind-
casts leads to more skilful predictions in comparison to
uninitialized (“historical”) simulations. Here, we quan-
titatively assess the sea ice hindcast skill from decadal
and historical climate simulations performed with the
Max Planck Institute Earth System Model (MPI-ESM,
Stevens et al., 2013; Giorgetta et al., 2013) as part
of the German Federal Ministry of Education (BMBF)
project MiKlip (“Mittelfristige Klimaprognosen”, mid-
term climate predictions) (Marotzke et al., 2016). We
apply a verification system for decadal hindcasts that we
implemented into the Earth System Model Evaluation
Tool (ESMValTool) (Eyring et al., 2016). Additionally,
we assess the skill of the model in reproducing obser-
vations of two additional variables that are closely con-
nected with sea ice: sea surface temperature, as a proxy
for the oceanic influence, and near-surface air tempera-
ture for the atmospheric component.
The paper is structured as follows: Section 2 de-
scribes the observations, model experiments and meth-
ods used for the assessment of the hindcast skill. In Sec-
tion 3, the results for hindcast skill in TAS, SST and sea
ice are presented. The study concludes with a summary
and discussion in Section 4.
2 Model experiments and methods
2.1 Model simulations
MPI-ESM is a coupled Earth system model with an
atmospheric, an oceanic, a land biogeochemistry and
a marine biogeochemistry component, contributing to
CMIP5. We analyse simulations from MPI-ESM in
its low-resolution configuration (MPI-ESM-LR) with
the atmospheric component ECHAM6 (Stevens et al.,
2013) resolved horizontally at 1.9°×1.9° and vertically
with 47 levels up to 0.01 hPa (T63L47). The ocean
component is the Max Planck Institute Ocean Model
(MPIOM) (Jungclaus et al., 2013) configured with a
bipolar orthogonal curvilinear C-grid (Marsland et al.,
2003) with one pole over South Greenland and another
one over Antarctica, a nominal resolution of 1.5°, and
40 vertical levels. Coupled to the MPIOM is a dynamic
and thermodynamic sea-ice model based on Hibler
(1979).
The MPI-ESM-LR forms the basis of the MiKlip
decadal prototype prediction system (hereafter MPI-
ESM-LR prot) (Marotzke et al., 2016; Kröger et al.,
in review). The MPI-ESM prot simulations consist of
30 decadal ensemble members: 15 are initialized with
observationally-based data from the ocean reanalysis
system 4 (ORAS4) (Balmaseda et al., 2013) and 15
with reanalysis data from the German contribution to
Estimating the Circulation and Climate of the Ocean
(GECCO2) (Köhl, 2015). In both cases, atmospheric
and oceanic components are initialized applying the full-
field initialization technique. First, the reanalyses are
nudged into the coupled model to perform a so-called as-
similation run. For the atmosphere, vorticity, divergence,
temperature and sea level pressure from the ERA40 (Up-
pala et al., 2005) and ERA-Interim reanalyses (Dee
et al., 2011), and for the ocean, 3-dimensional temper-
ature and salinity fields are nudged in the assimilation
run. No sea ice variables are nudged. Then, the retro-
spective decadal forecasts (the so-called “hindcasts”) are
started from the assimilation runs and freely integrated
ten years into the future. The model is initialized with
data from the assimilation run on January 1st each year
between 1960 and 2013. This results in a set of 54 hind-
cast experiments, each simulating a different ten-year
period and consisting of 30 ensemble members. Each
ensemble member is initialized with slightly different
initial conditions applying a 1-day lagged initialization.
In addition, an ensemble of ten uninitialized, long-
term “historical” climate simulations have been per-
formed with MPI-ESM-LR following the CMIP5 ex-
periment protocol (Taylor et al., 2012). In our study,
the output of the historical simulations is compared to
the results from the initialized decadal hindcasts to as-
sess whether the initialization improves hindcast skill.
The historical simulations cover the period 1850–2005
driven with prescribed natural and anthropogenic forc-
ings (Giorgetta et al., 2013). For this study, each of
the ten ensemble members of the historical simulations
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Table 1: Overview of MPI-ESM simulations analysed in this study (EM: ensemble members).
Model run Time period #EM Comment
MPI-ESM-LR prot decadal
hindcasts
10 years after initialization
(1961–2023)
15 + 15 Decadal hindcasts initialized with GECCO2/ORAS4
reanalyses data with 15 ensemble members each; sea ice not
initialized
MPI-ESM-LR historical
simulations
1850–2005 10 Uninitialized historical simulations with MPI-ESM-LR
(CMIP5)
MPI-ESM-LR
RCP4.5 simulations
2006–2100 10 RCP 4.5 simulations with MPI-ESM-LR (CMIP5), used to
extend MPI-ESM-LR historical runs until 2013
MPI-ESM-HR preop decadal
hindcasts
10 years after initialization
(1961–2023)
5 Decadal hindcasts in which SIC was additionally initialized
MPI-ESM-HR historical
simulations
1850–2005 5 Uninitialized historical simulations with high-resolution
configuration MPI-ESM-HR
MPI-ESM-HR
RCP4.5 simulations
2006–2100 5 RCP 4.5 simulations with high-resolution configuration
MPI-ESM-HR, used to extend MPI-ESM-HR historical runs
until 2013
has been extended until 2013 with the corresponding en-
semble member of the projection under the Representa-
tive Concentration Pathway (RCP) 4.5 (Thomson et al.,
2011).
In addition, we analyse historical simulations and
decadal hindcasts that were recently performed within
MiKlip Phase 2 with the preoperational system based on
the high-resolution model configuration (MPI-ESM-HR
preop). In this setup, sea ice concentrations were also
initialized in addition to atmospheric and oceanic vari-
ables in the decadal hindcasts, while sea ice thick-
ness was not initialized. Compared to MPI-ESM-LR,
the spatial and vertical resolution of the atmosphere is
doubled (T127L95), and the nominal resolution of the
ocean grid is improved from 1.9° to 0.4° (TP04/L40).
All decadal hindcasts as well as the historical simula-
tions with MPI-ESM-HR consist of 5 ensemble mem-
bers each. All MPI-ESM-HR historical simulations and
hindcasts cover the same time period as the ones with
MPI-ESM-LR and were also extended to 2013 with their
corresponding RCP 4.5 simulations. All model simula-
tions are summarized in Table 1.
2.2 Observations and reanalysis data
As reference datasets in the calculations of the model
prediction skill, we use different observations or re-
analyses that are described in this section for each as-
sessed variable.
For the evaluation of TAS, we use the European Cen-
tre for Medium-Range Weather Forecast Re-Analysis
Interim (ERA-Interim) data (Dee et al., 2011) from 1979
to 2013. We also use HadCRUT4 (Morice et al., 2012)
data which cover the time period 1850–2012 and are de-
rived from over 4800 stations (for recent years) for land
regions all over the globe (Jones et al., 2012), and for
the ocean from merchant and naval vessels as well as
fixed and drifting buoys (Kennedy et al., 2011).
The SST observations are taken from the Hadley
Centre Sea Ice and Sea Surface Temperature data set
(HadISST) (Rayner et al., 2003), which is a global
reanalysis product using the Met Office Marine Data
Bank (MDB) and, from 1982, also the Global Telecom-
munications System (GTS).
Available observations of sea ice concentration (SIC),
i.e. the area fraction of sea ice cover within each grid
cell, are not very reliable before 1978 when satel-
lite products became available. We therefore base the
SIC analysis on satellite retrievals from the National
Snow and Ice Data Center (NSIDC) (Walsh et al.,
2015). These observations cover the period from 1978
to present. The satellite data are processed by two
different retrieval algorithms: the Bootstrap (NSIDC-
BT) (Comiso, 2000) and the NASA-Team (NSIDC-NT)
(Cavalieri et al., 1996) algorithm. The main difference
lies in the treatment of melt ponds that are nearly in-
distinguishable from open water in the satellite data.
Whereas in NSIDC-BT sea ice concentrations are syn-
thetically increased in summer to account for undetected
melt ponds, NSIDC-NT does not contain such a cor-
rection. Since NSIDC-BT could potentially introduce a
positive bias in melt-pond-free areas, we use both prod-
ucts as a reference in our sea ice evaluation (see also
Notz, 2014).
2.3 Methods
For the analysis of the model output, a system of quan-
titative evaluation diagnostics for decadal climate pre-
dictions has been developed and implemented into the
ESMValTool (Eyring et al., 2016). The evaluation sys-
tem is partly based on Goddard et al. (2013) and the
recommendations given by CLIVAR (2011), and is de-
scribed in this section.
We apply it here to assess the prediction skill of TAS,
SST, SIC and sea ice area (SIA). The latter is not readily
available and has been derived as the area integral of
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SIC over a certain region. Due to the strong seasonality
of sea ice, we analyse September and March means
separately. The former typically represents the Arctic
minimum ice conditions (summer), whereas the latter
serves as a proxy for the winter situation with maximum
sea ice area.
To assess the prediction skill of the four variables
we calculate the anomaly correlation coefficient (ACC,
also known as Pearson product-moment correlation co-
efficient) and the root-mean-square error (RMSE), using
monthly mean values of the model and a reference ob-
servational dataset. Wherever possible, we apply both
metrics to all variables, since the assessment of skill
can be dependent on the choice of the metric (Hawkins
et al., 2015).
In order to assess a possible reduction in RMSE
by initialization, we define the RMSE skill score as
a function of the ratio between the RMSE of decadal
hindcasts and the RMSE of historical simulations:
RMSEskill = 1 − RMSEdecadalRMSEhistorical (2.1)
Thus, positive (negative) values of this metric give the
fraction of improvement (degradation) of decadal hind-
casts over historical simulations. Grid cells for which
RMSEhistorical equals 0 have been excluded from the
analysis. It is important to note that differences between
hindcasts and historical simulations only stem from the
initialization since both external forcings and model
components are identical (Marotzke et al., 2016).
The data processing also includes the computation
of an ensemble average for each hindcast experiment
(30 members for prot; 5 for preop) and the historical
simulations (10 members for prot; 5 for preop). In the
following, ACC and RMSE are always calculated for en-
semble means. To apply the metrics to each grid cell,
modelled sea ice and SST are first interpolated from
their native irregular ocean grids to a regular 1°× 1° grid
using the distance-weighted regridding method from the
Climate Data Operators package (CDO, https://code.
mpimet.mpg.de/projects/cdo). Higher resolutions of the
target grid were tested but were found to have no impact
on the results. As recommended by CLIVAR (2011), a
cross-validated bias correction is applied to the decadal
ensemble means in order to remove the mean bias from
the data (e.g., Gangstø et al., 2013). Anomalies are cal-
culated from the historical simulations and observations
by subtracting their respective means over the analysed
time periods.
In order to estimate the dependence of hindcast skill
on the forecast time, we select different time samples
from each hindcast, the so-called lead years. Following
previous studies (e.g., Goddard et al., 2013; Müller
et al., 2012; Kim et al., 2012), we analyse a set of three
lead years: year 1, years 2–5 and years 6–9. For this we
construct one climatology for each set of lead years from
the decadal hindcasts. Lead-year-1 climatology consists
of the first year of each hindcast experiment, whereas the
climatology for lead years 2–5 consists of the average
over the years 2 to 5 from each hindcast experiment. For
the historical simulations and the observationally-based
reference datasets, the lead-year climatologies are con-
structed by taking the same years as the ones used for
calculating the hindcast climatologies from their respec-
tive time series. In most of the aforementioned studies,
the lead-year climatologies were constructed by sam-
pling over slightly different time periods depending on
the selected lead time. This could cause a bias in the
assessed prediction skill in particular for variables such
as, for instance, sea ice extent, which have a large year-
to-year variability: one lead-year climatology could in-
clude an exceptional year with a large peak or valley
that is well predicted, but which a different climatol-
ogy does not include. This would artificially increase the
ACC skill of the former climatology. Thus, it is partic-
ularly important to sample the same period for all lead
years. We therefore calculate the lead-year climatologies
in a way that they all cover the same time period (i.e.,
1979–2013). A drawback of this approach is that the cli-
matologies are shorter and only include a subset of the
decadal hindcasts for certain lead years.
The statistical significance of the ACC differences is
assessed by applying a two-sided t-test with a Fisher r-
to-z transformation. For the differences in RMSE skill
scores, we use a non-parametric block-bootstrap algo-
rithm (Wilks, 2011; Goddard et al., 2013; Eade et al.,
2014) to resample the original data: we randomly draw
with replacement n hindcasts from the pool of the
ensemble-averaged hindcasts, with n being the original
experiment size. This resampled set of hindcast exper-
iments is very likely different from the original one as
some of the hindcast experiments may be included mul-
tiple times. To account for temporal auto-correlation, the
resampling is done for blocks of five consecutive hind-
cast experiments. The RMSE skill scores are then calcu-
lated for this newly generated sample including all pro-
cessing steps. We test against the null hypothesis that
RMSEskill = 0, i.e. RMSEdecadal = RMSEhistorical at the
95 % confidence level. Statistically, 5 % of the grid cells
contain false positives, which is why we only discuss
clusters of multiple grid cells having significant skill of
the same sign. Nevertheless, the result of a statistical test
has to be supported by physical reasoning and shall not
be the only criterion to distinguish a signal from noise.
3 Results
In the following, we first analyse the TAS hindcast skill
for the North Atlantic, and discuss the role of different
reference datasets (Section 3.1). We then compare time
series of September SIA from decadal hindcasts, histor-
ical simulations and observations for different lead-year
climatologies in the Arctic to identify possible biases
and drifts (Section 3.2). Finally, we assess additional
hindcast skill of temperature and sea ice in the Arctic
compared to the uninitialized experiments with different
metrics in different regions in Section 3.3.
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Figure 1: Ensemble-mean hindcast skill (ACC) of annual mean near-surface air temperature (TAS) averaged over the lead years 2–5 for
MPI-ESM-LR prot decadal hindcasts (a, d) and with the anomaly correlation of MPI-ESM-LR historical simulations subtracted (b, e).
Panels c and f are the same as b and e, but for MPI-ESM-HR preop simulations. The ACC is calculated with HadCRUT4 observations
(1962–2012; left column, a–c) and ERA-Interim reanalyses (1979–2013; right column, d–f). All values shown are statistically significant at
the 95 % confidence level according to a t-test for correlation coefficients. Grid cells with a dark grey colour denote missing values in the
observations.
3.1 Hindcast skill for near-surface air
temperature in the North Atlantic
The ACC of TAS from decadal hindcasts and historical
simulations for the lead years 2–5 is shown in Fig. 1.
Similarly to Marotzke et al. (2016), we calculate the
ACC for the MPI-ESM-LR prot system against Had-
CRUT4 data and confirm the significant skill improve-
ment due to initialization in the North Atlantic Ocean
(Fig. 1b). This forms our hypothesis for possibly im-
proved skill in the Arctic (Section 3.3). In addition, we
also show the results for the MPI-ESM-HR preop sys-
tem. Since HadCRUT4 data have gaps in the Arctic we
compare both model systems additionally with ERA-
Interim data (right column of Fig. 1).
The ACC skill in the North Atlantic can be im-
proved via initialization (Fig. 1b, e). Here, the ocean
initialization improves prediction skill by increasing lo-
cal SST skill due to the deep mixed layer in this region
(Marotzke et al., 2016). In a predecessor version of
the MPI-ESM-LR decadal prediction system, Müller
et al. (2016) found significant skill improvements in the
representation of the Atlantic Meridional Overturning
Circulation (AMOC) in historical simulations of up to
lead year 5, which may be the reason for enhanced TAS
skill in the North Atlantic. This improvement is robust
against the choice of reference dataset (compare panels
b and e in Fig. 1).
A deviation from the results of Marotzke et al.
(2016) is found in the significance of the ACC differ-
ences. The two-sided t-test for the correlation coeffi-
cients with a Fisher r-to-z transformation applied here
gives distinctively fewer statistically significant values
than in Marotzke et al. (2016), who used a bootstrap
algorithm, despite the same confidence level of 95 %
(compare their Fig. 1f to our Fig. 1b). Our test does
not give statistical confidence to the increased hindcast
skill south of South America shown in Figure 1f of
Marotzke et al. (2016) and shows slightly different val-
ues also in the North Atlantic.
In the MPI-ESM-HR preop hindcasts (Fig. 1c, f), on
the contrary, we find no significant improvement in the
hindcast skill in the North Atlantic due to initialization,
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Figure 2: Time series of September mean Arctic sea ice area (SIA) from 1979 to 2013 from NSIDC-NT and NSIDC-BT observations, and
the respective ensemble means of the following model simulations: MPI-ESM-LR historical simulations and prot decadal hindcasts, and
MPI-ESM-HR historical simulations and preop decadal hindcasts. The shaded areas denote the respective ensemble’s inter-model standard
deviation. The pole hole due to incomplete coverage in the observations has been consistently filled with SIC = 1. (a) lead year 1, (b) lead
years 2–5 and (c) lead years 6–9. SIA time series are calculated based on the respective native grids of models and observations.
independent of the reference dataset used (HadCRUT4,
ERA-Interim). A possible reason for that could be the
small ensemble size (5 ensemble members instead of
30 members in MPI-ESM-LR prot) not covering a large
enough spread of different initial conditions. For exam-
ple, Sienz et al. (2015) recommended at least 10 en-
semble members (and even more in regions with a low
signal-to-noise ratio), since initial conditions are never
known exactly.
3.2 Time series of pan-Arctic sea ice area
Before assessing hindcast skill in the decadal simula-
tions, we first look at the models’ climatologies and
trends to identify possible biases and drifts. Fig. 2 shows
the evolution of pan-Arctic (60°–90° N) SIA between
1979 and 2013 calculated from the two observational
NSIDC datasets and simulated by different MPI-ESM
runs for different lead years. There is a relatively con-
stant offset between the two NSIDC observations of
roughly 1 million km2 that results from differences
in the retrieval algorithm (see Section 2.2). The his-
torical simulations show a smaller bias compared to
NSIDC-NT than to NSIDC-BT. This is consistent with
results from earlier model versions (Notz et al., 2013).
In agreement with both observational datasets, the en-
semble means of all MPI-ESM-LR and MPI-ESM-HR
simulations show a decline in Arctic summer SIA over
this time period, but they underestimate sea ice decline
after 2006.
The MPI-ESM-LR prot hindcasts show a strong drift
in modelled SIA during the ten-year hindcast period:
the simulated SIA is closest to NSIDC-NT observations
in lead year 1 (Fig. 2a) and increases during the hind-
cast time (Fig. 2b) reaching a state that is closest to
NSIDC-BT in lead years 6–9 (Fig. 2c). It hereby in-
creasingly deviates from the historical simulations (blue
solid line in Fig. 2), with a maximum offset between
the two of around 1 million km2 in lead years 6–9.
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This drift could be caused by the so-called initialization
shock: the model that has been nudged to observations
returns to its biased equilibrium state immediately after
the initialization process when the simulation starts to
run freely. Since the assimilation runs are not performed
with a coupled model, and since sea ice is not initialized,
the initialization shock could be partly due to inconsis-
tencies in the initial conditions. It can cause the model
simulation to overshoot its preferred climatology, result-
ing in a larger error than that of the biased equilibrium
(Meehl and Goddard, 2013). A similar drift has been
found in the North Atlantic with the full-field initializa-
tion perturbing the overturning circulation, heat trans-
port and associated SST and sea surface salinity in the
region of the sub-polar gyre (Kröger et al., 2017). For
the analysis presented here, the drift over the hindcast
period has been corrected by applying a lead-time de-
pendent cross-validated bias correction (CLIVAR, 2011)
in the ESMValTool, as mentioned in Section 2.3.
In contrast, the MPI-ESM-HR preop hindcasts (red
dashed line in Fig. 2) show no drift and remain rel-
atively close to the uninitialized historical simulations
(blue dashed line). However, both MPI-ESM-HR hind-
casts and historical simulations show a strong nega-
tive bias of initially roughly 2 million km2 compared
to NSIDC-NT and 3 million km2 to NSIDC-BT. This
bias affects all lead years and strongly decreases with
time to less than 1 million km2 compared to NSIDC-
BT at the end of the assessed time period, indicating a
smaller trend than in the observations. It is related to a
misrepresentation of the seasonal cycle, as the bias is
only present in late summer and fall (i.e., during mini-
mum sea ice conditions), but not in winter (not shown).
Such bias might stem from too thin ice in the assimila-
tion run possibly caused by the applied anomaly nudg-
ing, as full-field nudging used with an older model ver-
sion resulted in too thick sea ice and a positive bias in
sea ice area in summer (Felix Bunzel, personal com-
munication, May 24th, 2017).
The analysis shown in Fig. 2 was repeated using sea
ice extent instead of SIA (not shown), but the main
findings discussed in this section are not sensitive to
whether SIE or SIA is used for the analysis.
3.3 Hindcast skill in the Arctic
The hypothesis for this study is that the enhanced hind-
cast skill in the North Atlantic in the MPI-ESM-LR
prot system due to initialization may provide enhanced
hindcast skill also in the Arctic for TAS, SST and
SIC, which is the focus in the remainder of this study.
Since MPI-ESM-HR preop does not show this improved
skill (see Fig. 1), from here on we show results from
the MPI-ESM-LR prot system only, although the entire
analysis has also been done for the MPI-ESM-HR preop
system to confirm the conclusions.
To investigate whether the skill improvement in
North Atlantic TAS predictions could result in an im-
proved skill in the Arctic, we repeat the analysis of Sec-
Figure 3: a–d: as Fig. 1, but for ACC of TAS and SST displayed in
polar-stereographic projections in the Arctic and calculated against
ERA-Interim and HadISST data, respectively. e–h: ACC difference
between MPI-ESM-LR decadal and historical simulations. White
grid cells denote values that are not statistically significant at the
95 % confidence level. Cells with dark grey colour represent missing
values that either stem from gaps in the observational data or from
constant SSTs due to ice coverage: in grid cells with sea ice, the
SSTs in the model are set to a constant value of −1.9 °C.
tion 3.1 for TAS and SST in this region (Fig. 3), fo-
cussing on the September and March means (Fig. 3a–d).
ACC for TAS evaluated against ERA-Interim data is
generally high (above 0.6) with the exception of the
Greenland Sea in March. In terms of improvement due
to initialization, however, there is little to no skill gain
(Fig. 3e–h). Solely along the east coast of Greenland
and in the Fram Strait there is a statistically significant
improvement of ACC skill in March for SST (Fig. 3d).
Note that the skill in SST of the uninitialized MPI-ESM
simulations is already high, i.e. any further improvement
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Figure 4: Arctic polar-stereographic contour maps of root mean square errors (RMSEs) between anomalies of the 30-member ensemble
mean of the MPI-ESM-LR prot and respective reference datasets over the time period 1979–2013: ERA-Interim for TAS (a, d), HadISST
for SST (b, e), NSIDC-NT for SIC (c, f). Panels a–c and d–f depict September and March means, respectively. All data represent anomalies
with respect to their individual climatological mean and are sampled in 4-year running averages, similar to lead years 2–5. Cells with dark
grey colour represent missing values that either stem from gaps in the observational data or from constant SSTs due to ice coverage: in grid
cells with sea ice, the SSTs in the model are set to a constant value of −1.9 °C.
due to initialization can be expected to be rather small.
We indeed find the largest improvement in a region
where the ACC skill of the decadal hindcasts is not as
high as in other regions (compare Fig. 3d to 3h), mean-
ing that largest improvements occur in places where the
historical simulations have particularly low skill.
ACC cannot be used to assess the model’s hindcast
skill in predicting SIC in a meaningful way, since SIC
is not normally distributed (Kowalski, 1972), but rather
follows a bimodal distribution, peaking at 0 % (no ice)
and 100 % (fully ice-covered). Since the relative tempo-
ral standard deviation of SIC can be very small (for ex-
ample, in areas with nearly complete ice coverage such
as the Central Arctic Ocean), even small errors in the
modelled time series can lead to very low ACC values.
This results in an unrealistic assessment of the model’s
performance in reproducing the observed sea ice time
series. The RMSE is not affected by this problem and
thus provides a more robust estimate of model quality in
predicting SIC and has been widely used in several sea
ice evaluation studies (e.g., Ahn et al., 2014; Day et al.,
2014a; Yang et al., 2017).
We therefore use RMSE as a metric and calculate it
for TAS, SST, and SIC. This is depicted in Fig. 4 for
the MPI-ESM-LR prot hindcasts compared to the cor-
responding reference datasets. Note that all data repre-
sent anomalies to their respective climatological mean,
with the hindcasts being lead month-wise bias corrected
(see Section 2.3). This way, the RMSE is not affected
by a constant offset between simulation and reference or
a lead-time dependent drift (as seen in Fig. 2). For TAS,
RMSEs are generally higher in March than in September
(compare Fig. 4a to d). Especially in the northern part of
the Greenland Sea and in the Kara and Barents Seas in
the decadal hindcasts, we find RMSE values in March
of up to 3 K compared to values smaller than 1.5 K in
September. For both, SST and SIC, highest RMSE val-
ues are calculated for the East-Siberian and Beaufort
Seas in September of 1.5 K (SST) and up to 0.3 (SIC),
and for the Atlantic in March.
The change in model skill via initialization is shown
in Fig. 5 for the three variables TAS, SST, and SIC,
following Eq. (2.1). In September, there is a positive
RMSE skill score of up to 0.5 (meaning the RMSE was
halved) in the North Atlantic in TAS and SST (Figs. 5a
and b), which is the same region for which an increase in
TAS ACC skill is found (Fig. 1). A propagation of this
RMSE improvement further northward into the Arctic
Ocean is, however, not visible and in general not much
improvement is found.
Hindcasts of the Arctic winter SSTs (Fig. 5e) show
a statistically significant positive RMSE skill along the
east coast of Greenland and in Fram Strait, due to the
initialization of ocean temperature and salinity fields.
This signal propagates into the decadal winter sea ice
predictions decreasing RMSEs of SIC in the same area
by about 30 % (Fig. 5f). Note that in the same area, the
RMSE of SIC decadal hindcasts (Fig. 4f) is relatively
high (around 0.16), which means that the absolute im-
provement via initialization in that region is also high.
The March SST and SIC improvement in RMSE skill
along the east coast of Greenland and in Fram Strait is
also seen in the ACC (Fig. 3h). This is the only region in
the Arctic in which we find statistically significant im-
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Figure 5: Same as Fig. 4, but for RMSE skill (2.1). Red (blue) colours indicate an improvement (degradation) of the model skill via
initialization. All values shown are statistically significant at the 95 % confidence level following a significance test including the bootstrap
algorithm (see Section 2.3).
provements by initialization that are robust against dif-
ferent metrics.
Especially in the marginal ice zone of the Atlantic,
the decadal hindcasts show deficits in SIC predictions
in terms of RMSE skill compared to historical simula-
tions and this in both, summer and winter. This agrees
with Tietsche et al. (2014), who found largest errors of
simulated sea ice concentration in the marginal ice zone
and of sea ice thickness along the coasts of the Arctic
Ocean in multiple models, including the MPI-ESM-LR.
They conclude that spatial patterns of sea ice quantities
are more difficult to predict than aggregated quantities
like sea ice extent and total sea ice volume. Accordingly,
Goessling et al. (2016) found a lower predictability for
the Arctic sea ice edge than for sea ice extent, especially
in September.
We further analyse the skill for SST and SIA for dif-
ferent Arctic regions. We only show those regions where
improvements of hindcast skill could be detected: the
Greenland and the Beaufort Seas. In order to investi-
gate the effect of trends on the skill scores, we assess
the ACC of detrended SST anomalies and detrended
SIA anomalies for the two regions and for individual
lead years (Fig. 6). In the Greenland Sea, we find an
improvement in skill by initialization in lead year 1 in
March for SIA. This corresponds to the RMSE reduc-
tion in SIC hindcasts seen in Fig. 5f and may be related
to the ACC skill improvement in March SSTs in Fram
Strait (Fig. 3 h). We do not find any other improvements
for the Greenland Sea in September, neither for SST,
nor for SIA. In the Beaufort Sea, September SST pre-
dictions are found to be improved via initialization only
in lead year 5. This suggests that the high skill seen in
Fig. 3b mainly stems from the model correctly reproduc-
ing the trend. The fact that we here analyse single lead
years instead of a 4-year average as in Fig. 3, is another
reason for the lower prediction skill shown in Fig. 6,
since multi-year averages are easier to predict than sin-
gle years (e.g., Goddard et al., 2013). Similar to SST,
September SIA predictions are also improved by initial-
ization in lead year 5 (and 6), emphasizing again the
strong relationship in prediction skill between the two
variables. However, we find no improvement in ACC for
the Beaufort Sea in March.
In summary, a robust improvement across differ-
ent variables and using different metrics could only be
found in the Greenland Sea along the east coast of
Greenland and in Fram Strait, and only for March. Thus,
we conclude that the skill enhancement in the MiKlip
prototype and preoperational systems compared to the
uninitialized historical experiments in the Arctic is gen-
erally weak.
4 Summary and discussion
We assessed the skill in reproducing observed Arctic
sea ice, sea surface temperature and near-surface air
temperature in the MiKlip prototype decadal prediction
system performed with the MPI-ESM-LR by develop-
ing and applying the ESMValTool evaluation system for
decadal climate predictions. We focussed on the ques-
tion whether the initialization of this model with obser-
vations improves the hindcast skill compared to unini-
tialized historical simulations in the Arctic. The evalu-
ation was done by comparing model and observational
data applying the metrics ACC and RMSE.
We find a statistically significant improvement in
ACC skill for TAS by initialization in the North Atlantic,
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Figure 6: ACC against lead years for (a, b) regionally averaged September SST anomalies and (c–f) regionally integrated September and
March SIA from MPI-ESM-LR prot decadal hindcasts (red) and MPI-ESM-LR historical simulations (blue). All data are detrended by
subtracting the least squares linear trend. The two regions are the Greenland Sea (top row) and the Beaufort Sea (bottom row) and follow
the definition of NSIDC with modifications. Reference for the correlation calculations are HadISST observations for SSTs and NSIDC-NT
observations for SIA. The time period is 1982–2013. Filled circles indicate correlation coefficients that are statistically significant at the
95 % significance level according to a t-test for correlation coefficients.
confirming results of previous studies (e.g., Meehl
et al., 2009; Müller et al., 2012; Goddard et al., 2013;
Marotzke et al., 2016). All of these studies found im-
proved TAS predictions from initialized decadal hind-
casts over uninitialized long-term historical simulations
in various regions of the globe. These include, among
others, the North Atlantic Ocean.
ACC skill scores of Arctic TAS and SST reveal that
this improvement in skill in the North Atlantic due to
initialization does not propagate into the Arctic, and
in some parts of it there is even a degradation in skill
caused by the so-called initialization shock, i.e. a quick
return of the initialized model to its biased equilibrium
state after initialization (Meehl and Goddard, 2013).
The model sometimes overshoots its intrinsic climatol-
ogy, resulting in a larger bias than without initialization.
This can be seen from time series of September pan-
Arctic SIA showing a strong model drift in the MiKlip
prototype system of about 1 million km2 during the ten-
year simulation periods. Pohlmann et al. (2016) found
that the initialization shock in the MPI-ESM-LR decadal
hindcasts stems from an overestimated trend in wind
stress in the reanalyses used for initialization, leading
to a displaced thermocline and large SST anomalies.
The only region of improvement by initialization in
the Arctic is found along the east coast of Greenland
in March. Due to the initialization of oceanic variables,
simulated SSTs are significantly improved in lead years
2–5, which translates into a reduction in winter SIC
RMSE in the same region. The SIA integrated over the
Greenland Sea correspondingly shows an increase in
ACC skill in winter, which, however, lasts only for year
one after initialization. This improvement in the Green-
land Sea originates from a better representation of the
observed year-to-year variability in the decadal hind-
casts compared to the historical simulations. In the other
Arctic regions, we find virtually no improvement by ini-
tialization. In agreement with our results, Germe et al.
(2014) found a generally weak potential predictability
(less than 2 years) for Arctic summer sea ice extent
from the CNRM-CM5.1 model. They also found most
of the predictability coming from the Atlantic. In the
Met Office Hadley Centre Decadal Prediction System
(DePreSys), hindcasts of near-surface air temperature
and sea surface temperature were improved by initial-
ization in the North Atlantic in lead year 1 and in the
Nordic Seas in lead year 2 suggesting a transport of
skill northward into the Arctic (Liu et al., 2012). Ac-
cordingly, Collins (2002) found the highest potential
predictability of near-surface air temperature over the
North Atlantic region. These findings support our results
of high hindcast skill for TAS and SST in the North At-
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lantic that can translate to improved winter sea ice pre-
dictability in that region (Koenigk et al., 2012). Simi-
larly, in the CESM model, Yeager et al. (2015) found
significant skill scores in decadal predictions of sea ice
extent in the Arctic sector of the Atlantic when including
sea ice variables in the initialization process.
Why only certain regions are improved by initializa-
tion is still an open topic in MiKlip. In the Greenland
Sea, the historical simulations show deficits in realisti-
cally simulating the year-to-year variability of sea ice.
This is not expected from these long-term climate simu-
lations, that aim at predicting the multi-year average cli-
mate conditions. The initialization, however, improves
the year-to-year variability in that region because the
simulations start from the correct phase of the observed
natural variability. This directly increases the ACC skill.
Further investigation of the underlying reasons for the
regionality of improvement would require a) a sophis-
ticated analysis of the parameterization of relevant pro-
cesses in the model and b) a cross-variable assessment
of multiple oceanic and atmospheric variables. Such an
investigation is beyond the scope of this study.
Several studies suggest that the potential predictabil-
ity limit for Arctic sea ice is higher than the actual
prediction skill we were able to find (e.g., Guemas
et al., 2014; Germe et al., 2014). Since atmospheric and
oceanic variables included in the initialization process
can improve regional temperature predictions, the in-
clusion of sea ice variables in the initialization process
could potentially improve sea ice hindcasts. This has
been done in seasonal forecasting with considerable suc-
cess (e.g., Tietsche et al., 2014; Bunzel et al., 2016;
Guemas et al., 2016). Therefore, we also analysed re-
cent decadal hindcasts performed with the MiKlip pre-
operational decadal prediction system based on the high-
resolution model configuration MPI-ESM-HR, where
SIC was additionally initialized. However, improvement
in TAS hindcast skill over the North Atlantic is not ro-
bust against different reference datasets in these simula-
tions. Furthermore, timeseries of September pan-Arctic
SIA show a strong negative bias of 1–3 million km2
(dependent on reference observations and time) in all
MPI-ESM-HR model runs. This bias is not present in
March and indicates an unrealistic seasonal cycle of sea
ice with too much melting at the end of summer in these
simulations. Overall, the additional initialization of SIC
brings no improvement in hindcast skill in the Arctic
in the preoperational compared to the prototype sys-
tem. These findings are consistent with several studies in
the field of seasonal climate predictions suggesting that
only initializing SIC but not any other sea ice quantities
is not enough to improve sea ice forecasts. Only when
also sea ice thickness or sea ice age is initialized to-
gether with SIC, seasonal forecasts of sea ice extent can
be improved (e.g., Day et al., 2014a; Massonnet et al.,
2015; Dirkson et al., 2017; Bushuk et al., 2017). This
may be due to the fact that sea ice area has higher pre-
dictability in regions with thicker ice, with sea ice thick-
ness being generally better predictable than sea ice area
(Holland et al., 2010). We note that the MPI-ESM-HR
decadal hindcasts available to date only consist of five
ensemble members for each hindcast experiment as op-
posed to 30 members from MPI-ESM-LR. An increase
in ensemble size was shown to improve the quality of
decadal predictions (Sienz et al., 2015) by covering a
higher variability range and could therefore change the
specific conclusions for the MiKlip preoperational sys-
tem.
Day et al. (2014b) showed that the hindcast qual-
ity also depends on the initialization month. Especially
for improving the predictions of summer sea ice, ini-
tialization of the model in e.g. July instead of Jan-
uary might improve the skill. This is because there
is a “predictability barrier” in the melt season that
can be overcome by initializing the model in summer:
two predictability re-emergence mechanisms (Blan-
chard-Wrigglesworth et al., 2011) are thus covered
in the initialization: the first mechanism is the re-
emergence of correlation occurring when the ice edge
is in the same position during melting and freezing
and originates from persistence of SST anomalies. The
second mechanism is the re-emergence of skill from
the persistence of last year’s summer sea ice thickness
anomalies. By initializing the model in July, the partic-
ular atmospheric and oceanic state in summer would be
directly incorporated in the model, along with the in-
formation of skill re-emergence. In addition, the initial-
ization with more consistent assimilation runs and addi-
tional components of the Earth system could further im-
prove prediction skill. For example, in a recent study by
He et al. (2017), a four-dimensional variational data as-
similation technique (DRP-4DVar) resulted in more con-
sistent initial conditions which could significantly re-
duce the initialization shock. Such techniques should be
further investigated.
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