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Abstract
Non-linear continuous phase modulation has constant envelope and spectral
efficiency, which are desirable for public safety communication systems where
both bandwidth and power are limited. A practical design of an innovation
based receiver for partial response CPM was recently developed for public
safety applications. It is in the form of a linear predictive demodulator with a
coefficient look up table. The demodulator shows great performance over mul-
tipath fading channels without channel equalization and promises a significant
contribution to public safety communication.
The work in this thesis is focussed on developing and analyzing modern tech-
niques to improve the receiver performance while maintaining a feasible imple-
mentation complexity. Suitable soft output algorithms are incorporated into
the demodulator allowing a subsequent convolutional decoder to perform soft
decoding. By modifying the design criteria of the predictive demodulator and
introducing a feedback loop, an iterative detection scheme is formed for the
concatenated structure of demodulator, deinterleaver and decoder.
Spatial diversity combining techniques are summarized and a very low com-
plexity combining scheme is developed. It selects the best received sample
sequence by considering the average energy of each sequence. In addition, the
demodulator is extended to have dual coefficient look up tables supporting its
detection by having parallel prediction processes and combining their results.
This leads to an improvement in overall demodulator performance. A theoreti-
cal proof that only half the number of coefficients need to be stored in memory
is also given.
Matlab simulations on a Rayleigh fast fading multipath channel have shown
that the proposed techniques significantly improve the overall detection accu-
racy. Each of them provides a good gain in signal to noise ratio or delay spread
and when combined, a significant performance gain is achieved.
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Chapter 1
Introduction
1.1 General Overview
Today’s information society has a heavy demand for communication systems that are
cheaper, faster and of higher quality. The proliferation of wireless communication
services for voice, video and data, has necessitated the development of systems that
have greater capacity and can operate reliably over the often hostile wireless channel.
In order to achieve greater capacity, we can employ larger channel bandwidth, larger
transmit power and/or more spectrally efficient methods for transferring informa-
tion. Commercial mobile phone systems use packet-switched and large bandwidth
technologies to support a broad range of multimedia applications [1]. In contrast,
due to limited spectrum and regulatory restrictions, the latter is often the more
viable and cost effective option for public safety land mobile radio systems [2, 3].
Continuous phase modulation (CPM) is a constant envelope modulation tech-
nique in which memory is added in the phase modulation process to ensure that
the phase is a continuous function of time [4, 5, 6]. CPM possesses many desirable
features for mobile communication systems where both bandwidth and power are
limited. Since the modulation has a constant envelope, it can use high efficiency
and low cost non-linear power amplifiers instead of linear amplifiers.
The phase memory in CPM signals allows the modulation to have better spec-
tral characteristics and better transmission reliability than other types of constant
envelope modulation that have no memory such as M-ary Phase Shift Keying. Hav-
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ing these attractive features, CPM has been deployed in many mobile systems such
as global system for mobile communication (GSM) [7], digital mobile radio (DMR)
[8], and association of public-safety communications officials (APCO) systems [2].
A CPM signal can be either coherently or differentially detected. In coherent
detection, the phase state of the signal is included in the detection process, while it
is left out in most differential detection schemes. In both types of CPM detection,
the sequence of the signal phases at different symbol times forms a path through its
corresponding phase trellis. Hence, the Viterbi Algorithm (VA) can be applied to
perform maximum likelihood sequence estimation (MLSE) of the data in the received
signal [6, 9].
In practical CPM systems, convolutional codes are often applied to reduce the
signal to noise ratio (SNR) required for reliable data detection [10]. Hence, a classi-
cal CPM receiver usually contains a demodulator that is followed by a convolutional
decoder [11, 12]. Depending on the type of input to the decoder, it can apply hard
or soft decision decoding of the data signal. Between the two methods, soft decoding
is favored as it produces better estimates of the transmitted data.
A new demodulation scheme targeted for public safety multicast applications was
recently developed for single modulation index CPM (which is often referred to as
single-h CPM where h is the notation for the modulation index) such as continuous
4 level frequency modulation (C4FM) used in APCO-Phase 1 and Harmonized CPM
(HCPM) used in APCO-Phase 2 [2]. The new design is different from the traditional
approaches in the sense that the receiver actively computes linear prediction of the
incoming received sample based on the previous received samples. The prediction
can be done because the memory of CPM produces dependence between different
samples in the transmitted signal. The wireless channel disturbs this dependence,
and the linear predictions then become an approximation to the mean of the actual
received sample. The difference between the predicted sample and the actual one
can be used as a reliable metric for MLSE demodulating the received modulated
signal [13, 14]. Thus, this design is able to outperform traditional coherent and dif-
ferential demodulation receivers, especially in frequency selective channels in which
the delay spread can dramatically reduce signal detection accuracy [14].
2
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Although, the original design has shown very good performance, the capability
limit of this receiver structure has not been fully exploited. For example, the pre-
dictive demodulator processes its CPM trellis with a VA, whose hard bit decisions
are fed through a deinterleaver to the VA of a subsequent convolutional decoder.
As a result, the decoder has to apply a hard decision decoding scheme based on
Hamming distance, which is distinctly sub-optimal [15].
1.2 Research Direction
The core of this project is to develop and evaluate suitable methods for enhancing
the predictive demodulator and the overall reception system. From the previous
discussion, it is clear that one of the most applicable improvements here is soft de-
tection, which involves the generation of soft information from the demodulator. An
important part of this research is the development of low and high complexity al-
gorithms, for the predictive demodulator to produce soft output information, which
can be used to strengthen the block error rate (BLER) and bit error rate (BER)
performances of the following convolutional decoder.
The low complexity algorithm should be able to provide reasonable gain in the
reliability of signal detection; and also needs to be simple so that it (and possibly
an iterative structure based on this design) can be implemented on mobile com-
munication devices in which computational power is limited. On the other hand,
the high complexity one is aimed at achieving the best performance for the pre-
dictive demodulator via the exploitation of reliability information. This provides
a good reference for performance comparison with the lower complexity algorithm.
Hence, computational complexity is not a restriction for the design of the second
algorithm. The thesis will look at how the developed algorithms perform under var-
ious mobile channel conditions as well as their computational expense. Finally, the
knowledge gained will be used to investigate iterative receiver processing techniques.
Another suitable approach for increasing the system accuracy is to apply spatial
diversity at the receiver. One method of employing receiver diversity has already
been explored in [13]. This method is, however, quite complex as the computational
load of the demodulation process increases linearly with diversity order. Here, we
present a much simpler diversity approach, which involves the selection of the best
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received sample sequence before the demodulation process takes place. This tech-
nique allows the receiver to utilizes diversity without adding a significant compu-
tation load to the reception process. The final method considered here is to have
multiple parallel prediction processes in the demodulator structure. The outcome of
these independent predictions can be jointly used to achieve a better demodulation
process.
1.3 Literature Review
1.3.1 Reliability Generation Algorithm
Generating soft information from an operation that involves a trellis is not a new
topic of interest. Given that the trellis constructed for the predictive demodulator
is non-binary and is in the form of a reduced-state trellis (as discussed in Chapter
4) similar to those in [16]-[18], there are many algorithms available in the literature
for performing such a task; these can be classified into sub-optimal (often with low
complexity) and optimal (usually with high complexity) schemes.
The two most famous sub-optimal approaches are perhaps the list output Viterbi
algorithm (LOVA) and the soft output Viterbi algorithm (SOVA). The LOVA algo-
rithms [19]-[27] are generalizations of the VA in order to compute an ordered list
of the S best paths (S = 1 corresponding to the VA). In LOVA, the symbol de-
cisions along each path are hard, but the probability of each symbol sequence is
provided. The S symbol sequences are ordered according to their probabilities in
the list. These soft sequence decoding algorithms can provide significant perfor-
mance gain over the VA in many different concatenated structures such as turbo
decoding [26, 27]. However, as shown in [24], LOVA complexity increases at least
linearly with S and good performance is usually obtained only when S is reason-
ably high. These features together with a potentially high number of states in the
non-binary demodulation trellis can make the soft information generating process
very computationally demanding. Hence, LOVA algorithms might not be suitable
candidates for the sub-optimal algorithm.
The concept of SOVA is quite different to that of LOVA. Instead of considering
a number of sequences, SOVA only considers the maximum likelihood sequence and
4
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calculates the likelihood value of each symbol in that sequence [24]. The original
SOVA algorithm was presented by Hagenauer and Hoeher in [28]. This algorithm
was developed for a binary trellis in which there are only two paths competing for
survival at each trellis state. The simple extension to a non-binary trellis was pro-
posed in [29, 30]. In this extension, at every state on the survivor path, the SOVA
is applied to all the pairs of survivor paths and non-survivor ones. The complexity
of such a process can be quite high if the number of paths entering each trellis state
is large.
When comparing the performance of the binary SOVA to that of the optimal
MAP algorithm, the performance degradation is small. However, its extension to a
non-binary trellis is known to perform badly as shown in [31]. Better non-binary
variations of the SOVA are shown in [31]-[34]. In [32], the proposed algorithm per-
formance is near that of the optimal maximum a posteriori (MAP) algorithm. The
SOVA variations in [33, 34] performed equivalently to the max-log MAP algorithm.
The common characteristics of these algorithms are that both their memory and
computational requirement increase linearly with the trellis size and the trace back
length. This happens because they take into account all the paths entering each
survivor state. Due to such complexity, these algorithms are less attractive for a
serial concatenated structure such as considered in this thesis.
Another SOVA algorithm for non-binary trellises is described in [35]. This work
is based on [33], but it introduces the process of converting symbol reliability into
bit reliability. In [29] and [36], Turner develops a SOVA algorithm that delivers soft
information by considering only the two best paths at each survivor state. Although
Turner’s algorithm cannot be directly applied to this application because of the dif-
ference between Turner’s system and the one here, its concept is very attractive to
our goal of designing a low-complexity sub-optimal algorithm. This is because such
a concept can potentially eliminate the limitation of high computational require-
ment when the the trellis size is large.
In terms of an optimal algorithm, the most common and widely accepted is the
symbol-by-symbol MAP algorithm (or BCJR algorithm) [37]. In [38]-[43], the BCJR
is applied to reduced-state trellises. The BCJR algorithm is a good candidate for
the proposed high complexity algorithm. This is because the BCJR algorithm has
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been shown to provide outstanding performance in many applications. In addition,
its derivation is very different to that of LOVA and SOVA, thus allowing the de-
modulator to explore its soft detection capability with two completely different soft
information generation techniques.
1.3.2 Diversity Combining for CPM
Diversity combining is a technique that is used to combat multipath fading in a
wireless channel. Receiver spatial diversity is realized when more than one antenna
is used to receive the faded signals. The resulting multiple faded signals can be
jointly used to achieve a better demodulation process. There are many different
combining techniques available in literature. However, many of them are modified
from the three classic combiners, which include selection combining (SC), equal gain
combining (EGC), and maximal ratio combining (MRC) [44]. A more detailed de-
scription of these combiners can be found in the next chapter. Here, we provide a
summary of the available literature on these methods applied for CPM systems.
The application of spatial diversity to CPM modulations with various demod-
ulation detection schemes and channel models has been reported by a number of
authors [47]-[54]. Some of the most relevant schemes are listed in Table 1.1. In
general, the combining techniques can be ranked from best to worst performance as
MRC > EGC > SC. On the other hand, their corresponding implementation com-
plexities follow an inverted order of MRC < EGC < SC. MRC is the most complex
scheme because it requires the estimation of the channel fading gain as well as noise
variance at each antenna, while it is only required to approximate the channel phase
offset for the less complex EGC and identify the strongest received signal in the case
of SC [45, 46].
From Table 1.1, it can be seen that the use of diversity with variations of MSK
and GMSK with differential and coherent detections have been commonly reported
in the literature. However, currently no reports can be found on the application of
diversity combining for a single-h CPM predictive system for fast fading multipath
channels. In this Masters research, the combining techniques will be investigated to
find the best practical combining technique for this application.
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Table 1.1: Summary of the work done in the literature for CPM with diversity.
Reference CPM Demodulation Combining Channel
Type Type Method Model
[47] GMSK Coherent SC, EGC Frequency selective
[48] MSK Differential SC 2 paths Rayleigh
[49] GMSK Differential MRC Slow Nakagami
[50] GMSK Discriminator SC Nakagami
[51] Partial response Coherent MRC Rayleigh
[52] MSK Differential SC, EGC, MRC Rayleigh
[53] CPFSK Differential MRC Rician
[54] Partial response Coherent SC, EGC, MRC Fast Rayleigh
1.4 Scope
In this thesis, a number of techniques for improving the CPM predictive demodula-
tor in [13] are developed. Soft ouput demodulators based on the SOVA and BCJR
algorithm are developed as well as an iterative structure for closed-loop detection.
The SOVA-based algorithm design is an extension of the ideas in [28, 36] to a gen-
eral trellis operation. The BCJR-based algorithm is a modification of the algorithms
in [37, 41, 43]; it applies the basic derivation steps of these algorithms, but takes
into account the design characteristics of this particular demodulator. The iterative
structure allows the predictive demodulator to exchange soft information with the
trellis of an error control decoder. Here, for keeping the complexity as small as
possible, the research only evaluates the performance of the iterative system imple-
mented with the simple SOVA-based algorithm.
The other improvements include the application of a suitable diversity combin-
ing technique and the use of independently parallel predictions. In terms of diversity
combining techniques, this research focuses on SC with 2 receive antennas. It is as-
sumed that these antennas are spaced far apart so that their corresponding received
signals are independent. As will be shown in Chapter 3, the prediction process relies
on a group of coefficient sets, which is pre-computed based on certain assumptions
about the transmission channel. By using each coefficient group for a particular
parallel prediction and combining the results of these prediction processes at each
time step, the demodulator can achieve better overall performance.
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1. INTRODUCTION
The examples and performance results presented in this thesis are focused on
the P25 Phase 1 system whose modulation is C4FM [2]. The system primarily con-
siders the rate 1/2 code used in the P25 Phase 1 standard as well as its interleaving
scheme. A Rayleigh channel model with additive white Gaussian noise (AWGN) is
assumed. The proposed schemes are for mobile and for long range communication.
Therefore, it is assumed that the Rayleigh model is fast fading and has two paths in
which the delay between them can be up to half the symbol period. Additionally, the
receiver is assumed to have perfect knowledge of symbol timing, carrier frequency
and carrier phase as the estimation of such synchronization parameters are beyond
the scope of this thesis. The developments will be carried out using computer sim-
ulations, as opposed to the actual hardware design and implementation. In some
sense, this study can be seen as a proof of concept or even a specification for an
actual hardware implementation of the system.
The new predictive demodulator design and its enhancements may be imple-
mentable in real world wireless communication systems at an affordable cost and
has considerable potential for commercial development in the area of rapidly de-
ployable wireless data networks. The scheme could be developed to operate with
other public safety digital radio or general mobile networks that utilize the CPM
modulation or its variations.
1.5 Thesis Outline
Chapter 2 begins by introducing the general baseband communication link for mobile
transmission. Continuous phase modulation is then reviewed with a specification of
C4FM modulation. This is followed by a description of the wireless channel and its
different models. In particular, attention is paid to the Rayleigh multipath fading
channel, which can be represented by a discrete multipath model as shown in [62].
This model is based on the assumption that the delay power profile and the Doppler
spectrum of the channel are separable. In other words, the complex path gains are
uncorrelated with each other. The rest of the chapter is dedicated to discussions
of the rate 1/2 convolutional code, inverleaver, and noise-limiting filter considered
in this research. The final section explains diversity combining and its performance
advantages over reception with a single antenna.
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Chapter 3 contains a detailed summary of the predictive demodulator design.
This includes the derivation of the detection process from first principles and the
construction of the demodulation trellis as well as the complexity reduction method.
The demodulation extensions to multiple samples per symbol and spacial diversity
are also covered here. The final section shows the computation of the predictive
coefficients and the possibility (as well as motivation) to have parallel prediction
processes with the use of more than one coefficient look up table (LUT).
Two soft output algorithms and an iterative structure for the demodulator are
derived in Chapter 4. The derivations for these algorithms are based on the classic
SOVA and BCJR algorithms [28, 37]. The developed algorithms share a commonal-
ity in which they both estimate symbol reliability before moving on to convert this
into soft bits that can be processed by the subsequent decoder. The designation of
the closed-loop detection involves a modification of the demodulator design so that
it can take into account the feedback information, and a construction of a feedback
loop for delivering suitable soft information (in the form of symbol probabilities) to
the demodulator. Closed-loop detection performance is evaluated by applying the
SOVA-based algorithm to both the demodulator and the decoder of the rate 1/2
code.
In Chapter 5, an investigation of a suitable diversity combining technique is
carried out. The new diversity scheme performance is compared with the original
diversity technique in both iterative and non-iterative detection. Following this is a
proof that the receiver only needs to store half the number of coefficients required for
its operation due to their symmetry. The chapter continues with the development
of methods for utilizing multiple parallel predictions (or multiple coefficient LUTs)
within the demodulation process.
Finally, the pertinent results of the thesis are summarized and some ideas for
future research related to the work completed in this thesis are presented in the later
Chapter 6.
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1.6 Research Contributions
The original work in this thesis is formed by Chapters 4 and 5, and includes:
• A detailed investigation of the predictive receiver performance when used with
a trellis code under fast fading multipath channel conditions.
• Developments of a low complexity SOVA-based algorithm that can deliver good
performance across a wide range of channel conditions and a high complexity
BCJR-based algorithm that shows outstanding performance with low delay
spread for C4FM or equivalent signal modulation.
• Development of a general iterative detection scheme for the serial concate-
nation of the predictive demodulator and convolutional decoder. Excellent
performance is obtained when implemented with the SOVA-based algorithm.
• Designing a SC method that is significantly simpler than the original diver-
sity technique while its performance is close to that of the original one when
incorporated with iterative detection.
• A proof that only half the number of coefficients are required. In addition, a
parallel prediction scheme for the demodulation process is developed by using
dual LUTs at the same time. Considerable gains in SNR or delay spread can
be obtained with this method.
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Chapter 2
General Background
In this chapter, the relevant background information for the CPM system consid-
ered in this thesis is presented. First, a description of a general communication link,
which includes all the signal processing parts between the input data at the start of
transmission and the output message at the end of reception, is given. The following
section introduces CPM modulation and its demodulation; particular attention is
payed to C4FM, which is one of the main modulations used in public safety com-
munication standard APCO-Phase 1 [2] (the CPM predictive demodulator design is
described later in Chapter 3). It is followed by a discussion of the wireless multipath
channel and the fading environment. A multipath fading channel can have devas-
tating effects on the performance of communication systems and it is important to
know its characteristics. In the three subsequent sections, the convolutional codes,
interleaver, and noise-limiting filter considered in this research are defined. The
final section here provides an overview about different diversity methods to combat
multipath fading and hence improve system performance.
2.1 Communication System Overview
Figure 2.1 shows a schematic of a general communication link. The purpose of a
communication system is to deliver a message from an information source in recog-
nizable form to a user destination. A communication system is divided into three
essential parts, namely, the transmitter, the receiver, and the medium through which
the data is transferred, known as the channel, where noise and distortion can take
place. In designing any communication system, it is important to keep the trans-
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mission reliability as high as possible. In order to achieve this, various methods have
been employed in system construction. In terms of baseband signal processing, the
core techniques for data protection includes modulation, error control coding, and
interleaving. A noise-limiting filter is included at the receiver front end to partially
reduce the effect of noise and interference in the received signal.
Encoded 
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Error Control 
Encoder
Data bits
Interleaver CPM 
Modulator
Channel
Signal
transmitted
Noise
Front End 
Filter
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Filter output 
sample
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Demodulator
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message
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Figure 2.1: A general wireless communication system.
Modulation is the process of modifying the message signal into a form that is
suitable for transmission over the channel. This modification is achieved by varying
some parameters of a carrier wave in accordance with the message. In the case
of CPM modulation, the carrier phase is used for data transmission. The receiver
re-creates the original message signal from a degraded version of the transmitted
signal after propagation through the channel. This re-creation process is known as
demodulation, which is the reverse of the modulation process. However, because of
the unavoidable presence of noise and distortion, it is common for the demodulation
process to not be able to re-create the original signal message exactly. The resulting
degradation is influenced by the type of modulation used as well as the demodula-
tion method. In the case of CPM and many other modulations, MLSE and MAP
trellis demodulators have proven to produce optimal performance [56].
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Because of the often hostile radio channel, modulation alone can not guarantee
a reliable re-creation of the original message (even with high performance demod-
ulation methods such as MLSE or MAP). Additional protection schemes must be
included in the system. Error control encoding (ECE) is the standard data pro-
tection technique in many communication systems. ECE is based on the idea that
error detection and correction for the demodulated signal can be achieved by adding
some redundancy to the original message. Such redundancy can be used by receivers
to check consistency of the delivered message and to recover data determined to be
erroneous. Convolutional codes are an effective form of ECE that transforms the
original message into an encoded message that has at least as many bits as the
original message [56]. The processes of convolutional encoding and decoding are
both done on a trellis. As mentioned earlier, the performance of a convolutional de-
coder depends on the type of its input in which soft symbol/bit is superior to hard
symbol/bit; hence, there is a need for the earlier process of demodulation to pro-
duce soft instead of hard decisions. This is a strong motivation behind this research.
Although a convolutional code is a great method to identify and correct errors
in the demodulated data, its performance degrades significantly when these errors
appear in bursts, which may often be the case. To help the decoding process, an
interleaver and deinterleaver are included in the transmitter and receiver as shown
in Fig. 2.1. These devices can effectively split the error burst apart, thus increasing
the decoding accuracy.
2.2 Continuous Phase Modulation and C4FM
Continuous phase modulation, or CPM, is a non-linear, constant envelope modu-
lation [4, 6]. CPM is well suited for transmission of digital signals over power and
band-limited channels, such as those for mobile land, satellite, and radio channels.
The phase continuity of CPM, which results from the modulation memory, im-
proves its spectral efficiency by maintaining smooth phase transitions, rather than
the abrupt phase changes exhibited by modulations without phase continuity.
CPM is a true constant envelope modulation, which allows the use of low cost,
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power efficient, non-linear power amplifiers without introducing distortion. Con-
versely, if a modulation envelope varies with time and it is transmitted using a
non-linear power amplifier, there will be non-linear distortion in the received sig-
nal. To reduce distortion for such modulations, expensive linearized amplifiers can
be used, or the output power must be significantly reduced, which means that the
amplifier can not operate at its peak efficiency [65].
The complex envelope of a single modulation index CPM signal s(t,a) is given
by
s(t,a) =
√
Es
T
exp (jφ(t,a)), (2.1)
where the signal phase φ(t,a) is computed as
φ(t,a) = 2pih
n∑
k=0
akq(t− kT ), (2.2)
and nT ≤ t ≤ (n+1)T , an is the nth modulation symbol, a is the entire transmitted
sequence at time nT , h is the modulation index, q(t) is the phase-smoothing function,
T is the symbol time, and Es is the energy per transmitted symbol. The symbols
an are assumed to be independent and identically distributed and from an A-ary set
given by
Ωa =
{
± 1,±3, ...,±A− 1
}
, (2.3)
where A is usually a power of 2. The relationship between Es and the energy per
bit Eb is Es = Eb log2(A).
In order to achieve good spectral properties q(t) has some special features. It is
continuous, non-decreasing, and
q(t) =
 0 , t ≤ 01
2
, t ≥ LT,
(2.4)
where L is the effective phase response length of the modulation. Since q(t) has a
smooth shape without discontinuity that affects the phase transition over L symbols,
the resulting phase response φ(t,a) (which is the sum of different scaled versions
of q(t) over time according to 2.2) is also a smooth function. Therefore, there is
no abrupt change in the CPM signal phase that can lead to high frequency compo-
nents and the signal can fit in a narrow bandwidth. In order words, the CPM signal
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achieves spectrum efficiency.
In practice, the phase filtering process can be constructed as a combination
of frequency pulse shaping and integration. As the length of q(t) is specified by
L, the length of the frequency pulse g(t) is also given by LT . The modulation
index h determines both the bandwidth of the transmitted signal and the distance
properties of the resulting signal set. Because q(LT ) is normalized to be 1/2, (2.2)
can be written as (for n ≥ L and nT ≤ t ≤ (n+ 1)T )
φ(t,a) = pih
n−L∑
k=0
akq(t− kT ) + 2pih
n∑
k=n−L+1
akq(t− kT ) (2.5)
= θn + 2pih
n∑
k=n−L+1
akq(t− kT ). (2.6)
In (2.6), the phase state, θn, is common to all choices of L symbols an−L+1 to an.
From the above formulation, we can see that the actual form of CPM is defined
by the pulse length L, the modulation index h, the number of data levels A, and the
phase pulse q(t) (or the frequency function g(t)). In terms of L, the family of CPM
can be divided into two classes: full response CPM and partial response CPM. Full
response CPM is defined with L = 1; in other words, its pulse shaping function only
covers one symbol interval. On the other hand, partial response has L > 1 that
provides additional memory to the modulation scheme; hence, it has better spectral
efficiency than that of the full response CPM without performance degradation [6].
The modulation index h defines the maximum (peak to peak) frequency deviation of
a CPM signal, which determines the phase change rate [9]. CPM systems that use
a fixed value of h for all transmissions are referred to as single-h CPM while other
CPM systems, which utilize a set of different h values, are referred to as multi-h
CPM. In general, multi-h CPM schemes provide better transmission reliability, but
at the cost of increased complexity and a wider spectrum [9].
The parameter A of a CPM signal specifies the number of valid symbols in the
modulation scheme and, hence, partially affects the system data rate. However, if
the data rate is fixed, increasing A generally has two effects, namely, it decreases
the main lobe spectral width, and increases the susceptibility to noise. In such
cases, changing the value of A introduces a trade off between error performance
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and spectral efficiency [6]. The frequency pulse g(t) also plays an important role in
the classification of CPM as it (with the help of an integrator) transforms the data
symbol into signal phase such that the transmitted signal spectrum can be confined
to the limited bandwidth available. Therefore, g(t) must be a smooth function with
no discontinuity or impulses, so that the resulting phase output is continuous. Some
commonly used pulse shapes include rectangular, raised cosine (RC), and Gaussian
functions.
By changing the four parameters defining CPM, a wide variety of CPM mod-
ulation schemes can be devised. As the predictive demodulator is designed for
emergency public safety communication, the present research considers C4FM, a
particular type of CPM that has been deployed in APCO P25 Phase 1. C4FM is a
4-level CPM that has a single modulation index h = 0.25. The modulation utilizes
a frequency pulse filter whose frequency response is a RC function given by
G(f) =

1, |f | ≤ 1920Hz
1
2
+ 1
2
cos
(
pif
1920
)
, 1920 < |f | ≤ 2880Hz
0, |f | > 2880Hz.
(2.7)
For L = 3, the corresponding frequency and phase pulses in the time domain g(t)
and q(t) are shown in Fig. 2.2.
Figure 2.2: C4FM frequency and phase pulses.
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2.3 Wireless Channel
The performance attainable by wireless communication systems is limited by the
effects of the radio channel. The channel has a time-varying nature, and hence
transmission and analysis is more difficult than for fixed wired channels [58]. As
shown in Fig. 2.3, transmission paths may be obstructed by natural and man-made
objects such as hills, buildings and trees. Such obstructions in the environment
cause multiple reflections of the transmitted signal to be received from different
directions and with different propagation delays. Interaction between the waves
causes a phenomenon known as multipath fading, which can result in severe and
rapidly fluctuating attenuation of the transmitted signal. This may result in an
inability to reliably transfer information. In the following sub-sections, we discuss
possible forms of the multipath fading channel.
Figure 2.3: Signal propagates through a multipath channel.
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2.3.1 Time Selective Fading
Relative motion between the transmitter and the receiver causes a transmitted signal
and its reflections to undergo different frequency shifts, which are known as Doppler
shifts. A received signal transmitted at frequency fc will experience a Doppler shift
given by [57]
fd =
fcvm
c
cos β, (2.8)
where β is the incident angle of the received signal with respect to the direction of
the receiver’s motion, vm is the velocity of the receiver towards the transmitter and
c is the speed of light. In a multipath channel the signal is spread over the frequency
range
fc ± fdmax , (2.9)
where the maximum Doppler shift is calculated as
fdmax =
fcvm
c
. (2.10)
This effect is known as frequency dispersion or time selective fading [57, 58].
A channel is considered as a slow fading channel if the channel impulse response
changes at a much slower rate than the transmitted baseband signal [58]. This
means that the channel can be assumed to be static over one or more symbol inter-
vals. Equivalently, the Doppler spread, which is a measure of the frequencies over
which the Doppler spectrum is large enough to cause frequency dispersion, is much
less than the bandwidth of the transmitted signal. Conversely, for a fast fading
channel, the Doppler spread is comparable to or larger than the bandwidth of the
transmitted signal. In the time domain, the coherence time of the channel, which
is approximately equal to the reciprocal of the Doppler spread [58], is less than the
transmitted signal’s symbol period, T . Fast fading occurs at very low data rates
or at high vehicle velocity. In general, if the product fdmaxT , called the normalized
fade rate, approaches 0.01 or greater, a channel is referred to as fast fading. Con-
versely, if the normalized fade rate is close to zero, a channel is recognized as slow
fading. For the special case when fdmaxT = 0, the channel response is stationary
between the transmitter and receiver, and the channel is called a static channel. No
fading occurs in a static channel and so AWGN is the only cause of signal corruption.
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In the following, we assume the channel to be fast fading since the system
considered in this thesis is for radio mobile communication, which can involve high
velocity motion between transmitter and receiver. Consider the P25 Phase 1 radio
system [2], which transmits 4800 symbols per second (T = 1/4800 s). The system
operates at the 900 MHz band radio; with a standard mobile speed of 70kmh−1, the
maximum Doppler frequency is
fdmax =
900× 106 × (70× 103/3600)
2.99× 108 = 58.5(Hz). (2.11)
If the maximum Doppler shift is about 58 Hz, the normalized fade rate for P25 Phase
1 system is 58/4800 = 0.012 that is corresponding to a fast fading channel. This
proves that our earlier assumption is reasonable and can be used for the remainder
of this thesis.
2.3.2 Frequency Flat and Frequency Selective Fading
As mentioned earlier, there are often obstacles between a signal transmitter and its
corresponding receiver; this causes multiple reflected copies of the transmitted signal
to arrive at the receiver at different times and hence overlap each other. This effect
is known as time dispersion, which results in frequency flat or frequency selective
fading [58] of the transmitted signal. If all of the spectral components are similarly
affected, the fading is frequency non-selective or flat. Conversely, if distinct spectral
components experience different magnitudes of fading, the fading is frequency selec-
tive. The coherence bandwidth is a statistical measure of the range of frequencies
over which the fading may be considered flat, and is inversely proportional to the
time delay spread of the fading channel. Spectral components within the band are
passed with approximately the same gain and change in phase [58].
Frequency selective fading happens when the bandwidth of the transmitted sig-
nal is higher than the coherence bandwidth of the channel. Transforming this into
the time domain, we can see that a frequency selective signal will have a multipath
delay spread that is greater than the symbol period. Different gains are experienced
over the transmitted signal band resulting in a variable frequency response. This
is characteristic of wideband systems or long range communication. Frequency se-
lective fading induces inter-symbol interference (ISI), which requires equalization to
mitigate its effect. On the other hand, flat fading occurs when the symbol period is
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much greater than the multipath delay spread of the channel. In flat fading condi-
tions, channel fading causes negligible ISI because the signal bandwidth is narrow
relative to the coherence bandwidth of the channel. Flat fading channels often expe-
rience deep fades, but the ISI distortion is usually negligible due to the small delay
spread, making it much easier to decode. Figure 2.4 illustrates the frequency re-
sponses (H(f)) of flat and frequency selective channels relative to signal bandwidth
(W ) and coherent bandwidth (∆Wc).
Frequency (f)
W
(ΔW)c
(b)
Frequency (f)
W
(ΔW)c
(a)
H(f)
H(f)
Figure 2.4: (a) Frequency flat channel (b) Frequency selective channel.
The predictive demodulator was originally designed to reduce the delay spread
limitation of CPM reception without the need for equalization. Without any ad-
ditional enhancement, the demodulator is capable of handling delay spread much
higher than what is considered as flat fading [14]. However, for CPM system, the
demodulator can not operate when delay spread exceeds 0.4T , which is quite low
for the channel to be considered as frequency selective [14]. Therefore, this research
uses a generic multipath channel with considerable delay between the paths. The
number of paths is chosen to be two since the second path can be considered to
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be the sum of all the delayed signals relative to the first one. In most situations,
the second arrival signal has weaker energy than the first arrival one because of its
longer traveling distance; this has a natural effect of decreasing the interference in
the received signal [58]. Here, to test the limitation of the system, it is assumed that
the second path has the same average gain as that of the first path so the received
signal can experience its worst distortion for a given delay spread.
2.3.3 Rician and Rayleigh Fading Channel
There are a large number of fading channel models that have been used in the liter-
ature, depending on the nature of the communication channel. The most commonly
used models are Rayleigh, Nakagami and Rician channels because they are easy to
analyze and are fairly realistic [59, 61]. The log normal fading model is typically
used to describe shadowing and is almost always combined with other models. Typ-
ically, the Rician and Rayleigh fading channels are used to model land mobile radio
channels. In urban environments, there are a large number of scatterers affecting
propagation. If there is a dominant stationary (non-fading) signal component, such
as a line of sight propagation, the Rician fading channel is an appropriate model.
If there is no line of sight between the transmitter and the receiver, the Rayleigh
fading channel may be used [60, 62].
In [62], the Rayleigh and Rician multipath fading channel can be represented
by a discrete multipath model, for which the impulse response is
hc(t, τ) =
Np−1∑
l=0
hl(t)δ(t− τl). (2.12)
Equation (2.12) shows a fading channel that consists of Np paths, each with delay τl
and complex gain hl(t) at observation time t, and δ(t) is the unit impulse response.
The implementation assumes that the delay power profile and the Doppler spectrum
of the channel are separable. This means that the complex path gains are uncorre-
lated with each other. In the case of a Rician channel, the fading process for each
sub-channel is obtained as
hl(t) =
√
σl
[
zl√
Kr,l + 1
+
√
Kr,l
Kr,l + 1
exp j(2pifd,LOS,lt+ θLOS,l)
]
, (2.13)
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where σ2l is the variance of hl(t), zl is a complex white Gaussian random variable,
Kr,l is the Rician K-factor of the l
th path, fd,LOS,l and θLOS,l are the Doppler shift
(in Hz) and initial phase (in rad) of the line of sight component of the lth path.
The Rayleigh fading channel is a special case of the Rician channel with no line
of sight component. For this model, the sub-channel gains are modeled as zero mean
complex Gaussian random processes given by
hl(t) =
√
σlzl, (2.14)
with variance σ2l and normalized autocorrelation Rh(t), which we can assume to be
the Jakes autocorrelation function for isotropic scattering [63, 64]. The autocorre-
lation function of the lth path gain can be expressed as
Rl(t) = E
[
hl(t)h
∗
l (α− t)
]
= σ2lRh(t)
= σ2l J0(2pifdmaxt), (2.15)
where J0 is the zero order Bessel function. In practice, there are often obstacles
between transmitter and receiver in land mobile communication; hence, the pres-
ence of the line of sight path is quite rare. Therefore, in this research we model the
channel as multipath Rayleigh fading.
Recalling that we assume the channel contains two independent paths (Np = 2),
a received signal can then be expressed as
r(t) =
1∑
l=0
hl(t)s(t− τl,a) + n(t), (2.16)
where n(t) is the added white Gaussian noise from the receiver front end. Normally,
the noise has a power spectral density (PSD) of N0. However, if we use a unit
power transmitted signal, which is equivalent to normalizing the received signal
by
√
P (the root of the transmitted power), the front end noise has a PSD of
N0/P = N0T/Es = T/Υ, where Υ = Es/N0 is the symbol SNR.
2.4 Convolutional Code
The main convolutional code considered here is a rate 1/2 code that is used in
the APCO-Phase 1, which is a well-known standard for public safety digital land
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mobile radio. The standard is designed to provide interoperability for public safety
professionals, as well as to enhance digital radio communication systems to achieve
better spectrum efficiency, voice quality, user compatibility and system functionality
[2]. The trellis for this code is shown in Fig. 2.5. Each state in this trellis is defined
as a dibit. The convolutional code is a very simple one in which the current state
is the last information dibit sent. Each state transition corresponds to a distinct
output in the form of a pair of dibits. The state transitions and their corresponding
encoded dibit pairs are shown in Table 2.1.
Figure 2.5: Half rate convolutional code trellis. Two dibits out on each branch.
Table 2.1: Rate 1/2 code dibit pairs output for different branches.
Branch Input Output Branch Input Output
0-0 0 [0,2] 2-0 0 [2,1]
0-1 1 [3,0] 2-1 1 [1,3]
0-2 2 [0,1] 2-2 2 [2,2]
0-3 3 [3,3] 2-3 3 [1,0]
1-0 0 [3,2] 3-0 0 [1,1]
1-1 1 [0,0] 3-1 1 [2,3]
1-2 2 [3,1] 3-2 2 [1,2]
1-3 3 [0,3] 3-3 3 [2,0]
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Figure 2.6 shows the shortest error event that can happen to this code. It can be
seen that the shortest error event is two branches long, with all the paths separating
from a common state, then passing through different intermediate states, and finally
converging in a common destination state. In this case, to simplify our discussion, we
consider the initial common state and the destination one are both state 0. Without
loss of generality, we can assume that, among the paths in Fig. 2.6, the correct path
is the one whose intermediate state is 0. When comparing this path with the others,
it can be seen that the symbol (or dibits) sequence along the correct path is different
to those of two alternative paths by 3 symbols; and it is different to the last one
by all symbols. For example, the path whose middle state is 1 has the same last
symbol of 2 with the correct path, and the one through state 2 has the correct first
symbol, while the one through state 3 has all incorrect symbols. This pattern where
two alternative paths differ to the correct path by 3 symbols holds for all choices of
initial state and destination state as well as correct and erroneous paths.
Figure 2.6: Shortest error event with beginning and ending states being 0.
Since there is an interleaver in this system, the result of having a difference of
3 symbols is the reduction in the potential order of temporal diversity by one in a
fading channel. This loss in diversity is due to the fact that: The MLSE decoder
chooses the path with the best metric (or the minimum Hamming distance) as the
survivor path. The metric over the two branches of an error event is the sum of
the metrics corresponding to the four symbols. When interleaving is applied to a
long block, the four symbols can experience independent fades. Therefore, a code
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designed for fading channel conditions is able to obtain fourth-order temporal di-
versity [8]. However, in this half-rate code, the correct path and alternative paths
differ by only 3 symbols so the maximum temporal diversity order is three. This
means that this code seems to be optimised for non-fading AWGN channels.
In addition to the rate 1/2 code, the APCO-Phase 1 standard also utilizes a
rate 3/4 convolutional code, which is weaker [2]. However, it can still obtain dual
temporal diversity. Like the rate 1/2 code, it has two dibits (two symbols) output
per branch and its shortest error events have length of two branches. It has 8
states, which means each branch input is a tribit, and the current state is the last
information tribit sent. The state transitions and their corresponding encoded dibit
pairs are shown in Table 2.2.
Table 2.2: Rate 3/4 code dibit pairs output for different branches.
Input Tribit
0 1 2 3 4 5 6 7
0 0,2 3,1 3,2 0,1 1,3 2,0 2,3 1,0
1 3,2 0,1 1,3 2,0 2,3 1,0 0,2 3,1
2 2,2 1,1 1,2 2,1 3,3 0,0 0,3 3,0
Current 3 1,2 2,1 3,3 0,0 0,3 3,0 2,2 1,1
State 4 3,3 0,0 0,3 3,0 2,2 1,1 1,2 2,1
5 0,3 3,0 2,2 1,1 1,2 2,1 3,3 0,0
6 1,3 2,0 2,3 1,0 0,2 3,1 3,2 0,1
7 2,3 1,0 0,2 3,1 3,2 0,1 1,3 2,0
Analysis of the rate 3/4 code distance properties shows that some competing
paths in an error event differ in only two dibits. In those cases, the differing dibits
are located on different branches, so the diversity order of two is preserved, even
though interleaving is performed by a dibit pair [8]. To have a better performance
analysis on the developed soft output algorithm, a number of simulations will involve
both this and the rate 1/2 code. However, the latter is still the main code of interest.
Although both the trellis codes discussed here may not be very suitable for the
considered channel, they are the only ECE codes applied in this system. This is
because it is intended to verify the predictive detection scheme performance in a
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system that has already been deployed so that we can find out how much gain,
in practice, the techniques developed in this research offer. On the other hand, if
accurate detection can be achieved with these not so good codes, then the application
of better codes may provide better gains/improvements and thus, can be investigated
in future work.
2.5 Interleaver
Interleaving is a common method to overcome error bursts due to correlated channel
noise or fading. An interleaver is an input-output mapping device that permutes
the ordering of a sequence of symbols from a fixed alphabet in a completely deter-
ministic manner. It takes the symbols at the input and produces identical symbols
at the output but in a different temporal order [56]. Thus, consecutive transmitted
data are spaced apart before transmission. At the receiver end, the interleaved data
is arranged back into the original sequence by the de-interleaver. As a result of
the process, correlated noise introduced in the transmission channel appears to be
statistically independent at the receiver. Yet, such a process also spreads up burst
errors that are often caused by deep channel fades and thus allowing a better error
correction. Interleaving can be considered as a form of time diversity. The inter-
leaver can be of many types, of which the periodic and pseudo-random are two.
The interleaver used in this research is periodic and is the one used in the APCO
Phase 1 standard. The interleaver operates on a data block whose length is 98 dibits
long. Let ni = 8m+k be the input index of the interleaver, where m is the quotient
and k is the remainder. For those input indices that have even values of k, there
corresponding output indices no are computed as
no =
ni + 50k + c
4
, (2.17)
where c = 0, 2,−4 and −10 corresponds to k = 0, 2, 4 and 6. The output indices for
the other values of ni are
no =
ni − 1 + 50(k − 1) + c
4
+ 1, (2.18)
where now c = 0, 2,−4 and −10 corresponds to k = 1, 3, 5 and 7. The interleaving
result of this design is shown in Table 2.3. Inspection also shows that it interleaves
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Table 2.3: Interleaver table.
Index
Out In Out In Out In Out In Out In Out In Out In
0 0 14 56 28 10 42 66 56 28 70 84 84 46
1 1 15 57 29 11 43 67 57 29 71 85 85 87
2 8 16 64 30 18 44 74 58 36 72 92 86 54
3 9 17 65 31 19 45 75 59 37 73 93 87 55
4 16 18 72 32 26 46 82 60 44 74 6 88 62
5 17 19 73 33 27 47 83 61 45 75 7 89 63
6 24 20 80 34 34 48 90 62 52 76 14 90 70
7 25 21 81 35 35 49 91 63 53 77 15 91 71
8 32 22 88 36 42 50 4 64 60 78 22 92 78
9 33 23 89 37 43 51 5 65 61 79 23 93 79
10 40 24 96 38 50 52 12 66 68 80 30 94 86
11 41 25 97 39 51 53 13 67 69 81 31 95 87
12 48 26 2 40 58 54 20 68 76 82 38 96 94
13 49 27 3 41 59 55 21 69 77 83 39 97 95
by dibit pairs instead of by dibit. This means that both dibits on a branch of the
rate 1/2 code have the same channel gain. This can have the effect of reducing the
maximum temporal diversity order of the code from three (as discussed above) to
two [8].
2.6 Noise-Limiting Filter
As shown in (2.16), a transmitted signal is not only affected by multipath fading
but also degrades with the addition of white Gaussian noise. The effect of Gaussian
noise can be reduced by the application of the noise limiting filter (referred to as the
front end filter (FEF)), which reduces out of band noise as much as possible, while
inflicting as little damage as possible on the desired signal. The FEF, denoted as
hf (t), has a generally low-pass shape. In this research, we use an ideal rectangular
low-pass, Blackman windowed FEF. It is a finite impulse response filter. The filter
is normalized so that hf (t) has unit area,∫ ∞
−∞
hf (t)dt = 1. (2.19)
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Since Gaussian noise is included in the received signal, the FEF output, y(t), consists
of a signal component x(t) and a noise component η(t). From the received signal
expression in (2.16), we have
y(t) = x(t) + η(t)
=
1∑
l=0
∫ ∞
−∞
hf (α)hl(t− α)s(t− α− τl,a)dα
+
∫ ∞
−∞
hf (α)n(t− α)dα. (2.20)
The noise component η(t) of y(t) has the autocorrelation function
Rη(t) =
T
Υ
∫ ∞
−∞
hf (α)hf (α− t)dα = T
Υ
Rf (t), (2.21)
where Rf (t) is defined as the FEF impulse response autocorrelation and Υ is the
SNR (as defined previously in Section 2.3).
2.7 Diversity Combining
Diversity combining is a technique that is used to increase the accuracy of signal
reception in a wireless multipath fading channel. When radio channels are sepa-
rated sufficiently in any of the space, frequency, time or polarization domains, each
sub-channel experiences different fading conditions [44]. By combining the received
signals from these sub-channels, a higher quality signal is obtained. Spatial diversity
at the receiver is perhaps the most commonly used form of diversity. Its concept is
relatively simple: Instead of using a single receive antenna, multiple receive anten-
nas are deployed in such a way that the distance between any two of them is at least
one wavelength. Because the antennas are spatially separated, the signals received
by them typically experience different fading conditions. In practice, for typical
mobile communication, the receive antennas must be separated by a fraction of the
carrier wavelengths so that the correlation coefficients between the antennas are not
so high. For example, 0.5 wavelength of separation can offer good deccorrelation
depending upon the radio frequency environment that is being experienced. This
means the fading experienced by these antennas can be considered as mutually in-
dependent [68]. This fading independence allows the received signals from different
antennas to be combined so that the fading effect can be mitigated in the resulting
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signal. Thus, the later process of information extraction can be done with greater
accuracy. The three most common diversity combining techniques includes selection
combining(SC), equal gain combining (EGC), and maximal ratio combining (MRC)
[44].
It should be noted that signal combining is not the only method to utilize spa-
tial diversity. Instead of combining the independent faded signals before extracting
information, they can be jointly used right in the extraction process. Such diver-
sity technique is commonly used in a number of innovation based receivers such as
[74, 75] and the predictive receiver here. This is because it is quite straight forward
to incorporate such diversity schemes into these receiver structures and there is no
need to implement channel estimation. As a result of that, the diversity technique is
the only one explored in [13, 14]. Although, satisfactory performance gain over a sin-
gle antenna is achieved with it, the signal demodulation process can become quite
computationally demanding. This happens because the demodulation takes into
account all the independent received signals so its complexity grows near linearly
with the number of receive antennas. Therefore, low complexity diversity combining
techniques are of interest.
In any spatial diversity schemes at the receiver, the diversity gain increases with
the number of receive antennas. However, in mobile communication, the number
of antennas used is often restricted to 2 (dual diversity) or 3 (triple diversity) due
to a number of practical reasons that includes complexity-performance trade off
and signal independence. Dual and triple diversities have long been studied and
implemented in real mobile communication systems [69, 70, 71]. It is well known
that there is significant gain when a receiver changes from no diversity (a single
antenna) to dual diversity. However, diminishing additional gains are achieved as the
diversity order increases beyond two and higher order diversity is more complicated
to implement in both hardware and software. In addition, because of the small size of
the mobile device, it is quite difficult to keep the decorrelation coefficients small with
a large number of antennas. Since low correlation is required for near independent
fading, which is critical for diversity performance, the number of antennas on these
devices are often less than four [93]. Because of the above restriction, this system
considers the use of dual diversity as the main interest.
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2.8 Summary
The preceding sections have outlined the communication system considered in this
thesis. This includes the baseband transmission and reception models as well as the
channel model used for simulation. Single-h partial response CPM modulation, in
particular its C4FM variation, is the modulation of interest here. The interleaver
and convolutional code are the other important parts in the transceiver system.
Both the convolutional code and interleaver described in Section 2.4 and 2.5 are
from the APCO Phase 1 standard. These may not be the best ones for the con-
sidered channel, but they allow us to investigate the advantages of the predictive
detector in practical systems. It was also shown that the transmission channel can
be modelled by a Rayleigh distributed, frequency selective fast fading channel with
AWGN. This will affect the amplitude and the phase of the received signal, posing
problems for the demodulation.
In the next chapter, the effects of these different aspects of the transmitter and
the channel model on the receiver will be discussed in detail, leading to the actual
design of the MLSE predictive receiver, and then to a reduced complexity version.
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Predictive Demodulator
3.1 Introduction
Typically the transmitted wireless signal is corrupted by AWGN and distorted by
Rayleigh channel fading as shown in Chapter 2. As a result, the received signal
will often be very different to the transmitted signal. To reliably obtain the trans-
mitted information, both AWGN and fading must be compensated by the receiver.
However, because of the random nature of the AWGN and the fading, the received
signal will never be the same as the transmitted signal. Therefore, the demodula-
tor must identify the most likely transmitted symbols according to some criteria of
optimality based on the noisy, faded received signal [72]. For CPM signals, three
common types of demodulation scheme are discriminator, differential and coherent
demodulation. These demodulation methods perform well under AWGN, but may
not be able to establish reliable detection when the channel exhibits dispersive fad-
ing with relatively high delay spread. Another form of CPM demodulation that can
be found in the literature is linear predictive demodulation [73]. In contrast to the
other techniques, this method can provide satisfactory accuracy in signal reception
even for a severe channel that exhibits fast fading (fdmaxT ≥ 0.01) and relatively
long delay spread (up to half the symbol period) without additional equalization.
Although possessing such an advantage, it has been traditionally not a common
CPM reception technique due to its considerably higher complexity. However, due
to recent advances in hardware, linear predictive receivers may become practical in
real systems.
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This thesis considers a new linear predictive demodulator for CPM signal that
can provide reliable signal detection under dispersive channel condition [13]. The
application of linear prediction in signal demodulation is not a new topic. The
first version of a predictive receiver for fading channels was proposed in [73]. It
considered CPM on flat fading channels. Its extension to diversity reception and a
receiver structure based on the VA with a LUT are shown in [74]. The first design
of an explicitly predictive MLSE receiver for frequency selective fading is presented
in [75]. It was extended to MAP reception in [76]. A receiver that combines linear
prediction, the VA, recursive least-squares (RLS) estimation and a simplified model
for selective fading is presented in [77]. This receiver differentiates itself from the
others by having an adaptive prediction scheme that accommodates for the changes
in Doppler spectrum and power delay profile.
Although the demodulator design here contains elements similar to some of the
above linear prediction receivers, it also has some unique features. For example, it
is different to the design of [73] in the prediction domain; its prediction is done on
the FEF output signal while the prediction process of [73] operates on a modulation
free signal (the demodulator removes the effect of modulation on the received signal
by multiplying it with the conjugate of the hypothesis transmit signal). In addition,
the receiver in [73] calculates its prediction coefficients directly from the autocorre-
lation of the received samples, while the receiver here computes its coefficient sets by
reconstructing the expected received signal from a hypothesized transmitted symbol
sequence based on the receiver knowledge of the channel statistics. The demodula-
tor design is perhaps closest to the one in [75]; however, it differentiates itself from
the latter by taking into account the effect of the noise limiting filter (FEF) on the
received signal and having a pre-computed prediction coefficient LUT scheme for
complexity reduction [13, 14].
In this chapter, the theoretical background and derivation behind the predictive
demodulator structure in [13, 14] is reviewed. The chapter begins with an intro-
duction to the system model. Following it, the derivation for MLSE detection and
its metric is given. The construction of the demodulation trellis and the VA as a
technique for implementing MLSE are then described for CPM signals. A trellis
size reduction method for simplifying the demodulator operation is also included.
After that, the receiver is extended to multiple samples per symbol and multiple
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receive antennas are considered. The final section includes the computation of the
predictive coefficients and the formation of the coefficient LUTs.
3.2 System Model
Figure 3.1 shows the baseband system model under consideration for the predictive
demodulator. Here, we assume perfect synchronization.
Figure 3.1: Pre-demodulation system model.
A sequence of encoded symbols a = (a0, a1, ..., aN−1) with a symbol period of T
is modulated into a baseband CPM (C4FM) signal s(t,a). We define a subsequence
of a as anj = (aj, . . . , an). In the n
th symbol interval, [nT, (n + 1)T ], the transmit-
ted signal, s(t,a), may not only depend on the current symbol an but also on the
previous symbol sequence, an−10 . In the case of a CPM signal, the number of prior
symbols is determined by the effective phase response length, L, of the modulation.
The signal is transmitted over a mobile channel, which generally has a form of a
Rayleigh multipath fading channel, with an impulse response, hc(t, τ). The output
of the channel is corrupted by AWGN, n(t), with a PSD of N0/P = N0T/Es = T/Υ
(given that the signal power is normalized) where Υ is symbol SNR. The FEF limits
the bandwidth of the received signal r(t); by doing that, it colours the Gaussian noise
contained in the signal. The channel and FEF can combine to form a composite filter
with time-varying impulse response, h(t, τ). The equivalent system model resulting
from such a combination is shown in Fig. 3.2. The signal at the FEF output can
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then be expressed as
y(t) =
∫ ∞
−∞
s(t− τ)h(t, τ) dτ + η(t), (3.1)
where η(t) represents coloured Gaussian noise. The signal y(t) is sampled Nss times
per symbol to produce a sample sequence y0, . . . , yM−1, denoted y whose subse-
quences yj, . . . , ym are represented by y
m
j .
Figure 3.2: Equivalent pre-demodulation system model.
Before moving to the detection phase, there are two assumptions that we need
to make:
• The fading channel impulse response is a Gaussian random process in time at
any delay τ , due to the central limit theorem acting on signals received from
many independent scatterers.
• The fading channel impulse response has a mean of zero and it is a Rayleigh
fading channel.
From these assumptions, y(t) in (3.1) is a zero-mean random process that is Gaussian
when conditioned on the transmitted sequence a and has time-varying statistics.
A channel with a line of sight component is not considered here because mobile
communication does not usually have a line of sight path between transmitter and
receiver. In most previous treatments, the receivers assumed the additive noise
to be white and the FEF to be an ideal bandpass filter, which is wide enough
to accommodate the received signal, even after fading, and the sampling to be at
the Nyquist rate for the filter output. Although in principle this is the optimum
filter and sampling rate [78, 79], there are many departures from that structure in
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practice. The present design is the first to account for the more realistic situations
of coloured additive noise and an arbitrary FEF in its derivation of the subsequent
decision structure [13].
3.3 MLSE Detection and Metric
The predictive receiver in [13, 14] operates on the principle of MLSE. It chooses the
sequence a that provides the highest probability P (y|a). Such a probability can be
computed in recursive form as
P (y|a) = P (yM−1|yM−20 ,a)P (yM−2|yM−30 ,a) . . . P (y0|a) (3.2)
after the application of probability chain rule. This is equivalent to
ln(P (y|a)) =
M−1∑
m=0
ln(P (ym|ym−10 ,a)). (3.3)
Since there can be multiple samples per symbol and the samples are assumed to be
independent, the log-likelihood or detection metric can be further expressed as
ln(P (y|a)) =
N−1∑
n=0
(Nss−1∑
j=0
ln(P (ynNss+j|ynNss+j−10 ,a))
)
. (3.4)
This equation means that the metric for the whole sequence is a sum of the metrics
at successive symbol times, and each individual symbol metric is a sum of Nss sam-
ple metrics.
Since the fading channel response is assumed to be a Gaussian random process,
we can say that y is Gaussian when conditioned on the data sequence a. Hence,
each factor in (3.2) can be written as
P (ym|ym−10 ,a) =
1
2piσ2m(a)
exp
(
− 1
σ2m(a)
∣∣∣ym − yˆm(ym−10 ,a)∣∣∣2), m = 0, 1, ...,M−1,
(3.5)
where yˆm(y
m−1
0 ,a) is the conditional mean (or the minimum mean square error
(MMSE) prediction) of ym, and σ
2
m(a) is the prediction error variance [55, 56]. The
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log-likelihood sample metrics in (3.4) are then
ln(P (ym|ym−10 ,a)) = − ln(σ2m(a))−
∣∣∣ym − yˆm(ym−10 ,a)∣∣∣2
σ2m(a)
= − ln(σ2m(a))−
|em|2
σ2m(a)
, (3.6)
where
em = ym − yˆm(ym−10 ,a), (3.7)
is the prediction error, which is also known as the innovations process [66].
The prediction yˆm(y
m−1
0 ,a) is currently based on all the previous received sam-
ples. This is impractical since it would require very large memory and computational
power. Therefore, we may assume that the significant part of the memory required
for the prediction only extends K previous samples back in time (which is usually
true). This means that ym is predicted based on K previous samples, yˆm(y
m−1
m−K ,a).
It should be noted that the actual number of samples used for the prediction process
is K only when the sampling rate equals the symbol rate (Nss = 1). Otherwise, the
total number of samples used for the prediction is KNss − 1.
Since the sample sequence y is conditionally Gaussian, the predictor can be
implemented as a data-dependent finite impulse response (FIR) filter that has K
taps, w. The prediction can then be computed as
yˆm(y
m−1
m−K ,a) = w
†(a)ym−1m−K , (3.8)
where the notation † corresponds to the complex conjugate operation. If we define
the prediction error filter (PEF) coefficients to be
w˜ =
[
1
−w
]
=

1
−w0
...
−wK−1
 =

w˜0
w˜1
...
w˜K
 , (3.9)
then the prediction error is given by
em = w˜
†(a)ymm−K . (3.10)
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The coefficient set w˜ can be computed from the Yule-Walker equation [60]
w(a) = R(a)−1p(a), (3.11)
where R(a) and p(a) are the conditional covariance matrix and the conditional
correlation vector of the sample sequence ym−1m−K . These are given by
R(a) = E
[
ym−1m−Ky
m−1
m−K
†|a
]
(3.12)
p(a) = E
[
y∗my
m−1
m−K |a
]
(3.13)
The values of the matrix and vector are dependent on the nature of the transmitted
signal (s(t,a)), the channel (hc(t, τ)), noise effects (n(t)), the FEF characteristics
(hf (t)) and the sampling rate (Nss). In other words, each coefficient set can be com-
puted from a corresponding hypothesized transmitted symbol sequence, the channel
and FEF models. This allows the computation for all the possible coefficient sets
to be done during the receiver construction. Equations (3.12) and (3.13) are the
most general formulas to calculate predictive coefficients; these formulations will be
developed in detail specifically for our system in Section 3.4.
By examining (3.12), it can be seen that if s(t,a) is replaced by an arbitrarily
rotated version of ejφs(t,a), then the values of R(a) do not change. This is the
classic phase ambiguity, which occurs in all phase-coherent systems. Because of it
the receiver is unable to distinguish between different values of absolute phase of
the sequence. Hence, the technique only works for systems, which modulate data
into transmitted signal as phase differences such as differential phase shift keying
(DPSK), or CPM. For a CPM signal, the phase state is not important; only the
correlative state affects the prediction process.
3.4 Detection by Trellis and Viterbi Algorithm
From (3.4), (3.6), and (3.8), the sequential log-likelihood can be computed for any
given sequence a. However, the detection process, which involves the calculations
of the likelihoods for every single possible sequence, is not very practical. This is
because the computation of the PEFs for each possible sequence is currently in-
fluenced by all the past symbols in the sequence. Fortunately, many modulation
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methods allow a significant reduction in such dependence. In addition, the received
sample sequence can be considered as the output of a hidden Markov model, which
is a statistical Markov process with unobserved (hidden) states [80]. This allows the
use of the Viterbi algorithm for signal detection.
For most modulation schemes, each sample of a modulated signal depends on a
finite number of previous data symbols in a moving window fashion. For example,
the frequency pulse of a CPM signal is approximately limited to a finite number
of symbol times. It means that a signal sample is only affected by that number of
adjacent symbols back in time. This leads [13, 14] to making another approxima-
tion that simplifies the receiver operation. Even after passing the signal through a
frequency selective channel, the direct influence of any data symbol on a sample at
the FEF output is limited to L symbol times, where L is the modulation phase re-
sponse length. Given that the channel delay spread considered in this research is no
more than half the symbol period, such an approximation should be sufficient. To
illustrate this, we consider the effect of a0, for example, on the FEF output signal;
this effect starts from a near zero value at t = 0 and it ends at a value of zero, at
t = LT . Figure 3.3 shows its span of direct influence for L = 3 and Nss = 2.
Figure 3.3: Historic symbols influence. Shown for L = 3, and Nss = 2
Figure 3.3 indicates that any sample of the filtered received signal sample ym
only depends on L = 3 previously transmitted symbols. However, this dependence
varies between the samples taken at integer symbol times, and at other times.
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• A sample ym in the interval ((n−1)T, nT ) is influenced by the symbol sequence
an−1n−L. For example, the sample at t = 4.5 is affected by a
4
2.
• Sample ym at integer time depends on only L−1 transmitted symbols, an−1n−L+1.
For example, the sample at t = 4 depends only on a32.
The reduction in the number of involved symbols for samples at integer times is
because each of the pulse shapes shown in Fig. 3.3 is zero at its right hand end.
To simplify the next part of the analysis, we consider the case of Nss = 1 in which
samples are taken at integer times, nT , so the sample index m is now equivalent
to the symbol index n. From the previous section, we see that the sequence metric
is computed from its corresponding symbol metrics (3.3), which is decided by a
single sample metric of the form shown in (3.6). In (3.8), the sample metric is
calculated via the PEF, which depends on the covariances calculated in (3.12) and
(3.13) among K+1 consecutive samples of y(t) (including the current sample that is
being predicted). The prediction of sample y(nT ) is based on the K symbol spaced-
samples y((n − K)T ) up to y((n − 1)T ). Since each of these prediction basics is
dependent on an overlap subset of L−1 data symbols, the prediction process involves
a total of L + K − 1 successive symbols an−1n−L−K+1. At this point, the complexity
of the predictive receiver has been significantly reduced as the computation for the
PEF and the prediction metric no longer needs to take into account the effect of
any symbols that are K +L symbol periods or more away from the current sample.
This means that the calculations for the correlation matrix and vector in (3.12) and
(3.13) respectively, can now be written as:
R(a) = E
[
yn−1n−Ky
n−1
n−K
†|an−1n−L−K+1
]
(3.14)
p(a) = E
[
y∗ny
n−1
n−K |an−1n−L−K+1
]
(3.15)
It should be noted here that the matrix R(a) has size K×K, while the vector p(a)
has size K × 1.
Moreover, the detection process can now be done via a trellis and the VA. The
trellis states are defined by all possible combinations of L + K − 2 successive data
symbols. For example, state Φn−2 is the integer equivalent of the sequence an−2n−L−K+1.
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Each trellis branch is defined by the symbol an−1, while its corresponding metric
is determined by the symbol sequence an−1n−L−K+1. This is because the sequence
contains all the symbols involved in the state transition Φn−2 → Φn−1, which is
an−2n−L−K+1 → an−1n−L−K+2. Hence, each state transition uniquely specifies a symbol
sequence that, in turn, defines the PEF for computing the branch metric (which is
also the symbol metric in this case) according to (3.9) and (3.11). By substituting
(3.10) into (3.6), the branch metric, denoted as µn
(
an−1n−L−K+1
)
, is
µn
(
an−1n−L−K+1
)
= − ln
(
P
(
yn|yn−1n−K ,an−1n−L−K+1
))
(3.16)
= ln
(
σ2n(a
n−1
n−L−K+1)
)
+
∣∣∣w˜†(an−1n−L−K+1)ynn−K∣∣∣2
σ2n(a
n−1
n−L−K+1)
, (3.17)
which has been negated, so we can deal with positive quantities.
The overall sequence metric, which is minimized by the right choice of a, is the
sum of the branch metrics
M(a) =
N−1∑
n=0
µn
(
an−1n−L−K+1
)
. (3.18)
For values of n less than K + L − 1, the symbol values are assumed to be known
at the receiver. These symbol values can be the end part of the synchronization
sequence that precedes the data block.
It should be noted that the branch metric (and path metric) computation is
optimized when the predictive coefficients are computed directly from the current
channel condition. However, this can only be achieved by having a channel estima-
tion scheme at the receiver. Given that the computation of each coefficient set w˜
is a demanding task, this together with the extra complexity of the channel estima-
tion process may consume a lot of computational power, which may not be ideal for
mobile devices. As suggested earlier, a sub-optimal solution for this is to calculate
all the possible coefficient sets based on the receiver’s best knowledge about the
channel prior to transmission. These sets are then stored in a LUT implemented
in the receiver memory. Hence, the demodulator can quickly pull out the suitable
coefficient set when a branch metric calculation happens. This method of using a
LUT allows a large reduction in computational complexity and it has also shown in
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Figure 3.4: Branch metric calculator [13].
[14] to provide satisfactory performance. The branch metric calculation process can
be summarized as in Fig. 3.4, where the LUT, as discussed earlier, represents the
memory storage for all sets of PEF coefficients, w˜, generated from all the possible
sequences of an−1n−L−K+1.
With the above discussion, we can realize that the size of the trellis is determined
by the constellation of the modulated signal, the phase response length L, and the
prediction order K. If the constellation size is Q, then the trellis has
Nstate = Q
L+K−2 (3.19)
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states. The number of possible distinct branches is
Nbrn = Q
L+K−1. (3.20)
For example, if the constellation is binary, L = 3, and K = 2, then the trellis
contains 8 states and there are 16 allowable transitions (or branches). Figure 3.5
shows this trellis for two contiguous symbol periods.
Figure 3.5: Trellis for binary symbols. Shown for L = 3 and K = 2.
3.5 Complexity Reduction Technique
From the previous section, we have seen how the trellis is formed from the modula-
tion and prediction processes. According to (3.19), the trellis size is dependent on
the prediction length K and the phase response length L. Simulation results in [14]
show that the prediction needs to have K = 3 and L = 3 in order for the receiver to
significantly outperform a differential receiver. Unfortunately, for Q = 4, this would
mean that the corresponding trellis has Q3+3−2 = 256 states, which is very large
for a number of practical implementations for mobile devices. Hence, additional
methods must be applied to the receiver to reduce the number of trellis states. In
[13, 14], such a method was found based on per survivor processing (PSP) [81].
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The principle of PSP constitutes a general framework for the approximation of
MLSE algorithms whenever the presence of unknown quantities prevents receivers
from the realization of the classical VA [82]. In other words, PSP has a particular
application whenever the transition metrics in the VA are affected by some degree of
uncertainty that could be removed or reduced by data-aided estimation techniques.
In a typical example, this uncertainty is often due to imperfect knowledge of some
channel parameters, such as the carrier phase, timing epoch, or the channel impulse
response itself. Therefore, the PSP technique is commonly applied to the areas of
fading channel tracking [82], joint MLSE of data and channel [83, 84], and carrier
phase synchronization for coded modulations [85, 86, 87]. Another particular appli-
cation of PSP has appeared in the area of reduced state sequence estimation (RSSE)
that is used to simplify receiver complexity for ISI channels [16, 88].
The application of PSP here is considerably different to those mentioned above
as its focus is not on estimating an unknown channel parameter. Thus, this method
may be considered as a minor or a different interpretation of the PSP principle. It
is perhaps closest to RSSE in the sense that complexity reduction can be achieved
by reducing the trellis size. In the case of RSSE, the trellis reduction is obtained
by partial representation of the residual ISI constructed from the symbol estimates
stored in the VA path history. Here, it is achieved by truncating the state to a
shorter sequence of symbols, but keeps the remainder as a per-state decision feed-
back trail (or path) [13]. Each symbol sequence occupying a feedback trail can be
found in the survivor path corresponding to the initial state of the feedback trail.
The detailed operation of this reduction technique is described in the remainder of
this section.
If we denote P as the reduction factor obtained with the PSP method then the
new number of states in the demodulation trellis is given by
Nstate = Q
L+K−P−2. (3.21)
According to (3.21), if we use P = 2, the 256 state trellis (for Q = 4) can be shrunk
to a trellis of 16 states as shown in Fig. 3.6. Each state in the new trellis is defined
by a pair of symbols instead of a sequence of 4 symbols. Therefore, the number of
possible states (or the trellis size) is significantly reduced.
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We have not yet explained how the new 16 state trellis can replace the original
256 state one in the prediction process. Recall from the previous analysis that the
prediction computation requires the symbol sequence, an−1n−L−K+1, which is a
n−1
n−5 for
this case. For the 256 state trellis, this sequence can be obtained by just going
back to the previous state from the current state. This is because the current state
(denoted as st) is defined as an−1n−4, and the previous state (denoted as pst) is a
n−2
n−5.
However, for the trellis in Fig. 3.6, such a method only allows us to have access
from an−3 to an−1. Therefore, if this trellis is applied for demodulation, we need to
go back further in time to acquire the required sequence.
Figure 3.6: Reduced-size trellis with 16 States.
In this particular case, assuming the current state st is at time nT , we must go
back to the past states as far as (and including) the state at time (n− 3)T (denoted
as lst). At this stage, although the actual size of the trellis is reduced, there will not
be a reduction in computation if we just simply trace all the possible paths back to
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get all the combinations of the sequence an−1n−5. The application of PSP allows such
a reduction to be done. The process stores the best branch leading to each state
prior to st, then for the computation of the branch metric leading to st, we only
need to consider the pst and the best path leading to it from the lst (or its feedback
trail). The resulting sequence an−1n−5 is the most likely sequence corresponding to the
transition metric between pst and st. Hence, the computation of the branch metric
[pst− st] can solely depend on such a sequence and can ignore all the other possible
sequences that can be obtained by tracing back from pst to lst. It should be noted
here that the first L+K − 1 symbols transmitted are known at the receiver so the
branch metric computation for the early states must rely on these symbols.
Figure 3.7: Prediction Process with Complexity Reduction Method.
The example in Fig. 3.7 shows the prediction made at state 3 (st = 3). Its
previous state, state 0, gives us values for an−2 and an−3. For each pst, we have
saved the best trail leading to it. In the case of pst = 0, it is the path indicated by
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the red arrows. The path contains state 4, and state 1 that consequently provide
values for an−5 and an−4. These together with the symbol an−1, which corresponds
to the transition from pst = 0 to st = 3, make up the full (and most likely) sequence
of an−1n−5 affecting the prediction. Thus, each time a branch metric is computed in
the reduced-sized trellis, the demodulator has to take into account both the actual
transition [pst − st] and the best feedback path leading to pst instead of just the
transition [pst− st] in the case of the original trellis.
3.6 Multiple Samples per Symbols
In many modulation formats, such as CPM, the use of multiple samples per symbol
can greatly improve the performance of their receivers. Hence, in this section, a
modified design of the predictive receiver that can operate with multiple samples
per symbol is developed.
For multiple samples per symbol operation, the number of involved symbols at
any instant and the trellis size are the same as those of the single sample operation.
In other words, these predictive parameters are independent of the number of sam-
ples per symbol. Hence, we can start by considering the familiar time line of the
prediction for the single sample per symbol receiver as in Fig. 3.8.
Figure 3.8: Time line for Nss = 1 prediction of sample at nT with K = 2.
In Fig. 3.8, a sample is taken at every point marked by a red ”+”. These points
are at times that are multiples of the symbol period T . To indicate each of these
samples, we use an offset index i that counts back from nT . Hence, the corresponding
sample times are (n − i)T . Below the time line are the samples involved in the
prediction error calculation where a blue ”+” represents a sample that the prediction
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is based on, and a blue ”×” represents the sample being predicted. For both single
and multiple samples, the prediction process must obey the following:
• The samples involved in the prediction are those between (n − K)T and nT
inclusively.
• Each of the branch metrics, σm
(
an−1n−L−K+1
)
, in (3.18) is computed as the
sum of the squared prediction errors (3.10) of the Nss samples in the interval
((n− 1)T, nT ] according to (3.4).
• The prediction of each sample in the interval ((n−1)T, nT ] depends on all the
previous samples back to time (n − K)T , including those within the interval
((n−1)T, nT ]. This means that the predictions for different samples are based
on different historic sample sequences. The sequence corresponding to the
prediction for the latest sample is longest while that for the earliest sample is
shortest. Hence, there are different PEFs for different samples being predicted
within that interval.
Figure 3.9: Time line for Nss = 3 prediction of samples in ((n− 1)T, nT ] with
K = 2.
Figure. 3.9 illustrates the timeline for the multi-sample scenario. Recalling that
the offset index i counts back from the time nT , so the sample time is (n− i/Nss)T ,
or (n− i/3)T in this example. Different sample sets for each of the predictions are
shown below the timeline. We use the same notations to represent different types
of samples as before, a ”+” for the predictive samples, and a ”×” for those being
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predicted. From Fig. 3.9, it can be seen that the offset indices i of all the samples
being predicted belong to the integer set [0, 1, ..., Nss−1]. In general, for a prediction
order of K, the prediction of a sample indicated by offset index i requires samples
from (n− (i+ 1)/Nss)T back to (n−K)T . For example:
• Prediction of the sample at i = 0 relies on samples from (n− 1/Nss)T back to
(n−K)T inclusively.
• Prediction of the sample at i = 1 relies on samples from (n− 2/Nss)T back to
(n−K)T inclusively.
· · · · · ·
• Prediction of the sample at i = Nss − 1 relies on samples from (n− 1)T back
to (n−K)T inclusively.
From the above analysis, we can see that the newest data symbol on which these
predictions depend is an−1, and the oldest one is an−K . Hence, if the dependence
between the data symbols is taken into account, then all the predictions rely on the
symbol sequence, an−1n−K−L+1, which is exactly the same as that for the single sample
case.
As the sample sequence required for each prediction of the sample in interval
((n − 1)T, nT ] has been specified, the corresponding correlation matrix (3.22) and
vector (3.23) can now be constructed. Let’s denote the sample with index offset i
to be ynNss−i since all these samples are at times (n− i/Nss)T , then
Ri(a) = E
[
ynNss−i−1n−KNss y
nNss−i−1
n−KNss
†|an−1n−L−K+1
]
(3.22)
pi(a) = E
[
y∗nNss−iy
nNss−i−1
n−KNss |an−1n−L−K+1
]
(3.23)
The matrix Ri(a) has size (KNss− i)× (KNss− i), while the vector pi(a) has size
(KNss − i)× 1. The prediction filter and PEF for each sample being predicted are
then
wi(a) = Ri(a)
−1pi(a), (3.24)
w˜i =
[
1
−wi
]
. (3.25)
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Figure. 3.10 shows a block diagram of the multi-sample metric calculator for K = 2
and Nss = 2. There are two ”LUTs” corresponding to the two PEFs of the samples
at time instant nT and (n− 1
2
)T . The summer in each filter is hidden to reduce the
complexity of the diagram. It should be noted here that since the two predictions
are based on different sequences of past samples and these sequences are different in
length, the PEFs differ in length and the corresponding variances σ2in
(
an−1n−L−K+1
)
,
for i = 0, 1, are different. These variances must be applied separately to the outputs
of the PEFs. It should be noted that although being different, these PEFs are
all constructed based on the same channel conditions. Therefore, the coefficient
LUTs corresponding to them can be grouped into a single LUT dedicated for such
channel setting. This is also to avoid the confusion between the idea of using multiple
LUTs with different channel settings in Chapter 4 and multiple PEF LUTs structure
described here.
Figure 3.10: Multi-sample metric calculator for prediction of K = 2 with 2
samples per symbol, Nss = 2 [13].
49
3. PREDICTIVE DEMODULATOR
3.7 Spatial Diversity Reception
The benefits of diversity reception are well known. In this section, we describe
the extension made to the predictive demodulation so that it can operate with
diversity. Such an extension to diversity configurations can be done by simply
summing the metrics calculated on the various diversity branches [13]. We assume
that a transmitted signal is received on I antennas, each channel independent of
the others, but with the same statistics (equivalently, with frequency diversity, the
signal is received on I frequency branches). The receiver maximizes with respect to
the data hypothesis a, the likelihood
P (y(1),y(2), . . . ,y(I)|a) = P (y(1)|a)P (y(2)|a) . . . P (y(I)|a), (3.26)
where y(k) is the vector of samples from diversity branch k. By taking the natural
log to both side of (3.26), we have
ln(P (y(1),y(2), . . . ,y(I)|a)) =
I∑
k=1
ln(P (y(k)|a)). (3.27)
Each term on the right side of (3.27) can then be decomposed as in (3.3) to a sum of
branch metrics, each a squared prediction error. Equivalently, it is possible to form a
single branch metric as a sum of squared prediction errors (or branch metrics) across
antennas (called sum of squared prediction errors (SSPE) diversity [13]). Following
(3.6) and (3.17), the branch metric is given by
µn
(
an−1n−L−K+1
)
=
I∑
k=1
|e(k)m |2
σ2m(a
n−1
n−L−K+1)
+ ln(σ2m(a
n−1
n−L−K+1)) (3.28)
=
I∑
k=1
∣∣∣w˜†(an−1n−L−K+1)y(k)nn−K∣∣∣2
σ2n(a
n−1
n−L−K+1)
+ ln
(
σ2n(a
n−1
n−L−K+1)
)
. (3.29)
Equation (3.29) looks complicated, but in operation it is not. Figure 3.11 illustrates
that the same PEF is applied to each of the antenna outputs and the resulting
squared errors are added together to form a state transition metric (the bias term
ln(σ2m(a
n−1
n−L−K+1)) can also be added to the branch metric calculation, although
experimentation shows that it makes little difference). As a result of that, the
complexity of the receiver for implementing SSPE diversity rises almost linearly
with the value of I as the branch metric computation can be considered as the
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most demanding task in the demodulation process. Therefore, there is motivation
to develop a suitable diversity technique that can provide good gain with low cost
in computation.
3.8 Predictive Coefficient Generation
We recall that (3.11) gives the prediction error filters (PEFs) that are used in cal-
culation of branch metrics in the VA. This section shows the development of com-
putational expressions for the components of the arrays R(a) and p(a) in (3.11)
for the case of C4FM and our channel model according to the predictive coefficient
derivation in [13].
It can be seen that the components of the arrays R(a) and p(a) in (3.12)
and (3.13) (and for the multi-sample version, the arrays Ri(a) and pi(a) in (3.22)
and (3.23)) are just covariances of the FEF output at different sample times. We
represent such a component as
Vy(i1, i2|a) = E
[
y
((
n− i1
Nss
)
T
)
y∗
((
n− i2
Nss
)
T
)]
, (3.30)
where i1 and i2 indicate sample times. The expectation is taken over the fading and
noise ensembles, but not the data, since the result is intended to be a function of
K + L − 1 symbols, an−1n−K−L+1. In detail, the arrays in the multi-sample case are
then given, for i = 0, . . . , Nss − 1, by
Ri(a) =

Vy(i+ 1, i+ 1|a) Vy(i+ 1, i+ 2|a) . . . Vy(i+ 1, KNss|a)
Vy(i+ 2, i+ 1|a) Vy(i+ 2, i+ 2|a) . . . Vy(i+ 2, KNss|a)
...
...
. . .
...
Vy(KNss, i+ 1|a) Vy(KNss, i+ 2|a) . . . Vy(KNss, KNss|a)
 (3.31)
and
pi(a) =

Vy(i+ 1, i|a)
Vy(i+ 2, i|a)
...
Vy(KNss, i|a)
 . (3.32)
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Figure 3.11: SSPE diversity implementation [13].
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For the case of just one sample per symbol, Nss is set to 1 and the arrays simplify.
In the following derivation, it is assumed that the selection of L for C4FM is
generous enough that there is negligible ISI from data symbols outside the range
an−L−K+1 to an−1. To start the derivation, the independence of the signal and noise
terms in (2.20) makes the covariance (3.30) equal to
Vy(i1, i2|a) = Vx(i1, i2|a) + T
Υ
Rf
(
(i2 − i1)T
Nss
)
, (3.33)
where Rf (t) is defined in (2.21) (and is easily calculated), and Vx(i1, i2|a) is defined
as
Vx(i1, i2|a) = E
[
x
{(
n− i1
Nss
)
T
}
x∗
{(
n− i1
Nss
)
T
)]
. (3.34)
The next goal is to obtain an expression for Vx(i1, i2|a). Recall that x(t) was defined
in (2.20) as
x(t) =
1∑
l=0
∫ ∞
−∞
hf (α)hl(t− α)s(t− α− τl,a)dα, (3.35)
where a computable expression for s(t,a) over [(n−K)T, nT ] is defined as
s(t,a) =
√
Es
T
exp (jφ(t,a)), (3.36)
φ(t,a) = 2pih
n−1∑
k=n−K−L+1
akq(t− kT ). (3.37)
It should be noted that there is no phase state in (3.37) because as discussed before,
the predictive receiver does not take into account the phase state of CPM. By
substituting (3.35) into (3.34), we have
Vx(i1, i2|a) =
1∑
l1=0
1∑
l2=0
∫ ∞
−∞
∫ ∞
−∞
E
[
hl1
{(
n− i1
Nss
)
T − α1
}
h∗l2
{(
n− i2
Nss
)
T − α2
}]
× s
{(
n− i1
Nss
)
T − α1 − τl1 ,a
}
s∗
{(
n− i2
Nss
)
T − α2 − τl2 ,a
}
(3.38)
× hf (α1)h∗f (α2) dα1dα2.
53
3. PREDICTIVE DEMODULATOR
Recalling that the complex gains of different channel paths are assumed to be
uncorrelated, as in (2.15), so that the double sum in (3.39) collapses, this gives the
more compact expression
Vx(i1, i2|a) =
1∑
l=0
σ2l
∫ ∞
−∞
∫ ∞
−∞
Rh
(
(i2 − i1)T
Nss
+ α2 − α1
)
hf (α1)h
∗
f (α2)
× s
{(
n− i1
Nss
)
T − α1 − τl1 ,a
}
(3.39)
× s∗
{(
n− i2
Nss
)
T − α2 − τl2 ,a
}
dα1dα2.
The expression for Vx(i1, i2|a) in (3.39) can be further simplified by the following
approximation: The channel fading is slow enough that the channel gain autocor-
relation function Rh(t) defined in (2.15) does not change significantly over the time
span of the filter hf (t). This means that
Rh
(
(i2 − i1)T
Nss
+ α2 − α1
)
≈ Rh
(
(i2 − i1)T
Nss
)
= J0
(
2pifdmax
(i2 − i1)T
Nss
)
. (3.40)
With the above approximation, the key formula (3.39) can be re-written as
Vx(i1, i2|a) =
1∑
l=0
σ2l
∫ ∞
−∞
s
{(
n− i1
Nss
)
T − α1 − τl1 ,a
}
hf (α1)dα1
×
∫ ∞
−∞
s∗
{(
n− i2
Nss
)
T − α2 − τl2 ,a
}
h∗f (α2)dα2 (3.41)
× J0
(
2pifdmax
(i2 − i1)T
Nss
)
,
where the zero order Bessel function is defined as
J0(x) = 1− (x/2)
2
(1!)2
+
(x/2)4
(2!)2
− (x/2)
6
(3!)2
+ ..... (3.42)
As the functional forms of all factors in the left hand side of (3.41) are known apart
from those associated with the transmission channel such as fdmax , the calculation of
Vx(i1, i2|a) depends on the approximations of the channel factors. Given a certain
set of approximation values for these unknown factors, the combination of (3.41)
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and (3.33) allows all components of the arrays R(a) and p(a) to be computed.
Based on (3.24), the resulting arrays are then applied to solve for the PEF w˜i of a
sequence ann−K−L+1 associated with a trellis branch. Thus, the quality of the PEF
(or the branch metric) depends on the selected values of the channel factors.
The above method is used to obtain all the coefficient sets computed from all the
possible combinations of ann−K−L+1. These coefficient sets are then stored in an LUT
(or LUTs for the case of multi-sample per symbol), which is then embedded in the
predictive receiver memory. Within a LUT, a coefficient set is indicated by its unique
index, which is calculated from the sequence ann−K−L+1 corresponding to that set.
The receiver relies on such an index to draw the correct coefficients from the LUT
when computing branch metrics. As discussed earlier, the PEF calculation is greatly
affected by a number of channel characteristics, which includes SNR (Υ), Doppler
shift (fdmax) and delay spread (τl). Since a coefficient LUT is calculated before the
demodulator starts operating, those channel factors can only be estimated during
the LUT construction. As shown in [14], the predictive demodulator performs best
when these channel estimations are close to the actual channel and its performance
degrades as these estimations are further away from their actual values. Given that
this research considers mobile channels, which vary over time, it is impossible to
guarantee that a single LUT constructed from a certain configuration will always
be suitable for the current channel. A possible solution for this is to apply multiple
LUTs whose channel factor configurations are different from one another so that
the channel variation can be divided into different regions corresponding to the
configurations. Thus, for a given actual channel condition, there is a much higher
chance that it is close to one of the configurations than in the case of using only one
configuration. Since each LUT can only be computed from one configuration, the
use of multiple configurations corresponds to the use of multiple LUTs, which leads
to multiple parallel prediction processes within the demodulation. In this thesis, the
research on the use of multiple LUTs will be presented in Chapter 5.
3.9 Summary
In this chapter, a predictive MLSE C4FM receiver structure has been specified. In
summary, the key points of the design include:
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• MLSE detection is based on minimization of a sequence metric with respect to
choice of the entire data sequence.
• For Rayleigh fading channels, a sequence metric consists of a sum of symbol
metrics, each a squared prediction error (or sum of squared prediction errors,
if multiple samples per symbol) from prediction of FEF output samples. The
CPM phase state has no value on the computations of symbol metrics.
• For Rayleigh fading channels, linear prediction is optimum, and the PEF is
obtained by solution of the Yule-Walker equation, which contains two arrays
of covariances, both dependent on the data hypothesis. The prediction error
can be based on a finite number K of successive symbol intervals, then the
Yule-Walker equation and the PEFs are of finite size, and do not continue to
grow with sequence length.
• The span of direct influence of any data symbol on the FEF output samples
is limited to L symbol times, then any symbol metric depends on a moving
window of data symbols. Therefore, the VA and PSP technique can be used
to reduce computation significantly.
• Sampling more than once per symbol is sometimes essential to good perfor-
mance. In this case, the branch metric is a sum of scaled, squared prediction
errors, one for each of the samples in a symbol.
• The receivers structure can be based on pre-calculated LUTs and a simple
structure to incorporate the LUTs into the branch metric computation process.
In the next chapter, this receiver structure will be extended with the application of
soft output algorithms so that it is able to pass soft information to the subsequent
decoder, and the overall system performance can then be increased.
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Reliability Generation and
Iterative Detection
As discussed in Chapter 1, by letting the predictive demodulator feed reliability
or soft information to the subsequent convolutional decoder, the overall receiver
performance can be improved. There are several methods available for generating
reliability information from the trellis operation. In this chapter, a low complex-
ity SOVA-based algorithm is presented in detail. In addition, a higher complexity
BCJR-based algorithm is derived specifically for this design to provide a perfor-
mance comparison. Another focus of this chapter is to establish an iterative receiver
structure, where soft information is passed between the predictive demodulator and
the ECE decoder. Soft information exchange (iterative processing) achieves higher
detection accuracy than that of the non-iterative system and the overall performance
gain can increase with each iteration [89, 90]. Therefore, it is natural to take an-
other step of extending the system here from soft detection to iterative detection,
which can provide significantly better performance. The performance gains from
these enhancements will be evaluated for different channel conditions. The results
obtained are shown and discussed in the last section of this chapter.
4.1 Original SOVA
In this section, we summarize the original SOVA design for binary trellises and then
discuss different complexity reduction methods.
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4.1.1 Orignal SOVA
The original SOVA, as described in [28], was developed for a two stage receiver
structure as shown in Fig. 4.1.
First Stage 
Detection
Interleaver Second Stage 
Detection
1uy 2
u
1L 2L
Figure 4.1: A general 2 stage detector model.
Here, the first stage can be a Viterbi demodulator while the second stage may
be a Viterbi decoder. The application of SOVA in the demodulation process allows
the first stage to not only provide hard decision symbols (u), but also to deliver
reliability information corresponding to these decisions (L). The SOVA of [28] is
restricted to a binary trellis with two branches ending in each node.
Assume that the VA in the first stage detection makes a final decision after a
delay of δm, which is high enough that all 2
v survivor paths have been merged with
sufficiently high probability (where v, in this case, is the memory of the modulation
or convolutional code depending on whether the first detection stage is a demodu-
lation or decoding process). Having said that, let us consider the case in which the
VA in stage one has to select a survivor for state sk at time kT as shown in Fig. 4.2.
It selects the path with the smallest path metric to be the survivor. If we assume
that the survivor path has index m = 1 and metric M1, and the other path has
metric M2 ≥M1, then the probability of selecting the wrong survivor path is
psk =
e−M2
e−M2 + e−M1
=
1
1 + eM2−M1
=
1
1 + e∆
(4.1)
with ∆ = M2−M1 ≥ 0. From (4.1), we can see that psk approaches 0.5 if M1 ≈M2
and 0 if M1  M2. With probability psk, the VA makes errors in all e positions
where the information bits/symbols differ between path 1 and 2,
u
(1)
j 6= u(2)j , j = j1, ...., je. (4.2)
Positions where u
(1)
j = u
(2)
j are not affected by the survivor decision.
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Figure 4.2: Example of the SOVA [28].
If we let δm be the length of those two paths until they merge, then we have
e different information values and δm − e identical information values. Assume we
have stored the probabilities pˆj of previous erroneous decisions with path 1. We can
update these probabilities with the newly computed psk for the e differing decisions
on this path according to
pˆj = pˆj(1− psk) + (1− pˆj)psk, j = j1, ...., je, (4.3)
0  pˆj  0.5. This formula requires statistical independence between pˆj and psk,
which is true for most cases. The soft information, Lˆj, can be computed via the
log-likelihood ratio
Lˆj =
1
α
log
1− pˆj
pˆj
, 0 Lˆj ∞, (4.4)
where α is a scaling factor that prevents overflow and allows E{Lˆj} = 1. A good
approximation for the above computation is [28]
f(Lˆj,∆) = min(Lˆj,∆/α). (4.5)
The process of updating the soft information can be summarized in the following:
For each state sk
Store ∆ = max(Mm)−min(Mm).
Initialize Lˆj(sk) = +∞.
For j = k − v to j = k − δm
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Compare the two paths merging in sk:
If u
(1)
j (sj) 6= u(2)j (sj) then update
Lˆj = f(Lˆj,∆).
The hard decisions (uˆi) and the soft information (Lˆi), computed from the first
detection stage’s trellis via the SOVA, are used to calculate the soft decisions (Λˆi)
that will be fed to the VA of the second detection process. The soft decision is
calculated according to
Λˆi = uˆiLˆi, (4.6)
where uˆi has a hard value of 1 or −1.
4.1.2 Simplification Techniques
The sub-optimal SOVA is generally less complex than the optimal MAP algorithm.
However, the computational demands of these algorithms for a large non-binary
trellis are still very high. Since nowadays, most practical trellis applications are non-
binary, many variations of SOVA employ different complexity-reducing techniques
for simplifying their operations such as those in [32, 35, 36]. These simplifications
are usually done by:
• Avoiding the use of complex mathematical operations such as log(), min() and
max().
• Decreasing the length of the search-back/updating window (which is δm in the
case of the original SOVA described previously).
• Reducing the number of paths involved in the calculation of reliability infor-
mation.
It should be noted that each of these methods has a negative effect on performance.
For example, in [30], the original SOVA is simplified by applying the first method
where the complex selection operation (min() and max()) are approximated with
the use of algebraic rings. This method significantly speeds up the SOVA decoder
as it allows the use of parallel processing; however, an increase in BER is observed.
The second simplification degrades performance by keeping the updating window
as small as possible, thus preventing the past symbol reliability being updated by
the latest information. The third method introduces performance degradation by
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simply limiting the amount of information available for reliability calculation.
Depending on the characteristics of different applications, one (or a combination)
of the above methods may be used. For the predictive demodulation trellis, it is
realized that the search-back length is relatively short (2 to 3 symbols long); hence,
the second simplification method may not be very useful here. My literature review
has shown that the SOVA algorithm proposed by Turner in [29, 36] utilizes the
remaining techniques very effectively. He considered the application of SOVA for
a non-binary trellis for equalization in which there are M branches ending in each
state. The complexity of such a process can be very high as the trellis is quite large.
Fortunately, Turner discovered that reasonable SOVA performance can be achieved
by looking only at the survivor path and the second best path at each survivor
state. Furthermore, instead of computing the soft information as a log-likelihood
ratio, Turner directly used the scaled path metric difference as the soft information.
Turner’s approach is a very attractive method to design a low-complexity soft output
algorithm, but it can not be directly applied to the system here. This is because the
algorithm was designed for channel equalization, which is able to produce meaningful
soft symbols from its trellis operation even if only the two best paths are considered
at each state. In contrast, the system considered here requires all the paths to
produce meaningful soft symbols. As shown in the next section, a solution to this
is to approximate symbol probabilities from the information available on the two
paths, and then use these to compute soft bits. This, however, prevents the direct
use of path metric difference as the symbol reliability measure.
4.2 SOVA-based Algorithm
We now describe the SOVA-based algorithm for the non-binary demodulation trellis.
Two operations are involved, namely the approximation of the survivor symbol
probability and the calculation of the corresponding bit reliabilities.
4.2.1 Symbol Probability Computation
The approximation for the statistical reliability of each symbol in the survivor path
is described in the following: Consider Fig. 4.3 that shows a section of the demod-
ulation trellis for a C4FM signal in which there are four paths entering each trellis
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state. The survivor path is indicated by the red line (with diamond marker) while
the blue line (with triangle marker) and green line (with circle marker) present the
second best paths of the two latest survivor contentions (at time kT and (k+ 1)T ).
The black lines show the branches of the other non-survivor paths (which are not
fully shown here as these paths are not involved in the soft information generation).
It should be noted that the trellis memory, v, and the separation length between
two best paths, δm, are 2 and 4 respectively in this example.
(k+1)TkT(k-1)T(k-2)T(k-3)T
ak
ak-1
ak-2ak-3(k-4)T
ak+1 Sk+1
SkSk-1
Sk-3 Sk-2Sk-4
bk,k
bk,k-1bk,k-2
bk,k-3
bk+1,k+1
bk+1,k
bk+1,k-1
bk+1,k-2
j
j
Figure 4.3: Example of the SOVA-based algorithm, where aj is the survivor
symbol, and bi,j is the symbol corresponding to the transition between time
(j − 1)T and jT on the second best path (at state Si when t = iT ).
The algorithm starts by initializing the probability of making a wrong decision
for each symbol along the survivor path to zero, pˆj = 0, where j is the symbol index.
Then for each survivor state Sk at time kT :
1. Compute the path metric difference (∆) between the survivor path and the
minimum metric among the non-survivor paths. From this, the probability of
selecting a wrong path, psk, at state Sk is approximately
psk =
1
1 + e∆
. (4.7)
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2. For j = k − v to j = k − δm (for the particular trellis shown in Fig. 4.3, v = 2
and δm = 4):
• If aj 6= bk,j then update
pˆj = pˆj(1− psk) + (1− pˆj)psk, (4.8)
It should be noted that pˆj can be updated in each symbol period. For example,
consider the updating process for two consecutive symbol time index, kT and
(k + 1)T ; we can see that the probability pˆk−2 is updated twice if ak−2 is
different to both bk,k−2 and bk+1,k−2. It now becomes difficult to decide if pˆk−2
corresponds to bk,k−2 or bk+1,k−2, and which one of these should be stored in
memory for later use (the bit reliability computation). Here, it is assumed
that the probability corresponds to bk+1,k−2 since it causes the latest update
in pˆk−2. As a result of that, bk+1,k−2 is stored in memory.
3. If v > δm, then leave pˆj as 0, and insert a copy of aj into the memory slot
where a bj symbol should be if v < δm.
At the end of the above process, for each survivor symbol aj, there is a probability pˆj
that provides a degree of reliability to the symbol. However, the calculated symbol
reliability can not be directly used by the convolutional decoder. This happens
because such reliability are only meaningful for the symbols on the two best paths
and does not associate with the symbols on the other two paths. In other word, the
reliability information only takes into account half the number of symbols within the
modulation constellation. Therefore, the convolutional decoder can not effectively
operate on the computed soft information. A solution for this is to convert the
symbol soft information to bit soft information. Given that there can only be two
possible values for a bit, the soft information computed from two different symbols
should have enough data to specify the reliability of the bit.
4.2.2 Converting Symbol Reliability to Bit Reliability
The conversion from symbol reliability to bit reliability is based on the standard
conversion suggested in [67]. Each symbol ak in the survivor path can be converted
to a pair of bits, d1d2. According to [67] if we know the probabilities of all the
symbols in the constellation, P (ak = 0), P (ak = 1), P (ak = 2), and P (ak = 3), then
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the reliability of the first bit d1 can be calculated as
Lˆ(d1) = ln
(∑
m=1d2
P (ak = m)∑
n=0d2
P (ak = n)
)
, (4.9)
and that for the second bit as
Lˆ(d2) = ln
(∑
m=d11
P (ak = m)∑
n=d10
P (ak = n)
)
, (4.10)
where m and n are symbols within the constellation.
It is not possible for the above process to be directly applied here because it
requires all four symbol probabilities while there are only two probabilities available
from the previous operation: P (aj|aj, bj) = 1 − pj, and P (bj|aj, bj) = pj (where bj
is the stored symbol obtained from the second paths). Therefore, given that the
symbol to bit mapping process is 0 = 00, 1 = 01, 2 = 10 and 3 = 11, the conversion
process is modified to: For each hard decision aj, we compare its bits with those of
bj,
• if the ith bit of aj and bj are both 0, then the reliability of this ith bit is set to
Lˆ(di) = −E(|Lˆ|), where L is the bit reliability sequence,
• if the ith bit of aj and bj are both 1, then the reliability of this ith bit is set to
Lˆ(di) = E(|Lˆ|),
• if the ith bit of aj is 1 while that of bj is 0, then the reliability becomes
Lˆ(di) = ln
(
1− pj
pj
)
, (4.11)
• Lastly, if the ith bit of aj is 0 while that of bj is 1, then the reliability is now
Lˆ(di) = − ln
(
1− pj
pj
)
. (4.12)
Once the conversion finishes, the bit reliability is used as a soft bit for the VA of
the convolutional decoder. Note: the computation for the above algorithms can be
reduced by replacing the value of E(|Lˆ|) with a constant C/γ, where C = max(|Lˆ|)
and γ is a scale factor. Although this may slightly reduce the computation com-
plexity, the performance can be degraded significantly if the scale factor γ is not
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carefully chosen. Through various simulations, it was found that a value of γ near
2 provides better performance than those of other factors for the system considered
in this thesis.
4.3 BCJR-based Algorithm
The classical BCJR algorithm [37] is based on a symbol-wise maximum a posteriori
probability criteria and proves to be optimal for estimating the states or outputs
of a Markov chain observed in white noise. Here, a BCJR-based algorithm derived
especially for the predictive demodulator design is present. In a similar manner to
the algorithms in [39, 43], the derivation of the BCJR-based algorithm starts with
similar steps to those of the original algorithm. However, it differs from the classical
one in the sense that in later derivation steps, it takes into account the trellis struc-
ture and design approximations of the predictive receiver. The algorithm has some
similarities to those in [42, 43] as they all operate on reduced-size trellises in which
a reliability calculation involves a past symbol sequence. While the algorithms in
[42, 43] have to rely on the forward or backward updating process to identify the past
symbol sequence, it is available to the BCJR-based algorithm from the PSP process.
Let y be the received sequence when x is transmitted over a wireless chan-
nel. In order to estimate the original message a, like other MAP algorithms,
the BCJR-based algorithm computes the a posteriori probability P (an = k|y) for
n = 0, . . . , N − 1, where k is the value of a symbol within the modulation constel-
lation. This estimation is done with the help of a trellis. Each transition between
state s′ at time (n−1)T and state s at the current time nT is due to a hypothesized
symbol, an. Hence, the probabilities that an = k given y, are equal to the sum of
probabilities of the transitions 〈s′, s〉 corresponding to symbol k, hence,
P (an = k|y) =
∑
Rk
P (〈s′, s〉|y)
=
∑
Rk
P (〈s′, s〉,y)/P (y). (4.13)
The notation Rk means the summation in (4.13) is computed over all the state
transitions 〈s′, s〉 that correspond to the message symbol an = k. Since the factor
P (y) is the same for all possible values of k in (4.13), it has no effect on the reliability
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calculation and thus, can be left out. So
P (an = k|y) =
∑
Rk
P (〈s′, s〉,y). (4.14)
This probability is computed for all values of k.
The joint probability P (〈s′, s〉,y) can be further expressed as
P (〈s′, s〉,y) = P (〈s′, s〉,yn−10 , yn,yNn+1). (4.15)
According to the statistical relation, P (A,B|C) = P (A|B,C)P (B|C),
P (〈s′, s〉,y) = P (yNn+1|〈s′, s〉,yn−10 , yn)P (〈s′, s〉,yn−10 , yn)
= P (yNn+1|〈s′, s〉,yn−10 , yn)P (yn, s|s′,yn−10 )P (s′,yn−10 ). (4.16)
Recall in the previous chapter we assumed that the relation between any two samples
that are K samples apart is insignificant to the prediction process. In addition, the
sequence yNn+1 is independent of the previous state s
′ given the current state s is
known. Thus, the three probabilities in (4.16) can be reduced to
P (〈s′, s〉,y) = P (yNn+1|, s,ynn−K+1)P (yn, s|s′,yn−1n−K)P (s′,yn−10 ). (4.17)
If we assume that Nss = 1, for this particular demodulation trellis, the probabilities
in (4.17) can be defined as:
αn−1(s′) = P (s′,yn−10 ) (4.18)
γn(〈s′, s〉) = P (yn, s|s′,yn−1n−K) (4.19)
βn(s) = P (y
N
n+1|s,ynn−K+1) (4.20)
At time nT , the probabilities α, γ, and β are associated with the past, the present
and the future of the received sequence y. So,
P (〈s′, s〉,y) = αn−1(s′)γk(〈s′, s〉)βk(s). (4.21)
Finally, in order to guarantee all the transition probabilities over all the trellis
branches always sum to 1 at each time step nT , the joint probability must be
normalized as
Pnorm(〈s′, s〉,y) = P (〈s
′, s〉,y)∑
k
∑
Rk
P (〈s′, s〉,y) . (4.22)
Note: the notation γ is redefined in this section. It is now a probability instead of
a scaling factor as its first definition in Section 4.2.2.
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4.3.1 Calculation of γ
The algorithm starts with the computation for γ. According to the last section,
γn(〈s′, s〉) = P (yn, s|s′,yn−1n−K) is the probability that the received symbol is yn
at time nT and the current state is s, given the previous state was s′, and the
past sample sequence was yn−1n−K . By applying the statistical formula P (A,B|C) =
P (A|B,C)P (B|C) again, γn(〈s′, s〉) can be expressed as
γn(〈s′, s〉) = P (yn, s|s′,yn−1n−K)
= P (yn|〈s′, s〉,yn−1n−K)P (s|s′,yn−1n−K). (4.23)
Let us consider the meaning of each of these probability factors for this particular
application. We have
P (s|s′,yn−1n−K) =
P (s, s′|yn−1n−K)
P (s′|yn−1n−K)
=
P (s, s′|yn−1n−K)P (yn−1n−K)
P (s′|yn−1n−K)P (yn−1n−K)
=
P (s, s′)
P (s′)
= P (s|s′). (4.24)
Hence, P (s|s′,yn−1n−K) = P (an−1).
As far as the other factor, P (yn|〈s′, s〉,yn−1n−K) is concerned, the joint occurrence of
the consecutive states s′ and s is equivalent to the specification of a PEF filter, which
corresponds to the symbol sequence, an−1n−L−K+1. This means P (yn|〈s′, s〉,yn−1n−K) is
equivalent to P (yn|yn−1n−K ,an−1n−L−K+1). Thus,
γn(〈s′, s〉) = P (yn|yn−1n−K ,an−1n−L−K+1)P (an−1). (4.25)
From (3.6) and the assumption that each symbol in the modulation has equal prob-
ability of transmission, the calculation of γn(〈s′, s〉) simplifies to
γn(〈s′, s〉) = 1
4
exp
(
− µn
(
an−1n−L−K+1
))
. (4.26)
With the application of PSP, the computation of µn
(
an−1n−L−K+1
)
can only be done
for the most likely sequence an−1n−L−K+1. Therefore, the computation for γn(〈s′, s〉) is
limited to such a sequence.
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4.3.2 Calculation of α
By definition,
αn(s) = P (s,y
n
0 ) = P (s,y
n−1
0 , yn). (4.27)
By applying the probability identity, P (A) =
∑
B P (A,B), where the summation
includes all values of B, we have
αn(s) = P (s,y
n−1
0 , yn)
=
∑
s′
P (〈s′, s〉,yn−10 , yn)
=
∑
s′
P (s, yn|s′,yn−10 )P (s′,yn−10 ). (4.28)
If the previous state (and its PSP symbol sequence) is given, the current state and
current symbol do not depend on the entire sequence yn−10 . They instead rely only
on the much shorter sequence, yn−1n−K required for the prediction process. This is
because it is assumed that any relation between samples that are more than KT
apart is negligible. Therefore,
αn(s) =
∑
s′
P (s, yn|s′,yn−1n−K)P (s′,yn−10 )
=
∑
s′
γn(〈s′, s〉)αn−1(s′), (4.29)
where γn(〈s′, s〉) = P (s, yn|s′,yn−1n−K). With the application of PSP, there is only one
survivor path for each previous state s′. This means that the specification of s′ alone
is enough for retrieving the most likely symbol sequence an−2n−L−K+1. An example of
the computation process of αn(s) for a demodulation trellis configured with K = 3,
L = 3, and P = 2 is shown in Fig. 4.4.
In order to avoid overflow or underflow it is very important that αn(s) is nor-
malized. This can be done by dividing αn(s) by its sum over all state transitions,
that is
αn(s) =
αn(s)∑
s αn(s)
. (4.30)
This normalization process does not change the final soft output result since all
αn(s) are scaled by the same amount. The initial conditions for α0(s) are
α0(s) =
{
1 if s = 0,
0 if s 6= 0.
68
4.3 BCJR-based Algorithm
PSP trail for pst
nT(n-1)T(n-2)T(n-3)T(n-4)T
an-1an-2an-3an-4 stpst
 ssn ,'1
 ssn ,'2
 ssn ,'3
 ssn ,'4
'
1s
'
2s
'
3s
'
4s
s
 sn '11 sn
 '21 sn
 '31 sn
 '41 sn
     


4
1
''
1 ,
i
ininn ssss 
Figure 4.4: Trellis-aided recursive calculation of α.
These initial conditions correspond to a terminated trellis, that is, it begins and
ends in the 0 state. We can modify the transmitted data sequence to make this
happen. This may slightly alter the generality of the transmitted sequence.
4.3.3 Calculation of β
The recursive formulation of β is obtained in the same way as α. By definition
βn(s) = P (y
N
n+1|s,ynn−K+1), which can be re-written as βn−1(s′) = P (yNn |s′,yn−1n−K).
By applying the probability identity to the RHS of the formula, we obtain
βn−1(s′) =
∑
s
P (s, yn,y
N
n+1|s′,yn−1n−K)
=
∑
s
P (yNn+1|〈s′, s〉, yn,yn−1n−K)P (s, yn|s′,yn−1n−K)
=
∑
s
P (yNn+1|〈s′, s〉,ynn−K+1, yn−K)P (s, yn|s′,yn−1n−K) (4.31)
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Since any received data sample after time nT is not influenced by those samples that
are K sample times before it, as discussed above, the sample sequence yNn+1 is not
dependent on yn−K . On the other hand, if the current state is given, the sequence
does not depend on the previous state s′. Hence,
βn−1(s′) =
∑
s
P (yNn+1|s,ynn−K+1)P (s, yn|s′,yn−1n−K)
=
∑
s
βn(s)γn(〈s′, s〉) (4.32)
Figure. 4.5 illustrates this updating process for a demodulation trellis with K = 3,
L = 3, and P = 2.
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Figure 4.5: Trellis-aided recursive calculation of β.
The process of normalization is also applied to β in a similar way to that of α,
giving
βn−1(s′) =
βn−1(s
′)∑
s′ βn−1(s
′)
. (4.33)
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From the moment we know βN(s), we can compute the other values of β. The initial
conditions for this trellis, which is all-zero terminated, are
βN(s) =
{
1 if s = 0,
0 if s 6= 0.
4.3.4 Delivering BCJR Soft Information to A Decoder
At the moment, the BCJR algorithm has provided the receiver with the probability
P (an = k|y) for all values of k at each time step in the demodulation matrix. This
information is useful, but is hard to use directly in the decoder. What can be done
here is to convert the information into symbol or bit log-likelihood ratios that the
decoder can understand. Having said that, I have chosen the bit log-likelihood ratios
as the input to the decoder instead of that for symbols. This is because the decoder
has already been configured to work with bit log-likelihood ratio. In addition, the
SOVA-based algorithm developed earlier used bit log-likelihood ratios. It will be eas-
ier to compare BCJR and SOVA performances if their outputs are in the same form.
Because each symbol corresponds to a dibit in the CPM modulation, the log-
likelihood ratio is computed for each bit in the dibit from the four probabilities
P (an = k|y) available in each time step. Let us denote k = d1d2, where d1d2 is a
pair of bits corresponding to the symbol value k at time nT . The bit log-likelihood
ratio L(di)(n), i = 1, 2, is then calculated as
L(di)(n) =
∑
di=1
P (an = k|y)∑
di=0
P (an = k|y) , (4.34)
where the summation in the numerator is computed over all the probabilities corre-
spond to a k value whose ith bit is 1 and the ith bit is 0 in the case of the summation
in the denominator.
4.4 Iterative Detection
The iterative system developed in this thesis is shown in Fig. 4.6.
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Figure 4.6: Iterative system for predictive detection.
In general, it is quite similar to other iterative systems found in [89, 90] in the
sense that the demodulator calculates reliability information in the form of bit log-
likelihood ratios (LF ), which are deinterleaved (L
′
F ) before passing them on to the
soft decoder. The decoder is able to generate reliability information (P (bˆn)) as well
as hard decisions (bˆ). From this point onward, the system differentiates itself from
the ones in [89, 90] since P (bˆn) cannot be fed directly (through the interleaver) to
the demodulator. This is mainly because the demodulator works on encoded sym-
bols while the decoder outputs uncoded data bits. Hence, in order for this feedback
process to happen, the soft encoder is present in the feedback path.
The encoder is based on the structure of the ordinary convolutional encoder
used in the system. Its task is to use the inputs of the hard decision bits and their
corresponding probabilities to compute the probabilities for each of the possible val-
ues of a transmitted symbol at a given time. So, at the output of the soft encoder,
there are 4 probability sequences P ′0,..., P
′
3 whose n
th elements, P n0 , ..., P
n
3 , are the
probabilities that the nth transmitted symbol is 0, 1, 2 or 3. These sequences are
interleaved (to become P 0,..., P 3) before being fed back into the demodulation pro-
cess.
In this section, the process of using the soft encoder to compute encoded-symbol
probability will be described first, and then I will show how the hard and soft encoded
information is used to enhance the performance of the demodulator.
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4.4.1 Feedback Soft Information Calculation
By applying a reliability generation algorithm in the decoder, thus effectively turn-
ing it into a soft output decoder, it is able to deliver both hard decision bits bˆ and
their corresponding probabilities of being right P (bˆn) for the un-coded data. As
discussed earlier, these outputs are then delivered to the soft encoder to compute
the probability P ni for each of the possible transmitted (encoded) symbols. This
calculation is relatively complex depending on the convolutional code used in the
system, especially its trellis. Here, I will show such a process for the rate 1/2 code
mentioned earlier. In comparison, the code has a smaller trellis than that of its rate
three quarter counterpart so its computation for P ni is considerably simpler.
It is known that each state in the trellis of the rate 1/2 code is a symbol (or
dibit) and the input to the code in each time period is also a symbol. So a branch
in such a trellis can be specified by a set of 2 symbols (or 2 dibits). In addition, the
symbol corresponding to the next state is also the current input symbol. Hence, each
transition in the trellis is specified by a sequence of 2 data symbols (or 4 data bits).
Since the probability of being right for each un-coded data bit P (bˆn) is known, it is
possible, at every time step, to compute the probabilities for all possible branches
instead of considering a single branch like a normal hard encoding process. Because
each transition outputs a distinct pair of symbols, the probability of the symbol pair
is that of the transition. This means that for each time step the soft encoder can
acquire the probabilities for all possible symbol pairs. In addition, scaling is applied
so that, at each time period, the sum of all the probabilities equals 1. At the end of
the whole process, the soft encoder outputs 4 sequences of probabilities (P ′0,..., P
′
3)
that contain the transmission probabilities for each of the hypothesized symbols for
a transmitted frame.
The following example shows how the process works for the first time step with
an input data bits sequence of [1 0 0 0] and its corresponding sequence of prob-
abilities, [0.3 0.8 0.5 0.5]. The bit sequence corresponds to a symbol pair, [2 0].
Given that the encoding starts with an initial state of 0, for such symbol inputs,
the encoding path for the standard encoder is given in Fig. 4.7. In this case, all
the possible transitions are considered to determine their probabilities. For the very
first time step, as state 0 is a common state, there are only 4 transitions to consider.
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As discussed earlier, each transition is specified by a sequence of 4 bits in which
the first two bits represent the current state and the others represent the current
symbol input. Normally, the probability of each transition is calculated based on
the probabilities of all the bits. Because of the common state, the first two bits
of any transition in the first time step are fixed as [0 0], therefore these transition
probabilities are determined by the two remaining bits. Table. 4.1 displays all pos-
sible transition-represented bit sequences, the corresponding output symbol (bit)
sequence and probabilities for the first time step.
0
1
2
3
Input Input
Output Output
2 0
0 1 2 1
Figure 4.7: Encoding path for data bit sequence [1 0 0 0].
Table 4.1: Example of first transition bit sequences, outputs, and probabilities.
Transition in Bit Sequence Output in Bits Transition
(State, Input Symbol) (Symbols) Probability
0 0, 0 0 0 0 1 0 (1 - 0.3) × 0.8
(0, 0) (0 2) = 0.56
0 0, 0 1 1 1 0 0 (1 - 0.3) × (1 - 0.8)
(0, 1) (3 0) = 0.14
0 0, 1 0 0 0 0 1 0.3 × 0.8
(0, 2) (0 1) = 0.24
0 0, 1 1 1 1 1 1 0.3 × (1 - 0.8)
(0, 3) (3 3) = 0.06
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Having computed all the possible output symbol pairs and their probabilities
for the first time step, we can now calculate the overall probability for each possible
symbol in the output. Because the first pair and the actual (third) output pair have
the same first symbol of 0, the probability of the first output symbol being 0 is
P (aˆ0 = 0) = 0.56 + 0.24 = 0.8. Similarly, the second and fourth output pairs have a
common first symbol of 3, thus, P (aˆ0 = 0) = 0.14+0.06 = 0.2. Since symbols 1 and
2 do not appear in the first slot of any output pairs, P (aˆ0 = 1) = P (aˆ0 = 2) = 0.
Table. 4.2 shows the probabilities for each possible output symbol value in the first
time step.
Table 4.2: Example of symbol values probabilities for first time step.
Possible Probability Probability
symbol values P (aˆ0 = k) P (aˆ1 = k)
k = 0 0.56 + 0.24 0.14
= 0.8
k = 1 0 0.24
k = 2 0 0.56
k = 3 0.14 + 0.06 0.06
= 0.2
The process of computing these probabilities for the next (and later) time steps
is very similar to that of the first time step. The only difference is in the number
of transitions that we need to consider. There are 16 transitions (with 4 common
states) in the main body of the trellis. This means that the computational com-
plexity of this and the following time steps is approximately 4 times that of the first
one. It should be noted here that although normalization was not applied for the
first time step (as the values naturally add up to 1), such a process may need to be
done at the end of the process for later time steps.
It should be noted that the subtraction of intrinsic information is not included
in the feedback loop because the intrinsic information received by the demodulator
is in the form of symbol probabilities (as shown in the following section) while
the demodulator output is in the form of bit log likelihoods. On the other hand,
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computing the extrinsic information from the decoding part can be done but does not
yields better performance as the soft information saturates after the second iteration.
Although, this is not often the case for iterative detection, similar systems do exist
in literature. A notable example of this is the receiver design in [36].
4.4.2 Demodulation Process with Feedback Information
In general, the predictive demodulation process can be divided into 2 parts:
• Calculating the path metrics entering each state in the trellis.
• Searching for the best path and computing soft information (or hard decisions)
based on the search result.
Because the original design of the path metric derivation given in (3.17 and 3.18)
does not include soft information, it is necessary to modify it for iterative detection.
The modification was done by trying to optimise the probability P (y,a) instead
of P (y|a), then (3.2) becomes
P (y,a) = P (yM−1|yM−20 ,a) . . . P (y0|a)P (aN−1) . . . P (a0). (4.35)
Then the log-likelihood metric in (3.4) changes to
ln(p(y,a)) =
N−1∑
n=0
(
ln(P (an)) +
Nss−1∑
j=0
ln(p(ynNss+j|ynNss+j−10 ,a))
)
. (4.36)
Hence, the branch metric is now
µn
(
an−1n−L−K+1
)
= ln
(
σ2n(a
n−1
n−L−K+1)
)
+
∣∣∣w˜†(an−1n−L−K+1)ynn−K∣∣∣2
σ2n(a
n−1
n−L−K+1)
− ln(P (an)). (4.37)
Because of the difference between the demodulation trellis and decoder trellis, and
hence their corresponding reliability information being different, a compensating
scaling factor c needs to apply to the soft factor ln(P (an)) in (4.37). The actual
demodulation branch metric in the iterative structure is then
µn
(
an−1n−L−K+1
)
= ln
(
σ2n(a
n−1
n−L−K+1)
)
+
∣∣∣w˜†(an−1n−L−K+1)ynn−K∣∣∣2
σ2n(a
n−1
n−L−K+1)
− c ln(P (an)).
(4.38)
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4.5 Simulation Results
The performance of the predictive system with soft and iterative detection is sim-
ulated with a coefficient LUT configured for a prediction order of K = 3, C4FM
modulation with L = 3 and two equal path Rayleigh channel that has a maximum
Doppler shift fdmax = 50 Hz (0.014T ), delay spread τ = 12.5 µs and a SNR Υ = 30
dB. This setting is chosen because it was shown in [14] that such a configuration can
deliver one of the best overall performances across a variety of channel conditions
and SNR. The receiver is configured to have a 16 state demodulation trellis; in other
word, the PSP parameter P = 2. As discussed in Chapter 2, the channel model
used for simulation is a Rayleigh channel with 2 equal power paths. Simulations are
done with the transmission of baseband C4FM signal (whose characteristics were
described in Chapter 2) over the Rayleigh channel. Results obtained are in the form
of BER and BLER for different SNR, delay spread and maximum Doppler shift of
the channel model. Encoded data is transmitted in blocks of 98 symbols.
4.5.1 Effect of SNR
For determining the effect of SNR on the system performance when the rate 1/2
code is used, the maximum Doppler shift and delay spread are fixed at 50 Hz and
50 µs. This creates a fast fading channel with high delay spread (approximately a
quarter of T ), which is often the case for large cell multicast network for public safety
operations. Without additional equalization, a standard receiver may not be able to
establish communication (even for voice transmission) for such a channel. Therefore,
this is good for testing the limit of the predictive receiver and its enhancement as well
as investigating if good SNR can help the receiver to deliver accurate data detection.
Figure 4.8 compares the predictive receiver BER and BLER performance with
hard, soft and SOVA-based iterative detection using the rate 1/2 code. It is clear
from these plots that soft and iterative detection have provided significant gains over
hard detection. In term of soft detection, both the SOVA-based and BCJR-based
algorithms allow a reduction in SNR of more than 5 dB at BER near 10−3 (a more
detailed summary on the improvement is shown in Table. 4.3). The SOVA-based
algorithm achieves considerably better detection performance costing only a small
amount of additional complexity over the hard detection design. In a comparison
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Figure 4.8: SNR results with rate 1/2 code, τ = 50 µs, and fdmax = 50 Hz.
between the two soft output algorithms, it can be seen that the BCJR-based algo-
rithm performs better than the SOVA-based algorithm at SNRs below 20 dB and
it is even comparable to those of iterative detection at lower SNR. This is expected
since MAP-type algorithms are optimum for signal detection under Gaussian noise.
However, Fig. 4.8 also shows that the SOVA-based algorithm has a better error floor
at high SNRs than other algorithm. This is a very interesting result as MAP-type
algorithms normally have lower error floors than those of SOVA-type algorithms. It
will be shown later that the main reason behind this is the weaker tolerance to de-
lay spread of the BCJR-based algorithm when compared to that of the SOVA-based
algorithm for this particular receiver.
Although soft detection schemes do significantly enhance detection accuracy, it
is still hard to establish communication for this particular channel condition since
their BERs have not reached values below 10−3. As can be seen from Fig. 4.8, both
soft detection schemes reach their error floor around 30 dB so it is very hard for
the BER curve to go down further by simply increasing SNR. One of the few ef-
fective methods to break through the error floor of soft detection is the application
of closed-loop detection. As shown in Section 4.4, the application of closed-loop
detection increases the computational demand of the overall system significantly,
especially with a high number of iterations. Therefore, the closed-loop system is
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constructed based on the simpler SOVA-based algorithm (applied to both the de-
modulator and decoder) so that the overall design complexity is not too high to be
implementable on mobile devices.
The results obtained provide a clear indication that the system performance
improves significantly with iterative detection. Its SNR gain is approximately twice
that of soft detection with the SOVA-based algorithm and it is able to achieve BER
< 10−3 with SNR at 22 dB. Although the BER values obtained from closed-loop
detection may not be low enough to be useful for data transmission, the system is
now able to establish very reliable voice transmission. In comparison, the two curves
corresponding to 2 and 5 iterations (‘ite 2‘ and ‘ite 5‘) do not differ much from each
other. This means that most gain from this closed-loop structure can be achieved
with 2 iterations. Hence, in practice, there is no need to increase the number of
iteration beyond 2 as each iteration adds a considerable amount of complexity into
the system. Note: 2 iterations mean 2 times through the receiver due to 1 time
feeding back.
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Figure 4.9: SNR results with rate 3/4 code, τ = 20 µs, and fdmax = 50 Hz.
Figure 4.9 shows the performance of the soft output algorithms with the rate
three quarter code. Since this code is considerably weaker than the half rate one,
a less severe channel setting of τ = 20 µs and fdmax = 50 Hz is applied in its sim-
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ulation. By comparing the error curves in Fig. 4.8 with those in Fig. 4.9, it can
be seen that the rate three quarter code is much weaker than the rate 1/2 code as
expected. This comes from the fact that the hard decision BER and BLER results
for SNR > 25 dB are approximately the same even though the channel setting here
is much better than that of Fig. 4.8.
In addition, when examining Table. 4.3, which compares the SNR gains from
using soft detection with both codes, we can see that the improvements correspond-
ing to the rate three quarter code are considerably smaller than those corresponding
to the other code. For example, when comparing their performances, at BER =
1%, the SOVA-based algorithm produces a gain of 2 dB over hard decision decoding
instead of a gain of approximately 3.5 dB for the previous code. In the case of
the BCJR-based algorithm, the gain is near 4 dB instead of being greater than 6
dB. Such a reduction can happen because being a weaker code, its decoder can not
process the soft information as effectively as the other decoder. In other words, the
system gain from using soft detection not only relies on the reliability generation
algorithm, but also depends on the strength of the error control code. It should be
noted that iterative detection is not considered here because the rate three quarter
code is significantly more complex than the rate one half code, and may lead to a
very demanding computational process for iterative detection.
Table 4.3: SNR gains over hard decision at different BERs.
SOVA BCJR SOVA ite 2
3/4 code 1/2 code 3/4 code 1/2 code 1/2 code
5% BER 2.02 dB 2.48 dB 3.55 dB 4.31 dB 3.41 dB
1% BER 1.96 dB 3.56 dB 3.85 dB 6.05 dB 5.87 dB
0.5% BER 2.61 dB 4.74 dB 2.31 dB 6.98 dB 7.59 dB
4.5.2 Effect of Delay Spread
The effect of channel delay spread on the reception process is also investigated by
setting the Doppler effect to fdmax = 50 Hz and SNR Υ = 30 dB. Such a high value
of SNR is chosen so that the capability for handling delay spread of the system can
be fully exploited under a fast fading scenario.
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Figure 4.10: Delay spread results with rate 1/2 code, Υ = 30 dB, and fdmax =
50 Hz.
Figure 4.10 illustrates the error performance of different detection schemes for
a wide range of delay spread. It can be seen that apart from the BCJR curve, the
other error curves have a steady (near-linear) increment with delay spread value.
As expected, both soft detection methods show improvements over hard decision.
However, these improvements are minor as the channel delay spread approaches 100
µs. This happens because such high delay spread value can cause quite severe inter-
symbol interference, which can not be effectively overcome with soft detection. In
comparison, the SOVA-based algorithm performs better than the BCJR-based al-
gorithm for τ > 30 µs but the latter significantly outperforms it (and even iterative
detection) when the value of τ is low. This indicates that the BCJR-based algo-
rithm is the best candidate and can provide outstanding performance for a channel
whose delay spread is low, but it is clearly not a good choice for higher delay spread.
On the other hand, the SOVA-based algorithm can work well over a wide range of
delay spreads. Its performance is, however, quite steady for a wide range of delay
spread and does not have a great improvement when moving from a multipath to a
single-path channel. The results here also explain why in Fig. 4.8, the BCJR BER
and BLER curves are inferior to the SOVA BER and BLER curves at high SNR
where the effect of delay spread is the major source of detection errors. It should
be noted here that the BCJR-based algorithm degradation at high delay spread is
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not due to the error of the chosen LUT. It was found out that regardless of what
LUT is used in the demodulation, the algorithm is still inferior to the SOVA-based
algorithm at high delay spread.
In terms of iterative detection, with 2 iterations, the gain in delay spread is
approximately twice that of SOVA-based detection, which effectively provides a
great boost to system performance, especially for mid to low delay values of τ . For
example, hard decision can only achieve a BER value of 10−3 or lower when the
value of τ does not exceed 30 µs. Iterative detection allows the system to achieve
the BER with a much higher delay spread value of 60 µs. So, in this case, the system
capability for handling delay spread is doubled and as a consequence, its operational
range is enhanced significantly. This highlights the importance and effectiveness of
iterative techniques in fast fading multipath channels. It is also noticeable that the
iterative plots have very similar shapes to those of SOVA. This may happen due to
the closed-loop structure based solely on the SOVA-based algorithm.
4.5.3 Effect of Doppler Frequency
Figure 4.11 shows the accuracies of different reception methods when the channel
fading rate (as a result of Doppler shift), fdmaxT , increases from near static condition
to very fast fading. The simulation is run with a relatively high delay spread of 50
us and a high SNR of 24 dB to reflect a large cell multicast network with high signal
strength.
We can see that all the obtained BER and BLER curves do not vary much over a
wide range of fading rate. This gives an indication that the original structure of the
receiver is very effective against Doppler shift and the introductions of soft/iterative
techniques help to shift the error rates down. In particular, iterative detection again
shows a very prominent improvement by reducing the average BER from the order
of 1% to 0.1%, while the application of soft detection achieves an average BER of
approximately 0.4%.
An interesting feature that can be seen from all the error curves is that the best
error rate of each curve is achieved near the fading rate of 0.01 instead of the lowest
end like other receivers. This happens because the coefficient LUT is constructed
82
4.6 Summary
0 0.01 0.02 0.03 0.04 0.05
10-4
10-3
10-2
10-1
Fading rate
B
E
R
 
 
Hard decision
BCJR
SOVA
SOVA ite2
(a) BER Result.
0 0.01 0.02 0.03 0.04 0.05
10-2
10-1
100
Fading rate
B
LE
R
 
 
Hard decision
BCJR
SOVA
SOVA ite2
(b) BLER Result.
Figure 4.11: Fading rate results with rate 1/2 code, τ = 50 µs, and Υ = 24
dB.
assuming a channel fading rate setting of 0.014T . Hence, it is expected that the
detection accuracy will be highest around such a value.
4.6 Summary
In this chapter, two reliability generation algorithms and an iterative structure for
CPM predictive detection have been presented. A low complexity algorithm is de-
veloped based on the SOVA algorithm and complexity reduction is achieved by
considering only the 2 best paths among all the ones competing at a particular
state. This algorithm is shown to provide a considerable gain in performance and is
quite suitable for high delay spread channels, which are often the case for multicast
transmission or long range communication. On the other hand, the high complex-
ity BCJR-based algorithm has been shown to outperform the other algorithm in
mid to low SNR conditions or when the delay value is relatively low, τ < 0.15T .
Unfortunately, its performance degrades quickly with the increase of delay spread
leading to its detection accuracy being less than that of the SOVA-based algorithm
for higher delay spread condition. Although being quite different in structure and
performance, both algorithms have shown clear improvements over the original hard
decision decoding, especially with the rate 1/2 convolutional code. In addition, it has
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been shown from simulation results that the performance gains for these algorithms
are quite consistent over a wide range of high Doppler shift, which corresponds to
very fast channel fading.
The developed iterative receiver structure has provided significant improvements
in terms of fading rate, SNR and delay spread. In comparison to hard decision
decoding, it is able to achieve a SNR reduction of more than 10 dB or a delay
spread increment of more than 15 µs (which is more than 7% of the symbol period)
at certain values of BERs for a multipath fast fading channel. The closed-loop system
is currently constructed from the SOVA-based algorithm and has achieved most of its
potential with only 2 iterations. The iterative technique can also be implemented
with the BCJR-based algorithm and/or rate 3/4 code. However, subject to the
estimation of resource requirements, I believe a SOVA-based iterative detection with
the rate 1/2 code is a much more practical design for the P25 network. Therefore,
it was the only one considered here.
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Chapter 5
Diversity and Multiple LUTs
Usage
As we have seen previously, a fast fading multipath channel with AWGN poses
problems in the receiving and decoding of the CPM signal due to interference and
the variability of the channel, which prevents accurate data estimation. It was seen
in Chapter 4 that this can be reduced by using a reliability generation algorithm
for constructing soft or iterative detection. Another suitable approach to improve
the performance seen in Chapter 4 is diversity at the receiver. Diversity can be
implemented in the time, frequency or spatial domains. Here we focus on the use
of spacial diversity employing multiple antennas at the receiver. In addition, we
introduce a new implementation for the predictive demodulator so that multiple
coefficient look up tables (or LUTs) can support the demodulation process at the
same time, and thus, enhance its performance. The first part of this chapter is
focused on the design of a suitable diversity combining scheme that is not only low
in complexity but is also able to deliver good performance. The other part of this
chapter is dedicated to the development of the multiple LUTs usage method as an
improvement on the demodulator design as well as a proof of the existing symmetry
across the real axis within any coefficient LUT.
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5.1 Diversity Combining Techniques Review
Consider a spatial diversity system with N receive antennas. The sample of a signal
received by the jth antenna may be written as
rj = gjs+ nj, (5.1)
where s corresponds to the transmitted signal, gj is the channel gain and nj is
the additive noise component. As each received signal rj contains the transmitted
information, it can be argued that the linearly combined composite signal
r = r1 + r2 + · · ·+ rN =
N∑
j=1
gjs+
N∑
j=1
nj (5.2)
will be a better representation of the received signal, as the transmitted signals
will add constructively, while the noise components, being random, will combine
destructively [44], leading to a higher local SNR. This method, unfortunately, re-
quires the system to be coherent so that the received signals are co-phased when
diversity combining takes place. In general, this can be overcome with the help of
channel estimation, which provides the receiver with knowledge of gj. The channel
knowledge can then be used to correct the phase of each received signal sample rj
so that all the components within the above linear combination are co-phased. By
taking into account the phase correction, we have
r = a1r1 + a2r2 + · · ·+ aNrN =
N∑
j=1
ajrj, (5.3)
where aj, j = 1, 2, . . . , N are the combining coefficients computed from the estima-
tion of the channel. The values of these coefficients are dependent on the combining
technique.
5.1.1 Selection Combining
SC combines the signal samples from different antennas by only using the strongest
received signal sample rk [44]. It is, strictly speaking, not a combining technique
but more of a switching or selection technique. The samples that are not selected
are discarded and do not contribute to the formation of r, and hence SC is perhaps
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the simplest diversity technique. Let k be the index of the channel whose power
pk ≥ pj 6=k. The combining coefficients then have values of
aj =
 1, for j = k0, for j 6= k. (5.4)
Regarding the selection of the best antenna (and its sample), there are several ways
to do it. Smallest BER controlled diversity is the most effective, but the most com-
putationally expensive way. In this scheme, a test signal is used to get the received
signals from all the antennas, and the antenna whose signal has the fewest errors
is used. This is done periodically, especially for fast fading channels, and the an-
tenna with the best BER is chosen dynamically. This method performs well when
the channel does not change greatly between two test signals. Another selection
method is received signal strength indication (RSSI) controlled selection diversity.
The antenna with the highest RSSI is chosen by monitoring the field strength at
the receive antennas [48, 91]. When the receiver uses channel estimation, the best
received sample corresponds to the channel that has the greatest channel gain ap-
proximation, which corresponds to the highest approximate local power [54]. It
should be noted that SC does not require any knowledge of the received phases, as
there is no linear combining involved here. Thus, it can be used with either non-
coherent or differentially coherent modulation schemes without the need for phase
correction (leading to complex channel estimation scheme) [92].
By assuming a Rayleigh fading channel and AWGN with a variance of 1, the
average output power ratio p¯ resulting from the application of SC with N antennas
is [44, 93]
p¯(N) =
N∑
k=1
1
k
. (5.5)
According to this, when the N th channel is added, p¯ is only increased by 1/N , for
example: p¯(2) = 1 + 1/2 = 3/2, p¯(3) = 1 + 1/2 + 1/3 = 11/6, etc. Thus, when
N > 4, there is no significant change in the average local power ratio due to further
increasing the number of channels. In other words, the performance of SC does not
improve greatly when more than 4 antennas are used.
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5.1.2 Equal Gain Combining
In EGC, all channels are assigned equal gain. In other words, EGC simply adds
together the received samples rj, giving each antenna unity weight for a N channel
EGC system [44]. Hence, for a coherent receiver,
aj = 1, j = 1, 2, . . . , N. (5.6)
In the case of a non-coherent system, the scheme becomes more complex as the
process of phase correction must be carried out before the linear combining. This
means that channel phase estimation is required. Let ϕˆj be the estimated phase for
channel j. The coefficients can be defined as
aj = e
−ϕˆj , j = 1, 2, . . . , N. (5.7)
So it is clear that EGC is not a good choice for non-coherent system.
By having the assumptions of a Rayleigh fading channel and AWGN with a
variance of 1, the EGC technique provides an average power ratio p¯ of [44, 93]
p¯(N) = 1 + (N − 1)R2, (5.8)
where R is a dimensionless constant which varies with the channel model. For a
Rayleigh distribution, R2 = pi/4 ≈ 0.785. The above equation suggests that p¯(N) is
linearly proportional to the number of channels. Therefore, increasing the number
of antennas will improve the performance of EGC more than SC.
5.1.3 Maximal Ratio Combining
In terms of combining technique, MRC is an optimal scheme since it is based on the
likelihood function arguments and is closely related to maximum likelihood detection
[94]. It is assumed that the AWGN power is approximately the same for all antennas.
In order to achieve the maximum local power output ratio, the linear combining
process needs to put more weight on the samples whose SNRs are high and reduce
the effects of those with low SNRs. Therefore, the weight assigned to each channel
must be proportional to the local root mean squared value of the channel gain, |g|,
and it is also inversely proportional to the noise variance in that channel, σ2 [44].
In addition, like the previous EGC scheme, MRC also needs to take into account
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the channel phase and delay to ensure the signals are coherently summed. These
requirements mean that MRC coefficients need to be computed as ratios of the
complex conjugate of their respective fading gains and the noise variance at each
antenna [95, 96]. So
aj =
gˆ∗j
σ2
, (5.9)
where gˆ∗j is the complex conjugate of the estimation for channel j gain. Because
of the requirement for an accurate channel estimation, MRC is the most complex
among the three combining methods.
Using the standard assumption of σ2 = 1 as in the previous cases, MRC can
deliver an average power ratio of [44, 93]
p¯(N) = N. (5.10)
It is clear from (5.10) that MRC has the greatest performance improvement with
an increase number of antennas.
5.2 Low Complexity Diversity Method
5.2.1 Suitability of Selection Combining Scheme
From the above, it can be seen that MRC is the best scheme for gaining perfor-
mance improvement with diversity. However, the system here is non-coherent, which
means that in order to implement MRC (or EGC), channel estimation must also be
included. In addition, the channel that we are considering is fast fading so the
channel estimation scheme must adapt to the rapid changes of the complex gain.
This means that the channel may need to be estimated for every received signal
sample within a transmission frame. For a standard receiver, such a channel estima-
tion scheme can be achieved with the aid of the PSP technique along with a trellis
detection process like the implementation in [93]. Unfortunately, the predictive de-
modulator here proves to be very difficult to incorporate with PSP or any other
adaptive channel approximation methods. This is because the detection metric is in
the form of a prediction error instead of the difference between the received sample
and a hypothesized sample (since the prediction coefficients are pre-computed for a
particular channel setting). A solution for this may require a major modification of
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the receiver design and significantly increase the detection complexity, which goes
against our goal of developing a simple low complexity scheme.
From the above discussion, it is clear that EGC and MRC may not be suit-
able choices for this particular system. Therefore, SC becomes the only diversity
combining technique that is considered here. The advantage of SC is that it does
not require a complicated adaptive scheme for accurate channel gain estimations or
phase coherence. Its operation only requires information about the current local
channel powers, which are much easier to obtain. On the other hand, since this
research considers the case of diversity with 2 antennas, according to (5.5), (5.8)
and (5.10), the power ratios p¯(2) of SC, EGC and MRC are 1.5, 1.785 and 2. As the
values are not very far apart from each other, for a diversity order of 2, there may
not be much difference between the performances of the three combining methods.
This further supports the suitability of SC for the predictive receiver structure.
5.2.2 Sequence Selection Combining
In this section, a new spatial diversity scheme based on SC for the predictive receiver
is proposed. Recall from Chapter 3 that a branch metric is computed from a set of
the KNss + 1 latest contiguous received samples. This means that the traditional
approach of simply selecting a received sample that has the highest signal energy for
each step cannot be applied. This is because the samples received by different an-
tennas are out of phase. So, when the best samples from different antennas (selected
at different time steps) are arranged to form the required sample sequence for a pre-
diction, the phase of the resulting sequence is not continuous and its corresponding
prediction degrades significantly causing a large increase in BER. Therefore, instead
of selecting the best sample, SC used here selects the best sample sequence at the
current time step.
A simple method to select the best sequence was developed by considering the
average power of the samples within each sequence. In order to do it, one can simply
compute the absolute value for each sample within a sequence, then calculate the
mean value from these absolute values as a representation of the average power
of that sequence. The sequence that has the highest mean value is likely to have
better received samples, and thus provide a better prediction. Unfortunately, the
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considered channel is fast fading, which means the complex channel gain of the
current sample may be quite different from that of the oldest samples within the
sequence. Therefore, a sequence, though having the strongest recently received
samples, may still be eliminated if its older samples are weak leading to a low
average absolute value. Given that the effects of the recent samples are higher than
those of the older ones in linear prediction, discarding of such sequences may result
in a performance penalty for the diversity scheme. Hence, instead of considering
every sample within a sequence, only the k most recent samples are involved in
the process. The number can be affected by many factors such as the modulation,
prediction order, number of samples in a symbol period and channel model. Thus,
it may be best to determine k via simulation. Figure. 5.1 summarizes the operation
of the developed sequence selection combining (SSC) scheme for M receive antennas
diversity. The selection metric for a sample sequence yinNss , ..., y
i
(n−K)Nss received
from antenna i is calculated from the k most recent samples as
Metric = E{|yinNss|, ..., |yi(n−K)Nss|} =
|yinNss|+ ...+ |yi(n−K)Nss|
k
, (5.11)
where |.| denote the compute absolute value operation.
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Figure 5.1: SSC diversity.
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5.3 Predictive Coefficient Symmetry
As discussed in Chapter 3, the construction of LUT in the receiver design is a
standard method for avoiding the need for direct channel adaptivity, thus leading to
a significant complexity reduction. It was found out in this research that the current
utilization of the LUT in the receiver design can be improved. Such improvement is
due to a symmetry on the real axis within these coefficient LUTs. For example, let
us consider the coefficient LUT used in Chapter 4 simulations. Because the LUT is
constructed for Nss = 2, it contains all the possible values for two distinct prediction
filters, w0 and w1. As the LUT is configured for Nss = 2 and K = 3, there are 6
coefficients in w0 and 5 coefficients in w1.
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(b) Third coefficient of w1.
Figure 5.2: Scatter plots of coefficient sets corresponding to a LUT that has
settings of Nss = 2, K = 3, L = 3, fdmax = 50 Hz (0.014T ), τ = 12.5 µs and
Υ = 30 dB.
Figure 5.2 (a) shows the scatter plot of all the possibilities for the first coefficient
of w0 contained in the LUT. It can be seen that the real axis divides the coefficient
set into two groups that are the reflections of each other. This is also observed in
the third coefficient of w1 shown in Fig. 5.2 (b). Such symmetry not only appears
in this particular LUT, we found it is also a characteristic of many other LUTs with
different settings. In such cases, the memory requirement for storing the predictive
coefficient LUT can be effectively halved. Given that the storage of a coefficient
LUT is a major memory usage in the construction of the demodulator, this symme-
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try allows a considerable reduction in the total memory requirement, especially in
the case of a multiple samples per symbol system or when using multiple LUTs in
the demodulation process.
Here, I will show a general proof that the symmetry exists for all the LUTs
generated for this particular receiver. We consider an A-ary CPM modulation whose
constellation is Ωa =
{
± 1,±3, ...,±A− 1
}
. The group of all possible symbol
sequences whose length is fixed can be divided into two sub-groups, A and B, in
which for every sequence a ∈ A, there is always a corresponding sequence b ∈ B
such that b = −a. Let the length of these sequences be K + L − 1. According to
(3.36) and (3.37), we have
s(t, b) = exp
(
j2pih
n−1∑
k=n−K−L+1
bkq(t− kT )
)
(5.12)
= exp
(
− j2pih
n−1∑
k=n−K−L+1
akq(t− kT )
)
(5.13)
= s∗(t,a). (5.14)
Note: Es
T
can be left out in the above equations as it is just a constant. Therefore,
s
{(
n− i
Nss
)
T − α− τ, b
}
= s∗
{(
n− i
Nss
)
T − α− τ,a
}
. (5.15)
By substituting the above expression into (3.41), Vx(i1, i2|b) can be expressed as
Vx(i1, i2|b) =
Np∑
l=0
σ2l
∫ ∞
−∞
s
{(
n− i1
Nss
)
T − α1 − τl1 ,a
}
hf (α1)dα1
×
∫ ∞
−∞
s∗
{(
n− i2
Nss
)
T − α2 − τl2 ,a
}
h∗f (α2)dα2 (5.16)
× J0
(
2pifdmax
(i2 − i1)T
Nss
)
,
where Np is the number of paths within the channel and the operator .¯ indicates
the complex conjugate. Since the impulse response hf (t) is real, by applying the
complex equality z + w = z + w and considering integration as a form of linear
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addition, we have
Vx(i1, i2|b) =
Np∑
l=0
σ2l
∫ ∞
−∞
s
{(
n− i1
Nss
)
T − α1 − τl1 ,a
}
hf (α1)dα1
×
∫ ∞
−∞
s∗
{(
n− i2
Nss
)
T − α2 − τl2 ,a
}
h∗f (α2)dα2 (5.17)
× J0
(
2pifdmax
(i2 − i1)T
Nss
)
.
As the Bessel function output is a real number, we can first apply the identity
z × w = z × w to the right hand side of (5.17) and then utilize z + w = z + w for
the complex summation of different channel paths. The obtained result is
Vx(i1, i2|b) =
[
Np∑
l=0
σ2l
∫ ∞
−∞
s
{(
n− i1
Nss
)
T − α1 − τl1 ,a
}
hf (α1)dα1
×
∫ ∞
−∞
s∗
{(
n− i2
Nss
)
T − α2 − τl2 ,a
}
h∗f (α2)dα2
(5.18)
× J0
(
2pifdmax
(i2 − i1)T
Nss
)]∗
= V ∗x (i1, i2|a).
From (3.33) and (5.18), it is clear that
Vy(i1, i2|b) = V ∗y (i1, i2|a) (5.19)
since Rf (t) is real.
The equality in (5.19), when applied to (3.32) and (3.31), yields
Ri(b) = Ri(a) (5.20)
and
pi(b) = pi(a). (5.21)
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On the other hand, from (3.24) we have
Ri(a)wi(a) = pi(a), (5.22)
Ri(b)wi(b) = pi(b). (5.23)
By using the previously obtained results, equation (5.23) can be re-written as
Ri(a)wi(b) = pi(a). (5.24)
Therefore,
Ri(a)wi(b) = Ri(a)wi(a), (5.25)
which can be simplified to
wi(b) = wi(a). (5.26)
The result in (5.26) means that half the coefficient sets are just the complex con-
jugate of the other half regardless of the channel settings used for the coefficient
computation. The proof is now completed.
5.4 Predictive Demodulation with Multiple Coefficient LUTs
As shown in the simulation results of Chapter 4, the channel delay spread and
AWGN level have great influence on receiver performance. Detection accuracy de-
grades severely as the delay spread becomes high or the noise energy dominates
that of the transmit signal. As mentioned earlier, a possible method to improve the
demodulation process is to apply a coefficient LUT configured specifically for high
delay spread and/or low SNR condition. However, the improvement in detection
reliability comes at the cost of performance degradation at low delay spread and/or
high SNR condition.
Figure 5.3 shows the hard decision BER curves for different LUTs whose set-
tings differ in delay spread and SNR (the rate 1/2 code is used here). We can see
that there is a significant loss of performance at high SNR if the LUT parameter
is for low SNR conditions. Likewise, using a LUT with the wrong delay spread is
also costly in terms of performance, especially at high delay spreads. Therefore,
applying a high delay spread or low SNR calculated LUT is not a good method for
improving the average receiver operation.
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Figure 5.3: BER curves for a rate 1/2 code with different LUTs. All the above
LUTs are built with common configuration parameters of Nss = 2, K = 3,
L = 3, fdmaxT = 0.014. (a) Both LUTs are configured with τ = 12.5 µs, but
Υ = 30 dB for the first LUT and Υ = 10 dB for the second LUT. Transmission
channel has fdmax = 50 Hz and τ = 30 µs. (b) Both LUTs are configured with
Υ = 30 dB, but for the first LUT τ = 12.5 µs and τ = 75 µs for the second
LUT. Transmission channel has fdmax = 50 Hz and Υ = 30 dB.
A possible solution for the high delay spread case is to apply a channel monitor-
ing process that can approximate the channel delay spread before the demodulation
starts such as the algorithms in [97, 98, 99]. Then depending on the estimated delay
spread value, the most suitable LUT (among those stored) can be selected for de-
tection. Such a method, however, does not utilize the pre-existing predictive design
very well as it relies on an external structure for selecting the best LUT. Since one of
the important aspects of this research is to improve the capability of the predictive
design, this method is not investigated here. A more suitable approach is to modify
the demodulator design so that more than one LUT is involved in its operation and
the achieved overall performance can be the sum of the best performance part for
each involved LUT. In other words, having alternative coefficient vectors available
for demodulation is a way of substituting memory for adaptivity. For example, in
terms of SNR performances in Fig. 5.3 (a), the method aims to combine the lower
part of the black BER curve with the higher part of the blue BER curve. In the
case of delay spread performance in Fig. 5.3 (b), the combination of the lower part
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of the blue BER curve and the higher part of the black BER curve is desirable.
The present research focuses on the use of two different coefficient LUTs for
enhancing system performance in SNR and delay spread. This is because the usage
of three or more LUTs may not only cause the demodulation process to be very
complex, but the performance gain may also be insufficiently different to that of the
two LUT case.
5.4.1 LUTs with Different SNR Settings
This section describes a method for using two distinct LUTs whose setting parame-
ters are the same apart from the SNR. The scheme is based on the idea of computing
parallel path metrics (each corresponding to a coefficient LUT) for each processing
state in the demodulation trellis and combining them to select the overall survivor
path. Its operation can be summarized as: For each time step,
1. Compute the parallel branch metrics corresponding to all the LUTs.
2. Add the branch metric corresponding to LUT i to the survivor path metric cal-
culated by LUT i from the previous time step. A new path metric is computed
for each LUT.
3. For each transition within the time step, compute ratios ε1 and ε2 between the
newly computed path metrics and the sum of them, where
ε1 =
metric1
metric1 +metric2
, (5.27)
ε2 =
metric2
metric1 +metric2
. (5.28)
4. Multiply the ε1 by the new LUT 2 path metric, and the ε2 by the new LUT 1
path metric before summing a weighted version of them together to form the
combined path metric of the transition.
5. Compare the combined path metrics corresponding to all the transitions to
the current considered state, select the best one and store the (un-scaled) path
metric of each LUT that contributes to the chosen combined path metric.
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Note: In step 4 above, the path metrics need to be scaled with ε1 and ε2 before
summation to mitigate the effect of the size difference between predictions of dif-
ferent LUTs. It was found that for the same sequence of predictive samples, the
higher SNR setting LUT produces a considerably higher branch metric and thus,
higher path metric given that all other settings of the LUTs are the same and they
are both normalized. This means that when combining without applying scaling,
the path metric corresponding to the higher SNR setting LUT can dominate the
resulting overall path metric leading to smaller contribution from the lower SNR
setting LUT.
An example for the above process is illustrated in Fig. 5.4 and shows the con-
tention for the survivor path at a particular state in the demodulation trellis. Let
Mmn (pst) be the survivor path metric of the previous state pst that is computed by
LUT m (m = 1, 2) at time nT , µmpst is the branch metric corresponds to LUT m and
the transition [pst, st], and Mmn (st) is the survivor path metric of the current state
st.
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Figure 5.4: Example of demodulation with two different SNR setting LUTs.
98
5.4 Predictive Demodulation with Multiple Coefficient LUTs
Let us consider the transition [pst, st], the path metrics computed for this
transition by LUT 1 and LUT 2 are M1(pst1 → st) = M1k−1(pst1) + µ11 and
M2(pst1 → st) = M2k−1(pst1) + µ21. To calculate the combined path metric for
the transition, the following ratios are required:
ε1 =
M1(pst1→ st)
M1(pst1→ st) +M2(pst1→ st) , (5.29)
ε2 =
M2(pst1→ st)
M1(pst1→ st) +M2(pst1→ st) . (5.30)
By assuming that the SNR parameter of LUT 1 is higher than that of LUT 2, the
combined path metric can be computed as
M(pst1→ st) = ε2M1(pst1→ st) + ε1M2(pst1→ st) (5.31)
=
2M1(pst1→ st)M2(pst1→ st)
M1(pst1→ st) +M2(pst1→ st) . (5.32)
Once all 4 combined path metrics are computed, the process selects the smallest
one as the survivor metric, say M(pst2 → st) in this case. Then the path metrics
M1(pst2→ st) and M2(pst2→ st) are stored as the survivor path metrics at state
st. In other words, M1k = M
1(pst2 → st) and M2k = M2(pst2 → st). The same
procedure can be done for the other transitions within the trellis until the detection
process finishes.
Since the LUT combining algorithm relies on the path metric to form the overall
metric for selecting the survivor path, it may not be possible to incorporate the
BCJR-based algorithm here for soft information calculation. This is because the
BCJR-based algorithm calculation is based on branch metrics at each time step
and these metrics are not combined here. Therefore, only reliability generation
algorithms whose operations are based on path metrics such as the SOVA-based
algorithm can be used with this modified demodulator.
5.4.2 LUTs with Different Delay Spread Settings
The procedure for combining the performances of two LUTs whose settings only
differ in delay spread parameter is very similar to the one in the last section. The
only difference is in the computation for the combined path metric as the higher
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delay spread setting LUT tends to (but not always) produce higher branch metrics
than the other one and the difference between the branch metrics are often not so
high. Therefore, the process for combining LUTs in the last section is modified to
be (assuming that LUT 2 has higher delay spread setting):
1. Compute the parallel branch metrics corresponding to all the LUTs.
2. Add the the branch metric corresponding to LUT i to the survivor path met-
ric calculated by LUT i from the previous time step. A new path metric is
computed for each LUT.
3. Compute all the parallel path metrics corresponding to all the transitions to
the current state. For each parallel pair, compute ratios ε1 and ε2 between the
path metrics and the sum of them.
4. Select the smallest path metric. If the chosen one corresponds to LUT 1,
• For each pair of path metrics, multiply ε1 by the metric that corresponds
to LUT 1 and ε2 by the one that corresponds to LUT 2 before summing the
results to form the combined path metric for the corresponding transition,
metric = ε1metric1 + ε2metric2. (5.33)
On the other hand, if the smallest path metric is generated from LUT 2,
• For each pair of path metric, multiply ε2 by the metric that corresponds to
LUT 1 and ε1 by the one that corresponds to LUT 2 before summing the
results to form the combined path metric for the corresponding transition,
metric = ε2metric1 + ε1metric2. (5.34)
5. Compare the combined path metrics corresponding to all the transitions at
the current considered state, select the best one and store the (un-scaled) path
metric of each LUT that contributes to the chosen combined path metric.
Let us re-use the example in Fig. 5.4 while still keeping our assumption that
LUT 1 has smaller delay spread setting than that of LUT 2. Let a parallel path
metric corresponding to a transition j be M i(pstj → st) and its scaling ratio be εji
(where i = 1, 2 and j = 1, 2, 3, 4). When all the parallel path metrics and ratios
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are computed, we consider min(M i(pstj → st)). If min(M i(pstj → st)) has i = 1,
then the combined path metric is
M(pstj → st) = εj1M1(pstj → st) + εj2M2(pstj → st) (5.35)
=
(M1(pstj → st))2 + (M2(pstj → st))2
M1(pstj → st) +M2(pstj → st) . (5.36)
On the other hand, if i = 2, then
M(pstj → st) = εj2M1(pstj → st) + εj1M2(pstj → st) (5.37)
=
2M1(pstj → st)M2(pstj → st)
M1(pstj → st) +M2(pstj → st) . (5.38)
The rest of the process is quite similar to the other example, which consists of the
survivor selection process and storing the parallel path metric corresponding to the
survivor path.
Similar to the algorithm described in Section 5.4.1, the combining algorithm can-
not be used with any soft output algorithms that rely on branch metrics. Only path
metric based algorithms are able to compute soft output in the modified receiver.
5.5 Simulation Results
The performance of the new diversity scheme and multiple coefficient LUT demodu-
lation technique are simulated over a two path equal power Rayleigh channel model
as in Chapter 4. The maximum Doppler shift is fixed at fdmax = 50 Hz (0.014T ) for
reflecting a fast fading environment, which is often the case in public safety opera-
tions, while the SNR or channel delay spread is varied depending on the simulation.
All the simulations are carried out with the rate 1/2 code and the demodulator is
configured to have a 16 state demodulation trellis or P = 2. It should be noted
that the coefficient symmetry property is applied to all the simulations presented
in this chapter. This means that the demodulator only has direct access to half the
number of coefficient sets. It was confirmed by simulation that there is no change
in the demodulator performance when compared to the result obtained in Chapter
4.
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5.5.1 SSC Diversity
In order to determine the SNR performance of the new diversity scheme, simula-
tions were carried out with a 50us delay spread channel as this corresponds to a
reasonably large cell multicast network. The coefficient LUT used in Chapter 4
simulations is also applied here. With such a configuration for the demodulator,
it was discovered that the SSC scheme operates best when the sequence selection
process only considers the 3 latest received samples at every time step. Hence, all
the simulation results for the new SSC diversity scheme are obtained for k = 3.
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Figure 5.5: SNR performance of SSC diversity, τ = 50 µs and fdmax = 50 Hz.
Figure. 5.5 compares the performance of the new diversity scheme with that of
the standard hard decision receiver without diversity and the original SSPE diver-
sity described in Chapter 3 [13]. We can see that the performances of both diversity
methods are clearly superior to that of the detector in which diversity is absent.
This matches theoretical expectations. In a comparison between the two diversity
techniques, it can be seen that the SSPE produces better performances for both
hard and iterative detection. Table 5.1 displays the SNR improvement differences
between the two techniques with respect to SSC diversity performance with hard
detection. These values indicate that the new diversity technique might not be able
to replace the original one for hard decision detection. This is because at low BER,
the SSPE scheme provides a very high SNR gain over that of the new scheme, for
example, 4.29 dB at 0.1% BER. Although the SSC method approximately halves
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the demodulator complexity for introducing diversity, the losses in SNR performance
may be too high for such a trade off. In addition, hard decision detection itself is not
a complex process and thus, the system is able to handle the more complex SSPE
technique without causing much delay.
Table 5.1: SNR performance comparison for different diversity schemes at
different BERs.
SSPE-SOVA ite 2 SSC-SOVA ite 2 SSPE-Hard SSC-Hard
10% BER 2.47 dB 1.76 dB 0.59 dB 0 dB
1% BER 4.49 dB 3.38 dB 1.61 dB 0 dB
0.1% BER 8.54 dB 7.06 dB 4.29 dB 0 dB
The situation, however, changes when iterative detection is applied to the sys-
tem. Like the case of single antenna reception in Chapter 4, iterative detection has
proven to be a very effective method for enhancing the performances of these diver-
sity schemes, especially for the SSC. It is shown in Table 5.1 that SOVA iterative
detection introduces a SNR gain of 4.25 dB for a system utilizing SSPE diversity
and a gain of 7.06 dB in the case of SSC diversity over hard detection. As there
is such a massive gain for SSC, the difference between the two diversity techniques
are now only 1.48 dB at 0.1% BER and this value only increases slowly as BER de-
creases. Given that the implementation of iterative detection is relatively complex
even with the simple SOVA-based algorithm, complexity starts to be an issue when
diversity is employed. Since demodulation is the most computationally demanding
operation in the system and it is repeated twice here, the SSC scheme can allow a
very significant complexity reduction in the reception process. Therefore, SSC has
an advantage over SSPE here.
Delay spread performances of these diversity schemes are captured in Fig. 5.6.
Simulation results were obtained with a very low SNR setting of 10 dB, to test
whether the diversity and iterative techniques can allow the receiver to operate in
a multipath fast fading channel with such a low signal strength. The figure clearly
shows that the standard hard detection with single antenna is unable to operate in
such conditions even for flat fading. On the other hand, the application of diversity
allows a BER of 1% or lower (required for reliable voice transmission) to be achieved
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with a maximum delay spread of approximately 40 µs for SSC and 60 µs for SSPE.
The addition of iterative techniques not only increases the delay spread range to
80 µs for SSC and 90 µs for SSPE but also reduces their error floors at low delay
spread from approximately 1% to 0.1%. This again demonstrates the effectiveness
of iterative detection and shows that SSC offers an attractive performance versus
complexity trade off (as its delay spread performance is only 10 µs behind that of
the original scheme). It is worth noting that for both types of detection, there is not
much difference in the performances of the diversity techniques between flat fading
and delay spread of 40 µs.
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Figure 5.6: Delay spread performance of SSC diversity, Υ = 10 dB and fdmax =
50 Hz.
5.5.2 LUTs with Different SNR Settings
The simulation results for the dual SNR LUT demodulation method are displayed
in Fig. 5.7. The two coefficient LUTs used in these simulations are the ones shown
in Fig. 5.3 (a). It can be seen from the figure that the developed combining method
not only achieves the goal of combining the best performance parts of each LUT but
also smooths out the middle SNR region between these parts. As a result of this,
the dual LUT receiver has a lower detection error rate in the middle SNR range than
the original design that utilizes any one of the chosen LUTs. We can see that there
is a considerable SNR improvement when comparing the performance of this scheme
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to the traditional approach of demodulation with the most suitable coefficient LUT
(which is the 30 dB setting LUT in this case). Here, the channel delay spread is set
to τ = 50 µs for the same reason as Section 4.5.1.
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Figure 5.7: SNR performance of dual SNR LUT receiver, channel has τ = 50
µs and fdmax = 50 Hz.
Table 5.2 displays the SNR gains over the 30 dB setting LUT performances from
applying the dual-LUT technique. It shows that the SNR gain is approximately 2
dB across all the detection schemes and slowly reduces as the SNR increases. Such
a reduction happens because the two error curves will eventually merge with each
other when the SNR becomes high enough. For hard detection, its gain may not
be very useful as it happens at high BER. However, this will change with a better
transmission channel. It should also be noted that the SNR gains shown here are for
the particular pair of coefficient LUTs and will vary over different LUT selection.
As the result of computing two parallel branch metrics, the dual LUT demodulation
process is approximately twice as complex as the standard one. Therefore, there is
a trade off between SNR gain and complexity here.
Note: the SSC diversity technique is the only one considered in these simulations
because of its complexity being no more than the single antenna reception case.
Therefore, the overall detection process can be less computationally demanding when
all the enhancement techniques of SSC diversity, dual LUT and iterative detection
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Table 5.2: SNR gains at different BERs. These results are extracted from Fig.
5.7 as the SNR differences between the dual LUT error curves and the LUT 30
dB curve.
1 Rx Hard 2 SSC Hard 2 SSC SOVA ite 2
10% BER 1.99 dB 1.79 dB 2.28 dB
1% BER - 1.98 dB 2.03 dB
0.1% BER - - 1.62 dB
are applied at the same time.
5.5.3 LUTs with Different Delay Spread Settings
The performance of the dual delay spread LUT technique is obtained for the two
coefficient LUTs in Fig. 5.3 (b) whose delay spread settings are 12.5 µs and 75 µs.
The results are shown in Fig. 5.8.
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Figure 5.8: Delay spread performance of dual delay spread LUT receiver,
channel has Υ = 12 dB and fdmax = 50 Hz.
We can see that in comparison to the 75 µs, the application of the technique
does bring a significant error rate reduction to the system around mid to low delay
spread while the LUT performance is better at very high delay spread values. At
low end of the delay spread range, a large error rate decrement of approximately a
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decade is obtained. Similarly, the 75 µs LUT has a slightly better performance at
low delay spread, while being outperformed at mid to high delay spread, especially
for iterative detection with diversity. Here, we can observe a delay spread gain
of near 20 µs provided by the dual technique. Given that the SNR used in these
simulations are relatively low, 12 dB, the error rate can be significantly affected by
the AWGN and less dependent on the delay spread condition. Thus, when a higher
SNR value is applied, the channel delay spread becomes the main factor causing
error in detection so the technique gains can be even higher. This is illustrated in
Fig. 5.9 that shows the technique performance with hard detection when Υ = 30
dB.
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Figure 5.9: Delay spread performance of dual delay spread LUT receiver,
channel has Υ = 30 dB and fdmax = 50 Hz.
5.6 Summary
In this chapter, we have developed a dual diversity technique based on SC that
achieves reasonable diversity gain, especially when using iterative detection while
its implementation complexity is just slightly higher than that of the single antenna
receiver. Given that iterative detection is likely to be a key feature in future mo-
bile devices, this is a good practical design for the predictive demodulator. It was
shown in simulations that this scheme performs very well in a fast fading multipath
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channel as it is able to improve the error performance by more than 10 dB over a
single channel receiver as well as achieving a much lower error rate in delay spread
performance. In comparison with the original diversity scheme, it is inferior to the
original diversity scheme for hard detection as its low complexity advantage can not
compensate for a significant loss in detection accuracy. However, when iterative
detection is considered, the simplicity of SSC becomes a critical factor in practical
implementation and the SSC detection quality is only 1.5 dB worse than that of
the SSPE scheme. Therefore, in such cases, SSC can be a promising choice for re-
placing the original diversity method in practical implementation. It should also be
pointed out that the complexity of the SSC is approximately the same regardless
of the number of reception antennas, while the demodulation complexity of SSPE
increases linearly with it.
The other contribution here is an enhancement of the demodulation process,
which provides better utilization of the predictive coefficient LUTs. This involves
a complete proof on the symmetry property of the predictive coefficient sets, which
allows the demodulator to decrease its memory storage by half. Also, the demod-
ulation process is also modified so that a pair of coefficient LUTs instead of one
LUT can be used in the operation. The combination of two LUTs, whose settings
only differ in SNR or delay spread, improves the overall SNR or delay spread perfor-
mance of the demodulation process by combining the best performance segment of
each LUT together. Simulations have shown that for a particular pair of coefficient
LUTs, a SNR gain of 2 dB is achieved with such a combination. On the other
hand, if the LUTs differ in the assumed delay spread parameter, a significant gain
in terms of delay spread tolerance is shown. The disadvantage of this method is
the increase in demodulation complexity. The application of dual LUTs effectively
doubles the computational load of the demodulator. However, given that the delay
spread effect is very hard to mitigate and the technique has shown a significant delay
spread improvement, it may be worth putting investment in this technique for later
generations of mobile devices that utilize the predictive demodulation.
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Conclusion
In this thesis, we have developed a number of techniques for improving the perfor-
mance of a promising predictive demodulator for CPM signal in fast fading multipath
channel. These improvements consist of the generation of soft information from the
demodulation process, thus allowing the system to employ soft or iterative detection.
In addition, a very low complexity diversity method that provides reasonably good
performance as well as methods for the demodulator to have better utilization of its
coefficient LUTs were found. In this chapter, the results obtained are summarized
and possible future research directions are described, based on the findings of the
study.
6.1 Soft and Iterative Detection
In this thesis, we have developed two soft output algorithms for producing reliabil-
ity information from the demodulator trellis operation. One algorithm is based on
the SOVA framework while the other is a variation of the BCJR algorithm. These
algorithms allow the system to exchange both soft and hard information between
the demodulator and error control decoder, which is the basis for soft and iterative
detection.
In terms of soft detection, both algorithms outperform hard detection. For a
fast fading multipath channel whose delay spread is approximately a quarter of the
symbol rate, the SOVA-based algorithm gives SNR gains of 2.61 dB and 4.74 dB
with the rate 3/4 and rate 1/2 codes while the BCJR-based algorithm achieves 2.31
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dB and 6.98 dB respectively at 0.5% BER. The BCJR-based algorithm provides a
significant gain at low delay spread that quickly diminishes with the increment of
delay spread, while the SOVA-based algorithm has a higher error rate at low delay
spread, but its performance does not degrade as fast as the BCJR-based algorithm.
In the case of fading performances, for a particular channel condition, the applica-
tion of these algorithms has lowered the error rate by approximately half a decade
for a wide range of fading rates ranging from flat fading to a Doppler spread of 5%
of the symbol rate.
A closed-loop structure was developed for iterative detection. As the informa-
tion available at the output of the error control decoder is for uncoded data while
the demodulator operates on coded symbols, the feed back loop is characterized by
a soft encoding process. This process takes the soft and hard information generated
from the decoder to produce the reliability of each symbol within the modulation
constellation which can be used by the demodulator with minor modification in its
design.
Simulation results have shown us that most of the performance gain from iter-
ative detection is achieved with two iterations with additional iterations providing
little gain. As expected, for the same channel condition, the iterative scheme (with
two iterations) nearly doubles the performance gains of SOVA-based soft detection
in SNR, delay spread and fading rate. For example, a SNR gain of 7.59 dB is
achieved at 0.5% BER instead of 4.74 dB and a delay spread gain of 30 µs while
SOVA-based detection only achieves 15 µs. As the soft encoding process complexity
depends on the trellis size of the error control code, this design favors simple codes
whose trellis sizes are not large.
6.2 Spatial Diversity Technique
Apart from iterative detection, a very effective way of increasing the reliability of
the demodulation process is reception diversity. For this particular demodulation
design, spatial diversity is of interest. In the present research, a very low complexity
diversity scheme that achieves good diversity gain was found. The method is based
on standard SC, but significantly differentiates itself from SC as it involves a selec-
tion process of a sample sequence instead of an individual sample. The best among
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such sequences is chosen by simply considering the average energy of a few of the
latest received samples.
Although simple, the technique allows a significant diversity gain. At the BER
of 0.3%, a gain of more than 10 dB is achieved over no diversity reception for hard
detection. Yet, for low delay spread channels, the diversity technique effectively
shifts the error rate down by half a decade. Given that the SNR considered here is
only 10 dB (quite low for the multipath channel), thus causing an error floor in the
detection process, it is expected that an extensively better delay spread gain can be
achieved with higher SNR value.
When compared to the previously developed diversity technique, the new scheme
is inferior in terms of reception accuracy. At 0.1% BER, the new technique perfor-
mance is 4.25 dB less than that of the other one for hard decision, while their
difference is only 1.48 dB for SOVA-based iterative. These results indicate that the
new technique is inferior to the other in hard detection, but is close in iterative
detection. Given that the new SSC technique allows the demodulation process to
be only half as complex as that of the previous SSPE technique, it can be a very
useful diversity design for replacing the SSPE scheme for iterative reception in which
computational load can be an issue in mobile device implementation.
6.3 Coefficient LUT Utilization
It was realized in this research and in [13, 14] that the performance of the predictive
demodulator varies significantly when the coefficient LUT is changed. In [14], an
attempt was made to identify the best LUT for different channel settings. Although
a few LUTs were identified to have very good overall performances, each of these
LUTs alone can not allow the receiver to achieve the best possible performance for
a given state of the transmission channel, say delay spread or SNR. This happens
because a coefficient LUT is restricted by certain channel parameters used in its
construction. As a consequence, the receiver utilizing such an LUT can only reach
its ideal performance when the actual transmission channel is close to the descrip-
tion given by the LUT parameters.
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Since a single LUT performance is quite limited, this research focused on a
method that allows the demodulation process to be supported by multiple LUTs.
Such a method was found for the case of 2 LUTs whose only difference is in SNR
or delay spread parameter (as these are the major factors that affect the receiver
performance). This is done by computing the path metric corresponding to each
LUT separately and combining them to form the overall path metric for survivor
contention at each state in the demodulation trellis. As a result of relying on path
metric, the soft information can only be computed by those algorithms that utilize
path metrics such as those of the SOVA family. This may be considered as a limi-
tation of this technique.
Simulations have shown that when using pairs of LUTs with SNR settings of 10
dB and 30 dB, the developed method performance is equivalent to the 10 dB LUT
and 30 dB LUT at low and high SNR condition, respectively. Yet, it is better than
both of their performances for the middle SNR range. Hence, an approximate 2 dB
gain was achieved across a range of BERs and this gain does not vary much between
hard and iterative detection. In terms of delay spread performance, simulations were
run with a pair of LUTs whose delay spread settings are 12.5 µs and 75 µs. The
obtained results show that detection accuracy is slightly higher than that of the 12.5
µs and 75 µs LUTs at low and high delay spread values respectively and surpasses
both of them over a certain delay spread range. A significant gain of approximately
20 µs can be achieved for a number of detection schemes such as hard detection,
diversity detection and iterative detection with diversity.
The advantages introduced by the combining method is not without costs. These
are mainly in the form of computational load and memory requirement of the de-
modulator being effectively doubled. Fortunately, the memory issue was solved by
a discovery of a symmetry across the real axis of the predictive coefficient. This
means that half coefficients are the conjugates of the other half. A general proof
that this is the case for all the coefficient LUTs was given in this thesis. So, only
half the number of coefficients are needed to be stored in a given LUT, thus effec-
tively shrinking the LUT size and the memory requirement by nearly 50%. This
may prove to be very useful for the dual LUT technique when the system utilizes a
large number of samples per symbol that significantly increases the coefficient LUT
size.
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6.4 Suggestions for Future Research
In this section we give a list of possible areas for further research which should be
considered to further enhance the performance of the systems I have developed in
this thesis.
• This research is limited to the use of convolutional codes provided in the stan-
dard APCO Phase 1. As these codes are not very strong for a multipath fading
channel, the work should be extended to investigate the system performances
with better codes.
• Derive performance bounds for the predictive receiver with and without diver-
sity for both hard and iterative detection.
• Investigate the performance of the BCJR-based algorithm when applied to
iterative detection.
• Extend the SOVA-based algorithm so that its reliability computation can rely
on the n best paths, where n ≥ 2. A value of n greater than 2 may be
necessary to generate good soft information when the modulation has a large
constellation.
• Combine space-time coding and receiver space diversity for extending the re-
ceiver to multiple input multiple output (MIMO) transmission, which further
improves its performance or data throughput.
• Research if it is possible to extend the idea of the SSC diversity scheme to
MRC or EGC version of the sequence combining technique. This may require
an investigation into a low complexity technique that can estimate the channel
gain or at least its phase.
• Modify the dual LUT technique so that algorithms like the BCJR-based algo-
rithm can compute soft information from the dual LUT demodulation process.
This may prove very useful as the BCJR-based algorithm performance is out-
standing at low delay spread condition while at the same time, the dual delay
spread LUT technique can offer an excellent performance for high delay spread
channels.
113
6. CONCLUSION
• Extending the dual LUT technique so that the receiver can have both SNR
and delay spread gains at the same time. More than 2 LUTs may be required
in such an extension.
• Instead of trying to combine the performances of multiple LUTs, a possible
approach to improve the demodulator performance is to have a bank of coef-
ficient LUTs, whose set of channel parameters are distinct from each other,
and a method for selecting the most suitable LUT for the current transmission
channel. The LUT selection process may require a channel estimation scheme.
• Complexity analysis for the developed techniques.
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