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Abstrat. We introdue an alternative denition of the relative height hκ(x) of a
one-dimensional utuating interfae indexed by a ontinuously varying real paramater
0 ≤ κ ≤ 1. It interpolates between the height relative to the initial value (i.e.
in x = 0) when κ = 0 and the height relative to the spatially averaged height for
κ = 1. We ompute exatly the distribution P κ(hm, L) of the maximum hm of these
relative heights for systems of nite size L and periodi boundary onditions. One
nds that it takes the saling form P κ(hm, L) = L
−1/2fκ(hmL
−1/2) where the saling
funtion fκ(x) interpolates between the Rayleigh distribution for κ = 0 and the Airy
distribution for κ = 1, the latter being the probability distribution of the area under a
Brownian exursion over the unit interval. For arbitrary κ, one nds that it is related
to, albeit dierent from, the distribution of the area restrited to the interval [0, κ]
under a Brownian exursion over the unit interval.
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1. Introdution
While the study of extreme value statistis (EVS) is by now a longstanding issue in
the elds of engineering [1℄, nane [2℄ or environmental sienes [3℄, it was reognized
only reently that EVS plays a ruial role in the theory of omplex and disordered
systems [4℄. Sine then, the understanding of EVS in spatially extended systems has
been the subjet of many reent theoretial studies in statistial physis. Indeed,
although the EVS of a set of independent or weakly orrelated random variables
is well understood, thanks to the identiation of a limited number of universality
lasses, muh less is known for the ase of strongly orrelated random variables. In
that respet, the study of utuating elasti interfaes has reently attrated muh
attention [5, 6, 7, 8, 9, 10, 11, 12, 13, 14℄. Although simpler to study, these models,
in low dimension, furnish an interesting example of strongly orrelated variables where
analytial progress an be made.
Here we are interested in the extremal statistis of the relative height of a one-
dimensional elasti line desribed, at equilibrium by the Gibbs-Boltzmann weight










where H(x) is the height of the interfae and L is the linear size of the system. Suh
models (1) have been extensively studied to desribe various experimental situations
suh as utuating step edges on rystals with attahment/detahment dynamis of
adatoms [16℄. Here we also impose periodi boundary onditions (pb) suh that
H(0) = H(L) and the proess dened by H in Eq. (1) is thus a Brownian bridge, i.e. a
Brownian motion onstrained to start and end at the same point. The HamiltonianH is
obviously invariant under a global shiftH(x)→ H(x)+c and therefore a more physially
relevant quantity is the relative height. Here relative means measured with respet to
some (arbitrary) referene value. Up to now two dierent referene values have been
onsidered : (i) the spatial average value as in [6, 7, 8, 9, 10, 11, 12, 13℄ or (ii) the
height at x = 0, H(0) (or at any other point in spae beause of pb) whih is a rather
natural hoie in the ontext of time series [14℄ (note that a reent work onsidered,
for weakly orrelated random variables, yet another hoie where the referene is the
minimum value of the height eld on [0, L] [15℄ whih we will not disuss here). This
yields two distint denitions of the relative height
(i) h1(x) = H(x)− L−1
∫ L
0
H(x′) dx′ , (ii) h0(x) = H(x)−H(0) . (2)
One a referene value is hosen, one denes hm = max0≤x≤L h1 (or hm = max0≤x≤L h0)
and we ask the question : what is the probability density f 0,1(hm, L)? It is
straightforward to see from Eq. (1) that
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so that the variables h1(x) or h0(x) are obviously strongly orrelated : the omputation
of hm is thus non trivial.
The distribution f 1(hm, L), studied numerially in Ref. [6℄, was then omputed
analytially by Majumdar and Comtet [7, 8℄ who showed, for the model desribed in
Eq. (1) with pb, that P 1(hm, L) = L
−1/2fAiry(hmL−1/2) and omputed exatly fAiry(x).










where αn's are the magnitudes of the zeros of the standard Airy funtion Ai(z) on the
negative real axis [17℄. For example, α1 = 2.3381 . . ., α2 = 4.0879 . . ., α3 = 5.5205 . . .










b2/3n U(−5/6, 4/3, bn/x2) , (6)
where bn = 2α
3
n/27 and U(a, b, z) is the onuent hypergeometri funtion [17℄. This
inversion is useful as it an then be evaluated numerially, and plotted as in Fig. 1. In










as x→ 0 , (7)





Interestingly, the Airy distribution in Eq. (6) also desribes the distribution of the
area under a Brownian exursion over the unit interval. We reall that a Brownian
exursion is a Brownian motion starting and ending at the same point and onstrained
to stay positive in-between, on the unit interval [8, 20℄. Surprisingly, this distribution
arises in various seemingly unrelated problems in omputer siene and graph theory
[21℄.
On the other hand, T. W. Burkhardt et al. foused on f 0(hm, L) [14℄ whih is
dierent from the Airy distribution. Indeed, it is easy to see that in that ase the
distribution of hm is just the distribution of the maximum of a Brownian bridge on the





fRay(x) = 4 x exp
(−2x2) , (8)
whih is known in the literature as the Rayleigh distribution. In the literature on random
matrix theory, fRay(x) (whih is plotted in Fig. 1) is also known under the name of
Wigner surmise as it desribes the distribution of the spaing between onseutive
energy levels in the Gaussian Orthogonal Ensemble (GOE). In Ref. [14℄ it was also
pointed out that the distribution of hm = max0≤x≤L h(x), for generi translationnaly
invariant systems, is related to the distribution of near extreme events, whih has
reently attrated some attention in statistial physis [22℄.
















Figure 1. The dashed green line represents the Airy distribution funtion f1 = fAiry:
this is the pdf of the maximum measured relatively to the spatial average value of
heights of the interfae on the interval [0, 1]. The solid red line represents the Rayleigh
distribution funtion f0 = fRay: this is the pdf of the maximum measured relatively
to the rst point of the interfae on the interval [0, 1].
Although the denition of these two relative heights are a priori only slightly
dierent (see Eq. (2)), the distribution of their maximum in Eq. (6) and in Eq. (8) has
ompletely dierent expressions. These two denitions of the maximal relative heights
thus lead to qualitatively dierent distributions : this is partiularly striking if one
onsiders their small argument behavior in Eq. (7) and Eq. (8). The goal of this paper
is to understand how the distribution of the maximum evolves when one hanges the
denition of the relative height from h1(x) to h0(x). In that purpose, we hoose an
alternative referene value, indexed by a ontinuously varying parameter 0 ≤ κ ≤ 1 to
dene the relative height hκ(x) as




H(x′) dx′ , (9)
suh that limκ→1 hκ(x) = h1(x) and limκ→0 hκ(x) = h0(x) : hκ(x) thus interpolates
between h1(x) and h0(x). Using path integral methods, we ompute exatly the
distribution P κ(hm, L) of the maximal relative height hm = max0≤x≤L hκ(x) and nd




2 ) where fκ(x), whih interpolates between the Airy
















× U(−5/6, 4/3, bn(q, κ)/x2) , (10)
where bn(q, κ) = (2κ/27)(αn + (1− κ)q2/κ)3 and where the oeients Fn(q) are given
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The paper is organized as follows. In setion II, we illustrate the method of path
integral to ompute the distribution f 0(x), i.e. the distribution of the maximum of a
Brownian bridge. In setion III, we use this path-integral formalism to ompute the
distribution of the maximum of the relative heights hκ(x) dened in Eq. (9). In setion
IV, we analyse in detail the limits κ→ 1 and κ→ 0 of the saling funtion fκ(x) in Eq.
(10) and in setion V, we present the omparison of our exat results with numerial
simulations for dierent values of 0 ≤ κ ≤ 1. In setion VI, guided by the fat that
f 1(x) = fAiry(x) desribes the distribution of the area under a Brownian exursion over
a unit interval, we show that fκ(x) is related to, albeit dierent from, the distribution
of the area restrited to the interval [0, κ] under a Brownian exursion over the unit
interval. Finally, we onlude in Setion VII. For larity, some tehnial details have
been left in Appendix.
2. Distribution of the maximum of a brownian bridge : a path-integral
approah
In this setion, we derive the distribution of the maximal relative height hm =
max0≤x≤L h0(x) where h0(x) = H(x) − H(0). The joint distribution of these heights
h0(x), given Eq. (1), is














where ZL is a normalization onstant. In this expression (12), the rst delta funtion
ensures the pb while the seond one ensures simply the denition of h0(x) in Eq. (2).
From this statistial weight, one diretly obtains the umulative distribution of the
maximum F 0(hm, L) = Prob[max0≤x≤L h0(x) < hm, L] as











θ(hm − h0(x)) , (13)
where produt of Heaviside step funtions onstraint the paths to stay under hm. Note
that the normalization onstant ZL has just the same path-integral representation as in
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One sees expliitly on these expressions (13, 14) that F 0(hm, L) is the umulative
distribution of the maximum of a Brownian bridge on the interval [0, L]. One an
now use path-integrals tehniques to write F 0(hm, L) as




where Hˆfree = −12 d
2
dx2
and Hˆm = −12 d
2
dx2
+ Vm(x) where Vm(x) is a onning potential
suh that Vm(x) = 0 if −∞ < x < hm and Vm(x) = +∞ if x > hm. The numerator
and the denominator in Eq. (15) an be omputed in a similar way: if one denotes
|E〉 the eigenvetors of a Hamiltonian Hˆ, with eigenvalues E, Hˆ|E〉 = E|E〉 then the






where ψE(x) = 〈x|E〉. Applying this formula (16) to Hˆm one has

















and similarly 〈0| exp(−LHˆfree) |0〉 = (2πL)− 12 . And nally one obtains the umulative
distribution funtion as
F 0(hm, L) = 1− e−2
h2m
2L , (18)
from whih one dedues that the probability distribution funtion P 0(hm, L) =
∂hmF
0(hm, L) takes the saling form (valid for all L for this model)








, f 0(x) = 4xe−2x
2
, (19)
whih is known in the literature as the Rayleigh funtion. Of ourse there are other
simpler methods to ompute f 0(hm, L) for the present ase (see for instane [14℄).
However the path integral method presented here an be extended to more ompliated
situations, and will be used below.
3. Distribution of the Maximum Relative Height P κ(hm, L)
In this setion, we extend the alulation presented above to the omputation of the
umulative distribution of the maximal relative height hm = max0≤x≤L hκ(x) where
hκ(x) is dened in Eq. (9). As above we start with the joint distribution of the heights
hκ(x), whih from Eq. (1), an be omputed as
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where Z˜κ is a normalization onstant whih ensures that
∫ Dhκ(x)P [{hκ}] = 1. The
umulative distribution of the maximum F κ(hm, L) an thus be written as





















whih is the starting point of our exat omputation.
3.1. Normalization onstant
As above (see setion 2), the normalization onstant Z˜κ has the same path integral





































y(x)dx under a Brownian bridge {y(x), 0 ≤ x ≤ L} is equal to κLu.
One thus has

























duProba(Aκ = κLu, L) (25)
Changing v = κLu, and using the property that P (Aκ, L) is, by denition, normalized
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3.2. Cumulative distribution of the maximal relative height (MRH)
Proeeding as in the rst setion, we now ompute the umulative distribution of the
MRH using path integrals. We start with the expression given in Eq. (21)





















where Z˜κ is given above (26). The rst integral in Eq. (27) indiates that we sum over
all initial points u (whih has to be below hm), and then we sum over all paths beginning
in u and onstrained to stay entirely under the height hm (imposed by the produt of
step funtions). Performing the hange of variable y(x) = hm − hκ(x) and v = hm − u,
we get all hm−dependene in the delta funtion, and we onstraint the paths y(x) to be
positive:





















The onstraint of positivity an be inorporated rather easily by adding a potential term
V0(y) in the exponential, with V0(y) = +∞ if y < 0 and V0(y) = 0 if y > 0. Then we
have



















Using δ(αx) = (1/α)δ(x), we isolate the variable hm, and we write





















and all the dependene on hm is ontained in the δ-funtion. Thus its Laplae transform







(notie that hm is neessarily
positive) has a simple expression










0 dx{ 12 (∂xx)2+V0(y(x))}e− pκL
R κL
0 y(x)dx .
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(31)
Let us all u = y(κL) the intermediary point and using the Markov property, we an
separate the path integral in two independent bloks: one for the time interval [0, κL]
and the other for the time interval [κL, L]. We have



















κL dx{ 12 (∂xy)2+V0(y(x))} . (32)
The rst fator is the propagator between time 0 and κL of a quantum partile in the
triangular potential V0,p/(κL)(x) = V0(x) +
p
κL
x, denoted as GAiry(u, κL|v, 0) (the index
`Airy' refers to the fat that the solution of the Shrödinger equation with a triangular
potential V0,p/(κL)(x) is solved by Airy funtions), and the seond term, denoted as
G0(v, L|u, κL) is simply the propagator of a quantum partile in the potential V0(x)
between the times κL and L. One thus has








du {G0(v, L|u, κL)×GAiry(u, κL|v, 0)} , (33)
where the p−dependene is entirely ontained in the Airy propagator. Note that our
alulation is ompletely justied when 0 < κ < 1, beause of the ut in two parts of
the path integral. We will examine in more detail the two limiting ases κ → 0 and
κ→ 1 below.
The probability density funtion of the MRH P κ(hm, L) is simply the
derivative of F κ(hm, L) with respet to hm. Its Laplae transform P˜
κ(p, L) =∫∞
0
e−phmP κ(hm, L) dhm is thus P˜ κ(p, L) = pF˜ κ(p, L),








du {G0(v, L|u, κL)×GAiry(u, κL|v, 0)} .(34)
We rst start with G0(v, L|u, κL) whih is the propagator of a partile with a wall at
the origin. It is given by



















where the expression in the seond line will be useful in the following. The
propagator GAiry(u, κL|v, 0) an be omputed using the formula in Eq. (16)(see also
in Appendix A.4, formula (A.25)):
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We then perform the hanges of variables v → (2p/(κL))−1/3v and u→ (2p/(κL))−1/3u
followed by q → (2p/(κL))1/3q to obtain





























One reognizes the saling variable p
√
L in the Laplae spae whih implies that the
saling variable in the real spae is, as expeted, hm/
√
L, and then we an write the
saling law



























































To invert the Laplae transform in Eq. (41) we will make use of the result found by













b2/3n U(−5/6, 4/3, bn/x2), (43)
where bn = 2γ
3

















× U(−5/6, 4/3, bn(q, κ)/x2). (44)
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. This lass of distributions indexed by the real
parameter 0 ≤ κ ≤ 1 smoothly interpolates between the Rayleigh distribution for
κ → 0 and the Airy distribution when κ → 1. This will be demonstrated analytially
(in partiular the behavior when κ→ 0 is not obvious on Eq. (44)) in the next setion
and numerially in setion VI.
4. Reovering Rayleigh and Airy distributions
In this setion, we show how fκ(x) yield bak  as it should  the Rayleigh distribution
(respetively the Airy distribution) in the limit κ→ 0 (respetively in the limit κ→ 1).
4.1. The limit κ→ 0 and the Rayleigh distribution
We rst study the limit κ → 0. From the denition of hκ(x) given in Eq. (9) one
expets that it yields bak the denition of h0(x), i.e. the relative height relative to
H(0) in Eq. (2). This is also rather obvious on the joint distribution in Eq. (20), together
with Z˜κ ∝ 1/κL, that it yields the joint distribution of a Brownian Bridge. Therefore
one expets indeed that fκ(x) will onverge to the Rayleigh distribution fRay(x) in Eq.
(8). However, this limit κ → 0 in our formulae for fκ(x), or in its Laplae transform
f˜κ(p), is not trivial. This is partially due to the fat that the omputation of Rayleigh
distribution has been performed in diret spae while for the Airy distribution, the
omputation is more onveniently performed in Laplae variable. Indeed, one needs an
identity about the behavior of the Airy propagator when the time dierene tends to
zero. In Appendix A.5, we show the identity (A.37) whih we then use straightforwardly
in Eq. (40) to ompute the limit κ→ 0.
Indeed, from the Laplae transform of the saling funtion in Eq. (40), one performs












































Now, the seond line in that equation has a good limit when κ → 0, as shown in
appendix Appendix A.5. We then make use of the identity in Eq. (A.37) to obtain the
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Now we reognize immediately the saling funtion in real spae, sine f˜ 0(p) =∫∞
0
duf 0(u)e−pu suh that:
lim
κ→0




4.2. The limit κ→ 1
The analysis of the limit κ → 1 is straightforward and an be done diretly on the
expression of our saling funtion fκ(x) in Eq. (44). In the limit κ→ 1 one has
lim
κ→1
bn(q; κ) = bn(q; 1) = bn, (48)
independently of q. Therefore the only dependene left in the integrand of Eq. (44) is
































where, we have used in the last line, the identity
∫∞
0
du(Ai(u − αn))2 = (Ai′(−αn))2.
Using this relation (49) in the expression of fκ(x) we get
lim
κ→1






−bn/x2 U(−5/6, 4/3, bn/x2), (50)
whih is the Airy distribution funtion.
5. Some properties of the distribution fκ(x).
In this setion, we derive some properties of the distribution fκ(x).
5.1. Asymptoti limit of the saling funtion
In this subsetion, we study the asymptoti limit of the saling funtion when x ≪ 1,
whih orresponds to hm ≪ L. One main dierene between Rayleigh and Airy
distributions is the singularity of the latter for x = 0. The Rayleigh distribution is
perfetly analyti when x→ 0 (∼ x), in ontrast to the Airy distribution whih exhibits
an essential singularity fAiry ∼ x−5e−2α31/27x2 , see Eq. (7). Here we show that fκ(x)
exhibits an intermediate behavior with an essential singularity when x → 0 (see Eq.
(53) below).
















U(−5/6, 4/3, bn(q, κ)/x2). (51)
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that we want to analyse in the asymptoti limit x→ 0. To this purpose, we perform a
hange of variable q = xq˜ suh that bn(xq˜, κ)/x
2










so that, due to the exponential fator exp (−bn(xq˜; κ)/x2) in Eq. (51), only the term
with n = 1 an be retained in sum over n. Besides, using that U(−5/6, 4/3, y) ∼ y5/6
























duuAi(u − α1)/Ai′(−α1) = 1.8173... where we have used the small
argument behavior of F1(q) given in Eq. (42) F1(xq˜) = χ(α1)(xq˜) + O(x2). Of ourse,
suh formula is only valid for 0 < κ < 1 stritly. One sees on this expression (53) that
this probability is exponentially small as soon as hm ≪
√
κL. This behavior might be
qualitatively understood by notiing that the ongurations for whih hm ≪
√
κL are
atually essentially at on the interval [0, κL].
A omparison between this asymptoti behavior in Eq. (53) and the small argument
behavior of the Rayleigh distribution (8) suggests that there exists a saling regime
x→ 0, κ→ 0 keeping the ratio x/√κ xed suh that




















when u→ 0. (55)
The limit u→∞ means that, for x small but xed, we take formally κ→ 0, and then
we reover the asymptoti behavior of the Rayleigh distribution. On the other hand
for u → 0 we keep x muh smaller than κ (atually x ≪ √κ as done previously), and
one reovers the result above (53). Similarly, a omparison between the behavior in
Eq. (7) and Eq. (53) suggests that there also exists a saling regime where x→ 0 and
(1− κ)→ 0 keeping x/√1− κ xed suh that















where the saling funtion h(v) has asymptoti behaviors
h(v) ∼
{
onstant when v →∞,
v3 when v → 0. (57)
Again v → ∞ means that we keep x xed, but small, and we take κ → 1, thus we
reover the asymptoti behavior of the Airy distribution. When v → 0, we look at the
region where x≪ √1− κ≪ 1, thus reovering the behavior obtained above (53).
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5.2. Moments of the distribution.
If one denotes the moments of fκ(x) as Mκn =
∫∞
0
dxxnfκ(x), it is straightforward to
show that, for the Rayleigh distribution, Mκ=0n = 2
−n/2Γ(1 + n/2). On the other hand,
the omputation of the moments of the Airy distribution Mκ=1n is highly non trivial. In
Ref. [18℄, Takas found a reursive method to ompute them and reently, M.J. Kearney




















where Ai(z) and Bi(z) are the two linearly independent solutions of Airy's dierential
equation y′′(z)− zy(z) = 0.
The omputation of the momentsMκn for arbitrary κ seems to be highly ompliated




permuting the integral over x and the integral over q together with the disrete sum
over n and then performing the hange of variable x→ x√bn(q, κ) one obtains that Mκ1


























































analytic: κ=1/32 ; a=0
numerical: κ=1/2 ; a=1/sqrt(2)
analytic: κ=1/2 ; a=0
numerical: κ=1; a=1/sqrt(2)
analytic: κ=1 ; a=0
Figure 2. Left : Test of the saling relation with numerial plots. From the raw
histogram P κnum(hm, L), we draw as o-ordinate x = (hm+a)/
√
L, with a = 1/
√
2 and
as ordinate fκ(x) =
√
LPnum(hm, L). Histograms with dierent L but same κ ollapse
in the same urve, whih proves the saling relation. Right : Test of the analyti result.
The dots are the numerial simulations (where we use the `translation' parameter a)
and the urves represents numerial omputations of the analyti funtion with the
help of Mathematia.
We have ompared our analytial results with numerial simulations. To generate
the ongurations of the interfae distributed aording to the Gibbs-Boltzmann weight
Pst ∝ exp (−H) with H given in Eq. (1), one ould of ourse use standard Monte Carlo
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method. However, this suers from ritial slowing down (with dynamial exponent
z = 2) and this is not very eient. Instead, as in Ref. [24℄, one an use the
property that the proess dened by this statistial weight Eq. (1) together with
periodi boundary onditions is a Brownian bridge. To generate it, one rst generates
numerially an ordinary Brownian motion B0 = 0 and Bi = Bi−1 + ηi where ηi's
are independent and identially distributed (i.i.d.) random variables drawn from a
distribution Proba(η = x) = g(x). One an then generate a Brownian Bridge through
the relation Hi = Bi − (i/L)BL, whih ensures pb. One an show that this proedure
yields the orret statistial weight for large system size L (when g(x) is a Gaussian,
this proedure is exat for all L). The relative height is simply hκi = Hi − 1κL
∑κL
j=1Hj
and the distribution of hm = max0≤i≤L hκi is then omputed for dierent system sizes
L = 128, 256, 512 by averaging over 107 samples. From the raw histograms representing
P κnum(hm, L), for a given L, we want to extrat the saling funtion f
κ
num(x) to rst hek
that the data for dierent sizes L, with κ xed, satisfy the saling form that we have
obtained analytially in Eq. (39). If we plot diretly
√
LP κnum(hm, L) and as a funtion
of x = hm/
√
L, one an observe some nite size orretions to this saling form.
These nite size eets an be understood using the analysis done in Ref. [12℄
where the rst nite size orretions to the Airy distribution were omputed (see also
the disussion in Ref. [25℄). There it was found that



















where a is the non-universal onstant (that depends on the details of the Hamiltonian),
and f 1 = fAiry the Airy distribution funtion. This rst orretion an be resummed as









+O (L−1)) , (61)
whih is a good trik to get rid of the leading nite size eets. Following this exat
result for κ = 1 (61), we thus plot on Fig. 2 (left)
√
LP κnum(hm, L) as a funtion of
x = (hm+a)/
√
L with a = 1/
√
2 for all κ and observe a very good ollapse of urves for
dierent L. In Fig. 2 (right), we show a omparison between
√
LP κnum(hm, L) and our
analytial preditions in Eq. (44) evaluated with Mathematia for dierent values of
κ = 0, 1/32, 1/2 and κ = 1. The very good agreement between analytis and numeris
is obtained here via a single tting parameter a = 1/
√
2 for all values of κ, adjusted
to take into aount nite size orretions (61).
7. Trunated area under brownian exursion
In this last setion we explore further the onnetions between the distribution of the
MRH for arbitrary κ and the distribution of areas below onstrained Brownian motions
[20℄. Indeed, for κ = 1, it was shown in Ref. [7, 8℄, that f 1(x) desribes the distribution
of the area under a Brownian exursion on a unit interval. Here we onsider a Brownian
exursion, i.e. a Brownian path {x(τ), 0 ≤ τ ≤ T} starting and ending at the origin





Figure 3. Trunated area (in blue) under a realization of a Brownian exursion (in
red).
x(0) = x(τ) = 0 and whih stays positive in-between ∀τ ∈]0, T [, x(τ) > 0 and onsider
the random variable Aκ =
∫ κL
0
x(τ)dτ , whih we all the trunated area (see Fig. 3).
We ompute its distribution, whih an be obtained by a similar alulation as shown
above.
We start with the joint distribution of positions of the brownian exursion


















dτ{ 12 (∂τx)2+V0(x(τ))}δ(x(0)− x(T ))δ(x(0)− ǫ) ,(62)
where ǫ is a regularization parameter whih is needed beause of the non-smoothness of







dτ{ 12 (∂τx)2+V0(x(τ))} = G0(ǫ, T |ǫ, 0) , (63)
where G0(b, tb|a, ta) is the propagator of the free partile with a wall in x = 0 (35). The
distribution of the trunated area
∫ κT
0
x(τ)dτ , for the Brownian exursion {x(τ), 0 ≤
τ ≤ T} is then















where the mean value is taken respetively to the distribution of exursions P [x(τ)]. We
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have






















We now take a Laplae transform with respet to Aκ, whih is a positive quantity. So
we have
P˜ (p, T ) =
∫ ∞
0








dτ{ 12 (∂τx)2+V0(x(τ))} e−p
R κT
0 dτx(τ)
G0(ǫ, T |ǫ, 0) (67)
By similar tehniques, one an identify a onvolution of propagators. Expanding
numerator and denominator in powers of the regulator ǫ, one nds that the lowest
order is ǫ2 for the numerator and the denominator. Taking the limit ǫ → 0, one nds
that the distribution of the trunated area obeys the following saling form


























U(−5/6, 4/3, bn(q, κ)/(κx2)), (69)
with the same oeient bn(q, κ) as in Eq. (44) and Fn(q) dened in Eq 42.. We an
hek easily that the saling funtion wκ(x) onverges to the Airy distribution funtion
as κ→ 1, as shown in Refs [7, 8℄. However, for κ 6= 1 these two distributions fκ(x) and
wκ(x) are dierent, albeit having similar expressions.
8. Conlusion
To onlude, we have introdued an alternative denition of the relative height hκ(x)
of an elasti one-dimensional interfae with pb, indexed by a real κ ∈ [0, 1], whih
interpolates smoothly between the height relative to the initial value when κ → 0 and
the height relative to the spatial average value for κ→ 1. We have obtained, using path-
integral tehniques, the exat distribution of the maximal relative height fκ(x) whih
interpolates between the well known Rayleigh (κ = 0) and Airy (κ = 1) distribution (see
Fig. 1). This thus onstitutes one new family, parameterized by κ, of strongly orrelated
variables where suh analytial alulations an be done. Although our alulations have
been done for a ontinuum model (1), the arguments presented in Ref. [12℄, based on the
Cental Limit Theorem, show that our results atually hold in the limit of large system
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size, for a wide lass of lattie models of interfaes H =∑i |Hi−Hi+1|p with arbitrary p
and in that sense this distribution fκ(x) in Eq. (44) is universal. Finally we have shown
that the method employed here to ompute this distribution an be used to ompute
the distribution of the trunated area Aκ (see Fig. 3) under a Brownian exursion.
Appendix A. Quantum mehanis problems
In our path integral alulations of distribution of MRH, we have to deal with simple
one dimensional quantum mehanis problem. This appendix summarizes the results
used in the main text.
Appendix A.1. Free partile











with −∞ < k < +∞. The assoiated energy to ϕk is Ek = k2/2. The alulation of the
propagator is done by deomposing onto the eigenbasis:
















Another way of doing it is to follow Feynman's presription [26℄: if the lagrangian is a
quadrati form of its variables, then the propagator is proportional to the exponential
of minus the lassial ation joining the two points in spae-time. Moreover, if the
lagrangian does not depend expliitly on time, the onstant of proportionality is simply
a funtion of the dierene of the two times:
G(y, t|x, s) = F (t− s) exp (−S[xclassical(τ)]) . (A.4)
When we are in imaginary time, beause we are dealing diretly with probabilities, the













and the solution of the Euler-Lagrange equation between (x, s) and (y, t) is
xclassical(τ) =
y − x
t− s (τ − s) + x. (A.6)
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dy G(y, t|x, s) = 1. (A.7)
Appendix A.2. Free partile with a wall
We impose that some region of spae annot be visited by the partile, for example, we
want to keep our partile in the positive region x > 0. To do this, we put a potential
V0(x) =
{
+∞ if x < 0 ,
0 if x > 0 .
(A.8)






with 0 < k < +∞, for x > 0, and ϕk(x) = 0 for x < 0. Now the normalization onstant
is found diretly from what we impose on the free partile solution (the only freedom is
the phase of the solution, who is unphysial). The assoiated energy is k2/2.





sin(k(M − x)), (A.10)
with 0 < k < +∞, for x < M and ϕk(x) = 0 for x > M .
Let us ompute the propagator when the wall is in x = 0:




















The asymptoti form, when t→ s, of this propagator is just
lim
t→s
G0(y, t|x, s) = δ(y − x)− δ(y + x) . (A.13)











+∞ if x < 0 ,
0 if 0 < x < M ,
+∞ if x > M .
(A.15)
MRH of one-dimensional interfaes : from Rayleigh to Airy distribution 20











with energy En = n
2π2/(2M2) and the propagator is






















Appendix A.4. Linear potential and a wall: Airy potential
The name `Airy potential' is used for onvenieny, and like in the main text, we use
in this subsetion the index `Airy' for all quantity referred to the quantum mehanial
problem of a partile in the potential
VAiry(x) =
{
+∞ if −∞ < x < 0 ,
λ x if 0 < x < +∞ , (A.18)






(x) + VAiry(x)ψn(x) = En ψn(x), (A.19)
Beause of the onning potential, we already know that the energy spetrum will be






ψn(x) = 0. (A.20)
Putting ψn(x) = χ(x− En/λ), then χ(y) = ϕ((2λ)1/3y), one obtains
ϕ′′(u)− uϕ(u) = 0, (A.21)
whih is solved by the Airy funtions (Ai(x) and Bi(x)). That explains the name `Airy'
used sine the beginning. We eliminate Bi(x) beause the wave funtion need to tend to
zero when x → ∞. The solutions are of the form ψn(x) = (1/K)Ai((2λ)1/3(x − En/λ)
with K a normalization onstant. The energy levels are determined by the ondition
that the wave funtion vanishes in x = 0. They are then relied to the zeros −αn of the








= 0 ⇒ En = αn 2−1/3λ2/3 (n = 1, 2, . . .). (A.22)

















MRH of one-dimensional interfaes : from Rayleigh to Airy distribution 21
where from the rst to the seond line, we have just modied the expression of the
normalization onstant, using the property that
∫∞
−αn Ai
2(z)dz = (Ai′(−αn))2. Let us
ompute the propagator of the partile in suh a potential.
























The general form of the Airy propagator, for the potential VAiry(x) = V0(x) + λx, is















Appendix A.5. Linear potential and asymptoti form of the Airy propagator
For the purpose of the main text, we have to obtain the asymptoti form of the Airy
propagator in Eq. (A.25) when |t − s| → 0. Here, we onsider the simple ase of the
linear potential (onstant fore), we ompute exatly the propagator and then we take
the limit, showing that this is equivalent to taking the limit of the Airy problem. First,















Beause the Lagrangian is a quadrati form in its variables (x(τ), x˙(τ)), we know that
the propagator is of the form
Glin(y, t|x, s) = F (t− s) e−S[xclassical(τ)], (A.27)
where xclassical(τ) is the lassial path between (x, s) and (y, t). Without loss of generality













The ation, omputed along the lassial path, is then









Beause we are dealing diretly with probabilities, we an ompute the funtion F (t)
by the normalization ondition∫ +∞
−∞
dy Glin(y, t|x, 0) = 1. (A.30)
Thus we obtain
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For an innitesimal dierene in time, i.e. for t = s+ ǫ, we have















Here, let's remark that λ an have a dependene in the time dierene ǫ (whih an
have any value at this stage). That's not introduing any dangerous time-dependene:
we give a linear potential λ(ǫ)x for the partile at point x, with a slope given by any
funtion of ǫ, and we ask what is the probability of nding at ertain point y at time
t = s + ǫ, given that the partile started at point x at time s. However, we see in the
previous formula that the expression of the propagator beomes ill-dened when ǫ→ 0
as soon as λ(ǫ) ∝ ǫ−(1+α), with α > 0.
Now let us take λ = p/ǫ, with p a xed positive number. We have at leading order
in ǫ≪ 1












The limit ǫ→ 0 an be taken in formula (A.32), and one obtains
lim
ǫ→0
Glin(y, s+ ǫ|x, s) = δ(y − x) e−px. (A.34)
The dierene between the linear propagator and the Airy propagator is that there
is in the latter a wall in x = 0. But if we have to take the Airy propagator between two
innitesimally lose points, the partile, plaed in x > 0 does not have the time to feel
the wall. Indeed, for a time ǫ, the Brownian partile will explore a spae region of order
ǫ1/2. So, as lose as we are from the wall, we an hoose an ǫ small enough not to feel
the wall. In this limit, the Airy propagator is equivalent to the linear propagator, that
is, for t = s+ ǫ,
lim
ǫ→0
GAiry(y, s+ ǫ|x, s) = lim
ǫ→0
Glin(y, s+ ǫ|x, s), (A.35)
for the same expression for the linear part of the potential. With the potential
VAiry(x) = V0(x) +
p
ǫ
x, we thus have
lim
ǫ→0
GAiry(y, s+ ǫ|x, s) = δ(y − x) e−px. (A.36)
























−1/3ǫ1/3p2/3 = δ(y − x) e−px .
(A.37)
Appendix B. Another alulation of the normalization onstant Z˜κ
In this paragraph, we ompute the normalization onstant Z˜κ involved in Setion 3
using the Random Aeleration Proess, whih is desribed by the stohasti equation
of motion x¨(t) = ζ(t) where ζ is Gaussian white noise. From the joint distribution of
heights P [{hκ}], one an determine the marginal distribution of one height, say hκ(x0),
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for a partiular x0. The joint distribution of the heights is Gaussian and therefore
the marginal distribution of a single height must be Gaussian (by virtue of the entral
limit theorem). One simple way to ompute Z˜κ is to onsider the marginal distribution
of hκ(κL) : let us all p(v) = Prob(hκ(κL) = v) this probability. p(v) is a entered
Gaussian with a variane σ2 whih we now determine.
Integrating the joint distribution P [{hκ}] over all paths (bridges, i.e. with pb)


































As hκ(κL) = v is xed, and beause the proess is Markovian, one an ut the whole
path integral into two independent bloks : one for the time interval [0, κL] and one for

























The blok for [κL, L] is simply the propagator of the free Brownian motion, but the path
integral for [0, κL] ontains an additional delta funtion, whih onstraint the Brownian






















δ (r(κL)) . (B.3)
We reognize the propagator of the Random Aeleration Proess (RAP) between
position r(0) = 0 and speed r˙(0) = u and position r(κL) = 0 and speed r˙(κL) = v.
The propagator GRAP is the probability of nding the randomly aelerated partile at
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point x2 with speed v2 at time t = T , knowing that it was in point x1 with speed v1 at
time t = 0, and is given by the formula [27℄



















du {Gfree(u, L|v, κL) × GRAP(0, v, κL|0, u, 0)} . (B.5)












We an nally identify the seond moment of the marginal distribution
σ2 = 〈(hκ(κL))2〉 = L(4− 3κ)
12
, (B.7)







whih is what we found in the main text using a dierent method (f. Eq. (26)).
Referenes
[1℄ E.J. Gumbel, Statistis of Extremes, 1958 Dover.
[2℄ P. Embreht, C. Klüppelberg and T. Mikosh, Modeling Extremal Events for Insurane and
Finane, 1997 Springer Berlin.
[3℄ R. W. Katz, M. P. Parlange and P. Naveau, Statistis of extremes in hydrology, 2002 Adv. Water
Resour. 25 1287.
[4℄ J.P. Bouhaud and M. Mézard, Universality Classes for Extreme Value Statistis, 1997 J. Phys.
A 30 7997.
[5℄ G. Györgyi, P.C.W. Holdsworth, B. Portelli, and Z. Ráz, Statistis of extremal intensities for
Gaussian interfaes, 2003 Phys. Rev. E68, 056116.
[6℄ S. Rayhaudhuri, M. Cranston, C. Przybyla, and Y. Shapir,Maximal Height Saling of Kinetially
Growing Surfaes, 2001 Phys. Rev. Lett. 87 136101.
[7℄ S. N. Majumdar and A. Comtet, Exat Maximal Height Distribution of Flutuating Interfaes,
2004 Phys. Rev. Lett 92 225501.
[8℄ S. N. Majumdar and A. Comtet, Airy Distribution Funtion: From the Area Under a Brownian
Exursion to the Maximal Height of Flutuating Interfaes, 2005 J. Stat. Phys. 119 777.
[9℄ H. Gulu and G. Korniss, Extreme utuations in small-world networks with relaxational
dynamis, 2004 Phys. Rev. E 69, 065104(R).
[10℄ H. Gulu and G. Korniss, Extreme Flutuations in Small-world-oupled Autonomous Systems with
Relaxational Dynamis, 2005 Flutuation and Noise Letters 5 (1) L43.
[11℄ D.S. Lee, Distribution of Extremes in the Flutuations of Two-Dimensional Equilibrium
Interfaes, 2005 Phys. Rev. Lett. 95 150601.
[12℄ G. Shehr, S.N. Majumdar, Universal asymptoti statistis of maximal relative height in one-
dimensional solid-on-solid models, 2006 Phys. Rev. E 73 056103.
MRH of one-dimensional interfaes : from Rayleigh to Airy distribution 25
[13℄ G. Györgyi, N. R. Moloney, K. Ozogány, and Z. Ráz, Maximal height statistis for 1/fα signals,
2007 Phys. Rev. E 75 021123.
[14℄ T. W. Burkhardt, G. Györgyi, N. R. Moloney, and Z. Ráz, Extreme statistis for time series:
Distribution of the maximum relative to the initial value, 2007 Phys. Rev. E 76 041119.
[15℄ N. R. Moloney and J. Davidsen, Extreme value statistis and return intervals in long-range
orrelated uniform deviates, 2009 Phys. Rev. E 79 041131.
[16℄ N.C. Bartelt, J.L. Golding, T.L. Einstein and E.D. Williams, The equilibration of terrae width
distributions on stepped surfaes, 1992 Surf. Si. 273, 252.
[17℄ M. Abramowitz and I.A. Stegun in Handbook of Mathematial Funtions, 1973 Dover, New York.
[18℄ L. Takas, Limit distributions for the Bernoulli meander, 1995 J. Appl. Prob. 32 375.
[19℄ S. Janson and G. Louhard, Tail estimates for the Brownian exursion area and other Brownian
areas, 2007 Ele. Journ. Prob. 12 1600.
[20℄ For a review on Brownian area problems see S. Janson, Brownian exursion area, Wright's
onstants in graph enumeration, and other Brownian areas, 2007 Proba. Surveys 4 80.
[21℄ S. N. Majumdar, Persistene in Nonequilibrium Systems, 2005 Curr. Si. (India) 89 2076.
[22℄ S. Sabhapandit and S. N. Majumdar, Density of Near-Extreme Events, 2007 Phys. Rev. Lett. 98
140201.
[23℄ M. J. Kearney, S. N. Majumdar and R. J. Martin, The rst-passage area for drifted Brownian
motion and the moments of the Airy distribution, 2007 J. Phys. A: Math. Theor. 40 F863.
[24℄ S. N. Majumdar and C. Dasgupta, Spatial survival probability for one-dimensional utuating
interfaes in the steady state, 2006 Phys. Rev. E 73 011602.
[25℄ G. Györgyi, N. R. Moloney, K. Ozogány, and Z. Ráz, Finite-Size Saling in Extreme Statistis,
Phys. Rev. Lett. 100, 210601 (2008).
[26℄ R. P. Feynman and A. R. Hibbs, Quantum Mehanis and Path Integrals, 1965 MGraw-Hill,
New York.
[27℄ T. W. Burkhardt, The random aeleration proess in bounded geometries, J. Stat. Meh. 2007
P07004.
