Abstract. For a certain collection of transformations T we define a Perron-Frobenius operator and prove a convergence theorem for the powers of the operator along the lines of the theorem D. Ruelle proved in his investigation of the equilibrium states of one-dimensional lattice systems. We use the convergence theorem to study the existence and ergodic properties of equilibrium states for T and also to study the problem of invariant measures for T. Examples of the transformations T considered are expanding maps, transformations arising from /-expansions and shift systems.
property was proved in [19] and [2] . Also certain functions have unique equilibrium states for T. Our results could also be used to give some of the results on multidimensional /-expansions [27] .
Our convergence theorem (Theorem 8) generalizes the Ruelle-PerronFrobenius theorem ( [3] , [5] , [24] ) and so implies the results on equilibrium states for subsbifts of finite type. It also gives results for the case of shifts on infinite alphabets ( §3.3). Using these results we give an example (which appears in [6] and [9] ) of a continuous function with exactly two ergodic equilibrium states for the shift transformation on the product space IIo^O, 1}. We also deduce a Perron-Frobenius theorem for infinite matrices (Theorem 25).
We now summarize the notation used. We_ shall have a compact metric space X and an open dense subset X of it C(X) will denote the Banach space of real-valued continuous functions on X with the supremum norm. ||/|| will denote the norm of /, and "z*" will denote convergence in the supremum norm. C(X) will denote the space of continuous functions on X and UC(X) will denote the space of uniformly continuous functions on X. M(X) will denote the_collection of all probability measures onjhe o-algebra of Borel sets ® of X. Since A!" is a compact metric space, M(X) is a compact convex metrisable space in the weak* topology. We shall use E to denote the closure of a set E, and Be(x) will denote the ball centered at x of radius c. aE will denote the boundary of E (i.e., oE = E\ int(£)). diam(£) will denote the diameter of EÎ f p G M(X) and/ <=_C(X) we shall let p(f) denote the integral of/with respect to p. If h E_C(X), A • p will denote the measure defined by (A • p)(f) ■ M(A •/)»/ G C(X). We shall use the notation for entropy from [18] or [26] . If T is a transformation preserving the measure u then H^Q, h^T, Q, h^T), Hiiiv/Q will denote the entropy functions as defined in [18] or [26] .
If X0 cX,T:X0-*Xisa map and <p: X-» R is a map we write S"<p(x) for 1. Convergence theorems. Let A' be a compact metric space with metric d and let A' be an open dense subset of X. Let XQ be an open dense subset of X and suppose T: X0 -» X is a continuous map of A'o onto X such that the set {T~xx) is at most countable for each x E X. In some applications all three spaces A'o, X, X coincide. We shall always assume T has the following property:
I. There exists «o > 0 such that for every x E X, r~'(52eo(x) n X) can be written uniquely as a disjoint union of a finite or countable number of open subsets Ax(x), A2(x),... of X0 with for each /, T\AM being a homeomorphism of A¡(x) onto B2ta(x) n X not decreasing any distances (i.e., if y, y' G A¡(x), d(Ty, Ty1) > "d(y, yf). We shall call the sets A¡(x) the components of T~l(B2to(x) n X). Note that if d(x,xr) < e0 there is a natural bijection between the sets {T~xx) and {T~xx') by letting v G T~lx correspond to y' e T~xx' if y and y' lie in the same A¡(x). We shall use the notation y ' to denote the point of T~xx' corresponding toy G T~xx when d(x, x1) < try. Notice that d(y,y') < d(x, x') < e" so the elements of {T~ V) and {T~xy') are linked by a natural bijection too. This gives rise to a natural bijection between {T~2x) and {T~2x') and in the same way we arrive at a natural bijection between the sets {T~"x) and {T~nx'} (n > 1) when d(x, x') < e0. We use the notation v' for the point in T~"x' corresponding to y G T-"x. (So for/ < n -1 3/} such that Py, Py' G A^P+'y).)
We want to define a Ruelle-Perron-Frobenius operator (or transfer matrix operator) £9 :C(X)-+ C(X) for certain <p G C(X0) by the formula £,/(x) -
•yeT-'x^^Viy) iS x E X. We now consider conditions on <p which allow us to do this.
Consider the following conditions on ç> G C(X¿): (i) 3A" such that 2yeT-,xevM < KVx E X,
(ii) S^t-uK«» -e^">\ -> 0 as ¿(x, *') -» 0.
(Here the sum is over the finite or countable set T~xx and y' is the point of T~xx' corresponding to y G T~xx.) If A'o = X_ ** X and | T~ xx\ < k Vx G X then (i) and (ii) always hold for all c» G C(X).
If (ii) holds and we know 2ZJ>eT-ixe'fü') < oo for some x then (i) holds. Lemma 1. Let T: X0^>X satisfy I and let <p G C(X0) satisfy (i) and (ii). Then tj(x) ** 2yeT-<xe*Mf(y) defines amap ß^: UC(X)-* UC(X) which Proof. Since X is compact it is covered by a finite number of balls of radius 2^, say /^(x,),..., B^xJ). Therefore X is covered by the sets Pu0ixj) n X, 1 < / < p, and A'o is covered by the components of T'XB^Xj) C\ X),l < j < p. To show Tis positively nonsingular it suffices to show v(E) = 0 implies v(TE) = 0 when £ is a subset of some component A¡ of some T'^B^xJ) n X). But by Lemma 3 v(TE) -/EXe~*Mdv(y) -
0.
To show T is nonsingular it suffices to show that if F c B^xß n X and v(F) = 0 then v(T~xF n 4(*,-)) = 0 for all components A,(xj) of T-KB^Xj) DX).But w=L Xe-f^dv(y) T-'FnAfa)
by Lemma 3 and so v(T~xF n A¡(xj)) = 0. □ To prove the convergence theorems we require one more assumption on T and one more on <p. The following is a mixing condition on T.
II. Ve > 0, 3M > 0 such that for each x E X, T~Mx is e-dense in X. (We stress that M is independent of x.)
The following condition gives a further restriction on <p. (b) If C( is a component of T~n(Be¡¡(x) n X) (i.e., T" maps C¡ onto 5#o(x) n A" not decreasing distances) there exists d¡ such that \{S,,<p){y)\ < d¡ Vy G Q. This is because for any fixed y' G C¡ \s"<Piy)\ <\s"viy) -sm/)\ +\s"<pí/)\ <c9+\s"<p{y')\~d¡. Lemma 5. Let T: X0 -» X satisfy I and II and let <p G C(X) satisfy (i) and (iii) . Then Ve > 0, 3N > O and a G R such that Vx, w G X 3y G T~Nx n Be(w) with l^MTy) > a.
Proof. Let e < e0 be given. Using II choose N so that T~Nx is e/4 dense in X for each x G A*. Choose w,,..., wr so that Bt/2(wj) cover A". It suffices to choose ay G Ä (1 < / < r) so that Vx G A1 3y G T~Nx n aí/2(mj-) with SN<p(y) > ay, because then we can take a -minKy<r «x. Choose Xi,..., xm so that 5e/4(x,) cover A'. Fix/. Since T~Nx¡ is e/4 dense 3y, G T"""*, with ¿Cft» «j) < c/4. Let x G X. Choose / so that d(x, x¡) < e/4. Let y be the The following result appeared in [10] for the case of a shift space on a finite alphabet (with a stronger assumption on g) and in [24] for the case of subshifts of finite type.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Theorem 6. Let T: X0 -» X satisfy I and II and let g E G(X¿) satisfy (iii)G. Then there existep E M_(X) such that Q!oggf^±n(f) V/ G C(X). p is the only member of M(X) with ß,5ggjtt = p.
Proof. Write £ instead of £,ogg. Let/ G C(X). We show {&f\n > 0} is equicontinuous. Let x, x' G X and d(x, x') < e < e0. Then
Therefore {£"f\n > 0} is equicontinuous. Since \\l"f\\ < ||/||,/ G C(X), we know the closure of (£"/| n > 0} in C(X) is compact. Hence there is a sequence n¡ -»co and /* G C(X) with £"/=>../*• We have
Clearly min(£*/*) = min(/*) for all fc > 0. We want to show min(f*) ** f* and to do this we shall show that if e > 0 and 8 > 0 then f*(u) < min(/*) + 8 for all points u in an e-dense subset of X. Choose N > 0 and b > 0 so that Vx, w E X 3y G T-^x Q Bt/2(w) with nf.To'gtT» > ¿» (by Lemma 5) . Choose zEX with min^"/*) = tNf*(z). If z G * then f*(y) = min(f*) Vy G r-iV2 and so f*(y) = min(/*) for points y in an e-dense set. Suppose that z E X. We shall show that if x G X is sufficiently close to z and if W-JgCPy) > b for some y E T~Nx then f*(y) < min(/*) + 5. Suppose We can choose N by Theorem 6 so that n > N implies sup\ñnXB(x)-p(B)\<2e. □ xex Theorem 6 will be used to prove the following theorem which is the main result of this paper. It was proved by Ruelle when T is the one-sided shift on an alphabet of two points [20] and by Bowen for a general mixing subshift of finite type [3] , [5] . That case is also considered in [24] with the same scheme of proof as we use here. andt*v =*Xv.
(d) h satisfies h(x) < ec*i*'x^h{x') if d(x, x') < Eq. his uniquely determined by this condition and the properties h > 0, v(h) ** 1 and tvh = Xh.
Proof. We shall write £ instead of £9 and C, C(x, x1) instead of Cv, C9(x, x'). We first show the existence of h. Let
A is nonempty because we can show A~'£l G A as follows. Clearly, this function is nonnegative and has integral 1, and if x, x' G X and d(x, x1) < e0 then
A is clearly convex and closed. We shall show it is also bounded and equicontinuous.
Fix some e, < e0. Lei N and a be chosen for e, by Lemma 5. Let x, w E X. Choose some point.y0 G T~Nx n Bt{w) with SN<p(y¿) > a. Then £7(*) = 2 es»*Wf(y) > es"^">/(y0) ye.T-"x > e"f(y0) > e°-cf(w).
Therefore/iw) < ec~a£?f(x) for all w, x E X and hence for all w,x EX.
This gives f(w) < ec-"v(tNf) = ec~aXN ** Q for all w E X. Hence A is bounded.
A is equicontinuous because if / G A and x, x' G X satisfy d(x, x') < e0 then
and this is small when d(x, x') is small, by condition (iii). Therefore A is a nonempty, compact, convex subset of C(X). We now show that a-1£ maps A into A. If/ G A and x, x' G X, d(x, x) < e0 then TË/(*) = T 2 e^f(y) yeT~lx < 1 2 e,f{y')f(y')(e'f{y)~'f^)ec(yy)) X and hence
Therefore ( Given <p G C(X0) satisfying (i) and (iii) we shall use the notation X, v, h, g, a to denote the objects given by Theorems 6 and 8. If we wish to emphasize the dependence on <p we will add a subscript <p.
So far we have not used the fact that X is an open subset of X but we use this in part (2) of the next result where we show p (and therefore r) is concentrated on XQ. When X ** X this follows immediately from part (1). In the problem of invariant measures the measure v is given and so part (2) is redundant in that case. It is only needed for the case of equilibrium states when X *£ X. If we know that pv(Xc) = 1 then the results of_the paper are true for p^ when X is a (not necessarily open) dense subset of X and XQ is an open and dense subset of X. However we need to assume X open to get P(X(¡) =B I f°r au" me functions satisfying conditions (i) and (iii).
Lemma 9. Let T:X0^>X satisfy I and II and let <p satisfy (i) and (iii). Then Proof. (1) We shall show that iff E C(X) is nonnegative and has compact support inside some X n B2t£x) then jfT dp = if dp. Let the components of T~X(X n B2to(x)) tíeAx, A2!... and let 7) = T\¿. Then/» 7) has compact support inside A¡ and we can consider it as defined on all of X by putting it zero outside A¡. Then f (Tz) = ^J(T¡z) and />, dp =/0/7.) dp = / g(T~x (x))f(x) dp(x).
Summing this equation gives ffT dp = ffdp.
(2) By (1) we know p(X0) = p(X) so we have to show p(dX) = 0, or equivalently v(dX) = 0. Choose e, > 0 so that e, < e0 and so that X contains a ball of radius 4e,. Choose N sothat T~Nx is e,-dense for all x. Let U8 be the 5-ball of BX i.e., Ut=*{xE X\d(x, BX) < 8). Since dX is compact choose a finite cover Vx.Vr of dX by open balls of radius e,. Let V¡(8) = Us n V¡, 1 < i < r. Then V¡(8),..., Vr (8) is an open cover of dX and as «5->0 U?.,^) decreases to 9A". Since V¡ (8) Proof. We shall write £ instead of £,ogr The proof that (1) implies a G M (X, T) is exactly the same as the proof of part (1) If |a(logg)| < oo then this becomes H"(%/T-x%) + o(logg) = 0. If XQ = X ** X and T is expansive then any partition of small diameter is a one-sided generator for every invariant measure and so we can restate (3) as
We shall call a measure a a g-measure if a(X) ** 1 and a satisfies (1), (2) and (3). By Theorem 6 and Lemma 9 we know that when g satisfies condition (iii)c there is a unique g-measure and it is the measure u with the property %"/=♦/»(/).
Corollary 11. Let T: X0 -» X satisfy I and let g E G(X¿) satisfy (ii)c. Let oE M(X,T)be a g-measure. Then £,<",/(*) » 2ZyeT-ixg(y)f(y) defines a positive linear operator on Lx(o) and
We now collect together some facts that follow from Theorems 8 and 10.
Corollary 12. Let T:X0->X satisfy I and II and let <p G C(X¿) satisfy (i) and (iii). Le/ X, v, h, p, g be the objects determined by Theorem 8. Then the following are true.
(1) p is the unique g-measure (recall g = t'A/(XA ° T)). (4) IfJ/ G C(A'o) also satisfies (i) and (iii) then p^ = p^ iff Be E R and f G C(A-) with <p(x) -xb(x) = f(Tx) -f(x) + C, x G *<,.
(5) p^Cft/T-1®) + <p) > m(/m(©/r-'©) + <p) Mm G M(X, T) and the value of the left-hand side is log X.
(6) X is also given by logX= lim -log£"l.
/i-»oo n v (log X is called the pressure oftp and denoted P (tp).) (7) (T, p) is an exact endomorphism (i.e. C\^0T~"% consists only of sets of measure 0 or 1 for p). BtM)=¡^06gXB,MÍx)dp(x) = / 2 g(y)---giTN-xy)dp(x)>b.
yBT~NxnB,{w)
Hence every e-ball has p-measure at least b, and so p is positive on nonempty open sets. If p has atoms let x0 be a point with largest measure among all atoms. Then f*(*o)=f 2 g(y)Xx0(y)dp(x) = g(x0)p(Tx0).
yBT-'x But g(x0) < 1 so by choice of x0 we must have g(x¿) ** 1 which contradicts g > 0 and 2,67-^^(2) = 1.
(3) Let/ G C(X).
¡fdv « 7~" =*¡foTndv**±; ¡t;(f »r-)«* = jñ¡f°%ldv-*¡f'hdv by Theorem 8. for all m G Ai (*, T1). Since <p = log g + log X + log A » T -log A this is equivalent to ^(/"(a/r-1®) + 9) > m(Im(<&/T-x<&) + <p) for all m E M(X, T). We note after the proof of Theorem 10 that p(Ill(<S>/T~x<S)) + log g) = 0 for a g-measure so p(IA3 / T~x% ) + <p) ** log X.
(6) This is immediate from Theorem 8 by putting / = 1 and taking logarithms.
(7) Let £ denote £,ogg. Then £/(x) -S_,,e7-ug(y)/(y) defines an operator on ¿'(u). We get that f\&f -p(f)\ dp -»0 V/ G Lx(p) because for any e > 0 we can choose / G C(X) with j\f -l\ dp < e and then f\t"f-p(f)\dp </jey-£n/| dp +f\eri -p(i)\ dp +\p(i) -p(f)\ <f\f-1\ dp+\p(i) -p(f)\ +f\ei -p(i)\ dp, which is small by Theorem 6. We show (T, p) is exact by showing
/ e(// H r-"«) -M(/) * </ *(// ñ T-) -E(f/T~N%) dp ■f\E(f/T-N%)-p(f)\dp.
The first term is small for large N by the Martingale theorem and the second term equals f\(t"f)TN -p(f)\ dp -j\tN -p(f)\ dp which is small for large N by the above comment.
The fact that (T, p) is an exact endomorphism implies strong ergodic properties such as having Lebesgue spectrum of infinite multiplicity [17] . This implies (T, p) is strong mixing.
It is natural to ask if (T, p) has the property that its natural extension is a Bernoulli shift (see [17] or [18] for the definition of natural extension). We shall show this is so if a reasonable partition exists. Such partitions exist for our examples. Some of our examples will have infinite entropy and so will be generalized Bernoulli shifts in the terminology of [14] . The idea of the proof is taken from [3] . See also [15] for similar ideas.
If £ » {A,, A2,... } is a partition then 3£ will denote U ¡oA¡. For d > 2 let £¿ denote the partition {Ax, A2,... ,Ad_x, U^^Ay). We shall show £, is a weak-Bernoulli partition [7] and the result will then follow by applying the result that an increasing sequence of Bernoulli shifts is a (generalized) Bernoulli shift [14] . When £ is a finite partition then we do not need to apply this last result. Fix d > 2. We have to show for each e > 0 there exists N such that n > N implies (*) 2 2 |p(Pn r-(fl+i)(2)-p(P)p(Ô)|<3e foralli.
rGV'0T-%QeV'T-%
We can suppose we are in the situation where p is the unique g-measure for g G G(X0) satisfying (iii)c. Let £ denote £,ogg. Let e > 0 be given. Choose «5 > 0 so that (1 + 5)3 < max(l + e, 1/(1 -e)). By condition (iii)c choose t > 0, t < eo, so that d(x, x') < t, x, x' E X implies
for all y G T~"x and all n > 1. Using assumption (d) choose dx> d and m > 0 so that if x, x' are in the same element of V/lo^'t/ then d(x, x') < t, and such that the total measure of the atoms C\JLqT~jA¡ E Vylo-^~7£ with some i} > dx is less than e.
We shall find N so that (*) holds with d replaced by dx. It then follows that Let Cj = Aj j < dx and Q, = UJ>dAj so that £,, = {C" C2,..., QJ.
Those nUoT~'Cjl e VÎ-oT'~,£/1 with M ^ dx for s -m < i < s have measure at least 1 -e by choice of dx and m. We shall call these good atoms.
Let P be such an atom. Then P ** \JqPq where Pq E Vo7""'^ and if Pq " r\'oT~iAjl then/ < dx for s -m < i < s. Suppose Pq = Çl^T^Aj.. By assumption (a) the map Ts~m: Pq-* Ts~mPq is a bijection and so if x, x' G r,_,"P4 and y = Pq n 7,_(i_m)x then P? n T'""(î~m)x' = y', the element of T~is~m)x' corresponding to y in the sense of condition I. This is because of assumption (e). Therefore if x, x' G Ts~mPq we have We know that n(T"mPq) T~mPq = D T-'A^_m = p; a.e. ;-o and/,+,-,» < d\ for all i < m. There are at most dx choices for these sets P'q and since they have boundaries of zero-measure by assumption (b) we can apply Corollary 7 to obtain N(t) with the property that n > N (e) implies \jtn+mxp-xQdp-p(p^)p(Q) <Mß)-rf5-for all Q E % and all sets Pq -r\T-oT~'Akl with A, < dx all /. But since T'~mPq -P'q a.e. we get the same property with Pq replaced by T'~mPq, so that if n> N(e) then (1 + 8)~3p(Pq)p(Q) < p(P, n r-<»+*>ß) < (1 + S)VTOM(ß)-Summing over q gives (1 -e)u(P)u(ß) < p(P n 7-("+i>ß) < (1 + e)p(P)p(Q) for all good atoms P of Vo7"-'^ and all g G ÍB. Therefore
can be split into a sum over the good atoms P and the bad atoms P, and we see from the above that the sum is less than 3e if n > N(e).
In some examples, such as shifts and transformations from/-expansions, it is clear that a partition satisfying properties (a)-(e) exists.
2. Invariant measures and equilibrium states. We now describe how to use the results of §1 in the problems of invariant measures and of equilibrium states.
2.1 Invariant measures. Suppose T: X0^>X satisfies I and II. Suppose we are given v E M(X) such that v(X0) ** 1. Suppose also that v is nonsingular and positively nonsingular for T (i.e., v(E) = 0 implies v(T~xE) ** 0 and v(TE) = 0). The problem is to see if there exists p E M(X, T) which is equivalent to v (i.e., p and v have the same null sets). The theorem below gives a sufficient condition to ensure the existence of such a p with a continuous Radon-Nikodym derivative dp/dp.
Since T is a homeomorphism on a neighborhood of each point of X0 and since v is positively nonsingular for T we can define the local Radon-Nikodym derivative dvT/dv at each point of X0 to give a map dvT/dv: X0 -» R. This is uniquely defined a.e. (v) and we assume it can be chosen to be continuous. Put <p = -log dvT/dv E C(X¿). We now see what it means for <p to satisfy conditions (i) and (iii). Since The value of the left-hand side is zero. (5) If there is a partition £ with the properties listed in Theorem 13 then the natural extension of (T, p) is a Bernoulli shift.
Notice that this theorem does not use any of the results giving properties of v (such as Lemma 9) since v is given at the start of the problem. When A'o = X = X and 7* is expansive then any partition into sets of small diameter is a one-sided generator for every invariant measure and so we can replace the inequality in (4) by K(T)-p{log*£)>hm(T)-m{log!f). (5) //j// G C(X0) also satisfy (i) and (iii) then p^, = /^<=>3c G R and fEC(X) with <p(x) -uV(x) = /(7x) -f(x) + c Vx G X0.
Examples.
3.1 Expanding maps. Let X be a compact connected manifold and let T: X-*XtíeaCl map of X onto itself. T is an expanding map if there are real numbers c > 0, X > 1 and a Riemannian metric on X for which ||Z>7''*t?|| > cX" \\v\\, n > 0, for all tangent vectors v. Here DT denotes the tangent map of T [23] . If a different metric is chosen then the same condition holds with a new choice of the constant c, and it is well known that one can choose a metric for which c = 1. We shall assume the metric is chosen with this property. Hence \\DTv\\ > X||r|| for all tangent vectors v. In the notation of §1 we take XQ ** X = X for this example. Let d be the metric on X determined by the Riemannian metric. There exists 50 > 0 such that if d(x, xO < So m«n d(Tx, Tx') > Xd(x, x1). An expanding map is a covering map and so condition I holds, each set T~xB2t (x) being a union of k sets A ,(x),..., Ak(x) such that T maps A¡(x) homeomorphically to B2t (x).
Lemma 17. Condition II holds for an expanding map T: X -» X.
Proof. Let f: X -> X denote the universal cover of T: X -> X. Let e > 0 be given. For w E X we have f"(Be(w)) d B^(f"w), « > 0 [23] . Choose N so that XNe > dian^X). Then fN(Bc(w)) covers X for all w E X and so TNB, (z) **XVz EX. Therefore condition II holds. □ We now know T:X-*X satisfies our conditions I and II. We first consider the problem of invariant measures. Let v be the smooth probability measure on X determined by the Riemannian metric on X. We seek a /"-invariant probability measure which is equivalent to v. Consider the linear map DXT: TXX -» TTxX. Using the Riemannian metric we can take its determinant and therefore we can define 7"(x) = det(¿>xr). Then (dvT/dv)(x) = \T'(x)\ by the charge of variables formula, so the function <p defined in §2.1 is <jp(x) = -log|7"(x)|. Since X is connected 7"(x) always has the same sign. If T is C then o; is C~l. Since the cardinality of {T~xx) is bounded, condition (i)M holds. If T is C2 then we now show condition (iii)^ holds. It will be more convenient to show condition (iii) holds for qp = -log| 7"(x)|.
Suppose d(x, x1) < cq and y G T~"x. Then Except for parts (3), (4) and (5), the above results have been obtained by Krzyzewski[ll] . We now consider equilibrium states for expanding maps. Since {T~lx) is of bounded cardinality every <p G C(A') satisfies condition (i). There are many functions satisfying condition (iii). For example, let 9 be Holder continuous (|9(x) -9(x')| < Md(x, x')° where 0 < a < 1). Then 2 (viTy) -vim)
Theorem 19. Let T: X-*X be a Cx expanding map and let 9: X^> R be so that Xq*= k. We easily see that A0 = 1. Therefore g0 = l/k. If v E M(X, T) then v is the unique equilibrium state for <p(x) = -log|7"(x)|, so that v » po iff g" = g0. By (7) of Theorem 18,g9(y) = l/|F(y)|, so v ** p* iff \T'(y)\**k\fyEX. D
The same result is true if X0 ■ X = X and T:X-*X satisfies conditions I, II and also there exist <S0 > 0 and X > 1 so that d(x,xr) < 80=> d(Tx, Tx') > Xd(x, x'). Parts (1) and (2) have recently been obtained by Ledrappier [13] . We stated similar results in [24] .
We now indicate why an expanding map has a partition which will satisfy the conditions of Theorem 13 for any reasonable measure. The reasoning is contained in Bowen (1) T has the pseudo orbit shadowing property i.e., V/? > 0 3a > 0 with the property that if {x¡)q is a sequence of points of X with d(Tx¡, x/+1) < a for all i then there exists x E X such that d(x¡, Px) < ß for all i. The point x is unique if2ß is less than the expansive constant of T.
(2) For sufficiently small ß there is a cover {Rx,..., Rm) of X by closed sets that intersect only in their boundaries, X \ U ¡dR¡ is open and dense, diam(R,-) < ß all i, T( U ¡dR¡) C U ¡dR¡ and if mt(R¡) n T int(Rj) i* 0 then R, c Tit,.
Proof. We sketch the proof. The proof of (1) can easily be written along the lines of Proposition 3.6 of [5] .
To prove (2) let Aß be less than the expansive constant of T and choose a, by part (1), to correspond to ß. Choose y so that y < ß, y < a/2 and d(x, x') < y => d(Tx, Tx') < a/2. Let C = {x" ..., xr) be a y-dense subset of X. Put 2(C) = {q E KC\d(Tqit qi+x) < a, i > 0, where q -{*,},?}. collection of open intervals in (0, 1). Put A'o = UT--»1^ Let T: X0-+X be a map such that T\It is a C1 diffeomorphism of I¡ onto X for each / > 1. Let v be Lebesgue measure on X. This is clearly nonsingular and positively nonsingular for T. The problem of existence of a T-invariant probability measure equivalent to v has been considered by Rényi [16] and several authors have considered the ergodic properties of this measure. See for example [2] , [17] and [19] . We shall deduce the following theorem from the results of §1. The theorem was given in [2] , except for the variational principle, and has the advantage that its conditions are easily checked for important examples. Similar results can be proved by our method with slightly different hypotheses. The left-hand side has value 0.
Proof. We are not assuming |7"(x)| > 1 Vx G X0 so we shall have to change the metric so that condition I is verified. To do this we first show 3c > 0 so that 17"(x)| > c\fxEXq. If not then for each n > 1 3/" G Z and some^ G I¡n with \T'(y¡)\ < 1/n. From condition (c) we get supjee/j7"'(x)| < Q/n2 so by the mean value theorem |r(2)|<|r(z)-r(^|+|r(^| <%\z-y¡\+-<4 + -forallrG/,.
For large n this gives | T'(z)\ < } Vx £ ^ contradicting the fact that T maps ¿^ onto X. Define a new metric on (0, 1) by p(x, x') = supye7-.ï;,1>0|y -y'\, and extend to a metric on [0, 1]. Since |7'| > c and |(7*)'| > X > 1 we have |x -x'| < p(x, x*) < max(l, c~*)|x -x'| so p is equivalent to the usual metric. Condition I clearly holds for the metric p, with e0 = 1. As mentioned before we can check conditions II, (i)M, (va)M in either metric. We now show condition II holds.
Let e > 0 be given. We need to choose N so that for all x G X TN(Bt(x)) « X. (When we write TN(E) it is understood to mean TN(E n T~NX).) We know 7* is a C2 diffeomorphism of each member of % = Vo-17"'7! onto X and it increases distances by at least a multiple X on each such member. Let At least one of these intervals has length at least Xe and we can argue with it as above to get TMkU = X. Therefore condition II holds. The most important special case of Theorem 22 is when «7n -1/|«| for n < 0, a" = 1, n > 0 and Tx = 1/x (mod 1). In condition (b) we can take k ** 2 and X = 4, and in condition (c) Q = 16 will suffice. Here t,f \ ! ! *<*>" ITI'togl as is well known. Since | /i(log x2)| < oo we know H^ij) < oo (see [17, p. 32] or Lemma 23 below) and (4) of Theorem 22 gives that u is the unique measure with
The problem of equilibrium states can be considered for transformations arising from/-expansions. A result with conditions in the spirit of Theorem 22 is the following. D-* <-f4 <D Vv,/G4, alli. siy)
If T, -T\A, then p(A¿ -fxg(Trxx) dp(x) so 2 p(4)log(min g) <2 /»(¿,)log/i(4) <2 p(^)log(max g).
i A> i i "I Also 2 M(4)log(min g) < flog g dp <2 p(4)log(max g).
But log(max g) -log(min gj <logZ) so the outside series either both converge or both diverge. Hence H^-n) < co *>l/*(logg)|< oo. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 3.3 Shifts. The methods of §1 generalize those used in [24] for the special case of subshifts of finite type. (The condition 2"",var"((p) < oo used in [24] implies condition (iii) because C9(x, x') < 2n.*var,(<p) if x and x' agree in their first k coordinates.) These results are basic to the Ergodic Theory of Axiom A diffeomorphism [3] , [5] . The results in §1 allow us to deal with the case when the alphabet is infinite. Let Z + denote the one-point compactification of Z+ = {1, 2, 3,...} and let oo denote the new point. A metric on this space is i_ J. A simple example where these conditions hold is when <p({x"}o°) = bXo where {6,}™ is a given sequence of numbers with 1.iBZ*eb> < oo. Then the unique equilibrium state ju implied by Theorem 16 is the direct product of the measure on Z+ which gives mass eb>/,L]eb¡ to /'. If tj denotes the natural partition of X0 defined by the Oth coordinate then Lemma 23 implies that H^-n) < oo iff \p(<p)\ < oo. Hence if |2/ez+A,c*i < oo then tj is a generator with finite entropy with respect to p and we can assert that p is the unique measure such that K(T) + /*(*) > rn{lm(%/T'x%) + <p) Vffie A/(ß, 7).
We can use the above simple case to give a proof of the existence of a continuous function without a unique equilibrium state on the space X ** üfftO, 1}, the one-sided infinite direct product of the two point space {0, 1}.
Let Ak -{{xn}^ G X\x" =0 for 0 < n < k -1, xk = 1}, k -0, 1, 
2£_0(* + l)ea°+ '+* < <*>• Define 9 G C(X) by 9(x) = ak i! x E Ak, k = 0, 1, 2,..., and 9(0) = 0.
Then 9 has exactly two ergodic equilibrium states. The existence of at least two such measures was demonstrated in Fischer [6] and Hofbauer [9] , but we present a different proof using the above result on the shift on a space with an infinite state space. Let ß' = n¿°Z+. Define ß: A'0-*ü' by ßix) = (wq, w" w2, ... ) where T*"x G A^^. ß is a homeomorphism and ßT* = S/Ï. Define 9* G C(^q) by 9*(x) = «70 + • • • + ak = sk if x G v40a-Then 9* » y3 ~ '(wq, w" w2,... ) -j and so 9* ° ß~x can be considered as defined on ß0. Condition (2) ensures that the product measure it on ß0 with weights e'k/2?loe*' *s the unique equilibrium state for 9* ° ß ~x on ß0 and the pressure is log(2". Also since 2?-o(£ + i)m*(AQk) < 00 it follows that Hm.(r¡) < 00 where tj is the partition {A'^, A'ox, A'^,...} of A'0 (using the simple result that for a sequence {ak) of positive numbers the condition 2kkak < 00 implies -"2kaklog ak < 00). Hence tj is a one-sided generator with finite entropy for each m* and since p* is the unique equilibrium state for 9* we have AM. The point measure, 80, concentrated at 0 also satisfies A5o(7) + 80(<p) = 0. Hence the only measures m E M(X, 7) with hm(T) + m(y) = 0 are convex combinations of p and S0. ' From the results of §1 we can deduce the following Perron-Frobenius theorem for positive infinite matrices, which generalizes the usual theorem for finite matrices [8] .
Theorem 26. Let A = (a^-)"-», be so that ay > Ofor all i,j and satisfy the following two conditions.
(1) 3 A" > OímcA that 2,<ty < Kfor allj. 
