Derivatives on the Chicago Board Options Exchange volatility index (VIX) have gained significant popularity over the last decade. The pricing of VIX derivatives involves evaluating the square root of the expected realised variance which cannot be computed by direct Monte Carlo methods. Least squares Monte Carlo methods can be used but the sign of the error is difficult to determine. In this paper, we propose new model independent upper and lower pricing bounds for VIX derivatives. In particular, we first present a general stochastic duality result on payoffs involving concave functions. This is then applied to VIX derivatives along with minor adjustments to handle issues caused by the square root function. The upper bound involves the evaluation of a variance swap, while the lower bound involves estimating a martingale increment corresponding to its hedging portfolio. Both can be achieved simultaneously using a single linear least square regression. Numerical results show that the method works very well for VIX futures, calls and puts under a wide range of parameter choices.
Introduction
The Chicago Board Options Exchange volatility index, commonly known as VIX, measures the volatility of the S&P500 index. Formally, the VIX is the square root of the expected integrated variance (often called the realised variance) over a 30 day period, multiplied by an annualisation factor. In practice, it is calculated using a weighted sum of options on the S&P500 index and it coincides with the square root of the par variance swap rate. The VIX itself is not a tradable asset, but VIX derivatives such as futures and options are. VIX futures began trading in 2004 while VIX options began in 2006. Since then, VIX derivatives have gained significant popularity as they allow traders to gain direct exposure to the volatility of the S&P500 index without having to hold options the index.
In literature, there have been many theoretical approaches to the pricing of VIX derivatives. In earlier works, the authors focussed on finding analytical pricing formulae for volatility derivatives under particular volatility dynamics. Some examples include Whaley [14] (geometric Brownian motion), Grünbichler and Longstaff [6] (square root process), Detemple and Osakwe [4] (log-normal Ornstein-Ulenbeck process). By only considering volatility futures and vanilla options as opposed to VIX derivatives, these works do not explicitly deal with the integrated variance term. This is rectified by Zhang and Zhu [15] who derived an analytical formula for the price of VIX futures under the Heston model. Furthermore they supplemented their work with empirical analyses by calibrating the model against historical VIX data. This pricing result was further generalised by Lian and Zhu [9] to the Heston model with jumps via a characteristic function approach. Further progress was made for cases where the variance process follows a square root process with jumps (Sepp [13] ) and a 3/2 process with jumps (Baldeaux and Badran [2] ). Finally, some author undertook an alternative approach which directly models the variance swaps instead of the volatility. This allows for the consistent modelling and the simultaneous calibration of both index options and VIX derivatives. See Cont and Kokholm [3] for an example of this approach.
In terms of numerical methods, PDE methods work well but only if the underlying dynamic is Markovian and resides in a low dimensional space. Due to the non-linearity of the square root function in the definition of the VIX, the price of VIX futures is highly model-dependent and cannot be inferred from direct Monte Carlo simulations. Instead, the evaluation of the conditional expectation of the integrated variance can be handled by nested simulations or least squares regressions. Nested Monte Carlo has good accuracy, but it is computationally expensive. Least square Monte Carlo approaches, popularised by Longstaff and Schwartz [10] for Bermudan options, are much faster. Although the results are asymptotically unbiased, it is usually difficult to determine the sign of the error, which can be a useful piece of information in risk management. Rogers [11] as well as Haugh and Kogan [7] proposed a stochastic duality result which produces an upper bound to Bermudan option prices, complementing the original least squares Monte Carlo method which naturally provides a lower bound via suboptimal exercise policies. The quality of the upper bound relies on the identification of a martingale which majorises the price process. Andersen and Broadie [1] suggested to estimate the martingale using nested Monte Carlo. Later on more efficient approaches were found in various works such as Schoenmakers et al. [12] . An overview of these upper bound methods without using nested simulations can be found in Joshi and Tang [8] .
In this paper, we present a new application of the stochastic duality and the least squares Monte Carlo methods to VIX derivatives, resulting in true upper and lower pricing bounds. Although, at a first glance, the stochastic duality approach is not applicable to derivatives such as the VIX future due to the lack of early exercise features, we show that VIX derivatives can in fact be placed under the same framework using Legendre transforms which converts the VIX derivatives to a variant of the chooser option (see Remark 4) . Then by using techniques similar to Schoenmakers et al. [12] , we perform a single least squares Monte Carlo to compute the required conditional expectation and martingale increment, which are used to evaluate the pricing bounds. The main results of the paper are Theorems 1 and 2. Theorem 1 presents a general stochastic duality result on payoffs involving concave functions. Theorem 2 applies it to VIX derivatives, with minor adjustments to handle issues caused by the square root functions. Despite focussing our presentation on VIX derivatives in the local-stochastic volatility model, the techniques and results described in this paper are in fact completely model independent and directly applicable to many other derivatives in various settings.
The paper is organised as follows. Section 2 introduces the underlying framework and defines the VIX as well as its derivatives. Then in Section 3, theoretical upper and lower bounds are derived, along with techniques to handle the square root function in VIX. Section 4 describes the Monte Carlo algorithm in detail while Section 5 provides some numerical examples. Finally, Section 6 contains some concluding remarks.
Framework
The core techniques and results of this paper are completely model independent, but for the sake of presentation and readability, we have chosen to focus on the following model as an example. Let (Ω, F , P) be a filtered probability space where the filtration F represents the information flow available to market participants and P is a pricing measure. Consider the following general local-stochastic volatility (LSV) model for the price of a stock or a stock index S t ,
where W S t and W V t is are standard Brownian motions. For simplicity, the interest rate is set to be zero. Before continuing, let us again emphasise that the main results of the paper, Theorems 1 and 2, are directly applicable to a much larger family of models, including high dimensional cases, models with jumps, and so on.
Let 0 ≤ t 0 ≤ T . The realised variance of S t during the time period [t 0 , T ] is defined to be
, where t 0 < t 1 < · · · < t n = T are observation dates of S t and AF is an annualisation factor. For example, if t i corresponds to daily observations then AF = 100 2 × 252/n and the realised variance is expressed in basis points per annum. As the mesh of the partition π n = {t 0 < t 1 < · · · < t n } tends to zero, the realised variance R = R(t 0 , T ) can be represented as the quadratic variation of log S t , given by
In the driftless case of µ(t, S t ) = 0, it is well-known that the expression in (1) is equivalent to the value of a contingent claim with payoff −2 log(S T /S t0 ), which can be further expressed as
Hence the realised variance is actually observable from the prices of call and put options. The VIX I = I(t 0 , T ) is defined to be the square root of the expected realised variance,
The VIX has a one month time horizon, or T − t 0 = 1/12. Common derivatives on the VIX include futures, swaps, call options and put options. We will mostly focus on the the pricing of VIX futures and the VIX caps, which involves the computation of the following expectations:
Many other derivatives such as swaps, calls and puts can then be simply written in terms of u f and u c :
Note that if we were working in a model with stochastic interest rates, then forward prices will be used instead of futures in (4)-(6).
Upper and Lower Bounds
During the numerical pricing of VIX derivatives via Monte Carlo simulations, the main challenge is the computation of the inner conditional expectation in (2) and (3), E(R(t 0 , T ) | F t0 ). This can be achieved by nested simulations or a least square Monte Carlo. In this section, we assume the exact value of E(R(t 0 , T ) | F t0 ) is unavailable, and propose a new Monte Carlo approach which produces true upper and lower bounds for VIX derivatives. This approach is similar to the well-known duality bounds for Bermudan and American options.
We will first briefly describe the duality bounds for a Bermudan or American option. For a more detailed exposition, the readers are referred to Rogers [11] or Haugh and Kogan [7] . Suppose that payoff process of the option is Z. The holder of the option chooses τ ∈ T where T is the set of stopping times with values in [0, T ], corresponding to the available exercise opportunities (discrete in Bermuan, continuous in American). For any chosen τ , the holder receives the payoff of Z τ at time τ . It is well-known that at time t ∈ [0, T ] the price of the option is given by V t = ess sup τ ∈T EZ τ , and that the price process V is a supermartingale. It is clear that a lower bound of the option price V 0 can be found by selecting any sub-optimal stopping time τ ′ and computing EZ τ ′ , and equality is achieved if τ ′ = τ * is the optimal stopping time. For an upper bound, let M is an arbitrary martingale and consider M 0 + E(sup t Z t − M t ) where the supremum inside the expectation is taken path-wise. The validity of this upper bound can be checked by exchanging the expectation with the supremum and applying the optional sampling theorem. Equality is reached if the martingale M is taken from the Doob-Meyer decomposition of the price process V , which can also be interpreted as the hedging portfolio. To summaries, bounds for the option price V 0 are given by
where τ is an arbitrary stopping time and M is an arbitrary martingale.
A similar technique will be applied to obtain bounds for the VIX. These theoretical bounds rely on the following theorem. Theorem 1. Let D ⊆ R be an interval and f : D → R be a concave function. Let H be a F T -measurable random variable such that both H and f (H) are integrable.
and D * is the domain of f * such that the infimum in (7) is well defined. Then
where Y t0 is the set of F t0 measurable, integrable random variables taking values in D * .
(ii) We also have the equality
where and M t0 is the set of martingales which vanish at time t 0 . Note that in (9), we have adopted the convention of
Proof. (i) By the definition of the concave conjugate and the Legendre transform, f * satisfies
and for each x, there exists a y * where equality is reached. Then (7) follows by substituting x with E(H | F t0 ) and noting that y can be chosen according to the value of E(H | F t0 ), thus equality is attained for a Y which is F t0 -measurable.
(ii) By Jensen's inequality,
Furthermore, equality can be achieved by choosing the martingale defined by (9) is established. Note that the result still holds if we relax the set M t0 to include submartingales.
Since √ x and min( √ x, c) are concave functions, Theorem 1 provides natural bounds for VIX futures and caps. The quality of the bounds depends on the exact choice of Y in (8) and M in (9) . However, there is a problem with the lower bound
since for many choices of M , M T would exceed R with non-zero probability, which then leads to the unusable lower bound of −∞. This issue is resolved by the following theorem.
Theorem 2. Denote the realised variance over [t 0 , T ] by R = R(t 0 , T ). Let X be any positive F t0 -measurable random variable and M be any martingale with M t0 = 0. Then we have the following inequalities.
where x + = max(x, 0). Equalities are achieved when X = E(R | F t0 ) and
Equalities are again achieved when X = E(R | F t0 ) and
Proof. (i) The function √ x has the following Legendre transform,
where the infimum is achieved by
. Then by Proposition 1 (i), for any positive F t0 -measurable random variable Y , we have
The upper bound in (11) follows from the substitution Y =
For the lower bound, first note the identity
Now the required bound can be derived as follows,
The first inequality is due to the triangle inequality while the last inequality is due to Jensen's inequality. Note that we switched from max(R, M T ) to (R − M T ) + since the latter typically has lower variance for desirable choices of M T (i.e., for M T ≈ R − E(R | F t0 )), leading to a tighter Jensen's inequality. The equality cases can be easily checked via substitution.
(ii) The VIX cap case is similar to (i) with a few adjustments. The function min( √ x, K) has a Legendre transform given by,
. Again applying Proposition 1 (i), we have the upper bound
This simplifies to the required upper bound in (12) after substituting Y =
The lower bound can be established by using the same argument as (16)-(18) in (i), combined with the inequality
Note that we have used the fact that max(R, M T ) ≥ R. Finally, the equality conditions can be checked by substitution.
A key feature of the upper and lower bounds presented in Theorem 2 is that they can all be computed using a standard Monte Carlo simulation. The lower bound in (11) can be computed even if P(M t > R) > 0. In the case where R ≥ M t holds almost surely, it reduces to the simpler bound in (10), E( √ R − M T ).
Remark 3.
As an immediate consequence of Jensen's inequality, the value of the VIX future is bounded between the volatility swap and the square root of the variance swap, both evaluated at time 0,
Both of these bounds can be seen as special cases of Theorem 2 (i), by setting X to the variance swap √ ER evaluated at time 0 and by setting M T to zero. Also, it is noteworthy that equality is reached in Theorem 2 when X is the variance swap evaluated at time t 0 and M is hedging portfolio of the same variance swap during [t 0 , T ]. In practical implementations, if M T is poorly estimated and M t > R occurs frequently, it may be more advantageous to simply use E( √ R) as a lower bound instead.
Remark 4. The upper bound in Theorem 2 has the following interesting interpretation. The VIX future can be represented as a variant of the chooser option on the realised variance. In particular, the seller of the option may select a non-negative real x at time t 0 , and then must pay the holder R/(2 √ x) + √ x/2 at time T . If the seller chooses optimally, i.e., minimising the expected payoff at time t 0 , then the value of the option coincides with the VIX future.
Least Squares Monte Carlo
In this section, we shall described the empirical Monte Carlo algorithm used to compute bounds for VIX derivatives. The algorithm utilises a variant of the least squares Monte Carlo proposed by Schoenmakers et al. [12] which simultaneously estimates the conditional expectation as well as the martingale increment. We refer the readers to Schoenmakers et al. [12] for results regarding stability and convergence of the method, as well as Joshi and Tang [8] for an overview of related methods.
Suppose that the time interval [t 0 , T ] is partitioned into t 0 < t 1 < · · · < t n = T . First simulate N trajectories S i and V i for i = 1, . . . , N , and compute the corresponding realised variances R i . Recall that, by Theorem 2, in order to obtain good quality bounds on VIX derivatives, it is important to find good approximations to the conditional expectation X = E(R | F t0 ) and the martingale increment M T = R − E(R | F t0 ). We postulate that X and M T can be approximated in terms of the state variables in the following way:
where ψ j : R 2 → R and φ j : R 2 → R 2 are appropriate basis functions chosen beforehand. Note that ∆W t l := (W
′ . In practice ∆W t l can be replaced by other appropriate martingale increments with the predictable representation property.
Remark 5. Due to the Markov properties of the model and the predictable representation theorem, if the space spanned by the basis function is rich enough, the conditional expectation can be matched exactly while the martingale increment will be replicated as the mesh of the partition goes to 0,
The coefficients B = (β j : j = 1, . . . , p), Γ = (γ j,l : j = 1, . . . , q; l = 1, . . . , n) are estimated in the linear least squares regression problem: (B,Γ) = arg min
Let us the denote the estimated functions bŷ
In order to compute true upper and lower bounds, we generate a new set ofÑ trajectories S i andṼ i for i = 1, . . . ,Ñ . This is performed to avoid the foresight bias caused by reusing the original trajectories. A detailed explanation of the foresight bias can be found in Fries [5] . Our new path-wise estimates of the conditional expectation and the martingale increment areX
At this point we apply Theorem 2 on the estimatesX i andM i T to produce bounds for the VIX future and cap. Specifically, we have
Note that the realised variancesR i are directly computed fromS i andṼ i . Bounds for other derivatives such as swaps, calls and puts can now be easily computed:
Remark 6. At a first glance, the term Xi in the upper bound calculation could cause problems sinceX i may be negative. In practical implementations, a floor is often imposed on the instantaneous volatility. It is then natural to enforce the same floor onX i ,
The result will still be a true upper bound. This is in contrast to the lower bound term √ R − M T where the sign of R − M T is harder to control. A simple floor on R − M T will violate the validity of the lower bound. Thus Theorem 2 was necessary to overcome this issue. In general, these issues can also be alleviated fit by using more and better basis functions, thus improving the least squares fit.
Numerical Results
For our numerical example, we choose the following variant of the CEV-Heston LSV model with volatility caps and floors:
This is essentially the same as the usual CEV-Heston model, but the effective volatility is bounded between 0.01 and 10. Recall that the interest rate is assumed to be zero. We will be employing the algorithm described in Section 4 to compute bounds for VIX futures, caps, calls and puts. The simulation scheme used will be the standard Euler scheme with full truncation. Antithetic variables are used for variance reduction. During the regression step, the following basis functions are used:
where ψ j and φ j are bivariate polynomials. Two cases are examined: lower degree polynomials where ψ j and φ j have degrees 3 and 2 respectively, and higher degree polynomials where ψ j and φ j have degrees 4 and 3 respectively. During the computation of upper bounds, the volatility cap and floor function (i.e., f ) is also applied toX. In the computation of lower bounds, the martingale increments can be interpreted as the delta and vega hedging strategies. As an analytical benchmark, we will be using the results of a nested Monte Carlo. In this simulation, 500000 trajectories are generated up to time t 0 . Then for each of these trajectories, a sub-simulation of 5000 trajectories is carried out on the time interval [t 0 , T ] to compute the conditional expectation E(R | F t0 ) path-wise. The prices of the VIX derivatives are computed by averaging the relevant payoffs over all trajectories. In order to check the correctness of our bounds, the same 500000 paths on [0, t 0 ] from the nested Monte Carlo will also be used in the second simulation of our least squares Monte Carlo. After that, the behaviour of the paths on [t 0 , T ] are generated independently for the different methods. This allows us to compare the relative sizes of the results without the effects of variances due to simulation. In terms of computation times, the least squares Monte Carlo method is more than 1000 times faster than the nested method.
The results for lower degree polynomials are found in Tables 2 while the As shown in Table 2 , even with lower degree polynomials, our method produces tight bounds across all VIX derivatives and at all strike levels. In many cases the classical least squares Monte Carlo estimates actually fall outside of our bounds. Our bounds are also clearly superior when compared to the bounds given by the volatility and variance swaps (see Remark 3). In the higher degree polynomials case shown in Table 3 , the convergence of our method is verified by the fact that all four estimates are extremely close. In fact, the difference between the estimates is much smaller than the corresponding confidence intervals. This indicates that, in terms of the bias-variance trade-off, most of the error comes from the variance caused by the number of simulation paths, while our method with higher degree polynomials has very little bias due to an excellent regression fit. Figure 1 further illustrates this by plotting the VIX future bounds over different number of simulation paths. As the number of paths increases, the bounds stablise towards their limits. The higher degree polynomials results are noticeably better than the low degree results, especially in the upper bound which benefited greatly from the degree of ψ j increasing from 3 to 4. Now we examine the effect of varying a single parameter on VIX futures. The other parameters are kept as in Table 1 and lower degree polynomials are used. First of all, we vary the correlation coefficient ρ. As shown in Table 4 , larger values of ρ lead to lower VIX future prices. Our method works very well in all cases, especially for higher correlations. This is due to the fact that a negative correlation combined with a leverage coefficient satisfying α < 1 will lead to larger variations in the realised variance. Table 4 : VIX futures for different correlation values Next, we vary the vol of vol η in Table 5 . As η increases the VIX future decreases. For small values of η, the upper and lower bounds are essentially the same value. For extremely large values of η, the quality of the lower bound deteriorates substantially. Table 6 examines the effect of varying the leverage coefficient α. The bounds deteriorate somewhat for small values of α. This is due to the negative correlation ρ, which creates more extreme values of the realised variance for small values of α. The reverse would be true if ρ was positive.
Even though lower degree polynomials are used in Tables 4, 5 and 6, our method generally works very well. In fact, in many cases the bounds are even better than the direct estimates Table 6 : VIX futures for different leverage coefficientŝ u f obtained from the classical least squares regression approach. Since the tightness of our bounds depends on the quality of the regression fit, the method understandably performs worse when there are extreme variations in the realised variance. This is particularly noticeable for the lower bound as a poor regression fit often leads to frequent occurrences of M T > R. In these extreme cases, the results can be improved by using better basis functions. Alternatively, one may also use the volatility swap E √ R as a replacement lower bound.
Conclusion
We have introduced a new model independent technique for the computation of true upper and lower bounds for VIX derivatives. Theorem 1 includes a general stochastic duality result on payoffs involving concave functions. This is then applied to VIX derivatives in Theorem 2, along with minor adjustments to handle issues caused by the square root function. The upper bound involves the evaluation of a variance swap, while the lower bound involves estimating a martingale increment corresponding to its hedging portfolio. Our bounding technique is particularly useful in complex models where it is difficult to directly compute VIX derivative prices. Numerically, a single linear least squares Monte Carlo method is used to simultaneously compute the upper and lower bounds. The method is shown to work very well for VIX futures, calls and puts under a wide range of parameter choices.
