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This paper presents  software  suitable  for undergraduate  students  to  implement  computer programs 
that compose music. The software offers a low floor (students easily get started) but also a high ceiling 
(complex  compositional  theories  can  be modelled). Our  students  are  particularly  interested  in  tonal 
music: such aesthetic preferences are supported, without stylistically restricting users of the software. 
We  use  a  rule‐based  approach  (constraint  programming)  to  allow  for  great  flexibility. Our  software 
Cluster  Rules  implements  a  collection  of  compositional  rules  on  rhythm,  harmony,  melody,  and 
counterpoint for the new music constraint system Cluster Engine by Örjan Sandred.  
The  software offers  a  low  floor by observing  several  guidelines. The programming environment uses 
visual  programming  (Cluster  Rules  and  Cluster  Engine  extend  the  algorithmic  composition  system 
PWGL). Further, music theory definitions follow a template, so students can learn from examples how to 
create  their own definitions. Finally, students are offered a collection of predefined  rules, which  they 
can freely combine in their own definitions.  
Music Technology  students,  including  students without any prior  computer programming experience, 
have successfully used the software. Students used the musical results of their computer programs to 
create original compositions.  




Keywords:  research‐based  learning;  practice‐led  research;  algorithmic  composition;  constraint 
programming; visual programming; PWGL  
Introduction  
This paper presents  research directed  at  supporting  students  in  learning  algorithmic  composition.  In 
algorithmic composition (Nierhaus, 2009), musicians develop their own software that generates music, 
which can  lead  to new musical  ideas, and  to compositional  techniques  that are difficult  to  realise  ‘by 




visual  programming  languages.  The  key  is  that  students  reflect  composition  techniques  and  music 
theory in order to computationally model them.  
For this project, students are learning in research mode (research‐based and research‐tutored learning 
(Healey &  Jenkins, 2009)) by conducting practice‐led research  (Barrett & Bolt, 2010)  in an established 
area with a long history. Learning from first‐hand research experience is highly valuable for all students 
(Healey & Jenkins 2009).  




We propose  realising  this  goal with  a  collection of  ready‐made  compositional  rules  for  a  visual  rule‐
based  algorithmic  composition  system,  and  a  prototype  has  been  developed  for  this  project.  This 
collection contains various rules restricting the rhythm, melody and harmony. Students model their own 
music theories and that way shape their music by freely combining rules, and by customising the effect 





of  these  rules  with  rule  parameters.  The  prototype  rule  collection  is  called  Cluster  Rules,  which 
complements  the music  constraint  system Cluster  Engine,  a  successor of PWMC  (Sandred, 2010);  all 
these systems are libraries of the visual programming system PWGL (Laurson et al. 2009).1  
The present research is conducted at a UK university with a widening participation (Hinton‐Smith, 2012) 




























the  users  of  modern  Digital  Audio  Workstations  when  introducing  music  theory  subjects  such  as 
harmony (Hewitt, 2011), and compositional tasks such as writing bass lines and melodies (Hewitt, 2009).  
The  present  project  tries  a  different  approach  to  teaching  composition, which  can  complement  the 
above by Hewitt. As our students prefer using software when composing, why not try to use software 
for the compositional process itself, that is, use algorithmic composition techniques?  
This  research  project  proposes  an  algorithmic  composition  platform  suitable  for  our  undergraduate 
students. In particular, this platform also allows for modelling tonal music and clear rhythmic structures.  
Rule‐Based Programming (Music Constraint Programming)  
For  the  educational  purposes  of  this  project, we wanted  an  algorithmic  composition  technique  that 
supports  tonal  music  composition,  and  that  allows  our  students  great  flexibility  in  shaping  their 
generated music.  It should also be reasonably easy to  learn, but that aspect  is discussed  later  in more 
detail.  
A wide range of techniques have been proposed (Nierhaus, 2009), including various methods that stem 

















efficiently  implemented  by  constraint  programming  (Apt,  2003).  In  this  field,  a music  score  contains 
variables (unknowns, as in algebra), e.g., note pitches and durations can be variables. Users restrict such 
variables by  applying  rules  (constraints)  to  them.  Such  rules  can  implement  traditional music  theory 




Constraint  programming  has  already  been  used  for  decades  for  modelling  music  theory  and 
composition.  Anders  and  Miranda  (2011)  provide  an  extensive  survey  of  this  research  area,  and 
compare in detail several music constraint systems that allow users to model their own music theories. 




also  allows  for  highly  complex  music  theory  definitions  (high  ceiling;  Resnick  et  al.  2009).  Users  of 





chords,  see  figures below  for examples) and  therefore  fewer errors  can occur. Also, users  can  select 
boxes  from menus  –  they  do  not  need  to  remember many  keywords,  functions,  names,  etc.  to  get 
started. Such ease of use contributes greatly to the popularity of visual programming systems for music 
and sound.  














same author. However, Cluster Engine  solves  complex polyphonic problems  far more efficiently  than 
PWMC did,  in particular problems where both the temporal and pitch structure are constrained. Such 
improved efficiency makes many more advanced problems solvable in practice.  












 The  rhythm  domain  sets  possible  note  durations  for  a  specific  voice.  In  the  example,  quarter 
notes (crotchets) and eighth notes (quavers) are permitted, encoded by the fractions 1/4 and 1/8. 
 The pitch domain sets possible pitches for a specific voice. The figures in the example (60, 62, …) 
represent MIDI note numbers  (Rothstein, 1995),  i.e., certain white keys on a music keyboard  (C4, D4, 
E4, …).  
 clusterengine expects  an  arbitrary number of  rules. The box rules->cluster  can be 
extended to an arbitrary number of inputs, see Figure 3.  
















research.  Remember  that  we  wanted  to  empower  students  with  little  programming  experience  to 
















such an approach would either  restrict greatly  the  range of music  theories  that  can be modelled, or 
alternatively  require  a  very  large  number  of  predefined  rules.  Instead,  users  of  Cluster  Rules  can 
customise the effect of each rule with various rule parameters.  
Figure  2  (a)  shows  a  rule  example with  three  parameters.  If  users  click  on  a  rule  name  (here, no-
repetition)  then PWGL  shows  the parameter names  (Figure 2  (b)), which are documented  in  the 
reference for each rule. This particular melodic rule disallows the repetition of notes in the given voices 
(here (0 1), meaning  the  first and second voice counting  from  the top stave) within a window of a 
given number of notes (here 3, i.e., no repetitions among three consecutive notes are allowed). At the 
third  parameter  users  can  select  by  a  menu  what  note  attributes  to  consider  (e.g.,  disallowing 
repetitions of actual pitches or pitch classes, i.e., notes in different octaves with the same name).  
 
















Further  rules  are  less  conventional,  but  offer  interesting  ways  to  shape  results.  For  example,  it  is 
possible to enforce a minimum melodic interval, or how many consecutive intervals can be ascending or 
descending. 
Again,  all  these  rules  are parameterised.  For  example,  users  can  specify  the minimum  skip  size  that 



















conflicts  with  other  rules  then  the  resulting  music  deviates  from  the  profile  as  necessary.  In  the 




Cluster  Rules  predefines  a  variety  of  rules  that  restrict  the  rhythm.  Traditionally,  rhythm  has  been 
somewhat neglected by music theory, but controlling the rhythm has great impact on the musical result. 
Therefore, a number of predefined rules in this category have no equivalent in traditional music theory.  
The  rhythmic  complexity  can  be  restricted  with  several  rules,  answering  student  preferences.  For 
example,  some  rules control  syncopations over beats or bar  lines. Other  rules  restrict  the position of 
tuplet notes to more simple cases.  
Some higher‐level  rules  clarify  the perceived  rhythmic  structure. A  rule proposed by  Sandred  (2003) 












Other  rules  control  the position of  accented notes  in  the music  (Anders, 2014).  For example,  longer 







(Rameau,  1984),  including  today’s  popular  music.  Cluster  Rules  supports  both  approaches  with 
predefined rules. 
Constraining Harmonic Intervals   A number of rules restrict intervals between simultaneous pitches (or 
pitch  classes). Users  can  control which  intervals  are  allowed or  forbidden between  certain  voices. A 
classical  rule  restricts  the  interval  of  a  fourth  between  the  bass  and  any  higher  voice,  effectively 
restricting six‐four chords. Other rules restrict the maximum or minimum size of harmonic intervals (e.g. 
certain voices should not be  too  far apart  from each other), or  the number of different simultaneous 
pitch classes (e.g. it is possible to require always at least three different pitch classes for a full sound).  
Constraining the Harmony     Several  rules control how  the music  follows an underlying harmony. The 
harmony  is  represented  by  an  extra  voice  with  chords  (and  possibly  even  a  further  voice  for  the 
underlying scale to represent how scales change  in modulations). That way, the harmony  itself can be 
constrained  simply  like  actual  notes.  For  example,  a  rule  can  require  common  pitches  between 
consecutive  chords  (Schoenberg, 1983). When exporting,  such  analysis  stave  can be deleted,  so  that 
only the actual music is left.  
In Figure 5 the music is constrained to follow a simple C‐major cadence, shown in the second stave. For 
simplicity,  these  chords  are  defined  manually:  the  pitch  domain  of  the  second  voice  is  a  chord 
progression specified in a text box. 










Two  rules  restrict  the  relation between  the underlying harmony  (second  stave) and  the melody  (first 
stave)  in a  traditional way. The rule only-chord-pcs restricts all notes starting on a beat  (second 
rule  parameter)  to  a  chord  tone,  but  the  eighth  notes  between  beats  can  be  non‐harmonic  tones. 





skips  exceeding  a  tritone  (interval  size  6)  to  be  resolved  by  a  step  (maximal  size  2)  in  the  opposite 
direction; no-repetition disallows pitch repetitions within 3 tones.  
An unusual rule adds melodic interest: r-mel-interval-one-voice requires all quarter notes to 










single  term,  five students practised algorithmic composition  in an optional unit  (module). All students 
had composed before during their studies. However, many students had little music theory background, 








Figure  6:  A  score  of  two  parts  automatically  translated  into  ‘piano  roll  notation’,  where  these  parts  are 
superimposed 
Two  students  came  from  a  vocational  course  (two  years  foundation degree).  They did not have  any 
programming experience, and also did  little academic work  in general before. The other students had 
used other music programming  systems before, namely Pure Data  (Kreidler, 2009) and  SuperCollider 
(Wilson et al., 2011). Nevertheless, no student had used PWGL.  
Students were  introduced to a number of classical algorithmic composition techniques  in the unit. For 
an  assessment,  students were  asked  to  program  an  algorithmic  composition  application with  PWGL 
using a technique of their choice, and later they composed pieces with their patches. 
All  students  chose  using  Cluster  Rules  and  Cluster  Engine  (one  student  combined  it  with  another 
technique – using  the result as a pitch profile rule). This unanimous choice  for a rule‐based approach 







by musical examples  (e.g., Xenakis and Murail)  to go beyond  traditional  tonal harmony, but  that had 
little observable impact on their compositional intentions.  
All students successfully constrained the underlying harmony using Cluster Rules (though some needed 
more  support  than  others).  Nevertheless,  the  complexity  and  the  character  of  the  harmony  of  the 




Students were usually happy  (and said so)  if  the  resulting music merely played  the harmony  tones  in 
figurations, even though Cluster Rules supports more complex musical situations, e.g., control of non‐
harmonic tones (e.g., passing tones).  











manually  revising  their  compositions  using  music  notation  software  (Sibelius),  or  a  digital  audio 
workstation (Logic).  
In future, Cluster Rules and Cluster Engine could be adapted to instead represent harmonic information 











discussed  in class. Moore  (2014) found that the confidence of music technology students  increased  in 
group work, which we should also explore in future.  

















RESOLVE-SKIPS   (SKIP-SIZE RESOLUTION-SIZE REPETITION?) 
 




  skip-size: The minimum interval size (in semitones) that 
triggers this rule. 
  resolution-size: The maximum interval size that is allowed as a 
resolution. 
  repetition?: Whether or not tone repetitions are allowed as 
resolution. 





No student defined  their own rules, even  though we practised  the definition of custom rules  in class. 
There are multiple possible reasons  for this. While music technology students are used to composing, 


















as  a  combination  of  predefined  rules.  All  students  controlled  the  harmony  and  melody,  and  some 
students  additionally  restricted  the  rhythm,  counterpoint,  or  specified motifs  to  use.  Students were 
particularly interested in the control over the harmony offered by the PWGL libraries, and they used the 
musical results of their patches in original compositions.  
This approach also offers a high  ceiling. For example,  complex polyphonic music  can be modelled by 
students who want to continue on their own after the unit, by postgraduate students, or by researchers. 
Cluster Engine’s efficient search algorithm solves advanced problems  in a reasonable amount of time. 
Due  to  the  integration  in  an  established  computer‐aided  composition  ecosystem  (PWGL)  powerful 
editors  are  available  (e.g.,  a  score  editor);  constraint  programming  can  be  combined  with  other 
algorithmic composition approaches and PWGL libraries; and results can be output into multiple formats 
(MIDI, MusicXML)  for  further editing  in  industry‐standard  software  such as  Logic or Sibelius. Perhaps 
most importantly, users can define their own rules on various score contexts. 
Students developed skills and knowledge in multiple areas in this algorithmic composition unit. Students 
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