An alternative to the Gaussian-n ͑G1, G2, and G3͒ composite methods of computing molecular energies is proposed and is named the "correlation consistent composite approach" ͑ccCA, ccCA-CBS-1, ccCA-CBS-2͒. This approach uses the correlation consistent polarized valence ͑cc-pV XZ͒ basis sets. The G2-1 test set of 48 enthalpies of formation ͑⌬H f ͒, 38 adiabatic ionization potentials ͑IPs͒, 25 adiabatic electron affinities ͑EAs͒, and 8 adiabatic proton affinities ͑PAs͒ are computed using this approach, as well as the ⌬H f values of 30 more systems. Equilibrium molecular geometries and vibrational frequencies are obtained using B3LYP density functional theory. When applying the ccCA-CBS method with the cc-pVXZ series of basis sets augmented with diffuse functions, mean absolute deviations within the G2-1 test set compared to experiment are 1.33 kcal mol −1 for ⌬H f , 0.81 kcal mol −1 for IPs, 1.02 kcal mol −1 for EAs, and 1.51 kcal mol −1 for PAs, without including the "high-level correction" ͑HLC͒ contained in the original Gn methods. Whereas the HLC originated in the Gaussian-1 method as an isogyric correction, it evolved into a fitted parameter that minimized the error of the composite methods, eliminating its physical meaning. Recomputing the G1 and G3 enthalpies of formation without the HLC reveals a systematic trend where most ⌬H f values are significantly higher than experimental values. By extrapolating electronic energies to the complete basis set ͑CBS͒ limit and adding G3-like corrections for the core-valence and infinite-order electron correlation effects, ccCA-CBS-2 often underestimates the experimental ⌬H f , especially for larger systems. This is desired as inclusion of relativistic and atomic spin-orbit effects subsequently improves theoretical ⌬H f values to give a 0.81 kcal mol −1 mean absolute deviation with ccCA-CBS-2. The ccCA-CBS method is a viable "black box" method that can be used on systems with at least 10-15 heavy atoms.
I. INTRODUCTION
The guiding principle of a "composite method" in ab initio quantum chemistry is straightforward, to mimic the accuracy of an expensive and often computationally intractable electronic structure computation using additive approximations obtained from multiple computations of higher efficiency and lower accuracy. The oldest, most widely used, and arguably most successful composite methods are the Gaussian-n or Gn methods of Pople, Curtiss, and co-workers. [1] [2] [3] [4] [5] The specific goal of these methods was to create a "black box" procedure that could be applied to any ͑main group͒ molecular or atomic system and agree with known energetic experimental data ͓i.e., relative conformational energies, atomization energies, enthalpies of formation ͑⌬H f ͒, ionization potentials ͑IPs͒, electron affinities ͑EAs͒, and proton affinities ͑PAs͔͒ to near-chemical accuracy, or within ±2 kcal mol −1 . If the composite method achieved this goal over a training set of well-studied chemical species, the same level of accuracy was expected when utilized on species with larger experimental uncertainty or systems where experimental data were unavailable. The Gn methods have proven to be quite robust in this respect, described in detail within numerous successful applications and reviews. [6] [7] [8] [9] [10] Other composite methods have been created since the original formulation of the G1 method. Some of these, such as the complete basis set ͑CBS-n͒ model chemistries of Petersson and co-workers, [11] [12] [13] [14] the focal point method of Allen and co-workers [15] [16] [17] [18] [19] [20] and Császár et al., 21, 22 the W1 and W2 methods of Parthiban and Martin 23 and Martin and de Oliveira, 24 and the High Accuracy Extrapolated ab initio Thermochemistry ͑HEAT͒ method of Stanton and co-workers, 25, 26 attempt to approach the complete basis set ͑CBS͒/full-configuration interaction ͑FCI͒ limit of smaller systems, consistently obtaining accuracy better than within 0.5 kcal mol −1 of experimental data. Dixon, Feller, and co-workers [27] [28] [29] [30] [31] [32] [33] [34] [35] used large basis set coupled cluster equilibrium geometries and total energies while using smaller basis sets to perform further electron correlation and scalar relativistic corrections, in order to achieve at least chemical accuracy ͑±1 kcal mol −1 ͒ for enthalpies of formation. Feller and Peterson 36, 37 have also examined the performance of G2 methods compared to coupled cluster and perturbation theories. Other model chemistries, such as the multicoefficient correlation method ͑MCCM͒ of Truhlar and co-workers, optimize parameters to approach the CBS FCI correlation energy. [38] [39] [40] Attempts to parametrize aspects of density functional theory 41 ͑DFT͒ and perturbation theory 42 ͑MP2͒ energy computations to attain accurate enthalpies of formation have also been attempted.
Preferably, a composite method should stay true to the tenets of "first principles" quantum chemistry, where accurate energies are obtained without semiempirical or optimized parameters. As is well known, the Gn methods include such an optimized parameter, the "high-level correction," or HLC. Initially, the HLC of the Gaussian-1 ͑G1͒ method had a physical foundation, in that it equaled the difference between the G1 electronic energy of the primary systems ͑hy-drogen atom and hydrogen molecule͒ and their near-exact analytical energies. 3 It was then assumed that any unpaired valence electrons in a molecular system would also need a HLC equivalent to that of the H atom, and likewise that each pair of electrons would require the same HLC as the H 2 molecule. Thus within the G1 method, the HLC acted as an isogyric correction.
The simple physical implications of the G1 HLC were abandoned upon the advent of the Gaussian-2 ͑G2͒ method. 4 The G2 HLC was optimized in order to minimize the mean absolute deviation from experiment for the 55 atomization energies investigated in the initial G2-1 training set. Henceforth, the HLC became a semiempirical parameter somewhat in opposition to the spirit of ab initio electronic structure methods. It is not well known if the HLC is needed because of the use of an incomplete basis set, incomplete treatment of electron correlation, the use of the harmonic approximation to compute vibrational zero-point energies, bond additivity effects, or even perhaps a combination of these effects. There are also smaller contributions to the electronic energy such as spin-orbit splitting, and relativistic effects that influence the HLC. To our knowledge, no work has been carried out to discern how these effects interplay with the magnitude of the HLC, nor has there been a focus on how Gn methods fare without inclusion of the HLC.
In 1989, the same year that the G1 method was published, Dunning 43 first introduced correlation consistent polarized valence ͑cc-pVXZ with X = D , T , Q, 5, ¼͒ basis sets for the first-row atoms. The correlation consistent basis sets were constructed by systematically expanding the higher angular momentum functions in shells. These basis sets were found to result in convergence toward the one-particle CBS limit for a number of properties for a given correlated method. [43] [44] [45] The systematic nature of this convergence has enabled energies of increasing basis set size to be used to extrapolate to the CBS limit. By extrapolating to the CBS limit, the error coupling of the one-particle basis set expansion and the n-particle electron correlation is eliminated, leaving only the intrinsic error of the trial electronic wave function. Correlation consistent basis sets have since been reported for the second-and third-row elements, [45] [46] [47] and have been modified to describe molecular systems where electron density is diffuse ͑aug-cc-pVXZ͒ ͑Refs. 48 and 49͒ or to account for core-valence electron correlation ͑cc-pCV XZ͒. 50, 51 Most recently, cc-pVXZ and their augmented and core-valence versions have been constructed for the 3d transition metals by Balabanov and Peterson. 52 With respect to basis set size, the poor scaling of ab initio theories that can account for high levels of electron correlation remains the limiting factor in the maximum molecular size that can be addressed by a composite method. Dixon and co-workers 34, 35 have demonstrated that employing quadruple-zeta ͑the minimum "zeta level" typically necessary for satisfactory CBS extrapolations͒ coupled cluster computations on molecules of modest size ͑e.g., n-octane͒ require extraordinary computational resources. Additionally, accounting for smaller, but significant energy corrections such as higher-order electron correlation, relativistic effects, spin-orbit coupling, and anharmonic zero-point energies can be time consuming and require more extensive expertise and software. These aspects prohibit the realization of a flexible "black box" composite method untethered by empirical or optimized parameters, that is also applicable to large molecules.
While composite methods utilizing cc-pVXZ basis sets and CBS extrapolation schemes exist, to our knowledge, no thorough attempt has been made to combine cc-pVXZ basis sets with the time-saving aspects of the Gn model chemistries. In this paper, the "Dunning-style" cc-pVXZ basis sets will replace the "Pople-style" basis sets traditionally used in the Gn methods. If the larger and more flexible cc-pVXZ families of basis set are used as the reference for the various Gn additive corrections, near-chemical accuracy of ±2 kcal mol −1 can be achieved for properties on a variety of chemical systems. Our modifications to the Gn methods, called the "correlation consistent composite approach" or ccCA and ccCA-CBS were designed to include no semiempirical or optimized parameters. The ccCA-CBS methods could certainly be considered a more efficient approximation to the composite method of Dixon and co-workers, via substitution of coupled cluster geometry optimizations with perturbation theory single point energies applied to DFT equilibrium geometries. The ccCA and ccCA-CBS energies will be presented for 118 of the 125 atomic and molecular systems contained in the G2-1 subset, 4 a selection of systems from the G2/97 ͑Ref. 6͒, and G3/99 ͑Ref. 8͒ test sets, and two large systems from the 600-molecule training set proposed by Cioslowski et al. 41 The performance of the ccCA will be examined and compared to experiment, Gn methods ͑with and without their respective HLCs͒, and other theoretical studies.
II. DESCRIPTION OF THE ccCA THEORETICAL METHODS
Gn composite methods have been described in detail in Refs. 2-11, as well as references therein. They comprise of a set of ab initio molecular orbital ͑MO͒-based computations performed to give an equilibrium geometry, a set of harmonic vibrational frequencies, and a total electronic energy at the equilibrium geometry. The determination of G3 geometries, frequencies, and total energies are described as follows.
To obtain the G3 equilibrium structure, a second-order Møller-Plesset perturbation theory 53, 54 ͑MP2͒ computation is run at the 6-31G͑d͒ basis set level 55 with all electrons corre-lated. Harmonic vibrational frequencies at 0 K are computed earlier, using the global minimum obtained at the HF/6-31 G͑d͒ level of theory and scaled by a factor of 0.8929 to give the zero-point energy ͓E ͑ZPE͔͒. In G3, a reference energy is computed with complete fourth-order Møller-Plesset perturbation theory 56 and the 6-31G͑d͒ basis set at the MP2͑full͒/6-31G͑d͒ equilibrium geometry. ͓In G1 and G2, the reference energy is computed at the MP4/6-311G͑d , p͒ level.͔ Shown here for G3, additive single point energy corrections are obtained with the following additional computations.
͑a͒ ⌬E͑+͒, a MP4 computation where the 6-31G͑d͒ basis set is augmented with diffuse functions, 6-31+G͑d͒. 57, 58 ͑b͒ ⌬E͑2df , p͒, a MP4 computation where higher polarization functions are added to the 6-31G͑d͒ basis set, 6-31G͑2df , p͒. ͑c͒ ⌬E͑QCI͒, a correction to include correlation effects to infinite-order using quadratic configuration interaction with single, double, and perturbative triple excitations ͓QCISD͑T͔͒ ͑Ref. 59͒ with the 6-31G͑d͒ basis set. ͑d͒ In the G3 method, an all-electron MP2 correction is included ͓⌬E ͑G3large͔͒ with an even larger basis set to consider core-valence correlation effects. ͑e͒ In the G3 method, atomic spin-orbit corrections are taken from experimental results 60 or theoretical computations. Effectively for G1 and G2 methods the result of these additive corrections to the MP4/6-311G͑d , p͒ // MP2͑full͒/ 6-31G͑d͒ total energy should be equal to the zero-point corrected ͑E 0 ͒ QCISD͑T͒/6-311+G͑2df , p͒ and QCISD͑T͒/6-311+G͑3df ,2p͒ energies, respectively, while for G3, the composite method should give the E 0 at the QCISD͑T,full͒/ G3large level of theory. The validity of using the Gn composite methods to reach the target total energy of the higher level of theory has been found to be satisfactory. 61 Many modifications to the Gn methods have appeared such as reducing the basis set size, 62 employing coupled cluster with single, double, and perturbative triple excitations ͓CCSD͑T͔͒ ͑Refs. 59 and 63͒ instead of QCISD͑T͒, using second-or third-order MPn theory instead of MP4 to determine the reference electronic energy, 64, 65 and using scale factors to replace the HLC. 66, 67 The ccCA will adopt the use of B3LYP DFT equilibrium geometries and vibrational frequencies similar to the modifications of the G3 methods called G3/B3LYP ͑or G3B3͒ ͑Ref. 68͒ and G3X. 67 This variation generally retains sufficient accuracy while severely reducing the computational expense of geometry optimizations. 68, 69 The first implementation of ccCA attempts to remain similar to the G3B3 algorithm due to the demonstrated success of the G3 approaches. Our main modification is based on the relationship between basis set size and correlation energy in attaining accurate theoretical thermochemical values and relative energies. As basis sets and electron correlation effects are the two largest components which determine the accuracy of computing atomic and molecule electronic wave functions, these effects must be the focus of a composite ab initio technique. While the Gaussian-n methods account for a significant portion of the dynamical electron correlation with the MP4 level of theory, the additive corrections may not be balanced if employed in conjunction with rather small basis sets. This investigation will show that without an empirical or parametrized energy correction, small basis sets such as 6-31G͑d͒ or cc-pVDZ are of insufficient quality to act as the reference electronic energy for additive corrections since the correlated methods used ͓MP2, MP4, QCISD͑T͔͒ are heavily basis set dependent. It will be demonstrated that if larger or CBS-extrapolated correlation consistent basis sets are employed as the foundation for additive corrections, the accuracy of ccCA improves dramatically. The algorithms of ccCA are outlined as follows.
The equilibrium geometries are obtained at the B3LYP/ 6-31G͑d͒ level of theory ͑akin to G3B3 theory͒ 6 and harmonic frequencies are also computed at the B3LYP/6-31 G͑d͒ level of theory and scaled by a factor of 0.9854 ͑equivalent to the scale factor used in G3X͒ 67, 70, 71 in order to compute the zero-point vibrational energy correction at 0 K and the molecular enthalpy of formation correction at 298.15 K. The G3X scale factor ͑with G3B3 geometries͒ is used, which generally improves ccCA-derived enthalpies of formation by 0.10 kcal mol −1 as compared to the G3B3 scale factor of 0.96. Again, the main impetus behind using the DFT geometries and harmonic ZPE corrections is that there is relatively little compromise in accuracy compared to the time savings achieved from avoiding expensive MP2 or CCSD͑T͒ geometry optimizations. Geometry optimizations at the CCSD͑T͒ level of theory are still prohibitively expensive for most large molecules, and efficient parallelized frozen-core coupled cluster energy gradients are nonexistent in most widely available ab initio software packages. Variation of ccCA accuracy based on different types of optimized geometries will be further investigated in future work, though we believe that the 6-31G͑d͒ DFT geometries with the G3X zero-point energy scheme will be important for a successful "black box" implementation on large molecular systems.
We have initially implemented five variants of the ccCA methods. Three versions of ccCA begin with a single point frozen-core MP4 computation along with a correlation consistent basis set used as the reference energy at the B3LYP/ 6-31G͑d͒ equilibrium geometry for subsequent additive corrections. If the reference energy is computed with the ccpVDZ basis sets, the method is named ccCA-DZ. Likewise, with a cc-pVTZ reference energy the method is called ccCA-TZ, and an aug-cc-pVTZ reference energy is called ccCAaTZ. Additive corrections are modeled from the original Gn methods. For example, if MP4/cc-pVTZ is the reference energy ͑as with ccCA-TZ͒, ⌬E͑+͒ is computed to correct for the addition of diffuse functions,
͑1͒
The correction for higher polarization functions can be simply formulated with the cc-pVXZ basis sets by raising the "zeta level," i.e., increasing from double-zeta to triple-zeta, or triple-zeta to quadruple-zeta level basis sets. This was designated as ⌬E͑2df , p͒ in Gn methods, and is now named ⌬E͑͒.
For the latter two variations of the ccCA methods ͑named ccCA-CBS͒, frozen-core MP2 energies are computed with the aug-cc-pVDZ, aug-cc-pVTZ, and aug-ccpVQZ basis sets, and extrapolated to the CBS limit. We determine the MP2 CBS energy in two ways, the first is the simple exponential form proposed by Xantheas and Dunning 44 and Feller, 72, 73 where x=the zeta level of the correlation consistent basis set ͓2 = DZ, 3 = TZ, etc.͔:
Alternatively, a mixed exponential/Gaussian functional devised by Peterson et al. 74 is expressed as
The ccCA energies determined with these two functional forms are referred to as ccCA-CBS-1 and ccCA-CBS-2, respectively. This MP2 CBS energy serves as the reference energy for additive corrections. In order to properly account for high-order electron correlation effects, a small basis set single point energy is computed with the QCISD͑T͒ wave function. If MP2 or MP4 levels of theory overestimate the amount of dynamical correlation in the system, the ⌬E͑QCI͒ correction can actually raise the total energy of the system. The ⌬E͑QCI͒ correction for the ccCA-aTZ method is expressed as
Within the ccCA-CBS methods ⌬E͑QCI͒ is
The G3large correction is implemented as a simple correction for core-valence correlation effects and renamed ⌬E͑CV͒. For the ccCA methods with triple-zeta reference energies, ⌬E͑CV͒ is computed as
All of the appropriate additive corrections, such as the zeropoint energy correction ͓⌬E͑ZPE͔͒ , ⌬E͑+͒ , ⌬E͑͒ , ⌬E͑QCI͒, and ⌬E͑CV͒, are added to the reference energy. Finally, depending on the basis set used to compute the reference energy, the ccCA energy is defined as
Both of the ccCA-CBS energies are defined as 
III. BASIS SET DEPENDENCE OF REFERENCE ENERGIES
In this study, a major goal is to examine the role of the initial electronic energy to be used as the foundation for additive corrections. The most crucial difference between the Gn composite methods and the ccCAs is that the ccCA basis set sizes are generally larger. To make a brief comparison of increasing the basis set size for the reference energy, atomic energies are listed in Table II obtained with the Gn methods, those utilizing cc-pVDZ ͑ccCA-DZ͒, cc-pVTZ ͑ccCA-TZ͒, and aug-cc-pVTZ ͑ccCA-aTZ͒ basis sets as the reference MP4 energy, and the ccCA-CBS-1 and ccCA-CBS-2 energies. The first point of comparison is between the G3 atomic energies and those obtained with the ccCA-DZ method. Of the non-noble gas first-row atomic electronic energies, the ccCA-DZ energies are higher ͑and none more than 10 mE h ͒ than the G3 energies, while the second-row ccCA-DZ energies are usually higher by 80-90 mE h . However, the G3 energies include the HLC, which can contribute up to 24.56 mE h to the electronic energy for the first-and secondrow atoms. All computed ccCA-TZ, ccCA-aTZ, and ccCA-CBS atomic energies are significantly lower than the G3 energies, except for the hydrogen radical, which G3 predicts to violate the variational principle due to overcorrection of the parametrized HLC with an electronic energy of −0 . 501 E h . Likewise, the hydrogen atom energy predicted with the ccCA-CBS-2 composite method is below the variational limit, in this case by 20 E h . While none of these model chemistries strictly adhere to the variational principle, the recovery of more atomic correlation energy due to larger basis set size in the ccCA methods is an early indicator that molecular properties will achieve comparable or improved accuracy when compared to the Gn methods.
To examine the basis set dependence, Table III shows atomic IPs and EAs obtained with the Gn and ccCA meth- 
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QCISD͑T,full͒/ aug-cc-pCVTZ QCISD͑T,full͒/ aug-cc-pCVQZ QCISD͑T,full͒/ aug-cc-pCVQZ QCISD͑T,full͒/aug-ccpCVϱZ ods. For the 14 atomic IPs, the accuracy improves when comparing ccCA-DZ and ccCA-TZ, as the average absolute deviation is reduced from 1.34 to 0.64 kcal mol −1 , compared to the G3 average absolute deviation of 1.24 kcal mol −1 . The ccCA-aTZ method performs slightly worse than other methods for atomic ionization potentials ͑1.01 kcal mol −1 average absolute deviation͒, which can be explained by the contrasting way that ⌬E͑͒ is computed, i.e., using the difference between MP4 computations ͑ccCA-TZ͒ versus the difference between MP2 computations ͑ccCA-aTZ͒. This slim degradation in accuracy from using MP2 for the ⌬E͑͒ correction is tolerable since computations of MP4 cc-pVQZ or MP4 augcc-pVQZ energies would become the computational bottleneck of the ccCA methods and would limit the size of molecules that can be treated.
The mean absolute deviation of the ccCA-CBS-1 and ccCA-CBS-2 atomic IPs ͑0.80 and 0.71 kcal mol −1 , respectively͒ are comparable to the ccCA-TZ method and nearly half that of the G3 method ͑1.24 kcal mol −1 ͒. The largest ccCA-CBS-2 absolute deviation ͑1.6 kcal mol −1 for Na + ͒, is less than half that of G3 ͑3.5 kcal mol −1 for both Mg + and Be + ͒. It should be noted that the ccCA-CBS methods are faster and of equal or surpassed accuracy to the ccCA-TZ and ccCA-aTZ methods. Therefore, by removing basis set incompleteness effects and eliminating costly MP4 computations, the ccCA-CBS methods hold two distinct advantages over the ccCA-aTZ method.
Basis set deficiencies within the ccCA-DZ, ccCA-TZ, and ccCA-aTZ clearly arise when computing electron affinities; a traditionally more difficult atomic and molecular property to accurately describe. The ccCA-DZ method grossly overestimates electron affinities, with a maximum deviation of −30.7 kcal mol −1 for F − and an average deviation of −14.3 kcal mol −1 . The average deviation is lessened but still unacceptable at the ccCA-TZ level, −7.6 kcal mol −1 . Our assessment is that the ccCA-DZ and ccCA-TZ ⌬E͑͒ additive correction for anions is overemphasized with the MP4 level of theory. Using the MP2 augmented CBS values as the reference energy seems to compensate for this problem. While it appears that the ccCA-aTZ method performs slightly worse than ccCA-TZ for atomic IPs, the ccCA-aTZ and ccCA-CBS methods perform splendidly for atomic EAs with average absolute deviations of 1.01, 1.24, and 0.87 kcal mol −1 for ccCA-aTZ, ccCA-CBS-1, and ccCA-CBS-2, respectively. Though the basis set dependence of the ccCA methods has been shown here on only a small number of atomic properties, we find that molecular properties behave similarly. For example, the ccCA-TZ electron affinity of CH 2 − is predicted to be 19.5 kcal mol −1 , compared to the experimental value of 15.0 kcal mol −1 , while the ccCA-aTZ method predicts an EA of 14.4 kcal mol −1 , and the ccCA-CBS-1 and ccCA-CBS-2 methods both predict an EA of 15.1 kcal mol −1 .
IV. ASSESSMENT OF ccCA ON THE G2-1 TEST SET
The G2-1 test set contains 125 atomic and molecular electronic energies, 4 and from those energies, 55 enthalpies of formation at 298.15 K ͑⌬H f ͒, 38 adiabatic ionization potentials ͑IPs͒, 25 adiabatic electron affinities ͑EAs͒, and 8 adiabatic proton affinities ͑PAs͒ can be determined and compared to reliable experimental data.
A. Performance of ccCA
Due to the persistent discrepancies over the ⌬H f value of silicon gas, 34, [78] [79] [80] [81] [82] seven molecules from the G2-1 test set containing silicon atoms have been removed from our initial test set. Work is currently being carried out upon small silicon-containing compounds in order to assess and improve the errors of the ccCA-CBS methods, and more quantitatively address controversy in the gas phase enthalpy of formation of silicon. 83 In Table IV , the G2-1 test set standard enthalpies of formation at 298.15 K predicted with G1, G2, G3B3, ccCAaTZ, ccCA-CBS-1, and ccCA-CBS-2 are compared. The mean deviations of the 48 ⌬H f values computed with ccCAaTZ, ccCA-CBS-1, and ccCA-CBS-2 are −0.93, 1.02, and 1.23 kcal mol −1 , respectively. The mean absolute deviations for the three variants are 1.31, 1.45, and 1.33 kcal mol −1 , all within the desired ±2 kcal mol −1 range of near-chemical accuracy. Due to the nature of the HLC being optimized for a large test set that includes the G2-1 set, the G3B3 enthalpies of formation have a mean deviation of 0.03 kcal mol −1 , with no discernable pattern to allow inferences as to why some enthalpies of formation are higher or lower than the experimental values. In contrast, the most problematic cases within the G2-1 test set for the ccCA-aTZ method are structurally similar; hydrocarbons and small systems with multiple bonds where the ⌬H f values are always overestimated compared to the experimental quantity. However, the ccCA-CBS methods perform much better for hydrocarbons and multiply bonded systems while most of the larger errors from the ccCA-CBS methods come from molecules containing second-row main group atoms. For example, maximum deviation in ccCA-CBS theoretical ⌬H f values occurs with SO 2 , with the ccCA-CBS-1 method in error by +6.2 kcal mol −1 and the ccCA-CBS-2 method in error by +6.9 kcal mol −1 . Modifications of ccCA to improve the treatment of molecules with secondrow elements will be discussed in later sections.
The maximum deviation of the G3B3 method is +4.3 kcal mol −1 with Na 2 , while the ccCA-aTZ maximum deviation is −3.3 kcal mol −1 with CN. The ccCA-aTZ, ccCA-CBS-1, and ccCA-CBS-2 methods, respectively, have 10, 11, and 10 species over the ±2 kcal mol −1 range whereas only four systems are outside this error range using G3B3. Compared to using ccCA-aTZ, extrapolations to the one-particle CBS limit lower the total energy of molecules relative to the component atoms. This in turn raises computed atomization energies and proportionally lowers the computed value of ⌬H f .
For the 38 adiabatic ionization potentials contained in the G2-1 test set ͑shown in Table V͒ , ccCA-aTZ, ccCA-CBS-1, and ccCA-CBS-2 have mean absolute deviations of 0.63, 0.91, and 0.81 kcal mol −1 , respectively. This compares well to G3B3, which has a mean absolute deviation of 0.89 kcal mol −1 . The ccCA-CBS-2 has two IPs with deviations over ±2 kcal mol −1 ,CH 4 + and SC + . Two atomic ionization potentials over the ±2 kcal mol −1 error limit ͑Be and Mg͒ occur using G3B3, while CH 4 + is the only molecular ionization potential in the G2-1 test set poorly described by G3B3.
The 25 computed adiabatic electron affinities ͑shown in Table VI͒ have ccCA-aTZ, ccCA-CBS-1, and ccCA-CBS-2 mean absolute deviations of 0.93, 1.10, and 1.02 kcal mol −1 , respectively. Three of the ccCA-CBS-2 electron affinities exceed the ±2 kcal mol −1 error range, compared to ten systems using G1, six using G2, three using G3, and four using G3B3. The eight proton affinities ͑shown in Table VII͒ have ccCA-aTZ, ccCA-CBS-1, and ccCA-CBS-2 mean absolute deviations of 1.48, 1.49, and 1.51 kcal mol −1 , respectively. Because the protonated species have the same number of valence electrons as their neutral counterparts, their Gn HLCs will be equivalent. Since there is no difference in the HLCs of the neutral and protonated species, removal of the HLC will not change the Gn PA values. Thus the Gn methods slightly outperform ccCA for overall computation of proton affinities.
B. Removal of the HLC
In order to more directly compare the basis set difference between Gn methods and ccCA, the high-level correction has been subtracted from the G1 and G3B3 atomic and molecular energies in order to assess the quality of the purely ab initio portions of the Gn methods. In Table IV , the deficiency of the G1 and G3 MP4/6-31G͑d͒ reference energy is obvious. Whereas G3B3 with the HLC only predicts four of the 48 G2-1 ⌬H f values to have a deviation from experiment larger than ±2 kcal mol −1 , uncorrected G3B3 has 37 systems outside the range of near-chemical accuracy. The G1 method, with its supposedly more physically sound "isogyric" HLC, only has five G2-1 systems with absolute deviations within 2 kcal mol −1 of the experimental values! Without the HLC, the mean absolute deviation for the 48 G2-1 enthalpies of formation ͑silicon-containing molecules excluded͒ with G3B3 is 4.96 kcal mol −1 . The implementation of standard DFT with a large basis set ͓B3LYP/6-311+G͑3df ,2p͔͒ to compute G2-1 enthalpies of formation has a mean absolute deviation of only 2.36 kcal mol −1 . 6 Almost all uncorrected G1 and G3B3 enthalpies of formation are severely overestimated, especially hydrocarbons and multiply bonded systems. The most problematic systems for uncorrected Gn methods correlate well with the problematic systems using ccCA with an incomplete basis set treatment.
As a testament to the relative ease in computing ionization potentials rather than enthalpies of formation, the G3B3 method still performs reliably without the HLC. The mean absolute deviation of IPs for G3B3 without the HLC is 1. 79 
C. Atomic spin-orbit corrections
Enthalpies of formation predicted by the ccCA-CBS-n methods are predominantly overestimated, whereas the G3 and G3B3 enthalpies of formation are more evenly distributed around the experimental result. For G3 methods, this is because effects such as atomic spin-orbit splitting are folded into the total energies, and hence the HLC parametrization. Removal of atomic spin-orbit effects from the G3 methods will lower atomization energies. This trend, pictorially represented in Fig. 1 , is the basis for our predilection towards the ccCA-CBS-2 method. Of the 48 nonsilicon-containing enthalpies of formation within the G2-1 test set, all have a negative deviation except Na 2 when employing the G3B3 method without a high-level correction. Removal of atomic spin-orbit corrections will shift calculated ⌬H f deviations even further in the negative direction. The ccCA-aTZ method predicts 35 values of ⌬H f with a negative deviation, while conversely the ccCA-CBS-1 method predicts 13 systems with negative deviation in ⌬H f , and the ccCA-CBS-2 method predicts only 4 systems with a negative deviation. When atomic spin-orbit splitting and relativistic effects are computed in conjunction with the ccCA-CBS-n methods, these combined corrections will generally lower atomization energies and proportionally raise the computed ⌬H f , therefore increasing the overall accuracy in computing ⌬H f . Using the same spin-orbit corrections as those in the original G3 method, 5 the average ⌬H f deviation of the ccCA-aTZ method is more negative ͑−0.95 to −1.30 kcal mol −1 ͒ while the ccCA-CBS-1 average deviation improves, changing from +1.03 to +0.65 kcal mol −1 . Mean absolute deviations of the various composite methods are shown in Fig. 2 . The ccCA-CBS-2 average deviation in ⌬H f improves from +1.24 to +0.55 kcal mol −1 . Due to the shift in atomization energies, the mean absolute deviation of the ccCA-aTZ method for the entire data set worsens from 1.29 to 1.46 kcal mol −1 , while ccCA-CBS-1 improves from 1.47 to 1.17 kcal mol −1 , and ccCA-CBS-2 improves from 1.34 to 0.84 kcal mol −1 . The inclusion of spin-orbit effects will also affect the computed atomic IPs and EAs, but has little effect on the overall deviation of these two quantities.
D. Scalar relativistic effects
Relativistic effects are obviously significant when comparing atoms or molecules containing elements including and beyond the 3d transition metals. However, in investigations of relativistic effects on the molecular energies of the G3/99 test set, Kedziora and co-workers [84] [85] [86] have found that scalar relativistic effects can have a contribution to atomization energies that is the same order of magnitude as atomic spinorbit splitting effects. To generate an approximation of scalar relativistic corrections, we have shifted G2-1 atomization energies using the G3large stationary direct perturbation theory 87 ͑SDPT͒ results obtained by Kedziora and co-workers. 84, 86 Of all 55 enthalpies of formation in the G2-1 test set, only the Na 2 system shows an increase in atomization energy when scalar relativistic effects are included. Thus, implemented scalar relativistic corrections will increase the average deviation in ⌬H f for G3 methods as well as the ccCA-aTZ method. Curtiss and co-workers have noted 88 that scalar relativistic effects do not have a significant effect on the accuracy of G3 methods once the HLC has been reparametrized. Though the G3 relativistic HLC parameters are not revealed in Ref. 88 , it is likely that if the bias of the relativistic correction on enthalpies of formation uniformly increases the deviation from experiment in the same direction as basis set and spin-orbit effects, then the molecular HLC must increase in magnitude in order to account for more physical phenomena. With the G3large SDPT relativistic correction, the mean absolute deviations in the 48 theoretical ⌬H f values with the ccCA-CBS-1 and ccCA-CBS-2 methods are 1.02 and 0.81 kcal mol −1 . This ccCA-CBS-2 mean absolute deviation for the G2-1 test set, obtained with no empirical or optimized parameters, is 0.04 kcal mol −1 lower than that of G3B3. The scalar relativistic correction has a slight worsening effect on the accuracy of IPs, EAs, and PAs, but the change in the mean absolute deviations of all three of these quantities is less than 0.1 kcal mol −1 . The average absolute deviation of 38 IPs is 0.81 kcal mol −1 , 1.09 kcal mol −1 for the 25 EAs, and 1.55 kcal mol −1 for the 8 PAs. Concerning these four major benchmarking experimental properties, ccCA-CBS-2 outperforms or matches the accuracy of the G3B3 method for all but the computation of proton affinities. Future studies will explore possible basis set, method, and geometry dependence of the relativistic corrections. Finally, after the scalar relativistic and spin-orbit effects are added to the 119 experimental values, the ccCA-CBS-2 method has an average deviation of 0.30 kcal mol −1 and an average absolute deviation of 0.92 kcal mol −1 . For this data set, the average absolute deviation of the ccCA-CBS-2 method almost exactly matches that of G3B3 ͑0.93 kcal mol −1 ͒. The ccCA-CBS-2 method achieves this accuracy without employing empirical corrections, nor involving expensive coupled cluster computations. 
V. SPECIFIC TEST CASES
The ccCA methods were tested on a small subset of the G2-2 and G3/99 molecules as well as C͑NO 2 ͒ 3 and adamantane from the set of 600 molecules compiled by Cioslowski et al. 41 Benchmarking of the ccCA methods on larger training sets will be published in due course, but we believe that merits and deficiencies of the ccCA methods will be evident in the following discussion.
A. Some G2-2 / G3/99 test cases
Table VIII displays the ccCA ⌬H f results for a selection of 28 systems from the G2-2 and G3/99 test sets. We have attempted to include some common organic and nonhydrocarbon species that perform with varying degrees of success when using G3 and G3B3. Some of the radical organic molecules from the G2-2 test set whose enthalpies of formation have recently been revised by Ruscic et al. 89 are also included. When employing the ccCA methods with larger test cases, similar patterns as those discussed for the G2-1 test set emerge. The mean deviation for all types of molecules with the G3B3 method is very close to zero, an indicator of the success of the HLC in accounting for the variety of basis set and correlation deficiencies in the Gaussian-n composite methods. The ccCA-aTZ method performs best with nonhydrocarbon species, resulting in a mean deviation of +0.78 kcal mol −1 for the 8 systems studied, and performs poorly with both hydrocarbons and substituted hydrocarbons resulting in a mean deviation of −5.54 kcal mol −1 for the 14 organic systems. As with the systems from the G2-1 training set, ccCA-CBS methods predict ⌬H f values significantly higher than the experimental values for nonhydrocarbons. The ccCA-CBS-1 method generally overestimates ⌬H f values for organic species, while the ccCA-CBS-2 method underestimates ⌬H f . Once spin-orbit splitting and scalar relativistic effects are included, enthalpies of formation increase thereby improving the accuracy of the ccCA-CBS-2 method for all 28 species. The mean deviation of the ccCA-CBS-2 method is 0.51 kcal mol −1 while the absolute mean deviation is 1.16 kcal mol −1 , comparable to the absolute mean deviation of the G3B3 method ͑0.99 kcal mol −1 ͒. The quality of ccCA-CBS-2 results for this set of hydrocarbon, substituted hydrocarbon, and organic radical molecules is nearly equivalent to the G3B3 method. On the other hand, the accuracy of the ccCA methods is worse with nonhydrocarbon systems. Modifications to the ccCA may increase the accuracy of species containing second-row atoms without significantly adding to the computational cost of the ccCA methods. First, Curtiss et al. showed significant geometry differences ͑as large as 0.03 Å͒ in molecules containing second-row atoms when the DFT basis set size used in geometry optimizations was increased from 6-31G͑d͒ to 6-31 G͑2df , p͒ in their formulation of the G3X variant. 67 Second, Dunning, et al. 45 have found the addition of extra d functions to the second-row correlation consistent basis sets ͓cc-pV ͑X +d͒Z͔ to drastically improve the quality of basis set convergence and dissociation energies owing to a better description of molecular core polarization effects.
B. Linear n-alkanes
The theoretical enthalpies of formation for the n-alkanes clearly show the basis set and size dependence of the HLC, and also accentuate the efficiency of the ccCA method compared to running large basis set coupled cluster calculations. The ⌬H f values obtained with various levels of theory have been recently explored by Pollack et al. 35 using a composite method of CCSD͑T͒/CBS energies combined with the ZPE, core-valence effects, spin-orbit splitting, and relativistic corrections. Pollack et al. exceed chemical accuracy in determining enthalpies of formation for the series of n-alkanes from methane ͑CH 4 ͒ to n-octane ͑C 8 H 18 ͒, excluding heptane, via both the method of comparing atomization energies and the use of isodesmic equations. The mean absolute deviation of their seven ⌬H f values computed via atomization energies is only 0.23 kcal mol −1 . Redfern, et al. 90 have also studied the n-alkane series up to hexadecane ͑C 16 H 34 ͒ using variants of the G3 method and density functional theories. Even with the HLC, G3 and reduced-order G3 ͑G3͓MP2/CCSD͔͒ results showed an increasing deviation proportional to the size of the alkane system. However, most G3 methods still had computed enthalpies of formation with deviations within the range of ±2 kcal mol −1 . Their average absolute deviation from experiment for the seven straight alkanes is 0.43 kcal mol −1 . By comparison, the increasing deviation when utilizing B3LYP 6-311+G͑3df ,2p͒ is quite substantial, resulting in an average absolute deviation of 5.49 kcal mol −1 . For larger hydrocarbons, calculation of enthalpies of formation from atomization energies creates a significant differential in the number of unpaired carbon-atom electrons compared to paired valence electrons. With the various Gn implementations, this differential proportionally increases the magnitude of the HLC. Removal of the HLC is disastrous, as the error in computed ⌬H f values increases in the negative direction linearly and rapidly. The uncorrected G3B3 ⌬H f of methane has an absolute deviation of 7.3 kcal mol −1 , increasing to an error of 20.9 kcal mol −1 for butane. In fact, this slope of deviation from experiment is much larger than that of standard B3LYP as the alkane chain size increases! For the ccCA-aTZ and ccCA-CBS-1 methods, the signed deviation also becomes more negative as the molecular size increases. The ccCA-aTZ deviation of ⌬H f ͑CH 4 ͒ is −1.8 kcal mol −1 , increasing in magnitude to a deviation of −7.9 kcal mol −1 for hexane. With the ccCA-CBS-1 method, this increase in deviation has a smaller slope, from −1.0 kcal mol −1 for methane to −4.0 kcal mol −1 for octane. Again, the ccCA-CBS-2 technique is a vast improvement. For these alkane chains, the predicted enthalpy of formation is too small ͑giving a positive signed deviation͒, and the slope is smaller than all other methods with the deviation increasing from +0.1 kcal mol −1 with methane to +2.2 kcal mol −1 with octane. Adding the relativistic and atomic spin-orbit corrections described in Sec. IV C and IV D will act to further improve the enthalpies of formation, and the ccCA-CBS-2 mean absolute deviation of the seven straight alkane chains is 0.21 kcal mol −1 , nearly equivalent to the composite method of Pollack et al. 35 and an improvement upon the G3 variants. Figure 3 shows the deviation of ⌬H f with various approaches. While the composite method in use by Pollack et al. shows impressive accuracy, few computational research groups currently have the computational resources to perform CCSD͑T͒/aug-cc-pVQZ single-point energies for molecular systems as large or larger than n-octane. The tractability of running the CCSD͑T͒/aug-cc-pVQZ octane computations ͑run on 1400 Itanium-2 processors for 23 h to compute the triples contribution to the coupled cluster energy alone͒ 35 is questionable with mainstream technology. The most time-and disk-space consuming steps of the ccCA methods are the MP2/aug-cc-pVQZ and QCISD͑T͒/cc-pVTZ computations, which require significant but by no means extraordinary resources. On four SGI Origin MIPS R16000 processors, obtaining the ccCA energy of n-octane required nearly six days of CPU time, with the MP2/aug-cc-pVQZ step taking 45% of the CPU time, and the CCSD͑T͒/ccpVTZ step taking 46% of the CPU time. On the same SGI Origin computer, the G3B3 energy of n-octane required 12 CPU hours. For large systems, G3B3 is likely to be an order of magnitude faster than the ccCA-CBS method. However, by including the most valuable shortcuts devised by the authors of the Gn methods, i.e., DFT geometries and frequencies, and perturbation theory as the reference energy, the ccCA-CBS methods should provide chemical accuracy for a wide variety of systems that possess significant molecular size.
C. Larger systems †C"NO 2 … 4 and adamantane ‡
Lastly, we attempt to find the enthalpy of formation for two model systems where large basis set coupled cluster computations are prohibitive, tetranitromethane ͓C͑NO 2 ͒ 4 ͔ and adamantane ͑C 10 H 16 ͒. Tetranitromethane ͑TNM͒ can be used as a reagent for photonitration, for example, in syntheses of high-energy materials 91 or the heterocyclization of alkenes. 92 Early infrared 93 and electron gas diffraction studies 94, 95 showed the structure of TNM to possess S 4 point group symmetry. Theoretical studies on this molecule are scarce. The first appears to be a RHF/3-21G vibrational frequency computation supplementing a condensed phase study involving Raman spectra, 96 and most recently DFT and MP2 studies, by Vladimiroff using the 6-31G͑d͒ basis set. 97 The ccCA geometries and harmonic frequencies obtained for this molecule should not improve on the results of the study by Vladimiroff. The enthalpy of formation for TNM at 298.15 K was reported in 1933 to be 19.7± 0.5 kcal mol −1 . 98 As a molecule with more than ten nonhydrogen atoms and low Abelian point group symmetry ͑C s ͒, TNM is a good candidate to test the ccCA methods. The ccCA-CBS-1 and ccCA-CBS-2 methods predict a ⌬H f of 14.5 and 15.7 kcal mol −1 , respectively. When atomic spin-orbit splitting is added to atomization energies, ⌬H f becomes 16.4 and 17.6 kcal mol −1 . A scalar relativistic correction was obtained for C͑NO 2 ͒ 4 from a frozen-core CCSD͑T͒ wave functions using the ccpVTZ-DK ͑Ref. 99͒ basis sets and the spin-free, one-electron Douglas-Kroll-Hess ͑DKH͒ Hamiltonian.
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The Douglas-Kroll correction shifts the enthalpies of formation by +2.3 kcal mol −1 , giving final ccCA-CBS ⌬H f values of 18.7 and 19.9 kcal mol −1 , respectively. The ccCA-CBS-2 enthalpy of formation for TNM is within the experimental error bars.
In terms of the number of contracted basis functions, adamantane is the largest ccCA computation to date. The largest MP2 computations were run on our SGI Origin 3900 with four MIPS R16000 processors using 16 Gbytes of RAM. The MP2/aug-cc-pVQZ computation had 1536 basis functions and took 51 CPU hours to complete. For the ccCA methods, the limit for molecular size involves the necessary disk space required for these large MP2 computations. For example, the MP2/aug-cc-pVQZ adamantane computation used 456 Gbytes of disk space. When employing the ccCA-CBS-2 method with spin-orbit splitting, the ⌬H f value of adamantane is determined to be −32.4 kcal mol −1 . The ccCA-CBS-2 result is quite close to the experimental enthalpy of formation for adamantane ͑−31.8 kcal mol −1 ͒.
103
Relativistic effects should increase the enthalpy of formation, but even with further energy corrections, the theoretical value should be at least within 2 kcal mol −1 of experiment. Compared to DFT methods, ccCA-CBS-2 should perform very well for large organic molecules. To contrast, the computed enthalpy of formation using B3LYP/6-311+G͑3d2f ,2p͒ energies at MP2/6-31G͑d͒ geometries is off by almost 33 kcal mol −1 from the experimental value. 104 In fact, all seven of the set of DFT functionals tested in Ref. 104 , some of which are relatively new, have an error in excess of 4 kcal mol −1 for the ⌬H f value of adamantane. Clearly for large molecules, DFT is not fundamentally sound for computation of theoretical ⌬H f values without some sort of parametrization. On the contrary, the ccCA-CBS-2 method can be expected to determine enthalpies of formation within 2 kcal mol −1 of the experimental value, even for substantially large molecules.
VI. CONCLUSIONS
The Gaussian-n "high-level correction" is primarily a basis set effect, as there is a nearly uniform bias to the deviation for enthalpies of formation. Spin-orbit splitting and relativistic effects further offset these quantities in the   FIG. 3. A comparison of the deviation of enthalpies of formation ͑in kcal mol −1 ͒ for n-alkanes using Gn methods, ccCA methods, DFT, and the composite coupled cluster method of Feller and Dixon ͓CCSD͑T͔͒.
"wrong" direction, i.e., further from experiment. This results in a HLC that must not only be reparametrized for the various deficiencies in the one-and n-particle treatment of the electronic Schrödinger equation but also for smaller additive physical corrections. Upon increasing size of even wellbehaved single-reference molecular systems, basis set deficiencies in the Gn model chemistries become exacerbated relative to the component atoms of the molecule; thus the quality of computing molecular properties that compare total energies of molecules to the energies of their component atoms will deteriorate rapidly without inclusion of a HLC.
If optimized parameters such as the HLC are avoided, the accuracy of theoretical electron affinities and enthalpies of formation will improve as the reference basis set used in the composite method is enlarged. When MP2 energies obtained with the correlation consistent one-particle basis sets are extrapolated to the CBS limit as in the ccCA-CBS-1 and ccCA-CBS-2 methods, then ionization potentials, electron affinities, and proton affinities compare satisfactorily to experiment. On the other hand, the initial accuracy of enthalpies of formation is modest, but with the ccCA-CBS-2 method, the error is biased in the favorable direction such that additive corrections improve the mean average deviation. When atomic spin-orbit and approximate scalar relativistic effects are included in the total energies, the ccCA-CBS-2 average absolute deviations are 0.81 kcal mol −1 for 48 enthalpies of formation, 0.80 kcal mol −1 for 38 ionization potentials, 1.09 kcal mol −1 for 25 electron affinities, and 1.55 kcal mol −1 for 8 proton affinities. In total for the G2-1 test set, excluding the seven enthalpies of formation for silicon-containing compounds, the ccCA-CBS-2 method with relativistic and spin-orbit splitting corrections has an average absolute deviation of 0.92 kcal mol −1 . For larger organic systems, the ccCA-CBS-2 method gives the results comparable and sometimes better than those obtained with G3B3.
Enthalpies of formation for two large molecules, C͑NO 2 ͒ 4 with 13 heavy atoms and low point group symmetry and adamantane with 26 total atoms, are computed to be within 2 kcal mol −1 of experimental estimates. While a composite approach free of empirical parameters ͑i.e., the HLC͒ is of great utility, the main drawback is the higher computational cost requirements. In terms of CPU time, the computational cost of the ccCA-CBS methods are at least an order of magnitude larger than that of the G3 methods. For the ccCA methods, the primary technological limitation of tractable molecular size is disk space. Our MP2/aug-cc-pVQZ adamantane computation required almost 500 Gbytes of disk, which is a large but not extraordinary amount. Therefore, employing the ccCA-CBS methods to compute energies of molecules substantially larger than adamantane is currently possible. Computing ccCA-CBS-2 energies for medium-sized systems is reasonable with typical computational resources.
The ccCA approach provides a "black box" means to obtain the atomic and molecular energies, resulting in nearchemical accuracy for energy-related properties of most systems studied to date. Further systematic improvement planned for the approach includes modifications of secondrow basis sets, imposing state averaging on open-shell atomic computations, improving geometry optimizations and electron correlation treatments, and employing a more systematic treatment of scalar relativistic effects. All of these modifications should systematically improve the accuracy of molecular energies, especially on molecules containing second-row atoms, with little sacrifice in computational cost. These modifications are currently being explored with the larger and more diverse G3/99 training set.
