In this draft, we consider a hedging strategy concerning only the continuous parts of two asset price processes which have jumps. Two consistent estimators of the hedging strategy,ρ andρ, are presented in terms of realized bipower variation and threshold quadratic variation, respectively. Based onρ, estimators for operational risk, market risk (risk due to jumps) and total risk are investigated. It turns out that the variance ofρ enters into the bias of the operational risk estimator, whereas the variance is mainly due to jump influenced bipower estimation error. The convergence rate of the operational risk estimator (properly centralized) is O P ((Δt) 1/2 ). The convergence rate of the market risk is however O P ( (Δt) 1/4 ). Based onρ, the total risk is also studied, and it has the same convergence rate as that based on ρ. Besides the interest in financial econometrics, it is also of significance in a statistical sense when we are interested in estimating the quadratic variation of the corresponding unhedgeable residual process.
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INTRODUCTION
We consider the regression relationship between two stochastic processes Ξ t and S t , (1.1)
where Ξ t and S t are Lévy-type processes with finite activity jumps. This kind of process is widely used as an important subclass of semimartingales. It also has a wide range of applications in the financial econometrics literature. Among them, [3, 8] , and [13] are significant representatives. When Ξ t and S t are Itô processes, Mykland and Zhang [15] investigates intensively the structure of the estimation error of the quadratic variation of the residual process Z t . One of their motivations comes from risk management in financial econometrics. Suppose that S t and Ξ t are the discounted values of two securities. At each time t, a financial institution is short one unit of Ξ and at the same time hold ρ t units of security S. Z t is then the gain/loss up to time t and [Z, Z] t defined by lim max{ti+1−ti}↓0 i (Z ti+1 − Z ti ) 2 quantifies the unhedgeable part of the variation in asset Ξ in an incomplete market, when one adopts a feasible strategy ρ (regardless of the money market account units).
Under our setting of (1.1), the market is incomplete due to the presence of jumps. Then the unhedgeable risk includes two parts. One is due to jumps and the other due to possibly incomplete information of a continuous component. They are called market risk and operational risk (also known as process risk), respectively in the literature. Readers may find the motivations of risk-minimization in finance in [9] and [15] and references therein.
Since it is impossible to predict the jumps, we define the predictable hedging strategy as .2) is the best choice of regression coefficient (or trading strategy) in the sense of minimizing Z, Z T over all predictable processes, c.f. [15] . Under our circumstance, if Ξ and S are observed continuously,
where J X u is the jump size of an arbitrary process X at time u, i.e., J
is called realized volatility, c.f. [6] . In high frequency datasets, one can regard t 0 , t 1 , . . . , t n as successive observation times.
The last term on the right-hand side of (1.3) stands for the sum of cross terms of regressed jumps and unregressed jumps (JSC). It is interesting to investigate the behavior and the influence of the JSC term in risk management. From JSC, to make risk more controllable, one seeks to choose a security S with jumps as small as possible. (1.3) differs from the standard ANOVA decomposition in regular regression because ρ t concerns only the continuous part of two securities, Ξ and S. One easily argues that classical ANOVA decomposition exists if we set 
What's the error distribution?
We tend to answer Q 1 and Q 2 respectively which are of individual interest and importance in finance.
To answer Q 1 , we find that the estimator, Z, Z (n) used in Section 2 in terms of bipower variation, has the first order approximation as
The expression in (1.4) implies the separate effects of the two sources behind the asymptotics. The form of the bias depends on the structure of the estimator. The variation component comes from the bipower estimation error common for arbitrary finite activity semimartingales. This is similar to that of Mykland and Zhang [15] . The main issue which differs from the ANOVA result in Mykland and Zhang [15] is to find a way to deal with jumps contained in discrete data and those jumps also influence the variance.
To answer Q 2 , the convergence rate differs from that in Q 1 . This demonstrates that the risk due to jumps in price process is unfortunately dominant in estimation error for the quadratic variation when we expect to require that Z, Z
asymptotically proportional to each other. Putting the answers to Q 1 and Q 2 together, we get a full picture of the total estimation error for the quadratic variation of the residual process, [Z, Z] t , by implementing the estimator:
After that, we also make use of the threshold variation method to present another consistent estimator of
is studied as well.
It has the same convergence rate as that of [Z, Z] (n) t . A comparison of these two estimators is then made. This paper is organized as follows. In Section 2, the framework is set up and the estimators of ρ t are introduced. Section 3 is devoted to answering the two questions we asked before and assessing the total risk estimators, [Z, Z] 
THE SETUP

Jump diffusions
Throughout the paper, we restrict attention to the case of Ξ and S belonging to a subclass of Lévy type processes of the form:
where T 
Bipower variation, threshold quadratic variation and estimators of ρ
If the processes Ξ t and S t can be continuously observed, the strategy can be fully figured out. However the discreteness of observations leads to the need of estimating ρ t . Due to discrete observations, {Ξ ti , S ti ; 0 ≤ t i ≤ T } is the only data set available to use. Because of jumps, a natural estimator of ρ t is to use the realized bipower variation or covariation:
where
For construction of bipower variation and its principle to get rid of jumps from observations, we refer to Barndorff and Neilson [7, 8] . One technical difficulty in dealing with bipower variation is the | · | operation and no Itô formula can be used for the artificial process X, X *
t .ρ t andρ s are asymptotically independent as h → 0 when t = s from the above definition.
Another way to separate the diffusion from jumps is to use realized threshold quadratic variation or covariation:
The idea of this estimator actually comes from Lévy modulus characteristic. When max i Δt i is small enough, the increments of continuous part will be smaller than Δt i as long as < 1/2. A detailed description about threshold quadratic variation can be found in Mancini [13] and Jacod [11] . Empirical simulation shows that optimal choice of is 0.48 or 0.49, c.f. Jacod [10] .
In (2.1) and (2.2), h plays the role of a smoothing bandwidth. The larger the h, the larger the bias and the less the variance. Hence h has to be chosen to tradeoff the bias and the variance. More discussion is given after Assumption 2.1.
From (1.1), we can estimate ΔZ ti through the difference
Obviously at the sampling point t i ,
3) and (2.4) can be extended naturally to non-observation time as
Variation of observation times
Consider a partition sequence ς n = {0 = t
n k = T } which is assumed to be irregular and non-random in this paper. In the following, some regulations of variation of partition points are imposed to consider the asymptotical property of the estimation error.
→ H(t), as n → ∞, and
4.
, where the convergence is uniform in t.
G (n) (t) =:
These assumptions are quite similar to those of Mykland and Zhang [15] , except conditions 3 and 5. Actually, condition 3 is equivalent to (ii) of Assumption A in Mykland and Zhang [15] , i.e., (2.7)
as n → ∞.
In fact, condition 3 implies
which is equivalent to (2.7). Condition 5 is added technically to avoid too much bias due to bipower construction which will be seen clearly in proof of Lemma 6.1. Although we can use a smoothing bandwidth h, and there will naturally be a tradeoff between h and Δt (n) , in this paper, we will use h = O((Δt (n) ) 1/2 ). One easily concludes Assumption 2.1 includes an equidistant partition as a particular example. For ease of notation, from now on, we suppress all the script (n), upper or lower, if there isn't confusion. So throughout the following sections, we interpret Δt as Δt
i , and so on.
MAIN RESULTS
Bipower variation, estimator and estimation error of the operational risk
In this subsection, the aim is to answer Q 1 . It is of interest both in finance and statistics. In finance, we hope it can be used to control the unhedgeable risk while in statistics, it becomes the famous problem: estimating the integrated volatility (of the residual process). With respect to Q 1 , a natural estimator is introduced via realized bipower variation,
where μ 1 = 2 π . Simple algebraic arrangement leads to the following decomposition.
It turns out that the correction term is o( √ Δt). So from (3.2), the bias is caused by the estimation method and the variance is mainly due to a kind of discretization (or jump influenced bipower estimation error). The main result of this section is Theorem 3.1.
Remark 3.1. From the proof of Lemma 6.1 and Corollary 6.1, the variance ofρ u − ρ u is the main source of the bias D t . Compared with the result of Mykland and Zhang [15] , Theorem 3.1 shows another multiplier c in D t . This multiplier c is caused by bipower construction which appears also in Barndorff and Neilson [7, 8] . When there are no jumps in price processes as studied in Mykland and Zhang [15] , quadratic variation instead of bipower variation applies without appearance of c .
Remark 3.2.
The second term of the right-hand side converges to a mixture of a normal distribution and a compound Poisson distribution. When there are no jumps it is the same as obtained by Barndorff-Nielson et al. [8] . In the current paper jumps contained in price processes enter into the jumps of the limiting compound Poisson distribution as discussed in Proposition 6.2. This shows that to the second order the realized bipower variation cannot remove the influence of jumps as to the first order property (consistency) for jump diffusions.
Difference of quadratic variation and bipower variation, estimator and estimation error of the risk incurred from jumps
Since T z j ≤t (J 
The main result with respect to this estimation error is Theorem 3.2. When n is large enough,
and 
[Z, Z] t as an estimator and its estimation error
By definition,
As shown by the following result with respect to estimation error, this is a consistent estimator.
Theorem 3.3.
As n → ∞, 
[Z, Z] t as an estimator and its estimation error
In this subsection, we implementρ as the estimator of the hedging strategy, hence a natural estimator of the total
The main result in this subsection is Theorem 3.4. As n → ∞, 
EXTENSIONS
The main results in Section 3 are obtained under the assumption that the volatilities of S and Ξ are deterministic functions. In this section, stochastic volatility models for S and Ξ are considered and Theorems 3.1-3.4 are extended. Obviously,
First, we introduce some assumptions and notations used to deduce the results in this section. Assume that the spot volatility of Ξ and S are continuous Itô processes. Let The bias changes when volatilities of Ξ and S are stochastic. This is because the effects of the continuous-estimation error of the instantaneous volatilities of Ξ and S in any interval like [t−h, t] for 0 ≤ t ≤ T are not negligible compared to the normalization rate, as can be seen from comparison of (5.5) and Lemma 6.5.
Ξ, Ξ and S, S are independent of σ{F
Although volatilities become stochastic, it is still continuous. This should not affect much to the estimator of the jump risk. The following theorem shows what is expected and even the proof of it remains the same as that of Theorem 3.2 except replacing the r.h.s of corollary 6.1 by Extensions to Theorems 3.3 and 3.4 are also listed below. 
Theorem 4.2. Under Assumptions 2.1 and 4.1, Theorem 3.2 holds with the limit replaced by
T S j ≤t J S j (J Ξ j −ρ T S j J S j ) σ Z Tj σ S Tj c c * H (T S j )+ 1 3c * ρ,
Theorem 4.3. Under Assumptions 2.1 and 4.1, Theorem 3.3 holds with the limit replaced by
2 T S j ≤t J S j (J Ξ j − ρ T S j J S j ) × σ Z Tj σ S Tj c c * H (T S j ) + 1 3c * ρ, ρ Tj ξ j ,2 T S j ≤t J S j (J Ξ j −ρ T S j J S j ) σ Z Tj σ S Tj c * H (T S j )+ 1 3c * ρ, ρ Tj ξ j ,
SIMULATION STUDIES
In this section, we conduct some simulation studies to verify the consistency of the estimators of the hedge ratio ρ t and the total variation of the hedging error in the model
We generate n equally spaced discrete observations for both Ξ and S in the time interval [0, 1] from two jump-diffusion processes,
where W t is a standard Brownian motion and J t is a Poisson process with intensity λ. For illustration, two cases are considered:
1. The two processes are independent, namely, W Ξ and W S are independent, and J Ξ t and J S are independent. Hence the optimal hedge ratio is 0 according to our theoretical result.
The correlation between W
Ξ and W S is ρ and two Poisson processes are independent.
Further, we choose the bandwidth h = √ Δt/2 = 1/(2 √ n). First we use a thresholding technique to remove the jumps effects, giving an estimator of hedge ratio ρ:
where Δ i Ξ and Δ i S are the differences of two consecutive observations of Ξ and S, respectively. Secondly, we use Δ i Z = Δ i Ξ −ρ ti Δ i S to estimate the total variation of Z:
We also investigate the performance of Bipower estimators,ρ ti and Z, Z ti where we estimate the co-variation of Ξ and S by Bipower estimator: 
To find the limit it is necessary to analyze the convergence rate ofρ u to ρ u . This is described by the following lemmas.
if we can show that Ξ, S ti − Ξ, S ti and S, S ti − S, S ti are O P ((Δt) 1/4 ), which will be clear later. From now on, we concentrate on S, S ti − S, S ti , and other terms can be deduced similarly.
S, S ti − S, S ti
). Condition 5 of Assumption 2.1 ensures that (6.7) holds uniformly in i.
From (6.1), it suffices to show respectively the limit of
It turns out that Lemma 6.2. (6.5 ) and the conclusion under (6.7) simple calculation results in
(6.12) From (6.11) to (6.12), we used the fact that max i EY
, which is indicated by (6.9) and can be calculated directly as well.
Substitute (6.8) into Lemma 6.2, by interchange of summation,
Applying equations (6.1), (6.10), (6.13), (6.14) and (6.15), the following result can be obtained easily.
Propostion 6.1.
in probability, where c ≈ 2.6090.
Corollary 6.1.
where ξ u is a standard normal random variable which is independent of F Ξ F S , on which (Ξ, S) are defined.
Next, we state a CLT result of the realized bipower variation related to Remark 3.1 after Theorem 3.1. Instead of applying the CLT result directly to the residual process Z, a general form is given in terms of an arbitrary jump diffusion process X, i.e.,
where N (t) is a Poisson process with intensity λ associated with the arriving points 0 < T 1 < T 2 < · · · < ∞ and σ X u and μ
. This is of individual interest since, as far as we know, there are no such results on bipower variation of processes with jumps. Define 
in distribution, where Proof.
Since in the subgrid P J there are only finite terms almost surely, and X jumps only in the subgrid P J ,
Following the proof of Theorem 3 of Barndoff and Neilson [8] , dominant term of (6.17) converges to a zero-mean normal distribution. The only gap we have to fill in is to calculate the limiting variance because in our case the observations are not equidistant.
On the other hand, by conditioning on the counting process {N (t); t ≥ 0} and using the continuity of volatility and Brownian process,
Now we prove Theorem 3.1.
Proof. By Propositions 6.1 and 6.2, and (3.2), it remains to prove that the correction term III is asymptotically negligible. Observe that from (2.5), up to the order O P ((Δt) 5/4 ),
in distribution.
Proof of Theorem 3.4
Lemma 6.3.
Proof. Note that
, while this follows from the following estimate for realized threshold quadratic variation,
A simple calculation shows that, 
It is clearly enough to prove the result for the first term and second term, and also that 1 h ti−h≤tj <tj+1≤ti
This is a direct consequent of Theorem 2.11 of Jacod [10] . Therefore, there are no difference between our estimator and the one in Zhang [16] , which completes the proof.
Next, we turn to prove Theorem 3.4.
Proof. Simple algebraic arrangement yields, 
Proof of Theorem 4.1
In the proof of Theorem 3.1, it proceeds by first getting rid of the negligible bias of A i and the effect of B i , and then take A i as the dominant part of the estimation error of the estimator of the instantaneous volatility of the price process, S, which determines the convergence rate ofρ to ρ. The proof of Theorem 4.1 follows similar lines to that of theorem 3.1 with slight modification noting that B i does not reduce in this case.
Proof. Firstly, replace all the expectations in the proof of Theorem 3.2 by E σ , conditional expectation on both σ Ξ and σ S . Secondly, instead of using Taylor's expansion of σ S around observation times in (6.2) and (6.6) when the volatility is deterministic and continuously differentiable, the following two lemmas concerning the discrete error of S, S and S, respectively, ensure that we can go through steps (6.2) and (6.6). 
