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Abstract: Home monitoring and remote care systems aim to ultimately provide independent1
living care scenarios through non-intrusive, privacy-protecting means. Their main aim is to2
provide care through appreciating normal habits, remotely recognizing changes and acting upon3
those changes either through informing the person themselves, care providers, family members,4
medical practitioners or emergency services depending on need. Care giving can be required at5
any age, encompassing young to the globally growing aging population. A non-wearable and6
unobtrusive architecture have been developed and tested here to provide a fruitful health and7
wellbeing-monitoring framework without interfering in a user’s regular daily habits and maintaining8
privacy. This work focuses on tracking locations in an unobtrusive way, recognizing daily activities,9
which are part of maintaining a healthy/regular lifestyle. This study shows an intelligent and locally10
based edge care system (ECS) solution to identify the location of an occupant’s movement from11
daily activities using impulse radio-ultra wide band (IR-UWB) radar. A new method is proposed12
calculating the azimuth angle of a movement from the received pulse and employing radar principles13
to determine the range of that movement. Moreover, short-term fourier transform (STFT) has been14
performed to determine the frequency distribution of the occupant’s action. Therefore, STFT, azimuth15
angle, and range calculation together provide the information to understand how occupants engage16
with their environment. An experiment has been carried out for an occupant at different times of17
a day during daily household activities and recorded with time and room position. Subsequently,18
these time-frequency outcomes, along with the range and azimuth information have been employed19
to train a support vector machine (SVM) learning algorithm for recognizing indoor locations when20
the person is moving around the house where little or no movement indicates the occurrence of21
abnormalities. The implemented framework is connected with a cloud server architecture, which22
enables to act against any abnormality remotely. The proposed methodology shows very promising23
results through statistical validation and achieved over 90% testing accuracy in a real-time scenario.24
Keywords: Edge Care System; Ultra-Wide Band; Indoor Location; Movement Detection; Support25
Vector Machine26
1. Background27
Developments in life expectancy, disability awareness and the support for independent living has28
altered how users, who may require care are provided that care. Independent living with remote care29
provision and support are highly sought goals in caring for those who need it today and in the future.30
Background support enables those in need to go about their daily life knowing that help is there if31
required, giving people the confidence to go about their normal daily lives. In this context, ambient32
assisted living (AAL) is currently one of the most important research and development areas. It aims33
at applying ambient intelligence technology to enable people with varying care needs such as older34
persons to live in their preferred environment longer and safer [1][2]. ECS systems can use different35
types of sensors to monitor the movement and daily health aspects of users requiring remote care.36
These sensors can be classified into two groups; (1) sensors, which are at fixed at a particular location,37
e.g., passive infrared (PIR) sensors, vibration sensors, pressure sensors, cameras, and microphones; and38
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(2) mobile and wearable sensors, e.g., accelerometers, thermal sensors, and pulse oximeters. Sensing39
based investigations for example, received signal strength indicator (RSSI) to localize people [3][4],40
acoustic sensor to localize animals [5], and adaptive rejection sampling (ARS) for target navigation are41
gaining popularity[6].42
There are several choices of specific sensors or sensor combinations. Currently there are many43
ECS systems implementing various tasks, such as fall detection [7,8], mobile emergency response [9],44
video surveillance [10], automation [11], monitoring activities of daily living [12], and respiratory45
monitoring [13]. These attempts can increase the safety and independence for the elderly life. In46
addition, there are several protocols existing to deliver older care services, which uses multiple sensors47
with machine learning algorithms to get health status of a person and some of these systems could48
be operated remotely. Tsirmpas et. al., created an AAL system to classify various activities from the49
data generated using accelerometer. They have made profiles of activities from accelerometer data and50
classified the profiles using self-organizing map (SOM) and fuzzy C-means (FCM) algorithms [14].51
Costa et. al., constructed a care system to detect falls and health condition using multiple wearable52
devices for old people which supports mobility. The system uses a chest band, a smart shoe, and an53
accelerometer enabled smart phone simultaneously to obtain bio-signals and generates notification54
for the occurrence of any abnormalities [15]. Yao et. al., modeled another fall detection method in the55
context of AAL with the help of Kinect depth sensor (D sensor) and machine learning. The RGB video56
was collected for humans by enabling D sensor which provides the skeleton data (coordinates of joints)57
and classified using interval type-2 fuzzy-logic-based systems (IT2FLSs) to track the behaviors of58
people in home [16]. Diamantini et.al. employed a formal language approach to form a requirements59
elicitation system for AAL and an ontology of elderly’s daily behavior. The system divides the tasks60
and implements logical reasoning to support the ECS [17]. Alcalá et. al. and Lopez-de-Teruel et. al,61
created a non-intrusive ECS employing a smart meter and artificial intelligence. The model gathers62
the power consumption from houses of healthy elderly residents and analyzed appliance power63
usage probabilistically with the help of Gaussian mixture model and the Dempster-Shafer theory.64
This system creates notifications to check on a person’s condition when power consumption deviates65
from usual usage because, this deviation may indicates a change in a normal routine [18][19]. Bleda66
et. al., proposed an ECS by using smart sensory furniture (SSF). The experiment conducted in an67
elderly care home where the sensors are embedded with furniture to explore the interaction of people68
with their furniture and make a protocol for providing safety, prevention, and elderly care services.69
Specifically, this work added a middleware in their previously built infrastructure to provide an elder70
care facility [20]. Hassan et. al., assembled a cloud based hybrid approach to take care of elderly71
people. The model used several ambient sensors including CCTV videos together to analyze patient’s72
condition. Then, the data was classified using Weka machine learning tools to take decisions about73
health status and generate alerts for any abnormal pattern found from the house [21]. Barsocchi et. al.,74
presented models where abnormal situations were detected through swarm intelligence and a marker75
based indoor navigation system [22] by implementing three models CPS [23], n-Core [24], and RealTrac76
[25] evaluating AAL Systems through Competitive Benchmarking (EvAAL). Diraco et. al., created a77
prototype to monitor the health condition of older people using IR-UWB phenomenon when they were78
alone in their home. This work focused on AAL by measuring vital signs (heart rate and respiration79
rate) and fall detection. Subsequently, the data obtained from the UWB device were classified by80
supervised and unsupervised machine learning algorithms to identify unexpected and potentially81
dangerous situations [26]. Chernbumroong et. al., published work on an experiment to detect of82
Activities of Daily Livings (ADLs) of an older person via wearable, inexpensive, and non-intrusive83
wrist worn sensors. The data were classified by multi-layer perceptron (MLP), radial basis function84
(RBF) and SVM to classify the activities to aid understanding of unusual conditions [27]. Fleury et.85
al., performed experiments in health smart homes to categorize ADLs using SVM. Different classes86
such as, hygiene, toilet use, eating, resting, sleeping, communication, and dressing/undressing) were87
considered for the test [28].88
1.1. Scope89
Generally, care systems require context aware information, e.g. Indoor location, activities, and90
contact timings of a person with furniture or other object to understand the lifestyle of users through91
machine learning or manual processing. Most of the existing care systems use wearable technologies92
to obtain context-aware information from the home environment. However, wearable devices are93
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nowadays criticized for their low battery life and user dissatisfaction. Moreover, the devices face94
problems such as, coverage area, bandwidth, and integration with existing infrastructure. Smart phone95
sensors (e.g., accelerometer, received signal strength indicator (RSSI)) face a crucial disadvantage of96
the recalculation of signal strength at the time of environment changes, where cellular devices are not97
reliable because of altering signal propagation in different conditions and the fact that they might be98
left behind by the user in a single room when not in use. The systems based on non-wearable devices99
e.g., smart meters, smart furniture, and video tracking also suffer from the problems such as, cost of100
installation, maintenance and for example with smart meters, information only available every 30101
minutes or so.102
1.2. Contribution103
The health care domain requires technologies, which would be acceptable to the user, be cost104
effective in terms of overhead and data, and easily maintainable. The proposed work has chosen105
UWB as a fruitful and powerful method to accommodate drawbacks of the existing algorithms. The106
UWB radar used for the proposed work, functions as a non-intrusive biosensor detecting physiological107
movement in a noisy or multipath environment. The experimental setup has been made in a real108
home environment, which is connected via an Internet of things (IoT) platform (shown in Figure 2), it109
brings much greater intelligence and understanding to identify a person’s condition (static or dynamic)110
over time and provides an assistance route via remote access control when needed. The work is an111
extended version of [29] and [30] where, the initial work focused on to an automated UWB localization112
framework based on supervised machine learning and the second aimed to recognize vital signs113
(respiration and heart rate) during different daily activity types via UWB radar response. The proposed114
work here has extended those previous works above to an ECS improving AAL by developing115
trigonometric approach in accordance with radar principles and machine learning. This paper presents116
a new intelligent ECS mechanism via device-free passive (DfP) indoor localization [31] method where117
persons do not need to carry any devices nor join-in centralized infrastructure. In addition, it is robust118
to changes in the environment, does not need frequent manual care or reconstruction, which reduces119
huge overhead. The main contributions of this work are as follows:120
I. A pilot study has been performed in a real home environment with the presence of a person.121
Data have been collected for different types of activities via UWB radar and video surveillance (to122
ensure correlation of finding) to understand the "habitual" position through the daily activities.123
II. Radar principle has been employed to measure the range, and a new method has been proposed124
to calculate the azimuth angle or angle of arrival (AoA) from the pulse propagation delay125
in accordance with the time-stamp to identify the locations. Consequently, the experiment126
can explore the actual position of the person in different times, which would imply a normal127
movement.128
III. Subsequently, the raw data have been processed using short term fourier transform (STFT) to129
understand the frequency signature of an action. The frequency distribution of an activity along130
with the range, azimuth, and time-stamp of the movement have been labelled by the recorded131
evidence and made the ground-truth information.132
IV. Subsequently, a multi class support vector machine (MC-SVM) has been trained and tested133
including the time-stamp of the daily "habitual" positions in that indoor scenario to make the134
system automated.135
V. The proposed method has been validated via statistical metrics and is shown to achieve over136
90% accuracy.137
The remaining paper organized as follows, Section 2 focuses on the proposed methodology138
and provides details regarding the time-frequency analysis along with the classification algorithm.139
Sections 3 discusses the experimental set-up and detailed data acquisition process. In Section 4, presents140
the result obtained through frequency signature, classification and validation process. Section 5141
concludes the paper and provides the future research directions of this work.142
2. Proposed Work143
This section describes the UWB radar functionality and its transformation, which are closely144
connected; hence, they are better understood by discussing them jointly. STFT is used to characterize145
and manipulate the local section of radar scans whose statistics vary in time. Once the frequency146
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contents are determined by the STFT, the range and azimuth are calculated with the help of general147
radar principles and trigonometric comprehension of the user space. Then, the extracted information is148
fed into the SVM algorithm for automation purposes. A brief description is presented in the following149
sections.150
2.1. Short-Time Fourier Transform (STFT)151
STFT is a powerful and established time frequency analysis tool [32]. In the present work, it152
generates important and distinct types of time-frequency distribution for different locations. The153
mathematical explanation of STFT is discussed below [33],154
S(a, f ) =
∞
∑
n=−∞
s(n)u(n− a)e−j2pi f n (1)
where, S(a, f ) = frequency function, f = continuous variable denoting frequency, u(n −155
a) = window function, s(n)u(n− a) = short time section of s(n) at time a. Here, s(n) is the obtained156
from a room in presence of a person, which is sampled at f frequency with the particular interval.157
Then, the shifted frequency or window (in our case, this is a hamming window) is convoluted with the158
short term section of the signal to observe the frequency changes within a short term. Subsequently,159
the change of power in decibel (dB) has been determined using 20× log10(s(n)) for pulses where160
detection occurred to observe the change of power with respect to frequency for a human action.161
2.2. Range and Azimuth Angle162
The range [34] of the target, R is determined by the round trip time of the received waveform.163
Therefore, the range of the moving objects are evaluated using R = c4T2 by measuring the time delay164
where, c = 2.9× 108 meter/seconds is the velocity of light, and 4T is the time delay in seconds.165
Moreover, the angle of the moving object with the radar vision (azimuth) is determined using a166
trigonometric function and the radial plane.167
Figure 1 displays the azimuth angle calculation to determine the position or orientation of moving
body parts towards the radar. The spherical system measures the azimuth angle clockwise direction
from the exact north of the receiver and is denoted by φ. The moving body part is deviated at φ,
where the travelled distances are XY and XW in propagation delay t1, t2. Therefore, the change of the
distance is (XY− XW) = YZ at the change of the time (t1 − t2) = ∆t. The object is deviated from the
exact north of the receiver. Now, YZ is approximately equivalent to the arc YW is created by the object
at angle φ. Therefore, φ is calculated from the radian measure, and equivalent degree conversion is
denoted in (2),
φ =
YZ× 360◦
XY× 2pi (2)
X Y
W
Z
j
Figure 1. The geometry of azimuth angle.
168
2.3. Crammer and Singer’s MC-SVM169
Here, the UWB localization data is considered as a multi-class categorization case. Therefore, the
extracted features are fed into a Crammer and Singers MC-SVM, where a set of labelled training pattern
is represented by (x1, y1), ..., (xl , yl) of cardinality l, where xi ∈ Rd and yi ∈ {1, ..., k}, w ∈ Rd is the
weight vector, C ∈ R+ is the regularization constant, and ϕ is mapping function which projects training
pattern into a suitable feature space H that allows for nonlinear decision surfaces. Crammer and
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Singer [35,36] proposed a SVM with multi categorization ability by solving the quadratic optimization
problem as follows:
min
wm∈H,ξ∈Rl
1
2
k
∑
m=1
wTmwm + C
l
∑
i=1
ξi
subject to wTyi ϕ(xi)− wTt ϕ(xi) ≥ 1− δyi ,t − ξi
i = 1, ..., l ; t ∈ 1, ..., k
(3)
where, {δi,j, j} is the Kronecker delta, defined as 1 for i = j and as 0 otherwise. The resulting decision
function is defined as,
argmaxm fm(x) = argmaxmw
T
mϕ(x) (4)
Note that the constraints ξi ≥ 0, i = 1, ..., l, are implicitly indicated in the margin constraints of (3) when170
t equals yi. In addition, (3) focuses on classification rule (4) without any bias terms. A nonzero bias171
term can be easily modelled by adding an additional constant feature to each x. Therefore, different172
categories of data are classified by solving this decision function and the results are analysed in the173
following section.174
2.4. Performance Metrics175
Performance rates of the proposed method has been statistically analyzed. Well-established176
statistical metrics are used to evaluate the proposed localization algorithm: accuracy, sensitivity,177
specificity, positive predictive value (PPV), negative predictive value (NPV), and computation time178
all have been measured [37]. Sensitivity and specificity describe the ability of the proposed work179
to precisely recognize the room locations with activities at a given time. PPV and NPV signify the180
probability for correct identification by the system. The average of these metrics is considered in the181
Section 4 to justify the performance of the proposed work.182
VPN Server UWB Location
Pattern Analysis
H
om
e Network
Sm
art Sensor
for Appliances
UW
B
 Radar
Sensor
H
VAC
Sensor
User
Interface
Internet
Cloud Databases
Internet Internet
.
Figure 2. The secure cloud server and minimal IoT architecture refers to the components of the
system embedded within the house comprising a UWB data collection front end, storage and the post
processing stages to understand home environment
A pseudo code has been included in Algorithm 1 to discuss the generalization of the proposed183
prototype. The ranging and communications module (RCM) and the monostatic radar module (MRM)184
have been configured to start taking data using the settings of Table 1. This RCM and MRM module185
is connected with the network as shown in Figure 2. The module employs a graphical user interface186
(GUI) to collect the data. Then, an occupant person has performed a number of normal household187
tasks and the scan data have been gathered through the radar GUI.188
The observation time has been noted along with the locations (living room, kitchen, etc.) during189
that period via simultaneous video for reference. The data file of each scan has been labelled by the190
noted information for further transformation and classification. The range and azimuth have been191
determined using (algorithm 1, line numbers 11 and 12). The module follows two way time-of-flight192
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(TW-TOF) mechanism and a number of data points, where the first 5 nanoseconds contain jitter due to193
the direct path interference between the transmitter and receiver antennas. Thus, data points prior194
to 5 nanoseconds have been filtered out from each radar scan during STFT conversion (algorithm195
1, line number 13). The range, azimuth angle, and frequency values have been then used as final196
features (algorithm 1 line number 18). Next, the data have been randomly partitioned for training197
and testing. The training dataset has been employed to train the MC-SVM classifier (algorithm 1, line198
number 21), and testing dataset to predict the location with activity. The outcomes have been validated199
(Algorithm 1, line number 24) by statistical measures. Subsequent to the training of MC-SVM and once200
a satisfied performance achieved, only the first and third phases are iterated automatically for location201
and activity prediction from real life data.202
Algorithm 1 Pseudo code of proposed method
Require: Con f igure radar module (using Table 1)
Require: Scan data f rom RCM & MRM module
Require: Location in f o o f data collection
1: First Phase:
2: Total number o f scans = NoS
3: Number o f datapoints per scan = DPS
4: Range o f detection = R
5: Previously measured range, Rp = 0
6: Azimuth or AoA o f detection = φ
7: Propagation delay in detection = ∆T
8: Number o f datapoints within f irst 5 ns = p
9: Make groundtruth o f scan data
10: for all scan = 1 to NoS do
11: Calculate R (described in Section 4.2)
12: Calculate φ (using Eq. 2)
13: for all datapoints = (1 + p) to DPS do
14: Trans f orm datapoints by STFT (using Eq. 1)
15: end for
16: Rp = R
17: end for
18: Return, Frequency distributions, ranges R, azimuths φ ≡ Labelled f eatures
19: Second Phase:
20: Make training & testing dataset
21: Train MC− SVM (using Eq. 3 & 4)
22: Third Phase:
23: Test MC− SVM model by testing dataset
24: Validate results by metrics (described in Section 4.4)
3. Experimental Setup203
The previously outlined experiment has been carried out on the ground floor area of a204
semi-detached house located in Essex, UK, where the house is connected with several open source205
IoT devices such as, smart and legacy appliances, sensor nodes, UWB platforms, user interface and206
smart thermostat devices, etc based on previous work presented [38]. Here, only the UWB platform is207
considered for this work. The ground floor plan, shown in Figure 2, comprises four rooms: living room,208
kitchen, dining room, and a bathroom. The single monostatic UWB device is fixed towards the back209
corner of the living room. The data is accumulated with the presence and absence of a single person210
where the remainder of the environment is assumed static. The data are then collected and stored211
into a cloud database through middleware server architecture [39]. Later, the data are pre-processed,212
analysed, and transformed by a STFT and used to train the MC-SVM about the location information of213
the ground floor. Hence, the trained prototype could predict location of the future activities.214
A Time Domains PulsON 410 (P410) UWB hardware module (shown in Figure 3) is used for the215
data acquisition purposes. It is a short-range radar with 1.4 GHz of Radio Frequency (RF) bandwidth.216
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Figure 3. P410 device and associated peripheral hardware.
This P410 commercial radar module, embedded with in-house developed software was connected217
to a Raspberry-Pi (RPi) for storing the time stamped radar data. The data have been analyzed and218
classified offline to compare with ground truth information and correlate the findings. The module219
transmits at an RF centred frequency of 4.3 GHz with a bandwidth of 2.2 GHz, which follows the220
Federal Communications Commission (FCC) restrictions [40]. The parameters considered for this221
experiment are included in Table 1. The pulse integration index (PII) is configured to 12, which is able222
to integrate 212 = 4096 pulses for a symbol and can provide improved signal to noise ratio (SNR). This223
device produces base-band pulses of very short duration [41] and transmits pulses at very safe RF224
levels (-44 dBm/MHz). With appropriate design and signal processing, it can additionally behave225
as a biosensor and has the added wireless advantage of being able to penetrate through different226
materials or obstacles so has multiple room effectiveness. In our case, the finite impulse response227
(FIR) filter is used for the device settings. A 4-tap difference FIR filter has been implemented by228
convolution for each pulsed wave on each bin where the device takes the first 100 pulsed waves to229
adjust the filter coefficients and accommodate the background noise. Thus, a 100 data point moving230
box has been determined by taking each data point from the waves and calculating their average and231
standard deviation. A detection has been reported by the device when it finds new data with greater232
average and standard deviation. It has the TW-TOF ranging mechanism that provides precise position233
information within the short communication range. The single monopole antenna of the radar device234
set up employs 65 ns TW-TOF which provides an 8m path radius in all directions. The first 5 ns of the235
waveform contains jitter because of the direct path interference between the transmitter and receiver236
antennas. The scan interval is set to 25000 µs and scans are requested after each interval. The device237
has a sampling frequency of 16.39 GHz, and a pulse repetition interval (PRI) of approximately 100238
ns. The radar performs a scan after each scan interval, which is a function of integration rate and239
size of scan window. The experiment is carried out using Matlab R2017a tool on an IntelR CoreTM i7240
processor @ 3.60 GHz running Windows 7 Enterprise 64-bit operating system with a 7856 MB NVIDIA241
graphics processing unit (GPU).242
Table 1. Parameter setting for the monostatic UWB radar module.
Parameter Values
Center frequency 4.3 GHz
Frequency range 3.1 GHz to 5.3 GHz
PII 12
Sampling frequency 16.39 GHz
PRI approximately 100 ns
Scan time interval 25000 µs
Transmit gain -12.64 dBm
Radar area coverage upto 10 meter
Number of antennas 2 [Tx and Rx]
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4. Result Analysis243
Within the home environment under test, nine distinct activities have been considered to identify244
locations and frequency. This experiment was carried out without local information, but a diary245
and webcam were used to align outputs post processing to confirm the UWB radar and MC-SVM246
experimental findings. A single day is considered here to carry out the experiment. There are nine247
types of radar events processed to represent typical daily household works to be considered for this248
offline classification task. These nine types of radar events are transformed through STFT to determine249
the frequency and phase content of scan local sections which varies over time. Figure 4 to 12 describe250
these events in terms of propagation delay or fast time and frequency over the local sections of a pulsed251
wave. The propagation delay, or fast time in the current settings, is 65 ns where first 5 ns contain jitter252
thus, the pulse can travel (2.99×10
8 m/s)×60 ns
2 = 8.97 m with the 60 ns delay. Practically, the radar covers253
8 m with this fast time. Moreover, the distance calculation from the micro Doppler signature for each254
case is shown in Figures 13a to 13i for better understanding of the scenarios. For each situation, 100255
received scans are plotted and color is mapped for visualization where, the highest activity levels have256
the strongest reds (plumping cushions is red color, sitting still and watching TV is blue color). The257
slow time or PRI (stated in Table 1) between two pulse is approximately 100 ns thus, total 100× 102 ns258
of slow time have been labelled in y−axis and 8 m of distance has been marked in the x−axis.259
(a) Time and Frequency (b) Frequency and Power
Figure 4. The relationship between propagation delay, activity frequency, and received power from the
radar responses obtained while the person is present in the kitchen space has been considered as C1 in
classification phase.
(a) Time and Frequency (b) Frequency and Power
Figure 5. The relationship between propagation delay, activity frequency, and received power from
the radar responses obtained while the person is plumping cushion has been considered as C2 in
classification phase.
Figure 4 shows the results when the person is occupying the kitchen space. Figure 4a shows the260
frequency content of the scans with respect to the time of arrival (ToA), where the frequencies reached261
4.7 Hz during movements in that space. The actual position of the person is shown in Figure 13a which262
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is approximately 7 meters from the radar with an azimuth of 221◦ agreeing with the kitchen floor plan.263
Figure 4b shows the energy spectrum of that situation.264
Subsequently the person entered in living room after leaving the kitchen. Figure 5 represents265
the results from the entry and movements in the living room. The participant is asked to carry out266
typical actions such as, sweeping, dusting, etc. Plumping the cushions for example has the highest267
frequencies of around 6.2 Hz, where other works (dusting) repeatedly have the frequencies under 4268
Hz, as shown in Figure 5a. The energy spectrum in Figure 5b displays the power approximately equal269
to 10 dB. The 2D image plot Figure 13b, shows the frequency contents of these scans with a distance270
map, where the red color area indicates the position of the person approximately 6.5-7 meters away271
from the radar with an azimuth angle of 268◦.272
(a) Time and Frequency (b) Frequency and Power
Figure 6. The relationship between propagation delay, activity frequency, and received power from the
radar responses obtained while the person is using microwave in the kitchen has been considered as
C3 in classification phase.
Subsequently, the participant entered the kitchen again from the living room via the dining room273
and began to use the microwave oven; indicated in Figure 6. The received frequencies are up to 5.6 Hz274
in this case. The distance and azimuth angle are determined through the time vs frequency analysis of275
Figure 6a. The color map shows that the person is moving between 3-7.2 meters over that time period276
with different azimuths when the corresponding energy expenditure is approximately 18 dB (shown277
in Figure 6b).278
(a) Time and Frequency (b) Frequency and Power
Figure 7. The relationship between propagation delay, activity frequency, and received power from
the radar responses obtained while the person is eating at dinning has been considered as C4 in
classification phase.
After finishing in the kitchen, the person moved to the dining area to eat at the dining table, where279
the movements are indicated by peaks in Figure 7a and corresponding energy spectrum is shown in280
Figure 7b. It is reflected in the Figure 13d, that the movements of the person have the frequency up to281
3.9 Hz, but the position and azimuths are approximately the same when the time has changed.282
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After finishing eating, the person went to kitchen for washing up ppliances. The transformation283
of scans is shown in Figure 8. Figure 8a represents the time and frequency analysis of the waveforms284
when the person is washing at the sink. The distance between the person and the radar is roughly 6285
meters at that time (shown in Figure 13e) with an angle of 225◦ from the north face of the radar. The286
corresponding energy is displayed Figure 8b is 19 dB. Further work is ongoing to identify the actual287
signature of washing up and eating and this would have a dramatic impact on the area of assistive288
living and monitoring.289
(a) Time and Frequency (b) Frequency and Power
Figure 8. The relationship between propagation delay, activity frequency, and received power from the
radar responses obtained while the person is washing bowl at kitchen has been considered as C5 in
classification phase.
Following that, the person moved to the living room from the kitchen and started watching290
television while sitting on the sofa. The radar events are specified in Figure 9. Here, the frequency291
responses of below 0-2.5 Hz due to lack of movement at the time of watching television. Sudden292
movements (e.g. Retrieving the remote control) occur during that testing time results frequency293
contents between 2.5-5 Hz (shown in Figure 9a) are also observed. Figure 13f shows the position of the294
person is between 3.5-7 meters.295
(a) Time and Frequency (b) Frequency and Power
Figure 9. The relationship between propagation delay, activity frequency, and received power from the
radar responses obtained while the person is watching television at living room has been considered as
C6 in classification phase.
After a while, the person left the living room and moved through the hallway entrance towards296
the bathroom. The transformation of scans and their peaks of the Figure 10a indicates the walking297
frequency of the person around the house at that time with a different azimuth. Figure 13g represents298
the frequency with respect to distance.299
In the next scenario, the person went to the bathroom for brushing teeth. The received scan300
responses are analyzed and plotted in Figure 11a. The person is roughly 6-7 meters (shown in301
Figure 13h) from the radar with an azimuth angle of 315◦.302
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(a) Time and Frequency (b) Frequency and Power
Figure 10. The relationship between propagation delay, activity frequency, and received power from
the radar responses obtained while the person is walking from the kitchen through to the dining room
and hallway entrance to living room has been considered as C7 in classification phase.
(a) Time and Frequency (b) Frequency and Power
Figure 11. The relationship between propagation delay, activity frequency, and received power from
the radar responses obtained while the person is brushing teeth at bathroom has been considered as C8
in classification phase.
Finally, the person moved through the corridor from bathroom to the living room, and the radar303
responses are analyzed to extract the frequency contents for that, shown in Figure 12a. At that time,304
the distance of the person from the radar is approximately 7 meters. Comparatively high frequencies305
are shown in the frequency and distance plot of Figure 13i.306
(a) Time and Frequency (b) Frequency and Power
Figure 12. The relationship between propagation delay, activity frequency, and received power from
the radar responses obtained while the person is returning from bathroom to living room has been
considered as C9 in classification phase.
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(a) Person occupying kitchen space
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(b) Person is plumping cushion
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(c) Using microwave in kitchen
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(d) Eating at dining table
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(e) Washing bowl at kitchen sink
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(f) Watching TV in the living room
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(g) Walking via kitchen to bathroom
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(h) Brushing teeth in the bathroom
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(i) Returning through the same way
Figure 13. Distance and frequency mapping to agree the floor plan for different categorical events.
Each of the raw scans contains 1152 amplitudes. Pre-processed and transformed scans contain307
frequency variations of the respective actions with 1064 data points assuming no jitter. Physically308
these frequencies represent different actions within 8 meters which, needs 65 ns of TW-TOF, as shown309
in Figures 4 to 13. Subsequently, these scans have been transformed to create the feature vectors to310
train the chosen supervised machine learning (ML) method. The nine categories which have been311
considered for supervised ML are included in Table 2. Each of these events have been represented by312
range, azimuth, and frequency of the action and considered the combination as features for the ML313
phase. 355 frequency data points have been extracted after STFT and determined range, azimuth for314
each of these frequencies. The feature vectors aims to represent an event with its frequency, distance315
(range) from the radar, and AoA of the pulses. Thus, 355× 3 = 1065 length of feature vector has been316
formed from each radar pulsed scan to describe an event. Thus, the final feature vector from each scan317
has been considered as f1... f1065.318
The data prior to ML technique selection, have been visualized in Figure 14. It demonstrates a319
two dimensional representation of the feature vector, where only first two features ( f1 and f2) have320
been plotted. Physically these two features demonstrate frequency variation of an activity at distances321
of 0.0091 meters and 0.0183 meters. The x and y axis of Figure 14 have been labelled for better322
understanding. It has been found that the data is distributed in a way which cannot be classified323
by any linear functioned ML. Therefore, the MC-SVM with quadratic kernel has been chosen which324
provides a non-linear decision boundary for classification which has been found to work very well for325
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Table 2. The categories, description, and the features used for event classification by SVM.
Class name Class description Feature description
C1 The person is moving in the kitchen area. The feature vectors have
been made by
concatenating range,
azimuth, and
corresponding frequency
obtained from STFT.
Therefore, 1065 features
have been concatenated for
one feature vector where,
355 features have been
derived to represent each
frequency, range, and
azimuth.
C2 The person is plumping cushions in theliving room.
C3 The person is using the microwavein the kitchen.
C4 The person is eating at the dining table.
C5 The person is washing up at the kitchen sink.
C6 The person is watching television inthe living room.
C7
The person is walking from the kitchen to the
bathroom via dining room, entrance,
and living room.
C8 The person is brushing teeth in thebathroom.
C9 The person is returning via the same pathdescribed in C7.
the situation under investigation. The data have been classified by MC-SVM and outcomes illustrate326
its capability to predict the locations. The categories C1 to C9 have been described earlier (in Section 4.327
The 2D plot shows the feature values are very close to each other for some cases, although they belong328
to different class.329
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Figure 14. Scatter plot of categorical UWB localization data.
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This imbalanced data distribution makes the classification task difficult for some categories, which330
is reflected in the confusion matrix later. The data have been randomly partitioned into the training331
and testing sets. The amount of training data has been altered from 10% to 40%, when testing data332
amount is 90% to 60%. Each time, the algorithm has been trained by these percentages, tested and333
validated by the remaining data. The prediction results have been validated by statistical metrics and334
entered in Table 3. The averages are taken for each metric and listed here. It shows that the proposed335
predictive model provided the highest testing correction rate of 0.9047 (marked in bold) and lowest336
error rate of 0.0953 for the 30% percent training data level.337
Table 3. Classification result of the proposed method.
Statistical Measurements 10% 20% 30% 40%
Correct Rate 0.8932 0.8946 0.9047 0.8963
Error Rate 0.1068 0.1054 0.0953 0.1037
Sensitivity 0.8995 0.9037 0.9038 0.9010
Specificity 0.9949 0.9951 0.9941 0.9948
Positive Predictive Value 0.9721 0.9735 0.9695 0.9705
Negative Predictive Value 0.9803 0.9812 0.9805 0.9815
Area Under the Curve 0.6087 0.6183 0.6245 0.6195
Time elapsed (in Seconds) 3.6148 3.1795 3.0573 2.5555
The testing correction rate increased from 0.8932 to 0.9047 for 10% to 30% training data. The338
amount of training data was increased with the expectation that accuracy would increase. However,339
with the 40% training data, the algorithm has over-fitted due to the high dimensionality of the feature340
vectors, resulting testing accuracy reduced to 0.8963 and the error rate increased to 0.1037. The341
objective of the proposed method is to fit the model with the dataset so that it could make valid342
predictions on new data. Therefore, the performance of the proposed algorithm at 30% training data is343
considered as the optimal performance of the model. Other evaluation parameters are also determined344
to support the robustness of the model. In this case (30% training and 70% testing data), sensitivity345
0.9038 of the proposed model indicates the probability of correctly identifying the location of the346
person. Additionally, specificity of 0.9941 tells the probability of the system to recognize the scenario347
accurately when there are no activities happen in a room. The positive predictive value (PPV) of 0.9695348
signifies the probability that the system gives positive results regarding a person’s location from a349
specific activity, and the true occupancy of the person, and also the negative predictive value (NPV)350
of 0.9805 points out the probability that system gives a negative result (not in the room) about the351
person’s location and it is true.352
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Figure 15. Confusion Matrix.
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Confusion matrices are observed for further analysis. Figure 15 shows the confusion matrix for353
learning outcomes when the highest accuracy is achieved (with 30% training and 70% testing data).354
The classifier has performed very well in case of Classes - 1, 2, 3, 6, 7, and 8. These classes (defined355
previously) actually represent typical activities in a home environment. These data have been gathered356
from the places where signal attenuation was lower and well within the 8 m radius. Therefore, the357
locations have been successfully predicted by the MC-SVM for these cases. In addition, the number of358
false predictions is very low for these categories. The results reveal that, most of the misclassification359
occurred in case of Classes - 4, 5 and 9. Dining and kitchen area related signatures are considered as360
Classes - 4 and 5. These two locations are furthest from the single device, beyond thick walls and are361
physically contained within the one room space, where the radar suffers a low SNR for detection. This362
explains the (10+84+1+5) = 100 misidentifications that occurred here.363
In the case of the kitchen (Class - 5), the total number of misclassifications are (15 + 75 + 15 + 4) =364
109, because of the lower SNR and potential multipath confusion that has occurred here. The classifier365
also became confused in case of Class - 9, which considers the walking signature from the bathroom to366
the living room via the kitchen, dining and hallway entrances, with (8 + 1 + 28 + 53) = 90 incorrect367
predictions in this case. In some cases, though the azimuths are different, the frequency content of368
an activity and distances from the radar are the same, which also leads to the incorrect placement369
prediction. This work is now considering directional antennas to improve the SNR and reach; and also370
the implementation of more than one radar device to improve signal levels and accuracy within the371
real home under investigation.372
Table 4. Comparison of outcomes with other state-of-art methods
Methods Accuracy Specificity Sensitivity
Yao et. al. [16] 0.7843 - -
Lopez-de-Teruel et al. [19] 0.9000 0.9300 0.8000
Barsocchi et al. - CPS [22][23] 0.9120 0.6860 0.7770
Barsocchi et al.- n-Core [22][24] 0.9060 0.6600 0.7950
Barsocchi et al.- RealTrac [22][25] 0.8950 0.6230 0.7950
Diraco et. al. [26] - 0.8015 0.8727
Chernbumroong et. al. [27] 0.9023 0.9043 0.9022
Fleury et. al. [28] 0.8620 - -
Proposed prototype 0.9047 0.9941 0.9038
4.1. Comparison373
The performance of the proposed model has been compared with recent, similarly aiming works374
in the field in Table 4. Usually, performance analysis is done via accuracy, specificity or precision,375
and sensitivity or recall. Thus, these three metrics have been used to create informed comparisons.376
Yao et. al. [16], Diraco et. al. [26], and Fleury et. al. [28] have implemented either accuracy or377
sensitivity-specificity. Barsocchi et al. [22] have chosen three best performing localization based AAL378
namely CPS [23], n-Core [24], and RealTrac [25] from EvAAL to assess their performance. Thus, the379
performance of these three systems have been provided in Table 4. The performance metrics of the380
proposed work have been marked in bold font. Barsocchi et al.-CPS [22][23] has achieved best accuracy381
of 0.9120 (≡ 91.20%) where Yao et. al. [16] achieved lowest accuracy of 0.7843 (≡ 78.83%) among other382
methods listed here. Yao et. al. [16] has also performed the work for more than one subject at a time383
and achieved better accuracy but, the works compared here focused to help or provide assistance per384
person, thus, the performance to assist a single person has been considered from the model of Yao et. al.385
[16]. Though, accuracy, specificity, and sensitivity are popular and established metrics, accuracy cannot386
uniquely quantify a model’s performance because of its consideration of all predictions (including true387
positive and true negative). Thus, the high accuracy sometimes misleads the performance analysis388
which is reflected in case of Barsocchi et al.-CPS [22][23]. The method has not achieved high precision389
and recall indicating the low positive predictions (true positives) and low positive predictions among390
each class. The proposed work has attained highest specificity of 0.9941 (≡ 99.41%) and sensitivity of391
0.9038 (≡ 90.38%) signifying the preciseness and completeness of the proposed model. The models392
Barsocchi et al. - CPS [22][23], Barsocchi et al.- n-Core [22][24], and Barsocchi et al.- RealTrac [22][25]393
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have attained high accuracy but low specificity and sensitivity indicating an imbalance in performance394
for different scenarios. Chernbumroong et. al. [27] have reached to steady performance in terms of all395
three metrics. In other referenced Lopez-de-Teruel et al. [19], Diraco et. al. [26], and Fleury et. al. [28]396
has resulted either a high accuracy or low specificity-sensitivity or vice versa whereas, the proposed397
work has attained a stable performance in terms of all three metrics and can be therefore be considered398
as a trusted well-performing intelligent AAL model.399
4.2. Discussion400
The proposed ECS prototype intends to observe and track the daily living as well as the working401
environment to provide safe, active, and independent life those involved. Usually, the context402
aware models are restricted for two reasons and require significant advancement; requirements403
of infrastructure and unwillingness to accept assistive systems. The proposed work has been built404
by considering these two reasons. The proposed model has used a single non-intrusive IR-UWB405
biosensor device for monitoring purpose whereas, the existing works need to employ wearable device406
for each person or time-of-flight cameras which cannot work in non-line of sight condition, as well407
been seen to invade user privacy and security. The device has a resolution of 9.15 mm thus, two408
movements separated by 9.15 mm can be identified in the floor plane with the help of the range409
and derived azimuth measurement. Therefore, the identification of an exact location of movement is410
possible whereas, the existing works using RSSI, accelerometers, or wearable device to understand the411
location. This whole architecture is connected with a secure cloud server mechanism to understand412
home condition remotely where, the SVM algorithm has been trained to discover different type of413
movements for household activities. It has attained better performance (accuracy ≡ 90.47%, specificity414
≡ 99.41%, and sensitivity ≡ 90.38%) than other state-of-art works to understand and notify in home415
condition. Subsequently, no movement for a given time, twitching, jerking, body shaking unusually416
would provide new patterns to the system could generate notifications for the attention of caregivers.417
The IR-UWB device has PRI (lsited in Table 1) of 100 ns which means each pulse will repeat after 100418
ns, the scan interval (lsited in Table 1) of 25000 µs, the range is being updated after every 132 ms (in the419
current settings, PII=12), and the system takes 3.2 ms to process each scan. Therefore, its takes 160.20420
ms to reflect some movement or no-movement in the model. Thus, any decision regarding abnormal421
occurrences can be taken within this interval. The radar has been fixed to position therefore, it doesn’t422
need to be carried or considered after deployment which would be easy to accept the system and423
obtain true behaviour marking for the user since they can effectively forget they are being monitored.424
Therefore, the ECS model would be a trusted, well performing, and intelligent solution for home425
monitoring.426
5. Conclusion and Future Work427
An intelligent ECS system employing a UWB radar module with single transmitter and receiver428
augmented by machine learning approach has been proposed in the context of AAL. This work is429
theoretically and practically tested. The salient feature of the research is to recognize the locations of an430
elder person in home from the daily activities. This concept could be employed in AAL applications to431
improve wellbeing and self-reliance, with non-intrusive assistance embedded to identify falls, changes432
in daily behavior, etc. that could pinpoint problems early on such a loneliness, expression, dementia433
and inactivity.434
Users can be tracked remotely using their UWB micro-Doppler signature in home environment435
without hampering their privacy and comfort. For this purpose, the proposed model has to be trained436
by the common daily actions with their time stamps. Apart from this, the presented work has some437
limitations: (i) only one UWB radar device is considered for the data collection in this case. Hence,438
beyond 10 meters of coverage, signal strength at some positions in the furthest rooms, the kitchen and439
dining become low and results in misclassification or misidentification of some positions. Additional440
devices can be used, and the same location awareness system be employed or directional antennas will441
be investigated for improved SNR. (ii) Detection of low frequencies are difficult when employing STFT,442
whereas short pulses are difficult to be localized in time with long windows. In addition, the fixed size443
window length for convolution is not always appropriate. These restrictions will be overcome in the444
future work. Improvements in resolution and ranging information for each room will be investigated,445
also the week and month data will be considered to improve long-term performance. The continuous446
wavelet transform (CWT) will also be examined for better time-frequency analysis447
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