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Air quality models which are nowadays used for a wide range of scopes (i.e. assessment, forecast,
planning) see their intrinsic complexity progressively increasing as better knowledge of the atmospheric
chemistry processes is gained. As a result of this increased complexity potential non-linearities are
implicitly and/or explicitly incorporated in the system. These non-linearities represent a key and chal-
lenging aspect of air quality modeling, especially to assess the robustness of the model responses. In this
work the importance of non-linear effects in air quality modeling is quantiﬁed, especially as a function of
time averaging. A methodology is proposed to decompose the concentration change resulting from an
emission reduction over a given domain into its linear and non-linear contributions for each precursor as
well as in the contribution resulting from the interactions among precursors. Simulations with the
LOTOS-EUROS model have been performed by TNO over three regional geographical areas in Europe for
this analysis. In all three regions the non-linear effects for PM10 and PM2.5 are shown to be relatively
minor for yearly and monthly averages whereas they become signiﬁcant for daily average values. For
Ozone non-linearities become important already for monthly averages in some regions. An approach
which explicitly deals with monthly variations seems therefore more appropriate for O3. In general non-
linearities are more important at locations where concentrations are the lowest, i.e. at urban locations for
O3 and at rural locations for PM10 and PM2.5. Finally the impact of spatial resolution (tested by comparing
coarse and ﬁne resolution simulations) on the degree of non-linearity has been shown to be minor as
well. The conclusions developed here are model dependent and runs should be repeated with the
particular model of interest but the proposed methodology allows with a limited number of runs to
identify where efforts should be focused in order to include the relevant terms into a simpliﬁed surrogate
model for integrated assessment purposes.
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Air quality models are nowadays used for awide range of scopes
(i.e. assessment, forecast, planning) and see their intrinsicP. Thunis).
Ltd. This is an open access article ucomplexity progressively increasing as better knowledge of the
atmospheric chemistry processes is gained and introduced in the
model. While some decades ago models were mostly used to
reproduce the ozone daily (or episodic) behavior their capabilities
have now been extended and the samemodels are currently able to
simulate the behavior of both gas- and particulate-phase com-
pounds over extended time periods covering one or more yearsnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
P. Thunis et al. / Atmospheric Environment 103 (2015) 263e275264(e.g. Chemel et al., 2014; van Loon et al., 2007, Zhang et al., 2014;
Pay et al., 2010).
Thanks to these improvements, models now describe and
simulate a more extended range of atmospheric processes. One of
the side effects of this extended model capabilities is the implicit
and explicit incorporation of non-linearities in the system. Indeed
non-linear processes are included explicitly (e.g. chemistry) but
interactions with pre-existing processes (e.g. feedback mechanism
between meteorology and chemistry in on-line coupled models)
can potentially occur as well and lead to implicit non-linearities.
These non-linearities represent a key and challenging aspect of
air quality modeling, especially when these models are used as a
basis to provide information to policy makers.
One of the most useful applications of air quality models is
indeed their possible use to assess the impact of emission abate-
ment measures on air quality. This can be performed in a “scenario
mode”, where the model is used to simulate both a base-case and
an emission reduction scenario. Differences between the two can
then be interpreted to deliver insight on the potential of selected
emission reduction measures on air quality. This methodology can
be used in practice to assess the impact of emission abatement
measures at different temporal scales, ranging from few days to
extended period of time covering one or more years (Cuvelier et al.,
2007; Derwent et al., 2014). In all cases, it is crucial to know if the
most efﬁcient options (or emission reductions) resulting from the
application of the air quality model are robust or not, i.e. if the
model responses remain stable across the possible levels of emis-
sion reductions, and especially for levels of emission reductions
which have not been explicitly tested, or for levels lying in between
two tested levels of reduction. This is where non-linearities can
potentially enter into play. Hence, information on the validity range
of a linear assumption is important to save calculation effort when
an optimal abatement scenario has to be determined.
In more complex integrated assessment modeling frameworks,
where an optimized process is implemented to balance the costs
and beneﬁts of each possible abatement action to deliver the most
efﬁcient strategy (Amann et al., 2011; Carnevale et al., 2012a), air
quality models provide the link between emissions and concen-
trations in each location of the domain of interest. But despite a
considerable increase in terms of computer power, these air quality
models cannot yet be run in real time within these integrated
assessment framework and simplifying assumptions need to be
made to cope with the lack of computer resources. Air quality
models are generally run a priori over a set of well-deﬁned emis-
sion scenarios which are then used as a basis to construct a
simpliﬁed model, usually referred to as a source receptor (or sur-
rogate) model. Different simplifying assumptions can be made to
construct this source-receptor model, each characterized by a
certain level of non-linearity (Carnevale et al., 2012b). While non-
linearities have been shown to be signiﬁcant in air quality
modeling at the hourly or daily time scales (Li et al., 2014), it is not
straightforward at the yearly or seasonal time scales at which most
of these more complex air-quality integrated assessment models
operate.
The objective of this work is to investigate the degree of non
linearity of the model responses to emission reductions and to
assess how these non-linearities depend on the time-averaging
process. The expected outcome is to deliver insight on where to
focus the parameterization of the non-linear effects in integrated
assessment modeling, depending on the time scale of interest.
In Section 2 amethodology is proposed to quantify the degree of
non-linearity in the model responses and decompose these non-
linearities in terms of their dependency on emission precursors.
Since the focus is on ozone and particulate matter, we will look at
the emissions of NOx and VOC for O3. For particulate matter (PM),NH3, SO2 and primary particulate matter (PPM) emissions are
considered as well. This methodology is then applied on practical
cases based on a set of model simulations performed in different
locations within Europe. The objective of this work is to use the
above mentioned methodology to:
 Quantify the degree of non-linearity as a function of the time
averaging process and answer the question: Are longer time-
averages reducing sufﬁciently the degree of non-linearity to
allow a linear assumption when constructing the source-
receptor model?
 Assess the dependencies of non-linearities in terms of
geographical location (three different areas in Europe are
tested).
 Assess the dependencies of non-linearities in terms of pollutant
(O3 and PM) and precursors (NOx, VOC, NH3, PPM and SO2)
 Assess the impact of spatial resolution on the degree of non-
linearity (two resolutions (7 and 28 km) are tested)
These topics are addressed in Section 3. Conclusions are pro-
posed in Section 4.2. Methodology
The main objective of this work is to quantify the degree of non-
linearity when air qualitymodels are applied to assess the impact of
emission reductions. This is the case for reductions of a single
precursor (e.g. quantiﬁcation of the degree of non-linearity of a NOx
reduction on O3 by reducing NOx emissions by two levels, e.g. 20
and 50%) but also for potential non-linear interactions among
precursor (i.e. the difference between reducing independently and
together a set of emission precursors). To achieve this, we ﬁrst
introduce the methodology used to decompose the impact of
emission reduction scenarios on concentration levels in terms of
linear and non-linear components. Indicators are then constructed
to quantify these various contributions.
In the second part of this section a description of the air quality
modeling set-up is provided. It includes a brief description of the
model and of the geographical application areas, focusing on the
description of the emission scenario simulations performed in this
study.2.1. Factor separation methodology and selected indicators
The methodology used in this work builds on the factor sepa-
ration methodology proposed by Stein and Alpert (1993), extended
to the speciﬁc case of emission reduction impacts by Thunis and
Clappier (2014). In order to assess the importance of non-linear
effects in air quality model applications, an indicator based on
concentration delta (i.e. the difference between a base case and an
emission reduction scenario) is deﬁned. The concentration delta
resulting from a simulation in which all precursors (denoted by the
letter k) are reduced simultaneously by a percentage a (referred to
asDCfkga ) can be decomposed in the following way:
DCfkga ¼
X
k
DCka þ DCinta (1)
whereDCka are the concentration delta resulting from a reduction of
one precursor at a time and DCinta is the remaining contribution
arising from the non-linear interactions among all precursors. The
individual concentration deltas can further be decomposed into
their linear and non-linear components as follows:
Fig. 1. Map of Europe with the three 7 km spatial resolution zooms (Benelux, South of Poland and the Po Valley (light gray)) including the three regions over which emission
reductions have been performed with the LOTOS air quality modeling system (dark gray). The three locations corresponding to the urban, suburban and rural stations in each zoom
are also indicated.
P. Thunis et al. / Atmospheric Environment 103 (2015) 263e275 265DCfkga ¼
X
k
DCk;lina þ
X
k
DCk;nlina þ DCinta
¼
X
k
a
b
DCkb þ
X
k
DCk;nlina þ DCinta (2)
whereb is an intermediate level of emission reduction between the
base case and the a emission reduction scenario (i.e. 0  b  a).
One of the main drawbacks of this formulation is that delta
concentrations are unbounded and are not easily comparable
among species. We therefore transform equation (2) in terms of
relative potencies (referred to as “p”), deﬁned as the ratio between
the relative change of concentration at one speciﬁc location (i.e. a
grid cell) and the relative change of emissions over a given area (e.g.
a region or a country):
pfkga ¼
DCfkga
.
C
DEfkga
.
E
¼ DC
fkg
a
aC
with the last equality resulting from the fact that the level of
emission reduction for each precursor is comparable (DEfkga ¼ aE).
The single precursor linear and non-linear potencies, pk;lina and
pk;nlina can be transformed similarly so that equation (2) now reads:
pfkga ¼
X
k
pk;lina þ
X
k
pk;nlina þ pinta ¼
X
k
pkb þ
X
k
pk;nlina þ pinta
(3)
Relative potencies are usually bounded between 1 and 1, with
a positive value indicating a concentration increase resulting from
an emission reduction. As an example a relative potency of 0.5
means that reducing emissions by 100% in the selected area will
lead to a reduction of the concentrations of 50% at the selectedlocation. When model responses are linear the single precursor
potencies are constant (pa ¼ pb) and the interaction potency be-
comes zero (pinta ¼ 0). More details on the construction and prop-
erties of the relative potencies can be found in Thunis and Clappier
(2014).
The relative potencies of interest in this work are the non-linear
potencies pk;nlina for each precursor as well as the interaction
potencypinta which can be calculated from known quantities as:
pk;nlina ¼ pka  pkb
pinta ¼ pfkga 
X
k
pka
In the following section a quantiﬁcation of these terms is pro-
vided for different air quality model applications. For convenience
we will refer to “precursor full potency”, “single precursor non-
linear potency” and “interaction potency” for pfkga ; pk;nlina and pinta
respectively in the remaining of this work. All potencies can also be
calculated for different time-averaged concentrations (i.e. day,
month or year) but no additional symbol will be used. For conve-
nience, we will rather refer to these different time-averaging's
explicitly during the discussion of the results. Before doing so, we
ﬁrst describe brieﬂy the air quality model used in this work as well
as the set of model simulations used in each of the selected
geographical areas.
2.2. Model set-up and emission scenarios
In the current work, simulations performed by TNO with the air
quality chemistry transport model LOTOS-EUROS (Manders et al.,
2009) have been used over different geographical areas in
Europe: Lombardy (Italy), 24,000 km2 for 10 million inhabitants;
Flanders (Belgium), 13,500 km2 for 6 million inhabitants and Silesia
(Poland), 12,300 km2 for 5 million inhabitants (see Fig. 1). All
simulations cover the entire meteorological year 2009. Since PM10
Fig. 2. Full PM10 potencies: For each location (X axis) the yearly (red asterisks), monthly (orange) and daily (black) full potency range are shown. The green shaded area indicates
the ± 5% threshold, arbitrarily chosen to indicate negligible values. The cities considered are Antwerpen (An), Mol (Mo), Zandhoven (Za), Milan (Mi), Gallarate (Ga), Ispra (Is),
Katowice (Ka), Myszkow (My) and Siewierz (Si). See text for more details. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version
of this article.)
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and SO2) the computation of the relative potency indicators
described in the previous section requires a series of 12 indepen-
dent simulations over each of the three geographical areas, i.e.:
 A reference simulation which will provide base case
concentrations.
 One simulation with a reference level (a) emission reduction.
This run is repeated for the 5 precursors. In the current work a
has been set to 50%. This level represents a compromise be-
tween (1) a large enough reduction to capture the main aspects
of the model responses to signiﬁcant changes in the input data
and (2) a level of reduction which remains realistically achiev-
able in terms of human activity constraints and prevents the
appearance of strange model behaviors (e.g. responses of
models used in extreme parameter ranges)
 One simulation with an intermediate emission reduction level
(b). This run is repeated for the 5 precursors. In the current work
b has been set to 20%. One simulation in which all 5 precursor emissions are reduced
contemporarily by the percentage a.
These twelve simulations are performed in three different
geographical areas mentioned above to test potentially different
chemical regimes. In all three cases, the emissions outside the
domain are kept at base-case level. In addition these simulations
are performed with both 7 and 28 km spatial resolutions to test the
impact of spatial resolution on the degree of non-linearity.3. Results and discussion
3.1. Full potencies as a function of time-averaging
Since a time behavior analysis for the potencies cannot be per-
formed in practice for every grid points, three locations have been
selected within each of the three simulation domains (Silesia,
Flanders and Lombardy). In particular, to reﬂect the potential dif-
ferences in terms of chemical regimes, an urban, suburban and
rural station types have been selected in each domain: Antwerp
Fig. 3. Full O3 8 h daily maximum potencies for the NOx (left) and VOC (middle) precursors and for all precursors reduces simultaneously (right): For each location (X axis) the
yearly (red asterisks), monthly (orange) and daily (black) full potency range are shown. The green shaded area indicates the ± 5% threshold, arbitrarily chosen to indicate negligible
values. The cities considered are Antwerpen (An), Mol (Mo), Zandhoven (Za), Milan (Mi), Gallarate (Ga), Ispra (Is), Katowice (Ka), Myszkow (My) and Siewierz (Si). See text for more
details. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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domain; Milan (urban), Gallarate (suburban) and Ispra (rural) for
the Lombardy domain and Katowice (urban), Myszkow (suburban)
and Siewierz (rural) for the Silesia domain. Although no observa-
tions at these sites are used in the analysis, monitoring sites are
selected because they are locations of special interest. At all 9 lo-
cations the potencies for each individual precursor as well as the
potency for all precursors reduced contemporarily are calculated on
a daily, monthly and yearly basis. Figs. 2 and 3 show how these
potencies vary in terms of precursors, geographical area, type of
locations and time averaging period for PM10, PM2.5 and O3
respectively. For monthly and daily averages, potencies have been
calculated eachmonth and day, respectively and the maximum and
minimum values are kept (end points of the vertical bars in Figs. 2
and 3). For daily values, the maximum andminimum are calculated
over 98 percent of the available potency values to avoid extreme
values and facilitate the visualization. The green shaded area is
indicative of potencies lower than 5%, a threshold which has been
arbitrarily chosen to demark important from negligible potency
levels. In other words when switching off the emissions (reduction
of 100%) within the considered domain leads to less than a 5%
change in terms of concentration levels, the potency is considered
as not-signiﬁcant.
For PM10, the following points can be highlighted:
 The span between the maximum and minimum daily potencies
(length of the line) is considerable for all precursor potencies
pointing out to the high variability in terms of model responses
across days within the year. This variability is obviously reduced
for monthly values although it remains signiﬁcant. This also
implies that model responses obtained on few day episodes
cannot easily be generalized over a longer time-frame and vice-
versa.
 Although some daily potencies are slightly positive, most of
them are negative. Yearly and monthly averaged potencies
provide negative values and, consequently, can be considered as
adequate average representations of the range of daily values.
 Slight positive potencies are observed in some geographical
areas for some precursors (i.e. an emission reduction of oneprecursor leads to an increase of concentration). This is espe-
cially visible for NOx in Lombardy and SO2 in the Silesia region.
Regarding the response to a NOx emission decrease, this could
be explained by the increased O3 concentrations in urban
agglomeration favoring the formation of nitrates from the
oxidation of NOx to nitric acid.
 The potency resulting from the simultaneous reduction of all
precursors (pfag) is generally dominating the single precursor
potencies (pia).
 Among the single precursor potencies, PPM and NH3 are the
dominating precursors whereas the NOx impact is only signiﬁ-
cant in the Lombardy area.
 Although the model responses are relatively similar for Flanders
and Silesia, signiﬁcant variability is seen in terms of geograph-
ical areas. In terms of yearly averaged potency, the maximum
potential for local action is seen in Lombardy, followed by Silesia
and Flanders. Note that the characteristics in terms of area and
population among the three regions could explain some of these
differences.
 While the full potencies are generally higher at urban locations
for O3, the reverse is true for their non-linear components which
tend to be larger at rural stations. For PM10 and PM2.5 no clear
trend can be identiﬁed.
For PM2.5 (not shown) the same conclusions can be made
although potencies are generally slightly more important. This
could be due to the higher fraction of biogenic (and/or dust, sea-
salt…) included in the primary coarse particulate fraction, leading
to lower changes on PM10 concentration levels.
For O3 and in particular the daily 8 h maximum O3 average
(Fig. 3), the NOx precursor full potencies are positive and important
in all three regions whereas VOC potencies are weaker and nega-
tive. As expected no potency arising from SO2 and NH3 precursor
reduction are seen (not shown). Similarly to PM10 and PM2.5 the
span between the maximum and minimum daily potencies is
considerable for all precursors, implying that model responses
obtained on few day episodes cannot easily be generalized over a
longer time-frame. While the monthly averaged potencies capture
both the negative and positive range of values and therefore
Fig. 4. Non-linear PM10 potencies for the NOx (top left), SOx (top middle), VOC (top right), PPM (bottom left) and NH3 (bottom middle) precursors and for the interaction term
(bottom right): For each location (X axis) the yearly (red asterisks), monthly (orange) and daily (black) full potency range are shown. The green shaded area indicates the ± 5%
threshold, arbitrarily chosen to indicate negligible values. The cities considered are Antwerpen (An), Mol (Mo), Zandhoven (Za), Milan (Mi), Gallarate (Ga), Ispra (Is), Katowice (Ka),
Myszkow (My) and Siewierz (Si). See text for more details. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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gimes, this is not the case for the yearly average which only cap-
tures a slightly positive response. This might indicate a need to
consider at least seasonally or monthly averages for O3 to better
capture the range of possible responses.
As a conclusion it is interesting to note the high variability of the
potencies among the days of the year. In some regions like Lom-
bardy, days with almost zero potency follow days with almost full
potencies (not shown). The monthly and daily averaged potencies
obviously capture only a small fraction of this variability.3.2. Non-linear potencies as a function of time-averaging
We focus in this section on the non-linear components of the
potencies for each pollutant (PM10, PM2.5 and O3) as a function of
time-averaging. Regarding PM10 (Fig. 4) the dominating non-linear
component is the interaction contribution, although the Lombardy
area also exhibits signiﬁcant non-linearities for NOx and NH3.While
the range of daily non-linearities sometimes overshots the 5%
threshold limit, this never happens to the monthly and yearlyaverages, with the exception of Lombardy where the monthly non-
linear interaction term remains signiﬁcant. As discussed in the
following section, these important interaction non-linearities occur
mostly during the summer time period.
As a conclusion a linear approach based on yearly averaged PM10
values would be valid for the three geographical areas covered in
this study. It is interesting to note that while the full potencies
(section 3.1) are mostly negative (i.e an emission reduction leads to
a concentration decrease), the non-linearities are quite balanced
and exhibit a quasi-similar distribution between negative and
positive values. Note also that non-linearities tend to be more
important at rural and suburban locations, where the PM concen-
tration levels are generally the lowest.
Non-linearities are slightly more important for PM2.5, most
probably resulting from the dominating non-linear reaction
mechanism responsible for the secondary formation of the ﬁne
particulate fraction. Here again the only locations where the
monthly non-linearities exceed 5% belong to Lombardy where
values exceed 20% during the summer time. In general a linear
simpliﬁcation approach for yearly averaged PM2.5 concentrations
Fig. 5. Non-linear O3 daily 8 h maximum potencies for the NOx (left) and VOC (middle) precursors and for the interaction term (right): For each location (X axis) the yearly (red
asterisks), monthly (orange) and daily (black) full potency range are shown. The green shaded area indicates the ± 5% threshold, arbitrarily chosen to indicate negligible values. The
cities considered are Antwerpen (An), Mol (Mo), Zandhoven (Za), Milan (Mi), Gallarate (Ga), Ispra (Is), Katowice (Ka), Myszkow (My) and Siewierz (Si). See text for more details. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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linearity is slightly above the 5% threshold (around 7%).
For O3 (Fig. 5) most of the non-linearities are seen for the NOx
precursor in all three regions. In contrast with the other regions
Lombardy also exhibit important non-linearities for the interaction
term. While the VOC and interaction non-linearities are balanced
between negative and positive values, the NOx non-linearities are
predominantly positive.
Yearly averages exhibit very low level of non-linearities but they
tend to capture very little of the daily variability. Monthly values
exhibit quite important non-linearity levels, especially in the
Lombardy region. As detailed in the following section, these daily
and monthly NOx non-linearities are mostly positive during winter
time and negative during summer time. It is also interesting to note
that non-linearities tend to be more important at urban location,
where the VOC limited regime is more pronounced, and O3 con-
centrations generally lower.
In conclusions yearly averaged non-linearities are generally not
important for all pollutants in the three regions tested in this work.
But they become important for monthly and daily averaged con-
centrations and cannot anymore be neglected.
In Fig. 6 the full and non-linear potencies are shown for all three
pollutants as a function of time. To facilitate the visualization, only
the monthly averaged potencies for the maximum impact precur-
sor are shown (i.e. the case in which all precursors are reduced
contemporarily for PM and the case in which NOx only is reduced
for O3). As can be seen from Fig. 5 only one out of the three regions
(Lombardy) exhibits a strong seasonality for PM10 both in terms of
the full potency and of its non-linear component. If we look at how
this seasonality is distributed across the different precursors in
Lombardy (not shown) the NOx and NH3 precursor potencies show
maximum (i.e. high negative) values in the late summer whereas
the PPM potency peaks (i.e. high negative) in the winter time.
Almost no seasonal variation is seen for SO2. In the two other
regional areas, Silesia and Flanders, no signiﬁcant seasonal varia-
tions are seen. The same observations remain valid for PM2.5.
Regarding non-linearities, only one region (Lombardy) shows
strong seasonal dependencies but these are only important for the
interaction terms, i.e. arising from the complex interactions amongprecursors. These non-linearities peak during the summer time
where they reach 15%.
For O3 the same conclusions can be drawn. Only one region,
Lombardy, shows important seasonal variations in terms of non-
linearities which arise mostly from the NOx precursor contribu-
tions. These non-linearities are positive during the winter time and
negative during the summer time. Since the non-linear potencies
follow a similar pattern to the full potencies a linear modeling
approach would therefore tend to underestimate the impact of
emission reductions (both in positive and negative terms)
throughout the year.
As discussed in the previous section an approach based on
yearly averages for the maximum 8 h daily O3 might miss some of
the possible model responses and in particular miss the negative
regime. From the results discussed in this section an approach
based on seasonal averages would already solve most of this
drawback. It is also important to note the strong dependency on
location, suggesting a speciﬁc approach for each particular case.3.3. Full and non-linear potencies as a function of concentration
levels
Similarly to the previous section, we limit our analysis to the
monthly averaged potencies for visualization purposes. Fig. 7 (top
panel) shows the full potencies at the 9 locations as a function of O3
concentration level for the two precursors NOx, VOC and their
interaction. As can be seen the NOx potency tends to dominate and
is largely positive at most locations for the low and medium range
of concentration levels. Only at the high end of the concentration
range (occurring mostly at suburban and/or rural station) does the
NOx potency become slightly negative, indicating a potential for a
reduction of the O3 concentration levels. As discussed in the pre-
vious section, these negative potencies occur mainly during the
summer time. The VOC potencies are always negative but tend to
show larger values at high concentration levels. The potential for
reducing O3 levels from either NOx or VOc precursors emission
abatement seems to be limited to a few months only.
The non-linear components follow a similar trend but with
muchmore negative values than for the full potencies. These values
Fig. 6. Full (top) and non-linear (bottom) monthly average potencies for daily averaged PM10 (left), daily averaged PM2.5 (middle) and the 8 h daily maximum O3 (right) as a
function of time of the year for all 9 locations. The two horizontal lines indicate the ± 5% threshold, arbitrarily chosen to indicate negligible values. Lombardy cities are in green,
Silesia in red and Flanders in blue. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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concentrations. A linear approach would again tend to underesti-
mate the increase of O3 concentrations at low concentration levels
and the decrease of O3 concentrations at high levels. The non-
linearities related to the VOC precursor remain unimportant over
thewhole range of concentrations at all locations considered in this
work. It is also interesting to note that for both the full and non-
linear potencies the interaction term (right ﬁgure of Fig. 7) has a
very similar pattern to the NOx potency one.
In contrast to O3, the potencies (full and non-linear) only show
limited trends with respect to the concentration level for PM10
(Fig. 8).3.4. Precursor potencies and non-linearity's as a function of spatial
resolution
All full and non-linear potencies discussed in the previous sec-
tions have been obtained on the basis of model simulations per-
formed at 7 km resolution. In this section we test the impact ofmodel spatial resolution by repeating all simulations with a 28 km
spatial resolution. Regarding PM10 full potencies (Fig. 9) very little
differences are seen between the two spatial resolutions. With the
exception of the rural station in Silesia, the results obtained with
28 km resolution tend to underestimate slightly the 7 km potencies.
This is especially clear for all Lombardy locations. The 28 km res-
olution would therefore lead to very similar full potency responses
to the 7 km resolution simulations. The same conclusions hold for
PM2.5. The non-linear potencies exhibit the same behavior and the
differences in terms of non-linearity between the 7 and 28 km
resolution potencies are not signiﬁcant.
For the ozone 8 h daily maximum (Fig. 9), the impact of reso-
lution on the full potencies is more visible, especially at urban lo-
cations where the decrease in resolution (28 km) tends to shorten
the range of positive NOx potencies signiﬁcantly, especially for daily
averages. No differences are seen for yearly averaged potencies and
only slight ones for monthly averaged values. Similar conclusions
can be drawn for the non-linear component of the potencies. As a
reminder these non-linearities become only important for monthly
Fig. 7. Full (top) and non-linear (bottom) monthly average potencies as a function of concentration for all 9 locations for the O3 8 h daily maximum. Potencies are relative to the
NOx (right) and VOC (middle) precursors. The right panel shows the impact of reducing all precursors simultaneously (top) and the non-linear interaction term (bottom). The two
horizontal lines indicate the ± 5% threshold, arbitrarily chosen to indicate negligible values. Lombardy cities are in green, Silesia in red and Flanders in blue. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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the case only in Lombardy. The move to a coarser resolution affects
mostly the urban locations but the differences remain minor. More
differences are seen in term of daily values.3.5. Precursor potencies and non-linearity's as a function of the
emission reduction domain size
One of the possible drawbacks of the methodology used in this
work is the possible dependency of the results on the choice of the
domain over which emissions are reduced. Since the relative po-
tency is directly proportional to the concentration delta, one would
then guess that this delta could be proportional to the emission
reduction domain. To test this hypothesis a series of independent
simulations has been performed in which emissions have been
reduced over the whole European territory. The potencies are
calculated at the same nine locations with both 7 and 28 km spatial
resolutions. The full potencies are obviously much larger (not
shown) but the main question is to know whether their non-linear
component will also be more important.These non-linear potencies are shown in Figs. 10 and 11. For
PM10 slight differences can be seen for the single precursor po-
tencies but these changes remain small and the yearly andmonthly
averaged non-linear potencies remain within the 5% signiﬁcance
threshold. This is not true for the interaction component which
now becomes important and ranges between 5 and 15% for yearly
averages and approaches 25% for monthly values. These in-
teractions therefore become important for an emission reduction
domain which size varies between a region (no impact in the cases
tested above) and the whole European domain (extreme case
tested here).
The same conclusions remain valid for PM2.5 although the
observed potencies are generally larger (in absolute terms).
For the O3 8 h daily maximum, the yearly averaged non-linear
potencies remain below the 5% signiﬁcance threshold for both
precursors (NOx and VOC) as well as for the interaction terms. No
real difference is seen resulting from the choice of the domain over
which emission are reduced.
Fig. 8. Full (top) and non-linear (bottom) monthly average potencies as a function of concentration for all 9 locations for PM10. Potencies are relative to the NOx (right) and NH3
(middle) precursors. The right panel shows the impact of reducing all (i.e. 5) precursors simultaneously (top) and the non-linear interaction term (bottom). The two horizontal lines
indicate the ± 5% threshold, arbitrarily chosen to indicate negligible values. Lombardy cities are in green, Silesia in red and Flanders in blue. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
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The main objective of this work was to quantify the importance
of non-linear effects in air quality modeling, especially as a function
of time averaging. While non-linear effects have been shown to be
signiﬁcant for hourly or daily averaged results, it was still uncertain
how much of these non-linear effects would remain when results
are averaged on a monthly or yearly basis. Since this time average
process is commonly assumed in integrated assessment modeling
to produce simpliﬁed source-receptor models, it is important to
assess the remaining degree of non-linearity in order to guarantee
that these source receptor surrogate models deliver robust
solutions.
In order to achieve this objective, a methodology building on
Stein and Alpert (1993) and Thunis and Clappier (2014) has been
proposed to decompose the concentration change resulting from
an emission reduction over a given domain into its different com-
ponents. In particular the linear and non-linear contributions for
each precursor are identiﬁed as well as the contribution resultingfrom the interactions among precursors.
A series of simulations was performed over three regional
geographical areas in Europe and in each of these areas; three lo-
cations (urban, suburban and rural) have been chosen to assess the
importance of non-linear effects as a function of time averaging.
For both PM10 and PM2.5 the full potencies are generally domi-
nated by the interaction term and are mostly negative (i.e. a
reduction of emission leads to a reduction of the concentration
levels). For these two species the monthly and yearly average po-
tency therefore summarize quite adequately the daily variabilities.
In all three regions the non-linear effects are relatively minor for
yearly and monthly averages although in one region (Lombardy)
some non-linear effects were shown to become important for
monthly averaged values. In the latter region the non-linear effects
show a strong seasonality with negative potency values during the
summer time, whereas in the other two regions no strong seasonal
dependency was observed.
For Ozone (8 h averaged daily maximum value) the full po-
tencies are dominated by the NOx precursor contribution which
Fig. 9. Comparison of daily, monthly and yearly potencies obtained with 7 km and 28 km (square symbols). Daily averaged PM10 and PM2.5 potencies are on the left and middle,
respectively while the 8 h daily maximum O3 potencies are on the right. Full potencies are on top and non-linear potencies at bottom. Other ﬁgure details are similar to Fig. 2.
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by relatively low concentrations) and slightly negative values dur-
ing the summer time (characterized by relatively high concentra-
tions). While the monthly averaged potencies capture these
different regimes, it is not the case for the yearly average slightly
positive potency which misses to capture the negative range of the
potencies. Due to these possible differences in terms of chemical
regime throughout the season it might be recommendable to use at
least seasonal indicators for O3 (in place of yearly averaged ones).
All regions show a seasonal dependency regarding the full potency
but only one, Lombardy, shows this dependency for the non-linear
potencies.
It is interesting to note that the full and non-linear potencies
have generally a similar shape and sign for PM10 and PM2.5 indi-
cating that a linear simplifying assumption would lead to under-
estimating the impact of any emission reduction measure. For
ozone the same conclusions do not hold as the non-linear potencies
are not following so straightforwardly the full potencies in terms of
shape and sign.
Another point worth to mention is the tendency of having larger
non-linearities at locations where concentrations are the lowest,
i.e. at urban locations for O3 and at rural locations for PM10 andPM2.5. If the scope of modeling is the assessment of limit values
exceedances, one might allow a larger error (by neglecting non-
linear terms) at locations were concentrations are relatively
smaller or far from the exceedance threshold.
Similar simulations have been performed with 7 and 28 km
spatial resolution to check whether a coarser resolutionwould tend
to increase/decrease the importance of the non-linear terms. In
general very minor differences have been found either for the full
and non-linear components of the potencies.
Finally the impact of the dimension of the geographical area
over which the emissions are reduced has been tested by consid-
ering the extreme cases in which emissions would be reduced over
the entire Europe. While for PM10 and PM2.5 some signiﬁcant dif-
ferences are seen and might lead to the need to consider monthly
average values in place of the yearly average, this is not the case for
O3 where the conclusions remain valid regardless of the dimension
of the emission reduction domain.
Although air quality models generally show a robust behavior in
terms of responses to emission changes (van Loon et al., 2007)
differences do exist among models in terms of amplitude and level
of non-linearities characterizing these responses (Pernigotti et al.,
2013; Cuvelier et al., 2007). The conclusions developed here
Fig. 10. Same as Fig. 4 for PM10 but full (top) and non-linear (bottom) potencies are obtained with emissions reduced over the entire Europe (not only on the regional domain, as in
Fig. 2).
Fig. 11. Same as Fig. 5 for the O3 8 h daily maximum but full (top) and non-linear (bottom) potencies are obtained with emissions reduced over the entire Europe (not only on the
regional domain, as in Fig. 2).
P. Thunis et al. / Atmospheric Environment 103 (2015) 263e275274
P. Thunis et al. / Atmospheric Environment 103 (2015) 263e275 275therefore remain model and region dependent. The proposed
methodology allows however with a limited number of runs to
inter-compare model responses among each other but also to
identify where efforts should be focused in order to include the
relevant terms into a simpliﬁed surrogate model for integrated
assessment purposes.
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