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Nonstationary boundary value problems
for wave equation and their generalized solutions
Alexeyeva L.A.
Institute of Mathematis, Kazakhstan
Pushkin str.125, Almaty, 050010, alexeevamath.kz
Investigation of many problems of aoustis, hydromehanis, elastodynamis and others
is onneted with boundary value problem (BVP) for wave equation - the multidimensional
analogue of the Dalamber's equation, whih desribes proesses of spreading the waves in uniform
isotropi ambiene. So elaboration of the effiient methods of their solving for areas with free
geometry and varied type of the border onditions is very urrently .
The most effiient method of the study of suh problems is the boundary integral equations
method (BIEM). Its main advane is redution of dimension of solved equations and inreasing
alulation stability. That is very greatly, partiularly for unbounded areas. The existing meth-
ods and programs of splines approximation for free ontours and surfaes remove the problem
of restrition of the form of onsidered areas by using BIEM. At present time this method is
broadly used for solving elliptial and paraboli problems, what is onneted with suess in
development of BIE theories for elliptial and paraboli equations and systems.
Solving nonstationary dynami problems on base of the BIE method requires entering the
notion of the generalized solution. That is onneted with partiularity of the fundamental
solution of hyperboli equations, whih belongs to the lass of generalized funtions. Besides
lassial notion to differentiability of the deisions for hyperboli equations sharply narrows
the lass of useful for appliations problems. In partiular, typial physial proesses, being
aompanied shok waves, are not desribed by differentiated solutions of suh equations.
Here BIE method is elaborated for determination of nonstationary solutions of wave equations
in bounden region in RN with boundary Dirihlet or Neumann onditions. The generalized
solution of BVP are onstruted on the base of dynami analogues of Green and Gauss formulas
for solutions of the wave equation in spae of generalized funtion. Their regular integral repre-
sentations and singular BIE are built for N=1,2,3, also at presene of shok waves.
1. The generalized solutions of the wave equation.Shok waves.The multidimen-
sional analogue of the Dalamber's equation is onsidered:
cu ≡ ∆u− 1
c2
∂2u
∂t2
= G(x, t), x ∈ RN , t ∈ R1. (1)
G is regular funtion, here and hereinafter ∆ is Laplae operator, u,i=
∂u
∂xi
, u˙ = u,t=
∂u
∂t
.
It is well known [1,2℄ that Eq. (1) is stritly hyperboli, lass of its solutions ontains funtions
with breakup of derivatives. The surfae of the breakup F in RN+1 = {(x, τ ≡ ct)} is the
harateristi surfae of Eq.(1), whih satisfies to the relations: ν2τ−‖ν‖2N = 0, ντ = νN+1 < 0 ,
where ν(x, τ) = (ν1, ..., νN , ντ ) is a normal vetor to F , ‖ν‖N =
√
νjνj . In R
N
this is a wave
front Ft , moving with the onstant speed c :
c = −νt/ ‖ν‖N , νt = cντ (2)
On reiterative indexes i, j in produt everywhere their is summation from 1 to N .
There are the Adamar's onditions on the jumps at Ft :
[u (x, t)]Ft = 0, [u˙+ cni u,i]Ft = 0. (3)
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Here [f (x, t)]Ft = f
+ (x, t)− f− (x, t) = lim
ε→+0
(f (x+ εn, t)− f (x− εn, t)) , x ∈ Ft, n(x, t) is
a unit normal vetor to Ft , direted aside its spreading:
ni =
νi
‖ν‖N
=
grad F
‖grad F‖ , i = 1, ..., N ; (4)
Last equality may be written only if the equation of wave front an be present as F (x, t) = 0 ,
at ondition of existene grad F .
The lass of the similar solutions of the hyperboli equations is named shok waves.
From seond ondition (3) follows
u˙− + cni u,
−
i = u˙
+ + cni u,
+
i , x ∈ Ft. (5)
If before the front u ≡ 0 , this equality gives the useful orrelation on Ft : (grad u, n) = −c−1u˙.
We notie, that tangent derivatives to harateristi surfae, on the strength of ontinuity
u , are also ontinues. Then
[u,τ γτ + ujγj]F = 0 for ∀γ ∈ RN+1 : (ν, γ) = 0. (6)
In partiular if γ = γj = (−νj , ντδj1, ντδj2, ..., ντδjN ) , where δji is Kronekker's symbol, then we
have the ondition of the type:
[−u,τ νj + ujντ ]F = 0⇒ [u˙nj + cuj]Ft = 0, j = 1, ..., N. (7)
Hereinafter we shall onsider the funtions u(x, t) , whih are ontinues together with derivati-
ves of first and seond order almost everywhere with the exlusion of finite or ounting number
of wave fronts, on whih the onditions on jumps are satisfied (2). We shall name suh solutions
lassial. Let's show that they are generalized solutions of the Eq. (1).
For this let's onsider the Eq.(1) on the spae of generalized funtions D′(RN+1) =
=
{
fˆ(x, τ)
}
, whih are determined on the spae of infinitely differentiable finite funtions
D(RN+1) = {ϕ(x, τ)} [2℄. The value fˆ on ϕ , as it's aepted , is denoted as (fˆ , ϕ) . For regular
funtion fˆ , orresponding to loal integrable f , (fˆ , ϕ) =
∫
RN+1
f(x, τ)ϕ(x, τ)dV (x)dτ . Here
everywhere dV (x) = dx1...dxN .
D e f i n i t i o n . Funtion fˆ ∈ D′(RN) is identified as generalized solution of Eq. (1) if for
any ϕ ∈ D(RN+1) (cfˆ , ϕ) ≡ (fˆ ,cϕ) = (G,ϕ).
L e m m a 1.1. If u(x, t) is the lassial solution of Eq. (1), then uˆ(x, t) is its generalized
solution .
P r o o f. If u(x, t) has a finite breakup on F then [2℄ uˆ,j = u,j +[u]FνjδF (x, τ), where first
summand on the right is a lassial derivative over xj , ‖ν‖ = 1, δF is simple layer on F :
([u]FνjδF (x, τ),ϕ(x,τ)) =
∫
F
[u(x,τ)]Fνj(x, τ)ϕ(x, τ)dF (x, τ), ∀ϕ ∈ D(RN+1).
Here integral on F surfaed. On the strength of ontinuity u outside of wavefront
[u]F = limε→+0
(u(x+ ε n, t)− u(x− ε n, t)) = u+(x, t)− u−(x, t) = [u]Ft .
So, with regard for (4), we get:
uˆ,j = u,j +[u]FtνjδF (x, τ), uˆ,jj = u,jj + [u,j]Ft ‖ν‖N njδF + ∂j
{‖ν‖N [u]FtnjδF} .
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On virtue of Eq.(2)
uˆ,τ = u,τ +[u]FtντδF = c
−1u,t−‖ν‖N [u]FtδF , uˆ,tt= c−2u,tt−c−1 [u,t]Ft ‖ν‖N δF−
{‖ν‖N [u]FtδF}τ .
With regard for these equalities and Adamar's onditions (1)
cuˆ = cu+
{
c−1 [u,t]Ft + [nju,j]Ft
} ‖ν‖N δF (x, τ)+
+c−1∂t
{‖ν‖N [u]FtδF (x, τ)}+ ∂j {‖ν‖N [u]FtnjδF (x, τ)} = Gˆ(x, t),
sine all densities of simple and double layers on Ft are equal to zero. Really, the seond
summand is a zero on the strength of the seond ondition (3) on front. But two others are null
on the strength of the first one, sine their ation on D(RN+1) is defined as(
c−1∂t
{‖ν‖N [u]FtδF (x, τ)} + ∂j {‖ν‖N [u]FtnjδF (x, τ)} , ϕ(x, t)) =
= −
∫
F
ντ [u]F
(
∂ϕ
∂n
− ϕ,τ
)
dF (x, τ) = 0.
The lemma has been proved.
R e m a r k 1. From this lemma follow that ondition on fronts of the shok waves easy to
get, onsidering lassial solutions of the hyperboli equations as generalized one. It is enough
to equate to zero the density, orresponding to independent singular generalized funtions -
analogues of simple, double and others layers, appearing under generalized differentiation of
the solutions. The determination of suh onditions on base of the lassial methods is more
labour-onsuming proedure.
R e m a r k 2. Eq.(1) allows to onsider the generalized solutions with derivatives breakup
also on moving surfae F (x, t) = 0 , whih veloity of the motion an depend on point of the
front, then v(x, t) = −F,t / ‖grad F‖ . On they the Adamar's onditions (3)are fulfilled with
hange c to v(x, t) . Suh solutions an be generated by the right part of equation if the support
of funtion G(x, t) enlarges in the ourse of time in RN .
2. Statement of nonstationary BVP. Uniqueness of the solution. Let the solution
of Eq.(1) is determined in S− ⊂ RN , bounded by Lyapunov's surfae S ([2℄, p. 409), t ≥ 0 .
Initial ondition: by t = 0
u(x, 0) = u0(x) for x ∈ S− + S, u,t (x, 0) = u˙0(x) for x ∈ S−. (8)
We'll onsider two BVP problems, onsequently Dirihlet or Neumann boundary onditions:
u = uS(x, t) for x ∈ S, t ≥ 0 (first BVP); (9)
∂u
∂n
= p(x, t) for x ∈ S, t ≥ 0 (seond BVP). (10)
Here we denote as n = (n1, ..., nN) a unit vetor of external normal to S , D
− = S− × R+ ,
R+ = [0,∞) .
It is supposed that initial and boundary funtions u0(x) and uS(x, t) are ontinues, u˙0(x)
and p(x, t) pieewise ontinues. For the first BVP the boundary and initial onditions are
oordinated:
u0(x) = uS(x, 0) for x ∈ S. (11)
On wave fronts, if they appear, Adamar's onditions (3) are fulfilled.
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Notie that shok waves always appear if there is not oordination ondition between initial
veloities and veloities at boundary:
u˙0(x) = u˙S(x, 0) for x ∈ S, (12)
That is typially for physial problems. In this ase at initial moment of time at the boundaryD
the shok wave front is formed, whih spreads with the speed c in RN . For building ontinuously
differentiated solutions this ondition is neessary. Here we don't suppose it.
It's supposed that initial onditions have been given and the one of the boundary onditions
is known aordingly onsidered problem.
We enter the funtions E = 0, 5
(
u,2τ +
N∑
j=1
u,2j
)
, L = 0, 5
(
u,2τ −
N∑
j=1
u,2j
)
.
L e m m a 2.1. If u(x, t) is a lassial solution of Eq. (1) then
[E]Ft = −c−1
[
u˙
∂u
∂n
]
Ft
, [L(x, t)]Ft = c
−2
(
u˙− + c
∂u−
∂n
)
[ u˙] . (13)
P r o o f. On the strength of equality [ab] = a+[b] + b−[a] , with regard to (1) and (7), we
have [
cE + u˙
∂u
∂n
]
=
[
0, 5
(
c−1u˙2 + cu,j u,j
)
+ u˙
∂u
∂n
]
=
= 0, 5c−1
(
u˙+
[
u˙+ c
∂u
∂n
]
+
(
u˙− + cu,−j nj
)
[u˙]
)
+ 0, 5u,+j [ cu,j +u˙nj ] +
+0, 5
(
cu,−j +u˙
−nj
)
[u,j ] = 0, 5c
−1 [u˙]
(
u˙− + cu,−j nj
)
+
+0, 5 [u,j]
(
cu,−j +u˙
−nj
)
= 0, 5cu,−j [u,j +c
−1nju˙] + 0, 5c
−1u˙−[cnju,j +u˙] = 0
(here n is a unit normal to front Ft in R
N
). Thene the first formula of the lemma follows.
Hereinafter sine [a2] = (a+ + a−) [a] , and on the strength of (3) and (6), we get seond
formula (13):
[L] = 0, 5
[
u,2τ −
N∑
j=1
u,2j
]
= 0, 5
(
u,+τ +u,
−
τ
)
[u,τ ]− 0, 5
(
u,+j +u,
−
j
)
[ u,j] =
= 0, 5
(
u,+τ +u,
−
τ
)
[u,τ ] + 0, 5
(
u,+j +u,
−
j
)
nj [ u,τ ] =
= 0, 5
{(
u,+τ +nju,
+
j
)
+
(
u,−τ +nju,
−
j
)}
[ u,τ ] = c
−2
(
u˙− + c
∂u−
∂n
)
[ u˙] .
R e m a r k. If before the front of the wave u ≡ 0 , that, with use of (5), we have [L(x, t)]Ft = 0
i.e. in this ase funtion L ontinues.
T h e o r e m 2.1. If u(x, t) is lassial solution of BVP, then
∫
S−
(E(x, t)− E(x, 0))dV (x) = −
t∫
0
dt
∫
D−
G(x, t)u,t dV (x) +
t∫
0
∫
S
u˙S(x, t)p(x, t)dS(x)dt.
P r o o f. Multiplying Eq.(1) on u,τ in the field of differentiability, after simple transforma-
tions we get:
E,τ −(u,τ u,j ),j = −u,τ G. (14)
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But now we integrate Eq.(14) on D− , with regard to dividing the area of integration D− on
the parts, bounded inside by wave fronts Fk .
Let us onsider the left part of this equation as divergeny of some vetor in RN+1 , whih is
ontinues and differentiable in region between fronts. Then, using Ostrogradskiy-Gauss theorem
in RN+1 , we get
∫
D−
E,τdV (x)dτ −
∫
D−
(u,τ u,j ),j dV (x)dτ +
∫
D−
u,τ G(x, τ)dV (x)dτ =
=
∫
D−
u,τ G(x, τ)dV (x)dτ +
∫
S−
(E(x, τ)− E(x, 0))dV (x)−
τ∫
0
∫
S
(u,τ u,j nj) dS(x)dτ+
+
∑
Fk
∫
Fk
[Eντ − u,τ u,j νj ]Fk dFk(x, τ ) = 0,
here dFk(x, τ) is a differential of the area of surfae in orresponding point of wave front Fk .
On the strength of formulas (2) and (13), [Eντ − u,τ u,j νj ]Fk = −c−1‖ν‖N
[
cE + u˙∂u
∂n
]
= 0 . So
the last integral is equal to zero. With regard for indiations for boundary funtion, thene the
formula of the theorem follows.
R e m a r k. First ondition of formulas (11) easy be get, onsidering Eq. (14) in D′(RN+1) :
Eˆ,τ −(u,τ u,j ),j = −u,τ G+ {[E] ντ − [u,τ u,j] νj} δF = −u,τ G− ‖ν‖N {[E] + [u,τ u,j]nj} δFt .
Eq. (13) is fulfilled in D′(RN+1) only if
[
E + c−1u˙ ∂u
∂n
]
Ft
= 0
T h e o r e m 2.2. If lassial solution of the first (seond) BVP exists, then it is single.
P r o o f. On the strength of linearity of the problem, it is enough to prove uniqueness of null
solution. For it G = 0 , initial and orresponding boundary onditions are null. Then, as easy
see, from theorem 2.1 follows that
∫
S−
E(x, t)dV (x) = 0 . Sine E is nonnegative, onsequently
E ≡ 0⇒ u = const. From initial onditions follows u ≡ 0.
T e o r e m 2.3. If u(x, t) is lassial solution of the BVP, then
∫
D−
L(x, t)dV (x)dt =
∫
D−
uG(x, t)dV (x)dt−
t∫
0
∫
S
uS(x, t)p(x, t)dS(x)dt+
+c−2
∫
S−
(uu˙(x, t)− u0u˙0(x)) dV (x)
P r o o f. Multiplying Eq.(1) to u , after simple transformations we have:
L(x, τ) + (uu,j ),j −(uu,τ ),τ = G. (15)
Let integrate (15) over D− with regard for its partition with wave fronts Fk . Similarly, as in
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theorem 2.1, using Ostrogradskiy-Gauss theorem , we get∫
D−
LdV (x)dτ =
∫
D−
uGdV (x)dτ +
∫
D−
((uu,τ ),τ −(uu,j ),j) dV (x)dτ =
=
∫
D−
uGdV (x)dτ + c−1
∫
S−
(uu,t−u0u˙0) dV (x)−
τ∫
0
dτ
∫
S
uu,j njdS(x)+
+
∑
Fk
∫
Fk
[uu,τ ντ − uu,j νj]Fk dFk(x, τ ).
On the strength of Adamar's onditions (3),the last summand is equal to zero. So, with regard
for onditions on boundary(9), (10), we get the formula of the theorem.
R e m a r k. Theorem 2.1. is the law of energy onservation. Similarly it's onvenient to use
suh law with regard for onditions on front of the shok waves for proof of uniqueness of BVP
solutions in nonstationary problems of mathematial physis .
3. The dynami analogue of Green formula in D′(RN+1). For building the BVP
solution we onsider it in D′(RN+1) . For this we introdue the harateristi funtion of semy-
ylinder D− : H−D(x, t) ≡ H−S (x)H(t) , where H−S (x) is harateristi funtion of set S− , whih
is equal to 0,5 on S , H(t) is Heaviside funtion equal to 0,5 by t = 0 . It's easy to show that
∂H−D
∂xj
= −njδS(x)H(t), ∂H
−
D
∂t
= −njH−S (x)δ(t). (16)
Hereinafter we will onsider the generalized funtions
uˆ(x, t) = u(x, t)H−D(x, t), Gˆ(x, t) = G(x, t)H
−
S (x)H(t),
where u(x, t) is the lassial solution of BVP.
Let us define the ation of wave operator on uˆ(x, t) . Sine [u]D = −u, exeuting generalized
differentiation and using Eq. (1) in the field of differentiability, we get
cuˆ (x, t) = −∂u
∂n
δS (x)H (t)−H (t) (unjδS (x)) ,j −
−c−2H−S (x) u0 (x) δ˙(t)− c−2H−S (x) u˙0 (x) δ(t) + Gˆ,
(17)
where β (x, t) δS(x)H(t) is the simple layer on {S × R+} , δ(t) is Dirak funtion , ∂u∂n = u,i ni
is a derivative along normal vetor n to S . Notie that density of simple and double layers are
here defined by use of boundary onditions (a part from whih, in depend on solved BVP, are
known) and by given initial onditions.
We an present the solution of the Eq. (17) as the onvolution of its right part with the
fundamental solution Uˆ (x, t) :
cUˆ = δ(x)δ(t), (18)
Uˆ = 0 for t < 0 and ‖x‖ > ct (radiation onditions). (19)
We shall name it Green funtion of Eq. (1).
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The solution (16) is represented in the manner of the following onvolution (*):
uˆ (x, t) = u (x, t)H−S (x)H (t) = −Uˆ (x, t) ∗
∂u
∂n
δS (x)H (t)−
(
Uˆ ∗ unjδS (x)H (t)
)
,j −
−c−2
(
Uˆ ∗
x
H−S (x) u0 (x)
)
,t−c−2Uˆ ∗
x
H−S (x) u˙0 (x) + Gˆ ∗ Uˆ ,
(20)
where symbol "
∗
x
"means that onvolution on x is taken only over x . Moreover the solution
(20) is single solution in the lass of funtions, allowing the onvolution with U(x, t) .
If initial data and G are null then
uˆ (x, t) = −Uˆ (x, t) ∗ ∂u
∂n
δS (x)H (t)− Uˆ ,j ∗unjδS (x)H (t) . (21)
This formula expresses the BVP solution through boundary values of funtion u and its
normal derivative and similar to Green formula for solutions of Laplae equation [2℄. Howev-
er, on the strength of partiularities of the fundamental solutions of hyperboli equations on
wave fronts, whih type depends on spae dimensionality , its integral representation gives the
dispersing integrals (in seond summand).
For building its regular integral presentation we introdue the antiderivatives on t funtions:
Wˆ (x, t) = Uˆ (x, t) ∗ δ (x)H (t) = Uˆ (x, t) ∗
t
H (t) ⇒ ∂tWˆ (x, t) = Uˆ (x, t) ; (22)
Hˆ (x,m, t) =
∂Wˆ (x, t)
∂xi
mi =
∂Wˆ (x, t)
∂m
.
Easy to see that they also are solutions of Eq.(1) when G = H(t)δ(x) and G = H(t)∂δ(x,t)
∂m
aordingly.
T h e o r e m 3.1. In D′(RN+1) BVP solution satisfies to the equation:
uˆ (x, t) = −Uˆ (x, t) ∗ ∂u
∂n
δS (x)H (t)−
(
Wˆ ,j ∗u˙njδS (x)H (t)
)
− (23)
−Wˆ ,j ∗
x
u0 (x)nj (x) δS (x)− c−2Uˆ ∗
x
H−S (x) u˙0 (x)− c−2
(
Uˆ ∗
x
H−S (x)u0 (x)
)
,t +Gˆ ∗ Uˆyu
P r o o f. It's easy to show, using determination of derivative of generalized funtions and
ontinuity u , that
(unjδS (x)H (t)) ,t= u˙(x, t)nj(x)δS (x)H (t) + u(x, 0)nj(x)δS (x) δ (t) .
Using this relation, last formula(22) and properties of onvolution differentiation , we have(
Uˆ ∗ unjδS (x)H (t)
)
,j = Wˆ ,j ∗u˙(x, t)nj(x)δS (x)H (t) + Wˆ ,j ∗
x
u0(x)nj(x)δS (x)
Substituting these orrelations in formula (20), we get the formula of the theorem.
From theorem follow that solution of the problem is ompletely defined by boundary value
of the normal derivatives of u (x, t) and its veloities u˙ . In analogy with presentation of the
solutions of the Laplae equation, these formulas possible to name dynami analogue of Green
formula.
The formula (23) possesses the advantage in omparison with (20), sine it allows immediately
to go to its integral reord without regularization of integral funtion on front, as it was earlier
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offered in paper [3℄. For x ∈ S formula (23) gives, what we show hereinafter, boundary integral
equation for BVP solution. If one of the boundary funtion is known, then after solving BIE
on border, we an find seond boundary funtion. Whereupon formula (23) gives the solution
u(x, t) in D− .
4. Dynami analogue of Gauss formula. We introdue the funtions
U (x, y, t) = Uˆ (x− y, t) , W (x, y, t) = Wˆ (x− y, t) , H (x, y,m, t) = Hˆ (x− y,m, t) ,
whih, on the strength of properties of symmetries of the wave operator and δ -funtions, satisfy
to following symmetries orrelations:
U (x, y, t) = U (y, x, t) , W (x, y, t) = W (y, x, t) ,
∂W
∂xj
= −∂W
∂yj
,
H (x, y,m, t) = −H (y, x,m, t) = −H (x, y,−m, t) .
(24)
L e m m a 4.1. In D′(RN+1) the dynami analogue of Gauss formula has the form:
−Wˆ ,i ∗
x
ni (x) δ (x)− c−2
(
Uˆ ∗
x
H−S (x)
)
,t= H
−
D (x, t) (25)
P r o o f. If in both parts of Eq. (18) for U the onvolution with H−D(x, t) are taken, after using
a property of onvolution differentiation and formula (16) we get:
−U,j ∗nj(x)δS (x)H(t)− c−2
(
U,t ∗H−S (x) δ(t)
)
= H−D(x, t)
With regard for (22), flipping differentiation on t in the first summand and exeuting onvolution
on t in seond one, we get the formula of this lemma. Integral reord of this formula depends
on dimensionality of the equation.
The formula (25) is an analogue of the known formula of Gauss for double layer potential
(p.406, [2℄), whih gives the integral reord of harateristi funtion of a set with use the
fundamental solution of Laplae equation. The Gauss formula is often used for building the
boundary integral equation of boundary value problems for elliptial equations and systems.
Similarly it's possible to use the dynami analogue of Gauss formula for onstruting BIE in
hyperboli ase. But here the dynami analogue of Green formula is used for building BIE of
setting problems.
Hereinafter we shall give integral representation of formulas of the theorem 3.1. and lemma
4.1 for spae of dimensionality N=1,2,3, that is most typial for problems of mathematial
physis.
5. BIE for plane BVP. When N = 2 we have a plane problem. At first let's onsider the
problem with null initial onditions.
We denote as dS(y) the ar length differential on S in point y , St(x) = {y ∈ S : r < ct} ,
S−t (x) = {y ∈ S− : r < ct}, r = ‖x− y‖ , dV (y) = dy1dy2 .
T h e o r e m 5.1. By N = 2 funtion uˆ (x, t) with null initial onditions (u0 = 0, u˙0 = 0) ,
has following integral representation:
uˆ =
c
2pi
t∫
0
dτ
∫
Sτ (x)
(
∂u(y, t− τ)
∂n(y)
+
τ
r
∂r
∂n(y)
u˙(y, t− τ)
)
dS(y)√
c2τ 2 − r2 . (26)
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Or, if to hange the integration order, it has the form :
uˆ (x, t) =
c
2pi
∫
St(x)
dS (y)
t∫
r/c
∂u (y, t− τ)
∂n (y)
dτ√
(c2τ 2 − r2)+
+
c
2pi
∫
St(x)
1
r
∂r
∂n (y)
dS (y)
t∫
r/c
τ u˙ (y, t− τ) dτ√
(c2τ 2 − r2) .
For x ∈ S seond integral on the right part is singular and taken in value priniple sense.
P r o o f. For N = 2 Green funtion has a following type ([2℄, p. 206)
Uˆ (x, t) = − cH (ct− R)
2pi
√
(c2τ 2 − r2) , R =
√
x21 + x
2
2. (27)
Calulating from formula (22) we determine
Wˆ (x, t) = −H (ct−R)
2pi
ln
(
ct−√c2t2 − R2
R
)
, Hˆ (x,m, t) = − ctH (ct−R)
2pi
√
c2t2 − R2
xjmj
R2
. (28)
If to write the onvolutions (23) in integral type with regard for these relations, that we
get the formula of the theorem. Notie that for x /∈ S integrals on the right are regular and
therefore for suh x on the right and on the left the regular funtions stand . We shall prove
formula (26) also for x ∈ S with regard for determinations H−S (x) .
We denote ε -viinity of the point x ( ε ≪ ct, t > 0) through Øε(x) = {y : r < ε} ,
S−ε (x) = S
− −Øε (x) , S+ε (x) = S+ −Øε (x) , Oε (x) = {y ∈ S : r ≤ ε} , Sε = S −Oε, Ø−ε =
S− ∩Øε, Ø+ε = S+ ∩Øε, ±ε (x) = {y ∈ S± : r = ε} , r,j = ∂r∂yj .
Let x∗ ∈ S . We transform the sidebar S in viinity of the point x∗ , avoiding it on ε -
semiirle in S− (ε << ct, t > 0) . From dynami analogue of the Green formula for sidebar
Sε + 
−
ε we have in point x = x
∗
0 =
c
pi
∫
Sε(x∗)+−ε (x
∗)
H (ct− r) dS (y)
t∫
r/c
∂u (y, t− τ)
∂n (y)
dτ√
c2τ 2 − r2+
+
c
2pi
∫
Sε(x∗)
H (ct− r) 1
r
∂r
∂n (y)
dS (y)
t∫
r/c
τ u˙ (y, t− τ ) dτ√
c2τ 2 − r2 +
+
c
2pi
∫

−
ε (x
∗)
H (ct− r) 1
r
∂r
∂n (y)
dS (y)
t∫
r/c
τ u˙ (y, t− τ) dτ√
c2τ 2 − r2 .
For ε→ +0 first integral, on the strength of weak singularity of the integral funtions, strives to
integral on S , seond one tends to integral in the value priniple sense, whih also exists, sine
integral funtion has a singularity of the type r−1 and ontains funtion ∂r
∂n(y)
= nj(y)
(yj−xj)
r
,
whih for y → x asymptotially equivalent to ∂r
∂n(x)
= nj(x)
(yj−xj)
r
, antisymmetri relative to
point x .
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Let onsider the last summand, denoted Jε (x) . On 
−
ε there are r = ε,
∂r
∂n(y)
= −1, dS (y) =
ε dθ , where θ is an polar orner with top in point x ; θ1 and θ2 are the orners of endpoints

−
ε , numbered in order at pass-by of the sidebar 
−
ε in positive diretion. With regard for these
relations
Jε (x) =
c
2pi
θ2∫
θ1
ε
ε
dθ
t∫
ε/c
τ u˙ (y, t− τ ) dτ√
c2τ 2 − r2 =
(θ2 − θ1) c
2pi
t∫
ε/c
τ u˙ (y, t− τ) dτ√
c2τ 2 − r2 ,
lim
ε→0
(θ2 − θ1) = −pi, lim
ε→0
Jε (x) = −0, 5
t∫
0
u˙ (y, t− τ ) dτ = −0, 5u (x, t).
Passing this summand in the left part, with regard for determinations: H−D(x, t) = 0, 5 for
x ∈ S , we get the formula of theorem on the border also. Sine on the left and on the right in
Eq. (26) the regular generalized funtions stand, on the strength of Dyubua-Reymon lemma ([2℄,
p. 97) this equality, whih equitable in generalized funtions lass , also equitable in lassial
sense. This theorem has been proved.
By solving the BVP the Eq. (26) gives the boundary integral equation for determination of
unknown boundary funtion:
piuS (x, t) =
=
∫
St(x)
dS (y)
t∫
r/c
∂u (y, t− τ)
∂n (y)
dτ√
τ 2 − r2/c2 + V.P.
∫
St(x)
1
r
∂r
∂n (y)
dS (y)
t∫
r/c
τ u˙S (y, t− τ) dτ√
τ 2 − r2/c2 .
In the ase of the first BVP the left part of this equation and the seond integral on the right
are known, they are defined with use of boundary ondition, but the first integral ontains the
kernel with weak singularity on front of the Green funtion. Solving it we define the normal
derivative of u on boundary whereupon formula (26) allows to ompute the solution in any
point.
In the ase of the seond BVP we have singular BIE for determination of unknown boundary
values of u . After its solving we an define u(x, t) on boundary whereupon formula (26) defines
the solution fully.
In the ase of nonzero initial onditions the following theorem gives the solution of problems.
T h e o r e m 5.2. By N = 2 BVP solution has the following integral representation:
2piuˆ =
t∫
0
dτ
∫
Sτ (x)
(
∂u (y, t− τ )
∂n (y)
+
1
r
∂r
∂n (y)
τ u˙ (y, t− τ)
)
dS (y)√
τ 2 − (r/c)2
+
+
∂
∂t
∫
S−t (x)
u0(y)dV (y)
c
√
c2t2 − r2 +
∫
S−t (x)
u˙0(y)dV (y)
c
√
c2t2 − r2 + c
t∫
0
dτ
∫
S−τ (x)
G(y, t− τ)dV (y)√
c2τ 2 − r2 +
−
∫
St(x)
u0(y)
ct
r
∂r
∂n (y)
dS (y)√
c2τ 2 − r2
Proof follows from theorem 4.1. and 5.2. if to write the onvolution with initial data in integral
type. Here the integrals from the seond before the fourth ones omply with Poisson formula for
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Caushy problem . The last additional summand with initial data is onditioned presene of the
boundary.
Using relations (27), dynami analogue of Gauss formula possible to be write in integral type.
L e m m a 5.1. By N = 2 dynami analogue of Gauss formula has the following type:
V.P.
∫
Sτ (x)
1√
1− (r/ct)2
∂
∂n (y)
(
ln
1
r
)
dS (y) +
∂
c∂t
∫
S−t (x)
dV (y)√
c2t2 − r2 = 2piH
−
S (x)H(t),
where integral in the value priniple sense is taken for boundary points .
P r o o f. Formula of the lemma 4.1 , with regard for (27),(28), possible to write so
−
∫
St(x)
ct√
c2t2 − r2
1
r
∂r
∂n (y)
dS(y) +
∂
c∂t
∫
S−t (x)
dV (y)√
c2t2 − r2 = 2piH
−
S (x)H(t). (29)
From this formula by elementary transformations we get the formula of the lemma.
We shall show that this equality, equitable in the field of regularity , is saved also for x ∈ S
if the singular integral on the left, whih ontains the strong singularity on r , is taken in the
value priniple sense.
Similarly (29) for area without and with ε -viinity of the point x we get
−
∫
Sε+−ε
ct H (ct− r)√
c2τ 2 − r2
1
r
∂r
∂n (y)
dS (y) +
∂
c∂t
∫
S−ε (x)
H (ct− r) dV (y)√
c2τ 2 − r2 = 0,
−
∫
Sε++ε
ct H (ct− r)√
c2τ 2 − r2
1
r
∂r
∂n (y)
dS (y) +
∂
c∂t
∫
S−ε (x)+Øε
H (ct− r) dv (y)√
c2τ 2 − r2 = 2pi.
(30)
Under ε < ct integrals on ±ε , Øε are easy alulated by transition to polar oordinate system.
On 
±
ε
∂r
∂n(y)
= ±1 onsequently to the sign. Mark that
Iε (x, t) =
∫
Øε(x)
H (ct− r) dV (y)√
c2τ 2 − r2 =
2pi∫
0
dθ
ε∫
0
rdr√
c2τ 2 − r2 = 2pi(ct−
√
c2τ 2 − r2) ⇒
lim
ε→0
∂Iε
∂t
= 2pic lim
ε→0
(
1− ct√
c2τ 2 − r2
)
= 0 for ∀t > 0.
If both equalities in (30) to add and divide on 2, with regard for properties of the symmetries of
integral funtion (24) and going to limit on ε→ 0 , then
−V.P.
∫
St(x)
ct√
c2τ 2 − r2
1
r
∂r
∂n (y)
dS (y) +
∂
c∂t
∫
S−t (x)
dV (y)√
c2τ 2 − r2 = pi.
So, with regard for determinations H−S (x) , formula (29) is equitable for any x .
6. BIE of BVP for N=3.
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T h e o r e m 6.1. For N = 3 BVP solution is represented in the form:
4piuˆ (x, t) =
∫
St(x)
{
1
r
∂u (y, t− r/c)
∂n (y)
+
u˙ (y, t− r/c)
c
∂ ln r
∂n (y)
}
dS (y)−
−V.P.
∫
St(x)
u (y, t− r/c) ∂
∂n (y)
1
r
dS (y) + c−1
∂
∂t
∫
St(x)
u0 (y)
∂ ln r
∂n (y)
dS (y)+
+
∫
r=ct
u˙0 (y)
c2t
H−S (y) dS (y) +
∂
∂t
∫
r=ct
u0 (y)
c2t
H−S (y) dS (y)−
∫
S−t (x)
G(x, t− r/c)
r
dV (y).
P r o o f . For N = 3 Green funtion Uˆ(x, t) is the double layer on the one Kt =
{(x, t) : ‖x‖ = ct} :
Uˆ (x, t) = −δ (t− R/c)
4piR
, R =
√
x21 + x
2
2 + x
2
3. (31)
For any ϕ (x, t) ∈ D (R4) it defines the linear funtional:
(U, ϕ) = − 1
4pi
∫
R3
ϕ (x, ‖x‖ /c)
‖x‖ dV (x)
After alulation on formula (22) we find
Wˆ (x, t) = −H (ct−R)
4piR
, Hˆ (x,m, t) =
1
4pi
xjmj
R2
(
c−1δ (t− R/c) + H (ct− R)
R
)
. (32)
For building the integral representation of dynami analogue of Green and Gauss formulas
we use the following equalities, whih be get using the determination of generalized funtion
onvolution :
α (x) δ (t− R/c) ∗ f (x, t)H (t) = H (t)
∫
St(x)
α (x− y) f (y, t− r/c) dS (y)
β (x, t) δS (x)H (t) ∗ f (x, t)H (t) = H (t)
t∫
0
dτ
∫
St(x)
β (y, t− τ) f (x− y, τ) dS (y)
α (x) δ (t− R/c) ∗ β (x, t) δS (x)H (t) = H (t)
∫
St(x)
α (x− y) β (y, t− r/ c) dS (y),
α (x) δ (t− R/c) ∗
x
γ (x) δS (x) =
∂
∂t
∫
St(x)
α (x− y) γ (y) dS (y)
α (x) δ (t−R/c) ∗
x
H−S (x) = c
−1H (t)
∫
r=ct
α (x− y)H−S (y) dS (y).
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We ompute the onvolution in Eq.(23) with regard for these orrelations. First summand in
this equation is
−Uˆ (x, t) ∗ ∂u
∂n
δS (x)H (t) =
H (t)
4pi
∫
St(x)
1
r
∂u (y, t− r/c)
∂n(y)
dS (y).
The seond summand (−4pi Wˆ ,j ∗u˙(x, t)nj(x)δS (x)H (t) ) is an amount of two onvolutions:
− 1
4pic
xj
R2
δ (t− ‖x‖ /c) ∗ u˙(x, t)nj(x)δS (x)H (t) = c−1H(t)
∫
St(x)
u˙(y, t− r/c) ∂ ln r
∂n(y)
dS(y),
− xj
R3
H (ct− ‖x‖) ∗ u˙(x, t)nj(x)δS (x)H (t) =
= H(t)
∫
St(x)
u0(y)
∂r−1
∂n(y)
dS(y)−H(t)
∫
St(x)
u(y, t)
∂r−1
∂n(y)
dS(y)
Third summand
−4pi Wˆ ,j ∗
x
u0 (x)nj (x) δS (x) =
∂
c∂t
∫
St(x)
∂ ln r
∂n (y)
u0 (y) dS (y)−
∫
St(x)
∂r−1
∂n (y)
u0 (y) dS (y)
The last three summand give the known Kirhoff formula for solution of the Caushy problem [
1,2℄ with initial onditions. Summing these onvolutions, we get the formula of the theorem.
In the formula of the theorem in the part, depending on initial data, there is one summand
onditioned by presene of the boundaryS . It disappears for t > t∗(x), t∗(x) = max
y∈S
‖x−y‖
c
sine
St (x) = S and integral does not depend on t .
In formula (16) for x /∈ S, t > 0 all integrals exist. Its proof for x ∈ S like to plane ase.
Herewith the strong singularity has the seond summand on the right. In this ase
lim
ε→0
∫

−
ε
u
(
y, t− r
c
) ∂
∂n (y)
1
r
dS (y) = − lim
ε→0
1
ε2
∫

−
ε
u
(
y, t− r
c
)
dS (y) = −2piu (x, t) ,
It's lear that for x ∈ S formula (31) saves kind if orresponding singular integral to alulate
in the value priniple sense and take into aount the value H−S (x) on S .
For x ∈ S this formula gives the BIE for problems solving , it is singular for the seond
BVP.
Using orrelations (19)-(22) the dynami analogue of Gauss formula also possible to write in
integral form.
L e m m a 6.1. By N=3
∫
St(x)
∂r−1
∂n (y)
dS (y) +
1
c
∂
∂t


∫
r=ct
H−S (y)
r
dS (y)+
∫
St(x)
∂ ln r
∂n (y)
dS (y)

 = 4piH−S (x)H (t)
When t > t∗ (x) thene the known Gauss formula [ 2℄ follows:∫
S
∂
∂n(y)
(
1
r
)
dS (y) = 4piH−S (x) . (33)
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Proof of this formulas similarly is like to proof of the lemma 5.1. Notie that for N = 2
two-dimensional analogue of the Gauss formula is not followed from lemmas 5.1.
7. Solution of the BVP for Dalamber equation (N=1).
T h e o r e m 7.1. For N = 1 BVP solution has the following integral presentation
2uˆ = cH (ct− |x− a2|)
t∫
|x−a2|/c
u,x (a2, τ) dτ − cH (ct− |x− a1|)
t∫
|x−a1|/c
u,x (a1, τ) dτ+
+ sgn (x− a1)H (ct− |x− a1|)u
(
a1, t− |x− a1|
c
)
−
− sgn (x− a2)H (ct− |x− a2|) u
(
a2, t− |x− a2|
c
)
+
+c−1
a2∫
a1
u˙0 (y)H(ct− |x− y|)dy + u0 (x+ ct)H−S (x+ ct) + u0 (x− ct)H−S (x− ct) .
(34)
P r o o f. Denote x1 = x . In this ase ([2℄, p.206)
Uˆ (x, t) = − c
2
H (ct− |x|) , Uˆ ,t= − c
2
δ (t− |x| /c) ,
Wˆ (x, t) = − c
2
H (ct− |x|) (ct− |x|) , Wˆ ,x (x, t) = c
2
H (ct− |x|) sgn x,
(35)
sgn x =


1, x > 0;
0, x = 0;
−1, x < 0.
(36)
In this ase it is impossible to use the formula (23) for building of the integral analogue of the
Green formula , beause in it some funtions are not determined .
It is possible to get the similar formula, if put u as zero outside of given interval and
onsidering an ation of wave operator on it in the lass of generalized funtions. We enter
otherwise to use the formula (20). We inrease the domain of definition u (x, t) in the band
in R2 × R+ : {a1 6 x1 6 a2 , −∞ < x2 < ∞, t > 0} . Then boundaryS will onsist of
two diret lines x1 = a1, x1 = a2 , whih external normals have oordinates (-1,0) and (1,0)
aordingly,
∂u
∂n
= n1
∂u
∂x1
for x ∈ S , H−S (x) = H (x1 − a1)H (a2 − x1) , n1δS (x) = ∂H
−
S
∂x1
=
−δ (x1 − a1) + δ (x1 − a2) . The formula (23) of the theorem 3.1 is onverted to type:
uˆ = Uˆ2 ∗ ∂u
∂x
H (t) (δ (x− a2)− δ (x− a1)) + ∂Wˆ2
∂x
∗ u˙ (x, t)H (t) (δ (x− a2)− δ (x− a1)) +
+c−2
(
Uˆ2,t ∗
x
u0 (x)H
−
S (x)
)
+ c−2Uˆ2 ∗ Gˆ.
(37)
Here, all onvolutions are taken with Green funtion for N = 2 and its antiderivative. On base
of the method of the lowering on x2 , rolling up on x2 , sine u does not depend on x2 , we get
uˆ = Uˆ (x− a2, t) ∗
t
∂u (a2, t)
∂x
H (t)− Uˆ (x− a1, t) ∗
t
∂u (a1, t)
∂x
H (t)+
+Wˆ ,x (x− a2, t) ∗
t
u˙ (a2, t)H (t)− Wˆ ,x (x− a1, t) ∗
t
u˙ (a1, t)H (t) + Wˆ ,x (x− a2, t) u0 (a2)−
−Wˆ ,x (x− a1, t) u0 (a1)− c−2
(
Uˆ ∗
x
u˙0 (x)H
−
S (x)
)
− c−2Uˆ ,t ∗
x
u0 (x)H
−
S (x) + Uˆ ∗ Gˆ.
(38)
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Substituting (36) into (38) and exeuting integration, we get formula (34).
Easy to show that it is equitable also for x = a1, x = a2 (with regard for (36)). For this
it is enough to write formula (34) for interval (a′1, a2) = (a1 + ε, a2) ((a1, a2 − ε) ). Supposing
x = a1 and ε→ +0 we have:
0 = lim
ε→0
c

H (ct− d)
t∫
|x−a2|
c
u,x (a2, τ ) dτ −H (ct− ε)
t∫
ε
c
u,x (a1, τ) dτ

+
+H (ct− d)u (a2, t− d/c) + sgn (−ε)H (ct) u (a1, t) + c−1
a2∫
a1+ε
u˙0 (y)H(ct− |a1 − y|)dy+
+u0 (a1 + ct)H
−
S (a1 + ct) + u0 (a1 − ct)H−S (a1 − ct) =
= c

H (t− d/c)
t∫
|x−a2|
c
u,x (a2, τ) dτ −
t∫
0
u,x (a1, τ) dτ

+H (t− d/c) u
(
a2, t− d
c
)
+
−H (t) u (a1, t) + c−1
a2∫
a1
u˙0 (y)H(t− |a1 − y| /c)dy + u0 (a1 + ct)H−S (a1 + ct) +
+u0 (a1 − ct)H−S (a1 − ct)
( d = |a1 − a2| ). Transferring the summand −H (t) u (a1, t) into the left part, with regard
for values of the harateristi funtion on border, we get the formula of the theorem for left
endpoint. By the similar way the formula is proved for x = a2 . As a result on the end of
the interval (a1, a2) we have the following equations for determination of unknown boundary
funtions:
u(a1, t) = cH (ct− d)
t∫
d/c
u,x (a2, τ) dτ − cH(t)
t∫
0
u,x (a1, τ ) dτ +H (ct− d) u
(
a2, t− d
c
)
+
+c−1
a2∫
a1
u˙0 (y)H(ct− |a1 − y|)dy + u0 (a1 + ct)H (d− ct)H (t) äëÿ x = a1;
u(a2t) = cH (t)
t∫
0
u,x (a2, τ) dτ − cH (ct− d)
t∫
d/c
u,x (a1, τ) dτ +H (ct− d) u
(
a1, t− d
c
)
+
+c−1
a2∫
a1
u˙0 (y)H(ct− |a2 − y|)dy + u0 (a2 − ct)H (d− ct)H (ct) äëÿ x = a2.
Under given u,x (ak, t) , k = 1, 2 , we get two funtional equations with lagging argument for
determination u on boundary of the area, whih an be solved inremental on time from t = 0 .
Under the known u (a1, t) , u (a2, t) we have the system of two integral equations.
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Conlusion. Using this method it is possible to build the similar formulas and boundary
integral equations for solutions of BVP in spae of greater dimension( N > 3 ). It is partiularly
effiient in BVP for systems of the equations of mathematial physis, when the Green matrix
of system an me onstruted. Herewith the type of the equations is unessential , it an be also
elliptial, as, for instane in problem of stationary diffration of eletromagneti waves [5℄, or in
problem of the elastiity theory [6℄, paraboli or mixed type in problem of thermoelastodynamis
[7℄. But partiularly effiient this method for solving of the hyperboli equations, where using
lassial methods more diffiult, but sometimes and simply impossible (refer to, for instane,
[6,8,9℄).
The study of solubility of built BIEs presents the independent problems of the funtional
analysis sine these equations do not pertain to well studied lassial ones. However we notie
that using the omputing methods on base of the methods of boundary element with transition
to disrete analogue BIE, allows effetively to build the solutions of like problems [10℄.
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Alexeyeva L.A. Nonstationary boundary value problems for wave equation and their
generalized solutions
Abstrat. The multivariate analogue of Dalamber's equation in the spae of generalized funtions is
onsidered. The method of generalized funtions for the building of solutions of nonstationary boundary
value problems for wave equations in spaes of different dimensions is elaborated. Dynami analogues
of Green and Gauss formulas for solutions of wave equation in the spae of generalized funtions are
built. Their regular integral representations and singular boundary integral equations for solving the
nonstationary problems are onstruted for the spaes of the dimensions 1,2,3. The method of obtaining
of onditions on fronts of shok waves is stated.
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