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Momentum-based Accelerated Q-learning
Bowen Weng, Lin Zhao, Huaqing Xiong and Wei Zhang
Abstract— This paper studies accelerated algorithms for Q-
learning. We propose an acceleration scheme by incorporating
the historical iterates of the Q-function. The idea is conceptually
inspired by the momentum-based acceleration methods in the
optimization theory. Under finite state-action space settings, the
proposed accelerated Q-learning algorithm provably converges
to the global optimum with a rate of Op1{?T q. While sharing a
comparable theoretic convergence rate with the existing Speedy
Q-learning (SpeedyQ) algorithm, we numerically show that
the proposed algorithm outperforms SpeedyQ via playing the
FrozenLake grid world game. Furthermore, we generalize the
acceleration scheme to the continuous state-action space case
where function approximation of the Q-function is necessary.
In this case, the algorithms are validated using commonly
adopted testing problems in reinforcement learning, including
two discrete-time linear quadratic regulation (LQR) problems
from the Deepmind Control Suite, and the Atari 2600 games.
Simulation results show that the proposed accelerated algo-
rithms can improve the convergence performance compared
with the vanilla Q-learning algorithm.
I. INTRODUCTION
Reinforcement learning (RL) aims to study how an agent
learns a policy through interacting with its environment to
minimize the accumulative loss for a task. RL has received
dramatically growing attention and gained success in various
tasks, such as playing video games [13], bipedal walking [6]
and studying control systems [12], to name a few. This paper
focuses on the Q-learning algorithm which is a model-free
RL algorithm to find an estimate of the optimal action value
function.
Ever since the first proposal of the Q-learning algorithm
in 1989 [24], the method has been studied extensively in the
finite state-action space. When the size of the state-action
space is relatively small, the Q-function can be explicitly
represented as a tabular function leading to a convenient
proof of convergence [11].
When the state-action space is continuous or considerably
large, Q-learning usually requires function approximations.
Lewis et. al. studied the Q-learning problem for linear control
systems [1] and extended the method to the continuous
time domain [21], [23]. They consider value iteration with
appropriate sampling and customized Q-function structure.
The step of target update was later introduced in the Deep
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Q-Network (DQN) learning [13] with the Q-function being
parameterized as a deep neural network. DQN has gained
great success in playing video games [16] that significantly
exceeds human-level of performance. This also leads to
various improved algorithms for Q-learning [22] and for
general RL [19].
Besides the exploration on the improved Q-learning al-
gorithms with better performance in applications, another
line of research lies in the convergence analysis of vari-
ants of the Q-learning algorithms [3], [4], [5], [7], [9].
Given that the training speed largely determines how an
algorithm can contribute to the real application, accelerating
the convergence is always of great interest. Optimization
theory has provided effective schemes of acceleration with
theoretic guarantees. One of the most popular schemes is
based on the so-called momentum idea by involving more
historical information into the update. Momentum-based
algorithms, including Heavy-ball (HB) [17], Nesterov’s ac-
celerated gradient (NAG) [15], have been proved to be
able to accelerate the convergence when loss functions are
strongly convex [10], [15]. Under general convex or non-
convex settings, the acceleration of these algorithms has not
been established theoretically. Nevertheless, its convergence
can still be guaranteed for specific classes of nonconvex
loss functions [25] and numerical results also show great
success [2], [8]. A successful application of the momentum
to accelerate Q-learning is the so-called Speedy Q-learning
(SpeedyQ) [3]. It is provably better than the vanilla Q-
learning assuming a finite state-action space.
Our contribution in this paper is twofold. First, we propose
a new accelerated Q-learning scheme which is inspired by
the general momentum-based optimization algorithms. Under
the finite state-action space and the synchronous sampling
settings [9] , we prove the upper bounds of the convergence
rate which is comparable to that of SpeedyQ. Furthermore,
using a popular grid world game, we numerically show that
the proposed acceleration scheme can outperform SpeedyQ
under the same settings as considered in the theoretical
derivations. Second, we also generalize our acceleration
scheme to the continuous state-action space case, where the
Q-function is usually approximated by parametric functions.
In this case, we numerically evaluate the proposed algorithms
in various challenging tasks, including two linear quadratic
regulation problems from the Deepmind Control Suite [20]
and the Atari 2600 video games. A significant improvement
of the performance over the vanilla Q-learning is shown by
the simulation results.
The rest of the paper is organized as follows. Section II
introduces the background of Q-learning and SpeedyQ. Sec-
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tion III proposes a new acceleration scheme, followed by the
convergence analysis and numerical performance comparison
with SpeedyQ. In Section IV, we generalize our acceleration
scheme to the case where the state-action space is continuous
or considerably large. We also provide numerical results to
show the promising applications of our algorithms in more
complicated applications.
II. PRELIMINARIES
In this section, we provide the background of Q-learning.
We also briefly revisit the SpeedyQ algorithm for comparison
in later sections.
A. Q-learning
We consider the standard reinforcement learning settings,
where a learning agent (e.g. controller or control policy)
interacts with a (possibly stochastic) environment (e.g. pro-
cess or system dynamics, etc.). This interaction is usually
modeled as a discrete-time discounted Markov Decision
Processes (MDPs), described by a quintuple pX ,U , P,R, γq,
where X is the state space, U is the action space, P :
X ˆ U ˆ X ÞÑ r0, 1s is the probability kernel for the state
transitions, e.g., P p¨|x, uq denotes the probability distribution
of the next state given current state x and action u. In
addition, R : X ˆ U ÞÑ r0, Rmaxs is the reward function (or
negative of the cost function) mapping station-action pairs
to a bounded subset of R, and γ P p0, 1q is the discount
factor. The optimal stationary policy pi‹ : X ÞÑ U of MDP is
defined as the solution of following optimization problem:
maximize
pi
Jpipx0q “ EP
# 8ÿ
k“0
γkRpxk, pipxkqq
+
,
subject to xk`1 „ P p¨|xk, pipukqq, (1)
where EP denotes the expectation with respect to the tran-
sition probability P . The above optimization problem seeks
to maximize the expected accumulated discounted rewards
over different policies pi.
A stationary policy pi induces a Q-function Qpi which
satisfies the Bellman equation:
Qpipx, uq :“ Rpx, uq ` γEPQpipx1, pipx1qq,
where x1 „ P p¨|x, uq denotes the next state.
The Bellman operator T is defined pointwisely as
T Qpx, uq “ Rpx, uq ` γEP max
u1PUpx1q
Qppx1, u1q, (2)
which can be shown to be a contractive in the supremum
norm (i.e., ‖Q‖ :“ supx,u |Qpx, uq|)∥∥T Qpx, uq ´ T Q1px, uq∥∥ ď γ ∥∥Qpx, uq ´Q1px, uq∥∥ , (3)
and its unique fixed point is the optimal Q-function Q‹,
i.e., T Q‹px, uq “ Q‹px, uq, which also satisfies the optimal
Bellman equation [5]:
Q‹px, uq “ Rpx, uq ` γEP max
u1PUpx1q
Q‹px1, u1q, (4)
Therefore, starting with an arbitrary Q-function, we can
apply the Bellman operator T iteratively to learn Q‹.
Let J‹pxq :“ Jpi‹pxq be the optimal value function when
applying the optimal policy pi‹. It relates to Q‹ as follows
J‹pxq “ max
uPUpxq
Q‹px, uq,@x P X , (5)
where Upxq denotes the admissible set of actions at state x.
Hence, the optimal policy can be obtained from the optimal
Q-function as:
pi‹pxq “ argmax
uPUpxq
Q‹px, uq,@x P X (6)
Note that the knowledge of the transition probability P is
not needed in (6), which is the advantage of Q learning.
In practice, exact evaluation of the Bellman operator (2) is
usually infeasible due to the lack of the knowledge of the sys-
tem dynamics (i.e. the transition probabilities). Instead, the
empirical Bellman operator is evaluated using samples [11].
Specifically, for the kth round of iteration at state-action pair
px, uq, we sample the next state yk „ P p¨|x, uq, and then
evaluate the empirical Bellman operator Tk as
TkQkpx, uq “ Rpx, uq ` γ max
u1PUpykq
Qkpyk, u1q, (7)
where note that the subscript of Tk is to track that of samples
yk. As an example, the vanilla Q-learning is implemented as
Qk`1 “ Qk ´ αkpQk ´ TkQkq, (8)
where αk is the step size and we omit the dependence on
px, uq hereafter when no confusion can arise.
B. Speedy Q-learning
In optimization and deep learning, momentum-based
schemes, including Heavy-ball (HB) [17] and Nesterov’s
accelerated gradient (NAG) [15], have been widely used
to accelerate the convergence of gradient based algorithms.
Such schemes also inspired some improved Q-learning algo-
rithms such as SpeedyQ [3], which follows the update as:
Qk`1 “ Qk`αkpTkQk´Qkq`p1´αkqpTkQk´TkQk´1q,
(9)
where αk “ 1k`1 . Compared with (8), SpeedyQ added a
momentum term TkQk ´ TkQk´1. This is a straightforward
setup considering the history momentum. In the following
section, we further explore the accelerated Q-learning frame-
work with a more sophisticated design.
III. ACCELERATED Q-LEARNING
In this section, we propose a new class of accelerated Q-
learning (AQL) algorithms inspired by general momentum-
based optimization algorithms. A generic form of AQL is
given by
Sk “ p1´ akqQk´1 ` akTkQk´1,
Pk “ p1´ akqQk ` akTkQk,
Qk`1 “ Pk ` bkpPk ´ Skq ` ckpQk ´Qk´1q.
(10)
where ak, bk, ck are the step sizes or learning rates. In this
paper, we will mainly consider the synchronous sampling,
where all the state-action pairs are updated simultaneously
at each iteration round [9]. The pseudo code of the imple-
mentation is listed in Algorithm 1. Note that we used the
notation MQkpykq :“ maxuPUpykqQkpyk, uq.
Algorithm 1 Synchronous Accelerated Q-learning
Input: Initial action-value function Q0 and Q´1 “ Q0,
discount factor γ, parameter m ě 1γ , and maximum
iteration number T
for k “ 0, 1, 2, ¨ ¨ ¨ , T ´ 1 do
ak “ 1k`1 , bk “ k ´m´ 1, ck “ ´k
2`pm`1qk`1
k`1 ;
for each px, uq P X ˆ Upxq do
Generate the next state sample yk „ P p¨|x, uq;
TkQk´1px, uq “ Rpx, uq ` γMQk´1pykq;
TkQkpx, uq “ Rpx, uq ` γMQkpykq;
Skpx, uq “ p1´ akqQk´1px, uq ` akTkQk´1px, uq
Pkpx, uq “ p1´ akqQkpx, uq ` akTkQkpx, uq
Qk`1px, uq “ Pkpx, uq ` bk pPkpx, uq ´ Skpx, uqq
`ckpQkpx, uq ´Qk´1px, uqq
end for
end for
Output: QT
To facilitate the analysis, we rewrite (10) in a more
compact way as
Qk`1 “p1´akqQk`rbkp1´ akq`cks pQk ´Qk´1q
` ak rp1` bkqTkQk ´ bkTkQk´1s . (11)
Comparing (11) with the SpeedyQ given in (9), we notice
that first, SpeedyQ only contains TkQk´1 in the update
without explicitly using the historical information Qk´1.
This additional term in our algorithm may help attenuate
possible large overshoots during the iteration. Second, (9)
simply involves TkQk ´ TkQk´1 as the only momentum
term, while our algorithm designs this part in a more careful
manner. That is, we first use two consecutive outputs of the
empirical Bellman operators to update the Q-function and
obtain Sk and Pk. Intuitively, since Sk and Pk are derived
by the update of the vanilla Q-learning, selecting Sk ´ Pk
as the additional momentum term can contribute to a better
estimation of the optimal Q-function while preserving the
acceleration. This intuition is also verified in our numerical
results, which will be shown later. Before that, we first
provide convergence analysis of the proposed algorithm.
A. Convergence Rate Analysis of AQL
Our analysis is based on the finite state-action space
assumption, which is the same as in [3].
Assumption 1: The state space X and the action space U
are finite sets with cardinalities |X | and |U |, respectively. We
denote n “ |X | ¨ |U |.
Our analysis starts with analyzing the errors of approxi-
mating the exact Bellman operator T with empirical Bellman
operators Tk. These stochastic errors and their evaluations
over time are major challenges in proving convergence and
deriving convergence rate.
For convenience, we denote all Tk terms in (11) by
Dk rQk, Qk´1s :“ p1` bkqTkQk ´ bkTkQk´1, (12)
for all k ě 0. Note that (12) is a function of all sam-
ples ty1, y2, ¨ ¨ ¨ , yku for all station-action pair px, uq up
to round k. Let Fk denote the filtration generated by the
sequence of these random variables ty1, y2, ¨ ¨ ¨ , yku. Then
if we define D rQk, Qk´1s as the conditional expectation of
Dk rQk, Qk´1s given Fk´1, we obtain by the definition of
T that
D rQk, Qk´1s :“ EP pDk rQk, Qk´1s |Fk´1q
“ p1` bkqT Qk ´ bkT Qk´1.
Now define the error between Dk and D
k :“ D rQk, Qk´1s ´Dk rQk, Qk´1s . (13)
Clearly EP pk|Fk´1q “ 0. This shows that @px, uq P X ˆ
Upxq, the sequence of estimation error tkpx, uquTk“0 is a
martingale difference sequence with respect to the filtration
Fk. In other words, if we denote
Ekpx, uq :“
kÿ
j“0
jpx, uq, (14)
then Ek is a martingale with respect to Fk, @px, uq P X ˆ
Upxq and @k ě 0.
To proceed, we need the following assumption.
Assumption 2: The Q-function is uniformly bounded
throughout the learning process. That is, DVmax, such that
‖Qk‖ ď Vmax,@k ě 0. Without loss of generality, we further
let Rmax ` γVmax “ Vmax.
Based on Assumption 2, we can further obtain the uniform
bounds of Dk and k as shown in the following lemma. All
proofs are collected in the Appendix.
Lemma 1: Given Assumption 2 and AQL as Algorithm 1,
Dk rQk, Qk´1s and k are uniformly bounded for all k ě
0. Specifically, DDmax ą 0, s.t. ‖DkrQk, Qk´1s‖ ď
Dmax, ‖k‖ ď 2Dmax,@k ě 0.
The uniform bounds proved in Lemma 1 are critical in the
derivation of the main theorem below.
Theorem 1: Given Assumption 1, 2 and fixing γ,m with
γm ě 1 in AQL as Algorithm 1, with probability at least
1´ δ, the output of AQL satisfies:
}Q‹´QT }ď
2pγRmax`hVmaxq`Dmax
b
8pT ´mq log 2nδ
T p1´γq ,
(15)
where Dmax is from Lemma 1 and h “ γpm` 1q ` 1.
Combining Theorem 1 and the Borel-Cantelli lemma we
know QT converges to Q‹ with the rate Op
a
1{T q almost
surely. We further comment that the asymptotic convergence
rate is comparable to that of SpeedyQ [3]. Recalling our
intuition for the difference of the update rules, we expect
AQL can actually outperform SpeedyQ. We numerically
verify this in the following.
B. Numeric Comparison with SpeedyQ
Given the analytical convergence rate derived above is
also comparable to SpeedyQ. We seek to explore extra
experiments to verify that our algorithm actually outperforms
SpeedyQ. We emphasize that the settings in this section are
consistent with those of AQL in algorithm 1 and SpeedyQ
in [3, Algorithm1]. Thus the numerical results should be able
to give a convincing comparison between two algorithms.
Note that the choice of m is not explicitly specified with
only a lower bound. We try 3 different selections of m and
observe stable performance in convergence, which also aligns
with the theoretical analysis. To evaluate the algorithms in
the finite state-action space, we apply them to the popular
FrozenLake grid world games.
FrozenLake is a classic baseline problem for Q-learning.
An agent controls the movement of a character in a grid
world. Some tiles of the grid are walkable, and others lead to
the agent falling into the water. Additionally, the movement
direction of the agent is uncertain and only partially depends
on the chosen direction. The agent is rewarded for finding a
feasible path to a goal tile. The environment for FrozenLake
is a 4 ˆ 4 grid world. We consider two sub-tasks, the
FrozenLake (Fig. 1a) and the FrozenLake8x8 (Fig. 1b) with
a bigger grid world . In both Frozenlake tasks, ”S” is the
safe starting point, ”F” is the safe frozen surface, ”H” stands
for the hole that terminates the game, and ”G” is the target
state that comes with an immediate reward of 1. This forms a
problem with state space size of 16 (64 for FrozenLake8x8),
action space size of 4 and reward space R “ t0, 1u.
Considering the randomness embedded in the MDP of
both FrozenLake games, we evaluate the performance of each
algorithm with 20 different random seeds and then illustrate
the average loss and standard deviation in Fig. 1a and Fig. 1b.
For evaluation purpose, we have access to the true transition
probability, and can find the ground truth optimal Q-function
Q‹ using dynamic programming. In both games, the loss at
step k is then defined as ‖Qk ´Q‹‖. It can be seen from the
results that AQL with various choices of m all can converge
faster than Speedy Q-learning.
IV. GENERALIZATION TO PARAMETRIC AQL
In this section, we generalize our acceleration scheme to
the case where the state-action space is considerably large or
even continuous. Numerical verification of the performance
of the proposed algorithms is then provided with various
tasks.
(a) FrozenLake (b) FrozenLake8x8
Fig. 1: Comparing AQL with SpeedQ.
A. AQL with Q-function approximation
We consider the same MDP problem as that in Section II,
but in a continuous state-action space X ˆ U . In this case,
it is often impossible or extremely difficult to write the Q-
function as an explicit tabular function w.r.t each state-action
pair, and thus the update rule of (8) is no longer applicable.
To handle this problem, we consider a parametric function
Qˆpx, u; θq as an approximation of the Q-function. The pa-
rameter vector θ is of finite and relatively lower dimension
and thus easier to implement. The approximation architec-
tures can be rich through different choices of the function
class, such as linear function approximation [5] and neural
networks [14]. Instead of updating the estimating Q-function
directly as (8), here we can only iteratively update the
parameter θ. This kind of Q-learning is referred as parametric
Q-learning (PQL), which follows the update rule as
θk`1 “ θk ´ αk∆k BBθk Qˆkpx, u; θkq, (16)
where
∆k“Qˆkpx, u; θkq´Rpx, uq´γ max
u1PUpx1q
Qˆkpx1, u1; θkq. (17)
Then we can generalize the proposed acceleration scheme to
the vanilla PQL in (16). We refer the AQL in this case as
parametric AQL (PAQL) given by
ξk “ θk´1 ´ ak∆k´1 BBθk´1 Qˆk´1px, u; θk´1q,
ζk “ θk ´ ak∆k BBθk Qˆkpx, u; θkq,
θk`1 “ ζk ` bkpζk ´ ξkq ` ckpθk ´ θk´1q.
(18)
Notice that when we take bk “ 0, then the update (10) only
involves one-step historical information θk´1. This applies
the same idea as HB and thus is referred as HBPAQL. When
taking bk ‰ 0, we also involve ξk into the update, which is
motivated by the idea of NAG and thus denoted as NesPAQL.
In the following, we evaluate PAQL in two discrete-
time LQR problems from the Deepmind Control Suite [20]
and Atari 2600 games, where the function approximation
architectures are linear functions and neural networks, re-
spectively. Throughout this section, we adopt -greedy [14]
and prioritized experience replay [18] for exploration and
sampling, both of which are common techniques in RL with
parametric approximation.
Fig. 2: Testing tasks for PAQL, from left to right: LQR with
2 Masses and 1 Linear Actuators, LQR with 6 Masses and 2
Linear Actuators, Pong and Boxing from Atari 2600 Games.
B. Linear Quadratic Regulation
The problem of infinite-horizon discrete-time LQR con-
siders a linear system
xk`1 “ Axk `Buk, (19)
with cost function in a quadratic form as
J “
8ÿ
t“0
`
xTkQxk ` uTkRuk ` 2xTkNuk
˘
. (20)
Let the positive definite P be the unique solution to the
discrete-time algebraic Riccati equation (DARE)
P “ ATPA p´ATPB`NqpR`BTPBq´1pBTPA`NT q` Q.
(21)
We have the optimal control as u‹k “ ´K‹xk with
K‹ “ pR`BTPBq´1pNT `BTPAq. (22)
Following the procedure established in section IV-A, we
parameterize a Q-function which is linear w.r.t a matrix
parameter H in the form of
Qpx, u;Hq “
„
x
u
T „
Hxx Hxu
Hux Huu
 „
x
u

. (23)
The stationary linear policy corresponding to the Q-function
(23) satisfies u “ ´Kx,K “ H´1uuHux. We evaluate the
performance of various PAQL algorithms at each iterate k
with the Euclidean norm ‖Kk ´K‹‖2.
In this section, the linear system is constructed as a
coupled mass damper system with n masses, serially con-
nected through linear joints (see Fig. 2) with m joints being
actuated. The system has the state dimension of 2n with
position state xp and velocity state xv . The action dimension
is m. The reward is quadratic with respect to the position and
controls, i.e. R “ 12xTpQxp ` η 12uTRu with control cost
coefficient η “ 0.1. The system is a default RL benchmark
from the Deepmind control suite [20]. We consider two sub-
tasks, the ”LQR 2 1” with n “ 2, m “ 1 and the ”LQR 6 2”
with n “ 6, m “ 2 which take 4269 and 11840 iterates
respectively to converge to K‹ through DARE.
We compare the performance of proposed the PAQL
algorithms with the vanilla Q-learning in Fig 3a and Fig. 3b.
For both tasks, we let ak “ 0.9, bk “ 0.2, ck “ 0.2,@k for
corresponding algorithms. The learning process of DARE is
also included. Direct comparison regarding the training time
with DARE is not fair given that DARE requires system
dynamics but Q-learning methods are model-free. In our
illustration, we exclude the sampling time and consider the
number of value iterations required to achieve certain level
of desired performance (Table I).
TABLE I: Iterates for Converging to ‖Kk ´K‹‖2 ď 0.1
Task DARE Q-learning HBPAQL NesPAQL
LQR 2 1 769 515 229 205
LQR 6 2 2768 1094 235 241
C. Atari 2600 games
We further evaluate the performance of PAQL with two
Atari 2600 games. It is a challenging RL benchmark task
that takes high-dimensional high-frequency video sequence
(dimpX q “ 84 ˆ 84 ˆ 4) as state and real video game
control keys as action. The performance for each algorithm
is justified empirically by the average return of 100 trails
of episodes. The Q-function is parameterized as a deep
convolutional neural network. Hyper-parameters are set as
ak “ 0.9, bk “ 0.2, ck “ 0.2,@k. The algorithm is
implemented based on the open.ai baseline, which is a set of
high-quality implementations of RL algorithms. The original
DQN implementation and its variants are roughly on par with
scores in published papers, which mostly exceeds expert level
of human play. Results are illustrated in Fig. 3c.
The Q-function is structured with millions of parameters
(i.e., the weights of deep neural networks). The sampling and
target learning with SGD both consume a significant amount
of time and computational power. On a dual-GPU machine
with the PAQL algorithm, the training for the game Pong
takes 0.6 million samples in 15 minutes. For the Boxing
game to achieve the illustrated results, PAQL takes 2 million
samples in 40 minutes. On the contrast, DQN would require
at least 4 million samples to acquire similar performance.
(a) LQR 2 1
(b) LQR 6 2
(c) Atari 2600 Games
Fig. 3: Comparing Various Methods for LQR and Atari 2600
Games.
V. CONCLUSION
We proposed a set of momentum-based accelerated Q-
learning algorithms, which are provably converging faster
than vanilla Q learning in finite state-action space if it is
stable. We empirically evaluate the algorithms and verify that
the proposed algorithms can accelerate the convergence in
comparison to SpeedyQ and vanilla Q-learning on various
challenging tasks under both finite and continuous state-
action spaces settings.
Our future work includes providing theoretical guarantee
of the stability of the proposed algorithm in the finite state-
action space case (see Assumption 2, although we never
found unstable cases in our simulation). For the continuous
state-action space, it is also important to study the stability of
the proposed iteration scheme when using a general nonlinear
approximation architecture such as neural networks. More-
over, further extensions of this work include exploring more
complicated adaptive acceleration schemes to improve the
convergence performance, which will be our future interests.
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APPENDIX
Maximal Hoeffding-Azuma Inequality:
Lemma 2: Let tM1,M2, , . . . ,MT u be a martingale dif-
ference sequence with respect to a sequence of random vari-
ables tX1, X2, , . . . , XT u (i.e. EpMk`1|X1, X2, , . . . , Xkq “
0,@1 ď k ď T ) and uniformly bounded by M¯ ą 0. If we
define Sk “ řki“1Mi, then for any ε ą 0, we have
P
ˆ
max
1ďkďTSk ą ε
˙
ď exp
ˆ ´ε2
2TM¯2
˙
.
Proof of Lemma 1:
Proof: When k “ 0,
}D0 rQ0, Q´1s} “ }T0Q0} ď }R} ` γ }MQ0py0q}
ďRmax ` γVmax “ Vmax :“ B¯0
Now, considering k ě 1 we have
}Dk rQk, Qk´1s}
ď }R} ` γ}p1` bkqMQk ´ bkMQk´1}
“Rmax ` γ}p1` bkqM
`
Qk´1
´ αk´1Qk´2 ` αk´1Dk´1 rQk´1, Qk´2s
˘
´ bkMQk´1}
ďRmax ` γ ‖Qk´1‖` γ|1` bk|ak´1 ‖Qk´2‖
` γ|1` bk|αk´1 ‖Dk´1 rQk´1, Qk´2s‖ ,
where the first inequality follows from the triangle inequality
and the second follows due to the triangle inequality and the
definition of the infinity norm.
By the choice of the hyper-parameters in Algorithm 1, we
know |1 ` bk|ak´1 “ |k´m|k . Then we consider two cases:
1 ď k ă m2 and k ě m2 . The first case only contains finite
steps, and in the second case, we can simply bound |1 `
bk|ak´1 “ |k´m|k ď 1.
When 1 ď k ă m2 , i.e. when 1 ă |1`bk|ak´1 “ |k´m|k ď
m, we have
}Dk rQk, Qk´1s}
ďRmax ` γ ‖Qk´1‖` γ|1` bk|ak´1 ‖Qk´2‖
` γ|1` bk|αk´1 ‖Dk´1 rQk´1, Qk´2s‖
“Rmax ` γ ‖Qk´1‖` γm´ k
k
‖Qk´2‖
` γm´ k
k
‖Dk´1 rQk´1, Qk´2s‖
ďRmax ` γVmax ` γmVmax ` γm ‖Dk´1 rQk´1, Qk´2s‖
ďp1` γmqVmax
k´1ÿ
i“0
pγmqi ` pγmqk ‖D0 rQk´1, Qk´2s‖
ďp1` γmqppγmq
k´1 ´ 1qVmax
γm´ 1 ` pγmq
kVmax,
where the third inequality follows from Assumption 2. Since
γm ě 1, in this case Dk can be uniformly bounded as
}Dk rQk, Qk´1s}
ď
ˆ p1` γmqppγmqtm{2u´1 ´ 1q
γm´ 1 ` pγmq
tm{2u
˙
Vmax :“ B¯1,
where t˚u denotes the largest integer that is no larger than ˚.
Then we consider when k ě m2 , i.e. when |1` bk|ak´1 “|k´m|
k ď 1:
}Dk rQk, Qk´1s}
ďRmax ` γ ‖Qk´1‖` γ|1` bk|ak´1 ‖Qk´2‖
` γ|1` bk|αk´1 ‖Dk´1 rQk´1, Qk´2s‖
ďRmax ` γ ‖Qk´1‖` γ ‖Qk´2‖ ,
(24)
Notice that the second inequality follows due to |1 `
bk|ak´1 “ |k´m|k ď 1, which is the main difference from
the previous case. Then we can further bound
}Dk rQk, Qk´1s}
ďRmax ` 2γVmax ` γ }Dk´1 rQk´1, Qk´2s}
ďRmax
k´tm{2uÿ
i“0
γi ` 2Vmax
k´tm{2uÿ
i“1
γi
` γk´tm{2u ››Dtm{2u rQ0, Q´1s››
ďpRmax ` 2γVmaxq
1´ γ ` B¯1
“1` γ
1´ γ Vmax ` B¯1 :“ B¯2,
(25)
where the first inequality follows from Assumption 2. Ob-
serve that clearly B¯0 ă B¯1 ă B¯2. Then we can uniformly
bound ‖Dk‖ as
}Dk rQk, Qk´1s} ď B¯2 :“ Dmax, @k ě 0.
The bound on k follows directly from its definition as
}k} “ }EP pDk rQk, Qk´1s px, uq|Fk´1q ´Dk rQk, Qk´1s}
ď 2 }Dk rQk, Qk´1s} ď 2Dmax.
Thus we conclude our proof.
Proof of Theorem 1:
We first prove two lemmas that will lead to the main
results. The first lemma derives the dynamics of Qk in terms
of Ek, which will be handy later.
Lemma 3: For any k ě 1 and given AQL as in Algo-
rithm 1, we have
Qk “1
k
pQk´1 ´Q0 ` pk ´m´ 1qT Qk´1q
` 1
k
ppm` 1qT Q0 ´ Ek´1q
(26)
Proof: First we rewrite (11) by the definition of Dk
and k as
Qk`1“p1´akqQk`rbkp1´ akq`cks pQk ´Qk´1q
` ak rp1` bkqTkQk ´ bkTkQk´1s
“p1´akqQk`rbkp1´ akq`cks pQk ´Qk´1q
` akDk rQk, Qk´1s
“p1´akqQk`rbkp1´ akq`cks pQk ´Qk´1q
` ak pD rQk, Qk´1s ´ kq .
(27)
Then we prove the lemma by plugging in the choice of
the hyper-parameters and using induction. For k “ 1, Q1 “
T1Q0 “ T Q0 ´ E1, Thus (26) holds when k “ 1. Now
under the assumption that (26) holds for k we prove it also
holds for k ` 1.
Qk`1
“ 1
k ` 1Qk ´
1
k ` 1Qk´1 `
k
k ` 1Qk
` 1
k ` 1 rpk ´mqTkQk ´ pk ´m´ 1qTkQk´1s
“ 1
k ` 1Qk ´
1
k ` 1Qk´1 `
1
k ` 1 pQk´1 ´Q0
` pk ´m´ 1qT Qk´1 ` pm` 1qT Q0 ´ Ek´1q
` 1
k ` 1 rpk ´mqTkQk ´ pk ´m´ 1qTkQk´1s
“ 1
k ` 1Qk ´
1
k ` 1Qk´1 `
1
k ` 1 pQk´1 ´Q0
` pk ´m´ 1qT Qk´1 ` pm` 1qT Q0 ´ Ek´1q
` 1
k ` 1 rpk ´mqT Qk ´ pk ´m´ 1qT Qk´1 ´ ks
“ 1
k ` 1 pQk ´Q0 ` pk ´mqT Qk ` pm` 1qT Q0 ´ Ekq,
which shows (26) holds for k` 1, and therefore it holds for
all k ě 1.
The second lemma derives the propagation of the errors k
in the process of Q function iteration, which can be proved
conveniently using Lemma 3.
Lemma 4: Given Assumption 2 and fixing γ,m with
γm ě 1 in AQL as Algorithm 1, for all k ě m ` 1, we
have
}Q‹´Qk} ď 2γRmax ` hVmax
kp1´ γq `
1
k
k´m´1ÿ
i“0
γi}Ek´i}, (28)
where h “ γpm` 1q ` 1.
Proof: For k ě m ` 1, expand Qk using (26) in
Lemma 3, and we have
}Q‹ ´Qk}
“1
k
}Qk´1 ´Q0 ` pk ´m´ 1qpT Q‹ ´ T Qk´1q
` pm` 1qpT Q‹ ´ T Q0q ` Ek}
ďγpk ´m´ 1q ` 1
k
}Q‹ ´Qk´1}
` γpm` 1q ` 1
k
}Q‹ ´Q0} ` }Ek}
k
ďγpk ´ 1q
k
}Q‹ ´Qk´1} ` 2h
k
Vmax ` }Ek}
k
ďγ
k´m
k
}Q‹ ´Qm} ` 2hVmax
k
k´m´1ÿ
i“0
γi
`
k´m´1ÿ
i“0
γi
k
}Ek´i}
ď2γRmax ` hVmax
kp1´ γq `
1
k
k´m´1ÿ
i“0
γi}Ek´i},
where the first inequality follows from the triangle inequality
and the contraction property (3), and the second inequality
holds due to γm ě 1 and Assumption 2 and h “ γpm `
1q ` 1.
Now we are ready to prove the main results of Theorem 1.
The proof builds on the results of Lemma 4 and makes uses
of the Maximal Hoeffding-Azuma Inequality (see Lemma 2).
Proof: Plugging k “ T in (28) in Lemma 4 and obtain
}Q‹ ´QT } ď 2γRmax ` hVmax
T p1´ γq `
1
T
T´m´1ÿ
i“0
γi}ET´i}.
It suffices to bound the second term. Observe that
1
T
T´m´1ÿ
i“0
γi}ET´i} ď 1
T
T´m´1ÿ
i“0
γi max
0ďiďT´m´1 ‖ET´i‖
ď max0ďiďT´m´1 ‖ET´i‖p1´ γqT .
(29)
In remains to bound max0ďiďT´m´1 ‖ET´i‖. For the
sake of convenience, we denote K “ T ´m´1. Notice that
max0ďiďK ‖ET´i‖ “ maxpx,uqmax0ďiďK |ET´ipx, uq|.
For a given px, uq and ε ą 0, we have
P
ˆ
max
0ďiďK|ET´ipx, uq| ą ε
˙
“P
ˆ"
max
0ďiďKpET´ipx, uqq ą ε
*
ď"
max
0ďiďKp´ET´ipx, uqq ą ε
*˙
“P
ˆ
max
0ďiďKpET´ipx, uqq ą ε
˙
`
P
ˆ
max
0ďiďKp´ET´ipx, uqq ą ε
˙
,
(30)
where Dmax is derived in Lemma 1. Since tkpx, uqukě0
is a martingale difference sequence w.r.t the filtration Fk as
defined previously, we can apply the Maximal Hoeffding-
Azuma inequality (see Lemma 2) as
P
ˆ
max
0ďiďKpET´ipx, uqq ą ε
˙
ď exp
ˆ ´ε2
8pK ` 1qD2max
˙
P
ˆ
max
0ďiďKp´ET´ipx, uqq ą ε
˙
ď exp
ˆ ´ε2
8pK ` 1qD2max
˙
.
Then we can further bound (30) as
P
ˆ
max
0ďiďK|ET´ipx, uq| ą ε
˙
ď 2 exp
ˆ ´ε2
8pK ` 1qD2max
˙
.
Since we consider a finite state-action space where the size
of state-action pairs is bounded by n as Assumption 1, we
can eventually use the union bound to obtain
P
ˆ
max
0ďiďK‖ET´i‖ ą ε
˙
ď 2n exp
ˆ ´ε2
8pK ` 1qD2max
˙
.
By letting δ “ 2n exp
´
´ε2
8TD2max
¯
we have
P
˜
max
0ďiďK‖ET´i‖ ď Dmax
c
8pK ` 1q log 2n
δ
¸
ě 1´ δ,
where K “ T ´m ´ 1. By plugging the above probability
bound in (29) we conclude our results.
