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Abstract
In this paper, we propose a novel approach for the rank minimization problem,
termed rank residual constraint (RRC). Different from existing low-rank based
approaches, such as the well-known weighted nuclear norm minimization (WNNM)
and nuclear norm minimization (NNM), which aim to estimate the underlying low-
rank matrix directly from the corrupted observation, we progressively approximate
or approach the underlying low-rank matrix via minimizing the rank residual. By
integrating the image nonlocal self-similarity (NSS) prior with the proposed RRC
model, we develop an iterative algorithm for image denoising. To this end, we
first present a recursive based nonlocal means method to obtain a good reference
of the original image patch groups, and then the rank residual of the image patch
groups between this reference and the noisy image is minimized to achieve a better
estimate of the desired image. In this manner, both the reference and the estimated
image in each iteration are improved gradually and jointly. Based on the group-
based sparse representation model, we further provide a theoretical analysis on the
feasibility of the proposed RRC model. Experimental results demonstrate that the
proposed RRC model outperforms many state-of-the-art denoising methods in both
the objective and perceptual qualities.
1 Introduction
Low-rank matrix estimation aims to recover the underlying low-rank matrix from its degraded
observation, which has a variety of applications in computer vision and machine learning [1, 9, 6,
5, 13, 4, 3, 2, 10, 8, 14, 42]. For instance, the Netflix customer data matrix is regarded as low rank
because the customers’ choices are mostly affected by a few common factors [42]. The video clip
is captured by a static camera satisfies the "low rank + sparse" structure so that the background
modeling can be conducted [13, 14]. As the matrix formed by nonlocal similar patches in a natural
image is of low rank, a flurry of image completion problems based on low rank models have been
proposed, such as image alignment [2], video denoising [4], shadow removal [1] and reconstruction
of occluded/corrupted face images [3].
One typical low-rank matrix estimation method is the low-rank matrix factorization [6, 3, 11], which
factorizes the observed matrix Y into the product of two matrices that can be used to reconstruct
the desired matrix with certain fidelity. Another parallel research is the rank minimization methods
[12, 9, 5, 13, 7, 18, 16, 19, 17, 15, 14], with the nuclear norm minimization (NNM) [12, 5] being the
most representative approach. The nuclear norm of a matrix X, denoted by ||X||∗, is the summation
of its singular values, i.e., ||X||∗ =
∑
i σi, with σi representing the i
th singular value of X. NNM
aims to recover the underlying low rank matrix X from its degraded observation matrix Y, while
minimizing ||X||∗. However, NNM usually tends to over-shrink the rank components, and thus limits
its capability and flexibility.
Preprint. Work in progress.
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To improve the flexibility of NNM, most recently, Gu et al. [7] proposed the weighted nuclear norm
minimization (WNNM) model, which heuristically set the weight being inverse to the singular values.
Compared with NNM, WNNM assigns different weights to different singular values such that the
matrix rank estimation becomes more accurate. Similar case also exists in the truncated nuclear norm
[18] and the partial sum minimization [41].
One common property of the aforementioned low-rank models is only to estimate the low-rank
matrix from the corrupted observation and this may lead to an inaccurate result in real applications,
such as image inverse problems. By contrast, in this paper, we propose a novel method, called rank
residual constraint (RRC), for the rank minimization problem. Different from existing low-rank based
methods, such as the well-known WNNM and NNM, we progressively approximate or approach
the underlying low-rank matrix via minimizing the rank residual. By integrating the image nonlocal
self-similarity (NSS) prior with the proposed RRC model, we develop an iterative algorithm for
image denoising. In a nutshell, given the corrupted image y, in each iteration, we construct a reference
low-rank matrix X′ (for each image patch group) by developing a recursive like algorithm based
nonlocal means [20], and approximate our recovered matrix Xˆ to this reference matrix X′ via the
proposed RRC model. It is notice that, the reference matrix X′ and the recovered matrix Xˆ are
improved gradually and jointly in each iteration. Fig. 1 depicts that the reconstructed image from
our proposed algorithm can progressively approximate the ground truth, by taking the widely used
House image as an example, which is corrupted by zero-mean Gaussian noise with standard deviation
σn=100. It can be observed that the singular values of the recovered matrix Xˆ approaches the singular
values of the ground truth progressively and so does the recovered image ( Fig. 1 (f-h) ).
Note that the significantly difference between the proposed RRC model and the existing low-rank
based methods (e.g., WNNM and NNM) is that we analyze the rank minimization problem from a
different perspective. Therefore, the proposed RRC is not a replacement of the existing low-rank
based methods, such as WNNM and NNM. In our RRC model, we analyze the rank minimization
problem from the point of mathematical approximation theory, namely, via minimizing the rank
residual, the singular values of the recovered matrix progressively approaches the singular values of
the reference matrix. Rather than similar to the traditional low-rank based methods estimated the
low-rank matrix directly from the corrupted observation.
The flowchart of the proposed RRC model for image denoising is illustrated in Fig. 2. Moreover, we
provide a theoretical analysis on the feasibility of the proposed RRC model from the perspective of
the group-based sparse representation [21, 25, 22, 24, 26], which is detailed in Section 4.
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Figure 1: Illustration of the proposed image denoising method via rank residual constraint (RRC). The House
image is corrupted by zero-mean Gaussian noise with standard deviation σn=100. (b-d) The singular values of
the image patch group (with reconstructed image in the cyan box at the bottom row) from ground truth image
(red), noisy image (blue), image recovered by NNM (green) and the recovered matrix Xˆ (cyan) at the 1st, 3rd
and 6th iterations of our algorithm. (f-h) Reconstructed images at the 1st, 3rd and 6th iterations using the
proposed RRC model. It can be observed that the singular values of Xˆ progressively approach the ground truth
and the reconstructed image is getting close to the original image.
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Figure 2: The flowchart of the proposed RRC model for image denoising.
The rest of this paper is organized as follows. Section 2 develops the RRC model based on the rank
minimization scenario. Section 3 drives the algorithm to solve the RRC model for image denoising
by integrating the image NSS prior. Section 4 derives a theoretical analysis of the proposed RRC
model in terms of group-based sparse representation. Section 5 presents the experimental results for
image denoising and Section 6 concludes the paper.
2 Rank Minimization via Rank Residual Constraint
In this section, we first analyze the existing weakness of traditional NNM model and then propose
the rank residual constraint model to improve the rank estimation performance.
Nuclear Norm Minimization According to [5], nuclear norm is the tightest convex relaxation of
the original rank minimization problem. Given a data matrix Y ∈ Rd×m, the goal of NNM is to find
a matrix X ∈ Rd×m of rank r ≤ min(d,m), by solving
Xˆ = argminX
(
1
2 ||Y − X||2F + λ||X||∗
)
, (1)
where || ||2F denotes the Frobenius norm and λ > 0 is the regularization parameter. Candès et al.
[9] proved that the low-rank matrix can be perfectly recovered from the degraded/corrupted data
matrix with high probability by solving an NNM problem. Despite the theoretical guarantee of the
singular value thresholding (SVT) algorithm [12], it has been observed that the recovery performance
of such a convex relaxation will degrade in the presence of noise, and the solution can seriously
deviate from the original solution of rank minimization problem [14]. More specifically, NNM tends
to over-shrink the rank of the matrix. Taking the image Lena in Fig. 3(a) as an example, we add
Gaussian noise with standard deviation σn=100 to the clean image and perform NNM to recover
a denoised image in Fig. 3(c). We randomly extract a patch from the noisy image in Fig. 3(b) and
search 60 similar patches to generate a group. These patches (after vectorization) in this group are
then stacked into a data matrix (please refer to Section 3 for details of constructing the group). Since
all the patches in this group have similar structures, the constructed data matrix is of low rank. Based
on this, we plot the singular values of the patch group in the noisy image, NNM recovered image, and
the original image in Fig. 3(d). As can be seen, the solution of NNM (green line) is severely deviated
(over-shrink) from the ground truth (red line).
(a) Original image (b) Noisy image
(c) NNM (d) Matrix rank comparison
(a) Original image (b) Noisy image
(c) NNM (d) Matrix rank comparison
(a) Original image (b) Noisy image (c) NNM (d) Matrix rank comparison
Figure 3: Analyzing the matrix rank by image denoising.
Rank Residual Constraint As demonstrated in Fig. 3, due to the influence of noise, it is difficult
to estimate the matrix rank precisely using NNM. More specifically, in Fig. 3(d), the singular values
of the observed matrix are seriously deviated from the singular values of the original matrix. However,
in low-rank matrix estimation, we wish that the singular values of the recovered matrix X and the
singular values of the original matrix X? are as close as possible. Explicitly, we define the rank
residual by
γ? = σ −ψ?, (2)
where σ and ψ? are the singular values of X and X?, respectively. It can be seen that the rank
estimation of the matrix X largely depends on the level of this rank residual.
However, in real applications, the original matrix X? is not available, and thus we desire a good
estimate of it, denoted by X′. Via introducing this X′ and defining γ = σ − ψ with ψ being the
3
singular values of X′, we propose the rank residual constraint (RRC) model below,
Xˆ = argminX
(
1
2 ||Y − X||2F + λ||γ||Sp
)
, (3)
where Sp denotes some type of norm for regularization analyzed in Section 3. We will describe how
to estimate X′ and solve Eq. (3) below. Specifically, we apply the proposed RRC model to image
denoising in the following section.
3 Image Denoising via Rank Residual Constraint
Image denoising [20, 21, 25, 22, 44, 45, 24, 43, 23] is not only an important problem in image
processing, but also an ideal test bench to measure different statistical image models. Mathematically,
image denoising aims to recover the latent clean image x from its noisy observation y = x+η, where
η is usually assumed to be zero-mean Gaussian noise with standard deviation σn. Owing to the
ill-posed nature of image denoising, it is critical to exploit the prior knowledge that characterizes the
statistical features of the image.
The well-known nonlocal self-similarity (NSS) prior [20, 21, 25, 22, 24, 26], which investigates the
repetitiveness of textures and structures of natural images within nonlocal regions, implies that many
similar patches can be searched given a reference patch. To be concrete, a noisy (vectorized) image
y ∈ RN is divided into n overlapping patches of size√d×√d, and each patch is denoted by a vector
yi ∈ Rd, i = 1, 2, ..., n. For the ith patch yi, its m similar patches are selected from a surrounding
(searching) window with L× L pixels to form a set Si. After this, these patches in Si are stacked
into a matrix Yi ∈ Rd×m, i.e., Yi = {yi,1, yi,2, ..., yi,m}. This matrix Yi consisting of patches with
similar structures is thus called a group, where {yi,j}mj=1 denotes the jth patch in the ith group. Then
we have Yi = Xi + Ni, where Xi and Ni are the corresponding group matrices of the original image
and noise, respectively. Since all patches in each data matrix have similar structures, the constructed
data matrix Yi is of low rank. By adopting the proposed RRC model in Eq. (3), the low rank matrix
Xi can be estimated by solving the following optimization problem,
Xˆi = argminXi
(
1
2 ||Yi − Xi||2F + λ||γi||Sp
)
, (4)
where γi = σi − ψi, with σi and ψi representing the singular values of Xi and X′i, respectively.
X′i ∈ Rd×m is a good estimate of the original image patch group X?i . In order to achieve a high
performance for image denoising, we hope that the rank residual γi of each group is small enough.
Determine Sp Let us come back to Eq. (4). Obviously, one important issue of our RRC based
image denoising is the determination of Sp. Hereby, we perform some experiments to investigate the
statistical property of γ, where γ denotes the set of γi = σi −ψi and we use the original image x to
construct X′. In these experiments, two typical images Fence and Parrot are corrupted by Gaussian
noise with standard deviations σn=20 and σn=50 respectively, to generate the noisy image y. Fig. 4
shows the fitting results of empirical distributions of the rank residual γ on these two images. It can
be observed that both empirical distributions can be reasonably well approximated by a Laplacian
distribution, which is usually modeled by an `1-norm. Therefore, Eq. (4) can now be written as
Xˆi = argminXi
(
1
2 ||Yi − Xi||2F + λ||γi||1
)
. (5)
Estimate X′ In Eq. (4), after determining Sp, we also need to estimate X′i, as the original image
is not available in real applications. A variety of algorithms exist to estimate X′i. For example, if
we have many example images that are similar to the original image x, we could search for similar
patches to construct the matrix X′i from the example image set [27, 28]. However, under many
practical situations, the example image set is simply unavailable. In this paper, inspired by the fact
that natural images often contain repetitive structures [29], we search for nonlocal similar patches
to the given patch directly in the noisy image and use the method similar to nonlocal means [20] to
obtain the reference matrix X′i = {x′i,j}mj=1 by
x′i,j =
∑m−j+1
k=1 wi,kyi,k, (6)
where m is the total number of similar patches and wi,k is the weight, which is inversely proportional
to the distance between patches yi and yi,k, i.e, wi,k =
1
W exp(−||yi − yi,k||22/h), where h is a
predefined constant and W is a normalization factor. It is worth noting that Eq. (6) is a recursive like
algorithm based on nonlocal means [20]. About how to conduct this reference matrix X′i, please refer
to Fig. 2 for a demonstration.
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(a) (b) (d)
Figure 4: The distributions of the rank residual γ for image Fence with σn=20 (a) and image Parrot
with σn=50 (b).
Iterative Shrinkage Algorithm to Solve the Proposed RRCModel We now develop an efficient
algorithm to solve Eq. (5). In order to do so, we first introduce the following lemma and theorem.
Lemma 1 [30] The minimization problem
xˆ = argminx
(
1
2 ||a− x||22 + τ ||x− b||1
)
(7)
has a closed-form solution
xˆ = soft(a− b, τ) + b, (8)
where soft(a, τ) = sgn(a)max(abs(a)− τ, 0);  denotes the element-wise (Hadamard) product,
and a, b,x are vectors of the same dimension.
Theorem 1 [31] (von Neumann) For any two matrices A,B ∈ Rm×n, Tr(ATB) ≤ Tr(σ(A)Tσ(B)),
where Tr calculates the trace of the ensured matrix; σ(A) and σ(B) are the ordered singular value
matrices of A and B with the same order, respectively.
We now provide the solution of Eq. (5) by the following theorem.
Theorem 2 Let Yi = Ui∆iVTi be the SVD (singular value decomposition) of Yi ∈ Rd×m with
∆i = diag(δi,1, ..., δi,j), j = min(d,m), X′i = RiΛiQ
T
i be the SVD of X
′
i ∈ Rd×m with Λi =
diag(ψi,1, ..., ψi,j). The optimal solution Xi to the problem in Eq. (5) is UiΣiVTi , where Σi =
diag(σi,1, ..., σi,j) and the kth diagonal element σi,k is solved by
min
σi,k≥0
(
1
2 (δi,k − σi,k)2 + λ|σi,k − ψi,k|
)
, ∀k = 1, . . . , j. (9)
Proof 1 Supposing that the SVD of Xi,Yi,X′i are Xi = UiΣiV
T
i , Yi = Pi∆iS
T
i and X
′
i =
RiΛiQTi , respectively, where Σi, ∆i and Λi are ordered singular value matrices with the same
order. Recalling Eq. (5) and from Theorem 1, we have
||Yi − Xi||2F = ||Pi∆iSTi − UiΣiVTi ||2F = Tr(∆i∆iT ) + Tr(ΣiΣiT )− 2Tr(XTi Yi)
≥ Tr(∆i∆Ti ) + Tr(ΣiΣTi )− 2Tr(ΣTi ∆i) = ||∆i −Σi||2F ,
(10)
where the equality holds only when Pi = Ui and Si = Vi. Therefore, Eq. (5) is minimized when
Pi = Ui and Si = Vi, and the optimal solution of Σi is obtained by solving
minΣi≥0
1
2 ||∆i −Σi||2F + λ
∑j
k=1 |γi,k| = minσi,k≥0
∑j
k=1
(
1
2 (δi,k − σi,k)2 + λ|σi,k − ψi,k|
)
,
(11)
where σi,k, δi,k and ψi,k are the kth singular value of Xi, Yi and X′i, respectively.
Thereby, the minimization problem in Eq. (5) can be simplified by minimizing the problem in
Eq. (11).
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For fixed δi,k, ψi,k and λ, based on Lemma 1, the closed-form solution of Eq. (11) is
σi,k = soft(δi,k − ψi,k, λ) + ψi,k. (12)
Provided the solution of Σi in Eq. (12), the estimated group matrix Xi can be reconstructed by
Xˆi = UiΣiVi.Then the denoised image xˆ can be reconstructed by aggregating all the group matrices
{Xˆi}ni=1.
In practical applications, we would perform the above denoising procedure several iterations to
achieve better results. In the tth iteration, the iterative regularization strategy [32] is used to update y
by
yt = xˆt−1 + µ(y− yt−1) (13)
where µ representing the step-size. The standard deviation of the noise in the tth iteration is adjusted
by σtn = ρ
√
(σ2n − ||y− xˆt−1||22), where ρ is a constant. The parameter λ that balances the fidelity
term and the regularization term should also be adaptively determined in each iteration, and inspired
by [33], λ of each group matrix Yi is set to
λ =
c 2
√
2 σn
2
ϕi + 
, (14)
where ϕi denotes the estimated variance of γi, and c,  are small constants.
The complete description of the proposed RRC based image denoising approach to solve the problem
in Eq. (5) is exhibited in Algorithm 1, corresponding to the flowchart shown in Fig. 2.
Algorithm 1 The Proposed RRC for Image Denoising.
Require: Noisy image y.
1: Initialize xˆ0 = y, y0 = y, σn, c, d, m, L, h, ρ, µ and .
2: for t = 1 to Max-Iter do
3: Iterative Regularization yt = xˆt−1 + µ(y− yt−1).
4: for Each patch yi in yt do
5: Find similar patches to construct matrix Yi.
6: Perform [Ui,∆i,Vi] = SV D(Yi).
7: Estimate the reference matrix X′i by Eq. (6).
8: Perform [Ri,Λi,Qi] = SV D(X
′
i).
9: Update λ by Eq. (14).
10: Estimate Σi by Eq. (12).
11: Get the estimation: Xˆi = UiΣiVTi .
12: end for
13: Aggregate Xi to form the denoised image xˆt.
14: end for
15: Output: The final denoised image xˆ.
4 Analyzing the RRC model Using Group Sparse Representation
In this section, we provide a mathematical explanation of the proposed RRC model from the
perspective of the group-based sparse representation (GSR) [21, 25, 22, 24, 26]. To this end, an
adaptive dictionary for each group is introduced. Based on this designed dictionary, we bridge the gap
between the proposed RRC model and GSR model. More specifically, we prove that the proposed
RRC model is equivalent to a GSR model, i.e., group sparsity residual constraint (GSRC) model
[35, 46, 39, 47].
4.1 Group-based Sparse Representation
We first give a brief introduction to the GSR model [26]. We extract n group matrices from a clean
image x. Similar to patch-based sparse representation, e.g., K-SVD [40], given a dictionary Di, each
group X?i ∈ Rd×m can be sparsely represented by solving
Bˆ
?
i = argminB?i
(
1
2
||Xi − DiB?i ||2F + λ||B?i ||1
)
, (15)
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where B?i is the group sparse coefficient for each group X
?
i and the `1-norm is imposed on each
column of B?i , which also holds true for the following derivation with `1-norm on matrix.
In image denoising, the goal is to use the GSR model to recover the group matrix X?i from the noisy
observation Yi by solving
Aˆi = argmin
Ai
(
1
2
||Yi − DiAi||2F + λ||Ai||1
)
. (16)
Once Ai is obtained, the clean image can be reconstructed.
However, under the noisy environment, it is challenging to estimate the true group sparse coefficients
B?i from Yi directly. In other words, the group sparse coefficient Ai obtained from Eq. (16) is
expected to be close to the true group sparse coefficient B?i in Eq. (15). Therefore, the quality of
image denoising largely depends on the group sparsity residual, which is defined by the difference
between Ai and B?i ,
R?i = Ai − B?i . (17)
Similar to the RRC model, in real applications, X?i is not available and we thus employ an estimate of
it, denoted by X′i. Given X
′
i and the dictionary Di, the group sparse coefficient Bi for each group X
′
i
is solved by
Bˆi = argmin
Bi
(
1
2
||X′i − DiBi||2F + λ||Bi||1
)
. (18)
Following this, in order to reduce the group sparsity residual Ri = Ai − Bi and enhance the accuracy
of Ai, we define the group sparse residual constraint (GSRC) model below,
Aˆi = argmin
Ai
(
1
2
||Yi − DiAi||2F + λ||Ai − Bi||1
)
. (19)
We will prove that this GSRC model equals to the proposed RRC model under the following adaptive
dictionary.
4.2 Adaptive Dictionary Learning
Hereby, an adaptive dictionary learning method is designed, that is, for each group Xi ∈ Rd×m, its
adaptive dictionary can be learned from its noisy observation Yi ∈ Rd×m.
Specifically, we apply the SVD to Yi,
Yi = Ui∆iVTi =
∑j
k=1
δi,kui,kvTi,k, (20)
where δi = [δi,1, ..., δi,j ], j = min(d,m), ∆i = diag(δi) is a diagonal matrix whose non-zero
elements are represented by δi; ui,k, vi,k are the columns of Ui and Vi, respectively.
We define each dictionary atom di,k of the adaptive dictionary Di for each group Yi, i.e.,
di,k = ui,kvTi,k, ∀k = 1, ..., j. (21)
Till now, an adaptive dictionary Di = [di,1, di,2, ..., di,j ] has been learned for each group Yi.
4.3 Prove the Equivalence of RRC and GSRC
Now, let us recall the classical `1-norm GSR problem in Eq. (19) and the adaptive dictionary defined
in Eq. (21). In order to prove that RRC is equivalent to GSRC, we first introduce the following
Lemma.
Lemma 2 Let Yi = DiKi, Xi = DiAi, and Di is constructed by Eq. (21). We have
||Yi − Xi||2F = ||Ki − Ai||2F . (22)
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Proof 2 From Di in Eq. (21) and the unitary property of Ui and Vi,
||Yi − Xi||2F = ||Di(Ki − Ai)||2F = ||Uidiag(Ki − Ai)Vi||2F
= Tr(Uidiag(Ki − Ai)ViVTi diag(Ki − Ai)UTi )
= Tr(Uidiag(Ki − Ai)diag(Ki − Ai)UTi )
= Tr(diag(Ki − Ai)UiUTi diag(Ki − Ai))
= Tr(diag(Ki − Ai)diag(Ki − Ai))
= ||Ki − Ai||2F . (23)
Based on Lemma 1 and Theorem 2, we have the following theorem.
Theorem 3 The equivalence of the RRC model in Eq. (5) and the GSRC model in Eq. (19) is satisfied
under the adaptive dictionary Di in Eq. (21).
Proof 3 On the basis of Lemma 2, we have
Aˆi = argmin
Ai
(
1
2 ||Yi − DiAi||2F + λ||Ai − Bi||1
)
= argmin
Ai
(
1
2
||Ki − Ai||2F + λ||Ai − Bi||1
)
= argmin
αi
(
1
2
||κi −αi||22 + λ||αi − βi||1
)
,
(24)
where Xi = DiAi and Yi = DiKi. αi, βi and κi denote the vectorization of the matrix Ai, Bi and
Ki , respectively.
Following this, based on Lemma 1, we have
αi = soft(κi − βi, λ) + βi. (25)
Obviously, according to Eqs. (20) and (21),
DiAˆi =
∑j
k=1
(
soft(κi,k − βi,k, λ) + βi,k
)
di,k
=
∑j
k=1
(
soft(κi,k − βi,k, λ) + βi,k
)
ui,kvTi,k
= UiAˆiVTi = Xˆi, (26)
where κi,k,βi,k represent the k
th element in the ith group sparse coefficient κi and βi, respectively.
Therefore, based on the adaptive dictionary Di in Eq. (21) and Theorem 2, we have proved that
Eq. (25) is equivalent to Eq. (12). We thus have that RRC is equivalent to GSRC, i.e.,
Xˆi = argminXi
(
1
2 ||Yi − Xi||2F + λ||γi||1
)
m
Aˆi = argmin
Ai
(
1
2 ||Yi − DiAi||2F + λ||Ai − Bi||1
)
. (27)
Obviously, according to the above analysis, we bridge the gap between the proposed RRC model
and GSR model. It is worth noting that the dictionary can be learned in various manners and the
proposed adaptive dictionary learning approach is just one example. Although the designed adaptive
dictionary learning seems to translate the sparse representation into the rank minimization problem,
the main difference between sparse representation and the rank minimization models is that sparse
representation has a dictionary learning process while the rank minimization problem does not, to
the best of our knowledge. This is also the key difference between our RRC model and the NCSR
method [35]. There are extensive researches on the sparsity residual model for image processing
and we have witnessed great successes of these models [35, 46, 39, 47]. Therefore, encouraged by
this and since we have proved the equivalence between the proposed RRC model and the GSRC
model based on the designed dictionary, we are confident on the feasibility of the RRC model for
image processing, which will be further validated by extensive experiments on image denoising in
the following section.
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Figure 5: The 12 test images: Lena, Leaves, Monarch, Airplane, House, Parrot, Starfish, Fence, Foreman,
J.Bean, Barbara, Plants.
5 Experimental Results
In this section, we conduct experiments to validate the performance of the proposed RRC model
and compare it with leading denoising methods, including BM3D [21], EPLL [23], Plow [34],
NCSR [35], PID [36], PGPD [24], LINC [37], aGMM [38] and NNM. The parameter settings
of the proposed RRC model are as follows. The size of each patch
√
d × √d is set to 6 × 6,
7 × 7, 8 × 8 and 9 × 9 for σn ≤ 20, 20 < σn ≤ 50, 50 < σn ≤ 75 and 75 < σn ≤ 100,
respectively. The searching window for similar patches is set to L = 25;  = 0.2, h = 40.
The parameters (µ, ρ, c,m, τ ) are set to (0.1, 0.9, 0.9, 60, 0.001), (0.1, 0.8, 0.9, 60, 0.001), (0.1,
0.8, 0.9, 70, 0.0006), (0.1, 0.8, 1, 80, 0.0006), (0.1, 0.8, 1, 90, 0.0005) and (0.1, 0.8, 1, 100,
0.002) for σn ≤ 20, 20 < σn ≤ 30, 30 < σn ≤ 40, 40 < σn ≤ 50, 50 < σn ≤ 75 and
75 < σn ≤ 100, respectively. Throughout the numerical experiments, we choose the following
stopping criterion for the proposed RRC denoising algorithm, ||xˆt − xˆt−1||2/||xˆt−1||2 < τ, where τ
is a small constant. The source code of the proposed RRC for image denoising can be downloaded at:
https://drive.google.com/open?id=1XfW6_lsv0p7LzU7Wjzve9YNLuG3uZvei.
(b) (c) (d) (e) (f)
(h) (i) (j) (k) (l)
(a)
( )
(b) Noisy image (PSNR =10.25dB) (c) NNM (PSNR =21.03dB) (d) BM3D (PSNR =22.52dB) (e) EPLL (PSNR =22.24dB) (f) Plow (PSNR =21.83dB)
(h) PID (PSNR =22.59dB) (i) PGPD (PSNR =22.56dB) (j) LINC (PSNR =22.13dB) (k) aGMM (PSNR =22.42dB) (l) RRC (PSNR =22.76dB)
(a) Original image
(g) NCSR (PSNR =22.10dB)
(b) (c) (d) (e) (f)(a)
(h) (i) (j) (k) (l)(g)
Figure 6: Denoising results of Monarch with σn=100. (a) Original image; (b) Noisy image; (c) NNM
(PSNR=21.03dB); (d) BM3D (PSNR=22.52dB); (e) EPLL (PSNR =22.24dB); (f) Plow (PSNR = 21.83dB);
(g) NCSR (PSNR = 22.10dB); (h) PID (PSNR =22.59dB); (i) PGPD (PSNR =22.56dB); (j) LINC (PSNR
=22.13dB); (k) aGMM (PSNR =22.42dB); (l) RRC (PSNR =22.76dB).
We evaluate the competing methods on 12 widely used test images shown in Fig. 5, i.e., Lena, Leaves,
Monarch, Airplane, House, Parrot, Starfish, Fence, Foreman, J.Bean, Barbara and Plants. Here, we
present the denoising results at four noise levels, i.e., σn={30, 50, 75, 100}. The PSNR and SSIM
results under these noise levels for all methods are shown in Table 1. It can be seen that the proposed
RRC algorithm outperforms the other competing methods in most cases in terms of PSNR. The
average gains of the proposed RRC over BM3D, EPLL, Plow, NCSR, PID, PGPD, LINC, aGMM and
NNM methods are as much as 0.25dB, 0.84dB, 0.82dB, 0.45dB, 0.18dB, 0.18dB, 0.37dB, 0.62dB and
1.54dB, respectively. It is clear that the proposed RRC significantly outperforms the representative
rank minimization method, namely, NNM. One can also observe that the proposed RRC achieves
higher SSIM results than other competing methods. In particular, under high noise level σn=100, the
proposed RRC consistently outperforms the other competing methods for all test images. The only
exception is the image J.Bean for which NCSR is slightly (0.0029) better than the proposed RRC
method on SSIM. The visual comparisons of different denoising methods are shown in Figs. 6-7.
Obviously, NNM generates the worst perceptual result. One can observe that EPLL, Plow, NCSR,
PGPD and aGMM still suffer from some undesirable artifacts, while BM3D, PID and LINC tend to
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Table 1: PSNR in dB (top entry in each cell) and SSIM (bottom entry) results of different denoising methods.
σn = 30 σn = 50
Images NNM BM3D EPLL Plow NCSR PID PGPD LINC aGMM WNNM RRC NNM BM3D EPLL Plow NCSR PID PGPD LINC aGMM WNNM RRC
Airplane 27.62 28.49 28.54 28.03 28.34 28.69 28.63 28.53 28.42 28.82 28.63 25.16 25.76 25.96 25.64 25.63 26.09 25.98 26.04 25.83 26.32 26.130.7441 0.8631 0.8628 0.8532 0.8660 0.8734 0.8646 0.8632 0.8647 0.8717 0.8716 0.6839 0.8044 0.7922 0.7698 0.8066 0.8163 0.8059 0.8021 0.7990 0.8121 0.8172
Barbara 28.08 29.08 27.58 28.99 28.68 29.07 28.93 29.53 27.88 29.67 29.51 25.66 26.42 24.86 26.42 26.13 26.58 26.27 26.27 25.37 26.83 26.780.7924 0.8618 0.8209 0.8597 0.8524 0.8670 0.8565 0.8780 0.8129 0.8790 0.8736 0.7004 0.7698 0.6943 0.7663 0.7572 0.7802 0.7613 0.7612 0.7021 0.7925 0.7872
Fence 27.43 28.19 27.22 27.59 28.13 28.20 28.13 28.23 27.31 28.61 28.25 25.22 25.92 24.57 25.49 25.77 25.94 25.94 25.89 24.57 26.42 25.970.7785 0.8326 0.8150 0.8182 0.8298 0.8318 0.8255 0.8286 0.8021 0.8382 0.8246 0.6988 0.7621 0.7162 0.7496 0.7476 0.7557 0.7573 0.7535 0.7010 0.7777 0.7561
Foreman 30.24 32.75 31.70 32.45 32.61 33.09 32.83 32.93 32.31 32.99 33.26 28.69 30.36 29.20 29.60 30.41 30.63 30.45 30.33 29.80 30.75 30.870.7216 0.8823 0.8617 0.8698 0.8846 0.8923 0.8818 0.8894 0.8766 0.8853 0.8952 0.6983 0.8445 0.8051 0.7976 0.8559 0.8585 0.8410 0.8534 0.8270 0.8508 0.8611
House 29.85 32.09 31.24 31.67 32.01 32.10 32.24 32.26 31.79 32.58 32.30 28.00 29.69 28.79 28.99 29.61 29.58 29.93 29.87 29.28 30.23 29.920.7118 0.8480 0.8338 0.8383 0.8479 0.8503 0.8471 0.8485 0.8435 0.8495 0.8527 0.6780 0.8122 0.7845 0.7699 0.8160 0.8140 0.8125 0.8180 0.8002 0.8226 0.8247
J.Bean 29.77 31.97 31.55 31.61 31.99 31.96 31.99 31.82 32.50 32.38 32.33 27.77 29.26 28.73 28.66 29.24 29.29 29.20 29.01 29.46 29.24 29.380.7572 0.9357 0.9240 0.9204 0.9435 0.9462 0.9317 0.9449 0.9413 0.9408 0.9482 0.7293 0.9006 0.8677 0.8430 0.9134 0.9131 0.8934 0.9085 0.8911 0.9046 0.9125
Leaves 27.17 27.81 27.19 27.00 28.04 27.87 27.99 27.99 27.53 28.61 28.35 24.22 24.68 24.39 24.28 24.94 25.01 25.03 25.11 24.42 25.58 25.300.8780 0.9278 0.9197 0.9057 0.9311 0.9315 0.9300 0.9339 0.9273 0.9414 0.9366 0.8250 0.8680 0.8638 0.8354 0.8787 0.8817 0.8794 0.8925 0.8673 0.9015 0.8910
Lena 28.29 29.46 29.18 29.16 29.32 29.59 29.60 29.82 29.38 29.44 29.67 26.15 26.90 26.68 26.70 26.94 27.09 27.15 26.94 26.85 27.25 27.170.7543 0.8584 0.8477 0.8493 0.8580 0.8650 0.8622 0.8668 0.8548 0.8595 0.8672 0.6966 0.7920 0.7732 0.7691 0.8009 0.7988 0.7990 0.7976 0.7820 0.8020 0.8073
Monarch 27.63 28.36 28.36 27.77 28.38 28.63 28.49 28.74 28.27 29.13 28.79 25.30 25.82 25.78 25.41 25.73 26.21 26.00 25.88 25.82 26.27 26.220.7980 0.8822 0.8789 0.8714 0.8829 0.8909 0.8853 0.8970 0.8831 0.8999 0.8954 0.7428 0.8200 0.8124 0.7910 0.8252 0.8338 0.8269 0.8314 0.8164 0.8369 0.8361
Parrot 28.97 30.33 30.00 29.88 30.20 30.67 30.30 30.64 30.26 30.78 30.50 26.77 27.88 27.53 27.26 27.67 28.26 27.91 28.23 27.80 28.16 28.030.7337 0.8705 0.8569 0.8617 0.8705 0.8780 0.8681 0.8744 0.8671 0.8740 0.8765 0.6952 0.8273 0.7998 0.7872 0.8310 0.8365 0.8246 0.8386 0.8174 0.8321 0.8371
Plants 29.09 30.70 30.43 30.41 30.19 30.86 30.73 30.67 30.50 30.94 30.90 27.05 28.11 27.83 27.75 27.65 28.31 28.25 27.96 28.00 28.25 28.320.7141 0.8373 0.8278 0.8270 0.8273 0.8395 0.8370 0.8393 0.8314 0.8450 0.8459 0.6545 0.7669 0.7479 0.7327 0.7589 0.7679 0.7669 0.7636 0.7561 0.7745 0.7789
Starfish 27.10 27.65 27.52 27.02 27.69 27.35 27.67 27.52 27.61 28.02 27.95 24.58 25.04 25.05 24.71 25.06 24.80 25.11 24.81 25.09 25.32 25.340.7725 0.8289 0.8248 0.8075 0.8283 0.8180 0.8277 0.8195 0.8263 0.8378 0.8304 0.6887 0.7433 0.7392 0.7175 0.7440 0.7293 0.7457 0.7326 0.7419 0.7529 0.7589
Average 28.44 29.74 29.21 29.30 29.63 29.84 29.79 29.89 29.48 30.17 30.04 26.21 27.15 26.61 26.74 27.06 27.31 27.27 27.20 26.86 27.55 27.450.7630 0.8690 0.8562 0.8569 0.8685 0.8737 0.8681 0.8736 0.8609 0.8768 0.8765 0.7076 0.8093 0.7830 0.7774 0.8113 0.8155 0.8095 0.8127 0.7918 0.8217 0.8223
σn = 75 σn = 100
Images NNM BM3D EPLL Plow NCSR PID PGPD LINC aGMM WNNM RRC NNM BM3D EPLL Plow NCSR PID PGPD LINC aGMM WNNM RRC
Airplane 23.15 23.99 24.03 23.67 23.76 24.08 24.15 23.81 23.95 24.20 24.10 21.75 22.89 22.78 22.30 22.60 22.82 23.02 22.42 22.67 22.93 22.930.5493 0.7488 0.7168 0.6589 0.7547 0.7556 0.7492 0.7475 0.7248 0.7570 0.7637 0.4897 0.7036 0.6523 0.5698 0.7107 0.7083 0.6947 0.6931 0.6571 0.7075 0.7209
Barbara 23.58 24.53 23.00 24.30 24.06 24.67 24.39 24.03 23.09 24.79 24.62 22.01 23.20 21.89 22.86 22.70 23.37 23.11 22.39 21.92 23.27 23.370.5691 0.6798 0.5848 0.6548 0.6616 0.6879 0.6729 0.6613 0.5882 0.6964 0.6825 0.5026 0.6092 0.5135 0.5647 0.5960 0.6179 0.6039 0.5773 0.5163 0.6172 0.6243
Fence 23.22 24.22 22.46 23.57 23.75 24.20 24.18 23.81 22.70 24.53 24.32 21.62 22.92 21.10 22.17 22.23 23.00 22.87 22.34 21.50 23.69 23.080.5890 0.6962 0.6076 0.6586 0.6742 0.6857 0.6872 0.6750 0.6098 0.7108 0.6924 0.5044 0.6362 0.5252 0.5727 0.6009 0.6313 0.6226 0.6184 0.5386 0.6753 0.6407
Foreman 26.18 28.07 27.24 27.15 28.18 28.40 28.39 28.11 27.67 28.49 28.83 24.79 26.51 25.91 25.55 26.55 26.96 26.81 26.55 26.20 27.41 27.270.5524 0.7933 0.7467 0.7067 0.8171 0.8186 0.7965 0.8162 0.7676 0.8099 0.8259 0.5160 0.7489 0.6949 0.6329 0.7833 0.7888 0.7452 0.7826 0.7129 0.7817 0.7969
House 25.56 27.51 26.70 26.52 27.16 27.35 27.81 27.56 27.11 28.46 27.98 23.66 25.87 25.21 24.72 25.49 25.75 26.17 26.11 25.55 26.68 26.380.5439 0.7645 0.7251 0.6733 0.7749 0.7723 0.7709 0.7850 0.7419 0.7924 0.7950 0.4918 0.7203 0.6695 0.5874 0.7397 0.7349 0.7195 0.7550 0.6854 0.7540 0.7655
J.Bean 25.23 27.22 26.57 26.23 27.15 27.06 27.07 26.62 27.09 27.20 27.17 23.73 25.80 25.16 24.55 25.61 25.55 25.66 24.88 25.58 25.64 25.710.5796 0.8573 0.8019 0.7422 0.8792 0.8730 0.8503 0.8669 0.8243 0.8637 0.8749 0.5341 0.8181 0.7429 0.6574 0.8472 0.8386 0.7999 0.8339 0.7628 0.8188 0.8443
Leaves 21.79 22.49 22.03 22.02 22.60 22.61 22.61 22.45 21.96 23.13 22.92 19.57 20.90 20.26 20.43 20.84 20.77 20.95 20.49 20.29 21.56 21.220.7265 0.8072 0.7921 0.7512 0.8234 0.8145 0.8121 0.8247 0.7867 0.8439 0.8377 0.6345 0.7482 0.7163 0.6814 0.7622 0.7405 0.7469 0.7499 0.7106 0.7946 0.7811
Lena 24.08 25.17 24.75 24.64 25.02 25.16 25.30 25.12 25.02 25.38 25.33 22.30 23.87 23.46 23.19 23.63 23.91 24.02 23.67 23.73 24.07 24.140.5647 0.7288 0.6968 0.6723 0.7415 0.7350 0.7356 0.7358 0.7101 0.7413 0.7498 0.5093 0.6739 0.6345 0.5895 0.6906 0.6874 0.6780 0.6845 0.6487 0.6912 0.7100
Monarch 23.06 23.91 23.73 23.34 23.67 24.22 24.00 23.91 23.85 24.16 24.24 21.03 22.52 22.24 21.83 22.10 22.59 22.56 22.13 22.42 22.87 22.760.6206 0.7557 0.7395 0.6917 0.7648 0.7736 0.7642 0.7714 0.7454 0.7755 0.7782 0.5596 0.7021 0.6771 0.6102 0.7109 0.7160 0.7029 0.7076 0.6823 0.7280 0.7312
Parrot 24.54 25.94 25.56 25.15 25.45 26.28 25.98 26.20 25.72 26.33 26.22 22.84 24.60 24.08 23.65 23.94 24.85 24.52 24.48 24.26 24.86 24.830.5567 0.7771 0.7399 0.6859 0.7892 0.7979 0.7775 0.7988 0.7555 0.7930 0.8028 0.5197 0.7345 0.6844 0.6096 0.7518 0.7671 0.7251 0.7721 0.6979 0.7529 0.7729
Plants 24.80 26.25 25.90 25.57 25.75 26.30 26.33 25.90 26.05 26.26 26.40 22.27 24.98 24.65 24.14 24.46 24.99 25.06 24.36 24.75 24.88 24.910.5107 0.7006 0.6720 0.6255 0.7007 0.7011 0.7009 0.6998 0.6805 0.7103 0.7172 0.4789 0.6525 0.6129 0.5531 0.6587 0.6566 0.6472 0.6495 0.6210 0.6557 0.6680
Starfish 22.52 23.27 23.17 22.82 23.18 22.89 23.23 22.74 23.22 23.25 23.32 20.97 22.10 21.92 21.48 21.91 21.63 22.08 21.10 21.95 22.05 21.980.5617 0.6670 0.6502 0.6192 0.6685 0.6422 0.6638 0.6416 0.6525 0.6659 0.6741 0.4979 0.6053 0.5799 0.5403 0.6062 0.5760 0.6018 0.5635 0.5813 0.6176 0.6081
Average 23.98 25.21 24.60 24.58 24.98 25.27 25.29 25.02 24.78 25.52 25.45 22.21 23.85 23.22 23.07 23.50 23.85 23.90 23.41 23.40 24.19 24.050.5770 0.7480 0.7061 0.6784 0.7541 0.7548 0.7484 0.7520 0.7156 0.7633 0.7662 0.5199 0.6961 0.6420 0.5974 0.7049 0.7053 0.6906 0.6989 0.6512 0.7161 0.7220
over-smooth the image. By contrast, the proposed RRC not only removes most of the visual artifacts,
but also preserves large scale sharp edges and small-scale image details.
(b) (c) (d) (e) (f)(a)
(h) (i) (j) (k) (l)(g)
Figure 7: Denoising results of Leaves with σn=100. (a) Original image; (b) Noisy image; (c) NNM
(PSNR=19.57dB); (d) BM3D (PSNR=20.90dB); (e) EPLL (PSNR =20.26dB); (f) Plow (PSNR = 20.43dB);
(g) NCSR (PSNR = 20.84dB); (h) PID (PSNR =20.77dB); (i) PGPD (PSNR =20.95dB); (j) LINC (PSNR
=20.49dB); (k) aGMM (PSNR =20.29dB); (l) RRC (PSNR =21.22dB).
We also compare the proposed RRC with WNNM [13] method, which is a well-known rank mini-
mization method that delivers state-of-the-art denoising results. The PSNR/SSIM results are shown
in the last two columns of Table 1. It can be seen that though the PSNR results of RRC is slightly
(<0.2dB) lower than WNNM, the SSIM results of the proposed RRC is higher (∼0.01) than WNNM
when the noise level σn ≥ 50. It is well known that SSIM often considers the human visual system
and leads to more accurate results. The visual comparison of RRC and WNNM with one exemplar
image is shown in Fig. 8, where we can observe that more details are recovered by RRC than WNNM.
Such experimental findings clearly demonstrate that the proposed RRC model is a stronger prior for
the class of photographic images containing large variations in edges/textures.
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The proposed RRC model is a traditional based algorithm. The running time of RRC is faster than
NCSR, and about twice long as NNM, and it is very close to WNNM.
(b) (c) (d)(a)
(b) (c) (d)(a)
Figure 8: Denoising results of WNNM and RRC at σn = 100. (a) Original House image; (b) Noisy image; (c)
WNNM (PSNR=26.68dB, SSIM = 0.7540); (d) RRC (PSNR= 26.38dB, SSIM =0.7655).
6 Conclusion
We have proposed a new method, called rank residual constraint, to reinterpret the rank minimization
problem from the perspective of matrix approximation. Via minimizing the rank residual, we have
developed a high performance low-rank matrix estimation algorithm. Based on the group-based
sparse representation model, a mathematical explanation on the feasibility of the RRC model has
been derived. We have applied the proposed RRC model to image denoising by exploiting the image
nonlocal self-similarity (NSS) prior. Experimental results have demonstrated that the proposed RRC
model not only leads to visible quantitative improvements over many state-of-the-art methods, but
also preserves the image local structures and suppresses undesirable artifacts.
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