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Black-box Modeling and Compensation of Bursty
Communication Signals in RF Power Amplifiers
with Power-Dependent Parameters
Ali Soltani Tehrani, Haiying Cao, Thomas Eriksson, and Christian Fager
Abstract—This paper presents a new black-box technique
for modeling long term memory effects in radio frequency
power amplifiers. The proposed technique extends commonly
used behavioral models by utilizing parameters that dynamically
change depending on a long term memory effect while keeping
the original model structure intact. This enables us to accurately
track and model transient changes in power amplifier character-
istics that vary slowly and are induced by the input signal.
Identification of long term memory effects is discussed and
an iterative identification algorithm for the model parameters
is proposed. The model is experimentally tested on a 100 Watt
Doherty power amplifier with a 4 MHz Gaussian noise signal
that has a step–like change in the amplitude, representative of
a realistic communication signal with bursty behavior and a 20
MHz 3GPP LTE test data. Results of behavioral modeling show
a 2-2.5 dB and 5-6 dB improvement in average and peak NMSE
modeling performance respectively, which shows the suitability
of the technique to model bursty signals.
I. INTRODUCTION
As modern communication systems became more spectrally
efficient by utilizing amplitude–varying signals, the distortion
caused by power amplifier (PA) memory effects on the signal
has increased. Deriving and comparing behavioral models that
can model these effects is a pre-requisite to be able to perform
system level simulations or to be able to successfully linearize
PAs in wireless transmitters, which has therefore been focus
of much research [1]–[3].
Researchers have shown that there are mainly two categories
of memory effects that degrade the communication signal:
short-term memory effects which are normally attributed to
electrical memory effects generated from the RF behavior of
the matching networks, and long-term memory effects which
are due to biasing circuits, temperature drifts and trapping
effects [4]–[6]. In [7], it was shown that for communication
signals with wide bandwidth and relatively constant average
power, the electrical short term memory dominated the behav-
ioral modeling performance, and the focus in the literature has
thus been on modeling short term memory effects. However,
in [8] it was shown that long term memory effects cause the
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most critical signal distortion, as they are harder to deal with
using common predistortion algorithms.
As mobile usage patterns shift from simple voice calls to
data transmission and packet–based systems [9], communi-
cation signals have moved from relatively constant power
signals to signals in bursts and packets in some standard
scenarios. These bursty signals induce longer memory effects
in power amplifiers by, for example, changing the instanta-
neous temperature in the PA. Traditionally, behavioral models
have been developed to assume relative constant power (and
temperature for example), while leaving parameter adaptation
techniques to update for changes in temperature. In order to
account for long term memory effects in the literature, dif-
ferent approaches have been taken. In [6], pruning behavioral
models to include sparse delay has been an approach to model
long term memory effects. However, only utilizing sparse taps
may not be sufficient to track changes in power amplifier
behavior, and better techniques need to be developed. Thermal
networks are utilized in [7], [10] to model and compensate
for thermal gain variations. In [11], a behavioral model to
include long term memory effects is developed using gray-box
knowledge of the thermal filter of the PA and a lower complex
version of this model is presented in [12]. In [5], a different
approach to is proposed, by utilizing continuous time models.
This model requires a relatively complicated identification
procedure with numerical techniques and suggests using cubic-
spline functions for the long term memory component.
In this work, which extends [13], we propose a novel
approach where the parameters of the behavioral model are
assumed to be dependent on a state parameter like average
power, and use it to track dynamic changes of the PA behavior
when fed with bursty data. This enables us to keep the
model structure of commonly used models in the literature
(like the Volterra model, memory polynomial model, etc)
intact and successfully improve their performance with regards
to these type of memory effects in the PA. The proposed
modeling technique works can effectively be seen as a pro-
active parameter adaptation scheme, that can track changes
in average power level, and may therefore relax the need for
faster adaptation in DPD applications. Further, the proposed
modeling technique is easily compatible with traditional adap-
tation algorithms, and can be incorporated jointly.
In this paper an iterative identification technique is pre-
sented for parameter estimation. The model is evaluated with
a modulated signal with a sudden change in power level,
which represents the bursty data of new mobile usage trends,
2and the performance improvement is analyzed. Further model
generalization is done and tracking multiple long term memory
effects is also presented.
The paper is organized as follows, in Section II the model
formulation is presented and the model complexity is analyzed.
In Section III, an iterative procedure of identification of such
models is presented. In Section IV the measurement setup is
introduced and the results of modeling and predistortion using
the proposed model are presented and analyzed. Finally, in
Section V, the results are discussed and conclusions are drawn.
II. MODELING BURSTY COMMUNICATION SIGNALS
Bursty communication signals, due to the change in average
power levels, commonly inflict changes in the PA behavior
such as temperature drifts /citesoltani2012. These effects are
commonly very long term and will be referred to as such,
and need to be modeled and compensated for. This section
introduces the proposed behavioral modeling technique.
In the case of linear–in–parameters discrete–time behavioral
modeling of power amplifiers, it is common to construct the
model by generating nonlinear basis functions of the input and
then identifying the kernels or parameters of the model. This
can be written in simple matrix form as
y[n] = Hx[n]θ, (1)
where y[n] is the baseband output sample of the model,
Hx[n] is a vector of the basis functions consisting of dif-
ferent nonlinear and memory orders of the baseband input
signal x[n], and θ is the model parameters vector. Many
of the models proposed in the literature can be written as
(1), examples of which include Volterra and Volterra–based
models, the memory polynomial model [14], the generalized
memory polynomial [15], and other similar models [1]. In
previous works, including long term memory effects have
generally resulted in developing more complex Hx matrixes
that remain linear in parameters [11] or utilizing continuous-
time models to integrate the long term memory effect in Hx
[5]. In this section, the we propose a modeling technique that
introduces the long–term memory effect in the parameters of
the behavioral model θ instead.
A. Model formulation
The black–box interpretation of utilizing time-dependent
parameters for behavioral modeling is that we assume that the
changes in power amplifier behavior – such as biasing effects,
temperature drifts, etc – alter the parameters of the model
while keeping the model structure unchanged. Effectively,
this is the same assumption that is done in adaptive digital
predistortion, where the model structure remains unchanged
and only parameters are updated.
The proposed model structure can thus be written as
y[n] = Hx[n]θ(s), (2)
where the model structure remains similar as before (it can
be the Volterra model, a memory polynomial or any other
commonly used behavioral models linear in parameters), and
PSfrag replacements
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Fig. 1. Block diagram of the proposed modeling technique. G(ω) is a low–
pass filter.
θ(s) are the parameters of the behavioral model that are now
a function of the instantaneous state of the power amplifier, s.
A simple first order approximation of the dependence of
the parameters of the model on this state vector s can be
made. This is equivalent to a first order Taylor expansion of
the parameters θ(s) around the state vector s and the proposed
model can be written as
ymodel[n] = Hx[n]
(
θ
(0) + s[n]θ(1)
)
, (3)
where θ(0) are the parameters of the behavioral model in-
dependent of the state, θ(1) are the dynamic parameters
dependent on state s[n], and Hx[n] is identical to (2) are
the same columns of common behavioral model structures
proposed in the literature.
Written in this general form, it can be noticed that models
that are developed for modeling short term memory can be
extended to include longer term memory with relative ease.
B. Long term memory state
In the literature it has been shown that long term effects of
PAs can be modeled as filtered versions of the magnitude of
the input signal |x[n]| or the power |x[n]|2 [5], [12], [16]. We
will use this assumption and setup the state parameter s[n] of
the PA as a filtered version of |x[n]|2.
Since s[n] tracks slowly–varying long term effects, we
model the long-term behavior with an autoregressive (AR)
(4), autoregressive and moving average (ARMA) (5) and finite
impulse response (FIR) from [13] (??) low–pass linear filter.
The block diagram of the proposed modeling technique is
shown Fig. 1.
The AR filter will be written as AR(T ),
sAR[n] = |x[n]|
2 +
T∑
k=1
αksAR[n− k], (4)
where T is the number of poles and αk are the poles in the
AR model. The ARMA model can be written as ARMA(T ,Z),
sARMA[n] = |x[n]|
2+
Z∑
k=1
βk|x[n−k]|
2+
T∑
k=1
αksARMA[n−k],
(5)
where T is the number of poles, Z is the number of zeros,
and βk and αk are the zeros and poles respectively. The FIR
3model from [13] will also be used for comparisons, written as
sFIR[n] =
1
N
N−1∑
k=0
|x[n− k]|2, (6)
where N is the window size of the moving average FIR filter.
In the case of AR(1) filters, the approximate effective
memory length, τ , can be calculated from the pole as
τ =
1
1− α
(7)
and for FIR filters the size of the window N represents the
long–term memory length.
C. Model complexity
In terms of running complexity [2], after choosing a be-
havioral model structure for the model basis in Fig. 1, for
the same nonlinear orders and memory depths, the proposed
model has twice the number of parameters compared to the
original model structure. The only other added calculation
needed per coefficient is to find s[n], which is one addition and
one substraction per coefficient per pole/zero and one complex
multiplication. It can be noticed that computing the power
amplifier state adds very little to overall complexity to the
behavioral model, as long as the number of poles/zeros are
not high.
III. MODEL IDENTIFICATION
In this section, identification of the different model param-
eters is discussed. To better explain the procedure, a simple
memory polynomial model [14] is used as the model structure
Hx[n], and an ARMA(1,1) filter is used for modeling the low
pass filter. Under these assumptions, the proposed model (3)
can be expressed as
y[n] =
P∑
p=1
M∑
m=0
(
θ(0)p,m + s[n]θ
(1)
p,m
)
x[n−m] |x[n−m]|
p−1
(8)
where with s[n] can be written as (5)
s[n] = |x[n]|2 + β|x[n− 1]|2 + αs[n− 1] (9)
and β and α, θ(0)p,m and θ(1)p,m are the unknown parameters.
From this formulation it should be noticed that while the
output is linear with respect to the θ parameters, the parameters
of the ARMA filter (α, β) (or the FIR filter parameter N when
using an FIR filter instead) appear nonlinearly in the output
model and normal linear identification techniques cannot be
used.
A. Algorithm Outline
As we have two sets of parameters to identify (θ and [α, β])
and only one set is linear with respect to the output (θ),
iterative solutions are needed. In this work a simple recursive
algorithm to iterate between solutions until all parameters
converge. The identification algorithm is shown in Algorithm
1.
Algorithm 1 Iterative Identification
Step 1: Find the initial values [α, β]init
Step 2: [α, β]k = [α, β]init
repeat
Step 3: Find s[n] = αks[n− 1]+ |x[n]|2+βk|x[n− 1]|2
Step 4: Fix s[n], identify θ(0) and θ(1) from least-squares
estimation as shown in (12)
repeat
Step 5: Fix,θ, update [αk+1, βk+1] from [αk, βk] with
Gauss-Newton steps, as shown in (13)
until [α, β] converge
until performance converges
B. Initialization
Since an iterative identification method is used to identify
the parameters sets, and the long–term memory filter param-
eters do not appear linearly in the output for the AR, ARMA
and FIR filers usd, having proper initial values is important to
improve the speed of convergence for identification.
The first step is to initialize the parameters of the ARMA
filter. In this work, this is done with two–tone measurement in
a procedure similar to [6], but developed in the framework of
the proposed model. Once this initialization values are found,
they can be used in the iterative algorithm for identification.
The two–tone setup and measurements are explained in the
Appendix.
Once the parameters are initialized, they can be used to cal-
culate s[n] using (4), (5) or (6). After the this state parameters
is established, it can be used as for the next identification step.
C. Model basis parameters
Once the initial s[n] is calculated from Step 3, it can
be noticed that the parameters θ are the only remaining
unknowns. In order to identify these parameters, the modeling
equation (8) can be re-written as
y[n] =
P∑
p=1
M∑
m=0
(θ(0)p,mx[n−m] |x[n−m]|
p−1
+
θ(1)p,ms[n]x[n−m] |x[n−m]|
p−1) (10)
which results in the parameters θ to be linear with respect to
the output. The output can thus be written as
y =
[
Hx SHx
] [
θ
(0)T
θ
(1)T
]T (11)
where S is the diagonal matrix of vector s, and Hx (for
example for an MP with P = 2,M = 1) is

x[1] x[1]|x[1]| 0 0
x[2] x[2]|x[2]| x[1] x[1]|x[1]|
.
.
.
.
.
.
.
.
.
.
.
.
x[n] x[n]|x[n]| x[n− 1] x[n− 1]|x[n− 1]|


Since now for a known s[n], the model is linear with respect
to the parameters θ, the unknown parameters [θ(0)T θ(1)T ]T
4can be calculated with a normal least squares technique and
written as
[ ˆθ(0)T ˆθ(1)T ]T =
([
Hx SHx
]H[
Hx SHx
])−1 [
Hx SHx
]H
ymeas
(12)
D. Filter parameters
In Step 5, since [α, β] appear nonlinearly in the output once
θ are fixed, we follow the nonlinear Gauss-Newton method
from [17, p. 260] for identification. This requires an additional
set of iterations, inside the original iteration loop. The iterative
steps can be written as
[αk+1, βk+1] = [αk, βk]
+ λ
((
ΨHΨ
)−1
ΨH(ymeas − y([αk, βk]))
)
,
(13)
where λ is the dampening parameter, y([αk, βk]) is the output
of the model with [αk, βk] as the parameters of the filter, and
Ψ is the Jacobian matrix defined by
Ψ =


∂y([αk,βk])[1]
∂α
∂y([αk,βk])[1]
∂β
∂y([αk,βk])[2]
∂α
∂y([αk,βk])[2]
∂β
.
.
.
.
.
.
∂y([αk,βk])[n]
∂α
∂y([αk,βk])[n]
∂β

 (14)
where,
=
∂y([αk, βk])[n]
∂α
=
(
s[n− 1] + α
∂y([αk, βk])[n− 1]
∂α
)
θ(1) (15)
and
=
∂y([αk, βk])[n]
∂β
=
(
|x[n− 1]|2 + α
∂y([αk, βk])[n− 1]
∂β
)
θ(1) (16)
It should be noticed that the derivatives are computed recur-
sively, i.e., to compute the derivative at sample n we need the
derivative of sample n− 1.
The iterations are continued until the parameters converge,
and then we us these parameters in Step 3 to update the
estimate for s[n], until to overall performance converges. This
process will be shown with an example in the Section IV.
IV. RESULTS AND ANALYSIS
In this section, we present identification, the behavioral
modeling performance, and digital predistortion using the
proposed behavioral modeling technique.
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Fig. 2. The amplitude of the bursty data used to evaluate the long term
memory performance of the proposed model. The magnitude of the PA long
term memory state is also shown for comparison, as calculated from Section
IV. C.
A. Measurement setup
In order to test the validity of the modeling formulation, the
following measurement setup is used. The modulator used is
an Agilent E4438C vector signal generator (VSG) and the data
is captured with an Agilent N9030A PXA signal analyzer. The
baseband I/Q data is generated in a computer and downloaded
to VSG. The VSG modulates the data to an RF carrier and
in order to have enough input power for the PA under test,
fed through a preamplifier. This signal is then fed to a 100 W
LDMOS Doherty power amplifier from NXP semiconductors
and the output is captured by the PXA with a sampling rate
of 30.72 MSamples/s. The PXA sends the down-converted
baseband I/Q data to the PC and Matlab. All devices are
connected by GPIB and triggered in synch.
B. Test signal
In order to mimic bursty usage patterns in future generation
systems, settings from the 3rd Generation Partnership Project
(3GPP) standard for Long Term Evolution (LTE) [18] are used
to construct an input signal. 4 sub-frames (with 2ms for each)
are constructed with a 10 dB power change, which represents a
sudden increase in input power to the PA, e.g, when the user is
downloading a webpage or when a dynamic power allocation
algorithm changes the average power of the transmitter. Fig. 2
shows the amplitude of the 4 MHz white Gaussian noise test
signal.
The long term memory state of the PA (calculated for
Section IV.C) is also shown. By observing this state variable, it
is expected that the PA behavior is affected during a significant
time after the transition between the high/low power regions,
which cannot be modeled using common behavioral modeling
techniques.
C. Performance metrics
For communication signals similar to Fig. 2, it is important
to note that the normalized mean squared error (NMSE) is not
well suited to evaluate model performance. This is because
during the identification stage, if the entire data set is used,
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Fig. 3. Estimated long term memory frequency response of the low–pass
filter in Fig.1, assuming a linearized power amplifier model. The estimated
initial and optimized ARMA(1,1) models are also shown.
the model parameters will be biased towards towards the high
power segments. Additionally, using the NMSE will result in
averaging the model over the high and low power segments,
and will neglect to evaluate the performance during the sudden
transition in power.
In order to address this issue, in this work, additional exper-
iments are also conducted to evaluate the instantaneous NMSE
performance performance. First the parameters of the model
are identified using the entire data set (containing both high
and low power parts), and then the mean squared error (MSE)
between the model and the measurements is evaluated on a
validation set in blocks of 4000 samples (which correspond to
blocks of around 0.13 ms), and normalized by the variance of
the entire input signal to construct the instantaneous NMSE.
The maximum value of this instantaneous NMSE is reported
as the maximum NMSE (which corresponds to the worst-case
NMSE).
D. Identification
After initializing the ARMA parameters using the technique
presented in the Appendix, the resulting ARMA(1,1) filter
frequency response used for initialization is shown in Fig. 3.
It should be noted that the magnitude results for frequencies
> 5kHz in Fig. 3 are limited by measurement noise, which is
quite high for this kind of measurements. The behavior of the
long term memory frequency response is, however, expected
to present a clear low pass behavior also beyond the cutoff
frequency. In the case of the FIR, a full search of possible
values for N is needed.
Fig. 4 shows the change in the magnitude of the pole of an
ARMA(1,1) model during the iterations. From the figure it can
be noticed that once θ is fixed, α from (13) converges after 4-6
Gauss-Newton steps. Once [α, β] converge, they are fixed and
used to compute a new set of θ. It can be noted that the entire
algorithm converges after 5 iterations between [α, β] and θ. It
can also be noticed that the biggest change in the amplitude
of the pole is after θ are fixed and the Gauss-Newton steps
begin.
Effectively, using |α| = 0.99986 (the converged value of
the pole) corresponds to a memory depth of approximately
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Fig. 4. The magnitude of the pole of the ARMA(1,1) model over iterations.
The numbers in the figure show the outer iteration number. θ are fixed in the
inner steps, and α is fixed in the iteration numbers denoted by the circles. The
base model is an MP with P = 5 and M = 2. The dampening parameter λ
is equal to 0.4. The inlay shows the convergence between during the second
iteration when θ is fixed.
8000 samples (0.25 ms), which can not be modeled using
normal MP, GMP or similar techniques due to the explosion
in the number of parameters. It was also noticed that, although
the algorithm allowed the pole to be complex–valued, the
optimization procedure resulted in a real–valued pole which
means the long term memory to phase component is negligible.
The resulting spectrum of the optimized ARMA(1,1) is shown
in Fig. 3, which shows a slightly lower cut-off frequency for
the long term memory effect than the initial filter.
E. Behavioral modeling performance
In this section, the behavioral modeling performance of
the proposed modeling technique is evaluated, using both the
average NMSE and the worst-case NMSE.
The modeling performance from only using the initialization
from Section IV.C for the proposed model with an MP(5,2)
as its basis model structure – denoted as LT-MP(5,2) +
ARMA(1,1) – is -49.0 dB NMSE. Compared to an MP(5,4)
model with the same number of parameters, which has -
48.1 dB NMSE, the proposed technique shows around 0.9 dB
modeling performance improvement.
Fig. 5 shows the NMSE of two models using an AR(1)
or ARMA(1,1) filter for the long term memory state, during
the iterative identification algorithm. It can be noticed that the
NMSE shows a further 0.8 dB performance improvement from
the initial filter calculated from the two tone measurement.
The average NMSE is 0.3 dB better than the FIR filter
presented in [13] and around 1.8 dB better than the MP(5,4)
model that has the same number of parameters. It can be also
noticed that using an ARMA(1,1) results in a slightly improved
convergence compared to using the simpler AR(1) model.
In Table I the model performance is compared with different
models and different parameter combinations. In the case
of the Volterra model, it was noticed that in open tests
increasing the memory length did not improve the modeling
performance, and hence those results were not included. It can
be noticed that the NMSE performance of regular MP, GMP
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and Volterra models can be improved by around 1.8 – 2 dB
when applied with the proposed long-term modeling scheme.
The performance using an AR filter instead of an FIR filter
shows around 0.2 dB improvement for the different models.
The average out of band modeling performance is also shown
with the adjacent channel error power ration (ACEPR) [2], and
the performance is improved by around 2.5-3 dB.
Fig. 6 shows the accuracy/complexity tradeoff for the dif-
ferent models as proposed in [2]. It can noticed that except for
the low floating point (FLOP) region, the proposed modeling
technique improves the performance by around 2 dB for both
the model with an MP basis and the model with a GMP basis.
As mentioned previously, utilizing solely the average NMSE
for model evaluation is not sufficient to compare the model
performance. In order to analyze the instantaneous perfor-
mance, the maximum NMSE is also given in Table I. It can be
noticed that in the case of MP and GMP, the worst-case NMSE
falls to -43.2 dB and in the case for Volterra to -36.9. Utilizing
the proposed technique, the worst-case NMSE is improved by
around 4.5–5 dB.
Fig. 7 shows the instantaneous NMSE over time. The
proposed model shows a consistent 2-3 dB better modeling
performance than conventional models in both high and low
TABLE I
COMPARISON OF BEHAVIORAL MODELING PERFORMANCE FOR THE
PROPOSED MODELING TECHNIQUE AND MP AND GMP. MODEL ORDERS
ARE SHOWN IN THE PARENTHESIS AND ARE CHOSEN FOR RELATIVELY
SIMILAR COMPLEXITY.
Model NMSE Max NMSE ACEPR Number of
(dB) (dB) (dB) parameters
MP(7,10) -48.2 -43.2 -61.5 77
GMP(7,3,1) -48.5 -43.2 -61.7 123
Volterra (7,1) -45.3 -36.9 -57.7 40
FIR(1)
LT-MP(7,4) -50.0 -47.8 -64.5 78
LT-GMP(7,2,1) -50.2 -47.7 -64.7 118
LT-Volterra (7,1) -46.5 -41.3 -60.0 81
AR(1)
LT-MP(7,4) -50.2 -48.2 -64.8 78
LT-GMP(7,2,1) -50.4 -48.0 -65.0 118
LT-Volterra (7,1) -47.6 -41.5 -60.2 81
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Fig. 7. NMSE of modeling performance vs time. Model orders are in
parenthesis and are chosen for relatively similar complexity of each model.
power segments. The instantaneous performance improvement
can especially be noticed in transitions where the proposed
model is able to track the sudden change in PA characteristics
better.
It is also interesting to note that the performance of the
proposed model for the beginning of the cycle is slightly
worse (in calculating the max NMSE this section is ignored
so that the outcome does not depend on the initial state). This
is because the long term memory estimate is initialized at
zero, and takes some time to ramp up to the correct values.
This effect is not noticed in the second cycle as the long
term memory estimate is consistent now. In calculating the
maximum NMSE this initialization effect is ignored.
F. Digital Pre-Distortion Linearization
In this section, the behavioral modeling technique is used
for digital predistortion. For these comparisons, special care
was taken to maintain a constant average output power for
both PA without and the PA with predistortion as specified
in [19]. For DPD, the parameters of G(ω) are identified from
the behavioral model using the iterative technique mentioned
previously, and then kept fixed. Once these parameters are
fixed, the DPD can be done in the normal fashion, by reversing
the input and output, identifying an inverse model of the PA
7TABLE II
COMPARISON OF DPD FOR THE PROPOSED MODELING TECHNIQUE AND
MP AND GMP. MODEL ORDERS (IN PARENTHESIS) ARE CHOSEN FOR
RELATIVE SIMILAR COMPLEXITY.
Model NMSE (dB) ACPR (dB) Max NMSE (dB)
MP(7,8) -47.8 -49.6 -43.6
GMP(7,4,1) -49.2 -51.8 -45.9
LT-MP(7,4), AR(1) -49.9 -54.5 -47.4
LT-GMP(7,2,1), AR(1) -49.9 -53.2 -47.3
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Fig. 8. Instantaneous NMSE after predistortion for the different models.
and using it to predistort the data. The results of DPD are
shown after a few iterations when the performance converges.
For comparison, DPD results of using an MP + AR filter
and a GMP + AR filter are shown in Table II. It can be noticed
that using the proposed method improves the average NMSE
performance of MP by around 2 dB and around 0.7 dB for
the GMP model. The out-of-band ACPR is also improved
by around 2 dB for the GMP model, and almost 6 dB for
the MP. The maximum NMSE is also improved using the
proposed model by around 2-4 dB, which can be critical in
most applications.
Fig. 8 shows the instantaneous NMSE computed over blocks
of 4000 samples after predistortion for the different models
above. It can be noticed that the LT-MP successfully improves
the linearity of the system by around 3-4 dB in the high
power segment and the LT-GMP model improves the NMSE
by approximately 1-2 dB.
Fig. 9 shows the spectrum of the PA output for different
models in the switching transition block. It can be noticed
that the proposed modeling technique improves the worst–case
(during power change) adjacent channel power ratio (ACPR)
of the MP model by approximately 6-10 dB. In a traditional
DPD linearization architecture, parameter adaptation would be
necessary in order to avoid the degradation in performance.
Utilizing the proposed technique can help lessen the burden
on the traditional adaptation hardware.
The error spectrum is shown in Fig. 10, to further analyze
the out of band performance. It can be noticed that the LT-MP
and LT-GMP models outperform the normal counterparts for
a relatively similar complexity.
In the next experiment, the proposed technique is compared
to traditional techniques with a 20 MHz Long Term Evolution
(LTE) test data E-UTRA Testmodel TM2 [20]. A time record
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Fig. 9. Spectrum of the output of the PA with predistortion for different
models at the switching instance.
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Fig. 10. Error spectrum of the output of the PA with predistortion for different
models at the switching instance.
of the signal is shown in Fig.11. This signal is used to test
the dynamic range of base stations, the error vector magnitude
and the frequency error.
The resulting instantaneous NMSE DPD performance for a
traditional MP(7,4) and the LT-MP(7,2) + AR filter for this
data is shown in Fig.12. It can be noticed that the proposed
model improves the overall performance for this data by 4-5
dB for the relative same computational complexity.
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Fig. 11. Time record of the LTE data signal used.
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Fig. 13. Tracking multiple states in the PA by extending the proposed model.
G. Model Generalization
The model can easily be extended to track more than one
state in the PA. These states can represent different time
constants in the PA architecture design. These states can also
be filtered ARMA, AR or FIR models, as shown in Fig. 13. In
this work, as an example, three AR(1) filters are used to track
different states in the PA. The first state is initialized from the
same two tone measurement setup as explained previously.
Since the maximum memory length was captured by the
two tone measurements, the two other states are initialized
for shorter memory lengths. The same iterative algorithm as
before can be used, iterating between keeping θ fixed and
identifying [α, β]1, [α, β]2, [α, β]3 one at a time (in a greedy
fashion), and keeping the three states fixed and identifying θ.
It was noticed that after convergence, while the first filter
had a time constant of around 8000 samples, the second filter
modeled 20 (α2 = 0.949) and the third filter modeled around
110 samples (α3 = 0.991). These three different states are
shown in Fig. 14. Notice that s2[n], which is represented by
the AR(1) filter with α2, has more instantaneous changes in
the power while s1[n] with the AR(1) filter with α1 has a
much slower changing power profile change.
In order to compare using one, two and three states’ model
performance, the following experiment is conducted. An MP
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Fig. 14. The three long term memory states s computed from the iterative
algorithm.
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Fig. 15. NMSE vs the outer iteration number for different modeling
paradigms. The normal MP and GMP are also shown for comparison. Model
orders are chosen to keep relatively similar complexity.
and GMP model are combined with one AR(1), two AR(1) and
three AR(1) filters to improve modeling accuracy. The result
of the iterative identification algorithm is shown in Fig. 15. It
can be noticed that using two AR filters instead of one results
in an additional 0.5 dB improvement for both the MP and
GMP models. Further using an additional filter improves the
performance by around 0.2 dB. It can be noticed that com-
pared to the original MP and GMP models with comparable
complexities, the performance is improved by around 1.5 dB
for one AR filter, 2.3 dB for two AR filters and 2.5 dB for
three AR filters for both the MP and GMP model. Using more
than one state increases the amount of iterations needed for
convergence and the initialization sensitivity compared to the
single state case, but the convergence is still relatively fast.
V. CONCLUSIONS
In this paper, a black–box modeling technique for modeling
long term memory effects is presented. Identification of these
effects using an iterative algorithm is presented and it is shown
that the model converges after a few iterations. We have
demonstrated that the model is well suited to handle bursty
data which is becoming more and more common in wireless
systems.
9The results show that by linearizing the parameters with
respect to a long term memory state, it is possible to accurately
track abrupt changes in PA characteristics and improve the av-
erage NMSE by around 1.5–2.5 dB and the worst-case NMSE
by around 4-5 dB for commonly used behavioral models in the
literature. The model is used for digital predistortion and the
results show 1-2 dB average in-band and 4-8 dB worst-case
out of band performance improvement.
APPENDIX
The procedure to characterize the long term memory effect
for initialization is presented in this Appendix. In order to
estimate the frequency response G(ω), from the two tone mea-
surements, a simple first order model is constructed assuming
no short term memory component.
y[n, ω0] = θ
(0)
0 x[n, ω0] + θ
(1)
0 s[n, ω0]x[n, ω0] (A.1)
Since a single offset frequency is considered the filter response
at that frequency can be obtained and s[n, ω0] can be written
as
s[n, ω0] = A
2 +B2 +AB|G(ω0)|Φ(ω0)
(
e−jω0n + ejω0n
)
(A.2)
where |G(ω)| is the amplitude of the frequency response of
the filter, and Φ(ω0) = e−jφ(ω0) is the phase. We can assume
that the filter gain is normalized at zero. Also, for simplicity,
it can be assumed that the output of the filter is real-valued,
i.e., G(ω) = G(−ω)∗ and Φ(ω0) = 1.
Given this setup, y[n] can be calculated as
y[n, ω0] = θ
(0)
0 x[n, ω0] + θ
(1)
0 s[n, ω0]x[n, ω0]
= θ
(0)
0
(
Ae−jω0n +B
)
+ θ
(1)
0 (e
−j2ω0n
[
A2B|G(ω0)|
]
+
e−jω0n
[
A3 +AB2 +AB2|G(ω0)|
]
+A2B +B3 +A2B|G(ω0)|+ e
jω0n
[
AB2|G(ω0)|
]
)
Rewriting the terms based on frequency components
y[n, ω0] =
e−j2ω0n
[
A2B|G(ω0)|θ
(1)
0
]
+e−jω0n
[
Aθ
(0)
0 + (A
3 +AB2 +AB2|G(ω0)|)θ
(1)
0
]
+
[
Bθ
(0)
0 + (A
2B +B3 +A2B|G(ω0)|)θ
(1)
0
]
(A.3)
+ejω0n
[
AB2|G(ω0)|θ
(1)
0
]
The magnitude of these frequency components can be de-
termined from simple spectrum measurements. The unknown
parameters of θ(0)0 , θ
(1)
0 and |G(ω0)| and can be identified by
substitution in these tones. By using the three tones of −ω0,
0 and +ω0 at each frequency offset, we can construct the
following matrix for least-squares identification of θ(0)0 and
θ
(1)
0 , 

|Y [0]|0
|Y [ω1]|0 − |Y [ω1]|ω1
.
.
.
|Y [ωmax]|0 − |Y [ωmax]|ωmax

 =


(A+B) (A+B)3
B B3 +A2B
.
.
.
.
.
.
B B3 +A2B


(
θ
(0)
0
θ
(1)
0
)
(A.4)
where each row in the matrix is one measurement with
frequency ωk, |Y (ωk)|0 is the measured amplitude of the
spectrum at the frequency zero frequency offset and |Y (ωk)|ωk
at the ωk frequency offset. The equation for constructing
|G(ω)| can be written as
|G(ω)| =
|Y [n, ω]|0 −
(
B3 +A2B
)
θ
(1)
0 −Bθ
(0)
0
A2Bθ
(1)
0
(A.5)
Once the frequency response is obtained from the two tone
tests, traditional frequency domain estimation techniques like
[21, p. 230] for identifying the linear filter in the long–term
memory path (for example the ARMA filter) can be employed.
It can be noted that the zeros and poles of the AR and ARMA
models can be forced to be real-valued to maintain a real–
valued state parameter, which could represent tracking changes
in the average power in the input signal. In this work we have
relaxd this condition and let zeros and poles to be complex
valued as well, which may result in an input signal power to
phase component in the long term memory.
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