In this paper we present a series of item response models of data collected using the Force Concept Inventory. The Force Concept Inventory (FCI) was designed to poll the Newtonian conception of force viewed as a multidimensional concept, that is, as a complex of distinguishable conceptual dimensions. Several previous studies have developed single-trait item response models of FCI data; however, we feel that multidimensional models are also appropriate given the explicitly multidimensional design of the inventory. The models employed in the research reported here vary in both the number of fitting parameters and the number of underlying latent traits assumed. We calculate several model information statistics to ensure adequate model fit and to determine which of the models provides the optimal balance of information and parsimony. Our analysis indicates that all item response models tested, from the single-trait Rasch model through to a model with ten latent traits, satisfy the standard requirements of fit. However, analysis of model information criteria indicates that the five-trait model is optimal. We note that an earlier factor analysis of the same FCI data also led to a five-factor model. Furthermore the factors in our previous study and the traits identified in the current work match each other well. The optimal five-trait model assigns proficiency scores to all respondents for each of the five traits. We construct a correlation matrix between the proficiencies in each of these traits. This correlation matrix shows strong correlations between some proficiencies, and strong anticorrelations between others. We present an interpretation of this correlation matrix.
I. INTRODUCTION
Assessing knowledge acquisition by students is an unavoidable and necessary part of modern education systems. Multichoice tests are often used for this purpose, especially in large classes. While the primary purpose of these tests is generally to assign a grade, other useful information may be obtained from response data. The value of the information gained by further analyses of test data is of course completely dependent on the quality and purpose of the test. The Force Concept Inventory (FCI) is a preeminent example of such a test and has now been in use in universities and schools for over 20 years [1] [2] [3] .
A large body of research has been devoted to the analysis of FCI data [4] [5] [6] , or to the determination of the effectiveness of teaching methods [7] [8] [9] [10] [11] [12] [13] . Here we briefly summarize some previous analyses without attempting to be exhaustive.
Wallace and Bailey [12] have shown that IRT models are effective in identifying problematic items in a concept inventory (though not the FCI), such as possible mismatches between item difficulties and student proficiencies, or hidden difficulties with individual items. Planinic et al. have also highlighted the importance of examining misfitting items in the Force Concept Inventory [5, 14] . Wang and Bao have investigated the applicability and usefulness of a unidimensional, three-parameter item response model for FCI and summarized their findings using a measurement metric. The majority of these findings are confirmed by our single-trait model as well, e.g., we confirm their determinations of the easiest and most difficult items, despite the slight difference between the models analyzed. More importantly Wang and Bao have found that the raw FCI score and the proficiency score are correlated with R 2 ¼ 0.994. Finally we mention Han et al.'s recent, novel application of IRT analysis [15] , whereby the FCI test has been divided into two equal-length tests, covering the same concepts. It has also been suggested that these shorter tests have similar assessment characteristics and produce equivalent test scores to the full FCI test with an overall uncertainty less than 3%. The advantage of splitting the FCI in this way is twofold: first, the test is quicker to administer and second, the split tests may be used in a direct pre-and post-test design without actually reusing the same questions.
This short, and unavoidably very selective, summary demonstrates that educators clearly benefit from investigating new ways to analyze FCI data or from further developing analysis techniques which are already in use.
Our current paper may be considered a companion paper to our earlier analysis of the factor structure of FCI data [13] and here we confirm the results of that paper using alternative techniques. The models we evaluate in this paper are instances of what is often called Item Response Theory (IRT) or Item Response Analysis.
Item Response Theory is a latent variable approach to data analysis and posits that test results are manifestations of underlying "hidden" or "latent" traits possessed by the test respondents. IRT provides techniques for uncovering the properties of these latent variables from test data. Respondents are considered to possess one or more latent traits to a greater or lesser degree and the degree to which they possess these traits determines their response to a particular question. The theory allows for the estimation of characteristic parameters of both respondents and test questions (in standard terminology the latter are called items). The characteristic parameter assigned to students is often called ability or proficiency as this parameter encodes the degree to which each student possesses the relevant latent trait, whatever that trait is.
The number of characteristic parameters relating to the test items depends on the item response model used. In the past, item response models have been restricted to a single latent trait; however, techniques have recently begun to appear which allow for models with multiple underlying traits.
The main purpose of this paper is to complete our analysis of the complex underlying structure which is displayed by FCI response data. As part of this investigation we also present a thorough evaluation of a number of single-trait and multitrait IRT models. We conclude the paper with an analysis of the proficiency scores assigned to students in a multitrait IRT model and we find that this analysis may lead to new insights into the teaching of Newtonian mechanics.
II. DESCRIPTION OF THE DATA
The data used in this study were collected from a physics service course over a two-year period. This is a traditional (i.e., passive student), algebra-based course designed to provide students entering a variety of health science programs (e.g., medicine, dentistry, pharmacy) with the necessary physics for their professional programs. The course consists of six sections: mechanics, bulk materials (i.e., solid and fluid mechanics), thermodynamics, electrostatics, optics, and radiation physics, in this order [16] . In each year more than a thousand students attended this course and sat the test. The students in the course represented a wide spectrum of abilities in physics. The FCI was presented to students via an online course management system at the end of the mechanics section of the course. The students were not required to complete the survey but were unable to finish their internal assessment for the mechanics component of the course until they had at least viewed the FCI. Collecting data for analysis this way does present some issues as there is no control over the time the students take to complete the survey. Moreover, students did not appear to have strong motivation to answer the questions to the best of their ability, since they were not penalized for poor scores in the test. Thus it appeared that there was some risk that the data would be skewed by frivolous attempts. However, such frivolous attempts are easy to filter out. Generally such students merely enter the same response multiple times and then quit the test. Thus we remove from the data set any entry that has the same letter response repeated more than ten times consecutively. The total number of such responses over the two-year period was 20 responses out of a total data set of 2400 students (spoilage <1%). We note that finding all doubtful records would be extremely difficult and we do not claim that we have done so. We have, however, removed the most obviously frivolous attempts at the survey.
III. ITEM RESPONSE MODELS
In this section we describe the main concepts and assumptions of standard item response models, focusing on those statistical methods used in this study. We limit ourselves to a very brief outline of the theory and refer the reader to Refs. [17] [18] [19] [20] [21] for more detailed discussions. The section is divided into three parts; the first introduces the concepts and generic assumptions of the item-response approach, the second focuses on the unidimensional formulation, and the third part explains the generalized, multitrait form of IRT.
A. General concepts
Item Response Analysis supposes that a student's response to a particular item in a test depends on an interaction between characteristics of the student and characteristics of the item. Capturing this interaction in mathematical form is the central task of statistical modeling in Item Response Theory. Most models share some properties, e.g., the relevant characteristic of the student is the degree to which that student holds one or more specific underlying properties or traits. In the following discussion we initially consider the simplest case in which there is a single, continuous underlying trait, θ. The degree to which a student possesses this trait quantifies the student's ability to answer a test item correctly. This parameter may take positive or negative values and the calibration of its scale (zero point and interval) is flexible. Often the zero point is chosen to be the sample mean and the scale is fixed by associating θ ¼ 1 with the sample standard deviation.
In these statistical models one would normally assume that the greater the value of θ the higher the probability of a correct response to a question. In a single-trait model we would interpret this trait as being something like "FCI ability." It is better to be noncommittal in the interpretation of the trait (at least initially), since a label such as "Newtonian-ness" inevitably makes claims about the ability of the FCI to measure the underlying force concept held by students. These presumptions may be reasonable in the sense that a high FCI-ability score may indeed strongly indicate that the student holds a secure Newtonian conception of force. However, it is also quite possible that students with a low FCI-ability score nonetheless have a Newtonian conception of force which is not indicated by their FCI score for extraneous reasons.
B. Unidimensional formulation
The item response theory determines the probability, PðθÞ, that student i (i ¼ 1; 2; …; I) with a proficiency θ i chooses the correct answer to the item j (j ¼ 1; 2; …; J). A commonly employed expression for this probability is
This formula includes characteristics of the student, the proficiency θ i and characteristics of the test item: g j , a j , and d j . The task of item response analysis is to optimally fit these parameters to the observed data. The graph of PðθÞ and the geometric meaning of the parameters are shown in Fig. 1 . As θ i is a property of the individual student we expect that its value does not change from item to item. In general, we would want students with higher values of θ to possess more developed skills, so that we would expect that they would answer an item correctly with higher probability. This assumption requires that the generic curve is monotonically increasing.
The item characteristic curve shown above is specified by three parameters. These determine the slope of the curve at its midpoint, the position of the midpoint on the abscissa (trait level), and the intercept of the curve with the ordinate (probability) at θ → −∞, i.e., when the examinee has no measurable skill for the given trait. In terms of the characteristics of a particular question these parameters may be interpreted as follows. The midpoint of the curve is the point at which the curve reaches half its maximum value. The trait level corresponding to this midpoint is the proficiency at which there is a 50% chance that a correct response will be given to this question. Thus we would expect that 50% of students who have an ability at this trait level would answer this question correctly. This point on the abscissa occurs when PðθÞ ¼ 1 2 and will depend on all three item fit parameters. However, if g ¼ 0 then this point will be given by the value of −d=a and thus this expression is often called the difficulty parameter.
The slope of the curve at its midpoint measures the degree to which the question discriminates between students with similar proficiency. If the slope is very large, then two students with similar abilities may have very different probabilities of responding correctly to the question. If the slope is very small then the probability of a correct response does not change greatly between the two students. Thus a large value of the slope parameter indicates a question which discriminates between students who are closely grouped by their proficiency scores. For this reason we call this parameter the discriminating power of the item.
Finally, the intercept of the curve with the ordinate gives the probability that a student with very low proficiency nonetheless responds correctly to the question. In other words, this parameter gives the probability that a weak student will guess the correct response to the question, thus g is called guessing parameter. While it would be reasonable to expect that g should be as close a possible to the probability of randomly choosing the correct answer (and would thus be determined by the number of options in a multichoice question), it is possible to reduce the guessability of a question with well-chosen distractor options, and it is always possible to increase the guessability with poorly chosen or framed options.
The full three-parameter model is not always necessary and it is often reduced to a one-or two-parameter model by fixing values of some parameter. The one-and twoparameter models are subclasses of the three-parameter model and their functional forms are with the caveat that numerically the parameters of different models are different, since we obtain them by fitting these probability distributions onto the data. Moreover, the value of a 0 is either fixed before the fitting procedure (usually to unity) or treated as another single fitting parameter valid for all items uniformly. The one-parameter model is often called the Rasch model [22] , while the two-and three-parameter models are often called the Birnbaum 2PL and 3PL models [23] in the literature. The straightforward nature of single-trait item response analysis provides useful estimates of student proficiency which may be used in the more detailed analysis of the latent structures underlying performance in the FCI. Wang and Bao's earlier single-trait analysis [6] of an FCI data set did reveal important information about each item in the test, e.g., relative difficulties. The assumption that there is a single underlying trait is not unassailable and has to be justified by statistical tests in each application of item response analysis. Unidimensional models thus provide an attractively transparent approach for both numerical calculation and the interpretation of an analysis. However, many psychometric tests and several standardized educational tests are multidimensional in that they are constructed from subcomponents that are expected to poll different underlying traits. The FCI was also constructed in this way and is intended to poll six subcomponents of the Newtonian conception of force. These subcomponents are as follows [1] : kinematics, Newton's first, second, and third laws, the superposition principle as applied to forces, and the classification of forces.
In our previous paper [13] we demonstrated that a fivefactor model describes our data adequately. It seems, therefore, that a single-trait analysis may leave important structures hidden in the FCI data; thus, we examine models allowing for multiple latent traits.
C. Multitrait formulation
Recently statistical packages for multitrait Item Response Analysis have become available. These models allow for the possibility of multiple underlying traits (k ¼ 1; 2; …; K) which influence student response to questions. These underlying traits effectively have the same role as the factors in factor analysis. Multitrait item response theory allows the researcher to perform an exploratory or confirmatory factor analysis, it provides factor weightings as in standard factor analysis, but now the item parameters and student trait levels are also calculated. The functional form of the probability for the multitrait item response model is
The vector θ i ¼ ðθ i1 ; θ i2 ; …; θ iK Þ represents the trait levels (or proficiency levels) of student i, while a j ¼ ða j1 ; a j2 ; …; a jK Þ contains the discriminating parameters for the entire collection of underlying traits for item j. Thus for the kth trait there is both a trait level, θ ik , and a trait discrimination, a jk . Note that there is still a single difficulty parameter, d j , and guessability parameter, g j , for each item. In the multitrait model the interpretation of these parameters becomes more complex.
The probability of correctly answering a question now depends on the proficiency of a student in several different traits; these abilities are represented by the trait levels, θ i , in these traits. In the multitrait item response model, the difficulty parameter, d j , still encodes the difficulty of the question. Now, however, this difficulty parameter does not simply give the trait level at which a student has a 50% chance of correctly answering a question. Whether or not a student has a 50% chance of answering a question correctly now depends on the sum of the student's trait level in a number of latent traits and thus the 50% point becomes a hypersurface in the multidimensional graph of trait level against probability. A similar interpretation must also be adopted for the guessability parameter, g j .
The statistical modelling process amounts to fitting such curves to the data and is essentially an optimization procedure. The fitting function is generally a maximum likelihood function, although other methods are also employed [24] [25] [26] . A discussion of the various numerical methods used to obtain estimates of the model parameters is beyond the scope of this paper but there are a number of exhaustive texts in the literature which may be consulted for more thorough discussions of technical details [27] . Nevertheless, we note here that the fitting method does require the items to be independent in the sense that the correct solution of one question does not directly depend on the correct solution of any of the other items. The FCI is expected to satisfy this requirement.
Multitrait item response analysis can be cast as a nonlinear extension of classical linear factor analysis methodology, and as such can be employed in an exploratory or confirmatory mode. For exploratory models, the trait axes are constrained to be orthogonal and can be rotated following convergence. If, however, one wishes to check an already existing model no rotational degree of freedom is present, and the IRT analysis becomes similar to confirmatory Factor Analysis. Unidimensional models naturally fall into the confirmatory category as no rotation is possible. In our current study, we did not set the factor structure, therefore, our analysis is entirely exploratory, except in the unidimensional case. In this respect, the current paper is a companion paper to our earlier paper [13] which investigates the factor structure of FCI response data. In our earlier paper we pointed out that there are a number of different techniques, within the Factor Analysis framework, which may be used to identify factors in data. These different mechanisms are often called "rotations." Different rotations may (and very commonly do) assign questions to different factors. Even when questions are assigned to the same factors, different rotations will generally change the factor loadings. This means that the interpretation of these factors must be treated with caution. In our previous paper our interpretation of the factor structure presented was primarily intended to suggest possible avenues for further, more direct, investigation. Multitrait item response analyses are similar in that they also require an initial stage of Factor Analysis and this analysis is subject to exactly the same constraints. Thus the results of the analysis presented here should again be taken as preliminary, with the primary goal of suggesting fruitful avenues for future research. In particular, the analysis of proficiency scores presented at the end of the paper are intended to suggest the impact of such investigation on the teaching methods employed in this area.
In multitrait Item Response Analysis the factor structure of the data is augmented by a suite of additional parameters. Each question in the survey is assigned a factor loading as is the case in standard Factor Analysis, but now each question is also assigned a difficulty and guessability as well as a discrimination parameter for each underlying factor. Furthermore each student is now assigned a proficiency corresponding to each of the underlying factors. Thus we are now able to analyze the relationship between student understanding of each of the concepts which underlie a full understanding of the Newtonian conception of force. This analysis will be presented at the end of this paper as an example of the power and usefulness of multitrait item response analysis.
A number of commercial and open source packages are available for item response analysis. The analysis presented in this paper was performed using the open source statistical programming language R [28] , and the MIRT package [29] .
IV. MODEL SELECTION
In this section we discuss the different models used to analyze the data. The most important issue in model selection is the requirement that the model must fit the data. Second, we require some quantitative procedure for comparing different models that all satisfy some minimum fitting criteria. Note that, as with the numerical methods used to implement IRT, model fit and selection is a very large and complex field. We do little more here than indicate which methods were used to identify suitable models; further explanation of the numerical techniques is available in the technical literature; see, e.g., [27] .
A. Model fit analysis
Item Response Analysis is performed by fitting a particular model to the data, i.e., finding the values of model parameters which are, in some respect, optimal. It is standard practice to define some "goodness-of-fit" parameter which quantifies the discrepancy between the model and the data, thus a smaller goodness-of-fit value indicates a better fitting model to the observed data.
In this paper we use the root mean square error of approximation (RMSEA) as an industry standard measure of the goodness of fit. The value of RMSEA < 0.05 is employed as an indicator of an acceptable fit and we quote these values for the models discussed in the following. It should be noted that rigorously analyzing the model fit is still a difficult and largely unsolved problem in statistics. Analyzing the behavior of RMSEA statistics in the context of IRT modeling has recently been undertaken by MaydeuOlivares and a family of generalized statistics has been proposed and examined [30] [31] [32] [33] . Although a generic cutoff value for any statistic can be problematic, Maydeu-Olivares and Joe [33] agreed that for RMSEA the 0.05 value can, in most cases, be an acceptable standard.
B. Model comparison
Once it has been established that a group of statistical models all fit the data adequately, it is necessary to choose the most appropriate model for the analysis. This choice may be based on the purpose of the analysis, for example, a single-parameter, single-trait model may be appropriate if all that we are interested in is the relative difficulty of the survey questions. In this paper we will present such a model for exactly this purpose. On the other hand, it may be desired to retrieve as much information as possible from the data and in this case it would appear that the appropriate model would be the one with the most latent traits and fitting parameters. However, as is well known from curve fitting in experimental physics, increasing the number of fitting parameters eventually becomes pathological in that we end up fitting the model to noise rather than capturing the relevant effect. In order to avoid overfitting, a number of statistics has been developed-usually based on some entropic argument-which compares the information content of competing statistical models [34] . These statistics commonly use the likelihood function, L, to compute the information content of the model.
Below we rely on two widely accepted and used measures [35] [36] [37] : Akaike's Information Criterion (AIC) and the Bayesian Information Criterion (BIC). These are defined as AIC ¼ −2 lnðLÞ þ 2k;
where k is the number of fit parameters in the model and n is the number of data points with which the model is fit. With these definitions the smaller the AIC or BIC, the better the model. Both AIC and BIC are proportional to the logarithm of the likelihood function, but AIC only penalizes the number of parameters used, while BIC takes into account the size of the data set as well. It is apparent that for larger data sets BIC is the stricter criterion [38] . The best model is then the model which encodes the most information using the least number of fit parameters. In the following section we use the AIC, BIC, and modified versions of both to select the optimal model for our data.
V. RESULTS
In this study we have evaluated a number of statistical models of the data increasing in complexity from a singletrait Rasch model to a ten-trait model. We show that all of these models satisfy a reasonable absolute fit criterion and that the preferred model, from an information theoretical point of view, is the one with five latent traits.
In Table I we list models with increasing number of traits and parameters. All the data are obtained by fixing the relative tolerance of convergence to 10 −5 , i.e., the optimization procedure is stopped when two consecutive fits resulted in a change in AIC less than this fixed value.
It is clear from Table I that each of the models compared has an adequate absolute fit to the data, in that even the largest value of the RMSEA is less than 0.05. In Fig. 2 we plot several information criteria against the number of traits used in the model. It is clear that the minimum for all of these criteria apart from the AIC occurs with a five-trait model. The AIC has a global minimum at the seven-trait model, but this minimum is extremely flat so that the AIC is not a useful criterion for model selection.
In the rest of this section we will discuss the significance and interpretation of two item response models with a single or with five latent traits.
A. Single-trait model
First we consider a single-trait model. Our treatment will be brief as such models have been discussed by others [5, 6, 39, 40] . This model does, however, provide a benchmark for more sophisticated models. After the concise review of this unidimensional model, we advance to the five-trait model.
Wang and Bao [6] have fitted a three-parameter model to FCI data collected at the end of a calculus-based introductory mechanics course and have published their estimated item parameters (discrimination, difficulty, and guessing). They found, for example, that the range of difficulty parameters is typically within a range of ð−3; 3Þ, and a narrower region of ð−2; 2Þ is covered well by the items. The hardest two items in their model are questions 15 and 26. It is worth mentioning here that differences between the two teaching approaches, their calculus-based course vs our algebra-based course, does not appear to greatly change the structure of the fitted item parameters. Later, Morris et al. [40] offered a simplified IRT model called an item response curve method. In this abridged version of IRT the total score of a respondent is used as a proxy for their proficiency level, which tacitly implies that all items are equally weighed. They argued that even their item response curve method is capable of characterizing item difficulty very similarly to that of Wang and Bao's difficulty parameter, b. Table I indicates that the five-trait model is the preferred model on the basis of a comparison of various information criteria and RMSEA statistics. However, there are often good reasons to accept a simpler model, for example, it may be that all that is required is a quick estimate of student proficiency or an estimate of item difficulty. As shown a single-trait model has an adequate absolute fit to the data since this model has RMSEA < 0.05.
In Fig. 3 we have also depicted the test information curve, IðθÞ, defined as IðθÞ ¼ P k I k ðθÞ, i.e., as the sum of all item information curves [19, 23] I k ðθÞ ¼ 1 P k ðθÞ½1 − P k ðθÞ dP k ðθÞ dθ where the possible parameters of P k have been dropped from the notation for the sake of transparency. The information function is a measure of the accuracy of the test as a function of trait level. The test information curve is very nearly symmetrical with respect to θ ¼ 0 and its full width at half maximum covers the −2 ≤ θ ≤ 2 interval, i.e., the FCI seems to poll students equally well with skill below and above average; as can be seen in Fig. 3 , there are two item curves (items 15 and 26) falling in the high trait level region and two curves (items 1 and 29) rises in the low trait level region. The test information curve for the FCI is provided here for the first time to the best of our knowledge. Clearly, the FCI is most accurate at moderate trait levels but is less able to accurately assign proficiency scores to very strong or very weak students. This is to be expected and is a result of the relatively tight grouping of item difficulties. Item Response Theory is a powerful statistical tool in that not only the difficulty of each item, but also the proficiency of the examinees are estimated. The optimization procedure associates as many skill scores as there are latent traits in the model. In the case of a single-factor model, the optimization assigns proficiency score, θ k to the kth examinee. Since student proficiency and item difficulty are measured on the same scale, it is instructive to compare the distribution of the proficiency scores with the item difficulties themselves.
In Fig. 4 the histogram for the estimated trait scores is plotted on the right-hand side. The solid curve is the same test information curve which is shown in Fig. 3 . Here we have rescaled the information curve so it can be compared with the histogram. It is immediately apparent that the test information curve not only covers the skill range of the entire cohort of examinees' but also the test information curve is more or less flat over the bulk of the histogram. This feature is reassuring as it demonstrates that the FCI test accurately determines student proficiency for the bulk of the examinees'.
The item difficulties are shown on the left-hand side of this graph. The same axis is used to indicate the difficulties of the individual items, −d j =a j (see Table II ). On the lefthand side the item labels have been clustered into sets for the sake of clarity, and within each group the leftmost item has the lowest, while the rightmost item has the highest difficulty. FIG. 3 (color online) . The item characteristic curves shown for a single-trait two-parameter model for all 30 items. It is apparent that the −3 ≤ θ ≤ 3 is well covered by items, and also there are at least two items (question 15 and 26) which poll the students with higher skills. These two items correspond to the two rightmost curves in this graph. The overall test information curve has also been depicted with a heavier line and with its scale denoted on the right vertical axis. 
B. Five-trait model
The analysis of information criteria, such as the AIC and BIC, suggests that the five-trait model is optimal in that the complexity of the data is captured with the minimum number of fitting parameters. In this section we examine the five-trait model in more detail both in what the model says about the test items and in what it reveals about the respondents. We also compare the structure of these five latent traits to the five factors examined in our previous study [13] .
C. Item characteristics
As a first step in analyzing the five-trait model we focus on the item characteristics, i.e., on the a j and d j parameters.
In Table III we give the parameters for a five-trait model. In this model the test items poll student proficiencies in five latent traits. As discussed in Sec. III, each question is assigned a single difficulty parameter, a guessing parameter and five discrimination parameters. An item which does not depend on a particular trait will not load strongly onto that factor and the discrimination parameter associated with that question and trait will be small. As an example let us consider item 2. None of the components of its discriminating parameter, a 2 ¼ ð−0.453; 0.402; −0.290; 0.061; −0.022Þ, are particularly large, and, at the same time, none of the factor loadings of this item are bigger than 0.3, the value chosen to be the cutoff value for appearing in Table IV. As was noted earlier, the MIRT package performs an exploratory factor analysis to identify the latent traits for the item response analysis. The members of all five factors as obtained [13] from factor analysis (top row) and as given independently from item response theory (bottom row). The symbols show which item belongs to which factor with loading larger than 0.3 in magnitude. If no symbol can be found in a row then that item either has not been assigned to a factor or its loading is smaller then 0.3 in absolute value. The black portion within each circular shape is proportional to the loading.
In Table IV we compare the factors obtained for a fivefactor item response model with that found in our previous exploratory factor analysis paper (see Table III in Ref. [13] ). Each row in the table corresponds to an item in the FCI questionnaire. The circular symbol in a row indicates that the item is part of that factor with loading higher than 0.3 in absolute value. The black shaded area is proportional to the magnitude of loading on that factor, i.e., a full black circle would mean that the item loads entirely on a given factor. Loadings smaller than 0.3 in magnitude are taken to represent weak association and therefore we omit listing such items for that factor.
In order to highlight the structural similarity between the two analyses, the factors from our earlier factor analysis and the current Item Response Theory have been interleaved. The top row in Table IV contains the factor assignment from our previous paper [13] while the last row shows the factor numbering from Item Response Theory. Some resemblance between the results is expected; however, such a striking similarity is surprising. There are some minor differences, e.g., factor analysis would assign item 15 to a single factor (with loading 0.703), item response analysis assigns similar loading to the essentially same factor (loading 0.760), meanwhile it also loads item 15 with a negative loading on to factor 1 (loading −0.310). Such negative loadings suggest that possessing high skills in certain factors may reduce the proficiency on another factor.
Despite such minor differences between the factor assignments, the two statistical approaches result in very similar factors. While this is not necessarily particularly surprising, it is useful in that it allows us to employ the interpretation of these factors which was presented in the previous paper [13] and we will employ the same nomenclature in the present work. For transparency in Table V we list how the factors from the two approaches (factor analysis and item response theory) correspond to each other and how one may describe each factor.
As a final remark we note that items 2, 3, and 14 have not been clearly assigned to any factor in either of the statistical approaches. Items 2 and 14 can be characterized as kinematics questions while 3 is expected to test the understanding of Newton's second law. The fact that these items are left unassigned can be interpreted as these items are superfluous and do not poll the students' skill convincingly. These items could therefore be dropped from the test, we believe, and replaced by three other items.
D. Student characteristics
One of the attractive features of IRT models is that they are capable of estimating fitting parameters characterizing respondents as well as fitting parameters for test items. Moreover, the item difficulty and the respondents' proficiency scores are measured on the same scale, and are thus directly comparable. In the previous section we analyzed the item characteristics. In this section we will focus on the parameters describing an individual respondent.
The analysis of these proficiency scores is dependent on the particular factor structure employed in the multitrait item response analysis. If a different rotation is employed, the factor structure may well change significantly and thus so will the proficiency scores and the correlations between them. The factor structure we have investigated here is chosen due to the clear interpretation of the meaning of the factors. This clarity leads to an equally clear interpretation of the correlations between the proficiency scores.
Although we have briefly touched upon the students' proficiency scores in an earlier section and compared these scores to the item difficulties, here we would like to examine the students' scores from another direction. As soon as one extends the single-trait model to a multitrait Item Response Theory model, it is inevitable that all examinees are assigned many proficiency scores. Therefore one might also ask whether these proficiency scores show some structure. In other words: Is there any relationship between the trait proficiencies that an examinee exhibits?
Let us hypothesise the following scenario: a cohort is polled on Aristotelian and Newtonian mechanics, and each examinee is assigned two proficiency scores corresponding to these two ideas, θ A and θ N , respectively. It is quite plausible that students who have a good understanding of the Aristotelian description of natural motion would struggle with describing the same motion within the Newtonian world view, and vice versa. Therefore one might expect that these two proficiency scores would be anticorrelated with each other.
If there is evidence of correlation structure in the proficiency scores of students taking the FCI, this would indicate relationships between the learning of these concepts. For example, a positive correlation between two trait proficiencies could indicate that an emphasis on one of the concepts in a teaching procedure could also increase understanding of the other concept. Conversely, an anticorrelation could indicate that learning one concept could actively decrease or destabilize the understanding of the other concept. A note of caution is necessary here. As is repeated, correlation is not causation and all we can assert is TABLE V. The factor structure of the FCI data as predicted by two independent statistical models: exploratory factor analysis [13] and item response theory (present work). A description of each factor is also given. that a correlation of this sort indicates a possible causal link that warrants further investigation. Based on the five-factor model each student has five skill scores, θ 1 ; …; θ 5 . We calculated the standard Pearson correlation rðθ i ; θ j Þ for each pair (i; j ¼ 1, 2, 3, 4, 5). The tabulated result can be found in Table VI . Table VI shows that there are two groups of trait proficiencies, traits 1, 2, and 3 and traits 4 and 5, with strong positive correlations within groups, i.e., between group members and strong negative correlations between groups, i.e., between members of different groups.
One group contains the proficiencies in factor 1 (Newton's first law with zero force), factor 2 (Newton's third law), and factor 3 (identification of forces). The second group contains proficiencies in factor 4 (Newton's first law with cancelling forces) and factor 5 (Newton's second law and kinematics). We will present an interpretation of this pattern of correlations but we first would like to strongly emphasize that our interpretations of these correlations should be taken as suggestions for further, more direct investigation. We do not claim that our interpretations are directly proven by these correlations.
First we consider the strong positive within group correlations. In the first group, it is not surprising that factors 2 and 3 are combined together since Newton's third law is primarily concerned with the identification of forces, namely action-reaction pairs of forces.
However, it is slightly surprising that factor 1 is also in this proficiency grouping. It would appear that the skill required to answer questions concerning "Newton's first law with zero force" bear some commonality with the skills required to successfully answer questions about Newton's third law and the identification of forces. Furthermore, proficiency in factor 1 is quite strongly anticorrelated with proficiency in factor 4, "Newton's first law with cancelling forces."
Some insight into this issue may be obtained by considering the text of the questions in factor 1. Factor 1 contains 11 questions, one shared with factor 4 (question 16) and another (question 23) shared with factor 5.
Question 16 will not enter into our analysis as it is misplaced in these factors, i.e., it is clearly a question about Newton's third law. It was found to be misplaced in our earlier exploratory factor analysis as well, and in this earlier analysis we propose an explanation. Briefly, we propose in that paper that students analyze this question using a fallacious first law argument which fortuitously provides the correct answer. We will not revisit this discussion here, except to note that the current analysis appears to confirm our earlier factor analysis [13] .
Factor 1 contains questions which appear to favor visual problem solving modalities. In factor 1, questions 6, 7, 8, 12, and 23 are "visual choice" questions in that they all require the student to choose the correct diagram from a set. There are only two other questions of this type in the FCI, questions 14 and 21. It is striking that nearly half the questions in factor 1 are of this type, and this type of question appears almost exclusively in factor 1. We would therefore suggest that there is a strong visual element in this factor in that these questions could be correctly answered by a student with a strong visual memory and some experience in situations similar to those depicted in these questions. The fact that proficiency in this factor is strongly correlated with proficiency in factors 2 and 3 suggests that research into the use of visual thinking and problem solving in the identification of forces and the understanding of Newton's third law would perhaps be fruitful.
We note that the other questions in factor 1 tend to be "follow up" questions to these visual choice questions. For example, questions 9, 10, and 11 ask further questions about the diagrams presented in question 8. These questions do appear to be independent in the sense required for item response analysis; the answer to question 8 is not required to answer questions 9, 10, and 11. However the diagrams in question 8 do provide a significant "visual aid" to a student attempting questions 9, 10, and 11. A student with a strong visual memory who correctly chooses option B as the answer to question 8 is then able to use that diagram to assist them in answering the later questions. Further understanding of Newton's first law is required, but option B does supply further cognitive input in the reasoning process. Now we consider the strong positive correlation between proficiencies in factors 4 and 5. It is not surprising that the proficiency in these two factors is strongly correlated since Newton's first law is a special case of Newton's second law. The surprise is not that proficiencies in factors 4 and 5 are in this group; the surprise is that proficiency in factor 1 is not also in this group. As discussed above, it appears that there may be a strong visual element in proficiency in factor 1 questions. The grouping of this proficiency with factors 2 and 3 rather than with factors 4 and 5 suggests that the visual character of this proficiency is more closely correlated with the skills required to solve factor 2 and 3 problems than with the clear similarity between the physics of factor 1 and the physics of factor 4. The correlation would appear to be due to similarity in thought process rather than the similarity in content. Finally we will discuss the strong anticorrelation between the two groups of factor proficiencies, that is, between the group containing factors 1, 2, and 3 and the group containing factors 4 and 5.
To begin with we should point out that the main result is that there is an anticorrelation between these two groups. Further research is required to determine the cause of this anticorrelation. We suggest possible reasons for this anticorrelation with this caveat in mind. We suggest two possible sources of the observed anticorrelation; these two suggestions are not mutually exclusive.
As we have already discussed, one possibility is that the factors are successfully solved by different styles of thinking. Proficiency in factor 1 seems to involve visual problem solving, whereas factors 4 and 5 do not so clearly depend on this diagrammatic mode of thought. If this interpretation is correct, then the separation between the two groupings may be due to differences between the required problem solving modes and conflicts between the operation of these two modes. This interpretation would also highlight the importance of developing a skill for switching between multiple representations of a physics problem [41] . Our hypothesis regarding the visual difference between the latent FCI factors is partially supported by a previous study [42] , which found positive correlation between students' preinstruction level of representational consistency and their learning of forces.
A second possibility is that the physics involved in the two groups conflicts. This would mean that understanding Newton's third law destabilizes understanding of Newton's second law. Learning new concepts challenges old knowledge. This is an unavoidable character of learning. Thus it would not be surprising if learning Newton's third law decreased a student's understanding of Newton's second law, at least, temporarily.
VI. CONCLUSION
Concept inventories are frequently used to assess students' proficiencies in a particular subject and to provide feedback about teaching practices. The analysis presented in this paper highlights the value of item response models in physics education research. The development of multitrait item response models in particular allows for the extension of factor analysis techniques to include the assignment of proficiency scores to respondents. This in turn allows for the investigation of the multiple skills students employ to complete surveys like the FCI.
In this paper we have presented a detailed analysis of several single and multitrait item response models of FCI data. It has been shown that a simple single-trait, singleparameter model may be applied to the data with adequate fit. It has further been shown, via the use of several standard information criteria, that the optimal item response model of the data has five underlying traits and seven item parameters. These five traits have been shown to correspond closely to the factors found in an exploratory factor analysis presented in our previous paper [13] .
Finally, we have analyzed the proficiency scores assigned to respondents for each trait in the five-trait model. We then constructed a correlation matrix between the trait proficiencies in these five traits. This matrix showed that there are two groups of trait proficiencies. Within each group the trait proficiencies are quite strongly and positively correlated with each other. Between groups the trait proficiencies are quite strong and negatively correlated with each other. We have suggested that the strong correlation within one group suggests a significant visual component to these trait proficiencies, and since one of the trait proficiencies in this group is Newton's third law trait proficiency, we suggest that a strong proficiency in this concept relies on good visual problem solving. The strong and negative correlation between the two groups is interpreted as being attributable to differences in problem solving modalities, and also the possibility that an understanding of Newton's third law challenges a preexisting understanding of Newton's second law. We point out that these interpretations should be taken primarily as suggestions for future research.
