Introduction
Let p denote standard Wiener measure on W(Rd) = C([0, 1], Rd), and H denote the set of h £ W(Rd) such that h is Cl and h(0) = 0. The classical Cameron-Martin theorem states (see Cameron and Martin [7] ) that ph = p(--h) is equivalent to p and the Radon-Nikodym derivative of ph with respect to u is (1.1) ^(oe) = exAj\(s)-doe(s)-X-j\h(s)\2ds\.
There has since been many extensions to this theorem, see for example Cameron and Martin [8, 9] , Girsanov [18] , Gross [19] , Kuo [27, 28] , Kusuoka [30] [31] [32] [33] , and Ramer [45] . There is also the group of extensions of the Cameron-Martin theorem used in the study of loop groups; see Albeverio and Hoegh-Krohn [2] , Frenkel [16] , Gross [22] , and Malliavin and Malliavin [35] . In Driver [13] it is shown that the classical Cameron-Martin theorem extends to the case of compact Riemannian manifolds (see Theorem 3.1), which includes Wiener measure on the path space W(G) of a compact Lie group G. The purpose of this paper is to extend the results in [ 13] to the case of "pinned Wiener measure" on a compact Riemannian manifold M ; see Proposition 3.3 and Theorem 3.4. We also derive an integration by parts formula for "A-derivatives"; see Theorem 3.13.
Notation and basic properties of pinned Brownian motion
In this section we setup some notation and review a number of prerequisites for this article. The reader may also wish to consult Driver [13] for a more detailed exposition of some of the material in this section.
2.1. Differential geometric preliminaries. In this paper the data (Md, g, V, o, e, u0) will be fixed, where M is a compact connected manifold (without boundary) of dimension d, g is a Riemannian metric on M, V is a g-compatible covariant derivative, o and e are fixed points in M, and u0 is an orthonormal frame at o £ M. (We view u0 as an isometry from Rd to T0M, the tangent space to M at o.) The symbol V will also be used to denote the the gradient operator acting on functions on M. The orthogonal frame bundle over M will be denoted by 0(M) and n : O(M) -> M will be the fiber projection map. Throughout this paper the covariant derivative (V) is always assumed to be ^-compatible and "torsion skew symmetric" or TSS for short. The connection (V) is said to be torsion skew symmetric if the torsion tensor (T) satisfies g(T(v ,w),w) = 0 for all v , w £ TmM and m £ M.
The Laplacian (A) with respect to (V) is the second order differential operator acting on the smooth functions / e C°°(M) given by Af = spVdf = J2"=i{FiE¡f -df(VE-E¡)}, where {Ei}ni=x is a local orthonormal frame. We recall from Driver [13] that this Laplacian is the same as the Levi-Civita Laplacian due to TSS condition on (V).
The Riemannian distance on M will be denoted by d (-, •) . That is for x, y e M, d(x, y) = inf(, J0 |<r'(s)| ds, where the infimum is taken over all C'-paths a: [0, 1] -> M such that rj(0) = x and a(\) = y. I have also written \a'(s)\ for (g(a'(s),o'(s)))x'2.
The standard horizontal vector fields on O(M) will be denoted by {B(a)}a€Rd -recall that B(a)(u) is by definition the horizontal lift of the tangent vector ua £ Tn(U)M to TuO(M). The fundamental 1-form on 0(M) is the Rd-valued 1-form (0) on 0(M) given by d(u') = u~xn*u', where u(s) is a smooth path in 0(M). The connection 1-form is the Jo(22)-valued 1-form on O(M) defined by co(u') = u~xVu/ds, where Vu/ds denotes the covariant derivative of u along a = n o u. (Here S7u(s)/ds : Rd -► 7^(u(s))Af and Vu(s)a/ds = V(u(s)a)/ds for all a £ Rd.)
It will also be convenient to define the "equivariant" form of the curvature and torsion tensors. These forms are given by Ciu(a, b) = u~xR(ua, ub)u £ so(n), and 6u(a, b) = u~x T(ua, ub) £ Rd, where R is the curvature tensor of (V), T is the torsion tensor, u £ O(M), and a and b are in Rd. For more details on this notation see Driver [13] and Kobayashi and Nomizu [26] .
2.2. Heat kernel estimates. This section collects a number of estimates involving the heat kernel which will be needed in the sequel. Let ps(x, y) be the kernel (with respect to the Riemannian volume form on M) of the heat operator esA/2 Alternatively, ps(x, y) is the value at x £ M of the fundamental solution to the heat equation df/ds = jAf with initial condition f(0, •) = Sy(-). We summarize the estimates that will be used in this paper in the following theorem.
Theorem 2.1. There are constants e > 0, K > 0, and C¡ > 0 for i = I,... ,4 such that the following estimates hold for all x, y, and e £ M, and 0 < s < 1 :
3) 0<ps(x,e)/Ps(y,e) < *<*(*.*)/*.
Furthermore, the kernel ps(x, e) has the asymptotic expansion valid for x near e and s near zero :
Proof. The estimates in (2.1) are well known and can be found in a number of references, see for example, Li and Yau [34] , Cheeger and Yau [10] , Davies [11] , Hamilton [23] , Setti [49] , and Varopoulos [54, 55] . Probabilistic expressions for the left member of (2.2) may be found for example in Bismut [4], Jones and Leandre [25] , and Norris [43] .
For the purposes of this paper the author has found the Hamilton paper most useful. Equation (2.2) is an easy consequence of the results in [23] and equation (2.1). Indeed, Corollary 1.3 in [23] asserts that there are constants A and B depending only on (M, g) such that s\Vlogps(x, e)\2 <Alog(B/sd'2ps(x,e)).
It is now trivial to conclude (2.2) from this estimate and the lower bound in (2.1).
To prove (2.3) let a: [0, 1] -> M be a smooth path such that a(0) = y and ct(1) = x. To simplify notation let l(t) = logps(a(t), e). Then it follows from (2.2) (with Ci, sufficiently large) that |/(1)-/(0)| < / \Vlogps(a(t),e).á(t)\dt<^ [ \à(t)\dt, Jo s Jo where we have used the fact that d(-, e) is bounded since M is compact. Now take the infimum of the right-hand member of this last inequality to find that \log(ps(x,e)/ps(y,e))\ = \logps(x, e)-logps(y, e)\ < -yd(x,y).
Equation (2.3) now easily follows.
Finally the asymptotic expansion in (2.4) is well known and can be found in a number of references; see for example [18, 47] . D 2.3. Brownian motions and pinned Brownian motions. We start this section with some measure theoretic notation and conventions. Suppose that (Si, {S^}, SF) is a filtered measurable space, P and Q are measures on (SI, &), and / : Ci -> R is a ^-measurable function. The measures P and Q are said to be equivalent if P and Q are absolutely continuous with respect to one another. If p = dQ/dP is the Radon-Nikodym derivative of of Q with respect to P we will write Q = p -P. The integral Jn f(co) dP(a>) will often be denoted simply by P(f). More generally if/c^ is a sub-sigma field of & then P(f\&)
will denote the conditional expectation of / relative to ßf and P.
Remark 2.2. We will find it convenient to work with filtered measure spaces (£2, {5FS} ,9r,P) where P is a finite but not necessarily a probability measure. In these cases we say that a process {Xs} is an (SI, {^¡}, !?, />)-martingale or Brownian motion if {Xs} is an (SI, {^}, y, P(i2)_1/,)-martingale or Brownian motion respectively.
Suppose that Q is any manifold and that q0 £ Q is a fixed base point. Let Clearly to specify 4> it suffices to specify </>s for each s £ [0, 1 ] in such a way that 5 -> 4>s(co) is continuous for each co £d. Finally, we denote by <fr*P the measure on W(Q) such that </>.P{A) = P(<p~x(A)) for all A c W(Q) such that 4>~X(A) eJ.
That is to say (¡>*P is the law of <j> under the measure P. [12] . To my knowledge the proof that /V/ is a martingale for 5 £ [0, 1 ] including 5 = 1 was first given by Bismut in [4] . For a more general treatment of this issue see Yor [56] , and the related articles in the same lecture notes. The reader may also wish to consult Jones and Leandre [25] .
For the sake of completeness I will sketch the proof of this theorem. There are of course a number of different proofs for each part.
The first step is the proof of existence of v and ve. I will only prove the existence of ve since the argument for v is similar. Using Kolmogorov's extension theorem (see for example [53] ) it is easy to conclude there exists an M -valued process Xs on some probability space (Ci, ?F, P) such that finite dimensional distributions of {Xs} agree with those proposed for ve in (2.6). If we can show that the process {Xs} has a continuous version (which will still be called Xs), then the law of the process {Xs} will be the desired measure ve. To this end we will apply Kolmogorov's lemma, see for example [44, 46] or [53] . In order to use this lemma it is necessary to estimate P(d(Xs, Xt)h), where 0 < s, t < 1, and k is a positive integer. (The following argument is analogous to the proof of Proposition 2.1 in Epperson and Lohrenz [15] .) We consider the case where 5 < s < t < 1, the other cases can be handled similarly. For s and t in this range we have (2.9)
where we have used the Gaussian upper bound in (2.1) twice. Now concentrate on estimating the x-integral. By compactness of M, it is easy to see that there is an e > 0 (independent of m £ M) such that the (geodesic) exponential map (exp) restricted to TmM is a diffeomorphism on Bm(e)-the ball in TmM centered at 0m € TmM of radius e. For v £ TmM, let pm(v) denote the density of the pullback of the Riemannian volume form on M by expm with respect to the volume form on TmM. Clearly pm(v) is a continuous function on the e-neighborhood of the 0-section of TM. Therefore, by reducing e if necessary we may assume there are constants 0 < a < b < oo such that a < pm(v) < b for all m £ M and v e Bm(e). Using these comments and passing to polar coordinates one finds (for ô > 0) the estimate
where the constant C(k) only depends on k. Combining 2.9 and 2.10 with ô = t -s yields upon integrating out the y-variable (using the symmetry of ps(x, y) and the fact that JMps(x, y)dy = 1 for all x £ M)
By similar arguments this last estimate is easily seen to be valid for all s and t in [0,1]. It is now an easy matter to apply Kolmogorov's Lemma to conclude there is a continuous version of {Xs} and in fact this version is a-Hölder continuous for all a < 1/2. This proves the existence of ve and also item 1 in the theorem. The same techniques also work for the measure v. The unicity of the measures v and ve satisfying (2.5) and (2.6) respectively follows easily from the fact that "smooth cylinder functions" of the form F = f(Ls¡, ... ,~LSk) generate the cr-algebra 2?°. It is clear that ve (F) = i/(pi_i(Z,s-, e)F) when F is a smooth cylinder function on W(M) of the form F = fÇLSi, ... , Zjjk) with 0 < Si, ... , sk < s < 1. Since such functions generate 2/°, it follows that ve = pi-s(Ls, •) • v on 2?° for all s < 1. This proves item 2.
Item 3 in the theorem is well known from the theory of Markov processes, see [53] . Indeed, using the the Markovian property of v one computes for s > t, More generally, the computation done above can be extended to the case that / is a function of (s, x) £ [0, 1) x M. One then finds for s> t that (2.12) jU(/(j ,ls).F) = v((jL + 1a) f(s, Is) • f) . Using this estimate and the gradient estimate (2.2), one easily shows that |iV/| is bounded by a fixed function (g) which is independent of í and satisfies ve(\g\k)<C(k,f)j0l(ls)~kl2 < 00 provided that k < 2. Therefore, Nsf is in fact a uniformly integrable martingale on [0, 1]. □ 2.4. Filtration technicalities. For technical reasons when doing stochastic calculus it is convenient to work with filtered probabilities spaces (Ci, {^}, SF, P) which satisfy the "usual hypothesis." That is SF should be complete with respect to P, SFS should contain all P-null sets, and the filtration {¿F.} should be right continuous. Since the two measures v and ve are not equivalent with respect to one another on 2?°, it is not possible to complete (W(M), {2?°}, 2?°) in such a way that the usual hypothesis will hold simultaneously for both measures v and ve. However for our purposes, it will suffice to have the usual hypothesis hold with respect to the measure v = v + ve . We recall the following standard augmentation process. Definition 2.5. Let (Si, {^} ,!F,P) be a filtered measure space. The completion of ¡F with respect to P is denoted by &p. The measure P extended to 9rP will still be denoted by P. Let JVP denote the P-null sets in Jf and 9¡p = a(3rsiJJ/'p), the augmented filtration.
In order to simplify notation we write yT for jVv , 2? for (2?°y , and 2?s for (f&°)v. Since v and ve are absolutely continuous with respect to i/, it follows that both v and ve have natural extensions to 2?. These extensions will still be denoted by v and ve respectively. Proposition 2.6. Using the above notation :
(1) The a-algebra 2?s may alternatively be described as 2?s = {Ac_ W(M) :
3B £ 2?s° 3 AAB £ yV}, where AAB = (A\B)U(B\ A). The reader who finds this section too abbreviated should consult §8 of Driver [13] . In this section I will only remark here on the minor modifications needed to generalize the discussion in [13] to cover the applications needed in this article. We will need some more notations. For s £ [0, 1] let Bs: W(Rd) -» Rd denote the coordinate map Bs(oj) = co(s), and &~s° be the cr-algebra on W(Rd) generated by Bt for t < s. (Again ¡Fs° will be called the raw filtration and 3ro = 9^° will be called the raw cr-algebra on W(Rd) (1) The measures p, pe, and p are all equivalent on &¡ for each s < 1.
(2) For each s < 1 the a-algebra ÏFS is complete with respect to p, pe, and p. (5) The coordinate process {Bs} on ^(R^) (Bs(oj) = co(s)) is a semimartingale relative to the filtered measure space (W(M), {^}o<i<i, y, p*), where p* is either p, pe, or p.
Proof. Items 1, 2, and 4 are easy and will be left to the reader. The proof of item 3 is the same as the proof of item 4 in Proposition 2.6. The proof of item 5 follows from the "good integrator" definition of a semimartingale (see [44, p. 44] ). See Lemma 8.5. of Driver [13] for more details. D Remark 2.11. We will use Girsanov's theorem in Theorem 2.13 to show that martingale part of Bs relative to ( W(M), {^}o<i<i ,-F,Pe)
is again a Brownian motion. Proof. In order to simplify notation set zs = pX-sÇLs, ?)■ As has already been pointed out, it is well known that bs = *¥s is a Brownian motion relative the filtered probability space (W(M), {2?s}o<s<\, &, v). Since ve = pX-s(Ls, e) • v = zs ' v on 2?s for all s < 1, we know by Girsanov's theorem (see [44] ) that ßs = bs -/g z~xd[zs, bs] is a 2/e-martingale for s < 1. We now need to compute dzs. and hence, with as = Jq H^xVpX-S'(Ls', e) ds', it follows that ßs = bs -as is a ve -martingale at least for 5 < 1. Because v and ve are equivalent on 2?s for s < 1, it follows that ßs and bs have the same quadratic variations, i.e.
[ßs. ßs] = àijS. Therefore by Levi's theorem (see for example [44] ) ßs is an Rd-valued Brownian motion relative ve. We already know a priori that bs is a ivsemimartingale, so that the decomposition of b into ß + a must be valid for s = 1 also. Alternatively, by the same techniques as in the proof of (2.8) it is clear that the integrand in the definition of as is iva.s. integrable for 0 < s < 1. In particular as is a continuous process of bounded variation (relative to ve) and since ßs is a Brownian motion for s < 1 it follows that ßx = limíT1 ßs exists t/e-a.s.. Therefore, by continuity, the set {bs = ßs + asVs £ [0, 1]} has full ivmeasure.
The proof of the decomposition of Bs is similar. The key observations is that on &¡~ for any s < 1 the measure pe is given by pe = pX-s(KVs, e) • PUsing this fact, the desired decomposition is again a straightforward application of Girsanov's theorem. D
The flow and quasi-invariance
Let H denote the set of absolutely continuous functions 22 : [0,1] -* Rd such that 22(0) = 0 and 22' e L2(ds). As in [13] one can consider the following "vector field" (Xh) on W0(M) given by Xh(a)(s) = Hs(a)h(s), where a £ W0(M) and Hs(a) denotes the stochastic horizontal lift of cr|m,i] to 0(M) starting at u0. One should note that this vector field is really an equivalence class of vector fields with any particular representative depending on the particular representative chosen for //$(•)• We now recall the Theorem 8.5 from Driver [13] . Remark 3.2. The estimate (3.4) is not explicitly stated in Theorem 8.5. of [ 13] . However, this estimate follows easily from Lemma 6.1. of [13] using a0 = 0, the assumption that V is TSS, and the fact that ath solves equation (6.6) of [13] .
Now let H0 denote the set of h £ H such that 22(1) = 0. In the next proposition we choose a nice version of the flow Sh for h £ H0 n C1. By similar reasoning, one may show that the process (0* , a%) can be chosen to be ^-adapted for all s < 1. The key point is that (0a , ah) are unique up to 2v-indistinguishability (see Theorem 6.1 in [13] ) and so the same arguments as above still apply. D
We now come to the main theorem of this paper. We may now write the right member of (3.19) as r fi/2 ¿(i,.<■) . i2 \dÇLu,e) 1 -u du+ 2
By Lemma 3.8, one easily shows that all powers of the dominating function on the right side of (3.26) are integrable. Therefore, the lemma is now proved with the aid of the dominated convergence theorem. 0 3.1. Integration by parts. We conclude this paper with an integration by parts formula which is completely analogous to Theorem 9.1 in Driver [13] . In fact, it is possible to give essentially the same proof but we will instead prove the result using Theorem 9.1 in [ 13] . Before stating the integration by parts formula we will need some more notation. Remark 3.12. As noted in [13] , d¡¡fi is only defined up to ¡/-equivalence and hence ^-equivalence. It is also shown in [13] that dhf can be defined by dhf = (d/dt)\of o Sth , where the derivative is taken in ^-probability. Proof. For each C2-cylinder function (/), let d¡¡f be given by equation (3.28) . It suffices to show that for all C2-cylinder functions that ve(dhf-g) = ve(f-d*hg).
According to Theorem 9.1 of Driver [13] the above displayed equation is valid if ve is replaced by v. Therefore if / and g are two C2-cylinder functions and s is sufficiently close to 1 we have Ve(dhf-g) = v(dhf-(gPi-s(Zs,e))) (3.29) = v(f[-dh + z(h)](gPi-s(Zs, <?))) = v(fd¿g-pi-s(¿Zs, e)) + ve(fg ■ dh ln(pi_s(Ls, e))).
So in order to finish the proof it suffices to show that J = lim^i v(fd¡¡¡g ■ Pi-s(2Zs, e)) = ve(fd¿g), and L = limiTi ve(fg • dh ln^i^I,, <?))) = 0. We start with J.
First notice that dhg is still ^-measurable for 5 sufficiently close to 1, and hence v(fdhg -P\-S(LS, e)) = ve(fdhg) for 5 close to 1. So to show J = ve(fdh*g) it suffices to show limjTi v(fgz(h)px_s(Ls, e)) = ve(fgz(h)).
To this end set verges in Lx(ve) to yx as desired. Therefore, zs=xs + ys converges to zx in Lx(ve) as claimed and we have shown that J = ve(fd¡¡g). Now the " L" term is easily shown to be zero as follows. First notice that \dhln(px_s(Ls, e))\ < \Vln(px"s(ls,e))\\h(s)\.
Hence using (2.2) and (2.11) as above one shows for sufficiently large constants K and C that L </¡riimsup^dVln^^^Z,, e))||/2(5)|) < Climsup[|/2(j)|/\/rr5].
ifl sU
Since by assumption 22(1) = 0 and 22 is C1, the last limit is clearly 0 and hence L = 0. 0
