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Abstract. Synchronization problems of continuous and discrete singularly perturbed sys-
tems are studied in this paper with singular perturbations and time scales (SPaTS) tech-
nique. The dynamics of leader and followers are decomposed into pure-slow and pure-
fast subsystems. Locally optimal decentralized tracking sub-controllers are synthesized
respectively to asymptotically synchronize each subsystem of follower. A composite con-
trol protocol is proposed to synchronize the original dynamics of each follower with the
leader’s dynamics. Both analogous and digital flight control systems for aircraft forma-
tion flying are utilized to verify the effectiveness of the control schemes.
1 Introduction
With more and more distributed systems emerged, such as unmanned aerial or ground vehicle (UAV
or UGV) teams, sensor and robot networks, the area of decentralized control has grown to be sig-
nificantly active during the last decade. Consensus and synchronization are two of the most popu-
lar problems in decentralized control, which also referred as distributed control [1, 2], coordinated
control [3], or cooperative control [4] in some references. Among most of the existing literatures,
consensus was referred as the task that the agents with distinct initial states ultimately reach a cer-
tain common agreement through a local decentralized control protocol without a leader [5], and the
synchronization was referred as the behaviour of enforcing all agents’ states to follow the state of a
leader [6]. More detailed introduction and recent progress on decentralized control are available in
the survey papers [3, 5] and books [4, 7]. People have studied the decentralized control algorithm for
many different systems, such as the first-, second- and higher-order linear systems [8], partial differ-
ential equation systems [9], complex and nonlinear systems [10]. However, the decentralized control
for a kind of interesting model, singularly perturbed systems with slow and fast time scales, has rarely
been considered so far.
Singularly perturbed systems, differential equations systems with small parameters multiplying
certain derivatives, commonly exist in our physical systems due to the presence of some parasitic
parameters, such as resistance, inductances, capacitances in electronic systems, small time constants,
moment of inertial, and Reynolds number in the mechanical systems [11, 12]. Singular perturbations
and time scales (SPaTS), which decomposes the singularly perturbed systems into pure-slow and
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pure-fast subsystems and designs the sub-controllers respectively, is an attractive technique when
designing the controller for singularly perturbed systems. SPaTS reduces the order of plant model
by decomposing the original system into two subsystems and allows different control methods to be
employed to stabilize each subsystems. Some recommended survey papers on SPaTS are [11, 13, 14].
Although there exist plenty of research papers on SPaTS underlying both the continuous-time [15]
and discrete-time control [16, 17] systems, the existing works seldom investigate the decentralized
control problem with SPaTS, which is one of the thrusts of this research paper.
In this research paper both the continuous- and discrete-type of SPaTS techniques are revisited
and are adopted to synthesize the synchronization controllers for decentralized control systems with
time scales. Chang transformation [18] is utilized to decompose the original systems into slow and
fast subsystems. For each subsystem, an optimal synchronization controller is synthesized subject to
a local performance criterion. An aircraft control system is used to verify the effectiveness of this
control scheme and simulate the formation flying of the aircraft networks in practice. The remainder
of this paper is organized as follows. Section 2 formulates the control problem and introduces some
preliminary knowledge on graph theory. Section 3 and Section 4 respectively synthesize the syn-
chronization controllers for continuous-time and discrete-time control systems. Section 5 verifies the
control schemes with aircraft control systems for formation flying. Section 6 draws the conclusions.
The notations used throughout this paper are illustrated as follows. For a matrix M, MT is its
transpose; M∗ is its conjugate transpose; and σmax(M) =
√
λmax(M∗M) represents its largest singular
value. For a complex number c, Re(c) represents its real part.
2 Problem Formulation
In this section, both the continuous- and discrete-type singularly perturbed models are given and inter-
preted. Basic concepts in graph theory are briefly introduced and used to describe the communication
networks between agents. Synchronization control problems are formulated in the end of this section.
2.1 Singularly Perturbed Models
In general, after some nonsingular transformations, most of the continuous-time linear systems with
slow- and fast-time scales can be formulated as followsx˙1(t) = A1x1(t) + A2x2(t) + B1u(t)x˙2(t) = −1A3x1(t) + −1A4x2(t) + −1B2u(t) (1)
where xi(t) ∈ Rni for i = 1, 2; u(t) ∈ Rm;  is a small positive parameter; the fast subsystem matrix
A4 ∈ Rn2×n2 is nonsingular; and the dimensions of other matrices in (1) can be obtained accordingly.
Multiplying each side of the second equation in (1) by , the standard form of a continuous-time
singularly perturbed linear time-invariant system is given as followsx˙1(t) = A1x1(t) + A2x2(t) + B1u(t) x˙2(t) = A3x1(t) + A4x2(t) + B2u(t) (2)
which is usually referred as the model expressed in a slow time scale [12].
Sampling (1) with a sampling period T or (2) with a sampling period T , the discrete-time singu-
larly perturbed systems in a fast time scale can be described by the following difference equationx1(k + 1) = (I + A1) x1(k) + A2x2(k) + B1u(k)x2(k + 1) = A3x1(k) + A4x2(k) + B2u(k) (3)
where xi(k) ∈ Rni for i = 1, 2; u(k) ∈ Rm;  is a small positive parameter; the fast subsystem matrix
I − A4 is nonsingular; and the dimensions of other matrices in (3) can be told accordingly. It is worth
noting that although identical symbols are used in (2) and (3) for convenience, for a same system in
continuous and discrete cases, matrices Ai and Bi are usually assigned with different values in (2)
and (3), for example, the aircraft control system discussed in Section 5.
2.2 Graph Theory and Communication Network
Some basic notations in graph theory are introduced in the following lines to describe the communi-
cation topology among agents. Let N = {1, 2, · · · ,N} be the index set of followers. We use a graph
G = {V,E} to represents the communication network, where the vertex set V = {v1, v2, · · · , vN} is
used to represent the agents or followers, and the edge set E ⊂ V ×V is used to describe the commu-
nication channels between agents. An edge (v j, vi) ∈ E from vertex j to vertex i means that agent i can
sense the states from agent j. DefineA = [αi j] ∈ RN×N be the adjacency matrix associated with graph
G, and let αii = 0 and αi j > 0 if (v j, vi) ∈ E; otherwise, αi j = 0. The Laplacian matrix associated with
graph G is L = [li j], where li j = −αi j if i , j, and li j = ∑Nk=1 αik if i = j.
2.3 Control Problem
In this paper, both the continuous and discrete synchronization or decentralized tracking controllers
are synthesized with SPaTS technique. As it was supposed in [19], we assumes that the leader or the
reference model in continuous problem has the following dynamicsx˙(0)1 (t) = A1x(0)1 (t) + A2x(0)2 (t)x˙(0)2 (t) = −1A3x(0)1 (t) + −1A4x(0)2 (t) (4)
which is model (1) without control input. According to [7, 19], the autonomous model (4) is able to
generate a large class of useful command trajectories. Correspondingly, the leader or the reference
model in discrete case has the dynamics as followsx(0)1 (k + 1) = (I + A1) x(0)1 (k) + A2x(0)2 (k)x(0)2 (k + 1) = A3x(0)1 (k) + A4x(0)2 (k) (5)
The objective of synchronization or decentralized tracking control problem within the preceding set-
tings can be formulated as to design a local decentralized control protocol u(i)(t) or u(i)(k) such that
limt→∞[x(i)(t) − x(0)(t)] = 0 or limk→∞[x(i)(k) − x(0)(k)] = 0 for ∀i ∈ N , where the superscript (i)
identifies the state or control of different agents. Meanwhile, we assume that there always exists a
directed path from leader to every follower node.
By applying SPaTS technique to design the synchronization controller, original systems (2) and (3)
with time scales are decomposed into pure-slow and pure-fast subsystems. Local decentralized sub-
controllers u(i)s and u
(i)
f are separately designed for the slow and fast subsystems. The sub-controllers
make up the overall synchronization controller u(i). Figure 1 illustrates the control architecture of a
local synchronization controller designed by SPaTS technique.
3 Continuous Synchronization Controller
In this section, synchronization controller for the continuous systems (2) is investigated with SPaTS
technique. Original system (2) is decomposed into two subsystems with different time scales via
Chang transformation, and then locally optimal sub-controllers are designed for each subsystems.
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with Time Scales
(A, B)
Slow Subsystem
(As, Bs)
Fast Subsystem
(Af, Bf)
Slow Subcontroller
Ks
Fast Subcontroller
Kf
+
+
+
-
+
-
xs
(i)
xf
(i)
x
(i)
xs
(0)
xs
(j)
xf
(0)
xf
(j)
u
(i)
us
(i)
uf
(i)
Figure 1. Architecture of a local synchronization controller.
3.1 Model Decomposition
Consider the continuous singularly perturbed system (2), and the superscript (i) is omitted in this
subsection for conciseness. In order to decompose (2) into two subsystems with different time scales,
define the fast state vector as
x f (t) = x2(t) + Mx1(t) (6)
where x f (t) ∈ Rn2 and M ∈ Rn2×n1 . Multiplying each side of (6) by  and taking the first derivative
with respect to time, we have
 x˙ f = (A3 + MA1 − A4M − MA2M) x1(t) + (A4 + MA2) x f (t) + (B2 + MB1)u(t) (7)
By letting the coefficient before x1(t) be zero, we obtain the decoupled pure-fast dynamics
x f (t) = A f x f (t) + B fu(t) (8)
where A f = −1 (A4 + MA2) and B f = −1 (B2 + MB1), and an algebraic equation
A3 + MA1 − A4M − MA2M = 0. (9)
In order to find the decoupled pure-slow dynamics, define the slow state vector as follows
xs(t) = x1(t) − Nx f (t), (10)
where xs(t) ∈ Rn1 and N ∈ Rn1×n2 . Take the first derivative of (10) with respect to time, we have
x˙s(t) =
(
A1N + A2 − A2MN + NMA2 − −1NA4
)
x f (t)
+ (A1 − A2M) xs(t) +
(
B1 − −1NB f
)
u(t) (11)
By letting the coefficient before x f (t) be zero, the decoupled pure-slow dynamics is obtained
x˙s(t) = Asxs(t) + Bsu(t) (12)
where As = A1 − A2M, Bs = B2 + MB1, and the algebraic equation
A1N + A2 − A2MN + NMA2 − −1NA4 = 0 (13)
We can solve the matrices M and N from equations (9) and (13).
With the decoupled subsystems (8) and (12), local synchronization control protocol us(t) and
u f (t) are separately designed for each subsystem. According to Figure 1, the overall controller of the
original system should have the form of u(t) = us(t) + u f (t).
3.2 Synchronization Protocol
Based on the transformations (6) and (10), the reference signals for fast and slow subsystems are
correspondingly x(0)f (t) = x
(0)
2 (t) + Mx
(0)
1 (t) and x
(0)
s (t) = x
(0)
1 (t) − Nx(0)f (t). Since the slow and fast
subsystems have same formulation when omitting the subscripts f and s, we synthesize the synchro-
nization protocols simultaneously on dynamics
x˙(t) = Ax(t) + Bu(t). (14)
Define the neighborhood tracking error of node i has the following form
e(i)(t) =
N∑
j=1
αi j
(
x( j) − x(i)
)
+ βi
(
x(0) − x(i)
)
(15)
where αi j is the element in adjacency matrix A and βi is the pinning gain. We define the pinning
gain βi > 0 if node i can measure the states of leader, otherwise βi = 0; and we define the matrix
B = diag(β1, β2, · · · , βn). Design the decentralized synchronization controller as follows
u(i)(t) = cKe(i)(t). (16)
Synchronization can be achieved or the tracking errors x(i)(t) − x(0)(t) will asymptotically converge to
zeros when the coupling gain
c ≥ 1
2 mini∈N Re(λi)
(17)
with λi the eigenvalues of matrix L +B [7]. In order to minimize the local performance index
J(i) =
1
2
∫ ∞
0
{
[x(i)(t)]TQx(i)(t) + [u(i)(t)]TRu(i)(t)
}
dt (18)
with decentralized controller (16), choose the control gain matrix
K = R−1BT P, (19)
where matrices Q ∈ Rni×ni and R ∈ Rm×m are positive definite, and the positive definite matrix P ∈
Rni×ni is the unique solution of the following algebraic Riccati equation
AT P + PA + Q − PBR−1BT P = 0 (20)
Although the performance index (18) is defined with the transformed states (6) and (10), the over-
all performance index can be minimized by either separating the original performance index be-
fore designing the sub-controllers or properly assign the gain matrices Q and R when designing the
sub-controllers, which has been comprehensively discussed in [20, 21]. After we designed the sub-
controllers u(i)f (t) and u
(i)
s (t) with (8) and (12) respectively, the composite controller for the original
system (1) or (2) of agent i can be formulated as
u(i)(t) = u(i)s + u
(i)
f = c
(
Kse(i)s + K f e
(i)
f
)
(21)
Consequently, the closed-loop dynamics of agent i becomes
x˙(i)(t) = Ax(i)(t) + cB
[
Kse(i)s (t) + K f e
(i)
f (t)
]
, (22)
where
x(i)(t) =
[
x(i)1 (t)
x(i)2 (t)
]
, A =
[
A1 A2
−1A3 −1A4
]
, B =
[
B1
−1B2
]
4 Discrete Synchronization Controller
Discrete systems are more popular nowadays, since digital controllers are widely deployed around
us. In this section, synchronization controller for the discrete system (3) is investigated with SPaTS.
Discrete dynamics (3) is decomposed into two subsystems with different time scales, and locally
optimal synchronization control protocols are separately synthesized for each subsystems.
4.1 Model Decomposition
Consider the discrete singularly perturbed system (3). Omitting the superscript (i), define the fast state
vector as
x f (k) = x2(k) + Mx1(k). (23)
Substituting (3) into (23), we have
x f (k + 1) = (MA2 + A4) x f (k) + (MB1 + B2)u(k)
+ (M + MA1 − MA2M + A3 − A4M) x1(k) (24)
By letting the coefficient before x1(k) be zero, we have the decoupled pure-fast dynamics
x f (k + 1) = A f x f (k) + B fu(k) (25)
where A f = MA2 + A4 and B f = MB1 + B2, and the algebraic equation
M + MA − MA2M + A3 − A4M = 0. (26)
Define the slow state vector as
xs(k) = x1(k) − Nx f (k) (27)
Then by substituting (3) and (25) into (27), we have
xs(k + 1) =
(
N + 2A1N + A2 − 2A2MN − NA f
)
x f (k)
+ (I + A1 − A2M) xs(k) +
(
B1 − NB f
)
u(k) (28)
By letting the coefficient before x f (k) be zero, the pure-slow dynamics becomes
xs(k + 1) = Asxs(k) + Bsu(k) (29)
where As = I + A1 − A2M and Bs = B1 − NB f . An algebraic equation is obtained
N + 2A1N + A2 − 2A2MN − NA f = 0 (30)
Matrices M and N can be solved from algebraic equations (26) and (30), which will be discussed later
in Section 5.
4.2 Synchronization Protocol
According to the transformations (23) and (27), the reference signals of two subsystems or the fast
and slow states of leader are x(0)f (k) = x
(0)
2 (k) + Mx
(0)
1 (k) and x
(0)
s (k) = x
(0)
1 (k) − Nx(0)f (k). Omitting
the subscript f and s in (25) and (29), we investigate the discrete synchronization protocols on the
following dynamics
x(k + 1) = Ax(k) + Bu(k). (31)
The neighborhood tracking error of node i has the same form as (15). The discrete decentralized
synchronization controller of follower i is designed as follows
ui(k) = c (1 + di + βi)−1 Kei(k), (32)
where di = lii is the diagonal element in Laplacian matrix L, βi is the pinning gain. Define D =
diag(d1, d2, · · · , dn). Local performance index
J(i) =
1
2
∞∑
k=0
[
x(i)(k)
]T
Qx(i)(k) +
[
u(i)(k)
]T
Rρu(i)(k) (33)
in the limit as ρ→ 0 can be minimized if the feedback gain matrix
K =
(
BT PB
)−1
BT PA (34)
where matrices Q ∈ Rni×ni and R ∈ Rm×m are positive definite, and the positive definite matrix P ∈
Rni×ni is a solution of the discrete-time Riccati-like equation
AT PA − P + Q − AT PB
(
BT PB
)−1
BT PA = 0 (35)
Define the weighted graph matrix
Γ = (I +D +B)−1 (L +B) (36)
and the raidus
r =
[
σmax
(
Q−T/2AT PB
(
BT PB
)−1
BT PAQ−1/2
)]−1/2
(37)
Synchronization can be achieved or the tracking errors x(i)(k) − x(0)(k) will asymptotically converge
to zeros when the coupling gain c satisfies
cr0 < r (38)
where all the eigenvalues of weighted graph matrix Γ are located inside the covering circle centered
at (1/c, 0) with radius r0. Since we can tell that the coupling gain c is not determined by the commu-
nication topology only, after we solve the sub-controllers u(i)f (k) and u
(i)
s (k), the composite controller
for the original discrete system (3) of agent i is designed as
u(i)(k) = (1 + di + βi)−1
(
csKse(i)s + c f K f e
(i)
f
)
(39)
Therefore, the closed-loop dynamics of agent i becomes
x(i)(k + 1) = Ax(i)(k) + B (1 + di + βi)−1
(
csKse(i)s + c f K fe
(i)
f
)
. (40)
5 Numerical Simulation
In this section, we verify the synchronization controllers proposed in the preceding sections with both
continuous and discrete flight control systems to simulate the scenario of aircraft formation flying in
practice.
The communication network among aircrafts is shown in Figure 2. The leader agent 0 can either
be a physical aircraft or a virtual command generator. Both aircraft 1 and 2 can sense the command
signal from the leader, and the states of aircraft 1 can be measured by the aircrafts 2 and 3. The
0 1 3
2
Figure 2. Communication network between aircrafts.
adjacency matrixA and the Lagrangian matrix L associated with the graph in Figure 2 are
A =
0 0 01 0 01 0 0
 and L =
 0 0 0−1 1 0−1 0 1

B = diag (1, 1, 0), andD = diag (0, 1, 1).
5.1 Continuous Flight Control System
The continuous dynamics for the longitudinal motion control of an aircraft is given as follows [22]:
x˙(t) = Acx(t) + Bcu(t) (41)
where
Ac =

−0.015 −0.0805 −0.0011666 0
0 0 0 0.03333
−2.28 0 −0.84 1
0.6 0 −4.8 −0.49
 , BTc =
[−9.16 × 10−4 0 −0.11 −8.7
7.416 × 10−4 0 0 0
]
.
x(t) = [u, θ, q, α]T , u(t) = [δe, δT ]T , and n1 = n2 = 2. Matrices M and N in (6) and (10) can be solved
from equations (9) and (13) by using the following Newton algorithm:
E[i]1 M
[i+1] + M[i+1]E[i]2 = F
[i] (42)
where superscript [i] represents the times of iteration E[i]1 = A4 + M
[i]A2, E[i]2 = −(A1 − A2M[i]),
F[i] = A3 + M[i]A2M[i], and the initial value M[0] = A−14 A3. After solving M from (42), matrix N
can be retrieved by solving the following Sylvester equation
N[i]E[i]1 + E
[i]
2 N
[i] = A2 (43)
Choosing  = 1/30, from (42) and (43), we can solve that
M =
[
0.0992 −0.0334
−2.2051 −0.0356
]
, N =
[
0.0221 0.0190
0.9225 −0.1621
]
.
The pure-fast subsystems (8) is
A f =
[−0.8401 0.9989
−4.7974 −0.4912
]
, B f =
[−0.1101 6.9565 × 10−5
−8.6980 −0.0016
]
The pure-slow subsystems (12) becomes
As =
[−0.0149 −0.0805
−4.7974 −0.4912
]
, Bs =
[
0.1666 0.0008
−1.3085 −0.0003
]
It can be easily verified that eigenvalues of the subsystems are almost identical with the eigenvalues
of the original system. Since the eigenvalues of matrix L + B are λ1 = λ2 = 1 and λ3 = 2, using
criterion (17), synchronization can be realized if we choose c = 0.5 in controller (21). Let Q = I and
R = 0.001 · I, and the feedback gain matrices K f and Ks can be solved from Riccati equation (20)
K f =
[−15.0567 −31.4258
0.0410 −0.0063
]
, Ks =
[
28.8604 −28.2527
7.2949 0.9046
]
.
Suppose that the initial states of the leader is x(0)(0) = (0, 1, 0, 0.5)T and the initial states of aircrafts 1,
2, and 3 are respectively x(1)(0) = (0,−0.5, 0, 1)T , x(2)(0) = (0, 2.5, 0, 0)T , and x(3)(0) = (0, 0, 0, 0)T .
The angles of attack α and pitch angles θ of leader and followers coordinated by the continuous
synchronization protocol are given in Figure 3. The tracking errors of these attitude parameters α(0) −
α(i) and θ(0)−θ(i) with i ∈ N are shown in Figure 4. From these figures, we can see that the continuous
synchronization protocol (21) can asymptotically synchronize the followers’ states with the leader’s.
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Figure 3. Longitudinal attitude of aircrafts.
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Figure 4. Tracking error of longitudinal attitude.
5.2 Discrete Flight Control System
Sampling the continuous model (41) with period T = 1s, we obtain the following discrete model of
flight control system, which has the similar form with discrete singularly perturbed model (3)
x˙(k + 1) = Adx(k) + Bdu(k) (44)
where
Ad =

0.9847 −0.0799 9.054 × 10−4 −1.076 × 10−3
0.04159 0.9990 −0.03586 0.01268
−0.5466 0.04492 −0.3299 0.1932
2.662 −0.1004 −0.9245 −0.2633
 , B =

0.002893 7.361 × 10−4
−0.08706 9.341 × 10−6
−1.984 −4.138 × 10−4
−3.194 9.254 × 10−4
 .
x(k) =
[
u, θ, q, α
]T , u(k) = [δe, δT ]T , and n1 = n2 = 2. Matrices M and N in (23) and (27) can be
solved from equations (26) and (30) by using the following Newton algorithm:
E[i]1 M
[i+1] + M[i+1]E[i]2 = F
[i] (45)
where for the discrete case E[i]1 = A4− I+M[i]A2, E[i]2 = −(A1− A2M[i]), F[i] = A3 +M[i]A2M[i],
and the initial value M[0] = (A4 − I)−1A3. After solving M from (45), matrix N can be retrieved by
solving the following Sylvester equation
N[i]E[i]1 + E
[i]
2 N
[i] = A2 (46)
Choosing  = 1/30, from (45) and (46), for discrete case we can solve that
M =
[
0.0938 −0.0334
−2.2051 −0.0356
]
, N =
[
0.0221 0.0190
0.9225 −0.1621
]
.
Therefore, the discrete pure-fast subsystem (25) can be described by
A f =
[−0.3286 0.1927
−0.9253 −0.2613
]
, B f =
[−1.8885 0.0016
−3.2983 −0.0478
]
.
The discrete pure-slow subsystem (29) can be described by
As =
[
0.9823 −0.0799
0.0729 0.9982
]
, B f =
[−1.8885 0.0016
−3.2983 −0.0478
]
.
We can easily verify that the eigenvalues of the subsystems are almost identical with the original
system. Let Q = I, and the feedback gain matrices K f and Ks can be solved from the discrete Riccati
equation (35)
K f =
[
0.1801 −0.0917
6.9349 11.8009
]
, Ks =
[−0.0289 −0.3882
44.5447 −1.9819
]
.
The radius defined in (37) of pure-fast and pure-slow systems are respectively r f = 1.001 and rs =
0.9981. The eigenvalues of the weighted graph matrix Γ associated with the graph in Figure 2 are 0.5,
0.5, and 2/3, which can be contained in a covering circle centered at (1/c, 0) = (7/12, 0) with radius
r0 = 1/12. Therefore, it is reasonable for us to choose cs = c f = 12/7 in (40). Assume that the initial
states of leader and followers are the same, and the sampling period T = 1s. Then angles of attack
α and pitch angles θ coordinated by the discrete synchronization protocol (39) are given in Figure 5.
The attitude tracking errors α(0) − α(i) and θ(0) − θ(i) with i ∈ N are shown in Figure 6.
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Figure 5. Longitudinal attitude of aircrafts.
With the same initial states, command signals from the leader agent are almost identical in Figure 3
and Figure 5, and the states of different aircrafts synchronize with the states of leader via the discrete
decentralized tracking protocol(39). Figure 6 tells that tracking error x(i)(k) − x(0)(k) asymptotically
converges to zero, which corroborate the effectiveness of the decentralized control scheme.
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Figure 6. Tracking error of longitudinal attitude.
6 Conclusion
Decentralized synchronization control problems for both continuous and discrete singularly perturbed
systems with fast and slow scales have been investigated in this research paper. With SPaTS technique,
the original systems were decomposed into pure-slow and pure-fast subsystems. Locally optimal syn-
chronization controllers were synthesized respectively to asymptotically stabilize each subsystems.
The overall controller for each agent is the superposition of sub-controllers. The effectiveness of the
control schemes was verified with flight control systems for aircraft formation flying.
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