Transformations are especially appropriate when a random variable is such that its variance is a function of its mean \i so that c 2 f(u). The proper change of variable would be one which produces a new random variable whose mean and variance are unrelated since homogeneity of variances is a common assumption in many statistical investigations. Other assumptions in linear models usually specify additivity of effects and normal and independently distributed random errors; that is e e K(0, s ). Since nonconformity to linear models is not uncommon, a need for developing appropriate transformations applicable to particular statistical data is present.
The usual purpose for transforming a variable in analysis of variance data is to change the scale of measurement in order to make the analysis more valid.
One condition required for assessing accuracy in the ordinary unweighted analysis of variance includes the important one of a constant residual or error variance. If the variance tends to change with the mean level of the measurements, the variance can only be stabilized by a suitable change of scale. The functional relationship of variance to mean level determines the appropriate transformation to be used. For some data a transformation which achieves homogeneity of error variance has an added beneficial effect. Nonnormality often occurs with heterogeneity of error variances, and a transformation may partially correct both difficulties simultaneously. However, the norrjality assumption is somewhat less important than homogeneous variances because it can be shown that the sampl Inc distribution of the F ratio is relatively insensitive to moderate departures from normality.
A third reason for transforming may be to achieve additivity of effects, which implies a linear model which does not contain interaction terms. An additive linear model, free of interactions, has particular advantages in the case of fixed and random effects in the same experiment. Tukey , s test for non-additivity can be used in part to determine the appropriate transformation to obtain additivity of effects. However, in some cases there is an intrinsic interaction between the factors which cannot be considered a function of the choice of the scale of measurement and therefore it is not always possible to find a transformation which will eliminate non-additivity in a given situation.
Battlett (19^7) summarises by stating that the ideal transformation will be one in which:
(1) The variance of the transfor^d variate should be unaffected by chan ges in the mean level.
(2) The transformed variate should be normally distributed. where C* is an absolute constant. This does not deny the presence of the additional parameters 0. The function f(x) may depend non-trivially on n, but since n is the only parameter on which the distribution of X depends, then f(x) must be functionally independent of n.
The following theorems, due to Curtiss (19^3) 
Hence, the limiting distribution of Z can never be normal if k > 0.
Curtiss (l<&3) (Moore, 1957) and are given in the following Several results may be noted or compared to suggest that the transformation proposed did tend to make the variability within a given treatment independent of the mean for that treatment: Some are: l) Indication after transformation that the residual sum of squares about the regression was greater than the reduction in squares due to regression, whereas it would be consistently less before trans format i6n. 2) As can be seen above, the regression generally did not effect a significant reduction in variability after transformation but did before (the small number of degrees of freedom made high significance difficult of attainment). 3) After transformation the sign of the regression will be a chance matter, whereas before transformation it was consistently positive. This result suggests that the proposed transformation did tend to make the variability within a given treatment independent of the mean for that treatment.
The mathematical basis for the proceeding transformation was suggested by sad is practically independent of the value of the correlation fro;a which the Maple was drawn. Secondly, the distribution of r is not normal in small
Maples, and even remains far from normal for lar©3 samples and high correlations.
She distribution of Z tends to normality for large Mmplee and any value of the correlation. Finally, I changes rapidly in distribution as p changes, whereas, S is nearly constant in distribution and accuracy can be Improved by small corrections for departure from normality although they are not necessary.
ThorcCor" one con assu-ae that Z is normally distributed with sufficient accuracy in many cases.
SUMttRY AHD COHCUUSIONS
The aelection of a transform scale of measurement will depend upon (l)
The nature of the data, and (2) the statistical procedures to be used. Cho of an appropriate transformation depends on the nature; of the original variate.
Often times on« has to apply a transformation and then arte appropriate tests to determine the effectiveness of the transformation, Sonotimes it is not pos- 
