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A method is proposed to systematize the simultaneous search for a refutation and Her-
brand models of a given conjecture. It is based on an extension of resolution using
equational problems and the inference system included in the method is proved to be
sound and refutationaIly complete. For some classes of formulas the method is indeed a
decision procedure. In particular it is a decision procedure for the Bernaya-Schdnfinkel
class (a class for which no resolution term ordering strategy is known to be a deci-
sion procedure). Some examples of model construction - including one for which other
resolution based decision procedures fail to detect satisfiability - are developed in detail.
The method is also useful in cases in which model construction is not required. The
search space in resolution based deductions can be greatly decreased. This is shown in
solving a question-answering problem, considered to be hard.
Models are built by constructing relations on Herbrand universe. The relationship
between these models and finite ones is established. The class of these constructible
relations is precisely characterized. Some of the rules introduced, in order to extend
resolution, are essentially new . It is proved that they are necessary for enlarging the
class of models the method is able to build. A brief comparison with existing methods
which bear similarity with ours, either in the use of constraints or in the search of a
model, shows the originality of our proposal. Some hints about directions for extending
the class of formulas for which models can be constructed are given.
1. Introduction
The value of using models in Automated Deduction is widely admitted. For example,
Loveland remarks (Loveland . 1984), that as early as 1956. "Minsky made the observation
that the diagram that traditionally accompanies plane geometry problems is a simple
model for the theorem that could greatly prune the proof search". Loveland notices also
that despite the importance of using models and counter-examples very little work has
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been done in this direction. In fact, model (counter-example) construction in the field
of Automated Deduction, has received little attention compared to the effort devoted to
designing refutational proof methods.
At the same time, model construction with the help of automated theorem provers is
considered to be one of the most outstanding successes in the field (Bledsoe and Love-
land, 1984) and some remarkable work has been done in this direction (see for example
(Wos and Winker, 1984; Winker, 1982), and in a much more Artificial Intelligence ori-
ented approach (Ballantyne and Bledsoe, 1982». This approach seems to be particularly
important when using theorem provers as assistant mathematicians in mathematical re-
search (Bledsoe and Loveland, 1984; Wos, 1988).
A few strategies have been incorporated in resolution and paramodulation in order
to use them as a decision procedure for some of the known solvable classes (Joyner,
1976; Rusinowitch, 1987; Zamov, 19(2), but these strategies detect satisfiability by the
impossibility of inferring new clauses and do not build effectively models for satisfiable
sentences. In contrast, our method is based on setting up conditions which avoid the
generation of new clauses.
Instead of a new strategy, we propose to intervene in the core of the inference rule.
Binary resolution tries to identify conditions (substitutions) making two literals iden-
tical (disregarding the negation symbol). Our work maintains this approach, but also
considers conditions preventing two literals from being identical (disregarding negation
symbol). These two goals must obviously be simultaneously fulfilled without losing refuta-
tional completeness. The key to doing this is to consider equational problems. Equational
problems are formulas containing only equalities and inequalities, connected by "/\" and
"V", quantified in a particular way. These problems allow us to code (possibly infinite)
sets of ground terms. Solutions of these equational problems, not necessarily explicitly
computed, are coded apart and define a kind of "dynamic sorts" for n-tuples of vari-
ables. These "sorts" are successively refined in order to produce pure literals which are
then used to define Herbrand models of satisfiable sets of formulas . The new extended
approach we adopt has principally two interesting consequences:
a. We introduce simultaneous search for refutation and models in a very natural way
(see sections 3 and 4).
b. We do not need to define a new notion of most general unifier (mgu) in our calculus
(this feature will be shown to have an interesting consequence with respect to
implementation).
The structure of the paper is the following. In the next section we give the notations
and basic properties. In section 3, rules for refutation and model construction are de-
fined. In section 4, the full method is presented. It is proved to be a decision procedure
for the Bernays-Schonfinkel class, and some examples, including a question-answering
problem (example 4.3) and an example for which Joyner's, Rusinowitch 's and Zamov's
methods fail to detect satisfiability (example 4.1), are explained in detail. In section 5,
the class of formulas for which the method builds models is precisely characterized. In
section 6 the novelty of our method is shown by comparing its philosophy and essential
technical features to existing works addressing similar problems. Section 7 summarizes
the main results of the paper and enumerates some future research directions. Finally,
in appendix A the rules of (Comon and Lescanne, 1989) used for handling equational
problems are listed, and appendix B contains the proof of lemma 5.1.
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2. Notations, Definitions and Fundamental Properties
In the following, FOL is an abbreviation for First Order Logic and FOLE an abbreviation
of First Order Logic with Equality ; E denotes the ranked alphabet of all functional
symbols (we assume E contains at least a O-ary function symbol), n the ranked alphabet
of all predicates symbols, V an infinite set of variables; E, V,n share no element.
r(V, E) denotes the set of terms whose variables are in V ~ V, and their functional
symbols in E; if V is empty, we write r(E).
An equation (disequation) in r(V, E) is a formula t = s (resp. t 'I s) where t,s E
r(V, E). Equality is seen as a commutative predicate. T, 1. denote respectively the
True and the False formulas . x denotes a tuple of terms; its projections are denoted
by %i. We shall not distinguish between the tuple x and the set {%1,'''' %n}. If x,y
denote n-tuples, then x =y (x 'I y) is an abbreviation for A?=l Xi = Yi (respectively
V?=l Xi 'I Vi).
We assume knowledge of conventional definitions of substitution (which are written
{variable t-+ term, ...}), ground term, positions in a term, ground substitution, literal,
complementary literal (if a literal is written I, its complementary is written Ie), prenez
normal form, matrix of a formula, IIerbrand Universe, Herbrand interpretation, sound
inference rule, clause (this term will be used both for a disjunction and a finite set
of literals), variant (or copy) of a clause, length of a clause, empty clause (noted as
usual 0), ground instance of a formula or a clause, (E-)satisfiable or (E-)unsatisfiable
sets of clauses or formulas, logical consequence, deduction . . • (see for example (Barwise,
1977; Gallier, 1986; Loveland, 1978» .
DEFINITION 2.1. A formula is called rectified if the sets of free variables and bound vari-
ables are disjoint and distinct quantifiers bind occurrences of distinct variables (Gallier,
1986) .
A formula is said to be in negation normal form (n .n./. for short) if it is built up
from atomic and negated atomic formulas using only "1,3, V, A. It is well known that
every formula is logically equivalent to one in n.n.f. (Barwise, 1977; Gallier, 1986; for
example). 0
In order to make this paper self-contained, we need to recall some fundamental defini-
tions in (Comon and Lescanne, 1989) (in a slightly different formulation).
DEFINITION 2.2. A system is a purely equational, quantifier free formula of FOLE in
n.n.f.
An equational problem, noted P, is a rectified formula of the form:
P : 3W.vy.M(w, x,y)
where M(w, x,Ii) is a system. The variables in x (w, y) are called the free variables or
the principal unknowns (respectively the auxiliary unknowns, and the parameters).
An equational problem P, is in solved form definition with constraints iff P is either
T, or 1., or Pis 3W.[Aj=l Xj = Sj] A [A~=l x~ 'I sn, where each Xj appears only once in
P and each %~ is syntactically different from s~.
A ground substitution a validates a system P iff one of the following statements holds:
P is an equation t = u and ia and UfT are syntactically identical.
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P is a disequation t ::f. tl and to' and ua are syntactically different. (The problem of
finding such a 0', is called disunification, and in (Comon and Lescanne, 1989) an
algorithm which computes 0' is given.)
P is T.
P is a conjunction of systems which are all validated by CT.
P is a disjunction of systems and at least one disjunct is validated by a:
A ground substitution 0' validates an equational problem 3W.VY.M(w,x,Y) iff there
exists a ground substitution p with domain w such that for all ground substitutions 0
with domain y, the substitution Opo' validates the system M(w, X, y).
The set of all ground substitutions with domain xUx' which validate 3W.VY.M(w,x,y)
is called the solution set of this equational problem, and is noted S(3ID.vy.M(w,x,y), xU
x') (x are the free variables, and x' do not occur in M(w, x,Y): we need to consider these
supplementary variables for reasons that will be made clear in section 3.1). 0
BASIC PROPERTIES OF CONSTRAINTS (SEE ALSO (COMON AND LESCANNE, 1989))
Every purely equational formula is equivalent to some equational problem.
Every equational problem is equivalent to a disjunction of equational problems in the
solved form definition with constraints.
For all P, it is decidable whether P == 1.. Here == denotes semantical equivalence.
The Transformation Rules for equational problems used for these results are recalled
in appendix A.
We shall be interested only in Herbrand interpretations of sets of c-oleuses (see Defi-
nition 2.5).
The following two definitions will be needed in Definition 2.6 and in Lemma 3.9.
DEFINITION 2.3. A partial Herbrand interpretation over (E,O) is a Herbrand interpre-
tation, but here the predicates are defined by a map I from 0 into r(E)n x r(E)n such
that for each n-ary predicate P E 0, I(P) ::: (I(P)+ ,I(P)-}; I(P)+ and I(P)- denote
subsets of r(E)n and correspond to the sets of n-tuples of ground terms for which P is
respectively evaluated to true and to false; I(P)+ nI(p)- is empty.
A partial interpretation I is called a peq-interpretation ("peq" for partial interpreta-
tion definable by equational problems) iff for each n-ary predicate P, I(P)+ and I(P)-
are the solution sets of equational problems with n free variables. 0
Note that it is not necessarily the case that I(P)+ U I(P)- ::: r(E)n.
DEFINITION 2.4. Let II, I 2 be partial Herbrand interpretations over (E,O).
I 2 is an extension ofIl iff for each predicate P E 0, Il(P)+ ~ I2(P)+ and Il(P)- ~
I2(P)- .
I 2 is a total extension of Il iff I2 is a partial extension of I l and, for each n-ary
predicate P E 0, I 2(P)+ UI2(P)- ::: r(E)n.
Il is a partial model of F iff every total extension of I l is a model (in the usual sense)
of F.
Il is minimal partial model of a formula F iff if'it is an extension of some partial
model I2 of F then I l ::: I 2. 0
ifs E I(P)+
ifs E I(P)-
otherwise
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DEFINITION 2.5. A c-clause ("constrained clause"), noted [c : P], is a pair formed by a
clause c of FOL, called simply the clause of the c-clause, and an equational problem P,
called the constraint of the c-clause.
Literals of a c-clause are called c-liierals.
var(c), and var(P) denote the free variables in c and P respectively.
g denotes the empty c-clause, i.e. the clause falsified in any interpretation.
Instead of writing a solution set as S(P, var(c) U var(P)), we shall write simply S([c :
P]).O
In the following definition the notation [c: P] is used; its intuitive meaning is that it
denotes the set of all ground instances cA, ,\ E S([c : P]).
DEFINITION 2.6. Let I be a partial Herbrand interpretation over (E, n). I is extended
to ground literals, ground clauses, c-clauses in the following way:
For any ground literal P(s):
I(P(s)) = { i:
undefined
For any ground clause c: 11(SI)V .•• V In(sn):
{
t rue if3i E {1..n} I(h(Si)) = true
I(c) = false ifW E {1..n} I(h(Si)) = false
undefined otherwise
For any c-clause [c : P]:
{
t rue
I([c : P]) = false
undefined
ifVoo E S([c: P]) I(coo) = true
if 300 E S([c : P]) I(coo) = false
otherwise
In particular when c is 0, we have:
I([o : P]) = {true if P ==.L
false otherwise
I F [c: P) iff I([c: P)) = true
o
At this point in the paper, we have all the notions necessary in order to present our
method.
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3. Incorporating Model Construction in Resolution Method
3.1. STRUCTURAL INFERENCE RULES
3.1.1. SIMPLIFICATION OF C-CLAUSES
DEFINITION 3.1. Let [c : P] be a c-clause,
The rules of normalization of [c : P] are defined as follows:
[c: P]
[c: Pi]
[0 :P]
[c : 1..]
true
where pi is obtained by application of some rule in the appendix A.
where S(P, var(P)) f 0
This rule allows elements which hold trivially to be erased from the set of c-clauses .
The rules of variable elimination are the following:
[c: x = t J\ P]
where x f!. var(t)
[c{x 1-+ t} : P{x 1-+ tll
[c :P]
where x E var(P) \ var(c)
[c: 3x.P]
The structural rules will be used without explicit mention.
3.1.2. RENAMING OF VARIABLES
DEFINITION 3.2. A variable x is called a fresh variable iff x does not occur in the set of
c-clauses at hand.
Let [c : P] be a c-clause..The c-clause [ce : PO'] is a renamed c-clause of [c : P] iff
dom(O') = var(c) U var(P) and VXi E dom(O'), XiG' is a distinct fresh variable. 0
In the following we assume that every premise of the inference rule is a renamed c-
clause of some c-clause in the set of c-clauses at hand.
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3.2. REFUTATION INFERENCE RULES
3.2.1. BINARY C-RESOLUTION
DEFINITION 3.3. Let Cl: [...,P{1) V c~ : X] and C2: [P(s) V c; : Y] be two c-clauses, The
rule of binary c-resolution (abbreviated be-resolution) on CI and C2 upon ...,P(l) and P(s)
is defined as follows:
[...,P(I) V c~ : X] [P(s) V c; :Y]
[C~ V c; :X i\ Y r; t =s]
The conclusion of this inference rule is called the be-resolvent of CI and C2 upon ...,P(1")
and P(s), and is denoted bc-res(cl' ...,P(I), C2, P(s)). 0
The rule of be-resolution is sound:
LEMMA 3.1. Let I be a pariiaillerbrand interpretation.
If I F= CI i\ C2 then I F= bc-reslCl, ...,P(I), C2, P(s))
PROOF. Let a be any solution in S([c~ 'oj c; :X i\ Y i\ 1" = s]); one of three following cases
holds.
su =La f/. I(P)+ UI(P)-. Since I F= CI, I(qu) =true, but I(...,P(lu)) = undefined.
Thus I(c~u)=true. Therefore I([c~ V c;]u) =true. (Note that also I(c;u) =true.)
su =Lo E I(P)+. Since IF CI, I(qu) =true. Hence, I([c~ V c;]u) =true.
su = LoE I(P)-. This case is like the second one. 0
Our definitions benefit from the very powerful features of equational problems:
a. Note that in the definition of the be-resolvent we do not use the notion of most
general unifier; indeed, all ground bc-resolvents are coded in the constraint gener-
ated by the equational problem: it is always enough to know that the constraint
has a solution.
b. Since be-resolvent construction does not need an instantiation operation, structure
sharing is implicitly introduced. Moreover, only one c-clause is needed to represent
a set of ground instances that may not be representable by one clause. For example,
in [Q(x, y) : 3t.x = f(t) V Y= f(t)] , two clauses are needed to express the same
set of ground instances. More importantly, some c-clauses denote a set of ground
clauses whose characterization requires infinitely many clauses (even considering a
Herbrand Universe over E = {a,!}), for example: [Q(x,y): x:f; y]).
All the examples given in the paper (except 4.3) use the signature E = {f,g,a,b},
n = {P, Q}; the arities are implicitly defined.
EXAMPLE 3.1. Let CI and C2 be the two c-clauses below:
ci : [Q(x, f(y)) V ...,P(x) : Vs,s'.y:f; f(s) V x :f; g(s, s')],
C2 : [...,Q(g(u, u), v) V Q(v, v) : v :f; g(u, u)].
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The be-resolvent of Ct and C2 upon Q(x, f(y» and -,Q(g(u, u), v) is:
e . [Q(v v) V -,P(x) . x =g(u, Ul" v = f(y) "v if:. g(u, u) "]
3·, ·Vs,s'.yif:.f(s)Vxif:.g(s,s') ,
C3 can then be simplified to the c-clause (using the rules M{,D2, M2'U4 , C t in appendix A
and the structural rules of section 3.1) to
[Q(v, v) V -,P(x) : 3u, t,» = g(u, u)" v = f(y) "y if:. f(u)].
o
3.2.2. BINARY C-FACTORIZATION
DEFINITION 3.4. The binary e-factorization (abbreviated be-factorization) of the c-clause
C : [1(1) V 1('8) V c' : X] upon I(I) and 1('8) is defined as follows:
[1(1) V1('8) Vc' : X]
[1('8) Vc' : X" I = '8]
The conclusion of this inference rule is called a be-factor of the premise, and is denoted
be-fact(c,1(1),1('8». 0
DEFINITION 3.5. The binary c-disfactorization (abbreviated be-disfactorization) of the
c-clause c : [1(1) V1('8) Vc' : X] upon 1(1) and 1('8), is defined as follows:
[1(1) V1('8) Vc' : X]
[1(1) V1('8) Vc' : X " t if:. '8]
The conclusion of this inference rule is called a bc-disjactor of the premise, and is denoted
be-Dfact(c,1(1),1('8». 0
EXAMPLE 3.2. When be-factorization is applied to
c: [P(g(x, f(y))) V P(g(f(z), x» V Q(x, y) : T]
upon P(g(x, f(y))) and P(g(f(z), x», the following be-factor is produced:
Cl : [P(g(f(z), f(z))) V Q(f(z), z) : T].
When bc-disfactorization is applied to c upon P(g(x, f(y))) and P(g(f(z), x», we obtain
the following bc-disfactor:
C2 : [P(g(x, f(y))) V P(g(f(z), x» V Q(x, y) : x if:. f(z) V y if:. z],
applying M2 , D2 in appendix A. 0
The rules be-factorization and bc-disfuctorisation are sound. Furthermore a c-clause
can be replaced by a conjunction consisting of its be-factor and bc-disfactor (as the
equivalence in the next lemma shows).
LEMMA 3.2. Let I be a partial Herbrand interpretation.
I 1= c itT I 1= be-fact(c, 1(1),1('8» " be-Dfact(c, 1(1), 1('8»
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PROOF. We first prove if Z 1= c, then Z 1= be-fact(c, I(I), I(s». Let a be any solution
in S([/(s) V c' : X 1\ t = sl). Since Z 1= [/(I) V I(s) V e' : X], and 1(I)u V I(s)u V e'u is
nothing else but l(s)O' V c'O'. Z(l(s)0' V C' 0') = true . Hence. "10' E S([I(s) V c' : X At = s]).
Z(/(s)u V c'u) = true i.e. Z 1= [I(s) V c' : X At = s].
The proof of if Z 1= c, then Z 1= be-Dfaet(c, 1(t)./(s)) follows the same line.
We prove now if Z 1= be-fact(c, I(I), I(s)) A be-Dfact(c, I(I), I(s)) , then Z 1= c. Let o be
any solution in S([/(I) V I(s) V c' : Xl). One of the two following cases holds.
su = to': Hence, a E S([/(s) V e' : X At = s]). and so Z(I(I)O' V l(s)O' V c'O') = true . since
Z 1= [/(s) Ve' : X-A t = s].
sO' i= La: Hence, a E S([I(I) V I(s) V c' : X 1\ t i= s]). and so Z(I(I)O' V l(s)O' V c'u) = true,
since Z 1= [/(I) V I(s) V e' : X At i= s].
Hence, Vu E S([/(I) V I(s) V c' : X]).Z(I(s)O'Vc'O') =true i.e . Z 1= [I(I) V 1("5) V e' : Xl
o
LEMMA 3.3. Let [c : P] 'be a c-clause and x E S([c : Pl). There exists a c-clause le' :
PI] derived from [c : P] using only be-factorization and bc-disjactorization such that
,\ E S([c' : pI]) and c' has the same length as c,\ has.
PROOF. Obvious 0
We shall call the be-resolution, be-factorization and be-disfactorization rules the r-rules
("refutation" rules) .
3.3. SOUNDNESS AND REFUTATIONAL COMPLETENESS OF BC-RESOLUTION AND
BC-FACTORIZATION
The Lemmas 3.1 and 3.2 state the soundness of r-rules and trivially, by induction, the
soundness of the calculus using only these rules (and the trivial structural rules) .
LEMMA 3.4. (LIFTING LEMMA) Given el: [lc(I) V c~ : X], C2: [/(s) V e; : Y] and two
ground substitutions 6 and '\, solutions of the equational problems X andY, respectively,
there are two be-factors ClJ and C2J of Cl and C2, such that the ground resolvent of
W(I) V c~]6 and [/(s) V c;],\ upon IC(I)6 and I(s)'\ is a ground instance of the resolvent of
elJ and C2J upon the literals corresponding to IC(I) and I(s) (see Figure 1).
PROOF. By Lemma 3.3, there exist elJ :[/c(t) V e~ : X'] and C2J :[/(s) V c~ : y'] derived
respectively from Cl and C2 using only be-factorization and be-disfactorization such that:
{
6 E S([lc(I) V c'{ : X'])
Ic(I) V c~ and cl 6 have the same length
xE S([/(s) V c~ : Y'])
I(s) V c~ and C2'\ have the same length
Since Ic(t)Vc~ and W(t)Vc'{]6 have the same length, IC(I)6 ~ c~6j similarly 1("5)'\ ~ e~'\.
Hence the ground resolvent of W(I)Vc'{]6 and [/(s)Vc~]'\upon IC(I)6 and I(s)'\ is c~6Ve~'\,
which is a ground instance of bc-res([/c(I) V c~ : X'], IC(I), [/(s) V c~ : y'], I(s)). 0
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CJ C2
I
be-fact
jbc-Djact
• hc-re&(CJ,le(i),c2,I(i»clf c2f
,I AI "I
[/"(t) V c~15 [lei) V c~l'\ c~5Vc~'\
Figure 1. Lifting Lemma
It remains to prove refutational completeness. This is straightforward since ground
resolution is refutationally complete for (possibly infinite) sets of ground clauses. IfS is
unsatisfiable, the set of ground instances of S is unsatisfiable; thus there exists a finite
ground deduction that the following lifting theorem enables us to transform in a deduction
using only be-resolution and be-factorization.
THEOREM 3.1. (LIFTING THEOREM) Let S be a finite set of c-clauses, and Sgr the set
of all ground instances of the c-clauses in S. Any deduction B l , ... , B n from Sgr us-
ing ground resolution and ground factorization can be lifted to a deduction Cl , ... , Cm
from S using be-resolution and be-factorization such that there are ground substitutions
01 , ••• ,Om and C101 , ••• , CmOm is the ground deduction B l , ••• , B n from Sgr.
PROOF. The proof is essentially the same as for resolution (Loveland, 1978; for example).
o
3.4. MODEL CONSTRUCTION RULES
3.4.1. THE ONE LITERAL RULE OR UNIT BC-DISSUBSUMPTION RULE
Let S be a satisfiable set of c-clauses, and D a deduction from S using r-rules. The bc-
dissubsumption rule allows the elimination from D of the c-clauses whose clause contains
a clause of a c-clause that is a logical consequence of S.
DEFINITION 3.6. Let Cl : [/(8) : X] be a unit c-clause and C2: [/(1) Vc' : Y] be a c-clause,
The unit be-dissubsumption rule is defined as follows (where x =var(X) U var(I(1))):
[1(1) V c' : Y] [/(8) : X]
[/(1) V c' : Y A 'v'Z.[-.X V8 1: t]]
The conclusion of this rule is denoted bc-Dsub(C2', 1(8),cd. <>
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LEMMA 3.5. Let I be a partial Herbrand interpretation.
I F= C2 A Cl iff I F= cl A bc-Dsub(C2' I(s), cd
PROOF. As in Lemma 3.2. 0
REMARK: One should notice that C2 can be removed from the set of c-clauses once the
unit bc-dissubsumption rule has been applied.
EXAMPLE 3.3. Let Cl and C2 be
Cl : [Q(x, f(J(y))) : Vt.x 'I g(y, t)],
C2: [Q(x',f(y'»V...,P(x'): T].
The second c-clause is replaced, using unit bc-dissubsumption, by:
C~ : [Q(x', f(y'» V ...,P(x') : Vy.y' 'I f(y) V 3t.x' =g(y, t)],
which is simplified, by using parameter elimination, to :
c' : [Q(X' f(y'» V ...,P(x') : y' = a V y' = b V 3w, w'.y' = g(w, w') V] .
2' 3w, w'.y' = f(w) A x' =g(w, w')
o
3.4.2. THE UNIT BC-DISRESOLUTION RULE
Let S be a satisfiable set of c-clauses . By the unit bc-disresolution rule, it is possible
to eliminate from the clause of a c-clause of S those literals falsified by any model of S.
DEFINITION 3.7. Let Cl : [/c(t) : X] be a unit c-clause and C2 : [/(s) V c~(y) : YJ be a
c-clause: The rule of unit bc-disresoluiion (abbreviated bc-disresolution) on C2 with Cl
upon I(s) is defined as follows (where x= var(X) U varW(t))):
[1C(t) : X] [/(s) V c~(y) : Y]
[/(s) V ~(y) : Y A YX.[...,X v s 'I t]]
The conclusion of this inference rule is called the bc-disresolvent of C2 with Cl upon I(s),
and is denoted bc-Dres(c2' I(s), Cl)' 0
LEMMA 3.6. Let I be a partial Herbrand interpretation.
I F= C2 A Cl iff I F= Cl A bc-Dres(c2,/(s), ei) A bcres(c2' I(s) , cl,/c(t»
PROOF. As in Lemma 3.2. 0
REMARK: As for factorization , the parent [/(s) V ~(y) : Y] can be removed from the
set of c-clauses, Ifwe were to define bc-disresolution between two many-literal clauses
along the same line, the possibility of deleting the parent clauses would be lost (its
deletion entails the loss of refutational completeness). Hence defining an inference rule
of this kind would be of no interest.
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EXAMPLE 3.4. Let Cl and C2 be
Cl : [Q(x, y) : Vs, s'.y =F f(s) V x =F g(s, s')],
C2 : [-,Q(g(u, u), f(v)) V Q(v, v) : v =F g(u, u)].
The unit be-disresolvent of C2 with Cl upon -,Q(g(u, u), v) is
1° [-,Q(g(u, u),/(v» V Q(v, v) : v =F g(u, u) 1\ u =F v]
The be-resolvent of c2with Cl upon -,Q(g(u, u), v) is
2° [Q(v, v) : 3x, y.[v= f(y) 1\ u =F f(y) 1\ x = g(u, u)]], simplified to:
3° [Q(v, v) : u =F v].
C2 can then be removed from the set of c-clauses and is replaced by 1° and 3° (see Lemma
3.6).0
3.4.3. THE DISTAUTOLOGY GENERATION RULE
DEFINITION 3.8. (see also (Biirckert, 1988)) Let C : [I (I) V IC(s) V c' : X] be a c-clause.
The rule of Distautology generation is defined as follows:
[I (I) V IC(s) V c' : X]
[/(I) V IC(s) V c' : X 1\s =F 1]
o
LEMMA 3.7. Let I be a partial Herbrand interpretation.
I F [I(I) V IC(s) V c' : X] iff IF [/(t) V IC(s) V c' : .1.'1\ s =F ij
PROOF. As in Lemma 3.2. 0
REMARK: The c-clause [/(t) V IC(s) Vc' : X] is replaced by [/(t) V IC(s) V c' : .1.'1\s =F 1]
in the set of c-clauses,
LEMMA 3.8. Let D denote a deduction using the r-rules, then if the distautology gell-
eration rule is applied as early as possible, the "corresponding ground deduction" of D
contains no tautological ground clauses.
PROOF. Obvious. 0
EXAMPLE 3.5. Ifthe distautology generation rule is applied to the c-clause
[P(g(x, f(y))) V -,P(g(f(z), x)) V Q(x, y) : T]
then it is replaced by:
[P(g(x, f(y))) V -,P(g(f(z), x)) V Q(x, y) : x =F f(z) V y =F z],
using the rules M2,D2 in appendix A. 0
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3.4.4. THE GPL RULE
"GPL rule" stands for "generating pure literal rule" . The idea behind this rule is the
following:
Let 5 be a finite set of c-clauses. Let c be a c-clause in 5 and I be a literal in c. Let 5'
be the greatest subset of 5 such that each c-clause in 5' contains at least one occurrence
of a literal I? complementary to I. The GPL rule computes constraints for c in order to
prevent application of be-resolution upon I and ,C between the c-clause c and any of the
c-clauses in 5'.
DEFINITION 3.9. Let 5 be a set of c-clauses and c : [/(l) V c' : X] be a c-clause in S. The
GPL-rule is defined as follows:
[/(7) V c' : X] S
[/(7) : Xpure]
where Xpure = A{'vy.[-,YVs =f 1] : [k : Y] E Sand IC(s) E k} t\ X where yare the
variables in var(Y) U var(k). 0
REMARK: Since a new unit c-clause has been added, the simplification rules introduced
above may now be invoked. So some of the c-clauses may be shortened, and the equational
problem of others may be strengthened. Ifthe equational problem of a c-clause is reduced
to 1-, this c-clause is simply erased from the set of c-clauses by our structural rules.
EXAMPLE 3.6. Building a model by several applications of the GPL rule and unit be-
dissubsumption: Let S be the set of c-clauses 1 and 2 below:
1° [P(J(g(a,x))) V Q(x,x): Vt.x -:p f(t)]
2° [-'P(J(g(y, b») V -,Q(z, y) : T]
3° [P(J(g(a,x))): x = a V3S,S'.X= g(s, 5')] by GPL rule upon 1°
4° [P(J(g(a, x))) V Q(x, x) : x = b] replaces 1° by unit bc-dissubsumption with 3°
5° [-'P(J(g(y,b))): y t a] by GPL rule upon 2°
6° [-'P(J(g(y,b))) V -,Q(z,y) : y == a] replaces 2° by unit bc-dissubsumption with
5°
Now let us see how -,Q(z, y) in 6° and Q(x, x) in 4° will be recognized as pure:
7° [-,Q(z, y) : u = a] by GPL rule upon 6°.
8° [Q(x,x): x == b] by GPL rule upon 4°.
go [P(J(g(a, x))) V Q(x, e) : 1-] replaces 4° by unit bc-dissubsumption upon 8°,
which is reduced to true.
10° [-'P(J(g(y, b))) V -,Q(z, y) : 1-] replaces 6° by unit bc-dissubsumption upon 7°,
which is reduced to true.
The c-clauses 4°, 6°, 7° and 8° define a model of the c-clauses 1° and 2°. 0
LEMMA 3.9. Let I be a minimal partial Herbrand model of S. There exists an extension
I' of I such that I' F S A [I(l) : Xpure], where [/(1) : Xpure] is obtained through the
GPL-rule.
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PROOF. Let us first notice that if there is a partial model I" of S, there is also a (not nec-
essarily unique) minimal model I of S such that I': is an extension of I. So, let I be a min-
imal partial Herbrand model of S. We shall prove that V(T E S([l(t) : Xpure]) I(I(t)(T) =I
false, by reductio ad absurdum.
Assume that there exists a (To such that I(I(1)(To) = false. Thus there are some c-
clause [le(,s) V c : Y] in S, and some ,\ E S([1e('s) V c : Y]) such that 1('8)'\ = 1(1)(TO; but
Xpu r e == Xpu r e t\ Vy.[...,y V'S =I 1].
Since (To validates Xpure, a fortiori (To validates Vy.[...,y V'8 =I 1] and (To'\ validates
...,y V'8 =11. But [...,y],\ == 1. and l(To = 'S'\. And so we are done. 0
REMARK: It should be noticed that the GPL rule is not an inference rule in the
usual sense. The conclusion is not implied by its premises, but it is proved that the
conclusion will be consistent with the set of c-clauses at hand. Some refinements are
possible in the formulation of the GPL rule. For example, S' can be restricted to the
unit c-clauses of the form [le('S) : Y] in S and to the input c-clauses and to the c-c1auses
derived from the input c-clauses by bc-disresolution, be-factorization, bc-disfactorization,
bc-dissubsurnption and distautology generation.
We shall call the unit bc-disresolution rule, the GPL rule, the unit bc-dissubsumption
rule and the distautology generation the me-rules (for "model construction" rules).
The next rule is not necessary for refutational completeness, but it can be useful in
pruning the search space.
3.4.5. THE BC-DISSUBSUMPTION RULE
DEFINITION 3.10. Let Cl : [V?=11i(Si): X] and C2 : [V?=l h(1i)V c~ : Y] be two c-
clauses. the bc-tlissubsumption rule is defined as follows:
[h(11) V ... V In(Q V c~ : Yt\ VX[...,XVSi =111 V ••. V Sn =I t;;"]]
where x = var(ll(sI) V ... V In(sn)) U var(X). 0
THEOREM 3.2. (SOUNDNESS OF THE MC-RULES) All me-rules are sound.
PROOF. See the lemmas 3.5,3.6,3.7,3.9. 0
4. Simultaneous Search for Refutation and Model Construction
Putting together the r-rules and the me-rules we have the method we are looking for.
4.1. THE METHOD
From a set of c-clauses (or standard clauses) S, the method tries to generate pure
c-literals in order to incorporate them into a set M. M is intended to become a model of
the set of c-clauses S. The inference rules considered here are the r-rules (be-resolution,
be-factorization and bc-disfactorization), and the me-rules (distautology generation, be-
disresolution, unit bc-dissubsumption, GPL rule).
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The method is given with a non-deterministic algorithm. Obviously, strategies (and/or
heuristics) can be incorporated into it and we are studying them.
Procedure RAMC1:
% Refutation And Model Construction - non deterministic version %
INPUT:
A finite set of c-clauses 5
OUTPUT:
UNSATISFIABLE or SATISFIABLE or (SATISFIABLE & A peq-model).
begin
repeat
choose an me-rule or an r-rule p;
modify 5 according to p;
until g e 5 or no inference rule modifies 5
ifg e s
then return(uNsATISFIABLE)
else if 5 is a set of unit c-clauses
then return(sATIsFIABLE & S)
else return(sATIsFIABLE)
end.
REMARK: The Procedure RACM1 may not halt (FOL is undecidable). By construc-
tion, if 5 is a set of unit c-clauses and no inference rule would modify 5, 5 is a peq-model
of the original set 5. Furthermore the incorporation of the me-rules does not affect refu-
tational completeness, since me-rules can only be applied finitely many times to a given
set of c-clauses, and after that only an r-rule can be chosen.
Equational Problems take into account the whole signature (see the explosion rule (E)
in the appendix A). This feature allows procedure RAMC1 to build models for classes of
formulas for which the methods in (Joyner, 1976; Rusinowitch, 1987; Zamov, 1972) are
not suited (and in fact fail to detect satisfiability). The Bernays-Schonfinkel class (prefix
3·'v'·) is such an example:
LEMMA 4.1. The procedure RAMel using a strategy that applies bc-(dis)Jaciorization as
early as possible, is a decision procedure for the Bernaus-Schonfinkel class.
PROOF. 1. Since E is a finite set of constants, each predicate can generate only a finite
set of ground literals. Hence the length of the ground clauses deduced is bounded
and so is the corresponding c-clause (by lemma 3.2).
2. Since the length of the clauses is bounded, the number of variables is also bounded.
3. Since there are only constants in E, there is also only a finite number of equational
problems (up to equivalence) with a fixed number of free variables.
Statements 1 and 3 guarantee that RAMC1 is a decision procedure for the Bernays-
Schonfinkel class. 0
4.2. LIMITS AND POSSIBILITIES OF THE METHOD: TWO EXAMPLES
We cannot hope to build models for all satisfiable formulas if we restrict ourselves
to peq-models. For example, the formula P(a) 1\ 'v'x.[P(x) +-+ -'P(f(x»] (a is a con-
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stant) has a unique Herbrand model {P(a), P(J2i(a» liE N}, whose corresponding
relation is not characterizable by an equational problem. This example also shows that
some models which are defined by primitive recursive relations cannot be described us-
ing equational problems. Note that if we were to use order sorted equational problems
(Comon, 1990b; for example), by adding sort information on the functional symbols, the
formulas satisfiable in finite models would have "order sorted" peq-rnodels.
Nevertheless, our method succeeds for some classes of formulas in cases in which term
ordering methods (Joyner, 1976; Rusinowitch, 1987; Zamov, 1972) fail to detect satisfi-
ability:
EXAMPLE 4.1. Consider the set of clauses 1° to 5° below
1° [Q(g(x),g(y»: T]
2° [..,P(g(x»: T]
3° [..,R(x, x) : T]
4° [R(u,f(u» V P(x)VQ(g(x),y): T]
5° [..,R(u,v)V..,R(v,w)V R(u,w)V..,P(x) V..,Q(y,g(x» : T]
6° [R(u, f(u» V P(x) V Q(g(x), y) : Vv.y f= g(v)]
replaces 4° by unit bc-dissubsumption upon 1°.
7° [..,R(u, v) V ..,R(v, w)V R(u, w) V ..,P(y) V ..,Q(y,g(x» : Vv.y i- g(v)]
replaces 5° by unit bc-subsumption upon 2°.
Now, 6° contains a pure literal (Q(g(x), y» and 7° too ("'Q(y, g(x))) because of the
constraints imposed on the quantification range.
After applying the GPL rule twice and the rule of bc-dissubsumption, the following
partial model is found.
1° [Q(g(x),g(y»: T]
2° [..,P(g(x»: T]
3° [..,R(x, x) : T]
4° [Q(g(x),y): Vv.y f= g(v)]
5° [..,Q(y,g(x»: Vv.y f= g(v)]
If these literals were not found to be pure, an infinite number of c-clauses could be
derived. For example,
([R(u, fi(u» V P(x) V Q(g(x), y) V ..,P(x') V ..,Q(y', g(x'» : T] liE N},
and term ordering strategies are not able to avoid this. 0
The following is a nice "side-effect" of our method.
4.3. EXTENSION TO SOME CLASSES OF FORMULAS USING EQUALITY
Methods exist for reducing some solvable classes offormulas with equality to decidable
classes without equality (for details see (Dreben and Goldfarb, 1979». Such reductions
are known for the Kalmar class (i.e. the class of clausal formulas in which each literal
in a many literal clause is negative), and for the Ackermann class (prefix V3*). In all
cases, there remain only the disequations which are handled using the Negative Identity
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Reduction (Dreben and Goldfarb, 1979): Ifa formula G contains only disequalities, G is
E-satisfiable iff. G/\Vy.y=y is satisfiable. Other classes, such as 3V'3-Kromand 3V'3-Horn,
are reducible by adding to the matrix clauses which encode '=', '<', and ">'.
By extension, the models of the resulting formulas give models of the initial formula.
EXAMPLE 4.2. Clauses on the right show the reduction process for a formula in the
Kalmar class.
o
10 [-'P(g(x),h(x)): T]
20 [h(x) =/(x) : T]
30 [/(x) i= h(x) V -,P(h(x), a) : T]
10 [-,P(g(x),j(x)) : T]
30 [/(x) f: /(x) V -,P(J(x) , a) : T]
40 [x = z : T]
These reduction procedures can be incorporated into our method (as well as, for example,
into Rusinowitch's method) as a preprocessing step.
A question naturally arises : "Has the proposed method the main feature of standard
constraint reasoning, i.e. is it also able to decrease the search space?". An affirmative
answer is given by the following example .
Our method has been developed for c-clauses without equality. Nevertheless a simple
and very natural trick allows us to treat some special sets of c-clauses including equality.
By assuming that a i= b i= c, equality can be treated as syntactic equality and hence can
be shifted into the constraints. This can be illustrated by a question-answering problem.
The next puzzle is adapted from problem 55 in (Pelletier, 1986), considered as hard (8
pts in a scale of 10), which uses full predicate logic with identity but without functions .
EXAMPLE 4.3. (Aunt Agatha's Killer).
"Someone who lives in Drea.dsbury Mansion killed Aunt Agatha. Agatha, the
butler, and Charles live in Drea.dsbury Mansion, and are the only people who
live therein. A killer always hates his victim, and is never richer than his vict im.
Charles hates no one that Aunt Agatha hates. Agatha hates everyone except
the butler. The butler hates everyone not richer than Aunt Agatha. The butler
hates everyone Agatha hates. No one hates everyone. Agatha is not the butler.
Therefore Agatha killed herself."
E = {a,b,c}
One extracts all the possible literals from the set of clauses.
10 [K(a, a) V K(b, a) V K(c, a) : T]
20 (-,K(x, y) V H(x, y) : T]
30 (-,K(x, y) V -,R(x, y) : T]
40 (-,H(a, x) V -,H(c, x) : T]
50 [H(a,x) :xi=b]
60 (R(x, a) V H(b,x): T]
70 [-,H(a, x) V H(b, x) : T]
80 [-,H(x, a) V -,H(x, b)V -'H(x, c) : T]
Though not necessary, we order the predicates H > R> K .
90 (-,H(c,x) : x i= b] from bc-res(4.1,5)
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10° [...,H(a, x) V...,H(c, x) : X = b) replaces 4 by bc-Dsub(4,9)
11° [H(b,x): x i= b] from bc-res(7.1,5)
12° [...,H(a, x) VH(b,x): x = b] replaces 7 by bc-Dsub(7,1l)
13° [-.H(x, a) V ..,H(x,b) V ...,H(x,c) : 2: i= c] replaces 8 by bc-Dsub(8,9)
14° [...,H(x, b)V ..,H(x, c) : x = b] from bc-res(13 .1,1l)
15° [...,H(x,b): x = b] from bc-res(14.2,1l)
16° [...,H(x, b)V ...,H(x,c) : .L] replaces 14 by bc-Dsub(14,15)
17° [..,H(x,a)V..,H(x,b)V..,H(x,c): 2: i= c/\x i= b] replaces 13 by bc-Dsub(13,15)
18° [...,H(x, b)V ...,H(x,c) : x =aJ from bc-res(17.1,15)
19° [...,H(x,b) : x = a] from bc-res(18.2,5)
20° I...,H(x,b)V ...,H(x,c) : .L] replaces 18 by bc-Dsub(18,19)
21° [...,H(x, a) V<Ht», b)V ...,H(2:, c) : .L] replaces 17 by bc-Dsub(17,19)
At this stage, we have already deduced:
22° [H(x, y) : x i= c /\ Yi= b]
23° [...,H(x, y) : (x = c /\ Y i= b) V (2: i= c /\ Y= b)]
The other formulas at hand are 1°, 2°, 3° and 6°
24° [R(x, a) V H(b, x) : x = b) replaces 6 by bc-Dsub(6,22)
25° [...,K(x, y) V H(2:, y) : x =c V y =b]
26° [...,K(x, y) : (x =c /\ Y i= b)V (x i= c /\ Y = b)] from bc-res(25.2,22)
27° [-.K(x, y)V H(2:, y) : 2: = c /\ y = b] replaces 25 by bc-Dsub(25,26)
28° [...,K(x,y) V..,R(x,y) : (x =c/\y = b)V(x i= cAy"* b)] replaces 3 by bc-Dsub(3,26)
29° [..,K(x, y) : x =bAy= aJ from bc-res(28.1,24)
30° [-.K(x, y) V -.R(2:,y) : (x i= b /\ y ::f. b) V (x = b /\ y ::f. a)] replaces 28 by be-
Dsub(28,29)
31° [K(a, a) V K(b, a) : T] from bc-res(1.3, 26)
32° [K(a, a) : T] from bc-res(31.2, 26)
The answer to the question: "who killed Aunt Agatha? " is found!
33° [K(a, a) V K(b, a) : .L] replaces 31 by bc-Dsub(31, 32)
34° [K(a, a) V K(b, a) V Ktc, a) : .L] replaces 1 by bc-Dsub[I, 32)
35° [-.R(x, y) : x =a /\ y =a] from bc-res(30.1, 32)
36° [-.[«x, y) V ..,R(x, y): x = b/\ Y i= a V z =c /\ Yi= bV x = a A y = e] replaces 30
by bc-Dsub(30,35).
At this stage, there remain the unit c-clauses 22, 23, 24, 26, 29, 32, 35, and two non
unit c-clauses 27 and 36, which contain only pure literals: the GPL rule could be applied
to get models of the Dreadsbury Mansion crime. 0
5. Circumscribing the Class of Formulas with peq-Models
DEFINITiON 5.1. (adapted from (Dreben and Goldfarb, 1979» A formula F is n-eon-
densable (n> 0) iff for any mapping r from ground terms to ground terms and any set
E of ground instances of F, rE is inconsistent iff there exists an E' £ E such that rE'
is inconsistent and E' contains at most n ground instances of F.
F is condensable iff for some n > 0, F is n-condensable. <>
In the following, we use (without. loss of generality) "formulas" instead of "set of
clauses" .
LEMMA 5.1. Any satisfiable a-condensable formula has a finite model.
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PROOF. The proof has been adapted from (Dreben and Goldfarb, 1979) in order to
include nested function symbols and is given in appendix B. 0
The relationship between peq-models and finite models is set by the following theorem:
THEOREM 5.1. Let Cr be the class offormulas for which RAMCl builds peq-models using
only be-factorization and be-resolution. Then each formula in Cr has a finite model.
PROOF. If in procedure RAMC1 of section 4.1 only be-resolution and be-factorization
are used, and if F has a peq-model, then this model can be expressed as a formula H of
the Herbrand class (Dreben and Goldfarb, 1979). Since formulas in the Herbrand class
are 2-condensable, H has a finite model (by Lemma 5.1). Let A be a finite model of
H . Since H - F is universally valid (by construction), A l= H - F is also valid, but
A F H, thus A F F. 0
The next theorem characterizes the class of relations that can be captured using regular
interpretations:
THEOREM 5.2. In a peq-interpreiat ion, the extensions of the pred icates are primitive
recursive sets.
PROOF. By the Basic Properties (see section 2) it suffices to consider equational problems
in the solved form definition with constraints.
Moreover, it is enough to consider unification problems, since
S(3W.[l\j=l »s = Sj] A [I\~=l x~ '/; si],x)
=S(3W.[l\j=l Xj =Sj], x) \ [U~=l S(3W.[x~ =s~ I\j=l Xj =Sj], x)]
where x are the free variables, and Xi, X~ Ex.
The set of solutions of the unification problem 3W.[l\j=l Xj = Uj] is primitive recursive,
since for each n-tuple x of ground terms, a height-bounded enumeration of ground terms
replacing w in the equations of the problem suffices to decide whether the n-tuple is a
solution of the unification problem. So unification problems, problems in the solved form
definition with constraints, and so every equational problem, have a set of solutions which
is primitive recursive, since union, intersection, and set difference preserve this property.
o
The me-rules are necessary in order to enlarge the class of constructed models.
THEOREM 5.3 . Let Ce be the class of formulas for which RAMCl builds peq-models
using r-rules and me-rules . Then
1. Cr is a proper subset of Ceo
E. Ce contains satisfiable formulas which have only infinite models.
PROOF. 1. It is easy to prove that the model in Example 4.1 cannot be constructed
if me-rules are not used: indeed an infinite number of bc-resolvents are generated.
2. This is proved by the following example. Consider the set of the four following
clauses:
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1° I-.Q(z,f(z»: T]
2° IP(z,f(z»: T]
3° I-.P(z, y) VQ(z, f(y» : T]
4° I-.Q(z, y) V Q(z, f(y» : T]
This satisfiable set of clauses has no finite model (Dreben and Goldfarb, 1979). The
reader can verify that RAMC1 builds the following model:
1° I-.Q(z,f(z»: T] given
2° IP(z, f(z» : T] given
3° I-.P(z,z): T] by bc-res(3.2,1)
4° I-.Q(z,z): T] by bc-res(4.2,l)
5° IQ(z, f(y» : z =F y" x =F f(y)] by GPL rule on 3.2 (or equivalently on 4.2)
The remaining c-clauses are removed by bc-dissubsumption where the equational
problem obtained is reduced to .1..
o
6. Related Works
In this section we summarize the essential features of related works and compare them
to our method. We emphasize distinctive characteristics and original aspects of our ap-
proach. We also give some suggestions to as to how it might be combined with some of
these related works.
ORDERING STRATEGIES AS DECISION PROCEDURES
Ordering strategies are refinements of unrestricted resolution (Joyner, 1976; Zamov,
1972) and paramodulation (Rusinowitch, 1987) based on partial ordering of terms and
literals. Resolution is applied only if the literals resolved upon are neither less than
nor equal to any literal in the produced resolvent. For some orderings the search space
shrinks to a finite one. In these cases, the failure to find a refutation becomes a proof
of the satisfiability of the set of clauses considered. The ordered resolution based on
the orderings defined by Joyner and Zamov is refutationally complete and decides many
classes (e. g. Ackermann, Godel and Skolem classes, see e. g. (Ackermann, 1954; Dreben
and Goldfarb, 1979». The very general work in (Rusinowitch, 1987) can easily be adapted
to become a decision procedure for some classes.
Differences from our work can be summarized in the following two points:
A model can be directly built from these methods neither in the general case nor in
the case in which the method is a decision procedure. Clearly in this respect our method
is more powerful.
It is of course possible to introduce orderings into the c-clauses,
CONSTRAINED EQUATIONAL REASONING
The main use of constraints in (Kirchner and Kirchner, 1989) is to decrease the size
of the search space in equational reasoning, as we have also done in Example 4.3. Con-
strained equational reasoning avoids instantiations as much as possible and solve con-
straints as late as possible. It is basically rewrite system oriented: in (Kirchner and
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Kirchner, 1989) the authors introduce constrained rewriting, superposition and comple-
tion.
Some clearly common points, differences and possible convergences of this work and
our own, naturally arise:
Constraints are symbolic in (Kirchner and Kirchner, 1989) and in our work.
In (Kirchner and Kirchner, 1989) the schematization by an equational problem of a set
of substitutions allows delaying as much as possible the computation of the substitutions
themselves. We do not need to calculate any substitution at all.
(Kirchner and Kirchner, 1989) deals exclusively with equational reasoning: our work
does not yet incorporate equality. In (Kirchner et al., 1990) this approach is extended
to full FOLE (including ordered paramodulation and superposition as in (Rusinowitch,
1987» and to constraints which also build in inequalities (see also (Comon, 1990c».
The use of quantifiers is allowed in equational problems in our method. This is not
needed in equational problems in (Kirchner and Kirchner, 1989).
In (Kirchner and Kirchner, 1989) no model construction is considered. This feature is
one of the achievements of our method. Disequations are used in our method in a much
more active way (see me-rules). This conforms better to Wos' wish (Wos, 1988) to reason
from inequalities.
CONSTRAINT LOGIC PROGRAMMING
In Constraint Logic Programming constraints are used both to improve expressiveness
and to increase efficiency (Jaffar and Lassez, 1987).
In the CLP class of languages (Jaffar and Lassez, 1987j Lassez, 1990) it is possible to
compute over universes other than that of Herbrand. The user can more easily express
his problem and can expect a quicker computation of the solution or its approximation
(Lassez and Lassez, 1991; Lassez and McAloon, 1991; for example).
The notion of derivation sequence is similar to our be-resolution. It is more restrictive
in the sense that it applies only to Horn-clauses, but in another sense it is less restrictive
because not limited to Herbrand terms, as in be-resolution.
The constraints used in (Jaffar and Lassez, 1987) are constraints included in Horn-
clauses; in our approach the more general equational problems are used.
No model construction is intended in (Jaffar and Lassez, 1987).
WINKER AND WOS' HUMAN ASSISTED GENERATION OF MODELS IN EQUATIONAL
THEORIES
S. Winker and L. Wos have proposed using their very powerful AURA system as an
aid in generating finite models in equational theories (Winker, 1982; Wos, 1982j Wos and
Winker, 1984).
The problem is: given a finite set of purely equational unit clauses S, does S have a
finite model?
In order to try to build a finite model for S some preprocessing is needed. A new
monadic predicate letter Q is added to OJ the intended interpretation of Q is the domain
of the discourse, say E, of the model we are looking for. For each fEE such that
arity(J) = n, f will be interpreted as a total function from En to E. This is coded
by the clause -.Q(Xl) V ... V -.Q(xn ) V Q(J(Xl, ... , xn )) which is added to S. A new
n + l-ary predicate letter F is added to OJ the intended interpretation of F is the graph
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of f. So the clause ...,Q(Xl)V ... V ...,Q(xn ) V F(xI, ... , Xn , f(Xl,"" xn»is added to S.
For each equational axiom s = t such that var(s) U var(t) = {Xl,"" xn } , the clause
...,Q(Xl) V ... V ...,Q(xn ) V s = t is added to S
Their approach is decomposed into three steps:
1. The first step generates some "interesting" theorems of the equational theory con-
sidered. The given set of axioms is often (nearly) minimal. This first step selects
some deduced equations in order to use them in the later steps. AURA produces the
clauses and the user chooses which clauses will be kept for the next steps.
2. In the second step some equations assumed to be consistent with the theory are
added in order to define each f. They often correspond to equations which insure
that the model will be finite or they simply extend the theory. This trial and error
step is performed as often as necessary to get a complete definition of the model.
3. In the third step one verifies that the functions are totally and well defined over £
and that the axioms of the theory are all satisfied.
This approach had striking success in proving open questions as well as some diffi-
cult questions in a very interactive manner (Winker, 1982). The approach could also be
applied to axiomatized first order theories in general (not only including the equality
predicate), but equational theories are well suited to their automatic treatment, since
the authors can encode equational theories as a set of Horn-clauses.
It is not easy to decide on what basis this approach should be compared with ours.
Nevertheless some points can be clearly stated:
We deal only with the Herbrand models; this is not the case for Wos and Winker's
work.
Equality treatment is not yet incorporated into our method.
Our method is completely automated. In the experiments of Wos and Winker all the
difficult steps (the "creative" ones) are given by the user.
The addition of consistent clauses could be compared with respect to its effect with
our GPL rule, where unit c-clauses proved to be consistent with the set of c-clauses are
added. Furthermore, in our approach the three steps are not separated. Indeed deductive
steps intermingle with the addition of consistent clauses.
THEORY RESOLUTION AND CONSTRAINED RESOLUTION
It should be stressed that our method is not captured by the very general framework of
Stickel's theory resolution (Stickel, 1985), as theory resolution is only resolution (modulo
decidable theories). The rules for building models in our method (me-rules, see section
3.4) are essentially different from resolution, which can not simulate them (see Theorem
5.3). See also the second remark in section 3.4.4.
Biickert's constrained resolution (Biirckert, 1990) is very close in spirit to theory resolu-
tion and allows computation in other distinguished domains than the Herbrand Universe,
as in (Jaffar and Lassez, 1987). Constrained resolution can be seen as one of our r-rules:
be-resolution, with one difference, in that it is not restricted, in principle, to first order
axiomatized theories. In fact constraints are handled exclusively from a semantic point
of view, and there is no syntactical treatment at all; also the interaction between the
constraint and the kernel is not considered. Therefore it is difficult to evaluate the scope
of this (apparently) greater generality. The aim of the introduction of this rule is to use
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constraints (semantical information) in order to prune the search space. This is another
difference from our work: we look simultaneously for models; this is not the case for
constrained resolution.
Finally, another difference is that constraints in (Biirckert, 1990) are not necessarily
equational, but it is not difficult to adapt our rules in order to handle these more general
constraints. Constrained resolution cannot simulate our me-rules.
1. Conclusion and future Work
A method allowing automatic simultaneous search for refutations and models for a given
conjecture has been presented. Its possibilities and limits have been set. We have (hope-
fully) contributed to the field of model construction using theorem provers and in some
extent partially fulfilled Wos' wish concerning reasoning from inequalities (problem 7 in
(Wos, 1988)). The main directions of future research are:
1. Extend the GPL ruie in order to generate, in the same clause, more than one pure
literal. This should enlarge the class of models our method is able to capture.
2. Design strategies for algorithm RAMCI.
3. Enhancement of the approach in order to include treatment of formulas using equal-
ity, as an alternative to paramodulation, e.g. from work in (Digricoli and Harrison.
1986).
4. To incorporate into our method ordering strategies similar to those in (Joyner.
1976; Rusinowitch, 1987; Zamov, 1972).
5. Theorems 5.1 and 5.3 raise a problem which is still an open question, namely: to give
a precise syntactical characterization of the class of formulas for which algorithm
RAMC1 builds a model.
6. Study the possibility of using constraint languages in order to describe strategies
and/or models and to apply this language to (Sandford, 1980; Slagle, 1967), where
the truth of the clauses are evaluated in explicitly defined models.
Obviously, our work will very probably benefit from the huge amount of work presently
being done in the field of constrained reasoning.
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Appendix A: Equational Problem Transformation Rules
To make the paper self-contained, we list below the Transformation Rules, which put
every equational problem into a disjunction of equational problem in the solved form
definition with constraints, as they are given in (Comon and Lescanne, 1989; pp. 383-
385). We consider here only the case of finite trees (Herbrand interpretations). They
transform any equational problem P into a disjunction of problems without the universal
quantifier, PI V .. . V Pn , such that S(P, var(P)) = S(Plt var(P)) U . . . U S(Pn , var(P)).
We assume further that P is in conjunctive normal form. We give an unsorted version
of the transformation rules and do not specify the control strategy (see (Comon and
Lescanne, 1989)).
The statement P t-+ P' is used when the rule preserves all the solutions i.e. when
S(P, var(P)) = S(P', var(P)); P ~ P' when S(P I , var(P)) ~ S(P, var(P)) . The fol-
lowing conventions are used: w, w', Wi are auxiliary unknowns, z , x',Xi are principal
unknowns, y, if,Yi are parameters, Z, Zj are any variables. u, i, s , Uj, tj, s; are terms (or
variables) .
RULES VALID IN EVERY ALGEBRA
ELIMINATION OF TRIVIAL (D1S)EQUATIONS (T) AND CLEANING RULES (CR)
(Ttl t =t t-+ T
(T2) if-t t-+ .1
(CR 1) 3w:P t-+ P if w fI. var(P).
(CR2) 3m, w : w =t 1\ P t-+ 3m:P if w fI. var(P ,t) .
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ELIMINATION OF PARAMETERS (EP) AlIlD UNIVERSALITY OF PARAMETERS (U)
(EP)
(Ut)
(U2)
(Ua)
Vy,1I: P 1--+ Vy: P
Vfj:PI\1I#t 1--+ .l
Vfj : P 1\ (11 # t V R) 1--+ Vfj : P 1\ R(1I - t)
Vfj:PI\z=t 1--+ .l
if E contains at least two symbols,
z is syntactically different from t,
var(z = t) contains at least one parameter.
if 11 f/. var(P)
if 11 E Y
if 11 E Y
n
(U4 ) Vfj: P 1\ (R VZi = Ui) 1--+ Vy: P 1\ R
i=l
if each Zi is a variable syntactically different from Ui,
var(zi '= Ui) contains at least one parameter,
R does not contain any parameter.
n
(Us) Vfj: P 1\ Q 1--+ Vfj: P /\ Q(y' - Ci)
i=l
if E = {ClJ" " Cn} & 11 E var(Q) is a parameter.
MERGING (M) AND REPLACEMENT (R)
(M1) z=tl\z=u 1--+ z=tl\t=u
(Ma) z=tl\z#u 1--+ z=tl\t#u
(MD z =t 1\ (z =u V Q) 1--+ Z =t 1\ (t =u V Q)
(M~) z == t 1\ (z # u V Q) 1--+ Z =t 1\ (t # u V Q)
(M2 ) z#tVz#u 1--+ z#tvt#u
(M4 ) z#tVz==u 1--+ z#tvt==tl
(R1) z=tl\P 1--+ z =t 1\ P(z - t)
(R 2 ) z #tv P 1--+ z # t V P(z - t)
RULES VALID IN THE FINITE TREES ALGEBRA
CLEANING RULES (CR')
n
(eRa) :rw: P /\ (di V Zi # tli) 1--+ :rw: P
i=l
if each di is a disjunction of equations and disequations,
each Zi is a variable,
each Zi # tli is a non trivial disequation,
and there exists a variable w E n?=l var(zi f. Ui).
which does not occur in P.
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UNIVERSALITY OF PARAMETERS (U')
(U3 ) Vy : P 1\ z = t t-+ .1
if E contains at least two symbols,
z is syntactically distinct from t,
var(z =t) contains at least one parameter.
(U4) Vy: P 1\ (RV?=l Zi = Ui) t-+ Vy: P 1\ R
if each Zi is a variable syntactically different from Ui,
var(zi = Ui) contains at least one parameter,
R does not contain any parameter.
(Us) Vy : P 1\ Q t-+ Vy : P A?=l Q(1/ - Ci)
if E = {C1"'" cn} & 1/ E var(Q) is a parameter.
CLASH (e), DECOMPOSITioN (D) AND OCCUR CHECK (0)
(G1) f(tt, ... , tm) =g(Ut, ... , un) t-+ .1 if f#g
(G2 ) f(t1, ... , tm) # g(Ut, ... , un) t-+ T if f#g
(Dt) f(t1, ... ,tm) =f(U1,""Um) t-+ A't:1 ti =Ui
(D2 ) f(t1"'" tm) # f(U1, ... , um) t-+ V't:1 ti # Ui
(D3 ) P 1\ (f(t1,"" tm) = f(U1,"" Um) V Q) t-+ P A't:1 (ti =Ui V Q)
(01) Z=t t-+ .1
(02 ) z#t t-+ T
if Z E var(t) & Z is syntactically different from t.
EXPLOSION RULES
EXPLOSION (E) AND EXPLOSION OF DISJUNCTIONS (ED)
(E) Vy:P 3W,Vy:Pl\z=f(W1,""Wp )
where z is an unknown and ware fresh variables and fEE.
Ifthere exists in P, x = U (or x # u) where U is not a variable,
and contains at least one parameter,
(ED) Vy: P /I. (P1V P2 ) Vy: P /I. P1
if var(Pt} ny = 0, or var(P1) ny =0.
Appendix B: Proof of Lemma 5.1
In this appendix we give the proof of lemma 5.1: Any satisfiable n-condensable formula
has a finite model.
We consider, without loss of generality, only universal sentences with function symbols
in prenex form. Let F be a n-condensable formula
'VY1 ... 'VYm.[M(Y1,... ,Ym)],
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and Cl be a constant in E.
Let T be the set of all non variable terms (and their subterms) occurring in F; let
k =n x card(T). Let POSk be the set of all positions (seen as sequences) of a length less
than or equal to k, and Pos;', the set of all positions in POSk, which are not the root
position. For any term t let POSk(t) (Posi(t)) be the set of all positions of t in POSk
(respectively in Posi). We define the mapping e with domain T(E), as follows: e(cI) = 1,
and for t = f(tl,'" tn), e(t) is the least positive integer not in «« Ii) liE Posi(t)};
so for any subterm t' of a term t, e(t) i e(t').
We define the relation ~ on ground terms as follows: sand t are ground terms
{
POSk(S) = POSk(t)
S~ tiff Vu E POSk(t).e(t Iu) = e(s Iu)
Vu E POSk(t).(t Iu) and (s Iu) have the same top symbol
Clearly, ~ is an equivalence relation with a finite number of equivalence classes. We define
now for each t, e5(t) as the earliest (for some fixed enumeration of T(E)) term S in the
equivalence class of t-, thus e5(T(E)) is finite. Let us notice that if the depth of sand tare
both less than or equal to k, then S ~ t iff S = t.
Let us consider the set of all Herbrand instances of F, where the terms have been
replaced by their image under the mapping e5, i.e. the finite set F* = {e5M(dlJ ... , dm) I
(dlJ ... , dm) E T(E)m}. If this set were inconsistent, then it would contain a conjunction
built up by n instances which were inconsistent too, since the formula F is n-condensable.
So let us consider an arbitrary conjunction built up by n instances from F*:
e5M(all , ... , aim) /\ ... /\ e5M(anl,"" anm).
In the sequel we prove that this conjunction is consistent, by building a link between
these n instances and n Herbrand instances of F, such that any model of the Herbrand
instances provides a model for this conjunction.
In order to establish this link, we build a formula mapping 1 such that:
I. 1 maps the Herbrand instances M(all"'" aim), ... , M(anl,"" anm) to some
Herbrand instances,
ii. if S~ t then IS = ,t.
Let eri be the substitution {Yl t-+ ail, ... , Ym t-+ aim}, and 3 = {e(ter) I t E T /\ a E
{erlJ"" ern}}.There are at most n x card(T) integers in 3. 1 is now defined as follows
(see (Dreben and Goldfarb, 1979; p, 29)):
{
f('S1, ... ,ISr) ifs=f(sl,,,.,sr)ande(s)E3
IS = Ci if S = c, and e(s) E 3
ci otherwise
It is not difficult to verify that 1 meets the requirements above.
I. Let s(ail' ... , aim) be any argument of any literal in any M(ailJ' .. , aim).
,s(ail, ... ,aim) = S(,ail, ... "aim), since for any subterm S I i of S with j E
POSk(S), the first clause of the definition of 1 defines the value of 8 Ij, and since
Yl, ... , and Ym are all at a depth less than or equal to k in s. Hence lM(ail' ... , aim)
and M(,ail,.' ., laim) are the same.
ii. Assume S~ t, but 18 i ,t. Then there exists a position i of length k in POSk(S) =
POSk(t) such that for each prefix j of i the following statements hold:
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(1) e(s Ii) =e(t Ii) (since S~ t),
(2) S Ii and t Ij have the same top symbol (since S ~ t),
(3) "Y(s Ij) =F "Y(t Ii),
(4) e(s Ii) E S .
We begin with the empty prefix. The fourth item follows from the first and the
third ones: assume e(s) f/. S. Then "Y(s) = "Y(t) = Cl, and this contradicts the third
item.
Assume we have checked the statements for the position io. We verify that there
exists a position io.j' in PosJ:(s), which also validates the statements above. Notice
that s Iio cannot be a constant, otherwise the second item would contradict the
third one. Hence s I io (t I is, "Y(s I io) and "Y(t I io» looks like f(Sl l ' .. , sn)
with n > 0 (respectively f(tll ... ,tn), f("YSll"',"Ysn)and f("Ytll"',"Ytn»' Since
f("YSl, .. . ,"Ysn) =F f("rtl, .. . ,"rtn), there exists some i' such that 1 ~ j' ~ nand
"YSj' =F "rtj'. The same argumentation as before shows e(Sj') E S. In this way, we
have built a position i fulfilling the announced properties.
We have also built a set of k + 1 different elements of the kind e(s Ii) where i is a
prefix of i, and all of them are in S, which contains at most k elements. Therefore
"YS is equal to "rt.
Thus "Y6M(aill" " aim) = "YM(aill"" aim)' Since F is satisfiable , the conjunction of
the Herbrand instances "YM(alll' .. , aIm) A.. . A"YM(anl'... , anm) is satisfiable . Let M
be any Herbrand model of "YM(all"'" aIm) A... A"YM(anll"" anm). We define M' as
follows: M'(P(l» = M(P(-yt» if the ground atom P(l) occurs in 6M(all l"" aIm) A
••• A 6M(a nl l"" anm), otherwise M'(P(l» = undefined.
M'(6M(ail, ... I aim», M("Y6M(ail,"'1 aim» and M("YM(aill"" aim» are all true ,
by construction. Thus M'(6M(all l"" aIm) A ... A oM(anl l " " anm» =true.
We have proved that any conjunction built up of at most n instances 6M(all" " ,alm)" ",
6M(anl . .. anm) is consistent. Hence, since F is condensable, the set of all such instances
is satisfiable. We build now an interpretation I over 6(T(E». The predicates are inter-
preted using any truth assignment such that F" is satisfied. Such an assignment exists
and is constructible since F" is finite. The terms are interpreted in the following way:
I(c) is defined as 6(c), for each constant c;
I(J)(I(td" , . II(t r » is defined as 6(J(I(tI)"" II(t r » = 6(J(tl l " " tr ))) for each
function symbol f .
