Abstract. The two-sided quaternion Fourier transform satisfies some uncertainty principles similar to the Euclidean Fourier transform. A generalization of Beurling's theorem, Hardy, Cowling-Price and Gelfand-Shilov theorems, is obtained for the two-sided quaternion Fourier transform.
Introduction
In harmonic analysis, the uncertainty principle states that a non zero function and its Fourier transform cannot both be sharply localized. This fact is expressed by several versions which were proved by Hardy, Cowling-Price and Gelfand-Shilov .. [7, 13] . A more general version of uncertainty principle, which is called Beurling's theorem which is given by A. Beurling and proved by Hörmander [11] and generalized by Bonami et al [2] , asserts that
d e 2π x y dxdy < ∞ wheref (y) = ∫ R n e −2πi<x,y> f (x)dx, Then f (x) = P (x) e −<Ax,x> , where A is a real positive definite symmetric matrix and P is a polynomial of degree < (d−n) 2 . In particular , f is identically 0 when d ≤ n.
Our paper is organized as follows. In section 2, we review basic notions and notations related to the quaternion algebra. In section 3, we recall the notion and some results for the two-sided quaternionic Fourier transform useful in the sequel. In section 4, we prove the Beurling's theorem for the two-sided quaternionic Fourier transform. Section 5 contains other uncertainty principles for the two-sided QFT : Hardy and Gelfand-Shilov.
Note that we will often use the shorthand x ∶= (x 1 , x 2 ), y ∶= (y 1 , y 2 ), also the letter C indicates a positive constant that is not necessarily the same in each occurrence.
(2.1) The scalar part of a quaternion q ∈ H is q 0 denoted by Sc(q), the non scalar part(or pure quaternion) of q is iq 1 + jq 2 + kq 3 denoted by V ec(q).
We define the conjugation of q ∈ H by : q=q 0 − iq 1 − jq 2 − kq 3 . The quaternion conjugation is a linear anti-involution
The modulus of a quaternion q is defined by:
2) In particular, when q = q 0 is a real number, the module q Q reduces to the ordinary Euclidean module q = q 0 2 . we have :
3) It is easy to verify that 0≠ q ∈ H implies :
Any quaternion q can be written as q= q Q e µθ where e µθ is understood in accordance with Euler's formula e µθ = cos (θ) +µ sin (θ) where θ= artan
In this paper, we will study the quaternion-valued signal f ∶ R 2 → H , f which can be expressed as
Let the inner product of f, g ∶ R 2 → H be defined by
(2.5) Also we denote by L p (R 2 , H) , p = 1, 2 the space of integrable functions f taking values in H such that f p,Q < ∞.
The two-sided quaternion Fourier transform
Ell [6] defined the quaternion Fourier transform (QFT) which has an important role in the representations of signals due to transforming a real 2D signal into a quaternion-valued frequency domain signal, QFT belongs to the family of Clifford Fourier transformations because of (2.1).
There are three different types of QFT, the left-sided QFT , the right -sided QFT , and two-sided QFT [12] .
We now review the definition and some properties of the two-sided QFT.
Then two-sided quarternionic Fourier transform of the function f is given by
We define a new module of F {f } as follows :
Furthermore, we define a new L 2 -norm of F {f } as follows :
3) It is interesting to observe that F {f } Q is not equivalent to F {f } Q unless f is real valued.
From (2.4) and the above defnition, we have the following lemma:
Q is indeed a norm. Proof. Verification of the positivity and homogeneity properties is straightforward, we will provide the triangle inequality
By definition we obtain F {f } + F {g}
Then, by successive equivalences, we have
, which is a true proposition, according to the inequality of Cauchy-Schwarz inequality in R 4 .
We know that ∫ R e −z(t+z
2 dx 2 =1 which give us the desired result.
Let * denote the convolution defined by
Proof. I recall that the polynomials P m are the Hermite functions modulo π, (−1) m ; defined for m ≥ 0 by
The proof of lemma (3.8) is done by induction. It is trivial for m = 0.
2 , where Q is quaternion polynomial with degP = degQ.
Proof. In two dimensions a complete l-th degree polynomial is given by
We have by lemma (3.9) and (3.7) (by (3.9) ). The linearity of the two-sided QFT completes the proof.
Lemma 3.11. Let f ∶ R 2 → R be of the form f (x) = P (x)e −πα x 2 where P is a polynomial and α > 0
with Q is quaternion polynomial with deg P =deg Q.
Proof. The proof is obtained by combining dilation property F {af }(ξ) = ( 
BEURLING'S THEOREM FOR THE TWO-SIDED QUATERNION FOURIER TRANSFORM
In this section, we provide Beurling's theorem for the two-sided quaternion Fourier transform.
Proof. We may assume that f ≠ 0. By (4.1) and Fubini theorem, we obtain for almost every y ∈ R 2
Since f ≠ 0 we have by the injectivity of F (Lemma 3
Interchanging the roles of f and F {f }, we get F {f } ∈ L 1 (R 2 , H) .
Then f (x) = P (x) e −a x 2 . Where a > 0 and P is a polynomial of degree < 
e 2π x y dxdy < ∞. Then if the theorem is proved for f m ∈ L 2 (R 2 , R) we obtain by (2.4) the result for f .
Proof. First step. Let f ∈ L 2 (R 2 , R) and suppose (4.1) We define g = f * ϕ where ϕ (x) = e −π x 2 , x ∈ R 2 . It follows from (2.3), (3.7) and (3.8) that
and by lemma 4.1 we obtain F {g} e π .
2 ∈ L 1 (R 2 , H). (4.4) We will show the following assumptions :
(4.6) In view of (4.3) and the definition of g, the integral in (4.5) is less than
where h (t, y) := e −π y 2 e −2π t y ∫ R 2
To prove (4.5) we sould prove that h (t, y) ≤ C (1+ t + y ) −d .
As <x, t > ≤ x t (Schwarz's inequality) we have
Let 0 < δ < 1 and write A= 1+ t + y then h (t, y) ≤ ∫ x −( t + y ) >δA
It's clear that the first integral satisfies the desired estimate, for the second integral, by the triangular inequality we have
(because x − ( t + y ) ≤ δA) consequently the desired estimate is also satisfied by the second integral. The proof of (4.5) is completed. Now, we will demonstrate (4.6), choose δ > 1 , we consider ∫ x ≤R g (x) ( ∫ y >2δR F {g} (y) Q e 2π x y dy + ∫ y ≤2δR F {g} (y) Q e 2π x y dy)dx. (4.7) by combining (4.3) and lemma 4.1 we obtain
As a consequence of ∫ y >2δR e
F {g} (y) Q e 2π x y dy)dx ≤ C g 1,Q .
On the other hand, if we multiply and divide by (1 + x + y ) d in the integral of right side in (4.7), we get
d . This proves (4.6). Second step. By lemma 3.4 we have g(x) = F {F {g}} (−x) ∀x ∈ R 2 , Furthermore Complexifying the variable z = a + i C b ; a = (a 1 , a 2 ), b = (b 1 , b 2 ) ∈ R 2 (we note by i C the complex number checking i
We deduce that g (z) Q ≤ 4 Ce π z 2 . It follows that g is entire of order 2.
Third step. The function g admits an holomorphic extension to C 2 that is of order 2. Moreover, there exists a polynomial R such that for all z ∈ C 2 , g(z)g(i C z) = R(z).
For all x ∈ R 2 and θ ∈ R , g(e i C θ x) Q ≤ ∫ R 2 F {g} (y) Q e 2π x y dy. We should prove that g(z)g(i C z)f or z ∈ C 2 , is a polynomial To show that, we define a new function G on C 2 by :
G(z), to prove our claim it is enough to show that G is a polynomial, For this we use(4.6), and the Phragmèn-Lindelhöf's principle [8] , by folollowing the proof of [2, Prop. 2.2 page 32-33] we find that g(y) = P (y)e (By,y) where B a is symmetric matrix and P (y) is a polynomial. A direct computation shows that the form of the matrix B imposed by condition (4.5) is B = δI.
Then g (y) = P (y)e −δ y 2 , therefore by lemma (3.11) F {g} has a similar form. As F {g} (y) = F {f } (y) e −π y 2 , f will be as in the theorem.∎
APPLICATIONS TO OTHER UNCERTAINTY PRINCIPLES
In this section we derive some other versions of uncertainty principle for the twosided quaternion Fourier transform.
2 , where P is a polynomial of degree ≤ d. (iii) else there are infitely many linearly independent functions satisfying the conditions.
Proof. Firstly, from the remark (4.3) it is enough to show the corollary for f ∈ L 2 (R 2 , R).
Form the decay conditions we have
e 2π x y dxdy, is bounded by a constant multiple of
So by Theorem (4.2) f (x) = P (x) e −πα x 2 . From the decay condition on f it is clear that degP ≤ d. But then F {f } (y) = Q(y) e Let and d ∈ N, α,β ≥ 1, 1 < p, q < ∞ with 1 p+1 q=
(ii) else , f (x) = P (x)e −πα 2 x 2 , where P is a polynomial of degree < d − 2.
Proof. From the well-known Young's inequality ξλ ≤ (ξ p p) + (λ) , valid for nonnegative real numbers ξ and λ, we have that αβ x y ≤ (α p p) x p + (β) y q , hence the integral
is finite, because it is bounded by dx cannot be finite, similarly the decay condition on F {f } cannot be finite if q > 2. So we must have p = q = 2. 
