Let S n be the set of all n-by-n symmetric real matrices, and let C n be the copositive cone, that is, the set of all matrices a ∈ S n that fulfill the condition u ⊤ au 0 for all n-vectors u with nonnegative entries. We prove that a linear mapping ϕ : S n → S n satisfies ϕ(C n ) = C n if and only if ϕ(x) = m ⊤ xm for a fixed monomial matrix m with nonnegative entries.
Our result
In this section and the rest of our note, we deal with real matrices and vectors. They are called nonnegative if all numbers they are formed of are nonnegative. The vectors are assumed to be written as columns, and we write x 0 if a vector x is nonnegative. An n × n matrix is called monomial if it has exactly one non-zero entry in every row and in every column. As said in the abstract, the notation S n stands for the set of all n-by-n symmetric real matrices, and C n is the set of copositive matrices, which are those elements a ∈ S n that satisfy the inequality u ⊤ au 0 for all nonnegative n-vectors u. A linear operator defined on S n as x → m ⊤ xm, for a fixed nonnegative monomial matrix m, is called a monomial congruence. Theorem 1. A linear mapping ϕ : S n → S n satisfies ϕ(C n ) = C n if and only if ϕ is a monomial congruence.
This result was conjectured in a recent paper [4] of Furtado, Johnson, Zhang, who checked its validity with n = 2, and also for mappings of the form x → s ⊤ xs with a fixed, not necessarily monomial, matrix s. The 'if' part of Theorem 1 is trivial, so we concentrate on the 'only if' direction.
Auxiliary results
In the rest of our paper, the letter ϕ stands for a mapping as in Theorem 1, that is, a linear operator on S n that satisfies ϕ(C n ) = C n . We work with the standard Euclidean topology on the space of all n × n real matrices, and we write ∂C n to denote the boundary of C n in S n . We list several known propositions and give brief sketches of their proofs for completeness. .) The mapping ϕ is bijective on S n , and its inverse
Proof. The first part follows because C n spans S n over R, and the assertion with the inverse follows from ϕ(C n ) = C n by applying ϕ −1 to both sides. Proof. Pick a vector that minimizes the value x ⊤ ax over the compact set of all vectors x = (x 1 , . . . , x n ) such that x 0 and x 1 + . . . + x n = 1.
If a ∈ C n and ξ ⊤ aξ = 0 for an n-vector ξ with all coordinates strictly positive, then aξ is a zero vector.
Proof. Since any vector x that lies sufficiently close to ξ is nonnegative, it has to satisfy x ⊤ ax 0. This means that the quadratic form A(x) = x ⊤ ax attains its local minimum at ξ, which shows that the gradient ∂A/∂x should be zero at ξ. It remains to note that this gradient equals 2ax.
The proof of Theorem 1
For a fixed index t ∈ {1, . . . , n}, we define A t as the set of all matrices in S n with zeros at the (t, t) position and positive numbers everywhere else. Claim 6. We have A t ⊂ ∂C n and ϕ(A t ) ⊂ ∂C n .
Proof. The first inclusion follows because copositive matrices have nonnegative diagonal, and the second one is guaranteed by Claim 3. In what follows, we associate any copositive matrix b with the kernel ker b = {x 0 : x ⊤ bx = 0} of the corresponding quadratic form. Proof. Since ϕ −1 (b), ϕ −1 (c) belong to A t , we can find a ∈ A t and ε > 0 satisfying ϕ −1 (b) = εϕ −1 (c) + a, which shows that b = εc + ϕ(a). Since ϕ(a) is copositive, the latter equation shows that ker b ⊆ ker c.
Claim 9. There is a nonnegative vector u t with exactly one non-zero coor-
Proof. We find a non-zero vector u ∈ ker b by Claim 4, and we define σ as the set of all non-zero indexes of u. Since the principal submatrix b(σ|σ) is still copositive, we can apply Claim 5 and get b(σ|σ)u ′ = 0, where u ′ is the vector obtained from u by removing its zero coordinates. According to Claim 8, the vector u belongs to the kernel of any c ∈ ϕ(A t ), so the condition c(σ|σ)u ′ = 0 is satisfied by all such c. Since this condition is a union of |σ| independent linear equations, we get |σ| 1 from Claim 7. The existence of two non-collinear vectors in ker b contradicts to Claim 7 as well.
In what follows, we write e ij to denote the (i, j) matrix unit. We define T n as the set of nonnegative matrices with zeros at the diagonal, which are exactly the set of trace-zero copositive matrices.
Claim 10. There is a monomial congruence µ such that the mapping ψ = ϕ • µ satisfies ψ(e tt ) = e tt + b t with b t ∈ T n , for all indexes t.
Proof. Let π(t) be the index of the non-zero coordinate of a vector u t as in Claim 9. If we had π(s) = π(t) = j for some s = t, all the matrices in ϕ (A s + A t ) would have zeros at the (j, j) position, which is a contradiction because the linear span of A s + A t is full-dimensional. So we see that π is an injective mapping, and as such it is a permutation of {1, . . . , n}. For any k = j, we have k = π(q) with q = t, so the (k, k) entry of ϕ(e tt ) should be zero because ϕ(e tt ) belongs to the closure of ϕ(A q ). So we have ϕ(e tt ) = α t e jj + b t with a real number α t and a trace-zero matrix b t , and then b t ∈ T n because ϕ(e tt ) is copositive. Finally, since the set T n lies in the closure of A 1 ∩. . .∩A n , we have ϕ(T n ) ⊆ T n and then ϕ −1 (T n ) ⊆ T n . This shows that α t = 0 and gives a desired result up to a monomial congruence.
Claim 11. For ψ as in Claim 10, we have ψ(x) = x.
Proof. We get
and since the resulting matrix is copositive, the preimage ψ −1 (b t ) should be collinear to e tt . Taking the ψ, we see that b t is collinear to ψ(e tt ) = e tt + b t , so we have b t = 0. This result means that ψ(e tt ) = e tt .
Finally, we write β ij = ψ(e ij + e ji ) for i = j. As noted in the proof of the previous claim, β ij is trace-zero. The matrix ψ(e ii + e jj − e ij − e ji ) = e ii + e jj − β ij is copositive, so the non-zero entries of β ij lie in the 2 × 2 submatrix with indexes i, j. This means that β ij = α ij (e ij + e ji ) with some α ij ∈ R, and we should have α ij 1 again because e ii + e jj −β ij is copositive. The opposite inequality α ij 1 follows by symmetry. Claims 10 and 11 show that ϕ is an identical mapping up to a monomial congruence, so the proof of Theorem 1 is complete.
