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We analyze the probability of a single loop formation in a long flexible polymer chain in disor-
dered environment in d dimensions. The structural defects are considered to be correlated on large
distances r according to a power law ∼ r−a. Working within the frames of continuous chain model
and applying the direct polymer renormalization scheme, we obtain the values of critical exponents
governing the scaling of probabilities of loop formation with various positions along the chain as
function of loops length. Our results quantitatively reveal that the presence of structural defects in
environment decreases the probability of loop formation in polymer macromolecules.
PACS numbers: 36.20.-r, 36.20.Ey, 64.60.ae
I. INTRODUCTION
The process when two monomers separated by a large
distance along the polymer chain come close enough to
start interacting with each other is called looping. The
loop formation in macromolecules plays an important
role in a number of biochemical processes, such as sta-
bilization of globular proteins [1–4], transcriptional reg-
ularization of genes [5–7], DNA compactification in the
nucleus [8–10] as well as in number of other processes
that involve both synthetic and biological polymers.
Statistics of long flexible polymer chains is known to be
governed by a set of universal properties, independent on
any details of microscopic chemical structure of macro-
molecules [11, 12]. In particular, the averaged end-to-end
distance 〈R2N 〉 of linear polymer chain obeys the scaling
law:
〈R2N 〉 ∼ N2ν , (1)
here 〈. . .〉 means averaging over an ensemble of possi-
ble conformations of macromolecule, N is a number of
monomers and ν is the universal critical exponent. In
the simplest case of idealized Gaussian chain without any
interactions between monomers νGauss = 1/2, whereas in
presence of excluded volume interaction this exponent is
depending on the space dimension d only: ν(d=2)=3/4
[13], ν(d=3)=0.5882 ± 0.0011 [14], ν(d≥4)=1/2. More-
over, a distance between any two monomers i and j along
a polymer chain (i, j=1, . . . , N), which are not connected
by a chemical bond, scales according to:
〈R2ij〉 ∼ |i− j|2ν (2)
with the same exponent ν.
Let us consider the distribution function F (Rij) of the
distance Rij between any pair of monomers i and j along
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a polymer chain. In a simplified case of Gaussian poly-
mer, F (Rij) adopts a Gaussian form:
F (Rij) =
(
d
2π〈R2ij〉
)d/2
e
−
dR2
ij
2〈R2
ij
〉
, (3)
with 〈R2ij〉 ∼ |i − j|2νGauss . The loop in polymer chain
corresponds to “contact” between two monomers i and
j, such that Rij = 0. For the probability to find a loop of
size |i − j| (cyclization probability) in a Gaussian chain
we immediately restore the result of Jacobson and Stock-
mayer [15]:
PGaussloop ≡ F (Rij = 0) ∼ |i− j|−λGauss , (4)
with λGauss = −d/2.
The situation changes drastically when one considers
a chain with excluded volume interactions. The form of
F (Rij) in this case is much more complicated and de-
pends, in particular, on positions of monomers i and j
along the chain [16]. The probability to find a loop of
size |i − j| in a polymer chain with excluded volume in-
teractions scales as [17]:
P abloop ∼ |i− j|−λab , λab = ν(d+ θab) (5)
with a, b = 1, 2. Here, λ11 refers to the case when both i
and j are end monomers, λ12 – when i is an end monomer
and j is inner one (or vice versa), λ22 – when both i and
j are inner monomers (see Fig. 1); and θab are directly
connected with the spectrum of vertex exponents σ [18]:
θab = σa + σb − σab. (6)
In was found, that end monomers of a chain have a higher
probability of contact then inner ones [18–20]. In partic-
ular, in d=3 the results of numerical simulations [19] give:
θ12=0.463, θ22=0.815, θ11=0.268. and thus:
λ11 = 1.920, λ12 = 2.035, λ22 = 2.242. (7)
The refined analytical studies based on renormalization
group approach give up to the first order of ε=4−d ex-
pansion [18]:
λ11 = 2− ε/8, λ12 = 2, λ22 = 2 + ε/4. (8)
2FIG. 1: Schematic presentation of loops with different posi-
tions along the polymer chain.
Note, that in the case of idealized Gaussian polymer
one restores the result of Jacobson and Stockmayer (4):
λ11 = λ12 = λ22 = λGauss.
The question of great importance in polymer physics
is how the conformational properties of macromolecules
are modified in presence of structural obstacles (impu-
rities). One encounters such situations when consider-
ing polymers in gels or colloidal solutions [21] or in the
crowded environment of biological cells [22, 23]. It was
shown analytically [24] and confirmed in numerical sim-
ulations [25–27], that structural disorder in the form of
randomly distributed point-like defects does not alter the
universality class of polymer macromolecules, unless the
the concentration of impurities reaches the percolation
threshold [25, 28–30]. The density fluctuations of defects
may lead to creation of complex fractal structures [31].
These peculiarities are captured within the model of so-
called long-range correlated disorder. Here, the defects
are assumed to be correlated on large distances r accord-
ing to a power law with a pair correlation function [32]:
g(r) ∼ r−a. (9)
For a < d, such a correlation function describes complex
(fractal) defects extended in space. The studies [33–35]
quantitatively reveal an extent of the effective size and
anisotropy of both linear and closed ring macromolecules
in presence of such a type of disorder.
In this concern, it is worthwhile to study a probability
of loop formation in the environment with long range cor-
related disorder, which has not been considered so far. In
the present paper, we analyze this problem analytically
within the frames of continuous chain model, applying
the direct polymer renormalization scheme. The layout
of the paper is as follows. In the next Section, we in-
troduce the model. The direct polymer renormalization
scheme is shortly described in Section III. We present the
results obtained for critical exponents in Section IV and
end up with giving conclusions in Section V.
II. THE MODEL
We start with considering a flexible polymer chain
in solution in presence of long-range correlated disor-
der. Within the Edwards continuous chain model [36],
the chain is presented as a continuous path of length S,
parametrized by ~r(s), where s changes from 0 to S. To
describe the presence of loop with certain position along
the chain (see Fig. 1), we consider the system of ring
polymer connected with f linear chains (with f = 0, 1, 2),
so that f = 0 corresponds to a loop formed by two end
monomers of the chains, f = 1 – a loop formed by inner
monomer and end one, f = 2 – an inner loop. Thus,
our problem can be considered as a particular case of
so-called rosette polymer structures, studied recently in
Ref. [37].
The partition function of the system can thus be pre-
sented as:
Z1;f (S) =
∫
D~r δ(~r1(S)− ~r1(0))
1+f2∏
i=1
δ(~ri(0))e
−H
∫
D~r
1+f∏
i=1
δ(~ri(0))e−H
. (10)
Here,
∫D~r denotes functional path integrations over 1+f
trajectories, the δ-functions describe the fact that one
trajectory is closed and that the starting point of all 1 +
f trajectories is fixed, and H is a Hamiltonian of the
system:
H =
1+f∑
i=1
1
2
∫ S
1+f
0
ds
(
d~ri(s)
ds
)2
+
+
u0
2
1+f∑
i,j=1
∫ S
1+f
0
ds′
∫ s′
0
ds′′δ(~ri(s
′)− ~rj(s′′))−
−
1+f∑
i=1
∫ S
1+f
0
ds V (~ri(s)), (11)
where the first term describes connectivity of trajecto-
ries, the second term describes short-range repulsion be-
tween monomers due to excluded volume effect governed
by coupling constant u0 and the last one arises due to the
presence of disorder in the system and contains a random
potential V (~r(s)). Let us denote by (. . .) the average over
different realizations of disorder and assume [32]:
V (~ri(s′))V (~rj(s′′)) = w0|~ri(s′)− ~rj(s′′)|−a, (12)
where w0 is a corresponding coupling constant. Perform-
ing the averaging of the partition function (10) over dif-
ferent realizations of disorder, taking into account up to
the second moment of cumulant expansion and recalling
(12) we obtain Z1;f (S) with an effective Hamiltonian:
Heff =
1
2
1+f∑
i=1
∫ S
1+f
0
ds
(
d~ri(s)
ds
)2
+ (13)
3+
u0
2
1+f∑
i,j=1
∫ S
1+f
0
ds′
∫ s′
0
ds′′δ(~ri(s
′)− ~rj(s′′)) ds−
−w0
2
1+f∑
i,j=1
∫ S
1+f
0
ds′
∫ S
0
ds′′ |~ri(s′′)− ~rj(s′)|−a.
The probabilities of loop formations (5) can be thus
calculated as:
P 11loop =
Z1;0(S)
Z(S) ∼ S
λ11 ,
P 12loop =
Z1;1(S)
Z(S) ∼
(
S
2
)λ12
,
P 22loop =
Z1;2(S)
Z(S) ∼
(
S
3
)λ22
, (14)
where Z(S) is the total partition function of linear chain
of length S given by:
Z(S) =
∫
D~r exp
[
1
2
∫ S
0
ds
(
d~r(s)
ds
)2
+
+
u0
2
∫ S
0
ds′
∫ s′
0
ds′′δ(~r(s′)− ~r(s′′)) ds−
− w0
2
∫ S
0
ds′
∫ S
0
ds′′ |~r(s′′)− ~r(s′)|−a
]
. (15)
III. THE METHOD
We apply the direct renormalization method developed
by des Cloizeaux [12]. The main idea of this technique is
to eliminate various divergences, observed in the asymp-
totic limit of an infinitely long polymer chain (corre-
sponding to an infinite number of configurations) by in-
troducing corresponding renormalization factors directly
associated with physical quantities. In particular, the
renormalization factor χ1({z0}) (with {z0} being the set
of bare coupling constants) is introduced via:
Z(S)
ZGauss(S) = χ1({z0}). (16)
Here, Z(S) is the partition function of single polymer
chain and ZGauss(S) is the partition function of an ide-
alized Gaussian model. It is established that the number
of all possible conformations of polymer chain scales with
the weight of a macromolecule parametrised by S as:
Z(S) ∼ µSSγ−1, (17)
where γ is the universal critical exponent depending only
on the space dimension d and µ is a non-universal fugac-
ity. From the scaling assumption (17) one finds an esti-
mate for an effective critical exponent γ({z0}) governing
the scaling behavior of the number of possible configura-
tions as:
γ({z0})− 1 = S ∂ lnχ1({z0})
∂S
. (18)
In a similar way, in our problem we may introduce the
factors χab({z0}) via:
P abloop
PGaussloop
= χab({z0}) (19)
with a, b = 1, 2. Recalling the scaling of loop proba-
bilities (14) and remembering the fact that in Gaussian
approximation PGaussloop ∼ S−d/2, one finds an estimate for
the effective critical exponents λab({z0}):
λab({z0})− d/2 = −S∂ lnχab({z0})
∂S
. (20)
The critical exponents presented in the form of series
expansions in the coupling constants are divergent in the
asymptotic limit of large S. To eliminate these diver-
gences, the renormalization of the coupling constants is
performed. The critical exponents attain finite values
when evaluated at a stable fixed point of the renormaliza-
tion group transformation. The flows of the renormalized
coupling constants are governed by functions βzR :
βzR = 2S
∂zR({z0})
∂S
. (21)
Reexpressing {z0} in terms of renormalized couplings zR,
the fixed points of renormalization group transformations
are given by common zeros of the β-functions. Stable
fixed points govern the asymptotical scaling properties
of macromolecules and gives reliable asymptotical values
of the critical exponents (20) .
IV. RESULTS
We start with evaluating the partition function Z1;f (S)
in the simplified Gauusian case, which is then given by:
Z1;f (S) =
∫
D~r δ(~r1(S)− ~r1(0))
1+f2∏
i=1
δ(~ri(0))e
−H0
∫
D~r
1+f∏
i=1
δ(~ri(0))e−H0
. (22)
where H0 =
1
2
1+f∑
i=1
S/(1+f)∫
0
ds
(
d~ri(s)
ds
)2
. Using the
Fourier-transform of the δ-functions
δ(~r1(S)−~r1(0)) = (2π)−d
∫
d~q1 e
−i~q1(~r1(S)−~r1(0)) , (23)
we receive
Z1;f (S) = (2π)−d
∫
d~q1 e
−
q2
1
S
2 = (2πS)−d/2. (24)
4FIG. 2: Diagrammatic presentation of contributions into the
partition function Z1;2 up to the first order in the coupling
constants.
In Gaussian approximation the value of partition func-
tion does not depend on f , and thus the looping proba-
bility is independent on the loop position along the chain
according to Ref. [15].
Taking into account the excluded volume effect and
presence of disorder, we present the partition function as
perturbation theory series in dimensionless coupling con-
stants zu=u0(2π)
−d/2S2−d/2 and zw=w0(2π)
−a/2S2−a/2:
Z1;f (S) = (2πS)−d/2 − zuZu1;f + zwZw1;f + . . . (25)
It is convenient to present the contributions into Zu1;f and
Zw1;f using the diagrammatic technique (Fig. 2). Here,
dotted lines denote possible interactions between points
s′ and s′′ governed by couplings zu and zw, and integra-
tions are to be performed over all positions of the segment
end points. Note that contributions into Z1;0 are given
by only the first diagram and correspond to the partition
function of the ring polymer [35]. On the other hand,
contributions into partition function Z1;1 are given by
all diagrams except F3. The analytical expressions cor-
responding to contributions of diagrams F1-F4 into Z
u
1;f
read:
F1
u
f = zu
∫ S/(1+f)
0
ds′
∫ s′
0
ds′′(2π)−2d ×
×
∫
d~q d~r exp
(
−~q
2
2
Sf − ~p
2
2
(s′ − s′′)− ~q~p(s′ − s′′)
)
,
F2
u
f = zu
∫ S/(1+f)
0
ds′
∫ Sf
0
ds′′(2π)−2d ×
×
∫
d~q d~r exp
(
−~q
2
2
Sf − ~p
2
2
(Sf − s′′ + s′)− ~q~ps′
)
,
F3
u
f = zu
∫ S/(1+f)
0
ds′
∫ Sf
0
ds′′(2π)−2d ×
×
∫
d~q d~r exp
(
−~q
2
2
Sf − ~p
2
2
(s′ + s′′)
)
,
F4
u
f = zu
∫ S/(1+f)
0
ds′
∫ s′
0
ds′′(2π)−2d ×
×
∫
d~q d~r exp
(
−~q
2
2
Sf − ~p
2
2
(s′ − s′′)
)
.
Performing the integrations, we get:
F1
u
f = zu
(
2π
S
1 + f
)
−d/2
B
(
1− d
2
, 2− d
2
)
,
F2
u
f = zu
(
2π
S
1 + f
)
−d/2
[(
1− d
2
)
−1
×
×
(
5
4
)1−d/2
H(1/2;−1 + d/2, 3/2; 1/5)−
−
(
1− d
2
)
−1
B
(
2− d
2
, 2− d
2
)]
,
F3
u
f = zu
(
2π
S
1 + f
)
−d/2
(22−d/2 − 2)×
×
(
1− d
2
)
−1(
2− d
2
)
−1
,
F4
u
f = zu
(
2π
S
1 + f
)
−d/2(
1− d
2
)
−1(
2− d
2
)
−1
,
here, B is Euler Beta-function and H is hypergeometric
function.
As a result, we obtain contributions into the partition
function in the form:
Zu1;0 = zu(2πS)
−d/2B
(
1− d
2
, 2− d
2
)
,
Zu1;1 = zu
(
2π
S
2
)
−d/2 [
B
(
1− d
2
, 2− d
2
)
+
+
(
1− d
2
)
−1(
2− d
2
)
−1
−
−
(
1− d
2
)
−1
B
(
2− d
2
, 2− d
2
)
+
+
(
1− d
2
)
−1(
5
4
)1−d/2
H(1/2;−1 + d/2, 3/2; 1/5)
]
,
Zu1;2 = zu
(
2π
S
3
)
−d/2 [
B
(
1− d
2
, 2− d
2
)
+
+(22−d/2)
(
1− d
2
)
−1(
2− d
2
)
−1
−
−2
(
1− d
2
)
−1
B
(
2− d
2
, 2− d
2
)
+
+2
(
1− d
2
)
−1(
5
4
)1−d/2
H(1/2;−1 + d/2, 3/2; 1/5)
]
.
Note, that corresponding contributions into Zw1;f are ob-
tained simply by substituting zu by zw and d by a in
expressions in square brackets in above relations.
Performing a double expansion over parameters ε =
4 − d, δ = 4 − a we finally receive the expressions for
partition functions for the chains with a loop of certain
5type:
Z1,0(S) = (2πS)−d/2
(
1− zu
(
4
ε
− 2
)
+
+zw
(
4
δ
− 2
))
,
Z1,1(S) =
(
2π
S
2
)
−d/2(
1− zu
(
6
ε
− 1+
+
2√
5
(ln 2− ln(3 +
√
5))
)
+
+zw
(
6
δ
− 1 + 2√
5
(ln 2− ln(3 +
√
5))
))
,
Z1,2(S) =
(
2π
S
3
)
−d/2(
1− zu
(
10
ε
+ 1−
− ln 2 + 2√
5
(ln 2− ln(3 +
√
5))
)
+ zw
(
10
δ
+
+1− ln 2 + 2√
5
(ln 2− ln(3 +
√
5))
))
. (26)
In addition, the total partition function of linear chain of
length S is given by:
Z(S) = 1− zu
(
−2
ε
− 1
)
+ zw
(
−2
δ
− 1
)
. (27)
Probabilities of loops formations are received using the
definition (14) and read:
P 11loop = (2πS)
−d/2
(
1− zu
(
6
ε
− 1
)
+
+zw
(
6
δ
− 1
))
,
P 12loop =
(
2π
S
2
)
−d/2(
1− zu
(
8
ε
+
2√
5
(ln 2−
− ln(3 +
√
5))
)
+ zw
(
8
δ
+
2√
5
(ln 2−
− ln(3 +
√
5))
))
,
P 22loop =
(
2π
S
3
)
−d/2(
1− zu
(
12
ε
+ 2−
− ln 2 + 2√
5
(ln 2− ln(3 +
√
5))
)
+
+zw
(
12
δ
+ 2− ln 2+
+
2√
5
(ln 2− ln(3 +
√
5))
))
. (28)
Recalling that (20) can be presented in the form
λab − d/2 = −ε
2
1
χab
∂χab
∂zu
zu − δ
2
1
χab
∂χab
∂zw
zw (29)
FIG. 3: Scaling exponents (37) and (38) as function of δ =
4− a in d = 3.
we find for the critical exponents governing the scaling
of looping probabilities:
λ11 = (4 − ε/2) + ε
2
(
6
ε
− 1
)
zu − δ
2
(
6
δ
− 1
)
zw
λ12 = (4 − ε/2) + ε
2
(
8
ε
+
2√
5
(ln 2−
− ln(3 +
√
5))
)
zu −
− δ
2
(
8
δ
+
2√
5
(ln 2− ln(3 +
√
5))
)
zw,
λ22 = (4 − ε/2) + ε
2
(
12
ε
+ 2− ln 2+
+
2√
5
(ln 2− ln(3 +
√
5))
)
zu −
− δ
2
(
12
δ
+ 2− ln 2+
+
2√
5
(ln 2− ln(3 +
√
5))
)
zw. (30)
Taking into account that zu and zw in the first order of
perturbation theory are proportional to ε, δ, and keeping
only contributions up to ε and δ, the above expressions
can be presented as:
λ11 = 2− ε/2 + 3zu − 3zw, (31)
λ12 = 2− ε/2 + 4zu − 4zw, (32)
λ22 = 2− ε/2 + 6zu − 6zw. (33)
We make use of results for fixed point values found
previously for the linear polymer chains in long-range
correlated disorder [33]. There are three distinct fixed
points governing the properties of macromolecule in var-
ious regions of parameters d and a:
Gaussian : z∗u0 = 0, z
∗
w0 = 0, (34)
6Pure : z∗u0 =
ε
8
, z∗w0 = 0, (35)
mixedLR : z∗u0 =
δ2
4(ε− δ) , z
∗
w0 =
δ(ε− 2δ)
4(δ − ε) . (36)
Evaluating Eqs. (31) - (33) at Gaussian fixed point,
we restore the result of Jacobson and Stockmayer [15]:
λGauss = d/2. For polymers with excluded volume effect
in pure solutions we restore results of Duplantier [18]:
λpure0 = 2− ε/8,
λpure1 = 2,
λpure2 = 2 + ε/4. (37)
Finally, for the considered case of a polymer chain in
disordered environment we received a brand new results:
λLR0 = 2− ε/2 + 3δ/4,
λLR1 = 2− ε/2 + δ,
λLR2 = 2− ε/2 + 3δ/2. (38)
To find the quantitative estimate for the exponents (37)
and (38) at d=3, we evaluate the expressions at ε=1 and
various fixed values of δ (see Fig. 3). We find, that
presence of long-range correlated disorder with any a<d
leads to an increase of exponents as compared with corre-
sponding pure values, and thus the probabilities of loop
formation decreases in presence of crowded environment.
From physical point of view, we can interpret this as fol-
lows. The presence of complex (fractal) obstacles in the
system forces the macromolecule to avoid these extended
regions of space, which results in effective elongation of
polymer chain and makes the contact of two monomers
along the chain less probable.
V. CONCLUSIONS
In present work we analyzed a probability of loop
formation in flexible polymer chains in good solutions,
which is known to be governed by scaling laws (5) with
scaling exponents λ dependent on the position of loop
along the macromolecule. We considered the special case,
when structural obstacles are present in the environment,
which are assumed to be correlated on large distances r
according to a power law with a pair correlation function
g(r) ∼ r−a with a < d [32]. The previous studies [33–35]
reveal the non-trivial impact of such a type of disorder
on the universal conformational properties of both linear
and closed ring macromolecules.
Working within the frames of continuous chain model
and applying the direct polymer renormalization scheme,
we obtain the values of critical exponents λ up to the first
order of perturbation theory in parameters ε = 4 − d,
δ = 4−a. Our results quantitatively reveal that presence
of long-range correlated disorder with any a < d leads to
an increase of exponents as compared with corresponding
pure values, and thus the probabilities of loop formation
decreases in presence of crowded environment.
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