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ABSTRAKT 
 
Tato bakalářská práce se zabývá analýzou a porovnáním snímků z kamery. Pojednává 
o možnostech zpracování obrazu a hardware systému pro sběr dat. V rámci práce je 
vytvoření databáze snímků a realizování algoritmů, které budou zadané snímky 
porovnávat s referenčními a zjišťovat jejich identitu. 
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ABSTRACT 
 
This bachelor thesis concerns about analysis and image correlation. It discusses 
possibilities of image processing and hardware data collection system. Image database is 
created and algorithms for processing and comparing acquired images with reference are 
designed and created in this thesis. 
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1 ÚVOD 
Tato práce se zabývá získáním digitálního obrazu a jeho následném zpracování 
a vyhodnocení. Před samotným započetím práce je třeba promyslet několik faktorů 
ovlivňující danou problematiku. Výsledný software bude použit v provozu ve firmě Y 
Soft, zabývající se tiskovým řešením, jejichž nejznámějším výrobkem je SafeQ, které i na 
FEKTu využíváme. V této firmě již více než rok vyvíjím testovacího robota. Úkolem 
tohoto robota je vykonávání úloh pro člověka časově náročné nebo neproveditelné – jedná 
se typicky o jednodušší úlohy například opakované přihlášení k tiskovému terminálu, 
nebo složitější úlohy s vytvořeným scénářem, kde robot tiskne, kopíruje nebo skenuje. 
Největším a nejzávaznějším problémem robota je jeho zpětná vazba k řídícímu programu. 
Aktuálně robot nemá žádnou zpětnou vazbu od tiskárny (MFD – Multi Functional 
Device) nebo tiskového terminálu, zda na dané tlačítko opravdu stisknul, 
či nikoliv – odborně řekneme, že robota pouze ovládáme. Abychom robota mohli 
prohlásit za regulovaného, je třeba mu tuto zpětnou vazbu vytvořit, což je obsahem mé 
bakalářské práce. Zpětná vazba bude fungovat na principu získávání snímků z kamery 
směřující na displej MFD a jeho vyhodnocením.  
Můj systém bude komunikovat s řídícím programem robota za pomocí API 
(Application Programming Interface), taktéž bude zcela samostatný celek, který dostane 
od řídícího programu (mastera) příkaz k identifikování obrazu a jako parametr daný 
snímek a o jakou scénu (obrazovku) se nejspíše jedná. Program porovná s adekvátním 
snímkem z předem vytvořené databáze snímku. Z předešlých vět je možné už nyní 
vyvodit několik problémů, které mohou nastat. Jako hlavní problém se může jevit 
pokaždé jiná pozice kamery vůči tiskovému terminálu, nebo kompatibilita obou 
programů. Na tyto a ostatní problémy se podíváme v dalších kapitolách.  
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2 MOŽNOSTI ZPRACOVÁNÍ OBRAZU 
 
Nejdůležitějším krokem celé této práce je dobré promyšlení jakých technologií budu 
pro tuto problematiku využívat. Požadavkem firmy je kompatibilní řešení pro již 
existující software napsaný v programovacím jazyce C#. Abychom zajistili co nejvyšší 
možnou kompatibilitu obou programů, rozhodl jsem se pro napsání moji aplikace 
v jazyce C#, navíc mám k tomuto jazyku velmi blízko a hojně jej využívám. K tomuto 
jazyku byly vytvořeny knihovny zabývající se zpracováním obrazu a počítačovým 
viděním, mezi nejsilnější zástupce patři dozajista EmguCV (nástavba OpenCV pro .NET, 
zajištující možnost kompatibilního volání funkcí z například jazyka C#, dále budu 
využívat pojmenování OpenCV) a AForge.NET. Další menší knihovnou podporující 
jazyk C# je knihovna Sikuli. 
Kritéria pro výběr vhodné knihovny pro zpracování obrazu: 
 
 Intuitivnost – dobře zpracované popisy funkcí a argumentů, čitelná dokumentace, 
jasné postupy, příklady využití 
 Modifikovatelnost – možnost upravovat funkce k dosažení lepších výsledků 
ve smyslu parametrizovatelnosti 
 Dostupnost – zda je knihovna zdarma k využití i pro komerční účely 
 Spolehlivost a stabilita – knihovna musí být spolehlivá, funkce musí být ošetřené 
proti chybám 
 Rychlost – ač rychlost funkcí není největším kritériem, tak nikdy neuškodí, když 
program nebude trvat déle, než je nutné 
 
2.1 OpenCV 
Knihovna OpenCV je tzv. open-source pod BSD licencí obsahující několik stovek 
algoritmů pro zpracování obrazu a počítačového vidění. OpenCV je modulárně 
strukturovaná knihovna, což znamená, že balíček obsahuje několik sdílených 
nebo statických knihoven. Následující moduly jsou dostupné: 
 Jádrové funkce – kompaktní modul definující základní datové struktury včetně 
více rozměrových polí Mat a základních funkcí, které využívají ostatní moduly 
 Zpracování obrazu – modul pro zpracování obrazu obsahující lineární a nelineární 
filtrování obrazů, geometrické transformace (např. afinní transformace, konverze 
barev obrazu, výpočet histogramů a více 
 Video – základní modul pro analýzu videa, zahrnující detekci pohybu, vyjmutí 
pozadí a sledování objektů 
 Calib3D – základní algoritmy pro výpočet pozice kamery v prostoru [1] 
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Knihovna OpenCV je dostupná pro C# v tzv. obalu (anglicky wrapper) známým 
pod názvem EmguCV. Tato nástavba zajišťuje možnost volání C++ funkcí za využití 
dotNET programovacího jazyku, jako je například jazyk C#. Tím se stává vhodným 
kandidátem pro moji práci.  
 Každá funkce je řádně popsána, popisky vysvětlují činnost funkce a také význam 
jednotlivých parametrů. Pokud není nějaká funkce jednoznačně jasná, je dostupná online 
dokumentace, ve které se dá najít deklarace jakékoliv funkce a také jejich využití 
v programu.  
 Všechny hlavní funkce, které to potřebují, jsou parametrizovatelné a jsou tak 
ideální pro moji práci, kde je zapotřebí vše dynamicky nastavovat. 
 Jelikož je knihovna open-source, je také zdarma k využití, ke kterému ji potřebuji 
a tak tomuto kritériu vyhovuje. 
 Po projití různých diskuzí a článků jsem zjistil, že OpenCV je poměrně spolehlivá 
knihovna. 
 
2.2 AForge.NET 
Knihovna funkcí AForge je designována pro C# vývojáře a výzkumníky, kteří se zabývají 
oblastí počítačového vidění a umělé inteligence – zpracování obrazu, nervové sítě, 
genetické algoritmy, učící se stroje, robotika a podobně. Knihovna je plně open source. 
AForge komplet obsahuje set několika knihoven a příkladů využití demonstrující 
jejich funkce a použití. Mezi nejpoužívanější části patří: 
 Imaging – knihovna jež podporuje zpracování obrazu a aplikování filtrů 
 Vision – knihovna obsahující nástroje pro počítačové vidění 
 Video – skupina knihoven provádějící zpracování videa 
 Neuro, Genetic, Fuzzy, Robotics … 
 
Výhodou AForge knihoven je její neustálý vývoj, kdy pořád její tým přichází 
s novými funkcemi a namespacy. [2] 
Mírnou nevýhodou, které jsem si všimnul, je velmi pomalá rychlost domácích 
webových stránek AForge, a tedy procházení jejich ač dobře zpracované dokumentace je 
na dlouho. 
Ve srovnání s jinými knihovnami pro zpracování obrazu disponuje AForge 
podobným arzenálem jako OpenCV, funkce, které nabízí, jsou velmi podobné, některé 
chybí a některé jsou zase navíc.  
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2.3 Sikuli 
Tato knihovna funkcí se nejvíce soustředí na programovací jazyky Python, Ruby 
a Javascript. Sice existuje C# wrapper, není však tak hojně podporovaný a neobsahuje 
všechny funkce. To, co jsem si o C# wrapperu Sikuli zjistil, značí, že jde o knihovnu, 
která se na danou problematiku dívá až moc z vysoké úrovně. Funkce jsou až příliš 
konkrétní a nevyužívá klasickou práci s obrazovými maticemi. Nejspíš je to z důvodu 
původu tohoto wrapperu, který je vytvořený fanoušky. 
2.4 Zhodnocení a výběr 
Po analýze třech knihoven jsem dospěl k závěru, že mi bude více vyhovovat knihovna 
OpenCV, kterou budu určitě používat majoritně. Navíc mám již nějaké zkušenosti s touto 
knihovnou a její prostředí je mi více známé. Je však možné, že budu OpenCV 
a AForge.NET kombinovat.   
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3 HW SYSTÉM PRO SBĚR DAT 
3.1 Kamera 
Před samotným pořizováním snímků z kamery je nutné vymyslet, jakou kameru budu 
využívat a následně její uchycení. Kamera musí být poměrně malá, lehká, přesto musí 
poskytovat dostatečně kvalitní obraz, ale nesmí být příliš cenově náročná. Po hledání 
kamery, která bude vyhovovat kritériím, jsem se rozhodnul pro kameru Microsoft 
LifeCam Studio, jež nabízí full HD 1080p snímkování při 30 snímcích za sekundu, až 
8 Mpx a váží pouze 126 gramů. Tuto kameru je možné zapojit do počítače přes rozhraní 
USB a tak jednoduše ovládat z programu. Kamera má doprovodný software od 
společnosti Microsoft, přes kterou lze kameře nastavit například jas, saturaci, expozici a 
další nastavení. To však pro mne není moc užitečné, důležité je, že toto nastavení dokáži 
provádět i v programu za pomocí některé dříve zmíněné knihovny. Kamera je zobrazena 
na obrázku 1. 
 
  
Obrázek 1: Microsoft LifeCam Studio kamera 
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3.2 Přichycení kamery 
Následně je zapotřebí rozhodnout, zda bude kamera přichycena k dané tiskárně, ke stativu 
robota či na samostatný stativ. Toto rozhodování závisí na několika kritériích: 
 Cena – držák kamery nesmí příliš navyšovat celkovou cenu robota 
 Stabilita – kamera musí být v držáku stabilní, pohyby robota nesmí kameru 
rozostřovat nebo „vlnit“ (periodické pohyby kamery poté vytváří na obrázku efekt 
vln a tím obrázek znehodnocují) 
 Přichycení kamery – přichycení musí být jednoduché, ale pevné, lehce oddělitelné 
a hlavně přizpůsobivé pro různé typy tiskáren a výrobců 
Kamera musí zabírat celé pole displeje tiskového zařízení a to nejlépe pod nulovým 
úhlem. Úhel natočení k displeji budu později kompenzovat za využití afinních 
transformací. Robot, který tiskárnu ovládá, bude dozajista kameře v její činnosti překážet, 
proto bude muset robot před každým započetím zpětné vazby „odjet“ mimo záběr 
kamery, aby nenarušoval snímek a tak i výsledek. 
Jelikož kamera stojí kolem 2000Kč, tak kupovat samostatný stativ nejspíše 
nepřipadá v úvahu, protože by se celkové náklady pro zpětnou vazbu robota zvedly 
minimálně o dalších tisíc korun. Tudíž nám zbývá přichycení na tiskárny nebo na stativ 
robota, obě možnosti jsou možné a proveditelné. Nejlepším řešením je samozřejmě 
uchycení držáku kamery na tiskárnu, avšak ne na každé tiskárně je místo, ke kterému je 
možné držák přichytit. Z tohoto důvodu musí být držák kamery schopen být uchycen jak 
na tiskárně, tak i na stativu robota. Po prohledání internetových obchodů jsem našel 
ideální variantu pro držák na kameru. Jedná se o tvarovatelný husí krk (viz obr. 2) 
s klipovým držením na obou stranách. Jeho cena se 
pohybuje okolo 200Kč, tedy rozpočet nebude o moc 
navýšen. Díky klipům na konci pro uchycování je 
možné pohodlně a pevně uchytit kameru a následně ji 
i jednoduše vyjmout. Připevnění na tiskárnu i stativ 
robota je možné kvůli spodnímu silnému klipu, který 
má na koncích tlapek gumu, která zabraňuje 
prokluzování a tím lépe drží na více materiálech včetně 
plastů. Ač se to z prvního pohledu nemusí zdát, husí 
krk tohoto držáku je velice pevný a stabilní, velmi 
těžce se tvaruje, na druhou stranu je méně náchylný na 
otřesy. 
 
Obrázek 2: Držák s klipem 
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4 TESTOVACÍ SCÉNY A DATABÁZE 
SNÍMKŮ 
4.1 Testovací scény 
Testovací scéna je celek informací zobrazený na displeji multifunkčního tiskového 
zařízení v jeden čas, skládá se z několika tlačítek a pozadí, a rozdělují se na dva typy: 
 
 Nativní – to je každá obrazovka, která je definovaná výrobcem tiskárny 
 Prohlížečové (browser) – to je každá obrazovka, která je vytvořená společnosti Y 
Soft a funguje na principu webového prohlížeče  
 
Ne všechny obrazovky, které je možné dohledat na dané MFD, jsou nutné 
pro uchování jakožto referenční snímky. Je nutné uchovávat pouze potřebné snímky, 
protože firma využívá hned několik různých výrobců MFD a od každého výrobce má 
velké množství modelů. Každá tiskárna může mít okolo deseti potřebných obrazovek, 
avšak kolem sta nepotřebných, tedy kdybychom uchovávali všechny možné scény, došlo 
by k nadměrné velikosti snímkové databáze – to by vedlo k pomalejšímu zpracování 
při vyhledávání daného snímku, případně při jiných algoritmech. 
 
Nejzákladnější testovací scény: 
 Přihlašovací menu 
 Obrazovka zadávání PINu 
 Hlavní menu (nabídka po přihlášení uživatele) 
 Obrazovka kopírování – nativní 
 Obrazovka nastavení kopírování 
 Obrazovka skenu – nativní 
 SafeQ Scan - browser 
 SafeQ Print – browser, tisk 
 Složka čekající (waiting) 
 Složka vytisknuté (printed) 
 Složka oblíbené (favorite) 
 
Ve skutečnosti je testovacích scén o něco více a jejich počet se liší výrobce 
od výrobce. 
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4.2 Databáze snímků 
Databáze obsahuje referenční snímky, které slouží pro porovnávání míry podobnosti 
se snímkem obdrženým. Hierarchie databáze je popsána na diagramu níže (viz obr. 3). 
Databáze se rozkládá do tří úrovní (jak lze usoudit z diagramu obr. 3): 
 Rozdělení podle výrobce (vendora) 
 Každý vendor má své modely tiskáren 
 Každá tiskárna má své obrazovky 
 
Každá obrazovka má své jednoznačné pojmenování (můžeme říct ID), obrazovky 
plnící stejný účel napříč všema vendorama mají stejné ID. Jako příklad můžu uvést 
obrazovku hlavního menu – každý vendor a každý model má obrazovku hlavního menu, 
avšak všechny tyto obrazovky budou mít ID „Main Menu“. Z pohledu databázových 
systému je tento přístup v pořádku, protože snímky se stejným ID nemůžou být nikdy 
v jedné (konečné) složce více než jedenkrát.  
Aby nedošlo k mystifikaci pojmů, uložiště snímků sic nazývám databáze, avšak 
s databází to nemá nic společného. Uložiště neběží na žádném serveru, nevyužívá 
žádných serverových služeb. Je pouze uložena na místním disku v rámci normované 
složky C:/RQA/images. Název využívám pouze jako ilustraci vysvětlující podstatu 
problematiky. 
  
Obrázek 3: Diagram databáze snímků 
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5 ZPRACOVÁNÍ A ANALÝZA OBRAZU 
5.1 Zpracování obrazu 
Pro porovnávání obrazu s referenčním je zapotřebí obraz správně oříznout, natočit, 
roztáhnout popřípadě zešikmit. Těmto operacím se říká Afinní transformace. Afinní 
transformace jsou definovány následujícími rovnicemi:  
 
𝑥′ = 𝑎0 + 𝑎1 ∙ 𝑥 + 𝑎2 ∙ 𝑦 
𝑦′ = 𝑏0 + 𝑏1 ∙ 𝑦 + 𝑏2 ∙ 𝑥 
 
Tyto rovnice definují: 
o Posunutí: č𝑙𝑒𝑛𝑦 𝑎0 𝑎 𝑏0 (𝑡𝑥, 𝑡𝑦)  
o Natočení: č𝑙𝑒𝑛𝑦 𝑎1, 𝑎2 𝑎  𝑏1, 𝑏2 (𝑠𝑖𝑛, cos)  
o Změnu měřítka: č𝑙𝑒𝑛𝑦 𝑎1 𝑎 𝑏2 (𝑚𝑥, 𝑚𝑦)  
o Zkosení: č𝑙𝑒𝑛𝑦 𝑎2 𝑎 𝑏1 (𝑠𝑥, 𝑠𝑦) [4] 
 
Pro získání hodnot všech členů obou rovnic musím najít rohy obrazovky, podle 
kterých daný obraz oříznu, spočítám matice rotace popřípadě zkosení. Rohy můžu nalézt 
například následující procedurou:  
 Na obraz aplikuji některý z filtrů pro získání hranového obrazu 
 Z obrazu odstraním šumy, tím vylepším výsledek rohového detektoru 
 Použiji rohový detektor – v OpenCV se nacházejí dva rohové detektory – Harris 
Corner Detector a CornerMinEigenVal. 
Před tím, než můžu v obraze hledat rohy, musím jej patřičně upravit. Pro zajištění 
kvalitního výčtu rohů z obrazu ho převedu na hranový obraz. Toho docílím aplikováním 
filtrů (Sobelův, Prewittův, Laplacův …). Při sebelepším nastavení rohových detektorů 
nikdy nedostanu pouze rohy obrazovky. V obrazu se totiž nachází veliké množství rohů, 
které jsou detekovány (okraje textu, těžce oddělitelné šumy, spousta ostatní 
obdélníkových tvarů), a je velice obtížné programově zjistit právě čtyři rohy, které 
potřebuji. 
Z tohoto důvodu jsem přešel k nápadu s kalibrací kamery. Samotný robot má 
kalibraci při změně polohy vůči tiskárně (tedy kdykoliv, když se robot přenese k jiné 
tiskárně, musí se nakalibrovat). S tímto úkonem se bude nyní vykonávat i kalibrace 
kamery. Uživatel musí pouze na zobrazeném okně v počítači naklikat čtyři rohy, jejichž 
souřadnice se uloží do pole a najdou se rohy nejbližší rohům naleznutým nějakým dříve 
zmíněným rohovým detektorem. Tento přístup v sobě skrývá výhody i nevýhody. Hlavní 
výhodou je přesné vyznačení rohů a díky tomu by se nemělo stávat špatné určení 
souřadnic a následné nesprávné oříznutí. Nevýhodou zůstává vliv na pohyb kamery vůči 
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displeji v průběhu provádění testů – avšak na toto je náchylný i robot. Kalibrace kamery 
se tedy bude provádět pouze jednou spolu s kalibrací robota.  
 
Po zjištění transformační matice je možné oříznout a správně transformovat 
originální obraz. Transformovaný obraz musí mít shodné rozměry s obrazem 
referenčním, aby bylo možné provést porovnání obrazů. Pro zredukování nepřesností 
v jasových hodnotách závislé na okolním osvětlení je nutné provést ekvalizaci 
histogramu. Je lepší provést ekvalizaci až po oříznutí, okolí tiskárny nebude mít tak 
na ekvalizaci vliv. 
Ekvalizace histogramu je roztáhnutí jasových hodnot do všech úrovní. Najde 
se první a poslední úroveň zastoupeného jasu a poměrově se rozloží do celého jasového 
rozsahu. 
 
5.2 Analýza obrazu 
Po úspěšném transformování obrazu zbývá obraz analyzovat a vyvodit závěry. První fází 
vývoje bude funkce vracející binární výsledek – ano robot se nachází na dané obrazovce, 
ne robot se na dané obrazovce nenachází. Druhou fází bude pak funkce, která navrátí jak 
binární hodnotu, tak i při nepravdivém výsledku, v jakém stavu se tiskárna aktuálně 
nachází a řídící program robota už sám navrhne postup opravy.  
Nejjednodušším způsobem analýzy a porovnání podobnosti obrázku je přes 
porovnání histogramů měřeného a referenčního obrazu. OpenCV umožňuje jak výpočet 
histogramu, tak i porovnávání dvou histogramů s vrácením jednoho čísla, uvádějící 
procentuální shodu. Funkce funguje na principu porovnávání počtu výskytů jednotlivých 
jasových úrovní. Při maximální shodě vrátí funkce sto procent. Ač se může toto řešení 
zdát dobré a dostačující, tak je to pořád pouze jedno číslo rozhodující o celkové 
funkčnosti a to dostatečné není. Je nutné tedy přidat další metody, které analýzu potvrdí 
nebo vyvrátí.  
 Jako další možnost je vyhledávání nějaké předem dané „šablony“ (anglicky 
patternu), na tento případ existuje v OpenCV funkce matchTemplate, jejichž výsledkem 
je buďto lokální maximum nebo minimum, odpovídající pozici v obrázku, v závislosti 
na vybrané metodě porovnávání. Funkce posouvá danou šablonu po jednotlivém pixelu 
řádek po řádku, sloupec po sloupci, a hledá největší podobnost šablony s výřezem obrazu 
v místě, kde se šablona nachází. Pro správnou funkčnost musí být šablona ve stejném 
měřítku jako objekt v obrazu odpovídající šabloně. To je zjevně největší problém 
template matchingu. Abych mohl tuto funkci využít, program musí mít dostupné různé 
šablony pro každou obrazovku – není to nemožné, ale navýší to celkovou velikost 
databáze. 
V další fázi přibude zpětná vazba o aktuálním stavu tiskárny, neboli na jaké 
obrazovce se aktuálně nachází. Půjde o porovnávání měřeného snímků s odpovídajícím 
snímkem referenčním, ale po neshodě se začne s porovnáváním i ostatních snímků 
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referenčních obrazovek pro daného vendora a model. Největší shoda se prohlásí 
za aktuální snímek a navrátí se řídícímu programu robota jeho ID. Tento jednoduchý 
způsob může pomoct robotu z chybových stavů. Zdůrazňuji „může“, protože tato metoda 
pouze odhalí chybu, pokud se tiskárna nachází v nějakém stavu zobrazeném 
na existujících referenčních snímcích. V opačném případě vrátí robotu nepravdivou 
informaci o aktuálním stavu a dostane ho do ještě horší situace – avšak u spousty tiskáren 
se bude opravná procedura provádět odhlášením od přístroje a tak se tiskárna dostane do 
výchozího stavu z jakékoliv situace a test se následně zopakuje (tedy i nepravdivá 
informace o stavu tiskárny dostane robota z chybového stavu, protože pořád bude pravda, 
že je na nesprávné obrazovce, akorát nebude pravda na jaké). Je možné, že v průběhu 
vývoje přijdu na lepší a efektivnější způsob analýzy obrazu. 
 
5.2.1 Výběr a zdůvodnění 
Nejvýhodnější a nejefektivnější metodou porovnání obrazu je rozhodně porovnání 
ekvalizovaných histogramů a proto nejdříve implementuji tuto metodu. Pokud se bude 
zdát nedostatečná, budu postupně přidávat další rozšiřující metody pro analýzu obrazu. 
Zajímavým přístupem může být vyhledávání prvků na dané obrazovce za využití již 
existující databáze prvků. Tuto databázi využívá robot pro definici všech možných 
tlačítek pro konkrétní modely konkrétních vendorů. Každé tlačítko obsahuje informaci 
o své velikosti a relativní pozici vůči nulovému počátečnímu bodu nacházejícím 
se v levém spodním rohu displeje. Navíc každé tlačítko v databázi říká, na jaké obrazovce 
se nachází a na jakou po zmáčknutí odkazuje. Problém zde nastává v poměrech – tlačítko 
sic má nějakou velikost na displeji v milimetrech, avšak toto jen těžko bude odpovídat 
rozměrům transformovaného obrazu. Pokud mi bude zbývat čas, tak se pokusím 
tuto metodu aplikovat.   
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6 REALIZOVANÉ ALGORITMY 
V této kapitole jsou popsány algoritmy pro získávání snímků, analýzu a komunikačního 
rozhraní. 
6.1 Komunikační rozhraní 
Pro komunikaci mezi řídicím programem robota (klientem) a serverem, který obstarává 
požadavky na zpracování obrazu, jsem využil REST Api, které je založené na webových 
http požadavcích zprostředkované C# doplňkem Owin od Microsoftu. Možnosti 
vytvoření API služby je v programovacím jazyku C# mnoho, avšak Owin byl využit už 
jako základní stavební kámen API u robota a tak jsem ho pro vyšší kompatibilitu využil 
i ve svém programu. Tento doplněk zpřístupňuje zprovoznění webové aplikace pod 
zadanou IP adresou (většinou hostující) a portem, na této adrese následně poslouchá 
pro požadavky. Oba programy jsou tímto rozhraním vybaveny a spouští jej při startu. 
Klient má nastaven port 50200 a server 50400. Co se týče prvotního nastavení, tak 
doplněk práci značně zjednodušuje, je to rychlé a intuitivní.  
Přijímání požadavků je založené na vytváření kontrolérů, definování prefixů cest 
a metod, které budou určité cesty obsluhovat. Na obrázku níže (č. 4) je zobrazena hlavička 
metody, která obsluhuje cestu s prefixem „api/v1/improc/calibrate/{port?}/{mfd?}“. To 
znamená, že pokud někdo s přístupem k síti, ve které se aplikace nachází, zadá správnou 
IP adresu s portem a následně přidá do URL předchozí cestu se správně nastavenými 
parametry, tak se vykonají příkazy, které se v těle metody nachází. Část cesty 
„api/v1/improc/“ je pro všechny cesty této aplikace společná a je přednastavena nativně. 
Důvodem je unifikovanost s řídicím programem robota, který používá podobný zápis.  
 
 Všechny metody jsou typu IHttpActionResult, tudíž musí vracet některý 
z normovaných kódů (status codes) definované pro http, které vypovídají o průběhu akce. 
Mezi několik nejpoužívanějších patří: 
 200 – OK, operace uspěla 
 400 – Bad Request, špatná syntaxe, server nerozumí příkazu 
 404 – Not Found, server nenašel metodu s cestou, která by odpovídala URL 
 500 – Internal Server Error, server zaznamenal neočekávanou chybu a zrušil akci 
[3] 
Jako parametr ke každému status kódu lze přidat string popisující důvod zprávy. Tento 
string využívám ke vracení výsledků zpracování ve formě serializovaného JSONu. 
Obrázek 4: Kód http metody pro kalibraci kamery 
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 Vytváření požadavků bylo již v řídicím programu robota vytvořeno, tak jsem 
pouze naprogramoval dvě nové metody, které obstarávají odesílání kalibrace kamery 
a odesílání požadavku na zpracování obrazu spolu se zkoumaným obrazem. Tyto metody 
se tedy nachází v robotí aplikaci v projektu REST ve třídě CreateRequest.cs. Pro posílání 
kalibračních údajů je vytvořena metoda s názvem SendCameraCalibrationPoints, jež má 
tři parametry: 
 List čtyř 2D bodů, které reprezentují čtyři rohy obrazovky 
 Databázové identifikační číslo zkoumané tiskárny 
 IP adresu serveru (včetně portu) se zpracováním obrazu 
 
Metoda serializuje kalibrační body a vloží je do těla požadavku, ostatní parametry 
jsou nastaveny jako query parametry v URL dotazu. Celá URL se skládá z IP adresy  
následované portem, následně definovaným prefixem „api/v1/improc/“ značící dotaz 
pro server se zpracováním obrazu a na konec klíčové slovo calibrate a definování query 
parametrů port a mfd. Vytvoření požadavku je znázorněno na ukázce kódu níže (obr. 5).  
 
 Serverová část nepotřebuje vytváření vlastních požadavků, protože je určena, aby 
pracovala pouze jako systém typu Slave.  
  
Obrázek 5: Kód vytvoření dotazu 
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6.2 Získávání a předzpracování snímků 
6.2.1 Proces získávání snímku 
Funkce knihovny OpenCV mi nedovolili nastavení parametrů kamery tak, abych dosáhl 
jejího maximálního potenciálu, hlavně co se týče rozlišení, které i po nastavení zůstávalo 
stále na výchozím 640x320. Nejspíše nejsou knihovní funkce s touto kamerou 
kompatibilní. K pořizování snímků využívám tedy druhé knihovny AForge.NET, pomocí 
které jsem kameru dokázal nastavit na full HD rozlišení 1920x1080. Největší nevýhodou 
kamery LifeCam Studio je nepřítomnost statického focení, zařízení dokáže pouze 
pořizovat video. Proces získávání snímků funguje tak, že se vezme prvních pět framů 
z videa pořízeného kamerou a následně se průměrují. K těmto operacím slouží dvě 
metody, které se nachází v řídícím programu robota v projektu Cam/Camera.cs 
s pojmenováním Snap a VideoOnNewFrame. Druhá metoda je event handler, který 
se zavolá vždy při přijmutí nového framu. První metoda zajišťuje počáteční konfiguraci, 
vybrání správné kamery (kamer může být použito na jednom počítači více, protože jeden 
počítač může ovládat více robotů pracujících s kamerou) a následné startování 
snímkování, přiřazení eventu a následné ukončení. Na následujícím snímku (obr. 6) je 
zobrazena metoda VideoOnNewFrame, která zajišťuje odebírání potřebných snímků 
z kamery a jejich průměrování. Průměrováním docílíme eliminaci šumu. Metoda 
postupně prolíná obrázek se všemi předešlými a tak tvoří průměr ze všech snímků, 
po dosažení pěti snímků nastaví příznakový bit SignalToStop a tím zajistí ukončení 
snímkovaní a následné pokračování v procesu. 
  
Obrázek 6: Kód VideoOnNewFrame 
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6.2.2 Převod na hranový obraz 
Před samotným analyzováním je potřeba obraz patřičně upravit. Originální obraz 
(zobrazený na obrázku 7) převedu na hranový obraz za pomocí některého z filtrů 
a následně rozhodnu, který bude nejvíce vyhovující. 
 
Pro aplikování Sobelova operátoru využiji funkci Sobel() definovanou jako:  
public static void Sobel(InputArray src, OutputArray dst, MatType ddepth, int xorder, int yorder, int ksize 
=  3, double scale =  1, double delta =  0, BorderType borderType =  BorderType. Reflict101)  
kde: src – vstupní obraz 
 dst – výstupní obraz po aplikování Sobelova operátoru  
 ddepth – hloubka obrazu  
 xorder – pořadí derivace X osy 
 yorder – pořadí derivace Y osy 
 Ostatní parametry jsou volitelné, nechávám je nastaveny defaultně. 
Pro nejlepší výsledek je vhodné zavolat Sobelův operátor dvakrát, jednou 
s parametry xorder=1 yorder=0 a následně xorder=0 yorder=1, tím dosáhneme získání 
vertikálních i horizontálních hran. Po tomto provedení musíme matice proložit do jedné, 
na tuto práci existuje funkce AddWeighted(): 
public static void AddWeighted(InputArray src1, double alpha, InputArray src2, double beta, double gamma,
OutputArray dst, int dtype =  −1); 
kde: src1 – první vstupní obraz 
 alpha – míra prolnutí prvního obrazu 
 src2 – druhý vstupní obraz 
 beta – míra prolnutí druhého obrazu 
 gamma – skalár přičtený ke každé sumaci 
 dst – matice, do které se výsledek uloží 
Obrázek 7: Základní obrazovka 
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K zajištění správného fungování této funkce je nutné splnit podmínku: 
𝑎𝑙𝑝ℎ𝑎 + 𝑏𝑒𝑡𝑎 = 1 
 
Pokud tedy máme matice vertikálního a horizontálního Sobelu, tak ideální 
hodnotou obou mír prolnutí bude 0,5. Kvalita výstupu tímto filtrem není ideální (viz obr. 
8) a tak přistoupím k dalšímu způsobu převodu obrazu na hranový obraz za využití 
přizpůsobivého prahu (angl. Adaptive Threshold).  
 
Přizpůsobivý práh má na rozdíl od Sobelova operátoru výstup ve formě binárního 
obrazu. U obyčejného prahovování je nastavena pouze jedna hodnota určující, zda daný 
pixel bude mít ve výsledném obrazu hodnotu 0 nebo 1. Na rozdíl od obyčejného 
prahování, přizpůsobivé prahování pracuje s okolím každého pixelu a vypočítává ideální 
hodnotu prahu pro každý pixel zvlášť. Funkce je v knihovně OpenCV definována: 
public static void AdaptiveThreshold(InputArray src, OutputArray dst, double maxValue,
AdaptiveThresholdType adaptiveMethod, ThresholdType thresholdType, int blockSize, double c); 
kde: src – vstupní obraz 
 dst – výsledný obraz 
 maxValue – hodnota použitá pro pixely větší než vypočtený práh 
 adaptiveMethod – metoda použitá pro výpočet prahu, jedná se o metodu 
průměrování a metodu váženého součtu. Při použití metody průměrování 
(Adaptive_Thresh_Mean_C) je vypočítán průměr okolí každého pixelu a na základě 
tohoto výsledku je určen práh pro danou souřadnici, velikost tohoto okolí závisí na 
parametru blockSize. Při využití druhé z metod (Adaptive_Thresh_Gaussian_C) je 
základem výpočtu prahu vážený průměr pro určité okolí každého pixelu opět závislé na 
velikost parametru pro velikost kernelu blockSize.  
 thresholdType – parametr nastavující výstup na binární nebo inverzně binární 
 blockSize – zmíněný parametr určující velikost kernelu pro výpočet prahu 
Obrázek 8: Hranový filtr horizontální a vertikální Sobel 
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 C – konstanta, která je odečtena od výsledku metod pro určení prahu. U této 
konstanty mě pobavil popis říkající: „Normálně je C kladné, může být ale také nulové 
nebo taky záporné“, což je naprosto nic nevypovídající popis.  
 
 Funkci jsem nastavil na metodu Gaussovského váženého průměru s velikostí 
kernelu 3x3 a konstantou -5. Výsledek je možné vidět na obrázku číslo 9. 
 Díky formátu binárního obrazu jsou hrany daleko lépe zřetelné, lze však 
pozorovat, že hrany jsou velice kostrbaté. Proto otestuji další z filtrů, přesněji řečeno již 
metodu pro zobrazování hran – Cannyho hranový detektor, jehož základem je Sobelův 
filtr. 
public static void Canny(InputArray src, OutputArray edges, double threshold1, double threshold2,
int apertureSize =  3, bool L2gradient =  false);   
kde: src – vstupní obraz 
 edges – výstupní hranový obraz 
 threshold1 – první práh pro hysterezní proceduru 
 threshold2 – druhy práh pro hysterezní proceduru 
 apertureSize – velikost matice Sobelova operátoru 
 L2gradient – indikuje, zda má být použitý komplexnější přesnější (pomalejší) 
výpočet k určení gradientu, nebo zda stačí výchozí výpočet (rychlejší) 
 
 Cannyho funkce hledá hrany ve vstupním obrazu a zobrazuje je ve výstupním 
obraze, pro zmenšení hrany na velikost jednoho pixelu slouží argumenty threshold1 
a threshold2, kde nejmenší hodnota mezi tímto interval je použita pro linkování hrany 
a největší hodnota pro nalezení počátečního segmentu hran.[5] Výstup Cannyho 
detektoru lze pozorovat na následujícím obrázku (obr. 10). 
  
 
Obrázek 9: Adaptive Threshold 
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Obrázek 10: Cannyho detektor hran 
 Po prozkoumání všech třech výsledků použiji jako ukázku pro další operace 
Cannyho hranový detektor. 
6.2.3 Nalezení rohů 
Nejdůležitějším krokem je právě nalezení správných rohů, podle kterých se daný obraz 
ořízne. Vybráním nesprávných bodů nedostaneme správnou část obrazu a celá zpětná 
vazba přijde vniveč. Dlouho jsem hledal funkci v OpenCV, která by zajišťovala detekci 
rohů. Není divu, jediná funkce hledající rohy se totiž nazývá GoodFeaturesToTrack. 
Můžu o sobě říct, že jsem dobrý angličtinář, ale proč se tato funkce jmenuje tak jak 
se jmenuje, vysvětlit nedokážu. Nicméně, funkce funguje na principu počítání kvality 
rohu každého pixelu vstupního obrazu a využívá k tomu jednu ze dvou metod – 
CornerMinEigenVal nebo cornerHarris. Rohy s nejmenší hodnotou eigenValue 
(hodnota, která je vrácena funkcí CornerMinEigenVal, v překladu „vlastní číslo“ – je to 
tedy nejmenší vlastní číslo přechodu vypočítané matice) menší než je nastavený parametr 
qualityLevel se za rohy nepovažují. Funkce GoodFeaturesToTrack je deklarovaná: 
public static Point2f[] GoodFeaturesToTrack(InputArray src, int maxCorners, double qualityLevel,
double minDistance, InputArray mask, int blockSize, bool useHarrisDetector, double k); 
kde: src – vstupní obraz 
 maxCorners – maximální počet detekovaných rohů 
 qualityLevel – minimální hodnota eigenValue, která je přijata jako roh 
 minDistance – minimální rozestup mezi rohy 
 mask – (volitelné) specifikuje oblast v obrázku, ve které se rohy hledají 
 blockSize – velikost kernelu 
 useHarrisDetector – pokud je true, využije se Harrisův algoritmus 
 k – parametr Harrisova detektoru 
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Tato funkce nemá jako parametr žádnou výstupní matici, její výstup přímo vrací 
2D pole bodů typu float – jeden takový bod reprezentuje jeden nalezený roh a obsahuje 
informaci o jeho umístění v obrazu v XY souřadnicích.  
 Moje implementace této funkce lze vidět na obrázku 10. Nejdříve si vytvořím 
matici, do které zakresluji rohy, následně inicializuji pole pro 2D body. S přiřazovacím 
operátorem zavolám funkci GoodFeaturesToTrack. Jak bylo již jednou zmíněno, nikdy 
z funkce nedostanu pouze ony čtyři rohy obrazovky, tudíž hledání rohů volím velice 
benevolentně. Nejde mi o to, abych našel pouze kvalitní rohy, protože bych nemusel najít 
právě rohy obrazovky. Cílem je zajistit, aby v nalezených rozích byly ty potřebné vždy 
a za každé situace. Proto je parametr kvality rohů nastaven na jednu tisícinu – čím menší 
číslo, tím více rohů projde kontrolou kvality, přičemž 1 je ideální roh. Vykreslování 
provádím v cyklu foreach a za využití knihovní metody Circle. Výsledek po vykreslení 
lze sledovat na obrázku 11.  
 
 
Obrázek 12: Vyznačené rohy 
Podle obrázku 12 lze usoudit, že se mi podařilo vyznačit mimo jiné i čtyři rohy 
obrazovky, které pro transformaci potřebujeme. Následnou výzvou je naleznutí těchto 
Obrázek 11: Kód pro dosažení rohů 
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rohů a poté afinní transformování na základě obdržených znalostí. Myšlenkou je okno 
s hranovým obrazem s vyznačenými rohy, do kterého bude moci obsluha klikat a určovat 
tak správné rohy, tyto rohy se uloží a budou fungovat pro ořez snímku pokaždé, dokud 
kamera zůstane „v klidu“ (pokud do kamery nezasáhne vnější síla, budou rohy sedět 
i na následující měření). Normálním postupem zobrazení obrazu v OpenCV je metoda 
ImShow a pro detekování efektů myši setMouseCallback. Avšak ani po dlouhém čase mi 
eventová funkce nedetekovala kliknutí a musel jsem tak vymyslet alternativu. Tou je 
implementace zobrazená na obrázku 13.  
Je tím druhá (ne tolik známá) metoda zobrazování obrazu přes Window, jemuž lze 
nastavit callback při eventu vyvolaném kliknutím myši v daném okně. Část funkce 
MarkCorner, zajišťující vykreslení nakliknutých rohů, je implementována na obrázku 14. 
 Kalibrace je definována pro dvojklik na danou pozici rohu, aby nedošlo 
k nechtěnému ukliknutí. Pořadí zadávání rohů je nutné dodržet ve sledu: 
1. Levý spodní roh 
2. Levý horní roh 
3. Pravý horní roh 
4. Pravý spodní roh 
Je to navržené tak, aby se kalibrace co nejvíce podobala kalibraci robota, u ní musí 
uživatel projíždět robotem tři definované oblasti obrazovky opět v určitém pořadí. 
Docílím tím tedy větší konzistentnosti celkového výrobku. Otázkou by mohlo být, proč 
nestačí pouze tři rohy pro transformaci, že by se dál čtvrtý dopočítat. Jelikož 
transformujeme rovinu v prostoru pod nejistou perspektivou, není možné dopočítat pozici 
posledního rohu.  
Při zadávání se uživatelské body ukládají do pole bodů. Pokud je dosaženo čtyř 
bodů v tomto poli, program nedovolí přidávání dalších bodů a zeptá se uživatele na nový 
začátek zadávání. V tom případě se pole vyčistí a uživatel může začít znovu. Body, které 
uživatel zadává, jsou okamžitě vykreslovány a k nim je vytištěna i pozice daného rohu. 
Obrázek 13: Náhled kódu pro zobrazení obrazu a eventu kliknutí 
Obrázek 14: Náhled kódu pro handler eventů v okně 
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Toto vykreslování je ukládáno do druhé matice (ne do matice obrázku), která se 
s pracovní maticí sčítá.  
Na následujícím obrázku (č. 15) lze vypozorovat uživatelské body, jejich 
zobrazení a zeleně zakroužkované odpovídající rohy – můžete si všimnout, že body 
zadané uživatelem nejsou přesně na potřebných rozích. To je naprosto v pořádku, nic 
na světě není ideální a tak jistě nebude ani obsluha, algoritmus, který rohy hledá, musí 
být proti těmto chybám robustní. 
Algoritmus hledání odpovídajících rohů rohům zadaných uživatelem je na 
obrázku 16. 
 
Obrázek 16: Kód algoritmu hledající nejbližší rohy 
 Někdo by se mohl pozastavit nad tím, proč procházím pole rohů pomocí LinQ 
dvakrát. Mohl bych první řádek odmazat a ve druhém, místo z proměnné corners, vyčítat 
z _corners a ušetřit tak jeden řádek kódu. Po testech jsem zjistil, že popsaná úprava trvá 
okolo 70ms, zatímco kód uvedený na obrázku 15 pouze okolo 70ns – rozdíl tří řádů je 
velmi znatelný. Důvod tak dlouhého času navrhované úpravy je prostý – funkce 
DistanceTo je poměrně časově náročná metoda počítající 2D vzdálenost dvou bodů 
v rovině a je tedy nutné ji provádět pouze na nutné množství bodů. V případě uvedeném 
na obrázku 15 se funkce DistanceTo používá pouze na vyfiltrované body, které jsou od 
uživatelského bodu vzdálené maximálně o 20 pixelů, těchto bodů je minimální množství 
Obrázek 15: Nalezené rohy 
22 
 
a tak se DistanceTo aplikuje pouze párkrát, navíc LinQ je známé jako velmi rychlý systém 
procházení listů a polí, takže filtrování pomocí Where je momentovou záležitostí. Oproti 
tomu v navrhované úpravě by se pro každý uživatelský bod musela spočítat vzdálenost 
pro všechny nalezené rohy (jejich počet může být několik tisíc).  
6.2.4 Transformování obrazu 
Transformační souřadnice mám již dostupné a tak dalším a posledním krokem 
předzpracováním obrazu je jeho transformace na požadovaný obraz. Abych dodržel 
poměr obrazovek, zvolil jsem rozlišení transformovaného obrazu na 1280x720 pixelů. 
Toto rozlišení mají taktéž referenční snímky, kompatibilita je zajištěna. Pro transformaci 
obrazu jsou obecně potřeba dvě věci: souřadnice bodů ve vstupním obraze a souřadnice 
ve výstupním obraze. Souřadnice ve vstupním obraze jsou body rohů, které byly nalezeny 
pomocí algoritmu na obrázku 15. Druhé souřadnice bodů na výstupním obraze jsou jeho 
krajní body – [0,720], [0,0], [1280,0] a [1280,720]. Po definování těchto dvou nutností je 
načase získat transformační matice – konkrétně translace, scaling (změna měřítka) 
a rotace. Jako první krok jsem zkoušel využít knihovní funkce GetAffineTransform, 
bohužel až po nějakém čase jsem zjistil, že tato funkce slouží pro výpočet pouze paralelní 
projekce. Jelikož do obrazu vstupuje i závislost na Z ose, je nutné najít funkci počítající 
s perspektivní projekcí – k tomuto účelu je vyhrazena funkce GetPerspectiveTransform. 
Její definice je v C# popsána jako:  
 
public static Mat GetPerspectiveTransform(IEnumerable < Point2f >  src,
IEnumerable < Point2f >  dst); 
kde: src – pole 2D bodů ve výchozím obraze 
 dst – pole 2D bodů do výstupního obrazu 
 
Zmíněná funkce vrací 3x3 matici obsahující perspektivní transformaci. Tím jsem 
získal matici pro posunutí a změnu měřítka. Abych transformaci aplikoval, využiji 
metody WarpPerspective, jež na daný obraz použije transformaci perspektivy: 
 
public static void WarpPerspective(InputArray src, OutputArray dst, InputArray m, Size dsize, Interpolation flags 
=  Interpolation. Linear, BorderType borderMode =  BorderType. Constant, Scalar?  borderValue 
=  default(Scalar? )); 
kde: src – vstupní obraz 
 dst – výstupní transformovaný obraz 
 m – matice transformace získána z funkce GetPerspectiveTransform 
 dsize – velikost výstupního obrazu  
Ostatní parametry jsou volitelné a ve své implementaci je nenastavuji 
 
 Následně počítám i rotační matici, ta však zatím nemá žádný význam, jelikož 
obrázek je správně natočený a nepotřebuje žádné natočení. Drobná natočení způsobená 
úhlem kamery jsou kompenzována právě perspektivní transformací. Pokud by byl obraz 
otočen například o 180 stupňů, pak by rotační matice byla na místě. Nyní je sice 
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v algoritmu využita, ale jen pro ukázání způsobu správného použití, či možného 
budoucího použití, a proto to zde více rozvádět nebudu.  
Na předešlém obrázku (č. 17) je zobrazena základní obrazovka 
s programově vyznačeným obdélníkem vyohraničujícím oblast transformace. Následný 
snímek (č. 18) zobrazuje snímek po transformaci. Po prozkoumání lze konstatovat, že 
algoritmus transformování obrazu zvládá a je možné přistoupit k jeho analýze. 
  
Obrázek 17: Základní obrazovka s vyznačeným obdélníkem ořezu 
Obrázek 18: Transformovaný obraz 
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6.3 Porovnání snímků a zjištění míry podobnosti histogramem 
6.3.1 Výpočet histogramu 
Jak bylo již v teoretické části uvedeno, porovnání snímků budu provádět porovnáním 
jejich histogramů. Nejvýhodnější zobrazení histogramu se provádí pro šedotónový 
obraz, jinak bych musel provádět výpočet histogramu pro každý kanál. Pro výpočet 
histogramů existuje v knihovně metoda CalcHist s definicí: 
public static void CalcHist(Mat[] images, int[] channels, InputArray mask, OutputArray hist, int dims, int[] histSize,
Rangef[] ranges, bool uniform =  true, bool accumulate =  false); 
kde: images – pole vstupních obrazů pro výpočet histogramů 
 channels – pro jaký kanál se má histogram počítat 
 mask – volitelný parametr, lze na obraz aplikovat masku 
 hist – výstupní histogram 
 dims – kolik kanálu obrázek obsahuje 
 histSize – velikost pole histogramu 
 ranges – rozsah hodnot, pro které se histogram počítá 
Tato funkce pro výpočet histogramu je dle mého názoru velmi ošemetná, není 
zrovna dostatečně popsána v dokumentaci knihovny, a abych pravdu řekl, některé 
parametry mi přijdou nesmyslné. Navíc je velice složité v OpenCV (C#) jakýkoliv 
histogram zobrazit, neexistuje tu žádná nadefinovaná funkce, jež by to obstarávala. Na 
následujícím obrázku (č. 18) je ukázka implementace kódu. Kód je vytržený z mé funkce 
Histogram: 
 private static Mat Histogram(Mat src, bool equalize = false, bool showImage = false) 
kde: src – vstupní obraz 
 equalize – zda má být histogram obrazu equalizován 
 showImage – jestli má být obrázek pro daný histogram zobrazen 
 
6.3.2 Zobrazení histogramu 
Histogram jako takový není úplně jednoduchý v C# spočítat a o dost složitější ho zobrazit, 
proto po výpočtu histogramu zjišťuji jeho maximální hodnotu, abych mohl celý histogram 
normalizovat pro budoucí zobrazení (viz obr. 19). 
Funkci pro zobrazení histogramu jsem si musel naprogramovat sám, využil jsem 
knihovny ZedGraph, která mi dovoluje vykreslení 2D grafu a všemožné potřebné úpravy. 
Obrázek 19: Kód výpočtu histogramu 
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Abych měl nad grafem větší kontrolu, vytvořil jsem pro tento účel GUI vše obstarávající. 
Nejprve je nutné před spuštěním onoho GUI správná inicializace ukázána na obrázku 
číslo 20.  
 Jak lze vypozorovat z obrázku výše, při inicializaci proměnné histogram ukládám 
do guičkového fieldu MatData výsledek funkce Histogram. Kdybych nenastavil tuto 
proměnou, funkce by neměla s čím pracovat a tím pádem by nic nezobrazila. Celý kód 
GUI lze vidět v příloze, zde pouze poukáži na způsob vytvoření křivky histogramu (viz 
obr. 21). 
Nejdříve je zapotřebí vložit histogram do proměnné datového typu list, se kterým 
funkce AddCurve pracuje. To je provedeno za pomocí cyklu for, kde se postupně indexují 
hodnoty z matice MatData za využití knihovní OpenCV funkce Get. Následně jsou 
nastavené osy grafu a v konečném kroku zavolána funkce AddCurve. Na obrázku 22 je 
zobrazen histogram pro transformovaný obrázek č. 18.  
Obrázek 20: Kód inicializace histogramového gui 
Obrázek 21: Kód vytváření křivky histogramu 
Obrázek 22: Histogram transformovaného obrazu 18 
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 Hodnoty na Y ose nejsou skutečným počtem jasových hodnot zastoupených na 
dané jasové úrovni v obraze. Jedná se pouze o poměrový histogram, toto zobrazení nemá 
na další výpočty vliv.  
 Abych si zkontroloval výsledek histogramu, neboli jeho zobrazení, zobrazil jsem 
si histogram stejného obrazu, jako na histogramu z obrázku 22, v Matlabu. Výsledek je 
možné vidět na následujícím obrázku č. 23. Mohu konstatovat, že obrázky jsou téměř 
identické.  
6.3.3 Porovnání histogramů 
K porovnání histogramu existuje knihovní funkce CompareHist definovaná: 
public static double CompareHist(InputArray h1, InputArray h2, HistogramComparison method); 
kde: h1 – histogram prvního obrazu 
 h2 – histogram druhého obrazu 
 method – metoda použitá pro výpočet podobnosti histogramů 
Existují 4 metody pro výpočet podobnosti:  
1. Correlation – výsledná podobnost je v intervalu <0,1>, kde 1 je maximální shoda 
2. Intersection – čím vyšší výsledná hodnota, tím jsou si více obrázky podobné 
3. Chi-square – udává rozdílnost, čím menší hodnota, tím jsou si více podobné 
4. Bhattacharyya – taktéž udává rozdílnost 
 
Po různých testech, které byly provedeny, jsem zjistil, že porovnávání histogramů 
je velmi závislé na změně jasu a kontrastu daného snímku. Změny jasu a kontrastu 
do 20% jsou přijatelné, avšak větší rozdíly jasu už dělají porovnávání problémy i přes 
ekvalizaci histogramů, kterou provádím pro zvýšení robustnosti. Samozřejmě závislost 
na jasu dává smysl, změněním jasu se posune celý histogram do jednoho nebo druhého 
směru a tím znehodnotí výsledek.  
Obrázek 23: Histogram transformovaného obrazu 18 pomocí Matlabu 
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 Pro otestování jsem snížil transformovanému obrazu č. 17 jas o 20% a vytvořil si 
transformovaný obraz kopírovacího menu. Implementaci je možné vidět na obrázku níže 
(č. 24).  
 Funkce Similiarity je mnou vytvořená funkce, která spočítá histogramy obrazů, 
porovná je a vrátí číslo reprezentující podobnost (použitá metoda výpočtu podobnosti je 
Correlation). Následující tabulka (tab. 1) vysvětluje podobnosti třech obrazů 
bez i s ekvalizací. Podobnost je vyjádřena v procentech. 
 
Podobnost [%] Default + copy Default + Defaultdarker Copy + Defaultdarker 
Bez ekvalizace 10.325 26.177 46.189 
S ekvalizací 73.378 93.338 69.407 
Tabulka 1: Procentuální podobnost obrazů 
 Vidíme, že podobnost správných obrázků po ekvalizaci je daleko vyšší než před 
ekvalizací. Ostatní porovnání obrazů se drží okolo 70%, kdežto stejné obrazy s různou 
jasovou úrovní nad 90%. 
 
6.3.4 Shrnutí metody porovnávání histogramem 
Tato metoda může být účinná pouze při laboratorních podmínkách. Při prvotním testování 
funguje správně, avšak po změně okolního osvětlení byť jen nepatrně oproti předlohám, 
vykazuje obrovské chyby, které zamezují jakoukoliv robustnost systému. Z tohoto 
důvodu je metoda porovnávání obrazu za využití histogramu nepoužitelná. 
  
Obrázek 24: Kód testu podobnosti 
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6.4 Identifikování snímku za využití OCR enginu 
OCR (Optical Character Recognition) engine je celek funkcí zajišťující rozpoznání 
znaků, slov i čísel a jejich převedení do počítačového textu, se kterým se v programu dá 
dále pracovat. Kvalita OCR enginu závisí na komplexnosti algoritmu rozpoznávání, 
samostatném předzpracování obrazu, počtu definovaných fontů, rozmanitosti 
podporovaných jazyků a členitosti kompatibilních vstupních formátů. Na trhu je spousta 
OCR enginů, které se liší kvalitou a licenčně. Od kvalitních komerčních enginů, přes 
volně dostupný Tesseract, až po jednoduchý SimpleOCR.  
 Všechny metody, které staví na OCR, se nachází na serverové straně v projektu 
ImageProcessing ve třídě Ocr.cs. Zde jsem naprogramoval hned několik metod, které 
jsou schopny: 
 Získat veškeré texty nacházející se na obrázku 
 Získat texty v definovaných oblastech na obrázku 
 Získat texty ve specifické oblasti na obrázku 
 Zjištění počtu hvězdiček v zadaném pinu 
 
Samotné texty by mi nebyly k užitku, kdybych je neměl oproti čemu vyhodnocovat. 
Čtení referenčních snímků a porovnávání nalezených textů oproti zkoumanému obrazu 
nepřichází v úvahu, jak z důvodu výkonu, tak i kvůli přímé závislosti na kvalitě 
referenčních obrazů. Tudíž u tohoto typu analýzy obrazu se nevyužívá referenčních 
snímků. Na místo toho jsem do databáze prvků, využívané robotí aplikací, vložil novou 
tabulku nazvanou „Feature regions“ (dále regiony).  
6.4.1 Feature regions 
Regiony jsou abstraktním vyjádřením určitého textu, který se nachází přímo na konkrétní 
obrazovce pro právě jednu MFD. Každý region obsahuje informace o pozici a velikosti 
oblasti, ve které se text nachází. Každá obrazovka může tedy obsahovat více regionů. 
Ideální stav je při definování veškerých textů, které se na obrazovce nachází, tím se 
zvyšuje šance úspěšného identifikování. Vytvořením regionů jsem dostal mocný nástroj, 
díky kterému mohu nalezené texty porovnávat přímo proti databázi. Regiony jsou 
definovány následovně: 
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kde 
 ID – unikátní identifikátor 
 Tag – pojmenování regionu, které je pro dané MFD a 
Screen unikátní 
 Text – přesné znění textu, které se v dané oblasti nachází 
 Position – dvourozměrná pozice regionu v milimetrech 
počítaná od levého spodního rohu obrazovky k levému 
spodnímu rohu regionu. 
 Size – výška a šířka regionu zadána v milimetrech 
 MFD – objekt zastupující konkrétní model tiskárny 
 Screen – jedna z definovaných obrazovek, které se 
v databázi nachází 
 
6.4.2 Filtrování získaných textů 
Mezi texty, které OCR engine vrátí, se nachází také spousta šumu v podobě poničených 
slov, různých symbolů a čísel, které po přečtení nedávají smysl. Z toho důvodu je nutné 
slova vyfiltrovat a pokračovat pouze se slovy, která jsou pravděpodobná. Následujícím 
kódem (obr. 25) toho dosahuji. Vybírám pouze slova, jejichž délka jsou alespoň dva 
znaky a zároveň slova, která neobsahují jiné znaky než znaky běžné anglické abecedy. 
Slova, která prošla první fází filtru, podstupují druhou fázi, která sleduje, zda nalezené 
slovo je přinejmenším obsaženo v nějakém známém slově v libovolném kompatibilním 
regionu. Pokud slovo projde druhou fází filtrace, tak je přidáno do konečného listu slov.  
 
6.4.3 Unikátní slova 
Unikátní slovo je takové slovo, které se v databázi prvků v regionech nachází právě 
jednou pro konkrétní MFD pro všechny obrazovky najednou. Unikátní slova jsou velmi 
cenná, jelikož s velkou pravděpodobností určují správnou obrazovku. Každé unikátní 
slovo musí splňovat: 
1. Slovo je obsaženo právě v jednom regionu pro jedno MFD napříč všemi 
jeho obrazovkami 
2. Pozice všech znaků slova zkoumaného sedí na slovo regionové 
3. Verzálky a mínusky všech znaků slova zkoumaného sedí na slovo 
regionové 
4. Zkoumané slovo neobsahuje žádné další znaky 
Obrázek 25: Kód filtrování textů 
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6.4.4 Algoritmus vyhodnocování textů 
Algoritmus, který bude rozhodovat na základě získaných textů, musí být velice 
komplexní, robustní a zároveň rychlý. Algoritmus se musí za každých okolností správně 
rozhodnout, pokud však rozhodnutí není jisté, je lepší prohlásit, že obrazovku 
neidentifikoval. V tomto případě má řídící program robota, který identifikovanou 
obrazovku přijme, šanci na opravu, v opačném případě dostane neplatnou informaci 
a může nesprávně pokračovat v další činnosti. Algoritmus se sestává ze setu podmínek 
a cyklů foreach, které jsou mnohdy i víceúrovňové, a jeho procedura je následovná: 
1. Získání všech slov z regionů pro danou tiskárnu a obrazovku a převedení těchto 
slov do listu allWords. 
2. V těchto slovech najít slova unikátní a vložit je do samostatného listu 
wordsForUniques. (viz obr. 26) 
3. Nalezení slov, která odpovídají slovům unikátním a jejich vložení do nového 
slovníku uniques typu „<string, string>“, kde první string odpovídá unikátnímu 
slovu a druhý obrazovce, na které se slovo nachází (viz obr. 27).  
 
4. Ve všech zkoumaných slovech najít ty, které jsou alespoň částečně obsaženy 
v některém regionu a vložením do nového listu countains, kde screens je list 
všech obrazovek, které alespoň jedno slovo obsahují (viz obr. 28). 
 
Dále následují podmínky: 
1. Je-li nalezeno více jak jedno unikátní slovo a jejich obrazovky jsou totožné, pak 
identifikovaná obrazovka je obrazovka nalezených slov. 
Obrázek 26: Kód získávání všech slov 
Obrázek 27: Kód nacházení unikátních slov 
Obrázek 28: Kód nacházení obsažených slov 
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2. Jsou-li nalezena dvě unikátní slova a jejich obrazovky se liší, je vybrána ta, 
na kterých se z alespoň 50% nacházejí slova z listu countains. 
3. Je-li nalezeno více než jedno unikátní slovo a mezi nimi více než jeden typ 
obrazovky, je identifikována ta obrazovka, která má největší zastoupení 
nalezených unikátních slov a to víc než 50%. 
4. Je-li nalezeno právě jedno unikátní slovo a počet slov z listu countains se alespoň 
z 50% nachází na obrazovce unikátního slova, určí se právě tato obrazovka 
5. Nejsou-li nalezena žádná unikátní slova a počet slov z listu countains je větší nebo 
rovno čtyřem, je identifikována ta obrazovka, která obsahuje nejvíce countains 
slov prostřednictvím metody ScreenProbabilities nacházející se ve třídě 
Functions. 
6. Nejsou-li nalezena žádná unikátní slova a počet slov z listu countains je menší 
než čtyři, algoritmus obrazovku neidentifikuje 
 
 Algoritmus, jak vyplývá z podmínek výše, je navržen tak, že se obrazovka 
identifikuje s velkou přesností, nebo se raději identifikaci vyhne, pokud k určení nemá 
dostatek důkazů. Vždy je totiž lepší, když řídicí systém robotu zažádá opětovně 
o zpracování obrazu, než když pracuje s nesprávným údajem.  
 
6.4.5 Metoda ScreenProbabilities 
Pokud nejsou nalezena žádná unikátní slova, je třeba rozhodnout o identitě obrazovky 
jiným způsobem. O tento případ se stará metoda ScreenProbabilities, která dostává 
argumentem list slov, jež byly na zkoumané obrazovce nalezeny. Pro každé slovo 
z tohoto listu nalezne obrazovky, které mají region, který toto slovo obsahuje a tyto 
obrazovky vloží do listu, následně se tento list vloží do dalšího listu, ve kterém jsou listy 
obrazovek všech slov (implementace viz obr. 29). Tedy list obsahuje tolik listů, kolik je 
slov na vstupu.  
 
Následně se prochází každý list obrazovek a do slovníku typu 
<obrazovka, integer> se postupně inkrementují hodnoty patřičných obrazovek 
(viz obr. 30). Princip ukážu na jednoduchém příkladu: 
Obrázek 29: Kód získání listu listů obrazovek 
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Slova na vstupu jsou: YSoft, SafeQ, PIN, enter, your 
Nalezené obrazovky pro slovo: 
 YSoft – Login Screen, Main Menu, Main Menu Dropdown, Invalid Credentials, 
SQ Print a SQ Scan 
 SafeQ – Login Screen, Main Menu, Main Menu Dropdown, Invalid Credentials, 
SQ Print a SQ Scan 
 PIN – PIN a Login Screen 
 enter – PIN, Administrator Login a Login Screen 
 your – PIN, Authentication problém, Login Screen, Scan Paper Size a Scanning 
Error 
 
Jak lze vidět, žádné slovo není unikátní, protože se nenachází pouze na jedné 
obrazovce, tudíž předchozí vyhodnocení unikátnosti bylo správné. U prvního slova se 
obrazovky přidají do slovníku typu <obrazovka, integer> a nastaví se číslo na 1. U dalších 
slov se kontroluje, zda obrazovka již ve slovníku je, pokud tomu tak je, inkrementuje se 
číslo o jedničku, pokud ne, tak se obrazovka do slovníku přidá. Tento mechanismus se 
opakuje tolikrát, kolik je slov. Výsledkem je slovník obsahující obrazovky a jejich výskyt, 
v našem případě výsledek odpovídá následujícímu obrázku (viz obr. 31). 
 
Obrázek 30: Mechanismus slovníku a obrazovek metody ScreenProbabilities 
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Každý řádek odpovídá jedné obrazovce. Číslo, které obrazovku následuje, 
reprezentuje zastoupení mezi slovy, které se zkoumaly. Pokud je mezi obrazovkou 
a číslem další textový řetězec, jedná se pouze o komentář v databázi k dané obrazovce. 
 Konečným krokem je převedení získaných statistik do pravděpodobnosti. K tomu 
mi slouží třída ScreenProbability, která se skládá ze dvou proměnných, objekt Screen 
typu Screen a Value typu double. Na obrázku níže (obr. 32) je zobrazen kód zajišťující 
spočítání pravděpodobnosti pro každou nalezenou obrazovku a její vložení do listu 
pravděpodobností. Pravděpodobnost je spočítána jako zastoupení obrazovky podělené 
celkovým počtem zastoupení všech obrazovek, např. pro obrazovku Login Screen je 
pravděpodobnost vypočítána jako 5/16. Tento list pravděpodobností je návratovou 
hodnotou metody ScreenProbabilities. Nejčastěji se ve výsledku vyhledává maximum, 
které určuje identifikovanou obrazovku. 
 
 
  
Obrázek 31: Výsledek příkladu ScreenProbabilities 
Obrázek 32: Kód vypočítání pravděpodobnosti obrazovek 
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6.5 Flann descriptor matcher 
Další metodou identifikování obrazovky je SIFT algoritmus pro detekci deskriptorů 
a FLANN (Fast Library for Approximate Nearest Neighbors) algoritmus pro jejich 
přiřazování. Jednoduše řečeno by se mělo jednat o metodu, která je invariantní vůči 
změně velikosti, natočení a v rámci mezí i změně osvětlení. 
 SIFT (Scale Invariant Feature Transform) byl vyvinut na Univerzitě Britské 
Kolumbie v roce 2004. Algoritmus vyhledává lokální extrémy ve změně velikosti 
i prostoru, např. jeden pixel je porovnáván s osmi jeho sousedy a s devíti pixely v prvním 
menším a prvním větším zvětšení. Pokud je tento pixel určen jako lokální maximum, je 
to potenciálně i klíčový bod. Jakmile jsou všechny klíčové body nalezeny, je třeba je 
zpracovat, aby bylo dosaženo přesnějších výsledků. Využívá se rozvoje do Taylorovy 
řady pro získání přesnější pozice extrémů, avšak pokud intenzita extrému je menší než 
určený práh, tak je tento extrém odmítnut. Jedná se o práh nazývaný contrastThreshold. 
Metoda, která je pro detekci používaná, lépe reaguje na hrany, takže se musí z obrazu 
nejprve hrany odstranit. Pro tento účel se využívá algoritmu podobného Harrisovu 
detektoru rohů. Tím se eliminují nízko kontrastní a také hranové klíčové body a zbydou 
pouze silné a jasné body. Následně je ke každému bodu přiřazena informace o orientaci 
(otočení) k zajištění invariantnosti vůči otočení obrazu. Orientace se určí tak, že 
se vezmou sousední body klíčového bodu a z této oblasti se spočítá gradient a směr 
přechodu. Následně se vytvoří histogram o 36 binech pokrývající oblast 360°. Ze 
spočítaného histogramu se vezme nejvyšší hodnota, hodnoty nad 80% maxima jsou 
použity ke spočítání orientace. Dalším krokem je vytvoření deskriptorů klíčových bodů. 
Toho se dosáhne vybráním oblasti 16x16 okolo klíčového bodu, tato oblast je rozdělena 
do 16 bloků o velikosti 4x4. Pro každý tento blok je vytvořen 8 binový orientační 
histogram. Hodnoty všech histogramů jsou reprezentovány jako vektor, který tvoří 
samotný deskriptor (jsou provedena ještě menší měření k dosažení robustnosti a větší 
spolehlivosti)[6]. Následným využitím algoritmu FLANN lze deskriptory dvou obrázku 
porovnávat. 
 V programu se metoda porovnávající obrázku na bázi algoritmů SIFT a FLANN 
nazývá FlannFeatureDetector, která se nachází ve třídě Functions. Jediným parametrem 
metody je transformovaný zkoumaný obraz. Metoda si nahraje všechny obrázky 
obrazovek ze souborového systému, které odpovídají testované tiskárně. Pro nalezené 
obrázky vypočítá klíčové body a následně komputací zjistí jejich deskriptory. Nejdříve 
musí nalezené deskriptory vyfiltrovat, proto zkoumá jejich relativní vzdálenosti, pokud 
je jejich vzdálenost rozdílná o víc než 25%, tak je deskriptor zahozen. Návratovou 
hodnotou funkce je list typu ScreenProbability, kde jsou obsaženy dvojice obrazovek 
a jejich počet vyfiltrovaných deskriptorů. Naleznutím maxima tohoto listu získávám 
identifikovanou obrazovku.  
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6.6 Dodatečné funkce a rozšíření 
Ve třídě Functions jsou umístěny i metody, které slouží k přepočtům souřadnic, nebo při 
přepočtu mezi jednotkami. Velmi často je potřeba přepočítat milimetry na pixely, jelikož 
spousta elementů je v databázi napsána v jednotkách milimetrů. Při znalosti fyzické 
velikosti displeje v milimetrech, velikosti obrazů v pixelech a při dodržení poměrů při 
transformaci to je možné. Fyzická velikost displeje je uložena v databázi robota pro 
každou konkrétní tiskárnu, velikost obrazů je daná a transformací z 1920x1080 pixelů na 
1280x720 pixelů dodržujeme poměr. Kamera, kterou používám, má minimální zakřivení 
obrazu. Pro převod mezi milimetry a pixely slouží mnou napsané funkce ToPixel 
a ToPixelTr. Rozdíl mezi těmito dvěma metodami je, že ToPixelTr ještě navíc otáčí osu 
y. Všechny elementy, které v databázi jsou, mají počátek [0,0] v levém spodním rohu 
obrazovky, avšak při práci s obrazem je počátek v levém horním rohu, z tohoto důvodu 
je potřeba pozice přepočítávat. Metoda ToPixel se využívá při přepočtu velikostí, kde 
nezáleží na relativní pozici vůči počátku. ToPixelTr je definován hned pro tři typy 
proměnných: Point2, Point2d a Point2f.  
 Dodatkovou funkcí je metoda RetrieveElement, jejíž funkcí je vyjmutí oblasti 
v obraze na základě daného tlačítka a navrácení této oblasti jako nový obrázek typu Mat. 
Metoda má dva argumenty – vstupní obrázek a tag tlačítka. Metoda si najde umístění 
tlačítka s tagem tag a vyřízne oblast odpovídající pozici a velikosti tlačítka z databáze. 
 Ve třídě Extensions se nachází rozšířených datových typů. Příkladem může být 
převod matice Mat do proměnné typu Bitmap, nebo převedení bodu Point2d do Point2f. 
Rozdíl mezi funkcemi a rozšířeními je ten, že na rozdíl od funkce, rozšíření se dá volat 
přímo jako metoda daného typu za pomocí tečky.  
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7 PRINCIP EVALUACE 
Pro obsloužení jakékoliv evaluace slouží metoda zachytávající http požadavek 
EvaluateImage, která se nachází na serveru v projektu Control ve třídě 
ImageProcessingController. Tato metoda má pět parametrů: 
 Mode 
 Type 
 Desired 
 Port 
 JobSelection, 
kde mode je parametr, který nese informaci o typu evaluaci, která se má provést. Definice 
módů je prostřednictví enumu ve třídě EvaluationMode.cs. Na výběr jsou módy Complex, 
Fast, Pin a JobSelection (v další části kapitoly budou rozebrány podrobně). Parametr type 
udává, zda se jedná o operaci ověření nebo detekci. Třetí povinný parametr desired je 
string, který definuje obrazovku, která by se měla na obrázku nacházet. Poslední povinný 
parametr port slouží převážně pro zjištění, která uložená kalibrace patří dotazu. 
Nepovinný parametr jobSelection se má vyplňovat pouze v případě, že je vybrán mód 
evaluace JobSelection, a nabývá jedné z hodnot třídy JobSelection.cs, jejichž hodnoty 
odpovídají názvu regionu, který reprezentuje konkrétní řádek v tiskové aplikaci 
terminálu. 
 Před vykonáním jakékoliv evaluace program zkontroluje, zda existují kalibrační 
údaje pro IP adresu a port, od kterého požadavek došel. Pokud taková kalibrace 
neexistuje, program požadavek zruší a vrátí status kód 400 se zprávou o neexistující 
kalibraci.  
 Zkoumaný obraz je na straně klienta převeden do bytové reprezentace a připojen 
k požadavku jako „content“. Tento obsah je na straně serveru přečten a převeden do 
opencvsharp matice. Tento proces lze sledovat na následujícím obrázku (obr. 33). Typ 
Mat disponuje konstruktorem, který umožňuje sestavit obraz z pole bytů, přesně 
z takového pole, které je vytvořeno na straně klienta. 
 
 Následným krokem je vytvoření nové instance třídy IpMethods, která musí mít 
v konstruktoru inicializován parametr PrinterId, který obsahuje identifikační číslo 
testované tiskárny (toto číslo je uchováno u kalibračních údajů pro konkrétní IP adresu). 
Třída IpMethods obsahuje všechny vstupní metody pro zpracování obrazu. Následně se 
v závislosti na zvoleném módu evaluace vykoná akce. 
Obrázek 33: Kód přijmutí obrazu 
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7.1 Třída ImageEvaluation 
Tato třída má vlastnosti, jež popisují průběh, výsledek a další parametry zhotovené 
evaluace. Výsledky uložené do proměnné tohoto typu jsou následně serializovány do 
formátu JSON a odeslány zpět klientovi, který si řetězec deserializuje a opět pracuje 
s objektem stejného typu. ImageEvaluation (viz obr. 34) má tuto strukturu: 
 
Kde: 
 Evaluated – příznakový bit, který značí, zda evaluace proběhla 
 Corresponds – bit značící, zda obrazovka Desired odpovídá obrazovce 
zjištěné Identified 
 Desired – řetězec reprezentující obrazovku, která by se měla na 
zkoumaném obraze nacházet 
 Identified – řetězec reprezentující obrazovku, která byla evaluací určena 
 Probability – hodnota pravděpodobnosti v rozsahu 0 – 1 
 Verdict – slovní vyjádření pravděpodobnosti, nabývá hodnot: Confirmed, 
Plausible, Sporadic, Unrecognized 
 PopupWindow – příznakový bit, který hlásí, zda je na obrazovce přítomné 
vyskakovací okno 
 JobSelected – seznam tiskových úloh, které jsou na obrazovce vybrány 
(pouze při módu JobSelection) 
 
 Třída také obsahuje override metodu ToString, která nahradí existující 
stejnojmennou metodu. Tato metoda slouží převážně pro přehlednější výpis třídy 
ImageEvaluation do textového řetězce. 
7.2 Komplex mód 
Pod tímto módem si lze představit celkovou analýzu obrazu. Tento mód zjišťuje, o kterou 
ze všech možných obrazovek se jedná. K tomu využívá OCR metody, které studují celý 
obraz, a pokud se pomocí textů nedovede k výsledkům, využije deskriptorů obrazů.  
Obrázek 34: Kód třídy ImageEvaluation 
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 Pro komplexní mód slouží metoda EvaluateImage, která se nachází ve třídě 
IpMethods. Tato metoda má tři parametry: 
 Calibration – list kalibračních bodů 
 Source – vstupní matice s obrázkem (netransformovaným) 
 Desired – textový řetězec označující, o jakou obrazovku by se mělo jednat 
 
 Ze všeho nejdříve se transformuje vstupní obraz perspektivní transformací za 
pomocí čtyř bodů z listu Calibration. Na následujícím obrázku (obr. 35) je zobrazeno 
jádro celého komplexního módu. Tento kód paralelně volá obě evaluační metody 
komplexního módu – OCR a Flann. Funkce Paralle.Invoke skončí až tehdy, kdy skončí 
jeho nejpomaleji dokončená invokace. Technika, která lze na kódu pozorovat, vždy na 
začátku zavolá obě metody, avšak když OCR metoda skončí dříve s kladným výsledkem 
(bezpečně identifikuje obrazovku) nastaví se příznak Cancellation tokenu na zastavení 
evaluace Flannu a tím celé vyhodnocování nemusí čekat na jeho dokončení. Flann je 
dokončen pouze tehdy, pokud OCR metoda nedokáže obrazovku vyhodnotit. Přístup, 
který jsem zvolil, sice bere při každé evaluace trochu vyšší výkon, než kdyby evaluační 
metody byly volány v sérii, avšak průměrně trvá o dost kratší dobu. V závislosti na 
úspěšné evaluační metodě se nastaví identifikovaná obrazovka do proměnné typu 
ImageEvaluation a výsledek se vrátí do kontroléru, odkud byla evaluace zavolána.  
 Komplexní evaluace může být, v závislosti na parametru type, buď identifikace, 
nebo verifikace. Pokud je typ verifikační a zjištěná obrazovka není rovna obrazovce 
desired, jedná se o chybu a uloží se zkoumaná obrazovka do počítače na disk pro správce, 
který může později identifikovat problém, jež nastal.  
 
Obrázek 35: Kód jádra komplexního módu 
 
7.3 Fast mód 
Tento mód je obdobou módu Komplex. Na rozdíl od komplexního tento mód skenuje 
pouze části obrazu a to v závislosti na pozici a velikosti feature regionů, které se na dané 
obrazovce pro konkrétní tiskárnu objevují. Kvůli tomu tento mód pozná pouze, zda chtěná 
obrazovka „desired“ je zobrazena na zkoumaném obraze. Jak si lze odvodit, tento mód je 
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zamýšlen pro potvrzování obrazovky, nikoliv její zjištění. Oproti komplexnímu módu 
neprovádí žádné jiné evaluace, jako třeba Flann. Vstupním bodem tohoto módu je metoda 
FastEvaluation ve třídě IpMethods. Má stejné parametry jako metoda pro komplexní 
mód, avšak vnitřek metody je značně zjednodušen, aby byl celý proces rychlejší, jak již 
název módu indikuje. Pro detekování textů využívá metodu CheckBoxes ze třídy Ocr. 
Tato metoda má dva parametry: vstupní transformovaný obraz a textový řetězec 
zkoumané obrazovky (desired). Metoda si najde všechny regiony pod touto obrazovkou 
v databázi, vezme si jejich pozice a velikosti a vloží je do objektu enginu. Návratová 
hodnota této funkce je proměnná typu bool, tedy dvou hodnotová proměnná, určující 
pravdu či nepravdu. Tento bool je přiřazen do property Corresponds třídy 
ImageEvaluation a vrátí výsledek klientovi. Celý proces je většinou alespoň 2x rychlejší 
než komplexní režim, v závislosti na počtu regionů, které se na zkoumané obrazovce 
nachází. Samozřejmě čím více regionů na obrazovce je, tím přesněji se dá rozeznat, avšak 
tím trvá operace déle a proto je třeba nalézt jakýsi kompromis.  
 
7.4 JobSelection mód 
Jedno z doplňkových přání zadavatele této práce bylo, aby bylo možné rozeznávat, které 
tiskové úlohy jsou vybrány, aby nedocházelo k nechtěnému vybrání jiných úloh, 
nebo nevybrání potřebných tiskových úloh. Na následujícím obrázku (obr. 36) je 
zobrazeno prostředí, ve kterém má tento mód fungovat. JobSelection mód pracuje 
i s typem evaluace. Pokud je typ nastaven na verifikaci, tak pouze zkontroluje, zda zadaná 
tisková úloha je skutečně vybrána. Avšak pokud je typ nastaven na detekci, program 
zjistí, které všechny tiskové úlohy jsou vybrány a vrátí jejich enumerační hodnoty. 
 
Obrázek 36: Obrazovka SQ Print 
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 Jedná se o tiskové prostředí SafeQ od společnosti Y Soft, které je založené 
na html, dá se tedy říci, že jde o webovou stránku v tiskovém terminálu. Různé verze 
SafeQ se od sebe trochu liší, ale princip layoutu zůstává stejný. Pro identifikování 
určitého řádku využívám regionů, které musí mít názvy odpovídající položkám v enumu 
JobSelection. Nevýhoda tohoto způsobu je v nutnosti mít ony regiony definovány, jinak 
nemůže detekce proběhnout. Avšak obrovská výhoda spočívá v abstraktnosti, kde pro 
všechny tiskárny různých výrobců stačí jeden kód.  
Pro tento mód slouží vstupní metody FindSelectedJobs a CheckSelectedJob (v 
závislosti na vybraném typu, funkčně se ale od sebe neliší) nacházející se opět ve třídě 
IpMethods. Poprvé u těchto metod pracuji ručně s hodnotami pixelů nacházejících 
se v obraze. Identifikování, zda je úloha vybrána nebo ne, se na displeji zobrazí 
podbarvením daného řádku buď bíle (nevybráno), nebo černě (vybráno). Dá se říct, 
že všechny barvy řádku (symbolů, obrázků, textů) při změně výběru invertuje. Díky 
nejvyššímu možnému kontrastu dvou barev můžu jednoduše převést obraz 
na monochromatický obraz. Následným aplikováním thresholdu, který je nastaven přesně 
na půlce maximální jasové hodnoty osmi bitového čísla 127, dostávám binární obraz 
s hodnotami 0 a 255, nebo chceme-li 0 a 1. Kontrolování jednotlivých úloh je řešeno 
cyklem foreach. Jeden cyklus má tyto kroky: 
1. Naleznutí regionu odpovídající dané tiskárně a aktuální tiskové úloze. 
2. Vytvoření nové matice o velikost 75x20 pixelů, s hodnotami obdélníkové 
oblasti se středem uprostřed získaného regionu. V této oblasti se nikdy 
nevyskytují žádné znaky, pouze podbarvení bílá/černá v závislosti na vybrání. 
3. Spočítám součet všech pixelů – 75x20 hodnot = 1500 hodnot. 
4. Spočítám průměr tohoto součtu. 
5. Pokud je průměrná hodnota menší než 127, vyhodnotím danou úlohu jako 
označenou a přidám ji do listu označených JobSelected úloh, do proměnné 
třídy ImageEvaluation. Porovnáváním s právě touto hodnotou se eliminují 
chyby, příkladem nechtěné znaky na obrazovce, šum, nečistoty na samotném 
displeji a více.  
 
 Nalezené tiskové úlohy se následně vrátí klientovi, který může vykonat opravné 
operace. Průměrná délka celého módu se pohybuje v rozmezí 500 milisekund včetně 
komunikace, což je velmi rychlé, oproti jiným operacím.  
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8 UŽIVATELSKÉ OVLÁDÁNÍ 
Ovládání pro uživatele je soustředěno pouze na klientské části a je realizováno jako 
součást aktuálního GUI robota. Pro vstoupení do možností 
kamery a zpracování obrazu slouží tlačítko „calibrate 
camera“ v sekci Calibration. Ostatní funkcionality 
uživatelského rozhraní zobrazené na obrázku č. 37 nejsou 
částí mé bakalářské práce. Po kliknutí na zmíněné tlačítko 
se otevře okno pro kalibraci kameru s možnostmi 
doprovodných akcí.  
8.1 Kalibrační uživatelské rozhraní 
Proces kalibrace kamery (viz obr. 38) je následující: 
1. Zvolení kamery v rolovací liště 
2. Nastavení správné polohy kamery za využití videa 
(volitelné) 
3. Nastavení parametrů kamery přes tlačítko Settings 
(volitelné) 
4. Odsunutí robota z dohledu kamery tlačítkem Move 
the robot (volitelné) 
5. Sejmutí obrázku tlačítkem Snap 
6. Vybrání metody pro detekci hran 
7. Naleznutí rohů v obraze tlačítkem Find corners 
8. Uživatelské označení rohů dvojklikem na obrázku 
9. Přiřazení odpovídajícím rohů tlačítkem Look for best matches 
10. Transformování obrazu tlačítkem Set and Transform 
Obrázek 37: Základní GUI robota 
Obrázek 38: Kalibrační GUI kamery 
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 Po posledním kroku je obraz transformován a je možné vykonávat s ním až 4 akce. 
Hierarchicky první akcí je tlačítko IP (Image Processing) Calibrate. Po stisknutí se zavře 
kalibrační gui, uživatele nechá vybrat z databáze tiskárnu, pro jakou se kamera kalibruje  
a údaje pošle na zadanou IP adresu, kde se požadavek zpracuje. O úspěšnosti kalibrace 
kamery se uživatel dozví v otevřené konzoli, nebo podbarvením tlačítka „calibrate 
camera“, kde zelená znamená úspěšně nakalibrováno, červená indikuje, že kalibrace 
neproběhla v pořádku a oranžová, že kamera ještě nebyla kalibrována (při inicializaci 
gui).  
 Tlačítko Reference uloží obrázek na uživatelem zvolené místo v souborovém 
systému ve formátu PNG. Tato funkce se využívá při přidávání nových referenčních 
obrazovek. 
 Tlačítko Identify je jistě nejnovějším vylepšením uživatelského rozhraní. Po 
stisknutí vyšle na server požadavek o zpracování obrazu a po přijetí oznámí uživateli, 
jakou obrazovku server identifikoval. Tato funkce byla vyžádána obsluhou, která již 
zpracování obrazu využívá. Pro úspěšné zpracování je nutné mít předem správně 
nakalibrovaný server a nasnímaný obrázek.  
8.2 DB Filler 
Poslední akcí, avšak jistě nejkomplexnější, je funkcionalita skrytá pod tlačítkem DB 
Filler. Nejprve je nutné uvést několik informací. Všechny pozice a velikosti prvků, které 
se na všech obrazovkách objevovaly, se dříve měřili manuálně pravítkem přímo 
na fyzickém stroji a tyto hodnoty se musely ručně zadávat do databáze. Už tehdy, kdy se 
Obrázek 39: DB Filler gui 
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měřili pouze tlačítka, byl tento způsob plnění databáze časově náročný a byl také velmi 
nepřesný, kvůli lidské chybě při odečítání. Navíc bylo mnohdy velmi obtížné okem zjistit, 
co je součást funkčního displeje. S přidáním nové tabulky objektů Feature Regions by 
bylo přidávání všech prvků neproveditelné z hlediska času. Z tohoto důvodu jsem vyvinul 
uživatelské rozhraní (viz obr. 39), které po uživateli chce minimální nároky pro přidání 
nových elementů. Rozhraní funguje ve dvou módech: 
1. Přidávání Button Placementů – zkonkretizované abstraktní tlačítka 
2. Přidávání Feature Regionů – regiony využívané zpracováním obrazu 
Při prvním módu uživatel pouze tahem na zobrazeném obraze vybere oblast tlačítka, 
následně vybere z databáze tiskárnu, o kterou se jedná, a abstraktní tlačítko. Posledním 
krokem je stisknutí tlačítka add element, čímž se přidá nový Button Placement 
do databáze s naměřenou velikostí a pozicí. 
 U druhého módu je uživatel nucen vybrat tahem oblast a následně opět definovat 
tiskárnu, dále musí vybrat, o jakou obrazovku z databáze se jedná. Nejdůležitějším 
krokem je napsání čistého textu, který se v označeném regionu nachází, a to do pole Text. 
Je důležité dodržovat velikost písmen, nevypisovat čísla ani symboly. Tag je automaticky 
vyplněn dle pole Text, nebo může být upraven dle libosti. Nakonec po stisku tlačítka add 
element se region vloží do databáze. U přidávání regionů je hlídána unikátnost tagů pro 
konkrétní tiskárnu a obrazovku.  
 Hodnoty získané označením oblasti na obrázku jsou v pixelech. Pro databázi je 
nutné jejich převod na milimetry. Při znalosti fyzické velikost obrazovky, velikost obrazu 
v pixelech a při splnění podmínky zachování poměrů to je možné. Jednoduchým 
přepočtem zobrazeným na následujícím obrázku (viz obr. 40) je to uskutečněno.  
 
 Proměnná element je vstupní dvourozměrný bod, který má být transformován. 
Nejprve se nadefinují lokální proměnné screenPixels a screenMilis z dostupných zdrojů 
(Image je zkoumaný obraz a _mfp je vybraná tiskárna). Přepočet se provádí jako y osa 
násobená podílem výšky obrazovky v milimetrech a v pixelech. Pro x osu se podělí šířka 
obrazovek. Y osa se musí převracet z důvodu uvedeného v kapitole 6.6 Dodatečné funkce 
a rozšíření.  
 Aktuálně je DB Filler nejvyužívanější funkcionalitou celého uživatelského 
rozhraní robota, inženýrům velmi šetří čas i námahu. Již plánuji i další vylepšování, 
které se bohužel do mé bakalářské práce časově nevleze. 
  
Obrázek 40: Kód pro přepočet pixel/mm 
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9 STATISTIKY A VLASTNOSTI PROGRAMU 
Program, který byl v tomto dokumentu popsán, musí být robustný, spolehlivý a schopen 
pracovat dlouhou dobu bez chyb a nežádoucích přerušení. K tomu je třeba mít téměř 
dokonalou správu programu, kompletní přehled o běhu programu, aby bylo možné při 
případné chybě identifikovat problém, a mít kód co nejvíce optimalizovaný a ošetřený 
vůči chybám. 
9.1 Logování 
Správný program by měl uchovávat všechny informace o akcích, které provádí, tudíž 
veškerá aktivita mého programu je logována do konzole a do výstupního logovacího 
souboru. K tomu využívám volně dostupného doplňku log4net, který celou režii 
obstarává. Hlášení, které loguje, se rozděluje na pět úrovní podle závažnosti (vzestupně): 
DEBUG, INFO, WARN, ERROR a FATAL. Jeden záznam je pak ve tvaru:  
 Datum Úroveň Vlákno Soubor  -  Zpráva 
 Na následujícím obrázku (obr. 41) je ukázka konzole při běhu programu, 
kde nastavená minimální úroveň je INFO (úroveň DEBUG se nezobrazuje, ale do 
výstupního souboru se zapisuje). Každá žádost o zpracování obrazu začíná logem „Servist 
request from IP“ a končí „Request from: IP took n seconds“. Vše mezi těmito dvěma logy 
jsou informace popisující běh, rozhodování a určení výsledků konkrétní evaluace.  
 
Obrázek 41: Výpis konzole 
9.2 Výkon 
Aktuálně server jede na virtuálním přístroji se čtyřmi virtuálními jádry s výkonem 
3,19 ¨GHz. Následující tabulka (tab. 2) ukazuje časovou náročnost jednotlivých módů. 
Mód tmin [s] tmax [s] 
Komplex 3.245 8.684 
Fast 1.372 5.945 
JobSelection 0.574 0.634 
Tabulka 2: Časová náročnost módů 
 Jak je z tabulky patrné, komplexní i Fast mód vykazuje velké výkyvy v době 
zpracování. To je převážně způsobeno složitostí a počtem regionů, které se na dané 
obrazovce nachází.  
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 Hardwarová náročnost je poněkud vysoká, sic není třeba grafické karty ani větší 
vyrovnávací paměti více než 2 GB, avšak dostatečný procesor by byl při nejmenším čtyř 
jádrový s rychlostí 4 GHz. U stroje s takovýmto výkonem by bylo možné evaluovat 
obrazovky blíže realtimu.  
9.3 Hlídání paměti 
Programovací jazyk C# má implementován svůj vlastní Garbage Collector (GC), který se 
sám stará o uvolňování nepotřebné paměti. Občas je však nutné některé objekty 
„disposovat“ (nastavení stavu dispose, který řekne GC, aby objekt uvolnil z paměti) 
ručně, obzvláště u statických nebo globálních objektů. Nejčastěji k tomu dochází 
u opencvsharp matic, se kterými se v instancích pracuje. Proto jsem se už při psaní kódu 
soustředil na dodatečné ruční uvolňování. Na následujícím obrázku (obr. 42) je výstupní 
graf z Visual Studia, který zaznamenává velikost využité paměti. Ukázaná oblast jsou 
necelé dvě minuty provozu, za tu dobu přišlo osm dotazů o vyřízení zpracování obrazu. 
Zobrazení paměti je horní graf, spodní ukazuje zátěž procesoru při zpracování. Server již 
byl otestován v neustálém provozu po dobu jednoho týdne, kde paměť časem nenarůstá, 
tudíž uvolňování paměti funguje v pořádku.  
 
 
  
Obrázek 42: Ukazatel paměti a procesoru 
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10 ZÁVĚR 
Pomocí literární rešerše jsem našel knihovny zprostředkovávající metody k nastavení 
kamery, snímání obrazu a následné zpracování obrazu. Jistými způsoby jsem využil obě 
hlavní zmíněné knihovny OpenCV i AForge, kde OpenCV jsem využil k nastavení 
parametrů kamery, předzpracování i zpracování obrazu. AForge mi sloužil k nastavení 
rozlišení u kamery a snímání full HD obrazu.  
 Nadefinoval jsem požadované typy testovacích scén a vytvořil databázi 
referenčních snímků, která reflektuje všechny potřebné obrazovky. Snímky jsou umístěny 
v souborovém systému, na kterém běží serverová část aplikace.  
 První metodou, která měla identifikovat obrazovku a to za využití referenčních 
snímků, bylo porovnávání obrazů referenčních a zkoumaných za využití histogramů. Tato 
metoda je příliš náchylná na jakékoliv jasové změny v obraze a to i po obrazových 
úpravách a ekvalizaci histogramu, tudíž jsem tuto metodu zavrhl.  
 Druhou metodou je porovnávání obrazu kalkulací jejich deskriptorů a klíčových 
bodů a následné hledání nejlepších shod. Ke kalkulaci byl využit algoritmus SIFT a pro 
hledání shod FLANN. V průběhu testování se tato metoda ukázala vysoce robustní, málo 
náchylná na jasové změny a invariantní vůči rotačním nebo pozičním změnám v obraze. 
Nevýhoda této metody spočívá v nutnosti mít definované všechny možné obrazovky, 
které mohou nastat, a to i v případě, že se s vysokou určitostí nebudou ani nikdy používat. 
S počtem referenčních snímků lineárně narůstá i doba zpracování touto metodou. 
Zlehčujícím faktorem může být, že se tato metoda využívá pouze tehdy, kdy 
identifikování obrazovky nezvládne metoda založená na rozpoznávání znaků 
vyskytujících se ve zkoumaném obraze. Avšak stále se jedná o pouhé porovnávání obrazu 
vůči jinému obrazu. 
 Proto jsem vytvořil třetí metodu, která využívá enginu pro optické rozpoznávání 
znaků a databázi prvků zprostředkovanou řídící aplikací robotu. V této databázi jsem 
vytvořil nový typ objektu nazvaný Feature Regions, který představuje určitý text na 
definované pozici pro konkrétní tiskárnu a obrazovku. S textem, který OCR engine zjistí 
na zkoumaném obraze, a s přístupem k databázi prvků jsem byl schopen vytvořit 
algoritmus, jenž identifikuje obrazovku s vysokou přesností. Pokud však nemá tato 
metoda dostatek důkazů, přenechá identifikaci druhé metodě. 
 Realizoval jsem jak klientskou, tak i serverovou část. Klientská část je součástí již 
existujícího grafického rozhraní pro řídící aplikaci robota, obsahuje možnosti na kalibraci 
kamery, vkládání nových elementů do databáze prvků za pomocí měření kamerou, 
ukládání referenčních snímků a možnost ukládat a nahrávat dřívější kalibrace. Definoval 
jsem metody, které zpřístupňují služby serverových metod pro zpracování obrazu. 
Uživatel je schopen zavolat libovolný dostupný mód zpracování obrazu, nebo zjistit status 
kalibrace pro právě existující aplikaci robota. Uživatel má na výběr z módů komplexní 
analýzy, rychlého potvrzení obrazovky, nebo detekování výběru tiskových úloh. Obě 
aplikace spolu komunikují za využití webových dotazů. Serverová část je samostatně 
fungující jednotka nacházející se na virtuálním přístroji. Je navržená na dlouhý a neustálý 
47 
 
provoz, avšak k tomu je potřeba výkonný stroj, na kterém je spuštěna. Měl jsem možnost 
spolu s inženýry z firmy aplikaci testovat po dobu delší jak 14 dnů a mohu konstatovat, 
že serverová část je z pohledu stálosti a bezpečnosti v pořádku. Během testování byla 
odhalena spousta chyb, které jsem obratem opravil. Za tuto dobu proběhlo více než 8000 
požadavků na zpracování, z toho jich 37 nebylo úspěšných, tyto výsledky odpovídají 
99,54% úspěšnosti. Podle integrované analýzy kódu, která se v nejnovějším Visual 
Studiu nachází, má klientská část více než 1300 a serverová část téměř 1100 řádků kódu.  
 V budoucnu plánuji změnit příchytný systém pro kameru, kde je nyní husí krk 
přichycen ke stativu, nebo k robotu či tiskárně. Bohužel, husí krk není moc stabilní, tudíž 
jsem přišel s řešením pořídit pro každou kameru stativ a nastavovací tyčky. Aktuálně 
úspěšnost celé aplikace brzdí kvalita pořízených obrázků. Občas se objeví i problémy 
s používanou kamerou, kdy se kamera samovolně po stovkách snímků odpojí programově 
od počítače a musí se fyzicky přepojit, to dělá velký problém při dlouho běžících testech. 
Tento problém plánuji vylepšit pořízením průmyslové kamery postavené na technologii 
ethernet. Tím se zlepší jak kvalita snímků, jelikož budu moct snímky fotit a ne jen 
odebírat snímky z videa, ale zlepší se i fyzická spolehlivost, jelikož kamera nebude 
připojena k fyzickému stroji, ale rovnou do lokální sítě. Zmíněné kamery jsou poněkud 
drahé, ale věřím, že přínos pokryje náklady.  
 Dovolím si tedy konstatovat, že jsem splnil všechny body zadání, přičemž jsem je 
značně rozšířil a zhotovil provozu schopnou aplikaci. Aplikace je nasazena v provoze.   
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