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Abstrakt
Práce se zabývá primárními metodami rozložení oblasti prˇi rˇešení okrajových úloh s Di-
richletovými okrajovými podmínkami a studiem prˇedpodmíneˇní gradientních metod.
Problém rˇešení okrajových úloh se metodou konecˇných prvku˚ prˇevede na soustavu line-
árních rovnic, které se rˇeší numerickými iteracˇními metodami s prˇedpodmíneˇním. Sna-
hou je nalézt co nejrychlejší metody rˇešení takových soustav, k cˇemuž napomáhají práveˇ
metody rozložení oblasti, které umožnˇují dobrˇe paralelizovat výpocˇet. Práce ukazuje jak
ze zadaných okrajových úloh v 1D a 2D sestavit soustavy lineárních rovnic a jak apli-
kovat metody rozložení oblasti. Dále analyzuje možnosti prˇedpodmíneˇní s cílem nalézt
co nejrozumneˇjší variantu z hlediska cˇasové a pameˇt’ové nárocˇnosti výpocˇtu a prˇesnosti
rˇešení.
Klícˇová slova: metoda konecˇných prvku˚, primární metody rozložení oblasti, trˇíkroková
metoda
Abstract
This work deals with primary methods of domain decomposition for solving boundary
problemswith the Dirichlet’s boundary conditions and study of preconditioning gradient
methods. The problem of solving boundary problems is converted into the system of
linear equations by finite elementmethod and this system is solved by numerical iterative
methods with preconditioning. The aim is to find the fastest methods of solving such
systems and right methods of domain decomposition, which allows good parallelization
of computation, helps to that. This work demonstrates how to build systems of linear
equations from given boundary problems in 1D and 2D and how to apply the domain
decomposition method. It also analyzes the possibilities of preconditioning with aim to
find the most sensible option in terms of time and memory consumption of computation
and precision of the solution.
Keywords: finite element method, primary domain decomposition, threestep method
Seznam použitých zkratek a symbolu˚
∂Ω – Hranice množiny Ω
Ω¯ – Uzáveˇr množiny Ω
∆ – Laplaceu˚v operátor
∇ – Gradient
C(Ω) – Funkce spojitá na Ω
C1(Ω) – Funkce se spojitými prvními derivacemi na Ω
C2(Ω) – Funkce se spojitými druhými derivacemi na Ω
R – Množina všech reálných cˇísel
S – Schuru˚v doplnˇeˇk
rˇ1 – První rˇádek matice, oznacˇení prˇi maticových úpravách
∅ – Prázdná množina
I – Jednotková matice
λmax – Nejveˇtší vlastní cˇíslo matice
||M || – Norma maticeM
Aˆ – Aproximace matice A
DDM – Domain Decomposition Methods
MKP – Metoda konecˇných prvku˚
BPS – Bramble, Pasciak, Schatze
PDR – Parciální diferenciální rovnice
PCG – Metoda sdružených gradientu˚ s prˇedpodmíneˇním
CG – Metoda sdružených gradientu˚
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51 Úvod
Rozdeˇl a panuj, vyslovil na prˇelomu 15. a 16. století Niccolò Machiavelli. Pu˚vodneˇ se
touto zásadou rˇídili zejména úcˇastníci politického boje, prˇi snaze dostat se k moci. Díky
poznání, že menší problémy se zvládají rˇešit snáze než velké, se dnes toto heslo hojneˇ
uplatnˇuje prˇi rˇešení velkých matematických a programovacích úloh. Metody rozložení
oblasti jsou založeny práveˇ na principu rozdeˇl a panuj, kdy zadanou úlohu rozdeˇlí na
menší cˇásti.
V mé bakalárˇské práci se zabývám rˇešením okrajových úloh s Dirichletovými okra-
jovými podmínkami v jedné a dvou dimenzích, tyto úlohy popisují naprˇíklad lineární
pružnost, vedení tepla cˇi elektromagnetismus. Uvedené úlohy spadají do oblasti mate-
matického modelování, což je popisování jevu˚ z reálného sveˇta pomocí matematických
modelu˚. V dnešní dobeˇ výkonných pocˇítacˇu˚ je rˇešení teˇchto úloh velmi rozšírˇené. Navíc
je snaha výpocˇty paralelizovat abychom dosáhli rˇešení v co nejkratším cˇase.
Cílem mé práce je ukázat, jak se rˇeší okrajové úlohy s Dirichletovými okrajovými
podmínkami metodami rozložení oblasti autoru˚ Brambla, Pasciaka a Schatze [1] a pro-
vézt studii nejru˚zneˇjší prˇedpodminˇovacˇu˚ použitých prˇi rˇešení.
V kapitole 2 prˇedvedu prˇechod ze zadané spojité formulace úlohy na diskrétní, kterou
potom mu˚žeme rˇešit iteracˇními numerickými metodami. Diskretizaci úlohy provádím
metodou konecˇných prvku˚, tato metoda má na rozdíl od metody konecˇných diferencí
neˇkolik výhod. První z nich je fakt, že metoda vychází z fyzikálního modelu a je tedy
v jistém smyslu prˇirozeneˇjší, kdežto metoda konecˇných diferencí má základ až v ma-
tematické formulaci úlohy. Další výhodou je univerzálnost a nezávislost MKP na tvaru
diskretizované oblasti, není proto problém diskretizovat i geometricky složité tvary. Po
diskretizaci dostaneme soustavu lineárních rovnic, které budeme dále rˇešit.
Metodám rˇešení lineárních rovnic se veˇnuji v kapitole 3, zde pouze nastíním princip
rˇešení a odkážu na metody, které prˇi rˇešení v praktické cˇásti používám.
Hlavní kapitolou je kapitola 4, primární metody rozložení oblasti. V ní ukážu jak ob-
last, na které rˇešíme úlohu, rozdeˇlit do více podoblastí a jak vhodneˇ prˇeusporˇádat matici
soustavy na diagonální cˇást, odpovídající vnitrˇním uzlu˚m, a cˇásti odpovídající uzlu˚m
na hranicích. Na rozdíl od populárneˇjších FETI (finite element tearing and interconnect)
metod, metody autoru˚ Brambla, Pasciaka a Schatze nezvyšují pocˇet neznámých a za-
chovávají pozitivní definitnost úlohy, tudíž je lze použít jako prˇedpodmíneˇní v metodeˇ
sdružených gradientu˚, což v této cˇásti popisuji. Navíc ukážu paralelní zpu˚sob rˇešení im-
plementovaný v Matlabu.
V poslední cˇásti (kapitola 5) prˇedstavím výsledky praktické cˇásti své práce, kterou
byla studie prˇedpodmíneˇní. Testoval jsem nejru˚zneˇjší varianty prˇedpodmíneˇní a sledo-
val pocˇet iterací a cˇísla podmíneˇnosti matice soustavy. Na záveˇr zhodnotím efektivnost
paralelního programu a dosaženého zrychlení.
62 Diskretizace metodou konecˇných prvku˚
Pro numerické rˇešení úlohy je trˇeba provést diskretizaci a rozdeˇlit tak interval 〈a, b〉 v
1D, poprˇípadeˇ oblast Ω ve 2D, na sít’ konecˇneˇ mnoha uzlu˚, ve kterých potom budeme
pocˇítat výsledné posunutí. Rˇešení tak bude pouze interpolací v teˇchto uzlech (nejcˇasteˇji
lineárními splajn funkcemi, obrázek 1).
Pro diskretizaci okrajových úloh použiji metodu konecˇných prvku˚, která na rozdíl
od metody konecˇných diferencí vychází z fyzikálního modelu a je v tomto smeˇru více
intuitivní. Prˇechodem z klasické formulace na slabou a variacˇní, a následnou volbou
vhodných bázových funkcí získáme soustavu s rˇídkou maticí, která je vhodná pro rˇešení
velkých soustav.
2.1 MKP pro úlohy v 1D
Meˇjme okrajovou úlohu pro PDR druhého rˇádu v 1 dimenzi, tzv. klasická formulace:
−u′′(x) = f(x) pro ∀x ∈ (a; b) ,
u(a) = u(b) = 0,
f ∈ C((a; b)), u ∈ C2((a; b)) ∩ C(〈a; b〉).
(1)
Prozatím definujme V jako množinu testovacích funkcí
V =
{
v ∈ C1((a; b)) ∩ C(〈a; b〉)|v(a) = v(b) = 0}
a vezmeˇme z ní libovolnou testovací funkci v(x) ∈ V . Pro funkce z V platí, že pokud u je
rˇešením okrajové úlohy, potom u+ v také rˇeší okrajou úlohu Dirichletova typu.































Rovnicni (2), kdy hledáme u(x) ∈ V rˇíkáme slabá formulace.
Pro funkci u, která je rˇešením okrajové úlohy, uvažujme prostor U , po cˇástech hlad-
kých funkcí definovaných na 〈a; b〉, prˇesneˇji tedy množinu funkcí splnˇující následujíci
vlastnosti:
71. jsou spojité na 〈a; b〉, tj. u ∈ C 〈a; b〉,
2. na intervalu 〈a; b〉 je lze rozdeˇlit do konecˇneˇ mnoha podintervalu˚1, na kterých jsou
spojité i jejich první derivace2,
3. na každém podintevalu platí, že u′(x) je omezená
Množina U je lineárním prostorem, protože je uzavrˇená vzhledem k lineárním operacím
scˇítání funkcí a násobení funkce konstantou.
Prostorem testovacích funkcí pak rorumíme množinu
V = {v ∈ U, v(a) = v(b) = 0} .
Slabou formulaci pak lze zapsat v tomto tvaru









Pokud f(x) bude omezená funkce, potom vlastnosti U zarucˇí integrovatelnost a definici
zobrazení na celém U ,
a : U × U → R1, b : U → R1
Poznámka 2.1 U je lineární prostor, o a a b rˇíkáme že:
a je bilineární forma na U ,
b je lineární funkcionál na U .
Poznámka 2.2 Bilineární forma a z (3) je symetrická, to znamená platnost vztahu
a(u, v) = a(v, u) ∀u, v ∈ U.



















kde tedy u(x) hledáme jako argument minima funkcionálu J(w). Podmínkou minima je
rovnost
J ′ (u(x)) (v(x)) = 0 ∀v(x) ∈ V,
což znamená, že derivace funkcionálu J v bodeˇ u a smeˇru v musí být rovna nule.
1pro každou funkci u ∈ U lze najít body ξi(u), i = 1, . . . ,m tak, že a = ξ0(u) < ξ1(u) < . . . < ξm(u) = b.
2u ∈ C1 (ξi−1(u), ξi(u)) pro všechna i = 1, . . . ,m <∞.







Poznámka 2.3 Tuto smeˇrovou derivaci funkcionálu rozumeˇjme jako tzv. Fréchetovu de-
rivaci definovanou takto,
J ′(u(x))(v(x)) := lim
τ→0+
J(u(x) + τ · v(x))− J(u(x))
τ
.
Poznámka 2.4 Pro du˚kaz existence rˇešení úlohy (2) prˇedpokládejme úplnost prostoru V






[v′(x)]2 dx, kde navíc integrály jsou lebegueovy a
derivace je zobecneˇná. Korektní prostor testovacích funkcí je pak
V :=
{
v(x) : (a; b) 7→ R
∣∣∣ ∫ b
a
v2(x) dx < +∞,
∫ b
a
[v(x)]2 dx < +∞,




Interval 〈a; b〉 rozdeˇlme na ekvidistantní sít’ s krokem h = b−a
n
, kde n je pocˇet dílku˚. Do-
staneme tedy sít’ S := {x1, x2, . . . , xn} s n uzly, jak je videˇt na obrázku 1. Úlohu budeme







(x2 − x), x ∈ 〈x1, x2〉 ,






(x− xi−1), x ∈ 〈xi−1, xi〉 ,
−1
h
(x− xi+1), x ∈ 〈xi, xi+1〉 ,
0 na zbývající cˇásti intervalu 〈a, b〉






(x− xn−1), x ∈ 〈xn−1, xn〉 ,
0 na zbývající cˇásti intervalu 〈a, b〉




Obrázek 2: Bázové funkce ei
Množina všech lineárních kombinací teˇchto bázových funkcí tvorˇí lineární prostor
dimenze n, který oznacˇujeme Vh,
Vh := 〈e1(x), e2(x), . . . , en(x)〉 .
Libovolnou funkci uh tohoto prostoru vyjádrˇíme ve tvaru
u(x) ≈ uh(x) =
n∑
i=1
ui · ei(x) = u1 · e1(x) + u2 · e2(x) + . . .+ un · en(x).
Koeficienty u1, u2, . . . , un jsou hledané hodnoty uh(x1), uh(x2), . . . , uh(xn). Místo testo-
vací funkce vezmeˇme tyto bázové funkce:
v(x) := ei(x) pro i = 1, 2, . . . , n⇒ n lineárních rovnic.
2.1.2 Sestavení soustavy
Dostáváme tedy soustavu



















V maticovém zápise: 
 A11 . . . An1... . . . ...


























f(x)(x− xj−1) dx +
∫ xj+1
xj
f(x)(xj+1 − x) dx
)








f(x)(x2 − x) dx










































































j(x) dx = 0





1 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
...
...
. . . . . .
...
...
0 0 . . . −1 2 −1

































1 0 0 . . . 0 0
0 2 −1 . . . 0 0







0 0 . . . −1 2 0





























2.2 MKP pro úlohy ve 2D
Okrajová úloha pro PDR druhého rˇádu ve 2D:
−∆u(x1, x2) = f(x1, x2) v Ω, kde Ω := (a; b)× (a; b),
u(x1, x2) = 0 na ∂Ω,
f ∈ C(Ω), u ∈ C2(Ω) ∩ C(Ω¯).
Definujme testovací množinu funkcí V jako
V :=
{
v(x1, x2) : Ω 7→ R
∣∣∣ ∫
Ω
v2(x1, x2) dΩ < +∞,∫
Ω
||∇v(x1, x2)||2 dΩ < +∞,
v(x1, x2) = 0 na ∂Ω ve smyslu stop
}
.
Poznámka 2.5 Funkce f , v a u jsou funkce R2 7→ R. Pro prˇehlednost zápisu budu dále



































Hledáme tedy u(x) ∈ V pro které platí rovnice (4).




















Obrázek 3: a) Triangulace oblasti Ω, b) jeden trojúhelník Tk z Th
2.2.1 Triangulace
Oblast Ω ⊂ R2 na níž okrajovou úlohu rˇešíme, rozdeˇlíme na cˇtvercovou sít s krokem h a
poté celou sít rozdeˇlíme na konecˇný pocˇet trojúhelníku˚, obrázek 3. Uzly ocˇíslujeme od 1
do n, dostaneme tak sít’ uzlu˚ S, kde n je pocˇet uzlu˚.
S := {x1, x2, . . . , xn},











Th ≈ Ω, ui ≈ u(xi), i = 1, . . . , n
Triangulace Th je množina všech trojúhelníku˚ Tk, pocˇet všech trojúhelníku˚ je nT .
Po cˇástech lineární bázovou funkci ei = ei(x) prˇíslušnou uzlu xi (obrázek 4) defi-
nujme následovneˇ:
1. ei(x1, x2) = a
k + bkx1 + c
kx2, ∀(x1, x2) ∈ Tk
2. ei(xi) = 1, ei(xj) = 0 ∀j 6= i,










Lokální matice tuhosti pro každý trojúhelník Tk bdue



















































Obrázek 5: Zobrazení referencˇního trojúhelníka Tˆk na trojúhelník Tk
14
2.2.2 Sestavení soustavy
Zaved’me si referencˇní trojúhelník Tˆk a transformaci na pu˚vodní trojúhelník Tk (obrázek















Pro transformované testovací funkce eˆi platí
eˆ1 = 1− xˆ1 − xˆ2
eˆ2 = xˆ1
eˆ3 = xˆ2.














)−T · ∇eˆi(xˆ)]T · [(Rk)−T · ∇eˆj(xˆ)] · |Tk|
Pomocí transformace z referencˇního trojúhelníku dostáváme vzorec pro lokální matici
tuhosti























Sestavení globální matice tuhosti a globálního vektoru pravých stran provedeme násle-





1. A = 0; b = 0;
2. for k = 1, . . . , nT do
3. A(Ik, Ik) += Ak;
4. b(Ik) += bk;
5. end for
Nakonec vynulujeme mimodiagonální prvky ve sloupcích a rˇádcích matice A odpovída-




Soustavy lineárních rovnic, které dostáváme nejen prˇi diskretizaci okrajových úloh, se
dají rˇešit mnoha zpu˚soby. V numerické matematice nejcˇasteˇji používáme iteracˇní metody,
které jsou na rozdíl od prˇesných rˇešicˇu˚ rychlejší, avšak jsou zatíženy chybou v závislosti
na relativní prˇesnosti iteracˇní metody. Vyspeˇlé iteracˇní metody, jako jsou Richardsonova
metoda nebo metoda sdružených gradientu˚ konvergují k rˇešení pomeˇrneˇ rychle, proto
se v praxi velmi cˇasto využívají. Tyto metody lze navíc ješteˇ více zrychlit vhodným prˇed-
podmíneˇním.
Zde nastíním princip prˇedpodmíneˇní a ukážu algoritmus metody sdružených gradi-
entu˚, který jsem použil v praktické cˇásti své práce pro numerické experimenty.
3.1 Prˇedpodmíneˇní
Rychlost konvergence iteracˇních metod závisí na cˇísle podmíneˇnosti matice A. Procesem
kdy nahradíme soustavu Au = b ekvivalentní soustavou A¯u = b¯, kde cˇíslo podmíneˇnosti
matice A¯ je menší než cˇíslo podmíneˇnosti matice A, nazýváme prˇedpodmíneˇní. Volíme




3.2 Metoda sdružených gradientu˚ s prˇedpodmíneˇním
Metoda sdružených gradientu˚ s prˇedpodmíneˇním je popsána v [2], zde ukážu jen algo-
ritmus metody napsán v Matlabu, který jsem použil prˇi testování. Vstupními parametry
funkce PCG z výpisu kódu jsou matice soustavy A, vektor pravých stran b, pocˇátecˇní
aproximace rˇešení u0, relativní prˇesnost, neboli chyba metody err a prˇedpodminˇující ma-
tice C. Výstupními parametry jsou rˇešení soustavy vektor u a pocˇet iterací k.
function [ u,k ] = PCG( A,b,u0,err,C)
n = length(A);
u = u0;
r = A∗u0 − b;
v = inv(C)∗r; % Aplikace predpodmineni
p = v;





u = u − alpha∗p;
r = r − alpha∗s;
v = inv(C)∗r; % Aplikace predpodmineni
rhom = rho;
rho = v’∗ r ;










Výpis 1: Metoda sdružených gradientu˚ s prˇedpodmíneˇním
V další cˇásti této práce popíši metody rozložení oblasti a rˇešení trˇíkrokovou metodou,
která nahradí aplikací prˇedpodmíneˇní v uvedeném algoritmu PCG
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4 Primární metody rozložení oblasti
Primárnímetody rozložení oblasti (angl. Primary domain decompositionmethods, DDM)
jsou založeny na principu rozdeˇl a panuj. Tyto metody byly pu˚vodneˇ vyvinuty pro rˇešení
PDR nad oblastí ve dvou nebo trˇech dimenzích. Já se jimi budu zabývat v jedné a dvou
dimenzích.
V dnešní dobeˇ mají tyto metody široké využití prˇedevším pro svou snadnou parale-
lizovatelnost. Navíc metody rozložení oblasti podle autoru˚ Brambla, Pasciaka a Schatze
[1], na rozdíl od populárneˇjších FETI metod, nezvyšují pocˇet neznámých a zachovávají
pozitivní definitnost úlohy, tudíž je lze použít jako prˇedpodmíneˇní v Richardsonoveˇ me-
todeˇ nebo metodeˇ sdružených gradientu˚.
V této kapitole ukáži dekompozici úlohy na podoblasti a trˇíkrokovou metodu, kterou
se úloha následneˇ rˇeší. Také prˇedvedu její paralelizaci.
4.1 Dekompozice úlohy na podoblasti
Jednotlivé 1D a 2D úlohy rozložíme na podoblasti, následneˇ vytvorˇíme indexové mno-
žiny vnitrˇních uzlu˚ a uzlú na kostrˇe (na hranicích podoblastí) a prˇeusporˇádáme celou
soustavu.
4.1.1 Úlohy v 1D




Ω¯i, Ωi ∩ Ωj = ∅ pro i 6= j.
Z kapitoly 2.1 máme soustavu n rovnic o n neznámých na síti S. Jednotlivé uzly síteˇ a
jejich indexy nám tvorˇí indexovou množinu I := {1, . . . , n}. Z této množiny si vytvorˇíme
indexové množiny (vektory) pro uzly jednotlivých podoblastí I1, . . . , IN a uzly na kostrˇe
IS (obrázek 7),
I1 = {2, . . . , i1 − 1}
I2 = {i1 + 1, . . . , i2 − 1}
...
IN = {iN−1 + 1, . . . , n− 1}
IS = {1, i1, i2, . . . , iN−1, n} .
4.1.2 Úlohy ve 2D
Cˇtvercovou oblast Ω rozložíme na
√
N podoblastí s krokem H v každém smeˇru, tedy
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Obrázek 6: Rozložení intervalu 〈a; b〉 do N podoblastí
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Obrázek 7: Indexové množiny I1, . . . , IN
S. Jednotlivé uzly síteˇ a jejich indexy nám tvorˇí indexovou množinu I := {1, . . . , n}.
Z této množiny indexu˚ opeˇt, podobneˇ jako v 1D, vytvorˇíme indexové množiny pro uzly
jednotlivých podoblastí I1, . . . , IN a uzly na kostrˇe IS . Konkrétní takovéto deˇlení mu˚žeme
videˇt na obrázku 8, kde množinu Ω deˇlíme na 2 cˇásti v každém smeˇru, dostaneme tedy 4
podoblasti.
Pomocí indexových množin prˇeusporˇádáme soustavu následujícím zpu˚sobem,
Ai = AIiIi . . . diagonální bloky,
AiS = AIiIS ,
ASi = AISIi ,
ASS = AISIS . . . blok hranicˇních uzlu˚,
i ∈ 〈1, . . . , N〉 .




























kde ui prˇedstavuje vektory neznámých na podoblasti Ωi a uS prˇedstavuje vektor všech















kde AII prˇedstavují uzly vneˇ jednotlivých podoblastí a ASS uzly na hranicích. AIS prˇed-
stavuje spojení uzlu˚ podoblastí s hranicí a ASI prˇedstavuje spojení hranicˇních uzlu˚ s
podoblastmi. Platí, že AIS = A
T
SI , tedy matice soustavy je symetrická.
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Obrázek 9: Partikulární a homogenní rˇešení soustavy
4.2 Rˇešení trˇíkrokovou metodou
Na obrázku 9 vidíme ukázku rˇešení v 1D po dekompozici. Úloha (1) prˇejde z pu˚vodního
tvaru na úlohu (6) ve tvaru
−u′′i (x) = f(x) v Ωi, i = 1, . . . , N










Rˇešení u rozdeˇlíme na partikulární a homogenní rˇešení, a provedeme restrikci na jednot-
livé podoblasti.
u(x)|Ωi = ui(x)
u(x) := uH(x) + uP (x),
kde
uP (x)|Ωi =: uPi (x), uPi :
{ − [uPi (x)]′′ = f(x) v Ωi
uPi (x) = 0 na ∂Ωi





− [uHi (x)]′′ = 0 v Ωi
uH(x) = 0 na ∂Ωi





′ − [uHi+1(Xi+)]′ = −([uPi (Xi−)]′ − [uPi (Xi+)]′)
Poznámka 4.1 Pro 2D úlohu provedeme stejnou úvahu. Postup je analogický, akorát de-
rivace zde uvažujeme jako parciální derivace.

















Jednotlivé cˇásti rˇešení spocˇítáme následovneˇ:
uPI : partikulární rˇešení u
P
I je rˇešením Dirichletovy okrajové úlohy na podoblasti Ωi s
nulovými okrajovými podmínkami, je tedy prˇímo rˇešením soustavy
AII · uPI = bI . (7)













 bI −AII · uPI︸ ︷︷ ︸
0
bS −ASI · uPI














bS −ASI · uPI
)
(8)
S := ASS −ASIA−1II AIS , S je tzv. Schuru˚v doplneˇk
uHS : z druhého rˇádku prˇechozí rovnice nám u
H
S prˇímo vychází jako rˇešení soustavy
S · uHS = bS −ASI · uPI .
uHI : z prvního rˇádku prˇedchozí rovncice dostáváme u
H
I jako rˇešení soustavy
−AII · uHI = AIS · uHS .
Tímto dostáváme rˇešení ve trˇech krocích,
1. spocˇítat uPI ,
2. spocˇítat uHS ,
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3. spocˇítat uHI .









Trˇíkrokovou metodu použijeme v metodeˇ sdružených gradientu˚ (kapitola 3.2) jako apli-
kaci prˇedpodmíneˇní.
function [v] = aplikujC( r )
vip = Aii \ r (1: length(Aii) ) ; %partikulární rˇešení na podoblastech
vsh = S \ ( r (length(Aii)+1:end) − Asi∗vip); %homogenní rˇešení na skeletu
vih = −Aii \ (Ais∗vsh); %homogenní rˇešení na podoblastech
v = [vip + vih ; vsh];
end
Výpis 2: Trˇíkroková metoda jako aplikace prˇedpodmíneˇní
Pro lepší pochopení chování metody prˇi ru˚zných formách prˇedpodmíneˇní si ukážeme




























V kapitole numerické experimenty budeme jako prˇedpominˇovacˇe používat aproximaci
matice A−1.
4.3 Paralelizace rˇešení trˇíkrokovou metodou
V prˇedchozí cˇásti jsme si ukázali jak prˇi prˇedpodmíneˇní trˇíkrokovou metodou spocˇítat
rˇešení ve trˇech krocích. Prˇitom kroky 1 a 3 lze pocˇítat nezávisle pro jednotlivé podoblasti.
Toho se dá využít k paralelizaci výpocˇtu. Paralelizace algoritmu˚ je v dnešní dobeˇ velmi
rozšírˇená záležitost, která nám prˇináší urychlení výpocˇtu˚, jelikož se výpocˇty rozdeˇlí mezi
neˇkolik pocˇítacˇu˚, které pak pracují soubeˇžneˇ. Prˇi rˇešení rozsáhlých úloh se dnes bez para-
lelního prˇístupu témeˇrˇ neobejdeme. Proto jsem paralelizoval trˇíkrokovou metodu, která
je k tomu navíc velmi vhodná.
Všechny programy k této práci jsem realizoval v Matlabu, proto jsem se rozhodl pou-
žít Matlab i k paralelizaci. Využil jsem k tomu parallel computing toolbox, Matlabovské
paralelní prostrˇedí pmode, které umožnˇuje uživateli s více jádrovými procesory spoušteˇt
programy na jednotlivých procesech, a MPI posílání zpráv. MPI je protokol pro podporu













Obrázek 10: Graf komunikace a vytížení procesu˚ beˇhem jedné iterace v trˇíkrokové me-
todeˇ
4.3.1 Popis paralelizace
Pro paralelní algoritmus jsem využil modelu manager - worker, kdy hlavní proces, tzv.
root, rˇídí beˇh celého programu a beˇhem neˇj zasílá na další procesy (workery) jednotlivé
úlohy. Zameˇrˇil jsem se pouze na paralelizaci trˇíkrokové metody, proto v tomto prˇípadeˇ
root sestaví sám celou soustavu rovnic a rozdeˇlí ji do podoblastí. Prˇitom rozešle ostatním
procesu˚m jejich prˇíslušné maticové bloky. Dále root-proces rˇídí celý beˇh programu a prˇe-
devším samotné rˇešení soustavy. Další procesy se zapojují až prˇi aplikaci prˇedpodmíneˇní,
tedy ve trˇíkrokové metodeˇ. Kdy každý proces obdrží prˇíslušná data, spocˇítá partikulární
rˇešení pro svou danou podoblast a vrátí výsledek hlavnímu procesu. Ten pak spocˇítá
homogenní rˇešení na hranicích a to opeˇt rozešle na jednotlivé procesy. Ty spocˇítají ho-
mogenní rˇešení pro své oblasti a vrátí výsledky. Nakonec root sestaví výsledný vektor.
Root-procesu je také prˇideˇlena prˇíslušná oblast, ten se tak zapojuje do výpocˇtu spolu s
workry prˇi výpocˇtu lokálních rˇešení na jednotlivých podoblastech.
Na obrázku 10 vidíme graf vytíženosti jednotlivých porcesu˚ v každé iteraci. Šipky
oznacˇují komunikaci mezi procesy, kdy si navzájem prˇeposílají data. Bílá místa znázor-
nˇují stav, kdy procesy cˇekají a nic nedeˇlají. Šedé pole znázornˇuje práci procesu, tedy neˇ-
jaký výpocˇet.
4.3.2 Vlastní paralelizace v Matlabu
Pro paralelní programování v Matlabu je k dispozici paralelní mód pmode. Prˇi zavolání
prˇíkazu pmode start local n se aktivuje lokální paralelní mód pro n procesu˚ (maximálneˇ 8) a
otevrˇe se speciální okno Matlabu, ve kterém pak mu˚žeme spoušteˇt paralelní algoritmy.
Popsaný paralelní algoritmus v Matlabu vypadá následovneˇ, výpis 3 ukazuje trˇíkro-
kovou metodu z pohledu root-procesu, která je implementována ve funkci aplikujC_par.
Výpis 4 prˇedstavuje trˇíkrokovou metodu z pohledu worker-procesu˚. Prˇi paralelním pro-
gramu v Matlabu od sebe rozlišujeme jednotlivé procesy promeˇnnou labindex, procesy
jsou cˇíslovány od jednicˇky. Pomocí jednoduché if podmínky tak mu˚žeme urcˇit který pro-
ces má vykonávat jakou cˇinnost.
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function [v] = aplikujC_par(r)
st = 1;
dd = length(myAi);
myri = r (st : st+dd−1); % Root lokalni vektor r
st = st + dd;
labBarrier ; % R−bariera2
for i=2:numlabs % Odeslani r pro vypocet lokalnich vip
dd = length(cell2mat(AAp(i)));
data = r (st : st+dd−1);
labSend(data, i) ;
st = st + dd;
end
vip = myAi \ myri; % Root pocita lokalni vip
labBarrier ; % R−bariera3
for i=2:numlabs % Prijem vip od workru
vip = [vip ;labReceive(i) ];
end
vsh = S \ ( r (st :end) − Asi∗vip); % r pro uzly na skeletu
labBarrier ; % R−bariera4
for i=2:numlabs % Odeslani vsh pro vypocet vih
labSend(vsh, i) ;
end
vih = −myAi \ (myAis∗vsh); % Root pocita lokalni vih
labBarrier ; % R−bariera5
for i=2:numlabs % Prijem vih od workru
vih = [vih ;labReceive(i) ];
end
v = [vip + vih ; vsh];
end
Výpis 3: Trˇíkroková metoda paralelneˇ - kód rˇídícího root-procesu
labBarrier ; % W−bariera2
myri = labReceive(1); % Prijem lokalniho r od root
vip = myAi \ myri; % Vypocet lokalniho reseni vip
labBarrier ; % W−bariera3
labSend(vip, 1);
labBarrier ; % W−bariera4
vsh = labReceive(1);
vih = −myAi \ (myAis∗vsh); % Vypocet lokalniho reseni vih
labBarrier ; % W−bariera5
labSend(vih, 1);
Výpis 4: Trˇíkroková metoda paralelneˇ - kód workru˚
Ve výpisech programu˚ si mu˚žeme všimnout prˇíkazu˚ labBarrier, labSend a labReceive, to jsou
práveˇ funkce Matlabovského MPI obsaženého v parallel computing toolboxu.
labBarrier zastaví daný proces do doby než tento prˇíkaz zavolají všechny
procesy programu, toho se využívá k sjednocení procesu˚.
labSend(data, i) posílá data, což mu˚že být jakýkoli Matlabovský objekt, procesu i .
data = labReceive(i) prˇijímá data od procesu i .
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Poznámka 4.2 Vypsané zdrojové kódy v této kapitole jsou jen pro ukázku a demonstrují
použití paralelizace v Matlabu. Není zde uveden celý kód programu, ani popis jednot-
livých promeˇnných. Du˚ležité je však použití funkcí pro komunikaci mezi jednotlivými
procesy a zpu˚sob paralelního rˇešení výpocˇtu.
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5 Numerické experimenty
V této kapitole prˇedstavím výsledky praktické cˇásti své bakalárˇské práce. V ní jsem se
zabýval prˇedevším studií ru˚zných druhu˚ prˇedpodmíneˇní. Testoval jsem zvlášt’ prˇedpod-
míneˇní pro diagonální bloky AII a pro Schuru˚v doplneˇk S.
Prˇesným prˇedpodmíneˇním a rˇešením trˇíkrokovou metodou lze dosáhnout výsledku
v jedné iteraci. Nevýhodou však je nárocˇnost výpocˇtu. K sestrojení Schurova doplnˇku
je trˇeba napocˇítat neˇkolik inverzí, což je z hlediska cˇasu výpocˇtu dost nárocˇná operace.
Inverze bloku˚ AII jsou v tomto prˇípadeˇ plné matice, které zabírají spoustu místa a je
problém s jejich uložením do pameˇti. To znacˇneˇ limituje využití teˇchto metod k rˇešení
velkých soustav. Snažíme se tak najít zpu˚soby jak se vyhnout prˇímým výpocˇtu˚m Schu-
rova doplnˇku bud’to úplneˇ, neˇjakým jiným prˇedpodmíneˇním, a nebo jej rˇešit neprˇesneˇ
neˇkterou s numerických metod. V první cˇásti jsem se pokusil srovnat výsledky ru˚zných
prˇedpodmíneˇní a pocˇtu iterací. V druhé cˇásti demonstruji výsledky paralelizace výpocˇtu
a dosaženého zrychlení.
Všechny výpocˇty a meˇrˇení uvedené dále v textu byly provádeˇny na teˇchto úlohách:
1D:
f(x) = −1
Ω = (−2; 6)
2D:
f(x1, x2) = 2pi
2 · sin (pix21) · sin (pix22)
Ω = (−2; 4)× (−2; 4)
Relativní prˇesnost použité PCG metody a CG metody v tabulkách je 10−8.
5.1 Prˇedpodmíneˇní trˇíkrokovou metodou
Prˇi testování prˇedpodmíneˇní trˇíkrokovou metodou budu používat ru˚zné typy prˇedpod-

















tento rozložený tvar je pro studii dopadu jednotlivých prˇedpodminˇovacˇu˚ na chování
soustavy názorneˇjší. Pokud by AˆII = AII a Sˆ = S, pak máme rˇešení v 1 iteraci. V druhé
cˇásti této podkapitoly se veˇnuji testování prˇedpodminˇovacˇi s narušením spektra.
5.1.1 Prˇedpodmíneˇní trˇíkrokovou metodou s ru˚znými prˇedpodminˇovacˇi
V této cˇásti testuji prˇedpodmíneˇní diagonálních bloku˚ AˆII a Schurova doplnˇku Sˆ. Jako
první variantu v tabulkách uvádím rˇešení metodou sdružených gradientu˚ bez prˇedpod-
míneˇní, tuto variantu znacˇím A). Dále používám kombinace prˇedpodmíneˇní diagonál-
ních bloku˚ a Schurova doplnˇku:
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B) AˆII = AII , Sˆ = I (jednotková matice),
C) AˆII = AII , Sˆ = ASS ,
D) AˆII = AII , Sˆ = diag(S),
E) AˆII = diag(AII), Sˆ = S,
F) AˆII = AII , Sˆ = S.
pocˇet iterací
N H/h A) B) C) D) E) F)
2 4 2 2 1 1 1
4 8 2 2 1 6 1
8 16 2 2 1 14 1
16 32 2 2 1 32 1
2
32 64 2 2 1 64 1
2 8 4 4 3 1 1
4 16 4 4 3 13 1
8 32 4 4 3 32 1
16 64 4 4 3 64 1
4
32 128 4 4 3 128 1
2 16 7 8 7 1 1
4 32 8 8 7 28 1
8 64 8 8 7 64 1
16 128 8 8 7 128 1
8
32 256 9 9 7 256 1
2 32 15 16 15 1 1
4 64 16 17 15 64 1
8 128 17 17 15 128 1
16 256 17 17 15 256 1
16
32 512 17 18 15 512 1
Tabulka 1: Úloha 1D - pocˇty iterací prˇi ru˚zných metodách prˇedpodmíneˇní, rˇešením PCG s trˇíkro-
kovou metodou.
V 1D (tabulka 1) vidíme, že výsledky varianty B) a C) jsou témeˇrˇ totožné. Varianta D) se
od nich také prˇíliš neliší. Je to dáno tím, že v jedné dimenzi je matice ASS diagonální, ve
všech trˇech prˇípadech je tedy matice Sˆ diagonální.
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pocˇet iterací
N ×N H/h A) B) C) D) E) F)
2 3 2 2 1 1 1
4 7 2 2 3 6 1
8 15 2 2 5 14 1
16 28 2 2 9 29 1
2× 2
32 72 2 2 16 89 1
2 7 11 5 10 1 1
4 15 21 11 19 21 1
8 28 27 15 26 62 1
16 72 43 24 42 182 1
4× 4
32 156 62 35 59 495 1
2 15 16 7 15 1 1
4 28 21 11 20 26 1
8 72 36 20 35 117 1
8× 8
16 156 51 28 49 355 1
2 28 25 12 24 1 1
4 72 45 24 44 77 116× 16
8 156 66 35 62 358 1
Tabulka 2: Úloha 2D - pocˇty iterací prˇi ru˚zných metodách prˇedpodmíneˇní, rˇešením PCG s trˇíkro-
kovou metodou.
Z tabulky vyplývá, že pocˇet iterací prˇi prˇedpodmíneˇní B), C) a D) závisí pouze na
pocˇtu podoblastí, nikoliv pak na celkovém pocˇtu neznámých. Diagonální prvky jsou v
teˇchto prˇípadech prˇedpodmíneˇny prˇesneˇ, neprˇesnost je pouze u prvku˚ odpovídající hra-
nicím, jejich pocˇet samozrˇejmeˇ závisí pouze na pocˇtu podoblastí. Dále mu˚žeme pozo-
rovat, jak je soustava citlivá na prˇedpodmíneˇní diagonálních bloku˚. Nejhorší výsledky
pocˇtu iterací má varianta E). Prˇi rˇešení této soustavy je proto vhodné diagonální prvky
vždy prˇedpodmínit prˇesneˇ nebo témeˇrˇ prˇesneˇ narušením, tomu se veˇnuji v další cˇásti. Prˇi
prˇesném prˇedpodmíneˇní Schurova doplnˇku i diagonálních bloku˚ je pocˇet iterací vždy 1
nezávisle na pocˇtu neznámých nebo pocˇtu podoblastí, jedná se o prˇesné rˇešení trˇíkroko-
vou metodou.
Ve 2D úloze (tabulka 2) je situace poneˇkud odlišná. Matice ASS už není diagonální, vari-
antu, u které by pocˇet iterací silneˇ závisel pouze na pocˇtu podoblastí, zde již nevidíme.
Mu˚žeme si všimnout varianty E), u níž jsou pocˇty iterací nejvyšší. Z toho je patrné, že
prˇedpodmíneˇní diagonálních bloku˚ bychom meˇli deˇlat prˇesneˇ. Všechny ostatní varianty,
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kde jsou bloky AII prˇedpodmíneˇny prˇesneˇ mají lepší výsledky, dokonce i rˇešením CG
bez prˇedpodmíneˇní dosáhneme prˇíveˇtiveˇjšího pocˇtu iterací.
Nejlepší variantou je opeˇt F), kde se jedná o prˇesné prˇedpodmíneˇní trˇíkrokovou me-
todou. Druhá nejlepší varianta se jeví D), tedy varianta kdy je S prˇedpodmíneˇno maticí
hranicˇních prvku˚ ASS .
5.1.2 Prˇedpodmíneˇní trˇíkrokovou metodou s narušením spektra
V následujících testech budeme uvažovat prˇedpodmíneˇní AˆII a Sˆ narušené o ε relativneˇ
ke spektrální normeˇ matice, ||M || = λmax(M). Meˇjme rozklad matice M
M = V · Λ · V T ,
potom definujme narušení spektra matice M o ε následovneˇ
M = V · Λ · V T ;
Λε = Λ+ ε · λmax · I ;
naruš(M, ε) := V · Λε · V T ;
kde λmax je nejveˇtší vlastní cˇíslo matice M a I je jednotková matice.
Pro testování jsem použil tyto 3 varianty prˇedpodmíneˇní:
G) AˆII = AII , Sˆ = naruš(S, ε)
H) AˆII = naruš(AII , ε), Sˆ = naruš(S, ε)
I) AˆII = naruš(AII , ε
2), Sˆ = naruš(S, ε)
Cˇíslo narušení ε je pro všechny testy stejné a to 10−2, relativní prˇesnost PCG je opeˇt 10−8.
V tabulkách meˇrˇím pocˇty iterací a cˇíslo podmíneˇnosti prˇi zvedání pocˇtu neznámých, ale
zachování pomeˇru pocˇtu neznámých ku pocˇtu podoblastí n/N = H/h. Cˇíslem podmíneˇ-
nosti v tabulkách je cˇíslo podmíneˇnosti matice Aˆ−1A.
V tabulce 3 pro 1D úlohy vidíme, že prˇedpodmíneˇní H) není prˇíliš dobré. Prˇi pomeˇruH/h
veˇtším než 2 je videˇt jak cˇíslo podmíneˇnosti rychle roste, s tím se samozrˇejmeˇ zvyšují i
pocˇty iterací. Kdežto prˇedpodmíneˇní I) je na tom o poznání lépe. V cˇíslech podmíneˇnosti
i pocˇtech iterací se vyrovná prvnímu prˇípadu, kdy bereme diagonální bloky prˇesné. Z
toho vyplývá, že narušení ε2 by mohlo být dostacˇující i prˇi rˇešení velkých úloh.
Ve 2D úloze, tabulka 4, je již varianta prˇedpodmíneˇní H) vyrovnaneˇjší, avšak prˇi veˇtším
pomeˇru H/h je videˇt náru˚st cˇísla podmíneˇnosti, který se projevuje i v pocˇtech iterací.
Varianta I) je opeˇt velmi dobrá a má srovnatelné výsledky s variantou G). V této tabulce
jsem pro n × n nad 40 × 40 uvedl pouze pocˇty iterací z du˚vodu nárocˇnosti prˇímého
výpocˇtu inverze matice A, kterou je potrˇeba spocˇítat pro urcˇení cˇísla podmíneˇnosti.
U obou prˇípadu˚, úloh v 1D i ve 2D je z tabulek videˇt, že je potrˇeba prˇedpodminˇovat
diagonální bloky AˆII prˇesneˇji než Schuru˚v doplneˇk Sˆ. Toto chování je patrné i z inverze
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H/h Var
n 10 20 100 200 5000 1000
G)
Iter 5 6 12 18 36 63
Cond 1,31298 1,59911 20,3725 81,0697 506,589 2026,4
H)
Iter 5 6 12 19 36 63
Cond 1,14715 1,61385 20,2275 80,3327 501,681 2006,59
I)
Iter 5 6 12 18 36 63
2
Cond 1,1315 1,59166 20,0049 79,4958 496,549 1986,12
G)
Iter 3 5 8 12 21 35
Cond 1,05782 1,2128 9,14934 38,8525 251,35 1011,22
H)
Iter 5 7 14 19 33 54
Cond 1,4338 5,35022 758,001 3854,68 26074.3 105538
I)
Iter 4 5 8 12 21 35
4
Cond 1,05444 1,19107 7,74518 31,7996 203,672 818,237
G)
Iter 3 4 7 10 17 27
Cond 1,04658 1,16168 7,61973 35,7836 247,557 1007,22
H)
Iter 6 8 18 30 62 113
Cond 1,59221 7,77024 2359,7 14931,4 107558 445637
I)
Iter 4 4 7 10 17 27
8
Cond 1,04213 1,13116 5,06432 20,3766 136,493 548,757
G)
Iter 2 3 6 8 13 21
Cond 1,01 1,13453 6,00643 31,2384 240,402 999,381
H)
Iter 6 8 21 39 96 204
Cond 1,38479 7,22358 2811,18 20544,9 169123 709656
I)
Iter 3 4 6 8 14 21
16
Cond 1,0099 1,10309 2,74025 8,17056 50,4689 196,403




n× n 10× 10 20× 20 30× 30 40× 40 50× 50 60× 60
G)
Iter 4 5 6 6 7 8
Cond 1,26654 2,10296 3,55552 5,63639
H)
Iter 4 4 5 6 7 8
Cond 1,2283 1,92194 3,08519 4,71966
I)
Iter 4 5 6 6 7 8
2
Cond 1,26581 2,09949 3,54637 5,61841
G)
Iter 5 8 8 11 10 12
Cond 1,22912 3,05465 3,2308 44,6856
H)
Iter 5 8 9 12 11 12
Cond 1,24699 3,76789 4,38512 59,5431
I)
Iter 5 8 8 11 10 12
4
Cond 1,22689 3,0526 3,18725 44,2594
G)
Iter 3 6 7 8 9 10
Cond 2,4807 1,69883 2,69266 7,63525
H)
Iter 4 8 11 10 13 15
Cond 2,4829 3,72414 11,4131 38,7226
I)
Iter 3 6 7 9 9 10
8
Cond 2,48071 1,67236 2,60373 7,47828
G)
Iter 1 3 3 7 8 15
Cond 1,01 11,8336 2,54817 3,62927
H)
Iter 3 5 6 14 17 22
Cond 1,38479 16,115 13,7639 36,8003
I)
Iter 2 4 4 7 8 15
16
Cond 1,0099 11,8336 2,55184 3,35322
Tabulka 4: Úloha 2D - narušení prˇesného rˇešení cˇíslem ε (ε = 10−2). Rˇešení PCG s trˇíkrokovou
metodou.
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matice Aˆ, kterou jsem uvedl na zacˇátku této cˇásti, diagonální bloky AˆII (jejich inverze)
se v matici vyskytují cˇasteˇji a mají tak veˇtší vliv na rˇešení. Jak je videˇt, ukázalo se, že prˇi
prˇedpodmíneˇní diagonálních bloku˚ stacˇí brát narušení ε2 abychom dosáhli postacˇujících
výsledku˚.
5.2 Paralelní výpocˇet
Zde porovnávám doby beˇhu programu prˇi sekvencˇním algoritmu a prˇi paralelním al-
goritmu. Pro testování paralalelizace jsem meˇl k dispozici pouze osobní pocˇítacˇ se trˇemi
jádry. Pro paralelizaci trˇíkrokové metody je ideální, aby každý proces rˇešil úlohu na jedné
podoblasti, proto jsem paralelizaci testoval pouze prˇi deˇlení do 2 nebo 3 podoblastí.
n N ε iter t-sekvencˇneˇ t-paralelneˇ
1500 2 10−3 67 50 s 38 s
1500 2 10−2 185 160 s 140 s
1500 3 10−3 71 25 s 13 s
1500 3 10−2 200 96 s 62 s
3000 3 10−3 135 560 s 250 s
3000 3 10−2 387 1484 s 570 s
Tabulka 5: Paralelizace - srovnání cˇasu beˇhu paralelního a sekvencˇního algoritmu pro 1D úlohu
V tabulce 5 vidíme srovnání sekvencˇního a paralelního programu pro 1D úlohy z hle-
diska výpocˇetního cˇasu. Meˇrˇený cˇas, je cˇas pouze samotného rˇešení PCG s prˇedpodmíneˇ-
ním trˇíkrokovou metodou. Do tohoto cˇasu se tedy nezapocˇítává cˇas potrˇebný k sestavení
matice a jednotlivých bloku˚. Cˇíslo N v tabulce znacˇí pocˇet podoblastí a zárovenˇ pocˇet
procesu˚, na kterých byl testován paralelní program. Cˇíslo ε je cˇíslo narušení spektra ma-
tic AˆII a Sˆ z cˇásti 5.1. Prˇi tomto meˇrˇení jsem použil prˇedpodmíneˇní H) z prˇedchozí cˇásti
(kap. 5.1.2). Cˇíslo n je pocˇet neznámých a iter znacˇí pocˇet iterací programu.
Z tabulky je patrné zrychlení programu prˇi jeho paralelizaci. V první cˇásti, pro 2 pro-
cesy a deˇlení na 2 podoblasti je nameˇrˇené zrychlení jen neˇco kolem 15 až 20%. V druhé
cˇásti je meˇrˇení pro 3 procesy a deˇlení úlohy do 3 podoblastí. Vidíme, že zrychlení je už
o neˇco více patrné, zejména pro veˇtší úlohy. Prˇi takto malých úlohách se zrychlení tolik
neprojeví, cˇas výpocˇtu se odvíjí od momentálního zatížení procesoru, prˇi veˇtších úlohách
by rozdíly mezi paralelním a sériovým programem byly znatelneˇjší. Avšak i takovéto
meˇrˇení nám stacˇí pro to, abychom si oveˇrˇili úcˇinnost provedené paralelizace.
Prˇi obrovských úlohách a velkém pocˇtu neznámých by mohlo dojít k problému˚m prˇi
prˇenášení velkých dat, to by mohlo znacˇneˇ zpomalit, nebo úplneˇ zabrzdit komunikaci,
což by použití paralelního programu znacˇneˇ limitovalo. Pro du˚kladneˇjší testování a stu-
dii by bylo vhodné vyzkoušet paralelizaci na strojích s možností využití veˇtšího pocˇtu
procesu˚ a otestovat algoritmus na veˇtších úlohách pro tisíce až desítky tisíc neznámých.
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6 Záveˇr
V této práci jsem se veˇnoval rˇešení okrajových úloh s Dirichletovámi okrajovými pod-
mínkami pomocí primárních metod rozložení oblasti, ty vedly na rˇešení PCG s prˇedpod-
míneˇním trˇíkrokovou metodou. Použitím této metody jsme schopni dosáhnout rˇešení v
jedné iteraci. Tyto úlohy lze rˇešit i neprˇesneˇ, což mu˚že být v praxi užitecˇné z hlediska
úspory výpocˇetního cˇasu. Prˇi neprˇesném prˇedpodmíneˇní už nedostáváme výsledek v 1
iteraci, pocˇet iterací roste v závislosti na cˇíslu podmíneˇnosti soustavy. Náplní práce bylo
studovat chování soustavy (pocˇet iterací a cˇíslo podmíneˇnosti) prˇi neprˇesném prˇedpod-
míneˇní ješteˇ v závislosti na pomeˇru pocˇtu neznámých ku pocˇtu podoblastí.
Z výsledku˚ jsou zrˇejmé nároky na prˇedpodmíneˇní diagonálních bloku˚ matice sou-
stavy, které musejí být prˇedpodmíneˇny prˇesneˇ, nebo alesponˇ témeˇrˇ prˇesneˇ s narušením
spektra o 10−4, jinak výsledky nebyly uspokojivé. Závislost pocˇtu iterací na pomeˇru po-
cˇtu neznámých ku pocˇtu podoblastí se prˇi testování nepodarˇila prokázat. Prˇi rˇešení teˇ-
mito metodami v praxi se však ukazuje, že pocˇet iterací by meˇl být O(log n
N
), kde n je
pocˇet neznámých a N pocˇet podoblastí. Proto by bylo vhodné v práci pokracˇovat a vy-
zkoušet použité metody rˇešení na veˇtších úlohách z praxe.
Dále jsem prokázal efektivnosti paralelního rˇešení, kdy bylo zrychlení patrné už prˇi
výpocˇtu na dvou a trˇech procesech. Opeˇt ani zde nebyla videˇt žádná cˇasová závislost
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