One contribution of 20 to a theme issue 'Dynamic and integrative approaches to understanding pathogen spillover'. Predicting pathogen spillover requires counting spillover events and aligning such counts with process-related covariates for each spillover event. How can we connect our analysis of spillover counts to simple, mechanistic models of pathogens jumping from reservoir hosts to recipient hosts? We illustrate how the pathways to pathogen spillover can be represented as a directed graph connecting reservoir hosts and recipient hosts and the number of spillover events modelled as a percolation of infectious units along that graph. Percolation models of pathogen spillover formalize popular intuition and management concepts for pathogen spillover, such as the inextricably multilevel nature of cross-species transmission, the impact of covariance between processes such as pathogen shedding and human susceptibility on spillover risk, and the assumptions under which the effect of a management intervention targeting one process, such as persistence of vectors, will translate to an equal effect on the overall spillover risk. Percolation models also link statistical analysis of spillover event datasets with a mechanistic model of spillover. Linear models, one might construct for process-specific parameters, such as the log-rate of shedding from one of several alternative reservoirs, yield a nonlinear model of the log-rate of spillover. The resulting nonlinearity is approximately piecewise linear with major impacts on statistical inferences of the importance of process-specific covariates such as vector density. We recommend that statistical analysis of spillover datasets use piecewise linear models, such as generalized additive models, regression clustering or ensembles of linear models, to capture the piecewise linearity expected from percolation models. We discuss the implications of our findings for predictions of spillover risk beyond the range of observed covariates, a major challenge of forecasting spillover risk in the Anthropocene.
Predicting pathogen spillover requires counting spillover events and aligning such counts with process-related covariates for each spillover event. How can we connect our analysis of spillover counts to simple, mechanistic models of pathogens jumping from reservoir hosts to recipient hosts? We illustrate how the pathways to pathogen spillover can be represented as a directed graph connecting reservoir hosts and recipient hosts and the number of spillover events modelled as a percolation of infectious units along that graph. Percolation models of pathogen spillover formalize popular intuition and management concepts for pathogen spillover, such as the inextricably multilevel nature of cross-species transmission, the impact of covariance between processes such as pathogen shedding and human susceptibility on spillover risk, and the assumptions under which the effect of a management intervention targeting one process, such as persistence of vectors, will translate to an equal effect on the overall spillover risk. Percolation models also link statistical analysis of spillover event datasets with a mechanistic model of spillover. Linear models, one might construct for process-specific parameters, such as the log-rate of shedding from one of several alternative reservoirs, yield a nonlinear model of the log-rate of spillover. The resulting nonlinearity is approximately piecewise linear with major impacts on statistical inferences of the importance of process-specific covariates such as vector density. We recommend that statistical analysis of spillover datasets use piecewise linear models, such as generalized additive models, regression clustering or ensembles of linear models, to capture the piecewise linearity expected from percolation models. We discuss the implications of our findings for predictions of spillover risk beyond the range of observed covariates, a major challenge of forecasting spillover risk in the Anthropocene.
This article is part of the theme issue 'Dynamic and integrative approaches to understanding pathogen spillover'.
Introduction
Pathogen spillover is a critical process in the emergence of infectious diseases [1] , and its prediction may facilitate the preemption of zoonotic outbreaks [2] . Pathogen spillover itself occurs as a result of a series of events, from pathogen shedding and persistence to human contact and infection of a human host [3] . Yet, outstanding questions remain regarding how to best predict spillover risk, determine the relative importance of these various spillover processes and connect mechanistic models with statistical analysis of spillover data.
Spillover prediction accuracy depends on both our understanding of the underlying process and its parameters, and on the spatio-temporal and phylogenetic scales at which the prediction is made [4] [5] [6] . For example, Childs et al. [7] curated a dataset of yellow fever incidence over a near-continental spatial scale (the country of Brazil), pooling counts of yellow fever incidence within municipalities for each municipality-month over 16 years. The phylogenetic scale of their data-the lineage of organisms over which predictions were made-was defined by any incident determined to be 'yellow fever', thus pooling strain-level variation. The authors also used a phylogenetic scale of 'primates' as reservoirs when calculating the estimates of environmental risk. Their model, a boosted regression tree, estimated the probability of spillover occurring within that municipality. The probability of spillover was assumed to depend on process-related covariates such as human vaccine coverage, human population densities and environmental risk (several variables constructed to reflect the propensity of bites from infected mosquitoes), among others.
Most empirical efforts to predict pathogen spillover will probably mirror the steps of Childs et al. and require observations of spillover defined over spatial, temporal and phylogenetic scales. Spillover observations are tabulated as counts of the number of spillover events (within the appropriate scales of space, time and phylogeny or taxonomy). The counts are then aligned with process covariates that are believed to be relevant for those scales, such as temperature, reservoir density and human susceptibility. The goals of compiling and analysing such data are typically twofold: (i) to understand the relative importance of various processes, from reservoir shedding to human susceptibility, in the observed variation in spillover, and (ii) to forecast spillover for the sake of management prioritization or preemption. Incorporating projected changes in reservoir densities, vector densities and environmental covariates into spillover predictions will often require extending forecasts beyond previously observed conditions, as these covariates will probably respond to the changing climate, land use and other human pressures in the Anthropocene. To forecast beyond the range of contemporary observations, we need tractable mechanistic models of spillover which connect with the inferential machinery used to forecast pathogen spillover risk.
Spillover occurs when pathogens find some path from animal reservoirs to susceptible human hosts. These pathways to spillover-the inclusive series of events between shedding and detection of an infected human as discussed in Plowright et al. [3] -can be represented as a directed graph along which infectious units move from animals to people. The infectious units produced through shedding or vector contact of infected reservoirs progress through these stages toward spillover and suffer attrition as fractions die owing to a failure to persist in the environment, contact humans, infect humans given contact and be detected as a spillover event in our dataset. From these first principles of pathogen spillover, we construct a family of probabilistic models of the percolation of pathogens from a reservoir host to a recipient host. We refer to these models as 'percolation models of pathogen spillover. ' Percolation models are commonly used to describe the movement of infection through a contact network [8] . Here, however, we use 'percolation model' in the strict mathematical sense, as the stochastic movement of material along a graph [9] . Instead of the movement of infections along a contact network, we consider the movement of infectious units along the stages that link reservoir hosts to reported infections in humans (or other recipient host of interest, such as cattle acquiring Brucellosis). Representing pathogen spillover through percolation models yields a family of simple, stochastic models connecting the assumed mechanisms of spillover to the count data typically analysed to estimate spillover risk.
In the first part of this paper, we outline percolation models that correspond to different assumptions about the pathway(s) of pathogen spillover. We develop conceptual tools useful for discussing spillover risk and assigning relative importance to various steps of the spillover process. We show that log-probabilities are a natural way to analyse percolation processes and yield simple statistically rooted concepts for management, such as the amount of risk managed by a proposed countermeasure. Under some percolation models of pathogen spillover, such as pathogens spilling over from multiple reservoirs or pathogens taking alternative pathways from reservoirs to recipient hosts, the log-probabilities yield nonlinearities that provide insight into potential pitfalls of statistical inferences of spillover risk and its associations with covariates, especially when projecting outside the range of observed covariates.
In the second part of this paper, we study parameter estimation in percolation models of spillover. We show that the rate parameters of pathogen spillover implied by percolation models are often nonlinear functions of canonical parameters used for inference in generalized linear models (GLMs) [10] . We show that if the log-odds of attrition probabilities are linear functions of covariates, or if the log-rates of shedding from alternative reservoirs are linear functions of covariates, the resulting nonlinear log-rates of spillover will be approximately piecewise linear. We show that statistical tools capable of modelling piecewise linear functions, such as piecewise cubic splines in generalized additive models or ensembles of linear models, perform reasonably well at capturing the nonlinearities produced by percolation models of spillover.
Throughout this paper, we highlight that percolation models allow researchers to connect their inferences with a first-principles model of pathogen spillover and we formalize the fundamental challenges and limitations in analyses of spillover datasets. Percolation models of spillover provide some traction into analysis through the tractable behaviour of filtered and pooled Poisson or negative binomial counts of infectious units, new avenues for visualizing spillover model structures and concepts and intuition of value for managers attempting to control the inextricably multilevel process of pathogen spillover. We show how inescapable nonlinearities arising from percolation models affect and how spillover will respond to changing environmental conditions-such as which reservoir may become the dominant reservoir or which attrition processes could become rate limiting outside the observed range of environmental conditions or under a new management action. Percolation models are not the final solution to modelling the spillover process but are proposed as a rigorous mathematical and statistical framework to bridge an identified gap in the field [3, 5, 6] . There are some restrictive assumptions in percolation models as presented here, such as the independent progression of infectious units from the same source and the assumption that infectious units do not replicate along the pathway to spillover; these assumptions can limit the use of percolation models to various important systems. Further work can help clarify the specific pathogens and scenarios for which percolation models are and are not appropriate, and there is a need for concrete case studies to implement-and assess the value of-the mathematical and statistical framework developed here. Scripts for the simulation and analysis conducted in this paper can be found at https://github.com/reptalex/ PercolationSpillover.
royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 374: 20180331 2. The graph structure of pathogen spillover A series of logical events must occur for a pathogen to spillover from a reservoir host to a recipient host, though the exact series of events varies depending on the wildlife and pathogen life histories. The passage of an infectious unit through that series of events from a reservoir host to a recipient host can be represented with a model of percolation along a graph. In this paper, we consider an integer number, X, of infectious units released from the reservoir and surviving a series of logical events leading to spillover events. The pathway along which infectious units percolate from wildlife to people can be illustrated with a graph. For example, the graph below, read from left to right,
represents X infectious units produced from the reservoir. The pathway to pathogen spillover is partitioned into a series of n logical events with probabilities p 1 , p 2 , …, p n of occurring. At the end of the graph, we denote a total number of spillover events, Y; spillover only occurs when a pathogen successfully overcomes each of the n barriers. Such a graph could be used to represent a percolation model of Nipah virus contacting a human through date palm sap consumption [11] . We refer to this as the 'serial' model for pathogen spillover.
The structure of the graph representing the pathway to spillover depends on pathogen life history. A simple modification of the graph can represent the pathway to spillover for pathogens that can follow several alternative transmission routes. For example, Ebolavirus can spillover directly from bats to people through bushmeat hunting [12] , but spillover appears more likely to occur through contact with the infected carcass of an amplifier host such as a forest antelope or non-human primate [13] . If an amplifier rarely or never infects more than one person, the percolation model for Ebolavirus will have the graph structure
where the thick lines illustrate the most common pathway, and the route passing through the amplifier has two new probabilities: q 1 , the probability an infectious unit infects an amplifier host, and q 2 , the probability an infected amplifier contacts a human with an infectious dose. If amplifiers can contact more than one host, the infectious units are no longer percolating along the graph but instead replicate and branch to produce multiple spillover events. We discuss the biological scenarios which complicate the results uncovered in this paper; such complications may be fruitful avenues of future research. The percolation models we investigate are summarized in table 1. For notation, we will always use X as the random variable representing the number of infectious units shed or released from the reservoir and P S -the probability of spillover-will denote the probability that an individual infectious unit infects a human or other recipient host. We use p to denote probabilities for logical events on the pathway to pathogen spillover, with single subscripts ( p j ) representing the jth event and dual subscripts ( p i,j ) representing the ith alternative pathway for the jth event. Finally, Y will represent a filtered number of infectious units after a series of logical events, with Y j representing the number of infectious units surviving j events. In general, the subscript j will denote event j in a series of events to pathogen spillover, i will indicate an alternative pathway, and l will be reserved for a focal intermediate node or measurement pool in the pathway to spillover.
(a) Serial-conceptualization of percolation
Passage of infectious units through the graph can be modelled with a series of Bernoulli random variables, B j , where the probability that an infectious unit passes the jth barrier occurs with a 'success' probability of p j (figure 1). The random variable B S ¼ Q j B j indicates whether an infectious unit makes it through every barrier to eventually infect a person. In this serial model of a single pathway to pathogen spillover, the probability a given infectious particle causes a human infection is
Percolation processes yield some traction into analysis of count processes frequently used to model infectious particle release or spillover events. If we assume the number of virions released into the environment is a Poisson random variable, X Pois(l), and a serial percolation process filters viruses-each virion having probability p j of surviving step j on the pathway to spillover-then the number of spillover events is
which is easily shown to follow a Poisson distribution, Y Pois(P S l): Similarly, if X NegBinom(m, c), then Y NegBinom(P S m, c) (see the electronic supplementary material for proofs). In both the Poisson and the negative binomial cases, the emergent number of spillover events is a filtered version of the original random variable as the starting counts have been 'filtered' through the series of Bernoulli trials represented by the graph up until the pool of interest. The fact that filtered Poisson and negative Binomial count distributions retain their distributional form through the percolation model is a useful feature for analysis and statistical inference as it connects shedding rates and survival probabilities to the end result of a random number of spillover events. Equation (2.1) indicates the importance of log-scale changes in the probability of success at various stages. For example, all else being equal, if changing the ambient temperature halves the probability a virion survives long enough to contact a human but doubles the probability of infection given contact owing to temperature-dependent changes in human susceptibility, the risk of pathogen spillover will remain unchanged [14] [15] [16] . More generally, by analysing the variance of the log-probability of spillover, one can partition variance in spillover risk into 'explained variance' and 'manageable variance'. Explained variance is the total amount of variance in spillover risk we can explain with existing models, and manageable variance is the fraction of explained variance in spillover risk one can modify with management interventions such as ecological interventions [17] (figure 1; see the electronic supplementary material for proof ). The effects of a changing covariate or implemented management action, compared with a control scenario of no change or no management action, can be illustrated by royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 374: 20180331
showing the potentially competing effects at multiple levels on the pathway to spillover. The final impact of such an action can be estimated using equation (2.1) with explicit acknowledgement of the levels about which there is fundamental uncertainty or lack of knowledge on the explained or manageable variance (figure 1). These concepts, and the resulting intuition, are formalized by analysis of the spillover risk and its variance under a serial model of percolation (electronic supplementary material).
(b) Alternative pathways/detours
In many cases, the assumption of a single pathway to pathogen spillover is unrealistic. Pathogens such as Bartonella spp. or avian influenza virus could be transmitted by one of many transmission routes [18] [19] [20] . In these scenarios, the graphical model becomes
where level l has m alternative pathways (in the case of Bartonella spp. or avian influenza virus, alternative transmission routes) and p i,l is the probability of a pathogen surviving the ith alternative pathway given entry to that pathway. If α i is the fraction of infectious units in the pool prior to l which go down the ith alternative pathway such that P i a i ¼ 1, then the probability a given infectious unit spills over becomes
where hp l i a ¼ P i a i p i,l is the weighted average probability of surviving level l.
Taking the logarithm of both sides of equation (2.3), we encounter a nonlinearity through the logarithm of an arithmetic mean:
This log-sum nonlinearity affects our ability to make neat inferences on the impact of doubling or halving the probabilities of success along one of the alternative pathways. Similarly, the variance of a log-sum cannot be easily expressed in terms of variances and covariances of each log-probability. However, as we show in the electronic supplementary material, the nonlinearity of equation (2.4) can be understood, and we show that it results in the final spillover counts closely resembling the counts along the pathway with the highest rate of successful percolations, which we refer to as the 'dominant pathway'. The effect of pathway dominance on our statistical inferences with spillover count datasets is discussed later.
(c) Alternative sources Table 1 . Percolation-based models of pathogen spillover allow graphical visualizations of model structure (the graphs) and a clear connection between a multilevel model and resulting probabilities of percolation and rates of spillover.
(Here, λ i is the rate of shedding from source i, p j is the probability of surviving level j, p i,j the probability of surviving level j along pathway i and I i is the indicator function equal to 1 if the pathogen is shed from source i and 0
otherwise. Percolation models can be easily adapted for different pathogens with different pathways to spillover, and most adaptations yield similar nonlinearities whose impacts on spillover rates and statistical inference we discuss in this paper.) (Online version in colour.) model graph probability of percolation, P S rate of spillover,
Bartonella spp.
alt. sources
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where X i is the amount of pathogen released from reservoir i, p i,j is the probability that the pathogen released from reservoir i successfully passes level j, and Y l is the amount of pathogen pooled at step l, after l logical events. We will use l to denote the first point at which pathogens from different reservoirs enter a common pool, such as avian influenza virions arriving into a common pond after being shed by multiple waterfowl hosts [25, 26] or yellow fever virions from alternative primate reservoirs and vectors arriving in a common pool of exposed humans (e.g. as considered in Childs et al. [7] ). Prior to pooling, each pathway has a separate, serial percolation model with the usual results: a Poisson shedding random variable for species i, X i Pois(l i ) yields a filtered Poisson random variable prior to pooling, Y i,lÀ1 Poisðl i Q j,l p i,j Þ: As we have shown in the electronic supplementary material, a similar result holds for negative binomial counts.
At the intersecting node of the pathways from alternative sources, the separate Poisson or negative binomial random variables arising from each reservoir host species are added to yield the number of infectious units in the common pool. For the Poisson case, since the sum of Poisson random variables is also Poisson, with a rate equal to the sum of the contributing rates, the number of infectious units surviving up to the common pool will be
ð2:5Þ
The expected number of spillover events can be calculated by recognizing that percolation is a serial between Y l and Y (table 1) . Negative binomial random variables with different means can be pooled to yield a negative binomial random variable if and only if their dispersion parameters are equal. Because binomial filtration of negative binomial counts only affects the mean and not the dispersion, results analogous to equation (2.5) hold if one assumes the negative binomial dispersion parameters are equal across alternative sources. Otherwise, one could construct a negative binomial approximation of pooled negative binomial counts (e.g. with a negative binomial random variable whose mean and variance is equal to that of the pool), the accuracy and validity of which will depend on the downstream questions. Pooling comes from a variety of processes. In addition to pooling of pathogens from multiple reservoirs in datasets where we cannot tell which reservoir is responsible for a spillover event, researchers often pool infections within some phylogenetic scale that defines a species or strain or disease category under study-e.g. one study may separate Lyme disease incidents from rocky mountain spotted fever incidents as they are caused by distinct bacterial species, whereas another may pool the two as tick-borne bacterial diseases. Such questions of the phylogenetic scale of our predictions [5, 6] Figure 1 . Partitioning the pathway to spillover into a series of logical events allows one to model, study, conceptualize and visualize risk maps of spillover across levels. Percolation models subdivide spillover into a series of events, such as environmental persistence or viral replication, in-between which there are pools of potential observations, such as the number of human exposures or the number of infected humans. Some variation in the overall risk of pathogen spillover can be explained through known associations between log-probabilities log( p j ) of each event j in the series and external covariates. A management action can differentially impact the probabilities of each event happening leading to a degree of manageable risk under a proposed intervention. Covariances between attrition rates at different levels, and even directionality of changes following a management action, can be visualized with asymmetric graphs of manageable risk. Pathogen spillover is an inextricably multilevel process. As such, quantifying the manageable risk requires knowing the impacts of management actions on every one of the series of events separating a wildlife pathogen from a human infection. Unknown or unstudied levels can impact the overall effect of an intervention on spillover risk. Such unknown effects must be explicitly recognized and can be either assumed to be unaffected or prioritized for further study.
royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 374: 20180331 of pathogen shedding, survival in the environment or other events, but are unable to distinguish between strains in a spillover dataset, their data will be generated by a count process like that of equation (2.5). As we show in the section on statistical inference, pooling, a perhaps inevitable operation in our dataset construction, can introduce nonlinearities in both Poisson and negative binomial count models that complicate inference and analysis of spillover datasets.
(d) Time-dependence-percolation processes
In the previously discussed percolation models of pathogen spillover, we have implicitly assumed that both the process generating the initial pulse of infectious units from the reservoir, and the various filtrations of that pulse along the percolation graph, are instantaneous. Often, however, shedding is a time-dependent process, and our data consist of a cross-sectional sample of infectious units accumulated at a given layer at a specific point in time. In addition to shedding, the survival probabilities of infectious units may depend on temporal attributes like seasonality or time since deposition [27] .
Let λ(t) be the rate of pathogen shedding at time t. Consider the time-dependence of environmental persistence combined with a variable time, τ, between shedding and recipient host exposure. For pathogen spillover to occur, pathogens shed into the environment must survive until contacting a recipient host. The environmental pool at time t, Y l (t), will contain pathogens shed at various times in the past that have survived up to time t. Let τ be a random variable with density h(τ), p l (t, τ) be the probability of a pathogen surviving in the environmental pool from time t − τ to t, and assume that all previous logical events are instantaneous but with time-dependent probabilities, p j (t). Then, Y l (t) Pois(l l (t)), where
The rate defined in equation (2.6) is similar to the model of alternative sources in equation (2.6) with appropriately shifted time-dependent probabilities. Hence, nonstationary probabilities of passage and random time intervals for lagged passage through a particular level produce a temporally explicit percolation model of alternative sources for all steps including and prior to the lagged step, as illustrated below, where darker shading is used to indicate more recent shedding times:
The mathematical similarity between pathogen spillover from percolation models of alternative reservoirs and alternative sources in time may prove useful for researchers linking models of pathogen dynamics in reservoir hosts with a percolation model for spillover from reservoir to a new host, as the results from alternative reservoirs can help one understand how alternative sources in time are contributing to pathogen spillover.
Statistical inference
One aim in the analysis of spillover datasets is to estimate the relative importance of various levels or processes in the pathway to spillover. To do this, researchers compile data on the incidence of pathogen spillover and covariates believed to be related by some statistical model to the rates of shedding or the probabilities that infectious units progress onwards through various processes on the pathway to spillover [28] [29] [30] . Barring data on intermediate pools of pathogens Y j , one may hope to quantify the relative importance of each level through the curation of a dataset with level-specific covariates, z j , hypothesized to explain some variation in the probability of spillover for level j. For example, in an alternative source model, one may measure the reservoir population densities of all alternative sources in the locales where spillover occurred. Typically, largescale studies of spillover work with a set of pooled counts of spillover events, Y, representing successful infections at the end of the percolation model of spillover, and use regression to determine spillover risk and assess the relative importance of different covariates and barriers to spillover.
Percolation models for spillover illuminate two challenges for such statistical inferences using pooled counts. The challenges arise from the difference between the probability and rate parameters used in the derivation of equations (2.1)-(2.6), and the canonical parameters-logit probabilities and log-rates-used for GLMs of exponential family random variables. While the probability and rate parameters combine nicely for tractable mathematical analyses of percolation models, statistical inference through GLMs estimate canonical parameters obtained by evaluating nonlinear link functions of the probability or rate parameters. The nonlinearity of link functions for the Poisson, negative binomial and Bernoulli random variables present in the percolation models of spillover has important consequences for interpreting results from a regression on Y and the inference of the relative importance of various steps and pathways to spillover. In this section, we will denote canonical parameters η(z) as functions of a single covariate z, and the random variable for that covariate will be Z. While few studies aim to predict spillover with a single covariate and linear models (e.g. Childs et al. [7] use an ensemble of boosted regression trees to predict spillover counts), we focus on one covariate for simplicity and aim to understand nonlinearities and their challenges for inference through the comprehensible perspective of a GLM. We expect systems with multiple covariates to exhibit qualitatively similar behaviour and illustrate how even nonlinear modelling approaches can fail in light of percolation-induced nonlinearities.
(a) Serial
The simplest percolation model of pathogen spillover for statistical inference will contain a pathogen pulse, such as X Pois(l(z)), and the probability of spillover, P S (z), combined to yield a filtered distribution for the number of spillover events, such as Y Pois(P S (z)l(z)) for the Poisson case. In a GLM framework, whether one assumes a Poisson or negative binomial model for the pathogen pulse, one typically models the canonical parameters of the two processes. For both Poisson and negative binomial models of pathogen pulses, the canonical parameters are the logarithm of the mean, λ, and thus a GLM of the counts of infectious units shed from reservoir hosts is
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Similarly, for a GLM of a binomial filtration, one would typically model the log-odds of the probability an infectious unit survives filtration yielding the linear model
ð3:2Þ
However, a GLM for spillover events, Y, would estimate η Y , the log of the rate for Y. Using the rate of Y defined by the percolation process, combined with equations (3.1) and (3.2), we see that a GLM predicting Y would model
Substitution with equations (3.2) and (3.3) yields
If attrition is high, defined here as 0 < p ≪ 0.5, then η p is a negative number and the approximation log(1 þ e Àh P ) % Àh P permits approximate superposition of intercepts and slopes for an overall linear model, yielding
However, if attrition is low, i.e. 1 > p ≫ 0.5, then η p is positive and the approximation log(1 þ e Àh P ) % e Àh P produces terms that are nonlinear in z j , but if b X,0 ) e Àb p,0 , the intercept and slope from shedding dominate and equation (3.6) is approximately
Thus, the appropriate linear approximation switches near η p = 0 (P S (z) = 0.5); this is further illustrated in figure 2 .
The nonlinearity of canonical parameters as functions of rate and probability parameters in percolation processes yields important intuition and general rules for statistical inference of the association between covariates and the number of spillover events. First, linear models of the logodds of success in a serial percolation model generate nonlinear models in the log-rate of spillover. However, that nonlinearity is not intractable. Equations (3.5) and (3.6) reveal that if attrition probabilities are rarely close to 0.5, these nonlinear models are approximately piecewise linear. The intercepts and slopes of the log-rate of shedding and log-odds of attrition are added to produce the intercepts and slopes for the overall spillover rate only for attrition processes with high attrition. For processes with low attrition, the associations between attrition and covariates can be lost, even for sensitive processes with strong associations (high β P,1 ) whose change in log-odds of success may be consequential for management. One may assume a GLM for each level or a GLM for the number of spillover events, but not both, unless the log-odds of success for each level remain high or remain low. More generally, if one assumes linearity at each level, the log-rate of spillover should be examined for piecewise linearity and the possible masking of sensitive yet low-attrition processes (figure 2).
(b) Alternative pathways and sources
Statistical inference for alternative pathways and sources is analysed in the electronic supplementary material. Our analysis provides insight into how linear or piecewise constant models of spillover risk can err, especially when projecting beyond the observed range of covariates. In addition, as mentioned above, GLMs of pooled counts of spillover events across alternative sources will produce regression coefficients reflecting those of the dominant pathway (figure 3). If a pathway is highly sensitive-i.e. has a large slope with respect to some covariate-but nondominant owing to a low intercept and comparatively low variance of the covariate with a high slope, it will be very difficult to identify as a highly manageable or sensitive pathway in a spillover count dataset.
While one should always look for heteroskedasticity to ensure a model is a good fit, our results suggest it is especially important to check for switching dominance and piecewise linearity when predicting pathogen spillover risk from alternative sources in space, time or species, as such piecewise or switching linearity is to be expected from the first-principles model proposed and analysed here. Where dominance switching occurs within a dataset and monotonically along a covariate or direction for multiple covariates, piecewise linear models-such as piecewise cubic splines for generalized additive models or ensembles of linear models-can capture the true effects and predict well beyond the observed range of covariates. Regression clustering or switching-regression models [31, 32] may separate data points with different dominant pathways for datasets in which pathway switching does not occur along any direction in the observed covariates. If dominance switching is possible but unobserved, due to hypersensitive pathways which are not dominant in our dataset, hypersensitive yet nondominant sources will be extremely hard to detect. A default statistical analysis of spillover count datasets which fails to consider the nonlinearities arising under a percolation model is prone to miss potentially useful inferences of sensitive alternative pathways, as spillover counts will tend to reflect the behaviour of the dominant pathway.
Conclusion
Pathogen spillover is a stochastic, multilevel process whose prediction can determine the value of surveillance, the effectiveness of countermeasures and the changing landscape of spillover risk in a changing world [3] . Here, we developed stochastic, multilevel percolation-based models of pathogen spillover. Percolation models of pathogen spillover can be visualized with graphs indicating the pathways to spillover, and various percolation models can be analysed to yield clear connections between model structure, data analysis and management paradigms for inferring and mitigating spillover risk.
For a serial percolation model, one can decompose the variance in spillover risk in terms of variances and covariances of log-probabilities of each level, providing a simple and intuitive multilevel model of pathogen spillover. The decomposition of variance in spillover risk may be of use for those developing statistical and mathematical methods to model and infer spillover risk, as well as managers or meta-analysts attempting to combine piecemeal results of different processes (e.g. shedding, persistence and susceptibility) estimated across the literature. The serial percolation model of pathogen spillover produces some conceptual tools, illustrated in figure 1 , towards a management paradigm to discuss known and unknown manageability of spillover. With more time and royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 374: 20180331 effort, this simple model of spillover may be able to interface directly with costs of interventions and allow researchers to discuss, quantitatively, the information gain of data from different levels through increased explained variance in logprobabilities of success (e.g. the value of wildlife surveillance versus vaccine coverage).
Percolation models of spillover lend themselves to easy visualizations of model structure and tractable calculations of spillover rates. They also provide two important results for the inference of spillover risk across levels and across alternative pathways. In general, one cannot use GLMs for both levels or alternative sources and the overall rate of spillover. However, when one assumes linear models between a covariate and the log-rates of shedding from alternative sources and/or the log-odds of successful passage through a barrier to spillover, the resulting nonlinearity is always approximately piecewise linear. Thus, count data of spillover incidence should be carefully analysed for piecewise linearity using tools such as generalized additive models, switchingregression models or ensembles of linear models. Projections beyond the range of observed covariates should be especially wary of the piecewise linearity arising in the log-rate of pathogen spillover. The switching dominance and invisibility of processes with weak attrition, even if they have a strong sensitivity to management actions, present a unique challenge for pathogen spillover data analysis and management. If two studies are conducted in two areas with different dominant reservoirs having different associations with a management action, they may obtain contradictory results. Only by understanding the mechanisms by which alternative sources and attrition processes are associated with covariates and management actions can we hope for generality.
Percolation models do not yet yield a recipe for the analysis of spillover count datasets. Rather, researchers will have to consider various phenomena described here on a caseby-case basis owing to the wide range of data quality, data quantity, research questions and underlying biology in pathogen spillover datasets. The usual statistical concerns of model complexity; which covariates to include, the behaviour of regularization, how to quantify the relative importance of covariates and so on, must be considered in light of the behaviour of spillover counts we have shown here. For example, lasso regression [33] could easily shrink the slope for a covariate to zero when the slope is in fact high but invisible owing to its modulation of a non-dominant source or a currently low-attrition process on the pathway to spillover. More generally, based on the results in figures 2 and 3, we suspect such approaches, which are typically employed to prevent overfitting, could exacerbate the challenges of identifying sensitive yet non-dominant pathways and weak attrition processes. At the current stage, we see these percolation models not as a general recipe for statistics as much as a tool for understanding-and in some cases using clever experimental design, data collection or statistical analyses to avoid-the pitfalls facing data analysts and managers in the field. If our work suggests one firm recommendation to analysts of spillover count datasets, it is that the assumption that spillover counts can be neatly analysed with standard GLMs of covariates collected to correspond to alternative reservoirs or processes on the pathway to spillover is an extremely tenuous assumption. Furthermore, we show the ways-pathway .3) and (3.6). For lower attrition, simulated here as a large, positive baseline log-odds of survival through percolation β p,0 , the slope of the attrition process contributes less to the observed slope of spillover counts. Thus, spillover count datasets can lead one to underestimate the potential sensitivity of a level to management action well outside the range of observed covariates. (c) These results stem from the approximate piecewise linearity of the canonical parameter one can calculate from a percolation model of pathogen spillover. Here, we plot the nonlinearity of the canonical parameter as a function of the covariate, z, across a range of intercepts for the baseline log-odds of an infectious unit surviving the percolation along the pathway to spillover.
royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 374: 20180331 switching and attrition probabilities going from low to high-in which nonlinearities arise and estimates of the relative importance of alternative pathways and processes one obtains from GLMs can be consequentially wrong. Percolation models are a simple model and a useful approximation of pathogen spillover, allowing one to statistically decompose the wildlife-human contact rates into a series of measurable processes which may have different associations with covariates or responses to management actions. However, percolation models will fail to be useful approximations when some assumptions do not hold. When infectious particle replication in intermediate pools is non-negligible, such as replication within alternative pathways reliably leading to one virion causing potentially multiple infections, we cannot model spillover as simply the attrition of shed infectious units. Similarly, percolation models do not capture the epidemiological feedbacks that may exist between environmental or vector pools and wildlife reservoir hosts. Finally, where dose-response filters are crucial, one can play with the definition of an 'infectious unit', but the spatial distribution and non-independence of such infectious units may be relevant and capturing such detail may require additional model complexity not captured by percolation models.
Percolation models arise from first principles of pathogen spillover from reservoirs to recipient hosts and allow a tuneable level of complexity for modelling spillover risk ranging from a coin toss-spillover happens with probability P S -to a fully deterministic system in which alternative sources and pathways are determined with probability 1. Percolation models can be a modular component for models of spillover risk; one could model shedding as an externally defined stochastic process, as we have assumed here, or one could model shedding through more commonly employed susceptible-resistant-exposed (SIR)-type epidemiological models. Regardless of the model of shedding, if cycles and replication along the pathway to spillover is negligible, percolation models serve as a module connecting shedding to an end result of spillover counts. Even deterministic models of shedding can be input for percolation models of spillover. Bayesian efforts to obtain posterior probabilities of various models and their parametrizations can also be connected with percolation models, as a posterior distribution over different model structures can be incorporated through a stochastic sampling of different models' shedding trajectories over time or space.
All models are wrong, but the percolation models we propose may provide useful intuition and results for conceptualizing, managing, analysing and forecasting the risk of pathogen spillover. Percolation models are not the final solution to modelling the spillover process but are proposed as a rigorous mathematical and statistical framework to address an identified Figure 3 . Pooled counts of infectious units from alternative pathways produce a nonlinearity similar to the nonlinearity arising from attrition. In this manuscript, we show this common nonlinearity inherent in percolation models of spillover is approximately a switching or piecewise linearity. If one reservoir or source is the dominant source in our dataset (a) but another, more sensitive source (b) could become dominant outside the range of observed covariates owing to its association with a covariate, z, the pooled counts will not follow a generalized linear model (GLM) (c,d ). If pathway switching-the exchange of dominance across alternative pathways-is observed (c), then percolation models reveal how piecewise linear [34] or piecewise cubic splines such as those in generalized additive models (GAMs) can produce accurate predictions outside the range of observed covariates. If pathway switching is not observed (d), then, like the low-attrition processes in figure 2 , the sensitivity of non-dominant pathways can be invisible to the machinery we use to infer how spillover risk will change with the covariate.
