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DERIVATIVES OF MEROMORPHIC FUNCTIONS WITH
MULTIPLE ZEROS AND ELLIPTIC FUNCTIONS
PAI YANG, SHAHAR NEVO, AND XUECHENG PANG
Abstract. Let f be a nonconstant meromorphic function in the plane and h be
a nonconstant elliptic function. We show that if all zeros of f are multiple except
finitely many and T (r, h) = o{T (r, f)} as r → ∞, then f ′ = h has infinitely many
solutions (including poles).
1. Introduction
Recall that an elliptic function [1] is a meromorphic function h defined on C for
which there exist two non-zero complex numbers ω1 and ω2 with ω1/ω2 not real such
that h(z + ω1) = h(z + ω2) = h(z) for all z on C.
We use the following notation. For z0 ∈ C and r > 0, ∆(z0, r) = {z : |z − z0| < r},
∆′(z0, r) = {z : 0 < |z − z0| < r}, ∆ = ∆(0, 1), ∆(0, r) = {z : |z| ≤ r}, and
Γ(0, r) = {z : |z| = r}. For f meromorphic in a domain D, we denote
S(D, f) =
1
pi
∫∫
D
[f#(z)]2dxdy, S(r, f) = S(∆(0, r), f).
Here
f#(z) =
|f ′(z)|
1 + |f(z)|2
denotes the spherical derivative. We use the Ahlfors-Shimizu form of the Nevanlinna
characteristic function, given by
T0(r, f) =
∫ r
0
S(t, f)
t
dt.
Let n(r, f) denote the number of poles of f(z) in ∆(0, r) (counting multiplicity). We
write fn
χ
=⇒ f in D to indicate that the sequence {fn} converges to f in the spherical
metric uniformly on compact subsets of D and fn ⇒ f in D if the convergence is in
the Euclidean metric.
In 1959, Hayman [7] proved the following seminal result, which has come to be known
as Hayman’s Alternative.
Theorem A. Let f be a transcendental meromorphic function on the complex plane
C. Then either
(i) f assumes each value a ∈ C infinitely often, or
2010 Mathematics Subject Classification. 30D30, 30D35, 30D45.
Key words and phrases. Normal family, elliptic function.
1
2 PAI YANG, SHAHAR NEVO, AND XUECHENG PANG
(ii) f (k) assumes each value b ∈ C\{0} infinitely often for k = 1, 2, . . ..
Obviously, if f is a transcendental meromorphic function such that f 6= 0 for all
z ∈ C, then f (k) assumes each value b ∈ C\{0} infinitely often for k = 1, 2, . . .. In
recent years, it has become clear that, in many instances, the condition f 6= 0 can be
replaced by the assumption that all zeros of f have sufficiently high multiplicity. This
announcement concerns such extension of Theorem A. We restrict our attention to the
case k = 1.
Before stating our result, let us present several theorems that show results already
obtained in this subject.
Theorem B. [23, Theorem 3] Let f be a transcendental meromorphic function on C,
all of whose zeros have multiplicity at least 3. Then f ′ assumes each nonzero complex
value infinitely often.
The analogue of Theorem B with 3 replaced by 2 does hold for functions of finite
order.
Theorem C. [23, Lemma 6] Let f be a transcendental meromorphic function of finite
order on C, all of whose zeros are multiple. Then f ′ assumes every finite non-zero
value infinitely often.
This is an instant corollary of Theorem A and the following important result.
Theorem D. [3, Theorem 3] Let f be a transcendental meromorphic function of finite
order on C with an infinite number of multiple zeros. Then f ′ assumes every finite
non-zero value infinitely often.
Indeed, if in Theorem C, f vanishes only finitely often, then f ′ must take on every
nonzero value infinitely often by Theorem A; Otherwise, Theorem D implies the same
conclusion.
Bergweiler and Eremenko gave a counter example in [3] which shows Theorem D is
not true in general for functions of infinite order.
In 2006, Shahar Nevo, Xuecheng Pang and Lawrence Zalcman gave the following
extension of Theorem B and Theorem C.
Theorem E. [19, Theorem 1] Let f be a transcendental meromorphic function on C,
all but finitely many of whose zeros are multiple, and let R 6≡ 0 be a rational function.
Then f ′ − R has infinitely many zeros.
In this paper, we continue to study the value distribution of the derivative of mero-
morphic functions with multiple zeros. We have the following theorem.
Theorem 1. Let f be a nonconstant meromorphic function on C and h be a non-
constant elliptic function. Then if all zeros of f are multiple except finitely many and
T0(r, h) = o{T0(r, f)} as r →∞, then f
′ = h has infinitely many solutions (including
the possibility of infinitely many common poles of f and h).
Remark. T (r, f) denotes the usual Nevanlinna characteristic function. Since T (r, f)−
T0(r, f) is bounded as a function of r, one can replace T0(r, f) with T (r, f) in Theorem 1.
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2. Preliminary results
Lemma 2.1. [21, Theorem 1][22, Theorem VI.21] Let f be a meromorphic function in
∆, and let a1, as, a3 be 3 distinct complex numbres. Assume that the number of zeros
of
3∏
i=1
(f(z)− ai) in ∆ is ≤ n, where multiple zeros are counted only once, then
S(r, f) ≤ n+
A
1− r
, 0 ≤ r < 1,
and A > 0 is a constant, which depends on a1, a2, a3 only.
Lemma 2.2. If h(z) is a nonconstant elliptic function with primitive periods ω1, ω2,
where ω1/ω2 not real, then
T0(r, h) = Ar
2(1 + o(1)) as r →∞,
where A > 0 is a constant.
This follows from [2, Corollary 2].
Lemma 2.3. [20, Theorem 3][11, Theorem 1] Let ψ 6≡ 0 be a meromorphic function in
a domain D ⊂ C and k ∈ N. Let F be a family of meromorphic functions in D, such
that f and f (k)−ψ have no zeros and f and ψ have no common poles for each f ∈ F .
Then F is normal on D.
Lemma 2.4. Let f be a nonconstant meromorphic function of finite order on C, all
of whose zeros are multiple. If f ′(z) 6= 1 on C, then
f(z) =
(z − a)2
z − b
for some a and b ( 6= a) on C.
This follows from Lemma 6 (with j = 1 and k = 2) and Lemma 8 (with k = 1) of
[23].
Lemma 2.5. [15, Lemma 2] Let F be a family of functions meromorphic in a domain
D, all of whose zeros have multiplicity at least k, and suppose that there exists A ≥ 1
such that |f (k)(z)| ≤ A whenever f(z) = 0. Then if F is not normal at z0, there exist,
for each 0 ≤ α ≤ k,
(a) points zn, zn → z0;
(b) functions fn ∈ F ; and
(c) positive numbers ρn → 0
such that ρ−αn fn(zn + ρnζ) = gn(ζ)
χ
=⇒ g(ζ) on C, where g is a nonconstant mero-
morphic function on C, all of whose zeros have multiplicity at least k, such that
g#(ζ) ≤ g#(0) = kA + 1.
Lemma 2.6. [16, Lemma 3.1] Let {fn} be a family of functions meromorphic in
∆(z0, r), all of whose zeros and poles are multiple; and let {bn} be a sequence of
holomorphic functions in ∆(z0, r) such that bn ⇒ b in ∆(z0, r), where b(z) 6= 0,
z ∈ ∆(z0, r). If f
′
n(z) 6= bn(z) for z ∈ ∆(z0, r), then {fn} is normal in ∆(z0, r).
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Lemma 2.7. [17, Lemma 3.1] Let {fn} be a sequence of meromorphic functions in
∆(z0, r) and {ψn} a sequence of holomorphic functions in ∆(z0, r) such that ψn ⇒ ψ,
where ψ(z) 66= 0 in ∆(z0, r). If for each n, fn(z) 6= 0 and f
′
n(z) 6= ψn(z) for z ∈ ∆(z0, r),
then {fn} is normal in ∆(z0, r).
Lemma 2.8. [17, Lemma 3.2] Let E be a (countable) discrete set in ∆(z0, r) which has
no accumulation points in ∆(z0, r) and let {ψn} be a sequence of holomorphic functions
in ∆(z0, r) such that ψn ⇒ ψ in ∆(z0, r), where ψ 6= 0,∞ in ∆(z0, r). Let {fn} be a
sequence of functions meromorphic in ∆(z0, r), all of whose zeros are multiple, such
that f ′n(z) 6= ψn(z) for all n and all z ∈ ∆(z0, r). Let a1 ∈ E and suppose that
(a) for some a1 ∈ E, no subsequence of {fn} is normal at a1;
(b) there exists δ > 0 such that each fn has a single (multiple) zero in ∆(a1, δ); and
(c) fn(z)
χ
=⇒ f(z) in ∆(z0, r)\E.
Then
(d) there exists η0 > 0 such that for each 0 < η < η0, fn has a single simple pole in
∆(a1, η) for sufficiently large n; and
(e) f(z) =
∫ z
a1
ψ(ζ)dζ.
Lemma 2.9. [17, Lemma 3.7] Let {fn} be a sequence of functions meromorphic on
∆(z0, r), all of whose zeros are multiple, and let ψ be a non-vanishing holomorphic
function in ∆(z0, r). Suppose that
(a) {fn} is quasinormal in ∆(z0, r);
(b) f ′n(z) 6= ψ(z) for z ∈ ∆(z0, r) and n = 1, 2, 3, · · · ;
(c) no subsequence of {fn(z)} is normal at 0.
Then there exists 0 < δ < r such that fn has only a single (multiple) zero in ∆(0, δ)
for sufficiently large n.
Lemma 2.10. Let {fn} be a family of meromorphic functions on the plane domain D,
all whose zeros are multiple, If there exists a holomorphic function ϕ univalent in D
such that f ′n(z) 6= ϕ
′(z) for each n ∈ N and z ∈ D, Then {fn} is quasinormal of order
1 in D.
This follows from Theorem 1 (with k = 1 and F = {fn}) of [14].
Lemma 2.11. [5, Lemma 12] Let R be a nonconstant rational function satisfying
R′ 6= 0 on C. Then R(z) = az+b or R(z) = a
(z+c)n
+b, where n ∈ N and a 6= 0, b, c ∈ C.
3. Auxiliary lemmas
Lemma 3.1. Let k ≥ 2 be an integer and let R be a rational function on C. Suppose
that R′(z) 6= 1
zk
. Then R is a constant function.
Proof. Since R′(z) 6= 1
zk
, we have R(0) 6=∞ and hence
R′(z)−
1
zk
=
(
R(z)−
1
1− k
1
zk−1
)′
6= 0.
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By Lemma 2.11, either R(z) = az + b + 1
1−k
1
zk−1
, or R(z) = a
(z+c)n
+ b + 1
1−k
1
zk−1
. If
R(z) = az + b + 1
1−k
1
zk−1
, then we have R(0) = ∞. A contradiction. Thus, R(z) =
a
(z+c)n
+ b + 1
1−k
1
zk−1
. Since R(0) 6= ∞, we have that c = 0, n = k − 1, a = 1
k−1
and
R(z) ≡ b. 
Lemma 3.2. Let k be a positive integer and let R be a rational function satisfying
R′(z) 6= zk on C. If all zeros of R are multiple, then
(3.1) R(z) =
n+k+1∏
i=1
(z − αi)
(k + 1)(z − β)n
,
where n is a nonnegative integer β ∈ C and αi( 6= 0, β), for 1 ≤ i ≤ n+k+1 and every
zero αi is counted due to multiplicity.
Proof. Obviously, (R(z) − z
k+1
k+1
)′ 6= 0 and since all the zeros of R are multiple, then
R(z)− z
k+1
k+1
is a nonconstant rational function. By Lemma 2.11, R(z) = z
k+1
k+1
+ az + b
or R(z) = z
k+1
k+1
+ a
(z+c)n
+ b, where n ∈ N and a 6= 0, b, c ∈ C. Let us consider separately
these two cases.
Case 1: R(z) = z
k+1
k+1
+ az + b.
Let z0 be a zero of R(z), then R(z0) = 0 and hence R
′(z0) = 0, i.e.,
R(z0) =
1
k + 1
zk+10 + az0 + b = 0,(3.2)
R′(z0) = z
k
0 + a = 0.
It follows that z0 = −
b(k+1)
ak
and hence
(3.3) R(z) =
1
k + 1
(
z +
b(k + 1)
ak
)k+1
.
Comparing the coefficients of (3.2) and (3.3), we have k = 1 and hence R(z) = (z−α)
2
2
,
where α = −2b
a
. Now R(z) have the form of (3.1) with α1 = α2 = α, k = 1 and n = 0.
Case 2: R(z) = 1
k+1
zk+1 + a
(z+c)n
+ b.
Let {α1, α2, · · · , αn+k+1} be the set of the zeros of R(z) and β = −c. Obviously,
R(z) have the form of (3.1).
Since R′(z) 6= zk, R′(0) 6= 0, and since all zeros of R are multiple, R(0) 6= 0. Hence
αi 6= 0 for 1 ≤ i ≤ n + k + 1. 
Lemma 3.3. Let {fn(z)} be a family of meromorphic functions in ∆, all of whose
zeros are multiple. Let Fn(z) = z
kfn(z), where k 6= 0 is an integer. Let {bn(z)} be a
sequence of holomorphic functions in ∆ such that bn(z)⇒ b(z) in ∆, where b(z) 6= 0 is
a holomorphic function in ∆. Suppose that for each n, f ′n(z) 6= z
−kbn(z) and {fn(z)}
is not normal at 0 and normal in ∆′. Then {Fn(z)} is normal in ∆
′ but not normal
at 0.
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Proof. It is obvious that {Fn(z)} is normal in ∆
′. Suppose that {Fn(z)} is normal at
0.
Case 1: k is a positive integer.
Since f ′n(z) 6= z
−kbn(z) and bn(z)⇒ b(z) on ∆, and b(0) 6= 0 we have, for sufficiently
large n, f ′n(0) 6= ∞ and fn(0) 6= ∞. Obviously, we have Fn(0) = 0. Without loss of
generality, we can suppose that for all n, fn(0) 6= ∞ and Fn(0) = 0. Since {Fn(z)}
is normal at 0 and Fn(0) = 0, there exists δ > 0 such that for all n, |Fn(z)| ≤ 1 in
∆(0, δ). Thus fn(0) 6=∞ in ∆
′(0, δ), and hence fn is holomorphic in ∆(0, δ). Now, we
have
|fn(z)| =
|Fn(z)|
|z|k
≤
(
1
δ
)k
, z ∈ Γ(0, δ).
By the maximum principle, this holds throughout ∆(0, δ). It follows that {fn} is
normal. A contradiction.
Case 2: k is a negative integer.
Let m = −k. Since f ′n(z) 6= z
mbn(z) and bn(z)⇒ b(z) in ∆, we have, for sufficiently
large n, f ′n(0) 6= 0 and hence fn(0) 6= 0. Obviously, we have Fn(0) =∞. Without loss
of generality, we can suppose that for all n, fn(0) 6= 0 and Fn(0) = ∞. Since {Fn(z)}
is normal at 0 and Fn(0) = ∞, there exists δ > 0 such that for all n, |Fn(z)| ≥ 1 on
∆(0, δ). Thus fn(z) 6= 0 in ∆
′(0, δ), and hence 1
fn
is holomorphic in ∆(0, δ). Now, we
have ∣∣∣∣ 1fn(z)
∣∣∣∣ = ∣∣∣∣ 1Fn(z) 1zm
∣∣∣∣ ≤ 1δm , z ∈ Γ(0, δ).
By the maximum principle, this holds throughout ∆(0, δ). It follows that {fn} is
normal. A contradiction. 
Lemma 3.4. Let {fn} and {ψn} be two sequences of functions meromorphic on the
plane domain D. Let f(z) and ψ(z) be two meromorphic functions in D. Suppose
that
(a) fn(z)
χ
=⇒ f(z) in D and ψn(z)
χ
=⇒ ψ(z) in D;
(b) f ′n(z) 6= ψn(z) in D.
Then, either f ′(z) ≡ ψ(z) in D, or f ′(z) 6= ψ(z) in D.
Proof. Suppose that there exists z0 ∈ D such that f
′(z0) = ψ(z0).
Let us separate into two cases.
Case 1: ψ(z0) 6=∞.
There exists r > 0 such that f, ψ, fn, ψn are analytic in ∆(z0, r) for large enough
n. We have that f ′n − ψn ⇒ f
′ − ψ in ∆(z0, r), and by condition (b) and Hurwitz’s
Theorem f ′ − ψ ≡ 0 in ∆(z0, r) and so in all of D. In this case, the first possibility
occurs.
Case 2: ψ(z0) =∞.
Suppose by negation that f ′ − ψ is not constantly zero. Thus, for small enough r,
1
f ′−ψ
is analytic in ∆′(z0, r), and since
1
f ′n−ψn
are analytic in D and 1
f ′n−ψn
⇒ 1
f ′−ψ
in
∆′(z0, r), we get by the maximum principle that
{
1
f ′n−ψn
}∞
n=1
is a uniformly convergent
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Cauchy sequence of analytic functions in ∆(z0, r) which thus converges (uniformly)
to an analytic function there. Thus 1
f ′−ψ
is extended analytically to ∆(z0, r). Let
m1, m2 ≥ 1 be the orders of the pole of f and ψ at z0, respectively. A pole of f
′−ψ at
z0, if it exists, is of order at most max{m1+1, m2}. This is also the maximal multiplicity
of zero of 1
f ′−ψ
at z0. (Observe that it is possible that f
′(z0) − ψ(z0) is a finite value,
but this value cannot be 0 since 1
f ′−ψ
is analytic at z0). Now, for every 0 < δ < r, fn
has, for large enough n, m1 poles (counting multiplicities) in ∆(z0, δ), and ψn has m2
poles in ∆(z0, δ) (counting multiplicities). Since fn and ψn have no common poles, then
1
f ′n−ψn
has at least m1 +m2 + 1 zeros in ∆(z0, δ). But m1 +m2 + 1 ≥ max{m+ 1, m2}
and this is a contradiction. Thus f ′−ψ ≡ 0. So also in the case of a common pole, we
have that f ′ ≡ ψ in D and the lemma is proved. 
Lemma 3.5. Let {fn} be a family of meromorphic functions in ∆, all of whose zeros
are multiple. Let {bn} be a sequence of holomorphic functions in ∆ such that bn ⇒ 1
in ∆, and let k be a positive integer. Suppose that
(a) f ′n(z) 6= z
kbn(z) in ∆;
(b) there exists points zn → 0 such that fn(zn) = 0;
(c) fn(z)
χ
=⇒ f(z) in ∆′, where f(z) is a meromorphic function in ∆′.
Then f(z) = z
k+1+c
k+1
in ∆′, where c is a constant.
Proof. Let Fn(z) =
f ′n(z)
zk
. Since bn ⇒ 1 in ∆ and (a), we have for sufficiently large n,
f ′n(0) 6= 0 and hence Fn(0) = ∞. Without loss of generality, we may assume that for
all n, f ′n(0) 6= 0 and Fn(0) = ∞. Since all zeros of {fn(z)} are multiple, fn(0) 6= 0.
Hence we have zn 6= 0 and Fn(zn) = 0.
We claim that {Fn(z)} is not normal at 0 and hence {
f ′n(z)
zkbn(z)
−1} is also not normal at
0. Indeed, since Fn(zn) = 0 and Fn(0) =∞, the family {Fn(ζ)} is not equicontinuous
at 0 and hence cannot be normal at 0.
By (a) and (c), we have
0 6=
f ′n(z)
zkbn(z)
− 1⇒
f ′(z)
zk
− 1, z ∈ ∆′ − {f−1(∞)}.
By Hurwitz’s Theorem, either f
′(z)
zk
− 1 ≡ 0 in ∆′, or f
′(z)
zk
− 1 6= 0 in ∆′. Suppose that
f ′(z)
zk
− 1 6= 0 in ∆′. Since f(z) is a meromorphic function, then there exists δ > 0 such
that f(z) has no poles on Γ(0, δ) and f ′n(z) converges uniformly to f
′(ζ) on Γ(0, δ).
Now, we have
∞ 6=
1
f ′n(z)
zkbn(z)
− 1
⇒
1
f ′(z)
zk
− 1
, z ∈ Γ(0, δ).
As in the proof of Lemma 3.4, since the function in the left hand side is holomorphic,
we have by the maximum principle that this holds throughout ∆(0, δ). So { f
′
n(z)
zkbn(z)
−1}
is normal at 0. A contradiction. Thus, f
′(z)
zk
− 1 ≡ 0 in ∆′. Then f(z) = z
k+1+c
k+1
in ∆′,
where c is a constant. 
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Lemma 3.6. Let {fn} be a sequence of functions meromorphic in ∆(z0, r). Suppose
there exists M1 > 0 such that for each n, n(r,
1
fn
) < M1. Suppose that fn
χ
=⇒ f in
∆′(z0, r), where f is a nonconstant meromorphic function or f ≡ ∞ in ∆
′(z0, r). Then
there exists M2 > 0 such that, for sufficiently large n,
S(
r
2
, fn) < M2.
Proof. Without loss of generality, we assume that r = 1 and so ∆(z0, r) = ∆. Obviously,
1
fn
− 1
χ
=⇒ 1
f
− 1 in ∆′ and 1
f
− 1 6≡ 0,∞ in ∆′. Then there exists 1
2
< r < 1 such that
1
f
− 1 has no poles and zeros in Γ(0, r). Obviously, for sufficiently large n,
n
(
r,
1
fn − 1
)
− n
(
r,
1
fn
)
= n
(
r,
1
1
fn
− 1
)
− n
(
r,
1
fn
− 1
)
=
1
2pii
∫
Γ(0, r)
( 1
fn
− 1)′
1
fn
− 1
dz →
1
2pii
∫
Γ(0, r)
( 1
f
− 1)′
1
f
− 1
dz.
Set M3 =
1
2pii
∫
Γ(0, r)
( 1
f
−1)′
1
f
−1
dz + n(r, 1
fn
) + 1. For sufficiently large n,(
1
2
,
1
fn − 1
)
≤ n
(
r,
1
fn − 1
)
= n
(
r,
1
fn
)
+
∫
Γ(0,r)
( 1
f
− 1)′
1
f
− 1
dz + εn
< M1 +
∫
Γ(0,r)
( 1
f
− 1)
1
f
− 1
dz =M3 − 1 < M3.
(Here εn → 0, but since the other terms are integers, then εn = 0 for large enough n.)
Obviously, 1
fn
− 1
2
χ
=⇒ 1
f
− 1
2
in ∆′ and 1
f
− 1
2
6≡ 0,∞ in ∆′. Then there exists
1
2
< t < 1 such that 1
f
− 1
2
has no poles and zeros in Γ(0, t). Clearly, for sufficiently
large n,
n(t,
1
fn − 2
)− n
(
t,
1
fn
)
= n
(
t,
1
1
fn
− 1
2
)
− n
(
t,
1
fn
−
1
2
)
=
1
2pii
∫
Γ(0, t)
( 1
fn
− 1
2
)′
1
fn
− 1
2
dz →
1
2pii
∫
Γ(0, t)
( 1
f
− 1
2
)′
1
f
− 1
2
dz.
Set M4 =
1
2pii
∫
Γ(0, t)
( 1
f
− 1
2
)′
1
f
− 1
2
dz + n(t, 1
fn
) + 1. Similarly to the previous paragraph, we
have, for sufficiently large n,
n
(
1
2
,
1
fn − 2
)
≤ n
(
t,
1
fn − 2
)
< M4 − 1.
Let M2 =M1 +M3 +M4 + 2A. By Lemma 2.1, for sufficiently large n,
S(
1
2
, fn) ≤ n(
1
2
,
1
fn
) + n(
1
2
,
1
fn − 1
) + n(
1
2
,
1
fn − 2
) + 2A < M2.

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Lemma 3.7. Let Ψ(z) be a holomorphic univalent function on ∆(0, R) and {Ψn(z)}
be a sequence of holomorphic functions in ∆(0, R) such that Ψn(z)⇒ Ψ(z) in ∆(0, R).
Then for each r ∈ (0, R), we have, for sufficiently large n,
(a) Ψn(z) is a holomorphic univalent function in ∆(0, r);
(b) there exists δ1 > 0 such that ∆(Ψ(0), δ1) ⊂ Ψ(∆(0, r)) and ∆(Ψ(0), δ1) ⊂
Ψn(∆(0, r));
(c) there exists δ2 > 0 such that Ψ(∆(0, δ2)) ⊂ ∆(Ψ(0), δ1) and Ψn(∆(0, δ2)) ⊂
∆(Ψ(0), δ1).
Proof. Let r < r1 < R. Suppose that there exists a subsequence of {Ψn(z)} (that we
continue to call {Ψn(z)}) which is not univalent in ∆(0, r). Then there exist distinct
complex numbers zn,1 and zn,2 in ∆(0, r) such that Ψn(zn,1) = Ψn(zn,2). Obviously,
n(r1,
1
Ψn(z)−Ψn(zn,1)
) ≥ 2. Without loss of generality, we may suppose that zn,1 → z1
and zn,2 → z2 as n→∞. Obviously |z1| ≤ r, |z2| ≤ r. Since Ψn(z)⇒ Ψ(z) in ∆(0, R),
we have
Ψ(z1) = lim
n→∞
Ψn(zn,1) = lim
n→∞
Ψn(zn,2) = Ψ(z2).
Hence we have z1 = z2.
Obviously, Ψn(z) − Ψn(zn,1) ⇒ Ψ(z) − Ψ(z1) in ∆(0, R) and Ψ(z) − Ψ(z1) 6= 0 on
Γ(0, r1). By the argument principle, for sufficiently large n,
n
(
r1,
1
Ψn(z)−Ψn(zn,1)
)
= n
(
r1,
1
Ψ(z)−Ψ(z1)
)
= 1.
A contradiction occurs and hence (a) holds.
Obviously, there exists δ1 such that ∆(Ψ(0), 2δ1) ⊂ Ψ(∆(0, r)), and hence ∆(Ψ(0), δ1) ⊂
Ψ(∆(0, r)). For each w ∈ ∆(Ψ(0), δ1), we have |Ψ(z)−w| > δ1 on Γ(0, r), and we have
for sufficiently large n,
|(Ψn(z)− w)− (Ψ(z)− w)| = |Ψn(z)−Ψ(z)| < δ1, z ∈ Γ(0, r).
By the argument principle, for sufficiently large n,
n
(
r,
1
Ψn(z)− w
)
= n
(
r,
1
Ψ(z)− w
)
= 1.
This shows that for each w ∈ ∆(Ψ(0), δ1), there exists z0 ∈ ∆(0, r) such that Ψn(z0) =
w. Hence (b) holds.
Obviously, there exists δ2 such that Ψ(∆(0, δ2)) ⊂ ∆(Ψ(0), δ1/2), and hence Ψ(∆(0, δ2)) ⊂
∆(Ψ(0), δ1). Since Ψn(z) ⇒ Ψ(z) in ∆(0, R), we have that for sufficiently large n,
|Ψn(z)−Ψ(z)| < δ1/2 in ∆(0, δ2) and hence
|Ψn(z)−Ψ(0)| ≤ |Ψn(z)−Ψ(z)| + |Ψ(z)−Ψ(0)| < δ1/2 + δ1/2 = δ1
in ∆(0, δ2). Hence (c) holds. 
Lemma 3.8. Let {fn} be a sequence of meromorphic functions in ∆(z0, r), all of whose
zeros are multiple, and let {ψn} be a sequence of meromorphic functions in ∆(z0, r)
such that ψn ⇒ ψ in ∆(z0, r), where ψ is a non-vanishing holomorphic function in
10 PAI YANG, SHAHAR NEVO, AND XUECHENG PANG
∆(z0, r). Let E be a (countable) discrete set in ∆(z0, r) which has no accumulation
points in ∆(z0, r). Suppose that
(a) fn(z)
χ
=⇒ f(z) in ∆(z0, r)\E;
(b) for some a1 ∈ E, no subsequence of {fn} is normal at a1;
(c) for all n ∈ N, f ′n(z) 6= ψn(z) in ∆(z0, r).
Then
(d) There exists r ≥ 0 such that for sufficiently large n, fn has a single zero zn,1 of
order 2 and a single pole zn,2 of order 1 in ∆(a1, r), where zn,i → a1 as n→∞,
i = 1, 2;
(e) f(z) =
∫ z
a1
ψ(ζ)dζ.
Proof. Without loss of generality, we may suppose that a1 = 0. Set Ψ(z) =
∫ z
ζ=0
ψ(ζ)dζ .
There exists 1
2
> δ > 0 such that Ψ(z) is a univalent function in ∆(0, 2δ). Since
ψn(z)⇒ ψ(z) on ∆, without loss of generality, we may suppose that for all n ∈ N, ψn
is a holomorphic function in ∆(0, 2δ).
Let Ψn(z) =
∫ z
ζ=0
ψn(ζ)dζ , z ∈ ∆(0, 2δ). Obviously, we have that Ψn(z) ⇒ Ψ(z) in
∆(0, 2δ). By Lemma 3.7, we have for sufficiently large n,
(a) Ψn(z) is a holomorphic univalent function in ∆(0, δ);
(b) there exists δ1 > 0 such that ∆(Ψ(0), δ1) ⊂ Ψ(∆(0, δ)) and ∆(Ψ(0), δ1) ⊂
Ψn(∆(0, δ));
(c) there exists δ2 > 0 such that Ψ(∆(0, δ2)) ⊂ ∆(Ψ(0), δ1) and Ψn(∆(0, δ2)) ⊂
∆(Ψ(0), δ1).
For convenience, we suppose that for all n, (a), (b) and (c) hold.
Now we consider Ψ(z) and Ψn(z) only in ∆(0, δ). Let Fn(w) = fn(Ψ
−1
n (w)), w ∈
∆(Ψ(0), δ1). Then fn(z) = Fn(Ψn(z)) in ∆(0, δ2).
We claim that no subsequence of {Fn(w)} is normal at Ψ(0). Otherwise, suppose
that {Fn(w)} is normal at Ψ(0) (without loss of generality, we call also the subsequence
{Fn(w)}). Since Ψn(z) ⇒ Ψ(z) in ∆(0, 2δ), {Fn(Ψn(z))} is normal at 0. i.e., {fn(z)}
is normal at 0, a contradiction.
Now we have
F ′n(w) = f
′
n(Ψ
−1
n (w))
1
Ψ′n(z)
= f ′n(z)
1
ψn(z)
6= ψn(z)
1
ψn(z)
= 1
in ∆(Ψ(0), δ1). Obviously, all the zeros of Fn(w) in ∆(Ψ(0), δ1) are multiple. Clearly,
{Fn}
∞
n=1 is normal in ∆
′(ψ(0), δ1). Then by Lemma 2.9, there exists 0 < δ3 < δ1 such
that Fn(w) has only a single (multiple) zero in ∆(Ψ(0), δ3) for sufficiently large n.
Do as in Lemma 3.7, we have that for sufficiently large n, there exists δ4 > 0 such
that Ψn(∆(0, δ4)) ⊂ ∆(Ψ(0), δ3). Therefore, fn(z) = Fn(Ψn(z)) has at most a single
(multiple) zero in ∆(0, δ4).
We claim that for sufficiently large n, fn has a single zero zn,1 of order 2 in ∆(0, δ4),
where zn,1 → 0 as n → ∞. It suffices to prove that each subsequence of {fn} has a
subsequence {fm} such that, for sufficiently large m, fm has a single zero zm,1 of order
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2 in ∆(0, δ4), where zm,1 → 0 as m→∞. Suppose that we have a subsequence of {fn},
which (to avoid complication in notion) we again call {fn}. Since {fn} is not normal at
0, it follows from Lemma 2.5 that we can extract a subsequence {fm} of {fn}, points
zm → 0, and positive numbers ρm → 0 such that
gm(ζ) =
fm(zm + ρmζ)
ρm
χ
=⇒ g(ζ), ζ ∈ C,
where g is a nonconstant meromorphic function of finite order on C, all of whose zeros
are multiple. Now we have
0 6= f ′m(zm + ρmζ)− ψm(zm + ρmζ)⇒ g
′(ζ)− ψ(0), ζ ∈ C− {g−1(∞)}.
By Hurwitz’s Theorem, either g′(ζ) 6= ψ(0) on C, or g′(ζ) ≡ ψ(0) on C. In the latter
case, g(ζ) = ψ(0)ζ+ c, which contradicts the fact that all zeros of g are multiple. Thus
g′(ζ) 6= ψ(0) on C. By Lemma 2.4, g(ζ) = ψ(0)(ζ−a)
2
ζ−b
for distinct complex numbers
a and b. It now follows from Hurwitz’s Theorem that there exist sequence ζm,1 → a
such that, for sufficiently large m, gm(ζm,1) = 0. Obviously, ζm,1 is a zero of order 2 of
gm(ζ). Set zm,1 = zm + ρmζm,1, we have zm,1 → 0 and fm(zm,1) = 0. Obviously zm,1
is a zero of order 2 of fm(z) and since we have proved that there is at most one such
zero in ∆(0, δ4) (for sufficiently large m), it is the only one, as required.
By Lemma 2.8, there exists η > 0 such that fn has a single simple pole zn,2 in
∆(0, η) for sufficiently large n. We claim that zn,2 → 0 as n → 0. Otherwise, there
exist 0 < δ5 < δ4 and a subsequence of {fn} (that we continue to call {fn}) such that
fn(z) 6= ∞, z ∈ ∆(0, δ6). By Lemma 2.6, {fn} is normal at 0. A contradiction. Set
r = min{δ4, η}. Hence (d) holds.
By Lemma 2.8, we have f(z) =
∫ z
a1
ψ(ζ)dζ . Hence (e) holds. 
Lemma 3.9. (cf. [14, Lemma 7]) Let {fn} be a family of meromorphic functions on
the plane domain D, all of whose zeros are multiple, and let {ψn} be a sequence of
meromorphic functions in D such that ψn
χ
=⇒ ψ in D, where ψ(z) 6≡ 0,∞ in D. If for
each n ∈ N, f ′n 6= ψn in D, then {fn} is quasinormal in D.
Proof. It suffices to show that {fn} is quasinormal in a neighborhood of each point of
D. Let p ∈ D. There exists t > 0 such that ∆(p, t) ⊂ D and ψ is holomorphic and
does not vanish in ∆′(p, t).
For each q ∈ ∆′(p, t), Let Ψ(z) =
∫ z
ζ=q
ψ(ζ)dζ in ∆′(p, t). Since ψ(z) is holomorphic
and does not vanish in ∆′(p, t) and ψn
χ
=⇒ ψ in D, there exists 0 < R < t − |p − q|
such that for sufficiently large n, Ψ(z) is a holomorphic univalent function in ∆(q, R)
and ψn(z) is a holomorphic function in ∆(q, R). Let Ψn(z) =
∫ z
ζ=q
ψn(ζ)dζ in ∆(q, R).
Obviously, we have Ψn(z)⇒ Ψ(z) in ∆(q, R).
Let 0 < r < R. By Lemma 3.7, we have, for sufficiently large n,
(a) Ψn(z) is a holomorphic univalent function in ∆(q, r);
(b) there exists δ1 such that ∆(Ψ(q), δ1) ⊂ Ψ(∆(q, r)) and ∆(Ψ(q), δ1) ⊂ Ψn(∆(q, r));
(c) there exists δ2 such that Ψ(∆(q, δ2)) ⊂ ∆(Ψ(q), δ1) and Ψn(∆(q, δ2)) ⊂ ∆(Ψ(q), δ1).
For convenience in notation, we assume that for all n, (a), (b) and (c) hold.
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Now we consider Ψ(z) and Ψn(z) only in ∆(q, r). Let Fn(w) = fn(Ψ
−1
n (w)), w ∈
∆(Ψ(q), δ1). Then fn(z) = Fn(Ψn(z)) in ∆(q, δ2).
Now we have
F ′n(w) = f
′
n(Ψ
−1
n (w))
1
Ψ′n(z)
= f ′n(z)
1
ψn(z)
6= ψn(z)
1
ψn(z)
= 1
in ∆(Ψ(q), δ1). Obviously all the zeros of Fn(w) are multiple in ∆(Ψ(q), δ1). By Lemma
2.10, {Fn(w)} is quasinormal in ∆(Ψ(q), δ1). Since fn(z) = Fn(ψn(z)) in ∆(q, δ2) and
ψn(z)⇒ ψ(z) in ∆(q, R), {fn(z)} is quasinormal in ∆(q, δ2) and hence quasinormal in
∆′(p, t).
Suppose now that {fn} is not quasinormal at p. Then there exists points zj ∈ ∆
′(p, δ)
(j = 1, 2, . . .) and a subsequence of {fn} (that we continue to call {fn}) such that zj → p
as j →∞ and no subsequence of {fn} is normal at any zj , j = 1, 2, · · · , see [11, Thm.
4.4]. Let E = {zj : j = 1, 2, · · · }. Taking a subsequence of {fn} (that we continue
to call {fn}), we may assume that fn
χ
=⇒ H in ∆′(p, δ)\E. By Lemma 3.8, we have
H ′ ≡ ψ and H(zj) = 0. It follows that H is holomorphic in ∆
′(p, t) and H ′ ≡ ψ there.
Moreover, since ψ has no essential singularity at p, the same is true of H . But then
H(zj) = 0 for j = 1, 2, . . . implies H ≡ 0, which contradict H
′ ≡ ψ 6≡ 0. 
Lemma 3.10. Let {fn} be a family of meromorphic functions in ∆(z0, r) and k 6= 0 an
integer. Let {bn} be a sequence of holomorphic functions in ∆(z0, r) such that bn ⇒ b
in ∆(z0, r), where b(z) 6= 0 is a holomorphic function in ∆(z0, r). Suppose that
fn(z) 6= 0, f
′
n(z) 6= (z − z0)
kbn(z), z ∈ ∆(z0, r).
Then {fn} is normal in ∆(z0, r).
Proof. Without loss of generality, we assume that z0 = 0 and r = 1. By Lemma 2.7,
{fn}
∞
n=1 is normal in ∆
′. Without loss of generality, fn
χ
⇒ f in ∆′, and thus since
fn 6= 0, then
1
fn
⇒ 1
f
in ∆′. The possibilities of the limit function 1
f
are 1
f
≡ ∞ or that
1
f
is a holomorphic function. In the last case, we get by the maximum principle that
{ 1
fn
}∞n=1 converges to some holomorphic function in ∆ and we are done. Hence we can
assume that 1
f
≡ ∞, i.e., f ≡ 0 in ∆′.
Obviously, we have
f ′n(z)− z
kbn(z)⇒ −z
kb(z), in ∆′.
Since f ′n(z)− z
kbn(z) 6= 0 in ∆, we deduce that
Hn(z) =
1
f ′n(z)− z
kbn(z)
is holomorphic in ∆, so by the maximum principle
(3.4) Hn(z)⇒ −
1
zkb(z)
, z ∈ ∆.
Obviously, − 1
zkb(z)
is an analytic function in ∆ and hence k is a negative integer. Let
m = −k. By (3.4) and Rouche´’s Theorem for holomorphic function, for sufficiently
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large n,
(3.5) n
(
1
2
, f ′n(z)−
bn(z)
zm
)
= n
(
1
2
,
1
Hn(z)
)
= n
(
1
2
,−
b(z)
zm
)
= m.
Since f ′n(z) 6=
bn(z)
zm
, then f ′n(0) 6= ∞ and hence fn(0) 6= ∞. Obviously, 0 is a pole of
f ′n(z) −
bn(z)
zm
of order m. By (3.5), for sufficiently large n, fn has no poles in ∆(0,
1
2
),
i.e., fn is holomorphic in ∆(0,
1
2
). We have proved that fn ⇒ 0 in ∆
′(z0, r), so, by the
maximum principle, fn ⇒ 0 in ∆(0(
1
2
)) and {fn} is normal at 0. 
Lemma 3.11. Let F = {fn} be a family of holomorphic functions in ∆(z0, r), all of
whose zeros are multiple. Let k ≥ 2 be a positive integer and {bn} be a sequence of
holomorphic functions in ∆(z0, r) such that bn ⇒ b in ∆(z0, r), where b(z) 6= 0 is a
holomorphic function in ∆(z0, r). Suppose that
f ′n(z) 6=
bn(z)
zk
, z ∈ ∆(z0, r).
Then F is normal in ∆(z0, r).
Proof. Without loss of generality, we assume that z0 = 0 and r = 1. By Lemma
2.6, F is normal in ∆′. Suppose that F is not normal at 0. Let F1 = {Fn}, where
Fn(z) = z
kfn(z). Obviously, all zeros of F1 are multiple in ∆. By Lemma 3.3, F1 is not
normal at 0. By Lemma 2.5, there exist points zn → 0, and positive numbers ρn → 0
and a subsequence of {Fn} (that we continue to call {Fn}) such that
(3.6) gn(ζ) =
Fn(zn + ρnζ)
ρn
=
(zn + ρnζ)
kfn(zn + ρnζ)
ρn
⇒ g(ζ), ζ ∈ C,
where g(ζ) is a nonconstant holomorphic function in C, all of whose zeros are multiple.
We consider the following two cases.
Case 1: zn/ρn →∞.
Observe first that since z
zn+ρnζ
⇒ 1 in C, then (3.6) is equivalent to z
k
n
ρn
fn(zn+ρnζ)⇒
g(ζ) in C. Differentiating gives zknf
′
n(zn+ρnζ)⇒ g
′(ζ) in C, and by the same reasoning
as above it is equivalent to (zn + ρnζ)
kf ′n(zn + ρnζ)⇒ g
′(ζ) in C.
Now we have
0 6=
f ′n(zn + ρnζ)
bn(zn+ρnζ)
(zn+ρnζ)k
− 1 =
(zn + ρnζ)
kf ′n(zn + ρnζ)
bn(zn + ρnζ)
− 1⇒
g′(ζ)
b(0)
− 1 in C.
By Hurwitz’s Theorem, either g′(ζ) − b(0) ≡ 0 in C, or g′(ζ) − b(0) 6= 0 in C. If
g′(ζ)− b(0) ≡ 0, then g(ζ) = b(0)ζ + c which is impossible since all the zeros of g(ζ)
must be multiple. If g′(ζ) − b(0) 6= 0, then, by Lemma 2.4, g(ζ) = b(0)(ζ−a)
2
ζ−b
which
contradicts that g(ζ) is an entire function.
Case 2: zn/ρn → α in C
We have
Gn(ζ) =
Fn(ρnζ)
ρn
=
Fn(zn + ρn(ζ −
zn
ρn
))
ρn
⇒ g(ζ − α) in C.
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Writing
G(ζ) = g(ζ − α) and ψn(ζ) = ρ
k−1
n fn(ρnζ) =
Fn(ρnζ)
ρn
1
ζk
,
we have
ψn(ζ)⇒
G(ζ)
ζk
= ψ(ζ), in C \ {0}.
Since for all n, ψn(ζ) is a holomorphic function, we have, by the maximum principle,
ψn(ζ)⇒ ψ(ζ) in C,
where ψ(ζ) is an entire function. Hence we have
0 6= ρkn
(
f ′n(ρnζ)−
bn(ρnζ)
(ρnζ)k
)
= ψ′n(ζ)−
bn(ρnζ)
ζk
=⇒ψ′(ζ)−
b(0)
ζk
in C \ {0}.
By Hurwitz’s Theorem, either ψ′(ζ) ≡ b(0)
ζk
in C \ {0} (and hence in C), or ψ′(ζ) 6= b(0)
ζk
in C \ {0} (and in fact in C, since b(0)/ζk = ∞ at ζ = 0). Since ψ is a holomorphic
function, the first alternative obviously cannot hold. Thus ψ′(ζ) 6= b(0)
ζk
. It then follows
from Theorem E and Lemma 3.1 that ψ(ζ) ≡ c. Since g is not a constant function and
g(ζ − α) = ζkψ(ζ), we have c 6= 0. Now we have
(3.7) ψn(ζ) = ρ
k−1
n fn(ρnζ)⇒ c, in C.
Now suppose that there exists δ > 0 such that for sufficiently large n, fn(z) 6= 0 for
z ∈ ∆(0, δ). Then by Lemma 3.10, {fn} is normal at 0. A contradiction.
Otherwise, taking a subsequence and renumbering if necessary, we may assume that
there exist z∗n → 0 such that fn(z
∗
n) = 0. We may assume that z
∗
n is the zero of fn
of smallest modulus. By (3.7), we have, for sufficiently large n, fn(0) 6= 0 and hence
z∗n 6= 0. By Hurwitz’s Theorem and (3.7), we have
z∗n
ρn
→∞.
Let Gn(ζ) = (z
∗
n)
k−1fn(z
∗
nζ). Then we have
G′n(ζ) = (z
∗
n)
kf ′n(z
∗
nζ) 6=
b(z∗nζ)
ζk
.
Since Gn(ζ) 6= 0 in ∆, it follows from Lemma 3.10 that {Gn} is normal in ∆. By
Lemma 3.9, {Gn} is quasinormal in C. Thus, there exists a subsequence of {Gn} (that
we continue to call {Gn}) and E ⊂ C such that
(b1) E have no accumulation point in C;
(b2) Gn(ζ)
χ
=⇒ G(ζ) in C\E;
(b3) for each ζ0 ∈ E, no subsequence of {Gn} is normal at ζ0.
Obviously, we have E ∩∆ = ∅ and all zeros of G(ζ) are multiple.
SinceGn(0) =
(
z∗n
ρn
)k−1
ψn(0)→∞ and {Gn(ζ)} is a family of holomorphic functions,
we have G(ζ) ≡ ∞ in C\E. Suppose that 1 6∈ E. Since Gn(1) = 0, we have G(1) = 0
which contradicts that G(ζ) ≡ ∞ on C\E. Thus we have 1 ∈ E. By Lemma 3.8,
G(ζ) =
∫ ζ
1
b(0)
ξk
dξ on C\E, which also contradicts that G(ζ) ≡ ∞ in C\E. 
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4. Proof of Theorem
Proof. We assume that f ′ = h has at most finitely many zeros and derive a contradic-
tion.
We claim that there exist tn →∞ and εn → 0 such that
(4.1) S(∆(tn, εn), f) =
1
pi
∫∫
|z−tn|<εn
[f#(z)]2dxdy →∞.
Otherwise there would exist ε > 0 and M > 0 such that for all z0 ∈ C, we have
S(∆(z0, ε), f) =
1
pi
∫∫
|z−z0|<ε
[f#(z)]2dxdy < M.
Then S(r, f) = 1
pi
∫∫
|z|<r
[f#(z)]2dxdy = O(r2). Thus
T0(r, f) =
∫ r
0
S(t)
t
= O(r2).
On the other hand, by Lemma 2.2, T0(r, h) = Ar
2(1 + (1)) as r → ∞ where A > 0 is
a constant. Hence it is impossible that T0(r, h) = o{T0(r, f)} and (4.1) follows.
Let ω1, ω2 be the two fundamental periods of h(z) and P (0 ∈ P ) be a fundamental
parallelogram of h(z). There exist integers in and jn such that zn ∈ P , where zn =
tn − inω1 − jnω2. There exists a subsequence of {zn} (that we continue to call {zn})
such that zn → z0 as n→∞. Let fn(z) = f(z + inω1 + jnω2). By (4.1) we have
(4.2) S(∆(zn, εn), fn) = S(∆(tn, εn), f)→∞,
and hence, there exists z∗n (z
∗
n → z0) such that f
#
n (z
∗
n) →∞ as n→∞. Without loss
of generality, we can assume that z0 = 0. Hence we have that no subsequence of {fn}
is normal at 0 and by (4.2),
(4.3) S(∆(zn, εn), fn)→∞,
where zn → 0 and εn → 0 as n→∞.
There exists R > 0 such that P ⊂ ∆(0, R) and ∆(zn, εn) ⊂ ∆(0, R) for each n. Set
D = ∆(0, R). Obviously, we have z0 ∈ D. By assumption, for sufficiently large n,
f ′n(z) = f
′(z + inω1 + jnω2) 6= h(z + inω1 + jnω2) = h(z), z ∈ D.
Without loss of generality, we can assume that for all n ∈ N, f ′n(z) 6= h(z) in D.
Now, {fn} is a family of functions meromorphic in D such that
(a∗) all zeros of {fn} are multiple in D;
(b∗) for each n, f ′n(z) 6= h(z) in D, where h is a nonconstant elliptic function;
(c∗) no subsequence of {fn} is normal at 0.
It follows from Lemma 3.9 that {fn} is quasinormal in D. Hence there exists τ > 0
such that {fn} is normal in ∆
′(0, τ) and h(z) 6= 0 on ∆′(0, τ).
Without loss of generality, we may assume that τ = 1. Then there exists a subse-
quence of {fn} (that we continue to call {fn}) such that
(a) all zeros of {fn} are multiple in ∆;
(b) for each n, f ′n(z) 6= h(z) in ∆, where h 6= 0 in ∆
′;
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(c) no subsequence of {fn} is normal at 0.
(d) fn(z)⇒ f0(z) on ∆
′(0, 1)
Case 1: h(0) 6= 0,∞.
By Lemma 3.8, f0(z) =
∫ z
ζ=0
h(ζ)dζ and for sufficiently large n, there exists 1 > δ > 0
such that fn has a single zero of order 2 in ∆(0, δ). By Lemma 3.6, there exists M > 0
such that S( δ
2
, fn) < M which contracts (4.3).
Case 2: h(0) = 0.
Suppose that 0 is a zero of order k of h(z), where k is a positive integer. Let us
assume, making standard normalizations, that for z ∈ ∆
h(z) = zk + ak+1z
k+1 + · · · = zkĥ(z)
where ĥ(z) 6= 0,∞ in ∆(0, 1) and ĥ(0) = 1.
We claim that for each δ > 0, there exists at least one zero of fn in ∆(0, δ) for
sufficiently large n. Otherwise, there exists a subsequence of {fn} (that we continue
to call {fn}) such that fn(z) 6= 0 in ∆(0, δ). By Lemma 2.3, {fn} is normal at 0. A
contradiction.
Hence, taking a subsequence and renumbering if necessary, we may assume that
an → 0 is the zero of fn of smallest modulus. Since f
′
n(z) 6= h(z) and all the zeros of
{fn} are multiple, we have fn(0) 6= 0 and hence an 6= 0. Let Fn =
fn(anζ)
ak+1n
. We have
that
(a1) Fn(ζ) 6= 0 in ∆;
(a2) all zeros of Fn(ζ) are multiple;
(a3) F ′n(ζ) 6= ζ
kĥ(anζ) and Fn(1) = 0.
By Lemma 3.10, {Fn(ζ)} is normal in ∆. By Lemma 3.9, {Fn(ζ)} is quasinormal on
C. Thus, there exists a subsequence of {Fn(ζ)} (that we continue to call {Fn(ζ)}) and
E1 ⊂ C such that
(b1) E1 have no accumulation point in C;
(b2) Fn(ζ)
χ
=⇒ F (ζ) on C\E1;
(b3) for each ζ0 ∈ E1, no subsequence of {Fn(ζ)} is normal at ζ0.
Obviously, E1 ∩△ = ∅ and all zeros of F (ζ) are multiple in C\E1.
Case 2.1: 1 6∈ E1
Since all zeros of {Fn(ζ)} are multiple and Fn(1) = 0, we have that F (1) = F
′(1) = 0
(recall that hˆ(0) = 1) and hence F (ζ) is a meromorpic function in C\E1.
We claim that E1 = ∅. Otherwise, let ζ0 ∈ E1, Obviously, ζ0 6= 0. By Lemma
3.8, F ′(ζ) = ζk. Recall that hˆ(0) = 1 and hence F ′(1) = 1 which contradicts that
F ′(1) = 0.
By Lemma 3.4, either F ′(ζ) ≡ ζk in C, or F ′(ζ) 6= ζk in C. If F ′(ζ) ≡ ζk in C, then
F ′(1) = 1 which contradicts that F ′(1) = 0. If F ′(ζ) 6= ζk on C. By Theorem E, F
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must be rational and then by Lemma 3.2,
F (ζ) =
m+k+1∏
i=1
(ζ − αi)
(k + 1)(ζ − β)m
,
where m is a nonnegative integer, β ∈ C, αi 6= 0, β, 1 ≤ i ≤ m+ k + 1.
Hence, we have
(4.4) Fn(ζ)
χ
=⇒
m+k+1∏
i=1
(ζ − αi)
(k + 1)(ζ − β)m
, in C
By Hurwitz’s Theorem, there exist sequences ζn,i → αi and ηn,j → β as n →
∞ (counting multiplicities of zeros and poles, respectively), such that for sufficiently
large n, Fn(ζn,i) = 0 and Fn(ηn,j) = ∞, where i = 1, 2, · · · , m + k + 1 and j =
1, 2, · · · , m. Writing zn,i = anζn,i. Thus, fn(zn,i) = 0 and zn,i → 0 as n → ∞, where
i = 1, 2, · · · , m+ k + 1. Set Bn = {zn,1, zn,2, · · · , zn,m+k+1}.
We claim that for each δ > 0, there exists at least m+k+2 zeros of fn in ∆(0, δ) for
sufficiently large n. Otherwise, there exists a subsequence of {fn} (that we continue
to call {fn}) such that fn(z) have m + k + 1 zeros in ∆(0, δ). If f0(z) ≡ ∞, then by
Lemma 3.6, there exists M > 0 such that for n sufficiently large, S( δ
2
, fn) < M which
contradicts (4.3). If f0(z) 6≡ ∞, then by Lemma 3.5, f0(z) =
ζk+1+c
k+1
in ∆′, where c
is a constant. By Lemma 3.6, there exists M > 0 such that for n sufficiently large,
S( δ
2
, fn) < M which also contradicts (4.3).
Hence, taking a subsequence and renumbering if necessary, we may assume that
bn → 0 is the zero of fn of smallest modulus in ∆\Bn. Set rn =
an
bn
. Then we have
Fn(
1
rn
) = 0. Since bn 6∈ Bn, Obviously
1
rn
6= ζn,i, where i = 1, 2, · · · , m + k + 1. By
Hurwitz’s Theorem and (4.4), we have 1
rn
→∞ and hence rn → 0 as n→∞.
Let Gn(ζ) =
fn(bnζ)
bk+1n
. We have that for sufficiently large n,
(d1) Gn(ζ) have only m+k+1 zeros rnζn,i in ∆. Obviously, |rnζn,i| → 0, as n→∞,
where i = 1, 2, · · · , m+ k + 1;
(d2) all zeros of Gn(ζ) are multiple;
(d3) G′n(ζ) 6= ζ
kĥ(bnζ) and Gn(1) = 0.
By Lemma 3.10, {Gn(ζ)} is normal in ∆
′. By Lemma 3.9, {Gn(ζ)} is quasinormal on
C. Thus, there exists a subsequence of {Gn(ζ)} (that we continue to call {Gn(ζ)}) and
E2 ⊂ C such that
(e1) E2 have no accumulation point in C;
(e2) Gn(ζ)
χ
=⇒ G(ζ) on C\E2;
(e3) for each ζ0 ∈ E2, no subsequence of {Gn(ζ)} is normal at ζ0.
Obviously, E2 ∩∆
′ = ∅ and all zeros of G(ζ) are multiple in C\E2.
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Let
G∗n(ζ) = Gn(ζ)
m∏
j=1
(ζ − rnηn,j)
m+k+1∏
i=1
(ζ − rnζn,i)
,
F ∗n(ζ) = Fn(ζ)
m∏
j=1
(ζ − ηn,j)
m+k+1∏
i=1
(ζ − ζn,i)
.
By (4.4),
G∗n(rnζ) = F
∗
n(ζ)⇒
1
k + 1
, ζ ∈ C
Hence
(4.5) G∗n(0)→
1
k + 1
.
We claim that G(ζ) is a meromorphic function on C\E2. Suppose that G(ζ) ≡ ∞.
Obviously, G∗n(ζ) have no zeros in ∆. Applying the maximum principle to the sequence
1
G∗n(ζ)
of analytic functions, we see that G∗n(ζ) ≡ ∞ in ∆ which contradict G
∗
n(0)⇒
1
k+1
.
We claim that G(ζ) = ζ
k+1
k+1
on C\E2. Indeed, since G(ζ) is a meromorphic function
in C\E2, then by Lemma 3.5, G(ζ) =
ζk+1+c
k+1
, where c is a constant. Since G∗n(ζ) have
no zeros in ∆, we have
G∗n(ζ)⇒
ζk+1 + c
k + 1
1
ζk+1
, ζ ∈ ∆.
Hence, G∗n(0)→
ζk+1+c
k+1
1
ζk+1
∣∣∣
ζ=0
. By (4.5), we get that c = 0.
Suppose that 1 6∈ E2. Since Gn(1) = 0, we have G(1) = 0 which contradicts that
G(ζ) = ζ
k+1
k+1
. Thus, 1 ∈ E2. By Lemma 3.8, G(ζ) =
∫ ζ
1
ξkdξ = ζ
k+1−1
k+1
which contradicts
that G(ζ) = ζ
k+1
k+1
.
Case 2.2: 1 ∈ E1
By Lemma 3.8,
(4.6) F (ζ) =
∫ ζ
1
ξkdξ =
ζk+1 − 1
k + 1
, ζ ∈ C\E1.
Let ej be the jth root of the equation ζ
k+1 − 1 = 0, j = 1, 2, · · ·k + 1.
Claim. E1 = {e1, e2, · · · , ek+1}.
Proof. Suppose that ζ0 6∈ E1, where ζ
k+1
0 − 1 = 0. Obviously, ζ0 is a zero of F (ζ) but
not a multiple zero of F (ζ) which contradicts that all of zeros of F (ζ) are multiple.
Suppose that ζ0 ∈ E1, where ζ
k+1
0 − 1 6= 0. By Lemma 3.8, F (ζ) =
∫ ζ
ζ=ζ0
ξk+1dξ =
ζk+1−ζk+1
0
k+1
, ζ ∈ C\E1. By (4.6), ζ
k+1
0 = 1, a contradiction. 
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By Lemma 3.8, there exists δj > 0 such that for sufficiently large n, Fn(ζ) have a
single zero ζn,j → ej of order 2 and a single pole ηn,j → ej of order 1 in ∆(ej , δj).
Set zn,j = anζn,j. Thus, fn(zn,j) = 0 and zn,j → 0 as n→∞, where j = 1, 2, · · · , k+
1. Set Bn = {zn,1, zn,2, · · · , zn,k+1}. Do as in Case 2.1, we may assume that bn → 0 is
the zero of fn of smallest modulus in ∆\Bn. Set rn =
an
bn
. Obviously, Fn(
1
rn
) = 0. Since
bn 6∈ Bn,
1
rn
6= ζn,j, where j = 1, 2, · · · , k + 1. Since Fn(ζ) have a single zero ζn,j → ej
of order 2 in ∆(ej , δj), by Hurwitz’s Theorem and (4.6) we have
1
rn
→ ∞ and hence
rn → 0 as n→∞.
Let Gn(ζ) =
fn(bnζ)
bk+1n
. We have that for sufficiently large n,
(f1) Gn(ζ) have only k + 1 zeros rnζn,i of order 2 and at least k + 1 poles rnηn,i of
order 1 in ∆. Obviously, |rnζn,i| → 0 and |rnηn,i| → 0 as n→∞;
(f2) all zeros of Gn(ζ) are multiple;
(f3) G′n(ζ) 6= ζ
kĥ(bnζ) and Gn(1) = 0.
By Lemma 2.7, {Gn} is normal in ∆
′. By Lemma 3.9, {Gn} is quasinormal in C. Thus,
there exist a subsequence of {Gn(ζ)} (that we continue to call {Gn(ζ)}) and E3 ⊂ C
such that
(g1) E3 have no accumulation point in C;
(g2) Gn(ζ)
χ
=⇒ G(ζ) on C\E3;
(g3) for each ζ0 ∈ E3, no subsequence of {Gn(ζ)} is normal at ζ0.
Obviously, E3 ∩∆
′ = ∅ and all zeros of G(ζ) are multiple in C\E3;
Let
G∗n(ζ) = Gn(ζ)
k+1∏
j=1
(ζ − rnηn,j)
k+1∏
j=1
(ζ − rnζn,j)2
,
F ∗n(ζ) = Fn(ζ)
k+1∏
j=1
(ζ − ηn,j)
k+1∏
j=1
(ζ − ζn,j)2
.
By (4.6),
G∗n(rnζ) = F
∗
n(ζ)⇒
1
k + 1
, ζ ∈ C.
Hence
(4.7) G∗n(0)→
1
k + 1
.
We claim that G(ζ) is a meromorphic function on C\E3. Suppose that G(ζ) ≡ ∞.
Obviously, G∗n(ζ) have no zeros in ∆. Applying the maximum principle to the sequence
1
G∗n(ζ)
of analytic functions, we see that G∗n(ζ) ≡ ∞ in ∆ which contradict G
∗
n(0)⇒
1
k+1
.
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We claim that G(ζ) = ζ
k+1
k+1
on C\E3. Since G(ζ) is a meromorphic function in C\E3,
by Lemma 3.5, G(ζ) = ζ
k+1+c
k+1
, where c is a constant. Since G∗n(ζ) have no zeros in ∆,
we have
G∗n(ζ)⇒
ζk+1 + c
k + 1
1
ζk+1
, ζ ∈ ∆
If c 6= 0 then we get G∗n(0)→∞, and this contradicts (4.7).
We claim that 1 ∈ E3. Indeed, suppose that 1 6∈ E3. Since Gn(1) = 0, we have
G(1) = 0 which contradicts that G(ζ) = ζ
k+1
k+1
. Thus, 1 ∈ E3. By Lemma 3.8, G(ζ) =∫ ζ
1
ζkdξ = ζ
k+1−1
k+1
which contradicts that G(ζ) = ζ
k+1
k+1
.
Case 3: h(0) =∞.
Suppose that 0 is a pole of order k of h(z). Let us assume, making standard nor-
malizations, that for z ∈ ∆
h(z) =
1
zk
+
ak−1
zk−1
+ · · · =
ĥ(z)
zk
,
where ĥ(z) 6= 0,∞ in ∆ and ĥ(0) = 1.
Case 3.1: k = 1.
By Lemma 2.5 (with α = 0), there exists points zn → 0, positive numbers ρn → 0
and a subsequence of {fn}(that we continue to call {fn}) such that
(4.8) gn(ζ) = fn(zn + ρnζ)
χ
=⇒ g(ζ), ζ ∈ C,
where g(ζ) is a nonconstant meromorphic function in C, all of whose zeros are multiple.
Again we consider two cases.
Case 1: zn/ρn →∞.
Consider
(4.9) ϕn(ζ) = fn(zn + znζ) = fn(zn(1 + ζ)).
Since g is nonconstant, there exist ζ1, ζ2 ∈ C such that g(ζ1) 6= g(ζ2). We have for
j = 1, 2,
g(ζj) = lim
n→∞
fn(zn + ρnζj) = lim
n→∞
fn(zn + zn(
ρn
zn
ζj)) = lim
n→∞
ϕn(
ρn
zn
ζj).
Since (ρn
zn
)ζj → 0 as n→∞, the family {ϕn} is not equicontinuous at 0 and hence no
subsequence of {ϕn} is normal at 0. By (4.9),
(4.10) ϕ′n(ζ) = znf
′
n(zn(1 + ζ)) 6=
ĥ(zn(1 + ζ))
1 + ζ
.
Since all zeros of ϕn are multiple and by (4.10), the family {ϕn} is quasinormal in C
by Lemma 3.9. Hence there exist a set E and a subsequence of {ϕn} (that we continue
to denote by {ϕn}) such that
(h1) E has no accumulation in C;
(h2) ϕn(ζ)
χ
=⇒ ϕ(ζ) in C\E and all the zeros of ϕn(ζ) are multiple;
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(h3) for each ζ0 ∈ E, no subsequence of {ϕn} is normal at ζ0.
Obviously, 0 ∈ E. by Lemma 3.8, ϕ(ζ) =
∫ ζ
0
1
1+ξ
dξ. Hence,
∫ ζ
0
1
1+ξ
dξ is a multi-
valued function in C\E. A contradiction.
Case 2:
zn
ρn
→ α ∈ C.
Since g′n(ζ) 6=
ρnĥ(zn+ρnζ)
zn+ρnζ
and ρnĥ(zn+ρnζ)
zn+ρnζ
χ
=⇒ 1
ζ+α
in C, then by Lemma 3.4, either
g′(ζ) ≡ 1
α+ζ
in C, or g′(ζ) 6= 1
α+ζ
in C. However, since all poles of g′ are multiple, the
first alternative obviously cannot hold, Thus g′(ζ) 6= 1
α+ζ
. By Theorem E we deduce
that g is rational. By the fundamental theorem of algebra, g cannot be a polynomial.
hence
g′(ζ) =
1
a+ ζ
+
1
p(ζ)
,
where p(ζ) is a polynomial. It is easy to see that if deg p ≤ 1, then the right hand side
above cannot be a derivative of a nonconstant meromorphic function in C. But then
g′(ζ) =
1
ζ
+O
(
1
|ζ |2
)
, ζ →∞,
so that
1
2pii
∫
Γ(0,R)
g′(ζ)dζ = 1 + o(R), R→∞
for R sufficiently large, where Γ(0, R) is the positive oriented circle of radius R about
the origin. On the other hand, the above integral must vanish, as it is the integral of
a derivative over a closed curve. A contradiction.
Case 3.2: k ≥ 2.
We claim that for each δ > 0, there exists at least one pole of fn in ∆(0, δ) for
sufficiently large n. Otherwise, there exists a subsequence of {fn} (that we continue
to call {fn}) such that {fn(z)} is a sequence of functions holomorphic in ∆(0, δ). By
Lemma 3.11, {fn} is normal at 0. A contradiction.
Hence, taking a subsequence and renumbering if necessary, we may assume that
an → 0 is the pole of fn(z) of smallest modulus. Since f
′
n(z) 6= h(z) and h(0) =∞, we
have f(0) 6=∞ and hence an 6= 0. Let Fn(ζ) = a
k−1
n fn(anζ), we have
(i1) Fn(ζ) is holomorphic function in ∆;
(i2) all zeros of Fn(ζ) are multiple;
(i3) F ′n(ζ) 6=
ĥ(anζ)
ζk
and Fn(1) =∞.
By Lemma 3.11, {Fn(ζ)} is normal at ∆. By Lemma 3.9, {Fn(ζ)} is quasinormal in
C. Thus, there exists a subsequence of {Fn(ζ)} (that we continue to call {Fn(ζ)}) and
E4 ⊂ C such that
(j1) E have no accumulation point in C;
(j2) Fn(ζ)
χ
=⇒ F (ζ) in C\E4;
(j3) for each ζ0 ∈ E4, no subsequence of {Fn(ζ)} is normal at ζ0.
Obviously, E4 ∩∆ = ∅ and all zeros of F (ζ) are multiple in C\E4.
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Claim. For n sufficiently large, Fn(0) 6= 0 (and hence fn(0) 6= 0).
Proof. Otherwise, there exists a subsequence of {Fn(ζ)} (that we continue to call
{Fn(ζ)}) such that Fn(0) = 0. Thus F (0) = 0 and hence F (ζ) is a meromorphic func-
tion in C\E4. Suppose that E4 is the empty set. Since F
′
n(ζ) 6=
ĥ(anζ)
ζk
and ĥ(anζ)
ζk
χ
=⇒ 1
ζk
in C, by Lemma 3.4 we have either F ′(ζ) ≡ 1
ζk
in C, or F ′(ζ) 6= 1
ζk
in C. If F ′(ζ)− 1
ζk
≡ 0
in C, then we have F (0) = ∞ which contradicts that F (0) = 0. If F ′(ζ) 6= 1
ζk
in C,
then, by Theorem E and Lemma 3.1, we have F (ζ) = c, where c ∈ C is a constant. On
the other hand, since Fn(1) =∞, we have F (1) =∞, a contradiction.
Thus, we can assume that E4 is not the empty set. Suppose that ζ0 ∈ E4. Obvi-
ously, ζ0 6= 0. By Lemma 3.8, we have F (ζ) =
∫ ζ
ζ0
1
ξk
dξ which implies F (0) = ∞, a
contradiction to the fact that Fn(0) = 0. 
Without loss of generality, we assume that for each n ∈ N, fn(0) 6= 0.
We claim that for each δ > 0, there exists at least one zero of fn in ∆(0, δ) for
sufficiently large n. Otherwise, there exists a subsequence of {fn} (that we continue to
call {fn}) such that fn(z) 6= 0 in ∆(0, δ). Since fn(z) 6= h(z), we have fn and h have
no common poles for each n and fn(z) − h(z) 6= 0. By Lemma 2.3, {fn} is normal at
0. A contradiction.
Hence, taking a subsequence and renumbering if necessary, we may assume that bn
be the zero of {fn} of smallest modulus. Obviously we have bn → 0 as n→∞. Since
fn(0) 6= 0, we have bn 6= 0. Let Gn(ζ) = b
k−1
n fn(bnζ), we have
(k1) Gn(ζ) 6= 0 in ∆;
(k2) all zeros of Gn(ζ) are multiple;
(k3) G′n(ζ) 6=
ĥ(bnζ)
ζk
and Gn(1) = 0.
By Lemma 3.10, {Gn(ζ)} is normal at ∆. By Lemma 3.9, {Gn(ζ)} is quasinormal in
C. Thus, there exists a subsequence of {Gn(ζ)} (that we continue to call {Gn(ζ)}) and
E5 ⊂ C such that
(l1) E5 have no accumulation point in C;
(l2) Gn(ζ)
χ
=⇒ G(ζ) on C\E5;
(l3) for each ζ0 ∈ E5, no subsequence of {Gn(ζ)} is normal at ζ0.
Obviously, E5 ∩∆ = ∅ and all zeros of G(ζ) are multiple in C\E5.
Case 3.2.1: E5 is the empty set.
Since Gn(1) = 0, then G(1) = 0 and hence 1 is a multiple zero of G(ζ) and G(ζ) is
a meromorphic function. Since G′n(ζ) 6=
ĥ(bnζ)
ζk
and ĥ(bnζ)
ζk
χ
=⇒ 1
ζk
in C, then by Lemma
3.4, we have either G′(ζ) ≡ 1
ζk
in C, or G′(ζ) 6= 1
ζk
in C.
If G′(ζ) ≡ 1
ζk
in C, then we have G(ζ) = 1
1−k
( 1
ζk−1
+c). Obviously, 1 is not a multiple
zero of G(ζ), a contradiction.
If G′(ζ) 6= 1
ζk
in C, then by Theorem E and Lemma 3.1, we have G(ζ) = c. Since
G(1) = 0, we have G(ζ) ≡ 0. i.e.,
(4.11) Gn(ζ) = b
k−1
n fn(bnζ)⇒ 0, in C.
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Since Gn(
an
bn
) = bk−1n fn(an) =∞, by Hurwitz’s Theorem and (4.11), we have
an
bn
→∞.
Writing rn =
bn
an
. Hence rn → 0 as n→∞.
Since Fn(rn) = a
k−1
n fn(bn) = 0, we have F (0) = 0 and hence F (z) is a meromorphic
function in C \ E4. Since F
′
n(ζ) 6=
ĥ(anζ)
ζk
and ĥ(anζ)
ζk
χ
=⇒ 1
ζk
in C, we have by Lemma
3.4 either F ′(ζ) ≡ 1
ζk
in C \ E4, or F
′(ζ) 6= 1
ζk
in C \ E4.
Now, we consider the following two cases.
Case 1: E4 is the empty set.
If F ′(ζ) − 1
ζk
≡ 0 in C, then we have F (0) = ∞ which contradicts that F (0) = 0.
If F ′(ζ) 6= 1
ζk
in C, then by Theorem E and Lemma 3.1, we have F (ζ) = c which
contradicts that F (1) =∞.
Case 2: E4 is not the empty set.
Let ζ0 ∈ E. Obviously, ζ0 6= 0. By Lemma 3.8, we have F (ζ) =
∫ ζ
ζ0
1
ξk
dξ =
1
1−k
(
1
ζk−1
− 1
ζ0
k−1
)
. Obviously, we have F (0) =∞ which contradicts F (0) = 0.
Case 3.2.2: E5 is not the empty set.
Let ζ0 ∈ E5. Obviously, ζ0 6= 0. By Lemma 3.8, we have
G(ζ) =
∫ ζ
ζ0
1
ξk
dξ =
1
(k − 1)ζk−10
(
ζk−1 − ζk−10
ζk−1
)
, ζ ∈ C\E5.
Let ζi (i = 1, 2, . . . , k − 1) be the k − 1 roots of the equation ζ
k−1 − ζk−10 = 0.
Do as in Case 2.2, we have E5 = {ζ1, ζ2, . . . , ζk−1}.
We claim that 1 ∈ E5 and hence G(ζ) =
1
1−k
(
1
ζk−1
− 1
)
. Indeed, if 1 6∈ E5, i.e.,
1− ζk−10 6= 0, then G(1) =
ζk−1
0
−1
(1−k)ζk−1
0
6= 0. On the other hand, since Gn(1) = 0, we have
G(1) = 0, a contradiction.
Now we have
(4.12) Gn(ζ)
χ
=⇒
ζk−1 − 1
(k − 1)ζk−1
, ζ ∈ ∆.
By Hurwitz’s Theorem, there exist γn,i, i = 1, 2, . . . , k − 1 such that γn,i → 0 and
Gn(γn,i) = ∞. Since f and h have no common poles, then Gn(0) 6= ∞, and we have
that γn,i 6= 0 (i = 1, 2, · · · , k − 1).
Let sn be one of {γn,1, γn,2, · · · , γn,k−1} of largest modulus. Set Un(ξ) = s
k−1
n Gn(snξ).
Obviously, for n sufficiently large, Un(ξ) have only k − 1 poles ηn,i =
γn,i
sn
on ∆. By
(4.12), we have for each R > 0,
Un(ξ) 6= 0 ξ ∈ ∆(0, R)
for n sufficiently large. By (k3) U
′
n(ξ) 6=
ĥ(bnsnξ)
ξk
, and then we get by Lemma 3.10 that
Un(ξ) is normal in C. Without loss of generality, we assume that Un(ξ)
χ
=⇒ U(ξ) in C
and ηn,i → ηi. Since Un(1) =∞, we have U(1) =∞.
We claim that U(ξ) ≡ ∞ in C. Otherwise, by Lemma 3.4, either U ′(ζ) ≡ 1
ξk
in C,
or U ′(ξ) 6= 1
ξk
in C. If U ′(ξ) ≡ 1
ξk
in C, then we have U(ξ) = 1
1−k
( 1
ξk−1
+ c) which
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contradicts that U(1) =∞. If U ′(ξ) 6= 1
ξk
on C, then, by Theorem E and Lemma 3.1,
we have U(ξ) = c which contradicts U(1) =∞.
Now, we have
Un(ξ)
χ
=⇒∞, ξ ∈ C.
Let U∗n(ξ) = Un(ξ) ·
k−1∏
i=1
(ξ − ηn,i). By the maximum principle applied to /U
∗
n, we get
that
U∗n(ξ)
χ
=⇒∞, ξ ∈ C.
Let G∗n(ζ) = Gn(ζ) ·
k−1∏
i=1
(ζ − γn,i) = Gn(ζ) ·
k−1∏
i=1
(ζ − snηn,i). By (4.12), for sufficiently
large n, G∗n(ζ) have no pole in ∆(0,
1
2
) and hence, by the maximum principle,
G∗n(ζ)
χ
=⇒
ζk−1 − 1
k − 1
, ζ ∈ ∆(0,
1
2
).
So we have G∗n(0)→
1
1−k
as →∞. On the other hand,
G∗n(snξ) = Gn(snξ) ·
k−1∏
i=1
(snξ − γn,i) = Gn(snξ) ·
k−1∏
i=1
(snξ − snηn,i)
= sk−1n Gn(snξ) ·
k−1∏
i=1
(ξ − ηn,i) = U
∗
n(ξ)
χ
=⇒∞, ξ ∈ C.(4.13)
(4.13) implies that G∗n(0)→∞ as→∞ which contradicts G
∗
n(0)→
1
1−k
as→∞. The
proof of the Theorem is complete. 
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