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A NOTE ON J-POSITIVE BLOCK OPERATOR MATRICES
ALEKSEY KOSTENKO
Abstract. We study basic spectral properties of J -self-adjoint 2×2 block op-
erator matrices. Using the linear resolvent growth condition, we obtain simple
necessary conditions for the regularity of the critical point ∞. In particular,
we present simple examples of operators having the singular critical point ∞.
Also, we apply our results to the linearized operator arising in the study of
soliton type solutions to the nonlinear relativistic Ginzburg–Landau equation.
1. Introduction
Let H be a complex separable Hilbert space. Consider the following operators
defined in H = H×H by the block operator matrices
(1.1) L =
(
iC iB
−iA −iC∗
)
, A =
(
A C∗
C B
)
.
Note that L = JA, where
(1.2) J = J ∗ = J−1 =
(
0 iI
−iI 0
)
is a fundamental symmetry on H×H. Also, I stands for the identity operator on
H. The operators A, B and C are not assumed to be bounded. In order to define
the operators A and L correctly we shall assume the following.
Hypothesis 1.1.
(i) A is closed with 0 ∈ ρ(A) and κ−(A) <∞,
(ii) C is closed, dom(A) ⊂ dom(C) and dom(A) ⊂ dom(C∗),
(iii) B = B∗,
(iv) dom(S0) := dom(C
∗) ∩ dom(B) is dense in H and the operator
(1.3) S0 := B − CA
−1C∗
is essentially self-adjoint on dom(S0) with κ−(S0) <∞.
Here κ−(T ) = dim ranχ(−∞,0)(T ). Note that κ−(T ) is the number of negative
eigenvalues of T if κ−(T ) <∞.
Under the assumptions of Hypothesis 1.1, the operatorA0 defined on dom(A0) =
dom(A)× dom(S0) is essentially self-adjoint (see Theorem 2.1). If additionally the
operators A and S0 are positive, then so is the operator A0. Moreover, the operator
L0 defined by L0 = JA0 on dom(L0) = dom(A0) is closable and essentially J -self-
adjoint. Let us denote by A and L the closures of A0 and L0, respectively.
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Operators A and L arise in various areas of mathematical physics and hydro-
dynamics. In particular, the spectral properties of A has been studied in [12], [13,
Chapter II] (see also references therein). Note also that our choice of the funda-
mental symmetry (1.2) is motivated by applications to the study of asymptotic
stability of solutions of nonlinear wave equations. More precisely, in [8], [9], [10],
the operator L defined on H = L2(R)× L2(R) by (1.1) with
(1.4) A = −
d2
dx2
+m2 + V (x), C = ν
d
dx
, B = I,
was studied in connection with the problem of asymptotic stability of solutions of
the nonlinear relativistic Ginzburg–Landau equation. The authors of [10] were in-
terested in the eigenfunction expansion properties for L, which was used in [1], [9]
for the calculation of the Fermi Golden Rule (this condition ensures a strong cou-
pling of discrete and continuous spectral components of solutions, which provides
the energy radiation to infinity and results in the asymptotic stability of solitary
waves). If |ν| ∈ [0, 1), V → 0 as x→∞ and under certain positivity assumptions on
A and S0, it was shown in [10] that the operator L is positive and the eigenfunction
expansion was constructed for all functions from the energy space HA. However,
the question on the eigenfunction expansion properties in the initial Hilbert space
H = L2(R) × L2(R) was left to be open. It is one of our main aims to investigate
this problem.
On the other hand, under the assumptions of Hypothesis 1.1, the operator L
defined by (1.1) and (1.4) is definitizable (see Theorem 4.8). Therefore (see [11]),
the problem on the eigenfunction expansion properties is equivalent to the regularity
of critical points of the operator L. It turns out that the operator L with coefficients
(1.4) has a singular critical point ∞ (Theorem 4.8). First of all, this result shows
that the results obtained in [10] are optimal in a certain sense. On the other hand,
studying the spectral properties of the block operator matrix (1.1), we are able to
construct a class of J -positive operators with the singular critical point ∞ (see
Example 3.7). The special case when all coefficients A, B and C are functions of a
self-adjoint operator T on H (and hence they are commutative) was studied in [6],
[7].
Let us now briefly describe the content of the paper. In Section 2, we recall basic
facts from [12] and [13] on spectral properties of the operatorA. Section 3 deals with
the spectral properties of the J -self-adjoint operator L. We describe the spectrum
of L, provide sufficient conditions for its definitizability and obtain a necessary
condition for the similarity of L to a self-adjoint operator. We demonstrate our
findings by examples. For instance, we present a class of 2 × 2 block operator
matrices with the singular critical point ∞. In the final Section 4, we study the
spectral properties of the operator L defined by (1.1) and (1.4). The main result
of this section, Theorem 4.8 states that the operator L is definitizable and ∞ is a
singular critical point if the potential V satisfies (4.3).
2. Self-adjointness of the operator matrix A
In this section we collect some information on basic spectral properties of the
operator A defined by (1.1). We begin with the following result from [12] (see also
[13, Chapter II.2]).
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Theorem 2.1 ([12]). Assume that the operators A, B, C satisfy the assumptions
of Hypothesis 1.1. Then the operator A0 : H×H → H×H,
(2.1) A0
(
f1
f2
)
:=
(
Af1 + C
∗f2
Cf1 +Bf2
)
, f ∈ dom(A0) := dom(A)× dom(S0),
is essentially self-adjoint.
Proof. We shall give a proof because our further considerations rely on this con-
struction. The proof is based on the Frobenius–Schur factorization
(2.2) A0 − z =
(
I 0
C(A− z)−1 I
)(
A− z 0
0 S(z)− z
)(
I (A− z)−1C∗
0 I
)
,
where
(2.3) S(z) = B − C(A − z)−1C∗, z ∈ ρ(A); dom(S(z)) = dom(S0).
Assumption (ii) implies that the operators
F (z) := C(A− z)−1 and G(z) := (A− z)−1C∗
are bounded in H whenever z ∈ ρ(A). Moreover, dom(F ) = H and the closure of
G is a bounded operator on H. Therefore, the operators
(2.4) F(z) =
(
I 0
C(A− z)−1 I
)
, G(z) =
(
I (A− z)−1C∗
0 I
)
,
are bounded and boundedly invertible on H×H. Noting also that G(z)∗ = F(z∗)
and G(z) ⊂ F(z∗)∗, we conclude that the operator A0 is essentially self-adjoint if
and only if so is S(0) = S0. It remains to exploit the assumption (iv). 
Using (2.2), we can describe the closure of A0.
Corollary 2.2 ([12]). Assume the conditions of Theorem 2.1. Then the closure A
of the operator A0 is given by
(2.5) A =
(
I 0
F (0) I
)(
A 0
0 S0
)(
I F (0)∗
0 I
)
,
and
(2.6) dom(A) = {f = (f1, f2)
T : f1 + F (0)
∗f2 ∈ dom(A), f2 ∈ dom(S0)}.
We also need the following description of the spectrum of A. In what follows we
shall use the following notation:
σ(S) := {z ∈ C : z ∈ σ(S(z))},
σi(S) := {z ∈ C : z ∈ σi(S(z))}, i ∈ {p, c, ess}.
(2.7)
Corollary 2.3. Assume the conditions of Theorem 2.1. Let also A and S(z) be
the closures of A0 and S(z), respectively. Then
(2.8) σ(A) \ σ(A) = σ(S), σi(A) \ σ(A) = σi(S), i ∈ {p, c}.
In particular, the operator A is (uniformly) positive if and only if so are A and S0.
Moreover,
(2.9) κ−(A) = κ−(A) + κ−(S0).
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Proof. For the proof of equality (2.8) we refer to [13, Theorem 2.3.3]. The second
claim is obvious since the operators F and G are bounded, boundedly invertible
and F(z)∗ = G(z∗). 
Remark 2.4. Further assumptions on coefficients of A are required in order to
extend (2.8) to the case of essential spectra. For instance,
σess(A) \ σ(A) = σess(S)
if the operator BA−1 is bounded on H. For further details and results we refer to
[12], [13, Chapter II.4].
3. On the regularity of critical points of block operator-matrices
Assume Hypothesis 1.1. Since L0 = JA0, the operator L0 is essentially J -self-
adjoint if conditions (i)–(iv) of Hypothesis 1.1 are satisfied. Moreover, its closure L
is given by L = JA, where A = A∗ = A∗0. We can also describe the closure using
the Frobenius–Schur factorization. To this end, for all z ∈ C define the operator
(3.1) T (z) = B − (C + iz)A−1(C∗ − iz), dom(T (z)) = dom(C∗) ∩ dom(B).
Note that the assumptions (i)–(iv) imply that T (z) is densely defined and T (0) =
S(0) is essentially self-adjoint. Straightforward calculations show that
(3.2) L0 − z =
(
I −(C + iz)A−1
0 I
)(
0 iT (z)
−iA 0
)(
I A−1(C∗ − iz)
0 I
)
for all f ∈ dom(A) × dom(S0). This representation enables us to find the closure
of L0 and also to describe its spectrum (see, e.g., [13, Chapter II.3 and Theorem
2.4.16]).
Theorem 3.1. Assume Hypothesis 1.1. The closure L of L0 is given by
(3.3) L =
(
I −CA−1
0 I
)(
0 iT (0)
−iA 0
)(
I A−1C∗
0 I
)
and dom(L) = dom(A). Moreover,
(3.4) σ(L) = σ(T ), σi(L) = σi(T ), i ∈ {p, c, ess},
where
(3.5) σ(T ) = {z ∈ C : 0 ∈ σ(T (z))}, σi(T (z)) = {z ∈ C : 0 ∈ σi(T )}.
The next result is important for our further considerations.
Corollary 3.2. Assume Hypothesis 1.1. Then the operator L is definitizable if and
only if there is z ∈ C such that 0 ∈ ρ(T (z)).
Proof. By (2.9), the form t[f ] := 〈J Lf, f〉 = 〈Af, f〉, f ∈ dom(L), has finitely
many negative squares. Therefore, by [11, p.11, Example (c)] (see also Corollary
II.2.1 in [11]), the operator L is definitizable if and only if ρ(L) 6= ∅. It remains to
apply Theorem 3.1. 
Corollary 3.3. Assume Hypothesis 1.1. Then σ(L) is symmetric with respect to
the real line.
If additionally σ(L) 6= C, then the non-real spectrum σ(L) \ R of L consists of
a finite number of pairs λ, λ∗. Moreover, total algebraic multiplicity of non-real
eigenvalues is at most 2κ−(A). In particular, σ(L) ⊆ R if κ−(A) = 0, i.e., the
operator A is positive.
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Proof. The proof follows from [11, Proposition II.2.1] (see also [3, Proposition 1.6]).

Note that in practice the condition σ(T ) = {z ∈ C : 0 ∈ σ(T (z))} 6= C is difficult
to check. Let us present two examples.
Example 3.4. Let A be an unbounded self-adjoint uniformly positive operator in
H, i.e., A = A∗ > 0 and 0 ∈ ρ(A). Let also C = 0 and B = A−1, that is,
(3.6) A =
(
A 0
0 A−1
)
, L =
(
0 iA−1
−iA 0
)
.
Clearly, all the assumptions of Hypothesis 1.1 are satisfied. By Theorem 3.1,
(3.7) σ(L) = σ(T ), T (z) = A−1 − z2A−1 = (1− z2)A−1.
However, T (±1) = 0 and T (z)−1 = (1 − z2)−1A for all z 6= ±1. Since A is
unbounded, σ(L) = C and hence the operator L is not definitizable, however, it is
J -self-adjoint and J -positive.
In particular, a very simple example of a J -self-adjoint operator L with σ(L) = C
is given by
(3.8) L =
⊕
n∈N
(
0 i/n
−in 0
)
, H = l2(N;C2).
Example 3.5. Let a, b and c : R → C be locally integrable functions. Assume
also that a = a∗ > 0, b = b∗ ≥ 0 a.e. on R and 1/a, c/a ∈ L∞(R). Denote by
Ma, Mb and Mc the multiplication operators in L
2(R) by a, b and c, respectively,
and set A = Ma, B = Mb and C = Mc. Hence A0 and L0 are the operators on
L2(R)× L2(R) defined by
(3.9) A0 =
(
Ma Mc∗
Mc Mb
)
, L0 =
(
iMc iMb
−iMa −iMc∗
)
.
Clearly, the operator A = A0 is self-adjoint and hence L = L0 = JA is J -self-
adjoint. Let us also assume that
(3.10) a(x)b(x) − |c(x)|2 ≥ 0 for a.a. x ∈ R.
The latter means that the operator A is positive and L is J -positive.
It is easy to see that under the assumptions on the coefficients a, b and c, Hy-
pothesis 1.1 is satisfied. By Theorem 3.1, the resolvent set of L is given by
(3.11) z ∈ ρ(L) ⇐⇒
a
ab− (c+ iz)(c∗ − iz)
∈ L∞(R).
Moreover, in view of the positivity assumption (3.10), the operator L is definiti-
zable and σ(L) ⊆ R if and only if i ∈ ρ(L), that is,
(3.12)
a
ab− (c− 1)(c∗ + 1)
∈ L∞(R).
Our main interest is the similarity of the operator L to a self-adjoint operator.
Lemma 3.6. Assume Hypothesis 1.1. Let also σ(L) ⊆ R. If the operator L is
similar to a self-adjoint operator, then there is a positive constant K > 0 such that
(3.13) ‖(T (z))−1‖H ≤
K
|Im z|
, ‖A−1(T (z))−1‖H ≤
K
|z||Im z|
for all z ∈ C \ R.
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Proof. Using the Frobenius–Schur factorization (3.2), after straightforward calcu-
lations we find that the resolvent of L is given by
(3.14)
(L−z)−1 =
(
iA−1(C∗ − iz)(T (z))−1 −i(A−1(C∗ − iz)(T (z))−1(C + iz)A−1 +A−1)
−i(T (z))−1 −i(T (z))−1(C + iz)A−1
)
.
Note that, by Theorem 3.1, (T (z))−1 is a bounded operator for each z ∈ C\R since
σ(L) ⊆ R. It remains to apply the resolvent growth condition (LRG), which states
that
(3.15) ‖(L − z)−1‖ ≤
K
|Im z|
, z ∈ C \ R,
if L is similar to a self-adjoint operator. 
Lemma 3.6 enables us to construct a very simple example of a J-positive operator
with the singular critical point infinity.
Example 3.7. Let A be a uniformly positive unbounded self-adjoint operator in H,
A = A∗ ≥ ε2I > 0. Let also B = I and C = 0, that is, the operator L is given by
(3.16) L =
(
0 iI
−iA 0
)
, dom(L) = dom(A)×H.
Note that L is J -self-adjoint and J -positive in H = H×H. Moreover,
(3.17) T (z) = I − z2A−1 = (A− z2)A−1, z ∈ C.
Therefore,
(3.18) σ(L) = {λ ∈ R : λ2 ∈ σ(A)} ⊆ R \ (−ε, ε).
Notice that ∞ is a critical point of L since A is unbounded. Moreover, we immedi-
ately find that
‖T (z)−1‖ = ‖A(A− z2)−1‖ ≥ 1
for all z ∈ ρ(L). By Lemma 3.6, the operator L is not similar to a self-adjoint
operator (since it does not satisfy the LRG condition). Moreover, ∞ is a singular
critical point of L.
Remark 3.8. The results of Example 3.7 can be deduced from [6], where the norms
of spectral projections are computed in terms of coefficients of L (see [6, Satz 2.1.3]).
Remark 3.9. Note that the operator (3.16) provides a very simple example of a
J -positive operator with the singular critical point ∞. For instance, it suffices to
take H = L2(R+; dµ), where dµ is a positive Borel measure on R+ = (0,+∞). Let
also A be the usual multiplication operator in L2(R+, dµ)
(Af)(x) = (x+ 1)f(x), x ∈ R+.
If µ is a discrete measure, say µ =
∑
n∈N δ(x − n), then L
2(R+) is equivalent to
l2(N) and the operator A is simply the orthogonal sum of 2× 2 matrices
L =
⊕
n∈N
(
0 i
−in 0
)
, H = l2(N;C2).
Other simple examples of operators with singular critical points can be found in
[3, pp. 92–93], [5, Example 2.11],
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Example 3.10. Let us continue with Example 3.5. Assume additionally that the
coefficients a, b and c satisfy (3.12). Then the operator L is J -positive and σ(L) ⊆
R. Clearly, the resolvent of L is given by
(3.19) (L − z)−1 =
(
−ic∗−z
(c+iz)(c∗−iz)−ab
−ib
(c+iz)(c∗−iz)−ab
ia
(c+iz)(c∗−iz)−ab
ic−z
(c+iz)(c∗−iz)−ab
)
.
If the operator L is similar to a self-adjoint operator, then it satisfies the LRG
condition (3.15). Clearly, the latter is equivalent to the following inequality
(3.20)
∥∥∥ |a|+ |b|+ |z|
ab− (c− iz)(c∗ + iz)
∥∥∥
L∞
≤
K
|Im z|
, z ∈ C \ R.
Here K > 0 is a positive constant independent on z.
For a detailed discussion of spectral properties of these operators we refer to [6]
and [7].
4. Block matrices with differential operators
Let V : R → R be a locally integrable function, V ∈ L1loc(R). The following
operator arises in the study of stability of solitons for the 1-D relativistic Ginzburg–
Landau equation (see [8], [9], [10]):
(4.1) L0 =
(
iν ddx iI
−i(− d
2
dx2 +m
2 + V (x)) iν ddx
)
, dom(L0) = D(HV )×W
1,2(R).
Here D(HV ) is the maximal domain of the operator HV = −
d2
dx2 +m
2 + V (x)
(4.2) D(HV ) = {f ∈ L
2(R) : f, f ′ ∈ ACloc(R), −f
′′ + V f ∈ L2(R)}.
We shall assume (cf. [8], [9], [10]) that ν ∈ (−1, 1), m > 0 and
(4.3) lim
x→∞
∫ x+1
x
|V (t)|dt = 0.
Note that condition (4.3) implies that the potential V is a relatively compact per-
turbation (in the sense of forms) of H0 = −
d2
dx2 +m
2 (cf. [4, Chapter III.43]) and
hence
σc(HV ) = σess(HV ) = [m
2,+∞), κ−(HV ) = N <∞.
Assume for simplicity that z = 0 is not an eigenvalue of HV . Then all conditions
(i)–(iv) of Hypothesis 1.1 are satisfied and hence we can apply the results from the
previous sections.
Remark 4.1. If ν = 0, then the operator L is a particular case of the operator
considered in Example 3.7. In this case the operator L does satisfy the LRG con-
dition (3.15) and hence is not similar to a self-adjoint operator. We exclude this
case from our further considerations.
Let ψ+(z, x) and ψ−(z, x) be the Weyl solutions of −y′′ + (m2 + V (x))y = zy
normalized such that W (ψ+, ψ−)(z) = ψ+(z, x)ψ
′
−(z, x) − ψ
′
+(z, x)ψ−(z, x) = 1.
Then the resolvent of the 1-D Schro¨dinger operator is given by
(4.4) (HV − z)
−1f =
∫
R
G(z;x, y)f(y)dy, G(z;x, y) =
{
ψ+(x)ψ−(y), y ≤ x,
ψ+(y)ψ−(x), y > x,
.
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Denote D = ddx , dom(D) = W
1,2(R), and assume that 0 ∈ ρ(HV ). Then using
(4.4), integration by parts shows that
DH−1V f =
∫
R
Gx(0;x, y)f(y)dy, H
−1
V Df = −
∫
R
Gy(0;x, y)f(y)dy, f ∈ L
2(R),
and
S(0)f = (1 + ν2)f − ν2
∫
R
Gxy(0;x, y)f(y)dy, f ∈ L
2(R).
Here the subscript denotes the partial derivative. Since S(0) is a bounded operator,
the ranges of DH−1V and H
−1
V D are contained in W
1,2(R).
Firstly, let us describe the spectral properties of the operator A0 = JL0 and its
closure A.
Lemma 4.2. Let m > 0, V satisfy (4.3) and 0 ∈ ρ(HV ). Then the operator A0 is
essentially self-adjoint and its closure is given by
(4.5) A =
(
I 0
νDH−1V I
)(
HV 0
0 S(0)
)(
I −νH−1V D
0 I
)
on the domain
(4.6) dom(A) = {f = (f1, f2)
T : f1 − νH
−1
V Df2 ∈ D(HV ), f2 ∈ L
2(R)}.
The form domain of the operator A is given by
(4.7) dom(A1/2) = {f = (f1, f2)
T : f1 ∈ W
1,2(R), f2 ∈ L
2(R)}.
Proof. The first claim immediately follows from Corollary 2.2. To prove (4.7) it
suffices to note that
(4.8) dom(A1/2) = {f = (f1, f2)
T : f1 − νH
−1
V Df2 ∈ W
1,2(R), f2 ∈ L
2(R)}.
However, H−1V Df2 ∈ W
1,2(R) whenever f2 ∈ L2(R). 
The next result describes the essential spectrum of A (cf. [10, Lemma A.1]).
Corollary 4.3. Assume the conditions of Lemma 4.2. Then
(4.9) σess(A) =


[1− ν2, 1] ∪ [m2,+∞), m ≥ 1,
[1− ν2,m2] ∪ [1,+∞), 0 ≤ 1− ν2 ≤ m2 < 1,
[m2, 1− ν2] ∪ [1,+∞), 0 < m2 < 1− ν2 ≤ 1.
Proof. It follows from (4.7) and (4.3) that the operator V = V ⊕ 0 is a relatively
compact perturbation (in the sense of forms) of the operator A with V ≡ 0. There-
fore, by the version of Weyl’s theorem for relatively compact perturbations, σess
does not depend on V and hence we can set V ≡ 0.
To find the essential spectrum of the operator A with V ≡ 0 let us apply the
Fourier transform. Then the operator A is equivalent to the multiplication operator
Aˆ in L2(R)× L2(R) defined by fˆ(λ)→ Aˆ(λ)fˆ (λ), where
(4.10) Aˆ(λ) =
(
1 0
iν λ
λ2+m2 1
)(
λ2 +m2 0
0 1− ν
2λ2
λ2+m2
)(
1 −iν λλ2+m2
0 1
)
, λ ∈ R.
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Since the function Aˆ(·) is continuous on R, we conclude that σ(A) = σ(Aˆ) =
σess(Aˆ). Straightforward calculations show that
(Aˆ(λ)− z)−1 =
1
det(Aˆ(λ)− z)
(
1 iνλ
−iνλ λ2 +m2
)
, λ ∈ R,
det(Aˆ(λ)− z) = λ2(1 − z − ν2) + (m2 − z)(1− z).
Therefore, z ∈ σ(Aˆ) if and only if either z = 1− ν2 or det(Aˆ(λ) − z) = 0 for some
λ ∈ R. Clearly, this equation has real solutions if and only if
(z −m2)(z − 1)
z − (1− ν2)
≥ 0.
This completes the proof of (4.9). 
Corollary 4.4. Assume that 0 /∈ σ(HV ). Then
(4.11) κ−(A) = κ−(HV ) + κ−(S(0)) <∞.
In particular, A is positive if and only if so are HV and S(0).
Proof. The first equality in (4.11) follows from Corollary 2.3. Moreover, due to
(4.3), κ−(HV ) = N < ∞. It remains to show that κ−(S(0)) < ∞. Denote by
S0(0) the operator S(0) with V ≡ 0. Note that σ(S0(0)) = σess(S0(0)) = [1− ν2, 1]
(immediately follows by applying the Fourier transform). Moreover,
S0(0)− S(0) = ν
2DH−10 V H
−1
V D.
Note that the closure of this operator is compact on L2(R) since V satisfies (4.3).
Therefore, σess(S(0)) = σ(S0(0)) = [1−ν2, 1] ⊂ (0, 1] since |ν| ∈ (0, 1). This implies
the desired inequality. 
Corollary 4.5. The operator A is nonnegative if and only if so are the operators
HV and
(4.12) Hν,V := −(1− ν
2)
d2
dx2
+m2 + V (x), dom(Hν,V ) = D(Hν,V ).
Proof. By the previous corollary, it remains to show that S(0) ≥ 0 if and only if so
is Hν,V . Next, the operator is positive if and only if
tS [f ] = (S(0)f, f)L2 = (f, f)L2 − ν
2(H−1V Df,Df)L2 > 0
for all f ∈ C∞c (R) (since this linear subspace is dense in L
2(R)). Setting g(x) =
f ′(x) and integrating by parts once again, we finally get
tS [f ] = (H
−1
0 g, g)L2 − ν
2(H−1V g, g)L2 > 0, g ∈ C
∞
c (R).
Here H0 = −
d2
dx2 is the free Hamiltonian on L
2(R). The latter is equivalent to the
positivity of the operator Hν,V . 
Now let us describe the spectral properties of the operator L = JA. We begin
with the description of the closure of L0.
Lemma 4.6. Assume the conditions of Lemma 4.2. Then the operator L0 is es-
sentially J -self-adjoint and its closure is given by
(4.13) L =
(
I −νDH−1V
0 I
)(
0 iS(0)
−iHV 0
)(
I νH−1V D
0 I
)
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on the domain
(4.14) dom(L) = {f = (f1, f2)
T : f1 + νH
−1
V Df2 ∈ W
2,2(R), f2 ∈ L
2(R)}.
Proof. Note that T (0) = S(0) and dom(L) = dom(A). The rest of the proof follows
from Theorem 3.1 and Lemma 4.2. 
As an immediate corollary of Theorem 3.1 we obtain the following description
of σ(L).
Corollary 4.7. Assume the conditions of Lemma 4.2 and set
(4.15) T (z) = I + (νD − iz)H−1V (νD + iz).
Then
(4.16)
z ∈ σ(L) ⇔ 0 ∈ σ(T (z)) (z ∈ σi(L) ⇔ 0 ∈ σi(T (z)), i ∈ {p, c, ess}).
Theorem 4.8. Assume the conditions of Lemma 4.2. Then the operator L is
difinitizable and ∞ is its singular critical point.
Proof. By Lemma 4.2 and Corollary 4.4, the operator L is J -self-adjoint and the
form 〈J L · , · 〉 = 〈A · , · 〉 has finitely many negative squares. Therefore, L is defini-
tizable if ρ(L) 6= ∅. By Corollary 4.7, we need to show that there is z ∈ C such that
the operator T (z) is boundedly invertible. Set z = iy with y > 0. The operators
νD + y and νD − y are boundedly invertible in L2(R). Therefore, we get
(4.17) (νD + y)−1T (iy)(νD − y)−1 = (ν2D2 − y2)−1 +H−1V .
Since −ν2D2+y2 ≥ y2I, we get ‖(ν2D2−y2)−1‖ ≤ 1/y−2. Therefore, the left-hand
side in (4.17) is a boundedly invertible operator for y > 0 sufficiently large since
0 ∈ ρ(HV ). It remains to note that
(4.18) (T (iy))−1 = (νD + y)−1[(ν2D2 − y2)−1 +H−1V ]
−1(νD − y)−1.
Therefore, iy ∈ ρ(T ) for all sufficiently large y > 0.
By [2, Theorem 4.1], ∞ is a singular critical point of L if and only if ∞ is a
singular critical point of L with V ≡ 0. That is, it suffices to show that ∞ is a
singular critical point of the operator L = L0, where L0 is given in L2(R)× L2(R)
by
(4.19) L0 =
(
iνD iI
−iH0 iνD
)
=
(
iν ddx iI
i d
2
dx2 − im
2 iν ddx
)
.
Now using the Fourier transform we see that L0 is unitarily equivalent to the
multiplication operator acting in L2(R)⊕ L2(R) and defined by
(4.20) (Lˆ0f)(λ) =
(
νλ i1
−i(λ2 +m2) νλ
)
f(λ) =
(
νλf1(λ) + if2(λ)
−i(λ2 +m2)f1(λ) + νλf2(λ)
)
.
The operator Lˆ0 is a particular case of the operator considered in Example 3.5 with
a(λ) = λ2 +m2, b(λ) = 1 and c(λ) = νλ. Clearly, setting z = iy in (3.20), we get∥∥∥ a
ab− (c+ y)(c∗ − y)
∥∥∥
L∞
=
∥∥∥ λ2 +m2
(1− ν2)λ2 +m2 + y2 − 2iyνλ
∥∥∥
L∞
≥
1
1− ν2
.
Therefore, there is no K > 0 such that (3.20) holds true. Hence the LRG test
(3.15) for the operator L fails and hence L is not similar to a self-adjoint operator.
It remains to note that L is J -positive with 0 ∈ ρ(L) if V ≡ 0. Therefore, ∞ is
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the only critical point of L. Since L is not similar to a self-adjoint operator, ∞ is
a singular critical point of L. 
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