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Introduction
Contexte
La motivation de ce mémoire provient d’une construction classique de résolution des singularités de
certaines variétés qui sont des quotients par des groupes finis. Plus précisément, soient G un groupe
fini, W une représentation linéaire de dimension finie de G et ν ∶ W → W /G le morphisme de
passage au quotient. En général, le morphisme ν n’est pas plat et le quotientW /G est singulier. On
peut construire une platification universelle de ν en considérant le G-schéma de Hilbert HilbG(W ).
Celui-ci paramètre les sous-schémas fermés G-stables de W dont l’anneau des coordonnées est
isomorphe à la représentation régulière de G comme G-module. On a le diagramme commutatif
suivant : X pi //
p

HilbG(W )
γ

W ν
// W /G
où pi est la famille universelle (plate par définition), p est la projection naturelle et γ est le mor-
phisme de Hilbert-Chow qui à un sous-schéma Z deW associe le point Z/G deW /G. Le morphisme
de Hilbert-Chow est propre, et c’est un isomorphisme au dessus de l’ouvert de platitude U de ν
(celui-ci consiste en les G-orbites dans W dont le groupe d’isotropie est trivial). On définit la
composante principale de HilbG(W ) par
HilbG(W )prin ∶= γ−1(U).
La restriction γ ∶ HilbG(W )prin → W /G est birationnelle et propre. Il est donc naturel de se
demander si le morphisme γ, éventuellement restreint à HilbG(W )prin, est une résolution des sin-
gularités deW /G. Autrement dit, on souhaite connaître les couples (G,W ) tels que HilbG(W ) soit
une variété lisse. Et lorsque HilbG(W ) est singulier, on veut savoir si sa composante principale est
lisse. La réponse n’est pas connue en général, mais on a tout de même (entre autres) les résultats
suivants :
● Si dim(W ) ≤ 2, alors HilbG(W ) est une variété lisse. En particulier, si W = A2k et si G ⊂
SL(W ), alors Ito et Nakamura ont montré que γ est l’unique résolution crépante de W /G
(voir [IN96, IN99]). Signalons que cette construction joue un rôle clé dans la correspondance
de McKay.
● Si dim(W ) = 3 et G ⊂ SL(W ), Bridgeland, King et Reid ont montré par des méthodes
homologiques que HilbG(W ) est encore une variété lisse, et que γ est une résolution crépante
de W /G (voir [BKR01]).
● Si dim(W ) = 4, alors HilbG(W ) peut être pathologique. Par exemple, si G ⊂ SL2(k) est le
groupe tétrahédral binaire et si W est la somme directe de deux copies de la représentation
standard, alors Lehn et Sorger ont montré que HilbG(W )prin est lisse, mais que HilbG(W )
est réductible (voir [LS08]).
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Par la suite, on travaille sur un corps k algébriquement clos de caractéristique 0, et on considère
la situation plus générale où G est un groupe réductif, W est une représentation linéaire de dimen-
sion finie de G et ν ∶ W → W //G est le morphisme de passage au quotient. Ici W //G désigne le
quotient catégorique, c’est-à-dire le spectre de l’algèbre des invariants k[W ]G ; celle-ci est intègre et
de type fini (car G est réductif), donc W //G est une variété irréductible. En général, comme c’était
déjà le cas lorsque G est fini, le quotient W //G est singulier et le morphisme ν n’est pas plat. On
dispose toujours d’une platification universelle de ν ; celle-ci est donnée par le schéma de Hilbert
invariant construit par Alexeev et Brion ([AB05, Bri10]). On en rappelle brièvement la définition
(voir la section 1.1 pour plus de détails). On note Irr(G) l’ensemble des classes d’isomorphisme
des G-modules irréductibles et h une fonction de Irr(G) dans N. Une telle fonction h est appelée
fonction de Hilbert. Le schéma de Hilbert invariant HilbGh (W ) paramètre les sous-schémas fermés
G-stables Z de W , tels que
k[Z] ≅ ⊕
M∈Irr(G)M
⊕h(M)
comme G-module. On note H ∶= HilbGh (W )
pour alléger les notations. Si h(V0) = 1, où V0 est la représentation triviale de G, alors on a le
diagramme suivant : X pi //
p

H
γ

W ν
// W //G
où pi est la famille universelle, p est la projection naturelle et γ est un morphisme propre qui fait
commuter le diagramme. Si de plus on fixe h = hW , la fonction de Hilbert de la fibre générique de
ν, alors le morphisme de Hilbert-Chow γ ∶ H →W //G est un isomorphisme au dessus de l’ouvert de
platitude U du morphisme ν. En particulier, ν est plat si et seulement si H ≅W //G. Par analogie
avec le cas des groupes finis, on définit la composante principale de H par
Hprin ∶= γ−1(U).
La restriction γ ∶ Hprin →W //G est birationnelle et propre, d’où la
Question. Dans quels cas le morphisme γ, éventuellement restreint à la composante principale,
est-il une résolution des singularités de W //G ?
Le schéma de Hilbert invariant a été très étudié ces dernières années ([Bud10, CF09, Jan07,
JR09, PVS10, ...]), mais surtout en relation avec des problèmes de classification. Lorsque le groupe
G est infini, la question précédente est totalement ouverte !
Résultats
Dans ce mémoire, on apporte des éléments de réponse à la question ci-dessus lorsque G est un
groupe classique et que W est une représentation classique de G. Nous décrivons explicitement H
lorsque :● G = SLn(k) et W ∶= V ⊕n′ est la somme directe de n′ copies de la représentation standard
(théorème 1.5.11),● G = GLn(k), n ≤ 2, et W ∶= V ⊕n1 ⊕ V ∗⊕n2 est la somme directe de n1 copies de la représen-
tation standard et de n2 copies de la représentation duale (théorèmes 2.1.16 et 2.1.25),● G = On(k) ou Sp2n(k), n ≤ 2, et W est la somme directe de n′ copies de la représentation
standard (théorèmes 3.1.11 et 3.3.15).
Dans chacun de ces cas, on donne d’une part des équations pour H, et on réalise d’autre part H
comme l’espace total d’un fibré homogène sur une grassmannienne (ou sur un produit de deux
grassmanniennes lorsque G = GLn(k)). Notre description implique le
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Théorème A. Le schéma de Hilbert invariant H est une variété lisse dans les cas suivants :● G = SLn(k) et n quelconque,● G = GLn(k) et n ≤ 2,● G = On(k) et n ≤ 2,● G = Sp2n(k) et n ≤ 2.
Il convient d’ajouter à cette liste les cas "triviaux" où le morphisme ν est plat et le quotient
W //G est lisse (voir les corollaires 2.1.13, 3.1.8, 3.2.4 et 3.3.9). Cependant, nous montrons qu’en
général γ ∶ H →W //G n’est pas une résolution.
Théorème B. [théorèmes 2.1.44, 3.1.25 et 3.2.8]
Le schéma de Hilbert invariant H est singulier dans les cas suivants :● G = GL3(k) et n1, n2 ≥ 3,● G = O3(k) et n′ ≥ 3,● G = SO3(k) et n′ = 3.
Dans la section 1.4.1, on définit G′ un sous-groupe algébrique réductif de AutG(W ). L’existence
d’une opération de G′ dans W , W //G et H, telle que tous les morphismes que l’on manipule
soient G′-équivariants, joue un rôle essentiel dans ce mémoire. Par exemple, pour décrire l’ouvert
de platitude du morphisme de passage au quotient ν ∶ W → W //G pour les différents groupes
classiques, il est (presque) suffisant de connaître la dimension de la fibre de ν en un point de chaque
orbite de G′. De même, pour déterminer si H est lisse ou singulier, il suffit (par un argument de
semi-continuité) de déterminer l’espace tangent de H en un point de chaque orbite fermée.
Tous les quotients étudiés dans ce mémoire sont munis d’une stratification naturelle
(∗) X0 ⊂X1 ⊂ ⋯ ⊂XN =W //G,
où chaqueXi est l’adhérence d’une orbite de G′. LorsqueH est lisse (c’est-à-dire dans les cas donnés
par le théorème A), on montre que le morphisme de Hilbert-Chow γ s’identifie à la composition
des éclatements successifs de certaines strates de W //G. Donnons un exemple pour rendre les
choses plus claires. Soient G = GL2(k) et n1, n2 > 2, alors W //G est la variété déterminantielle
X2 ∶= {M ∈Mn2,n1(k) ∣ rg(M) ≤ 2}. Pour résoudre les singularités de X2, on éclate X0 = {0}, puis
on éclate la transformée stricte de X1 ∶= {M ∈Mn2,n1(k) ∣ rg(M) ≤ 1}. La variété obtenue est lisse
et nous montrons qu’elle est isomorphe à H. De plus, le morphisme de Hilbert-Chow γ s’identifie
à la composition de ces deux éclatements.
On s’est également intéressé aux schémas de Hilbert invariants liés aux réductions symplec-
tiques. Plus précisément, soient G un groupe classique et
W ∶= V ⊕d ⊕ V ∗⊕d
la somme directe de d copies de la représentation standard et de d copies de la représentation duale.
La variété W est naturellement munie d’une forme symplectique qui est préservée par G. On note
µ ∶ W → g∗, où g est l’algèbre de Lie de G, l’application moment pour l’opération de G dans W ,
et on définit la réduction symplectique de W par
W ///G ∶= µ−1(0)//G.
Dans tous nos exemples le quotient W //G n’est pas symplectique (sauf lorsqu’il est trivial). En
revanche, les composantes irréductibles de W ///G (munies de leur structure réduite) sont toujours
symplectiques. Lorsque G est un groupe fini, de "bonnes" propriétés géométriques pour W ///G
donnent de "bonnes" propriétés géométriques pour V ⊕d//G, et on espère que cela reste vrai lorsque
G est un groupe réductif arbitraire. On a par exemple la
Conjecture (Kaledin, Lehn, Sorger). Si chaque composante irréductible de W ///G, munie de sa
structure réduite, admet une résolution symplectique, alors le quotient V ⊕d//G est lisse.
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Tous les exemples traités dans ce mémoire vérifient cette conjecture. Par ailleurs, lorsqueW ///G
est réduit et irréductible, on a encore le morphisme de Hilbert-Chow
γ ∶ HilbGhs(µ−1(0))→W ///G,
où hs est la fonction de Hilbert de la fibre générique du morphisme µ−1(0)→ µ−1(0)//G. On note
Hs ∶= HilbGhs(µ−1(0))
pour alléger les notations (l’indice s est pour symplectique). Comme précédement, on se demande
dans quels cas le morphisme de Hilbert-Chow γ, éventuellement restreint à la composante princi-
pale, est une résolution des singularités de W ///G.
Lorsque G = Gm, O2(k) ou Sp2(k), nous décrivons explicitement Hs par des équations. Mention-
nons que le cas G = Sp2(k) et d = 3 a été traité par Becker dans [Bec10]. Puis, pour certaines
valeurs de n et de d, nous décrivons la composante principale Hprins comme l’espace total d’un fibré
homogène sur une variété de drapeaux. Notre description implique le
Théorème C. [corollaires 2.2.18, 3.4.11 et 3.5.12]
La composante principale Hprins est lisse dans les cas suivants :● G = GLn(k) et
– d est pair et d ≤ n + 1,
– n = 1 et d est quelconque,
– n = 2 et d ≠ 3,
● G = On(k) et
– d ≤ n+1
2
,
– n ≤ 2 et d est quelconque,
● G = Sp2n(k) et
– n = 1 et d ≥ 3,
– n = 2 et d ≥ 5.
A cette liste s’ajoutent les cas "triviaux" où Hs ≅W ///G. Nous avons également obtenu la
Proposition D. [proposition 2.2.20]
Si G = GLn(k) et d ≥ 2n, le schéma Hs est toujours réductible.
Toutes les réductions symplectiques W ///G qui apparaissent dans ce mémoire sont des adhé-
rences d’orbites nilpotentes (ou bien des revêtements doubles d’adhérences d’orbites nilpotentes
lorsque G = SOn(k)). En particulier, ce sont des variétés symplectiques et elles admettent une
stratification naturelle analogue à (*).
Pour démontrer les théorèmes A, B et C, on montre dans chaque cas l’existence d’un principe
de réduction (section 1.5.1) qui permet de réaliser H comme l’espace total d’un fibré G′-homogène
sur une base projective dont la fibre est isomorphe à un schéma de Hilbert invariant plus simple
que H. Par exemple, pour déterminer H lorsque G = SLn(k) et n′ ≥ n, il suffit de le déterminer
pour n′ = n. On n’a malheureusement pas pu obtenir de tel principe de réduction pour SOn(k).
L’ingrédient clé qui fait fonctionner le principe de réduction est la
Proposition E. [proposition 1.3.1]
Pour tout M ∈ Irr(G), il existe un G′-sous-module FM ⊂ HomG(M,k[W ]) de dimension finie
qui engendre HomG(M,k[W ]) comme k[W ]G,G′-module, et il existe un morphisme de schémas
G′-équivariant
δM ∶ H → Gr(hW (M), F ∗M).
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Une fois que l’on a effectué cette étape de réduction, on fixe B′ un sous-groupe de Borel de G′
et on cherche les points fixes de B′ dans H (qui sont en nombre fini dans tous mes exemples). SiH admet un unique point fixe z0, alors H est connexe et z0 appartient à la composante principaleHprin. Sinon, on utilise la théorie des bases de Gröbner pour déterminer les points fixes de B′ qui
sont dans Hprin. On calcule alors la dimension de l’espace tangent à H en chacun de ces points
fixes, et on la compare avec la dimension de Hprin. Si toutes ces dimensions coïncident, alors
nécessairement Hprin est une composante connexe lisse de H. Sinon, plusieurs pathologies sont
possibles. Le schéma H peut être réductible, non réduit ou encore ses composantes irréductibles
munies de leur structure réduite peuvent être singulières. Déterminer dans laquelle de ces situations
l’on se trouve est un problème difficile. Je n’ai généralement pas été en mesure de le résoudre.
Il doit être souligné que la proposition E joue un rôle de premier plan dans tout ce mémoire,
et qu’elle sera sans doute très utile à l’étude de futurs exemples de schémas de Hilbert invariants.
On peut montrer qu’il existe un sous-ensemble fini E de Irr(G) tel que le morphisme
γ × ∏
M∈E δM ∶ H Ð→W //G × ∏M∈EGr(hW (M), F ∗M)
soit une immersion fermée (c’est une conséquence de la construction deH comme sous-schéma fermé
du schéma de Hilbert multigradué). Ce constat suggère de choisir une représentation irréductible
"simple" M1 de G et de regarder si γ ×δM1 est une immersion fermée de H. Si tel est le cas, alors il
faut ensuite identifier l’image. Sinon, on on choisit une autre représentation irréductible "simple"
M2 et on regarde si γ × δM1 × δM2 est une immersion fermée de H. Cette procédure s’arrête en un
nombre fini d’étapes et permet de construire une immersion fermée de H qui soit explicite et aussi
simple que possible.
Une partie "Questions ouvertes" figure à la fin de ce mémoire. Elle permet de faire le point sur
les résultats que l’on a obtenus et sur les problèmes qu’il reste à résoudre pour espérer une meilleure
compréhension des schémas de Hilbert invariants. Ce mémoire s’achève par les annexes A et B.
Dans l’annexe A, on montre d’une part que les résolutions de W //G données par le morphisme de
Hilbert-Chow lorsque H est lisse (voir le théorème A) ne sont jamais crépantes ; on étudie d’autre
part les liens entre la restriction du morphisme de Hilbert-Chow γ ∶ Hprins → W ///G et les réso-
lutions symplectiques de la réduction symplectique W ///G. L’annexe B est consacrée à l’étude de
certaines propriétés géométriques des fibres de la famille universelle pi ∶ X →H.
Chapitre 1
Le schéma de Hilbert invariant
1.1 Généralités
L’article d’exposition [Bri10] fournit une introduction détaillée aux schémas de Hilbert invariants.
Dans cette section on donne quelques définitions et propriétés fondamentales de ces schémas.
On suppose que le lecteur a des notions de base de la théorie des schémas ([Har77]), la théorie
des groupes algébriques linéaires ([Bor91]) et la théorie des représentations des groupes algébriques
réductifs ([FH91]). On travaille sur un corps k algébriquement clos de caractéristique 0 et tous les
schémas considérés par la suite sont supposés séparés et de type fini sur k. Pour nous, une variété
sera toujours un schéma réduit et irréductible. Soient G un groupe algébrique réductif et Irr(G)
l’ensemble des classes d’isomorphisme des G-modules irréductibles. On note V0 la représentation
triviale de G. Si N est un G-module rationnel, alors on a une décomposition de N en G-modules
irréductibles :
(1.1) N ≅ ⊕
M∈Irr(G)N(M) ⊗M
où N(M) ∶= HomG(M,N) est l’espace vectoriel des morphismes G-équivariants de M dans N . Le
G-module N(M) ⊗M s’appelle la composante isotypique de N associée à M et dim(N(M)) est la
multiplicité de M dans N . On note N = {0,1, . . .} l’ensemble des entiers naturels. Si pour tout
M ∈ Irr(G) on a dim(N(M)) <∞, alors on définit
h ∶ Irr(G) → N
M ↦ dim(N(M))
la fonction de Hilbert du G-module N . Plus généralement, on appelle fonction de Hilbert une
fonction h ∶ Irr(G)→ N.
Soient S un schéma, Z un G-schéma et pi ∶ Z → S un morphisme affine, de type fini et G-
invariant. D’après [Bri10, §2.3], le faisceau F ∶= pi∗OZ admet la décomposition suivante commeOS ,G-module :
(1.2) F ≅ ⊕
M∈Irr(G)F(M) ⊗M
où l’opération de G dans F est induite par l’opération de G dans chaque M , et chaque F(M) ∶=
HomG(M,F) est un FG-module cohérent. On dit que la famille pi est à multiplicités finies si FG
est un OS-module cohérent. Si de plus pi est plat, alors chaque OS-module F(M) est localement
libre de rang fini (et ce rang est constant sur une base connexe). Toutes les familles considérées par
la suite seront supposées plates et à multiplicités finies.
Définition 1.1.1. Soient h ∶ Irr(G) → N une fonction de Hilbert et W un G-schéma affine. On
définit le foncteur de Hilbert HilbGh (W ) : Schop → Ens par :
S ↦
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Z
pi
##
  // S ×W
p1

S
RRRRRRRRRRRRRRRRRR
Z sous-schéma fermé G-stable,
pi morphisme plat,
pi∗OZ ≅⊕M∈Irr(G)FM⊗M,FM loc. libre de rang h(M) sur OS .
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ .
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On fixe W un G-schéma affine. On appelle famille plate de G-sous-schémas fermés de W au
dessus de S un élément (pi ∶ Z → S) ∈HilbGh (W )(S), avec h est une fonction de Hilbert arbitraire.
D’après [Bri10, Theorem 2.11], le foncteur HilbGh (W ) est représenté par un schéma quasi-projectif
HilbGh (W ) : le schéma de Hilbert invariant associé au G-schéma affineW et à la fonction de Hilbert
h. On note UnivGh (W ) ⊂ W × HilbGh (W ), muni de la seconde projection, la famille universelle
correspondante. Par définition, la famille universelle vérifie la propriété suivante : pour tout (pi ∶Z → S) ∈HilbGh (W )(S), il existe un unique morphisme g ∶ S → HilbGh (W ) tel queZ ≅ UnivGh (W )×HilbGh (W )S.
Remarque 1.1.2. La construction du schéma de Hilbert invariant par Alexeev et Brion repose sur
une réduction (via la théorie des représentations) au schéma de Hilbert multigradué construit par
Haiman et Sturmfels dans [HS04].
L’algèbre des invariants k[W ]G ⊂ k[W ] est de type fini, donc c’est l’algèbre d’un schéma affine
W //G, muni d’un morphisme de passage au quotient ν ∶ W → W //G. On dit que W //G est le
quotient catégorique de W par G. Les propriétés du quotient W //G sont données dans [SB00, §3],
en particulier :● si W est irréductible (resp. réduit), alors W //G est irréductible (resp. réduit),● si W est normal, alors W //G est normal ([SB00, §3.2, Théorème 2]),● si W est un G-module rationnel, alors W //G est de Cohen-Macaulay ([SB00, §3.4, Théorème
4]),● si W est un G-module rationnel de dimension finie et si tout caractère multiplicatif de G est
trivial, alors W //G est de Gorenstein ([SB00, §4.4, Théorème 4]).
Le lemme 1.1.3 et la proposition 1.1.6 qui suivent sont démontrés dans [Bri10, Proposition 3.15],
nous en redonnons les démonstrations avec plus de détails.
Lemme 1.1.3. Soient G un groupe algébrique réductif, W un G-schéma affine, h une fonction de
Hilbert telle que h(V0) = 1, S un schéma arbitraire et (pi ∶ Z → S) ∈HilbGh (W )(S). Alors il existe
un morphisme f ∶ S →W //G tel que le diagramme suivant commute :
(1.3) Z p2 //
pi

W
ν

S
f
// W //G
Démonstration. On note p2 ∶ Z → W le morphisme obtenu en composant l’inclusion Z ↪ S ×W
avec la seconde projection S ×W →W . Montrons que FG ≅ OS via le morphisme pi# ∶ OS → F :FG ≅ ⊕
M∈Irr(G)F(M)⊗MG = FV0⊗V0G = FV0 .
Puis, pi induit le morphisme OS φ→ FV0 ≅ FG entre OS-modules localement libres de rang 1. Or,
pour chaque point fermé s ∈ S(k), la fibre de OS en s vautOS(s) ∶= OS,s/Ms = k(s) = k
puisque k n’admet pas d’extension de dimension finie, et la fibre de FV0 en s vaut :FV0(s) ≅ (pi∗OZ)G(s) = (pi∗OZ)G⊗k(s) = ((pi∗OZ)⊗k (s))G = k[Zs]G ≅ k.
Et sur chaque fibre, le morphisme φ(s) ∶ k → k est un isomorphisme. Donc, d’après le lemme
de Nakayama, pour chaque s ∈ S(k), le morphisme φs ∶ OS,s → FV0,s est un isomorphisme, et
donc φ est un isomorphisme. Autrement dit, le morphisme pi ∶ Z → S induit un isomorphisme
pi//G ∶ Z//G → S. On note f ∶ S → W //G l’application obtenue en composant (pi//G)−1 avec
l’inclusion Z//G ⊂W //G et on vérifie alors que f fait commuter le diagramme (1.3).
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D’après le lemme 1.1.3 et par définition du produit fibré, on a une immersion fermée Z ↪
S×W //GW . On a donc le diagramme commutatif suivant :
(1.4) Z   i //
pi
$$
S×W //GW
p1

p2 // W
ν

S
f
// W //G
Soit h une fonction de Hilbert telle que h(V0) = 1. Si l’on prend S = HilbGh (W ) dans le lemme
1.1.3, alors on obtient l’existence d’un morphisme γ ∶ HilbGh (W ) → W //G tel que le diagramme
(1.4) commute. Ce morphisme γ est appelé morphisme de Hilbert-Chow et va jouer un rôle très
important par la suite. Ce morphisme est propre ([Bri10, Proposition 3.12]) et donc projectif.
On suppose dorénavant que le schéma affineW est réduit (mais non nécessairement irréductible)
et que W //G est irréductible. D’après [Eis95, Theorem 14.4], le morphisme ν ∶ W →W //G est plat
sur un ouvert non vide de W //G. On note (W //G)∗ le plus grand ouvert de platitude.
Définition 1.1.4. La décomposition (1.2) implique que toutes les fibres au dessus de (W //G)∗ ont
la même fonction de Hilbert. On note hW cette fonction de Hilbert ; celle-ci est égale à la fonction
de Hilbert de la fibre générique de ν. Enfin, on note H ∶= HilbGhW (W ) et X ∶= UnivGhW (W ).
Remarque 1.1.5. Si l’une des fibres de ν au dessus de (W //G)∗ est isomorphe au groupe G, alors
hW (M) = dim(M) puisque
k[G] ≅ ⊕
M∈Irr(G)M
⊕dim(M)
comme G-module à gauche.
La proposition qui suit fournit un rôle privilégié à hW :
Proposition 1.1.6. Soient G un groupe algébrique réductif,W un G-schéma affine, ν ∶W ↠W //G
le morphisme de passage au quotient, (W //G)∗ l’ouvert de platitude de ν et h = hW la fonction de
Hilbert de la fibre générique de ν. Alors γ induit un isomorphisme
γ−1((W //G)∗) ≅Ð→ (W //G)∗ .
Démonstration. Quitte à remplacer W par un ouvert affine G-stable contenu dans ν−1((W //G)∗),
on peut supposer que ν est plat sur W . On souhaite montrer que, dans ce cas, γ ∶ H →W //G est
un isomorphisme. On fixe S un schéma arbitraire, (pi ∶ Z → S) ∈HilbGhW (W )(S) et on reprend les
notations du diagramme (1.4).
Par hypothèse, ν est plat sur W , donc p1 ∶ S ×W //GW → S est une famille plate dont chaque
fibre Fs a pour fonction de Hilbert hW . De même, par définition, pi ∶ Z → S est aussi une famille
plate dont toutes les fibres Zs ont pour fonction de Hilbert hW . Ensuite, on a le morphisme surjectif
de OS-modules p1∗OS×W //GW ↠ pi∗OZ . Mais les morphismes pi et p1 sont tous deux G-invariants,
donc il s’agit en fait d’un morphisme de OS ,G-modules. On en déduit, pour chaqueM ∈ Irr(G), un
morphisme surjectif de OS ,G-modules : (p1∗OS×W //GW )(M) ↠ (pi∗OZ)(M). En passant aux fibres,
on obtient pour chaque s ∈ S(k) le morphisme surjectif :
k[Fs](M) ↠ k[Zs](M).
Or, par définition de Z et par hypothèse sur ν, les espaces vectoriels k[Zs](M) et k[Fs](M)
ont la même dimension hW (M) et donc k[Fs](M) ≅ k[Zs](M). D’après le lemme de Nakayama(p1∗OS×W //GW )(M) ≅ (pi∗OZ)(M), d’où un isomorphisme Z ≅ S×W //GW . Il s’ensuit que W //G re-
présente le foncteur de Hilbert, ν ∶ W →W //G est la famille universelle et γ ∶ H →W //G est un
isomorphisme.
Définition 1.1.7. On définit la composante principale de H parHprin ∶= γ−1((W //G)∗).
La variété Hprin est une composante irréductible de Hred, le schéma de Hilbert invariant H muni
de sa structure réduite. La restriction du morphisme de Hilbert-Chow γ ∶ Hprin → W //G est un
isomorphisme au dessus de (W //G)∗ et donc un morphisme birationnel et projectif.
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On termine cette section avec la proposition suivante ([Bri10, Proposition 3.10]) :
Proposition 1.1.8. Soit G′ un groupe algébrique tel que G′ ⊂ AutG(W ), alors G′ opère dans
le schéma de Hilbert invariant H et dans X ⊂ W ×H de telle sorte que tous les morphismes qui
apparaissent dans le diagramme (1.4) soient G′-équivariants.
Remarque 1.1.9. Sous les hypothèses de la proposition 1.1.8, le morphisme pi# ∶ OH → F ∶= pi∗OX
est un morphisme de G′-modules, et les F(M) qui apparaissent dans la décomposition (1.2) sont
des OS ,G′-modules.
1.2 Points fixes pour l’opération d’un groupe de Borel et es-
paces tangents
On fixe un sous-groupe algébrique G′ ⊂ AutG(W ) et un sous-groupe de Borel B′ ⊂ G′. Dans cette
section, on démontre une série de lemmes qui seront utiles par la suite pour montrer des résultats
de connexité et déterminer les espaces tangents en certains points de H.
Lemme 1.2.1. On suppose que W //G admet une unique orbite fermée pour l’opération de G′ et
que cette orbite est un point x. Alors chaque fermé G′-stable de H contient au moins un point fixe
pour l’opération de B′. Si de plus H admet un unique point fixe de B′, alors H est connexe.
Démonstration. Le morphisme γ est projectif et G′-équivariant donc la fibre ensembliste γ−1(x)
est une G′-variété projective. Soit C un fermé G′-stable de H, alors γ(C) est un fermé G′-stable
de W //G. Donc x ∈ γ(C), autrement dit C ∩ γ−1(x) est non-vide. Donc C ∩ γ−1(x) contient au
moins un point fixe pour l’opération de B′, d’après le théorème de point fixe de Borel ([Bor91,
Theorem 10.4]). Enfin, chaque composante connexe de H admet au moins un point fixe de B′, d’où
la dernière assertion du lemme.
Lemme 1.2.2. On suppose, comme dans le lemme 1.2.1, que W //G admet une unique orbite
fermée x pour l’opération de G′. Alors on a l’équivalence :
H =Hprin est une variété lisse⇔ { ∀Z ∈HB′ , dim(TZH) = dim(Hprin), etH est connexe.
Démonstration. Le sens ⇒ est clair. Montrons l’autre implication. On note d ∶= dim(Hprin). L’en-
semble E ∶= {Z ∈ Hred ∣ dim(TZH) > d} est un fermé G′-stable de Hred. On suppose que E
est non-vide. D’après le lemme 1.2.1, le fermé E contient un point fixe de B′, noté Z0 ; alors
dim(TZ0H) > d ce qui contredit notre hypothèse de départ. Il s’ensuit que E est vide et doncH est une variété lisse. On a supposé de plus que H est connexe, donc H est irréductible d’oùH =Hprin.
Soit Z ∈H(k) et I ⊂ k[W ] l’idéal de Z. On note R ∶= k[W ]/I l’algèbre des fonctions régulières
de Z. On rappelle le résultat important suivant ([Bri10, Proposition 3.5]) :
Proposition 1.2.3. On a un isomorphisme canonique
TZH ≅ HomGR(I/I2,R).
On suppose maintenant que R ≅ k[G] comme G-module, c’est-à-dire pour chaque M ∈ Irr(G),
on a hW (M) = dim(M). Soit N un G-sous-module de k[W ] contenu dans I tel que le morphisme
naturel de R,G-modules δ ∶ R⊗N → I/I2 soit surjectif ; et soit R un G-sous-module de R⊗N tel
que l’on ait la suite exacte de R,G-modules
(1.5) R⊗R ρÐ→ R⊗N δÐ→ I/I2 → 0
f ⊗ 1 ↦ f
où l’on note f l’image de f ∈ I dans I/I2.
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Remarque 1.2.4. Le module N est appelé module des générateurs de I/I2. Le module R est appelé
module des relations entre les générateurs de I/I2.
Lemme 1.2.5. Si δ est un isomorphisme, alors
dim(HomGR(I/I2,R) = dim(N).
Démonstration. On a l’isomorphisme canonique d’espaces vectoriels :
HomGR(R⊗N,R) ≅ HomG(N,R)
f ↦ (n↦ f(1⊗ n))(r ⊗ n↦ r g(n)) ↤ g
et donc
dim(HomGR(R⊗N,R)) = dim(HomG(N,R))= dim(HomG(N,k[G]))= dim((k[G]⊗N∗)G)= dim(MorG(G,N∗))= dim(N)
où l’on note MorG(G,N∗) l’espace vectoriel des morphismes de schémas G-équivariants de G dans
N∗.
On applique le foncteur contravariant et exact à gauche HomR( . ,R) à la suite exacte (1.5) puis
on prend les G-invariants. On obtient alors la suite exacte d’espaces vectoriels de dimension finie :
(1.6) 0 // HomGR(I/I2,R) δ∗ // HomGR(R⊗N,R) ρ∗ //
≅

HomGR(R⊗R,R)
≅

HomG(N,R) HomG(R,R)
On a donc TZH ≅ Im(δ∗) = Ker(ρ∗). De plus, si l’idéal I est B′-stable, alors on peut choisir
pour N et R des B′ ×G-modules tels que tous les morphismes de la suite exacte (1.5) soient des
morphismes de R,B′ ×G-modules et que tous les morphismes de la suite exacte (1.6) soient des
morphismes de B′-modules.
Lemme 1.2.6. Avec les notations précédentes, on a
dim(HomGR(I/I2,R)) = dim(N) − rg(ρ∗).
Démonstration.
dim(HomGR(I/I2,R)) = dim(Ker(ρ∗))= dim(HomGR(R⊗N,R)) − rg(ρ∗)= dim(N) − rg(ρ∗) d’après le lemme 1.2.5.
1.3 Construction de morphismes équivariants vers des grass-
manniennes
Soit G′ un groupe algébrique tel que G′ ⊂ AutG(W ) comme précédemment. Si E un espace vectoriel
et m un entier, on note Gr(m,E) la grassmannienne des sous-espaces vectoriels de dimension m
dans E. Le but de cette section est de démontrer la
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Proposition 1.3.1. Pour tout M ∈ Irr(G), il existe un G′-sous-module FM ⊂ k[W ](M) de dimen-
sion finie qui engendre k[W ](M) comme k[W ]G,G′-module, et il existe un morphisme de schémas
G′-équivariant
δM ∶H → Gr(hW (M), F ∗M).
Démonstration. Avec les notations du diagramme (1.4), l’inclusion X ↪ W×W //GH est G′ × G-
équivariante et donc induit un morphisme surjectif de OH,G′ ×G-modules p2∗OH×W //GW → F ∶=
pi∗OX . Mais p2∗OH×W //GW = OH⊗k[W //G]k[W ], où l’on rappelle que k[W //G] = k[W ]G par défini-
tion de W //G. On peut alors considérer la décomposition en OH,G′ ×G-modules
(1.7) OH⊗k[W //G]k[W ] ≅ ⊕
M∈Irr(G)OH⊗k[W //G]k[W ](M)⊗M
où l’opération de G′ dans OH⊗k[W //G]k[W ] est induite par l’opération de G′ dans W (et G′
opère trivialement dans M). On en déduit, pour chaque M ∈ Irr(G), un morphisme surjectif deOH,G′-modules
(1.8) OH⊗k[W //G]k[W ](M) ↠ F(M).
Il s’ensuit que l’espace vectoriel k[W ](M) engendre F(M) = HomG(M,F) comme OH,G′-module.
Malheureusement, k[W ](M) est en général un espace vectoriel de dimension infinie. Cependant,
k[W ](M) est un k[W ]G-module de type fini, donc il existe un G′-module FM de dimension finie
qui engendre k[W ](M) comme k[W ]G-module :
(1.9) k[W ]G⊗FM ↠ k[W ](M).
Ensuite, on déduit de (1.8) et (1.9) le morphisme surjectif de OH,G′-modules :
(1.10) OH⊗FM ↠ F(M)
où l’on rappelle que F(M) est un OH-module localement libre de rang hW (M). Or, d’après [EH01,
Exercice 6.18], un tel morphisme est équivalent à la donnée d’un morphisme de schémas
δ ∶ H → Gr(dim(FM) − hW (M), FM).
On vérifie que ce morphisme δ est G′-équivariant. Enfin, on a l’isomorphisme G′-équivariant
Gr(dim(FM) − hW (M), FM) ≅ Gr(hW (M), F ∗M)
ce qui termine la preuve de la proposition.
Remarque 1.3.2. La proposition 1.3.1 reste vraie plus généralement si l’on considère une fonction
de Hilbert h telle que h(V0) = 1.
On termine cette section par une description ensembliste du morphisme δM . On rappelle que,
pour tout G-module M , on a les isomorphismes canoniques suivants :
(1.11) k[W ](M) ∶= HomG(M,k[W ]) ≅ (M∗ ⊗ k[W ])G ≅ MorG(W,M∗).(m↦ φ(m) f) φ⊗ f (w ↦ f(w)φ)
Via ces isomorphismes, les éléments du G′-module FM ⊂ k[W ](M) s’identifient à des morphismes
G-équivariants de W dans M∗ et l’application δM est donnée ensemblistement par :
(1.12) δM ∶H(k)→ Gr(dim(FM) − hW (M), FM), Z ↦ Ker(fZ)
où
fZ ∶ FM ↠ FM,Z
q ↦ q∣Z
est l’application linéaire surjective obtenue en passant aux fibres dans (1.10).
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1.4 Les différentes situations étudiées
1.4.1 Les différentes situations étudiées
Soient E et F des espaces vectoriels de dimension finie sur k, on note Hom(E,F ) l’espace vectoriel
des applications k-linéaires de E dans F . On a toujours un isomorphisme canonique
(1.13) Hom(E,F ) ≅ E∗ ⊗ F.
Nous allons nous intéresser aux cinq situations qui suivent.
● Situation 1 : soient V et V ′ des espaces vectoriels de dimensions n et n′ respectivement. On
note W ∶= Hom(V ′, V ), G ∶= SL(V ) et G′ ∶= GL(V ′). Le groupe G′ ×G opère dans W de la
façon suivante :
(1.14) ∀w ∈W, ∀(g′, g) ∈ G′ ×G, (g′, g).w ∶= g ○w ○ g′−1.
● Situation 2 : soient V , V1 et V2 des espaces vectoriels de dimensions n, n1 et n2 ∈ N∗ respec-
tivement. On note W ∶= Hom(V1, V ) ×Hom(V,V2), G ∶= GL(V ) et G′ ∶= GL(V1) ×GL(V2).
Le groupe G′ ×G opère dans W de la façon suivante :
(1.15) ∀(u1, u2) ∈W, ∀(g1, g2) ∈ G′, ∀g ∈ G, (g1, g2, g).(u1, u2) ∶= (g ○u1 ○ g−11 , g2 ○u2 ○ g−1).
● Situation 3 : comme la situation 1 sauf que l’on considère G ∶= O(V ), le groupe des automor-
phismes de V qui préservent la forme quadratique q sur V définie par :
(1.16) ∀x ∶= (x1, . . . , xn) ∈ V, q(x1, . . . , xn) ∶= n∑
i=1x2i .
● Situation 4 : comme la situation 1 sauf que l’on considère G ∶= SO(V ) = O(V ) ∩ SL(V ).
● Situation 5 : comme la situation 1 sauf que l’on suppose que n est pair et on considère
G ∶= Sp(V ), le groupe des automorphismes de V qui préservent la forme symplectique Ω sur
V définie par :
(1.17)
∀ x ∶= (x1, . . . , xn), y ∶= (y1, . . . , yn) ∈ V, Ω(x1, . . . , xn, y1, . . . , yn) ∶= n/2∑
i=1 x2i−1y2i − y2i−1x2i.
La situation 1, qui est de loin la plus simple, sera traitée dans la section 1.5.2. Les autres
situations sont plus compliquées et seront traitées dans les chapitres 2 et 3. Dans chaque situation,
V est la représentation standard de G et on note V ∗ sa duale. Remarquons que, dans les situations
3 à 5, le groupe G préserve une forme bilinéaire non-dégénérée, et donc V ≅ V ∗ comme G-module.
On remarque également que les opérations de G′ et G sur W commutent dans les cinq situations,
donc d’après la proposition 1.1.8, le groupe G′ opère dans W //G, dans H et dans X .
Pour tous p, q ∈ N∗, on note Mp,q(k) l’espace vectoriel des matrices de taille p× q à coefficients
dans k. Nous serons amené par la suite à faire des calculs explicites sur des idéaux de k[W ]. On
fixe donc une bonne fois pour toute des bases● B ∶= {b1, . . . , bn} de V ,● B′ ∶= {c1, . . . , cn′} de V ′,● B1 ∶= {e1, . . . , en1} de V1,● B2 ∶= {f1, . . . , fn2} de V2,
et on note B∗, B′∗, B∗1 , B∗2 les bases duales associées. Via le choix de ces bases, on a des isomor-
phismes
18 Schémas de Hilbert invariants et théorie classique des invariants
● Hom(V ′, V ) ≅Mn,n′(k),● Hom(V1, V ) ×Hom(V,V2) ≅Mn,n1(k) ×Mn2,n(k),● Hom(V1, V2) ≅Mn2,n1(k).
Dans la situation 2, on note
B1 ∶= StabG′(⟨e1⟩ , ⟨e1, e2⟩ , . . . , ⟨e1, . . . , en1−1⟩),
B2 ∶= StabG′(⟨f1⟩ , ⟨f1, f2⟩ , . . . , ⟨f1, . . . , fn2−1⟩).
Autrement dit, B1 (resp. B2) est le sous-groupe de Borel de GLn1(k) (resp. GLn2(k)) formé des
matrices triangulaires supérieures. Pour i = 1,2, on note Ui le radical unipotent de Bi et Ti le tore
maximal des matrices diagonales de Bi. Alors B′ ∶= B1 ×B2 est un sous-groupe de Borel de G′, son
radical unipotent est U ′ ∶= U1 × U2 et T ′ ∶= T1 × T2 est un tore maximal de B′. Enfin, on note B
le sous-groupe de Borel formé des matrices triangulaires inférieures de G ≅ GLn(k), U le radical
unipotent de B et T le tore maximal des matrices diagonales de B.
Dans les situations 1, 3, 4 et 5, on note
B′ ∶= StabG′(⟨c1⟩ , ⟨c1, c2⟩ , . . . , ⟨c1, . . . , cn′−1⟩).
Autrement dit, B′ est le sous-groupe de Borel de G′ formé des matrices triangulaires supérieures.
On note U ′ le radical unipotent de B′ et T ′ le tore maximal des matrices diagonales de B′. Enfin,
on fixe B un sous-groupe de Borel de G, on note U le radical unipotent de B et T un tore maximal
dans B.
1.4.2 Rappels concernant la théorie des représentations des groupes
classiques
Notre référence pour la théorie des représentations des groupes classiques est [FH91]. Dans cette
section, on fixe des notations et on rappelle quelques faits qui nous seront utiles par la suite. Soient
● E un espace vectoriel de dimension finie d,
● G un sous-groupe fermé, connexe et réductif de GL(E),
● B un sous-groupe de Borel de G,
● T un tore maximal de B.
Le groupe des caractères Λ ∶= X (T ) ne dépend pas (à isomorphisme près) des choix de B et T et
est appelé le réseau des poids de G. On note Φ = Φ(G,T ) les racines de l’algèbre de Lie g de G,
c’est-à-dire les poids de T dans g pour l’action adjointe. Le choix de B définit le sous-ensemble
Φ+ ⊂ Φ des racines positives. On note Π le sous-monoïde de Λ engendré par les éléments de Φ+ et
on définit un ordre partiel sur Λ de la façon suivante :
∀λ,µ ∈ Λ, µ ≤ λ⇔ λ − µ ∈ Π.
SiM est un G-module irréductible, alorsM admet un unique plus haut poids λ pour l’ordre partiel≤ et ce poids détermine entièrement M . On note alors M = Eλ. On appelle poids dominants, noté
Λ+, l’ensemble des poids qui apparaissent comme plus hauts poids de G-modules irréductibles. On
a donc une correspondance bijective
λ ∈ Λ+ ↔ Eλ ∈ Irr(G).
La formule des dimensions de Weyl permet d’exprimer explicitement la dimension de Eλ en fonction
de λ ([FH91, Corollary 24.6]).
Remarque 1.4.1. En pratique, on utilisera la notation Sλ(E) (resp. Γλ(E)) pour désigner Eλ
lorsque G = GL(E) (resp. G = SO(E) ou G = Sp(E)).
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Cas du groupe linéaire
Soit G ∶= GL(E) le groupe linéaire, alors Λ est un Z-module libre de rang d et on note {1, . . . , d}
une base de Λ. Pour un choix approprié de B, on a
Λ+ = {r11 + . . . + rdd ∈ Λ ∣ r1 ≥ . . . ≥ rd}.
Si rd ≥ 0 (resp. r1 ≤ 0), alors la représentation Sλ(E) est polynomiale (resp. duale d’une repré-
sentation polynomiale). En particulier, lorsque rd ≥ 0, alors E ↦ Sλ(E) est un foncteur appelé
foncteur de Schur. Si r1.rd < 0, alors il existe 1 ≤ t ≤ d tel que rt ≥ 0 ≥ rt+1 et un unique d-uplet(k1, . . . , kd) ∈ Nd tel que
(1.18) λ = k11 + k22 + . . . + ktt − kt+1t+1 − . . . − kdd.
Cas du groupe spécial orthogonal
Soit G ∶= SO(E) le groupe spécial orthogonal, alors Λ est un Z-module libre de rang d′, où
d′ ∶= E(d
2
) est la partie entière inférieure de d
2
. On note {1, . . . , d′} une base de Λ. Pour un choix
approprié de B, on a
Λ+ = {r11 + . . . + rd′d′ ∈ Λ ∣ r1 ≥ . . . ≥ rd′−1 ≥ ±rd′ si d = 2d′r1 ≥ . . . ≥ rd′ ≥ 0 si d = 2d′ + 1 } .
Cas du groupe orthogonal
Soit G ∶= O(E) le groupe orthogonal, alors on a la suite exacte naturelle de groupes :
(1.19) 0 // SO(E) // O(E) det // Z2 // 0
où Z2 désigne le groupe d’ordre 2. Cette suite est scindée, donc
(1.20) O(E) ≅ SO(E) ⋉Z2
où l’on identifie Z2 à {[±1 00 Id]}. Et ce produit est direct lorsque d est impair. On distingue alors
deux cas.
1. Si d est impair, alors les représentations irréductibles de G sont paramétrées par les couples(λ, s) ∈ Λ+ × {±1}, où Λ+ est l’ensemble des poids dominants de SO(E). On note M0 (resp.
) la représentation triviale (resp. signe) de Z2. La représentation irréductible de O(E) ≅
SO(E) ×Z2 associée à (λ, s) est :
● Γλ(E)+ ∶= Γλ(E)⊗M0 si s = 1,● Γλ(E)− ∶= Γλ(E)⊗  si s = −1.
2. Si d est pair, alors une représentation irréductible de O(E) est soit une représentation irré-
ductible de SO(E) stabilisée par Z2 (par exemple la représentation standard si d ≥ 4), soit
la somme directe de deux représentations irréductibles de SO(E) échangées par Z2. Plus
précisément, si λ = r11 + . . .+ rd′d′ ∈ Λ+, alors on peut considérer la représentation de O(E)
induite :
● si rd′ ≠ 0, alors
Ind
O(E)
SO(E)(Γλ(E)) ≅ Γλ(E)⊕ Γλ′(E)
comme SO(E)-module, avec λ′ = r11+. . .+rd′−1d′−1−rd′d′ . LeO(E)-module IndO(E)SO(E)(Γλ(E))
est irréductible et Z2 opère en échangeant Γλ(E) et Γλ′(E).
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● si rd′ = 0, alors
Ind
O(E)
SO(E)(Γλ(E)) ≅ Γλ(E)⊕ Γλ(E)
comme SO(E)-module. Le O(E)-module IndO(E)
SO(E)(Γλ(E)) se décompose en deux mo-
dules irréductibles Γλ(E)+ et Γλ(E)− sur lesquels Z2 opère trivialement et par le signe
respectivement.
Et toutes les représentations irréductibles de O(E) sont de cette forme.
Cas du groupe symplectique
On suppose que d = 2d′ pour un certain d′ ≥ 1 et soit G ∶= Sp(E) le groupe symplectique. Alors Λ
est un Z-module libre de rang d′ et on note {1, . . . , d′} une base de Λ. Pour un choix approprié
de B, on a
Λ+ = {r11 + . . . + rd′d′ ∈ Λ ∣ r1 ≥ . . . ≥ rd′ ≥ 0}.
1.5 Le principe de réduction et le cas du groupe spécial li-
néaire
1.5.1 Le principe de réduction
On utilise la proposition 1.3.1 pour construire, dans les situations 1,2,3 et 5, un morphisme G′-
équivariant ρ de H vers un espace homogène G′/P où P est un sous-groupe parabolique de G′.
Puis, on montre que la fibre schématique de ρ en eP s’identifie à un schéma de Hilbert invariant H′
plus "simple" que H (proposition 1.5.6). On obtient ensuite un résultat analogue pour la famille
universelle pi ∶ X →H (proposition 1.5.9).
Construction d’un morphisme H → G′/P dans la situation 2
Dans le lemme qui suit, on utilise la théorie classique des invariants pour déterminer un G′-sous-
module de dimension finie de HomG(V ∗, k[W ]) (resp. HomG(V, k[W ])) qui engendre ce k[W ]G-
module. La référence que nous utiliserons systématiquement pour les résultats de la théorie classique
des invariant est [Pro07].
Lemme 1.5.1. 1. Le k[W ]G-module k[W ](V ) est engendré par HomG(V,W ∗).
2. Le k[W ]G-module k[W ](V ∗) est engendré par HomG(V ∗,W ∗).
Démonstration. Les preuves étant analogues pour la représentation standard et sa duale, on se
contente de traiter uniquement le cas de la représentation standard, c’est-à-dire de montrer que le
morphisme naturel
(1.21) k[W ]G ⊗HomG(V,W ∗)→ k[W ](V )
de k[W ]G,G′-modules est surjectif. On identifie k[W ], l’algèbre des fonctions régulières sur W ,
avec S(W ∗), l’algèbre symétrique de W . Alors
k[W ](V ) ≅ (S(W ∗)⊗ V ∗)G≅ ⊕
p≥0,q≥0 (Sp(V ∗n1)⊗ Sq(V n2)⊗ V ∗)G≅ ⊕
p1,...,pn1≥0,
q1,...,qn2≥0
(Sp1(V ∗)⊗⋯⊗ Spn1 (V ∗)⊗ Sq1(V )⊗⋯⊗ Sqn2 (V )⊗ V ∗)G.
On fixe (p1, . . . pn1 , q1, . . . , qn2) ∈ Nn1+n2 . Alors(Sp1(V ∗)⊗⋯⊗ Spn1 (V ∗)⊗ Sq1(V )⊗⋯⊗ Sqn2 (V )⊗ V ∗)G≅ (k[V ⊕⋯⊕ V ⊕ V ∗ ⊕⋯⊕ V ∗ ⊕ V ](p1,...,pn1 ,q1,...,qn2 ,1))G
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est l’espace des invariants multihomogènes de multidegré (p1, . . . , pn1 , q1, . . . , qn2 ,1). On applique
l’opérateur de polarisation P défini dans [Pro07, §3.21] :
(k[V ⊕⋯⊕ V ⊕ V ∗ ⊕⋯⊕ V ∗ ⊕ V ](p1,...,pn1 ,q1,...,qn2 ,1))GP→ (k[V p1 ⊕⋯⊕ V pn1 ⊕ V ∗q1 ⊕⋯⊕ V ∗qn2 ⊕ V ]multi)G.
D’après le premier théorème fondamental pour GL(V ) (voir [Pro07, §9.1.4]), on a nécessairement
p + 1 = q, avec p ∶= p1 + . . . + pn1 et q ∶= q1 + . . . + qn2 et
(k[V p1 ⊕⋯⊕ V pn1 ⊕ V ∗q1 ⊕⋯⊕ V ∗qn2 ⊕ V ]multi)G
est engendré comme espace vectoriel par
{fσ ∶= q∏
i=1(i ∣ σ(i)), σ ∈ Σq}
où l’on note Σq le groupe des permutations de 1, . . . , q et pour chaque couple (i, j), i = 1, . . . , q,
j = 1, . . . , q, la forme bilinéaire (i ∣ j) sur V p ⊕ V ∗q est définie par
(1.22) ∀v1, . . . , vq ∈ V, ∀φ1, . . . , φq ∈ V ∗, (i ∣ j) ∶ (v1, . . . , vq, φ1, . . . , φq)↦ φj(vi).
Ensuite, d’après [Pro07, §3.2.2, Theorem], le k[W ]G-module
(Sp1(V ∗)⊗⋯⊗ Spn1 (V ∗)⊗ Sq1(V )⊗⋯⊗ Sqn2 (V )⊗ V )G
est engendré comme espace vectoriel par
{Rfσ, σ ∈ Σq}
où l’on note R l’opérateur de restitution défini dans [Pro07, §3.2.2].
On fixe σ ∈ Σq, alors
fσ = q∏
i=1(i ∣ σ(i)) = ⎛⎝ ∏i,σ(i)≠q(i ∣ σ(i))⎞⎠ × (σ−1(q) ∣ q)= f ′σ × (σ−1(q) ∣ q).
Donc, pour tous v1, . . . , vn1 , v ∈ V et pour tous φ1, . . . , φn2 ∈ V ∗, on a
Rfσ(v1, . . . , vn1 , φ1, . . . , φn2 , v) = (Rf ′σ(v1, . . . , vn1 , φ1, . . . , φn2)) × φi0(v)
pour un certain 1 ≤ i0 ≤ n2. Or Rf ′σ(v1, . . . , vn1 , φ1, . . . , φn2) ∈ k[W ]G et (v ↦ (φi0 ↦ φi0(v))) ∈
HomG(V,W ∗) d’où le résultat.
On note F1 ∶= HomG(V,W ∗) et F2 ∶= HomG(V ∗,W ∗). On a
W ∗ ≅ (V1 ⊗ V ∗)⊕ (V ⊗ V ∗2 )
comme G′ ×G-module et donc F1 ≅ V ∗2 et F2 ≅ V1 comme G′-modules.
Ecrivons explicitement ces deux isomorphismes dans les bases que l’on a fixées, cela nous sera utile
lors de la démonstration du lemme 1.5.5. On a :
(1.23) V ∗2 ≅ F1 = HomG(V,W ∗), f∗i → (v → ([0] , [0 ⋯ 0 v 0 ⋯ 0]))
où v ∈ V et ([0] , [0 ⋯ 0 v 0 ⋯ 0]) ∈W ∗ ≅ Hom(V,V1) ×Hom(V2, V ). Le vecteur colonne
v occupe la i-ème colonne et les autres colonnes sont toutes nulles.
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De manière analogue, on a :
(1.24) V1 ≅ F2 = HomG(V ∗,W ∗), ej →
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
φ→
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0⋮
0
φ
0⋮
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, [0]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
où φ ∈ V ∗ et
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0⋮
0
φ
0⋮
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, [0]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ W ∗. Le vecteur ligne φ occupe la j-ème ligne et les autres lignes sont
toutes nulles.
Puis, via l’isomorphisme (1.11), leG′-module F1 s’identifie au sous-espace vectoriel de MorG(W,V ∗)
engendré par les n2 projections linéaires p1, . . . , pn2 de W ≅ (V ∗1 ⊗ V ) ⊕ (V ∗ ⊗ V2) sur V ∗ et le
G′-module F2 s’identifie au sous-espace vectoriel de MorG(W,V ) engendré par les n1 projections
linéaires q1, . . . , qn1 deW sur V . Avec ces notations, le lemme 1.5.1 admet la reformulation suivante :
tout morphisme G-équivariant deW dans V ∗ (resp. deW dans V ) peut s’écrire comme combinaison
linéaire de la forme ∑i fipi (resp. ∑i fiqi), où fi ∈ k[W ]G. Par la suite, on fera parfois l’abus d’écrire
F1 = ⟨pi, i = 1, . . . , n2⟩ ⊂ MorG(W,V ∗),
F2 = ⟨qj , j = 1, . . . , n1⟩ ⊂ MorG(W,V ).
On note m1 ∶= hW (V ∗), m2 ∶= hW (V ) et on fait l’hypothèse suivante : 1 ≤ mi ≤ ni, pour
i = 1,2. Cette hypothèse sera toujours vérifiée dans les exemples que nous allons traiter. Le but est
simplement d’éviter de construire des morphismes triviaux. La proposition 1.3.1 nous donne des
morphismes G′-équivariants :
ρ1 ∶ H → Gr(m1, V ∗1 ), Z ↦ Ker(q → q∣Z) où q ∈ F2,
et
ρ2 ∶ H → Gr(m2, V2), Z ↦ Ker(q → q∣Z) où q ∈ F1.
Les grassmanniennes Gr(m1, V ∗1 ) et Gr(m2, V2) sont des espaces homogènes pour les opérations
naturelles de GL(V1) et GL(V2) respectivement, et donc Gr(m1, V ∗1 ) × Gr(m2, V2) est un espace
homogène pour l’opération de G′ = GL(V1) ×GL(V2). On note E1 le sous-espace vectoriel de V ∗1
engendré par les m1 premiers vecteurs de la base B∗1 et on note E2 le sous-espace vectoriel de V2
engendré par les m2 premiers vecteurs de la base B2. On a un isomorphisme G′-équivariant
(1.25) Gr(m1, V ∗1 ) ×Gr(m2, V2) ≅ G′/P
où P est le stabilisateur de (E1,E2) ∈ Gr(m1, V ∗1 ) ×Gr(m2, V2) dans G′, et donc un sous-groupe
parabolique. On compose le morphisme ρ1×ρ2 avec l’isomorphisme (1.25), on obtient un morphisme
G′-équivariant :
ρ ∶ H → G′/P.
Construction d’un morphisme H → G′/P dans les situations 1, 3 et 5
On commence par énoncer le
Lemme 1.5.2. Le k[W ]G-module k[W ](V ∗) est engendré par HomG(V ∗,W ∗).
Démonstration. La preuve est analogue à celle du lemme 1.5.1. Les ingrédients clés sont d’une part
les opérateurs de polarisation et de restitution ([Pro07, §3.2]) et d’autre part le premier théorème
fondamental pour les groupes classiques ([Pro07, §11.2.1]).
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Remarque 1.5.3. Le lemme 1.5.2 est faux pour G = SO(V ) si n′ ≥ dim(V ) ≥ 2. En effet, on vérifie
que le k[W ]G-module k[W ](V ∗) est engendré par HomG(V ∗,W ∗⊕k[W ]n−1). On écarte par la suite
le cas n′ < dim(V ) car alors nous verrons que W //SO(V ) ≅ W //O(V ) et on obtient des résultats
identiques dans les situations 3 et 4.
On a HomG(V ∗,W ∗) ≅ V ′ comme G′-module. On note m ∶= hW (V ∗) et on suppose que 1 ≤m ≤
n′. Cette hypothèse sera toujours vérifiée dans les exemples que nous traiterons. La proposition
1.3.1 nous donne un morphisme G′-équivariant :H → Gr(m,V ′∗).
On note E le sous-espace vectoriel de V ′∗ engendré par les m premiers vecteurs de la base B′∗ et
P le stabilisateur de E dans G′. Alors Gr(m,V ′∗) ≅ G′/P , d’où un morphisme G′-équivariant :
ρ ∶ H → G′/P.
Réduction
Soient P un sous-groupe parabolique de G′ et F un P -schéma. On considère G′ comme une P -
variété pour l’opération par multiplication à droite de P :∀g′ ∈ G′, ∀p ∈ P, p.g′ ∶= g′p−1.
On rappelle que si P est un sous-groupe parabolique de G′, alors le morphisme de passage au
quotient G′ → G′/P est localement trivial pour la topologie de Zariski. D’après [Jan03, §I.5.16], le
quotient du P -schéma G′ ×F par l’opération du groupe P est naturellement muni d’une structure
de G′-schéma. Il s’ensuit que, si X est un G′-schéma muni d’un morphisme G′-équivariant vers
G′/P , alors on a un isomorphisme G′-équivariant
(1.26) X ≅ G′ ×P F
où F est la fibre schématique en eP . Et de nombreuses propriétés géométriques et topologiques de
X peuvent se lire sur F : lissité, connexité, irréductibilité,...
On se place maintenant dans l’une des situations 1,2,3 ou 5. Le morphisme ρ ∶ H → G′/P est
G′-équivariant et donc, d’après ce qui précède, on a un isomorphisme G′-équivariantH ≅ G′ ×P F
où F est la fibre schématique de ρ en eP . Pour déterminer H comme G′-schéma, on est donc
ramené à déterminer F comme P -schéma.
Notation 1.5.4. Si E est un sous-espace vectoriel de V ′, on note E⊥ l’orthogonal de E dans V ′∗.
On note :
● W ′ ∶= { Hom(V1/E⊥1 , V ) ×Hom(V,E2) dans la situation 2,
Hom(V ′/E⊥, V ) dans les situations 1, 3 et 5
● H′ ∶= HilbGhW (W ′),● X ′ ∶= UnivGhW (W ′) et pi′ ∶ X ′ →H′ la famille universelle.
Lemme 1.5.5. La fibre F du morphisme ρ est isomorphe au schéma de Hilbert invariant H′ et
l’opération de P dans F coïncide, via cet isomorphisme, avec l’opération de P dans H′ induite par
l’opération de P dans W ′.
Démonstration. On donne ici la démonstration dans la situation 2, la démonstration dans les autres
situations est analogue.
Par définition de F , pour tout schéma S, on a :
Mor(S,F ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Z
pi
##
  // S ×W
p1

S
RRRRRRRRRRRRRRRRRRRRRRR
Z sous-schéma fermé G-invariant,
pi morphisme plat,
pi∗OZ =⊕M∈IrrGFM⊗M,FM loc. libre de rang hW (M) sur OS ,∀s ∈ S(k), ρ(Zs) = E1 ×E2.
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
.
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Or
ρ(Zs) = E1 ×E2 ⇔ pn+1∣Zs = ⋯ = pn1 ∣Zs = qn+1∣Zs = ⋯ = qn2 ∣Zs = 0⇔ Zs ⊂ Hom(V ′/E⊥1 , V ) ×Hom(V,E2) =W ′.
Donc
Mor(S,F ) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Z
pi
##
  // S ×W ′
p1

S
RRRRRRRRRRRRRRRRRRR
Z sous-schéma fermé G-invariant,
pi morphisme plat,
pi∗OZ =⊕M∈IrrGFM⊗M,FM loc. libre de rang hW (M) sur OS .
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭=HilbGhW (W ′)(S)≅ Mor(S,HilbGhW (W ′))
où le dernier isomorphisme est une conséquence directe de la définition du schéma de Hilbert
invariant comme foncteur représentable. Il s’ensuit que F ≅H′ comme P -schéma.
D’où la
Proposition 1.5.6. On a un isomorphisme G′-équivariant
ψ1 ∶ G′×PH′ ≅ H(g′, z)P ↦ g′.z
Remarque 1.5.7. La fonction de Hilbert hW qui apparaît dans la définition de H′ et de X ′ n’est
pas égale à la fonction de Hilbert hW ′ de la fibre générique du morphisme de passage au quotient
W ′ → W ′//G en général et on n’a donc pas de "vraie" réduction dans ce cas. Cependant, dans la
plupart des exemples que nous traiterons, on aura bien hW ′ = hW .
Ensuite, soit pi ∶ X →H la famille universelle. On note δ la composée
X piÐ→H ρÐ→ G′/P.
Le morphisme δ est G′-équivariant et munit X d’une structure de fibré G′-homogène. On note F ′
la fibre schématique de δ en eP , alors d’après (1.26) on a un isomorphisme G′-équivariant
X ≅ G′×PF ′.
Donc, pour déterminer X comme G′-schéma, on est ramené à déterminer F ′ comme P -schéma.
Lemme 1.5.8. On a un isomorphisme F ′ ≅ X ′ et le morphisme pi∣F ′ ∶ F ′ → H′ s’identifie à la
famille universelle pi′ ∶ X ′ →H′. De plus, l’opération de P dans F ′ coïncide, via cet isomorphisme,
avec l’opération de P dans X ′ induite par l’opération de P dans W ′.
Démonstration. On identifie H′ à un sous-schéma fermé de H grâce au lemme 1.5.5. Par définition
du schéma de Hilbert invariant, on a le diagramme cartésien
X ′   //
pi′

X
pi
H′   // H
qui induit le diagramme cartésien
G′ ×P X ′   //
Id×pi′

G′ ×P X
Id×pi

≅ // G′/P ×X
Id×pi

G′ ×P H′   // G′ ×P H ≅ // G′/P ×H
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On en déduit que le diagramme suivant est cartésien :
G′ ×P X ′ ψ2 //
Id×pi′

X
pi

G′ ×P H′
ψ1
// H
où l’on note ψ2 le morphisme obtenu en composant le morphisme G′ ×P X ′ → G′/P ×X avec la se-
conde projection G′/P ×X → X . D’après la proposition 1.5.6, le morphisme ψ1 est un isomorphisme,
donc ψ2 également. On a donc
G′ ×P X ′ ≅ //
%% %%
G′ ×P F ′
yyyy
G′/P
et donc X ′ ≅ F ′ comme P -schéma.
D’où la
Proposition 1.5.9. On a un isomorphisme G′-équivariant
ψ2 ∶ G′×PX ′ ≅ X(g′, x)P ↦ g′.x
Corollaire 1.5.10. On a le diagramme commutatif de G′-schémas suivant :
(1.27) G′×PX ′
ψ2

G′×Ppi′ // G′×PH′
ψ1

G′×P γ′ // G′×PW ′//G
φ
X
δ $$
pi
// H γ //
ρzzzz
W //G
G′/P
où ● G′ ×P pi′ et G′ ×P γ′ sont les morphismes induits par pi′ et γ′ respectivement,● ψ1 et ψ2 sont les isomorphismes des propositions 1.5.6 et 1.5.9 respectivement,● φ est le morphisme induit par l’inclusion de W ′//G dans W //G comme sous-variété P -stable,● γ′ ∶ H′ →W ′//G est le morphisme de Hilbert-Chow.
Démonstration. D’après ce qui précède, la seule chose à vérifier est que le carré de droite est
commutatif. On considère le diagramme
(1.28) H′ //
γ′

H
γ

W ′//G
φ
// W //G
où la flèche du haut est l’immersion fermée donnée par le lemme 1.5.5. Par définition du morphisme
de Hilbert-Chow (voir la section 1.1), le diagramme (1.28) est commutatif. Puis le diagramme
(1.29) G′×PH′
G′×P γ′

// G′×PH
G′×P γ

≅ // G′/P ×H
Id×γ

G′×PW ′//G // G′×PW //G ≅ // G′/P ×W //G
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est aussi commutatif et le résultat s’ensuit.
Par la suite, lorsque nous mentionnerons le principe de réduction, nous ferons implicitement
référence aux propositions 1.5.6 et 1.5.9. Dans la section 1.5.2, nous illustrons le principe de ré-
duction en traitant le cas de la situation 1. Nous verrons que dans cette situation, le principe de
réduction permet de "trivialiser" l’étude du schéma de Hilbert invariant.
1.5.2 Cas du groupe spécial linéaire
On se place dans la situation 1 : on a G ∶= SL(V ), G′ ∶= GL(V ′) et W ∶= Hom(V ′, V ). L’opération
de G′ × G dans W est donnée par (1.14). On note C(Gr(n,V ′∗)) ⊂ Λn(V ′∗) le cône affine au
dessus de la grassmannienne Gr(n,V ′∗) identifiée à une sous-variété fermée de P(Λn(V ′∗)) via le
plongement de Plücker ([Sha94, §4.1, Example 1]). Dans toute cette section, les points de Gr(n,V ′∗)
sont ainsi vus comme des points de P(Λn(V ′∗)). On note Bl0(C(Gr(n,V ′∗))) la variété obtenue
en éclatant C(Gr(n,V ′∗)) en 0. C’est aussi l’espace total du fibré en droite OGr(n,V ′∗)(−1) sur
Gr(n,V ′∗), c’est-à-dire
Bl0(C(Gr(n,V ′∗))) = {(x,L) ∈ C(Gr(n,V ′∗)) ×Gr(n,V ′∗) ∣ x ∈ L}.
Nous allons démontrer le
Théorème 1.5.11. Si n′ = n > 1, alors H ≅ A1k et γ est un isomorphisme.
Si n′ > n > 1, alors H ≅ Bl0(C(Gr(n,V ′∗))) et γ est l’éclatement de C(Gr(n,V ′∗)) en 0.
En particulier H est toujours une variété lisse et donc γ est une résolution de W //G lorsque ce
quotient est singulier.
Remarque 1.5.12. Si n′ < n, alors nous verrons que W //G = {0}, donc le morphisme de passage au
quotient ν ∶ W → W //G est plat et donc H ≅ {0} d’après le corollaire 1.5.18. De même, si n = 1,
alors nous verrons que ν est l’identité, donc ν est plat et H ≅ V ′∗.
Le cas n′ = n > 1 est le corollaire 1.5.18. Le cas n′ > n > 1 est la proposition 1.5.20. La famille
universelle pi ∶ X →H lorsque 1 < n < n′ est étudiée à la fin de cette section.
Etude du morphisme de passage au quotient
Notation 1.5.13. On rappelle que l’on identifie W ≅Mn,n′(k) via les bases B et B′ fixées dans
la section 1.4.1. On notera parfois w ∈W sous forme de vecteurs colonnes ou de vecteurs lignes de
la façon suivante :● w = [C1 ⋯ Cn′] où les Ci sont les vecteurs colonnes de la matrice w et s’identifient natu-
rellement à des éléments de V ,
● w = ⎡⎢⎢⎢⎢⎢⎣
L1⋮
Ln
⎤⎥⎥⎥⎥⎥⎦ où les Lj sont les vecteurs lignes de la matrice w et s’identifient naturellement à
des éléments de V ′∗.
D’après le premier théorème fondamental pour SL(V ) (voir [Pro07, §11.1.2]) l’algèbre des
invariants k[W ]G est engendrée par les [i1, . . . , in], où pour tout w ∈ W et pour tout n-uplet
1 ≤ i1 < . . . < in ≤ n′, on définit [i1, . . . , in] par :
(1.30) [i1, . . . , in](w) ∶= det ([Ci1 ⋯ Cin]) .
On a le morphisme naturel G′ ×G-équivariant
Hom(V ′, V )→ Hom(Λn(V ′),Λn(V )), w ↦ Λn(w),
et Λn(V ) ≅ V0, d’où un isomorphisme Hom(Λn(V ′),Λn(V )) ≅ Λn(V ′∗). Le morphisme de passage
au quotient ν ∶ W →W //G est obtenu en composant ces deux morphismes :
ν ∶ Hom(V ′, V ) → Λn(V ′∗)
w ↦ L1 ∧ . . . ∧Ln.
On distingue trois cas de figure :
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● si n′ < n, alors W //G = Λn(V ′∗) = {0} et le morphisme ν est trivial,● si n′ = n, alors W //G = Λn(V ′∗) ≅ A1k et ν(w) = det(w),● si n′ > n, alors W //G = C(Gr(n,V ′∗)).
En particulier, lorsque n′ > n, on a ν(W ) = Λn(V ′∗) si et seulement si n = 1 ou n = n′ − 1.
Lemme 1.5.14. La variété quotient W //G est lisse sauf lorsque 1 < n < n′ − 1, auquel cas W //G
admet une unique singularité en 0.
Démonstration. Si n = 1 ou n′ − 1 ≤ n, alors W //G est un espace affine, donc une variété lisse. Si
1 < n < n′−1, alorsW //G = C(Gr(n,V ′∗)) est un cône affine dans Λn(V ′∗) mais n’est pas un espace
affine. Et Gr(n,V ′∗) est une variété lisse, donc le cône C(Gr(n,V ′∗)) est singulier uniquement en
0.
La variété W //G est normale ([SB00, §3.2, Théorème 2]) et de Gorenstein ([SB00, §4.4, Théo-
rème 4]) car le groupe des caractères de G est trivial. Lorsque n′ ≥ n, la variétéW //G est la réunion
de deux orbites pour l’opération de G′ : l’orbite fermée {0} et l’orbite ouverte U ∶=W //G − {0}.
Lemme 1.5.15. Lorsque n′ ≥ n, la fibre de ν en un point de U est isomorphe à G.
Démonstration. On identifie V ≅ kn et V ′ ≅ kn′ via les bases B et B′ fixées précédement. On définit
A ∈W ≅Mn,n′(k) par
Ai,j = { 1 si i = j ≤ n,0 sinon,
et on pose B ∶= ν(A) = c∗1 ∧ . . . ∧ c∗n. Alors B ∈ U et nous allons montrer que ν−1(B) ≅ SLn(k).
On a
ν−1(B) = {w ∈W ∣ L1 ∧ . . . ∧Ln = c∗1 ∧ . . . ∧ c∗n}.
On décompose chaque Li ∈ V ′∗ dans la base B′∗ :
∀1 ≤ i ≤ n, Li = n′∑
j=1ai,jc∗j .
Alors
L1 ∧ . . . ∧Ln = ∑
1≤j1<...<jn≤n′ det ([Cj1 ⋯ Cjn]) c∗j1 ∧ . . . ∧ c∗jn
et donc nécessairement
det ([Cj1 ⋯ Cjn]) = { 0 lorsque (j1, . . . , jn) ≠ (1, . . . , n),1 sinon.
Il s’ensuit que les Cj sont nuls, pour j = n + 1, . . . , n′, et que la matrice carrée de taille n dé-
finie par [C1 ⋯ Cn] appartient à SLn(k). Réciproquement, une matrice w ∈ W de la forme[C1 ⋯ Cn 0 ⋯ 0] vérifie ν(w) = B. On en déduit que la fibre de ν en B est isomorphe à
G.
En fait le lemme 1.5.15 est une conséquence d’un résultat de Luna ([SB00, §2.1, Theorem 6])
qui dit que, si n′ ≥ n, alors ν est un G-fibré principal au dessus de l’ouvert U .
Proposition 1.5.16. ● Si n′ ≤ n ou n = 1, alors ν est plat sur W //G tout entier.● Si n′ > n > 1, alors U est l’ouvert de platitude de ν dans W //G.
Démonstration. Si n′ < n, alors le morphisme ν est trivial donc plat sur W //G = {0}.
Si n′ = n, alors W //G ≅ A1k et ν est le déterminant. Dans ce cas, d’après [Har77, Exercice 10.9], le
morphisme ν est plat sur W //G tout entier.
On suppose enfin n′ > n. On sait que ν est plat sur un ouvert non-vide deW //G, donc nécessairement
ν est plat sur U par G′-homogénéité. Ensuite, on vérifie que ν−1(0) = {w ∈W ∣ rg(w) ≤ n − 1} est
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de dimension (n′ + 1)(n − 1). D’après le lemme 1.5.15, la dimension de la fibre de ν en un point
de U vaut n2 − 1. Les fibres d’un morphisme plat ont nécessairement toutes la même dimension,
donc si n > 1, l’ouvert U est l’ouvert de platitude de ν. En revanche, si n = 1, alors W //G est lisse
et toutes les fibres de ν ont la même dimension donc d’après [Har77, Exercice 10.9], le morphisme
ν est plat sur W //G.
Corollaire 1.5.17. Si n′ ≥ n, la fonction de Hilbert de la fibre générique de ν est donnée par :∀M ∈ Irr(G), hW (M) = dim(M).
On déduit des propositions 1.1.6 et 1.5.16 le
Corollaire 1.5.18. Le morphisme de Hilbert-Chow γ est un isomorphisme dans les cas suivants :● n′ < n et alors H est un point réduit correspondant au schéma W tout entier,● n′ = n, alors H ≅ A1k et det ∶ W → A1k est la famille universelle,● n′ > n = 1, alors H ≅ V ′∗ et Id ∶ V ′∗ → V ′∗ est la famille universelle.
Détermination de H lorsque 1 < n < n′
Soient● E ∶= ⟨c∗1, . . . , c∗n⟩ ∈ Gr(n,V ′∗) et P ∶= StabG′(E),● L0 l’image de E par le plongement de Plücker Gr(n,V ′∗)↪ P(ΛnV ′∗),● W ′ ∶= Hom(V ′/E⊥, V ) et ν′ ∶ W ′ →W ′//G le morphisme de passage au quotient,● H′ ∶= HilbGhW ′ (W ′) ≅ A1k d’après le corollaire 1.5.18,● X ′ ∶= UnivGhW ′ (W ′) et pi′ ∶ X ′ →H′ la famille universelle.
D’après la proposition 1.5.6, on a un isomorphisme G′-équivariantH ≅ G′ ×P H′
où P opère dans H′ par multiplication par l’inverse du déterminant. En particulier H est une
variété lisse. On a vu que W //G = Gr(n,V ′∗) et donc P(W //G) = Gr(n,V ′∗) ≅ G′/P . On rappelle
que l’on a défini un morphisme G′-équivariant ρ ∶ H → Gr(n,V ′∗) dans la section 1.5.1.
Lemme 1.5.19. Le morphisme γ × ρ envoie H dans Bl0(W //G).
Démonstration. D’après la proposition 1.5.16, le morphisme ν est plat sur U . Donc, d’après la
proposition 1.1.6, le morphisme γ se restreint en un isomorphisme de γ−1(U) sur U . On note Z0
l’unique point de H tel que γ(Z0) = c∗1 ∧ . . . ∧ c∗n. On vérifie que
Q ∶= StabG′(c∗1 ∧ . . . ∧ c∗n) = {[A 0B C] , A ∈ SLn(k), B ∈Mn′−n,n(k) et C ∈ GLn′−n(k)} .
Le morphisme γ est G′-équivariant donc Z0 est stable par Q. Ensuite, ρ est aussi G′-équivariant,
donc ρ(Z0) est une droite Q-stable de W //G. Mais W //G admet une unique droite Q-stable qui est
la droite ⟨c∗1 ∧ . . . ∧ c∗n⟩ et donc γ(Z0) ∈ ρ(Z0). Il s’ensuit que (γ×ρ)(Z0) ∈ Bl0(W //G). Puis, comme
γ × ρ ∶ H → W //G × P(W //G) est G′-équivariant et que Bl0(W //G) est G′-stable, pour chaque
Z ∈ γ−1(U), on a (γ × ρ)(Z) ∈ Bl0(W //G). Enfin Bl0(W //G) est un fermé de W //G × P(W //G),
donc (γ × ρ)−1(Bl0(W //G)) est un fermé de H contenant γ−1(U), d’où le morphisme de variétés
γ × ρ ∶ H → Bl0(W //G).
La seconde projection p2 ∶ Bl0(W //G)→ G′/P est un morphisme G′-équivariant et munit donc
Bl0(W //G) d’une structure de fibré en droites G′-homogène au dessus de G′/P . On note D0 la fibre
schématique de p2 en eP et on vérifie que l’opération de P dans D0 ≅ A1k coïncide avec l’opération
de P dans H′. D’après (1.26), on a un isomorphisme G′-équivariant
Bl0(W //G) ≅ G′ ×P D0.
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Proposition 1.5.20. Le morphisme γ × ρ ∶ H → Bl0(W //G) est un isomorphisme.
Démonstration. On a le diagramme commutatif suivant :
(1.31) H γ×ρ // Bl0(W //G)
G′×PH′ θ //
$$ $$
≅
OO
G′×PD0
yyyy
≅OO
G′/P
où l’on note θ le morphisme de variétés induit par γ×ρ tel que le carré commute. Par construction,
le morphisme θ est G′-équivariant. Soit θe ∶ H′ → D0 le morphisme P -équivariant obtenu en
restreignant θ à la fibre en eP ∈ G′/P . D’après le corollaire 1.5.10, le morphisme θe s’identifie au
morphisme de Hilbert-Chow γ′ ∶ H′ →W ′//G ; ce dernier est un isomorphisme d’après le corollaire
1.5.18. Il s’ensuit que θ, et donc γ × ρ, est un isomorphisme.
La famille universelle lorsque 1 < n < n′
On rappelle que l’on note pi ∶ X →H la famille universelle. Soit T (resp. V ′, V ) le fibré tautologique
(resp. les fibrés triviaux de fibre V ′,V ) au dessus de la grassmanienne Gr(n,V ′∗). Avec les notations
précédentes, on a X ≅ G′ ×P X ′ d’après la proposition 1.5.9,≅ G′ ×P W ′ d’après le corollaire 1.5.18.
Autrement dit, le morphisme ρ ○ pi ∶ X → G′/P permet d’identifier X à l’espace total du fibré
vectoriel
Hom(V ′/T ⊥, V ) ≅ T ⊗ V .
Notre but est d’obtenir une description alternative de X comme sous-variété de W ×P(W //G). On
rappelle que P(W //G) = Gr(n,V ′∗) et donc, un point de P(W //G) peut être considéré comme une
droite de W //G ou bien comme un sous-espace de dimension n de V ′∗ suivant le contexte.
Proposition 1.5.21. On a un isomorphisme G′-équivariantX ≅ {(w,L) ∈W × P(W //G) ∣ L⊥ ⊂ Ker(w)}.
Et la famille universelle s’identifie à (w,L) ∈ X ↦ (ν(w), L) ∈ Bl0(W //G).
Démonstration. On note Z ∶= {(w,L) ∈ W × P(W //G) ∣ L⊥ ⊂ Ker(w)}. La seconde projection est
un morphisme G′-équivariant vers l’espace homogène P(W //G) ≅ G′/P , donc d’après (1.26), on a
un isomorphisme G′-équivariant Z ≅ G′ ×P Hom(V ′/L⊥0, V ). Autrement dit, Z s’identifie à l’espace
total du fibré vectoriel Hom(V ′/T ⊥, V ) au dessus de Gr(n,V ′∗), et donc Z ≅ X comme G′-variété.
Ensuite, d’après le corollaire 1.5.10, la famille universelle s’identifie à la composition des morphismes
suivants :
Z 33≅ // G′ ×P W ′ G′×P ν′ // G′ ×P W ′//G ≅ // Bl0(W //G)
Et on vérifie que le morphisme obtenu est bien (w,L) ∈ Z ↦ (ν(w), L) ∈ Bl0(W //G).
Remarque 1.5.22. Soit Z ⊂ W un sous-schéma fermé G-stable tel que k[Z] ≅ k[G] comme G-
module. Alors Z s’identifie à un point (x,L) de H et est défini comme sous-schéma de W par
Z = {w ∈W ∣ L⊥ ⊂ Ker(w) et ν(w) = x} .
En particulier :● Si x ≠ 0, alors Z est isomorphe à SLn(k).● Si x = 0, alors Z est isomorphe à la variété déterminantielle {M ∈Mn(k) ∣ det(M) = 0}.
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1.5.3 Détermination de la composante principale dans un cas simple
Dans la section 1.5.2, la détermination de H s’est faite en trois étapes :
1. étudier le morphisme de passage au quotient W →W //G,
2. montrer que H =Hprin avec le principe de réduction,
3. montrer que γ × ρ est un isomorphisme entre Hprin et Bl0(W //G).
Nous allons voir que l’étape 3 est en fait un cas particulier d’un énoncé plus général (proposition
1.5.23).
Soient, comme dans la section 1.1, G un groupe algébrique réductif, W un G-schéma affine
réduit et G′ ⊂ AutG(W ) un sous-groupe algébrique. On suppose que G′ contient un sous-groupe
central isomorphe à Gm tel que● l’opération associée de Gm dans W //G a un point fixe 0 qui est l’unique orbite fermée,● le quotient X ∶= (W //G/{0})/Gm est une unique orbite de G′.
En particulier W //G est la réunion de deux G′-orbites : {0} et U ∶=W //G/{0}. On suppose de plus
l’existence d’un morphisme G′-équivariant ρ ∶ H →X. Cette hypothèse est, a priori, très forte, mais
elle sera vérifiée dans plusieurs exemples que nous traiterons par la suite. Le morphisme de passage
au quotient ν ∶ W →W //G est plat sur un ouvert non-vide, donc sur U par G′-homogénéité. Si ν
est plat partout, alors H ≅W //G et γ est un isomorphisme. Sinon, on a la
Proposition 1.5.23. Sous les hypothèses précédentes, le morphisme γ×ρ envoie isomorphiquementHprin dans Bl0(W //G) ∶= {(f,L) ∈W //G ×X ∣ f ∈ L}.
Démonstration. On a un morphisme G′-équivariant γ × ρ ∶ Hprin → W //G × X. Soit y0 ∈ U et
H ∶= StabG′(y0), alors d’après la proposition 1.1.6, il existe un unique z0 ∈H tel que γ(z0) = y0. Le
morphisme γ estG′-équivariant, doncH ⊂ StabG′(z0). De même, le morphisme ρ estG′-équivariant,
donc H ⊂ P0 ∶= StabG′(ρ(z0)). On note H ′ le sous-groupe algébrique de G′ engendré par H et par
Gm. On a H ′ ⊂ P0 et
dim(H ′) = 1 + dim(H) = 1 + dim(G′) − dim(W //G) = dim(G′) − dim(P(W //G)) = dim(P0).
On en déduit que H ′ = P0 et donc H stabilise un unique point de P(W //G) qui est le point
correspondant à la droite ⟨y0⟩ de W //G. Il s’ensuit que, pour tout z ∈ γ−1(U), on a γ × ρ(z) ∈
Bl0(W //G). Puis, (γ × ρ)−1(Bl0(W //G)) est un fermé de Hprin qui contient l’ouvert γ−1(U), donc
c’est Hprin tout entier. On a donc montré que γ × ρ envoie Hprin dans Bl0(W //G), il reste à voir
que c’est un isomorphisme.
On considère le diagramme commutatif suivant :
(1.32) Hprin γ×ρ //
ρ
""
Bl0(W //G)
p2
yy
X
où p2 est la seconde projection. Tous les morphismes qui apparaissent dans ce diagramme sont
G′-équivariants. On fixe x ∈ X et soit P ∶= StabG′(x), alors X ≅ G′/P . On note F1 et F2 les fibres
schématiques en eP des morphismes ρ et p2 respectivement. D’après (1.26), on a des isomorphismes
G′-équivariant Hprin ≅ G′ ×P F1 et Bl0(W //G) ≅ G′ ×P F2 et la restriction de γ × ρ à F1 donne un
morphisme P -équivariant f ∶ F1 → F2 tel que γ×ρ s’identifie à G′×P f , le morphisme induit par f .
Le morphisme γ est birationnel et propre (voir la section 1.1), donc γ × ρ est birationnel et propre,
et donc f également. On a bien sûr F2 ≅ A1k, et donc f un isomorphisme. Le résultat s’ensuit.
On fait maintenant l’hypothèse supplémentaire que H =Hprin. On a le carré cartésien
Bl0(W //G) ×W //GW q2 //
q1

W
ν

Bl0(W //G) p1 // W //G
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où q1, q2 sont les projections naturelles. La variété Z ∶= q−11 (p−11 (U)) est une composante irréductible
de Bl0(W //G) ×W //GW et on a le
Corollaire 1.5.24. Le morphisme q1 ∶ Z → Bl0(W //G) s’identifie à la famille universelle.
Démonstration. On considère le diagramme commutatif suivant :
Z q1 //
δ 
Bl0(W //G)
p2
yy
X
où δ est défini comme la composition p2 ○ q1. On fixe x0 ∈ X et on note F ′1 et F ′2 les fibres
schématiques en x0 des morphismes δ et p2 respectivement. On a F ′2 ≅ A1k, donc d’après [Har77,
Proposition 9.7], le morphisme q1∣F ′1 est plat et donc q1 est plat. Par la propriété universelle du
schéma de Hilbert invariant, il existe un morphisme ψ ∶ Bl0(W //G) → H tel que le diagramme
suivant soit cartésien : Z //
q1

X
pi

Bl0(W //G)
ψ
// H
D’après la proposition 1.1.6 et par définition de la famille q1 ∶ Z → Bl0(W //G), le morphisme(γ ×ρ)○ψ est l’identité sur l’orbite ouverte de Bl0(W //G), et donc sur Bl0(W //G) tout entier. Or,
d’après la proposition 1.5.23, γ×ρ est un isomorphisme et donc ψ est un isomorphisme. Le résultat
s’ensuit.
On finit cette section par quelques remarques sur les résultats obtenus.● Le morphisme ψ qui apparaît dans la preuve du corollaire 1.5.24 est l’inverse du morphisme
γ × ρ de la proposition 1.5.23.● La variété Bl0(W //G) est la réunion de deux G′-orbites, et donc la famille universelle q1 ∶ Z →
Bl0(W //G) admet deux types de fibres : les fibres générales, qui sont les fibres en n’importe
quel point (x,L), avec x ≠ 0, et les fibres spéciales, qui sont les fibres en n’importe quel point(0, L). La fibre générale de q1 est bien sûr isomorphe à la fibre générale du morphisme de
passage au quotient W →W //G.
Chapitre 2
Cas du groupe linéaire
2.1 Cas de GL(V ) opérant dans V ⊕n1 ⊕ V ∗⊕n2
On se place dans la situation 2 : on a G ∶= GL(V ), G′ ∶= GL(V ′), W ∶= Hom(V1, V ) ×Hom(V,V2)
et l’opération de G′ ×G dans W est donnée par (1.15).
2.1.1 Etude du morphisme de passage au quotient
Les résultats essentiels de cette section sont les propositions 2.1.9 et 2.1.11 qui décrivent les fibres
et l’ouvert de platitude de ν. La plupart des résultats de cette section se trouvent dans [Kra84,
§II.4.1]. Cependant, d’une part le livre [Kra84] est écrit dans la langue de Goethe, ce qui peut être
une difficulté pour certains lecteurs, et d’autre part, nos formulations, notations et méthodes sont
quelque peu différentes. Donc, dans un souci de cohérence et de complétude, nous pensons que
cette section a pleinement sa place dans ce mémoire.
D’après le premier théorème fondamental pour GL(V ) (voir [Pro07, §9.1.4]), la k-algèbre des
invariants k[W ]G est engendrée par les invariants (i ∣ j), où pour chaque couple (i, j), i = 1, . . . , n1,
j = 1, . . . , n2, la forme bilinéaire (i ∣ j) sur W ≅ (V ∗1 ⊗V )⊕ (V ∗⊗V2) ≅ V ⊕n1 ⊕V ∗⊕n2 est définie par
(1.22).
Il s’ensuit que le morphisme de passage au quotient ν ∶ W →W //G est donné par :
ν ∶ Hom(V1, V ) ×Hom(V,V2) → Hom(V1, V2)(u1, u2) ↦ u2 ○ u1.
Et donc
W //G = {f ∈ Hom(V1, V2) ∣ rg(f) ≤ n} =∶ Hom(V1, V2)≤n
est une variété déterminantielle.
Si n1, n2 > n, alors la variétéW //G est de dimension nn1+nn2−n2, de Cohen-Macaulay ([ACGH85,
Theorem 3.1]), normale et son lieu singulier est Hom(V1, V2)≤n−1 ([ACGH85, § II.2.2]). Nous verrons
dans la section A.1 que W //G est de Gorenstein si et seulement si n1 = n2.
Sinon, W //G = Hom(V1, V2) est un espace affine.
On note
N ∶= min(n1, n2, n).
L’opération de G′ dans W induit une opération dans W //G telle que ν soit G′-équivariant. Cette
opération est donnée par∀(g1, g2) ∈ G′, ∀f ∈ Hom(V1, V2), (g1, g2).f ∶= g2 ○ f ○ g−11
La variété quotient W //G se décompose en N + 1 orbites pour cette opération :
(2.1) Ui ∶= {f ∈ Hom(V1, V2) ∣ rg(f) = i}
pour i = 0, . . . ,N , les adhérences de ces orbites sont imbriquées de la façon suivante :
(2.2) {0} = U0 ⊂ U1 ⊂ ⋯ ⊂ UN =W //G.
32
Ronan Terpereau 33
En effet, pour chaque i = 0, . . . ,N , on a Ui = Hom(V1, V2)≤i. En particulier, l’orbite UN est un
ouvert dense de W //G.
Définition 2.1.1. On appelle nilcône de ν, noté N (W,G), la fibre schématique en 0 du morphisme
ν.
Certaines propriétés géométriques de N (W,G) sont étudiées dans [KS11]. En particulier, le
schéma N (W,G) est toujours réduit mais il est irréductible si et seulement si n1 + n2 ≤ n ([KS11,
Theorem 9.1]). Nous allons déterminer les composantes irréductibles de N (W,G) et leurs dimen-
sions. Soit m ∈ {0, . . . , n}, on définit
Xm ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩(u1, u2) ∈W
RRRRRRRRRRRRR
Im(u1) ⊂ Ker(u2),
rg(u1) ≤ min(n1,m),
dim(Ker(u2)) ≥ max(n − n2,m).
⎫⎪⎪⎪⎬⎪⎪⎪⎭
et soit
Zm
p1
}}}}
p2
$$ $$
Xm Gr(m,V )
où
Zm ∶= {(u1, u2, L) ∈ Hom(V1, V ) ×Hom(V,V2) ×Gr(m,V ) ∣ Im(u1) ⊂ L ⊂ Ker(u2)}
et les pi sont les projections naturelles. On fixe L0 ∈ Gr(m,V ). La seconde projection munit Zm
d’une structure de fibré vectoriel homogène au dessus de Gr(m,V ), de fibre en L0 isomorphe à
Fm ∶= Hom(V1, L0)×Hom(V /L0, V2). Autrement dit, on a Zm = Hom(V1, T )×Hom(V /T,V2) où T
est le fibré tautologique de Gr(m,V ) et V ,V1, V2 désignent les fibrés triviaux de fibres V,V1 et V2
respectivement. Donc Zm est une variété lisse de dimension :
dim(Zm) = dim(Gr(m,V )) + dim(Hom(V1, L0) ×Hom(V /L0, V2))=m(n −m) + n1m + (n −m)n2.
Proposition 2.1.2. Chaque Xm est un fermé irréductible de W et les composantes irréductibles
de N (W,G) sont :
{ Xi, i = max(0, n − n2),max(0, n − n2) + 1, . . . ,min(n,n1) si n < n1 + n2,
Xn1 si n ≥ n1 + n2.
De plus, lorsque m ≤ n1 ou m ≥ n − n2, l’application p1 ∶ Zm →Xm est birationnelle.
Démonstration. Déjà, par définition, les Xm sont des fermés de W . Le morphisme p1 est surjectif,
et Zm est irréductible, donc Xm est irréductible. Ensuite
N (W,G) = {(u1, u2) ∈ Hom(V1, V ) ×Hom(V,V2) ∣ Im(u1) ⊂ Ker(u2)} = n⋃
i=0Xi.
Si n1 ≤ n − n2, alors ⎧⎪⎪⎪⎨⎪⎪⎪⎩
X0 ⊂ ⋯ ⊂Xn1 ,
Xn1 = ⋯ =Xn−n2 ,
Xn−n2 ⊃ ⋯ ⊃Xn,
donc X =Xn1 .
Si n1 > n − n2, alors { X0 ⊂ ⋯ ⊂Xmax(0,n−n2),
Xmin(n,n1) ⊃ ⋯ ⊃Xn,
et on vérifie comme conséquence de la définition des Xm qu’il n’y a pas d’autre relation d’inclusion.
Ensuite, soient
Z ′m ∶= {(u1, u2, L) ∈ Zm ∣ rg(u1) = min(m,n1) et dim(Ker(u2)) = max(m,n − n2)}
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et
X ′m ∶= {(u1, u2) ∈Xm ∣ rg(u1) = min(m,n1) et dim(Ker(u2)) = max(m,n − n2)}.
Alors Z ′m (resp. X ′m) est un ouvert dense de Zm (resp. de Xm) et on a Z ′m = p−11 (X ′m). Si m ≤ n1
ou m ≥ n − n2, alors p1 ∶ Z ′m →X ′m est un isomorphisme, donc p1 est birationnelle.
Corollaire 2.1.3. La dimension de N (W,G) est :● nn2 lorsque n ≤ n2 − n1,● nn1 lorsque n ≤ n1 − n2,● 1
4
n(n + 2n1 + 2n2) + 14(n1 − n2)2 lorsque ∣n1 − n2∣ < n < n1 + n2 et n + n1 − n2 est pair,● 1
4
n(n + 2n1 + 2n2) + 14(n1 − n2)2 − 14 lorsque ∣n1 − n2∣ < n < n1 + n2 et n + n1 − n2 est impair,● nn1 + nn2 − n1n2 lorsque n ≥ n1 + n2.
Démonstration. D’après la proposition 2.1.2, il nous suffit de calculer la dimension des Xm pour
certains m particuliers. On note P (m) ∶=m(n−m)+n1m+n2(n−m) la dimension de Zm. Lorsque
m ≤ n1 ou m ≥ n − n2, on a dim(Xm) = dim(Zm) = P (m).
Si n ≥ n1 + n2, alors
dim(N (W,G)) = dim(Xn1) = nn1 + nn2 − n1n2.
Si n < n1 + n2, alors
dim(N (W,G)) = dim⎛⎝ min(n,n1)⋃i=max(0,n−n2)Xi⎞⎠= max
i=max(0,n−n2),...,min(n,n1)dim(Xi)= max
i=max(0,n−n2),...,min(n,n1)P (i).
On est donc ramené à étudier les variations du polynôme P :
P ′(m) = 0⇔m = 1
2
(n + n1 − n2) =∶m′.
Si m′ ≤ max(0, n − n2), alors m′ ≤ 0 et donc dim(N (W,G)) = P (0) = nn2.
Si m′ ≥ min(n,n1), alors m′ ≥ n et donc dim(N (W,G)) = P (n) = nn1.
Si max(0, n−n2) <m′ < min(n,n1), on a deux possibilités : ou bienm′ ∈ N et alors dim(N (W,G)) =
P (m′), ou bien m′ ∉ N et alors dim(N (W,G)) = P (m′ + 1
2
).
Et ces différents cas fournissent le résultat annoncé.
Nous allons maintenant nous intéresser à la description géométrique des fibres de ν au dessus de
chaque orbite Ui. On rappelle que par homogénéité toutes les fibres au dessus d’une orbite donnée
sont isomorphes, il suffit donc de décrire la fibre de ν en un point de chaque orbite.
Notation 2.1.4. Soit 0 ≤ r ≤ N , on note
Jr = [ Ir 0r,n1−r0n2−r,r 0n2−r,n1−r]
où Ir est la matrice identité de taille r. La matrice Jr s’identifie à un élément de Ur via l’isomor-
phisme Hom(V1, V2) ≅Mn2,n1(k).
On fixe r ∈ {0, . . . ,N} et on définit
wr ∶= ([Ir 00 0] , [Ir 00 0]) ∈W
et Gr le stabilisateur de wr dans G. On note Er (resp. E∗r ) la représentation standard (resp. duale)
de Gr et V0 la représentation triviale de Gr.
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Lemme 2.1.5.
Gr = {[Ir 00 M] , M ∈ GLn−r(k)} ≅ GLn−r(k)
et V = rV0 ⊕Er comme Gr-module.
Démonstration. On écrit g ∈ GL(V ) sous forme d’une matrice par blocs : g = [A B
C D
], alors
g. [Ir 0
0 0
] = [Ir 0
0 0
]⇒ A = Ir et C = 0
puis [Ir 0
0 0
] .g−1 = [Ir 0
0 0
]⇒ B = 0
d’où g = [Ir 0
0 M
] avec M ∈ GLn−r(k). Réciproquement, si g est de cette forme, alors g ∈ Gr.
Ensuite, le sous-espace vectoriel de V engendré par les n − r derniers vecteurs de la base B est la
représentation standard de Gr et Gr opère trivialement dans le sous-espace vectoriel de V engendré
par les r premiers vecteurs de la base B.
Lemme 2.1.6. L’orbite G.wr ⊂ W est fermée dans W , et c’est l’unique orbite fermée contenue
dans ν−1(Jr).
Démonstration. On a ν(wr) = Jr et d’après le lemme 2.1.5, Gr ≅ GLn−r(k) est un sous-groupe
réductif de G. On applique [SB00, §I.6.2.5, Theorem 10] qui nous fournit l’équivalence :
G.wr est fermée dans W ⇔ CG(Gr).wr est fermée dans W.
Puis CG(Gr) = {[M 00 λIn−r] , M ∈ GLr(k), λ ∈ Gm}, où Gm est le groupe multiplicatif. Donc
CG(Gr).wr = {([M 00 0] , [M−1 00 0]) , M ∈ GLr(k)}
est un fermé de W , et donc G.wr est une orbite fermée de ν−1(Jr).
Enfin, d’après [SB00, §II.3.1, Théorème 1], la fibre ν−1(Jr) contient une unique orbite fermée, d’où
le résultat.
Définition 2.1.7. Soit x ∈ W tel que l’orbite G.x est fermée dans W et Gx le stabilisateur de x
dans G. Alors, d’après [SB00, §6.2.1], le Gx-module Tx(G.x) admet un supplémentaire Gx-stable
Mx dans W . La représentation Mx de Gx ainsi construite est appelée représentation slice de G en
x.
Lemme 2.1.8. On a un isomorphisme de Gr-modules :
Mwr ≅ (n1 − r)Er ⊕ (n2 − r)E∗r ⊕ r(n1 + n2 − r)V0.
Démonstration. Par définition de la représentation slice Mwr de Gr, on a Mwr ≅ W /Twr(G.wr)
comme Gr-module. On déduit du lemme 2.1.5 la décomposition de W comme Gr-module :
W ≅ (V ∗1 ⊗ V )⊕ (V ∗ ⊗ V2)≅ (V ∗1 ⊗ (rV0 ⊕Er))⊕ ((rV0 ⊕E∗r )⊗ V2)≅ (V ∗1 ⊗Er)⊕ (E∗r ⊗ V2)⊕ ((V ∗1 ⊗ rV0)⊕ (rV0 ⊗ V2))≅ n1Er ⊕ n2E∗r ⊕ r(n1 + n2)V0.
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Puis Twr(G.wr) ≅ g/gr où l’on note g l’algèbre de Lie de G et gr l’algèbre de Lie de Gr. Or
g ≅ V ∗ ⊗ V≅ (rV0 ⊕E∗r )⊗ (rV0 ⊕Er)≅ (rV0 ⊗ rV0)⊕ (rV0 ⊗Er)⊕ (E∗r ⊗ rV0)⊕ (E∗r ⊗Er)
et
gr ≅ E∗r ⊗Er
donc
Twr(G.wr) ≅ (rV0 ⊗ rV0)⊕ (rV0 ⊗Er)⊕ (E∗r ⊗ rV0)≅ rEr ⊕ rE∗r ⊕ r2V0
d’où
Mwr ≅W /Twr(G.wr)≅ (n1 − r)Er ⊕ (n2 − r)E∗r ⊕ r(n1 + n2 − r)V0
comme Gr-module.
On note νM ∶ Mwr →Mwr//Gr le morphisme de passage au quotient etN (Nwr ,Gr) ∶= νM−1(νM(0))
le nilcône de νM . Le groupe Gr opère naturellement dans G par multiplication à droite, ainsi que
dans N (Mwr ,Gr) par définition de νM . On peut donc considérer le quotient
G×GrN (Mwr ,Gr)
qui est naturellement muni d’une structure de G-schéma d’après [Jan03, §I.5.14].
Ensuite, on définit (W //G)(Gr) ⊂ W //G l’ensemble des G-orbites fermées de W telles que Gr est
conjugué au stabilisateur d’un point de ces orbites. En particulier, G.wr ∈ (W //G)(Gr) d’après le
lemme 2.1.6. On note W (Gr) ∶= ν−1((W //G)(Gr)) ⊂ W . Alors, d’après [SB00, §6.2.3, Theorem 8],
les ensembles (W //G)(Gr) et W (Gr) sont des sous-variétés lisses de W //G et W respectivement. Il
s’ensuit que ν′ ∶= ν∣W (Gr) ∶ W (Gr) → (W //G)(Gr) est un morphisme de variétés, et en fait, toujours
d’après [SB00, §6.2.3, Theorem 8], c’est même une fibration de fibre isomorphe (comme schéma) à
Fwr ∶= G ×Gr N (Mwr ,Gr).
En particulier, on a
ν−1(Jr) = ν′−1(Jr) ≅ G×GrN (Mwr ,Gr).
Soient F1, F2 et F3 des espaces vectoriels de dimensions n1−r, n2−r et r(n1+n2−r) respectivement
dans lesquels Gr opère trivialement. D’après le lemme 2.1.8 on a un isomorphisme de Gr-modules
Mwr ≅ Hom(F1,Er) ×Hom(Er, F2) × F3.
Ensuite, le morphisme de passage au quotient νM est donné par :
νM ∶ Hom(F1,Er) ×Hom(Er, F2) × F3 → Hom(F1, F2) × F3.(u′1, u′2, x) ↦ (u′2 ○ u′1, x)
Donc N (Mwr ,Gr) ∶= ν−1M (νM(0)) = ν−1M (0) ≅ ν′M−1(0) avec
ν′M ∶ Hom(F1,Er) ×Hom(Er, F2) → Hom(F1, F2).(u′1, u′2) ↦ u′2 ○ u′1
La proposition qui suit résume notre étude de la fibre du morphisme ν en Jr, pour r = 0, . . . ,N .
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Proposition 2.1.9. Avec les notations précédentes, on a un isomorphisme G-équivariant
ν−1(Jr) ≅ G×Grν′M−1(0).
En particulier, si l’on note H ∶= GN , on a
ν−1(JN) ≅
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
G si N = n,
G/H si N = n1 = n2 < n,
G×HHom(EN , F2) si N = n1 < min(n,n2),
G×HHom(F1,EN) si N = n2 < min(n,n1).
où H opère de la façon suivante dans Hom(F1,EN) ×Hom(EN , F2) :∀h ∈H, ∀(u′1, u′2) ∈ Hom(F1,EN) ×Hom(EN , F2), h.(u′1, u′2) ∶= (h ○ u′1, u′2 ○ h−1).
Comme pour le cas G = SLn(k) étudié dans la section 1.5.2, siN = n, alors [SB00, §2.1, Theorem
6] implique que ν est un G-fibré principal au dessus de l’ouvert UN .
Corollaire 2.1.10. Soit r ∈ {0, . . . ,N}, alors la dimension de la fibre du morphisme ν en Jr vaut :● nn2 + nr − n2r lorsque n − r ≤ n2 − n1,● nn1 + nr − n1r lorsque n − r ≤ n1 − n2,● 1
2
(n−r)(n1+n2)+ 14(r + n)2+ 14(n1 − n2)2 lorsque ∣n1−n2∣ < n−r < n1+n2−2r et n+n1−n2−r
est pair,● 1
2
(n − r)(n1 + n2) + 14(r + n)2 + 14(n1 − n2)2 − 14 lorsque ∣n1 − n2∣ < n − r < n1 + n2 − 2r et
n + n1 − n2 − r est impair,● nn1 + nn2 − n1n2 lorsque n ≥ n1 + n2 − r.
Démonstration. D’après la proposition 2.1.9 :
dim(ν−1(Jr)) = dim(G×Grν′M−1(0))= dim(G) + dim(ν′M−1(0)) − dim(Gr)= n2 − (n − r)2 + dim(ν′M−1(0))= 2nr − r2 + dim(ν′M−1(0)).
Enfin, le corollaire 2.1.3 donne dim(ν′M−1(0)) en fonction de n, n1, n2 et r. Le résultat annoncé
s’ensuit.
Pour chaque triplet (n,n1, n2), le corollaire 2.1.10 permet d’une part de calculer la dimension
de la fibre générique de ν, d’autre part de déterminer l’ouvert de platitude de ν.
Proposition 2.1.11. La dimension de la fibre générique et l’ouvert de platitude de ν sont donnés
par le tableau suivant :
configuration dim. de la fibre générique ouvert de platitude
n > max(n1, n2) nn1 + nn2 − n1n2 UN ∪⋯ ∪Umax(n1+n2−n−1,0)
n = max(n1, n2) n2 UN ∪UN−1
min(n1, n2) ≤ n < max(n1, n2) nn1 + nn2 − n1n2 UN
n < min(n1, n2) n2 UN
Démonstration. On sait que ν est plat sur UN . On distingue alors deux cas de figure.● SoitW //G est une variété lisse (c’est-à-dire n ≥ n1 ou n ≥ n2), auquel cas d’après [Har77, Exercice
10.9], le morphisme ν est plat sur l’orbite Ur, 0 ≤ r ≤ N − 1 si et seulement si la dimension de la
fibre au dessus de Ur est égale à la dimension de la fibre au dessus de UN . Il s’agit donc, pour
chaque triplet (n,n1, n2), de déterminer les valeurs de r telles que la dimension de la fibre ν−1(Jr)
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coïncide avec la dimension de la fibre générique.● Soit W //G n’est pas une variété lisse (c’est-à-dire n1, n2 > n), alors le critère précédent ne
s’applique plus. Cependant, les fibres d’un morphisme plat ont nécessairement toutes la même
dimension, or d’après le corollaire 2.1.10, la dimension de la fibre de ν en Jr ∈ Ur, r = 0, . . . ,N − 1,
est strictement plus grande que la dimension de la fibre générique, donc UN est l’ouvert de platitude
de ν.
Corollaire 2.1.12. Le morphisme ν est plat sur W //G tout entier si et seulement si n ≥ n1+n2−1
et dans ce cas W //G = Hom(V1, V2).
Le corollaire qui suit est une conséquence de la proposition 1.1.6 et du corollaire 2.1.12 :
Corollaire 2.1.13. Si n ≥ n1 + n2 − 1, alors H ≅ Hom(V1, V2) et γ est un isomorphisme.
On s’intéresse, dans la proposition qui suit, à la fonction de Hilbert de la fibre générique de ν.
Autrement dit on va déterminer, pour chaque M ∈ Irr(G), la multiplicité hW (M) du G-module M
dans le G-module k[ν−1(JN)]. On note comme précédement H ∶= GN ≅ GLn−N(k) le stabilisateur
de wN dans G.
Proposition 2.1.14. La fonction de Hilbert de la fibre générique de ν est donnée par :
∀M ∈ Irr(G), hW (M) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
dim(M) si N = n,
dim(MH) si N = n1 = n2 < n,
dim((M⊗k[Hom(EN , F2)])H) si N = n1 < min(n,n2),
dim((M⊗k[Hom(F1,EN)])H) si N = n2 < min(n,n1).
Démonstration. On utilise la description de la fibre de ν en un point de UN fournie par la propo-
sition 2.1.9.● Si N = n, alors
k[ν−1(JN)] ≅ k[G] ≅ ⊕
M∈Irr(G)M
∗ ⊗M
comme G ×G-module, d’où hW (M) = dim(M).● Si N = n1 = n2 < n, alors
k[ν−1(JN)] ≅ k[G/H] ≅ k[G]H ≅ ⊕
M∈Irr(G)M
∗H ⊗M
comme G-module à gauche et dim(M∗H) = dim(MH), puisque H est réductif.● Si N = n1 < min(n2, n), alors
k[ν−1(JN)] ≅ k[G×HHom(EN , F2)]≅ k[G×Hom(EN , F2)]H≅ (k[G]⊗k[Hom(EN , F2)])H≅ ⊕
M∈Irr(G)M
∗ ⊗ (M⊗k[Hom(EN , F2)])H
d’où hW (M) = dim ((M⊗k[Hom(EN , F2)])H).
De même, si N = n2 < min(n1, n), alors hW (M) = dim ((M⊗k[Hom(F1),EN ])H).
Remarque 2.1.15. Lorsque N = n1 = n2 < n et M = r11 + ⋯ + rnn, on peut calculer dim(MH)
explicitement en fonction des ri en utilisant les bases dites de "Gelfand-Tsetlin" (voir par exemple
[Mol06]).
2.1.2 Etude du cas min(dim(V ), n1, n2) = 1
Dans cette section, on traite le cas min(n,n1, n2) = 1 qui est très similaire à la situation 1 traitée
dans la section 1.5.2. On a W //G = Hom(V1, V2)≤1 = U1 ∪ {0} et ρ ∶ H → Gr(hW (V ∗), V ∗1 ) ×
Gr(hW (V ), V2) est le morphisme construit dans la section 1.5.1. Si n ≥ n1 + n2 − 1, alors H ≅
Hom(V1, V2) d’après le corollaire 2.1.12, on peut donc exclure ce cas par la suite. Il reste les cas
suivants (où la fonction de Hilbert hW est calculée grâce à la proposition 2.1.14) :
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● si n = 1, alors hW (V ∗) = hW (V ) = 1,● si n2 > n1 = 1, alors hW (V ∗) = n2 et hW (V ) = 1,● si n1 > n2 = 1, alors hW (V ) = n1 et hW (V ∗) = 1.
Si n = 1, alors on a le morphisme ρ ∶ H → P(V ∗1 ) × P(V2). Puis, le plongement de Segre donne
(2.3) P(V ∗1 ) × P(V2) ≅ P(Hom(V1, V2)≤1) = P(W //G)
et on peut donc considérer le morphisme ρ ∶ H → P(W //G).
Si min(n1, n2) = 1 < n, alors comme n1 et n2 jouent des rôles symétriques, on peut supposer que
n2 > n1 = 1. On a le morphisme G′-équivariant ρ ∶ H → P(V2), où GL(V1) opère trivialement dans
P(V2). Or, P(W //G) ≅ P(V ∗1 ⊗ V2) ≅ P(V2) comme G′-variété et on peut donc considérer, comme
dans le cas n = 1, le morphisme ρ ∶ H → P(W //G).
Dans tous les cas, on obtient un morphisme G′-équivariant H → P(W //G), où la variété projec-
tive P(W //G) est G′-homogène, et donc on peut appliquer la proposition 1.5.23 pour déterminerHprin. On note
Bl0(W //G) ∶= {(f,L) ∈W //G × P(W //G) ∣ f ∈ L} = OP(W //G)(−1)
l’éclatement de W //G en 0. On a la
Théorème 2.1.16. Si min(n1, n2, n) = 1 et n < n1 + n2 − 1, alors on a un isomorphisme G′-
équivariant Hprin ≅ Bl0(W //G)
et le morphisme de Hilbert-Chow s’identifie à l’éclatement Bl0(W //G)→W //G.
De plus, si n = 1, alors H = Hprin et la famille universelle est le morphisme (u1, u2, L) ∈ X ↦(u2 ○ u1, L) ∈H, où la variété X est définie par
X ≅ {(u1, u2, L) ∈W × P(W //G) ∣ Ker(L) ⊂ Ker(u1),Im(u2) ⊂ Im(L). } .
Démonstration. La première partie de la proposition découle de la proposition 1.5.23.
Ensuite, si n = 1, alors d’après la proposition 1.5.6 et le corollaire 2.1.13, on a un isomorphisme de
G′-schémas H ≅ G′ ×P A1k, où P est un sous-groupe parabolique de G′, et donc H = Hprin. Enfin,
pour montrer la partie de la proposition qui concerne la famille universelle X → H, on procède
comme pour la proposition 1.5.21.
Remarque 2.1.17. Si n = 1, on considère le diagramme suivant
P(V ∗1 ) × P(V2)
p1
wwww
p2
&& &&
P(V ∗1 ) P(V2)
où p1 et p2 sont les projections naturelles. On note T1 (resp. T2) le tiré en arrière du fibré tautolo-
gique de P(V ∗1 ) (resp. de P(V2)) et V le fibré trivial de fibre V au dessus de P(V ∗1 )×P(V2). D’après
la proposition 1.5.9 et le corollaire 2.1.13, la variété X s’identifie à l’espace total du fibré vectoriel(T1 ⊗ V )⊕ (V ∗ ⊗ T2)
au dessus de P(V ∗1 ) × P(V2).
Remarque 2.1.18. Soient n = 1 et Z ⊂ W un sous-schéma fermé Gm-stable tel que k[Z] ≅ k[Gm]
comme Gm-module. Alors Z s’identifie à un point (f,L) de H et est défini comme sous-schéma de
W par
Z = ⎧⎪⎪⎪⎨⎪⎪⎪⎩(u1, u2) ∈W
RRRRRRRRRRRRR
u2 ○ u1 = f,
Ker(L) ⊂ Ker(u1),
Im(u2) ⊂ Im(L).
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
En particulier :● Si f ≠ 0, alors Z est isomorphe à Gm.● Si f = 0, alors Z est la réunion de deux droites qui se coupent en l’origine.
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2.1.3 Description de l’algèbre du nilcône
Dans les sections 2.1.4 et 2.1.5, nous allons étudier les cas n = 2 et n = 3 respectivement. Comme
pour le cas cas n = 1 étudié dans la section 2.1.2, nous allons utiliser le principe de réduction (voir
la section 1.5.1) pour nous ramener du cas n1, n2 ≥ n au cas n1 = n2 = n. Le résultat essentiel de
cette section est la proposition 2.1.21 qui donne la description de l’algèbre du nilcône N (W,G)
comme G′ ×G-module lorsque n1 = n2 = n. Cette description nous sera très utile par la suite.
Notation 2.1.19. On note J l’idéal engendré par les G-invariants homogènes de degré positif de
k[W ].
L’idéal J est G′ ×G-stable par définition. On note
(2.4) sl(V ) ∶= {f ∈ End(V ) ∣ tr(f) = 0}
le G-module irréductible de plus haut poids 1 − n, où tr(f) désigne la trace de l’endomorphisme
f . On a V ∗ ⊗ V ≅ End(V ) ≅ sl(V )⊕ V0 et
k[W ]2 = S2((V1 ⊗ V ∗)⊕ (V ⊗ V ∗2 ))(2.5) = S2(V1 ⊗ V ∗)⊕ (V1 ⊗ V ∗ ⊗ V ⊗ V ∗2 )⊕ S2(V ⊗ V ∗2 )= (S2(V1)⊗ S2(V ∗))⊕ (Λ2(V1)⊗Λ2(V ∗))⊕ (V1 ⊗ V ∗ ⊗ V ⊗ V ∗2 )⊕ (S2(V )⊗ S2(V ∗2 ))⊕ (Λ2(V )⊗Λ2(V ∗2 ))= (S2(V1)⊗ S2(V ∗))⊕ (S2(V )⊗ S2(V ∗2 ))⊕ (Λ2(V1)⊗Λ2(V ∗))⊕ (Λ2(V )⊗Λ2(V ∗2 ))⊕ (V1 ⊗ V ∗2 ⊗ sl(V ))⊕ (V1 ⊗ V ∗2 ⊗ V0)
comme G′ ×G-module. Donc J ∩ k[W ]2 = V1 ⊗ V ∗2 ⊗ V0 ≅ Hom(V2, V1) comme G′ ×G-module et ce
module engendre l’idéal J .
On rappelle que l’on a défini les sous-groupes B′, T ′, U ′ de G′ (resp. B,T,U de G) dans la
section 1.4.1 et que l’on identifie Hom(V1, V ) à Mn,n1(k) (resp. Hom(V,V2) à Mn2,n(k)) via les
bases B, B1 et B2. La proposition qui suit est prouvée dans [KS11, §9] :
Proposition 2.1.20. Soient xi, 1 ≤ i ≤ n, le i-ème mineur principal de Hom(V1, V ) et yj, 1 ≤
j ≤ n, le j-ième mineur antiprincipal (c’est-à-dire extrait en partant du coin inférieur droit) de
Hom(V,V2). Alors la T ′×T -algèbre (k[W ]/J)U ′×U est engendrée par les xi et les yj et les relations
entre ces générateurs sont engendrées par les monômes {xiyj ∣ i + j > n}. Autrement dit, on a une
suite exacte
0→ J ′ → k[x1, . . . , xn, y1, . . . , yn]→ (k[W ]/J)U ′×U → 0
où J ′ est l’idéal monomial engendré par {xiyj ∣ i + j > n}.
On reprend les notations de la section 1.4.2. On a la
Proposition 2.1.21. Soit λ ∈ Λ+, alors la composante isotypique associée au G-module Sλ(V )
dans k[W ]/J est :● Sλ(V ∗2 )⊗ Sλ(V ) si rn ≥ 0,● Sλ(V ∗1 )⊗ Sλ(V ) si r1 ≤ 0,● Skn1+kn−12+...+kt+1n−t(V1)⊗ Sk11+...+ktt(V ∗2 )⊗ Sλ(V ) sinon.
De plus, la représentation Sλ(V ) apparaît dans k[W ]p/(J ∩ k[W ]p) si et seulement si p = ∑i ki.
Démonstration. D’après la proposition 2.1.20, on a un isomorphisme de T × T ′-algèbres :
(k[W ]/J)U×U ′ ≅ k[x1, . . . , xn, y1, . . . , yn]/J ′.
D’après [Pro07, §11.4.2], on a les isomorphismes de T ′ × T -modules suivants :⎧⎪⎪⎨⎪⎪⎩ k[x1, . . . , xn] ≅ k[V
∗
1 ⊗ V ]U×U ′ ,
k[y1, . . . , yn] ≅ k[V ∗ ⊗ V2]U×U ′ .
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Donc la formule de Cauchy-Littlewood ([Ful97, §8.3, Corollary 3]) nous permet de conclure lorsque
rn ≥ 0 ou r1 ≤ 0. Il reste à étudier le cas r1.rn < 0. On vérifie que le poids du monôme
xkt+1n−t xkt+2−kt+1n−t−1 xkt+3−kt+2n−t−2 ⋯xkn−kn−11 yktt ykt−1−ktt−1 ykt−2−kt−1t−2 ⋯yk1−k21
est (λ, kn1 + kn−12 + . . . + kt+11+n−(t+1), −kt1+n−t − . . . − k1n)
et que λ détermine uniquement ce monôme. Il s’ensuit que la composante isotypique du G-module
Sλ(V ) dans k[W ]/J est
Skn1+kn−12+...+kt+1n−t(V1)⊗ Sk11+...+ktt(V ∗2 )⊗ Sλ(V ).
En particulier, la représentation Sλ(V ) apparaît dans k[W ]p/(J ∩ k[W ]p) si et seulement si
p = (kn − kn−1) + 2(kn−1 − kn−2) + . . . + (n − t)kt+1 + (k1 − k2) + 2(k2 − k3) + . . . + tkt= k1 + k2 + . . . + kn.
Remarque 2.1.22. Si M est une représentation polynomiale ou la duale d’une représentation poly-
nomiale, alors il découle de la proposition 2.1.21 que la multiplicité de M dans k[W ]/J est égale
à sa dimension.
Définition 2.1.23. Si I est un idéal homogène de k[W ], on appelle fonction de Hilbert classique
de I la fonction définie par :∀p ∈ N, fI(p) ∶= dim (k[W ]p/(k[W ]p ∩ I)) .
Corollaire 2.1.24. Si I un idéal G-stable et homogène de k[W ] contenant J et qui a pour fonction
de Hilbert h, alors la fonction de Hilbert classique de I est donnée par :∀p ∈ N, fI(p) = ∑(r1,...,rn)∈Zn
r1≥...≥rn∣r1∣+...+∣rn∣=p
h(Sr11+...+rnn(V ))dim(Sr11+...+rnn(V )).
Démonstration. Soit λ = r11 + . . . + rnn ∈ Λ+, alors d’après la proposition 2.1.21 le G-module
Sλ(V ) apparaît dans k[W ]p/(k[W ]p ∩ I) uniquement si p = ∣r1∣ + . . . + ∣rn∣. La multiplicité de
chaque G-module étant fixée par la fonction de Hilbert h de I, on en déduit la dimension de
chaque k[W ]p/(k[W ]p ∩ I) par la formule annoncée.
2.1.4 Etude du cas dim(V ) = 2
Dans toute cette section, on fixe n = 2. On a G ≅ GL2(k), W //G = Hom(V1, V2)≤2 et ρ ∶ H →
Gr(2, V ∗1 ) ×Gr(2, V2) est le morphisme construit dans la section 1.5.1. On note
Y0 ∶= {(f,L) ∈W //G × P(W //G) ∣ f ∈ L} = OP(W //G)(−1)
l’éclatement de W //G en l’origine et Y1 l’éclatement de Y0 le long de la transformée stricte de
Hom(V1, V2)≤1. Nous verrons à la fin de cette section que Y1 est isomorphe à l’éclatement de la
section nulle du fibré Hom(V1/T ⊥1 , T2) au dessus de Gr(2, V ∗1 ) × Gr(2, V2) où T1 (resp. T2) est le
fibré tautologique de Gr(2, V ∗1 ) (resp. de Gr(2, V2)) et V1 désigne le fibré trivial de fibre V1 au
dessus de Gr(2, V ∗1 ) ×Gr(2, V2). Le but de cette section est de démontrer le
Théorème 2.1.25. Si n1, n2 ≥ 2, alors H ≅ Y1 est une variété lisse et γ est une résolution des
singularités de W //G.
Lorsque n1 = n2 = 2, alors on a Y1 = Y0 et γ est l’éclatement en 0 de W //G. Pour démontrer le
théorème 2.1.25, on commence par établir le cas particulier n1 = n2 = 2 (proposition 2.1.41). Le cas
général n1, n2 ≥ 2 est ensuite traité à l’aide du principe de réduction (voir la section 1.5.1).
Remarque 2.1.26. Si n1 + n2 ≤ 3, alors H ≅ W //G est une variété lisse et γ est un isomorphisme
d’après le corollaire 2.1.13.
Remarque 2.1.27. Les cas particuliers (n1 = 1, n2 > 2) et (n2 = 1, n1 > 2) ont été traités dans la
section 2.1.2.
On suppose dans un premier temps que n1 = n2 = 2.
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Points fixes de H pour l’opération de B′
On souhaite montrer que H est une variété lisse. D’après le lemme 1.2.2, il suffit de montrer que
les points fixes de H pour l’opération de B′ sont tous dans Hprin et de vérifier que la dimension de
l’espace tangent à H en chacun de ces points fixes est égale à la dimension de Hprin. On commence
donc par déterminer les points fixes de B′ dans H.
Notation 2.1.28. On note D ∶= ⟨e1 ⊗ f∗2 ⟩ l’unique droite B′-stable de V1 ⊗ V ∗2 .
On note I l’idéal de k[W ] engendré par (V1 ⊗ V ∗2 ⊗ V0)⊕ (D ⊗ sl(V )) ⊂ k[W ]2.
Remarque 2.1.29. L’idéal I est homogène, B′ × G-stable et contient l’idéal J engendré par les
G-invariants homogènes de degré positif de k[W ].
Théorème 2.1.30. L’idéal I est l’unique point fixe de H pour l’opération de B′.
Démonstration. Soit Z ∈ H(k), vu comme sous-schéma fermé de W , et IZ l’idéal de Z dans
k[W ] ≅ S(W ∗) =⊕p≥0 Sp(W ∗) où l’on identifie comme précédemment k[W ], l’algèbre des fonctions
régulières sur W , avec S(W ∗), l’algèbre symétrique de W ∗. Alors
Z ∈HB′ ⇔ ∀b ∈ B′, ∀f ∈ IZ , b.f ∈ IZ .
En particulier, IZ est nécessairement un idéal homogène puisqu’il est stable pour l’opération du
groupe des matrices scalaires inversibles qui est un sous-groupe de B′.
Donc, les points fixes de H pour l’opération de B′ correspondent exactement aux idéaux homogènes
IZ de k[W ] tels que :
i) IZ est B′ ×G-stable,
ii) k[W ]/IZ =⊕M∈Irr(G)M⊕dim(M) comme G-module.
Comme k[W ] est une algèbre graduée et que IZ est un idéal homogène, k[W ]/IZ est encore une
algèbre graduée :
k[W ]/IZ =⊕
p≥0k[W ]p/(IZ ∩ k[W ]p).
Nous allons donc pouvoir étudier IZ degré par degré.● Composante de degré 0 :
On a IZ ∩ k[W ]0 = 0, sinon IZ contient les constantes de k[W ] et donc IZ = k[W ].● Composante de degré 1 :
On a IZ ∩ k[W ]1 ≠ k[W ]1, sinon k[W ]/IZ = V0 comme G-module.● Composante de degré 2 : on utilise la décomposition (2.5).
Pour avoir la décomposition souhaitée de k[W ]/IZ comme G-module, on a nécessairement k[W ]2∩
IZ ⊇ sl(V )⊕4V0. En effet, le G-module k[W ]/IZ contient déjà une copie de la représentation triviale
(les constantes), il ne peut donc pas en contenir d’autre. Ensuite, k[W ]2 contient 4 copies de sl(V )
qui est un G-module de dimension 3, donc k[W ]2 ∩ IZ contient au moins une copie de sl(V ).
Comme k[W ]2 ∩ IZ est B′-stable, il contient D ⊗ sl(V ) car D est l’unique droite B′-stable de
V1⊗V ∗2 . Il s’ensuit que IZ contient (V1⊗V ∗2 ⊗V0)⊕ (D⊗ sl(V )) et donc IZ ⊃ I. Le lemme qui suit
implique que cette inclusion est en fait une égalité et achève ainsi la démonstration du théorème
2.1.30 :
Lemme 2.1.31. L’idéal I a pour fonction de Hilbert hW .
Preuve du lemme : On rappelle que par définition de hW , pour chaqueM ∈ Irr(G), hW (M) =
dim(M) et donc il faut montrer que
k[W ]/I = ⊕
M∈Irr(G)M
⊕dim(M)
comme G-module. On a l’inclusion d’idéaux J ⊂ I, d’où la suite exacte de B′ ×G-modules :
0→ I/J → k[W ]/J → k[W ]/I → 0
et donc
k[W ]/I ≅ k[W ]/J
I/J
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comme B′×G-module. La proposition 2.1.21 nous fournit la décomposition isotypique du G-module
k[W ]/J :
-Si M est un G-module polynomial (ou le dual d’un G-module polynomial), alors la multiplicité
de M dans k[W ]/J est dim(M).
-Sinon,M = Sk11−k22(V ) pour un unique couple k1, k2 > 0 et la multiplicité de Sk11−k22(V ) dans
k[W ]/J est égale à dim(Sk2(V1)⊗ Sk1(V ∗2 )) = (k1 + 1)(k2 + 1).
On note w ∈ W sous la forme w = ([x11 x12
x21 x22
] , [y22 y12
y21 y11
]) et on identifie k[W ] à k[xij , yij , 1 ≤
i, j ≤ 2]. D’après la proposition 2.1.20, on a
(k[W ]/J)U ≅ k[x11, x12, x11x22 − x21x12, y11, y12, y11y22 − y21y12]/K
où
K = (x11(y11y22 − y21y12), x12(y11y22 − y21y12),
y11(x11x22 − x21x12), y12(x11x22 − x21x12),(x11x22 − x21x12)(y11y22 − y21y12)).
Et (I/J)U est l’idéal de (k[W ]/J)U engendré par x11y11. Donc
I/J = ⊕
k1,k2>0 (D. (Sk2−1(V1)⊗ Sk1−1(V ∗2 )))⊗ Sk11−k22(V )
comme B′ ×G-module. Il s’ensuit que
k[W ]/I =V0 ⊕ k[V ∗1 ⊗ V ]+ ⊕ k[V ∗ ⊗ V2]+
⊕ ⎛⎝ ⊕k1,k2>0 S
k2(V1)⊗ Sk1(V ∗2 )(D.(Sk2−1(V1)⊗ Sk1−1(V ∗2 ))) ⊗ Sk11−k22(V )⎞⎠
comme B′ ×G-module, où k[V ∗1 ⊗ V ]+ (resp. k[V ∗ ⊗ V2]+) désigne l’idéal maximal homogène de
k[V ∗1 ⊗ V ] (resp. de k[V ∗ ⊗ V2]).
On remarque que les multiplicités des représentations polynomiales (et de leurs duales) dans k[W ]/I
sont les mêmes que dans k[W ]/J . En revanche, la multiplicité de Sk11−k22(V ) dans k[W ]/I est :
dim( Sk2(V1)⊗ Sk1(V ∗2 )(D.(Sk2−1(V1)⊗ Sk1−1(V ∗2 )))) = (k1 + 1)(k2 + 1) − k1k2= k1 + k2 + 1= dim(Sk11−k22(V )).
Remarque 2.1.32. On a StabG′(I) = B′, donc l’unique orbite fermée de H est isomorphe à G′/B′ ≅
P1 × P1.
Le corollaire qui suit découle du lemme 1.2.1 et du théorème 2.1.30.
Corollaire 2.1.33. Le schéma H est connexe.
Espace tangent de H en I
On note Z0 ∶= Spec(k[W ]/I). Nous allons démontrer la
Proposition 2.1.34. dim(TZ0H) = 4.
On identifie k[W ] à k[xij , yij , 1 ≤ i, j ≤ 2] comme dans la preuve du lemme 2.1.31 et on explicite
des bases de certains B′ ×G-modules qui apparaissent dans k[W ]2 :
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f1 ∶= y22x11 + y12x21
f2 ∶= y22x12 + y12x22
f3 ∶= y21x11 + y11x21
f4 ∶= y21x12 + y11x22
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ est une base de V1 ⊗ V
∗
2 ⊗ V0,
h1 ∶= x11y11
h2 ∶= x11y21
h3 ∶= x21y11
h4 ∶= x21y21
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ est une base de D ⊗ V
∗ ⊗ V ≅D ⊗ (sl(V )⊕ V0).
On reprend les notations de la section 1.2. Soient R ∶= k[W ]/I et
N ∶= ⟨f1, f2, f3, f4, h1, h2, h3, h4⟩ ⊂ k[W ]
qui est un B′ ×G-module qui engendre l’idéal I. D’après [GS, Macaulay2], les relations entre les
générateurs ci-dessus du R-module I/I2 sont données dans la table 2.1.
Table 2.1 – Relations entre les générateurs de I/I2
La colonne de gauche nous donne les générateurs considérés et chaque autre colonne fournit une
relation entre les générateurs des lignes correspondantes. En particulier, on a les relations suivantes
données par les colonnes 6, 5 et 4 respectivement :⎧⎪⎪⎪⎨⎪⎪⎪⎩
r1 ∶= −f1 ⊗ y21 + h2 ⊗ y22 + h4 ⊗ y12,
r2 ∶= −f3 ⊗ x11 + h1 ⊗ x21 + h2 ⊗ x11,
r3 ∶= f4 ⊗ x11 − h1 ⊗ x22 − h2 ⊗ x12.
On a dim(N) = 7 et donc d’après le lemme 1.2.6 on a dim(TZ0H) = 7 − rg(ρ∗). D’après le lemme
1.2.1, la variété Hprin contient au moins un point fixe pour l’opération de B′, donc Z0 ∈ Hprin et
donc dim(TZ0H) ≥ dim(Hprin) = 4. Donc, pour montrer la proposition 2.1.34, il suffit de montrer
le
Lemme 2.1.35. rg(ρ∗) ≥ 3.
Démonstration. Pour i = 1, . . . ,4, on définit ψi ∈ HomGR(R⊗N,R) par
{ ψi(hj ⊗ 1) = 0 pour j = 1, . . . ,4,
ψi(fj ⊗ 1) = δji pour j = 1, . . . ,4,
où δji est le symbole de Kronecker qui vaut 1 lorsque i = j, et qui vaut 0 sinon. Les ψi forment
une famille libre de HomGR(R⊗N,R), nous allons voir que ρ∗(ψ1), ρ∗(ψ3) et ρ∗(ψ4) forment une
famille libre de HomGR(R⊗R,R) ce qui démontrera le lemme. Soient λ1, λ3, λ4 ∈ k tels que
(2.6) ∑
i=1,3,4λi ρ∗(ψi) = 0.
On évalue (2.6) en r1 ⊗ 1, on obtient :
0 =∑i=1,3,4λi ρ∗(ψi)(r1 ⊗ 1)=∑i=1,3,4λi ψi(r1)=∑i=1,3,4λi ψi(−f1 ⊗ y21 + h2 ⊗ y22 + h4 ⊗ y12)= −λ1 y21.
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On évalue (2.6) en r2 ⊗ 1, on obtient : 0 = −λ3 x11.
On évalue (2.6) en r3 ⊗ 1, on obtient : 0 = λ4 x11.
On en déduit que (λ1, λ3, λ4) = (0,0,0) et donc ρ∗(ψ1), ρ∗(ψ3) et ρ∗(ψ4) forment bien une famille
libre dans Im(ρ∗).
Remarque 2.1.36. D’après [GS, Macaulay2], une famille de générateurs duR-module HomR(I/I2,R)
est donnée dans la table 2.2.
Table 2.2 – Générateurs du R-module HomR(I/I2,R)
La colonne de gauche donne des générateurs du R-module I/I2 et chaque autre colonne représente
un R-morphisme qui à l’élément de I/I2 de la colonne de gauche associe l’élément de R situé sur la
même ligne. On note Φi le morphisme associé à la colonne i+1. On vérifie que les quatre morphismes
Φ1, Φ11, y12Φ8+y22Φ10, x12Φ7+x22Φ9 sont G-équivariants et linéairement indépendants. Ils forment
donc une base de l’espace vectoriel HomGR(I/I2,R). Ensuite, d’après la suite exacte (1.6), le module
HomGR(I/I2,R) s’identifie à un B′-sous-module de HomG(N,R) ≅ (V ∗1 ⊗ V2) ⊕ (D∗ ⊗ V1⊗V ∗2D ). Or
Φ11, y12Φ8 + y22Φ10 et x12Φ7 +x22Φ9 définissent des éléments de D∗ ⊗ V1⊗V ∗2D tandis que Φ1 définit
un élément de V ∗1 ⊗ V2, donc nécessairement ⟨Φ1⟩ est l’unique droite B′-stable de V ∗1 ⊗ V2 et donc
HomGR(I/I2,R) ≅D∗ ⊕ (D∗ ⊗ V1 ⊗ V ∗2D )
comme B′-module.
On déduit du lemme 1.2.2 et de ce qui précède le
Corollaire 2.1.37. H =Hprin est une variété lisse de dimension 4.
Construction d’un morphisme G′-équivariant δ ∶ H → P(W //G)
Le lemme qui suit découle de la théorie classique des invariants de manière analogue au lemme
1.5.1.
Lemme 2.1.38. Le k[W ]G-module k[W ](sl(V )) est engendré par HomG(sl(V ), k[W ]2).
Lemme 2.1.39. On a un isomorphisme de G′-modules
HomG(sl(V ), k[W ]2) ≅ V1 ⊗ V ∗2 .
Démonstration. On a
HomG(sl(V ), k[W ]2) ≅ HomG(sl(V ), V1 ⊗ V ∗ ⊗ V ⊗ V ∗2 ) d’après (2.5),≅ V1 ⊗ V ∗2 puisque V ∗ ⊗ V ≅ sl(V )⊕ V0.
La proposition 1.3.1 et le lemme 2.1.39 nous donnent un morphisme G′-équivariant :
H → P(V1 ⊗ V ∗2 ).
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Puis V1 ⊗ V ∗2 = det(V1)⊗ V ∗1 ⊗ V2 ⊗ det−1(V2) comme G′-module donc
P(V1 ⊗ V ∗2 ) = P(det(V1)⊗ V ∗1 ⊗ V2 ⊗ det−1(V2))(2.7) = P(V ∗1 ⊗ V2)= P(W //G)
comme G′-variétés. On a donc un morphisme G′-équivariant :
(2.8) δ ∶ H → P(W //G).
Le morphisme γ × δ est un isomorphisme entre H et Y0
On rappelle que l’on note
Y0 ∶= {(f,L) ∈W //G × P(W //G) ∣ f ∈ L} = OP(W //G)(−1)
l’éclatement en 0 de W //G = Hom(V1, V2). L’opération de G′ dans W //G induit une opération de
G′ dans W //G × P(W //G) qui préserve Y0. On montre alors, en procédant comme dans la preuve
du lemme 1.5.19, que le morphisme γ × δ envoie H dans Y0. Ensuite, on a le
Lemme 2.1.40. Le morphisme γ × δ ∶ H → Y0 est quasi-fini.
Démonstration. On note comme précédement Z0 l’unique point fixe de H pour l’opération de B′
et soit y0 ∶= (γ × δ)(Z0). Nous allons montrer dans un premier temps que l’ensemble (γ × δ)−1(y0)
est formé de Z0. Soit Z ∈H tel que (γ × δ)(Z) = y0. D’une part γ(Z) = 0, donc IZ ⊃ V1 ⊗ V ∗2 ⊗ V0.
D’autre part δ(Z) = δ(Z0) = D ∈ P(V1 ⊗ V ∗2 ), donc IZ ⊃ D ⊗ sl(V ). Le lemme 2.1.31 permet alors
de conclure que Z = Z0. Puis
E ∶= {Z ∈H tel que la fibre en y ∶= (γ × δ)(Z) est de dimension ≥ 1}
est un fermé (G′-stable) de H d’après [Har77, Exercice II.3.22]. D’après le lemme 1.2.1 et ce qui
précède, l’ensemble E est vide et le résultat s’ensuit.
Proposition 2.1.41. Le morphisme γ × δ ∶ H → Y0 est un isomorphisme.
Démonstration. La variété Y0 est lisse, donc normale et le morphisme γ×δ ∶ H → Y0 est birationnel,
propre et quasi-fini d’après le lemme 2.1.40, donc d’après le théorème principal de Zariski, c’est un
isomorphisme.
Cas n1, n2 ≥ 2
Nous allons utiliser le principe de réduction (voir la section 1.5.1) afin de traiter le cas général du
théorème 2.1.25 en nous ramenant au cas n1 = n2 = 2.
Notation 2.1.42. Pour tout L ∈ P(W //G) = P(Hom(V1, V2)≤2), on note :● Ker(L) ∶= Ker(l),● Im(L) ∶= Im(l),● rg(L) ∶= rg(l),
où l est n’importe quel élément non-nul de L.
Si rg(L) = 2, on note L ∧L ∶= ⟨l ∧ l⟩ ∈ P(Hom(Λ2(V1),Λ2(V2))).
Enfin, on note ι1 ∶ Gr(2, V ∗1 ) → P(Λ2(V ∗1 )) et ι2 ∶ Gr(2, V2) → P(Λ2(V2)) les plongements de
Plücker de Gr(2, V ∗1 ) et Gr(2, V2) respectivement.
On considère la variété
Z ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩(f,L,E1,E2) ∈W //G × P(W //G) ×Gr(2, V ∗1 ) ×Gr(2, V2)
RRRRRRRRRRRRR
f ∈ L,
E⊥1 ⊂ Ker(L),
Im(L) ⊂ E2.
⎫⎪⎪⎪⎬⎪⎪⎪⎭
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alors on a le diagramme
Z
q1

q2
'' ''
Y0 Gr(2, V ∗1 ) ×Gr(2, V2)
où q1 et q2 sont les projections naturelles. La variété Y1 a été définie au début de la section 2.1.4.
Lemme 2.1.43. On a un isomorphisme de variétés Y1 ≅ Z et via cet isomorphisme, l’éclatement
Y1 → Y0 s’identifie au morphisme q1 ∶ Z → Y0.
Démonstration. On commence par remarquer que, si L ∈ P(W //G) est tel que rg(L) = 2 et si l un
élément non-nul de L, alors l∧l ∈ Hom(Λ2(V1),Λ2(V2))≤1 et donc L∧L ∈ P(Hom(Λ2(V1),Λ2(V2))≤1).
On note F0 la transformée stricte de Hom(V1, V2)≤1 via l’éclatement Y0 → Hom(V1, V2)≤2 et on
considère
α ∶ Y0 // P(Hom(Λ2(V1),Λ2(V2))≤1)
l’application rationnelle définie sur
U ∶= {(f,L) ∈ Y0 ∣ rg(L) = 2} = Y0/F0
par α(f,L) = L ∧L. On note
Γ ⊂ Y0 × P(Hom(Λ2(V1),Λ2(V2))≤1)
le graphe de l’application α. Alors
Γ = {(f,L,E) ∈ U × P(Hom(Λ2(V1),Λ2(V2))≤1) ∣ L ∧L = E}.
L’adhérence de Γ dans Y0 × P(Hom(Λ2(V1),Λ2(V2))≤1) est donnée par
Γ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩(f,L,E) ∈ Y0 × P(Hom(Λ2(V1),Λ2(V2))≤1)
RRRRRRRRRRRRR
∀l ∈ L, l ∧ l ∈ E,
Im(E) ∈ ι2(Gr(2, V2)),
Ker(E)⊥ ∈ ι1(Gr(2, V ∗1 )).
⎫⎪⎪⎪⎬⎪⎪⎪⎭
où Im(E) ∶= Im(g) et Ker(E) ∶= Ker(g) pour n’importe quel élément non-nul g ∈ E.
Fait : le morphisme Γ→ Y0, (f,L,E)↦ (f,L) est l’éclatement de Y0 le long du fermé F0.
On commence par construire un recouvrement de Y0 par des ouverts affines. On a P(W //G) ⊂
P(Hom(V1, V2)) ≅ P(Mn2,n1(k)), où l’on rappelle que l’on identifie Hom(V1, V2) avec Mn2,n1(k)
via les bases fixées dans la section 1.4.1. Quels que soient 1 ≤ i ≤ n2 et 1 ≤ j ≤ n1, on note
Oi,j l’ouvert affine de P(Mn2,n1(k)) obtenu en fixant la coordonnée (i, j) égale à 1. Puis, on
note Y i,j0 ∶= {(f, l) ∈ W //G × (P(W //G) ∩Oi,j) ∣ f ∈ ⟨l⟩} qui est un ouvert affine (éventuellement
vide) de Y0. Alors Y0 = ⋃i,j Y i,j0 est un recouvrement de Y0 par des ouverts affines. Ensuite,
on note I le faisceau d’idéaux de F0 dans Y0. Alors I∣Y i,j0 est l’idéal de k[Y i,j0 ] engendré par
les mineurs de taille 2 de la matrice l. Et la restriction de α à Y i,j0 est l’application rationnelle
αi,j ∶ Y i,j0 // P(Hom(Λ2(V1),Λ2(V2))≤1) définie sur Ui,j ∶= {(f, l) ∈ Y i,j0 ∣ rg(l) = 2} par
αi,j(f, l) = ⟨l ∧ l⟩. On note Γi,j ⊂ Y i,j0 × P(Hom(Λ2(V1),Λ2(V2))≤1) le graphe de l’application αi,j ,
alors d’après [EH01, Proposition IV.22], le morphisme Γi,j → Y i,j0 , (f, l,E)↦ (f, l) est l’éclatement
de Y i,j0 le long du fermé F0 ∩ Y i,j0 . Enfin, ces éclatements se recollent pour donner le morphisme
Γ→ Y0, (f,L,E)↦ (f,L) ce qui montre le fait annoncé.
Il reste à voir que Γ est isomorphe à Z. On a un isomorphisme
P(Hom(Λ2(V1),Λ2(V2))≤1) ≅ P(Λ2(V1)∗) × P(Λ2(V2))
E ↦ (Ker(E)⊥, Im(E))
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donné par le plongement de Segre. On en déduit un isomorphisme
Γ ≅
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩(f,L,L1, L2) ∈ Y0 × P(Λ
2(V1)∗) × P(Λ2(V2))
RRRRRRRRRRRRRRRRRR
∀l ∈ L, on a { Ker(l ∧ l)⊥ ⊂ L1,
Im(l ∧ l) ⊂ L2,
L1 ∈ ι1(Gr(2, V ∗1 )),
L2 ∈ ι2(Gr(2, V2)).
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ .
Soit f ∈ Hom(V1, V2)≤2, alors f∧f ∈ Hom(Λ2(V1),Λ2(V2))≤1 et on a deux cas de figure : si rg(f) ≤ 1,
alors f ∧ f = 0, sinon Im(f ∧ f) = L2 pour un certain L2 ∈ ι2(Gr(2, V2)) et Ker(f ∧ f)⊥ = L1 pour
un certain L1 ∈ ι1(Gr(2, V ∗1 )). Pour i = 1,2, on note Ei l’antécédent de Li par ιi. Alors on a les
équivalences
Im(f ∧ f) = L2 ⇔ Im(f) = E2,
Ker(f ∧ f)⊥ = L1 ⇔ Ker(f)⊥ = E1.
Il s’ensuit que
Γ ≅ {(f,L,E1,E2) ∈ Y0 ×Gr(2, V ∗1 ) ×Gr(2, V2) ∣ E⊥1 ⊂ Ker(L) et Im(L) ⊂ E2} = Z.
On identifie la variété Y1 à Z grâce au lemme 2.1.43. L’opération naturelle de G′ dans W //G×
P(W //G) × Gr(2, V ∗1 ) × Gr(2, V2) stabilise Y1. On fixe (E1,E2) ∈ Gr(2, V ∗1 ) × Gr(2, V2), alors on
a un isomorphisme Gr(2, V ∗1 ) × Gr(2, V2) ≅ G′/P où P est le stabilisateur de (E1,E2) dans G′.
La projection q2 ∶ Y1→G′/P est un morphisme G′-équivariant et donc, d’après (1.26), on a un
isomorphisme G′-équivariant
Y1 ≅ G′×PF ′′
où F ′′ est la fibre schématique du morphisme q2 en (E1,E2). On a
F ′′ = {(f,L) ∈ Hom(V1/E⊥1 ,E2) × P(Hom(V1/E⊥1 ,E2)) ∣ f ∈ L}= Bl0(Hom(V1/E⊥1 ,E2))
qui est l’éclatement en 0 de Hom(V1/E⊥1 ,E2). Et P opère dans F ′′ de la façon suivante :∀p = (p1, p2) ∈ P,∀(f,L) ∈ F ′′, p.(f,L) = (p2 ○ f ○ p−11 , ⟨p2 ○ l ○ p−11 ⟩)
où l est n’importe quel élément non nul de L.
Avec les notations du début de la section 2.1.4, on remarque que Y1 est l’espace total du fibré
Bl0(Hom(V1/T ⊥1 , T2)) au dessus de G′/P ; celui-ci s’obtient en éclatant la section nulle dans le fibré
Hom(V1/T ⊥1 , T2).
Par ailleurs, d’après les propositions 1.5.6 et 2.1.41, on a un isomorphisme G′-équivariant
H ≅ G′×PBl0(Hom(V1/E⊥1 ,E2))
où l’opération de P dans Bl0(Hom(V1/E⊥1 ,E2)) coïncide avec celle de P dans F ′′. On a donc un
isomorphisme G′-équivariant :
(2.9) H ≅ Y1.
On reprend les notations de la section 1.5.1 :
● W ′ ∶= Hom(V1/E⊥1 , V ) ×Hom(V,E2) ⊂W ,● H′ ∶= HilbGhW (W ′) ⊂H,● γ′ ∶ H′ →W ′//G le morphisme de Hilbert-Chow,
● δ′ ∶ H′ → P(W ′//G) le morphisme (2.8).
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D’après la proposition 2.1.14, on a hW ′ = hW , et donc H′ est simplement le schéma de Hilbert
invariant étudié précédement (avec n1 = n2 = 2). Puis, d’après la proposition 2.1.41, γ′ × δ′ ∶H′ → Bl0(W ′//G) est un isomorphisme P -équivariant et donc le morphisme induit G′×PH′ →
G′×PBl0(W ′//G) est un isomorphisme G′-équivariant. Les observations précédentes et le corollaire
1.5.10 nous donnent le diagramme commutatif suivant :
(2.10) G′×PH′ G′×P γ′ //
≅ ''
ψ1 ≅

G′×PW ′//G
φ

G′×PBl0(W ′//G) pr1,2
66
≅

H γ //
≅
((
W //G
Y1
pr1
66
où
pr1,2 ∶ G′×PBl0(W ′//G) → G′×PW ′//G(g′, f,L)P ↦ (g′, f)P
et
pr1 ∶ Y1 → W //G(f,L,E1,E2) ↦ f.
On identifie H à Y1 grâce à l’isomorphisme (2.9), alors γ s’identifie à la composition des éclatements
Y1 → Y0 →W //G. En particulier γ est une résolution de W //G.
2.1.5 Etude du cas dim(V ) = 3
Dans toute cette section, on fixe n = 3. On a G ≅ GL3(k), W //G = Hom(V1, V2)≤3 et ρ ∶ H →
Gr(3, V ∗1 ) ×Gr(3, V2) est le morphisme construit dans la section 1.5.1. Nous allons démontrer le
Théorème 2.1.44. Si n1, n2 ≥ 3, alors H est connexe et singulier.
Lorsque n1 = n2 = 3, la connexité de H est donnée par le corollaire 2.1.52 et la non-lissité deH est donnée par le corollaire 2.1.57. Le cas général n1, n2 ≥ 3 se déduit immédiatement du cas
particulier n1 = n2 = 3 par la proposition 1.5.6.
Remarque 2.1.45. Si n1 + n2 ≤ 4, alors H ≅ W //G est une variété lisse et γ est un isomorphisme
d’après le corollaire 2.1.13.
Remarque 2.1.46. Les cas particuliers suivants ne sont pas traités par le théorème 2.1.25 :● n1 = 2 et n2 ≥ 3,● n2 = 2 et n1 ≥ 3,
mais les cas particuliers n1 = 1 ou n2 = 1 ont été traités dans la section 2.1.2.
On suppose dorénavant que n1 = n2 = 3.
Points fixes de H pour l’opération de B′
On souhaite montrer que H est singulier. D’après le lemme 1.2.2, il suffit de déterminer un point
fixe de Hprin pour l’opération de B′ tel que la dimension de l’espace tangent à H en ce point soit
différente de la dimension de Hprin. On commence donc par déterminer les points fixes de B′ dansH.
On rappelle que
k[W ]2 = (S2(V1)⊗ S2(V ∗))⊕ (S2(V )⊗ S2(V ∗2 ))⊕ (Λ2(V1)⊗Λ2(V ∗))⊕ (Λ2(V )⊗Λ2(V ∗2 ))⊕ (V1 ⊗ V ∗2 ⊗ sl(V ))⊕ (V1 ⊗ V ∗2 ⊗ V0)
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comme G′ ×G-module (c’est l’isomorphisme (2.5)). Et on a
k[W ]3 = S3((V1 ⊗ V ∗)⊕ (V ⊗ V ∗2 ))(2.11) = S3(V1 ⊗ V ∗)⊕ (S2(V1 ⊗ V ∗)⊗ V ⊗ V ∗2 )⊕ (V1 ⊗ V ∗ ⊗ S2(V ⊗ V ∗2 ))⊕ S3(V ⊗ V ∗2 )= S3(V1 ⊗ V ∗)⊕ (((S2(V1)⊗ S2(V ∗))⊕ (Λ2(V1)⊗Λ2(V ∗)))⊗ V ⊗ V ∗2 )⊕ (V1 ⊗ V ∗ ⊗ ((S2(V )⊗ S2(V ∗2 ))⊕ (Λ2(V )⊗Λ2(V ∗2 ))))⊕ S3(V ⊗ V ∗2 )= S3(V1 ⊗ V ∗)⊕ S3(V ⊗ V ∗2 )⊕ (S2(V1)⊗ V ∗2 ⊗ (V ∗ ⊕ S1−23(V )))⊕ (Λ2(V1)⊗ V ∗2 ⊗ (V ∗ ⊕ S1−2−3(V )))⊕ (V1 ⊗ S2(V ∗2 )⊗ (V ⊕ S21−3(V )))⊕ (V1 ⊗Λ2(V ∗2 )⊗ (V ⊕ S1+2−3(V )))
comme G′ ×G-module.
Notation 2.1.47. On note● E ∶= ⟨e1 ⊗ (f∗2 ∧ f∗3 ), e2 ⊗ (f∗2 ∧ f∗3 ), e1 ⊗ (f∗1 ∧ f∗3 )⟩,● F ∶= ⟨(e1 ∧ e2)⊗ f∗3 , (e1 ∧ e2)⊗ f∗2 , (e1 ∧ e3)⊗ f∗3 ⟩,
qui sont des B′-sous-modules de V1 ⊗Λ2(V ∗2 ) et Λ2(V1)⊗ V ∗2 respectivement.
On note D l’unique droite B′-stable de V1 ⊗ V ∗2 .
Enfin, on note I l’idéal de k[W ] engendré par (V1 ⊗ V ∗2 ⊗ V0) ⊕ (D ⊗ sl(V )) ⊂ k[W ]2 et par(F ⊗ S1−2−3(V ))⊕ (E ⊗ S1+2−3(V )) ⊂ k[W ]3.
Remarque 2.1.48. L’idéal I est homogène, B′ × G-stable et contient l’idéal J engendré par les
G-invariants homogènes de degré positif de k[W ].
Théorème 2.1.49. L’idéal I est l’unique point fixe de H pour l’opération de B′.
Démonstration. Les points fixes de H pour l’opération de B′ correspondent exactement aux idéaux
homogènes IZ de k[W ] tels que :
i) IZ est B′ ×G-stable,
ii) k[W ]/IZ =⊕M∈Irr(G)M⊕dim(M) comme G-module.
Soit IZ un tel point fixe, alors on peut étudier IZ degré par degré. En raisonnant comme dans la
preuve du théorème 2.1.30 pour l’étude des composantes de degré 0, 1 et 2 de IZ , on montre que
IZ contient (V1 ⊗ V ∗2 ⊗ V0)⊕ (D ⊗ sl(V )) ⊂ k[W ]2.
En particulier IZ ⊃ J . On s’intéresse maintenant à la composante de degré 3 de IZ . On a les
dimensions suivantes :
{ dim(S1−2−3(V )) = dim(S1+2−3(V )) = 6,
dim(Λ2(V1)⊗ V ∗2 ) = dim(V1 ⊗Λ2(V ∗2 )) = 9.
Donc pour avoir la décomposition souhaitée de k[W ]/IZ comme G-module, k[W ]3 ∩ IZ contient
nécessairement trois copies de S1−2−3(V ) et trois copies de S1+2−3(V ). Comme k[W ]3 ∩ IZ est
B′-stable, il contient (M2⊗S1−2−3(V ))⊕(M1⊗S1+2−3(V )) oùM2 (resp.M1) est un sous-espace
B′-stable de dimension 3 de V1 ⊗Λ2(V ∗2 ) (resp. de Λ2(V1)⊗ (V ∗2 )). On note E1 ∶= V1 ⊗ ⟨f∗2 ∧ f∗3 ⟩,
E2 ∶= E et E3 ∶= ⟨e1⟩ ⊗ Λ2(V ∗2 ) qui sont des B′-sous-modules de V1 ⊗ Λ2(V ∗2 ), et on note F1 ∶=
Λ2(V1) ⊗ ⟨f∗3 ⟩, F2 ∶= F et F3 ∶= ⟨e1 ∧ e2⟩ ⊗ V ∗2 qui sont des B′-sous-modules de Λ2(V1) ⊗ V ∗2 . On
vérifie que les B′-modules E1, E2 et E3 (resp. F1, F2 et F3) sont les seuls B′-sous-modules de
dimension 3 de V1 ⊗ Λ2(V ∗2 ) (resp. de Λ2(V1) ⊗ V ∗2 ). On a donc a priori neuf façons de choisir
des générateurs pour IZ en degré 3 : pour 1 ≤ i, j ≤ 3, on note Ii,j l’idéal de k[W ] engendré par(V1 ⊗ V ∗2 ⊗ V0)⊕ (D ⊗ sl(V )) ⊂ k[W ]2 et par (Fi ⊗ S1−2−3(V ))⊕ (Ej ⊗ S1+2−3(V )) ⊂ k[W ]3.
Alors I2,2 = I et le lemme qui suit montre que nécessairement IZ ⊃ I.
Lemme 2.1.50. Si IZ est un idéal G-stable contenant Ii,j avec (i, j) ≠ (2,2), alors IZ ne peut pas
avoir la fonction de Hilbert hW .
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Preuve du lemme. On suppose par exemple que j = 3 et soit i quelconque. On note w ∈W sous
la forme
w = ⎛⎜⎝
⎡⎢⎢⎢⎢⎢⎣
x11 x12 x13
x21 x22 x23
x31 x32 x33
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
y33 y23 y13
y32 y22 y12
y31 y21 y11
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠
et on identifie k[W ] à k[xij , yij , 1 ≤ i, j ≤ 3]. D’après la proposition 2.1.20, l’idéal (Ii,3/J)U de(k[W ]/J)U contient les éléments suivants :⎧⎪⎪⎪⎨⎪⎪⎪⎩
x11(y22y11 − y21y12),
x11(y23y11 − y13y21),
x11(y12y23 − y13y22),
qui forment une base du B′ × T -sous-module E3 ⊗ (S1+2−3(V ))U de (k[W ]/J)U .
D’après la proposition 2.1.21, le G-module S1+2−23(V ) apparaît dans k[W ]/J uniquement dans
k[W ]4/(k[W ]4∩J) et avec une multiplicité égale à 18, cette multiplicité étant égale à la dimension
de l’espace vectoriel engendré dans (k[W ]/J)U par l’ensemble K suivant :
K
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x211(y22y11 − y12y21),
x212(y22y11 − y12y21),
x213(y22y11 − y12y21),
x11x12(y22y11 − y12y21),
x11x13(y22y11 − y12y21),
x12x13(y22y11 − y12y21),
x211(y23y11 − y13y21),
x212(y23y11 − y13y21),
x213(y23y11 − y13y21),
x11x12(y23y11 − y13y21),
x11x13(y23y11 − y13y21),
x12x13(y23y11 − y13y21),
x211(y12y23 − y13y22),
x212(y12y23 − y13y22),
x213(y12y23 − y13y22),
x11x12(y12y23 − y13y22),
x11x13(y12y23 − y13y22),
x12x13(y12y23 − y13y22).
Montrons que la multiplicité du G-module S1+2−23(V ) dans k[W ]4/(k[W ]4∩Ii,3) est strictement
inférieure à dim(S1+2−23(V )) = 10. Pour calculer cette multiplicité, il suffit de calculer la dimen-
sion de l’espace vectoriel engendré par K ′ ⊂K dans (k[W ]/J)U , où K ′ est obtenu en supprimant
les éléments de K qui appartiennent à l’idéal (Ii,3/J)U . On obtient :
K ′
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x212(y22y11 − y12y21),
x213(y22y11 − y12y21),
x12x13(y22y11 − y12y21),
x212(y23y11 − y13y21),
x213(y23y11 − y13y21),
x12x13(y23y11 − y13y21),
x212(y12y23 − y13y22),
x213(y12y23 − y13y22),
x12x13(y12y23 − y13y22).
Donc K ′ engendre un espace vectoriel de dimension 9, et donc on ne va jamais avoir 10 copies de
S1+2−23(V ) dans un quotient de k[W ]/Ii,3, ce qui montre le lemme pour j = 3. Le cas j = 1 se
démontre de manière analogue.
D’après le lemme 1.2.1, le schéma H admet au moins un point fixe IZ pour B′ et d’après le
lemme 2.1.50, on a nécessairement IZ ⊃ I. Puis, d’après le corollaire 2.1.24, l’idéal IZ admet la
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fonction de Hilbert classique suivante :
∀p ∈ N, fIZ (p) = ∑(r1,r2,r3)∈Z3
r1≥r2≥r3∣r1∣+∣r2∣+∣r3∣=p
(dim(Sr11+r22+r33(V )))2.
D’après la formule des dimensions de Weyl, on a
dim(Sr11+r22+r33(V )) = 1
2
(1 + r1 − r2)(2 + r1 − r3)(1 + r2 − r3).
Donc
fIZ (p) = ∑(r1,r2,r3)∈Z3
r1≥r2≥r3∣r1∣+∣r2∣+∣r3∣=p
1
4
(1 + r1 − r2)2(2 + r1 − r3)2(1 + r2 − r3)2.
Après développement puis simplification, on obtient :
∀p ≥ 0, fIZ (p) = 1 + 12235 p + 1654315 p2 + 547120p3 + 9136p4 + 3740p5 + 79360p6 + 13420p7 + 1504p8.
Par ailleurs, un calcul direct avec [GS, Macaulay2] de la fonction de Hilbert classique de l’idéal I
nous donne fI = fIZ et donc IZ = I, ce qui achève la preuve du théorème 2.1.49.
Remarque 2.1.51. On a StabG′(I) = B′, donc l’unique orbite fermée de H est isomorphe à G′/B′.
Le corollaire qui suit découle du lemme 1.2.1 et du théorème 2.1.49.
Corollaire 2.1.52. Le schéma H est connexe.
Espace tangent de H en I
On note Z0 ∶= Spec(k[W ]/I). Nous allons démontrer la
Proposition 2.1.53. dim(TZ0H) = 12.
Pour démontrer cette proposition, nous allons procéder comme pour la proposition 2.1.34. Cette
section est essentiellement calculatoire et on recommande donc au lecteur qui souhaite s’épargner
un mal de tête d’en admettre les résultats sans trop s’attarder sur les démonstrations.
On identifie k[W ] à k[xij , yij , 1 ≤ i, j ≤ 3] comme dans la preuve du lemme 2.1.50 et on explicite
des bases de certains G-modules qui apparaissent dans k[W ] :
f1 ∶= y33x11 + y23x21 + y13x31
f2 ∶= y33x12 + y23x22 + y13x32
f3 ∶= y33x13 + y23x23 + y13x33
f4 ∶= y32x11 + y22x21 + y12x31
f5 ∶= y32x12 + y22x22 + y12x32
f6 ∶= y32x13 + y22x23 + y12x33
f7 ∶= y31x11 + y21x21 + y11x31
f8 ∶= y31x12 + y21x22 + y11x32
f9 ∶= y31x13 + y21x23 + y11x33
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de V1 ⊗ V ∗2 ⊗ V0,
h1 ∶= x11y11
h2 ∶= x11y21
h3 ∶= x11y31
h4 ∶= x21y11
h5 ∶= x21y21
h6 ∶= x21y31
h7 ∶= x31y11
h8 ∶= x31y21
h9 ∶= x31y31
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de D ⊗ V ∗ ⊗ V ≅D ⊗ (sl(V )⊕ V0),
Ronan Terpereau 53
s1 ∶= x12(y22y11 − y21y12)
s2 ∶= x12(y32y11 − y31y12)
s3 ∶= x22(y32y11 − y31y12)
s4 ∶= x12(y32y21 − y31y22)
s5 ∶= x22(y32y21 − y31y22)
s6 ∶= x32(y32y21 − y31y22)
s7 ∶= x22(y22y11 − y21y12)
s8 ∶= x32(y22y11 − y21y12)
s9 ∶= x32(y32y11 − y31y12)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de e2 ⊗ (f∗n−1 ∧ f∗n)⊗Λ2(V )⊗ V ∗ ⊂ k[W ]3,
t1 ∶= y12(x22x11 − x21x12)
t2 ∶= y12(x32x11 − x31x12)
t3 ∶= y22(x32x11 − x31x12)
t4 ∶= y12(x32x21 − x31x22)
t5 ∶= y22(x32x21 − x31x22)
t6 ∶= y32(x32x21 − x31x22)
t7 ∶= y22(x22x11 − x21x12)
t8 ∶= y32(x22x11 − x21x12)
t9 ∶= y32(x32x11 − x31x12)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de (e1 ∧ e2)⊗ f∗n−1 ⊗Λ2(V ∗)⊗ V ⊂ k[W ]3.
Alors
N ∶= ⟨f1, . . . , f9, h1, . . . , h9, s1, . . . , s6, t1, . . . , t6⟩ ⊂ k[W ]
est un G-module qui engendre l’idéal I. On note R ∶= k[W ]/I. On a le
Lemme 2.1.54. dim(HomGR(I/I2,R)) ≥ 12.
Démonstration. D’après [GS, Macaulay2], une famille de générateurs du R-module HomR(I/I2,R)
est donnée dans la table 2.3. On note Φi le morphisme donné par la i + 1-ème colonne de cette
matrice. On vérifie que les douze morphismes suivants sont G-équivariants et linéairement indé-
pendants :● Φ1● Φ20,● Φ21,● Φ22,● Φ23,● Φ24,● −x13Φ12 + x23Φ16 + x33Φ18,● y13Φ13 + y23Φ14 + y33Φ19,● y12Φ8 − y22Φ9 − y32Φ10,● y13Φ8 − y23Φ9 − y33Φ10,● x12Φ11 − x22Φ15 − x32Φ17,● x13Φ11 − x23Φ15 − x33Φ17.
Il s’ensuit que HomGR(I/I2,R) est de dimension au moins 12.
On reprend les notations de la section 1.2. On a dim(N) = 29 et donc d’après le lemme 1.2.6,
on a dim(TZ0H) = 29 − rg(ρ∗). Puis, d’après le lemme 2.1.54, on a rg(ρ∗) ≤ 17 et donc il suffit de
montrer que rg(ρ∗) ≥ 17 pour prouver la proposition 2.1.53.
Pour i = 1, . . . ,9, on définit ψi ∈ HomGR(R⊗N,R) par⎧⎪⎪⎪⎨⎪⎪⎪⎩
ψi(fj ⊗ 1) = δji pour j = 1, . . . ,9,
ψi(hj ⊗ 1) = 0 pour j = 1, . . . ,9,
ψi(sj ⊗ 1) = ψi(tj ⊗ 1) = 0 pour j = 1, . . . ,6,
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Table 2.3 – Générateurs du R-module HomR(I/I2,R)
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φ1 φ2 φ3 φ4 φ5
fi, 1 ≤ i ≤ 9 0 0 0 0 0
h1 ∶= x11y11 x11y13 x12y13 x13y11 x13y12 x13y13
s1 ∶= x12(y22y11 − y21y12) 0 0 0 0 0
t1 ∶= y12(x22x11 − x21x12) 0 0 0 0 0
γ1 γ2 δ1 δ2
0 0 0 0
0 0 0 0
x11(y22y13 − y23y12) x13(y22y13 − y23y12) 0 0
0 0 y11(x22x13 − x23x12) y13(x22x13 − x23x12)
Table 2.4 –
où δji est le symbole de Kronecker.
Ensuite, on définit les neuf éléments φ1, . . . , φ5, γ1, γ2, δ1, δ2 de HomG(N,R) dans la table 2.4 de
la façon suivante : pour chaque colonne 2 à 10, la première ligne indique le nom du morphisme et
chaque autre ligne donne l’image dans R de l’élément de N donné dans la première colonne. Et les
images de f1, . . . , f9, h1, s1, t1 déterminent entièrement chaque morphisme par G-équivariance.
Enfin, on identifie ces morphismes à des éléments de HomGR(R⊗N,R) via l’isomorphisme HomG(N,R) ≅
HomGR(R⊗N,R). Par ailleurs, [GS, Macaulay2] nous donne les relations suivantes entre les géné-
rateurs du R-module I/I2 définis précédement :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
r1 ∶= −h1 ⊗ y21 + h2 ⊗ y11,
r2 ∶= −f1 ⊗ y21 + h2 ⊗ y33 + h5 ⊗ y23 + h8 ⊗ y13,
r3 ∶= −f4 ⊗ y21 + h2 ⊗ y32 + h5 ⊗ y22 + h8 ⊗ y12,
r4 ∶= −f7 ⊗ y21 + h2 ⊗ y31 + h5 ⊗ y21 + h8 ⊗ y11,
r5 ∶= −f8 ⊗ x21 + h4 ⊗ y32 + h5 ⊗ y22 + h6 ⊗ y12,
r6 ∶= −f9 ⊗ x21 + h4 ⊗ y33 + h5 ⊗ y23 + h6 ⊗ y13,
r7 ∶= f6 ⊗ x12y11 − f9 ⊗ x12y12 − s1 ⊗ x23 − s7 ⊗ x13,
r8 ∶= −f1 ⊗ x22y12 + f2 ⊗ x21y12 + t1 ⊗ y33 − t2 ⊗ y13,
r9 ∶= f5 ⊗ x12y11 − f9 ⊗ x12y12 − s1 ⊗ x22 − s7 ⊗ x12,
r10 ∶= −h1 ⊗ x32y22 − h2 ⊗ (x22y22 + x12y32) + s1 ⊗ x31 − t7 ⊗ y21 + t8 ⊗ y11.
Remarque 2.1.55. Ces relations ne suffisent pas à engendrer le module des relations entre les
générateurs de I/I2.
Le lemme qui suit achève la preuve de la proposition 2.1.53 :
Lemme 2.1.56. rg(ρ∗) ≥ 17.
Démonstration. Soit (λ1, λ2, λ4, . . . , λ9, α1, . . . , α5, 1, 2, β1, β2) ∈ k17 tel que
(2.12) ∑
1≤i≤9
i≠3
λi ρ
∗(ψi) + ∑
1≤j≤5αj ρ∗(φj) + 1ρ∗(γ1) + 2ρ∗(γ2) + β1ρ∗(δ1) + β2ρ∗(δ2) = 0.
On évalue (2.12) en r1 ⊗ 1, on obtient :
α2x12(y11y23 − y13y21) + α4x13(y11y22 − y12y21) + α5x13(y11y23 − y13y21) = 0.
Donc α2 = α4 = α5 = 0.
On évalue (2.12) en r2 ⊗ 1, r3 ⊗ 1, r4 ⊗ 1, r5 ⊗ 1, r6 ⊗ 1 successivement, on obtient λ1 = λ4 = λ7 =
λ8 = λ9 = 0.
On évalue (2.12) en r7 ⊗ 1, on obtient λ6 = 1 = 2 = 0.
On évalue (2.12) en r8 ⊗ 1, on obtient λ2 = β1 = β2 = 0.
On évalue (2.12) en r9 ⊗ 1, on obtient λ5 = 0.
On évalue (2.12) en r10 ⊗ 1, on obtient α1 = α3 = 0.
Donc {ρ∗(ψi), 1 ≤ i ≤ 9, i ≠ 3} ∪ {ρ∗(φ1), . . . , ρ∗(φ5), ρ∗(γ1), ρ∗(γ2), ρ∗(δ1), ρ∗(δ2)} est une famille
libre de cardinal 17 dans Im(ρ∗).
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On déduit du lemme 1.2.2 et de la proposition 2.1.53 le
Corollaire 2.1.57. Le schéma H est singulier en Z0.
2.2 Cas de GL(V ) opérant dans µ−1(0)
On considère le cas particulier suivant :● V1 = V2 =∶ E et d ∶= dim(E),● W ∶= Hom(E,V ) ×Hom(V,E) = Hom(E,V ) ×Hom(E,V )∗,● G′ ∶= GL(E) vu comme sous-groupe de GL(V1) ×GL(V2) via le plongement diagonal,● B′ ∶= (B1 ×B2) ∩GL(E), où B1 et B2 ont été définis dans la section 1.4.1.
L’opération de GL(V1) ×GL(V2) ×G dans W induit une opération de G′ ×G dans W . On note
g′ = End(E)
l’algèbre de Lie de G′ et
g′≤n = {f ∈ End(E) ∣ rg(f) ≤ n}.
On a vu dans la section 2.1.1 que W //G ≅ g′≤n comme G′-variété. Nous allons étudier
Hs ∶= HilbGhs(µ−1(0))
le schéma de Hilbert invariant pour l’opération de G dans µ−1(0) etHprins sa composante principale.
Dans la section 2.2.1, on décrit l’application moment µ ∶ W → End(V ) ainsi que sa fibre en 0. Dans
la section 2.2.2, on étudie le morphisme de passage au quotient µ−1(0) → µ−1(0)//G. On appelle
µ−1(0)//G la réduction symplectique de W . On verra que µ−1(0)//G est irréductible et on pourra
donc parler de la fonction de Hilbert hs de la fibre générique de ν. Dans la section 2.2.3, on établit
un résultat de réduction qui permet de ramener la détermination de Hprins à celle de HilbGhW (W ) ;
ce dernier a été étudié dans la section 2.1. Dans la section 2.2.4, on montre que Hs admet plusieurs
composantes irréductibles lorsque d ≥ 2n. Enfin, on étudie en détail Hs lorsque n = 1 dans la section
2.2.5.
2.2.1 L’application moment
Des rappels concernant les variétés symplectiques, les applications moment et les résolutions sym-
plectiques sont donnés dans la section A.2.
Soit φ ∶ (u1, u2) ↦ tr(u2 ○ u1) qui est une forme quadratique sur W non-dégénérée et G′ ×G-
invariante et soit Ω la forme symplectique sur W définie par :
(2.13) ∀u1, v1 ∈ Hom(E,V ), ∀u2, v2 ∈ Hom(V,E), Ω((u1, u2), (v1, v2)) ∶= φ(v1, u2) − φ(u1, v2).
Alors G′ ×G opère symplectiquement dans (W,Ω), c’est-à dire que l’opération de G′ ×G préserve
Ω. On vérifie qu’une application moment pour l’opération de G dans (W,Ω) est donnée par :
(2.14) µ ∶ W → g∗(u1, u2) ↦ (φ ∶ h↦ φ(h ○ u1, u2))
où l’on rappelle que l’on note g = End(V ) l’algèbre de Lie de G. Puis, on a l’isomorphisme G-
équivariant
g ≅ g∗
h↦ (h′ ↦ tr(h ○ h′))
et donc µ ∶ W → g est donnée par :
(2.15) ∀(u1, u2) ∈W, µ(u1, u2) = u1 ○ u2.
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Remarque 2.2.1. On fera par la suite l’abus de désigner cette application µ comme l’application
moment pour l’opération de G dans (W,Ω) bien qu’il en existe une infinité qui se déduisent de µ
par translation par un élément de gG ≅ k.
L’application moment coïncide avec le morphisme de passage au quotient W → W //G′. En
particulier, µ−1(0) est le nilcône N (W,G′) (cf définition 2.1.1) et on déduit de [KS11, Theorem
9.1] que le schéma µ−1(0) est toujours réduit. La G-équivariance et la G′-invariance de µ impliquent
que µ−1(0) est un fermé G′ ×G-stable de W , on pourra donc considérer le quotient µ−1(0)//G. On
a bien sûr
µ−1(0) = {(u1, u2) ∈W ∣ u1 ○ u2 = 0} .
Déterminons les composantes irréductibles de µ−1(0) et leurs dimensions. Soit m ∈ {0, . . . , d},
on définit le fermé
X ′m ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩(u1, u2) ∈W
RRRRRRRRRRRRR
Im(u2) ⊂ Ker(u1),
rg(u2) ≤ min(n,m),
dim(Ker(u1)) ≥ max(d − n,m).
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
La preuve de la proposition 2.2.2 (resp. du corollaire 2.2.3) est analogue à celle de la proposition
2.1.2 (resp. du corollaire 2.1.3).
Proposition 2.2.2. Chaque X ′m est un fermé irréductible de µ−1(0) et les composantes irréduc-
tibles de µ−1(0) sont : ⎧⎪⎪⎪⎨⎪⎪⎪⎩
X ′0, . . . ,X ′d si d ≤ n,
X ′d−n, . . . ,X ′n si n < d < 2n,
X ′n si d ≥ 2n.
Corollaire 2.2.3. Si m ≤ n ou m ≥ d − n, alors dim(Xm) =m(d −m) + dn et donc
dim(µ−1(0)) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
nd + 1
4
d2 si d < 2n et d est pair,
nd + 1
4
(d2 − 1) si d < 2n et d est impair,
2nd − n2 si d ≥ 2n.
2.2.2 Etude du morphisme de passage au quotient
Dans cette section, on décrit géométriquement la réduction symplectique µ−1(0)//G. On note
N ∶= min(E (d
2
) , n)
où l’on rappelle que E(x) désigne la partie entière inférieure de x. On introduit les notations
suivantes qui nous seront utiles pour les preuves de la proposition 2.2.5 et du lemme 2.2.10.
Notation 2.2.4. Pour l = 0, . . . ,N , on note
● ul1 ∈ Hom(E,V ) le morphisme défini par la matrice [ 0l,d−l Il0n−l,d−l 0n−l,l] ,
● ul2 ∈ Hom(V,E) le morphisme défini par la matrice [ Il 0l,n−l0d−l,l 0d−l,n−l] ,
● f l ∈ End(E)≤N l’endomorphisme défini par la matrice [ 0l,d−l Il
0d−l,d−l 0d−l,l] .
On va utiliser des résultats sur la combinatoire des orbites nilpotentes dans les algèbres de
Lie semi-simples pour lesquels on renvoie à [CM93]. On rappelle que l’on a une correspondance
bijective entre les partitions (d1 ≥ . . . ≥ dk) de n′ et les orbites nilpotentes O[d1,...,dk] de g′ ([CM93,
§3.1]). On a vue que µ−1(0) est réduit, donc µ−1(0)//G est réduit et on a la
Proposition 2.2.5. µ−1(0)//G = O[2N ,1d−2N ].
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Démonstration. Si f ∈ µ−1(0)//G ⊂ g′≤n, alors il existe (u1, u2) ∈ µ−1(0) tel que f = u2 ○ u1 et donc
f ○ f = (u2 ○u1) ○ (u2 ○u1) = u2 ○ (u1 ○u2) ○u1 = 0. Donc f est conjuguée à f l pour un certain l ≤ N
et on a donc l’inclusion µ−1(0)//G ⊂ O[2N ,1d−2N ]. Réciproquement, soit f ∈ O[2N ,1d−2N ] ; quitte à
conjuguer f par un élément de G′, on peut supposer que f = f l pour un certain l ≤ N . On vérifie
alors que ul1 ○ ul2 = 0 et ul2 ○ ul1 = f l, ce qui achève la preuve de cette proposition.
Remarque 2.2.6. Nous verrons dans la section A.2 que la variété µ−1(0)//G est symplectique et
admet toujours des résolutions symplectiques.
Corollaire 2.2.7. Le quotient µ−1(0)//G se décompose en N + 1 orbites pour l’opération de G′ ∶
Ui ∶= O[2i,1d−2i], pour i = 0, . . . ,N.
Les adhérences de ces orbites sont imbriquées de la façon suivante :
{0} = U0 ⊂ ⋯ ⊂ UN = µ−1(0)//G.
La géométrie de l’adhérence d’une orbite nilpotente dans g′ est décrite dans [KP79] et [KP81]. En
particulier µ−1(0)//G est normale ([KP79]), de dimension 2N(d −N) ([CM93, Corollary 6.1.4]) et
son lieu singulier est UN−1 ([KP81, §3.2]). On sait que ν est plat sur UN qui est un ouvert dense
de µ−1(0)//G et donc Hprins = γ−1(UN).
Remarque 2.2.8. Si d = 1, alors Hs est le point réduit correspondant au sous-schéma fermé µ−1(0) ⊂
W et γ est un isomorphisme.
La dimension de la fibre de ν en un point de UN est :⎧⎪⎪⎪⎨⎪⎪⎪⎩
nd − 1
4
d2 si d < 2n et d est pair,
nd − 1
4
(d2 − 1) si d < 2n et d est impair,
n2 si d ≥ 2n.
Notation 2.2.9. Si d < 2n, on note
H ∶= {[ M 0n−N,N
0N,n−N IN ] , M ∈ GLn−N(k)} ≅ GLn−N(k)
qui est un sous-groupe réductif de G.
Lemme 2.2.10. La fibre de ν en un point de UN est isomorphe à
{ G/H si d < 2n et d est pair,
G si d ≥ 2n.
Démonstration. On rappelle que uN1 , u
N
2 et f
N ont été défini dans la notation 2.2.4. On reprend
ici des arguments similaires à ceux utilisés lors de la preuve du lemme 2.1.6. Si d < 2n et d est pair,
alors N = d
2
et on vérifie que StabG((uN1 , uN2 )) = H. Or H est un sous-groupe réductif de G, on a
donc l’équivalence :
G.(uN1 , uN2 ) est fermée dans µ−1(0)⇔ CG(H).(uN1 , uN2 ) est fermée dans µ−1(0).
Puis CG(H) = {[M 00 λIn−N] , M ∈ GLN(k), λ ∈ Gm}. Donc
CG(H).(uN1 , uN2 ) = {([0 M0 0 ] , [M−1 00 0]) , M ∈ GLN(k)}
est un fermé de µ−1(0), et donc G.(uN1 , uN2 ) est l’unique orbite fermée contenue dans ν−1(fN).
Enfin dim(G/H) = n2 − (n −N)2 = N(2n −N) ce qui est aussi la dimension de la fibre générique
de ν. Donc ν−1(fN) ≅ G/H.
Si d ≥ 2n, alors N = n et a on vérifie que StabG((uN1 , uN2 )) = Id et donc ν−1(fN) contient une
unique orbite fermée isomorphe à G. Or dim(G) = n2 est la dimension de la fibre générique de ν.
Donc ν−1(fN) ≅ G.
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Remarque 2.2.11. Si d < 2n et d impair, alors la situation se complique car la fibre de ν en un
point de l’orbite ouverte n’est plus irréductible. On considérera donc uniquement par la suite les
cas d ≥ 2n et (d < 2n et d pair).
Proposition 2.2.12. La fonction de Hilbert hs de la fibre générique du morphisme de passage au
quotient ν ∶ µ−1(0)→ µ−1(0)//G est donnée par :
∀M ∈ Irr(G), hs(M) = { dim(M) si d ≥ 2n,dim(MH) si d < 2n et d est pair.
La fibre µ−1(0) est un sous-schéma fermé G′×G-stable de W , donc d’après [Bri10, Lemma 3.3],
le schéma Hs est un sous-schéma fermé G′-stable de HilbGhs(W ). Ensuite, d’après les propositions
2.1.14 et 2.2.12, les fonctions de Hilbert hW et hs coïncident lorsque (d ≥ 2n) ou (d < n et d pair).
Donc, dans ces deux cas, Hs s’identifie à un sous-schéma fermé de HilbGhW (W ) et ce dernier a été
étudié dans la section 2.1.
2.2.3 Réduction au cas classique pour la composante principale
Construction d’un morphisme équivariant vers Gr(N,E) ×Gr(d −N,E)
On souhaite déterminer Hs en procédant comme dans la section 2.1, c’est-à-dire en utilisant le
principe de réduction pour se ramener à un schéma de Hilbert invariant plus simple. Dans la
section 1.5.1, on a construit un morphisme G′-équivariant
(2.16) HilbGhs(W )→ Gr(hs(V ),E) ×Gr(d − hs(V ∗),E).
D’après la proposition 2.2.12, on a hs(V ) = hs(V ∗) = N , donc la restriction du morphisme (2.16)
à Hs donne un morphisme G′-équivariant
(2.17) ρs ∶ Hs → Gr(N,E) ×Gr(d −N,E).
On note
Oi ∶= {(L1, L2) ∈ Gr(N,E) ×Gr(d −N,E) ∣ dim(L1 ∩L2) = N − i} pour i = 0, . . . ,N.
Alors les Oi sont les N + 1 orbites pour l’opération de G′ dans Gr(N,E) ×Gr(d −N,E) et on a :
O0 ⊂ O1 ⊂ ⋯ ⊂ ON = Gr(N,E) ×Gr(d −N,E).
En particulier, ON est l’unique orbite ouverte et
O0 = FN,d−N ∶= {(L1, L2) ∈ Gr(N,E) ×Gr(d −N,E) ∣ L1 ⊂ L2},
qui est une variété de drapeaux partiels, est l’unique orbite fermée. La variété Gr(N,E) ×Gr(d −
N,E) n’étant pas G′-homogène, on ne peut pas ramener l’étude de Hs à l’étude de la fibre de ρs en
un point comme nous l’avons fait dans la section 1.5.1. Cependant, nous allons voir que ρs envoie
la composante principale Hprins dans O0. Nous allons donc pouvoir ramener l’étude de Hprins à celle
de la fibre de ρs en un point de O0. La définition qui suit nous sera utile ultérieurement :
Définition 2.2.13. On considère le diagramme suivant
FN,d−N
p1
yyyy
p2
&& &&
Gr(N,E) Gr(d −N,E)
où p1 et p2 sont les projections naturelles. On note T1 (resp. T2) le tiré en arrière du fibré tautolo-
gique de Gr(N,E) (resp. de Gr(d −N,E)).
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Réduction au cas classique pour la composante principale de Hs
On suppose que (d ≥ 2n) ou bien que (d < 2n et d pair). Soient x0 ∶= (L1, L2) ∈ O0 et P ∶= StabG′(x0)
le sous-groupe parabolique de G′ qui stabilise x0. On note● W ′ ∶= Hom(E/L2, V ) ×Hom(V,L1) qui est un P ×G-module qui s’identifie naturellement à
un sous-espace vectoriel de W contenu dans µ−1(0),
● ν′ ∶ W ′ →W ′//G le morphisme de passage au quotient,
● hW ′ la fonction de Hilbert de la fibre générique de ν′,● H′ ∶= HilbGhW ′ (W ′) et H′prin sa composante principale.
On remarque que hs = hW ′ . Le but de cette section est de démontrer la
Proposition 2.2.14. On a un isomorphisme de G′-variétés
Hprins ≅ G′×PH′prin.
Nous aurons besoin du
Lemme 2.2.15. Le morphisme ρs envoie Hprins dans O0.
Démonstration. La preuve est analogue à celle du lemme 1.5.19.
Le morphisme ρs est G′-équivariant, il munit donc Hprins d’une structure de fibration G′-
homogène. Soit Fs la fibre schématique du morphisme ρs en x0. L’opération de P dans Hprins
induite par l’opération de G′ dans Hprins préserve Fs par G′-équivariance. D’après (1.26), on dis-
pose d’un isomorphisme G′-équivariant :
Hprins ≅ G′×PFs.
Donc, pour déterminer Hprins , on est ramené à déterminer Fs comme P -schéma. On commence par
déterminer F ′s la fibre schématique de ρs ∶ Hs → Gr(N,E)×Gr(d−N,E) en x0 comme P -schéma.
Lemme 2.2.16. La fibre F ′s est isomorphe au schéma de Hilbert invariant H′ et l’opération de P
dans F ′s coïncide, via cet isomorphisme, avec l’opération de P dans H′ induite par l’opération de
P dans W ′.
Démonstration. La preuve est analogue à celle du lemme 1.5.5.
Comme Hprins est une variété de dimension 2N(d − N), on en déduit que Fs est une variété de
dimension N2. Ensuite, d’après le lemme 2.2.16, la fibre Fs est isomorphe à une sous-variété deH′prin. Or dim(H′prin) = N2 donc on a un isomorphisme de P -variétés :
Fs ≅H′prin
et la proposition 2.2.14 s’ensuit.
Remarque 2.2.17. Le schéma H′ est P -stable et s’identifie à un sous-schéma fermé de Hs, donc on
a l’inclusion de G′-schémas G′ ×P H′ ⊂Hs.
D’après la proposition 2.2.14, la variété Hprins est lisse si et seulement si H′prin est lisse, et alors
γ est une résolution de µ−1(0)//G. On va utiliser les résultats de la section 2.1 pour démontrer le
Corollaire 2.2.18. 1. Si d est pair et d ≤ n + 1, alors
Hprins ≅ Hom(E/T,T )
où T est le fibré tautologique de Gr(N,E) et E est le fibré trivial de fibre E au dessus de
Gr(N,E).
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2. Si n = 1 et d ≥ 3, alors Hprins ≅ Hom(E/T2, T1)
où T1, T2 et E sont les fibrés au dessus de F1,d−1 de la définition 2.2.13.
3. Si n = 2 et d ≥ 4, alors Hprins ≅ Bl0(Hom(E/T2, T1))
est l’éclatement de la section nulle du fibré Hom(E/T2, T1)), où T1, T2 et E sont les fibrés
au dessus de F2,d−2 de la définition 2.2.13.
En particulier, dans chacun de ces cas la variété Hprins est lisse et donc le morphisme de Hilbert-
Chow γ est une résolution de µ−1(0)//G.
Démonstration. Les cas (d est pair et d ≤ n + 1) et (n = 1 et d ≥ 3) découlent du corollaire 2.1.13.
Le cas n = 2 et d ≥ 4 découle du théorème 2.1.25.
Remarque 2.2.19. Lorsque (n = 1 et d ≥ 2) ou (d = 2 et n ≥ 2), on a µ−1(0)//G = U1 ∪ {0}. La
proposition 1.5.23 s’applique et on retrouve les mêmes résultats que ceux donnés par le corollaire
2.2.18.
2.2.4 Réductibilité de Hs
On suppose dans cette section que d ≥ 2n, c’est-à-dire que N = n. Nous allons démontrer la
Proposition 2.2.20. Le schéma Hs est réductible.
Soient
xn ∶= (⟨e1, . . . , en⟩ , ⟨en+1, . . . , ed⟩) ∈ On
un point de l’orbite ouverte de Gr(n,E) ×Gr(d − n,E) et
W ′′ ∶= Hom(E/ ⟨en+1, . . . , ed⟩ , V ) ×Hom(V, ⟨e1, . . . , en⟩)
qui s’identifie naturellement à un G-sous-module de W . On a un isomorphisme de G-modules :
(2.18) W ′′ ≅ Hom(⟨e1, . . . , en⟩ , V ) ×Hom(V, ⟨e1, . . . , en⟩).
On peut alors munir W ′′ de la forme symplectique Ω définie par 2.13 et considérer µ′ l’application
moment pour l’opération de G dans (W ′′,Ω) comme nous l’avons fait pour (W,Ω) dans la section
2.2.1.
Le lemme qui suit se démontre comme le lemme 1.5.5 :
Lemme 2.2.21. La fibre schématique F ′′s du morphisme ρs ∶ Hs → Gr(n,E)×Gr(d−n,E) en xn
est isomorphe au schéma de Hilbert invariant HilbGhs(µ′−1(0)).
Remarque 2.2.22. La fonction de Hilbert hs qui apparaît dans le lemme 2.2.21 ne coïncide pas
en général avec la fonction de Hilbert de la fibre générique du morphisme de passage au quotient
µ′−1(0)→ µ′−1(0)//G.
D’après le lemme 2.2.15, le morphisme ρs envoie la composante principale Hprins dans O0.
Donc, pour montrer la proposition 2.2.20, il suffit de s’assurer que HilbGhs(µ′−1(0)) est non vide.
Pour ce faire, on identifie W ′′ avec Hom(E′, V ) × Hom(V,E′) via l’isomorphisme (2.18), où l’on
note E′ ∶= ⟨e1, . . . , en⟩. Alors W ′′ est naturellement muni d’une structure de GL(E′) ×G-module
et on a
k[W ′′]2 = (S2(E′)⊗ S2(V ∗))⊕ (S2(V )⊗ S2(E′∗))(2.19) ⊕ (Λ2(E′)⊗Λ2(V ∗))⊕ (Λ2(V )⊗Λ2(E′∗))⊕ ((sl(E′)⊕M0)⊗ (sl(V )⊕ V0)) comme GL(E′) ×G-module,
où M0 désigne le GL(E′)-module trivial.
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Ensuite, soit J0 l’idéal de k[W ′′] engendré par M0 ⊗ (sl(V ) ⊕ V0) ⊂ k[W ′′]2. Alors µ′−1(0) =
Spec(k[W ′′]/J0) et donc on a une correspondance bijective, donnée par le morphisme de passage
au quotient, entre les idéaux de k[W ′′] contenant l’idéal J0 et les idéaux de k[µ′−1(0)] ≅ k[W ′′]/J0 :
(2.20) pi ∶ k[W ′′] → k[µ′−1(0)]
I1 ↦ I2 ∶= pi(I1).
Notation 2.2.23. On note I0 l’idéal de k[W ′′] engendré par (sl(E′) ⊗ V0) ⊕ (M0 ⊗ V0) ⊕ (M0 ⊗
sl(V )) ⊂ k[W ′′]2.
L’idéal I0 est homogène, GL(E′) × G-stable et contient l’idéal engendré par les G-invariants
(resp. par les GL(E′)-invariants) homogènes de degré positif de k[W ′′]. D’après ce qui précède,
l’idéal I0 s’identifie naturellement à un idéal de k[µ′−1(0)] et on a la
Proposition 2.2.24. I0 ∈ HilbGhs(µ′−1(0)).
Démonstration. Il suffit de vérifier que I0 a la bonne fonction de Hilbert, c’est-à-dire que
k[W ′′]/I0 ≅ ⊕
M∈Irr(G)M
⊕dim(M)
comme G-module. Des arguments similaires à ceux utilisés dans les preuves des propositions 2.1.20
et 2.1.21 nous donnent la décomposition de k[W ′′]/I0 comme GL(E′) ×G-module :
k[W ′′]/I0 ≅ ⊕
λ∈Λ+Sλ(E′∗)⊗ Sλ(V ).
Comme dim(V ) = dim(E′), on a dim(Sλ(V )) = dim(Sλ(E′∗)) pour tout λ ∈ Λ+ et le résultat
s’ensuit.
Remarque 2.2.25. L’idéal I0 est un point fixe de HilbGhs(µ′−1(0)) pour l’opération de GL(E′). On
en déduit que Hs admet une composante irréductible distincte de Hprins de dimension supérieure
ou égale à dim(On) = 2n(d − n).
2.2.5 Etude du cas dim(V ) = 1
Dans cette section, on fixe n = 1 et d ≥ 2. Alors G = Gm est le groupe multiplicatif, µ−1(0)//G =O[2,1d−2] et ρs ∶ Hs → P(E) × Gr(d − 1,E) est le morphisme (2.17). On a vu que Hprins est une
variété lisse (corollaire 2.2.18). Nous allons utiliser les résultats des sections précédentes et de la
section 2.1.2 pour déterminer Hs comme G′-schéma. On a la
Proposition 2.2.26. On a un isomorphisme G′-équivariantHs ≅ {(f,L) ∈ O[2,1d−2] × P(g′≤1) ∣ f ∈ L} .
Le schéma Hs est donc la réunion de deux composantes irréductibles lisses C1 et C2 de dimension
2d − 2 :● C1 ∶= {(f,L) ∈ O[2,1d−2] × P(O[2,1d−2]) ∣ f ∈ L} = Hprins et γ ∶ Hprins → O[2,1d−2] est l’éclate-
ment en 0 de O[2,1d−2],● C2 ∶= {(0, L) ∈ O[2,1d−2] × P(g′≤1)} ≅ P(g′≤1).
Et l’intersection de ces deux composantes irréductibles est :
C1 ∩C2 = {(0, L) ∈ O[2,1d−2] × P(O[2,1d−2])} ≅ P(O[2,1d−2]).
Démonstration. D’après la proposition 2.1.16, on a une immersion fermée
γ × ρs ∶ Hs ↪ Y ∶= {(f,L) ∈ O[2,1d−2] × P(g′≤1) ∣ f ∈ L} .
On vérifie que Y est la réunion des deux fermés irréductibles C1 et C2 qui sont tout deux de
dimension 2d − 2. Le morphisme γ × ρs envoie Hprins dans C1 ; ce sont deux variétés de même
dimension, donc γ × ρs ∶ Hprins → C1 est un isomorphisme. Puis, on a vu dans la section 2.2.4
que Hs admet une deuxième composante irréductible de dimension au moins 2d − 2, ce qui est la
dimension de C2 et donc γ × ρs est un isomorphisme entre cette seconde composante de H et C2.
Enfin, on vérifie que C1 ∩C2 est bien ce qui est annoncé dans la proposition.
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Remarque 2.2.27. On vérifie que la composante C2 de Hs est formée des idéaux homogènes de
k[µ−1(0)].
Lorsque n ≥ 2 et d ≥ 2n, les choses se compliquent car des composantes irréductibles de Hs de
grande dimension peuvent apparaître. Par exemple, pour n = 2 et d ≥ 4, on vérifie que la compo-
sante formée des idéaux homogènes de k[µ−1(0)] est de dimension 4d− 5, alors que la composante
principale est de dimension 4d − 8. De plus, on a montré l’existence d’au moins deux composantes
irréductibles pour Hs, mais il peut exister encore d’autres composantes irréductibles a priori.
Chapitre 3
Cas des autres groupes classiques
3.1 Cas de O(V ) opérant dans V ⊕n′
On se place dans la situation 3 : on a G ∶= O(V ), G′ ∶= GL(V ′), W ∶= Hom(V ′, V ) et l’opération
de G′ ×G dans W est donnée par (1.14).
3.1.1 Etude du morphisme de passage au quotient
Les résultats essentiels de cette section sont les propositions 3.1.4 et 3.1.6 qui décrivent les fibres
et l’ouvert de platitude de ν. On suit dans cette section le même cheminement que dans la section
2.1.1.
D’après le premier théorème fondamental pour O(V ) (voir [Pro07, §11.2.1]) l’algèbre des inva-
riants k[W ]G est engendrée par les (i ∣ j), où pour chaque couple (i, j), 1 ≤ i ≤ j ≤ n′, on définit
la forme bilinéaire symétrique (i ∣ j) sur W ≅ V ⊕n′ par :
(3.1) ∀v1, . . . , vn′ ∈ V, (i ∣ j) ∶ (v1, . . . , vn′)↦ φ(vi, vj)
où l’on note φ la forme polaire associée à la forme quadratique q définie par (1.16). On a le
morphisme naturel G′ ×G-équivariant
(3.2) Hom(V ′, V )→ Hom(S2(V ′), S2(V )),w ↦ S2(w).
D’après [FH91, §19.5], il existe un G-module irréductibleM (différent de V0) tel que S2(V ) ≅ V0⊕M
comme G-module, et la représentation triviale V0 est engendrée par la forme quadratique q. Le
morphisme de passage au quotient ν est obtenu en composant le morphisme (3.2) et le morphisme
G-invariant
Hom(S2(V ′), S2(V ))→ Hom(S2(V ′), V0) ≅ S2(V ′∗)
induit par la projection S2(V )→ V0. On a donc
ν ∶ Hom(V ′, V ) → S2(V ′∗)
w ↦ tww
où l’on note tw la transposée du morphisme w.
Et donc
W //G = S2(V ′∗)≤n ∶= {Q ∈ S2(V ′∗) ∣ rg(Q) ≤ n}
est une variété déterminantielle symétrique.
Si n′ ≤ n, alors W //G = S2(V ′∗) est un espace affine. Sinon, c’est une variété normale ([SB00, §3.2,
Théorème 2]), de dimension n′n − 1
2
n(n − 1), de Cohen-Macaulay ([SB00, §3.4, Théorème 4]) et
singulière le long du fermé S2(V ′∗)≤n−1 ([Wey03, §6.3]). De plus, W //G est de Gorenstein si et
seulement si n′ − n est impair ([Wey03, Corollary 6.3.7]).
On pose
N ∶= min(n′, n).
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L’opération de G′ dans W induit une opération dans W //G telle que ν soit G′-équivariant :
∀Q ∈W //G ⊂ S2(V ′∗), ∀g′ ∈ G′, g′.Q = tg′−1Qg′−1.
Pour cette opération, W //G se décompose en N + 1 orbites
Ui ∶= {Q ∈ S2(V ′∗) ∣ rg(Q) = i}
pour i = 0, . . . ,N . Les adhérences de ces orbites sont imbriquées de la façon suivante :{0} = U0 ⊂ U1 ⊂ ⋯ ⊂ UN =W //G.
En effet, pour chaque i = 0, . . . ,N , on a Ui = S2(V ′∗)≤i. En particulier, l’orbite UN est un ouvert
dense de W //G.
On rappelle que l’on note N (W,G) le nilcône, c’est-à-dire la fibre schématique en 0 du mor-
phisme ν. Dans [KS11], Kraft et Schwarz ont montré certaines propriétés géométriques du nilcône :
il est irréductible si n′ < n
2
et il est réduit si et seulement si n′ ≤ n
2
. Pour simplifier, on considère
dorénavant N (W,G) muni de sa structure réduite. Nous allons déterminer les composantes irré-
ductibles de N (W,G) ainsi que leurs dimensions.
Soit m ∈ N, on note OGr(m,V ) le schéma (projectif) des sous-espaces isotropes pour la forme qua-
dratique q et de dimension m dans V lorsqu’elle existe. On rappelle que q est non dégénérée, donc
la dimension de n’importe quel sous-espace de V totalement isotrope maximal pour l’inclusion est
E(n
2
). Il s’ensuit que le schéma OGr(m,V ) existe si et seulement si m ∈ {0, . . . ,E(n
2
)}, et dans ce
cas
dim (OGr (m,V )) =m(n −m) − 1
2
m(m + 1).
Le schéma OGr(m,V ) est réduit et homogène sous G. Il est irréductible, sauf lorsque n est pair et
m = n
2
, auquel cas OGr(m,V ) est la réunion de deux composantes irréductibles isomorphes, chacune
homogène pour l’opération de SO(V ) mais échangées par n’importe quel élément de O(V )/SO(V ).
Proposition 3.1.1. ● Si n est pair et n′ ≥ n
2
alors N (W,G) est la réunion de deux variétés,
chacune de dimension 1
2
nn′ + 1
8
n2 − 1
4
n.● Si n est impair et n′ ≥ n−1
2
alors N (W,G) est une variété de dimension 1
2
n′(n− 1)+ 1
8
n2 − 1
8
.● Si n′ < n
2
, alors N (W,G) est une variété de dimension nn′ − 1
2
n′(n′ + 1).
Démonstration. On a N (W,G) = {w ∈ Hom(V ′, V ) ∣ tww = 0} .
Or
tww = 0⇔ ∀x, y ∈ V, txtwwy = 0⇔ Im(w) est un sous-espace vectoriel isotrope de V.
On pose α ∶= min (n′,E(n
2
)) et soitZ ∶= {(w,L) ∈ Hom(V ′, V ) ×OGr(α,V ) ∣ Im(w) ⊂ L}
alors on a le diagramme suivant : Z
p1
zzzz
p2
$$ $$N (W,G) OGr(α,V )
où les pi sont les projections naturelles. On fixe L0 ∈ OGr(α,V ), alors Z est un fibré vectoriel
G-homogène au dessus de OGr(α,V ) de fibre en L0 isomorphe à Hom(V ′, L0). Et donc
dim(Z) = dim (OGr (α,V )) + dim (Hom (V ′, L0))= α(n − α) − 1
2
α(α + 1) + αn′
= α(n′ + n − α) − 1
2
α(α + 1).
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Soient Z ′ ∶= {(w,L) ∈ Z ∣ rg(w) = α} et X ∶= {w ∈ N (W,G) ∣ rg(w) = α} qui sont des ouverts
denses de Z et N (W,G) respectivement. Alors p1 ∶ Z ′ → X est un isomorphisme. Si n est impair
ou n′ < n
2
, alors Z est irréductible et donc N (W,G) est irréductible. En revanche, si n est pair
et n′ ≥ n
2
, alors Z est la réunion de deux variétés de même dimension et il en va de même pourN (W,G). Dans tous les cas, on a dim(N (W,G)) = dim(Z) et le résultat s’ensuit.
Nous allons maintenant nous intéresser à la description géométrique des fibres de ν au dessus
de chaque orbite Ui.
Notation 3.1.2. Soit 0 ≤ r ≤ N , on note
Jr = [ Ir 0r,n′−r0n′−r,r 0n′−r,n′−r]
où Ir est la matrice identité de taille r. La matrice Jr est symétrique de rang r et donc s’identifie
naturellement à un élément de Ur.
On fixe r ∈ {0, . . . ,N} et on définit wr ∶= [ Ir 0r,n′−r0n−r,r 0n−r,n′−r] ∈W et Gr le stabilisateur de wr dans
G. On vérifie que
Gr = {[Ir 00 M] , M ∈ On−r(k)} ≅ On−r(k)
et V = rV0 ⊕ Er comme Gr-module, où Er désigne la représentation standard de Gr et V0 la
représentation triviale de Gr. On note Nwr la représentation slice de Gr en wr (voir la définition
2.1.7), alors on a le
Lemme 3.1.3. On a un isomorphisme de Gr-modules
Nwr ≅ (n′ − r)Er ⊕ r(n′ − 12(r − 1))V0.
Démonstration. La preuve est analogue à celle du lemme 2.1.8.
Soient F1 et F2 des espaces vectoriels de dimensions n′ − r et r(n′ − 12(r − 1)) respectivement et
dans lesquels Gr opère trivialement. D’après le lemme 3.1.3, on a un isomorphisme de Gr-modules
Nwr ≅ Hom(F1,Er) × F2
et le morphisme de passage au quotient νN ∶ Nwr → Nwr//Gr est donné par :
νN ∶ Hom(F1,Er) × F2 → S2(F ∗1 ) × F2.(w,x) ↦ (tww,x)
Donc N (Nwr ,Gr) ∶= ν−1N (νN(0)) = ν−1N (0) ≅ ν′−1N (0), comme schéma, avec
ν′N ∶ Hom(F1,Er) → S2(F ∗1 ).
w ↦ tww
On en déduit la
Proposition 3.1.4. Avec les notations précédentes, on a un isomorphisme G-équivariant
ν−1(Jr) ≅ G ×Gr ν′−1N (0).
En particulier, si l’on note H ∶= GN , on a
ν−1(JN) ≅ { G si n′ ≥ n,G/H si n′ < n.
Démonstration. La preuve est analogue à celle de la proposition 2.1.9.
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Corollaire 3.1.5. Soit r ∈ {0, . . . ,N}, alors la dimension de la fibre du morphisme ν en Jr vaut :● n′n − 1
2
n′(n′ + 1) lorsque 2n′ − r < n,
● 1
2
n′(n − r) + 1
8
(r + n)2 − 1
4
(n + r) lorsque 2n′ − r ≥ n et n − r est pair,
● 1
2
n′(n − r − 1) + 1
8
(r + n)2 − 1
8
lorsque 2n′ − r ≥ n et n − r est impair.
Pour chaque couple (n,n′), le corollaire 3.1.5 permet d’une part de calculer la dimension de la
fibre générique de ν, d’autre part de déterminer l’ouvert de platitude de ν. En procédant comme
pour la proposition 2.1.11, on montre la
Proposition 3.1.6. La dimension de la fibre générique et l’ouvert de platitude de ν sont donnés
par le tableau suivant :
configuration dim. de la fibre générique ouvert de platitude
n′ < n n′n − 1
2
n′(n′ + 1) Un′ ∪⋯ ∪Umax(2n′−n−1,0)
n′ = n 1
2
n(n − 1) Un ∪Un−1
n′ > n 1
2
n(n − 1) Un
Corollaire 3.1.7. Le morphisme ν est plat sur W //G tout entier si et seulement si n ≥ 2n′ − 1 et
dans ce cas W //G = S2(V ′∗).
Le corollaire qui suit est une conséquence de la proposition 1.1.6 et du corollaire 3.1.7.
Corollaire 3.1.8. Si n ≥ 2n′ − 1, alors H ≅ S2(V ′∗) et γ est un isomorphisme.
On s’intéresse, dans la proposition qui suit (et qui se démontre comme la proposition 2.1.14), à
la fonction de Hilbert de la fibre générique de ν. On note comme précédement H ∶= GN ≅ On−N(k)
le stabilisateur de wN dans G.
Proposition 3.1.9. La fonction de Hilbert de la fibre générique du morphisme ν est donnée par :
∀M ∈ Irr(G), hW (M) = { dim(M) si n′ ≥ n,dim(MH) si n′ < n.
Remarque 3.1.10. Si n = 1, alors G ≅ Z2 qui est le groupe d’ordre 2. Les mêmes arguments que ceux
utilisés dans la preuve du théorème 2.1.16 permettent de montrer que H = Hprin est une variété
lisse isomorphe à l’éclatement en 0 de W //G (mais cette méthode revient ici à utiliser un marteau
pour écraser une mouche).
3.1.2 Etude du cas dim(V ) = 2
Dans toute cette section, on fixe n = 2. Alors on a G ≅ O2(k), W //G = S2(V ′∗)≤2 et ρ ∶ H →
Gr(2, V ′∗) est le morphisme de la section 1.5.1. On note
Y0 ∶= {(Q,L) ∈W //G × P(W //G) ∣ Q ∈ L} = OP(W //G)(−1)
l’éclatement de W //G en l’origine et Y1 l’éclatement de Y0 le long de la transformée stricte de
S2(V ′∗)≤1. Nous verrons que Y1 est isomorphe à l’éclatement de la section nulle du fibré S2 (T ) au
dessus de Gr(2, V ′∗) où T désigne le fibré tautologique de Gr(2, V ′∗).
Nous allons démontrer le
Théorème 3.1.11. ● Si n′ = 2, alors H ≅ Y0 et γ est l’éclatement de W //G en l’origine.● Si n′ > 2, alors H ≅ Y1 et γ est une résolution des singularités de W //G.
En particulier H est toujours une variété lisse.
Remarque 3.1.12. Si n′ = 1, alors H ≅W //G et γ est un isomorphisme d’après le corollaire 3.1.8.
La stratégie adoptée pour démontrer le théorème 3.1.11 est la même que celle utilisée pour
démontrer le théorème 2.1.25. On commence par établir le cas particulier n′ = 2, puis on établit
le cas n′ > 2 à la fin de la section à l’aide du principe de réduction (voir la section 1.5.1) en se
ramenant au cas n′ = 2.
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Représentations de O2(k)
Des rappels concernant la théorie des représentations de SOn(k) et On(k) ont été effectués dans
la section 1.4.2. Cependant cette théorie est particulièrement simple pour n = 2. En effet, d’après
[FH91, Exercise 18.2], on a un isomorphisme de groupes algébriques SO2(k) ≅ Gm et donc d’après
(1.20), on a O2(k) ≅ Gm ⋉Z2. Les Gm-modules irréductibles sont tous de dimension 1 et si M est
un Gm-module irréductible, il existe un unique d ∈ Z tel que :∀t ∈ Gm, ∀m ∈M, t.m = tdm.
On note alorsM = Γd1 . Les Gm-modules irréductibles sont donc paramétrés par les entiers relatifs :
d ∈ Z↔ Γd1
et les O2(k)-modules irréductibles sont :● le module trivial Γ0,● le module signe noté ,● les modules Γi1 ⊕ Γ−i1 , où i > 0, qui sont tous de dimension 2.
En particulier, la représentation standard de O2(k) (et de SO2(k)) est isomorphe à Γ−1 ⊕ Γ1 .
Ensuite, par définition de la forme quadratique q, on a MatB(q) = [1 00 1] où B est la base de V
fixée dans la section 1.4.1. On va effectuer un changement de base dans V . Soit B0 ∶= {v1, v2} la
base de V telle que MatB0(q) = [0 11 0]. Dans la base B0, on a
SO(V ) ≅ {[α 0
0 α−1] , α ∈ Gm} ≅ Gm
et Γ1 ≅ ⟨v1⟩ , Γ−1 ≅ ⟨v2⟩. Dans toute la section 3.1.2, on travaillera dans les bases B0 et B′ de V et
V ′ respectivement. Nous aurons besoin par la suite d’expliciter des bases de certains B′ ×G-sous-
module de k[W ] et ce changement de base va nous permettre d’avoir des générateurs "simples"
pour ces modules.
Points fixes de H pour l’opération de B′
On suppose pour le moment que n′ = 2. Nous allons déterminer les points fixes de B′ dans H. On
commence par écrire la décomposition de k[W ]2 comme G′ ×G-module :
(3.3) k[W ]2 ≅ S2(W ∗) ≅ (S2(V ′)⊗ (Γ21 ⊕ Γ−21 ⊕ Γ0))⊕ (Λ2(V ′)⊗ ).
Notation 3.1.13. On note :● J l’idéal engendré par les G-invariants homogènes de degré positif de k[W ],● D ∶=< e1.e1 > l’unique droite B′-stable de S2(V ′),● I l’idéal de k[W ] engendré par (S2(V ′)⊗ Γ0)⊕ (D ⊗ (Γ21 ⊕ Γ−21)) ⊂ k[W ]2.
Remarque 3.1.14. On a J ∩ k[W ]2 = S2(V ′) ⊗ Γ0 comme G′ × G-module et ce module engendre
l’idéal J . L’idéal I est homogène, B′ ×G-stable et contient l’idéal J .
Théorème 3.1.15. L’idéal I est l’unique point fixe de H pour l’opération de B′.
Démonstration. On raisonne comme dans la preuve du théorème 2.1.30 en considérant IZ un point
fixe de B′ et en étudiant k[W ]/IZ composante par composante :● Composantes de degré 0 et 1 :
On a bien sûr IZ ∩ k[W ]0 = {0} et IZ ∩ k[W ]1 ≠ k[W ]1.● Composante de degré 2 : on utilise la décomposition (3.3).
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Pour avoir la décomposition souhaitée de k[W ]/IZ comme G-module, on a nécessairement k[W ]2∩
IZ ⊇ 3Γ0⊕(Γ21⊕Γ−21). En effet, le G-module k[W ]/IZ contient déjà une copie de la représentation
triviale (qui provient de la composante de degré 0), il ne peut donc pas en contenir d’autre. Ensuite,
k[W ]2 contient 3 copies de Γ21 ⊕ Γ−21 qui est un G-module de dimension 2, donc k[W ]2 ∩
IZ contient au moins une copie de Γ21 ⊕ Γ−21 . Comme k[W ]2 ∩ IZ est B′-stable, il contient
D ⊗ ((Γ21 ⊕ Γ−21)) car D est l’unique droite B′-stable de S2(V ′). Il s’ensuit que IZ contient(S2(V ′) ⊗ V0) ⊕ (D ⊗ ((Γ21 ⊕ Γ−21))) et donc IZ ⊃ I. Le lemme qui suit implique que cette
inclusion est en fait une égalité et achève ainsi la démonstration du théorème 3.1.15 :
Lemme 3.1.16. L’idéal I a pour fonction de Hilbert hW .
Preuve du lemme : Il faut montrer que
k[W ]/I ≅ ⊕
M∈Irr(G)M
⊕dim(M)
comme G-module. On a l’inclusion d’idéaux J ⊂ I, d’où l’isomorphisme de B′ ×G-modules
(3.4) k[W ]/I ≅ k[W ]/J
I/J .
On commence par déterminer la décomposition de k[W ]/J en G-modules irréductibles. On note
les éléments w ∈ W sous forme matricielle via le choix des bases B0 et B′ : w = [x1 y1x2 y2] et on
identifie k[W ] à k[x1, x2, y1, y2].
Alors
J = (x1x2, y1y2, x1y2 + x2y1)
et k[W ]/J a pour base les images des monômes
{xp1yq1, xp2yq2, x1y2; p, q ≥ 0} ⊂ k[W ]
dans k[W ]/J . On a donc une décomposition de k[W ]/J en droites SO(V )-stables. On en déduit
la décomposition de k[W ]/J en G-modules irréductibles :
représentation droite(s) des vecteurs de plus haut poids multiplicité dans k[W ]/J
Γ0 ⟨1⟩ 1
 ⟨x1y2⟩ 1
Γj1 ⊕ Γ−j1 ⟨xp1yj−p1 ⟩ , j ≥ 1, 0 ≤ p ≤ j j + 1
Ensuite, on a I = J + (x21, x22) donc l’idéal I/J est engendré par les images des éléments x21 et x22
modulo J . Donc, l’image du monôme xp1y
j−p
1 dans k[W ]/J est dans I/J si et seulement si j ≥ 2 et
p ≥ 2. On en déduit, via l’isomorphisme (3.4), que chaque G-module irréductible apparaît avec une
multiplicité égale à sa dimension dans k[W ]/I.
Remarque 3.1.17. On a StabG′(I) = B′, donc l’unique orbite fermée de H est isomorphe à G′/B′ ≅
P1.
Le corollaire qui suit découle du lemme 1.2.1 et du théorème 3.1.15 :
Corollaire 3.1.18. Le schéma H est connexe.
Espace tangent de H en Z0
On note Z0 ∶= Spec(k[W ]/I). Nous allons démontrer la
Proposition 3.1.19. dim(TZ0H) = 3.
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On identifie k[W ] à k[x1, x2, y1, y2] comme dans la preuve du lemme 3.1.16 et on explicite des
bases de certains B′ ×G-modules qui apparaissent dans k[W ]2 :
f1 ∶= x1x2
f2 ∶= y1y2
f3 ∶= x1y2 + x2y1
⎫⎪⎪⎪⎬⎪⎪⎪⎭ est une base de S2(V ′)⊗ Γ0,
h1 ∶= x21
h2 ∶= x22
h3 ∶= y21
h4 ∶= y22
h5 ∶= x1y1
h6 ∶= x2y2
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de S2(V ′)⊗ (Γ21 ⊕ Γ−21).
On reprend les notations de la section 1.2. Soit R ∶= k[W ]/I et soit
N ∶= ⟨f1, f2, f3, h1, h2⟩ ⊂ k[W ]
qui est un B′ ×G-module qui engendre l’idéal I. D’après [GS, Macaulay2], les relations entre les
générateurs ci-dessus du R-module I/I2 sont données dans la table 3.1.
Table 3.1 – Relations entre les générateurs de I/I2
En particulier, on a les relations suivantes données par les colonnes 2 et 5 respectivement :
{ r1 ∶= x1 ⊗ f3 − y1 ⊗ f1 − y2 ⊗ h1,
r2 ∶= x2 ⊗ f1 − x1 ⊗ h2.
On a dim(N) = 5 et donc d’après le lemme 1.2.6, on a dim(TZ0H) = 5 − rg(ρ∗). D’après le lemme
1.2.1, la variété Hprin contient au moins un point fixe pour l’opération de B′, donc Z0 ∈ Hprin et
donc dim(TZ0H) ≥ dim(Hprin) = 3. Donc, pour montrer la proposition 3.1.19, il suffit de montrer
le
Lemme 3.1.20. rg(ρ∗) ≥ 2.
Démonstration. Pour i = 1,2,3, on définit ψi ∈ HomGR(R⊗N,R) par
{ ψi(hj ⊗ 1) = 0 pour j = 1,2,
ψi(fj ⊗ 1) = δji pour j = 1,2,3,
où δji est le symbole de Kronecker. Les ψi forment une famille libre de Hom
G
R(R ⊗ N,R), nous
allons voir que {ρ∗(ψ1), ρ∗(ψ3)} est une famille libre de HomGR(R ⊗R,R) ce qui démontrera le
lemme. Soient λ1, λ3 ∈ k tels que
λ1 ρ
∗(ψ1) + λ3 ρ∗(ψ3) = 0.
On évalue cette relation en r2, on obtient :
λ1 ψ1(ρ(1⊗ r2)) + λ3 ψ3(ρ(1⊗ r2)) = λ1 ψ1(r2) + λ3 ψ3(r2) = λ1x2 = 0.
De même, on évalue cette relation en r1, on obtient :
λ3 x1 − λ1 y1 = 0.
On en déduit que (λ1, λ3) = (0,0) et donc {ρ∗(ψ1), ρ∗(ψ3)} est bien une famille libre.
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Table 3.2 – Générateurs du R-module HomR(I/I2,R)
Remarque 3.1.21. D’après [GS, Macaulay2], une famille de générateurs duR-module HomR(I/I2,R)
est donnée dans la table 3.2.
On note Φi le morphisme associé à la colonne i+1. On vérifie que les trois morphismes Φ1, Φ7 +Φ8
et 1
2
(y1Φ4 + y2Φ5) sont G-équivariants et linéairement indépendants. Ils forment donc une base de
l’espace vectoriel HomGR(I/I2,R) et on en déduit, comme dans la remarque 2.1.36, que
HomGR(I/I2,R) ≅D∗ ⊕ (D∗ ⊗ S2(V ′)D )
comme B′-module.
On déduit du lemme 1.2.2 et et de ce qui précède le
Corollaire 3.1.22. H =Hprin est une variété lisse de dimension 3.
Construction d’un morphisme équivariant δ ∶ H → P(W //G)
Le lemme qui suit découle de la théorie classique des invariants comme les lemmes 1.5.1 et 2.1.38.
Lemme 3.1.23. Le k[W ]G-module k[W ](Γ21⊕Γ−21) est engendré par HomG(Γ21⊕Γ−21 , k[W ]2).
Puis, on a l’isomorphisme de G′-modules
HomG((Γ21 ⊕ Γ−21), k[W ]2) ≅ S2(V ′).
La proposition 1.3.1 donne un morphisme G′-équivariant
H → Gr(2, S2(V ′∗)).
Et V ′∗ ⊗ det(V ′) ≅ V ′, donc S2(V ′∗)⊗ det2(V ) ≅ S2(V ′) et donc
Gr(2, S2(V ′∗)) ≅ P(S2(V ′)) ≅ P(S2(V ′∗)) = P(W //G)
comme G′-variété. On obtient donc un morphisme G′-équivariant
(3.5) δ ∶ H → P(W //G).
On rappelle que l’on note
Y0 ∶= {(Q,L) ∈W //G × P(W //G) ∣ Q ∈ L} = OP(W //G)(−1)
l’éclatement en 0 de W //G. On vérifie alors que le morphisme γ × δ envoie H dans Y0. Puis, en
procédant comme pour la proposition 2.1.41, on montre que le morphisme γ × δ ∶ H → Y0 est un
isomorphisme G′-équivariant.
Cas n′ > 2
Pour tout L ∈ P(W //G), on définit Im(L) comme dans la notation 2.1.42. On considère la variété
Z ∶= {(Q,L,E) ∈W //G × P(W //G) ×Gr(2, V ′∗) ∣ Q ∈ L et Im(L) ⊂ E} .
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On a le diagramme Z
q1

q2
$$ $$
Y0 Gr(2, V ′∗)
où q1 et q2 sont les projections naturelles. En particulier, avec les notations du début de la section,
on vérifie que Z ≅ S2 (T ).
Lemme 3.1.24. On a un isomorphisme de variétés Y1 ≅ Z et via cet isomorphisme, l’éclatement
Y1 → Y0 s’identifie au morphisme q1 ∶ Z → Y0.
Démonstration. La preuve est analogue à celle du lemme 2.1.43.
On raisonne alors comme dans la section 2.1.4 : on identifie Y1 à Z grâce au lemme 3.1.24, on
montre l’existence d’un isomorphisme G′-équivariant H ≅ Y1, on identifie H à Y1 via cet isomor-
phisme et on montre que γ est la composition des éclatements Y1 → Y0 →W //G. En particulier, γ
est toujours une résolution de W //G.
3.1.3 Etude du cas dim(V ) = 3
Dans toute cette section, on fixe n = 3. On a G ≅ O3(k), W //G = S2(V ′∗)≤3 et ρ ∶ H → Gr(3, V ′∗)
est le morphisme de la section 1.5.1. Nous allons démontrer le
Théorème 3.1.25. Si n′ ≥ 3, alors le schéma H est singulier.
Remarque 3.1.26. Si n′ ≤ 2, alors H ≅W //G est une variété lisse et γ est un isomorphisme d’après
le corollaire 3.1.8.
Lorsque n′ = 3, la non-lissité de H est donnée par le corollaire 3.1.37. Le cas général n′ ≥ 3
se déduit du cas particulier n′ = 3 grâce au principe de réduction (proposition 1.5.6). Nous allons
procéder comme pour la démonstration du théorème 2.1.44, cependant les choses vont s’avérer un
peu plus compliquées ici car nous allons voir que H possède deux points fixes pour B′.
Représentations de O3(k)
Comme pour le cas n = 2, la théorie des représentation de On(k) est particulièrement simple lorsque
n = 3. D’après [FH91, §10.4], on a un isomorphisme de groupes algébriques SO3(k) ≅ PSL2(k), où
PSL2(k) ∶= SL2(k)/{±I2}. Et donc, O3(k) ≅ PSL2(k) ×Z2 d’après (1.20).
Les représentations irréductibles de SL2(k) sont paramétrées par les entiers naturels : d ∈ N ↔
V (d), où V (d) ∶= k[x, y]d est l’ensemble des polynômes homogènes de degré d. En particulier, on
a dim(V (d)) = d + 1. Les représentations irréductibles de SO3(k) sont donc paramétrées par les
entiers naturels pairs : d ∈ 2N ↔ V (d). On note M0 (resp. ) la représentation triviale (resp. la
représentation signe) de Z2. Les représentations irréductibles de O3(k) sont :● V (d)⊗M0, avec d pair, de dimension d + 1,● V (d)⊗ , avec d pair, de dimension d + 1.
Si g ∈ O3(k), on note g l’image de g dans O3(k)/SO3(k) ≅ Z2 et alors (g) = det(g). Pour alléger
les notations, on fera l’abus d’écrire V (d) pour désigner la représentation V (d) ⊗M0. Avec ces
notations, V (0) est la représentation triviale de O3(k) et SO3(k), V (2) est la représentation
standard de SO3(k) et V (2)⊗  est la représentation standard de O3(k).
On rappelle enfin que l’on dispose de la formule de Clebsch-Gordan ([FH91, Exercise 11.11]) pour
décomposer les produits tensoriels de représentations de SL2(k).
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Points fixes de H pour l’opération de B′
On suppose dorénavant que n′ = 3. On souhaite montrer que H est singulier. Pour ce faire, on
commence par déterminer les points fixes de B′ dans H. On a :
k[W ]1 ≅V ′ ⊗ V (2)⊗ ,(3.6)
k[W ]2 ≅(S2(V ′)⊗ (V (4)⊕ V (0)))⊕ (Λ2(V ′)⊗ V (2)),(3.7)
k[W ]3 ≅(S3(V ′)⊗ (V (6)⊕ V (2))⊗ )⊕ (S2,1(V ′)⊗ (V (4)⊕ V (2))⊗ )(3.8) ⊕ (Λ3(V ′)⊗ V (0)⊗ ),
comme G′ ×G-modules.
On reprend les notations de la section 1.4.2 et on considère les différents poids présents dans le
G′-module S2,1(V ′) :
21 + 2
1 + 22
88
21 + 3
ff
1 + 2 + 3
88ff
22 + 3
88
1 + 23
ff
2 + 23
88ff
Le poids 1 + 2 + 3 est présent avec multiplicité 2 et tous les autres poids avec multiplicité 1. Les
flèches indiquent comment opère B′ dans S2,1(V ′) : deux poids λ1 et λ2 peuvent être reliés par
une suite de flèches si et seulement si il existe un élément b′ ∈ B′ tel que, si l’on note vi un vecteur
de poids λi, alors b′.v1 = αv2 + . . . pour un certain α ≠ 0. On note P le plan B′-stable de S2,1(V ′)
engendré par les deux droites T ′-stables associées aux poids 21 + 2 et 21 + 3. On vérifie que le
plan T ′-stable associé au poids 1 + 2 + 3 contient une unique droite L telle que pour tout v ∈ L,
pour tout b′ ∈ B′, b′.v ∈ P ⊕L. On note E1 ∶= P ⊕L et E2 le sous-espace de S2,1(V ′) engendré par
les trois droites T ′-stables associées aux poids 21 + 2, 21 + 3 et 1 + 22. Les espaces E1 et E2
sont les deux seuls B′-sous-module de S2,1(V ′) de dimension 3 contenant P.
Notation 3.1.27. On note :● J l’idéal engendré par les G-invariants homogènes de degré positif de k[W ],● D ∶= ⟨e1.e1⟩ ⊂ S2(V ′) l’unique droite B′-stable de S2(V ′),● Ii l’idéal engendré par (D⊗ V (4))⊕ (S2(V ′)⊗ V (0)) ⊂ k[W ]2 et par (Ei ⊗ V (4)) ⊂ k[W ]3
pour i = 1,2.
Remarque 3.1.28. On a J ∩ k[W ]2 = S2(V ′)⊗ V (0) comme G′ ×G-module et ce module engendre
l’idéal J . Les idéaux I1 et I2 sont homogènes, B′ ×G-stable et contiennent J .
Nous allons montrer le
Théorème 3.1.29. Les idéaux I1 et I2 sont les deux points fixes de B′ dans H.
Pour ce faire, nous aurons besoin du
Lemme 3.1.30. Pour chaque i ≥ 1, on a les isomorphismes de G-modules suivants :
1. Si(V ) ≅ V (2i)⊕ V (2i − 4)⊕⋯⊕ V (0) si i est pair,
2. Si(V ) ≅ (V (2i)⊕ V (2i − 4)⊕⋯⊕ V (2))⊗  si i est impair,
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3. Si,1(V ) ≅ (V (2i)⊕ V (2i − 2)⊕⋯⊕ V (2))⊗  si i est pair,
4. Si,1(V ) ≅ V (2i)⊕ V (2i − 2)⊕⋯⊕ V (2) si i est impair.
Démonstration. On remarque que O(V )/SO(V ) ≅ Z2 opère dans Si(V ) trivialement lorsque i est
pair, et par le signe lorsque i est impair. Il suffit donc de montrer que, pour chaque i ≥ 1, on a les
isomorphismes de SO(V )-modules suivants :
1. Si(V ) ≅ V (2i)⊕ V (2i − 4)⊕⋯⊕ V (0) si i est pair,
2. Si(V ) ≅ V (2i)⊕ V (2i − 4)⊕⋯⊕ V (2) si i est impair,
3. Si,1(V ) ≅ V (2i)⊕ V (2i − 2)⊕⋯⊕ V (2).
Les isomorphismes (1) et (2) sont donnés dans [FH91, Exercise 11.14]. Ensuite, soit i ≥ 1 un entier
pair, alors
Si(V )⊗ V ≅ Si+1(V )⊕ Si,1(V )
comme GL(V )-module. On utilise l’isomorphisme (1) et la formule de Clebsch-Gordan pour dé-
composer Si(V )⊗ V en SO(V )-modules irréductibles :
Si(V )⊗ V ≅(V (2i)⊕ V (2i − 4)⊕⋯⊕ V (0))⊗ V (2)≅(V (2i)⊕ V (2i − 2)⊕⋯⊕ V (2))⊕ (V (2i + 2)⊕ V (2i − 2)⊕ V (2i − 6)⊕⋯⊕ V (2)).
On utilise alors l’isomorphisme (2) pour décomposer Si+1(V ) et le résultat s’ensuit. La démarche
est analogue dans le cas où i est impair.
Preuve du théorème 3.1.29. On raisonne comme dans la preuve du théorème 2.1.30 en consi-
dérant IZ un point fixe de B′ et en étudiant k[W ]/IZ composante par composante :● Composantes de degré 0 et 1 :
On a bien sûr IZ ∩ k[W ]0 = {0} et IZ ∩ k[W ]1 ≠ k[W ]1.● Composante de degré 2 : on utilise la décomposition (3.7).
Pour avoir la décomposition souhaitée de k[W ]/IZ comme G-module, on a nécessairement k[W ]2∩
IZ ⊇ 6V (0) ⊕ V (4). En effet, le G-module k[W ]/IZ contient déjà une copie de la représentation
triviale (qui provient de la composante de degré 0), il ne peut donc pas en contenir d’autre. Ensuite,
k[W ]2 contient 6 copies de V (4) qui est un G-module de dimension 5, donc k[W ]2∩IZ contient au
moins une copie de V (4). Comme k[W ]2∩IZ est B′-stable, il contient D⊗V (4) car D est l’unique
droite B′-stable de S2(V ′). Il s’ensuit que IZ contient (S2(V ′)⊗ V (0))⊕ (D ⊗ V (4)).● Composante de degré 3 : on utilise la décomposition (3.8).
On remarque que k[W ]3 contient huit copies de V (4) ⊗  qui est un G-module de dimension 5,
donc nécessairement IZ ∩k[W ]3 ⊃ 3V (4)⊗. On reprend les notations du début de la section 3.1.3.
On vérifie que l’idéal engendré par (D ⊗ V (4))⊕ (S2(V ′)⊗ V (0)) ⊂ k[W ]2 contient P ⊗ V (4)⊗ .
Comme k[W ]3 ∩ IZ est B′-stable, il contient Ei ⊗ V (4)⊗ , pour i = 1 ou 2, car on a vu que E1 et
E2 sont les seuls espaces B′-stables de dimension 3 dans S2,1(V ′) contenant P. Donc IZ contient
nécessairement I1 ou I2. Le lemme qui suit achève la preuve du théorème 3.1.29 :
Lemme 3.1.31. Les idéaux I1 et I2 ont pour fonction de Hilbert hW .
Preuve du lemme : On considère l’idéal J défini dans la notation 3.1.27. D’après le lemme
3.1.30, pour chaque i ≥ 2, on a les inclusions :
(3.9){ k[W ]i/(J ∩ k[W ]i) ⊃ (Si(V ′)⊗ V (2i))⊕ (Si−1,1(V ′)⊗ V (2i − 2)) si i est pair,
k[W ]i/(J ∩ k[W ]i) ⊃ (Si(V ′)⊗ V (2i)⊗ )⊕ (Si−1,1(V ′)⊗ V (2i − 2)⊗ ) si i est impair.
En effet, l’idéal J est engendré par les copies de V (0) dans k[W ]2 et donc, si p est un entier tel
que V (2p) ⊂ J ∩ k[W ]i, alors nécessairement p ≤ i − 2. On dispose donc, pour chaque i ≥ 1, d’une
minoration de la dimension de k[W ]i/(J ∩ k[W ]i) par
Q(i) ∶= dim((Si(V ′)⊗ V (2i))⊕ (Si−1,1(V ′)⊗ V (2i − 2))) = 3i3 + 5
2
i2 + 3
2
i + 2.
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Ensuite, [GS, Macaulay2] nous fournit le polynôme de Hilbert PJ et la fonction de Hilbert classique
fJ de l’idéal J : { PJ(X) = 3X3 + 52X2 + 32X + 2,∀n ∉ {0,3}, fJ(n) = PJ(n) et fJ(0) = 1, fJ(3) = 111.
Il s’ensuit que les inclusions (3.9) sont en fait des égalités pour i = 2 et i ≥ 4. Pour i = 3, on a
k[W ]3/(J ∩ k[W ]3) ≅ (S3(V ′)⊗ V (6)⊗ )⊕ (S2,1(V ′)⊗ V (4)⊗ )⊕Λ3(V ′)⊗ .
On note K l’idéal de k[W ] engendré par (D ⊗ V (4)) ⊕ (S2(V ′) ⊗ V (0)) ⊂ k[W ]2. Alors (K ∩
k[W ]2)/(J ∩k[W ]2) ≅D⊗V (4) comme B′ ×G-module. Donc (K/J)U est un idéal de (k[W ]/J)U
engendré par un unique élément de (k[W ]2/k[W ]2 ∩ J)U et donc, pour tout i ≥ 1, la multiplicité
du G-module V (2i)⊗ (⊗i) dans k[W ]i/(K ∩ k[W ]i) est égale à
dim(Si(V ′)) − dim(Si−2(V ′)) = 2i + 1 = dim(V (2i)⊗ ⊗i).
Ensuite, on fixe j ∈ {1,2}, alors Ij est l’idéal de k[W ] engendré par K et par le B′ × G-module
Ej ⊗ V (4) ⊗  ⊂ k[W ]3, donc le nombre de copies de V (2i) ⊗ (⊗i) dans k[W ]i/(K ∩ k[W ]i) est
le même que dans k[W ]i/(Ij ∩ k[W ]i). On calcule le polynôme de Hilbert Qj et la fonction de
Hilbert gj de l’idéal Ij avec [GS, Macaulay2] :
{ Qj(X) = 8X2 + 2,∀n ≥ 4, gj(n) = Qj(n) et gj(0) = 1, gj(1) = 9, gj(2) = 34, gj(3) = 75.
Et donc, la multiplicité du G-module V (2i) dans k[W ]/Ij est :
{ 2i + 1 = dim(V (2i)) si i est pair,g(i+1)−(2i+3)2
2i+1 = 2i + 1 = dim(V (2i)) si i est impair,
et la multiplicité du G-module V (2i)⊗  dans k[W ]/Ij est :
{ g(i+1)−(2i+3)22i+1 = 2i + 1 = dim(V (2i)) si i est pair,
2i + 1 = dim(V (2i)⊗ ) si i est impair.
Il s’ensuit que l’idéal Ij a la bonne fonction de Hilbert.
Remarque 3.1.32. On a StabG′(I1) = StabG′(I2) = B′, donc chacune des deux orbites fermées deH est isomorphe à G′/B′.
I2 est un point de Hprin
Le but de cette section est de montrer la
Proposition 3.1.33. L’idéal I2 appartient à Hprin.
Cette proposition nous permettra ensuite de montrer que H est singulier en I2. On note w ∈W
sous la forme w = ⎡⎢⎢⎢⎢⎢⎣
x1 y1 z1
x2 y2 z2
x3 y3 z3
⎤⎥⎥⎥⎥⎥⎦ et on identifie k[W ] à k[x1, x2, x3, y1, y2, y3, z1, z2, z3]. On com-
mence par expliciter des bases de certains B′ ×G-modules qui apparaissent dans k[W ] :
x21 + x22 + x23
y21 + y22 + y23
z21 + z22 + z23
x1y1 + x2y2 + x3y3
x1z1 + x2z2 + x3z3
z1y1 + z2y2 + z3y3
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de S2(V ′)⊗ V (0) ⊂ k[W ]2,
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x21
x22
x23
x1x2
x2x3
x1x3
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de D ⊗ S2(V ) ⊂ k[W ]2,
x1(x1y2 − x2y1)
x2(x1y2 − x2y1)
x3(x1y2 − x2y1)
x1(x1y3 − x3y1)
x2(x1y3 − x3y1)
x3(x1y3 − x3y1)
x1(x2y3 − x3y2)
x2(x2y3 − x3y2)
x3(x2y3 − x3y2)
x1(x1z2 − x2z1)
x2(x1z2 − x2z1)
x3(x1z2 − x2z1)
x1(x1z3 − x3z1)
x2(x1z3 − x3z1)
x3(x1z3 − x3z1)
x1(x2z3 − x3z2)
x2(x2z3 − x3z2)
x3(x2z3 − x3z2)
y1(x1y2 − x2y1)
y2(x1y2 − x2y1)
y3(x1y2 − x2y1)
y1(x1y3 − x3y1)
y2(x1y3 − x3y1)
y3(x1y3 − x3y1)
y1(x2y3 − x3y2)
y2(x2y3 − x3y2)
y3(x2y3 − x3y2)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une famille génératrice de E2 ⊗ S2,1(V ).
On en déduit des générateurs de l’idéal I2 :
I2 = (y21 + y22 + y23 , z21 + z22 + z23 , x21 + x22 + x23, x22, x23, x1x2, x2x3, x1x3,
x1y1 + x2y2 + x3y3, x1z1 + x2z2 + x3z3, z1y1 + z2y2 + z3y3,
y3(x1y2 − x2y1), y2(x1y3 − x3y1), y3(x1y3 − x3y1),
y2(x2y3 − x3y2), y3(x2y3 − x3y2)).
D’après la proposition 1.1.6, le morphisme de Hilbert-Chow est un isomorphisme au dessus de
U3 ⊂ W //G, donc il existe un unique ZId ∈ H tel que γ(ZId) = Id. On note L l’idéal de ZId dans
k[W ]. D’après le lemme 1.1.3, on a :
L = (x21 + x22 + x23 − 1, y21 + y22 + y23 − 1, z21 + z22 + z23 − 1,
x1y1 + x2y2 + x3y3, x1z1 + x2z2 + x3z3, z1y1 + z2y2 + z3y3).
Soit I un idéal de k[W ] correspondant à un point de H. On va construire une famille plate
d’idéaux (Lt)t∈A1
k
de k[W ] telle que L1 = L et L0 = I2. Par définition de la composante principaleHprin de H, on en déduira que I2 est un point de Hprin.
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On commence par calculer une base de Gröbner GL de l’idéal L à l’aide de [GS, Macaulay2] :
GL = {z21 + z22 + z23 − 1, y1z1 + y2z2 + y3z3, x1z1 + x2z2 + x3z3,
y21 + y22 + y23 − 1, x1y1 + x2y2 + x3y3, x23 + y23 + z23 − 1,
x2x3 + y2y3 + z2z3, x1x3 + y1y3 + z1z3, x22 + y22 + z22 − 1,
x1x2 + y1y2 + z1z2, x21 − y22 − y23 − z22 − z23 + 1, x2y1y2 − x1y22 − x3z1z3 + x1z23 ,
y2z1z2 − y1z22 + y3z1z3 − y1z23 + y1, x2z1z2 − x1z22 + x3z1z3 − x1z23 + x1,
x2y1z2 − x1y2z2 + x3y1z3 − x1y3z3, y22z1 + y23z1 − y1y2z2 − y1y3z3 − z1,
x2y2z1 + x3y3z1 − x1y2z2 − x1y3z3, x3y2y3 − x2y23 + x3z2z3 − x2z23 + x2,
x3y1y3 − x1y23 + x3z1z3 − x1z23 + x1, x2y1y3 − x1y2y3 + x2z1z3 − x1z2z3,
x3y
2
2 − x2y2y3 + x3z22 − x2z2z3 − x3, x3y1y2 − x1y2y3 + x3z1z2 − x1z2z3,
x3y2z1z3 − x2y3z1z3 − x3y1z2z3 + x1y3z2z3 + x2y1z23 − x1y2z23 − x2y1 + x1y2,
y23z
2
2 − 2y2y3z2z3 + y22z23 − y22 − y23 − z22 − z23 + 1,
x3y3z
2
2 − x3y2z2z3 − x2y3z2z3 + x2y2z23 − x2y2 − x3y3,
y23z1z2 − y2y3z1z3 − y1y3z2z3 + y1y2z23 − y1y2 − z1z2,
x3y3z1z2 − x2y3z1z3 − x3y1z2z3 + x2y1z23 − x2y1}.
On fixe (n1, n2, n3) ∈ Z3 et soit
(3.10) θn1,n2,n3 ∶ Gm → T ′
t ↦ (tn1 , tn2 , tn3)
un sous-groupe à un paramètre du tore T ′. Par définition de l’opération de T ′ dans W , on a :
∀t ∈ Gm, ∀w = ⎡⎢⎢⎢⎢⎢⎣
x1 y1 z1
x2 y2 z2
x3 y3 z3
⎤⎥⎥⎥⎥⎥⎦ ∈W, θn1,n2,n3(t).w =
⎡⎢⎢⎢⎢⎢⎣
t−n1x1 t−n2y1 t−n3z1
t−n1x2 t−n2y2 t−n3z2
t−n1x3 t−n2y3 t−n3z3
⎤⎥⎥⎥⎥⎥⎦ .
Pour t ∈ Gm fixé, l’opération de θn1,n2,n3(t) dans W induit un automorphisme σn1,n2,n3,t de k[W ]
défini par :
∀i = 1,2,3, ⎧⎪⎪⎪⎨⎪⎪⎪⎩
σn1,n2,n3,t(xi) = tn1xi,
σn1,n2,n3,t(yi) = tn2yi,
σn1,n2,n3,t(zi) = tn3zi.
On note Lt l’image de l’idéal L par cet automorphisme. Soit g ∈ k[W ], on l’écrit g = ∑i uimi, où
les mi sont des monômes de k[W ] et les ui sont des éléments de Gm. On définit
g˜ ∶= tmg(tn1x1, . . . , tn3z3) ∈ k[W ]
avec m le plus petit entier relatif tel que, lorsque l’on décompose g˜ en une somme de monômes :
g˜ = ∑i uitNim′i, chaque entier Ni qui apparaît est supérieur ou égal à 0. On dispose alors d’une
description explicite de l’idéal Lt :
Lt = {g˜ ∣ g ∈ L}.
D’après [Eis95, Exercise 15.25], si {g1, . . . , gr} est une base de Gröbner de l’idéal L, alors Lt =(g˜1, . . . , g˜r). En particulier, on a L1 = L. On note L0 l’idéal de k[W ] obtenu en posant t = 0 pour
chaque élément de Lt. Alors, d’après [Eis95, Theorem 15.17], la famille d’idéaux (Lt)t∈A1
k
est une
famille plate au dessus de A1k.
Pour démontrer que I2 ∈ Hprin, il suffit donc de trouver un triplet (n1, n2, n3) ∈ Z3 tel que l’on ait
L0 = I2. On vérifie que le triplet (−3,−2,−1) convient.
Remarque 3.1.34. On souhaiterait procéder de manière analogue pour montrer que I1 ∈ Hprin,
malheureusement il n’existe aucun triplet (n1, n2, n3) tel que l’on ait L0 = I1.
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Espace tangent de H en I2
On note Z2 ∶= Spec(k[W ]/I2). On a la
Proposition 3.1.35. dim(TZ2H) ≥ 7.
Démonstration. D’après [GS, Macaulay2], une famille d’éléments du R-module HomR(I/I2,R) est
donnée dans la table 3.3.
Table 3.3 – Quelques éléments du R-module HomR(I/I2,R)
On note Φi le morphisme donné par la i + 1-ème colonne de cette matrice. On vérifie alors que les
sept morphismes suivants sont G-équivariants et linéairement indépendants :
● Φ1,
● z3Φ2 + z2Φ3 + z1Φ4,
● y1Φ5 − y2Φ6 − y3Φ7,
● z1Φ5 − z2Φ6 − z3Φ7,
● Φ8,
● Φ9 +Φ10,
● Φ11.
Il s’ensuit que HomGR(I2/I22 ,R) est de dimension au moins 7 et le résultat découle alors de l’iso-
morphisme TZ2H ≅ HomGR(I2/I22 ,R).
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Remarque 3.1.36. Une étude des relations entre les générateurs du R-module I/I2 similaire à celle
réalisée dans la section 2.1.5 permet de montrer que dim(TZ2H) ≤ 8. Je ne sais malheureusement
pas si dim(TZ2H) vaut 7 ou 8.
Corollaire 3.1.37. Le schéma H est singulier en Z2.
Démonstration. On a dim(Hprin) = 6 et donc H est lisse en Z2 si et seulement si dim(TZ2H) = 6,
ce qui est faux d’après la proposition 3.1.35.
3.2 Cas de SO(V ) opérant dans V ⊕n′
On se place dans la situation 4 : on a G ∶= SO(V ) = O(V )∩SL(V ), G′ ∶= GL(V ′),W ∶= Hom(V ′, V )
et l’opération de G′ ×G dans W est donnée par (1.14).
Lorsque n = 2, on a G ≅ Gm et alors l’étude du schéma de Hilbert invariant pour l’opération de
G dans W a déjà été effectuée dans la section 2.1.2. On supposera donc que n ≥ 3 par la suite.
3.2.1 Etude du morphisme de passage au quotient
D’après le premier théorème fondamental pour SO(V ) (voir [Pro07, §11.2.1]) l’algèbre des inva-
riants k[W ]G est engendrée par les (i ∣ j), 1 ≤ i ≤ j ≤ n′, définis par (3.1), et par les [i1, . . . , in],
1 ≤ i1 < . . . < in ≤ n′, définis par (1.30 ). Le morphisme de passage au quotient ν ∶ W →W //G s’ex-
prime donc en fonction des morphismes de passage au quotient W →W //O(V ) et W →W //SL(V )
étudiés dans les sections 3.1.1 et 1.5.2 respectivement. Plus précisément
ν ∶ Hom(V ′, V ) → S2(V ′∗) ×Λn(V ′∗)
w ↦ (tww, L1 ∧ . . . ∧Ln)
où les Li sont définis dans la notation 1.5.13. On a donc un diagramme commutatif
(3.11) W //SL(V )
W
ν //
$$
::
W //G
p1

p2
OO
W //O(V )
où les pi sont les projections naturelles et les deux flèches diagonales sont les morphismes de passage
au quotient.
Si n′ < n, alors Λn(V ′∗) = {0}, doncW //G =W //O(V ) et ν est le morphisme de passage au quotient
W →W //O(V ) de la section 3.1.1.
Si n′ = n, alors Λn(V ′∗) ≅ A1k et ν ∶ w ↦ (tww,det(w)). On a donc
W //G = {(Q,x) ∈ S2(V ′∗) ×A1k ∣ det(Q) = x2}
et donc p1 ∶ W //G → S2(V ′∗) est un revêtement double de S2(V ′∗) dont le lieu de ramifi-
cation est S2(V ′∗)≤n−1. On vérifie, grâce au critère jacobien, que le lieu singulier de W //G est{(Q,x) ∈W //G ∣ rg(Q) ≤ n − 2}.
Enfin, si n′ > n et D ∶= O(V )/G ≅ Z2. On a l’inclusion p∗1 ∶ k[W ]O(V ) ↪ k[W ]G qui induit un
isomorphisme k[W ]O(V ) ≅ (k[W ]G)D. DoncW //O(V ) ≅ (W //G)//D et p1 s’identifie au morphisme
de passage au quotient W //G → (W //G)//D. Or D est un groupe d’ordre 2 qui opère librement
dans l’ouvert {(Q,x) ∈ W //G ∣ rg(Q) = n et x ≠ 0} en multipliant x par ±1 et qui opère trivia-
lement dans le complémentaire. Il s’ensuit que p1 est un revêtement double de W //O(V ) dont le
lieu de ramification est {(Q,0) ∈ W //G ∣ rg(Q) ≤ n − 1}. J’ignore malheureusement quel est le
lieu singulier de W //O(V ) lorsque n′ > n. Néanmoins, des calculs pour des petites valeurs de n
suggèrent que le lieu singulier est {(Q,0) ∈W //G ∣ rg(Q) ≤ n − 2}.
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Lemme 3.2.1. On suppose que n′ > n et on note U ∶= {Q ∈ S2(V ′∗) ∣ rg(Q) = n} l’orbite ouverte
de W //O(V ), alors p1 ∶ p−11 (U)→ U est le revêtement universel.
Démonstration. Soit U˜ l’image réciproque de U par le morphisme de passage au quotient q ∶ W →
W //O(V ). D’après [SB00, §2.1, Theorem 6], le morphisme q est un O(V )-fibré principal au dessus
de l’ouvert U . On a donc la suite exacte de groupes suivante :
(3.12) pi1(U˜)Ð→ pi1(U)Ð→ pi0(O(V ))Ð→ pi0(U˜).
Or, U˜ = {w ∈ W ∣ rg(w) = n}, donc la codimension de U˜ dans W est n′ − n + 1 ≥ 2, et donc
pi1(U˜) ≅ pi1(W ) ≅ {0}. On en déduit que pi1(U) ≅ pi0(O(V )) ≅ Z2 et le résultat en découle.
Si n′ ≥ n, alors la variétéW //G est normale ([SB00, §3.2, Théorème 2]) et de Gorenstein ([SB00,
§4.4, Théorème 4]) puisque G est semi-simple et connexe. Si n′ < n, alors W //G = S2(V ′∗) est un
espace affine.
On note
N ∶= min(n′, n).
L’opération de G′ dans W induit une opération dans W //G telle que ν soit G′-équivariant. Pour
cette opération, on vérifie que W //G se décompose en N + 1 orbites :
Ui ∶= {(Q,x) ∈W //G ∣ rg(Q) = i}
pour i = 0, . . . ,N . Les adhérences de ces orbites sont imbriquées de la façon suivante :{0} = U0 ⊂ U1 ⊂ ⋯ ⊂ UN =W //G.
En effet, pour chaque i = 0, . . . ,N − 1, on a Ui = {(Q,0) ∣ Q ∈ S2(V ′∗)≤i} ≅ S2(V ′∗)≤i et
p1 ∶ UN → {Q ∈ S2(V ′∗) ∣ rg(Q) = N} est G′-équivariant donc UN est l’unique orbite ouverte de
W //G. La discussion précédente et le corollaire 3.1.5 permettent de déduire la
Proposition 3.2.2. La dimension de la fibre générique et l’ouvert de platitude de ν sont donnés
dans le tableau suivant :
configuration dim. de la fibre générique ouvert de platitude
n′ < n n′n − 1
2
n′(n′ + 1) Un′ ∪⋯ ∪Umax(2n′−n−1,0)
n′ = n 1
2
n(n − 1) Un ∪Un−1
n′ > n 1
2
n(n − 1) Un
Corollaire 3.2.3. Le morphisme ν est plat sur W //G tout entier si et seulement si n ≥ 2n′ − 1 et
dans ce cas W //G = S2(V ′∗).
Le corollaire qui suit est une conséquence immédiate de la proposition 1.1.6 et du corollaire
3.2.3 :
Corollaire 3.2.4. Si n ≥ 2n′ − 1, alors H ≅ S2(V ′∗) et γ est un isomorphisme.
Notation 3.2.5. Si n′ < n, on note
H ∶= {[ M 0n−n′,n′
0n′,n−n′ In′ ] , M ∈ SOn−n′(k)} ≅ SOn−n′(k)
qui est un sous-groupe de G.
Pour déterminer la fonction de Hilbert de la fibre générique de ν, on a besoin du
Lemme 3.2.6. La fibre de ν en un point de UN est isomorphe à
{ G/H si n′ < n,
G si n′ ≥ n
Démonstration. La preuve est analogue à celle du lemme 2.2.10.
Grâce au lemme 3.2.6 et à la proposition 3.2.2, on montre la
Proposition 3.2.7. La fonction de Hilbert de la fibre générique de ν est donnée par :
∀M ∈ Irr(G), hW (M) = { dim(MH) si n′ < n,dim(M) si n′ ≥ n.
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3.2.2 Etude du cas dim(V ) = 3
Dans toute cette section, on fixe n′ = n = 3. On a G ≅ SO3(k), le quotient W //G est un revêtement
double de S2(V ′∗) ramifié en S2(V ′∗)≤2. Nous allons démontrer le
Théorème 3.2.8. Le schéma H est connexe et singulier.
Remarque 3.2.9. Si n′ ≤ 2, alors H ≅W //G est une variété lisse et γ est un isomorphisme d’après
le corollaire 3.2.4.
La connexité de H est donnée par la proposition 3.2.17 et la non-lissité de H est donnée par le
corollaire 3.2.21. Remarquons que, contrairement aux exemples traités précédement, on ne dispose
pas du principe de réduction lorsque G = SO(V ) et donc les propriétés géométriques de H lorsque
n′ > 3 ne se déduisent pas du cas n′ = 3 a priori. On renvoie au début de la section 3.1.3 pour des
rappels concernant les représentations de SO3(k).
Points fixes de H pour l’opération de B′
Nous allons procéder comme pour les démonstrations des théorèmes 2.1.44 et 3.1.25. On commence
par déterminer les points fixes de B′ dans H. On a :
k[W ]1 ≅ V ′ ⊗ V (2),(3.13)
k[W ]2 ≅ (S2(V ′)⊗ (V (4)⊕ V (0)))⊕ (Λ2(V ′)⊗ V (2)),(3.14)
comme G′ ×G-modules.
Notation 3.2.10. On note :● J l’idéal engendré par les G-invariants homogènes de degré positif de k[W ],● D1 ∶= ⟨e1⟩ ⊂ V ′ l’unique droite B′-stable de V ′,● D2 ∶= ⟨e1.e1⟩ ⊂ S2(V ′) l’unique droite B′-stable de S2(V ′),● I1 l’idéal engendré par D1 ⊗ V (2) ⊂ k[W ]1 et par (S2(V ′)⊗ V (0)) ⊂ k[W ]2,● I2 l’idéal engendré par (D2 ⊗ V (4))⊕ (S2(V ′)⊗ V (0))⊕ (Λ2(V ′)⊗ V (2)) ⊂ k[W ]2.
Remarque 3.2.11. On a J ∩ k[W ]2 = S2(V ′)⊗ V (0) et J ∩ k[W ]3 = Λ3(V ′)⊗ V (0) comme G′ ×G-
modules et ces modules engendrent l’idéal J . Les idéaux I1 et I2 sont homogènes, B′ ×G-stables
et contiennent l’idéal J .
Nous allons montrer le
Théorème 3.2.12. Les idéaux I1 et I2 sont les deux points fixes de B′ dans H.
Pour ce faire, nous aurons besoin du
Lemme 3.2.13. Pour chaque i ≥ 1, on a les isomorphismes de G-modules suivants :
1. Si(V ) ≅ V (2i)⊕ V (2i − 4)⊕⋯⊕ V (0) si i est pair,
2. Si(V ) ≅ V (2i)⊕ V (2i − 4)⊕⋯⊕ V (2) si i est impair,
3. Si,1(V ) ≅ V (2i)⊕ V (2i − 2)⊕⋯⊕ V (2).
Démonstration. C’est une conséquence immédiate du lemme 3.1.30.
Preuve du théorème 3.2.12. On raisonne comme dans la preuve du théorème 2.1.30 en consi-
dérant IZ un point fixe de B′ et en étudiant k[W ]/IZ composante par composante :● Composante de degré 0 : on a bien sûr IZ ∩ k[W ]0 = {0}.● Composante de degré 1 : on utilise la décomposition (3.13).
Si IZ ∩ k[W ]1 = k[W ]1, alors k[W ]/IZ = V (0) ne donne pas la décomposition souhaitée comme
G-module.
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Si IZ ∩ k[W ]1 contient deux copies de V (2), alors k[W ]/IZ est un quotient de k[V (2)] comme
G-module. Mais S2(V (2)) = V (4) ⊕ V (0) et k[W ]0/(IZ ∩ k[W ]0) = V (0) donc nécessairement
k[W ]2/(IZ ∩ k[W ]2) ⊂ V (4). Il s’ensuit que, pour chaque i ≥ 0, k[W ]i/(IZ ∩ k[W ]i) ⊂ V (2i) et
donc IZ ne peut pas avoir la bonne fonction de Hilbert. Donc IZ ∩ k[W ]1 contient au plus une
copie de V (2).
1er cas : IZ ∩ k[W ]1 = {0}.● Composante de degré 2 : on utilise la décomposition (3.14).
On a k[W ]2 ∩ IZ ⊃ (S2(V ′) ⊗ V (0)) ⊕ (Λ2(V ′) ⊗ V (2)). En effet, le G-module k[W ]/IZ contient
déjà une copie de la représentation triviale V (0) (l’image des constantes), il ne peut donc pas
en contenir d’autres. De même, comme IZ ∩ k[W ]1 = {0}, le G-module k[W ]/IZ contient déjà 3
copies de la représentation standard V (2) qui est de dimension 3 et donc il ne peut pas en contenir
d’autres. Ensuite, k[W ]2 contient 6 copies de V (4) qui est de dimension 5, donc nécessairement,
IZ ∩ k[W ]2 contient une copie de V (4). Comme IZ ∩ k[W ]2 est B′-stable, il contient D2 ⊗ V (4)
car D2 est l’unique droite B′-stable de S2(V ′). Donc IZ contient I2. Le lemme qui suit montre que
cette inclusion est nécessairement une égalité :
Lemme 3.2.14. L’idéal I2 a pour fonction de Hilbert hW .
Preuve du lemme : On note J2 ⊂ I2 l’idéal engendré par (S2(V ′)⊗ V (0))⊕ (Λ2(V ′)⊗ V (2)) ⊂
k[W ]2, alors k[W ]2/(J2 ∩ k[W ]2) ≅ S2(V ′) ⊗ V (4). Mais k[W ] ≅ k[V (2)⊕3] ≅ k[V (2)]⊗3 comme
G-module et V (2)⊗V (2) ≅ V (4)⊕V (2)⊕V (0), donc deux copies quelconques de la représentation
standard de G dans k[W ]1 sont orthogonales dans k[W ]2/J2, c’est-à-dire que l’image du G-module
V (2)⊗V (2) ⊂ k[W ]2 dans k[W ]/J2 est isomorphe à V (4). On déduit alors de [Bri85, Lemme 4.1]
que l’on a un isomorphisme de G′ ×G-modules
k[W ]/J2 ≅⊕
i≥0 Si(V ′)⊗ V (2i).
Donc (I2 ∩ k[W ]2)/(J2 ∩ k[W ]2) ≅ D2 ⊗ V (4) comme B′ ×G-module. Soit U le sous-groupe uni-
potent de G défini dans la section 1.4.1. Alors (I2/J2)U est un idéal de (k[W ]/J2)U engendré
par un unique élément de (k[W ]2/k[W ]2 ∩ J2)U et donc la multiplicité du G-module V (2i) dans
k[W ]/I2 est :
dim(Si(V ′)) − dim(Si−2(V ′)) = 2i + 1 = dim(V (2i)).
Et donc l’idéal I2 a la bonne fonction de Hilbert.
2nd cas : IZ ∩ k[W ]1 = V (2).
Comme IZ ∩k[W ]1 est B′-stable, on a IZ ∩k[W ]1 =D1⊗V (2) car D1 est l’unique droite B′-stable
de V ′. On a nécessairement IZ ∩k[W ]2 ⊃ S2(V ′)⊗V (0) d’après l’étude de la composante de degré
0 de IZ . Donc IZ contient I1. Le lemme qui suit montre que cette inclusion est en fait une égalité :
Lemme 3.2.15. L’idéal I1 a pour fonction de Hilbert hW .
Preuve du lemme : On note V ′′ ∶= V ′/D1 et W ′ ∶= Hom(V ′′, V ) alors dim(V ′′) = 2 et
k[W ′]2 ≅ (S2(V ′′)⊗ (V (4)⊕ V (0)))⊕ (Λ2(V ′′)⊗ V (2))
comme B′ ×G-module.
On note J1 l’idéal de k[W ′] engendré par S2(V ′′) ⊗ V (0) ⊂ k[W ′]2, alors k[W ]/I1 ≅ k[W ′]/J1
comme B′ ×G-module. D’après le lemme 3.2.13, pour chaque i ≥ 2, on a
(3.15) k[W ′]i/(J1 ∩ k[W ′]i) ⊃ (Si(V ′′)⊗ V (2i))⊕ (Si−1,1(V ′′)⊗ V (2i − 2)).
En effet, l’idéal J1 est engendré par les copies de V (0) dans k[W ′]2 et donc, si p est un entier tel
que V (2p) ⊂ J1 ∩ k[W ]i, alors nécessairement p ≤ i − 2. On dispose donc, pour chaque i ≥ 1, d’une
minoration de la dimension de k[W ′]i/(J1 ∩ k[W ′]i) par
Q(i) ∶= dim((Si(V ′′)⊗ V (2i))⊕ (Si−1,1(V ′′)⊗ V (2i − 2))) = 4i2 + 2.
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Ensuite, un calcul direct avec [GS, Macaulay2] donne le polynôme de Hilbert PJ1 et la fonction de
Hilbert fJ1 de l’idéal J1 :
{ PJ1(X) = 4X2 + 2,∀n ≥ 1, fJ1(n) = PJ1(n) et fJ1(0) = 1.
Il s’ensuit que l’inclusion (3.15) est en fait une égalité. On est maintenant en mesure de calculer les
multiplicités de chaque G-module irréductible qui apparaît dans k[W ]/I1 : pour chaque i ≥ 0, la re-
présentation V (2i) apparaît i+1 fois dans k[W ]i/(I1 ∩ k[W ]i) et i fois dans k[W ]i+1/(I1 ∩ k[W ]i+1).
Et donc la multiplicité de V (2i) dans k[W ]/I1 est 2i + 1 = dim(V (2i)).
Remarque 3.2.16. On vérifie que StabG′(I1) = StabG′(I2) est le sous-groupe parabolique de G′ qui
stabilise la droite D1 ⊂ V ′. Il est donc maximal, de dimension 7, et les deux orbites fermées de H
sont isomorphes à P2.
Connexité de H
Nous allons montrer la
Proposition 3.2.17. Le schéma H est connexe.
D’après le lemme 1.2.1, il suffit de montrer que les deux points fixes I1 et I2 de B′ sont dansHprin. Pour ce faire, nous allons procéder comme dans la section 3.1.3 et construire deux familles
plates d’idéaux (Lt)t∈A1
k
de k[W ] telles que la première famille vérifie L0 = I1 et la seconde famille
vérifie L0 = I2.
On note w ∈W sous la forme w = ⎡⎢⎢⎢⎢⎢⎣
x1 y1 z1
x2 y2 z2
x3 y3 z3
⎤⎥⎥⎥⎥⎥⎦ et on identifie k[W ] à k[x1, x2, x3, y1, y2, y3, z1, z2, z3].
On commence par expliciter des bases de certains B′ ×G-modules qui apparaissent dans k[W ] :
x1
x2
x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭ est une base de D1 ⊗ V (2) ⊂ k[W ]1,
x21 + x22 + x23
y21 + y22 + y23
z21 + z22 + z23
x1y1 + x2y2 + x3y3
x1z1 + x2z2 + x3z3
z1y1 + z2y2 + z3y3
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de S2(V ′)⊗ V (0) ⊂ k[W ]2,
x2y3 − x3y2
x1y3 − x3y1
x1y2 − x2y1
x2z3 − x3z2
x1z3 − x3z1
x1z2 − x2z1
z2y3 − z3y2
z1y3 − z3y1
z1y2 − z2y1
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de Λ2(V ′)⊗ V (2) ⊂ k[W ]2,
x21
x22
x23
x1x2
x2x3
x1x3
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de D2 ⊗ S2(V ) ⊂ k[W ]2.
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On en déduit des générateurs des idéaux I1 et I2 :
I1 = (x1, x2, x3, y21 + y22 + y23 , z21 + z22 + z23 , z1y1 + z2y2 + z3y3),
I2 = (x21 − x23, x22, x1x2, x2x3, x1x3,
x21 + x22 + x23, y21 + y22 + y23 , z21 + z22 + z23 ,
x1y1 + x2y2 + x3y3, x1z1 + x2z2 + x3z3, z1y1 + z2y2 + z3y3,
x2y3 − x3y2, x1y3 − x3y1, x1y2 − x2y1,
x2z3 − x3z2, x1z3 − x3z1, x1z2 − x2z1,
z2y3 − z3y2, z1y3 − z3y1, z1y2 − z2y1).
D’après la proposition 1.1.6, le morphisme de Hilbert-Chow est un isomorphisme au dessus de
U3 ⊂ W //G, donc il existe un unique ZId ∈ H tel que γ(ZId) = (Id,1). On note L l’idéal de ZId
dans k[W ]. D’après le lemme 1.1.3, on a :
L = (x21 + x22 + x23 − 1, y21 + y22 + y23 − 1, z21 + z22 + z23 − 1,
x1y1 + x2y2 + x3y3, x1z1 + x2z2 + x3z3, z1y1 + z2y2 + z3y3,
x1(y2z3 − y3z2) − x2(y1z3 − y3z1) + x3(y1z2 − y2z1) − 1).
On calcule une base de Gröbner de l’idéal L avec [GS, Macaulay2] :
y3z2 − y2z3 + x1
y3z1 − y1z3 − x2
y2z1 − y1z2 + x3
x3z2 − x2z3 − y1
x3z1 − x1z3 + y2
x2z1 − x1z2 − y3
x3y2 − x2y3 + z1
x3y1 − x1y3 − z2
x2y1 − x1y2 + z3
y21 + y22 + y23 − 1
z21 + z22 + z23 − 1
x22 + y22 + z22 − 1
x23 + y23 + z23 − 1
y1z1 + y2z2 + y3z3
x1z1 + x2z2 + x3z3
x1y1 + x2y2 + x3y3
x2x3 + y2y3 + z2z3
x1x3 + y1y3 + z1z3
x1x2 + y1y2 + z1z2
x21 − y22 − y23 − z22 − z23 + 1
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
base de Gröbner de l’idéal L.
On fixe (n1, n2, n3) ∈ Z3 et soit θn1,n2,n3 un sous-groupe à un paramètre du tore T ′ comme défini
par (3.10). Pour tout t ∈ Gm, on définit alors l’idéal Lt comme dans la section 3.1.3.
Pour démontrer la proposition 3.2.17, il suffit de trouver deux triplets (n1, n2, n3) ∈ Z3 tels que
l’on obtienne L0 = I1 dans un cas et L0 = I2 dans l’autre cas.
On pose (n1, n2, n3) = (−3,−1,−1), alors pour chaque t ∈ Gm, on obtient les générateurs suivants
Ronan Terpereau 85
de l’idéal Lt :
t(y3z2 − y2z3) + x1
t(y3z1 − y1z3) − x2
t(y2z1 − y1z2) + x3
x3z2 − x2z3 − t3y1
x3z1 − x1z3 + t3y2
x2z1 − x1z2 − t3y3
x3y2 − x2y3 + t3z1
x3y1 − x1y3 − t3z2
x2y1 − x1y2 + t3z3
y21 + y22 + y23 − t2
z21 + z22 + z23 − t2
x22 + t4y22 + t4z22 − t6
x23 + t4y23 + t4z23 − t6
y1z1 + y2z2 + y3z3
x1z1 + x2z2 + x3z3
x1y1 + x2y2 + x3y3
x2x3 + t4(y2y3 + z2z3)
x1x3 + t4(y1y3 + z1z3)
x1x2 + t4(y1y2 + z1z2)
x21 + t4(−y22 − y23 − z22 − z23) + t6
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
générateurs de l’idéal Lt.
Si l’on pose t = 0, alors on retrouve les générateurs de l’idéal I1, autrement dit L0 = I1. De même, si
l’on considère (n1, n2, n3) = (−3,−2,−2), alors on obtient une famille plate d’idéaux (Lt)t∈A1
k
telle
que L0 = I2. La proposition 3.2.17 s’ensuit.
Dimensions des espaces tangents de H en Z1 et Z2
Pour i ∈ {1,2}, on note Ri ∶= k[W ]/Ii et Zi ∶= Spec(k[W ]/Ii). Nous allons montrer la
Proposition 3.2.18. On a dim(TZ1H) = 6 et dim(TZ2H) = 8.● Montrons que dim(TZ1H) = 6. On vérifie que
I1/I21 ≅ ((D1 ⊗ V (2))⊕ (S2(V ′/D1)⊗ V (0)))⊗R1
comme R1,B′ ×G-module. Le résultat découle alors du lemme 1.2.5.
● Montrons que dim(TZ2H) = 8. On procède comme dans la preuve de la proposition 2.1.53.
Soient ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f1 ∶= x21 + x22 + x23,
f2 ∶= y21 + y22 + y23 ,
f3 ∶= z21 + z22 + z23 ,
f4 ∶= x1y1 + x2y2 + x3y3,
f5 ∶= y1z1 + y2z2 + y3z3,
f6 ∶= x1z1 + x2z2 + x3z3,
g11 ∶= x2y3 − x3y2,
g12 ∶= x3y1 − x1y3,
g13 ∶= x1y2 − x2y1,
g21 ∶= x2z3 − x3z2,
g22 ∶= x3z1 − x1z3,
g23 ∶= x1z2 − x2z1,
g31 ∶= z3y2 − y3z2,
g32 ∶= z1y3 − z3y1,
g33 ∶= z2y1 − z1y2,
h1 ∶= x21 − x23,
h2 ∶= x1x2,
h3 ∶= x22,
h4 ∶= x2x3,
h5 ∶= x1x3,
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des générateurs de l’idéal I2 et soit N ⊂ k[W ] le B′ ×G-module engendré par ces générateurs.
Lemme 3.2.19. dim(HomGR2(I2/I22 ,R2)) ≥ 8.
Démonstration. D’après [GS, Macaulay2], une famille de générateurs duR2-module HomR2(I2/I22 ,R2)
est donnée dans la table 3.4.
Table 3.4 – Générateurs du R2-module HomR2(I2/I22 ,R2)
On note Φi le morphisme donné par la i + 1-ème colonne de cette matrice. On vérifie que les huit
morphismes suivants sont G-équivariants et linéairement indépendants :● Φ7,● Φ10,● Φ12,● Φ13,● Φ14,● Φ15,● y2Φ1 + y1Φ2 + y3Φ3,● z2Φ1 + z1Φ2 + z3Φ3.
Il s’ensuit que HomGR2(I2/I22 ,R2) est de dimension au moins 8.
On reprend les notations de la section 1.2. On a dim(N) = 20 et donc, d’après le lemme 1.2.6,
on a dim(TZ0H) = 20 − rg(ρ∗). D’après le lemme 3.2.19, il suffit de montrer que rg(ρ∗) ≥ 12 pour
montrer la proposition 3.2.18.
Pour i = 1, . . . ,6, on définit ψi ∈ HomGR2(R2 ⊗N,R2) par⎧⎪⎪⎪⎨⎪⎪⎪⎩
ψi(fj ⊗ 1) = δji , pour j = 1, . . . ,6,
ψi(hj ⊗ 1) = 0, pour j = 1, . . . ,5,
ψi(gjk ⊗ 1) = 0, pour j, k = 1, . . . ,3,
où δji est le symbole de Kronecker. De même, pour 1 ≤ j,k ≤ 3, on définit φjk ∈ HomGR2(R2⊗N,R2)
par ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
φjk(fi ⊗ 1) = 0, pour i = 1, . . . ,6,
φjk(hi ⊗ 1) = 0, pour i = 1, . . . ,5,
φjk(gp,l ⊗ 1) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
xlδ
p
j si k = 1,
ylδ
p
j si k = 2,
zlδ
p
j si k = 3.
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On identifie ces morphismes à des éléments de HomG(N,R) via l’isomorphisme HomG(N,R) ≅
HomGR(R⊗N,R). Enfin, soient⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
r1 ∶= −y1 ⊗ f1 + 2x1 ⊗ f4 − y1 ⊗ h1 − 2y2 ⊗ h2 + y1 ⊗ h3 − 2y3 ⊗ h5,
r2 ∶= y2 ⊗ f1 − y2 ⊗ h1 − y2 ⊗ h3 − 2y3 ⊗ h4 + 2x3 ⊗ g11,
r3 ∶= z1 ⊗ f1 − z1 ⊗ h1 − z1 ⊗ h3 − 2z3 ⊗ h4 + 2x3 ⊗ g21,
r4 ∶= −z2 ⊗ f4 + y2 ⊗ f6 + z3 ⊗ g11 − y3 ⊗ g21 + x1 ⊗ g33,
r5 ∶= x3 ⊗ f2 − y3 ⊗ f4 + y2 ⊗ g11 + y1 ⊗ g12,
r6 ∶= x3 ⊗ f3 − z3 ⊗ f6 + z2 ⊗ g21 + z1 ⊗ g22,
r7 ∶= x2 ⊗ f5 − y2 ⊗ f6 − z3 ⊗ g11 + z1 ⊗ g13,
des relations entre les générateurs du R2-module I2/I22 . Le lemme qui suit achève la preuve de la
proposition 3.2.18 :
Lemme 3.2.20. rg(ρ∗) ≥ 12.
Démonstration. Les ψi et les φjk forment une famille libre de HomGR2(R2⊗N,R2). Nous allons voir
que la famille {ρ∗(ψi), i = 1, . . . ,6} ∪ {ρ∗(φjk), j, k ∈ {1,2,3}}
engendre un sous-espace de dimension au moins 12 dans HomGR2(R2 ⊗R,R2).
Soient λ1, . . . , λ6, γ11, . . . , γ33 ∈ k tels que
(3.16)
6∑
i=1λiρ∗(ψi) + 3∑j,k=1γjkρ∗(φjk) = 0.
On évalue (3.16) en r1 ⊗ 1, on obtient :
(2λ4x1 − λ1y1 = 0)⇒ (λ1 = λ4 = 0).
On évalue (3.16) en r2 ⊗ 1, on obtient :
(2γ11x3x1 + 2γ12x3y1 + 2γ13x3z1 = 0)⇒ (γ12 = γ13 = 0).
On évalue (3.16) en r3 ⊗ 1, on obtient :
(2γ21x3x1 + 2γ22x3y1 + 2γ23x3z1 = 0)⇒ (γ22 = γ23 = 0).
On évalue (3.16) en r4 ⊗ 1, on obtient :
(y2λ6 + γ11z3x1 − γ21y3x1 + γ31x3x1 + γ32y3x1 + γ33z3x1 = 0)⇒ (λ6 = 0, γ11 = −γ33 et γ21 = γ32).
De même, si on évalue (3.16) en r5 ⊗ 1, r6 ⊗ 1 et r7 ⊗ 1, on obtient λ2 = λ3 = λ5 = 0.
Corollaire 3.2.21. Le schéma H est lisse en Z1 et singulier en Z2.
Démonstration. On a vu dans la section 3.2.2 que H est connexe et en fait, on a même montré que
Z1 et Z2 appartiennent àHprin. DoncH est singulier en Zi si et seulement dim(TZiH) > dim(Hprin).
Or, on a dim(Hprin) = 6 et la proposition 3.2.18 permet alors de conclure.
3.3 Cas de Sp(V ) opérant dans V ⊕n′
On se place dans la situation 5 : on suppose que n est pair et on a G ∶= Sp(V ), G′ ∶= GL(V ′),
W ∶= Hom(V ′, V ) et l’opération de G′ ×G dans W est donnée par (1.14).
Lorsque n = 2, on a G ≅ SL2(k) et alors l’étude du schéma de Hilbert invariant pour l’opération
de G dans W a déjà été effectuée dans la section 1.5.2.
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3.3.1 Etude du morphisme de passage au quotient
Les résultats essentiels de cette section sont les propositions 3.3.5 et 3.3.7 qui décrivent les fibres et
l’ouvert de platitude de ν. On suit dans cette section le même cheminement que dans les sections
2.1.1 et 3.1.1.
D’après le premier théorème fondamental pour Sp(V ) (voir [Pro07, §11.2.1]) l’algèbre des in-
variants k[W ]G est engendrée par les ⟨i ∣ j⟩, où pour chaque couple (i, j), 1 ≤ i < j ≤ n′, on définit
la forme bilinéaire antisymétrique ⟨i ∣ j⟩ sur W ≅ V ⊕n′ par :
(3.17) ∀v1, . . . , vn′ ∈ V, ⟨i ∣ j⟩ ∶ (v1, . . . , vn′)↦ Ω(vi, vj)
où Ω est la forme symplectique définie par (1.17). On note A ∶= [ 0 1−1 0] et J ∶=
⎡⎢⎢⎢⎢⎢⎣
A ⋱
A
⎤⎥⎥⎥⎥⎥⎦ ∈Mn(k) la matrice avec n2 blocs A sur la diagonale et des 0 partout ailleurs. Alors J est la matrice
de Ω relativement à la base B. On a le morphisme naturel G′ ×G-équivariant
(3.18) Hom(V ′, V )→ Hom(Λ2(V ′),Λ2(V )), w ↦ Λ2(w).
D’après [FH91, §17.2], on a Λ2(V ) ≅ V0 ⊕Γ1+2(V ) comme G-module si n ≥ 4 (sinon, Λ2(V ) ≅ V0)
et la représentation triviale V0 est engendrée par la forme symplectique Ω. Le morphisme de passage
au quotient ν est obtenu en composant le morphisme (3.18) et le morphisme G-invariant
Hom(Λ2(V ′),Λ2(V ))→ Hom(Λ2(V ′), V0) ≅ Λ2(V ′∗)
induit par la projection Λ2(V )→ V0. On a donc
ν ∶ Hom(V ′, V ) → Λ2(V ′∗)
w ↦ twJw
et
W //G = Λ2(V ′∗)≤n ∶= {Q ∈ Λ2(V ′∗) ∣ rg(Q) ≤ n}
est une variété déterminantielle antisymétrique.
Remarque 3.3.1. Si Q ∈ W //G, alors Q s’identifie naturellement à une application bilinéaire anti-
symétrique et donc son rang est pair.
Si n′ ≤ n, alors W //G = Λ2(V ′∗) est un espace affine. Sinon, c’est une variété normale ([SB00,
§3.2, Théorème 2]), de dimension n′n− 1
2
n(n+1), singulière le long du fermé Λ2(V ′∗)≤n−2 ([Wey03,
6.4]) et de Gorenstein ([SB00, §4.4, Théorème 4]) car G est semi-simple et connexe. On pose
N ∶= min(E (n′
2
) , n
2
) .
L’opération de G′ dans W induit une opération dans W //G telle que ν soit G′-équivariant :
∀Q ∈W //G ⊂ Λ2(V ′∗), ∀g′ ∈ G′, g′.Q = tg′−1Qg′−1.
Pour cette opération, W //G se décompose en N + 1 orbites :
Ui ∶= {Q ∈ Λ2(V ′∗) ∣ rg(Q) = 2i}
pour i = 0, . . . ,N . Les adhérences de ces orbites sont imbriquées de la façon suivante :
{0} = U0 ⊂ U1 ⊂ ⋯ ⊂ UN =W //G.
En effet, pour chaque i = 0, . . . ,N , on a Ui = Λ2(V ′∗)≤i. En particulier, l’orbite UN est un ouvert
dense de W //G.
Dans [KS11], Kraft et Schwarz montrent queN (W,G) est toujours irréductible et réduit ([KS11,
Theorem 9.1]). Nous allons retrouver le fait que le nilcône N (W,G) est irréductible et déterminer
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sa dimension. Soit m ∈ N, on note IGr(m,V ) la variété (projective) des sous-espaces isotropes pour
Ω de dimension m dans V . On rappelle que Ω est non dégénérée, donc la dimension de n’importe
quel sous-espace de V totalement isotrope maximal pour l’inclusion est n
2
. Il s’ensuit que la variété
IGr(m,V ) existe si et seulement si m ∈ {0, . . . , n
2
}, et dans ce cas
dim (IGr (m,V )) =m(n −m) − 1
2
m(m − 1).
La variété IGr(m,V ) est homogène sous G.
Proposition 3.3.2. Le nilcône N (W,G) est une variété de dimension
● nn′ − 1
2
n′(n′ − 1) si n′ ≤ n(Ω),
● 1
2
nn′ + 1
8
n2 + 1
4
n sinon.
Démonstration. La preuve est analogue à celle de la proposition 3.1.1.
On s’intéresse maintenant à la description géométrique des fibres de ν au dessus de chaque
orbite Ui.
Notation 3.3.3. Pour 0 ≤ r ≤ N , on note
J2r =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A 0 ⋯ ⋯ ⋯ ⋯ 0
0 A ⋮⋮ ⋱ ⋮⋮ A ⋮⋮ 0 ⋮⋮ ⋱ ⋮
0 ⋯ ⋯ ⋯ ⋯ ⋯ 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
la matrice avec r blocs A sur la diagonale et des 0 partout ailleurs. La matrice J2r est antisymétrique
de rang 2r et donc s’identifie naturellement à un élément de Ur.
On fixe r ∈ {0, . . . ,N} et on définit wr ∶= [ I2r 02r,n′−2r0n−2r,2r 0n−2r,n′−2r] ∈ W et Gr le stabilisateur de
wr dans G. On vérifie alors que
Gr = {[I2r 00 M] , M ∈ Spn−2r(k)} ≅ Spn−2r(k)
et V = 2rV0 ⊕ Er comme Gr-module, où Er désigne la représentation standard de Gr et V0 la
représentation triviale de Gr. On note Nwr la représentation slice de G en wr (voir la définition
2.1.7), alors on a le
Lemme 3.3.4. On a un isomorphisme de Gr-modules
Nwr ≅ (n′ − 2r)Er ⊕ r(2n′ − 2r − 1)V0.
Démonstration. La preuve est analogue à celle du lemme 2.1.8.
Soient F1 et F2 des espaces vectoriels de dimensions n′ − 2r et r(2n′ − 2r − 1) respectivement et
dans lesquels Gr opère trivialement. D’après le lemme 3.3.4, on a un isomorphisme de Gr-modules
Nwr ≅ Hom(F1,Er) × F2
et le morphisme de passage au quotient νN ∶ Nwr → Nwr//Gr est donné par :
νN ∶ Hom(F1,Er) × F2 → Λ2(F ∗1 ) × F2(w,x) ↦ (twJ ′w,x)
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où J ′ ∈Mn−2r(k) est la matrice avec n2 − r blocs A sur la diagonale et des 0 partout ailleurs. Et
donc N (Nwr ,Gr) ∶= ν−1N (νN(0)) = ν−1N (0) ≅ ν′N−1(0)
avec
ν′N ∶ Hom(F1,Er) → Λ2(F ∗1 )
w ↦ twJ ′w.
Proposition 3.3.5. Avec les notations précédentes, on a un isomorphisme G-équivariant
ν−1(J2r) ≅ G×Grν′N−1(0).
En particulier, si l’on note H ∶= GN , on a
ν−1(JN) ≅ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
G si n′ ≥ n,
G/H si n′ < n et n′ pair,
G ×H Er si n′ < n et n′ impair.
Corollaire 3.3.6. Soit r ∈ {0, . . . ,N}, alors la dimension de la fibre du morphisme ν au dessus de
J2r vaut :● n′n − 1
2
n′(n′ − 1) lorsque n′ − r ≤ n
2
,
● 1
2
n′(n − 2r) + 1
8
(n + 2r)2 + 1
4
(n + 2r) sinon.
On rappelle que N ∶= min (E (n′
2
) , n
2
). En procédant comme pour la proposition 2.1.11, on
montre la
Proposition 3.3.7. La dimension de la fibre générique et l’ouvert de platitude de ν sont donnés
dans le tableau suivant :
configuration dim. de la fibre générique ouvert de platitude
n′ < n n′n − 1
2
n′(n′ − 1) UN ∪⋯ ∪Umax(n′−n2 −1,0)
n′ = n 1
2
n(n + 1) UN ∪UN−1
n′ > n 1
2
n(n + 1) UN
Corollaire 3.3.8. Le morphisme ν est plat sur W //G tout entier si et seulement si n + 2 ≥ 2n′ et
dans ce cas W //G = Λ2(V ′∗).
Le corollaire qui suit est une conséquence de la proposition 1.1.6 et du corollaire 3.3.8 :
Corollaire 3.3.9. Si n+2 ≥ 2n′, alors H ≅ Λ2(V ′∗) est une variété lisse et γ est un isomorphisme.
On s’intéresse, dans la proposition qui suit (et qui se démontre comme la proposition 2.1.14), à
la fonction de Hilbert de la fibre générique de ν. On note comme précédementH ∶= GN ≅ Spn−2N(k)
le stabilisateur de wN dans G.
Proposition 3.3.10. La fonction de Hilbert de la fibre générique de ν est donnée par :
∀M ∈ Irr(G), hW (M) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
dim(M) si n′ ≥ n,
dim(MH) si n′ < n et n′ est pair,
dim ((M ⊗ k[Er])H) si n′ < n et n′ est impair.
3.3.2 Description de l’algèbre du nilcône
Dans cette section, on décrit l’algèbre du nilcône de ν comme G′ × G-module lorsque n′ = n en
procédant comme dans la section 2.1.3.
Notation 3.3.11. On note J l’idéal engendré par les G-invariants homogènes de degré positif de
k[W ].
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L’idéal J est G′ ×G-stable par définition. Avec les notations de la section 1.4.2, on a
(3.19) k[W ]2 ≅ (S2(V ′)⊗ Γ21(V ))⊕ (Λ2(V ′)⊗ (V0 ⊕ Γ1+2(V ))).
comme G′×G-module. Donc J ∩k[W ]2 = Λ2(V ′)⊗V0 comme G′×G-module et ce module engendre
l’idéal J .
On rappelle que l’on a défini les sous-groupes B′, T ′, U ′ de G′ (resp. B,T,U de G) dans la
section 1.4.1. Soient N ′ ∶= n
2
et 1 ≤ p ≤ N ′. D’après le formule de Cauchy-Littlewood ([Ful97, §8.3,
Corollary 3]), on a un isomorphisme de G′ ×GL(V )-modules
(3.20) k[W ]p ≅ ⊕∣λ∣=pSλ(V ′)⊗ Sλ(V )∗
où ∣λ∣ ∶= ∑i ri. Puis, d’après [FH91, Theorem 17.5], le GL(V )-module ΛpV ∗ contient une unique
copie du G-module Γ1+...+p(V ). On fixe xp ∈ k[W ]U ′×Up un vecteur de plus haut poids du G′ ×G-
module ΛpV ′ ⊗ Γ1+...+p(V ). La proposition qui suit est prouvée dans [KS11, §9] :
Proposition 3.3.12. On a un isomorphisme de T ′ × T -algèbres
k[x1, . . . , xN ′] ≅ (k[W ]/J)U ′×U .
Proposition 3.3.13. Soit λ = r11 + . . . + rN ′N ′ ∈ Λ+, alors la composante isotypique associée au
G-module Γλ(V ) dans k[W ]/J est
Sλ(V ′)⊗ Γλ(V ).
De plus, la représentation Γλ(V ) apparaît dans k[W ]p/(J ∩ k[W ]p) si et seulement si p = ∑i ri.
Démonstration. La démarche est la même que dans la preuve de la proposition 2.1.21. Les monômes
forment une base de k[x1, . . . , xN ′] et chaque monôme engendre une droite T ′ × T -stable. Soit
p1, . . . , pN ′ des entiers positifs, alors le poids (λ′, λ) du monôme xp11 . . . xpN′N ′ est( pN ′N ′ + (pN ′ + pN ′−1)N ′−1 + . . . + (pN ′ + . . . + p1)1, pN ′N ′ + . . . + (pN ′ + . . . + p1)1)
et le poids λ détermine uniquement ce monôme. Le résultat annoncé s’ensuit.
On en déduit le
Corollaire 3.3.14. Si IZ un idéal G-stable homogène de k[W ] contenant J et qui a pour fonction
de Hilbert h, alors la fonction de Hilbert classique de I est donnée par :
∀p ≥ 0, fI(p) = ∑
r1≥...≥rN′≥0,
r1+...+rN′=p
h(Γr11+...+rN′ N′ (V ))dim(Γr11+...+rN′N′ (V )).
3.3.3 Etude du cas dim(V ) = 4
Dans toute cette section, on fixe n = 4. On a G ≅ Sp4(k), W //G = Λ2(V ′∗)≤4 et ρ ∶ H → Gr(4, V ′∗)
est le morphisme de la section 1.5.1. On note
Y0 ∶= {(Q,L) ∈W //G × P(W //G) ∣ Q ∈ L} = OP(W //G)(−1)
l’éclatement de W //G en l’origine et Y1 l’éclatement de Y0 le long de la transformée stricte de
Λ2(V ′∗)≤2. Nous verrons à la fin de cette section que Y1 est isomorphe à l’éclatement de la section
nulle du fibré Λ2 (T ) au dessus de Gr(4, V ′∗), où T désigne le fibré tautologique de Gr(4, V ′∗).
Nous allons démontrer le
Théorème 3.3.15. ● Si n′ = 4, alors H ≅ Y0 et γ est l’éclatement de W //G en l’origine.● Si n′ > 4, alors H ≅ Y1 et γ est une résolution des singularités de W //G.
En particulier H est toujours une variété lisse.
Remarque 3.3.16. Si n′ ≤ 3, alors H ≅W //G et γ est un isomorphisme d’après le corollaire 3.3.9.
Nous allons démontrer le théorème 3.3.15 en procédant comme pour les théorèmes 2.1.25 et
3.1.11.
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Points fixes de H pour l’opération de B′
On suppose pour le moment que n′ = 4 et on commence par déterminer les points fixes de B′ dansH.
Notation 3.3.17. On note● D ∶= ⟨e1 ∧ e2⟩ l’unique droite B′-stable de Λ2(V ′),● I l’idéal de k[W ] engendré par (Λ2(V ′)⊗ V0)⊕ (D ⊗ Γ1+2(V )) ⊂ k[W ]2.
Remarque 3.3.18. L’idéal I est homogène, B′ ×G-stable et contient l’idéal J .
Théorème 3.3.19. L’idéal I est l’unique point fixe de B′ dans H.
Démonstration. On raisonne comme dans la preuve du théorème 2.1.30 en considérant IZ un point
fixe de B′ et en étudiant k[W ]/IZ composante par composante.● Composantes de degré 0 et 1 :
On a bien sûr IZ ∩ k[W ]0 = {0} et IZ ∩ k[W ]1 ≠ k[W ]1.● Composante de degré 2 : on utilise la décomposition (3.19).
Pour avoir la décomposition souhaitée de k[W ]/IZ comme G-module, on a nécessairement k[W ]2∩
IZ ⊇ 6V0 ⊕ Γ1+2(V ). En effet, le G-module k[W ]/IZ contient déjà une copie de la représentation
triviale (qui provient de la composante de degré 0), il ne peut donc pas en contenir d’autre. Ensuite,
k[W ]2 contient 6 copies de Γ1+2(V ) qui est un G-module de dimension 5, donc k[W ]2∩IZ contient
au moins une copie de Γ1+2(V ). Comme k[W ]2∩IZ est B′-stable, il contient D⊗Γ1+2(V ) car D
est l’unique droite B′-stable de Λ2(V ′). Il s’ensuit que IZ contient (Λ2(V ′)⊗V0)⊕(D⊗Γ1+2(V ))
et donc IZ ⊃ I. En particulier, IZ ⊃ J et donc d’après le corollaire 3.3.14, la fonction de Hilbert
classique de IZ est donnée par :∀p ≥ 0, fIZ (p) = ∑
r1≥r2≥0
r1+r2=p
dim(Γr11+r22(V ))2.
La formule des dimensions de Weyl permet de déduire que
∀p ≥ 0, fIZ (p) = 115120p9 + 1560p8 + 3140p7 + 320p6 + 97144p5 + 481240p4 + 296837560 p3 + 4069840 p2 + 473140p + 1.
Par ailleurs, un calcul direct avec [GS, Macaulay2] nous donne la fonction de Hilbert classique fI
de l’idéal I : ∀p ≥ 0, fI(p) = fIZ (p).
Donc IZ = I est l’unique point fixe de B′.
Remarque 3.3.20. On a StabG′(I) = {[M1 M20 M3] ; M1,M3 ∈ GL2(k), M2 ∈M2(k)}, donc l’unique
orbite fermée de H est isomorphe à Gr(2, V ′).
Le corollaire qui suit découle du lemme 1.2.1 et du théorème 3.3.19.
Corollaire 3.3.21. Le schéma H est connexe.
Espace tangent de H en Z0
On note Z0 ∶= Spec(k[W ]/I). Nous allons démontrer la
Proposition 3.3.22. dim(TZ0H) = 6.
On note w ∈ W sous la forme w =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x1 y1 z1 t1
x2 y2 z2 t2
x3 y3 z3 t3
x4 y4 z4 t4
⎤⎥⎥⎥⎥⎥⎥⎥⎦
et on identifie k[W ] à k[xi, yi, zi, ti, 1 ≤
i ≤ 4]. On explicite des bases de certains B′ ×G-modules qui apparaissent dans k[W ]2 :
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f1 ∶= −x3y1 − x4y2 + x1y3 + x2y4
f2 ∶= −x3z1 − x4z2 + x1z3 + x2z4
f3 ∶= −x3t1 − x4t2 + x1t3 + x2t4
f4 ∶= −y3z1 − y4z2 + y1z3 + y2z4
f5 ∶= −y3t1 − y4t2 + y1t3 + y2t4
f6 ∶= −z3t1 − z4t2 + z1t3 + z2t4
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de Λ2(V ′)⊗ V0,
h1 ∶= x1y2 − x2y1
h2 ∶= x1y3 − x3y1
h3 ∶= x1y4 − x4y1
h4 ∶= x2y3 − x3y2
h5 ∶= x3y4 − x4y3
h6 ∶= x2y4 − x4y2
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
est une base de D ⊗Λ2(V ).
On reprend les notations de la section 1.2. Soient R ∶= k[W ]/I et
N ∶= ⟨f1, . . . , f6, h1, . . . , h5⟩ ⊂ k[W ]
qui est un B′ ×G-module qui engendre l’idéal I. D’après [GS, Macaulay2], les relations entre les
générateurs ci-dessus du R-module I/I2 sont données dans la table 3.5.
Table 3.5 – Relations entre les générateurs de I/I2
En particulier, on a les relations suivantes données par les colonnes 10 et 14 respectivement :
{ r1 ∶= −z3 ⊗ h2 + z3 ⊗ h3 − z1 ⊗ h5 + z4 ⊗ f1 − y4 ⊗ f2 + x4 ⊗ f4,
r2 ∶= t4 ⊗ h2 + t3 ⊗ h3 − t1 ⊗ h5 + t4 ⊗ f1 − y4 ⊗ f3 + x4 ⊗ f5.
On a dim(N) = 11 et donc d’après le lemme 1.2.6, on a dim(TZ0H) = 11− rg(ρ∗). D’après le lemme
1.2.1, la variété Hprin contient au moins un point fixe pour l’opération de B′, donc Z0 ∈ Hprin et
donc dim(TZ0H) ≥ dim(Hprin) = 6. Donc pour montrer la proposition 3.3.22, il suffit de montrer le
Lemme 3.3.23. rg(ρ∗) ≥ 5.
Démonstration. Pour i = 1, . . . ,6, on définit ψi ∈ HomGR(R⊗N,R) par :
{ ψi(1⊗ fj) = δji pour j = 1, . . . ,6,
ψi(1⊗ h) = 0 pour tout h ∈D ⊗ Γ1+2(V ),
où δji est le symbole de Kronecker. La famille {ψ1, . . . , ψ6} est libre dans HomGR(R ⊗N,R). Nous
allons voir que {ρ∗(ψ1), . . . , ρ∗(ψ5)} est une famille libre de HomGR(R ⊗R,R), ce qui démontrera
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le lemme.
Soient λ1, . . . , λ5 ∈ k tels que
(3.21) λ1 ρ∗(ψ1) + . . . + λ5 ρ∗(ψ5) = 0.
On évalue (3.21) en r1 ⊗ 1, on obtient :
λ1z4 − λ2y4 + λ4x4 = 0⇒ λ1 = λ2 = λ4 = 0.
De même, on évalue (3.21) en r2 ⊗ 1, on obtient :
−λ3y4 + λ5x4 = 0⇒ λ3 = λ5 = 0.
Et donc {ρ∗(ψ1), . . . , ρ∗(ψ5)} est bien une famille libre.
Remarque 3.3.24. D’après [GS, Macaulay2], une famille de générateurs duR-module HomR(I/I2,R)
est donnée dans la table 3.6.
Table 3.6 – Générateurs du R-module HomR(I/I2,R)
On note Φi le morphisme associé à la colonne i+1. On vérifie que les six morphismes suivants sont
G-équivariants et linéairement indépendants :
● Φ1,
● −z2Φ2 + z1Φ3 − z4Φ4 − z3Φ5,
● −t2Φ2 + t1Φ3 − t4Φ4 − t3Φ5,
● −z2Φ10 + z1Φ11 − z4Φ12 − z3Φ13,
● −t2Φ10 + t1Φ11 − t4Φ12 − t3Φ13.
● Φ18.
Ils forment donc une base de l’espace vectoriel HomGR(I/I2,R) et on en déduit, comme dans la
remarque 2.1.36, que
HomGR(I/I2,R) ≅D∗ ⊕ (D∗ ⊗ Λ2(V ′)D )
comme B′-module.
On déduit du lemme 1.2.2 et de ce qui précède le
Corollaire 3.3.25. H =Hprin est une variété lisse de dimension 6.
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Construction d’un morphisme équivariant δ ∶ H → P(W //G)
Le lemme qui suit découle de la théorie classique des invariants de manière analogue au lemme
1.5.1.
Lemme 3.3.26. Le k[W ]G-module k[W ](Γ1+2(V )) est engendré par HomG(Γ1+2(V ), k[W ]2).
Puis, on a l’isomorphisme de G′-modules
HomG(Γ1+2(V ), k[W ]2) ≅ Λ2(V ′).
La proposition 1.3.1 donne un morphisme G′-équivariantH → Gr(5,Λ2(V ′∗)).
Et Λ2(V ′∗)⊗ det(V ′) ≅ Λ2(V ′), donc
Gr(5,Λ2(V ′∗)) ≅ P(Λ2(V ′)) ≅ P(Λ2(V ′∗)) = P(W //G)
comme G′-variété. On a donc un morphisme G′-équivariant
(3.22) δ ∶ H → P(W //G).
On rappelle que l’on note
Y0 ∶= {(Q,L) ∈W //G × P(W //G) ∣ Q ∈ L} = OP(W //G)(−1)
l’éclatement en 0 de W //G. On vérifie que le morphisme γ×δ envoie H dans Y0. Puis, en procédant
comme pour la proposition 2.1.41, on montre que le morphisme γ×δ ∶ H → Y0 est un isomorphisme
G′-équivariant.
Cas n′ > 4
On considère la variétéZ ∶= {(Q,L,E) ∈W //G × P(W //G) ×Gr(4, V ′∗) ∣ Q ∈ L et Im(L) ⊂ E}
où Im(L) est défini dans la notation 2.1.42. On a le diagramme
Z
q1

q2
$$ $$
Y0 Gr(4, V ′∗)
où q1 et q2 sont les projections naturelles. En particulier, avec les notations du début de la section
3.3.3, on vérifie que Z ≅ Λ2 (T ). Ensuite, on montre en procédant comme pour le lemme 2.1.43 que
Y1 ≅ Z et que, via cet isomorphisme, l’éclatement Y1 → Y0 s’identifie au morphisme q1 ∶ Z → Y0.
On raisonne alors comme dans la section 2.1.4 : on identifie Y1 à Z, on montre l’existence d’un
isomorphisme G′-équivariant H ≅ Y1, on identifie H à Y1 via cet isomorphisme et enfin on montre
que γ est la composition des éclatements Y1 → Y0 → W //G. En particulier, γ est toujours une
résolution de W //G.
3.4 Cas de O(V ) et SO(V ) opérant dans µ−1(0)
On se place à nouveau dans la situation 3 et on considère le cas particulier où l’ espace vectoriel
V ′ est de dimension paire n′ = 2d. Plus précisément, soit E un espace vectoriel de dimension d et
soit V ′ ∶= E ⊕E∗. Alors
W = Hom(V ′, V )= Hom(E ⊕E∗, V )= Hom(E,V ) ×Hom(V,E) puisque V ≅ V ∗ comme G-module,= Hom(E,V ) ×Hom(E,V )∗.
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On a G = O(V ) et on note G0 = SO(V ) la composante neutre de G qui opère dansW par restriction
de l’opération de G. Soient A ∶= [ 0 1−1 0] et J ′ ∶=
⎡⎢⎢⎢⎢⎢⎣
A ⋱
A
⎤⎥⎥⎥⎥⎥⎦ ∈Mn′(k) la matrice avec d blocs A
sur la diagonale et des 0 partout ailleurs. On note Ω′ la forme symplectique sur V ′ définie par J ′
et G′ ∶= Sp(V ′) le sous-groupe de GL(V ′) qui préserve Ω′. L’opération de GL(V ′) × G dans W
induit une opération de G′ ×G dans W . On note
g′ ∶= {M ∈ End(V ′) ∣ J ′M + tMJ ′ = 0}
l’algèbre de Lie de G′ et
g′≤n ∶= {M ∈ g′ ∣ rg(M) ≤ n}.
Le groupe G′ opère dans g′ par l’action adjointe et on a un isomorphisme G′-équivariant
g′ ≅ S2(V ′∗)
M ↦ J ′M
qui permet d’identifier g′≤n au quotient W //G = S2(V ′∗)≤n étudié dans la section 3.1.1.
Notre but est d’étudier les schémas de Hilbert invariants
G-Hs ∶= HilbGhs(µ−1(0))
et
G0-Hs ∶= HilbG0h0s (µ−1(0)).
L’étude de ces deux schémas étant fortement liée, nous faisons le choix de les considérer simultané-
ment. On procède comme dans la section 2.2. Dans la section 3.4.1, on décrit l’application moment
µ ∶ W → g, où g désigne l’algèbre de Lie de G, ainsi que sa fibre en 0. Dans la section 3.4.2, on
étudie les morphismes de passage au quotient ν ∶ µ−1(0)→ µ−1(0)//G et ν0 ∶ µ−1(0)→ µ−1(0)//G0.
Nous verrons que les réductions symplectiques µ−1(0)//G et µ−1(0)//G0 sont irréductibles et on
pourra donc parler de la fonction de Hilbert hs (resp. h0s) de la fibre générique de ν (resp. de ν0).
On note G-Hprins et G0-Hprins les composantes principales de G-Hs et G0-Hs respectivement. Dans
la section 3.4.3, on établit un résultat de réduction qui permet de ramener la détermination de
G-Hprins au schéma de Hilbert invariant étudié dans la section 3.1. Le résultat essentiel de cette
section est le corollaire 3.4.11.
3.4.1 L’application moment
On considère Ω la forme symplectique sur W définie dans la section 2.2.1, alors G′ × G opère
symplectiquement dans (W,Ω). D’après [Bec09, §4.2], l’application moment pour l’opération de G
dans (W,Ω) est donnée par :
µ ∶ W → g
w ↦ − 1
2
wJ ′tw.
Et donc
µ−1(0) = {w ∈W ∣ wJ ′tw = 0}.
Remarque 3.4.1. On vérifie que Sp(V ′) est le plus grand sous-groupe de GL(V ′) qui stabilise
µ−1(0) dans W et ce constat justifie a posteriori notre choix pour G′.
L’application moment coïncide (à un scalaire près) avec le morphisme de passage au quotient
W →W //G′. En particulier, µ−1(0) est le nilcône N (W,G′) et on déduit de [KS11, Theorem 9.1]
que le schéma µ−1(0) est une variété normale. La preuve de la proposition qui suit est analogue à
celle de la proposition 3.3.2.
Proposition 3.4.2. La variété µ−1(0) est de dimension● 2dn − 1
2
n(n − 1) si n ≤ d,
● dn + 1
2
d2 + 1
2
d sinon.
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3.4.2 Etude des morphismes de passage au quotient
Soient
ν ∶ µ−1(0)→ µ−1(0)//G
et
ν0 ∶ µ−1(0)→ µ−1(0)//G0
les morphismes de passage au quotient. Dans cette section, on décrit géométriquement les variétés
µ−1(0)//G et µ−1(0)//G0. On note hs (resp. h0s) la fonction de Hilbert de la fibre générique de ν
(resp. de ν0) et
N ∶= min (d,n) .
On rappelle que l’on a une correspondance bijective entre les partitions (d1 ≥ . . . ≥ dk) de
n′ = 2d dans lesquelles les di impairs sont présents avec multiplicité paire et les orbites nilpotentesO[d1,...,dk] de g′ (voir [CM93, §5.1]). La proposition qui suit se démontre comme la proposition
2.2.5.
Proposition 3.4.3. µ−1(0)//G = O[2N ,12(d−N)].
Corollaire 3.4.4. Le quotient µ−1(0)//G se décompose en N + 1 orbites pour l’opération de G′ ∶
Ui ∶= O[2i,12(d−i)], pour i = 0, . . . ,N.
Les adhérences de ces orbites sont imbriquées de la façon suivante :
(3.23) {0} = U0 ⊂ ⋯ ⊂ UN = µ−1(0)//G.
La géométrie de l’adhérence d’une orbite nilpotente dans g′ est étudiée dans [KP82]. En par-
ticulier, la variété µ−1(0)//G est normale (car µ−1(0) est normale), de dimension N(2d + 1 −N)
([CM93, Corollary 6.1.4]) et son lieu singulier est UN−1 ([KP82, Theorem 2]).
On s’intéresse maintenant à la géométrie de la variété µ−1(0)//G0. On considère le morphisme
G′-équivariant p1 ∶ µ−1(0)//G0 → µ−1(0)//G qui apparaît dans le diagramme (3.11). Si d < n, alors
µ−1(0) ⊂ Hom(V ′, V )≤d et donc p1 est un isomorphisme. En revanche, si d ≥ n, alors µ−1(0) ∩{w ∈ W ∣ rg(w) = n} est non vide et donc p1 est un revêtement double de µ−1(0)//G dont le
lieu de ramification est O[2n−1,12(d−n+1)] (en particulier les dimensions de µ−1(0)//G et µ−1(0)//G0
coïncident). Malheureusement, j’ignore quel est le lieu singulier de µ−1(0)//G0, on sait seulement
qu’il est de codimension au moins 2. D’après [CM93, §6.1], on a pi1(O[2n,12(d−n)]) ≅ Z2 et donc, si
d ≥ n, le morphisme p1 est le revêtement universel de O[2n,12(d−n)].
Dans tous les cas, la variété quotient µ−1(0)//G0 est normale et se décompose en N + 1 orbites
Ui, i = 0, . . . ,N , qui sont imbriquées comme dans (3.23). On fait ici l’abus d’utiliser les mêmes
notations pour désigner les orbites de µ−1(0)//G et de µ−1(0)//G0 mais on sera attentif à toujours
préciser le contexte.
Remarque 3.4.5. Nous verrons dans la section A.2 que les variétés µ−1(0)//G et µ−1(0)//G0 sont
symplectiques. Nous verrons aussi que µ−1(0)//G admet des résolutions symplectiques si et seule-
ment si d ≤ n.
La dimension de la fibre générique de ν (resp. de ν0) est :
{ 12n(n − 1) si d ≥ n,
dn − 1
2
d(d + 1) si d < n.
Notation 3.4.6. Si d < n, on note
H ∶= {[ M 0n−d,d
0d,n−d Id ] , M ∈ On−d(k)} ≅ On−d(k)
(qui est un sous-groupe réductif de G) et H0 ≅ SOn−d(k) la composante neutre de H (qui est un
sous-groupe réductif de G0).
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Lemme 3.4.7. La fibre de ν (resp. ν0) en un point de UN est isomorphe à
{ G (resp. G0) si d ≥ n,
G/H (resp. G0/H0) si d < n.
On en déduit la
Proposition 3.4.8. La fonction de Hilbert hs (resp. h0s) de la fibre générique de ν (resp. de ν0)
est donnée par : ∀M ∈ Irr(G), hs(M) = { dim(M) si d ≥ n,dim(MH) si d < n.
(resp. ∀M ∈ Irr(G0), h0s(M) = { dim(M) si d ≥ n,dim(MH0) si d < n. )
La fibre µ−1(0) est un sous-schéma fermé G′×G-stable deW , donc le schéma G-Hs est un sous-
schéma fermé G′-stable de HilbGhs(W ). Ensuite, d’après les propositions 3.1.9 et 3.4.8, les fonctions
de Hilbert hW et hs coïncident lorsque d ≥ n ou d < n2 et alors G-Hs s’identifie à un sous-schéma
fermé de HilbGhW (W ) ; ce dernier a été étudié dans la section 3.1. De même, lorsque d ≥ n ou d < n2 ,
le schéma G0-Hs s’identifie à un sous-schéma fermé de HilbG0hW (W ) ; ce dernier a été étudié dans la
section 3.2.
Remarque 3.4.9. Il n’y a pas de relation d’inclusion entre G-Hs et G0-Hs en général.
3.4.3 Construction de morphismes équivariants et réduction
On souhaite déterminer G-Hprins en procédant comme nous l’avons fait pour GL(V ) dans la section
2.2.3, c’est-à-dire en utilisant le principe de réduction pour se ramener à une variété plus simple.
On n’a malheureusement pas de résultat semblable pour G0-Hprins puisque, comme nous l’avons vu
dans la section 1.5.1, on ne dispose pas du principe de réduction lorsque G = SO(V ).
Dans la section 1.5.1, on a construit un morphisme G′-équivariant
(3.24) HilbGhs(W )→ Gr(hs(V ), V ′∗).
D’après la proposition 3.4.8, on a hs(V ) = N . La restriction du morphisme (3.24) à G-Hs donne
donc un morphisme G′-équivariant
(3.25) ρs ∶ G-Hs → Gr(N,V ′∗).
On rappelle que l’on note Ω′ la forme symplectique sur V ′ définie par la matrice J ′ au début de la
section 3.4. On a V ′ ≅ V ′∗ comme G′-module et donc Ω′ s’identifie à une forme symplectique sur
V ′∗. Soient
N ′ ∶= E (N
2
)
et
Oi ∶= {L ∈ Gr(N,V ′∗) ∣ Ω′∣L est de rang 2i} où i = 0, . . . ,N ′.
Alors les Oi sont les orbites pour l’opération de G′ dans Gr(N,V ′∗) et on a :
O0 ⊂ O1 ⊂ ⋯ ⊂ ON ′ = Gr(N,V ′∗).
En particulier, ON ′ est l’unique orbite ouverte et
O0 = IGr(N,V ′∗),
qui est la grassmannienne isotrope introduite dans la section 3.3.1, est l’unique orbite fermée de
Gr(N,V ′∗).
Soient :● L0 ∈ O0 et P ∶= StabG′(L0) le sous-groupe parabolique de G′ qui préserve L0,
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● W ′ ∶= Hom(V ′/L⊥0, V ) et ν′ ∶ W ′ →W ′//G le morphisme de passage au quotient,● hW ′ la fonction de Hilbert de la fibre générique de ν′,● G-H′ ∶= HilbGhW ′ (W ′) et G-H′prin sa composante principale.
On remarque que hs = hW ′ . En procédant comme pour la proposition 2.2.14, on montre la
Proposition 3.4.10. On a isomorphisme de G′-variétés G-Hprins ≅ G′ ×P (G-H′prin).
On déduit de la proposition 3.4.10 et des résultats de la section 3.1 le
Corollaire 3.4.11. ● Si d ≤ n+1
2
, alors
G-Hprins ≅ S2(T ),
où T est le fibré tautologique de IGr(d, V ′∗).● Si d ≥ n = 2, alors
G-Hprins ≅ Bl0(S2(T )),
où T est le fibré tautologique de IGr(2, V ′∗) et Bl0(S2(T )) désigne l’éclatement de la section nulle
du fibré S2(T ).
Démonstration. Le cas d ≤ n+1
2
découle du corollaire 3.1.8.
Le cas d ≥ n = 2 découle du théorème 3.1.11.
Remarque 3.4.12. Si n = 1, alors on aG-Hprins ≅ S2(T ), où T est le fibré tautologique de IGr(1, V ′∗) =
P(V ′∗).
Remarque 3.4.13. Dans la section 2.2.4, nous avons montré l’existence d’une deuxième compo-
sante irréductible pour Hs en nous ramenant à montrer qu’un certain schéma de Hilbert invariant
HilbGhs(µ′−1(0)) était toujours non-vide. On ne peut malheureusement pas obtenir de résultat ana-
logue ici. La raison est que, dans notre situation, le schéma HilbGhs(µ′−1(0)) peut être vide. Par
exemple si G = O2(k), nous allons voir dans la section 3.4.4 que G-Hs est une variété.
Remarque 3.4.14. Si d < n
2
, alors comme nous l’avons suggéré dans le remarque 1.5.3, on peut
construire un morphisme G′-équivariant G0-Hs → Gr(d, V ′∗) et obtenir un résultat de réduction
pour SO(V ) analogue à celui obtenu pour O(V ) dans la proposition 3.4.10. Néanmoins, lorsque
d < n
2
, on a
G-H′prin ≅W ′//O(V ) ≅W ′//SO(V ) ≅ G0-H′prin
et on n’obtient donc rien de nouveau dans ce cas.
3.4.4 Etude du cas dim(V ) = 2
Dans cette section, on fixe n = 2 et d ≥ 2. Alors µ−1(0)//G = O[22,12d−4] et ρs ∶ G-Hs → Gr(2, V ′∗) est
le morphisme (3.25). On a vu que Gr(2, V ′∗) se décompose en deux orbites O0∪O1 pour l’opération
de G′.
Lemme 3.4.15. Le morphisme ρs envoie G-Hs dans O0.
Démonstration. Soit L1 ∈ O1 un point de l’orbite ouverte, on va montrer que la fibre schématique
de ρs en L1 est vide. On note V ′′ ∶= V ′/L⊥1 et W ′′ ∶= Hom(V ′′, V ), alors W ′′ ≅ V ⊕ V ∗ comme G-
module. On munit W ′′ de la forme symplectique Ω définie par (2.13) et on considère µ′ ∶ W ′′ → g
l’application moment pour l’opération de G dans (W ′′,Ω) comme nous l’avons fait pour (W,Ω)
dans la section 3.4.1. En procédant comme pour le lemme 1.5.5, on montre que la fibre schématique
de ρs en L1 est isomorphe au schéma de Hilbert invariant HilbGhs(µ′−1(0)).
Il s’agit donc de montrer que ce schéma de Hilbert invariant est vide. Dans le cas contraire, il existe
un idéal homogène I0 de k[µ′−1(0)] tel que k[µ′−1(0)]/I0 ≅⊕M∈Irr(G)M⊕dim(M) comme G-module.
On note I l’image réciproque de I0 par le morphisme de passage au quotient k[W ′′]→ k[µ′−1(0)].
On a
k[W ′′]2 ≅ (S2(V ′′)⊗ (V0 ⊕ (Γ21 ⊕ Γ−21)))⊕ (Λ2(V ′′)⊗ )
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comme GL(V ′′)×G-module. L’idéal I contient nécessairement (S2(V ′′)⊗V0)⊕(Λ2(V ′′)⊗) puisque
k[W ′′]/I contient déjà une copie de V0 (l’image des constantes dans le quotient) et Λ2(V ′′) ≅ V0
comme Sp(V ′′)-module. Donc k[W ′′]2/(I ∩ k[W ′′]2) est un quotient du G′ ×G-module S2(V ′′)⊗(Γ21 ⊕ Γ−21). Mais alors, un raisonnement analogue à celui effectué dans la preuve du lemme
3.2.14 permet de montrer qu’un tel quotient ne contient aucune copie de la représentation signe
. Le résultat s’ensuit puisque le G-module k[µ′−1(0)]/I0 ≅ k[W ′′]/I est supposé contenir chaque
représentation irréductible de G avec une multiplicité égale à sa dimension.
Donc, avec les notations de la section 3.4.3, on a un morphisme G′-équivariant G-Hs → G′/P ,
et donc d’après (1.26) on a un isomorphisme G′-équivariant
G-Hs ≅ G′ ×P F
où F est la fibre schématique de ρs en L0. Ainsi, pour déterminer G-Hs, il suffit de déterminer F .
En procédant comme pour le lemme 1.5.5, on montre le
Lemme 3.4.16. La fibre F est isomorphe au schéma de Hilbert invariant G-H′ et l’opération de
P dans F coïncide, via cet isomorphisme, avec l’opération de P dans G-H′ induite par l’opération
de P dans W ′.
D’où la
Proposition 3.4.17. On a un isomorphisme G′-équivariant G-Hs ≅ G′ ×P (G-H′).
Enfin, on a vu dans la section 3.1.2 que G-H′ est une variété, donc G-Hs est une variété. En
particulier, on a G-Hs = G-Hprins et donc, d’après le corollaire 3.4.11, on a G-Hs ≅ Bl0(S2(T )).
3.5 Cas de Sp(V ) opérant dans µ−1(0)
On se place à nouveau dans la situation 5 et on considère le cas particulier W = Hom(E,V ) ×
Hom(E,V )∗ comme dans la section 3.4. Soient O(V ′) le sous-groupe de GL(V ′) qui préserve une
forme quadratique non-dégénérée q′ sur V ′ et G′ ∶= SO(V ′) sa composante neutre. L’opération de
GL(V ′) ×G dans W induit une opération de G′ ×G dans W . On note
g′ ∶= Λ2(V ′)
l’algèbre de Lie de G′ et
g′≤n ∶= Λ2(V ′)≤n.
Le quotient W //G = g′≤n a été étudié dans la section 3.3.1.
Le but de cette section est d’étudier le schéma de Hilbert invariant Hs ∶= HilbGhs(µ−1(0)). Nous
allons procéder comme dans les sections 2.2 et 3.4. Lorsque d > n ou (d ≤ n et d est impair), nous
verrons que µ−1(0)//G est irréductible et donc hs est bien définie. En revanche, lorsque d ≤ n et
d est pair, nous verrons que µ−1(0)//G est la réunion de deux composantes irréductibles. Cette
situation ne s’était jamais produite jusqu’à présent et on ne peut alors plus parler de la fibre
générique du morphisme de passage au quotient. Pour surmonter cette difficulté, on va considérer
indépendamment les deux composantes irréductibles de µ−1(0)//G et associer à chacune d’elles un
schéma de Hilbert invariant. Les principaux résultats de cette section sont la proposition 3.5.11 et
son corollaire 3.5.12. Le cas particulier n = 2 et d = 3 a été traité par Becker dans [Bec10].
3.5.1 L’application moment
On considère Ω la forme symplectique sur W définie dans la section 2.2.1. Le groupe G′ ×G opère
symplectiquement dans (W,Ω) et l’application moment pour l’opération de G dans (W,Ω) est
donnée par [Bec09, Proposition 3.1] :
µ ∶ W → g
w ↦ 1
2
w(tw)J
et donc
µ−1(0) = {w ∈W ∣ w(tw) = 0}.
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Remarque 3.5.1. On vérifie que le plus grand sous-groupe de GL(V ′) qui stabilise µ−1(0) dans W
est O(V ′). Cependant, pour des raisons d’ordre pratique (étude des orbites nilpotentes de g′), on
préfère considérer l’opération de SO(V ′).
Le morphisme de passage au quotient W →W //O(V ′) est donné par w ↦ w(tw). On en déduit
que les schémas µ−1(0) et N (W,O(V ′)) sont isomorphes. En particulier, le schéma µ−1(0) est
réduit si et seulement si d ≥ n et il est irréductible et normal lorsque d > n ([KS11, Theorem 9.1]).
La preuve de la proposition qui suit est analogue à celle de la proposition 3.1.1.
Proposition 3.5.2. Le schéma µ−1(0) est● une variété de dimension 2dn − 1
2
n(n + 1) si d > n,
● la réunion de deux fermés irréductibles de dimension dn + 1
2
d(d − 1) sinon.
3.5.2 Etude du morphisme de passage au quotient
On note
ν ∶ µ−1(0)→ µ−1(0)//G
le morphisme de passage au quotient et
N ∶= min(d,n).
Dans cette section, nous allons décrire géométriquement le quotient µ−1(0)//G et voir que, contrai-
rement aux situations étudiées jusqu’à présent, il n’est pas toujours irréductible.
On a une correspondance entre certaines partitions de n′ = 2d et les orbites nilpotentes de g′
(voir [CM93, §5.1]). Soit (d1 ≥ . . . ≥ dk) une partition de n′ telle que au moins l’un des di est impair
et les di pairs sont présents avec une multiplicité paire. A une telle partition, on associe une unique
orbite nilpotente de g′ que l’on note O[d1,...,dk]. On peut aussi considérer une partition "très paire"(d1 ≥ . . . ≥ dk) de n′, c’est-à-dire une partition telle que tous les di sont pairs et présents avec
multiplicité paire. A une telle partition, il correspond cette fois deux orbites nilpotentes distinctes
que l’on note OI[d1,...,dk] et OII[d1,...,dk]. Ces deux orbites sont échangées par l’opération de n’importe
quel élément de O(V ′)/SO(V ′). Le résultat qui suit est démontré dans [Bec09, Proposition 3.6] :
Proposition 3.5.3. On a l’égalité ensembliste
µ−1(0)//G = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
O[2n,12(d−n)] si d > n,O[2d−1,12] si d < n et d est impair,OI[2d] ∪OII[2d] si d ≤ n et d est pair.
Remarque 3.5.4. Le schéma µ−1(0)//G n’est pas toujours réduit. Par exemple si n = 2 et d = 1, on
vérifie que µ−1(0)//G ≅ Spec(k[x]/(x2)) qui n’est pas réduit. Dorénavant, on considère toujours
µ−1(0) et µ−1(0)//G munis de leurs structures réduites pour simplifier.
Corollaire 3.5.5. Les orbites pour l’opération de G′ dans le quotient µ−1(0)//G sont :● Ui ∶= O[2i,12(d−i)] pour i = 0,2,4, . . . , n, si d > n,● Ui ∶= O[2i,12(d−i)] pour i = 0,2,4, . . . , d − 1, si d < n et d impair,● Ui ∶= O[2i,12(d−i)] pour i = 0,2,4, . . . , d − 2 et U Id ∶= OI[2d], U IId ∶= OII[2d], si d ≤ n et d pair.
Les adhérences de ces orbites sont imbriquées de la façon suivante :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{0} = U0 ⊂ U2 ⊂ ⋯ ⊂ Un lorsque d > n,{0} = U0 ⊂ U2 ⊂ ⋯ ⊂ Ud−1 lorsque d < n et d est impair,{0} = U0 ⊂ U2 ⊂ ⋯ ⊂ Ud−2 ⊂ U Id et Ud−2 ⊂ U IId lorsque d ≤ n et d est pair.
Donc, si d ≤ n et d pair, le quotient µ−1(0)//G est la réunion des adhérences des deux orbites
nilpotentes U Id et U
II
d . L’intersection des adhérences de ces deux orbites est Ud−2. En revanche,
lorsque (d > n) ou (d ≤ n et d est impair), le quotient µ−1(0)//G est irréductible. La géométrie de
l’adhérence d’une orbite nilpotente dans g′ est étudiée dans [Hes79] et [KP82].
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Proposition 3.5.6. Si d > n, alors la variété µ−1(0)//G est normale, de dimension 2dn−n(n+ 1)
et son lieu singulier est Un−2.
Si d ≤ n, alors chaque composante irréductible de µ−1(0)//G est normale et de dimension d(d − 1).
Le lieu singulier de µ−1(0)//G est Ud−2 (resp. Ud−3) lorsque d est pair (resp. d est impair).
Démonstration. La normalité des composantes irréductibles de µ−1(0)//G est donnée par [Hes79,
Criterion 2]. Leur dimension est donnée par [CM93, Corollary 6.1.4]. Enfin, le lieu singulier est
donné par [KP82, Theorem 2].
Remarque 3.5.7. Nous verrons dans la section A.2 que les composantes irréductibles de µ−1(0)//G
sont symplectiques et mais qu’elles admettent des résolutions symplectiques si et seulement si
d ≤ n + 1.
Si d < n et d impair, alors la fibre générique de ν est réductible ce qui rend plus compliqué la
détermination de sa fonction de Hilbert. On exclura donc toujours ce cas par la suite. Il reste deux
cas de figure à considérer :● Cas d > n. La fibre de ν en un point de l’orbite ouverte est irréductible de dimension 1
2
n(n + 1).
On note hs la fonction de Hilbert de la fibre générique de ν,Hs ∶= HilbGhs(µ−1(0))
et Hprins la composante principale de Hs.● Cas d ≤ n et d pair. On note XI , XII les deux composantes irréductibles de µ−1(0) et Y I ∶= U Id ,
Y II ∶= U IId les deux composantes irréductibles de µ−1(0)//G. Quitte à échanger XI et XII , on a
XI//G = Y I et XII//G = Y II . On note νI ∶ XI → Y I et νII ∶ XII → Y II les morphismes de passage
au quotient. On vérifie que la dimension de la fibre de νI (resp. de νII) en un point de l’orbite
ouverte de Y I (resp. de Y II) est dn− 1
2
d(d−1). Le groupe O(V ′) opère transitivement sur U Id ∪U IId
donc les fibres génériques de νI et νII sont isomorphes. En particulier, elles ont la même dimension
et la même fonction de Hilbert hs. On note⎧⎪⎪⎪⎨⎪⎪⎪⎩
Hs ∶= HilbGhs(µ−1(0)),HIs ∶= HilbGhs(XI),HIIs ∶= HilbGhs(XII).
Enfin, on note HI,prins et HII,prins les composantes principales de HIs et HIIs respectivement. Comme
XI et XII sont des fermés de µ−1(0), on a l’inclusion HIs ∪HIIs ⊂ Hs, mais celle-ci est stricte a
priori.
Notation 3.5.8. Si d < n et d est pair, on note
H ∶= {[ M 0n−d,d
0d,n−d Id ] , M ∈ Spn−d(k)} ≅ Spn−d(k)
qui est un sous-groupe réductif de G.
Lemme 3.5.9. Si d > n, la fibre de ν en un point de Un est isomorphe à G.
Si d = n, la fibre de νI (resp. de νII) en un point de U In (resp. de U IIn ) est isomorphe à G.
Si d < n et d est pair, la fibre de νI (resp. de νII) en un point de U In (resp. de U IIn ) est isomorphe
à G/H.
Démonstration. La preuve est analogue à celle du lemme 2.2.10.
D’où la
Proposition 3.5.10. Soit M ∈ Irr(G), alors● hs(M) = dim(M) si d ≥ n,● hs(M) = dim(MH) si d < n et d est pair.
Le fermé µ−1(0) est G′×G-stable dansW , donc le schémaHs est un sous-schéma fermé G′-stable
de HilbGhs(W ). Ensuite, d’après les propositions 3.3.10 et 3.5.10, les fonctions de Hilbert hW et hs
coïncident lorsque d ≥ n ou d < n
2
et alors Hs s’identifie à un sous-schéma fermé de HilbGhW (W ) ;
ce dernier a été étudié dans la section 3.3. De même, lorsque d = n ou (d < n
2
et d est pair), les
schémas HIs et HIIs s’identifient à des sous-schémas fermés de HilbGhW (W ).
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3.5.3 Construction d’un morphisme équivariant et réduction
Dans cette section, on procède comme dans les sections 2.2.3 et 3.4.3 pour montrer que l’étude
des composantes principales Hprins , HI,prins et HII,prins se ramène à l’étude du schéma de Hilbert
invariant effectuée dans la section 3.3.
Dans la section 1.5.1, on a construit un morphisme G′-équivariant
(3.26) HilbGhs(W )→ Gr(hs(V ), V ′∗).
D’après la proposition 3.5.10, on a hs(V ) = N . La restriction du morphisme (3.26) à Hs donne un
morphisme G′-équivariant
(3.27) ρs ∶ Hs → Gr(N,V ′∗).
On rappelle que l’on note q′ la forme quadratique non-dégénérée sur V ′ préservée par O(V ′). On
a V ′ ≅ V ′∗ comme O(V ′)-module et donc q′ s’identifie à une forme quadratique non-dégénérée sur
V ′∗. Pour i = 0, . . . ,N , on note
Oi ∶= {L ∈ Gr(N,V ′∗) ∣ q′∣L est de rang i}.
Si d > n, alors les Oi sont les n + 1 orbites pour l’opération de G′ dans Gr(n,V ′). En revanche, si
d ≤ n et d est pair, alors les Oi sont des G′-orbites pour i = 1, . . . , d mais O0 = OGr(d, V ′), qui est la
grassmannienne isotrope introduite dans la section 3.1.1, est la réunion de deux G′-orbites que l’on
note OI0 et O
II
0 et qui sont échangées par l’opération de n’importe quel élément de O(V ′)/SO(V ′).
Dans tous les cas, on a :
OGr(N,V ′) = O0 ⊂ O1 ⊂ ⋯ ⊂ ON = Gr(N,V ′).
Ensuite, soient :
● L0 ∈ OGr(N,V ′∗) et P ∶= StabG′(L0) le sous-groupe parabolique de G′ qui préserve L0,● W ′ ∶= Hom(V ′/L⊥0, V ) et ν′ ∶ W ′ →W ′//G le morphisme de passage au quotient,● hW ′ la fonction de Hilbert de la fibre générique de ν′,● H′ ∶= HilbGhW ′ (W ′) et H′prin sa composante principale.
On remarque que hs = hW ′ . Par ailleurs, lorsque d ≤ n et d est pair, on vérifie que le morphisme
ρs envoie HI,prins dans l’une des deux composantes irréductibles de O0 et HII,prins dans l’autre
composante. Quitte à échanger OI0 et O
II
0 , on peut supposer que ρs envoie HI,prins dans OI0 etHII,prins dans OII0 . En procédant comme pour la proposition 2.2.14, on montre la
Proposition 3.5.11. On a les isomorphismes de G′-variétés suivants :
● si d > n, alors Hprins ≅ G′×PH′prin,
● si (d ≤ n et d est pair) et L0 ∈ OI0 (resp. L0 ∈ OII0 ), alors
HI,prins ≅ G′×PH′prin(resp. HII,prins ≅ G′×PH′prin).
On déduit de la proposition 3.5.11 et des résultats de la section 3.3 le
Corollaire 3.5.12. ● Si d ≤ n
2
+ 1 et d est pair, alors
HI,prins ≅ Λ2(TI) et HII,prins ≅ Λ2(TII),
où TI (resp. TII) est le fibré tautologique de OI0 (resp. de O
II
0 ).
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● Si d = n = 4, alors
HI,prins ≅ Bl0(Λ2(TI)) et HII,prins ≅ Bl0(Λ2(TII)),
où Bl0(Λ2(TI)) (resp. Bl0(Λ2(TII))) désigne l’éclatement de la section nulle du fibré Λ2(TI)
(resp. du fibré Λ2(TII)).● Si d > n = 2, alors Hprins ≅ Λ2(T ),
où T est le fibré tautologique de OGr(2, V ′∗).
● Si d > n = 4, alors Hprins ≅ Bl0(Λ2(T ))
qui est l’éclatement de la section nulle du fibré Λ2(T ), où T est le fibré tautologique de
OGr(4, V ′∗).
Démonstration. Les cas d ≤ n
2
+ 1 et d > n = 2 découlent du corollaire 3.3.9.
Les cas d ≥ n = 4 découlent du théorème 3.3.15.
Remarque 3.5.13. On ne peut malheureusement pas procéder comme nous l’avons fait dans la
section 2.2.4 pour déterminer si Hs est ou non réductible (pour les mêmes raisons que celles don-
nées dans la remarque 3.4.13). A priori, Hs peut admettre plusieurs composantes irréductibles.
Cependant, si n = 2 nous allons voir dans la section 3.5.4 que Hs est toujours une variété.
3.5.4 Etude du cas dim(V ) = 2
Dans cette section, on fixe d ≥ n = 2. Alors G ≅ Sp2(k) = SL2(k),
µ−1(0)//G = ⎧⎪⎪⎨⎪⎪⎩
O[22,12d−4] si d ≥ 3,OI[22] ∪OII[22] si d = 2, et ρs ∶ Hs → Gr(2, V ′∗) est le morphisme (3.27). Nous
allons utiliser les résultats des sections précédentes et de la section 1.5.2 pour déterminer Hs
comme G′-schéma.
Proposition 3.5.14. Si d ≥ 3, alors Hs =Hprins est une variété lisse isomorphe à
Bl0(O[22,12d−4]) ∶= {(f,L) ∈ O[22,12d−4] × P(O[22,12d−4]) ∣ f ∈ L}
et le morphisme de Hilbert-Chow γ s’identifie à l’éclatement Bl0(O[22,12d−4])→ O[22,12d−4].
Si d = 2, alors Hs =HI,prins ∪HII,prins est la réunion de deux variétés lisses isomorphes à Bl0(OI[22])
et Bl0(OII[22]) respectivement. De plus, l’intersection HI,prins ∩ HII,prins est l’ensemble des idéaux
homogènes de Hs. Enfin, la restriction de γ sur HI,prins (resp. sur HII,prins ) s’identifie à l’éclatement
de OI[22] (resp. de OII[22]) en 0.
Démonstration. Les cas d = 2 et d ≥ 3 se traitent de manière analogue. On considère le cas où d ≥ 3.
D’après le théorème 1.5.11, on a une immersion fermée
γ × ρs ∶ Hs ↪ Y ∶= {(f,L) ∈ O[22,12d−4] × P(g′≤2) ∣ f ∈ L} .
On vérifie que Y est la réunion de deux variétés C1 et C2 définies par :
C1 ∶= Bl0(O[22,12d−4]),
C2 ∶= {(f,L) ∈ O[22,12d−4] × P(g′≤2) ∣ f = 0} ≅ P(g′≤2).
Ces deux variétés sont de dimension 4d−6 et 4d−4 respectivement. Le morphisme γ×ρs envoieHprins
dans C1 ; ce sont deux variétés de même dimension, donc γ ×ρs ∶ Hprins → C1 est un isomorphisme.
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Ensuite, on vérifie que la composante C2 est formée des idéaux homogènes de k[W ] (c’est une
conséquence de la proposition 3.3.13). On a un isomorphisme G′-équivariant
(3.28) P(g′≤2) ≅ Gr(2, V ′∗)
qui permet d’identifier tout point de P(g′≤2) avec un sous-espace de V ′∗ de dimension 2. Via
cette identification, l’idéal IL de k[W ] associé au point (0, L) ∈ C2 est l’idéal engendré par les
G-invariants homogènes de degré positif de k[W ] ainsi que par le G-module L⊥ ⊗ V ⊂ k[W ]1.
Nous allons montrer que IL est un point de Hs si et seulement si L ∈ OGr(2, V ′∗). Le résul-
tat en découlera puisque P(O[22,12d−4]) s’identifie à OGr(2, V ′∗) via l’isomorphisme (3.28) et que{(f,L) ∈ O[22,12d−4] × P(O[22,12d−4]) ∣ f = 0} est une sous-variété de C1.
On note W ′ ∶= Hom(V ′/L⊥, V ), alors
k[W ′]2 ≅ S2(V ′/L⊥)⊗ S2(V )⊕Λ2(V ′/L⊥)⊗Λ2(V )
comme G-module. On note I ′ l’idéal de k[W ′] engendré par Λ2(V ′/L⊥)⊗Λ2(V ) ⊂ k[W ′]2. On a
k[W ′]/I ′ ≅ k[W ]/IL ≅ ⊕
M∈Irr(G)M
⊕dim(M)
comme G-module. Donc
IL ∈Hs ⇔ IL ⊃ V ′0 ⊗ S2(V )⇔ q′∣L = 0⇔ L ∈ OGr(2, V ′∗)
et le résultat s’ensuit.
Remarque 3.5.15. Lorsque d = 3 et n = 2, Becker avait déjà montré dans [Bec10] que Hs =Hprins est
une variété lisse.
Remarque 3.5.16. Dans la preuve de la proposition 3.5.14, on a montré que si d > n = 2, alors
les idéaux homogènes de Hs sont contenus dans Hprins . En reprenant les arguments de la fin de la
preuve, on vérifie que cette assertion est vraie plus généralement si d > n ≥ 2.
Questions ouvertes
Dans ce mémoire, nous avons déterminé plusieurs familles infinies de schémas de Hilbert invariants
pour l’opération des groupes algébriques classiques dans certains schémas affines. Plus précisément,
nous avons étudié d’une part le cas dit "classique" :● G = GLn(k) opère dans W = V ⊕n1 ⊕ V ∗⊕n2 , ou bien● G = SLn(k), On(k), SOn(k) ou Sp2n(k) opère dans W = V ⊕n′ ,
où V est la représentation standard de G, et V ∗ est sa duale ;
d’autre part le cas dit "symplectique" :● G = GLn(k), On(k), SOn(k) ou Sp2n(k) opère dans la fibre en 0 de l’application moment.
On note hW la fonction de Hilbert de la fibre générique du morphisme W →W //G etH ∶= HilbGhW (W ),
le schéma de Hilbert invariant associé au G-schéma affine W et à la fonction de Hilbert hW . Nous
avons pu déterminer H pour des petites valeurs de n, mais le cas général reste ouvert et paraît
très compliqué. Les schémas de Hilbert invariants semblent donc respecter la loi de Murphy qui se
traduit ici par : «Plus n est grand, plus H est pathologique».
Cas classique
Soit G′ le sous-groupe algébrique réductif de AutG(W ) défini dans la section 1.4.1, et B′ un sous-
groupe de Borel de G′. Si n′ = n = 3 et G = GLn(k), On(k) ou SOn(k), on a montré que H est
singulier (théorèmes 2.1.44, 3.1.25 et 3.2.8) en déterminant l’espace tangent aux points fixes de B′.
Question 1. Est-ce que H est réduit, irréductible ?
Question 2. Est-ce que la composante principale Hprin est lisse ?
On remarque que ces deux questions sont liées. En effet, si Hprin est lisse alors nécessairementH est réductible et/ou non-réduit. Pour répondre à la question 1, une stratégie possible serait de
calculer l’espace de base de la déformation verselle aux points fixes de B′ (voir par exemple [Ste03,
§3]). Lorsque G = O3(k) ou GL3(k), je pense que la composante des idéaux homogènes de H donne
une composante irréductible distincte de Hprin, et donc que H est réductible.
Dans tous les exemples de ce mémoire (à l’exception du cas G = O3 qui reste à déterminer), le
schéma H est connexe. Il est de plus toujours singulier dès lors que W //G admet au moins 4
orbites pour l’opération de G′. D’où la
Question 3. Si G = GLn(k), On(k), SOn(k), et si n ≥ 4 (ou si G = Sp2n(k), et si n ≥ 3), est-ce
que H est toujours connexe et singulier ?
Des calculs effectués pour GL4(k) et Sp6(k) (et qui ne figurent pas dans ce mémoire par égard
pour le lecteur) laissent penser que la réponse à la question 3 est positive. Pour montrer la connexité,
on peut essayer de procéder comme dans la section 3.2.2 : on détermine les points fixes de B′ puis
on utilise des bases de Gröbner pour construire des chaînes de courbes rationnelles entre les points
fixes. Pour montrer que H est singulier, il suffit (par un argument de semi-continuité) de calculer
la dimension de l’espace tangent aux points fixes de B′. Malheureusement, la méthode calculatoire
employée dans ce mémoire est inapplicable lorsque n est grand. Quelles que soient les méthodes
employées pour répondre à la question 3, il sera sans doute nécessaire de commencer par répondre
à la
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Question 4. Quels sont les points fixes de B′ dans H ?
Plus précisément, on aimerait avoir une description de chacun de ces points fixes en termes de
B′ ×G-sous-modules de k[W ].
Conjecture 1. Si I est un point fixe de B′ dans H, alors l’idéal I est engendré par ses composantes
homogènes de degré ≤ n.
Conjecture 2. Si G = GLn(k), alors H admet un unique point fixe de B′, et B′ est son groupe
d’isotropie.
Par ailleurs, dans le cas du schéma de Hilbert multigradué de Haiman et Sturmfels ([HS04]),
de nombreux exemples pathologiques ont pu être déterminés en partie grâce à une description
combinatoire de celui-ci ([CEVV09, CS10, AST11, ...]). Une telle description combinatoire pour H
(ou au moins pour les points fixes de B′) serait très précieuse mais reste à expliciter.
Signalons enfin que quelques cas particuliers ont été mis sous silence dans ce mémoire. Par
exemple, si G = GL3(k), les cas (n1 = 2 et n2 ≥ 3) et (n2 = 2 et n1 ≥ 3) n’ont pas été traités. La
raison en est que la fonction de Hilbert est alors compliquée, et l’on ne peut donc pas appliquer le
principe de réduction pour se ramener à un cas plus simple déjà traité. On peut toutefois supposer
que les méthodes employées pour traiter les autres cas s’appliquent encore.
Cas symplectique
Soient W = V ⊕d ⊕ V ∗⊕d, où d est entier positif, µ−1(0) la fibre en 0 de l’application moment
µ ∶ W → Lie(G), hs la fonction de Hilbert de la fibre générique du morphisme µ−1(0)→ µ−1(0)//G,
et Hs ∶= HilbGhs(µ−1(0)).
On a vu que Hs est toujours réductible lorsque G = GLn(k) et d ≥ 2n (proposition 2.2.20).
Question 5. Si G = On(k), SOn(k) ou Sp2n(k) et si d ≥ n, est-ce que Hs est réductible ?
Question 6. Est-ce que la composante principale Hprins est toujours lisse ?
Lorsque n ≥ 3, je pense que Hs est réductible par analogie avec le cas des groupes finis. Pour le
prouver, il suffirait par exemple de montrer que la fibre du morphisme ρ (défini dans les sections
3.4.3 et 3.5.3) en un point de l’orbite ouverte est non-vide. Malheureusement, je n’ai pas été capable
de déterminer cette fibre en général. Quant à la lissité de Hprins , le principe de réduction nous dit
qu’elle est équivalente à la lissité de Hprin dans le cas classique.
Comme dans le cas classique, on a été amené à négliger certains cas. Par exemple si G = GLn(k),
d < 2n et d est impair, alors on ne connaît pas hs ; je n’ai donc pas pu déterminer des exemples de
schémas de Hilbert invariants pour cette configuration (à l’exception du cas trivial d = 1).
Enfin, il serait intéresser de déterminer Hs pour l’opération de SLn(k) dans µ−1(0) ⊂ V ⊕d ⊕
V ∗⊕d. Ce cas n’a pas été traité dans ce mémoire (excepté pour n = 2) essentiellement par manque
de temps.
Déterminer la composante principale à l’aide de la théorie des
plongements des espaces homogènes sphériques
Dans le cas classique, la variété W //G est normale et, dans chaque cas, il est connu qu’elle admet
une orbite ouverte pour l’opération de B′. De même, dans le cas symplectique, les composantes
irréductibles de µ−1(0)//G sont normales et elles admettent une orbite ouverte pour l’opération
de B′ d’après [Pan94, §4.2 et §4.3]. Autrement dit, tous les quotients que l’on a regardé dans
ce mémoire sont des variétés sphériques (ou des réunions de variétés sphériques dans la section
3.5). On rappelle qu’une G′-variété X est dite sphérique si X est normale et si X contient une
orbite ouverte pour l’opération de B′. En particulier, un espace G′-homogène U est sphérique s’il
contient une orbite ouverte pour l’opération de B′. On dit que X est un plongement sphérique de U
108 Schémas de Hilbert invariants et théorie classique des invariants
si X est une variété sphérique qui admet une G′-orbite ouverte isomorphe à U . A tout plongement
sphérique, on peut associer un objet combinatoire appelé éventail colorié qui classifie le plongement.
En particulier, si G′ = B′ est un tore, alors on retrouve la théorie des variétés toriques. Pour une
introduction à la théorie des plongements sphériques, le lecteur peut par exemple consulter [Tim11].
Tous les quotients qui apparaissent dans ce mémoire sont des plongements sphériques connus
(variétés déterminantielles, adhérences d’orbites nilpotentes,...) et on peut donc aisément détermi-
ner l’éventail colorié associé. Par ailleurs, le morphisme de Hilbert-Chow γ ∶ Hprin → W //G est
G′-équivariant, birationnel et propre. Donc Hprin contient une orbite ouverte qui est un espace
homogène sphérique. On souhaite utiliser la théorie des plongements sphériques pour déterminerHprin. Malheureusement, on ne sait pas si Hprin est normale et il faut donc considérer sa norma-
lisation H̃prin ; celle-ci est un plongement sphérique de l’orbite ouverte de W //G. Le morphisme
γ̃ ∶ H̃prin →W //G obtenu en composant γ avec le morphisme de normalisation H̃prin →Hprin vérifie
les mêmes propriétés que γ. Si Hprin admet une unique orbite fermée F isomorphe à G′/B′, on
montre que l’éventail colorié de H̃prin est entièrement déterminé par celui de W //G. En général,
la situation est plus compliquée, mais on peut encore espérer décrire (au moins partiellement)
l’éventail colorié de H̃prin à partir de celui de W //G.
Cette méthode offre une approche possible pour étudier la composante principale Hprin lorsqueH est réductible ou non-réduit. Cependant, il semble que l’on ne puisse pas faire mieux que de
décrire la normalisation de Hprin. D’où la
Question 7. Est-ce que Hprin est normale ?
On peut bien sûr reprendre tout ce qui précède en remplaçantW par µ−1(0) et Hprin par Hprins .
Je pense que cette approche du schéma de Hilbert invariant par la théorie des plongements des
espaces homogènes sphériques est prometteuse et j’espère la développer ultérieurement.
Annexe A
Résolutions crépantes de W //G et
résolutions symplectiques de µ−1(0)//G
A.1 Résolutions crépantes de W //G
A.1.1 Généralités
SoitX une variété de Cohen-Macaulay, alorsX admet un faisceau dualisant (unique à isomorphisme
près) que l’on note ωX . On dit que X est de Gorenstein si X est de Cohen-Macaulay et si ωX est
inversible. Si de plus X est lisse, alors son faisceau dualisant coïncide avec son faisceau canoniqueOX(KX). Toutes les variétés quotients W //G étudiées dans les situations 1 à 5 sont de Cohen-
Macaulay, mais elles ne sont pas toujours de Gorenstein. De plus, ce sont toutes des cônes affines,
c’est-à-dire que Gm opère dans W //G avec un unique point fixe (appelé sommet du cône et noté
0) et pas d’autre orbite fermée. Le lemme qui suit nous fournit un critère pour déterminer si un
cône affine est de Gorenstein.
Lemme A.1.1. Soit X un cône affine de Cohen-Macaulay. Alors on a l’équivalence
X est de Gorenstein ⇔ ωX ≅ OX .
Démonstration. L’implication ⇐ est immédiate. Montrons l’autre implication. L’opération de Gm
dans X munit la k-algèbre R ∶= k[X] d’une graduation :
R =⊕
i≥0Ri
où Gm opère dans Ri par t.f = tif pour tout t ∈ Gm et pour tout f ∈ Ri.
De même, le R-module M ∶= ωX(X) est un R-module gradué :
M =⊕
j≥0Mj avec pour tous i, j ≥ 0, Ri.Mj ⊂Mi+j .
On souhaite montrer que M ≅ R comme R-module. On note R+ ∶=⊕i≥1Ri l’idéal maximal homo-
gène de R et soit ψ ∶ M → M/R+M ≅ k le morphisme de passage au quotient. Il existe m˜ ∈ M ,
homogène, tel que ψ(m˜) = 1. On considère l’application
φ ∶ R → M
r ↦ r.m˜
Alors φ est clairement un morphisme injectif de R-modules gradués et φ induit un isomorphisme
R/R+ → M/R+M . Donc, d’après le lemme de Nakayama gradué ([Eis95, Exercise 4.6]), le mor-
phisme φ est surjectif, donc c’est un isomorphisme de R-modules et le résultat s’ensuit.
Soient X une variété de Gorenstein et f ∶ Y → X une résolution des singularités de X. La
résolution f est dite crépante si f préserve le faisceau dualisant de X, c’est-à-dire si f∗(ωX) ≅ ωY ,
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où ωX (resp. ωY ) est le faisceau dualisant deX (resp. de Y ). Signalons qu’une variétéX n’admet pas
toujours de résolution crépante et lorsqu’elle en admet, il peut en exister plusieurs non isomorphes.
On conseille au lecteur qui aimerait en savoir plus sur les résolutions crépantes de consulter l’article
d’exposition [Rei85].
On souhaite déterminer les liens entre le morphisme de Hilbert-Chow γ ∶ H → W //G et les
résolutions crépantes (lorsqu’elles existent) de W //G dans les situations 1,2,3 et 5. Nous aurons
besoin du
Lemme A.1.2. Soient X une variété singulière, normale et de Gorenstein, et Y1, Y2 des variétés
lisses telles que l’on ait :
Y2
f2

g
  
Y1
f1

X
où g et f1 sont des résolutions de X.
Si g est crépante, alors f1 est crépante et f2 est un isomorphisme.
Démonstration. La formule de ramification nous donne les égalités suivantes dans les groupes des
classes de diviseurs Cl(Y1) et Cl(Y2) respectivement :
KY1 = f∗1 (KX) +E1,
KY2 = f∗2 (KY1) +E2,
où E1 (resp. E2) est un diviseur à support dans le lieu exceptionnel de f1 (resp. de f2). On en
déduit que
(1.1) KY2 = g∗(KX) + f∗2 (E1) +E2.
Or, g est crépante par hypothèse, donc
(1.2) f∗2 (E1) +E2 = 0.
Puis, le poussé en avant préserve l’équivalence linéaire, donc
f2∗(f∗2 (E1) +E2) = f2∗(f∗2 (E1)) + f2∗(E2) = E1.
Mais
f2∗(f∗2 (E1) +E2) = f2∗(0) = 0
d’après (1.2).
Il s’ensuit que E1 = 0, et donc f1 est crépante. L’égalité (1.2) implique alors que E2 = 0. Enfin, f2
est un morphisme birationnel et surjectif entre deux variété lisses dont le diviseur de ramification
est trivial, c’est donc un isomorphisme d’après [Deb01, §1.41].
Remarque A.1.3. Ce lemme justifie pourquoi les résolutions crépantes sont parfois qualifiées de
résolutions minimales.
A.1.2 Situation 1
On se place dans la situation 1 et on reprend les notations de la section 1.5.2. On suppose que la
variété W //G est singulière, c’est-à-dire que 1 < n < n′ − 1. On a vu que W //G est de Gorenstein et
que γ ∶ H →W //G est une résolution des singularités de W //G. Malheureusement, on a la
Proposition A.1.4. La résolution γ n’est pas crépante.
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Démonstration. On identifie γ ∶ H → W //G à l’éclatement f ∶ Bl0(W //G) → W //G grâce au
théorème 1.5.11, et on considère le diagramme
Bl0(W //G)
fxxxx
p '' ''
W //G P(W //G)
σ
ii
où p est la projection naturelle et σ est la section nulle. Le diviseur exceptionnel de f , noté Df ,
s’identifie à P(W //G) grâce à σ. La formule d’adjonction ([Har77, Proposition 8.20]) donne :
ωDf ≅ ωBl0(W //G) ⊗O(Df)⊗ODf .
On rappelle que Bl0(W //G) est naturellement plongée dans ΛnV ′∗ × P(ΛnV ′∗). D’après [Har77,
Proposition 6.18], on a O(−Df) ≅ IDf , où IDf est le faisceau d’idéaux de Df dans Bl0(W //G).
Mais Df est l’image de la section nulle dans Bl0(W //G), donc IDf ∣Df ≅ ODf (1). Il s’ensuit que
ωDf ≅ ωBl0(W //G) ⊗ODf (−1).
On suppose que f est crépante, alors
ωBl0(W //G) ≅ f∗(ωW //G) ≅ f∗(OW //G) ≅ OBl0(W //G)
où le deuxième isomorphisme découle du lemme A.1.1.
On a donc ωDf ≅ ODf (−1). Mais Df ≅ P(W //G) = Gr(n,V ′∗) et donc
ωDf ≅ ωGr(n,V ′∗) ≅ OGr(n,V ′∗)(−n′).
Or, n′ > 1, ce qui contredit l’hypothèse que f est crépante.
A.1.3 Situation 2
On se place dans la situation 2 et on reprend les notations de la section 2.1. On suppose que la
variété déterminantielle W //G = Hom(V1, V2)≤n est singulière, c’est-à-dire que n1, n2 > n. On a
vu que W //G est de Cohen-Macaulay et que γ ∶ H → W //G est une résolution des singularités
de W //G lorsque n ≤ 2. On s’intéresse aux résolutions crépantes (éventuelles) de W //G, donc la
première chose à faire est de déterminer pour quelles valeurs de n,n1, n2 la variété W //G est de
Gorenstein. La proposition qui suit est un résultat connu ([Sva74, Theorem 5.5.6]). On en redonne
ici une preuve dans le but d’être complet.
Proposition A.1.5. La variété W //G est de Gorenstein si et seulement si n1 = n2.
Démonstration. Le groupe multiplicatif Gm opère dans W //G = Hom(V1, V2)≤n par :∀α ∈ Gm, ∀f ∈ Hom(V1, V2)≤n, α.f ∶= αf
Donc W //G est un cône affine et donc, d’après le lemme A.1.1, il suffit de déterminer pour quelles
valeurs de n, n1, n2 le faisceau dualisant ωW //G est trivial.
On note i l’immersion ouverte Un ↪ W //G. Si ωW //G est trivial, alors ωUn = i∗ωW //G est trivial.
Réciproquement, si ωUn est trivial, alors comme (W //G)/Un est de codimension ≥ 2, le faisceau
réflexif ωW //G est trivial. On est donc ramené à déterminer pour quelles valeurs de n,n1, n2 le fibré
canonique ωUn est trivial.
Soient Jn = [ In 0n,n1−n0n2−n,n 0n2−n,n1−n] ∈ Un et
H ∶ = StabG′(Jn)
= {([ A 0
B1 C1
] , [A B2
0 C2
])∣ A ∈ GLn(k),C1 ∈ GLn1−n(k),C2 ∈ GLn2−n(k),
B1 ∈Mn1−n,n(k),B2 ∈Mn,n2−n(k) } .
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Le fibré ωUn est G
′-linéarisé sur Un ≅ G′/H, donc l’espace total du fibré ωUn est G′-isomorphe à la
variété
Eχ0 ∶= G′ ×H A1k
où H opère A1k par un caractère χ0 ∈ X (H) ; celui-ci est le caractère de H dans Λm(TJnUn), où
TJnUn est l’espace tangent à Un en Jn et m ∶= dim(Un).
Fait : le caractère χ0 ∈ X (H) est donné par
χ0 ∶ H Ð→ Gm([ A 0
B1 C1
] , [A B2
0 C2
]) ↦ det(A)n1−n2 det(C1)−n det(C2)n.
Comme χ0 est entièrement déterminé par sa restriction à n’importe quel sous-groupe de Levi
de H, on fixe
L ∶= {([A 0
0 C1
] , [A 0
0 C2
]) ∣ A ∈ GLn(k),C1 ∈ GLn1−n(k),C2 ∈ GLn2−n(k)}
un tel sous-groupe de Levi. L’espace tangent TJnUn s’identifie à g
′/h comme L-module, où g′ et
h sont les algèbres de Lie de G′ et H respectivement. On commence donc par déterminer g′ et h
comme L-modules. Soient
E1 ∶= ⟨e1, . . . , en⟩ ⊂ V1,
E2 ∶= ⟨f1, . . . , fn⟩ ⊂ V2,
F1 ∶= ⟨en+1, . . . , en1⟩ ⊂ V1,
F2 ∶= ⟨fn+1, . . . , fn2⟩ ⊂ V2,
qui sont des L-sous-modules de V1 et V2. On a les isomorphismes de L-modules suivants :
V1 ≅ E1 ⊕ F1,
V2 ≅ E2 ⊕ F2,
E1 ≅ E2,
et donc
g′ ≅End(V1)⊕End(V2)≅End(E1)⊕End(F1)⊕Hom(E1, F1)⊕Hom(F1,E1)⊕End(E2)⊕End(F2)⊕Hom(E2, F2)⊕Hom(F2,E2),
h ≅End(E1)⊕Hom(E1, F1)⊕End(F1)⊕Hom(F2,E2)⊕End(F2).
On en déduit que
TJnUn ≅ End(E1)⊕Hom(E2, F2)⊕Hom(F1,E1)
comme L-module. D’où
Λm(TJnUn) ≅Λn2(End(E1))⊗Λn(n2−n)(Hom(E2, F2))⊗Λn(n1−n)(Hom(F1,E1))≅(Λn(E∗2 ))⊗n2−n ⊗ (Λn2−n(F2))⊗n ⊗ (Λn(E1))⊗n1−n ⊗ (Λn1−n(F ∗1 ))⊗n≅(Λn(E∗2 ))⊗n2−n ⊗ (Λn(E1))⊗n1−n ⊗ (Λn2−n(F2))⊗n ⊗ (Λn1−n(F ∗1 ))⊗n≅(Λn(E1))⊗n1−n2 ⊗ (Λn2−n(F2))⊗n ⊗ (Λn1−n(F ∗1 ))⊗n
comme L-module. Le fait annoncé s’ensuit.
On revient maintenant à la démonstration de la proposition A.1.5. On cherche pour quelles
valeurs de n,n1, n2 la G′-variété Eχ0 est l’espace total du fibré trivial de Un. D’après [KKV89,
Proposition 3.2], on a la suite exacte de groupes suivante :
X(G) resÐ→X(H) Ð→ Pic(G′/H) p∗Ð→ Pic(G′)
avec
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● Pic(G′) et Pic(G′/H) les groupes de Picard de G′ et G′/H respectivement,
● X(G′) et X(H) les groupes des caractères de G′ et de H respectivement,
● res l’homomorphisme de restriction,
● p∗ l’homomorphisme induit par le morphisme de passage au quotient p ∶ G′ → G′/H,
●  l’homomorphisme canonique qui à un caractère χ ∈X(H) associe le fibré en droites Eχ qui
est défini comme précédement.
Or Pic(G′) = 0 donc Pic(G′/H) ≅X(H)/X(G′)∣H . Il s’ensuit que ωUn est trivial si et seulement si
χ0 ∈X(G′)∣H = ⟨det(A)det(C1),det(A)det(C2)⟩, c’est-à-dire si et seulement si n1 = n2.
On suppose dorénavant que n1 = n2, alors la variété W //G est de Gorenstein d’après la proposi-
tion A.1.5, et l’on va en construire des résolutions crépantes. On considère le diagramme suivant :
R1
p12
zz
p11
""
R2
p21
||
p22
$$
Gr(n,V ∗1 ) W //G Gr(n,V2)
où
R1 ∶ = {(M,L1) ∈W //G ×Gr(n,V ∗1 ) ∣ L⊥1 ⊂ Ker(M)} ,
R2 ∶ = {(M,L2) ∈W //G ×Gr(n,V2) ∣ Im(M) ⊂ L2} ,
et les pij sont les projections naturelles. On note T1 le fibré tautologique de Gr(n,V ∗1 ), alors R1
s’identifie à l’espace total du fibré vectoriel Hom(V1/T ⊥1 , V2) ≅ T1 ⊗ V2 au dessus de Gr(n,V ∗1 ). De
même, si l’on note T2 le fibré tautologique de Gr(n,V2), alors R2 s’identifie à l’espace total du fibré
vectoriel Hom(V1, T2) ≅ V ∗1 ⊗ T2 au dessus de Gr(n,V2).
Les variétés R1 et R2 sont lisses et donc les morphismes p11 et p21 sont des résolutions des
singularités de W //G. Le lieu exceptionnel X1 ∶= p−111(Un−1) (resp. X2 ∶= p−121(Un−1)) de p11 (resp.
de p21) est de codimension n2 − n + 1 ≥ 2 (resp. n1 − n + 1 ≥ 2). Donc les résolutions p11 et p21 sont
crépantes.
On considère maintenant R ∶= R1 ×W //G R2. Alors
R = {(M,L1, L2) ∈W //G ×Gr(n,V ∗1 ) ×Gr(n,V2) ∣ L⊥1 ⊂ Ker(M) et Im(M) ⊂ L2}≅ Hom(V1/T ⊥1 , T2)≅ T1 ⊗ T2
qui est l’espace total d’un fibré vectoriel au dessus de Gr(n,V ∗1 )×Gr(n,V2), donc une variété lisse.
On a le diagramme cartésien :
R
φ

φ1
{{{{
φ2
## ##
R1
p11
"" ""
R2
p21
||||
W //G
(1.3)
où φ, φ1 et φ2 sont les projections naturelles. En particulier, φ est une résolution de W //G qui
domine p11 et p21.
Proposition A.1.6. Si n ≤ 2, alors la résolution γ ∶ H →W //G n’est pas crépante.
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Démonstration. Les morphismes φ1 et φ2 sont surjectifs mais ne sont jamais des isomorphismes
(car n < n1, n2), donc d’après le lemme A.1.2, la résolution φ n’est jamais crépante. Donc, toujours
d’après le lemme A.1.2, si une résolution de W //G se factorise par φ, alors elle n’est pas crépante.
Si n = 1, alors γ s’identifie à φ grâce à la proposition 2.1.16.
Si n = 2, alors d’après le théorème 2.1.25, la résolution γ s’identifie à φ ○ q, où q est l’éclatement de
la section nulle dans R ≅ T1 ⊗ T2.
Dans les deux cas, on en déduit que γ n’est pas crépante.
A.1.4 Situation 3
On se place dans la situation 3 et on reprend les notations de la section 3.1. On suppose que la
variété déterminantielle symétrique W //G = S2(V ′∗)≤n est singulière et de Gorenstein, c’est-à-dire
que n′ − n = 2p + 1 pour un certain entier p. Lorsque n = 2, on a vu que γ ∶ H → W //G est une
résolution. Nous allons montrer la
Proposition A.1.7. Si n = 2, alors γ n’est pas crépante.
Démonstration. On commence par construire une résolution de S2(V ′∗)≤n pour un n général.
Soient
R ∶= {(Q,L) ∈ S2(V ′∗)≤n ×Gr(n,V ′∗) ∣ Im(Q) ⊂ L},
et p1, p2 les projections naturelles sur S2(V ′∗)≤n et Gr(n,V ′∗) respectivement. Le morphisme p2
permet d’identifier R à l’espace total du fibré vectoriel S2(T ), où T est le fibré tautologique de
Gr(n,V ′∗). Il s’ensuit que R est une variété lisse et donc p1 est une résolution de S2(V ′∗)≤n.
D’après le théorème 3.1.11, lorsque n = 2 on a
H
q

γ

R
p1

S2(V ′∗)≤n
où q est l’éclatement de la section nulle dans R ≅ S2(T ). En particulier, q n’est pas un isomorphisme
et donc, d’après le lemme A.1.2, la résolution γ n’est pas crépante.
Remarque A.1.8. On peut montrer que p1 ∶ R → S2(V ′∗)≤n n’est jamais crépante. En particulier,
si n = 1, alors H ≅ R et γ, qui s’identifie à p1, n’est donc pas crépante.
A.1.5 Situation 5
On se place dans la situation 5 et on reprend les notations de la section 3.3. On suppose que la
variété déterminantielle antisymétrique W //G = Λ2(V ′∗)≤n est singulière, c’est-à-dire que n′ > n.
On a vu que Λ2(V ′∗)≤n est toujours de Gorenstein, donc lorsque γ ∶ H →W //G est une résolution,
il est naturel de se demander si celle-ci est crépante. Si n = 2, alors Sp2(k) = SL2(k) et donc γ
n’est pas crépante d’après la proposition A.1.4. Il reste à traiter le cas n = 4. La proposition qui
suit se démontre de manière analogue à la proposition A.1.7 (il suffit essentiellement de remplacer
partout S2(V ′∗)≤n par Λ2(V ′∗)≤n).
Proposition A.1.9. Si n = 4, alors γ n’est pas crépante.
Remarque A.1.10. J’ignore si les variétés quotient W //G qui apparaissent dans ce mémoire ad-
mettent ou non des résolutions crépantes (à l’exception de R1 et de R2 pour la variété détermi-
nantielle).
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A.2 Résolutions symplectiques de µ−1(0)//G
A.2.1 Généralités
L’article d’exposition [Fu06a] fournit une introduction détaillée aux variétés symplectiques et à leurs
résolutions. Soit X une variété normale dont la partie lisse Xreg admet une forme symplectique Ω
telle que pour n’importe quelle résolution f ∶ Y → X, la 2-forme f∗(Ω) s’étend en une 2-forme
sur Y tout entier. On dit alors que (X,Ω) est une variété symplectique. Si de plus f∗(ΩX) s’étend
en une forme symplectique, alors la résolution f est dite symplectique. Si (X,Ω) est une variété
symplectique, il doit être souligné que X n’admet pas toujours de résolution symplectique, et que
lorsqu’elle en admet, il peut en exister plusieurs non-isomorphes.
Soit maintenant (X,Ω) une variété symplectique dans laquelle un groupe réductif G opère sym-
plectiquement, c’est-à-dire que l’opération de G préserve Ω. Il existe une application G-équivariante
µ ∶ X → g∗, où g est l’algèbre de Lie de G, telle que :
∀x ∈X, ∀ξ ∈ TxX, ∀M ∈ g,Dµx(ξ)(M) = Ω(ξ,Mx).
Une telle application µ est appelée application moment pour l’opération de G dans (X,Ω) et est
définie à un élément près de (g∗)G.
On rappelle le résultat suivant dû à Kostant, Kirillov et Souriau (voir par exemple [Fu06a, §2.2]
pour plus de détails) :
Proposition A.2.1. La normalisation de l’adhérence d’une orbite nilpotente dans une algèbre de
Lie semi-simple complexe est une variété symplectique.
On en déduit que les composantes irréductibles des quotients µ−1(0)//G étudiés dans les sections
2.2, 3.4 et 3.5 sont des variétés symplectiques. On note p1 ∶ µ−1(0)//G0 → µ−1(0)//G le morphisme
considéré dans la section 3.4.2. Si d < n, alors p1 est un isomorphisme. Si d ≥ n, alors c’est un
revêtement double ramifié.
Lemme A.2.2. La variété µ−1(0)//G0 est symplectique.
Démonstration. Le cas d < n est trivial, on peut donc supposer que d ≥ n. On considère le dia-
gramme commutatif suivant :
(1.4) X ′ h //
f ′

X
f

µ−1(0)//G0 p1 // µ−1(0)//G
où f est une résolution de µ−1(0)//G et f ′ est une résolution de µ−1(0)//G0 qui fait commuter le
diagramme (une telle résolution existe toujours). On tire en arrière par p1 la forme symplectique
Ω sur O[2n,1d−2n] ⊂ µ−1(0)//G. On obtient une forme symplectique Ω′ sur p−11 (O[2n,1d−2n]) qui
s’étend sur l’ouvert lisse de µ−1(0)//G0 de manière unique. En effet, le complémentaire de l’orbite
ouverte est de codimension au moins 2. Ensuite, f ○h est une résolution de la variété symplectique
µ−1(0)//G, donc (f○h)∗(Ω) se prolonge en une 2-forme non surX ′ tout entier. Comme le diagramme
(1.4) commute, (f ○ h)∗(Ω) coïncide avec f ′∗(Ω′) sur l’ouvert f ′−1(p−11 (O[2n,1d−2n])) et le résultat
s’ensuit.
Les résolutions symplectiques des adhérences d’orbites nilpotentes ont été étudiées par Fu et
Namikawa dans [Fu03a], [Fu03b], [Fu06b], [FN04] et [Nam04]. Malheureusement, les résolutions
symplectiques des revêtements finis de degré pair d’orbites nilpotentes sont peu connues, et j’ignore
si µ−1(0)//SO(V ) admet ou non des résolutions symplectiques. Dans ce qui suit, on détermine les
liens entre le morphisme de Hilbert-Chow γ ∶ Hprins → µ−1(0)//G (lorsque celui-ci est une résolution)
et les résolutions symplectiques (éventuelles) de µ−1(0)//G.
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A.2.2 Situation 2
On reprend les notations de la section 2.2. On a vu que µ−1(0)//G = O[2N ,1d−2N ] et donc µ−1(0)//G
admet toujours une résolution symplectique ([Fu03a, Corollary 3.16]). Plus précisément, on dis-
tingue deux cas :● Si N = d
2
(c’est-à-dire si d est pair et si d
2
≤ n), alors µ−1(0)//G admet une unique résolution
symplectique (à isomorphisme près) φ ∶ R → µ−1(0)//G où
R ∶= {(f,L) ∈ µ−1(0)//G ×Gr(N,E) ∣ Im(f) ⊂ L ⊂ Ker(f)}
et φ est la première projection ([Fu06b, §2]). On note T le fibré tautologique de Gr(N,E) et E le
fibré trivial de fibre E au dessus de Gr(N,E), alors R ≅ Hom(E/T,T ) qui est le fibré cotangent de
Gr(N,E). Le corollaire 2.2.18 nous permet de déduire la
Proposition A.2.3. Si d est pair et d ≤ n+ 1, alors γ ∶ Hprins → µ−1(0)//G est l’unique résolution
symplectique de µ−1(0)//G.
En revanche, si n = 2 et d = 4, alors Hprins ≅ Bl0(Hom(E/T,T )), et donc γ n’est pas la résolution
symplectique de µ−1(0)//G (mais γ se factorise par celle-ci).● Si N < d
2
(c’est-à-dire si d
2
> n ou si d est impair), alors µ−1(0)//G admet exactement deux
résolutions symplectiques non-isomorphes ([Fu06b, §2]) données par :
T ∗Gr(N,E)
φ1 '' ''
T ∗Gr(d −N,E)
φ2wwww
µ−1(0)//G
où ● T ∗Gr(N,E) = {(f,L1) ∈ µ−1(0)//G × Gr(N,E) ∣ Im(f) ⊂ L1} est le fibré cotangent de
Gr(N,E),● T ∗Gr(d −N,E) = {(f,L2) ∈ µ−1(0)//G ×Gr(d −N,E) ∣ L2 ⊂ Ker(f)} est son dual,● les morphismes φi sont les projections sur le premier facteur.
Soient FN,d−N la variété de drapeaux partiels introduite dans la section 2.2.3, E le fibré trivial
de fibre E au dessus de FN,d−N et T1, T2 les fibrés vectoriels de la définition 2.2.13. On considère
R ∶ = {(f,L1, L2) ∈ µ−1(0)//G ×Gr(N,E) ×Gr(d −N,E) ∣ Im(f) ⊂ L1 ⊂ L2 ⊂ Ker(f)}≅ Hom(E/T2, T1)
qui est une composante irréductible (lisse) du produit fibré de T ∗Gr(N,E) et T ∗Gr(d −N,E) au
dessus de µ−1(0)//G. La première projection φ ∶ R → µ−1(0)//G est une résolution de µ−1(0)//G
et c’est la résolution minimale qui domine les deux résolutions symplectiques de µ−1(0)//G. Le
corollaire 2.2.18 nous permet de déduire la
Proposition A.2.4. Si n = 1 et d ≥ 3, alors γ ∶ Hprins → µ−1(0)//G s’identifie à φ ∶ R → µ−1(0)//G.
Si n = 2 et d ≥ 5, alors γ se factorise par φ mais Hprins n’est pas isomorphe à R. Plus précisément,
on a le diagramme commutatif suivant :
(1.5) Hprins
f
''
γ
11
R
φ

ww ((
T ∗Gr(N,E)
φ1 ''
T ∗Gr(d −N,E)
φ2ww
µ−1(0)//G
où f est l’éclatement de la section nulle dans R ≅ Hom(E/T2, T1).
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A.2.3 Situation 3
On reprend les notations de la section 3.4. On a vu que µ−1(0)//G = O[2N ,12(d−N)], et donc µ−1(0)//G
admet une résolution symplectique si et seulement si N = d ([Fu03a, Proposition 3.19]), c’est-à-dire
si d ≤ n. Dans ce cas, µ−1(0)//G admet une unique résolution symplectique ; celle-ci est donnée par
T ∗IGr(d, V ′∗), le fibré cotangent de IGr(d, V ′∗) (c’est une conséquence de [Fu03a, Main Theorem]
et de [FN04, Proposition 3.5]).
Pour pouvoir comparer cette résolution symplectique avec celles données par le corollaire 3.4.11,
il faut exprimer le fibré T ∗IGr(d, V ′∗) en fonction du fibré tautologique T de IGr(d, V ′∗). La
variété IGr(d, V ′∗) est G′-homogène, donc il existe un sous-groupe parabolique P ⊂ G′ tel que
IGr(d, V ′∗) ≅ G′/P . On note p l’algèbre de Lie de P , alors l’espace tangent à G′/P au point base
est isomorphe à g′/p comme P -module. On note E0 ⊂ V ′∗ le sous-espace de dimension d stabilisé
par P . Un calcul similaire à celui effectué dans la preuve de la proposition A.1.5 permet de montrer
que g′/p ≅ S2(E∗0 ) comme P -module. Il s’ensuit que
T ∗IGr(d, V ′∗) ≅ S2(T ).
Le corollaire 3.4.11 nous permet de déduire la
Proposition A.2.5. Si d ≤ n+1
2
, alors γ ∶ G-Hprins → µ−1(0)//G est la résolution symplectique de
µ−1(0)//G.
En revanche, si d = n = 2, alors G-Hprins ≅ Bl0(S2(T )) et donc γ n’est pas la résolution symplectique
de µ−1(0)//G (mais γ se factorise par celle-ci).
A.2.4 Situation 5
On reprend les notations de la section 3.5. On a vu que
µ−1(0)//G = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
O[2n,12(d−n)] si d > n,O[2d−1,12] si d < n et d est impair,OI[2d] ∪OII[2d] si d ≤ n et d est pair.
On a le critère suivant, dû à Fu ([Fu03a, Proposition 3.20]), pour savoir si l’adhérence d’une orbite
nilpotente dans g′ admet une résolution symplectique :
Proposition A.2.6. La variété symplectique O[k1,...,kr] admet une résolution symplectique si et
seulement si :
● ou bien il existe un entier pair q ≠ 2 tel que les q premières parts de [k1, . . . , kr] sont impaires
et toutes les autres parts sont paires,
● ou bien il existe exactement deux parts impaires dans [k1, . . . , kr] qui sont en position 2m−1
et 2m pour un certain m ≥ 1.
On en déduit que les composantes irréductibles de µ−1(0)//G admettent des résolutions sym-
plectiques si et seulement si d ≤ n + 1. On distingue alors les deux cas suivants :● Si d ≤ n et d est pair, alors YI = OI[2d] (resp. YII = OII[2d]) admet une unique résolution symplectique
(à isomorphisme près) φI ∶ T ∗OGrI(d, V ′∗) → YI (resp. φII ∶ T ∗OGrII(d, V ′∗) → YII) d’après
[FN04, Proposition 3.5] et [Fu03a, Main Theorem]. On déduit du corollaire 3.5.12 la
Proposition A.2.7. Si d ≤ n
2
+ 1 et d est pair, alors γ ∶ HI,prins → YI (resp. γ ∶ HII,prins → YII)
est l’unique résolution symplectique de YI (resp. de YII).
En revanche, si d = n = 4 alors HI,prins ≅ Bl0(Λ2(TI)) (resp. HII,prins ≅ Bl0(Λ2(TII))) et donc
γ ∶ HI,prins → YI (resp. γ ∶ HII,prins → YII) n’est pas la résolution symplectique de YI (resp. de YII),
mais γ se factorise par celle-ci.
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● Si 3 ≤ d ≤ n + 1 et d impair, alors µ−1(0)//G = O[2d−1,12] admet exactement deux résolutions
symplectiques non isomorphes ([Fu06b, §2]) données par :
T ∗OGrI(d, V ′∗)
φ1 '' ''
T ∗OGrII(d, V ′∗)
φ2vvvv
µ−1(0)//G
où OGrI(d, V ′∗) et OGrII(d, V ′∗) sont les deux composantes irréductibles de la grassmannienne
isotrope introduite dans la section 3.1.1, et T ∗OGrI(d, V ′∗) (resp. T ∗OGrII(d, V ′∗)) est le fibré
cotangent de OGrI(d, V ′∗) (resp. de OGrI(d, V ′∗)). On souhaite comparer ces résolutions symplec-
tiques avec les résolutions obtenues dans la section 3.5.3. En raisonnant comme dans la situation
3, on montre que
(1.6) T ∗OGr(d, V ′∗) ≅ Λ2(T ),
où T est le fibré tautologique de OGr(d, V ′∗). On note TI (resp. TII) la restriction de T à
OGrI(d, V ′∗) (resp. à OGrII(d, V ′∗)). On déduit de (1.6) que
{ T ∗OGrI(d, V ′∗) ≅ Λ2(TI), et
T ∗OGrII(d, V ′∗) ≅ Λ2(TII).
Le corollaire 3.5.12 nous permet de déduire la
Proposition A.2.8. Si (d = 3 et n = 2) ou (d = 5 et n = 4), alors la résolution γ ∶ Hprins →
µ−1(0)//G n’est pas symplectique.
Malheureusement, j’ignore si γ domine ou non les deux résolutions symplectiques de µ−1(0)//G.
Annexe B
Les points fixes de B′ comme
sous-schémas de W
On reprend les notations de la section 1.4.1. Dans tout ce qui suit, on considère les points deH(k) comme des sous-schémas fermés de W . On souhaite étudier les propriétés géométriques des
déformations plates G-équivarientes de G dans W . Par définition du schéma de Hilbert invariant,
les points fermés de Hprin sont précisément ces déformations dans les exemples que nous avons
traités. Lorsque G = SLn(k) ou Gm, on a déterminé la famille universelle pi ∶ X →H (propositions
1.5.21 et 2.1.16), on connaît donc explicitement les (deux) classes d’isomorphisme des déformations
plates de G dans W . Dans les autres situations, la famille universelle n’est pas connue. Néanmoins,
nous allons voir que si l’on connaît les propriétés géométriques des points fixes de B′, alors on peut
en déduire certaines propriétés géométriques de tous les points de H(k).
Proposition. On note (P ) l’une des propriétés suivantes :● être de Cohen-Macaulay,● être normal,● être réduit,● être lisse.
Si tous les points fixes de B′ dans H(k) vérifient la propriété (P ), alors tous les points de H(k)
vérifient la même propriété (P ).
Démonstration. D’après [Gro66, Théorème 12.1.1 et Théorème 12.1.6], l’ensemble
E ∶= {z ∈ X (k) ∣ la fibre schématique pi−1(pi(z)) ne vérifie pas (P ) au point z}
est un fermé de X (k). Ce fermé est bien sûr G′×G-stable par homogénéité. Le morphisme pi est G-
invariant, affine et on a montré dans la preuve du lemme 1.1.3 que (pi∗OX )G ≅ OH. Donc, la famille
universelle coïncide avec le morphisme de passage au quotient au sens de la théorie géométrique des
invariants. Il s’ensuit que pi envoie les fermés G-stables de X (k) dans des fermés de H(k), et donc
pi(E) est un fermé de H(k). Le morphisme pi étant G′-équivariant, le fermé pi(E) est G′-stable. En
particulier, d’après le lemme 1.2.1, ou bien il contient au moins un point fixe de B′ ou bien il est
vide (auquel cas E est aussi vide). On a donc deux alternatives :● tous les points de H(k) vérifient la propriété (P ), ou bien● il existe au moins un point fixe de B′ dans H qui ne vérifie pas la propriété (P ).
Et c’est précisément le résultat que nous avions annoncé.
Motivés par cette proposition, nous allons étudier les propriétés géométriques des différents
points fixes de B′ dans H. Tous les calculs qui suivent sont effectués à l’aide de [GS, Macaulay2].
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B.1 Situation 2
B.1.1 Cas dim(V ) = 2
Avec les notations de la section 2.1.4, on a I = (f1, . . . , f4, h1, . . . , h4). Cet idéal n’est pas premier :
il contient x11y11 mais ne contient ni x11 ni y11. On vérifie que l’idéal I est égal à son radical,
autrement dit, le schéma affine Z0 = Spec(k[W ]/I) est réduit mais n’est pas irréductible. En fait,
Z0 est la réunion des quatre fermés irréductibles de dimension 4 dans W définis par les idéaux
suivants de k[W ] :● K1 ∶= (x11, x12, x21, x22),● K2 ∶= (y11, y12, y21, y22),● K3 ∶= (x11, x21, y22y11 − y21y12, y22x12 + y12x22, y21x12 + y11x22),● K4 ∶= (y11, y21, x22x11 − x21x12, y22x11 + y12x21, y22x12 + y12x22).
Pour i = 1, . . . ,4, on note Z(i)0 ∶= Spec(k[W ]/Ki) la composante irréductible de Z0 définie par
l’idéal Ki. On a Z
(1)
0 = Hom(V,V2) et Z(2)0 = Hom(V1, V ) qui sont des sous-espaces vectoriels de
W . Et
Z
(3)
0 = {([0 v] , u2) ∈W ∣ rg(u2) ≤ 1 et u2(v) = 0} ,
Z
(4)
0 = {(u1, [0φ]) ∈W ∣ rg(u1) ≤ 1 et φ ○ u1 = 0} ,
qui sont des cônes affines singuliers uniquement en 0. On vérifie que ces quatre composantes irré-
ductibles sont normales, de Cohen-Macaulay (en fait Z0 lui-même est de Cohen-Macaulay), qu’elles
contiennent une orbite ouverte de G mais qu’une orbite générale de B′ est de codimension 1 dans
chacune d’elles. On s’intéresse maintenant aux intersections des composantes irréductibles de Z0 :● Z(1)0 ∩Z(2)0 = {0},● Z(2)0 ∩Z(3)0 = ⟨e∗2⟩⊗ V ,● Z(1)0 ∩Z(4)0 = V ∗ ⊗ ⟨f2⟩,● Z(2)0 ∩ Z(4)0 = {u1 ∈ Hom(V1, V ) ∣ rg(u1) ≤ 1} est un cône affine de dimension 3 singulier
uniquement en 0,
● Z(1)0 ∩ Z(3i)0 = {u2 ∈ Hom(V,V2) ∣ rg(u2) ≤ 1} est un cône affine de dimension 3 singulier
uniquement en 0,
● Z(3)0 ∩Z(4)0 = {(v, φ) ∈ V ×V ∗ ∣ φ(v) = 0} est un cône affine de dimension 3 singulier uniquement
en 0.
On en déduit que le lieu singulier de Z0, noté Sing(Z0), est la réunion de trois fermés irréductibles
de codimension 1 dans Z0 :
Sing(Z0) = (Z(1)0 ∩Z(3)0 ) ∪ (Z(2)0 ∩Z(4)0 ) ∪ (Z(3)0 ∩Z(4)0 ).
B.1.2 Cas dim(V ) = 3
Avec les notations de la section 2.1.5, on a I = (f1, . . . , f9, h1, . . . , h9, s1, . . . , s6, t1, . . . , t6). Cet idéal
n’est pas premier : il contient x11y11 mais ne contient ni x11 ni y11. On vérifie que I est égal à son
radical, autrement dit le schéma affine Z0 = Spec(k[W ]/I) est réduit mais n’est pas irréductible.
En fait, Z0 est la réunion de huit fermés irréductibles de dimension 9. Les composantes irréductibles
de Z0 sont :
● Z(1)0 ∶= Hom(V,V2),
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● Z(2)0 ∶= Hom(V1, V ),● Z(3)0 ∶= {([0 0 v3] , u2) ∈W ∣ rg(u2) ≤ 2 et u2(v3) = 0},
● Z(4)0 ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎝u1,
⎡⎢⎢⎢⎢⎢⎣
0
0
φ3
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠ ∈W ∣ rg(u1) ≤ 2 et φ3 ○ u1 = 0
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
● Z(5)0 ∶= {([0 v2 v3] , u2) ∈W ∣ rg(u2) ≤ 1 et u2(v2) = u2(v3) = 0},
● Z(6)0 ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎝u1,
⎡⎢⎢⎢⎢⎢⎣
0
φ2
φ3
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠ ∈W ∣ rg(u1) ≤ 1 et φ2 ○ u1 = φ3 ○ u1 = 0
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
● Z(7)0 ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎝[0 v2 v3] ,
⎡⎢⎢⎢⎢⎢⎣
φ1
φ2
φ3
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠ ∈W
RRRRRRRRRRRRRR
v2 et v3 sont colinéaires,
φ2 et φ3 sont colinéaires,∀i, j, φi(vj) = 0,
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
● Z(8)0 ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎝[v1 v2 v3] ,
⎡⎢⎢⎢⎢⎢⎣
0
φ2
φ3
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠ ∈W
RRRRRRRRRRRRRR
v2 et v3 sont colinéaires,
φ2 et φ3 sont colinéaires,∀i, j, φi(vj) = 0,
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
On vérifie que ces huit composantes irréductibles sont normales, de Cohen-Macaulay (mais pas Z0
lui-même), qu’elles contiennent une orbite ouverte de G mais qu’une orbite générale de B′ est de
codimension 3. On vérifie ensuite que le lieu singulier de Z0, noté Sing(Z0), est de codimension 1
dans Z0 et que
Sing(Z0) = ⋃
i<j(Z(i)0 ∩Z(j)0 ).
B.2 Situations 3 à 5
B.2.1 Cas dim(V ) = 2 dans la situation 3
Avec les notations de la section 3.1.2, on a I = (f1, f2, f3, h1, h2). Cet idéal n’est pas réduit : il
contient x21 mais ne contient pas x1. On vérifie que I = (x1, y1, x22) ∩ (x2, y2, x21), et donc Z0 =
Spec(k[W ]/I) est la réunion des deux "droites épaisses" définies par les idéaux (x1, y1, x22) et(x2, y2, x21).
B.2.2 Cas dim(V ) = 3 dans les situations 3 et 4
On se place dans l’une des situations 3 ou 4 et pour i = 1,2, on note Zi ∶= Spec(k[W ]/Ii). On vérifie
que l’idéal Ii n’est pas réduit mais que son radical est premier, ce qui signifie que Zi est un schéma
irréductible mais non réduit. Dans la situation 4 (mais pas dans la situation 3), le schéma Zi est
de Cohen-Macaulay. Enfin dans les situations 3 et 4, le schéma Zi muni de sa structure réduite est
un cône affine singulier uniquement en l’origine, normal et de Cohen-Macaulay.
B.2.3 Cas dim(V ) = 4 dans la situation 5
Avec les notations de la section 3.3.3, on a I = (f1, . . . , f6, h1, . . . , h5). Cet idéal est premier ; il
s’ensuit que Z ∶= Spec(k[W ]/I) est une variété. On vérifie que Z est normale, de Cohen-Macaulay
et que son lieu singulier est de codimension 3.
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Résumé
Pour toute variété affineW munie d’une opération d’un groupe réductif G, le schéma de Hilbert
invariant est un espace de modules qui classifie les sous-schémas fermés deW , stables par l’opération
de G, et dont l’algèbre affine est somme directe de G-modules simples avec des multiplicités finies
préalablement fixées.
Dans cette thèse, on étudie d’abord le schéma de Hilbert invariant, noté H, qui paramètre les
sous-schémas fermés GL(V )-stables Z de W = V ⊕n1 ⊕ V ∗⊕n2 tels que k[Z] est isomorphe à la
représentation régulière de GL(V ) comme GL(V )-module. Si dim(V ) ≤ 2, on montre que H est
une variété lisse, et donc que le morphisme de Hilbert-Chow γ ∶ H → W //G est une résolution
des singularités du quotient W //G. En revanche, si dim(V ) = 3, on montre que H est singulier.
Lorsque dim(V ) ≤ 2, on décritH par des équations et aussi comme l’espace total d’un fibré vectoriel
homogène au dessus d’un produit de deux grassmanniennes.
On se place ensuite dans le cadre symplectique en prenant n1 = n2 et en remplaçant W par
la fibre en 0 de l’application moment µ ∶ W → End(V ). On considère alors le schéma de Hilbert
invariant Hs qui paramètre les sous-schémas contenus dans µ−1(0). On montre que Hs est toujours
réductible, mais que sa composante principale Hprins est lisse lorsque dim(V ) ≤ 2. Dans ce cas, le
morphisme de Hilbert-Chow est une résolution (parfois symplectique) des singularités du quotient
µ−1(0)//G. Lorsque dim(V ) ≤ 2, on décrit Hprins comme l’espace total d’un fibré vectoriel homogène
au-dessus d’une variété de drapeaux.
Enfin, on obtient des résultats similaires lorsque l’on remplace GL(V ) par un autre groupe
classique (SL(V ), SO(V ), O(V ), Sp(V )) que l’on fait opérer d’abord dans W = V ⊕n, puis dans
la fibre en zéro de l’application moment.
Asbtract
Let W be an affine variety equipped with an action of a reductive group G. The invariant
Hilbert scheme is a moduli space that classifies the G-stable closed subschemes of W such that the
affine algebra is the direct sum of simple G-modules with previously fixed finite multiplicities.
In this thesis, we first study the invariant Hilbert scheme, denoted H. It parametrizes the
GL(V )-stable closed subschemes Z of W = V ⊕n1 ⊕ V ∗⊕n2 such that k[Z] is isomorphic to the
regular representation of GL(V ) as GL(V )-module. If dim(V ) ≤ 2, we show that H is a smooth
variety, so that the Hilbert-Chow morphism γ ∶ H → W //G is a resolution of singularities of the
quotientW //G. However, if dim(V ) = 3, we show that H is singular. When dim(V ) ≤ 2, we describeH by equations and also as the total space of a homogeneous vector bundle over the product of
two Grassmannians.
Then we consider the symplectic setting by letting n1 = n2 and replacing W by the zero
fiber of the moment map µ ∶ W → End(V ). We study the invariant Hilbert scheme Hs that
parametrizes the subschemes included in µ−1(0). We show that Hs is always reducible, but that
its main component Hprins is smooth if dim(V ) ≤ 2. In this case, the Hilbert-Chow morphism
is a resolution of singularities (sometimes a symplectic one) of the quotient µ−1(0)//G. When
dim(V ) = 3, we describe Hprins as the total space of a homogeneous vector bundle over a flag
variety.
Finally, we get similar results when we replace GL(V ) by some other classical group (SL(V ),
SO(V ), O(V ), Sp(V )) acting first on W = V ⊕n, then on the zero fiber of the moment map.
Mots-clés
Schéma de Hilbert invariant, résolution des singularités, théorie des invariants, variété déterminan-
tielle, orbite nilpotente, singularité symplectique, fibré vectoriel homogène.
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