We use InSAR and body-wave seismology to determine independent source parameters for the 6 th April 2009 M w 6.3 L'Aquila earthquake and confirm that the earthquake ruptured a SW-dipping normal fault with ∼0.6-0.8 m slip. The causative Paganica fault had been neglected relative to other nearby range-frontal faults, partly because it has a subdued geomorphological expression in comparison with these faults. The L'Aquila earthquake occurred in an area with a marked seismic deficit relative to geodetically determined strain accumulation. We use our source model to calculate stress changes on nearby faults produced by the L'Aquila earthquake and we find that several of these faults have been brought closer to failure.
Introduction
On the 6 th April 2009, a M w 6.3 earthquake caused significant damage to L'Aquila, the medieval capital city of the Abruzzo region of Italy, and several surrounding towns and villages (Figure 1 ). 297 people were killed, 1,000 injured, 66,000 made homeless, and many thousands of buildings were destroyed or damaged. Initial fault plane solutions published by the Global Centroid Moment Tensor Project (gCMT, www.globalcmt.org) for the main shock and aftershocks are consistent with predominantly normal-faulting mechanisms striking NW-SE, with a minor right-lateral component. In this study we use SAR interferometry and body wave seismology to constrain the earthquake source parameters, and use remote sensing and field observations along with static stress models to examine the implications of this earthquake for continuing seismic hazard in the region.
Determination of fault geometry from InSAR data
Repeated radar acquisitions covering the epicentral region are available for two Envisat tracks with ascending and descending viewing geometries (see auxiliary material, Table   A1 ). The InSAR data were processed from raw data products (provided free of charge by ESA as part of the L'Aquila dataset package) using the JPL/Caltech ROI PAC software [Rosen et al., 2004] . The interferograms were corrected for differences in satellite position using preliminary DORIS satellite orbits from the European Space Agency (ESA). Effects of topography were removed from the interferograms using a 3-arc-second (∼90 m) resolution Shuttle Radar Topography Mission (SRTM) Digital Elevation Model (DEM) [Farr et al., 2007] .
The ascending track interferogram shows only one clear lobe of deformation, while the descending track interferogram shows asymmetric, two-lobe, deformation ( Figure 2 ). The gradients of line-of-sight (LOS) deformation within the hanging-wall lobe are asymmetric in both interferograms, showing the greatest gradients on the NE area of the lobe. This asymmetry, and the two-lobe pattern seen in the descending track data, are qualitatively consistent with a normal fault striking ∼NW-SE and dipping to the SW. Peak deformation in both interferograms is ∼25 cm LOS motion away from the satellite, and we interpret this as subsidence in the hanging-wall. Areas of incoherence relate to vegetated regions and snow in areas of high topography.
The unwrapped interferograms were downsampled with a quadtree algorithm (e.g. Jonsson et al. [2002] ), reducing the number of data points for each interferogram from several million to ∼750 (see auxiliary material, Figure A1 ). The subsampled data sets were jointly inverted for uniform slip on a rectangular fault plane in an elastic half-space [Okada, 1985] , using a Powell optimization algorithm with multiple Monte Carlo restarts to find the best-fitting combination of fault parameters (e.g. Wright et al. [2003] ). We neglect the postseismic deformation contribution in the period covered by the interferograms, as measurements taken from permanent GPS stations suggest that this contribution is at most ∼7% of the mainshock moment release (Cheloni et al., in prep) , equivalent to less than one fringe.
In the uniform-slip solution (Table 1) data set to the model are around 1 cm (Figure 2 ). To provide independent constraints for the event source parameters, we also model teleseismic long-period waveforms ( Figure   A2 ), and have mapped surface ruptures in the field in the weeks following the earthquake.
The body-wave results support our InSAR model, as do the gCMT and USGS solutions, but there is one significant discrepancy between our solution and the seismology ( Table   1 ). The seismological models for the earthquake have strikes in the range 122-127
• for the fault plane, whilst our InSAR model suggests the plane strikes at 144
• . However, if we model the body-wave data with the strike fixed at 144
• , the change in strike is compensated for by a change in rake. The fit to the data is not degraded by a significant amount ( Figure A3 ), suggesting that the seismological constraint on the strike may be weaker than that from InSAR.
In addition, analysis of geomorphology using satellite imagery ( Figure 3 ) gives a strike in the range 140-145
• , strongly supporting the strike inferred by our InSAR model. The surface ruptures we mapped in the field also coincide with the geomorphological fault trace.
The data were also inverted for variable slip on an array of rectangular fault patches (see Figure A5 for model and residual interferograms and details of the inversion). The results of this model are shown in Table 1 . The fit to the data is significantly improved and the overall RMS misfit is reduced from 1.1 cm to 0.9 cm. Bagnaia et al. [1992] identified the Paganica fault as a late-Quaternary fault, and pointed out that its footwall is an incised late-Quaternary surface. We suggest that the fault system here bears a similarity to the Locris half graben on the south coast of the Gulf of Evvia, Central Greece, wherein active faulting lifts up the syn-tectonic sediments that lie in the hanging-wall of older faults [Goldsworthy and Jackson, 2001] . In contrast with the Paganica fault, the L'Aquila and Campo Imperatore faults have not produced any historical earthquakes, despite paleoseismological evidence for pre-historic ruptures [Giraudi and Frezzotti , 1995; Galli et al., 2002] . (∆τ ) is defined as ∆τ = ∆τ f + µ ∆σ n [King et al., 1994] , whereτ f is the change in shear stress on the receiver fault, µ is the effective co-efficient of friction (incorporating changes in pore pressure) and ∆σ n is the change in the normal stress (positive when unclamped).
We assume a value of 0.6 for µ , but calculations with µ = 0.4 give similar results. We use a shear modulus of 3.2 × 10
10
Pa to match that used in the InSAR and body wave modelling.
We sample our InSAR distributed-slip fault model ( Figure A5 ) onto an array of ∼3 km patches. Location and strike of nearby faults are calculated using generalised straight segments from the digitised faults shown in Figure 1 . We assume a dip of 45
• , a rake of -90
• , and a down-dip extent of 15 km for each fault, and sub-divide them into smaller of slip occurs, and mean slip is the average slip over this region; GPS, values from Cheloni et al., in prep. Only the west-dipping nodal plane is presented for seismic models, as surface ruptures mapped in the field are located at the NE side of the area of subsidence seen in both interferograms.
b Location given as hypocentre for gCMT and USGS models, and as the fault plane centroid for InSAR models.
c Formal 1σ errors of model fault parameters determined using a Monte Carlo method (e.g. Wright et al. [2003] ). See Figure A4 for full uncertainties and trade-offs. 
