The collaborative effort of a vast number of microsensor nodes has profound implications for the future of wireless communications with wide-ranging applications from health, home and environmental to military, space and commercial [Z]. While this seems an attractive possibility, the limited onboard energy poses a serious challenge. Tiny, microsensor nodes have reduced battery capacity that cannot be replenished in most application scenarios. Hence, the design of energy efficient strategies to prolong lifetime is of utmost importance.
[3], [Z] has altered our perspective on the collection and communication of information over the wireless channel.
The collaborative effort of a vast number of microsensor nodes has profound implications for the future of wireless communications with wide-ranging applications from health, home and environmental to military, space and commercial [Z] . While this seems an attractive possibility, the limited onboard energy poses a serious challenge. Tiny, microsensor nodes have reduced battery capacity that cannot be replenished in most application scenarios. Hence, the design of energy efficient strategies to prolong lifetime is of utmost importance.
Many energy-efficient protocols have thus far been proposed for WSN 151, [61, [71, [181, [191, 1261, [221, [271. In this paper, we study packet size optimization in WSN based on the energy eficiency metric and examine the effect of error control on energy efficiency.
A WSN typically consists of numerous energy constrained sensor nodes scattered in.the field of observation, called the sensorfield. Each sensor node is capable of detecting events, locally processing the sensed data and communicating with neighbor nodes. A much smaller number of more powerful sink nodes act as data aggregators in the network. Hence, data packets from a source node typically hop through several ' goodput, effective transmission range and transmitter power is studied in [9] . Adaptive packet size optimization in ARQ protocols is presented in [13] . In contrast to these and several other similar efforts, our approach differs in two major aspects 1) Energy efficiency is used as the optimization metric 2) The effect of retransmissions, error control parities and encodingJdecoding energies on energy efficiency is examined The effect of start-up transients 1191 in energy constrained sensor nodes prompted the choice of energy efficiency as the optimization metric rather than goodputlthroughput. As will be seen later, the energy efficiency depends on both channel conditions and energy consumption characteristics of a sensor node.
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With the choice of energy efficiency as the performance criterion, error control cannot be treated independently from our optimization problem. Traditionally, forward error correction (FEC) is decoupled from link layer packet size optimization.
However, in the case of sensor nodes, error control parities consume valuable transceiver energy which must be taken into account. The encodingJdecoding energies also need to be incorporated. Our approach to packet length optimization is unique in this regard. Moreover, we propose the use of fixed size packets in light of the limited resources, energy constraints and management costs in WSN. To the best of our knowledge, this is the first such effort on packet length optimization for WSN.
The remainder of this paper is organized as follows. Energy consumption characteristics and channel conditions are briefly with an average output power of -9 dBm, 7.5 dB receiver noise figure and 6 dB implementation losses, 7 can be calculated (in dB) as [171 Our choice of metric is better explained with the notion of the energy channel in Fig. 3 . The energy input in the communication of a single data packet is k l ( l + a + T ) + kZ + Edec. Depending on the channel conditions and built-in error correcting capability, we either recover all the 1 information bits correctly (useful energy) or the entire information is deemed to be cormoted (energy lost). Hence, the energy _.
_.
efficiency (9) represents the useful fraction of the total energy has itself been a popular theme for energy conservation in WSN [12], we believe that the simplicity of such autonomous, resource constrained networks must not be compromised.
Additional overhead and resource management costs are the primary reasons why variable packet sizes are not preferable for WSN. In this section, we will therefore determine the optimal fixed packet size based on parameter estimates available at the time of design. We first determine the optimal packet size when no error control is used ( T , Edee = 0) and then show that significant improvements are possible with the use of FEC.
A. Without Error Control
In this case, a packet is considered to be in error in the presence of one or more bit errors. Assuming independent bit errors, the probability that the packet will be correctly received is given by (1 -p)'+", where p is. the raw channel BER.
This expression also closely approximates the packet reliability under bursty error conditions [23] , provided p denotes the burst error rate (hER) rather than the hit error rate (BER). Hence. the optimal packet size is effectively determined by just two parameters: Q and p. The variation of 1tC with Q is plotted in Fig. 5 for various values of p. The optimal packet size for a reasonable range of radio parameters k, and k2, and header bits a, can be obtained from Fig. 5 by computing the value of CO and estimating the BERibER p. both the maximum attainable energy efficiency (q;,) and the optimal payload length (li,) increase with decreasing p. For a given p. it is seen that the energy efficiency shows a steep drop for payload lengths smaller than the optimal length. This behavior can be attributed to the higher overhead and slat-up energy consumption of smaller packets. On the other hand, for payload lengths larger than the optimal length, the drop in energy efficiency is much slower and is more so as the channel reliability ( T ) increases, i.e., p decreases. At p = lo-' the curve almost attains a flat top. Hence, under reliable channel conditions, one can operate at significantly bigber packet lengths and still achieve near-optimal energy efficiency, while the margin for error is much smaller under harsh channel conditions. However, in either case, a conservative packet size estimate can be highly energy inefficient and hence, packet size optimization is of utmost importance in WSN design.
B. With Error Conrml Coding
It is seen from Fig. 5 and Fig. 6 that for given Q and p, the energy efficiency without error control is upper bounded.
The maximum attainable energy efficiency (qne) is as low as 54.84% for p = 3 * Naturally, we now pose the question "Can the energy efficiency of the communication link between neighboring sensors be improved further?". Recall from (7) that q is the product of two terms, the energy throughput (qe) and reliability (T). qe can be increased by increasing the payload length (1) beyond 1Z. but this brings down q. as is obvious from Fig. 6 . This is due to the drastic reduction in The other option is to use some form of error control to increase the reliability (T). Error control can he achieved primarily by two means: retransmissions and forward error correction (FEC). Let us first consider a cyclic redundancy check (CRC)-selective repeat request scheme. Assuming that the CRC can detect every possible errored packet and neglecting the messaging overhead, the energy efficiency using selective repeat request (qsRR) can be bounded by Hence, retransmission schemes cannot improve the energy efficiency and we turn our attention to FEC strategies.
With the use of FEC, r and Edec in (7) are non-zero and the energy throughput (a) decreases due to these factors. However, depending on the values of r and Edec. the exponential increase in reliability can lead to a net increase in the energy efficiency. This can also be seen from a different perspective. For a given reliability, the effect of coding is to allow greater payload lengths (1). This can increase the energy throughput (q,) provided r and Edee are not too large. Hence, we conclude that coding can improve the energy eficienq of a communicarion link benveen neighboring sensors in a WSN. Already, it is clear that not all coding strategies are capable of achieving this. In the following discussion, we study and compare the energy efficiencies of binary BCH codes and convolutional codes, two classes of FEC codes that have efficient decoding algorithms.
We first consider binary BCH codes with hard decision, bounded distance decoding. The encoder at the data originator adds r parity bits to the 1 payload and a header bits. In the (n, k) representation, n = l+a+r is the packet length and k = 1 + a is the message length. Decoding failures are detectable, but they are as bad as packet errors since no retransmission where t is the error correcting capability of FEC code. Note that ( I 1) is valid only under the assumption of independent bit errors or when suitable interleaving strategies are employed in bursty error conditions. The energy efficiency (q) in (7) can now be written as where the change of variable from 1 to n is made for convenience.
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where Eodd and denote the energy consumptions in the addition and multiplication, respectively, of field elements in GF(2"). m = Llogzn + 11. They have been computed in [4] for 0.18pn. 2.5V CMOS based implementation to he Hence, r = mt is an indicator of the worst performing BCH code in terms of energy efficiency. We refer to this as the BCH lower bound. We now investigate any possible improvements in the energy efficiency with the use of binary BCH codes, as compared to Section III-A where no error control was used. The energy efficiency (7) in (12) is now a function of two variables, the packet length (n) and the error correcting capability (t). It can be shown that for every t, there exists a unique maximum for energy efficiency (q*(t)). with a corresponding optimal packet size (n*(t)). However, unlike in Section 111-A, there exists no closed form solution in this case. Fig. 7 shows the energy efficiency (q) for various values of packet size (n) and error correcting capability ( t ) for raw BER p = W3, a = 16 bits. The energy efficiency without FEC (t = 0) is also shown. The maximum attainable energy efficiency (q*(t)) and optimal packet length (n*(t)) values are tabulated in Table II for t = 0,2,4,6.
We now make the following observations from Fig. 7 and Table 11 . in terms of the code rate R, as I) Significant improvements in energy efficiency are possible with the use of binary BCH codes. A four error correcting binary BCH code improves the energy efficiency by as much as 23%.
2) The maximum attainable energy efficiency (q*(t)) increases with t and the corresponding optimal packet size n*(t) grows as well. The maximum allowable packet length may be limited by application specific entities such as packetization delay and data latency.
3) As t increases from zero, we obtain diminishing returns in ~' ( t ) .
This can be attributed to both the assumption of independent bit errors and the increase in decoding energy, with the former being more dominant. 4) All the above results are valid only under the assumption of independent bit errors. Under bursty error conditions with no interleaving, the gains from using FEC codes depends to a great extent on the bER and burst size.
Clearly, the maximum energy efficiency of a convolutional code is limited by its code rate R,. It is well known that high rate convolutional codes are better implemented by puncturing low rate codes and decoding using the base code trellis [25], [151. Wterbi decoding energies using 0.18pm TSMC ASIC technology have been measured for various constraint lengths for a base rate 112 convolutional code in [19] . Using their results for Edec in (l6), we plot in Fig. 8 , the energy efficiency (q) against code rate ( R , = 1/2,2/3,3/4.5/6.8/9.lO/ll) for constraint lengths K = 3 through 9 with raw BER p = All simulations were canied out in MATLAB with a packet length of n = 1000 and hard decision decoding with a traceback length of 5K. The BCH lower bound for t = 2,4 and the maximum attainable energy efficiency without FEC (q&) are also shown alongside. We do not consider soft decision decoding and software implementations as they are energy intensive.
From Fig. 8 , we see that both low and high rate convolutional codes perform poorly. Low rate convolutional codes are highly reliable, but their energy efficiency is limited by low values of R,. On the other hand, the poor reliability of high rate convolutional codes lowers their energy efficiency. In general, medium rate convolutional codes are the most energy efficient and their performance improves with increasing constraint length* ( K ) . Also note from Fig. 8 that several coding strategies are energy inefficient, i.e. they decrease the energy efficiency from that without FEC (&) . Convolutional codes with code rates R, < q&, all fall into this category.
Next, we compare the maximum attainable energy efficiency of convolutional codes to that of the BCH lower bound determined earlier. To this end, we need to assess the behavior of energy efficiency with varying packet length for convolutional codes. We only consider those coding strategies that can improve the energy efficiency above q f . From (16) .
the necessary conditions for q > qAC can be obtained as
Hence, we only consider code rates R,=3/4,5/6,8/9,10/11 with constraint length K = 9 and examine their energy efficiencies for various packet lengths. Our results are shown in Fig. 9 . The BCH lower bound for t = 2 , 4 and the energy efficiency without FEC are also shown alongside.
It is seen that the BCH lower bound f o r t = 4 outperforms the most energy efficient convolutional code by almost 15%. This can be attributed to the significantly lesser number of Convolutional codes with lesser number of parity bits (high R,) are highly erroneous and thk limits their energy efficiency.
Among the various convolutional codes, we once again observe that medium rate codes are the most energy efficient. The rate 516 code performs better than the higher rate 314 code and the lower rate 819,10111 codes. The lower rate codes are unable to sufficiently recover from packet errors and hence, their performance goes down with increasing packet lengths. On the other hand, the rate 314 code shows good reliability, but its energy efficiency is limited by the relatively large number of parity bits.
Iv. CONCLUSION
Existing packet size optimization techniques are not applicable in the case of energy constrained WSN. Rather than use gwdpuUthroughput, energy eficiency was chosen as the optimization metric to incorporate the start-up energy consumptions in sensor nodes. The use of fixed size packets was proposed to ease management costs and reduce overhead.
The optimal fixed packet size was then determined for a given set of radio and channel parameters by maximizing the energy efficiency metric. The radio and channel parameters (kl, k,, BERibER) must be estimated at the time of design.
The importance of packet size optimization was funher emphasized by the steep drop in energy efficiency for conservative packet size estimates, as seen in Fig. 6 .
With the choice of energy efficiency as our optimization metric, the effect of error control cannot be ignored. It was shown that while some FEC coding schemes can improve the energy efficiency of a communication link, several others, including retransmissions, are energy inefficient. In particular, binary BCH codes with BM & CS decoding and convolutional codes with viterbi decoding were considered with CMOSIASIC implementations. It was found that the binary BCH code outperformed the best convolutional code by almost 15%, highlighting the fact that the number of FEC parities significantly impacts energy efficiency, more so than the decoding energy consumptions. Among convolutional codes, medium rate codes performed hest.
The above results with regard to FEC are valid only under the assumption of independent bit errors. Future work includes investigating the energy efficiency of RS and burst error correcting codes.
