Abstract
Introduction
The publish/subscribe (pub/sub) system has become a prevalent paradigm for delivering data/events from publishers (data/event producers) to subscribers (data/event consumers) across large-scale distributed networks in a decoupled fashion. In such a system, subscribers register their interests to the system using a set of subscriptions. The publishers can be completely unaware of the subscribers and simply submit information to the system using a set of publications. Once receiving a publication, the system matches it to the subscriptions and then delivers it to the interested subscribers. Traditionally, the designs of pub/sub systems can be typically classified into two classes: topic-based and content-based. Topic-based pub/sub systems need to predefine a set of topics. A subscriber registers a set of topics in which it is interested and then will be notified of all of the events associated with these topics. Relatively, contentbased pub/sub systems allow users to flexibly specify complex interests with a set of predicates over the content of the publication, and thus are more appropriate for content dissemination.
Pub/sub systems can be either centralized or distributed. The centralized solution lacks scalability and suffers from single point of failure. Hence, the distributed solutions are more practical and preferred. The distributed hash table (DHT [18, 16, 22, 15] ) paradigms are appropriate for building large-scale distributed applications due to their scalability, fault-tolerance and self-organization. As a result, many pub/sub systems [11, 6, 21, 20, 19, 13, 14, 1] have been built on top of DHTs. Peers in the system cooperate in storing subscriptions and matching & delivering events in a fully distributed manner. The main challenge in the implementation of DHT-based pub/sub systems involves: (1) the design of an effective subscription installation scheme that maps subscriptions onto peers in the system; (2) the design of an efficient event matching and delivery algorithm which distributedly filters and delivers events to the corresponding subscribers; (3) the design of load-balancing mechanism to ensure a uniform distribution of load among peers.
In this paper we propose HyperSub, a distributed infrastructure built upon Chord [18] for content-based publish/subscribe services. As a scalable platform, HyperSub can simultaneously support many pub/sub schemes. For each pub/sub service, HyperSub employs a localitypreserving hashing mechanism to determine where to store subscriptions and where to sent events to match the sub-scriptions. The locality-preserving hashing can map each subscription to one peer or neighboring peers in the overlay network, and thus makes the subscription installation and event publication efficient. HyperSub does not need to maintain dissemination trees to deliver events. Instead, it leverages the embedded trees in the underlying DHT for event delivery. Exploring DHT links can eliminate the overhead of maintaining additional in-network data structures for each pub/sub scheme. Moreover, the maintenance of DHT links can be piggybacked onto the event delivery message, so as to reduce the maintenance cost. To deal with load balancing issues, HyperSub develops lightweight mechanisms to statically or dynamically adjust the load among peers, and the system ensures that no peer is unduly loaded.
The rest of this paper is structured as follows. Section 2 gives a survey of related work. Section 3 describes the key features of our design. Section 4 discusses load balancing issues. In section 5, experiments and results are presented and discussed. Finally, section 6 is the conclusion and future work.
Related Work
Compared to the topic-based pub/sub systems (e.g. ISIS [4] and IBus [12] ), content-based pub/sub systems are preferable since they give subscribers the flexibility to specify more complex interests with a set of predicates over the entire content of the publication. The events whose content satisfies all the specified predicates are delivered to the corresponding subscribers. As a result, subscriptions are more expressive but the system is harder to implement. Many content-based pub/sub systems are based on a spanning tree of all brokers (e.g.SIENA [5] ,Gryphon [2] ). However, such a spanning tree is not feasible when the system involves a large number of brokers that join and leave the system dynamically. In addition, the overhead on brokers is so high that it may limit the system scalability and impose uneven load among nodes.
Structured P2P systems, such as Chord [18] , Pastry [16] , Tapestry [22] , and CAN [15] , use distributed hash table to construct the overlay network and provide more efficient lookups. Many attempts have been made to design a DHTbased pub/sub system [20, 21, 19, 13, 6, 14, 17, 24, 11, 1] . Scribe [17] and Bayeux [24] are topic-based pub/sub systems built on top of Pastry and Tapestry respectively. They can not directly support content-based pub/sub services. Tam et al. [19] built a content-based pub/sub system from Scribe. However, their system still suffers from some restrictions on the expression of subscriptions. Terpstra et al. [20] presented a content-based pub/sub system on top of Chord. In order to make the system function correctly, it needs to maintain the invariants for filters, which is inefficient in case of frequent node join and departure. Reach [13] and HOMED [6] are content-based pub/sub systems built on top of a P2P overlay, which maintain the high-level semantic relationships. They have a load balancing problem since unevenly distributed subscriptions will cause unevenly distributed nodes in the overlay identifiers space. Triantafillou et al. [21] built a content-based pub/sub system upon Chord. Content space for each attribute is mapped onto the ring. Subscriptions are stored onto the nodes whose identifiers lie in the corresponding range. The main drawback of their system is that subscription installation/reinforcement will involve a large number of nodes and messages. Aekaterinidis et al. proposed PastryStrings [1] on top of Pastry. Prefix string trees are maintained for content dissemination. The main limitation is that it could not efficiently cope with numerical range. [21, 1] match multi-attribute events through multiple processes on each attributes, and the final matched list is calculated from the results of the subprocesses. Such a method is very expensive in distributed environment. Meghdoot [11] is based on CAN. Considering the skewed distribution of real applications, it addresses the load balancing issue by zone splitting and replication. The main limitation is that the overlay's dimension is twice of the number of event attributes, thus it can not effectively support multiple pub/sub services with different numbers of attributes. [21, 1, 11] focus on how to store the subscriptions and how to get the list of subscriptions matched to an event. However, how to deliver events to the matched subscribers is unexplored. Ferry [23] employed the overlay multicast technique to deliver events from rendezvous points to the matched subscribers. However, it used a small set of peers for storing subscriptions and matching events, which may cause a serious scalability concern for large-scale networks. Although HyperSub adopts a similar event delivery approach to Ferry, it differs from the existing DHT-based solutions in that it employs a localitypreserving hashing mechanism for efficient subscription installation and event publication. It develops light-weighted load balancing mechanisms to maintain a uniform distribution of load among peers in presence of skewed real world data.
System Design
In this section, we describe the design of HyperSub on top of Chord. It should be noted that the techniques presented in this paper are applicable to other DHTs such as Pastry and Tapestry. We first give a brief description of the content-based pub/sub model, and then describe the locality-preserving hashing mechanism, followed by the discussions on the subscriptions installation and events delivery mechanisms.
Pub/Sub Model in HyperSub
As proposed by Fabret et al. [9] , a pub/sub scheme can be described as: ={A1, A2, . . . , An}, where each Ai represents an attribute. Each attribute is defined by a name, a type and a domain. An event is a set of equalities on all attributes in scheme . A subscription is a conjunction of predicates on one or more attributes, where each predicate specifies a constant value or a range for an attribute. A subscription that needs to specify multiple predicates on the same attribute can be divided into multiple subscriptions. If a subscription does not specify any range over an attribute, the boundary of the domain of this attribute is considered as the interested range. Note that the prefix and suffix predicates on string type attributes can be converted to numerical ranges. An event e matches a subscription s if and only if each predicate of s is satisfied by the value of corresponding attribute contained in event e.
Based on these assumptions and definitions, HyperSub models the content space of each pub/sub scheme as a multi-dimensional space, where each dimension represents an attribute. An event can be described as a point in the space, while a subscription is defined as a hypercuboid. An event matches a subscription if it is within the corresponding hypercuboid of the subscription.
Locality-preserving Hashing
A key component in the design of HyperSub is a localitypreserving hashing (LPH for short) mechanism which partitions a multi-dimensional content space into layered content zones that are mapped onto nodes in the system. The mechanism is based on the technique of k-d tree [3] . The localitypreserving hashing mechanism maps nearby data points in the content space to one node or nodes close together in the overlay network, which makes subscription installation and event publication efficient.
Consider a d-dimensional content space Ω, where each dimension Ωi has a boundary described by an ordered pair Ωi.L, Ωi.H . A l-level content zone is a sub-hypercuboid of Ω obtained by recursively dividing Ω l times, where 0 ≤ l ≤ m (m is the number of digits in the key/node identifiers), with the procedure that satisfies the following two properties:
• After the i-th division, 1 ≤ i ≤ l, Ω is partitioned into β i equal sized d-dimensional cuboids, where β is the base of the key/node identifiers 1 ; • The i-th division is performed on the j-th dimension, where j = i mod d. A content zone cz is identified by a code code(cz). The code of a l-level content zone is a l-digit β-based number defined as follows: on the i-th division, if a hypercuboid 1 Generally, the base of key/node identifiers β=2 b , where b=1, 2, . . .. picks up the p-th divided range from low to high on the splitting dimension, where 0 ≤ p ≤ β-1, the i-th digit (from the left) is p. Figure 1 illustrates the procedure content space subdividing and code generation..
To map content zones onto peers in the overlay network, each content zone cz is assigned a key key(cz), which is a m-digit β-based number calculated from code(cz) by padding several (β-1)s on the right if level(cz) < m. That is, key(cz) = (code(cz) + 1) × β (m−level(cz)) − 1. Based on the key-mapping mechanism of Chord protocol, a content zone cz is mapped onto the node, called N , which is the successor 2 of key(cz). Here we call N the surrogate node of content zone cz. The locality-preserving hashing mechanism recursively subdivides the content space and organizes the content zones as a β-ary tree with maximum height m+1, where each node in the tree represents a content zone. A subscription s is mapped to the smallest content zone which can completely cover the range specified in s, while an event e is mapped to a m-level content zone (the leaf-node in the tree) which holds the corresponding point of e. Given an event e corresponding to a leafnode content zone L e , the content zones in the path from L e to the root in the tree may be involved in event matching. It should be noted that HyperSub does not physically maintain such a tree. Instead, it leverages the underlying DHT links to deal with subscription installation, event publication, and event delivery.
Algorithm 1 describes the locality-preserving hash function. Given a subscription s or event e, it recursively subdivides the content space until the smallest content zone which can completely cover the range specified in s or the point specified in e is reached. The key of the corresponding content zone is returned as the hashed value.
Subscription Installation
In a pub/sub system, the subscription installation deals with the issue of efficiently storing subscriptions in the net-
Algorithm 1 LP H (Subscription/Event se)
Require: {Ω: domain of the content space; d: the number of attributes in the content space; β: base of the key identifier; m: the number of digits in key identifier} 1: T ← Ω 2: code ← 0 3: level ← 0 4: for i ← 1 to m do 5: j ← i mod d 6: equally subdivide T j into β ranges: r 0 , r 1 , . . . , r β−1 , from low to high ordinally 7: identifies the range rp which can completely cover se j 8: if rp does exist then 9:
T j ← rp 10:
code ← code × β + p 11:
level ← level + 1 12: else 13: break 14: end if 15: end for 16: key ← (code + 1) × β (m−level) − 1 17: return key work. A user specifies his interest in particular events in the form of subscription which can be defined as a hypercubiod in the content space as discussed in section 3.1. Each subscription in the network is identified by an identifier subid, which is composed of the subscriber's node ID nid and an internal ID 3 iid. Given a subscription s, the locality-preserving hash function is first invoked to identify the smallest content zone cz that can completely cover the range of s. The subscription s with its subid will be registered on the surrogate node of cz (the successor node of key(cz)). Algorithm 2 briefly describes the procedure of subscription installation. The lookup() function is provided by the underlying DHT for locating the successor of a key. It takes O(log N ) overlay hops to locate the surrogate node of the corresponding content zone, where N is the number of nodes in the system. The notation N.foo() in the pseudocode denotes a remote procedure call foo() being executed on node N . Algorithm 2 subscribe (Subscription s) 1: nid ← the subscriber's node ID 2: iid ← generate an internal ID for the subscription 3: register (iid, s) in the local repository 4: subid ← (nid, iid) 5: key ← LP H(p) 6: N ← lookup(key) 7: N.sub register(subid, s) {remote procedure call on node N } Each node might serve as surrogate nodes for more than one content zone. In this case, content zones are managed individually, with the node regarded as a few virtual nodes. Each content zone cz maintains a summary filter sf which is defined as the smallest hypercuboid that can exactly cover all subscriptions registered in cz. If level(cz) < m, sf is then subdivided to fit in with the child content zones of cz. For each subdivision sf i , the surrogate node registers it to the corresponding child content zone and its local repository as a surrogate subscription. Upon receiving a subscription, the surrogate node updates the summary filer of the cor-responding content zone and issues/updates surrogate subscriptions if necessary. Algorithm 3 outlines the subscription registration on the surrogate node. There may be indexing structures maintained on the surrogate node to facilitate local event matching; however, this is not the focus of this
Event Publication and Delivery
When an event is generated, the pub/sub system gets all matched subscriptions and delivers the event to the corresponding subscribers. As discussed in section 3.1, the event can be described by a point in the content space. Given an event e, the locality-preserving hash function is first invoked to identify the m-level content zone cz which contains the event point e. We call content zone cz the rendezvous zone of event e. The event message delivered in the network contains an event and a corresponding subid list. The event delivery procedure starts from the publishing node by initializing the subid list as {(key(cz), NULL)}. Then the event message is sent to the successor node of key(cz) for event matching and delivery. Algorithm 4 outlines the procedure of event publication. Upon receiving an event message, a node processes the event locally and forwards the event along DHT links if necessary. Event message processing on each node can be divided into two phases. The first phase is event processing and matching. The event and its subid list are firstly extracted from the message. If there are subids targeting the current node, the event is either sent to the local application/user (the current node is a subscriber of the event), or matched with the subscriptions stored on this node (the current node is a surrogate node storing subscriptions). The event matching returns a list of matched subids, which is then merged with the remainder of the old subid list (all subids targeting the current node have been removed) to generate a new subid list for event delivery. The second phase deals with event message routing. By exploring DHT links, subid list is divided into some sublists based on their targeting nodeIDs. All subids with targeting nodes shar-ing a common DHT link are put into the same list, according to Chord's routing protocol. The message carrying the subid list is then delivered through the corresponding DHT link. This mechanism can efficiently aggregate the event messages and reduce the network bandwidth usage.
Algorithm 5 event delivery (Message M )
Require: curr nid is the current node's ID Require: event match(e) matches event e with subscriptions stored on current node, returns matched subid list 1: e ← extract event from M 2: subid list ← extract subid list from M 3: while subid list is not empty do 4: subid ← pop a subid from subid list 5: if curr nid = successor(subid.nid) Algorithm 5 outlines the procedure of event delivery which is essentially a distributed recursive process. Each node along the dissemination paths of the embedded tree processes and forwards event message until the event reaches all corresponding subscribers.
Improvement
As discussed in section 3.1 and 3.3, a subscription is a conjunction of predicates on one or more attributes. If an attribute is not specified by a subscription, the boundary of the domain of this attribute is considered as the subscribed range. Each subscription is mapped to the smallest content zone that can completely cover its range. Thus all subscriptions which do not specify predicates on all attributes are mapped to some larger content zones, which undermine the advantage of locality-preserving hashing mechanism and causes imbalanced load on nodes.
To address this issue, we divide a pub/sub scheme S into several subschemes based on the investigation of subscribers' behavior. Each subscheme Si consists of several attributes of S and functions as an individual entity. Subscription installation is performed on the subscheme, while each event has one corresponding rendezvous zone for each subscheme.
Load Balancing
An important issue in the distributed system is load balancing. Each node in the system needs to store subscriptions and propagate events. Therefore, load on a node is due to both subscriptions and events. The locality-preserving hashing can not produce a uniform load distribution among nodes. Those nodes serving for large-size content zones may be overloaded by both subscriptions and events. The skewed distribution of real world dataset can also cause a non-uniform load distribution of load on the nodes. To this end, we propose load balancing mechanisms to statically or dynamically adjust load among nodes and ensure that no node is unduly loaded.
Zone Mapping Rotation Remember that HyperSub can simultaneously support many pub/sub schemes, and each scheme can be divided into several subschemes. For each scheme/subscheme, the locality-preserving hashing mechanism partitions the content space and maps content zones to nodes in the identifier space ranged [0..
If each scheme/subscheme S is given a random rotation offset φ, content zone cz of scheme S will be mapped to node successor(key(cz)+φ) (all arithmetic is modulo β m ). Thus content zones with identical key for different schemes/subschemes will be mapped to different nodes with a high probability. The mapping rotation mechanism can effectively distribute the large-size content zones for different schemes/subschemes onto different nodes. The randomness of φ for each scheme/subscheme can be achieved by hashing (with consistent hash function, e.g. SHA1) the name of the corresponding scheme/subscheme. The locality-preserving hash function can be easily modified to reflect the mapping rotation.
Dynamic Subscriptions Migration Subscriptions may not be evenly distributed among surrogate nodes. The overhead on heavily loaded nodes can be very high due to the storage cost of subscriptions, the CPU cycles for subscription management and event matching, and bandwidth cost for event delivery (the matched subid list can be very large). Here we propose a dynamic mechanism to migrate some load from heavily loaded nodes to lightly loaded ones.
At run time, each node periodically samples the load on its neighbors (and neighbors' neighbors if the probing level P l is greater than 1). A node, called N , is said to be heavily loaded if its load oversteps the average load on the neighbors by a threshold factor δ N , that is, LN >L × (1+δN ). The value of the threshold factor δ for each node is based on the node's capacity. The average values of δ and P l control the tradeoff between the overhead and the quality of the load balancing. If node N is overloaded, it will choose several lightly loaded neighbors (or neighbors' neighbors) and migrate some of its load to them. Without loss of generality, assume N chooses k nodes (A 1 , A 2 , . . . , A k ) for load migration, and nodes N, A 1 , A 2 , . . . , A k lie in the clockwise order on the Chord ring. Subscriptions with subscribers' nodeIDs lying in the range [ID(Ai)..ID(Ai+1)) are migrated to node Ai, where 1 ≤ i ≤ k-1. Subscriptions with subscribers' nodeIDs lying in the range [ID(A k )..ID(N )) are moved to node A k . Each node Ai summarizes the accepted subscriptions and registers a surrogate subscription on node N . The subscriptions migration mechanism can move some load from heavily load nodes to lightly loaded nodes. Thus the cost for storing, managing and matching subscriptions on the heavily loaded nodes can be significantly decreased. Moreover, subscriptions are migrated to nodes that are close (in the overlay) to the corresponding subscribers, therefore the average message size for event delivery can be reduced due to the decrease of average length of matched subid list in event messages.
Performance Evaluation
In this section, we evaluate performance of the proposed design through simulations. We start our discussion by describing the experimental setup and metrics used for evaluation. Afterwards, the experimental results are presented and discussed.
Experimental Setup
We implement our pub/sub architecture on top of p2psim [7] , a discrete event-driven, packet level simulator for many DHT protocols. We use Chord-PNS (Chord with proximity neighbor selection [8] allows each node to choose physical closest nodes from the valid candidates as routing entries, thus to reduce the lookup latency.) protocol with its default parameters. The number of bits in the key/node identifiers in the simulator is 64, and we use the first 20 bits to represent content zones. The network model used in the simulation is derived from the King dateset, which includes the pairwise latencies of 1740 DNS servers in the Internet measured by King method [10] . The average round-trip time of the simulated 1740-node network is 180 milliseconds.
We use synthetic datasets in our simulations. Events are generated based on Zipfian distribution, which is a common distribution of real world datasets. The cumulative distribution function for Zipfian distribution is H k,s /HN,s, where HN,s is the N th generalized harmonic number with skew factor s and 1 ≤ k ≤ N . Data points are modeled by scaling and shifting the domain of k. Subscriptions are generated from a template with the following properties: (1) the size of the range on each dimension is based on zipfian distribution; (2) the center of the range is based on the data distribution (same distribution as event points). The parameters of publish/subscribe model are list in table 1. The simulation starts by initializing 10 subscriptions on each node in the network. After system stabilization, we schedule 20, 000 events generated on randomly chosen nodes. The interarrival time of these events is exponentially distributed with average value of 1000 milliseconds.
A set of cost metrics are used to evaluate the performance of HyperSub: (1) hops: the maximum path length required to deliver an event to all of the corresponding subscribers; (2) latency: the maximum time of delivering an event to all of the corresponding subscribers; (3) bandwidth cost: the total bandwidth consumption for delivering an event to all of the corresponding subscribers. (4) In-node bandwidth & out-node bandwith: the overall bandwidth consumption on a node for delivering events during the simulation period. The size of each event message is modeled in bytes as: 20 bytes for packet header, 10 bytes for event, and 9 bytes for each SubID (8 bytes for subscriber's nodeID, and 1 byte for internalID) carried in the message.
Experimental Result
We evaluated the performance of HyperSub with different configurations and load balancing mechanism in the 1740-node network. The load balancing probing level l and threshold factor δ used in the simulation are 1 and 0.1 respectively. Figure 2(a) illustrates the distribution of events with respect to the percentage of matched subscriptions to all subscriptions in the system. Figure 2(b) , (c), and (d) depict the distribution of events with respect to hops, latency, and bandwidth cost respectively. The shape of the curves in (b), (c) and (d) close matches the curve in (a). To compare the performance with different base, we keep the maximum number of bits used for the code of cubes unchanged (20 bits in simulations). As shown in figure 2 (b) , (c), and (d), larger base outperforms smaller base in hops, latency and bandwidth cost. However, larger base will cause more imbalanced load distribution among nodes in the system, as depicted in figure 3 and 4 .
Load balancing mechanism (we only evaluate Dynamic Subscription Migration mechanism in this paper) can effectively move some subscriptions from overloaded nodes the lightloaded ones, with slightly increasing the hops, latency and bandwidth cost. Although the load on node is measured as the number of subscriptions stored on the node, the proposed load balancing mechanism can efficiently balance other load such as communication cost (as shown in figure 3 ) and CPU cycles etc. It should be noted that the dy- namic load balancing mechanism does not guarantee an absolute uniform distribution of load among nodes in the system (considering the overhead of subscriptions migration). However, it ensures that no node in the system is unduly used. In this paper, we assume all nodes have same capacity (same threshold factors). We will evaluate the performance and cost for load balancing in heterogeneous environment with various parameters in the future. We evaluate the performance of HyperSub in various sized networks (as listed in table 2) derived from king data. Since each node in the system generate 10 subscriptions, total number of subscription increases with the increasing of network size. It is hard to keep the average percentage of matched subscriptions unchanged for different network size. Figure 5 (a) depicts the average percentage of matched subscriptions in each network. Although the average percentage of matched subscriptions decreases slightly with the increasing of network size, the average number of matched subscriptions per event increase largely when the number of nodes in the system increases. As shown in figure 5 (b), (c), and (d), the maximum hops, latency, and network bandwidth cost incurred by event delivery increase modestly as the number of nodes in the system increases from 2000 to 16000. This shows that HyperSub can scale to large number of subscribers and large size networks. 
Conclusion and Future Work
In this paper we have proposed and evaluated the design of a scalable and decentralized infrastructure called HyperSub, which is built on top of distributed hash table for content-based publish/subscribe services. HyperSub utilizes a locality-preserving hashing mechanism to recursively subdivide the content space into layered content zones. Subscriptions and events are mapped to content zones for efficient matching. HyperSub does not need to maintain any dissemination trees for each pub/sub scheme. Instead, it exploits the embedded trees in the underlying DHT for event delivery. Therefore HyperSub can simul-taneously support many pub/sub schemes without the overhead of the maintenance of additional in-network data structures. We have also proposed light-weighted load-balancing mechanisms to adjust the load among nodes and ensure that no node in the system is unduly loaded. This paper constitutes an initial step to build an efficient and scalable platform for supporting publish/subscribe services in peer-to-peer networks. There is much of future work to do. One is to enable the execution of realworld workloads and make the data distribution dynamically changed. Detailed evaluations will be performed on the subscription installation, event delivering and load balancing mechanisms, based on which more optimizations may be proposed. Currently, HyperSub leverages the underlying DHT to deal with nodes join/departure/failure. However, the performance of proposed architecture under high node churn rate has not been explored. This will be one of our future work. The third direction is to investigate the performance of HyperSub on different DHTs (e.g. Pastry, Tapestry, Koorde etc.), we also need to investigate how the underlying DHT can benefit from HyperSub to reduce the DHT link maintenance cost by piggybacking the DHT maintenance messages onto event delivery messages.
