Program Synthesis is an exciting topic in software engineering which aims to generate programs satisfying user intent automatically. Although different approaches have been proposed in program synthesis, only small or domain-specific programs can be generated in practice, the main obstacle of which lies in the intractability of program space. With the rapid growth of reusable libraries, component-based synthesis provides a promising way, such as synthesizing Java programs that are only composed of APIs. However, the efficiency of searching for proper solutions for complex tasks is still a challenge. In certain scenarios, some API methods are frequently called together. The usage of these API methods always follows some usage patterns. Incorporating the information about API usage patterns will help to accelerate the speed of program synthesis. However, state-of-the-art synthesis tools do not capture the inherent relationships between API methods. Aiming at this problem, we propose a novel approach to accelerate the speed of API-based program synthesis via API usage pattern mining. It is a general approach that can be applied to any approach of API-based synthesis. We first collect open source projects of high quality from the Internet and use an off-the-shelf API-usage-pattern-mining tool to mine API usage patterns from these code snippets. We use two strategies to incorporate the information about API usage patterns with program synthesis, and either strategy can improve the efficiency of program synthesis. We evaluate our approach on 20 real programming tasks, which shows that our approach can accelerate the speed of program synthesis by 86% compared to the baseline.
I. INTRODUCTION
Program synthesis is a highly intellectual activity in software engineering which aims to generate programs satisfying user intent. The inherent challenges in program synthesis mainly lie in two aspects: diversity of user intent and intractability of the program space [1] . In order to accurately specify user intent, different approaches to express user intent include formal specification, natural language, input-output pair, etc. To deal with the intractability of program space, many approaches design domain-specific language (DSL) to constrain the program space. Although these approaches are efficient in specific domains, they cannot generate programs in general programming languages.
The associate editor coordinating the review of this manuscript and approving it for publication was Shouguang Wang . With the burgeoning of reusable application programming interface (API) and components, component-based program synthesis is becoming an important subfield of program synthesis, which assembles programs from the components in the specified library. Although many approaches also focus on DSL, there still exits some work that aims to generate programs in general programming languages like C or Java.
SyPet [2] is a state-of-the-art component-based synthesis tool which can generate programs in Java language. Given a signature of the desired method, one or more test cases, and a library of components, SyPet can generate loop-free programs which are only composed of APIs. It decomposes the process of synthesis into two phases of sketch generation and sketch completion, which makes the problem tractable. However, the program space constituted by all API sequences is still very large. Finding the correct solution is still very time consuming, and it is impossible in practice to generate too complicated programs.
In certain scenarios, some API methods are frequently called together. In other words, the API usage always follows some usage patterns. For example, when parsing an XML file into a Document, an experienced programmer will take the following steps. Firstly, he creates a DocumentBuilderFactory object by invoking method DocumentBuilderFactory.newInstance(). Then invoke the method DocumentBuilderFactory. newDocumentBuilder() to create an object of class DocumentBuilder. At last, invoke the method DocumentBuilder.parse(File) to parse the XML file into an object of Document. These three API methods constitute an API usage pattern that is widely used across different domains.
With the unprecedented growth in the amount of source code available online and the rapid development of the technique of data mining and machine learning, there emerge many techniques in API usage pattern mining like MAPO [3] , UPMiner [4] , and PAM [5] , etc. In SyPet, it does not consider the information about API usage patterns in the process of synthesis. Consider the simplest scenario of two API methods. If two API methods follow a usage pattern, they should have a higher probability than other two API methods that do not. If the information about API usage patterns can be considered and the API sequences that follow usage patterns can be enumerated preferentially in synthesizing, there is no doubt that the speed of synthesis can be accelerated.
In this paper, we propose a novel approach to accelerate the speed of API-based program synthesis via API usage pattern mining. It is a general approach that can be applied to any approach of API-based synthesis. In this paper, we implement our approach on SyPet and experiment on it. The workflow of our approach is shown in Fig. 3 . We first collect open source projects of high quality from the Internet and use an offthe-shelf API-usage-pattern-mining tool to mine API usage patterns from these code snippets. We use two strategies to incorporate the information about API usage patterns with program synthesis.
Either strategy can improve the efficiency of sketch generation and eventually improve the efficiency of program synthesis. We evaluate our approach on a set of real programming tasks, which shows that our approach can significantly accelerate the speed of program synthesis over the baseline.
The main contribution made in this paper include:
• The method of incorporating information about API usage patterns to accelerate the speed of program synthesis is proposed. It is a general approach that can be applied to any approach of API-based synthesis, which can improve the efficiency of program synthesis.
• Two strategies of incorporating the information about API usage patterns with program synthesis is proposed. Either way can accelerate the speed of enumerating API sequences that follow usage patterns in the phase of sketch generation. • A set of experiments are designed to evaluate the performance of our approach. We implement our approach on a state-of-the-art program synthesis tool named SyPet and compare our approach with it. The results show that our approach can synthesize more tasks in less time, which demonstrates that our approach outperforms the baseline. The rest of this paper is organized as follows: Section II introduces some preliminary concepts. Section III illustrates our work through an example, and a detailed description of our work is given in section IV. The experiment evaluation is given in section V. We discuss the threats to validity in section VI. Section VII reviews some work that is related to ours, and section VIII concludes this paper.
II. PRELIMINARIES
In this section, we give some preliminary concepts that are essential in understanding our work.
In our work, we use Petri net to model API methods and their relationships. Petri net is a mathematical modeling language first invented by Carl Adam Petri [6] . An example of a Petri net is shown in Fig. 1 . Petri net is made up of three elements, viz: places (represented by circles), transitions (represented by bars) and arcs (represented by a directed edge between a place and a transition). Each place contains a discrete number of tokens (represented by black dots).
The incoming edges of a transition T represent necessary conditions to fire T , and the outgoing edges represent the outcome of T . For instance, consider transition T 1 in Fig. 1 . The condition to fire T 1 is that place P 1 must contain at least 1 token because the incoming edge of T 1 weights 1. Because the condition to fire T 1 is met, we say T 1 is enabled. If T 1 is fired, it will consume 1 token from P 1 and create 1 token in place P 2 because the outgoing edge of T 1 weights 1. After T 1 is fired, the result of the Petri net is shown in Fig. 2 .
Only one transition can be fired at one time. The mapping from each place to the number of tokens is called a marking, which indicates a configuration of the Petri net. The marking in Fig. 1 can be represented as [P 1 → 2, P 2 → 0, P 3 → 0, P 4 → 0] ([2, 0, 0, 0] for short), and the marking is [1, 1, 0, 0] in Fig. 2 . The definition of a Petri net is given as follows:
Definition 1 (Petri Net): A Petri net is a 5-tuple N = (P, T , E, W , M 0 ) where P and T are disjoint sets of places and transitions, respectively. E ⊆ (P × T ) ∪ (T × P) is a set of arcs. W : E → N assigns a nonnegative integer (weight) to each arc. M 0 is the initial marking of N .
Reachability is an important property of Petri nets. The reachability problem of Petri nets is to decide whether a marking M is reachable by firing a sequence of transitions from an initial marking M 0 . For instance, consider the Petri net in Fig. 1 . The marking [0, 0, 0, 1] is reachable by firing the transitions T 1 T 2 T 3 or T 2 T 1 T 3 . However, marking [0, 0, 0, 2] is not reachable because we cannot find a firing sequence of transitions from the initial marking.
The Reachability graph of a Petri net is constructed by connecting its reachable markings with the firing transitions. The reachability graph of the example in Fig. 1 is shown in Fig. 4 .
For instance, after transition T 1 is fired in Fig. 1 , the result of the Petri net is shown in Fig. 2 . So we connect marking [2, 0, 0, 0] and [1, 1, 0, 0] with transition T 1 . A feasible run of a Petri net is a sequence of transitions that are fired. For instance, T 1 T 2 T 3 and T 2 T 1 T 3 are all feasible runs; however,
Our work is implemented based on SyPet, the workflow of which is shown in the upper part of Fig.3 . SyPet takes as input a signature of the desired method, which includes the input and output types of the desired method, one or more test cases, and a library of API components with which a Petri net is constructed. The synthesis problem is decomposed into two phases of sketch generation and sketch completion. In the phase of sketch generation, SyPet performs a reachability analysis on the Petri net to enumerate reachable paths. The firing sequence of transitions in a reachable path corresponds to a program sketch. In the phase of sketch completion, the program sketch is completed with type-check arguments and variables into a candidate program. Finally, the candidate program is verified with the test cases provided by the user. Next, we use an example to introduce the basic synthesis workflow of SyPet.
Example 1: Suppose that the user desires a method with the signature DocumentType getDoctype(String arg0) to get the document type of a given XML string. The API components library indicated contains 3 Java packages: javax.xml.parsers, org.w3c.dom, and org.xml .sax.
A. PETRI NET CONSTRUCTION
SyPet first constructs a Petri net with the specified library of API methods. Part of the Petri net constructed is shown in Fig. 5 . The places represent data types, and transitions represent API methods (DBF and DB are short for DocumentBuilderFactory and DocumentBuilder, respectively). The tokens in the places represent the number of variables of a given type. The incoming edge to a transition T with weight ω from a place P indicates API method T takes ω arguments of type P. The outgoing edge from a transition T to a place P indicates the return type of API method T is P. For instance, consider the API method DB.parse, the signature of which is Document parse(InputSource is). It has two incoming edges with weight 1 from DB and InputSource, which means it takes 1 argument of type DB and InputSource, respectively. DB.parse has an outgoing edge with weight 1 to Document, which means its return type is Document.
There is a special transition named clone transition for each place, which ensures each variable can be reused by duplicating the tokens. It is connected from each place with weight 1 to the same place with weight 2. For simplicity, we only give one example of the clone transition in Fig. 5 (clone_DB). The weights of the other arcs are all 1, so we omit them in the figure.
B. REACHABILITY ANALYSIS
The initial and the target marking are determined by the input and output types specified in the method's signature. For the task in Example 1, the input type of the desired method is String indicating the given XML string, and the return type is DocumentType indicating the type of the document. So the initial marking assigns one token to String and void (we assign one token to void initially to ensure we can create a new object without arguments). The target marking assigns one token to DocumentType and 0 to the other places, which ensure that we do not generate useless local variables. So the initial marking is [String → 1, StringReader → 0, InputSource → 0, DBF → 0, DB → 0, Document → 0, DocumentType → 0] ([1, 0, 0, 0, 0, 0, 0] for short), and the target marking is [0, 0, 0, 0, 0, 0, 1].
Given the initial and target markings, we can perform reachability analysis on the reachability graph to enumerate feasible runs reaching from the initial marking to the target marking. For instance, a feasible run of the Petri net from the initial marking to the target marking is: 
C. SKETCH GENERATION
Instead of performing reachability analysis on the reachability graph, SyPet uses a better alternative of encoding the problem into a pseudo-boolean problem and uses an SAT solver to solve it. Each solution to the pseudo-boolean problem corresponds to a feasible run, which is a sequence of API method calls with unknown arguments. A program sketch can then be generated by removing the clone transitions. The sequence of API methods above corresponds to a program sketch below: DocumentBuilderFactory v1 = DBF.newInstance(); DocumentBuilder v2 = #1.newDocumentBuilder(); StringReader v3 = new StringReader(#2); InputSource v4 = new InputSource(#3); Document v5 = #4.parse(#5); DocumentType v6 = #6.getDoctype(); return #7; 
D. SKETCH COMPLETION
The sketch contains several holes indicating unknown arguments. SyPet uses an SAT solver to find satisfiable completions of the program sketch. The conditions that need to be met in completion are encoded as constraints. For instance, each hole is filled with exactly one variable, and each variable is used at least once, etc. One of the candidate programs generated after completion is shown as follows: 
E. TESTING
The candidate program is then verified by the test cases provided by the user, and the desired method is returned if it passes all the test cases. If at least one of the test cases fails, it backtracks and finds another completion of the sketch. If every choice of completion is considered, it backtracks to find another reachable sequence of transitions to generate a new program sketch.
From the example above, we can see, Petri net can be used to model API methods and their relationships. The problem of program synthesis can be decomposed into two phases of sketch generation and sketch completion, which makes the problem more tractable.
III. MOTIVATING EXAMPLE
In order to identify the bottleneck of the synthesis process of SyPet, we divide the total synthesis time into five phases viz: ''Soot Time'' (time of parsing the JAR package and constructing the Petri net), ''Sketch Generation''(time of generating sketches), ''Sketch Completion''(time of completing sketches into candidate programs), ''Compilation Time'' (time of compiling the candidate programs) and ''Running Test Cases''. We run the 30 programming tasks provided in [2] and calculate the average time of different phases. The average time of different phases in synthesis is shown in Table. 1, and the time percentage of these five phases are shown in Fig. 6 .
We can see that 82.9% of the synthesis time (409.34s) is consumed on sketch generation on average. 12.1% (59.95s) is consumed on compiling the candidate programs, and the other phases consumed no more than 2% of the synthesis time. The efficiency of searching for suitable programs in a large search space of the programs is the bottleneck of program synthesis. Accelerating the speed of sketch generation can significantly improve the efficiency of synthesis.
Consider the simplest scenario of two API methods. In SyPet, if there exit many firing sequences constituted by two API methods, the probability of choosing any one of them is equal. However, in certain scenarios, some API methods are frequently called together. API usage always follows some usage patterns. Calling them together should have a higher probability in the process of synthesis than other two API methods which do not follow a usage pattern. However, the information about API usage patterns is not considered in SyPet.
In the Petri net, we say two transitions are successive if the postplace of one transition is one of the preplaces of the other transition. For example, in Fig. 7 StringReader.<init> and InputSource.<init> are successive; however, StringReader.<init> and DB.parse are not.
Consider Example 1. The number of API methods used to solve the task is 6. We can see that among these 6 API methods, DBF.newInstance, DBF.newDB, and DB.parse follow a usage pattern in parsing an XML object into a Document. In the Petri net, these three API methods are successive. We can treat these three API methods as a single transition in the Petri net. The reachable paths in the reachability graph are enumerated in increasing order of length. In order to accelerate the speed of enumerating an API sequence that calls these three API methods together, we can shorten the length of the reachable path by creating a new transition and adding shortcuts in the Petri net, as shown in dotted line in Fig. 7 . The new transition pattern takes as input an InputSource and a void object (the void input can be omitted), and its return type is Document. The transition pattern acts as a combination of those three API methods that follow a usage pattern.
After creating the transition pattern and the shortcuts. A firing sequence of transitions in the modified Petri net is shown as follows:
StringReader.<init>; InputSource.<init>; pattern; Document.getDoctype;
The length of the firing sequence is shortened from 6 to 4. The algorithm of sketch generation enumerates reachable paths in increasing order of length. As the length of the reachable paths increases, the search space of programs increases exponentially. So the programs that call these three API methods together can be enumerated earlier than before. Shorten the length of the firing sequence can directly accelerate the speed of sketch generation.
This example gives a case of an API usage pattern, the API methods in which are successive in the Petri net. In practice, there exist some API usage patterns, the API methods of which are not successive. For the example shown in Fig. 8 , in the package of java.awt.geom, the API method Point2D.getX is always called together with Point2D.getY to get the coordinates of the specified Point2D object. These two API methods follow a usage pattern, but they are not successive. In SyPet, the problem of enumerating reachable paths is encoded as a pseudo-boolean problem and use an off-the-shelf SAT solver to solve it. We handle this kind of API usage patterns by adding constraints to the symbolic encoding of the Petri net to increase the probability of calling them together. In this way, the speed of sketch generation can be accelerated.
Both the two strategies to incorporate the information about API usage patterns with the process of program synthesis can accelerate the speed of program synthesis. In the next section, we give a detailed illustration of our approach.
IV. APPROACH
The overview of our approach is shown in Fig. 3 . On the one hand, we construct a Petri net with the API library indicated by the user. On the other hand, we collect open source projects from GitHub and use a tool of API usage pattern mining to mine patterns from these code snippets. After the API usage patterns are mined, we incorporate the information of patterns with the process of synthesis. We use two strategies to incorporate the information about API usage patterns with program synthesis. For those API methods that are successive in the Petri net, we modify the Petri net by adding transitions and shortcuts for these API usage patterns. For those API methods that are not successive, we add constraints to the symbolic encoding of the Petri net to increase the probability of enumerating firing sequences of transitions that call these API methods together.
Then a reachability graph is constructed based on the Petri net. Given the initial and target markings, reachable paths can be enumerated. The firing sequence of transitions in the reachable path corresponds to a program sketch. The sketch is then completed with type-check arguments and variables to form a candidate program. The candidate program is then verified with the test cases. If it passes the test cases, the desired program is returned. If either one of the test cases fails, a new candidate program will be generated through a new completion of the program sketch. If every choice of completion of a sketch is tried, a new program sketch will be generated by enumerating another firing sequence of transitions in the reachable path.
Next, we give a detailed illustration of our approach. We mainly focus on two parts of work: API usage pattern mining and incorporating the information about API usage patterns with sketch generation to accelerate the speed of synthesis. Other parts of the work are beyond the scope of this paper. Please refer to [2] for more details.
A. API USAGE PATTERN MINING
The workflow of mining API usage patterns is shown in Fig. 9 . In order to mine API usage patterns, the first thing is to collect open-source projects from Github. We divide the code snippets in the codebase into several domains according to their functionalities and then extract API call sequences from each domain. Lastly, we mine API usage patterns from each domain separately.
1) DOMAIN DIVISION
The code snippets collected in the codebase have diverse functionalities. Different functionalities may interfere with each other if mining API usage patterns from the whole codebase. We first make a domain division on the codebase to divide the code snippets into different categories according to their functionalities. Here we use the package name as the criterion of a functionality division because API methods in the same package are more likely to implement a specific functionality in certain domains together.
Let's take the package java.awt.geom as an example. We parse every Java class file in the codebase with Eclipse JDT parser, which can identify the import statement of each class file. If the import statements contain java.awt.geom, we divide this Java file into the category of java.awt.geom. Each Java class file may import different classes from many packages so that it may be divided into several categories. If none of its import statements contains java.awt.geom, it will not be divided into this category. In addition, we skip the class files whose name contains ''test'' because these class files are often used to do some unit test which only contain input-output examples or test oracles.
2) API CALL SEQUENCES EXTRACTION
After we have made a domain division for all the code snippets in the codebase, we next extract API call sequences from each category. For each method in a class file, we extract API call sequences in it. We only consider method invocations and class instance creations. The Eclipse JDT tool can resolve the fully qualified name for each API method. So we can figure out the class for each API method with the prefix in its fully qualified name. For example, the API method getX of class Point2D can be resolved as java.awt.geom.Point2D.getX.
For each category, we discard the API methods that do not belong to this package. For example, in the category of java.awt.geom, we only retain the API methods with the prefix java.awt.geom. For the conditional statements, we treat them as sequential statements and extract the API method as is.
For the code snippet shown in Fig. 10 , the API call sequence extracted from this client method is: Lastly, we store all the API call sequences extracted into a single file for each category.
3) API USAGE PATTERN MINING
After the API call sequences are extracted for each category, we mine API usage patterns from these API call sequences. In this paper, we use an off-the-shelf API-usage-patternmining tool named PAM [5] to mine API usage patterns. Unlike existing works that employ frequent sequence mining to mine API usage patterns like MAPO [3] and UPMiner [4] , PAM is a parameter-free probabilistic approach to mine API usage patterns. We use the API call sequences extracted as a training set. It uses the structural Expectation-Maximization (EM) algorithm to infer the most probable API usage patterns from code snippets. It designs a probability distribution over the list of API methods called by client methods and evaluates a proposed API usage pattern by whether it improves the quality of the probabilistic model. The quality of a probabilistic model is measured by whether it assigns a high probability to a training set. The mined API usage patterns are then ranked according to their probability. It can mine API usage patterns that not only occur often but also occur in a sequence more often than expected by chance.
B. INCORPORATING PATTERN INFORMATION WITH SKETCH GENERATION
After we have mined API usage patterns from the code snippets, we next incorporate the information with sketch generation. There are mainly two kinds of API usage patterns. One kind of pattern is made up of API methods that are successive in the Petri net. The other kind is made up of API methods that are not successive. We propose two strategies to deal with these two kinds of usage patterns.
1) MODIFYING THE PETRI NET
For the API usage patterns that are successive in the Petri net, we modify the Petri net by adding a new transition and shortcuts for it. The original transitions for single API methods remain the same. So, if the mined patterns are not what we want, we can still generate correct API sequences from these original transitions.
Since most of the API usage patterns we mined contain only two or three API methods, we do not consider the scenario of using more than three API methods together, which are also rarely seen in practice. For each pattern mined, it contains at least two API methods. We first create a new transition and shortcuts for each two API methods that follow a usage pattern. We use an example to show how we modify the Petri net in Fig. 11 .
Two API methods T 1 and T 2 follow an API usage pattern. We create a new transition pattern to represent this pattern. It can be seen as the combination of two transitions T 1 and T 2 . The places involved in the Petri net can be divided into several cases. For T 1 's preplace P 1 , it is only connected to T 1 with weight w 1 . So we connect it to pattern with weight w 1 . T 2 's preplace P 4 is the same case as P 1 . We connect it to pattern with weight w 3 . For place P 2 , it is the postplace of T 1 and the preplace of T 2 with weight w 2 . We connect it to pattern with weight w 2 − 1 because T 1 can create one token in P 2 after T 1 is fired. For place P 5 , it is the preplace of T 1 and T 2 with weight w 4 and w 5 , respectively. We connect it to pattern with weight w 4 + w 5 .
Another situation is shown in Fig. 12 . For place P 2 in Fig. 12 , it is the preplace of T 1 and T 2 with weight w 3 and w 2 , respectively. At the same time, it is the postplace of T 1 . We connect it to pattern with weight w 2 + w 3 − 1 because T 1 can create one token in P 2 after T 1 is fired. At last, we connect pattern to the postplace of T 2 (P 3 ) with weight 1.
For the patterns that contain three API methods, we create a new transition and shortcuts for each three API methods that follow a usage pattern shown in Fig. 13 . API methods T 1 , T 2 , and T 3 follow an API usage pattern. We create a new transition pattern to represent this pattern. The places involved in the Petri net can be divided into several cases. For T 1 's preplace P 1 , it is only connected to T 1 with weight w 1 . So we connect it to pattern with weight w 1 . T 2 's preplace P 5 and T 3 's preplace P 6 are the same case as P 1 . For place P 2 , it is the postplace of T 1 and the preplace of T 2 with weight w 2 . We connect it to pattern with weight w 2 − 1 because T 1 can create one token in P 2 after T 1 is fired. For place P 3 , it is the same case as P 2 . We connect it to pattern with weight w 3 − 1. For place P 7 , it is the preplace of T 1 , T 2 , and T 3 with weight w 7 , w 8 , and w 9 , respectively. We connect it to pattern with weight w 7 + w 8 + w 9 . Another situation is shown in Fig. 14. For place P 2 in Fig. 14, it is the preplace of T 1 and T 2 with weight w 3 and w 2 , respectively. At the same time, it is the postplace of T 1 . We connect it to pattern with weight w 2 + w 3 − 1 because T 1 can create one token in P 2 after T 1 is fired. For place P 3 , it is the preplace of T 1 , T 2 , and T 3 with weight w 6 , w 5 , and w 4 , respectively. At the same time, it is the postplace of T 2 . We connect it to pattern with weight w 4 + w 5 + w 6 − 1 because T 2 can create one token in P 3 after T 2 is fired. At last, we connect pattern to the postplace of T 3 (P 4 ) with weight 1.
For the patterns contain three API methods like T 1 , T 2 , and T 3 , there may be subpatterns in them like T 1 − T 2 , T 2 −T 3 , or T 1 −T 3 . For these subpatterns, we modify the Petri net as we do to the patterns with two API methods in Fig. 11 , if they are successive in the Petri net.
After modifying the Petri net, the length of the reachable path is shortened. The reachable paths are enumerated in increasing order of length, so the firing sequences of transitions with shorter length can be enumerated earlier. In this way, the API sequences which follow usage patterns can be enumerated earlier, and eventually, the speed of sketch generation can be accelerated.
The shortcuts of pattern transitions are only used in the phase of sketch generation. After a sketch is generated, we need to parse each transition in it. For each pattern transition, we use the name of transitions and places along the original reachable path in the Petri net to name it. For the pattern in Example 1, the pattern transition can be seen as the combination of DBF.newInstance, DBF.newDB, and DB.parse. So we name it as DBF.newInstance <-DBF-> DBF.newDB <-DB-> DB.parse. When parsing a pattern transition in the phase of sketch completion, we can decompose it with the information contained in its name. So we can decompose pattern into those three API methods and continue with the phase of sketch completion.
2) ADDING CONSTRAINTS
There is another kind of API usage pattern that is not successive in the Petri net. We add constraints to the symbolic encoding of the Petri net to incorporate the information with sketch generation. In this part, we only consider the patterns with two API methods because most of these API usage patterns that are not successive in the Petri net are pairwise transitions like Point2D.getX and Point2D.getY.
After constructing the reachability graph based on the Petri net, we need to enumerate reachable paths in the reachability graph. Since it may contain many reachable paths, a better alternative is to encode this problem symbolically and lazily generate reachable paths in increasing order of cost. So in SyPet, the problem of enumerating reachable paths is formulated into a pseudo-boolean problem, and SyPet uses an off-the-shelf SAT solver to solve it. The pseudo-boolean problem is the task of finding a satisfying assignment to a set of PB-constraints that minimizes a given objective function [7] . We enumerate reachable paths in increasing order of length. When enumerating reachable paths of length k, the conditions that need to be met are encoded as pseudoboolean constraints. The constraints are satisfiable if and only if there exists a reachable path of length k in the reachability graph. The heuristic objective function is in the form of c 0 l 0 + c 1 l 1 + . . . + c k−1 l k−1 , where l i is a literal and c i is a coefficient.
In our work, each transition is encoded as a literal. The literal is assigned to one if the corresponding transition is fired in the reachable path and to zero otherwise. We assume these two API methods to be T 1 and T 2 . We create a new variable named eqPattern as a new literal and add constraints to the symbolic encoding of the Petri net shown in (1) to establish a relationship between eqPattern and T 1 , T 2 .
Besides, we add the term eqPattern into the objective function. The pseudo-boolean problem tries to find a solution that minimizes the given objective function. Each literal is whether 1 or 0. So the pseudo-boolean problem prefers eqPattern to be 0. If eqPattern is assigned to 0, then equation (1) becomes:
The only solution for this constraint is to assign 1 to T 1 and T 2 , which ensures T 1 and T 2 are all fired in a reachable path. The pseudo-boolean problem lazily enumerates reachable paths in increasing order of cost (objective function). It will enumerate a path earlier if it has a lower cost, so the reachable path that fires T 1 and T 2 together will be enumerated earlier than before. So by adding the constraints and the objective function, we can increase the probability of calling T 1 and T 2 together in the firing sequence of transitions.
The strategy of adding constraints can also be applied to those API usage patterns that are successive in the Petri net. In implementing, we found that the strategy of adding constraints can bring more overhead than modifying the Petri net. So, we only add constraints for those API usage patterns that are not successive.
For the API usage patterns that are successive in the Petri net, we modify the Petri net to incorporate the information with sketch generation. For the API usage patterns that are not successive, we incorporate the information by adding constraints to the encoding of the Petri net. Either way can accelerate the speed of sketch generation and eventually improve the efficiency of program synthesis.
For each category in the domain division phase, we have mined many API usage patterns from them. Here we do not use all the patterns of them. For each pattern we mined, we either create new transition and shortcuts in the Petri net or add constraints to the encoding of the Petri net. Either way will add up to the complexity of the synthesis procedure and enlarge the program search space. Using all the patterns mined will bring too much overhead. So we only choose a part of the patterns from them. Since the patterns are ranked according to their probability, we choose the top n patterns from them to make a trade-off between the effectiveness and efficiency. In our approach, we choose 40 as the optimal value of n, and the chosen of n is given in Section V through an experiment.
V. EMPIRICAL EVALUATION
In this section, we evaluate our approach with some experiments which aim to address the following research questions: RQ1: How is the performance of our approach compared to the baseline? RQ2: How does the number of patterns used in synthesizing affect the performance of our approach? RQ3: How much improvement can these two strategies of incorporating the information about API usage patterns with synthesis bring to the original approach separately?
A. EXPERIMENT SETUP
We conduct several experiments to answer these research questions. In order to compare our work with the baseline, we collect a set of programming tasks mainly from 3 sources, i.e., online forums like StackOverflow, open-source repositories like GitHub, and Java Cookbook [8] . We manually filter tasks which only consist of loop-free methods and involve some API usage patterns. Finally, we select a total of 20 programming tasks and compare our work with SyPet on these tasks. We also conduct an experiment to study the optimal choice of value n, which represents the number of the top n patterns used in synthesizing. Lastly, we conduct an experiment to study the performance of the two strategies of incorporating the information about API usage patterns with synthesis separately. The code, benchmarks, and results of our tool are available online. 1 All these experiments are conducted on Ubuntu 16.04 OS with Intel Xeon E5-2682v4 and a RAM of 64GB.
1) DATASET
In order to mine API usage patterns, we use the DataSet from GitHub Java corpus [9] which is available online. 2 1 https://github.com/liubinbin0032/sypet/tree/pattern 2 http://groups.inf.ed.ac.uk/cup/javaGithub/ It is a collection of Java code which has been filtered to have an above-average quality. This corpus contains a total of 14,436 projects. We divide the code snippets into 8 domains that are Math (org.apache.commons. math(3).linear), Geometry (java.awt.geom), Joda Time (org.joda.time), Java Text (javax.swing. text), XML (javax.xml. parsers), Regex (java. util.regex), Date Format (java.text), and Java IO (java.io).
We extract API call sequences from these class files for each domain and then mine API usage patterns from them. The number of Java class files and API call sequences extracted from each domain are listed in Table. 2. We discard the patterns which contain only one API method. The number of patterns mined from each domain is also listed in Table. 2.
The work of API usage pattern mining is a one-time job that is mined offline. The API usage patterns are independent of the programming tasks, and they once mined, can support different tasks in synthesis. The time of API usage pattern mining for each domain is also listed in Table. 2.
We select 20 API usage patterns from these 8 domains, as shown in Table. 3. The first column gives the names of the domain, and the second column are the API usage patterns we selected from them. Each API usage pattern contains several API methods that are given in its fully qualified name. We collect one programming task for each pattern we selected, the id of which is shown in the last column of the table.
2) BASELINE AND METRICS
As a baseline, we use the open-source version of SyPet. 3 The open-source version of SyPet is slower than the times reported in paper [2] for two reasons. First, the synthesis time reported in [2] does not include the time of constructing the Petri net (Soot Time). In our paper, we take this part of time into consideration because it is also an essential part of synthesis. Second, paper [2] reports times for a closed-source version of SyPet, which includes two optimizing strategies. However, they are not available in the open-source version. There are also some domain heuristic strategies in dealing with specific tasks. For fairness, we also remove them from the open-source version of SyPet.
In order to evaluate the performance of our work quantitatively, we use the synthesis time as the metrics. In all the experiments, we set TIMEOUT to 30 minutes. If the synthesis of a task reports TIMEOUT, then 1800 seconds will be recorded as the time cost of this task when calculating the average synthesis time. The synthesis time of a task in our experiments includes all the time for the Petri net construction (soot time), sketch generation and completion, candidate program compilation, as well as the time of running test cases. Besides, we use the number of paths and programs generated until a satisfiable solution is returned to illustrate the efficiency of the synthesis tools. The fewer the number of paths and programs, the more efficient the tool is.
B. RQ1: COMPARING OUR APPROACH WITH SYPET
We conduct an experiment to compare our work with SyPet on synthesizing these 20 programming tasks. The summary of the result is shown in Table. 4. In this experiment, we choose the optimal value of n as 40, which is studied in RQ2.
The column ''Description'' gives the natural language description of the programming task. The ''#Comps'' column represents the number of API methods in the solution of the task, which shows the size of the program. Among the 20 programming tasks, the size of the program range from 2 to 8, and the average size of these programming tasks is 4.3. The column of ''Pattern'' and ''SyPet'' give the synthesis time of our approach and SyPet, respectively. Among the 20 programming tasks, 19 tasks' synthesis time is decreased (in bold). On average, our approach can reduce the synthesis time by 86.02%. The first task can be solved by our approach, which cannot be solved before. This shows the potential of our approach in solving more complicated tasks. For task 15, the time spent by our approach is higher than SyPet. The desired API usage pattern for task 15 ranks the 3rd among all the patterns in the same category. When n is set to 10, the synthesis time reaches the lowest value (52.97s on our platform). When n adds up to 40, the overhead of adding unrelated new transitions and shortcuts, as well as adding the constraints, is the reason why we spend more time.
The column ''#Paths'' and ''#Programs'' indicate the number of sketches and candidate programs searched until the desired method is returned, which are consistent with the synthesis time. Among the 20 tasks, 15 tasks' sketches and candidate programs are reduced. 4 tasks' sketches and programs are the same as SyPet, and one is more than SyPet. On average, the number of sketches is reduced by 76.19%, and the number of candidate programs is reduced by 74.20% (excluding task 1, which reports TIMEOUT by SyPet).
From the experiment results above, both the synthesis time and the number of sketches and programs searched are reduced by our approach. So, we can conclude that:
Answer to RQ1: By incorporating the information about API usage patterns, our approach can significantly accelerate the speed of sketch generation and eventually improve the efficiency of program synthesis.
C. RQ2: PERFORMANCE UNDER DIFFERENT PARAMETER SETTINGS
In order to get the optimal value of n, which indicates how many patterns will be used in synthesizing, we conduct an experiment to study the performance of our approach under different parameter settings. We alter n from 0 to 100, 150, and 200. 0 means we do not incorporate the information about API usage patterns with the original Petri net-based approach (the open-source version of SyPet). Since the number of mined API usage patterns does not exceed 200, 200 means we use all the patterns we mined in synthesizing.
The synthesis time and the number of sketches of our approach under different n values are shown in Fig. 15 . To show the trend more clearly, we give the numbers of sketches divided by 3.
We can see that the synthesis time declines a little when n increases from 0 to 10. That is because most of the API usage patterns we need do not rank among the top 10 results of the patterns we mined. If the desired pattern is not included, it only adds up to the overhead by incorporating the information about API usage patterns with the process of synthesis. When n is 40, the synthesis time reaches the lowest value. That is because the top 40 patterns we mined can overlap most of the API usage patterns we desired. So the synthesis time can be significantly reduced. When n increases from 40 to 200, the synthesis time increases gradually and fluctuates. That is because the number of patterns we used is increasing, which adds up to the overhead of the process of sketch generation. This trend is consistent with the number of sketches under different n values. Here we take the natural logarithm for each synthesis time to deal with the problem of data sparsity. We can see that when n is set to 40, it has the lowest average value and median value. The synthesis time of the 20 tasks are more concentrated to a lower value when n is set to 40.
From the experiment results above, we can conclude that:
Answer to RQ2: The optimal value of n is 40.
D. RQ3: PERFORMANCE OF THE TWO STRATEGIES
In order to study the performance of two strategies of incorporating the information about API usage patterns with synthesis, we conduct an experiment with one configuration of only modifying the Petri net, and another of only adding constraints to the encoding of the Petri net.
The results are shown in Table. 5. The column ''PN'' indicates the synthesis time for only applying the strategy of modifying the Petri net and the column ''CONS'' gives the synthesis time for only applying the strategy of adding constraints. Comparing column ''PN'' with ''SyPet'', we can see that the average time is reduced by 83.79%. 18 out of 20 tasks' synthesis time is reduced by applying this strategy (in bold). Comparing column ''CONS'' with ''SyPet'', the average time is reduced by 4.36%. 17 out of 20 tasks' synthesis time is reduced by applying this strategy (in bold). We can see that only by adding constraints, the synthesis time is reduced only a little. That is because most of the API usage patterns we select in the programming tasks are successive in the Petri net. So they cannot be accelerated by only applying the strategy of adding constraints. For certain task that involves pairwise API usage pattern such as task 4, the synthesis time is reduced 51.49%, which can show the effectiveness of this strategy. Fig. 17 shows the synthesis time distribution for different strategies. We can see that both ''Pattern'' and ''PN'' can significantly reduce the synthesis time, and ''CONS'' can reduce the synthesis time a little. This indicates both the strategy of modifying the Petri net and adding the constraints are helpful in accelerating the speed of synthesis.
Answer to RQ3: Both the strategies of incorporating the information about API usage patterns with synthesis is effective on certain kind of tasks. They can all improve the efficiency of program synthesis. 
VI. THREATS TO VALIDITY A. INTERNAL THREATS
The first threat to the internal validity may arise from the criterion we choose to make the domain division, which may affect the quality of the API usage patterns. Another threat to our results comes from the settings of our experiment. For instance, the number of patterns (n value) we selected is affected by the API usage patterns involved in the programming tasks. In our experiment, we are trying to find an optimal value to make a trade-off between the effectiveness and efficiency of all the tasks we selected. The API usage patterns discussed in our work may also be a threat. In our work, if some API methods are frequently called together, we treat them as a usage pattern, which may bring subjectivity.
B. EXTERNAL THREATS
The first threat to the external validity of results may be the open-source projects we collected from GitHub. Although the corpus has been filtered to have an above-average quality, we cannot say how representative it is in practice. This may affect the API usage patterns mined from them. Another external threat arises from the programming tasks we selected. The set of programming tasks is collected from multi-sources and filtered manually, which will bring subjectivity.
VII. RELATED WORK
There are many work that is related to our work. We mainly discuss three categories of work in this section.
A. PROGRAM SYNTHESIS
Program synthesis is one of the most central problems in the theory of programming [10] . To date, many different approaches have been proposed in program synthesis.
1) PROGRAMMING BY EXAMPLE (PBE)
In our work, the user is required to provide test cases in the form of input-output examples. In this way, our work has something in common with PBE. In PBE, the user intent is described in the form of input-output pairs. PBE usually designs a domain-specific language to constraint the program space and generates programs in the designate DSL.
Various techniques are combined to accelerate the search process [11] . PBE has widely been used in different application domains such as string processing [12] [13] , data manipulation [14] [15] , and geometry construction [16] , etc.
2) PROGRAM SKETCHING
In our work, the process of program synthesis is decomposed into two phases of sketch generation and sketch completion. There is a related subfield of program synthesis named program sketching. In program sketching, the user intent is provided as a program sketch, and the rest of the implementation of the program is left to the synthesis procedure [17] [18] [19] . Program sketching is always combined with the technique of constraint solving, which is also an important part of our work used in sketch generation and sketch completion.
3) COMPONENT-BASED SYNTHESIS
Component-based synthesis is to assemble a loop-free program from a given library of components. It has been used to generate programs in many domains like bit-vector programs [20] , deobfuscating [21] , string manipulation [22] , and table transformation [23] , etc. Components in these work mostly are domain-specific functions that may be used in the desired program. Unlike these work, the components in our work are API methods in general Java language.
B. API MODELING
In our work, we use Petri net to model the API methods and their relationships. There are some related work in modeling APIs. Prospector [24] uses a signature graph to represent API ''Jungloids'', the nodes of which are the class types declared by the API, and the edges represent the elementary jungloids of the API. Another work models API invocations as an API graph [25] for API reuse where its nodes represent classes or methods, and its edges indicate the invocation relationship between the nodes. T2API [26] uses an API usage graph [27] to synthesize API usage template from a query that can represent data and control dependencies among API elements. Unlike these work, Petri net represents API methods and data types separately and can represent the procedure of consuming and creating tokens, which contains more information about API usage.
C. API USAGE PATTERN MINING
With the unprecedented growth in the amount of source code available online and the rapid development of the technique of data mining and machine learning, there emerges many work on API usage pattern mining. MAPO [3] first extracts API method call sequences from code snippets and then applies a clustering on them to mine API usage patterns. UPMiner [4] applies a two-step clustering strategy to mine API usage patterns from code snippets, which can effectively reduce redundancy and improve the succinctness of the mined API usage patterns. PAM [5] is a near parameter-free probabilistic API mining method. It uses a probabilistic model to infer the most interesting API call patterns. In our work, we use PAM to mine API usage patterns from code snippets.
VIII. CONCLUSION
In this paper, we propose a novel approach to accelerate the speed of API-based program synthesis via API usage pattern mining, which is a general approach that can be applied to any approach of API-based synthesis. We implement our approach on SyPet and propose two strategies to deal with two different kinds of API usage patterns. Either way can accelerate the speed of sketch generation and eventually improve the efficiency of program synthesis. The experiments on a set of real programming tasks show that our approach can synthesize more tasks in less time than existing work.
We have demonstrated that the information of API usage patterns can help to accelerate the speed of program synthesis. However, there are still more potentialities that can be dug. Now only the API usage pattern itself is used in our work. Actually, an API usage pattern has specific functionality that can be mined from a large code corpus. Incorporating the functionality of API usage patterns with the functionality of our desired method will help us to recognize more accurate API usage patterns that may be used in our task. On the other hand, each mined API usage pattern is accompanied by a probability. Combining this probability with the functionality similarities between the API usage patterns and the desired method and constructing a probabilistic model will also bring some improvement to the efficiency of synthesis. Since our approach is a general approach, we plan to implement it on other tools of API-based synthesis to make our work more generalized. All these aspects will be considered in our future work.
