In this paper, we study the averaging principle for a class of stochastic differential equations driven by α-stable processes with slow and fast time-scales, where α ∈ (1, 2). We prove that the strong and weak convergent order are 1 − 1/α and 1 respectively. We show, by a simple example, that 1 − 1/α is the optimal strong convergent order.
Introduction
Multiscale models involving "slow" and "fast" components appear naturally in various fields, such as in nonlinear oscillations, chemical kinetics, biology, climate dynamics, etc, see, e.g., [3, 12, 22, 33] and the references therein. The averaging principle for multiscale models describe the asymptotic behavior of the slow component as the scale parameter ǫ → 0. In [23] , Khasminskii established an averaging principle for the stochastic differential equations driven by Wiener noise. Since this pioneering work, many people studied averaging principles for various stochastic systems, see, e.g., [23, 24, 25, 26, 27, 28, 37, 30] for the averaging principles for stochastic differential equations, and see, e.g., [7, 8, 9, 11, 13, 14, 15, 16, 17, 18, 19, 38] for averaging principles for stochastic partial differential equations.
In this paper, we consider the following multiscale model for stochastic differential equations driven by α-stable processes (α ∈ 1, 2)):
where {L 1 t } t 0 and {L 2 t } are independent d 1 and d 2 dimensional isotropic α-stable processes, ǫ is a small and positive parameter describing the ratio of the time scale between the slow component X ǫ
In the papers mentioned above, the stochastic systems are driven by continuous noises. However, in many applications, stochastic systems driven by discontinuous noises appear naturally. Recently, there have been many papers studying the averaging principle for slowfast stochastic systems driven by jump noises (see, e.g., [21, 29, 40, 41, 42, 43] ). However, in all these papers, the noises are assumed to have finite second moment. This excludes the important α-stable noises, since they only have finite p-th moment for p ∈ (0, α).
Slow-fast stochastic systems driven by α-stable noises have attracted some attention recently. Zhang et al. [44] studied data assimilation and parameter estimation for a multiscale stochastic system with α-stable Lévy noise; Zulfiqar et al. [45] studied slow manifolds of a slow-fast stochastic evolutionary system with stable Lévy noise; Bao et al. [2] studied the strong averaging principle for two-time scale stochastic partial differential equations driven by α-stable noise. In [36] and [10] , the first named authors and his collaborators studied the strong averaging principle for stochastic Ginzburg-Landau equation and stochastic Burgers equations driven by α-stable processes respectively.
In [2, 10, 36] , because of the time discretization method used there, no satisfactory convergence rate was obtained. However, the convergence rate is very important for numerical purposes. See, for instance, the well-known heterogeneous multi-scale method used in [6, 12] used to approximating the slow component. The convergence rate is also very important for functional limit theorems in probability and homogenization, see e.g. [25, 31, 32, 38] .
Strong and weak convergent rates for slow-fast stochastic systems have been studied extensively (e.g., see [20, 28, 29, 43, 34] for the finite dimension case, and [4, 5, 11, 15] for the infinite dimension case). Khasminskii's time discretization technique is usually used to study the strong convergence rate (see [20, 28, 29, 5] ), while the method of asymptotic expansion of solutions of Kolmogorov equations in the parameter ǫ is usually used to study the weak convergence rate (see [4, 11, 15, 24, 25, 43] ).
It is well known that, for systems driven by Wiener noise, the optimal strong convergence rate is 1/2 and the weak convergence rate is 1. A natural and important question is the following: for systems driven by α-stable noises, what are the optimal strong and weak convergence rates? The purpose of this paper is to establish strong and weak convergence rates for the stochastic system (1.1). We will prove that the weak convergent order is still 1, but the strong convergent order is 1 − 1/α. We will show, by a simple example, that the strong convergence rate 1 − 1/α is optimal.
The main technique used in this paper is based on the Poisson equation, which is inspired from [5] (see also [31, 32, 34, 35] ). It is very useful in obtaining the optimal strong convergence order. The main difficulty is in analyzing the regularity of the solution Φ(x, y) of the corresponding Poisson equation. More precisely, we need to study the regularity of the solution to the following Poisson equation in R d 2 :
where x ∈ R d 1 is a parameter and L 2 (x) is the non-local operator defined by (4.1) below, which is the infinitesimal generator of the corresponding frozen equation. In the case of Wiener noise, one needs the C 2 -regularity of Φ with respect to x in order to apply Itô's formula to X ǫ t . However, in the case of α-stable noise, C α+ -regularity of Φ with respect to x is enough for the application of Itô's formula. Thus in this paper, we will only assume b has C α+ -regularity with respect to x.
The organization of this paper is as follows. In the next section, we introduce some notation and state our main results. In Section 3, we prove some a prior estimates and study the frozen and averaged equations. Section 4 is devoted to studying the regularity of the solution for the Poisson equation. The strong and weak convergence rates are proved in Subsections 5.1 and 5.2 respectively. Throughout this paper, C and C T stand for constants whose value may change from line to line, and C T is used to emphasize that the constant depends on T .
Notations and Main results
We first introduce some notation throughout this paper. R d stands for the d-dimensional Euclidean space and N + stands for the collection of all the positive integers. We will use | · | and ·, · to denote the Euclidean norm and Euclidean inner product respectively. We use · to denote the matrix norm. For any k ∈ N + and δ ∈ (0, 1), we define
u and all its partials up to order k are continuous},
all the k-th order partials of u are δ-Hölder continuous}.
means that (i) for all d 1 -tuple β and d 2 -tuple γ with 0 ≤ |β| ≤ k 1 0 ≤ |γ| ≤ k 2 and |β| + |γ| ≥ 1, the partial ∂ β x ∂ γ y u is bounded continuous; and (ii) for any |β| = k 1 and 0 |γ| 1, ∂ β x ∂ γ y u is δ 1 -Hölder continuous with respect to x with index δ 1 uniformly in y, and for any |γ| = k 2 , ∂ γ y u is δ 2 -Hölder continuous with respect to y with index δ 2 uniformly in x.
If
, we denote ∂ i x ∂ j y u by the i-order and j-order partial derivatives with respect to x and y respectively, where 0 i k 1 , 0 j k 2 , 1 i + j k 1 + k 2 .
We say that a vector -valued function on R d is in C k (R d ) is all its components belong to C k (R d ). Other notation should be interpreted similarly.
From now on, we assume that {L 1 t } t 0 and {L 2 t } are independent d 1 and d 2 dimensional isotropic α-stable processes, α ∈ (1, 2), on a complete probability space (Ω, F , P) and {F t , t 0} is the natural filtration generated by L 1 t and L 2 t . We also assume that b :
Our first result is as follows.
with some γ ∈ (α − 1, 1) and δ ∈ (0, 1), and that there exists β > 0 such that for any x ∈ R d 1 ,
Then for any initial value (x, y)
2)
where C is a positive constant depending on p, T, |x|, |y|, andX is the solution of the following averaged equation,
whereb(x) = R d 2 b(x, y)µ x (dy) and µ x denotes the unique invariant measure for the transition semigroup of the corresponding frozen equation
Remark 2.2. The estimate (2.2) implies that the strong convergent order is 1 − 1/α, i.e., E|X ǫ t −X t | Cǫ 1−1/α , t > 0. We are going to show via an simple example that 1 − 1/α is the optimal order. Consider
s . Note that the corresponding frozen equation is
Then it is easy to prove {Y y t , t 0} has a unique invariant measure with mean zero. Thus, the corresponding averaged equation is
Put Z ǫ t := t 0 Y ǫ s ds, then it is easy to see that
ǫ (s−r) ds dL 2 r . By some simple computation, we obtain the characteristic function of Z ǫ t as follows:
where ψ(x) = −C α |x| α . Using this, we can get that
. The following is our second main result about the weak convergent rate.
Theorem 2.3. (Weak convergence) Suppose that the assumptions in Theorem 2.1 holds. Further assume that b is uniformly bounded and
b, f ∈ C 2+γ,2+γ b with γ ∈ (α − 1, 1). Then for any φ ∈ C 2+γ b (R d 1 ), initial value (x, y) ∈ R d 1 × R d 2 and T > 0, we have sup t∈[0,T ] |Eφ(X ǫ t ) − Eφ(X t )| Cǫ,(2.
4)
where C is a positive constant depending on T , φ C 2+γ b , |x| and |y|, andX is the solution of the corresponding averaged equation (2.3).
A priori estimates, frozen and averaged equations
This section is a preparation for the proofs of our main results. In Subsection 3.1, we give some a priori estimates of the solution (X ǫ t , Y ǫ t ). In Subsection 3.2, we introduce the frozen equation and give some estimates of the solution, then prove the exponential ergodicity of the corresponding semigroup. In the final subsection, we study the averaged equation.
3.1. A priori estimates of (X ǫ t , Y ǫ t ). First we give a quick review of isotropic stable processes. Recall thatL 1 t and L 2 t are independent isotropic α-stable processes in R d 1 and R d 2 respectively. They purely discontinuous Lévy processes and for k = 1, 2,
and the corresponding compensated Poisson measure is given by
By Lévy-Itô's decomposition, one has
Now, we give the existence and uniqueness of solution to system (1.1) and its uniform p-th moment with respect to ǫ ∈ (0, 1).
Lemma 3.1. Suppose the assumptions in Theorem 2.1 hold. Then for any
, t 0} to system (1.1). Moreover, for any p ∈ [1, α) and T > 0, there exists a constant C p,T > 0 such that
Proof.
Since b, f are globally Lipschitz continuous with respect to (x, y), by [1, Theorems 6.2.3 and Theorem 6.2.11], there exists a unique solution {(X ǫ t , Y ǫ t ), t 0} to the system (1.1). Next, we estimate the solution. By the Burkholder-Davis-Gundy inequality, we have for any 1 p < α,
It is easy to see
Grownall's inequality yields
Then for any y ∈ R d 2 , it is easy to check that
and
Note that Y ǫ t can be rewritten as
Using Itô formula and taking expectation on both sides, we get
For the term J 1 (t), by condition (2.1), there exists η > 0 such that
For the term J 2 (t), by changing variable y = ǫ −1/α z and (3.5), we obtain
and by (3.4), we have
Now the comparison theorem implies that for any t 0, 
(3.10)
Using that f (x, ·) ∈ C 1 b , one can easily show that, for any frozen x ∈ R d 1 and initial data y ∈ R d 2 , the equation (3.10) has a unique strong solution {Y x,y t } t 0 . Furthermore, we have the following estimate, which will be used later. 
Proof. The estimate (3.11) can be proved easily using the same argument in the proof of (3.2), we omit the details. Now we prove (3.12) . For any fixed T 1, define
For the term I 1 (t), the condition (2.1) implies
For the term I 2 (t), by the Burkholder-Davis-Gundy inequality and (3.13), we have 
For the term I 4 (t), by (3.13) again, we obtain 
The proof is complete.
Remark 3.3. Note that for any ε > 0,
where
is also an α-stable process, with the same law as {L 2 t , t 0}. We define another process {Ỹ ε t , t 0} bỹ
On one hand, using the condition sup x∈R d 1 |f (x, 0)| < ∞ and by the same argument as in the proof of (3.12), we can easily obtain
On the other hand, by a comparison with (3.19) and (3.20) , the processes {Y ε tε , t 0} and {Ỹ ε t , t 0} have the same law. As a consequence, for ε small enough,
and condition (2.1) holds. Then for any t 0,
where C is a constant independent of t.
Proof. Note that
Then by condition (2.1) and Young's inequality, we get
Hence, the comparison theorem yields for any t 0,
It is easy to see that the solution {Y x,y t } t 0 is a time homogeneous Markov process. Let {P x t } t 0 be the transition semigroup of Y x,y t , i.e., for any bounded measurable function ϕ :
Then condition (2.1) implies that P x t has a unique invariant measure µ x (see [39, Theorem 1.1]), and (3.11) implies sup x∈R d 1 R d 2 |z| p µ x (dz) < ∞, for any p ∈ (0, α). The following is the exponential ergodicity for the transition semigroup of the frozen equation, which plays an important role later in the paper. Proposition 3.5. Assume that f (x, ·) ∈ C 1 b and condition (2.1) holds. Then for any function g ∈ C 1 b , there exists a positive constant C such that for any t 0 and y ∈ R d 2 ,
22)
Proof. By the definition of invariant measure and Lemmas 3.4, for any t 0 we have
3.3. The averaged equation. Now, we introduce the averaged equation as follows,
and µ x is the unique invariant measure for the transition semigroup of Eq.(3.10).
Lemma 3.6. Suppose that the assumptions in Proposition 3.5 hold and that b ∈ C 1,1 b . Then for any x ∈ R d 1 , Eq.(3.23) has a unique solutionX t . Moreover, for any T > 0, there exists a constant C T > 0 such that for any 1 p < α,
Proof. By Proposition 3.5 and Lemma 3.4, for any t > 0,
Letting t → ∞, we arrive at the Lipschitz continuous property ofb. Hence by [1, Theorems 6.2.3 and Theorem 6.2.11], there exists a unique solution {X t , t 0} to Eq. (3.23). Moreover, estimate (3.24) can be easily obtained by following a similar argument as in the proof of (3.1). The proof is complete.
Poisson equations for non-local operators
In this section, we study the Poisson equation (1.2) with
(4.1)
The regularity of the solution of the Poisson equation with respect to its parameters have been studyied in many references, see e.g., [32, 34, 35] . However, our operator L 2 (x) is non-local, we can not use the results in papers mentioned above.
Proposition 4.1. Suppose the assumptions in Theorem 2.1 hold. Define
, and there exists C > 0 such that
Moreover, for any θ ∈ (0, 1], there exists C θ > 0 such that for any
Proof. We will divide the proof into three steps.
Step 1. Using that L 2 (x) is the infinitesimal generator of the transition semigroup of the frozen process {Y x,y t } t 0 , one can easily check that (4.2) is a solution of the Poisson equation (5.2). Moreover, by straightforward computation, we can see that Φ(·, y) ∈ C 1 (R d 1 , R d 
By Proposition 3.5, we have
which implies the first estimate in (4.3). Note that
Then by Lemma 3.4, we have
Thus, by the boundedness of ∂ y b(x, y) , there exists C > 0 such that
which implies the second estimate in (4.3). Now, we defineb
Thus, to prove (4.4) and (4.5), it suffices to show for any θ ∈ (0, 1], there exist C θ > 0 and η > 0 such that for any t 0 > 0, t > 0, x ∈ R d 1 and y ∈ R d 2 , we have
which will be proved in the following two steps.
Step 2. In this step, we will prove (4.8). By the Markov property,
Thus
(4.11)
, combining this with (4.7) and the boundedness of ∂ y b(x, y) , we get
Next, if we can show that for any θ ∈ (0, 1], there exists C θ > 0 such that for any t 0,
Then, by (4.10), estimates (4.11)-(4.13) and (3.11), we have
which proves (4.8).
Now, we are ready to prove (4.13). Indeed,
We first deal with the terms S 1 and S 2 . By the boundedness of ∂ x b(x, y) , ∂ y ∂ x b(x, y) and ∂ 2 y b(x, y) , we have for any θ ∈ (0, 1],
and by the boundedness of ∂ y b(x, y) and estimate (4.11),
For the term S 3 , by the assumption f ∈ C 1+γ,2 b , condition (2.1) and a straightforward computation, we can see that for any
Then by (4.11) and (4.16), it is easy to see
Now (4.13) follows easily from (4.14)-(4.17).
Step 3. In this step, we will prove (4.9). Recall that
Then we get for any x 1 , x 2 ∈ R d 1 , y ∈ R d 2 and t, t 0 > 0,
(i) For the term Q 1 , recall that
which implies
By the assumption that ∂ x ∂ y b(x, y) is Hölder continuous with respect to x with index γ and Lemma 3.4, we get that
By the boundedness of ∂ x ∂ 2 y b(x, y) and ∂ x ∂ y b(x, y) , we obtain
where the last inequality is due to Lemma 3.4 and estimate (4.16) . Note that y) is Hölder continuous with respect to y with index δ, we have
The
is Hölder continuous with respect to x with index γ and ∂ 2 y f (x, y) is Hölder continuous with respect to y with index γ, and ∂ x ∂ 2 y f (x, y) is uniformly bounded. By a straightforward computation, we get
Using (4.16) and (4.22), we get
Combining (4.20), (4.21) and (4.23), we get 
(ii) For the term Q 2 , note that
Combining this with with (4.11) and (4.7), we get
(iii) For the term Q 3 , by a similar argument as in the proof of (4.26), we have
which, together with (4.26), implies
Combining (4.25), (4.27) and (4.28), we get (4.9). The proof is complete.
Proof of main results
In this section, we give the proofs of Theorem 2.1 and Theorem 2.3. Our arguments is based the Poisson equation and is inspired by [5] (see also [31, 32, 34, 35] ).
The Proof of Theorem 2.1. Note that
Using the Lipschitz continuity ofb, one can easily show that for any p ∈ [1, α) ,
Grownall's inequality implies
(5.1) 
5.2. The Proof of Theorem 2.3. We consider the following Kolmogorov equation:
where φ ∈ C 2+γ b (R d 1 ) andL 1 is the infinitesimal generator of the transition semigroup of the averaged equation (3.23), which is given bȳ Note thatũ t (t, X ǫ t ) = φ(X ǫ t ),ũ t (0, x) = Eφ(X t (x)) and ∂ sũ t (s, X ǫ s ) = −L 1ũ t (s, X ǫ s ), we have
For any s ∈ [0, t], x ∈ R d 1 , y ∈ R d 2 , define Moreover,Φ t (·, x, y) ∈ C 1 ([0, t]),Φ t (s, ·, y) ∈ C 1 (R d 1 ),Φ t (s, x, ·) ∈ C 2 (R d 2 ) and for any T > 0, t ∈ [0, T ],θ ∈ (0, 1], there exist C T , C T,θ > 0 such that the following estimates hold: Using Itô's formula and taking expectation on both sides, we get 
Finally, using (5.13), (5.14), (5.15 ) and an argument similar to that used in the proof of (5.6), we easily get
where C is a constant depending on T , x and y. The proof is complete.
