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The perturbative variational formulation of the Vlasov-Maxwell equations is presented up to third
order in the perturbation analysis. From the second and third-order Lagrangian densities, respec-
tively, the first-order and second-order Vlasov-Maxwell equations are expressed in gauge-invariant
and gauge-independent forms. Upon deriving the reduced second-order Vlasov-Maxwell Lagrangian
for the linear nonadiabatic gyrokinetic Vlasov-Maxwell equations, the reduced Lagrangian densi-
ties for the linear drift-wave equation and the linear hybrid kinetic-magnetohydrodynamic (MHD)
equations are derived, with their associated wave-action conservation laws obtained by Noether
method. The exact wave-action conservation law for the linear hybrid kinetic-MHD equations is
written explicitly. Lastly, a new form of the third-order Vlasov-Maxwell Lagrangian is derived in
which ponderomotive effects play a crucial role.
I. INTRODUCTION
The dynamical reduction of the Vlasov-Maxwell equa-
tions provides a systematic pathway toward the formal
derivation of the nonlinear gyrokinetic Vlasov-Maxwell
equations, which are used extensively in the investigation
of the turbulent evolution of fusion magnetized plasmas
[1–3]. The modern derivation of the gyrokinetic Vlasov-
Maxwell equations [1] is based on a series of phase-
space transformations generated by a canonical gener-
ating function S, which succeeds in decoupling the fast
gyromotion from the intermediate bounce/transit motion
along the field lines and the slow drift motion across the
field lines.
The purpose of the present paper is to explore the
perturbative variational formulation of the exact and re-
duced Vlasov-Maxwell equations, from which exact con-
servation laws for the linearized and nonlinear Vlasov-
Maxwell equations are derived by Noether method [4]. In
particular, we derive the exact wave-action conservation
laws for the linear exact and reduced Vlasov-Maxwell
equations without requiring the WKB approximation (as
is assumed in the standard derivation [5]). It is impor-
tant to note, however, that these conservation laws are
exact only within the limits in which they are derived,
i.e., they will not be valid whenever higher-order effects
(or additional physics not included in the model) must
be taken into account.
A. Geometric Lie-transform perturbation theory
It was previously shown [6] that perturbed Hamilto-
nian dynamics can be represented geometrically in terms
of two Hamiltonian functions, with the generating func-
tion S acting as the Hamiltonian for the perturbation
evolution
dzα/dǫ ≡ {zα, S}, (1)
where perturbations are now treated as a continuous pro-
cess, and the Hamiltonian H acting as the generating
function for infinitesimal canonical transformations de-
scribed by the standard canonical Hamilton equations
dzα/dt ≡ {zα, H}. (2)
Both Hamiltonian functions H and S (which has units
of action since ǫ is dimensionless) depend on the canon-
ical phase-space coordinates z = (x,p), the time t, and
the perturbation variable ǫ (with ǫ = 0 representing an
arbitrary reference state).
The condition that the two Hamiltonian operators
d/dt ≡ ∂/∂t+{ , H} and d/dǫ ≡ ∂/∂ǫ+{ , S} commute
(i.e., the order of temporal and perturbative evolutions
is immaterial) yields the relation
0 =
[
d
dt
,
d
dǫ
]
f =
d
dt
(
df
dǫ
)
−
d
dǫ
(
df
dt
)
=
{
f,
(
∂S
∂t
−
∂H
∂ǫ
+ {S, H}
)}
, (3)
where the function f(z, t, ǫ) is arbitrary. Here, we used
the definitions
d
dt
(
df
dǫ
)
=
∂2f
∂t∂ǫ
+
{
∂f
∂t
, S
}
+
{
f,
∂S
∂t
}
+
{
∂f
∂ǫ
+ {f, S}, H
}
,
d
dǫ
(
df
dt
)
=
∂2f
∂ǫ∂t
+
{
∂f
∂ǫ
,H
}
+
{
f,
∂H
∂ǫ
}
+
{
∂f
∂t
+ {f,H}, S
}
,
and, after cancellations, we used the Jacobi property
of the Poisson bracket:
{
{f, S}, H
}
+
{
{H, f}, S
}
=
−
{
{S,H}, f
}
, to obtain Eq. (3). Since this relation
must hold for any function f , we obtain the constraint
between the Hamiltonians S and H :
∂S
∂t
−
∂H
∂ǫ
+
{
S, H
}
≡ 0, (4)
2which appears prominently in Lie-transform Hamiltonian
perturbation theory [7, 8].
For practical applications of the Hamiltonian con-
straint (4) in Vlasov-Maxwell theory, we now consider
the following perturbation power expansions
S ≡
∞∑
n=1
n ǫn−1 Sn (5)
and
H =
1
2m
∣∣∣p− e
c
A
∣∣∣2 + eΦ ≡ ∞∑
n=0
ǫnHn, (6)
where the expansion (5) simply mirrors the expansion
∂H/∂ǫ =
∑
n=1 n ǫ
n−1Hn. In addition, the electromag-
netic potentials and fields are expanded as
(Φ,A; E,B) ≡
∞∑
n=0
ǫn (Φn,An; En,Bn), (7)
where En ≡ −∇Φn − c
−1∂An/∂t and Bn ≡ ∇×An
are derived from the electromagnetic potentials (Φn,An).
By substituting these expansions into Eq. (4), we recover
the first two Lie-transform perturbation equations [8]
d0S1
dt
= H1 = e
(
Φ1 −
v0
c
·A1
)
, (8)
d0S2
dt
= H2 −
1
2
{S1, H1}
= e
(
Φ2 −
v0
c
·A2
)
+
e2
2mc2
|A1|
2
−
1
2
{S1, H1}, (9)
where d0/dt ≡ ∂/∂t+ { , H0} is the unperturbed Hamil-
tonian evolution operator, expressed in terms of the un-
perturbed Hamiltonian H0 ≡ m|v0|
2/2 + eΦ0, where
v0 ≡ [p − (e/c)A0]/m denotes the unperturbed particle
velocity. Here, we note that the evolution of S2 explicitly
involves the second-order potentials (Φ2,A2) as well as
the quadratic ponderomotive Hamiltonian − 12{S1, H1},
which involves the solution of the first-order equation
d0S1/dt = H1. These ponderomotive effects will appear
prominently in the third-order action functional to be
derived in Secs. II and V.
Before proceeding with our perturbation analysis of the
Vlasov-Maxwell equations, however, we need to specify
under what conditions this analysis may be valid. The
use of perturbation methods has an extensive history in
plasma physics [7–11] and each application requires a spe-
cific ordering (i.e., the identification of a small dimen-
sionless parameter ǫ) based on the space-time-scale sep-
aration of the reference and perturbed Vlasov-Maxwell
states. It is, therefore, useful to consider the first-
order perturbed fields (S1,Φ1,A1) to represent small-
amplitude linear waves that perturb the Vlasov-Maxwell
reference state, which will be described in terms of a
second-order variational formulation. Hence, the stabil-
ity of the reference state can be investigated directly
from the second-order variational principle. We note
that, in order to derive a meaningful perturbation theory,
we must exclude parametric resonances [12] at all per-
turbation orders, since these resonances can easily lead
to a breakdown in the perturbation ordering. Nonlin-
ear wave-particle and wave-wave interactions (e.g., weak
turbulence) will naturally enter at the second order (and
beyond) in the perturbation analysis [10], which will re-
quire at least a third-order variational formulation. It is
the ultimate goal of this work to present a perturbative
hierarchy for the Vlasov-Maxwell equations. While it is
readily understood that the exact linear wave-action con-
servation laws derived from the second-order variational
formulation are not to be taken literally, the wave-action
density for each wave involved in nonlinear wave-wave
interactions (e.g., three-wave interactions) is used as a
field variable [13] in order to express the so-called wave
kinetic equation.
B. Organization
The remainder of the paper is organized as follows.
In Sec. II, we construct a perturbative action functional
for the Vlasov-Maxwell equations by imposing the Lie-
transform constraint (4). The Lagrange multiplier used
with this constraint is the Vlasov distribution function,
which allows us to express the perturbation expansion
of the Vlasov distribution in powers of the scalar fields
(S1, S2, ...). In Sec. III, the second-order action func-
tional is derived from the perturbative Vlasov-Maxwell
action functional. The second-order action functional is
quadratic in either the first-order fields (S1,Φ1,A1), in
the gauge-invariant form, or the first-order fields (ξ1 ≡
∂S1/∂p,E1,B1), in the gauge-independent form. In the
gauge-independent form (which can also be derived from
the Low-Lagrangian formulation [14]), the first-order po-
larization and magnetization appear explicitly in the
first-order Maxwell equations as well as in the energy-
momentum and wave-action conservation laws (derived
by Noether method).
In Sec. IV, we review the applications of the quadratic
Vlasov-Maxwell action functional that lead to the varia-
tional formulations of the linear drift-wave equation and
the kinetic-magnetohydrodynamic (MHD) equations. In
particular, we expand our previous work on the kinetic-
MHD equations [15] and derive the exact kinetic-MHD
wave-action conservation law for the general case of a
time-dependent nonuniform bulk plasma.
In Sec. V, we present the third-order Vlasov-Maxwell
action functional, which is given in gauge-invariant and
gauge-independent forms. The gauge-invariant third-
order action functional is the sum of terms that are
cubic in the first-order fields (S1,Φ1,A1) as well as
ponderomotive terms involving the second-order fields
(S2,Φ2,A2), which are traditionally absent from all pre-
3vious third-order action functionals (see, for example,
Ref. [16]). These ponderomotive terms, however, play
an integral part in the Lie-transform formulation of per-
turbed Vlasov-Maxwell theory [17]. In future work, this
third-order Vlasov-Maxwell action functional will be ex-
plored for applications in nonlinear reduced gyrokinetic
theory. Lastly, general expressions for the perturbed
polarization and magnetization associated with the per-
turbed particle phase-space dynamics (1) are presented
in Sec. VI and our work is summarized in Sec. VII.
II. PERTURBATIVE ACTION FUNCTIONAL
In the present Section, we introduce the perturbative
variational formulation of the Vlasov-Maxwell equations.
We start with the perturbed Vlasov action functional
AVǫ ≡
∫ ǫ
0
dσ
∫
f
(
∂S
∂t
−
∂H
∂σ
+
{
S, H
})
d6zdt,
where the perturbation parameter σ is integrated from
the reference state (σ = 0) to the physically-perturbed
state (σ = ǫ) and the Lagrange multiplier f(z; t, σ) will
be interpreted below as the Vlasov distribution function
[see Eq. (10)]; here, summation over particle species is
implicitly assumed.
A. Perturbed Vlasov equation
The variation of AVǫ with respect to f yields the con-
straint (4), the variation of AVǫ with respect to S yields
the standard Vlasov equation
df
dt
=
∂f
∂t
+
{
f, H
}
= 0, (10)
and the variation of AVǫ with respect to the Hamiltonian
H yields
df
dσ
=
∂f
∂σ
+
{
f, S
}
= 0, (11)
which shows how the Vlasov perturbations
f − f0 ≡
∞∑
n=1
σn fn (12)
are generated by S. More explicitly, the first two terms
of the Vlasov perturbation hierarchy (11) are
f1 = {S1, f0}
f2 = {S2, f0} +
1
2 {S1, f1}
 . (13)
We note that the first-order expression f1 = {S1, f0} is
also used by Morrison and Pfirsch [19] in applying the
quadratic free-energy method on the stability of Vlasov
equilibria.
B. Perturbed Maxwell equations
Next, we turn our attention to the perturbed Maxwell
equations. For this purpose, we introduce perturbed
Vlasov-Maxwell action functional
Aǫ ≡
∫ ǫ
0
dσ
[∫
d6zdt f
(
∂S
∂t
−
∂H
∂σ
+
{
S, H
})]
+
∫ ǫ
0
dσ
[∫
d3rdt
(
E
4π
·
∂E
∂σ
−
B
4π
·
∂B
∂σ
)]
, (14)
which is now a functional of the electromagnetic
potentials (Φ,A), through the Hamiltonian H , and
the electromagnetic potential perturbation derivatives
(∂Φ/∂σ, ∂A/∂σ). We note that (H,E,B) also de-
pend on the reference potentials (Φ0,A0), which are
functionally independent from the perturbation fields
(∂Φ/∂σ, ∂A/∂σ). A slightly different version of the per-
turbative action functional (14) was presented by Lars-
son [18], where the Maxwell part is expressed solely in
terms of unperturbed fields (E0,B0) and first-order per-
turbation fields (E1,B1). Hence, in Larsson’s theory, the
Vlasov-Maxwell fields (f,E,B) are not treated equally
since (∂E/∂σ, ∂B/∂σ) ≡ (E1,B1) are truncated at the
lowest order while ∂f/∂σ is expanded to all orders.
In the Vlasov part of the action functional (14), the
perturbation derivative ∂H/∂σ of Eq. (6) is
∂H
∂σ
= e
∂Φ
∂σ
− e
∂A
∂σ
·
v
c
, (15)
where v ≡ [p− (e/c)A]/m denotes the particle velocity,
while the Maxwell part in Eq. (14) can be written as∫
d3r dt
4π
(
E ·
∂E
∂σ
−B ·
∂B
∂σ
)
=
∫
d3r dt
4π
[
∂Φ
∂σ
(
∇ · E
)
+
∂A
∂σ
·
(
1
c
∂E
∂t
−∇×B
)]
after integration by parts is performed. By replacing
Eq. (15) into Eq. (14), variations of Aǫ with respect to
the perturbation fields (∂Φ/∂σ, ∂A/∂σ) now yield the
Maxwell equations
∇ ·E = 4π
∫
p
e f (16)
and
∇×B −
1
c
∂E
∂t
=
4π
c
∫
p
ev f, (17)
where the momentum integral
∫
p
≡
∑∫
d3p includes
a sum over particle species. The remaining source-free
Maxwell equations
∇ ·B = 0
∂B/∂t = − c∇×E
}
(18)
4follow from the definitions of the electromagnetic fields in
terms of the potentials. Note that these equations include
contributions from the reference fields (f0,E0,B0).
The variations of Aǫ with respect to the reference po-
tentials (Φ0,A0) yield the perturbed Maxwell equations
∇ ·
∂E
∂σ
= 4π
∫
p
e {S, f}
≡ 4π
∫
p
e
∂f
∂σ
, (19)
∇×
∂B
∂σ
−
1
c
∂2E
∂t∂σ
= 4π
∫
p
e
c
(
v {S, f} −
e f
mc
∂A
∂σ
)
≡ 4π
∫
p
e
c
∂
∂σ
(
dx
dt
f
)
, (20)
where dx/dt = {x, H} = v and ∂v/∂σ =
−(e/mc)∂A/∂σ. We will return to these perturbed
Maxwell equations in Sec. VI, where we will show that
Eqs. (19)-(20) can be written as
∇ ·
∂E
∂σ
≡ − 4π∇ ·Pσ, (21)
∇×
∂B
∂σ
−
1
c
∂2E
∂t∂σ
≡
4π
c
∂Pσ
∂t
+ 4π ∇×Mσ, (22)
where expressions for the polarization Pσ and the mag-
netization Mσ will be given in Sec. VI.
C. Expansion of the action functional
We now express the action functional (14) as a pertur-
bation power series
Aǫ =
∞∑
n=1
ǫn An ≡
∞∑
n=1
ǫn
(
n−1∑
k=0
A
(k)
n−k
)
, (23)
where the nth-order action functional An describes the
perturbed Vlasov-Maxwell dynamics, with the func-
tional term A
(k)
n−k explicitly depending on Ψn−k ≡
(Sn−k; Φn−k,An−k). The contributions from the nth-
order fields Ψn, therefore, appear in the functional term
A(0)n ≡
∫
d6z dtf0
[
d0Sn
dt
− e
(
Φn −
v0
c
·An
)]
+
∫
d3r dt
4π
(
E0 ·En − B0 ·Bn
)
, (24)
where v0 = [p− (e/c)A0]/m denotes the particle’s refer-
ence velocity. We now show that A
(0)
n ≡ 0 at all orders
n ≥ 1 if the reference state (f0,E0,B0) satisfies the ref-
erence Vlasov-Maxwell equations. First, if we integrate
by parts the first term in Eq. (24), we obtain∫
Sn (d0f0/dt) d
6z dt ≡ 0,
which follows from the unperturbed (reference) Vlasov
equation for f0. Next, if we substitute En ≡ −∇Φn −
c−1∂An/∂t and Bn ≡ ∇×An into the second term in
Eq. (24) and integrate by parts, we obtain∫
Φn
(
∇ ·E0 − 4π
∫
p
ef0
)
d3r dt ≡ 0
and∫
An ·
(
1
c
∂E0
∂t
−∇×B0 +
4π
c
∫
p
ev0f0
)
d3rdt ≡ 0,
which follow from the unperturbed (reference) Maxwell
equations for E0 andB0. Hence, the functional term (24)
vanishes identically and the nth-order action functional
An =
n−1∑
k=1
A
(k)
n−k (25)
depends explicitly on the perturbation fields
(Ψn−1, ...,Ψ2,Ψ1), with A1 ≡ 0 appearing as a special
case. The nth-order action functional An, therefore,
describes the (n − 1)th-order perturbed Vlasov-Maxwell
dynamics (i.e., A2 describes linear Vlasov-Maxwell
dynamics while A3 can be used to describe second-order
ponderomotive-driven Vlasov-Maxwell equations).
III. SECOND-ORDER LAGRANGIAN DENSITY
The simplest perturbative action functional in Eq. (23)
therefore appears at the second order, where the
(quadratic) action functional A2 ≡
∫
L2 d
3r dt describes
the linear (first-order) perturbed Vlasov-Maxwell dy-
namics. Here, the quadratic Lagrangian density is de-
fined as
L2 ≡
∫
p
[
f1
(
1
2
d0S1
dt
− H1
)
−
e2 f0
2mc2
|A1|
2
]
+
1
8π
(
|E1|
2 − |B1|
2
)
, (26)
which depends on the perturbed Vlasov distribution
f1 = {S1, f0} and the perturbed electromagnetic fields
(E1,B1). The Eulerian variation of the Lagrangian den-
sity (26) is expressed as
5δL2 =
∫
p
[
{δS1, f0}
(
1
2
d0S1
dt
− H1
)
+ f1
(
1
2
d0δS1
dt
− δH1
)
−
e2 f0
mc2
δA1 ·A1
]
−
1
4π
[
E1 ·
(
∇δΦ1 +
1
c
∂δA1
∂t
)
+ B1 ·∇× δA1
]
≡
∂δJ2
∂t
+ ∇ · δΓ2 −
∫
p
δS1
{(
d0S1
dt
−H1
)
, f0
}
+
δΦ1
4π
(
∇ ·E1 − 4π
∫
p
e f1
)
+
δA1
4π
·
[
1
c
∂E1
∂t
−∇×B1 + 4π
∫
p
e
c
(
f1v0 −
eA1
mc
f0
)]
, (27)
where the second expression is obtained after rearranging
terms in order to isolate the variations (δS1, δΦ1, δA1).
We note that the space-time divergence terms (to be de-
fined below) do not contribute in the quadratic varia-
tional principle [20]
∫
δL2 d
3r dt = 0.
A. First-order Vlasov-Maxwell equations
Variation of the quadratic Lagrangian density (27)
with respect to S1 yields the first-order Vlasov equation
0 =
d0f1
dt
+ {f0, H1} =
{(
d0S1
dt
−H1
)
, f0
}
, (28)
which becomes
d0S1
dt
= H1 = e
(
Φ1 − A1 ·
v0
c
)
, (29)
when an arbitrary reference Vlasov distribution f0 is
considered (which satisfies d0f0/dt = 0). Variations of
the quadratic Lagrangian density (27) with respect to
(Φ1,A1) yield the first-order Maxwell equations
∇ ·E1 = 4π
∫
p
e f1, (30)
∇×B1 −
1
c
∂E1
∂t
=
4π
c
∫
p
e
(
f1v0 −
eA1
mc
f0
)
, (31)
with f1 = {S1, f0}. Equations (29)-(31) describe
the standard linearized Vlasov-Maxwell equations, from
which linear waves and instabilities in a general Vlasov-
Maxwell equilibrium state can be analysed.
B. Quadratic conservation laws
The conservation laws of energy-momentum, angular-
momentum, and wave-action associated with the linear
Vlasov-Maxwell equations can be derived by Noether
method [4] from δL2 as follows. We note that, when
the unperturbed Vlasov-Maxwell fields (f0;E0,B0) are
time-dependent and spatially nonuniform [21], only the
quadratic wave action is conserved exactly, while the en-
ergy and momentum associated with the perturbation
fields (S1,E1,B1) are no longer conserved, since energy-
momentum is exchanged with the reference Vlasov-
Maxwell plasma.
To demonstrate the power of the Noether method, we
introduce the quadratic Noether equation obtained from
Eq. (27):
δL2 =
∂δJ2
∂t
+ ∇ · δΓ2, (32)
which is left in Eq. (27) after Eqs. (29)-(31) are derived
from the variational principle. Here, the Noether fields
δJ2 =
1
2
∫
p
f1 δS1 −
E1
4π c
· δA1, (33)
δΓ2 =
1
2
∫
p
δS1
(
f1
∂H0
∂p
− H1
∂f0
∂p
)
−
1
4π
(
δΦ1E1 + δA1 ×B1
)
(34)
are expressed in terms of the field variations δΨ1 =
(δS1, δΦ1, δA1). The Noether method involves relating
symmetries of the Lagrangian density L2 with exact con-
servation laws of the linear Vlasov-Maxwell equations,
which are obtained by expressing the field variations δΨ1
in terms of space-time translations or rotations.
1. Quadratic energy conservation law
As an application of the Noether method, we con-
sider the energy conservation law associated with the
symmetry of the Lagrangian density L2 under infinites-
imal time translation t → t + δt. First, an infinites-
imal time translation induces the Eulerian variations
δΨ1 = − δt ∂Ψ1/∂t, with δA1 ≡ c δt (E1 + ∇Φ1), and
δL2 ≡ −δt (∂/∂t − ∂0/∂t)L2, where ∂0L2/∂t represents
the explicit time dependence associated with the unper-
turbed Vlasov-Maxwell fields (f0;E0,B0). Next, by in-
serting these variations into the Noether fields (33)-(34),
we obtain
∂E2
∂t
+ ∇ ·S2 = −
∂0L2
∂t
. (35)
6where the quadratic energy density is
E2 =
1
8π
(
|E1|
2 + |B1|
2
)
+
(∫
p
e2 f0
2mc2
)
|A1|
2
−
∫
p
[
f1
(
1
2
{S1, H0}+
e
c
A1 ·v0
)]
, (36)
and the quadratic energy-density flux is
S2 =
cE1
4π
×B1 − Φ1
∫
p
(
ev0 f1 −
e2 f0
mc
A1
)
+
1
2
∫
p
∂S1
∂t
(
f1
∂H0
∂p
−H1
∂f0
∂p
)
. (37)
Hence, according to the Noether Theorem, the quadratic
energy (36) is conserved if the reference Vlasov-Maxwell
fields are time-independent (i.e., ∂0L2/∂t ≡ 0). We note
that when the quadratic energy energy density (36) is in-
tegrated over space, we recover the quadratic free energy
F2 ≡
∫
E2 d
3x derived by Morrison and Pfirsch [19].
2. Quadratic wave-action conservation law
While the quadratic energy E2 is no longer conserved
when the reference Vlasov-Maxwell fields (f0;E0,B0)
are time-dependent, however, it is possible to construct
an exact quadratic wave-action conservation law [21]
∂J 2/∂t+∇ ·Γ2 = 0. First, we consider complex-valued
wave-fields [21] with Ψ∗1 = (S
∗
1 ,Φ
∗
1,A
∗
1) 6= Ψ1, and
construct real-valued (eikonal-averaged) expressions for
the Noether densities (33)-(34). Next, we introduce the
eikonal-phase-like variations δΨ1 = i δθΨ1 and δΨ
∗
1 =
− i δθΨ∗1, which yield δJ2 = − δθJ 2 and δΓ2 = − δθΓ2,
where the quadratic wave-action density J 2 and wave-
action-density flux Γ2 are defined as
J 2 ≡ Im
[
A∗1 ·E1
4π c
+
1
2
∫
p
{
S∗1 , f0
}
S1
]
, (38)
Γ2 ≡ Im
[
1
4π
(
Φ∗1 E1 + A
∗
1 ×B1
)]
(39)
+
1
2
Im
[∫
p
({
S∗1 , f0
} ∂H0
∂p
−H∗1
∂f0
∂p
)
S1
]
.
Wave-action conservation laws play a crucial role, for ex-
ample, in the linear mode conversion involving two cou-
pled linear waves in a nonuniform background plasma
[22].
C. Gauge-independent formulation
We note that the quadratic Lagrangian density (26) is
not gauge independent since the electromagnetic poten-
tials (Φ1,A1) appear explicitly in the first-order Hamil-
tonian (8). However, under the gauge transformation
generated by an arbitrary gauge field χ1(x, t):
(Φ1,A1, S1)→
(
Φ1 −
1
c
∂χ1
∂t
,A1 +∇χ1, S1 −
e
c
χ1
)
,
(40)
with the associated gauge transformations
(f1, H1) →
(
f1 −
e
c
{χ1, f0}, H1 −
e
c
d0χ1
dt
)
, (41)
we can easily verify that Eq. (29) is gauge invariant,
while the quadratic Lagrangian density (26) becomes
L2 = L
′
2 + ∂Λ2/∂t + ∇ ·Λ2, where (Λ2,Λ2) are mo-
mentum integrals involving (χ1, S1). Since the quadratic
variational principle δA2 = 0 is based on the action func-
tional A2 =
∫
L2 d
3x dt, where the Lagrangian density
L2 is integrated over space and time, then the action
functional is invariant under the gauge transformations
(40)-(41), since ∂Λ2/∂t + ∇ ·Λ2 is an exact space-time
derivative. Similarly, the quadratic energy conservation
law (35) is gauge invariant because, under a gauge trans-
formation, the energy density E2 and energy-density flux
S2 transform as E2 = E
′
2+∇ ·Q2 and S2 = S
′
2−∂Q2/∂t,
which leaves the quadratic energy conservation law (35)
invariant.
We can eliminate all gauge dependence in what follows
by introducing the gauge-independent first-order phase-
space displacement
η1 ≡ {x, S1} = ∂S1/∂p, (42)
from which we define the gauge-invariant first-order ve-
locity
u1 ≡
d0η1
dt
− η1 ·∇v0 = −
1
m
(
∇S1 +
e
c
A1
)
, (43)
obtained from Eq. (29), which satisfies the gauge-
independent equation of motion [14]
d20η1
dt2
=
e
m
(
E1 +
v0
c
×B1
)
+
d0η1
dt
×
eB0
mc
, (44)
where we have assumed uniform Maxwell fields (E0,B0)
for simplicity. We note, here, that the first-order dis-
placement (42) is still a function on the full particle phase
space.
The first-order Maxwell equations (30)-(31), on the
other hand, become
∇ ·E1 = 4π
∫
p
e f1 ≡ − 4π∇ ·P1, (45)
∇×B1 −
1
c
∂E1
∂t
=
4π
c
∫
p
e
(
f1 v0 −
eA1
mc
f0
)
≡
4π
c
∂P1
∂t
+ 4π ∇×M1, (46)
where the first-order polarization and magnetization
(P1, M1) ≡
∫
p
e f0
(
η1, η1 ×
v0
c
)
(47)
7are defined in terms of moments of the first-order dis-
placement η1, and the first-order magnetization is solely
due to the moving electric-dipole contribution. Using
the macroscopic fields D1 ≡ E1 + 4π P1 and H1 ≡
B1 − 4πM1, the first-order Maxwell equations (45)-(46)
become
∇ ·D1 = 0
c∇×H1 − ∂D1/∂t = 0
}
. (48)
Hence, in general first-order Vlasov-Maxwell theory, the
perturbed first-order charge and current densities are
entirely expressed in terms of perturbed first-order po-
larization charge and polarization/magnetization current
densities, respectively. See the case of the oscillation-
center Vlasov-Maxwell equations [23] as an explicit ex-
ample.
The first-order Vlasov-Maxwell equations (44)-(46)
can be obtained from the gauge-independent Lagrangian
density
L′2 =
1
2
∫
p
f0
[
m
∣∣∣∣d0η1dt
∣∣∣∣2 + ec
(
η1 ×
d0η1
dt
)
·B0
]
+
∫
p
f0 eη1 ·
(
E1 +
v0
c
×B1
)
+
1
8π
(
|E1|
2 − |B1|
2
)
. (49)
The gauge-independent Noether equation associated
with this gauge-independent quadratic Lagrangian is ex-
pressed as δL′2 = ∂δJ
′
2/∂t+∇ · δΓ
′
2, where the Noether
fields are
δJ ′2 =
∫
p
f0 δη1 ·
(
m
d0η1
dt
−
e
2c
η1 ×B0
)
− δA1 ·
D1
4π c
, (50)
and
δΓ′2 =
∫
p
v0 f0 δη1 ·
(
m
d0η1
dt
−
e
2c
η1 ×B0
)
−
1
4π
(
δΦ1 D1 + δA1 ×H1
)
. (51)
The energy conservation law (35) is now expressed in
terms of the gauge-independent energy density
E ′2 =
∫
p
f0
(
m
2
∣∣∣∣d0η1dt
∣∣∣∣2 − ec η1 ×v0 ·B1
)
+
1
8π
(
|E1|
2 + |B1|
2
)
, (52)
and the gauge-independent energy-density flux
S′2 =
∫
p
v0 f0
d0η1
dt
·
(
m
d0η1
dt
−
e
2c
η1 ×v0
)
+
E1 ×H1
4π
. (53)
The wave-action conservation law ∂J
′
2/∂t+∇ ·Γ
′
2 = 0,
on the other hand, is expressed in terms of the gauge-
invariant wave-action density
J
′
2 = − Im
[∫
p
f0 η
∗
1 ·
(
m
d0η1
dt
−
e
2c
η1 ×v0
)]
+ Im
(
A∗1 ·D1
4π c
)
, (54)
and the gauge-invariant wave-action-density flux
Γ
′
2 = − Im
[∫
p
v0 f0 η
∗
1 ·
(
m
d0η1
dt
−
e
2c
η1 ×v0
)]
+ Im
[
1
4π
(
Φ∗1 D1 + A
∗
1 ×H1
)]
, (55)
which are identical to expressions derived from the stan-
dard Low Lagrangian [21]. We note, here, that the gauge
invariance of Eqs. (54)-(55) follows directly from the
gauge-independent first-order Maxwell equations (48).
IV. QUADRATIC LAGRANGIANS FOR
REDUCED VLASOV-MAXWELL MODELS
In this Section, we now look at some applications
of the quadratic Lagrangian density (26) when phase-
space transformations are used in the context of dy-
namical reduction [24]. The guiding-center transforma-
tion plays a fundamental role in our understanding of
the magnetic confinement of charged particles [25, 26],
and serves as an important foundation for the construc-
tion of most reduced plasma models. Here, we consider
the guiding-center transformation of the quadratic ac-
tion functional (26), from which the variational principles
for the linearized gyrokinetic Vlasov-Maxwell equations
(63), the linear drift-wave equation (64), and the linear
gyrokinetic-MHD equations (75) are derived.
We begin with the transformation the quadratic action
function (26) to its guiding-center form
L2gc =
∫
P
[{
S1gc, F0
}
gc
(
1
2
dgc
dt
S1gc − H1gc
)
−
e2 F0
2mc2
|A1gc|
2
]
+
1
8π
(
|E1|
2 − |B1|
2
)
, (56)
8where F0 denotes the unperturbed guiding-center Vlasov
distribution,
∫
P
≡
∫
d3P includes the guiding-center Ja-
cobian, dgc/dt denotes the (unperturbed) guiding-center
Hamiltonian evolution operator, and { , }gc denotes the
non-canonical guiding-center Poisson bracket [25, 26].
In Eq. (56), we also transformed the first-order Hamil-
tonian H1 → H1gc = eΦ1gc − eA1gc ·vgc/c ≡ e ψ1gc,
where vgc ≡ T
−1
gc v denotes the guiding-center push-
forward of the particle velocity (which includes the
guiding-center drift velocity) and the electromagnetic po-
tentials (Φ1gc,A1gc) are evaluated at the particle position
x ≡ X+ρgc expressed in terms of the guiding-center po-
sition X and the local gyroradius ρgc (which includes
higher-order corrections due to magnetic-field nonunifor-
mity [27]).
In addition, we transformed the first-order generating
function S1 → S1gc, where the guiding-center generat-
ing function S1gc ≡ 〈S1gc〉 + S˜1gc is decomposed into its
gyroangle-averaged (nonadiabatic) part 〈S1gc〉 ≡ S1gy,
which defines the first-order gyrocenter generating func-
tion S1gy [20], and its gyroangle-dependent (adiabatic)
part S˜1gc, which satisfies the first-order equation [1, 28]
dgc
dt
S˜1gc = e ψ˜1gc → S˜1gc =
e
Ω
Ψ˜1gc. (57)
We note that only the gyroangle-independent part S1gy
will appear in the reduced quadratic gyrokinetic La-
grangian density (58).
When we insert these decompositions into the guiding-
center quadratic action functional (56), we obtain the
low-frequency gyrocenter Lagrangian density
L2gy =
∫
P
[
{S1gy, F 0}gc
(
1
2
dgc
dt
S1gy − 〈H1gc〉
)
− F 0 H2gy
]
+
1
8π
(
|E1|
2 − |B1|
2
)
, (58)
where the low-frequency perturbed electric field E1 =
− ∇⊥Φ1 is used in the Maxwell part, the operation
of gyroangle-averaging was performed in the gyrocenter
Vlasov part, with the unperturbed gyrocenter Vlasov dis-
tribution F 0(E , µ,X) depending on the gyrocenter po-
sition X, the gyrocenter magnetic moment µ, and the
guiding-center kinetic energy E ≡ H0gc, and the second-
order gyrocenter Hamiltonian is [28]
H2gy =
e2
〈
|A1gc|
2
〉
2mc2
−
e2
2Ω
〈{
Ψ˜1gc, ψ˜1gc
}
gc
〉
. (59)
We note that the last term in the second-order gyrocenter
Hamiltonian (59) represents the low-frequency pondero-
motive Hamiltonian from which the gyrocenter polariza-
tion and magnetization effects arise [1]. The gyrocenter
quadratic action functional (58) was used to construct
the quadratic gyrokinetic free-energy functional [29].
We note that the relation between the particle Vlasov
distribution f and the gyrocenter Vlasov distribution F
is expressed in terms of the guiding-center and gyrocenter
pull-back operators f ≡ Tgc(Tgy F ), which yields [20]
f1 ≡ Tgc
(
F 1 +
e
Ω
{
Ψ˜1gc, F 0
}
gc
+
e
c
A1gc ·
{
X+ ρgc, F 0
}
gc
)
, (60)
where the first-order gyrocenter Vlasov distribution F 1
is generated by the first-order gyrocenter function S1gy:
F 1 ≡ {S1gy, F 0}gc
= {S1gy, E}gc
∂F 0
∂E
+
cb̂
eB∗‖
×∇F 0 ·∇S1gy. (61)
We now introduce the nonadiabatic part of the first-order
gyrocenter Vlasov distribution [20]
G1 ≡ F 1 − 〈H1gc〉
∂F 0
∂E
=
{
S1gy, F 0
}
gc
−
dgcS1gy
dt
∂F 0
∂E
(62)
=
(
cb̂
eB∗‖
×∇F 0 ·∇−
∂F 0
∂E
∂
∂t
)
S1gy ≡ Q̂S1gy,
where the operator Q̂ commutes with dgc/dt. With this
decomposition, the gyrocenter quadratic Lagrangian den-
sity (58) becomes
L2gy =
∫
P
[
Q̂S1gy
(
1
2
dgc
dt
S1gy − 〈H1gc〉
)
− F 0
(
H2gy −
1
2
∂〈H1gc〉
2
∂E
)]
+
1
8π
(
|∇⊥Φ1|
2 − |∇×A1|
2
)
. (63)
The gyrocenter quadratic action functional (63) can
be used to derive the nonadiabatic gyrokinetic Vlasov-
Maxwell equations, which includes the guiding-center
and gyrocenter polarizations and magnetizations.
We will now show that it can also be used to derive the
variational formulations for the linear drift-wave equa-
tion as well as the linear hybrid gyrokinetic-MHD equa-
tions, which describe how the perturbed Vlasov distri-
bution (generated by S1) corresponding to an energetic-
particle population can be self-consistently linked to a
macroscopic plasma mode (described by the ideal MHD
fluid displacement ξ1) in a bulk magnetized plasma.
A. Linear drift-wave equations
As a first example of the modular property of the vari-
ational formulations of reduced plasma models, where
different physical effects can be added in modular fash-
ion to an action functional, the nonadiabatic gyrocen-
ter quadratic Lagrangian density (63) was previously
9[15] used to derive the linear drift-wave equation for
electrostatic fluctuations Φ1 = Φ (with A1 = 0) in a
cold-ion magnetized plasma (represented by the nonuni-
form plasma density n0 and the uniform magnetic field
B = B ẑ) with adiabatic electrons (at a uniform temper-
ature Te).
The quadratic drift-wave action functional Adw ≡∫
Ldw d
3rdt is expressed in terms of the drift-wave La-
grangian density [15]
Ldw =
cẑ
eB
×∇n0 ·∇(e ψ)
(
e
2
∂ψ
∂t
− eΦ
)
+
mic
2 n0
2B2
|∇⊥Φ|
2 +
n0 e
2
2 Te
Φ2
≡ c ·∇⊥ψ
(
1
2
∂ψ
∂t
− Φ
)
+
1
2
(
b |∇⊥Φ|
2 + aΦ2
)
. (64)
Here, the first term represents the nonadiabatic cold-ion
contribution, where the gyrocenter phase-space function
S1gy → eψ(x, t) is replaced by a scalar field ψ(x, t) in
physical space. We note that this additional scalar field
contributes to the first-order ion fluid displacement
ξ1 = (cẑ/B)×∇⊥ψ − (mic
2/eB2)∇⊥Φ, (65)
which is obtained in the cold drift-kinetic limit of the ion
gyrocenter displacement 〈{X + ρgc, S1gc}gc〉. The sec-
ond term 12 b |∇⊥Φ|
2 in Eq. (64), which arises from the
term −F 0H2gy in Eq. (63), represents the contribution
from the cold-ion gyrocenter polarization (which is much
greater than the Maxwell contribution |∇⊥Φ|
2/8π). The
third term 12 aΦ
2, which arises from the electron con-
tribution − 12 e
2Φ2 (∂fe/∂E) in Eq. (63), represents the
contribution from the adiabatic electrons. We note that
all three background-plasma functions (a, b, c) depend on
position through the nonuniform plasma density n0 and
the vector function c is divergenceless in a uniform mag-
netic field (i.e., ∇ · c = 0).
The drift-wave variational principle δAdw = 0, based
on Eq. (64), yields the coupled equations
∂ψ/∂t = Φ
aΦ−∇⊥ · (b∇⊥Φ) = c ·∇⊥ψ
}
, (66)
from which we recover the linear drift-wave equation
∂
∂t
[
aΦ −∇⊥· (b∇⊥Φ)
]
= c·∇⊥
∂ψ
∂t
= c·∇⊥Φ.(67)
We note that the second equation in Eq. (66) can be
rewritten in the form of the quasineutrality condition
e ne1 = e ni1:
aΦ = −∇ ·
(
e n0 ξ1
)
= c ·∇ψ + ∇⊥ · (b∇⊥Φ),
where the first-order ion fluid displacement (65) was used.
The drift-wave Lagrangian density (64) can also be
used to derive the drift-wave Noether equation δLdw =
∂tδJdw +∇ · δΓdw, where
δJdw =
1
2 δψ c ·∇ψ
δΓdw = δΦ b∇Φ−
1
2δψ c ∂tψ
}
, (68)
from which the energy-momentum conservation laws for
the linear drift-wave equation (67) are derived. For ex-
ample, the energy conservation law ∂tEdw +∇ ·Sdw = 0
is expressed in terms of the drift-wave densities
Edw = Φ c ·∇ψ −
1
2 (b |∇⊥Φ|
2 + aΦ2)
Sdw = b∇⊥Φ ∂tΦ−
1
2 c Φ
2
}
. (69)
The drift-wave Noether equation was also used to derive
the linear drift-wave action conservation law [15]
∂J dw
∂t
+ ∇ ·Γdw = 0, (70)
where the linear drift-wave action density J dw and the
linear drift-wave-action-density flux Γdw are
J dw ≡ Im
(
1
2
ψ c ·∇ψ∗
)
, (71)
Γdw ≡ Im
(
b Φ∇Φ∗ −
1
2
c ψ
∂ψ∗
∂t
)
. (72)
The linear drift-wave action conservation law was first
derived in ad-hoc fashion by Mattor and Diamond [30] to
investigate the role of the drift-wave-action conservation
law in drift-wave turbulence propagation. We note that,
in the eikonal limit (∂/∂t,∇)→ (−i ω, ik), the drift-wave
dispersion relation is
ω = −k⊥ · c/(a+ b k
2
⊥) ≡ ωdw(k⊥)
and the eikonal-averaged drift-wave energy density is
Edw = ωdw J dw, where the drift-wave eikonal-averaged
action density is J dw = −k · c |ψ˜|
2 ≡ ∂Ldw/∂ω, while
the eikonal-averaged drift-wave energy density is Sdw =
vdw Edw = ωdw Γdw, where the drift-wave group velocity
is vdw ≡ ∂ωdw/∂k and the drift-wave eikonal-averaged
action density flux is Γdw = vdw J dw ≡ − ∂Ldw/∂k.
Lastly, we need to emphasize again that the drift-wave
action conservation law (70) is no longer valid once ad-
ditional physics (e.g., the presence of a mean flow) or
nonlinear effects (e.g., drift-wave/zonal-flow interactions
[31, 32]) are taken into account. On the one hand, addi-
tional physics (within the same perturbation order) can
always be introduced in the appropriate Lagrangian den-
sity in order to derive a generalized form of the wave-
action conservation law (see the next modular example).
On the other hand, the linear drift-wave action density
J dw can still be used as a convenient field variable in the
ensuing nonlinear-wave discussion.
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B. Linear hybrid gyrokinetic-MHD equations
Another modular application of the nonadiabatic gyro-
center quadratic action functional (63) involves the vari-
ational derivation of the standard hybrid gyrokinetic-
MHD equations [33]. In the presence of an energetic-
particle species, the ideal MHD wave-action conserva-
tion law is no longer satisfied since the interaction be-
tween the linear MHD modes and the perturbations of
the energetic-particle distribution must be taken into
account. We now show that the introduction of the
additional physics associated with the energetic-particle
species is done through a modification of the ideal MHD
Lagrangian density [35].
First, we write the perturbed Hamiltonian for the
energetic-particles in the drift-kinetic (dk) limit:
〈H1gc〉 → e (Φ1 −A1 ·vgc/c) + µ B1‖, (73)
where vgc denotes the guiding-center magnetic-drift ve-
locity. In its simplest version, we use Φ1 ≡ 0 ≡ A1‖ (i.e.,
E1‖ ≡ 0) and A1⊥ ≡ ξ1 ×B0, where ξ1(x, t) denotes the
ideal MHD fluid displacement and B0 = B0 b̂0 denotes
the nonuniform background magnetic field, which yields
the first-order Hamiltonian
H1dk = µ b̂0 ·∇× (ξ1 ×B0) + ξ1 ·
e
c
vgc ×B0
= −µB0
(
I− b̂0b̂0
)
: ∇ξ1 −mv
2
‖ b̂0b̂0 : ∇ξ1
≡ −Π0 : ∇ξ1, (74)
where Π0 ≡ µB0 (I − b̂0b̂0) +mv
2
‖ b̂0b̂0 and the parallel
component b̂0 · ξ1 is naturally absent from H1dk.
By combining the Lagrangian contribution from the
nonadiabatic drift-kinetic Lagrangian density (58) for
the energetic particles with the Lagrangian density for
the ideal MHD equations [35] (associated with a time-
dependent magnetized bulk plasma with mass density ̺0,
fluid velocity u0, plasma pressure p0, and magnetic field
B0), we obtain the quadratic kinetic-MHD Lagrangian
density [20]
LkMHD =
1
2
(
̺0
∣∣∣∣d0ξ1dt
∣∣∣∣2 + ξ1 ·F1(ξ1)
)
+
∫
p
Q̂S1dk
(
1
2
dgcS1dk
dt
−H1dk(ξ1)
)
,(75)
where the self-adjoint operator F1 ≡ ∇ ·K1 includes a
time-dependent contribution from the background bulk
plasma [34, 35], with the first-order dyadic tensor K1 de-
fined as:
K1(ξ1) = ξ1 ̺0
d0u0
dt
− I
(
p1 +
1
4π
B1 ·B0
)
+
1
4π
(
B0B1 + B1B0
)
. (76)
Here, the total bulk-plasma time derivative d0/dt ≡
∂/∂t+ u0 ·∇ includes the convective derivative with re-
spect to the time-dependent bulk velocity u0, with the
background plasma equation of motion
̺0
d0u0
dt
= −∇p0 + (∇×B0)×
B0
4π
,
and the perturbed fields (̺1,u1, p1,B1) are defined in
terms of the ideal-MHD fluid displacement ξ1 as
̺1 ≡ −∇ · (̺0 ξ1)
u1 ≡ d0ξ1/dt− ξ1 ·∇u0
p1 ≡ − γ p0 (∇ · ξ1)− ξ1 ·∇p0
B1 ≡ ∇× (ξ1 ×B0)
 . (77)
The self-adjointness of the operator F1(ξ1) is implied by
the identity (see App. A)
ξ1 ·F1(δξ1) − δξ1 ·F1(ξ1) ≡ ∇ · δR2, (78)
where the quadratic MHD vector field
δR2 ≡
(
p1 δξ1 − δp1 ξ1
)
+
B0
4π
[
(δξ1 × ξ1) · ∇×B0
]
+
[
(ξ1 ×B0)×
δB1
4π
− (δξ1 ×B0)×
B1
4π
]
(79)
involves the reference fields (p0,B0). Variation of the
kinetic-MHD action functional with respect to S1dk yields
the linearized drift-kinetic equation
dgcS1dk
dt
= H1dk(ξ1) = −Π0 : ∇ξ1, (80)
where we used the fact that the operators Q̂ and dgc/dt ≡
∂/∂t + vgc ·∇ commute. Variation with respect to the
ideal-MHD displacement ξ1 yields the linearized ideal-
MHD equation of motion
̺0
d20ξ1
dt2
= F1(ξ1) − ∇ ·P1, (81)
which includes the energetic-particle CGL-like stress ten-
sor
P1 =
∫
p
Π0 Q̂S1dk ≡ P1⊥
(
I− b̂0b̂0
)
+ P1‖ b̂0b̂0. (82)
Once the kinetic-MHD equations (80)-(81) have been de-
rived from the variational principle
∫
δLkMHD d
3xdt = 0,
we obtain the kinetic-MHD Noether equation δLkMHD =
∂tδJkMHD +∇ · δΓkMHD, where the Noether fields are
δJkMHD = ̺0
d0ξ1
dt
·δξ1+
1
2
∫
p
δS1dk
{
S1dk, F 0
}
gc
, (83)
and
δΓkMHD = ̺0u0
d0ξ1
dt
· δξ1 +
∫
p
Q̂S1dk Π0 · δξ1
+
1
2
δR2 +
1
2
∫
p
(
vgc δS1dk
{
S1dk, F 0
}
gc
− δS1dkH1dk(ξ1)
{
X, F 0
}
gc
)
, (84)
where δR2 is defined in Eq. (79).
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1. Kinetic-MHD energy principle
Instead of deriving the energy conservation law for the
kinetic-MHD equations (80)-(81), it is customary to de-
rive the standard kinetic-MHD energy principle [33, 36]
(for a time-independent, stationary background plasma):
ω2 IMHD = WMHD + Kdk(ω), (85)
which can be directly obtained from Eq. (81) as
0 =
∫
x
Re
[
ξ˜
∗
1 ·
(
F˜1 −∇ · P˜1(ω) + ̺0ω
2 ξ˜1
)]
,
with (ξ1, S1dk) ≡ (ξ˜1, S˜1dk) e
−iωt. Here, the MHD in-
tegrals are the inertia IMHD ≡
∫
x
̺0|ξ˜1|
2 and the po-
tential energy WMHD ≡ −
∫
x
Re(ξ˜
∗
1 · F˜1). The energetic-
particle integral Kdk(ω) ≡
∫
x
Re[ξ˜
∗
1 ·∇ · P˜1(ω)], on the
other hand, is defined as
Kdk(ω) = −
∫
x
Re
[
P˜1(ω) : ∇ξ˜
∗
1
]
=
∫
(x,p)
Re
[
Q̂(ω)S˜1dk(ω) H˜
∗
1dk
]
, (86)
where we have used H˜∗1dk = −Π0 : ∇ξ˜
∗
1 and we have
omitted the surface-integral contribution (since F 0 is ex-
pected to vanish at the plasma surface). We note that
Kdk(ω) is an intricate function of the mode frequency ω,
where
Q̂(ω) ≡ i ω
∂F 0
∂E
+
cb̂0
eB∗‖
×∇F 0 ·∇
and S˜1dk(ω) is related to H˜1dk = −Π0 : ∇ξ˜1 through
−i(ω− ω̂gc)S˜1dk(ω) = H˜1dk, which involves orbital wave-
particle resonances, where ω̂gc ≡ −ivgc ·∇.
In the absence of an energetic-particle population
(F 0 = 0), ideal MHD stability (i.e., ω
2 > 0) requires
thatWMHD > 0 for all allowable displacements ξ˜1. In the
presence of an energetic-particle population, however, it
is clear that the solution of Eq. (85) may yield complex-
valued frequencies ω, with Im(ω) > 0 corresponding to
an instability (even ifWMHD ≥ 0). The reader is urged to
consult the recent review paper by Chen and Zonca [36]
for further details on the linear stability of ideal MHD
modes in the presence of an energetic-particle popula-
tion.
2. Wave-action conservation law
We note that, in general, the nonuniform bulk plasma
may also be time-dependent, so that the total energy-
momentum of the kinetic-MHD modes are not conserved
(i.e., the kinetic-MHD modes may exchange energy-
momentum with the bulk plasma). The kinetic-MHD
wave-action, however, is exactly conserved:
∂J kMHD
∂t
+ ∇ ·ΓkMHD = 0, (87)
where the kinetic-MHD wave-action densities
(J kMHD,ΓkMHD) can be derived directly from the
Noether densities (83)-(84). The conservation of the
total wave-action associated with the interaction of
an energetic-particle species with a background bulk
plasmas has been investigated in Refs. [37, 38].
Instead of this Noether derivation, we again proceed di-
rectly from the kinetic-MHD equations (80)-(81) to prove
that the wave-action conservation law (88) is indeed ex-
act. First, from Eq. (81), we evaluate
0 = Im
[
ξ∗1 ·
(
F1 −∇ ·P1 − ̺0
d20ξ1
dt2
)]
,
which yields
̺0
d0JMHD
dt
≡ − Im
(
̺0 ξ
∗
1 ·
d20ξ1
dt2
)
= −∇ ·ΓMHD + Im
(∫
p
Q̂S1dkH
∗
1dk
)
+ ∇ · Im
(∫
p
Q̂S1dkΠ0 · ξ
∗
1
)
, (88)
where the MHD wave-action is defined in terms of the
MHD wave-action
JMHD = Im
(
ξ1 ·
d0ξ
∗
1
dt
)
, (89)
and the MHD wave-action flux density
ΓMHD = Im
[
p∗1 ξ1 + (ξ
∗
1 ×B0) ×
B1
4π
]
+
B0
8π
Im (ξ1 × ξ
∗
1) ·∇×B0, (90)
which is derived in App. A as Im(ξ∗1 ·F1) = ∇ ·ΓMHD.
Next, we note that, using the definition for Q̂, we find
Q̂S1dkH
∗
1dk = {S1dk, F 0}gc
dgcS
∗
1dk
dt
−
∣∣∣∣dgcS1dkdt
∣∣∣∣2 ∂F 0∂E ,
and, hence,
Im
(
Q̂S1dkH
∗
1dk
)
= Im
(
{S1dk, F 0}gc
dgcS
∗
1dk
dt
)
.
By making use of the definition for dgc/dt, as well as the
Jacobi property for the guiding-center Poisson bracket
{ , }gc, we find
Im
(
Q̂S1dkH
∗
1dk
)
= −
dgcJdk
dt
−
{
Ψdk, F 0
}
gc
, (91)
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where we used the unperturbed guiding-center Vlasov
equation dgcF 0/dt = 0 for the energetic-particle species,
and we defined
Jdk ≡
1
2 Im({S
∗
1dk, F 0}gc S1dk)
Ψdk ≡
1
2 Im(S1dkH
∗
1dk)
 . (92)
Lastly, using the Poisson-bracket identity∫
p
{f, g}gc ≡ ∇ ·
(∫
p
f {X, g}gc
)
,
which holds for arbitrary functions (f, g), we integrate
Eq. (91) to obtain
Im
(∫
p
Q̂S1dkH
∗
1dk
)
= −
∂J dk
∂t
−∇ ·
(∫
p
vgc Jdk
)
− ∇ ·
(∫
p
Ψdk {X, F 0}gc
)
,
where the kinetic wave-action density is defined as
J dk ≡
∫
p
Jdk =
1
2
∫
p
Im
(
{S∗1dk, F 0}gcS1dk
)
. (93)
By combining these expressions, we obtain the exact
kinetic-MHD wave-action conservation law (88), where
the total wave-action density
J kMHD = JMHD + J dk, (94)
is the direct sum of the MHD (JMHD ≡ ̺0 JMHD) and
kinetic components, while the total wave-action density
flux
ΓkMHD = u0 JMHD + ΓMHD
+
∫
p
(
vgc Jdk − Ψdk {X, F 0}gc
)
+
∫
p
Im
(
Q̂S∗1dkΠ0 · ξ1
)
, (95)
where (Jdk,Ψdk) are defined in Eq. (92), is the sum of
MHD, kinetic, and kinetic-MHD coupling components.
We note that, while the ideal MHD wave action (89) is
positive, the sign of the kinetic wave action (93) is indef-
inite. Hence, when an energetic-particle population sup-
ports a negative-energy wave [37], the total ideal MHD
and kinetic wave actions
∫
x
JMHD and
∫
x
Jdk may grow
separately while keeping their sum
∫
x
(JMHD+Jdk) con-
stant.
Lastly, we note that the ideal MHD wave-action con-
servation law ∂JMHD/∂t + ∇ · (u0 JMHD + ΓMHD) 6= 0
is no longer conserved in the presence of an energetic-
particle species. Through the proper Lagrangian de-
scription of the additional physics associated with the
perturbed energetic-particle distribution, however, a gen-
eralized kinetic-MHD wave-action conservation law (88)
was derived (by Noether method) directly from the
kinetic-MHD Lagrangian density (75).
V. THIRD-ORDER LAGRANGIAN DENSITY
We now move on to include nonlinear effects into the
perturbed Vlasov-Maxwell equations by including third-
order nonlinearities in the perturbed Vlasov-Maxwell ac-
tion functional. The perturbative action functional (14)
yields the third-order Lagrangian density
L3 =
1
4π
(
E1 ·E2 − B1 ·B2
)
−
∫
p
e2f0
mc2
A1 ·A2
+
1
3
∫
p
f2
(
d0S1
dt
−H1
)
+
2
3
∫
p
f1
(
d0S2
dt
−H2 +
1
2
{S1, H1}
)
+
1
3
∫
p
f0
(
{S1, H2} + 2{S2, H1}
)
, (96)
where f1 = {S1, f0} and f2 = {S2, f0} +
1
2{S1, f1}, and
the contributions from the third-order Hamiltonian asso-
ciated with S1 and S2 (as well as f1 and f2) appear explic-
itly. We note, here, that the third-order Lagrangian (96)
does not simply involve terms that are cubic in the first-
order fields (S1,Φ1,A1), but also include terms involving
the second-order ponderomotive fields (S2,Φ2,A2). This
ponderomotive dependence is in contrast to traditional
third-order action functionals, which are always cubic in
first-order fields. For example, see the early work of Boyd
& Turner [16] for the Vlasov-Maxwell equations, the work
of Brizard & Kaufman [39] for the Manley-Rowe relations
describing stimulated Raman scattering in an unmagne-
tized background plasma, and the more recent works of
Pfirsch & Sudan [40] and Hirota [41] for the ideal MHD
equations.
A. Gauge-invariant formulation
Variations of the third-order Lagrangian (96) with re-
spect to (S2,Φ2,A2) yield the first-order Vlasov-Maxwell
equations (29)-(31). Variation with respect to S1 yields
the second-order Vlasov equation
0 =
d0f2
dt
+ {f1, H1}+ {f0, H2}
=
{(
d0S2
dt
− H2 +
1
2
{S1, H1}
)
, f0
}
+
1
2
{(
d0S1
dt
− H1
)
, f1
}
, (97)
which yields the second-order equation
d0S2
dt
= H2 −
1
2
{S1, H1}, (98)
provided Eq. (29) holds. Variations with respect to
(Φ1,A1), on the other hand, yield the second-order
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Maxwell equations
∇ ·E2 = 4π
∫
p
e f2, (99)
∇×B2 −
1
c
∂E2
∂t
=
4π
c
∫
p
e
[
v0 f2
−
e
mc
(
A2 f0 + A1 f1
)]
.(100)
While the second-order Vlasov-Maxwell equations (98)-
(100) are gauge-dependent, they are invariant under the
second-order gauge transformation
S2 → S2 − (e/c)χ2 +
1
2 {S1, (e/c)χ1}
Φ2 → Φ2 − c
−1 ∂χ2/∂t
A2 → A2 +∇χ2
 , (101)
as well as the first-order gauge transformations (40)-(41),
with
f2 → f2 −
e
c
{χ2, f0} −
e
c
{
χ1, f1 −
e
2c
{χ1, f0}
}
,
H2 → H2 −
e
c
d0χ2
dt
+
e2∇χ1
mc2
·
(
A1 +
1
2
∇χ1
)
.
B. Gauge-independent formulation
A gauge-independent formulation can also be derived
as follows. First, we note that Eq. (98) can be written as
d0S
′
2
dt
= e
(
Φ2 −
v0
c
·A2
)
+ K2, (102)
where the second-order (gauge-independent) ponderomo-
tive Hamiltonian is
K2 ≡ −
e
2
η1 ·
(
E1 +
v0
c
×B1
)
, (103)
and we have defined the new scalar function
S′2 ≡ S2 +
e
2c
A1 ·η1 ≡ S2 + σ2, (104)
which implies that Eq. (102) is invariant under the
second-order gauge transformation (Φ2,A2) → (Φ2 −
c−1∂χ2/∂t,A2 +∇χ2) provided S
′
2 transforms as S
′
2 →
S′2 − (e/c)χ2, while it is independent of the first-order
gauge field χ1.
Next, we now introduce the gauge-independent second-
order displacement η2 ≡ ∂S
′
2/∂p, which yields the gauge-
invariant second-order velocity
u2 ≡
d0η2
dt
− η2 ·∇v0 =
∂K2
∂p
−
1
m
(
∇S′2 +
e
c
A2
)
,
(105)
and the gauge-independent second-order equation of mo-
tion
d0
dt
(
d0η2
dt
−
∂K2
∂p
)
= e
(
E2 +
v0
c
×B2
)
+ {v0,K2}
+
(
d0η2
dt
−
∂K2
∂p
)
×
eB0
mc
.(106)
The gauge-independent second-order Maxwell equations
0 = ∇ · (E2 + 4π P2) ≡ ∇ ·D2, (107)
0 = ∇× (B2 − 4πM2)−
1
c
∂
∂t
(E2 + 4π P2)
≡ ∇×H2 −
1
c
∂D2
∂t
, (108)
are expressed in terms of the second-order polarization
and magnetization
P2 ≡
∫
p
(
e f0 η2 +
e
2
f ′1 η1
)
, (109)
M2 ≡
∫
p
(
e f0 η2 +
e
2
f ′1 η1
)
×
v0
c
, (110)
where f ′1 ≡ −mu1 · ∂f0/∂p − η1 ·∇f0 is the gauge-
independent first-order Vlasov distribution. Once again,
from Eqs. (107)-(108), we see that the second-order per-
turbed charge and current densities are expressed in
terms of second-order polarization and magnetization ef-
fects.
Lastly, we note that these second-order equations can
be derived from the gauge-independent third-order La-
grangian density
L′3 =
1
4π
(E1·E2 −B1·B2) +
∫
p
f0
[
η1· (F2 −∇K2) + mu1·
(
u2 −
∂K2
∂p
)
+ η2· (F1 − η1·∇∇H0)
]
−
1
6
∫
p
f ′1 η1 ·
(
m
d20η1
dt2
−
d0η1
dt
×
e
c
B0
)
, (111)
where the gauge-independent nth-order perturbed fields
(un,Fn) are the velocities un ≡ d0ηn/dt− ηn ·∇v0 and
the total forces Fn ≡ eEn + (e/c)v0 ×Bn. We note
that, once again, the gauge-independent third-order La-
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grangian density (111) involves terms that are cubic in
the first-order fields (η1,E1,B1) as well as terms that in-
volve the second-order ponderomotive fields (η2,E2,B2).
Applications of the third-order Lagrangian density (96)
[or Eq. (111)] will be explored in future work.
VI. PERTURBED VLASOV-MAXWELL
POLARIZATION AND MAGNETIZATION
Before summarizing our work, we note that, by com-
bining the second-order polarization and magnetization
(109)-(110) with the first-order expressions (47), we ob-
tain expressions for the perturbed Vlasov-Maxwell po-
larization and magnetization that are exact to all orders.
First, we find the perturbed Vlasov-Maxwell polarization
P =
∫
p
e
[
ǫη1 f0 + ǫ
2
(
η2 f0 +
1
2
η1 f
′
1
)
+ · · ·
]
≡
∫ ǫ
0
(∫
p
e f
dx
dσ
)
dσ ≡
∫ ǫ
0
Pσ dσ, (112)
where dx/dσ ≡ {x, S}, with f = f0+σ{S1, f0}+ · · · and
S = S1 + 2σ S2 + · · · . If we return to Eq. (19), we easily
recover
∇ ·
∂E
∂σ
= 4π
∫
p
e
∂f
∂σ
= 4π
∫
p
e {S, f}
= − ∇ ·
(
4π
∫
p
e f {x, S}
)
≡ − ∇ ·
(
4π Pσ
)
, (113)
from which we obtain ∇ · (E−E0) = − 4π ∇ ·P, i.e.,
∇ ·D = ∇ ·E0 ≡ 4π ρ0. (114)
Hence, we conclude that the perturbed charge density
can be expressed as a perturbed polarization charge den-
sity at all orders in Vlasov-Maxwell perturbation theory.
The perturbed Vlasov-Maxwell magnetization, on the
other hand, is expressed as
M ≡
∫
p
[
ǫη1 f0 + ǫ
2
(
η2 f0 +
1
2
η1 f
′
1
)
+ · · ·
]
×
ev0
c
≡
∫ ǫ
0
[∫
p
f
e
c
(
dx
dσ
×
dx
dt
)]
dσ ≡
∫ ǫ
0
Mσ dσ, (115)
where dx/dt ≡ {x, H} = (p − eA/c)/m = v0 −
σ eA1/mc+ · · · . If we return to Eq. (20), we find
∇×
∂B
∂σ
−
1
c
∂
∂t
(
∂E
∂σ
)
= 4π
∫
p
e
c
∂
∂σ
(
f
dx
dt
)
= − ∇ ·
(
4π
∫
p
e
c
f
dx
dσ
dx
dt
)
+ 4π
∫
p
f
e
c
d2x
dσ dt
, (116)
where we have used ∂f/∂σ = −{f, S}, we have used the
identity ∫
p
{g, S} = ∇ ·
(∫
p
dx
dσ
g
)
,
and
d2x
dσ dt
≡
∂
∂σ
(
dx
dt
)
+
{
dx
dt
, S
}
.
Next, using Eq. (112) and the same identities, we intro-
duce
∂Pσ
∂t
=
∫
p
e
∂
∂t
(
f
dx
dσ
)
= − ∇ ·
(∫
p
e f
dx
dt
dx
dσ
)
+
∫
p
e f
d2x
dσ dt
,
which is substituted into Eq. (116) to yield
∇×
∂B
∂σ
−
1
c
∂
∂t
(
∂E
∂σ
)
=
4π
c
∂Pσ
∂t
+ ∇ ·
[
4π
∫
p
e
c
f
(
dx
dt
dx
dσ
−
dx
dσ
dx
dt
)]
≡
4π
c
∂Pσ
∂t
+ 4π ∇×Mσ, (117)
where Mσ is defined in Eq. (115). We can, once again,
conclude that the perturbed current density can be ex-
pressed as a perturbed polarization and magnetization
current densities, i.e.,
∇×H −
1
c
∂D
∂t
= ∇×B0 −
1
c
∂E0
∂t
≡
4π
c
J0, (118)
at all orders in Vlasov-Maxwell perturbation theory.
VII. SUMMARY
The perturbative variational formulation (14) of the
Vlasov-Maxwell equations has been presented, based on
a geometric interpretation of the Lie-transform pertur-
bation analysis (4). From the second-order and third-
order variational principles (26) and (96), we derived
first-order and second-order Vlasov-Maxwell equations in
both gauge-invariant and gauge-independent forms. In
the gauge-independent forms, we extracted explicit ex-
pressions for the perturbed Vlasov-Maxwell polarization
and magnetization (112) and (115).
From the quadratic variational principle for the lin-
earized Vlasov-Maxwell equations, we derived variational
principles for the linear drift-wave equation and the lin-
earized kinetic-MHD equations, from which wave-action
conservation laws were derived.
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Appendix A: Self-adjointness Property
In this Appendix, we prove the identity (78), where
F1(δξ1) ≡ δF1 = ∇ · δK1 is expressed in terms of Eq. (76)
as
δK1 = δξ1 ̺0
d0u0
dt
− I
(
δp1 +
1
4π
δB1 ·B0
)
+
1
4π
(
B0 δB1 + δB1B0
)
, (A1)
where δp1 ≡ − γp0 (∇ · δξ1) − δξ1 ·∇p0 and δB1 ≡
∇× (δξ1 ×B0). We begin with
ξ1 · δF1 = ∇ · (δK1 · ξ1) − δK
⊤
1 : ∇ξ1, (A2)
so that Eq. (78) becomes
ξ1 · δF1 − δξ1 ·F1 = ∇ · (δK1 · ξ1 − K1 · δξ1)
+ K⊤1 : ∇δξ1 − δK
⊤
1 : ∇ξ1,(A3)
where we now have to show that K⊤1 : ∇δξ1− δK
⊤
1 : ∇ξ1
can be written as a divergence. Here, δK⊤1 denotes the
transpose of δK1 so that
δK⊤1 : ∇ξ1 = ̺0
d0u0
dt
· (δξ1 ·∇ξ1)−
(
δp1 +
1
4π
δB1 ·B0
)
∇ · ξ1 +
1
4π
(
B0 ·∇ξ1 · δB1 + δB1 ·∇ξ1 ·B0
)
.
After several manipulations, we find
δK⊤1 : ∇ξ1 = γp0(∇ · ξ1) (∇ · δξ1) + δB1 ·
B1
4π
− ξ1δξ1 : ∇∇
(
p0 +
B20
8π
)
+
[
ξ1 ·∇p0 (∇ · δξ1) + δξ1 ·∇p0 (∇ · ξ1)
]
−
1
4π
(ξ1 ·∇B0) · (δξ1 ·∇B0) +
1
4π
[
(ξ1 ·∇B0) · (B0 ·∇δξ1) + (δξ1 ·∇B0) · (B0 ·∇ξ1)
]
+ ∇ ·
[
δB1
4π
(ξ1 ·B0) + δξ1
(
ξ1 · ̺0
d0u0
dt
)
−
B0
4π
(δξ1 ·∇B0 · ξ1)
]
,
where all the terms outside of the divergence terms are explicitly symmetric with respect to ξ1 and δξ1. Hence, we
easily find that
K
⊤
1 : ∇δξ1−δK
⊤
1 : ∇ξ1 = ∇ ·
[
B1
4π
(δξ1 ·B0)−
δB1
4π
(ξ1 ·B0) − (ξ1 × δξ1) × ̺0
d0u0
dt
−
B0
4π
(ξ1 × δξ1) ·∇×B0
]
.
If we now substitute this expression, with
δK1 · ξ1 − K1 · δξ1 = (ξ1 × δξ1) × ̺0
d0u0
dt
+
(
p1 δξ1 − δp1 ξ1
)
+
1
4π
[
(ξ1 ×B0)× δB1 − (δξ1 ×B0)×B1
]
+
δB1
4π
(ξ1 ·B0)−
B1
4π
(δξ1 ·B0) ,
into Eq. (A3), we obtain Eq. (78): ξ1 · δF1 − δξ1 ·F1 ≡ ∇ · δR2, where δR2 is given in Eq. (79). A useful application
of the identity (78) is the relation
Im (ξ∗1 ·F1) ≡
1
2i
(
ξ∗1 ·F1 − ξ1 ·F
∗
1
)
= ∇ ·
[
1
2i
(
p∗1 ξ1 − p1 ξ
∗
1
)
+
1
8πi
[
(ξ∗1 ×B0)×B1 − (ξ1 ×B0)×B
∗
1
]
+
B0
8πi
(ξ1 × ξ
∗
1) ·∇×B0
]
= ∇ · Im
[
p∗1 ξ1 +
1
4π
(ξ∗1 ×B0)×B1 +
B0
8π
(ξ1 × ξ
∗
1) ·∇×B0
]
≡ ∇ ·ΓMHD, (A4)
which appears in the kinetic-MHD wave-action conservation law (88).
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