Abstract-A subspace-based linear minimum mean-squared error (MMSE) multiuser detection scheme is proposed for a multicarrier direct-sequence code-division multiple-access (MC-DS-CDMA) system. Typically, a MC-DS-CDMA system employs a band-limited chip waveform. The band-limited nature of the chip waveform causes problem in applying standard subspace techniques because no nonnull noise subspace can be formed. It is shown that channel and timing information needed for the construction of the linear MMSE detector can be identified by a multiple-signal-classification-like algorithm based on a finitelength truncation approximation of the chip waveform. In practice, since perturbed versions of the subspaces assumed in the finitelength truncation approximation are actually observed, and because of the band-limited property of the chip waveform, the accuracy of the channel estimation and, hence, the performance of the MMSE detector are degraded. This effect is investigated in this paper.
I. INTRODUCTION
R ECENTLY, there has been considerable interest in multicarrier direct-sequence code-division multiple-access (MC-DS-CDMA) systems, which are known to be effective in frequency-selective fading channels. The MC-DS-CDMA transmission scheme considered in this paper is proposed in [1] , where a band-limited direct-sequence (DS) waveform modulates multiple carriers. Kondo and Milstein [1] employ maximal ratio combining (MRC) to combine the desired signal contributions from different carriers. Lok et al. [2] show that when the noises and interference are correlated, MRC is not optimal. They propose an adaptive algorithm to take advantage of this correlation to reject multiple-access interference (MAI) . Their method can be viewed as a form of minimum mean-squared error (MMSE) multiuser detection in the frequency domain. Since the number of carriers is usually not large, this form of frequency-domain multiuser detection performs best in situations where only a few strong interferers are present. Since the MC-DS-CDMA system also contains direct-sequence components, traditional (time-domain) multiuser detection [3] - [5] can be performed on each of the carriers to improve the effectiveness of the frequency-domain scheme for cases where there are a large numbers of strong interferers. 1 A more direct, and probably better, approach is to perform joint time and frequency domain multiuser detection. 2 The major difficulty encountered in such a time-frequency multiuser detection scheme is that a large amount of channel information, such as the timing and fading coefficients of the users, is needed. A promising and recently proposed approach for obtaining these channel estimates is to use subspace-based estimation techniques [6] - [12] .
We propose a subspace-based MMSE receiver for a MC-DS-CDMA system. The orthogonality between the noise subspace and the desired signal vector is exploited to blindly extract the timing and channel required for the construction of the linear MMSE detector. This idea is similar to those in [10] and [11] , which consider the channel estimation and multiuser detection for a single-carrier DS-CDMA system.
While the use of subspace techniques for MC-DS-CDMA systems is an extension from single-carrier systems, the bandlimited property of MC-DS-CDMA signals significantly affects the effectiveness of the subspace technique. This fact has not been addressed in all the work on single-carrier CDMA systems mentioned above. The operation of any subspace-based technique requires a nonnull noise subspace. For a time-limited chip waveform, which is usually assumed in single-carrier CDMA systems [6] - [12] , the number of signal vectors (see Section III) from each user is finite. Hence, by taking a sufficient number of samples of the received signal, a nonnull noise subspace can be obtained. However, MC-DS-CDMA systems employ band-limited chip waveforms, which contribute an infinite number of signal vectors that span the entire space, regardless of the number of samples taken. Hence, a nonnull noise subspace cannot be formed. To circumvent this difficulty, we limit the number of signal vectors by neglecting the tail of the chip waveform. Based on this approximation, we form the (nonnull) signal and noise subspaces needed for the proposed subspace-based multiuser detection technique. The effect of this approximation is investigated by matrix perturbation analysis techniques. In particular, we investigate the effects of the vectors which are ignored by the finite-length approximation of the chip waveform on the observed subspaces and, hence, the proposed subspacebased estimation method. The vectors ignored by finite-length approximation cause performance degradation of the subspacebased estimator. Furthermore, we note that, since the chip waveform is not time-limited, the near-far resistance of the linear MMSE detector is zero [5] . However, numerical results show that the proposed channel estimation and detection scheme is robust to moderate near-far problems. Moreover, the perturbation analysis indicates that by employing a fast decaying chip waveform and properly selecting a signal subspace dimension, we can obtain reasonably good performance in mild near-far situations.
The rest of the paper is organized as follows. The system model for the proposed MC-DS-CDMA system is introduced in Section II. A linear MMSE detector is developed in Section III. In Section IV, a subspace-based blind algorithm is developed to estimate the fading coefficients needed for the linear detector obtained in Section III. Timing estimation for the desired user is also discussed. We present numerical results to illustrate the performance of the timing and channel estimation and detection schemes in Section V. In Section VI, the effect of the finite-length chip waveform truncation on the noise subspace estimation and, hence, the performance of the proposed algorithm is investigated. Conclusions are drawn in Section VII.
II. SYSTEM MODEL
In this section, we describe the model of the MC-DS-CDMA system. We assume that there are simultaneous users in the system, and each user uses the same carriers. The th user, for , generates a stream of data symbols . The data symbols are independent random variables with and . The transmitted signal of the th user is given by where (1) is the spreading waveform for the th carrier of the th user. The parameter is the separation between consecutive chips. There are chips per symbol as indicated in (1) , and the symbol duration is related to by . Each band is assumed to experience slowly varying flat fading [1] . The parameter is the power for each carrier of the th user signal, and is the frequency of the th carrier. We assume that the chip waveform is band-limited, and the carrier frequencies are well separated so that adjacent frequency bands do not interfere with each other. We also assume is normalized so that . The received signal in complex analytic form is given by (2) where accounts for the overall effects of phase shifts and fading for the th carrier of the th user, represents the delay of the th user signal with respect to the start of the observation interval, and represents additive white Gaussian noise (AWGN). We assume that the channel coefficients and vary slowly. Without loss of generality, we consider the signal from the first user as the desired signal and the signals from all other users as interfering signals throughout the paper.
The receiver is shown in Fig. 1 . There are branches in the receiver. Each branch consists of a demodulator and a chipmatched filter, and is responsible for demodulating one carrier. The output of the chip-matched filter on each branch is sampled every s. We observe the chip-matched filter outputs for a duration of s so that one complete symbol of the desired user is guaranteed to be observed.
Without loss of generality, let us focus on the detection of the zeroth symbol of the first user, . At the th branch, the output of the matched filter at time is given by
The output sample on the th branch can be decomposed into different components (4) where denotes the component due to AWGN, and (5) is the component due to the th user signal, for . In (5), the function is the output of the chip waveform through the chip-matched filter, i.e.,
. To avoid interchip interference for the desired signal when it is chip-synchronous, the chip waveform is chosen to satisfy the Nyquist criterion, i.e., for and for . We vectorize the observations by defining -dimensional vectors (6) and
for and . Then, we concatenate the vectors from the carriers to form the following -dimensional observation vectors: , and for . Now, (4) can be rewritten as (9) where is a zero-mean Gaussian random vector with covariance . The observation vector is used to perform timing synchronization and channel estimation. Once synchronization and channel estimation are completed, is weighted by a weight vector to give a decision statistic based on the MMSE principle, which will be described in Section III.
III. SUBSPACE MMSE DETECTOR
First, let us represent the received vector in a more convenient way. We define, for , the diagonal matrix (10) where, for incorporates the power, phase shifts, and fading for the th carrier of the th user. Moreover, we define, for , and (11) which is a vector of length consisting of the elements of the spreading sequence of the th user followed by zeros. Following the notation in [13] , we let and denote the acyclic left shift operator and the acyclic right shift operator operating on vectors of length , respectively. We use and to denote applications of the corresponding operators, resulting in left and right shifts, respectively. Based on these operators, we define, for , and every integer (12) where and are obtained from the decomposition , for . As before, for each and integer , we concatenate the vectors to form the -dimensional vector (13) With these definitions, we can rewrite (9) as (14) We observe from (14) that is a linear combination of an infinite number of vectors in general. This leaves the noise subspace with only the zero vector. To tackle this problem, we note that a fast decaying should be chosen in practice. Based on this practical consideration, we assume that the chip waveform decays fast enough so that a given symbol makes a significant contribution only to adjacent symbols. Under this assumption, we neglect the vectors in (14) except for those corresponding to for the th user, since these vectors are the dominant terms 3 for . In other words, each user contributes at most vectors. Further discussion on this finite-length truncation approximation is given in Section VI. Now, the received vector is approximated as (15) For notational convenience, we write (15) using a equivalent synchronous model described in [4] as (16) In this model, corresponds to the desired symbol and . Other vectors correspond to the intersymbol interference and multiple-access interference vectors in (15) . We note that . 4 The following spectral decomposition of the correlation matrix of is important for the development of subspace-based channel estimation and detection techniques. The correlation matrix is (17) where . If we choose different spreading sequences for different users, are usually (but not guaranteed to be) linearly independent. From now on, we assume that these vectors are, in fact, linearly independent and the chip waveform decays fast enough such that . Hence,
. The spectral decomposition of the correlation matrix is given by (18) where , , , and . Above, the eigenvalues of are arranged in descending order. We define the subspace spanned by the columns of as the signal subspace and the subspace spanned by the columns of as the noise subspace. We note that the signal subspace is just the column space of the matrix . Using the results above, it is easy to see that (19) Now, we have all the necessary tools to develop a subspacebased linear MMSE detector for the MC-DS-CDMA system. Assuming that the timing of the desired user has been acquired (i.e., the value of is known), the linear MMSE detector for the zeroth bit of the desired user is obtained by solving the optimization problem below (20) The optimal weight vector is given by (21) Based on (19) and the fact that is orthogonal to the noise subspace, we obtain (22) In order to implement the MMSE detector described in (22), we need to estimate the signal subspace as well as . Given the spreading sequence of the desired user, we need to estimate channel coefficients and the delay from the observation vectors and construct based on on how many users are bit-or chip-synchronous ( = 0) to the start of the observation interval. The value of P = 2K represents the best case scenario in which all the users are bit-synchronous to the start of the observation interval.
In the worst case scenario, where no user is chip-synchronous to the start of the observation interval, P = (2L + 1)K . (12) . The performance of the detector depends on the accuracy of these estimations. Methods to perform required channel and timing estimation are given in Section IV.
IV. CHANNEL AND TIMING ESTIMATION
In this section, we describe techniques to estimate the channel coefficients and timing of the desired user, which are both needed in order to implement the linear MMSE detector.
First, we assume that the desired user timing estimation is achieved by a separate process, i.e., is known. We can estimate the channel coefficients of the desired user by projecting the desired user vector onto the noise subspace [6] - [11] . This approach is similar to the well-known multiple-signal-classification (MUSIC) algorithm in array signal processing applications. Since is orthogonal to the noise subspace (23) Equivalently, we can rewrite (23) as (24) where
and is the unknown vector representing the channel coefficients of carriers of the desired user. Since the column space of intersects with the column space of , which is the null space of , (24) must have a nontrivial solution. If the intersection between the column spaces of and is one-dimensional, then can be uniquely determined up to a multiplicative constant. This requires 5 , or , since the column space of is -dimensional. A tighter necessary condition on can be found by noting the number of equations and unknowns in (24). Since has rows, can be uniquely determined up to a multiplicative constant only if , or . Assuming the worst case scenario that , a necessary condition on the number of users for unique determination of is then
We note that the channel estimation technique described above is near-far resistant because the noise subspace does not depend on the powers of the users. However, we also emphasize that this conclusion is based on the approximation that there are only a finite number of vectors contributing to . A more detailed discussion on the effect of this approximation on the performance of the channel estimator in near-far scenarios is given in Section VI. In practice, is replaced by its time-average estimate . We perform spectral decomposition on to obtain an estimate 5 This follows from the fact that dim(S)+dim(V) = dim(S+V)+dim(S\ V), where S and V denote the column spaces of U and V , respectively. of noise subspace , which is employed to solve the channel estimation problem above. Due to the presence of thermal noise, the column space of may not intersect with the null space of and, hence, (24) may not have a nontrivial solution. To avoid this difficulty, we obtain a channel estimate by the following least square approach: (27) It is easy to see that in (27) is given by the eigenvector corresponding to the smallest eigenvalue of the matrix . We note that in order to demodulate the desired symbol, the amplitude and phase ambiguities (with respect to the real desired user channel vector ) in the estimate must be resolved. One way to avoid this is to employ PSK modulation with differential encoding and decoding.
If the value of is not available, joint timing and channel estimation for the desired user must be performed. The basic idea is to hypothesize a value for and construct the matrix 6 based on this hypothesized value. Then, the minimization problem in (27) is solved to get the best estimate for this . The process is repeated for different values of and the timing estimate is obtained as the solution to the following minimization problem: (28) where is the minimization cost function defined by
The corresponding channel estimate is . Of course, the infinite number of possible hypothesized values of in the interval must be quantized to a finite set in practice. We note that the optimization problem in (28) is one-dimensional. Not all choices of the pair ( ) are allowed. As described above, given a hypothesized value of , we choose the least square solution to (27). Hence, the set of candidate solution pairs are for all . The advantage of this formulation is that the search space is greatly reduced, making the method more practical. Moreover, since is a continuous function of , it must have a minimum on the compact interval . Hence, if we search fine enough, we are guaranteed to get close to the optimal choice of that minimizes the cost function.
After acquiring estimates of and , we can either construct the MMSE detector as shown in (22) directly, or adjust the sampling time according to the estimated value of to resample the chip-matched filter outputs and then repeat the subspace construction by setting . The former approach causes significant loss in signal energy due to chip asynchronism. As suggested in [4] and [13] , this can be alleviated by oversampling the chip-matched filter output. The latter approach gives better performance because not only is the received energy increased, but also the intersymbol interference from the desired user itself is removed. The disadvantage of this method is that the same correlation matrix cannot be used to demodulate the signal of the desired user. When batch eigenvalue decomposition (EVD) of the sample correlation matrix or batch singular value decomposition (SVD) of the data matrix is employed to estimate the signal and noise subspaces, the proposed timing and channel estimation in its current form is computationally expensive. EVD of the correlation matrix requires operations. In addition, the timing estimation algorithm has a computational complexity of per hypothesis based on batch EVD. However, once a noise subspace is estimated, an algorithm of gradient descent type [12] can be applied to solve the optimization problem in (27) to reduce the computational burden of estimating the minimum eigenvector. Note that the number of hypothesized values of has no effect on the observed samples. No matter how finely we hypothesize , we are still using the same estimated noise subspace for all the hypotheses. Of course, we still need to generate all the , which depend on according to (12) , to construct . The same amount of storage is required, regardless of the number of hypotheses, if is calculated for each hypothesis. Alternatively, we can store all for all hypotheses for a table lookup. Then, the storage requirement is proportional to the number of hypotheses at the cost of computational efficiency.
V. NUMERICAL RESULTS
In this section, we investigate by Monte Carlo simulations the performance of the proposed subspace timing and channel estimation scheme under different channel conditions. The signature sequences are binary and are randomly generated. The channel coefficients are generated according to the complex Gaussian distribution with zero mean and unit variance, i.e., Rayleigh fading is assumed. For the chip waveform, we employ a raised-cosine waveform with roll-off factor 0.9. We use samples from 200 symbols to estimate the correlation matrix. For simplicity, we assume that the number of users, , is known and that each user contributes at most three dominant vectors . The dimension of the signal subspace is taken to be . Up to 1500 realizations, each containing 500 BPSK data symbols, are used to obtain all the results. To look at the performance of the subspace method under various channel conditions, we consider the six sample systems listed in Table I .
The "near-far ratio" (NFR) is the ratio of the average received power of each interferer to that of the desired user [8] . 
A. Timing and Channel Estimation
First, we employ the joint timing and channel estimation scheme in Section IV for the six sample systems. When the timing estimate obtained is more than away from the true value, we assume that an acquisition failure occurs and that estimate is called an outlier [7] . Fig. 2 summarizes the probability of acquisition when the average signal-to-noise ratio of the desired user increases for the six sample systems. We observe that the probability of acquisition can be made close to 1 (within 0.25%) when is larger than 15 dB for all six systems. We exclude the outliers from all the results presented below. The root-mean-squared (RMS) errors of the timing estimation for the six systems are plotted in Fig. 3 . We can see from the figure that the timing estimation is near-far resistant to a certain extent. For and , the RMS errors for different NFRs are similar. However, the effect of the finite-length truncation of the chip waveform starts to appear for the severe near-far situation in System E, and this causes the RMS error to increase.
After acquiring the timing, we adjust the sampling time according to the estimated value of to resample the chip- matched filter outputs and then perform the channel vector estimation described in Section IV. The reason for doing so is twofold: the intersymbol interference from the desired user is eliminated and the most of the signal energy can be collected so that the performance of the system can be improved. Fig. 4 shows the average normalized channel estimation error. We see that the channel estimation is resistant to moderate near-far effects ( dB). Under severe near-far situations ( dB), the channel estimation scheme fails.
B. Bit-Error Rate (BER)
We employ the timing and channel estimates obtained previously to construct the MMSE receiver described in Section III and investigate its BER performance. First, we compare the BER performance of the MMSE receiver with that of the matched filter followed by the maximal ratio combiner (MRC) [1] for the case of a single-user system. Differential encoding and decoding of the information data is employed at the output of the MRC. The results are shown in Fig. 5 . Under the single-user condition, the MRC is optimal. It can be shown easily that the weight vector for the MMSE receiver reduces to the MRC if perfect estimates of the correlation matrix and fading coefficient vector can be obtained. From Fig. 5 , we see that the performance of the subspace method using the imperfect channel estimates is close to the optimal performance by the MRC with the exact channel information. The difference is less than 1 dB. An increase in the number of carriers provides a larger degree of frequency diversity. Therefore, the system with outperforms the system with . Next, we consider the BER performance of the six sample systems. The results are shown in Figs. 6 and 7. We note that in all the cases, the MMSE receiver outperforms the MRC that assumes perfect knowledge of timing and channel information. This is because of the inability of the MRC to reject multiple-access interference (MAI). For moderate near-far situations ( dB) and a moderate range of , the performance of the MMSE receiver is only 2-4 dB poorer than the single-user performance of the MRC with perfect channel knowledge. For severe near-far situations ( dB), the poor channel estimates cause the MMSE receiver to fail. Error floors are observed in all cases indicating that the MMSE receiver is not near-far resistant [3] . This is due to the band-limited nature of the chip waveform (see Section VI for more discussion). Increasing the processing gain increases the tolerance of the system toward MAI, while increasing the number of carriers provides more frequency diversity. For a fixed total system bandwidth, a trade off must be made between the values of and depending on the near-far ratio, the number of active users, and the SNR of the desired user.
VI. FINITE-LENGTH TRUNCATION OF CHIP WAVEFORM
In the development of the subspace-based MMSE receiver, we have assumed that each user contributes at most linearly independent vectors to the received vector . As stated before, this is only an approximation (unless all users are chip-synchronous) to the MC-DS-CDMA system because the chip waveform is not time-limited. In this section, we consider the fact that each user is actually contributing an infinite number of vectors to and investigate the resulting effect on the performance of the proposed subspace MMSE receiver. We note that the discussions below also apply, with only slight modifications, to many subspace-based estimation and detection scheme for DS-CDMA systems with band-limited chip waveforms.
First, since the signal vectors from all the users span the entire -dimensional space, 7 the desired signal vector cannot be independent of the signal vectors from the other users. This implies that the near-far resistance of the MMSE receiver is zero [5] , regardless of the finite-length truncation approximation we made in Sections III and IV. However, near-far resistance measures the system performance under the unlikely situation where the interferer powers are unbounded. In practice, the near-far problem is far more modest. It is shown by the numerical results in Section V that the subspace-based MMSE receiver gives 7 The span of the signal vectors depends on the chip waveform and the delays of the users. With a band-limited chip waveform and random delays, it is likely that the span will be the entire space.
reasonably good performance. We can still obtain a large performance gain over the conventional matched filter receiver by employing the MMSE detection technique.
As mentioned in Section III, the finite-length truncation of the chip waveform is a reasonable approximation when the chip waveform decays fast enough. Here, we characterize this claim by using results from matrix perturbation theory [18] . To this end, we treat the vectors in (14) from symbols other than , for , as perturbations to the unperturbed observation vector obtained by the finite-length truncation approximation in (15) . The correlation matrix of the unperturbed vector is called the unperturbed correlation matrix. We observe samples of the perturbed vector and form an estimation of the perturbed correlation matrix from the samples. For simplicity, we assume that a perfect estimate of the perturbed correlation matrix is obtained from the samples. The effect of finite samples on the performance of channel estimation can be found in [9] and [10] .
If the number of users in the system is known and no user is chip-synchronous to the start of the observation interval, then , and its value can be chosen by setting . We decompose the -dimensional space into a -dimensional unperturbed signal subspace and a -dimensional unperturbed noise subspace as in Section III. We perform a similar decomposition based on the perturbed correlation matrix. For example, a perturbed signal subspace is obtained by taking the span of the eigenvectors corresponding to the largest eigenvalues of the perturbed correlation matrix. The perturbation vectors change the eigenstructure of the unperturbed correlation matrix, which is the basis of the subspace technique. Since we perform EVD based on the perturbed correlation matrix, the performance of the subspace technique will strongly depend on the perturbations. As long as the unperturbed subspaces are not seriously altered, it is possible to achieve reliable estimation and detection. This is the case when a fast decaying chip waveform is employed and the near-far problem is not too severe. On the other hand, if the perturbations are strong enough to severely alter the eigenstructure to an extent that the desired signal vector is better approximated by the perturbed noise subspace than by the perturbed signal subspace, the subspace technique will break down. This phenomenon is known as subspace swap [15] , [16] . The goal of the following analysis is to characterize the effect of perturbations on the estimations of the signal and noise subspaces.
A. Inseparable Signal and Noise Subspaces
First, we look at the effect of the perturbations on the subspace decomposition in Section III. Let , for , denote the eigenvectors corresponding to the eigenvalues (in descending order) of the unperturbed correlation matrix . The first eigenvectors span the unperturbed signal subspace, and the remaining eigenvectors span the unperturbed noise subspace. We can rewrite (18) as (30) Now, we note that the perturbation vectors in (14) , denoted by , for , can be written as
By defining a -bymatrix , whose th element, for , is given by , and using (31), we obtain the perturbed correlation matrix as (32) where (33) We can regroup the terms of as (34) where (35) and (36) (37)
We denote the column space of a matrix by . From (30), we see that and are invariant subspaces 8 of since . Also, they are invariant by and because of (35) and (36). However, one can easily see from (37) that and are not invariant by . Thus, they are not invariant subspaces of . Since any subspace spanned by a subset of the eigenvectors of is an invariant subspace of , neither nor is spanned by some subset of the eigenvectors of . Hence, it is impossible to obtain the unperturbed signal and noise subspaces from an EVD of , which is what we observe. Each of the estimated signal and noise subspaces will always have nonzero projections onto both the unperturbed signal and noise subspaces.
B. Subspace Perturbation
Although the unperturbed signal and noise subspaces cannot be separated from an EVD of , the perturbed signal and noise subspaces can still be good approximations of their unperturbed counterparts (provided that the perturbations are small) since subspaces spanned by eigenvectors are relatively insensitive to 8 A subspace X is an invariant subspace of a matrix A if AX X. perturbations in the correlation matrix [19] , [20] . Intuitively, a fast decaying chip waveform in a not too severe near-far situation gives rise to small perturbations in the correlation matrix. Hence, under this condition, the subspace MMSE receiver should give a good performance. The simulation results in Section V confirm this observation.
To develop measures to appraise the reliability of the channel estimation in Section IV using the perturbed subspaces, we need to first establish a measure of "difference" between two subspaces. First, let us decompose as in (18) and obtain a similar EVD of as below (38) In the following discussion, we focus on the noise subspaces. An argument for the signal subspaces can be obtained likewise. 9 A commonly used measure of difference between two subspaces is given by the canonical angles between the two subspaces [18] , [19] , [21] (see the Appendix for the definition and properties of canonical angles). The smaller the angles, the closer are the two subspaces. Here, we employ the canonical angles to mathematically describe the perturbation effect on the noise subspace. It can be shown [18, p. 43 ] that the sines of the canonical angles between the unperturbed noise subspace and the perturbed noise subspace are the nonzero singular values of the matrix . Hence, if we take the canonical angles to form a diagonal matrix , then
where denotes the 2-norm of a matrix. We note that the 2-norm of in (39) equals the sine of the largest canonical angle. We proceed to upper-bound this quantity. To do so, we first note that (40) where is the -bysubmatrix of defined by . The last equality in (40) is obtained by applying the orthogonal relations between the eigenvectors to the decomposition of in (34). From (39) and (40), we get (41) where is the th eigenvalue of . Furthermore, since is semi-positive definite, it can be shown [18] that (42) where and are the largest and smallest eigenvalues of , respectively. Hence, it follows that (43) From (43), the canonical angles between the unperturbed and perturbed noise subspaces are small when the chip waveform decays fast and the power of the interferers are not too large. In particular, when , the two noise subspaces are acute [18] . where [18, p. 203 ]. We will use these two facts in the next section.
C. Channel Estimation Error Analysis
Using the subspace perturbation result in the previous section, we can develop a first-order analysis of the channel estimation error due to the finite-length truncation effect. We see from Section III that the MMSE receiver relies on the accuracy of the estimation of the desired user channel vector . Hence, the error in provides us a good indication of the effect of the finite-length truncation approximation on the subspace MMSE receiver. Based on (44) and (45), we derive the first-order error [17] on assuming that the canonical angles between the unperturbed and perturbed noise subspaces are small.
Instead of (24), we actually solve the following systems of equations to obtain the desired user channel vector estimate (46) Unfortunately, a nontrivial solution to this equation may not exist. So, we use the least square approach as in Section IV. We assume that the value of obtained by the least square solution is close to zero. Since both and can only be determined up to a multiplicative constant, we normalize their norms to one and define the error in the estimate to be From (53), we can see that the error in estimating is determined by (more precisely ) and the projections of the desired signal vector onto the eigenvectors of the unperturbed signal subspace, scaled by the reciprocals of their corresponding eigenvalues. In practice, we can make small (relative to ) by using a fast decaying chip waveform. Hence, the channel estimation error can be made small in moderate near-far situations. When the powers of the interferers increase, and the eigenvalues of the unperturbed subspaces increase at roughly the same rate. Hence, their effects on the estimation cancel one another [see (53)]. However, the increase in the interferer powers changes the structure of the signal subspace. In particular, will now be more aligned with the eigenvector corresponding to a small eigenvalue. As a result, the estimation error increases as the near-far effect gets more severe.
To illustrate the discussion above with numerical examples, we reconsider Systems C and E in Section V. Here, we assume that a perfect estimate of is available and the receiver is synchronized to the desired user . We calculate the true value of as defined in (47) and its first-order approximation given by (53) for raised-cosine chip waveforms with a roll-off factor ranging from 0.1 to 0.9 (fast decay). The results are shown in Fig. 8 . First, we observe that the finite truncation effect is negligible ( is small) in the moderate near-far situation ( dB, ). However, the effect becomes significant ( is large) in the severe near-far situation ( dB, ). Also, note that "severity" of a near-far problem depends on . It is observed that we can reduce the error due to the finite truncation effect by increasing as long as the condition in (26) is maintained. Second, as the roll-off factor increases, the chip waveform decays faster and, hence, decreases. Finally, we see from the results that the first-order approximation is very accurate for the moderate near-far case.
VII. CONCLUSIONS
In this paper, we have proposed a subspace-based MMSE multiuser detector for the multicarrier DS-CDMA system. To implement the linear MMSE detector, the channel and timing information of the desired user is needed. We have presented a subspace-based blind algorithm for channel and timing estimation based on the finite-length truncation approximation of a chip waveform. The signal subspace estimated from the observed signal is different from that spanned by the signal vectors considered by the finite-length approximation. Therefore, the subspace-based technique inevitably suffers from a performance degradation. However, we have shown in numerical results that the proposed channel estimation scheme is robust to moderate near-far problems. Moreover, we have investigated the effect of band-limited chip waveforms on the proposed subspace-based channel estimation scheme based on the matrix perturbation approach. With slight modifications, our analysis can be directly applied to many subspace-based estimation and detection schemes, whether single-carrier or multicarrier.
APPENDIX
We briefly review some matrix perturbation theory results from [18] and [20] that we use in Section VI. First, we define the canonical angles between subspaces of the same dimension based on the following result.
Theorem 1 [20, p. where denotes the orthogonal complement of a given subspace. Now, we state an important characterization of "closeness" between two subspaces of the same dimension. Given a matrix , we denote its perturbation by . Also, let us denote the projection onto as and the projection onto as .
Theorem 2 [18, p. 137] : The following three statements are equivalent. 1) . 2) There is no vector in that is orthogonal to and vice versa. 3) .
