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Abstract
Magnetic impurities are responsible for many interesting phenomena in condensed mat-
ter systems, notably the Kondo effect and quantum phase transitions. Here we present a
holographic model of a magnetic impurity that captures the main physical properties of the
large-spin Kondo effect. We estimate the screening length of the Kondo cloud that forms
around the impurity from a calculation of entanglement entropy and show that our results
are consistent with the g-theorem.
1 Introduction
Magnetic impurities have local magnetic moment due to the spin of unpaired electrons. Their
interactions with the electrons in a conducting material lead to interesting phenomena that
affect to the physical properties the material. The best known is the Kondo effect, a raise in
the resistivity at low temperatures first explained by Jun Kondo in 1964 [1] (see Figure 1). The
Kondo effect has been observed in many systems, the canonical examples being metals doped
with magnetic iron impurities [2, 3] and quantum dots [4–6]. Kondo used a simple model of a
1
ar
X
iv
:1
51
1.
09
36
2v
1 
 [h
ep
-th
]  
30
 N
ov
 20
15
Figure 1: Raise of the resistivity at low temperatures. Points and crosses are experimental results for
iron impurities in gold, while lines are theoretical predictions (figure from [1]).
Landau Fermi liquid (LFL) of electrons interacting with a localized spin, which was seminal to
Wilson’s development of Renormalization Group (RG) techniques [7–9], integrability [10–17],
large-N limits [18–23], Conformal Field Theories (CFTs) [21,24–29] and more [30,31].
The interaction between the magnetic impurity and the electrons is characterized by a dy-
namically generated scale, conventionally expressed as the Kondo temperature TK . At higher
temperatures the magnitude of the coupling decreases, thus providing an early example of asymp-
totic freedom. At temperatures below TK the impurity is screened by the electrons, eventually
leading to an infrared (IR) fixed point as the temperature goes to zero.
When many impurities are present the effective interactions among them can be important.
For a lattice of impurities these interactions are of Ruderman-Kittel-Kasuya-Yosida (RKKY)
type, meaning that they are mediated by the conduction electrons when they scatter with
different impurities, and are ferromagnetic or anti-ferromagnetic in nature. They thus tend
to drive the system to a ferromagnetic or anti-ferromagnetic ground state, while the Kondo
effect tends to screen the spins and produce a non-magnetic ground state. The competition
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Figure 2: A cartoon of the phase diagram in heavy fermion compounds. As the parameter δ is varied
at zero temperature, there is a transition from an antiferromagnetic state (AF) to a Fermi liquid of
heavy fermions. The quantum critical point is at δ = δc, but in this case it is depicted cloaked by a
superconducting dome. At low temperatures around the critical point, the system behaves like a Non-
Fermi liquid. The dotted and dashed lines indicate the temperature for the transition due to RKKY
interactions and the Kondo temperature, respectively (figure from [37] ).
between these two kinds of interactions can induce a quantum phase transition [23, 32–36] as
parameters of the system, such as impurity concentration or pressure, are varied. Non-Fermi
liquid behavior and unconventional superconductivity has been associated in heavy fermion
compounds to the quantum critical behavior close to the transition. On the other hand the
large mass renormalization in the Fermi liquid region has been attributed to the Kondo effect
(see Figure 2). Although the qualitative picture is understood, the full derivation of the phase
diagram from the impurity model is as yet an open problem.
A distinct possibility is that close to the quantum critical point the electrons interacting with
the impurities cannot be treated as a LFL, so it would be interesting to have a model of magnetic
impurities coupled to strongly correlated electrons. It would also be interesting for other cases
where the electrons are in a non-Fermi liquid state, such as a Luttinger liquid in 1+1 dimensions.
Both perturbative and Monte Carlo methods are not well suited for this kind of problem, and
exploring alternative approaches seems a worthwhile enterprise. A natural proposal is to use
holographic models, as formulated in the AdS/CFT correspondence [38–40]. In this context a
handful of models of impurities have been constructed [41–51], but in most cases they restrict
to the physics of the conformal fixed point where the impurity is seen as a 0+1-dimensional
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conformal defect. The exception is the model of [51], that we will present here for a single
impurity. This model realizes the RG flow of the original Kondo model and can be put at
nonzero temperature. In the following we will present it and discuss how it captures the main
aspects of the Kondo effect. We will also show that the contribution to entanglement entropy
of the impurity and the g-theorem have very simple geometric realizations in the holographic
model. We should mention that the model has been generalized to two impurities in [52], where
also the competition between RKKY and Kondo interactions is studied.
2 Impurities in field theory and large-N
The interaction between electrons and magnetic impurities can be described as the coupling of
the electron spin ~J = ψ† ~τ2ψ
1 and the impurity spin ~S. The effective Hamiltonian is
H = ψ†
−∇2
2m
ψ + λKδ
(3)(x) ~S · ~J. (2.1)
Where λK < 0 is the anti-ferromagnetic Kondo coupling. Only the s-wave component of the
electrons interacts with the impurity, so the model can be reduced to a chiral theory in 1 + 1
dimensions coupled to a 0+1-dimensional defect . In this description it is easy to see that
the Kondo coupling is marginally relevant, so it vanishes in the UV and grows in the IR until
it reaches a fixed point. The properties of the IR CFT can be inferred from spectral flow
arguments [21, 24–29]. If the impurity is placed directly in a 1 + 1 dimensional theory, the
situation is similar but instead of a LFL the effective description of the electrons should be a
Luttinger liquid.
In (2.1) there is an explicit SU(2) symmetry of rotations of the spin of the electrons, and
a U(1) particle number symmetry that changes the phase. For non-relativistic fermions of
spin s the symmetry is SU(N) (N = 2s + 1), and if there are k channels interacting with
the impurity (as may happen in quantum dots), the particle number symmetry is extended to
SU(k)×U(1) . Using the 1 + 1 chiral description it can be shown that the symmetry is actually
SU(N)k × SU(k)N × U(1)kN .
The spin of the impurity can be in different representations of the spin group, each associated
to a Young tableau. For a totally antisymmetric representation, corresponding to a column with
q < N boxes, it will be convenient to rewrite the spin operator in terms of slave fermions χ in
the fundamental representation of SU(N) 2 [53, 54]
Sa = χ†T aχ, (2.2)
1~τ are the Pauli matrices.
2Other representations can be realized by having more than one ‘flavor’ of slave fermions.
4
where T a are the SU(N) generators. Note that there is an additional U(1) symmetry that
rotates the phase of the fermions χ. Since we are introducing additional degrees of freedom we
need to impose a constraint to restrict to the subspace of physical states. This amounts to fixing
the charge to the number of boxes in the Young tableau
χ†χ = q. (2.3)
Fierz identities allow to write the Kondo coupling as a double trace coupling for a scalar operator
O = ψ†χ
λK ~S · ~J ' 1
2
λK
[
OO − q
N
ψ†ψ
]
. (2.4)
In the large-N limit the system can be solved using a mean field approximation. There is a phase
transition such that the scalar operator condenses below a critical temperature Tc, 〈O〉 6= 0 for
T ≤ Tc [53,54]. This is interpreted as the formation of a bound state between the impurity and
the conduction electrons, i.e. the screening of the impurity. Spontaneous symmetry breaking
is possible because of the large-N limit, but fluctuations of the order parameter grow in time
at finite N and would eventually wash away the phase transition. However, this would happen
only at times that grow exponentially with N .
The holographic model is inspired by the holographic dual to a configuration of D3, D5 and
D7 branes (see [51] for details) that contain all the main ingredients of the construction above:
chiral fermions in 1+1 dimensions coupled to slave fermions in a 0+1-dimensional defect. There
is an important difference, though. In the D-brane construction the spin group is gauged and
in order to have a reliable supergravity approximation, the coupling of the spin group has to be
very large. Therefore, the impurity is not coupled to a LFL but rather to strongly correlated
fermions and dynamical gauge fields.
3 Holographic model of the Kondo effect
Figure 3 summarizes the holographic construction of the large-N impurity model. We will
restrict to a single channel and a completely antisymmetric representation of the impurity spin.
In the UV the theory is a 1+1 CFT, so the holographic dual is asymptotically AdS3, actually
a BTZ geometry if the system is at finite temperature T = 1/(2pizH)
ds2 =gµνdx
µdxν =
L2
z2
(
dz2
f(z)
− f(z)dt2 + dx2
)
,
f(z) = 1− z2/z2H .
(3.5)
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Figure 3: Holographic model of a magnetic impurity. In the gravity side the impurity is a defect
extending between the boundary and the horizon. The spin current, the charge of the slave fermions and
the operator O are mapped to gauge fields and a scalar field respectively (Figure from [55]).
In the bulk geometry there is a gauge field Aµ dual to the U(1)N particle number current of the
fermions
SA =
N
4pi
∫
A ∧ dA. (3.6)
The coefficient N fixes the rank of the spin group. The spin group does not appear explicitly
in the holographic construction because it is gauged. The impurity is represented by a 1 + 1-
dimensional defect inside the geometry that extends from the position of the impurity at the
AdS boundary to the horizon. On the defect there is a scalar field Φ dual to the operator O
and a U(1) gauge field am dual to the U(1) charge of the slave fermions. The action is
Simp = −N
∫
AdS3
δ(x)
(
1
4
fmnf
mn + (DΦ)2 + V (Φ†Φ)
)
. (3.7)
We will use greek indices for the AdS3 directions and latin indices for the directions along the
defect. N is a normalization factor, fmn is the field strength of am and the covariant derivative
acting on the scalar field is
DmΦ = ∂mΦ− ieamΦ + ieAmΦ. (3.8)
Note that large-N scaling is N ∼ 1/e ∼ N .
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3.1 Impurity spin and Kondo coupling
The representation of the impurity is determined by the constraint (2.3). The charge q of the
slave fermions is determined by the leading coefficient Q in the asymptotic expansion of the
gauge field as z → 0 3
at ' Q
z
+ µ. (3.9)
The subleading term µ is the chemical potential on the impurity. By fixing Q we fix the
representation, note that within the large-N approximation Q is a continuous parameter. The
potential in the construction is arbitrary, for simplicity we will make it quadratic
V (Φ†Φ) = M2Φ†Φ. (3.10)
By imposing M2 = Q2 − 14 , we fix the dimension of the scalar operator O to be ∆ = 1/2 in the
UV. This is necessary in order to have a marginal Kondo coupling (2.4).
The leading coefficients in the asymptotic expansion of the scalar field are
Φ(z) ' αΛ
√
z log(Λz) + βΛ
√
z, (3.11)
where αΛ is dual to a source for the O operator, while βΛ is dual to the expectation value (vev).
Following [56], a double trace coupling translates to a relation between the leading coefficients
in the expansion of the scalar field4
αΛ = κΛβΛ, (3.12)
where κΛ ∝ λK determines the Kondo coupling at the scale Λ. The value of the scalar field Φ(z)
should be independent of the scale Λ. This leads to the following value of the Kondo coupling
at the scale 2piT
κT =
κΛ
1 + κΛ log
(
Λ
2piT
) . (3.13)
For an anti-ferromagnetic coupling κΛ < 0 we recover asymptotic freedom, since κT → 0− as
T →∞. The coupling diverges at the Kondo temperature TK = Λ2pi e1/κΛ = Te1/κT . Below the
Kondo temperature T < TK , the effective coupling becomes ferromagnetic κT > 0.
3.2 Phase transition
There are two possible phases characterized by the scalar field. When Φ = 0 the vev of the dual
operator vanishes 〈O〉 = 0 and we are in the normal phase. On the other hand, if the scalar field
has a non-trivial profile Φ(z), the dual operator acquires an expectation value 〈O〉 6= 0 that we
3More precisely q is proportional to the flux C, with C2 = − 1
2
fmnfmn, but one can determine C from Q.
4The double trace deformation changes the source αΛ → αΛ − κΛβΛ.
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Figure 4: For T < Tc the the vev of the operator O is nonzero. The solid red line fits numerical data
to 0.3(1− T/Tc)1/2. The phase transition is second order and of mean field type (Figure from [51]).
have identified with the screening in the impurity, we will call this the condensed phase. Which
phase is the true ground state of the system can be determined by comparing their free energies
and picking the one of minimal value. The free energy can be computed in the holographic
model in the usual way, by evaluating the on-shell action properly renormalized.
The result of this thermodynamic analysis is that at high temperatures the normal phase is
favored, but there is a critical temperature Tc ∼ 0.9TK at which the free energy of the condensed
phase starts to be lower. In fact, for temperatures below Tc the normal phase becomes unstable.
The transition between the two phases is second order and of mean field type. The vev 〈O〉 ∼ β
grows at lower temperatures as depicted in Figure 4. The holographic model thus exhibits the
same physics as the large-N field theory model of an impurity coupled to a LFL.
3.3 Backreaction
The matter fields on the bulk 1 + 1 defect have an effect in the surrounding geometry. Since
in 2 + 1 dimensions gravity has no propagating degrees of freedom, the only effect is to impose
some gluing condition between the geometry to the ‘left’ and to the ‘right’ of the defect. The
conditions are the Israel junction conditions with the energy-momentum tensor of the fields
on the defect (see [57] for a detailed analysis). This approach was applied to the holographic
impurity model in [55], the result is summarized in Figure 5. The figure represents the ‘right’
part of the geometry, with the AdS boundary at the top and the black hole horizon at the
bottom. The ‘left’ part of the geometry is simply the mirror image. The geometry extends to
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Figure 5: Profile of the defect for a fixed representation of the impurity spin and different temperatures
T ≤ Tc. As 〈O〉 increases for lower temperatures, the profile moves to the right (Figure from [55]).
the right of the figure and ends at the lines that are drawn extending to the left, so the left part
of the figure is cut and glued with the geometry at the other side of the defect. The point where
the lines converge at the boundary is the position of the impurity. The leftmost line (in red) is
the profile of the defect in the normal phase. The slope depends on the value of the gauge field at
on the defect, so it depends on Q and therefore on the spin representation. As the temperature
is lowered and we transition to the condensed phase, the defect profile moves to the right as the
vev 〈O〉 increases. Then, from a geometrical point of view, the effect of screening is seen in the
holographic model as a reduction of the geometry.
4 Entanglement entropy and g-theorem
The impurity affects to the state of the system by inducing a formation of the screening cloud.
The entanglement entropy captures this change in the state. One can define an impurity entropy
as the difference between the entanglement entropy in the presence of the impurity minus its
value when the impurity is absent [58–61]. For an interval of size 2` centered around the impurity
field theory calculations give [60]
Simp(`) =
pi2c
6
T
TK
coth
(
2pi
`
ξK
T
TK
)
,
T/TK , ξK/` 1.
(4.14)
Where ξK ∝ 1/TK is identified as the screening length of the Kondo cloud [61] and c is the central
charge of the CFT. For very large sizes of the interval one can interpret Simp as the contribution
of the impurity to the thermodynamic entropy Simp(` → ∞) = ln g. This thermodynamic
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Figure 6: Numerical values of the impurity entropy as a function of the size of the interval `. different
lines correspond to different temperatures T ≤ Tc. As 〈O〉 increases for lower temperatures, the impurity
entropy decreases. When ` → ∞, the impurity entropy asymptotes a constant (temperature dependent)
value (Figure from [55]).
entropy decreases at lower temperatures, which is compliant with the g-theorem [27,62–64]
T
∂ ln g
∂T
≥ 0. (4.15)
A field theory example for an RG flow satisfying the g-theorem may be found in [65]. For further
examples within holography, see [64,66,67].
In the holographic model the entanglement entropy can be computed using the Ryu-Takayanagi
prescription [68,69]. The entanglement entropy of an interval is proportional to the length L of
a bulk geodesic connecting the endpoints of the interval at the AdS boundary.
SEE =
c
6
L
L
, (4.16)
where c = 3L/2GN is the central charge of the dual CFT computed according to the Brown-
Hennaux formula [70]. In a BTZ black hole with no defects, the holographic entanglement
entropy agrees with its value for a CFT at finite temperature
SBH(`) =
c
3
(
1
piT
sinh(2piT`)
)
, (4.17)
where  ` is an UV cutoff. Note that the defect affects the geometry, so the impurity entropy
can be defined in terms of the difference between the geodesic length in the presence and absence
of the defect. The result is represented in Figure 6.
The upper horizontal line (in red) is the value of the impurity entropy in the normal phase.
Note that it is independent of the size of the interval Simp(`) = S0(Q), this is consistent with
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Figure 7: At low enough temperatures DT  1, the profile of the brane close to the horizon can be
approximated by a normal phase profile, but displaced a distance D with respect to the original position of
the impurity at the boundary. The change on the slope signifies an effective change in the representation
of the impurity spin, consistent with screening (Figure from [55]).
taking the limit ξK → 0 (for fixed TK) in (4.14). The geometric reason is that the position of
the defect is found by displacing each point the same geodesic distance from the Q = 0 profile
(a vertical straight line).
In the condensed phase where the screening cloud is forming, the impurity entropy decreases
as the vev of the scalar operator 〈O〉 increases. This is explained geometrically by Figure 5.
Since the position of the defect in the bulk moves to the right as the vev increases, the total
length of the geodesics used to compute entanglement entropy will decrease.
For low enough temperature the profile of the defect is as shown in Figure 7. In the region
close to the horizon, the profile can be fitted by a profile of the normal phase, but for a smaller
spin representation Q′ < Q, and displaced with respect to the original position of the impurity
at the boundary by a distance D. For values of ` that are large enough with respect to D, the
geodesic that determines the entanglement entropy will cross the defect in the region close to
the horizon. In this case the impurity entropy can be approximated as
Simp 'SBH(`+D)− SBH(`) + S0(Q′)
' D∂`SBH(`) + S0(Q′).
(4.18)
This gives the analytic formula
Simp(`) ' S0(Q′) + 2pic
3
TD coth (2piT`) ,
`T  1, DT  1.
(4.19)
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Figure 8: Numerical value of D˜ = 2piTD as a function of the temperature. The horizontal line is an
upper bound on the value of D˜ in the model. The diagonal line corresponds to the field theory result
at low temperatures D˜ = pi
2
T
TK
. Note that the temperatures that are reached numerically are not low
enough to check if the holographic model and an impurity coupled to a LFL have the same behavior at
the IR fixed point.
Comparing with (4.14), we see it takes a similar form if we identify the Kondo screening length
with D = pi4 ξK . Note however that D is a function of T , and the temperature dependence of
the impurity entropy in the holographic model is in general different than the one where the
impurity couples to a LFL. The numerical value of D˜ = 2piTD is represented in Figure 8.
Note that the value of the impurity entropy in Figure 6 asymptotes a constant when `→∞.
We can extract the value of the thermodynamic impurity entropy ln g from this asymptotic
value, we represent it in Figure 9. Clearly, the condition (4.15) is satisfied. This is due to the
holographic g-theorem [62,64] that links the condition (4.15) to the null energy condition (NEC)
for the fields on the defect. In the model the NEC is satisfied by any configuration of matter.
5 Conclusions and Outlook
The results we have presented for the holographic model of a magnetic impurity suggest that
the main features of the Kondo effect remain qualitatively unchanged even if the impurity
interacts with a strongly coupled system, at least in the limit of large spin. The screening of
the impurity has a nice geometrical realization in terms of the profile of a defect in the dual
theory and an effective screening length can be obtained from the holographic calculation of the
entanglement entropy. Also from the entanglement entropy one can show that the g-theorem is
naturally satisfied in the holographic model. This seems then to be a viable model to reproduce
12
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Figure 9: Thermal impurity entropy as defined from ln g = Simp(`→∞). The entropy is monotonically
increasing with the temperature, in agreement with the g-theorem (Figure form [55]).
qualitative features of more complicated situations involving magnetic impurities.
An interesting direction in the single-impurity model would be to study the effect of quench-
ing in the Kondo coupling, which in condensed matter systems can be experimentally realized
through the absorption of photons [71, 72]. For more than one impurity, it would be interest-
ing to extend the results of the two-impurity model [52] to a lattice of impurities and maybe
reproduce some of the qualitative features of the phase diagram of heavy fermion materials.
Other possible directions would be construct holographic models dual to theories where the
spin is not gauged or matter is only in a vector-like representation of the spin group, for instance
in higher spin theories [73].
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