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The existence of a new elementary particle that we know now as the neutrino was
proposed back in 1930 by Wolfgang Pauli [1] in order to explain apparently missing
energy in the beta decays. It took more than 20 years before the neutrino was finally
discovered in 1956 in a Cowan–Reines neutrino experiment [1]. At the moment of
writing this thesis, it has been more than 60 years since the discovery of neutrinos.
Still, we have little information known about these particles.
We know that there are three flavors of neutrinos corresponding to the three
generations of leptons. The neutrinos are electrically neutral particles and do not
participate in the Strong interactions. They can only interact via the Weak and
Gravitational forces and therefore they are very difficult to detect. The observed
neutrinos have very small but nonzero masses, less than a couple of eVs [1]. However,
we currently do not have direct measurements of these masses.
The small interaction rate of neutrinos means that they can travel enormous
interstellar distances without significant scattering and energy loss. This opens the
possibility of using neutrinos produced in stars in order to investigate their structure
in an emerging area known as neutrino astronomy [2] . Unlike photons that can
be easily absorbed by plasma and interstellar gas clouds, neutrinos do not have an
electric charge and travel virtually free from the interior of the stars to the observer.
Additionally, small masses of neutrinos allow them to carry information about the
stars at speeds close to the speed of light.
Neutrinos were observed to periodically change their flavor as they travel from
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the source to the observer in a phenomenon known as the neutrino oscillations. By
studying the neutrino oscillations one can get a glimpse into the very structure of
the fundamental particle interactions. And, in particular, get insights about why
the observable universe is predominantly made of matter and contains very little
antimatter [3].
The NOvA experiment was constructed with the goal of studying the neutrino
oscillation phenomenon and measuring parameters that govern neutrino oscillations
with high precision. I have been a part of the NOvA experiment and was involved
in the Data Analysis efforts. During my work on the NOvA experiment, I have
designed a number of reconstruction algorithms based on Machine and Deep Learning
techniques. In particular, I have developed a new neutrino energy estimation and a
new event classification algorithms that could significantly improve the performance
of the NOvA experiment. In this thesis, I will discuss my work related to the
development of these algorithms.
The thesis is going to have the following structure:
• In chapter 2 I will discuss the neutrino oscillation phenomenon, its physics
and describe the status of the neutrino experiments that aim at studying this
phenomenon.
• In chapter 3 I will introduce the NOvA experiment and describe its design and
goals.
• In chapter 4 I will begin the discussion of the data analysis at the NOvA exper-
iment. This chapter will describe the way the NOvA detectors are calibrated
and the way simulated events are generated.
• In chapter 5 I will continue the discussion of the data analysis at NOvA and
discuss the way we reconstruct high-level event information from the scintillator
light in the detectors.
• In chapter 6 I will conclude the discussion of the data analysis at the NOvA
experiment and show how the neutrino oscillation parameters can be inferred
from the measured scintillator light.
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• In chapter 7 I will present my work related to the development of new Deep
Learning energy estimation and event classification algorithms for the NOvA
experiment.
• Finally, in chapter 8 I will show the degree of improvement that the usage of




In order to set the stage for the NOvA experiment, I will dedicate the first chapter
of my thesis to the discussion of the neutrino oscillation physics. This discussion will
begin with a review of the neutrino oscillation mechanism. Then, I will summarize
the current state of the neutrino oscillation experiments. Finally, I will list a number
of still unanswered questions about neutrinos, that the NOvA experiment could shed
light on.
The structure of this section is heavily inspired by the Steve Boyd’s Lecture Notes
on Neutrino Oscillations1.
2.1 Physics of Neutrino Oscillations
I will begin the discussion of the neutrino physics with a quick reminder of the
key facts about neutrinos from the Standard Model. According to the Standard
Model, neutrinos are spin 1/2 particles that do not participate in the strong and
electromagnetic interactions after the electroweak symmetry breaking. There are
three known neutrino flavors corresponding to the three charged lepton generations
(e, µ, τ).
Neutrinos do participate in the Weak interactions, and there are two distinctive




Charged Current interaction vertex and the Neutral Current interaction vertex [4].
The Neutral Current neutrino interaction vertex describes the coupling of the
neutrino current to the neutral vector boson Z0µ (Figure 2.1). This interaction vertex
is diagonal in the neutrino flavors (i.e. it does not mix neutrinos between differ-
ent lepton generations). The Charged Current neutrino interaction vertex couples
charged lepton current to the charged vector bosons W±µ (Figure 2.1). Similar to









(b) Charged Current Interaction Vertex
Figure 2.1: Neutral and Charged Current neutrino interaction vertices according
to the Standard Model. lα are the charged leptons (α ∈ {e, µ, τ}) and να are the
corresponding neutrinos.
Until the discovery of the neutrino oscillations, the Standard Model assumed
that the kinetic part of the Lagrangian L0 (that describes the neutrino propagation
through the spacetime) is diagonal in the neutrino flavors as well. It was also assumed
that neutrinos are massless particles. These assumptions allowed massless neutrino
eigenstates νi (where i ∈ {1, 2, 3}) of the kinetic part of the Lagrangian L0 to be
identified with the neutrino flavor states να (where α ∈ {e, µ, τ}).
The discovery of the neutrino oscillation phenomenon led physicists to revisit
the basic assumptions about the physics of neutrinos. In particular, particle flavor
oscillations can be observed if the free particle eigenstates νi of the kinetic part of the
Lagrangian are non-degenerate (as is the case of different masses) and the particle
flavor states να are nontrivial combinations (i.e. να =
∑
i Ciνi with nonzero Ci) of
the free particle eigenstates.
To show mathematically the neutrino oscillation mechanism a framework of
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Quantum Mechanics is usually employed, although more fundamental Quantum
Field Theory treatments are also possible [5]. In the following sections, I will show
how neutrino oscillations can be obtained in the Quantum Mechanical setting and
derive a number of important equations characterizing this process.
2.1.1 Formalism
In order to derive mathematically the phenomenon of the neutrino oscillation, I will
make a number of assumptions that are commonly made when studying it. First, I
will assume that there are several free neutrino states νi that have unequal masses
(mi). Next, I will assume that neutrinos participate in the Weak interactions in
flavor states να, and that the flavor states are nontrivial combinations of the free
neutrino states νi. The transformation between the basis of free states νi into the
basis of flavor states να is achieved by a unitary matrix Uαi which is also known as
the neutrino mixing matrix (or PMNS matrix).
Let say, that neutrinos are produced at the source in a flavor state |να(tsrc, xsrc)〉
via some Weak interaction process. Then, they travel through spacetime from the
source to the detector. Finally, we observe neutrinos at the detector in a flavor state
|νβ(tdet, xdet)〉 via some other Weak interaction process. The goal of the derivation
of the neutrino oscillation mechanism is to calculate the probability of a neutrino
being produced in a flavor α at the source and observed in a flavor β at the detector,
i.e. we need to find P (να → νβ) ≡ |〈νβ(tdet, xdet)|να(tsrc, xsrc)〉|2.
A number of further assumptions can be made in order to simplify the calculation
of the neutrino oscillation probability. Moreover, there are multiple different possible
hypotheses under which such probability can be derived and all of them give the same
answer [5]. For the sake of brevity, I will use one of such simplifying assumptions
and assume that the flavor neutrinos να have been produced at the source in the
plain-wave state of fixed momentum ~p at a time tsrc (2.1). I will also work in the





Uαi |νi(~p, tsrc)〉 (2.1)
During the travel from the source to the detector, neutrino states evolve under the
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action of the free Hamiltonian H0. Applying the time evolution operator exp(−iH0t)
to Equation 2.1 and using the fact that all neutrino states share the same momentum




Uαi exp (−iEi(tdet − tsrc)) |νi(~p, t = 0)〉 (2.2)
where Ei =
√
~p2 +m2i is the energy of a free neutrino state i and mi is its mass. Due
to the simplifying plain-wave hypothesis about the initial neutrino state, state (2.2)
has uniform support over the entire space. In a realistic case, however, we would have
a wave packet of neutrinos localized in space and traveling with a speed v = p/E,
where p =
∑
i pi/n and E =
∑
i Ei/n are the average energy and momentum of
the wave packet (the critical assumption here is that the wave packet does not have
enough time to dissipate into separate components while traveling from the source
to the destination).
Likewise, in a realistic case neutrinos will be detected at some distance from the
source L. Therefore, transitioning into a more realistic case of neutrino wave-packets
I will work with distances instead of times and replace the time difference between
the source and the detector by L/v (assuming neutrinos travel directly from the
source to the destination):









|νi(~p, x = 0)〉 (2.3)
The scalar product of 〈νβ(tdet, xdet)|να(tsrc, xsrc)〉, required to calculate the oscil-
lation probability, will be given then by Equation 2.4.











And the desired neutrino oscillation probability is














In the neutrino physics, it is further assumed that the masses of neutrinos are very
small compared to their energies mi  Ei (ultra-relativistic limit). The ultra-






(obtained using Taylor expansion of E =
√
p2 +m2 ). Exploiting this assumption
Equation 2.5 can be further simplified to Equation 2.6.














Finally, we can use the ultra-relativistic approximation once again, and keep only
the leading terms in m/p in the arguments of exponents in Equation 2.6. In this
limit, we can equate p ≈ E, and obtain the final expression of the neutrino oscillation
probability Equation 2.7.












where I have introduced a new parameter ∆m2ij ≡ m2i −m2j – the squared difference
of the neutrino masses. This parameter controls the neutrino oscillation probability
and it is one of the most important parameters of the neutrino oscillation physics.
2.1.2 Two Flavor Neutrino Oscillation Case
The general expression (2.7) is too complex to be easily understood, therefore I
will briefly consider a case of a two flavor neutrino oscillation in order to develop
some intuition. Then, I will move to a more realistic case of a three flavor neutrino
oscillation. In a two flavor neutrino oscillation case, the most general form of the
neutrino mixing matrix is given by Equation 2.8.
Uαi =
(
eiδ cos θ eiε sin θ
−e−iε sin θ e−iδ cos θ
)
(2.8)
The probability (2.7) of neutrino born in state α to be detected in state α at the
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detector can be easily expanded in the two flavor case giving Equation 2.9.







Substituting here the mixing matrix (2.8) we will obtain the two flavor neutrino
survival probability Equation 2.10. Using this probability we can also calculate the
probability of a neutrino born in flavor α to oscillate into a different flavor β (2.11).














These neutrino oscillation probabilities depend on two parameters. The first
parameter is the neutrino mixing angle θ. If there is no mixing between neutrino
flavors (i.e. θ = 0+nπ/2) then the neutrino born in flavor α will always stay in flavor
α. On the other hand, the maximum of the neutrino oscillation probability (2.11)
will be achieved when the neutrino mixing angle θ = π/4 + nπ/2.
The neutrino mixing angle determines the magnitude of the neutrino oscillation
probability. However, the neutrino oscillation probability (2.11) is further modulated





. Therefore, when the mixing is
maximal, along the trajectory of a beam of neutrinos produced in flavor α, there will
be places where the neutrinos will interact as if the beam is fully made of neutrinos
in a different flavor β (e.g. when φ = π/2 + nπ). Naturally, there will also be places
(e.g. when φ = 0 + nπ) where the beam will interact in the original fashion. And
between the two extremes φ = 0 and φ = π/2 the probability of neutrino oscillating
into a different flavor will be modulated by a sin2 φ.
Finally, the neutrino oscillation probability (2.11) is sensitive only to the absolute
value of the squared mass difference ∆m2 and it is not sensitive to its sign. This
observation will become important later.
9
2.1.3 Three Flavor Case
After we have briefly looked at a toy case of the two flavor neutrino oscillation I will
move on to the realistic case of the three flavor neutrino oscillations. In the case
of three neutrino flavors, the neutrino mixing matrix Uαi (PMNS matrix) is usually
parametrized as a matrix product (2.12) [6].1 0 00 cos θ23 sin θ23
0 − sin θ23 cos θ23

 cos θ13 0 sin θ13e
−iδCP
0 1 0
− sin θ13eiδCP 0 cos θ13





where θ12, θ23, θ13 are the neutrino mixing angles and δCP is the CP violation phase.
Similar to the case of the two flavor neutrino oscillation, the neutrino mixing angles
determine the magnitude of the neutrino oscillations. Unlike the two flavor case,
however, the three flavor case also depends on the CP violation phase that cannot be
absorbed by a redefinition of the neutrino fields. This phase controls the magnitude
of the CP symmetry violation in the lepton sector of the Standard Model.
To simplify the analysis of the neutrino oscillation probabilities I will note that
the probability defined by Equation 2.7 is real. Therefore, using unitarity of the
mixing matrix Uαi, it can be rewritten as (2.13).



























where I have introduced the notation U ijαβ ≡ U∗βiUβjU∗αjUαi. A number of interesting
observations can be drawn from Equation 2.13. When the CP symmetry violation
is absent (i.e. δCP takes values δCP = πN for some integer N) the imaginary part of
Equation 2.13 vanishes and it reduces to the form similar to the two flavor neutrino
oscillations (2.9). Therefore, in the absence of the CP violation, the results of the
two flavor neutrino oscillation analysis can be applied to the three flavor oscillations.
The presence of the CP symmetry violation has some consequences for neutrino
oscillation probability. First, the imaginary term of Equation 2.13 is sensitive to the
sign of the ∆m2ij, unlike the real term. In other words, in the presence of the CP
violation, the neutrino oscillation probability is affected by the sign of ∆m2ij. Second,
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since antineutrinos are described by conjugate fields, the mixing matrix for antineu-
trinos will be U∗αi and the oscillation probability for antineutrinos P (ν̄α → ν̄β) will
be determined by the same expression as Equation 2.13, except that the mixing
matrix will be replaced by its conjugate. The presence of the imaginary term in
Equation 2.13 creates a nonzero difference between the oscillation probabilities for
neutrinos and antineutrinos (2.14). The difference between the oscillation probabili-
ties for neutrinos and antineutrinos is one of the manifestations of the CP symmetry
violation.














One can substitute the PMNS matrix directly into Equation 2.13 in order to ob-
tain the final expression for the neutrino oscillation probabilities. However, the
resulting expression will be rather complex and difficult to analyze analytically.
Therefore, instead of analyzing the most general case of neutrino oscillation proba-
bility (2.13) with three neutrino flavors, I will consider a number of edge cases that
are relevant for the experimental neutrino field.
Experimental Approximations
When discussing cases relevant for the neutrino experiments it is useful to revisit the
known values of the neutrino oscillation parameters, and in particular the values of
∆m2ij. From the solar and atmospheric neutrino oscillation experiments, we know








. The value of the ∆m231 is
constrained by the identity ∆m221 + ∆m232 + ∆m213 ≡ 0. Comparing values of the
squared mass differences we can see that |∆m232|  |∆m221|. Therefore, via the mass
identity above we get another relation |∆m231| ≈ |∆m232|.
The neutrino oscillation parameters ∆m221 enter the expression for the neutrino
oscillation probability (2.7) in arguments of the trigonometric functions of the form
(∆m221L/E). This fact allows us to investigate separate cases of the neutrino oscil-
lation probability (2.7) depending on whether the ratio of L/E is “large” or “small”
compared to the ∆m−221 .
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2.1.4 Three Flavor Neutrino Oscillations for Small L/E
For the neutrino experiments where ∆m221L/E  1 while ∆m232L/E ∼ 1, Equa-
tion 2.7 can be simplified by neglecting the first and higher-order terms in ∆m221L/E.
Using further approximation of |∆m231| ≈ |∆m232|, Equation 2.7 becomes (2.15).






















The neutrino oscillation probability (2.15) for small ratios of L/E is sensitive
mostly to the squared mass difference ∆m232 (equal to ∆m231 by our approximation).
Additionally, if one also assumes that θ13  1 (experimentally θ13 ≈ 9 deg) and only
considers the 0th order terms in θ13 then the majority of the probabilities (2.15) will
become trivial. The only nontrivial remaining oscillation probability will describe
mixing between µ and τ sectors (2.16).







Equation 2.16 shows that the experiments with low ratios of L/E are mostly
sensitive to the mixing angle θ23 and the squared mass difference ∆m232. Therefore,
such experiments can be used to make precision measurements in the 2− 3 sector.
2.1.5 Three Flavor Neutrino Oscillations for Large L/E
Another neutrino oscillation case that is relevant for the neutrino oscillation experi-
mental field is the case when the ratio of L/E is large compared to 1/∆m232, i.e. when
∆m232L/E  1. For example, this can happen for neutrinos with small energies. In
such a case, small changes of L (as neutrino moves within the volume of the detector)
will make the argument of the trigonometric functions in Equation 2.13 run through
multiple numbers of periods of this function. In other words, the trigonometric func-
tions in Equation 2.13 that depend on the parameter ∆m232L/E will oscillate so fast
in the detector volume, that we will be able to see only the average picture produced
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by such oscillations. Averaging such oscillatory terms of Equation 2.13 and assuming
that ∆m221L/E ∼ 1 one can obtain Equation 2.17.


























In the limit of large L/E, the neutrino oscillation probability is mostly sensitive
to the ∆m221 and not sensitive to the ∆m232 (and ∆m231). Similar to the case of the
small L/E we can use an additional approximation of θ13  1 in order to further
simplify the neutrino oscillation probabilities (2.18).












In the limit of small θ13, the probability of an electron neutrino νe to oscillate
into the other flavors P (νe → νµ + ντ ) is dependent only on the θ12 and ∆m221.
Therefore, neutrino experiments having large ratios of L/E can be used to make
precision measurements in the 1− 2 sector.
2.1.6 Neutrino Oscillations in Matter
So far I have considered the neutrino oscillation phenomenon as it would happen
in a physical vacuum. However, in reality, neutrinos usually travel through some
amount of matter before reaching the detector. While traveling through this matter
neutrinos interact weakly with it. The interaction of neutrinos with matter depends
on the flavor of neutrinos [6]. And this dependence on the flavor modifies the neutrino
oscillation probabilities.
The dependence of neutrino interaction probabilities with matter on the neutrino
flavor stems from the fact, that the ordinary matter is made of protons, neutrons,
and electrons. All neutrino flavors can interact elastically with matter via the neutral
current interactions. However, only electron neutrinos νe can elastically scatter off
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(b) νµ interactions with ordinary matter
Figure 2.2: Possible elastic interactions of the νe and νµ with the ordinary matter.
f denotes a fermion (p, n, e).
Since the interactions of neutrinos with matter are weak, the effective inter-
action Hamiltonian is diagonal in the neutrino flavor basis HMint =
∑
α Vα |να〉 〈να|
(Vα depends on a density of electrons and on the neutrino scattering cross-section
S ∼ GFE). This in turn means that if neutrino in a free mass state |νi〉 is trav-
eling through matter, the interaction Hamiltonian Hint will make it mix with the
other free mass states |νj〉. The mixing of the free neutrino states in the presence of
matter requires us to find a new set of states |νMj 〉 in order to describe the neutrino
propagation through matter.
One can find a new basis of neutrino states |νMj 〉 by diagonalizing the kinetic part
of the Hamiltonian in the presence of matter H0+HMint. Then, the neutrino oscillation
analysis will have to be repeated, but now using the new “free” states |νMj 〉 instead
of the vacuum states |νj〉. The result of this analysis will be an equation similar
to Equation 2.7, but with the neutrino oscillation parameters renormalized due to
interactions with matter. It is instructive to look at the formula for the neutrino
oscillation probability for the case of two neutrino flavors in the presence of matter [6].







The neutrino oscillation probability formula in the presence of matter (2.19) has






(∆V/∆m2 − cos (2θ))2 + sin2 (2θ)
sin (2θM) =
sin (2θ)√
(∆V/∆m2 − cos (2θ))2 + sin2 (2θ)
(2.20)
where ∆V is the difference between the effective interaction potentials for muon and
electron neutrinos. The presence of matter produces a number of interesting effects
on the neutrino oscillation parameters:
• The neutrino oscillation parameters in matter are sensitive to the sign of ∆m2.
This makes the neutrino oscillation probability in matter (2.19) sensitive to
the sign of ∆m2 as well. Therefore, it might be possible to resolve the sign
of the squared mass difference in the neutrino oscillation experiments, if these
experiments have a significant matter effect.
• If matter density is large ∆V/∆m2  1 then it will significantly suppress
neutrino oscillations.
• On the other hand, there are some values of matter density where
(
∆V/∆m2 − cos (2θ)
)2
= 0
In such regimes, the effective neutrino mixing angle will be maximal sin (2θM) =
1, irrespective of how large the original mixing was. This effect is called MSW
resonance [6].
2.2 Neutrino Oscillation Experiments
Historically, there have been several epochs of neutrino oscillation experiments. The
earliest neutrino oscillation experiments were aimed at simply capturing neutrinos
originating from natural sources and determining whether the neutrino oscillation
phenomenon exists. Once neutrino oscillations have been discovered a new gen-
eration of neutrino experiments was constructed. These experiments use artificial
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neutrino sources and aim to verify the results of the first generation experiments and
get rough estimates of the neutrino oscillation parameters.
At the present moment, the physical model of the neutrino oscillations has been
experimentally confirmed and rough measurements of the neutrino oscillation param-
eters have been obtained. The next generation of the neutrino oscillation experiments
is being constructed that will work with high intensity neutrino beams and will try
to get precise measurements of the neutrino oscillation parameters.
The content of this section will heavily rely on the material from [6].
2.2.1 Discovery of the Neutrino Oscillations
The Solar Neutrino Problem
In the 1960s a model of the Sun’s interior was created. This model allowed physicists
to make predictions about the flux of electron neutrinos produced in fusion reactions
inside of the Sun. A number of experiments were built in order to detect electron
neutrinos coming from the Sun and confirm the Solar Model.
The first experiment that tried to measure the solar neutrino flux was the Home-
stake experiment (1965) [6]. The Homestake experiment used a large reservoir filled
with tetrachloroethene C2 Cl4. The electron neutrino coming from the Sun can in-
teract with chlorine isotope 37 Cl producing an argon atom: 37 Cl + νe → 37Ar + e– .
From time to time, the argon gas was scrubbed from the reservoir and the number
of argon atoms in it was estimated. The estimate of argon atoms was used to get an
estimate of the number of solar neutrino interactions in the reservoir. After several
years of running, it was determined that the measured number of neutrino events
was three times smaller than the number of events predicted by the Solar Model [6].
Such a large discrepancy between the measured and predicted number of neutrino
events was a cause for concern and was called the Solar Neutrino Problem. However,
the Homestake was the first solar neutrino experiment and no more data about the
solar neutrinos was available. Therefore, it was possible that the Homestake exper-
iment is simply wrong. Another possibility was that the Solar Model is incorrect.
More observations were required to rule out these possibilities.
The Super-Kamiokande experiment provided another handle to solve this prob-
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lem. The SuperK experiment used a water Cherenkov detector in order to find
neutrino interactions [6]. In water detectors, neutrinos can elastically scatter off
electrons νe + e− → νe + e− (2.2) and if the final electron has energy above 5MeV
then it will produce Cherenkov radiation that can be observed in the detector.
The SuperK experiment had observed a deficit of the electron neutrinos compared
to the Solar Model [6]. This observation strengthened the belief in the correctness
of the Homestake results. In addition to that, the SuperK experiment was able to
resolve the direction of the electron neutrinos and established that they were indeed
coming from the Sun. That dispelled another possible doubt about the source of the
neutrinos in the Homestake experiment.
A new set of experiments (SAGE, GALLEX, etc) sensitive to much less energetic
neutrinos compared to Homestake and SuperK has also confirmed a deficit of electron
neutrinos compared to the prediction of the Solar Model [6]. After these experiments,
no doubt was left that the observed solar neutrino flux is significantly below the Solar
Model prediction. On the other hand, the Solar Model itself was confirmed by various
helioseismological studies. Therefore, it was believed that something happens to the
electron neutrinos as they travel from the Sun to Earth. One of the proposals was
that electron neutrinos oscillate to other neutrino flavors as they travel. To test the
neutrino oscillation hypothesis a new experiment SNO was constructed.
The SNO (Sudbury Neutrino Observatory) experiment started taking data in
1999 and it used a heavy water Cherenkov detector to measure the total flux of all
neutrino flavors coming from the Sun [6]. The deuterium atoms in heavy water are
very fragile and can be easily broken by the neutral current interactions with neutri-
nos: d+ να → n+ p+ να. This interaction channel is sensitive to the combined flux
of all neutrino flavors. The SNO experiment discovered that the combined neutrino
flux coming from the Sun exactly matches the prediction of the Solar Model. How-
ever, the flux of electron neutrinos alone is significantly smaller than the prediction.
This discovery showed that the electron neutrinos originating in the Sun oscillate to
the other neutrino flavors as they travel to Earth.
The confirmation that the total neutrino flux from the Sun corresponds to the flux
predicted by the Solar Model has resolved the Solar Neutrino Problem and definitely
established presence of the neutrino oscillation phenomenon. However, while the
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neutrino oscillation phenomenon was confirmed, the data from the solar neutrino
experiments alone was not sufficient to validate the neutrino oscillation model that
was presented in section 2.1.
Interpretation of the Solar Neutrino Data
At this moment we know that the neutrino oscillation model cannot be directly ap-
plied to the solar neutrino data. The first reason for that is that while traveling from
the Sun to Earth neutrino wave-packets experience a large degree of decoherence.
This decoherence makes most of the analysis of section 2.1 inapplicable. Another
reason is that the electron neutrinos formed in the core of the Sun are surrounded
by a matter with a very high density. The high density of the matter suppresses
neutrino oscillation initially as was discussed in subsection 2.1.6. However, as neu-
trino travels outwards the density of matter decreases and eventually it may reach
the value corresponding to the MSW resonance that is going to enhance the neutrino
oscillation.
Careful analysis of the solar neutrino oscillations shows that the solar electron
neutrinos νe oscillate predominantly into νµ [6]. It also provides rough estimates of
the neutrino oscillation parameters ∆m221 ≈ 6.6× 10−5eV2 and tan2 θ12 ≈ 0.46 [7].
Atmospheric Neutrino Anomaly
Another piece of the neutrino oscillation puzzle came from the observation of the
neutrinos produced in the atmosphere. The Earth’s atmosphere is constantly bom-
barded by high energy cosmic rays which are primarily made of high energy protons.
When these high energy cosmic protons interact with the atmosphere they create
cascades of secondary particles (called showers). The resulting showers are made of
an entire zoo of various particle types, but in particular, they contain charged pions.
The interesting thing about charged pions π± is that their predominant decay mode
produces muon neutrinos:
π+ → µ+ + νµ, π− → µ− + ν̄µ (2.21)
Moreover, muons created in these decays undergo further decays, producing even
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more neutrinos:
µ+ → e+ + ν̄µ + νe, µ− → e− + νµ + ν̄e (2.22)
The combined effect of two decays (2.21) and (2.22) is that the number of pro-
duced muon neutrinos is twice the number of produced electron neutrinos. And
while there are other processes in the showers that produce neutrinos, the detailed
calculations show that the fraction R ≡ Nνµ/Nνe is approximately equal to 2 [8].
Multiple experiments (SuperK, Soudan2, IMB, etc) have tried to observe the
atmospheric neutrinos and verify the predicted ratio of νµ to νe [6]. However, all
experiments observed a deficit of the ratio of νµ to νe compared to the prediction.
The observed deficit was labeled the Atmospheric Neutrino Anomaly.
Apart from detecting the deficit of the muon neutrinos, the SuperK experiment
was able to resolve the angle of the incoming neutrinos [8]. The SuperK results show
that the flux of the atmospheric electron neutrinos νe is in a good agreement with the
prediction. The flux of the atmospheric muon neutrinos agrees with predictions for
the atmospheric neutrinos that are coming from the top of the detector. However,
the deficit is observed for the muon neutrinos coming from the sides of the detector,
and the deficit is very prominent for the neutrinos that are coming from the bottom
of the detector [8].
The results of the SuperK experiment can be easily understood in the framework
of the neutrino oscillations that I have presented in section 2.1. Since SuperK ob-
served almost no changes in the νe flux compared to the prediction, but a large deficit
of the νµ flux for the neutrinos coming from the bottom of the detector, it may be
speculated that the reason for this deficit is that the muon neutrinos oscillated into
ντ flavor while traveling through Earth. In terms of the neutrino oscillation model,
it would imply a large mixing angle θ23 (as defined by Equation 2.12) between muon
and tau sectors.
Assuming that the majority of the νµ oscillate into ντ the results of the SuperK
experiment can be analyzed in the two flavor approximation for mixing between νµ
and ντ . In this approximation, the neutrino oscillation probability P (νµ → ντ ) would
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be given by Equation 2.23 (c.f. subsection 2.1.2).











where I have recovered the scale factors missing when working in the natural units.
The neutrino oscillation probability (2.23) depends on the length L between the
source of neutrinos (upper atmosphere) and the detector. This length can be es-
timated in the SuperK experiment from the angle of the incoming neutrinos. The
results show that Equation 2.23 does indeed model the observed deficit of the νµ
events for different L with sin2 (2θatm) ≈ 1 and ∆m2atm ≈ 2× 10−3eV.
The SuperK experiment proved not only that the neutrino oscillation phenomenon
exists, but also that the probability of the atmospheric neutrino oscillations could
be reasonably modeled using the neutrino oscillation framework developed in sec-
tion 2.1.
2.2.2 Verification of the Neutrino Oscillation Model
The first generation of the neutrino experiments has confirmed the existence of the
neutrino oscillation. They have also shown that the neutrino oscillation framework
can be applied to find the neutrino oscillation probability at least in some cases.
However, due to a large number of uncertainties in the observable quantities and the
lack of control over the neutrino sources, it was not possible to definitely conclude
that the neutrino oscillation model of section 2.1 is valid.
The new epoch of the neutrino oscillation experiments began aimed at fully
validating the neutrino oscillation model and getting accurate measurements of the
neutrino oscillation parameters using controlled sources of neutrinos.
Measurements in the 2-3 Sector
From the SuperK experiment we know that ∆m232 ≈ 2× 10−3eV2. In order to make
a neutrino oscillation experiment sensitive to ∆m232 one can work with the beam of
muon neutrinos in the limit of small L/E (c.f. subsection 2.1.4). The accelerator
based experiments fall in this category, since they can produce neutrino beams of
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large energies (of the order of 1GeV). In the limit of small L/E the νµ oscillation
probability will be given by Equation 2.16. Therefore, for the muon neutrinos with
energies around 1GeV, the neutrino oscillation probability (2.16) will achieve its first
maximum at L ≈ 600 km.
The accelerator based neutrino oscillation experiments with baselines of 600 km
are doable, but require beams of large intensity due to the beam divergence over large
distances. Historically, there have been two influential accelerator based experiments
studying muon neutrino beams in order to estimate mixing parameters in the 2− 3
sector – MINOS and T2K [6]. The MINOS experiment used a νµ beam produced
at Fermilab with average energies of 3.0GeV and a neutrino detector in Northern
Minnesota with a baseline of L = 732 km. The T2K experiment operated on a νµ
beam of lower energies 0.6GeV and a smaller baseline L = 295 km.
Both MINOS and T2K experiments investigated the disappearance of muon
neutrinos from the beams, as they traveled from the source to the detector, and
were able to confirm the neutrino oscillation probability formula (2.16). Using
accelerator based experiments we can obtain more precise measurements of the
neutrino oscillation parameters θ23 and ∆m232 [9]: sin2 θ23 = 0.573 − 0.635 and
∆m232 = (2.46− 2.61)× 10−3eV2 (1σ intervals).
Measurements in the 1-2 Sector
The neutrino oscillation analysis of subsection 2.1.5 shows that in order to construct
an experiment that is sensitive to the neutrino oscillation parameters in the 1 − 2
sector one has to work in the limit of large L/E ratios. The accelerator based
neutrino oscillation experiments are not acceptable since for their neutrino beams of
energies of the order of 1.0GeV, the required baseline would need to be larger than
the size of the Earth. Therefore, the experiments aimed at measurements in the 1−2
sector are operating on electron neutrinos produced in nuclear reactors, since such
neutrinos have energies of the order of a few MeV.
The KamLAND experiment in Japan is one of such experiments [6]. It receives
electron antineutrinos from about 50 different nuclear reactors within a radius of a
thousand kilometers. By looking at the disappearance of the electron antineutrinos
as they travel from the reactors, the KamLAND experiment was able to confirm
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the prediction (2.18) of the neutrino oscillation framework. Combined with the
solar neutrino data it obtained the best measurements of the neutrino oscillation
parameters in the 1− 2 sector [10]: tan2 θ12 ≈ 0.44 and ∆m221 ≈ 7.5× 10−5eV2.
Measurements in the 1-3 Sector
There are multiple ways one can measure neutrino oscillation parameters in the 1−3
sector. For example, the νe appearance probability in the νµ beams does depend on
the mixing parameters θ13. However, that probability is dependent on a combination
of various oscillation parameters from different neutrino sectors. The entanglement
of the neutrino oscillation parameters makes it difficult to get precision measurements
in the 1− 3 sector using the experiments discussed above.
In order to make direct measurements in the 1 − 3 sector, one can try to place
a neutrino detector at some precise distance L from the neutrino source, such that
terms in Equation 2.13 dependent on ∆m221 will vanish due to the oscillation mini-
mum (i.e. take L = 4E
∆m221
πN where N is an integer number). The electron neutrino
survival probability, in this case, will be given by Equation 2.24.











where I have used another approximation of |∆m232| ≈ |∆m231|.
The Daya Bay experiment in China [11] is a neutrino oscillation experiment that
tries to detect electron antineutrinos produced in nuclear reactors in order to estimate
the θ13 neutrino oscillation parameter. The Daya Bay sees neutrinos produced in 6
nuclear reactors using 6 detectors at different baseline lengths. It observed a deficit
of the electron antineutrinos that consistent with Equation 2.24, and it was able to
get the world best measurement of the θ13 [11]: sin2 (2θ13) ≈ 0.08.
2.2.3 Next Generation Neutrino Experiments
At the end of the first generation of the neutrino oscillation experiments, the phys-
ical model of the neutrino oscillations has been experimentally verified, and rough
measurements of the neutrino oscillation parameters were obtained. However, there
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are still multiple questions that remain unanswered about the neutrino physics, like
• What is the value of the CP violation phase δCP.
• What is the sign of mass difference in the 2-3 sector ∆m232? (Neutrino Mass
Hierarchy Problem)
• Current measurements indicate that the value of neutrino mixing angle θ23 is
consistent with π/4, but it is unclear whether it is exactly π/4. If it is exactly
π/4 then it may indicate presence of a symmetry and a possible handle to a
new physics.
In order to find answers to these questions and get more accurate measurements
of the neutrino oscillation parameters, a new generation of neutrino oscillation exper-
iments was designed. These experiments rely on high intensity neutrino sources that
allow them to collect much larger samples of neutrino interactions. Combined with
improved analysis techniques the new generation of the neutrino oscillation experi-
ments may be able to resolve the remaining ambiguities of the neutrino oscillation




NOvA (NuMI Off-Axis νe Appearance) is a long-baseline accelerator based neutrino
oscillation experiment located in the United States of America [12]. It operates on
a muon (anti-)neutrino NuMI beam produced at the Fermilab facility. The beam
is directed northward and it travels through the Earth about 800 km until it exits
the surface in Northern Minnesota. As the νµ neutrino beam travels through the
Earth some neutrinos oscillate into the other flavor states (νe and ντ ). The NOvA
experiment tries to measure the neutrino beam composition when it exits the surface
and to make inferences about the neutrino oscillation parameters based on these
measurements.
The NOvA experiment follows the standard design of the long-baseline acceler-
ator based experiments and has two main detectors – the Near and Far Detectors
(Figure 3.1). The Near Detector is built close to the beam production site at Fermi-
lab and it is used to measure the original composition of the beam. The Far Detector
hall is built near the Ash River in Northern Minnesota. It is used to measure the
composition of the oscillated neutrino beam.
The remainder of this chapter will be structured as follows. First, I will discuss
the physical goals of the NOvA experiment. Then, I will describe in detail the
design of the NOvA detectors and data acquisition system. Finally, I will conclude




























Figure 3.1: Locations of the NOvA Near and Far Detectors. Source [12].
3.1 Physical Goals of the NOvA Experiment
The NOvA experiment was primarily designed to observe the neutrino oscillation
mode νµ → νe. Direct study of this oscillation mode will allow NOvA to refine
constraints on multiple oscillation parameters. In particular, the NOvA experiment
will likely be able to constrain the following parameters:
• Mass Splitting |m232|. The NOvA experiment is expected to be highly sensitive
to the value of the |m232|, being an experiment with a small ratio of L/E
(c.f. subsection 2.1.4).
• Mixing angle θ23 – current evidence indicates that the value of θ23 is consistent
with the maximal mixing hypothesis (θ23 = π/4). However, there is large
uncertainty on the value. NOvA will be able to improve measurements of θ23
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and possibly resolve the question of whether the Maximal Mixing hypothesis
is correct.
• Since the NuMI neutrino beam travels a significant distance through Earth it
will be affected by the matter effects (c.f. subsection 2.1.6). The presence of
the matter effects may allow NOvA to resolve the sign of m232.
• Finally, NOvA is expected to run half of the time operating on muon neutrinos
and half of the time on muon antineutrinos. Observing oscillations of both νµ
and ν̄µ may allow NOvA to put a constraint on the δCP CP violation phase.
Additionally, there are several secondary objectives that the NOvA experiment
could achieve which go under the umbrella of “exotic” studies. These studies include,
but are not limited to a search of magnetic monopole, supernova neutrino detection,
search for neutrinos that coincide with the gravitational wave detection, etc. The
“exotic” studies are highly domain specific and lie outside of the scope of this thesis.
3.2 Design of the NOvA Experiment
As I mentioned above, the NOvA experiment performs studies with the NuMI beam
produced at Fermilab. The composition of the original unoscillated NuMI beam
is measured at the Near Detector and then compared to the composition of the
oscillated beam at the Far Detector. In this section, we will review the production
of the NuMI beam and the design of the NOvA detectors.
3.2.1 The NuMI Beam
The muon (anti-) neutrino beam for NOvA is produced at the Fermilab National
Accelerator Laboratory in Illinois, USA. The neutrino beam is formed by colliding
high energy (120GeV) protons with the graphite target [13]. These collisions create
multiple charged particles and in particular charged pions. The charged pions are
focused by two magnetic horns into the decay pipe (Figure 3.2).
While traveling in the decay pipe, charged pions undergo decays, primarily into
lepton/neutrino pairs π+ → µ++νµ and π− → µ−+ ν̄µ. By controlling the direction
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Figure 3.2: Schematic representation of the NuMI Beamline. Source [13].
of the current in the magnetic horns we can select either positively or negatively
charged pions. This allows NOvA to operate in two modes. In the forward horn
current (FHC) mode, positively charged pions are selected and the NuMI beam
is made primarily of muon neutrinos. In the reverse horn current (RHC) mode,
negatively charged pions are selected which makes the NuMI beam contain muon
antineutrinos.
The hadron absorber is placed downstream of the decay pipe. Its purpose is to
contain any remaining hadronic particles in the beam. Finally, the beam travels
through roughly 250m of rock, where the majority of muons are absorbed. The
surviving particles in the beam are mostly muon (anti-) neutrinos. NOvA uses these
(anti-) neutrinos in order to study the neutrino oscillation phenomenon.
The description above has left aside details about how the initial high energy
protons are produced. The protons, required to create the NuMI beam, are acceler-
ated by the Fermilab’s synchrotron called the Main Injector (MI). Hence the name of
the beam – NuMI – Neutrinos at the Main Injector. Several batches of protons are
extracted from the Main Injector and shot onto the NuMI target giving a neutrino
pulse of 8− 10µs (called spill window). After protons are extracted from the Main
Injector, it takes some time to refill it and accelerate new protons to 120GeV.
At the beginning of the NOvA experiment, it took about 2.2 s to recycle protons
in the Main Injector [14]. However, multiple upgrades have been performed on the
Main Injector which allowed us to reduce the interval between spills down to 1.3 s
and simultaneously increase the beam’s power. At the moment of writing, the NuMI
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beam power was raised up to 700 kW (from 300 kW originally), which means that
the MI delivers around 5.0× 1013 protons on target (POT) in each spill.
3.2.2 NOvA Detectors
Both NOvA detectors are placed at around 14mrad off the NuMI beam axis. The
reason for such placement is tied to the way the NuMI beam is created. The neutrinos
in the NuMI beam are the decay products of charged pions traveling along the decay
pipe. Being decay products of the two particle decays π+ → µ+ + νµ they have
a broad distribution across angles and energies. However, for the purposes of the
neutrino oscillation analysis, we are not interested in neutrinos of all energies, but
in neutrinos with energies that maximize the oscillation probabilities (2.16). For the
Far Detector, which is about L = 810 km from the NuMI target hall, the oscillation
probability is maximized for the neutrinos of energies around 1.6GeV.
Simulations show that when the detectors are placed at around 14mrad off the
NuMI beam axis, the neutrinos have a narrow neutrino energy distribution with a
peak around 2GeV (Figure 3.3).
The 14mrad off the beam axis alignment was chosen since it provides many
more neutrinos with optimal energies (1.6GeV) for observing neutrino oscillations,
and gives a beam with a narrower spectrum.
NOvA Detector Structure
Both NOvA detectors have an identical structure. They can be described as totally
active, tracking, liquid scintillator calorimeters [13]. Each detector is made of a stack
of planes along the beam direction (Figure 3.4). Each plane is composed of multiple
cells – long PVC tubes filled with a liquid scintillator. In a given plane all cells are
aligned in the same direction. However, the planes themselves are arranged in an




































Figure 3.3: Simulated NuMI energy spectrum for different off-axis detector align-
ments. The NOvA detectors sit at around 14 mrad (red distribution). Source [13].
The NOvA Detector Cell
The basic unit of a NOvA detector is a rigid PVC cell. Each cell has an interior
cross section of about (6 cm× 4 cm) in the directions along the beam and transverse
to the beam respectively [15]. The Far Detector cells have a length of 15.6m and the
Near Detector cells are 4.1m long. The walls of each cell are covered by titanium
dioxide in order to increase their reflectivity.
The detector cells are filled with a liquid scintillator. The active scintillating agent
is pseudocumene (1,2,4-Trimethylbenzene) which emits photons of 270 − 320 nm
wavelengths (UV range). The pseudocumene is dissolved in mineral oil and composes
only 4.1% of the scintillator mass. The bulk of the remaining mass corresponds to
















Figure 3.4: Schematic representation of the NOvA detectors.
• Wavelength shifting chemicals (PPO, bis-MSB) to shift the scintillator light
into the 390− 440 nm range (blue range).
• Anti-Static agent (Stadius-425) to prevent build up of the hazardous amounts
of charge in the cells.
• Antioxidant (Vitamin E) to prevent the scintillator degradation caused by
oxygen exposure.
The light generated along the NOvA cell is collected by the wavelength shifting
(WLS) fiber. The WLS fiber has a diameter of 0.07mm and forms a loop inside of
each NOvA cell (Figure 3.5). The core of the fiber is made of polystyrene with trace
amounts of fluorescent dye. The dye additive shifts light wavelengths from the blue
part of the spectrum into the blue-green one (450− 650 nm). The short wavelength
< 520 nm light is further attenuated as it travels through the fiber.
The ends of the fiber in each NOvA cell are connected to Avalanche Photodiode
(APD). The APDs were chosen since they have a high 85% Quantum Efficiency
for the 520 − 550 nm light exiting the ends of the WLS fiber. To reduce thermal
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Figure 3.5: Schematic representation of the NOvA detector cell. Source [12].
noise generated by the APDs they are cooled down to −15 °C by the thermoelectric
coolers.
The NOvA Cell Module
The detector cells are not produced individually, but instead in extrusions of 16
cells [12]. Two extrusions are glued together to form an extrusion module of 32
cells (Figure 3.6). One end of the cells in each extrusion module is covered by a
simple plane of plastic to contain the liquid scintillator. The other end of the cells
is outfitted with a complex fiber manifold, that routes 64 ends of the fibers (2 from





Figure 3.6: Schematic representation of the NOvA extrusion module. Source [12].
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3.2.3 The NOvA Far Detector
The NOvA Far Detector hall is located at the Ash River site in Northern Minnesota,
L = 810.5 km from the Fermilab and 14.6mrad off the NuMI beam axis. The
detector hall building is placed at the surface of Earth. Such placement, however,
allows a large number of cosmic rays to enter the detector, creating significant cosmic
backgrounds. To reduce the electromagnetic component of the cosmic backgrounds
the detector is covered by a special shield of concrete and a loose barite material [12].
The NOvA Far Detector has dimensions of (15.6 × 15.6 × 66.9) meters (width,
height, length) and a mass of approximately 14 kt. It is made of 1003 alternating
planes, where each plane is built of 12 extrusion modules and has 384 active chan-
nels [12]. The assembled planes are put against a concrete wall from one side and
supported by a movable block pivoter from the other side (Figure 3.7). Usage of the
movable block pivoter as support allows for adding additional detector planes in the
future if such a need arises.
3.2.4 The NOvA Near Detector
The NOvA Near Detector is located at about 1015m from the NuMI target hall,
and 14.6mrad off the beam axis. The Near Detector is 105m below the surface level
(Figure 3.8). At such depth, the earth above the detector provides effective shielding
against the cosmic radiation.
Since the Near Detector is much closer to the target hall than the Far Detector
(1 km vs 810 km) it receives a much higher neutrino flux. Correspondingly, less
detector mass is required to detect neutrino interactions. The Near Detector has a
mass of 222 ton, it is 2.8m wide, 4.1m tall, and has a length of 14.3m along the
beam direction.
However, the small length of the Near Detector creates its own problem. Muons
produced in neutrino interactions have energies around 1 − 2GeV, and they lose
energy while traveling through the detector with a rate of about 1GeV per 5m
traveled. This means that, on average, muons will travel 5 − 10m in the detector
volume before losing all their kinetic energy. Therefore, a significant number of
muons will escape the detector length (14.3m). When muon escapes the detector
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Figure 3.7: Photo of the Far Detector. The Far Detector side facing the reader is
supported by a movable block pivoter (red).
volume it becomes very difficult to identify it and estimate its energy.
In order to work around the issue of escaping Near Detector muons, a 1.7m long
Muon Catcher is placed at the downstream end of the Near Detector. The Muon
Catcher consists of 10 steel plates (4.1 × 2.9 × 0.1m3) interspersed by scintillator
planes. The steel plates have a significant muon stopping power and are sufficient
to stop most of the muons. The scintillator planes between them can be used to











Figure 3.8: Plan view (bottom) and elevation view (top) of the NuMI beamline and
the NOvA Near Detector. Source [12].
3.3 NOvA Data Acquisition System (DAQ)
As was discussed in the previous section, NOvA detectors are made of multiple cell
modules, each made of 32 scintillator cells. The light produced in these cells is col-
lected by optical fibers, which have ends that are attached to an array of APDs.
In this section, I will discuss the organization of the NOvA data acquisition sys-
tem responsible for the digitization of the raw detector data and preliminary data
processing.
The APD array of the NOvA cell module is mounted on a Front-End Board
(FEB). The FEBs continuously read data from the APDs, digitize it and send it
to the Data Concentrator Modules (DCMs) along with timestamps over a Gigabit
Ethernet network. A single DCM is responsible for accumulating data from 64 FEBs.
The accumulated data in the DCM is sent to the farm of Buffer Nodes. Once the
data reaches the farm of Buffer Nodes it is stored there for as long as the Buffer Node
capacity allows, or until a decision is made whether to save or discard the data.
The decision on whether to save or discard the data is based on a system of
triggers. The NOvA experiment relies on a variety of different triggers for detecting
different event types. For example, the NuMI trigger is issued by Fermilab every
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time a NuMI beam spill is generated. Once the Buffer Node farm receives the NuMI
trigger it stores 500 µs of data, centered around the trigger timestamp (corrected for
the time of flight of neutrinos), to the permanent location. If none of the triggers is
activated for a given chunk of data then it is permanently discarded.
Special care is taken in order to synchronize time between all FEBs. Both detec-
tors are equipped with two timing systems, one is primary and the other one serving
as a backup. Each timing system has a master unit that is directly synchronized to
the GPS clock. The GPS time is distributed among the DCMs taking into account
various transmission delays in physical cables. Furthermore, each DCM, in turn,
distributes the GPS time to the FEBs it is responsible for.
3.3.1 NOvA Event Displays
Since NOvA detectors are made of planes with alternating cell directions in them,
the activity in the detector is usually represented as an event display with two views
(c.f. Figure 3.9). The top view of the event display corresponds to the activity in the
planes with vertically aligned cells. The bottom view shows activity in the planes
with horizontally aligned cells.
Figure 3.9 can be used to illustrate the scope of difficulties that NOvA has to
overcome to reconstruct neutrino interactions in the detector. First, Figure 3.9
contains a large amount of activity in the 500 µs window around the NuMI spill.
Most of this activity is not related to the neutrino interactions from the NuMI beam
and produced by cosmic muons. In order for NOvA to be able to analyze NuMI
neutrinos, we have to filter out these cosmic muon backgrounds. Second, since NOvA
detectors have two 2D views, we need to find a way to combine information from
these two views to get a faithful representation of the 3D interaction. In chapter 5 I
will discuss various approaches that NOvA uses in order to solve these difficulties.
3.4 Sensitivity of the NOvA Experiment
The NuMI neutrino beam that the NOvA experiment is using has a very high inten-
sity. The high intensity of the neutrino beam will allow NOvA to collect a relatively
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Figure 3.9: Example of the Far Detector NOvA Event Display. The hits are colored
by the amount of charge deposited.
large sample of neutrino interactions. With a large sample of neutrino interactions,
NOvA will be sensitive to the smallest variations in the neutrino oscillation probabil-
ity (2.13). In particular, the NOvA experiment will be sensitive to the CP violation
phase δCP and the sign of the neutrino mass difference ∆m232.
Since the NuMI beam will run half of the time in the FHC mode and another
half of the time in the RHC mode, the NOvA experiment will be able to observe two
neutrino oscillation modes νµ → νe and ν̄µ → ν̄e. As was shown in Equation 2.14,
the difference between P (νµ → νe) and P (ν̄µ → ν̄e) depends directly on the δCP.
Therefore, by estimating these probabilities NOvA can make inferences about the
value of the δCP.
Additionally, since neutrinos pass through Earth as they travel from the Near to
Far Detectors the matter effect will come into play. As was shown in subsection 2.1.6,
the presence of the matter effect renormalizes neutrino oscillation parameters. The
magnitude of the renormalized neutrino oscillation parameters depends on the sign
of ∆m232. Therefore, by measuring neutrino oscillation probabilities P (νµ → νe) and
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P (ν̄µ → ν̄e) NOvA may be able to resolve the sign of ∆m232.
However, under certain conditions, it may happen that the matter effect will
cancel the effect produced by the δCP, or they may amplify each other. Whether the
matter effect will amplify or cancel the observed δCP effect will depend on the values
of δCP, ∆m232 and θ23. To illustrate complex interactions between these parameters
one can make a bi-probability plot like Figure 3.10 that shows possible values of the
estimated probabilities P (νµ → νe) and P (ν̄µ → ν̄e) depending on various neutrino
oscillation parameters.
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Figure 3.10: Example of a bi-probability plot for the NOvA experiment. The horizon-
tal and vertical axes show the probability of neutrino and antineutrino oscillations.
The contours represent possible values of measurements of these oscillation proba-
bilities, depending on the octant of θ23 (UO – upper octant, LO – lower octant), sign
of ∆m232 (NH – normal hierarchy m3 > m2, IH – inverted hierarchy m3 < m2), and
the CP violation phase δCP. The δCP changes continuously in each contour from 0
to 2π.
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The bi-probability plot Figure 3.10 shows that if the true neutrino oscillation
parameters put neutrino oscillation probabilities somewhere in the intersection of
the contours in Figure 3.10 (e.g. intersection of red and blue contours) then the
NOvA experiment will not be able to tell which contour a given value of neutrino
oscillation probabilities belongs to. On the other hand, if the true value of the
neutrino oscillation parameters puts neutrino oscillation probabilities on the outer
part of these contours, then the NOvA experiment will be able to resolve the contour
and find the θ23 octant, the sign of ∆m232, and make an estimate of the δCP.
39
Chapter 4
Detector Calibration and Event
Simulation
The primary goal of the NOvA experiment is to refine our understanding of the
neutrino oscillation parameters. In order to get an estimate of the neutrino oscillation
parameters NOvA uses the following strategy: (1) we measure neutrino event counts
at the Near Detector; (2) use neutrino oscillation model (2.13) to get predicted
oscillated neutrino counts at the Far Detector from the counts at the ND; (3) find
values of the neutrino oscillation parameters that give the best agreement between
the predicted FD neutrino counts and the measured FD event counts.
The high-level description above hides several important steps. First, the detector
electronics can provide only very low-level information about a measured number of
photo-electrons for each detector cell vs time. Starting with this low-level information
we need to identify separate neutrino interactions to be able to count them.
Second, neutrino oscillation probabilities (2.13) depend on the energy of neutri-
nos. Correspondingly, in order to use the neutrino oscillation model to predict the
FD neutrino event counts from the ND counts we need to estimate the energies of
the neutrinos. The energy estimation of neutrinos is not a straightforward process,
since there is no simple relation between the number of photo-electrons measured by
APDs and the energies of the particles that produced these photo-electrons.
In order to simplify the process of energy estimation of neutrinos, NOvA per-
forms a Calibration procedure. The goal of this procedure is to determine the energy
40
deposited by a particle in a given NOvA cell from the measured number of photo-
electrons. This procedure also calibrates away any differences in photo-electron re-
sponse between various detector cells. After the Calibration procedure, we will have
a clear picture of the amount of energy deposited in each detector part vs time.
Next, we can use the calibrated information about the energy deposition vs time
to identify separate neutrino interaction events and estimate their energies. To as-
sist with the development of algorithms capable of detecting neutrino interactions
and estimating their energies, NOvA uses samples of simulated neutrino interac-
tions. These samples are generated for both Near and Far detectors using Monte
Carlo techniques. The simulated samples have an advantage over the real data since
we know exactly what particle deposited a given amount of energy, and the true
kinematic properties of all particles.
I will begin this chapter by describing the Calibration procedure for the NOvA
detectors. Then, I will discuss the details of the Monte Carlo simulation.
4.1 Calibration
There are two major components of the detector calibration: energy calibration
and timing calibration [16]. The purpose of the energy calibration is to find a way
to convert the raw cell readouts (ADC) from the APD into the energy that was
deposited in the cell by particles. The purpose of the timing calibration is to calibrate
out tiny clock differences between different NOvA FEBs and get the whole picture
of the detector with the correct timing information. I will start the discussion of the
calibration procedures with the energy calibration.
4.1.1 Energy Calibration
The NOvA detectors are made of multiple long cells (Figure 3.5) that capture light
deposited in the scintillator with a wave-length shifting fiber. However, as light
travels through the fiber it is attenuated. Therefore, the scintillator light captured
near the top of the cell (Figure 3.5) will experience smaller attenuation and produce
higher photodiode repose, compared to the light captured near the bottom of the cell
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(due to having to travel a smaller distance in the fiber). The attenuation calibration
aims to calibrate away this difference and convert the raw APD readouts into an
intermediate quantity – the corrected number of photo-electrons (PECorr), which
will be independent of whether the energy was deposited at the top of the NOvA
cell or the bottom.
The attenuation calibration also ensures that the corrected number of photo-
electrons is consistent across all detector cells. That is, it ensures that a given
amount of energy produces the same amount of PECorr irrespective of the detector
cell.
Unfortunately, as the detector ages, the properties of the cell response vary with
time. This variation can make the previous attenuation calibration no longer valid.
To address the detector aging a separate calibration is performed – the drift calibra-
tion.
Finally, once we get the corrected number of photo-electrons (PECorr) that is
proportional to the energy deposited in the detector cells, we need to convert this
value into the actual amount of energy deposited. The absolute energy calibration
aims to achieve this task.
Cosmic muons are used in order to perform various energy calibrations since they
have a very well understood energy deposition rate in the detector material.
Attenuation Calibration
The attenuation calibration starts with raw readouts (ADC) of the APDs. Equal
amounts of energy deposited at different locations in a single detector cell will result
in different ADC readouts due to light attenuation in the optical fiber. The attenua-
tion calibration is performed on a cell by cell basis and it tries to calibrate out these
differences and convert the ADC readout into a corrected number of photo-electrons
(PECorr) that is independent of a location where energy was deposited.
The core assumption of the attenuation calibration is that muons deposit energy
at an approximately equal rate as they travel through the detector. If this assumption
is correct, then we can find a distribution of ADC per length that muon traveled
in a cell (ADC/cm) vs location in the cell (W). This distribution can be used to
normalize the ADC response and make it independent of the position in the cell
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(W).
In order to construct a distribution of (ADC/cm) vs (W), we need to know the
length that a given muon traveled in a detector cell and the position at which this
muon crossed the cell. To estimate these quantities we need to select a sample of
muons with faithfully reconstructed 3D tracks. Once such a sample is selected and
the distribution of (ADC/cm) vs (W) is found, we fit a profile of that distribution
with Equation 4.1.













where L is the length of the detector cell, and C,A,X are the fit parameters.
The fits of the form (4.1) are performed for each detector cell independently.
However, they correctly describe the behavior of the (ADC/cm) vs (W) only away
from the cell edges. At the edges of the cells, the behavior of the ADC response
does not follow any recognizable pattern which is likely a result of a fiber twisting.
In order to build a profile of ADC response near the edges of the cell, a correction is
added to the profile (4.1). Figure 4.1 shows an example of such fit with a correction
to a single Near Detector cell.
Usage of profiles of (ADC/cm) vs (W) obtained for each detector cell allows us
to normalize the response of (ADC/cm) that is specific to each cell and convert it to
a quantity (PECorr/cm) that is uniform across the entire detector.
Absolute Energy Calibration
Using normalized (ADC/cm) response expressed in terms of (PECorr/cm) we can
work with the detector as a whole, without worrying about different responses of
different cells. The next step of energy calibration is to convert this normalized
PECorr into the actual energy that was deposited in the detector.
In order to convert the (PECorr/cm) into the deposited energy NOvA uses cosmic
muons with well reconstructed tracks. The reason for using muons is that their energy
deposition rate dE/dx is well studied and described by the Bethe-Bloch equation [17].
This means, that for muons dE/dx predicted by the Bethe-Bloch equation should
be proportional to (PECorr/cm). And the coefficient of proportionality will give the
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ND cosmic data - plane 107 (vertical), cell 25
Figure 4.1: Example of an attenuation profile for a single vertical cell at the Near
Detector. The red curve shows the double exponential fit (4.1). The blue curve
shows the double exponential fit with the edge correction.
desired conversion factor from (PECorr) into the energy.
The Bethe-Bloch equation says that the muon energy deposition rate dE/dx is
determined by the energy of the muon and by the properties of the material in which
it travels. Therefore, to predict dE/dx by the Bethe-Bloch formula we need to know
the energy of the muon first.
In order to find the energy of the muon NOvA considers muons that stop in the
detector. If muon has stopped then we know that its kinetic energy is zero. Now
we can start from the muon’s stopping point and backtrack along its trajectory,
integrating dE/dx predicted by the Bethe-Bloch equation. In this way, muon’s
energy can be estimated for all points along its trajectory.
Having found the energy of the muon along its trajectory, we can use the Bethe-
Bloch equation to predict muon’s energy loss dE/dx and use this dE/dx to find a
conversion factor from the detector response PECorr/cm to the dE/dx. Figure 4.2
shows a comparison of the simulated dE/dx to the measured PECorr/cm for the
cosmic muons.
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(a) Simulated dE/dx (b) Measured PECorr/cm
Figure 4.2: Comparison of the simulated muon energy deposition calculated using
the Bethe-Bloch equation (left) to the measured muon energy deposition expressed
in terms of the detector response PECorr/cm (right).
Drift Calibration
The absolute energy calibration was performed under the assumption that the nor-
malized detector response (PECorr/cm) stays the same over time. This assumption
is not correct since as the detector is getting old, the scintillator is being slowly
degraded, materials of the detector are aging and the response of the detector elec-
tronics changes. Therefore, another type of calibration is performed in order to
correct for the drift of the detector response.
The drift calibration is performed for each detector channel separately. Similar
to the other energy calibrations it also relies on cosmic muons. The drift calibration
tracks the mean of PECorr/cm deposited by cosmic muons for each cell. Changes in
the mean of PECorr/cm with time indicate a change of the detector response with
time. This change is monitored and adjusted by the drift calibration.
4.1.2 Timing Calibration
The NOvA Far Detector receives a beam of muon neutrinos in pulses of 10 µs each
1.3 s. Due to the beam divergence and the off-axis alignment we can expect only
about 1 − 2 neutrino interactions in the Far Detector per day. On the other hand,
the Far Detector has a high rate of cosmic muons (about 120 000Hz). With such
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a large discrepancy between the signal and background rates, no data driven neu-
trino trigger is possible, and therefore we rely on timing information provided by
Fermilab (the NuMI trigger), in order to select timing windows when the beam is
on. For the timing information from Fermilab to be useful, both detectors must be
carefully synchronized with the global time, which is one of the goals of the Timing
Calibration.
Another goal of the Timing Calibration is to estimate timing resolutions of the
detector hits since multiple reconstruction algorithms at NOvA rely on this timing
resolution information for proper operations.
Online Calibration
When NOvA detectors are active, their clocks are continuously synchronized with the
GPS time. This synchronization process is also known as Online Timing Calibration
at NOvA.
The process of the online timing synchronization is closely tied to the architecture
of the Data Acquisition System (DAQ) described in section 3.3. For context, APD
arrays are mounted on FEBs. Each FEB services 32 APDs and has an independent
clock. The signal from 64 FEBs is collected by the Data Concentrator Module
(DCM) and then relayed to the buffer node farm. The DCMs are synchronized to
the master clock in each detector. It is the responsibility of each DCM to further
synchronize its clock with the FEBs that it services.
In order to synchronize all FEBs in one DCM, the DCM continuously distributes
its clock among the FEBs that it services. To make sure that all FEBs receive the
clock value at the same time, a requirement on lengths of cables connecting DCMs
to the FEBs is placed, namely that all cables should have the same length. This
ensures, that all FEBs in one DCM receive the clock information at the same time.
Moreover, signal transmission delays in cables are measured and accounted for to
ensure correct clock synchronization.
The clocks belonging to different DCMs are synchronized to the master clock
of the timing system. The timing system continuously pings DCMs and measures
their response time to estimate and correct the delays caused by signal propagation
in cables from the DCMs to the master clock. The master clock itself has GPS
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receivers and is synchronized to the GPS time.
Offline Calibration
As a cross check for the online clock synchronization, the offline timing calibration is
performed as well. For this purpose, a sample of well reconstructed muons traveling
through the detector is selected. If clocks are synchronized correctly then all hits
caused by a single muon should occur at the same time (corrected for the muon time
of flight and signal propagation in the fiber). By measuring the difference in muon
hit times between different DCMs over a large sample we can verify that there is no
timing miscalibration between the DCMs. In case if such miscalibration is detected
between DCMs we can correct it using the measured difference in hit times.
Timing Resolution
The estimation of timing resolution for each DCM is performed in the offline mode.
For this purpose, the same sample of muons is used as for the offline timing calibra-
tion. The 2D histogram of differences in hit times between two different channels in
a single DCM (similarly corrected for the muon time of flight and signal propagation
in cables) vs the recorded value of ADC is constructed. Figure 4.3 shows an example
of such a histogram. The timing resolution is then determined from the histogram,
by taking an RMS value of hit times for each value of ADC.
4.2 Simulation
The primary goal of the NOvA simulation is to generate samples of simulated neu-
trino interactions in the NOvA Near and Far detectors. The generated samples
should have enough statistics in order to:
• Perform comparisons between Data and Simulated samples at the Near Detec-
tor to verify the validity of the physical model used in the simulation.
• Train and test reconstruction algorithms for the Near and Far detectors.
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Figure 4.3: Example of the Far Detector timing resolution histogram for a single
DCM.
In this section, I will describe how the generation of the simulated neutrino
interaction samples (also called Monte Carlo samples) is performed. The entire
procedure can be roughly summarized as a series of 4 steps, where results of the
previous step are used to initialize the following step. The four steps are:
1. Generation of neutrinos in the NuMI decay pipe. At the end of this step, we
receive kinematic information of neutrinos and their flavors.
2. Simulation of neutrino interactions with the detector. At the end of the second
step, we receive information about whether the neutrino interacted with the
detector, and if so then we get a list of primary particles produced in such
interaction.
3. Simulation of propagation of the primary particles through detector medium.
As primary particles are propagated through the detector they deposit energy
and may create cascades of secondary particles. The result of the third step is
information about energy deposition by particles in the detector cells.
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4. Simulation of the detector and electronics response to the deposited energy.
4.2.1 Beam Simulation
The first step of the simulation chain is the simulation of the NuMI beamline. It
is performed by the FLUKA/FLUGG software developed by Fermilab [18]. The
FLUGG software package simulates interactions of 120 GeV protons with the graphite
target. Then, it propagates hadrons, produced in these interactions, through the
magnetic horns and tracks them in the decay pipe. It records all hadron decays
that produced neutrinos and saves the resulting neutrinos (called neutrino “rays”).
Each saved neutrino “ray” contains information about the flavor of the neutrino, its
energy, and momentum.
4.2.2 Simulation of Neutrino Interactions
The NOvA experiment relies on the GENIE software [19] to simulate neutrino in-
teractions with the detector. GENIE is a Monte Carlo simulation package, which
tries to probabilistically predict neutrino interactions with the surrounding medium
based on measured interaction cross-sections.
The GENIE package receives as input information about neutrino flavor and its
kinematic properties from the simulated beam “rays”. In addition to that, it requires
a detailed detector geometry, which was carefully determined by the NOvA group.
GENIE performs Monte Carlo sampling in order to predict whether the neutrino
interacted with the detector. If a neutrino interaction with the detector is sampled,
then GENIE will output an interaction vertex and a list of daughter particles. Fur-
thermore, it will model interactions of the daughter particles with the nucleus at the
interaction vertex.
As a result of the event simulations with GENIE, we will get a list of neutrino
interactions with the detector, where each interaction will have a well defined vertex
and a list of daughter particles with their kinematic properties.
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4.2.3 Simulation of Propagation of Daughter Particles
To propagate daughter particles predicted by GENIE through the detector, NOvA
uses GEANT4 software [20]. GEANT4 propagates the daughter particles step by
step through the detector medium. Similar to GENIE it also relies on a precise
detector geometry and uses Monte Carlo methods to simulate interactions of the
daughter particles with the environment.
GEANT4 tracks all daughter particles until they lose all their energy or until they
leave the detector volume. As the daughter particles travel through the detector and
interact with its atoms they can create secondary particles or simply decay. GEANT4
is capable of simulating such processes as well. At the end of the propagation process,
GEANT4 produces total energy deposits in the scintillator created by all particles.
4.2.4 Simulation of the Detector Response
The last step of the simulation takes energy deposits produced by GEANT4 and
converts them into scintillator light. Then, it transports the scintillator light into
the APD and simulates APD and electronics response to the light. Finally, the
resulting outputs are converted to a form similar to that of the real data.
Deposited Energy to Scintillator Light Conversion
If the NOvA scintillator was perfectly linear then the light yield will be proportional
to the deposited energy. However, it was discovered that at high energies organic
scintillators saturate and the light yield is reduced compared to a simple linear model.















where kB, kC are the Birk and Chou correction factors and L0 is a proportionality
coefficient between the deposited light dL
dx
and the deposited energy dE
dx
in the linear
regime of the scintillator. The correction factors are determined experimentally by
matching Near Detector Data to MC.
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The scintillator light is not the only type of light that can be produced in the
NOvA detectors. When charged particles travel through the medium they can create
Cherenkov radiation. The intensity of the Cherenkov radiation is dependent on the
particle speed and hence it cannot be modeled by the Birk-Chou model. In order
to get a faithful light model, NOvA also simulates Cherenkov light production [22].
The simulation of the Cherenkov radiation improves Data to MC agreement and
gives more reasonable values for the Birk and Chou coefficients.
Photon Transport in Scintillator
In order to propagate the light generated in the scintillator to the APDs, NOvA
employs a ray tracing simulation. The ray tracing simulation tries to trace light
rays from the point where they originate until they enter the wavelength shifting
fiber. Using ray tracing we can obtain a two dimensional histogram like Figure 4.4
that describes the photon collection probability by a fiber as a function of a distance
between the emission and collection points and a time difference between emission
and collection.
Then, the histogram shown in Figure 4.4 is used to propagate light from a given
point in the detector cell to the wavelength shifting fiber.
Photon Transport in Fiber
After photons have reached the wavelength shifting fiber, their propagation in fiber
is simulated as well. It is assumed that on average half of the time photons will be
traveling in the direction towards the APD and another half in the opposite direction
(c.f. Figure 3.5). Correspondingly, when the light enters the fiber, half of the light
is transported towards the APD and another half is transported in the opposite
direction.
The number of photons surviving the transport over the fiber is determined using
the attenuation curves (e.g. Figure 4.5). These curves tell us what fraction of photons
reached the APD as a function of distance from it.
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Figure 4.4: Two-dimensional histogram of the light tracing simulation. The horizon-
tal axis shows the distance along the direction of the cell between a point where the
light was emitted and a point where the light entered the wavelength shifting fiber.
The vertical axis shows the difference between the emission time and the collection
time.
Simulation of the Electronics Response
At the end of the previous steps, we obtain a number of photons reaching APDs
as a function of time. Next, NOvA simulates the response of APDs and electronic
boards. This simulation is a very complex and multistage process that goes well
beyond the scope of my thesis. The full details of this process can be found in [18].
In this section, I will describe only the high level overview of the electronics response
simulation.
First, a simulation of the conversion of the number of photons received by the
APD into the number of induced photo-electrons is performed. The measured quan-
tum efficiency of APDs is used for this purpose. In addition to that, an internal
APD noise is simulated and added to the generated signal.
Next, a simulation of the conversion of the generated APD response into a digi-
tized signal in the FEB is performed. This simulation includes simulation of trans-
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Figure 4.5: Example of a light attenuation curve used to propagate photons through
the fiber. The red curve is the old curve that was used in the First NOvA Analysis.
The blue curve is the revised curve.
mission of the APD signal through the analog parts of the FEBs, digitization of the
analog signal by ADC, and correction of artifacts caused by electronic boards.
Finally, after the response of the electronics is simulated the results are converted




The raw detector data is just a collection of hits – readings of photo-electron counts
from the detector cells. Each hit contains information about the 2D spatial coordi-
nates of the detector cell in which it occurred, the time of the reading, and the total
energy deposited in the hit.
In order to proceed with the estimation of the neutrino oscillation parameters,
we need to reconstruct a complete picture of a neutrino interaction in the detector
and answer two main questions about the hits in the detector:
1. What kind of particle produced a given set of detector hits.
2. What was the energy of the particle that produced these hits.
Correspondingly, the ultimate goals of the reconstruction are to identify parti-
cles that created the detector hits and to estimate energies of these particles. The
particle identification (PID) and energy estimation tasks turn out to be too difficult
to be performed on the raw detector hits. Therefore, many algorithms are run to
reconstruct higher-level objects (clusters of hits, particle tracks, etc) that are more
tractable than the raw detector hits. These intermediate objects are then used to
simplify the particle identification and energy estimation tasks.
In this chapter, I will describe the standard NOvA reconstruction chain. This
chain starts with the raw detector hits and produces information about particles that
interacted in the detector and their energies.
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5.1 Hit Clustering
The standard NOvA reconstruction chain begins by grouping detector hits that are
“close” in space-time into clusters. Then, it runs more sophisticated algorithms to
detect “features” in the clusters of hits. Next, using these features it tries to identify
sub-clusters of hits that belong to the individual particles in the detector.
5.1.1 Slicing
The first step of the clustering chain is called Slicing. The slicing procedure tries
to identify clusters that contain hits of all particles produced in a single interaction.
For the slicing procedure, a single interaction is defined as either an interaction of a
neutrino with the detector or a cosmic ray.
The single NuMI trigger readout window lasts 500 µs. With the rate of cosmic
muons at the Far Detector of 120 000Hz, we can expect at least 60 particle interac-
tions inside the detector in a single readout. The slicing algorithm needs to be able
to separate these interactions into different clusters.
The slicing algorithm is based on DBSCAN (Density-based spatial clustering of
applications with noise [23]). DBSCAN begins by calculating pairwise distances
between each detector hit. If some hit has at least Nmin neighbors at distances less
than ε, then DBSCAN calls such a hit a core point.
The slicing algorithm proceeds by joining together core points that are within a
distance of ε of each other, thereby forming clusters. It continues to join neighbor
core points into clusters until no more neighbor points can be found.
Finally, once the core points have been partitioned into clusters, the slicing algo-
rithm expands the clusters by adding boundary points (B) to them. That is, points
(B) that are not core points, but that lie within the ε-neighborhood of some core
point (C).
The resulting clusters of hits are called slices at NOvA. The slicing algorithm as
described above has several tunable parameters. They are ε, Nmin and a function
that computes the distance between two hits. These parameters are fine-tuned in
order to make sure that the slicing algorithm gives good separation between differ-
ent interactions and does not aggressively divide a single interaction into multiple
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clusters.
5.1.2 Identification of Linear Features
When a neutrino interacts with a nucleus of the detector we expect there to be
a single interaction vertex from which all primary daughter particles emanate. In
order to help to find this interaction vertex, another step in the reconstruction chain
is performed. This step tries to identify major linear “features” of the event. The
motivation for this step is that the intersection of these linear “features” should give
us the interaction vertex.
In order to find the linear features in the event, the Hough Transform method [24]
is used. The Hough Transform method starts by iterating over all pairs of hits in
the event and building straight lines that pass through these hits. The straight lines
are parametrized by (ρ, θ) using the Hesse normal form (5.1):
ρ = x cos θ + y sin θ (5.1)
where (x, y) are the coordinates of the points along the line. Geometrically, ρ is the
distance from the coordinate origin (0, 0) to the closest point on the line. θ is the
angle between the x-axis and a segment that connects the coordinate origin to the
closest point on the line.
The Hough Transform method considers a set of all lines L built through pairs
of hits. It constructs a 2D density map M in a space of line parameters (ρ, θ). In
order to build this map, the Hough Transform iterates through the set L, and for
each line parametrized by (ρ0, θ0) in this set, it adds a Gaussian distribution (5.2)
centered at (ρ0, θ0) to the density map M .













where σρ = 3 cm/
√
12, σθ = 3 cm/d
√
6, and d is the distance between points that
were used to construct a line.
When the Gaussian map M is built it is further smoothed out by applying a local
gaussian blur.
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Next, a linear feature extraction phase begins. In order to identify linear features
in the event, peaks of the density map M are found. The peak search algorithm
simply finds the tallest peak in the density map M . Coordinates (ρ0, θ0) of that
peak define a major linear feature of the event. Once the peak is found, all hits that
are related to the peak are removed from the consideration and the density map M
is rebuilt without those hits.
The search of linear features is repeated until there are no peaks left that are
higher than some predefined threshold, or until the predefined maximum number of
linear features has been found. This linear feature identification procedure is run
separately for two detector views – XZ and YZ.
5.1.3 Identification of the Interaction Vertex
In order to find an interaction vertex NOvA uses the Elastic Arms method [25]
(also known as a method of deformable templates [26]). The Elastic Arms method
identifies the interaction vertex and major event “arms” (3D straight lines emanating
from the interaction vertex). That is, the Elastic Arms algorithm tries to find a set
of lines defined by Equation 5.3:
xα(s) = x0 + s sin θα cosφα
yα(s) = y0 + s sin θα sinφα
zα(s) = z0 + s cos θα
(5.3)
where (x0, y0, z0) are the coordinates of the interaction vertex, (θα, φα) are the angles
that specify the direction of the arm α and s is the parameter of the line. In order


















where Miα is the distance between hit i and arm α; Viα is the strength of association
between hit i and arm α; Dα is the distance from the vertex to the first hit in arm
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α; λ, λV are the hyperparameters of the algorithm. The sum over i is the sum over
all hits in the event, and the summation over α is the summation over all arms.
Minimization of the first term in (5.4) minimizes distances between hits and arms
to which they are associated. The second term adds a penalty to hits that have not
been associated with any arm. The final term ensures, that for events having a single
particle (and a single elastic arm) an interaction vertex will be placed at the first hit
on the arm (otherwise it can be placed anywhere on the arm creating an ambiguity).
The association Viα between hit i and arm α takes into account the fact that
some hits can be due to noise and therefore need not be associated with any arm.
It is given by Equation 5.5, where β is a parameter of the Elastic Arms algorithm.
The term exp (−βλ) was introduced in the denominator to lower the association of







The cost function (5.4) is optimized by a method of simulated annealing [27]. Pa-
rameter β, introduced in the definition of Viα, plays the role of the inverse of the
annealing temperature T = 1/β. In order to seed the initial locations of the elastic
arms, linear features found in the previous section are used [25]. The number of
elastic arms to seed is determined by taking the maximum number of linear features
found in either XZ or YZ detector views.
The simulated annealing procedure is restarted with various vertex seeds, and
the best location of the elastic arms is selected among them, according to the cost
function (5.4).
After the best location of the elastic arms is identified, coordinates of the inter-
action vertex are given by the parameters (x0, y0, z0) (c.f. Equation 5.3).
5.1.4 Finding Clusters of Hits Describing Individual Parti-
cles
The next step in the reconstruction chain is to form clusters of hits in such a way, that
each cluster is associated with a single particle in the event. To achieve this objective
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NOvA relies on the fact that each event has a distinctive interaction vertex found in
the previous step. All particles in the event effectively emanate from this interaction
vertex. Therefore, when placing an observer at the very interaction vertex, hits
produced by a single particle would be closely located in a field of view.
An algorithm called Fuzzy-K [28] was designed for the purpose of finding such
clusters of hits. To perform the clustering, this algorithm starts with finding angles
of hits (and their uncertainties) when looking from the interaction vertex. This
procedure is performed separately in each detector view XZ and YZ. Then, the
angles of hits are clustered in each detector view using a possibilistic Fuzzy-k-Means
clustering algorithm [29].
The possibilistic Fuzzy-k-Means algorithm is a modification of the original Fuzzy-
k-Means algorithm [30] that relaxes a requirement that a given hit should belong to
some cluster with a probability equal to 1. Relaxing this requirement allows noise
hits to not be associated with any clusters.
The possibilistic Fuzzy-k-Means algorithm requires knowledge of the number of
clusters (k) in advance. Since we do not have such knowledge, the Fuzzy-k-Means
algorithm is run iteratively multiple times, starting with a single (k = 1) global
cluster and adding a new cluster each time. This process stops if all hits have been
associated with clusters or when the maximum number of clusters is reached.
Once the 2D clusters have been identified by the Fuzzy-k-Means in each detector
view (XZ, YZ), another algorithm [28] is run to match pairs of 2D clusters into
3D clusters. In order to perform such matching, profiles of cumulative energy vs
distance from the 2D cluster origin are built in each detector view. Then, the profiles
of cumulative energy vs distance are matched pairwise between each detector view,
and the best 2D matching clusters are merged into a single 3D cluster.
The clusters of hits that have been successfully matched between the detector
views are called prongs (or 3D prongs) at the NOvA experiment. The 2D clusters
that were not matched are called 2D prongs.
5.1.5 Clustering Summary
In this section, I have described the three main clustering steps forming the basis
of the NOvA reconstruction chain. These clustering steps achieve the following
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objectives:
• All activity in the detector is separated into Slices that contain only hits be-
longing to a single event (neutrino interaction or a cosmic ray).
• An interaction vertex is found in each slice.
• Each slice is then subdivided to find clusters of hits describing individual par-
ticles in each event.
5.2 Tracking Particles
Hit clustering algorithms allow NOvA to identify clusters of hits belonging to in-
dividual particles in each event. These clusters have a source point, given by the
interaction vertex. From the source point, one can determine the direction of the
cluster. But, apart from having a source point and direction, these clusters have no
other internal structure. For many applications, however, it is useful to know the
precise trajectory of the particle that produced a given cluster of hits.
Therefore, NOvA runs two tracking algorithms to identify tracks of particles
within the clusters of hits:
1. A Kalman Filter algorithm is specifically designed to find tracks of µ in each
slice.
2. A Break Point Fitter algorithm that is capable of finding tracks of π±, µ, and
p in each prong.
5.2.1 Muon Tracking with Kalman Filter
The muon tracking algorithm [31] consists of three steps. During the first step, hits
that could form muon tracks are identified in each detector view. Next, the algorithm
tries to fit muon tracks through the hits identified in the first step. These tracks are
found independently for each detector view. Finally, fitted tracks from each detector
view are matched to each other.
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The first two steps rely on a Kalman Filter algorithm [32]. In general, a Kalman
Filter algorithm is able to predict a true state of a model from a series of sequential
observations (with uncertainties). The Kalman Filter algorithm is capable of such
inference, provided that we know how the true state evolves from one observation to
another.
In our case, the true state that we are trying to find is the true trajectory of a
muon. Using a theoretical model we can predict how a muon should move from one
point to the other, and it allows us to apply the Kalman Filter algorithm.
The muon tracking algorithm starts with identifying possible tracks in a slice.
First, it forms track seeds by taking two hits that have a distance less than Nseed
planes from each other. Then, the Kalman Filter algorithm is run on these seeds
assuming that the particle travels in the upstream beam direction. The seeds are
grown by adding new points if they are close to the predicted track. This closeness
is determined by checking if a hit could be produced by a predicted track with a
probability greater than Pclose. If it can, then the hit is added to the seed and the
Kalman Filter is run again to refine the predicted particle track. This process is
repeated until there are no more hits that can be produced by any track with a
probability greater than Pclose.
After the upstream run of the Kalman Filter algorithm finishes, it is run again
from the endpoints of the formed tracks in the downstream direction. This run is
performed to pick up possibly missed hits. When possible tracks are identified the
Kalman Fitter algorithm is run the third time to construct the final track predictions
from the identified candidate tracks.
Finally, the tracking algorithm tries to match the fitted 2D tracks in each detector
view to obtain the 3D tracks. This is achieved by comparing the difference of starting
and ending z coordinates of the 2D tracks to the number of planes that the 2D tracks
have in common. If the difference in start/end positions between a pair of 2D tracks
is less than Sthreshold times the number of overlapping planes then these tracks are
merged into a single 3D track.
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5.2.2 Particle Tracking with Break Point Fitter
The Kalman Fitter tracking method described in the previous section is designed
for the single purpose of finding muon tracks. To fit tracks of other particles NOvA
uses another algorithm – Break Point Fitter [33]. The Break Point Fitter (BPF)
algorithm assumes that as a particle travels through the detector it undergoes a
finite number (M) of scattering events, each of which changes the direction of particle
propagation. Given a collection of hits that were produced by a particle, BPF tries
to find the location of points where the particle underwent scattering events and the
corresponding changes of the particle trajectory. In other words, the BPF algorithm
assumes that the particle trajectory can be expressed as Equation 5.6 and tries to
optimize its parameters.
x(z) = α + βz +
M∑
J=1
αJ(z − ZJ) θ (z − ZJ) (5.6)
where x(z) is the coordinate of particle trajectory orthogonal to the z axis; α, β –
are the slope and intercept of the particle trajectory, αJ – are the scattering angles,
ZJ – are the locations where the scattering occurred, and θ(x) is the Heaviside Step
function.
The BPF algorithm is run for each 3D prong produced by the Fuzzy-k-Means
algorithm (c.f. subsection 5.1.4). To find optimal values of parameters α, β, αJ , ZJ












where σi is the estimate of the error of measurement of a hit location, and σ2J is
the RMS value of αJ calculated from the theoretical expectation for the value of the
scattering angle αJ . If positions ZJ at which scattering occurred are known, then the
optimization of Equation 5.7 for α, β, αJ is trivial, since x(z) is a linear function of
these parameters. The nontrivial part of the BPF algorithm is finding the locations
ZJ where the scattering occurred.
In order to estimate the locations where the scattering occurred, the BPF algo-
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rithm finds the last point of a given 3D prong. Then, it goes from the end of the
track looking at each hit. While backtracking, the BPF algorithm tries to estimate
the energy of the particle by integrating the known shape of energy losses dE/dx in
the detector materials. For such energy estimation to be possible, the energy of the
particle needs to be known at the last point of the trajectory.
The energy of the particle at the last point of the trajectory has two components
– kinetic energy and the rest energy of the particle. The BPF algorithm assumes
that the particle has lost all its kinetic energy at the endpoint. Since there is no way
to know the rest energy of the particle in advance, the BPF algorithm is simply run
three times, assuming that the particle is either µ or π± or p.
Once the energy of the particle is estimated at each position in a prong the BPF
algorithm tries to determine the scattering points ZJ . It places a new scattering
point ZJ if either of two conditions occurs:
• If the distance from the last scattering point is greater than 1m.
• If the deviation from a straight line predicted by the multiple scattering hy-
pothesis is greater than 3mm.
The first criterion here ensures that the scattering points are not too far apart
from each other. The second criterion guarantees that the extrapolation of the track
from the scattering point location is accurate up to a 3mm which is a minimum
resolvable detector distance (width of the cell wall).
After the scattering points have been placed, the objective function (5.7) is min-
imized for α, β, αJ . As the result, the BPF algorithm fits three tracks (under the
assumption that the particle is either µ or π± or p) through each 3D prong in a slice.
It also estimates particle energy for each track by summing the energy losses dE/dx
in material.
5.3 Particle Identification
For some analysis tasks, it is useful to know the type of particle that created a given
cluster of hits (prong). NOvA uses three algorithms that are capable of predicting
the type of particle that produced a given prong. Two of these algorithms rely on a
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statistical analysis of the rate of energy deposition dE/dx of a particle. The third
algorithm uses images of prongs and predicts the particle type with the help of a
Convolutional Neural Network.
5.3.1 Muon Identification with RemID
The RemID (Reconstructed Muon Identification) algorithm [34] is specifically de-
signed to predict whether a given track was created by a muon. This algorithm is
based on an observation that muons travel through the detector by almost straight
lines and their rate of energy deposition is relatively small and approximately con-
stant. Therefore, if one finds a long and straight track in the detector, then this
track was likely left by a muon.
The only other particles that are capable of producing long tracks with simi-
lar energy deposition rates are the charged pions π±. Charged pions are produced
in large quantities in Neutral Current interactions. Most of the charged pions in-
teract strongly with the detector nuclei. However, some of them manage to avoid
interacting strongly with nuclei and travel through the detector interacting only elec-
tromagnetically. Since the mass of a charged pion (≈ 140MeV) is close to the mass
of a muon (≈ 106MeV) they exhibit similar behavior under the EM interactions and
leave similar tracks in the detectors.
The RemID algorithm aims to predict whether a given Kalman track (c.f. sub-
section 5.2.1) was produced by a muon or by a charged pion. RemID relies on four
input variables to distinguish muon tracks from pion tracks: dE/dx Log-Likelihood
(LL), dθ/dx (scattering angle) LL, track length, and a fraction of planes in a particle
track that have contamination from hadronic activity.
The particle Log-Likelihoods dE/dx and dθ/dx are calculated as a sum of differ-





LLdE/dxµ [i]− LLdE/dxπ [i]
)
(5.8)
where the sum over i is performed over the plane index, counting from the end of the
track, LLdE/dxµ [i] is the LL that the dE/dx deposition at plane i was produced by a
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muon, and LLdE/dxπ [i] is the LL that the dE/dx deposition at plane i was produced
by a charged pion. The Log-Likelihoods at plane i are calculated by comparing the
actual dE/dx to a probability distribution of dE/dx for a given particle type, which
was constructed from a large sample of simulated particles.
The RemID algorithm performs particle classification with the help of the kNN
method [35], which essentially compares how “close” input variables for a given
particle to the corresponding variables of previously seen muons and pions. Based
on the calculated closeness, RemID predicts a score for a given track to be produced
by a muon vs charged pion.
5.3.2 Electron Shower Identification with ShowerLID
Compared to muons, electrons have a very small mass. Therefore, when e travels
through the detector, it quickly loses its energy due to hard scattering off the atomic
electrons in the detector volume. A high-energy electron traveling through the de-
tector is going to spawn a shower of secondary electrons (from ionized atoms) and
photons. Such showers are typically much shorter and wider than the tracks left
by muons. To identify showers spawned by various particles NOvA uses another
algorithm – ShowerLID [36].
The ShowerLID algorithm tries to predict whether a given shower was produced
by an electron e or a photon γ or a muon µ or a neutral pion π0 or a proton p or
a neutron n or a charged pion π±. At the start of the algorithm, it renormalizes
hit energies for each 3D prong. This normalization is performed since the Fuzzy-k-
Means algorithm can assign a given hit to multiple 3D clusters. Therefore, a simple
summation of energies from each 3D prong can lead to double counting of hits. The
normalization ensures that the energy from a hit is properly divided between the
clusters to which it belongs.
To make a prediction about a particle type the ShowerLID algorithm relies on
Log-Likelihoods of energy deposition, similar to the RemID algorithm. To calculate
the Log-Likelihoods ShowerLID uses an equation like Equation 5.8 (for the RemID).
There are two differences however from the RemID case:
• Since showers are wide, the energy deposition dE/dx is calculated separately
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in two dimensions – along with the shower and transverse to the shower. Show-
erLID uses both transverse and longitudinal Log-Likelihoods when predicting
the particle type.
• RemID is only concerned about distinguishing muons from charged pions,
therefore the only Log-Likelihoods that it uses are the differences between the
muon LLs and charged pion LLs (5.8). However, ShowerLID is a multi-class
classifier, therefore it looks at the differences between the Log-Likelihoods of
electron vs Log-Likelihoods of γ, µ, π0, p, n, π±.
For each shower, the ShowerLID algorithm produces the Log-Likelihoods for each
particle type as its output. These Log-Likelihoods can be used to judge what kind
of particle created a given shower.
5.3.3 Multiclass Particle Identification with Prong CVN
As an alternative to the Log-Likelihood approach, NOvA has another particle clas-
sifier based on a convolutional neural network (CNN). The Prong CVN [37] (convo-
lutional visual network) algorithm was developed to take images of prongs (in XZ
and YZ views) and predict a probability that a given prong was produced by an
electron vs photon vs muon vs pion vs proton vs another particle. The architecture
of the Prong CVN network closely follows the GoogLeNet [38] network with minor
modifications.
The Prong CVN approach gives a better performance than the Log-Likelihood
approach, and it allows NOvA to reuse the well-researched computer vision tech-
niques, instead of developing new solutions. On the other hand, evaluation and
training of the convolutional neural networks are computationally intensive tasks
and they significantly impact the overall reconstruction speed.
5.4 Event Identification
In the previous sections of this chapter, I have described the basic NOvA reconstruc-
tion algorithms that allow us to identify clusters of hits belonging to the individual
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particles, reconstruct particle tracks, and infer information about what kind of par-
ticle created such clusters. Using these basic reconstruction objects we can build
more complex algorithms that will output objects directly useful for the neutrino
oscillation analysis.
The first type of information that we need for the analysis is what kind of neutrino
interaction (or cosmic ray) produced particles in a given slice. Let us review for a
moment the types of neutrino interactions that are relevant for the analysis.
As was discussed in section 2.1, neutrinos can interact via Charged Current (CC)
interaction (mediated by W± bosons) or via Neutral Current (NC) interaction (me-
diated by Z bosons) with the matter. In the Neutral Current interactions the incom-
ing neutrino exchanges momentum with the detector matter via Z bosons, but the
neutrino itself remains unaffected and is present in the final state particles. Since
neutrinos do not have an electric charge they travel through the detector medium
without depositing light.
This means that in the NC interactions the incoming neutrino eventually leaves
the detector carrying away some fraction of its initial energy. Since we cannot see a
track of the leaving neutrino, it is impossible to estimate the amount of energy this
neutrino carried away. And this in turn makes it impossible to estimate the initial
energy of the neutrino. Furthermore, the situation is complicated by the fact that
different neutrino flavors νe, νµ and ντ behave in the same way in the NC interactions,
which makes it impossible to distinguish neutrino flavors of the NC events.
Therefore, for the purposes of the oscillation analysis, we would like to identify
events that look like NC events and treat them as background.
On the other hand, the Charged Current (CC) interactions are mediated by
W± bosons. In the CC interaction, a neutrino is transformed into a lepton of the
corresponding flavor νX → X + W+. Using the final state lepton it is possible to
predict the flavor of the incoming neutrino. Additionally, if the final products of the
neutrino interaction stop within the detector volume we can make estimates about
the initial energy of the incoming neutrino.
Consequently, the oscillation analysis is primarily interested in the identification
of the Charged Current events and in determining their flavor and energy.
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Figure 5.1: Examples of neutrino interaction event topologies observed in the NOvA
detectors. The top pane depicts a NuMu-CC interaction. The middle one shows a
NuE-CC interaction. The bottom pane illustrates an NC interaction.
Current events from Neutral Current events and from cosmic rays.
5.4.1 NuMu CC Events Identification with RemID
In the Charged Current interactions of the muon neutrinos νµ, the initial neutrino
undergoes conversion into a muon and the remaining energy produces hadronic ac-
tivity near the interaction vertex. As was discussed in subsection 5.3.1, the resulting
muons leave distinctive long narrow tracks. There is no other probable interaction
in the detector that can produce muons (apart from cosmic rays, but we will talk
about them in a separate section). Therefore, if we can detect a muon in the neutrino
interaction, then such interaction is a NuMu CC interaction.
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We already have an algorithm RemID that can predict whether a given track
was produced by a muon. This algorithm can be used for the purposes of the event
identification as well. To get a numeric estimate of the probability that a given
neutrino event is a NuMu CC one, we can just use the RemID value of the track
with the highest RemID score in this event. If the RemID score of the event is above
some threshold (to be determined at the Analysis stage) then we will predict that
this event is a NuMu CC event.
5.4.2 NuE CC Events Identification with ShowerLID
Similar to how we reused RemID designed to detect muons in order to identify NuMu
CC events, we can reuse ShowerLID designed to identify electron showers in order to
identify NuE CC events. This NuE CC classifier looks at the most energetic shower
in the event and tries to predict whether this shower was produced by an electron.
Such prediction is performed with the help of a simple neural network having a
Multilayer Perceptron (MLP) architecture [36]. Apart from the Log-Likelihoods of
the most energetic shower predicted by ShowerLID, this network also uses several
additional inputs:
• Shower Energy Fraction – shower energy divided by the total energy of the
slice.
• Vertex Energy – total energy within 8 planes close to the interaction vertex.
• Shower Gap – a distance between the interaction vertex and the beginning of
the shower.
• cos θ – angle that the shower makes with the beam direction.
• π0 Invariant Mass. The biggest backgrounds to the electron shower identi-
fication are the showers produced by photons (originating from pion decays
π0 → γ+ γ). Using the assumption that the leading shower in the slice is pro-
duced by one of such photons, the algorithm iterates over all other showers and
uses their energies and directions in order to calculate the pairwise invariant
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mass with the leading shower. The value of the invariant mass that is closest
to the neutral pion mass mπ0 is used as another input variable.
The resulting MLP classifier is trained to differentiate whether the leading shower
in the event was produced by an electron vs neutral pion. If MLP predicts (the
threshold for such prediction is established at the Analysis stage) that the most
energetic shower in the event is produced by an electron then we infer that the
interaction is a NuE CC interaction.
5.4.3 Multiclass Event Identification with Event CVN
Similar to how convolutional neural network was used for the particle type identifi-
cation in subsection 5.3.3, it can be used for the event identification as well. Event
CVN [39] (or simply CVN at NOvA) is a convolutional neural network that looks
at the images of the events and tries to predict the type of the event (NC vs NuMu
CC vs NuE CC vs NuTau CC vs Cosmic). It uses an architecture similar to Prong
CVN and has similar costs and benefits as the Prong CVN algorithm
5.4.4 Cosmic Rays Rejection
Cosmic rays produce significant background at the Far Detector. If left unchecked it
will make any analysis impossible. Fortunately, most of the cosmic rays are traveling
from top to bottom of the detector, and pass through the detector. Therefore, simply
requiring that the event hits should be fully contained in the detector volume (minus
margin) will remove a large fraction (∼ 98%) of the rays that do not stop in the
detector.
In order to reduce background from the remaining cosmic rays, NOvA uses a
special cosmic rejection algorithm [40]. This algorithm looks at the primary Kalman
track in the event and tries to predict whether this track was caused by a cosmic ray
or not. It relies on an AdaBoosted forest of decision tree classifiers [41] to make an
inference about whether a given event is a cosmic ray.
In order to make such inference, the AdaBoosted forest of decision trees looks
at the direction of the primary Kalman track, its length, height of the endpoints,
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fraction of hits belonging to the track over the total number of hits in the event, and
finally the output of the Event CVN classifier.
Using these inputs the cosmic rejection algorithm was trained to differentiate
between cosmic rays and muon tracks produced in the NuMu CC interactions since
these are the only tracks that may look like cosmic rays. As output, the cosmic
rejection algorithm predicts a score indicating how likely a given event is a cosmic
ray. If this score is above some threshold (to be determined at the Analysis stage)
then the event is labeled as cosmic and excluded from the analysis.
5.5 Energy Reconstruction
The last piece of information required for the oscillation analysis is the energy of
neutrinos that interact in the NOvA detectors. Since this document primarily focuses
on the muon neutrino disappearance and electron neutrino appearance analyses we
will focus here on the reconstruction of the νe and νµ energies.
As was noted above, the only way we can reliably detect a neutrino of a certain
flavor is if that neutrino interacted with the detector via Charged Current interac-
tion. Therefore, energy reconstruction is done only for the NuMu CC and NuE CC
interactions.
For the energy reconstruction of such events to be complete, all particles produced
by a neutrino interaction must stop inside of the detector. Therefore, we will only
look at the events that are contained in the detector.
5.5.1 NuMu Energy Reconstruction
We begin our discussion of the energy reconstruction techniques at NOvA with the
energy reconstruction of the νµ neutrinos interacting via Charged Current inter-
actions. As was discussed in the event identification sections, such events have a
distinctive muon track and some hadronic activity near the vertex. One way to re-
construct the original energy of neutrino might be to sum all calorimetric energies of
the daughter particles and try to find a relationship between the total calorimetric
energy and the true energy of the incoming neutrino. While such an approach can
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be used, it gives a suboptimal energy reconstruction performance and the predicted
energy is too sensitive to the calorimetric energy uncertainties.
A better approach to reconstruct energies of the NuMu CC events is to notice
that muons deposit energy at an approximately constant rate as they travel through
the detector. Therefore it may be possible to reconstruct muon energy from the muon
track length [42]. Once the muon energy is reconstructed, the remaining hadronic
energy part is inferred from the calorimetric energy of the hadronic activity.
In order to reconstruct the muon energy part of the NuMu CC interaction, a
histogram of the true muon energy vs muon track length is made. Then, a piecewise
linear spline function is fit to the peaks of this histogram (Figure 5.2). The fitted
spline function can be used to estimate energy of a muon from its track length.
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Figure 5.2: Histogram of the true muon energy vs muon track length for the primary
muon in the NuMu-CC events. The red line shows a piecewise linear fit to the
histogram.
The hadronic energy part is reconstructed in a similar way. A histogram of
the true hadronic energy vs visible calorimetric energy is made. Then, peaks of
this histogram are fit by another piecewise linear spline function (Figure 5.3). The
72
resulting fit is used to estimate hadronic energy from the visible calorimetric energy.
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Figure 5.3: Histogram of the true neutrino energy minus reconstructed muon energy
vs visible hadronic calorimetric energy for the NuMu-CC events. The red line shows
a piecewise linear fit to the histogram.
Special care is taken to ensure proper energy reconstruction at the Near Detector.
The NOvA Near Detector has a muon catcher region which contains a collection of
steel plates interspersed with active detector planes. If we detect that the muon
track enters the catcher region then we divide the muon track into two parts. One
part is in the active detector volume and another in the muon catcher. We estimate
energies of two parts separately using a special fit made for the muon catcher [42].
Comparing energy histograms for the hadronic energy (Figure 5.3) and the muon
energy (Figure 5.2) parts we can see that the large fraction of the hadronic energy
remains unexplained by the piecewise linear fit (compared to muon energy). This
indicates a possibility that the multivariate reconstruction may be needed to improve
the hadronic energy reconstruction performance.
The issue of the relatively poor hadronic energy reconstruction is alleviated by
the fact that in the events that are used in the NOvA analysis 2/3 of the neutrino
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energy comes from the energy of the muon.
5.5.2 NuE Energy Reconstruction
In the previous section, we considered νµ neutrino energy estimation in Charged
Current interactions. The νµ energy estimator heavily relied on the fact that the
primary daughter muon leaves a long and narrow track, and deposits energy at an
approximately constant rate. Unfortunately, in the νe Charged Current interactions,
the primary daughter electron creates a wide electro-magnetic shower and there is
no simple relationship between the dimensions of the shower and the energy of the
electron.
In order to estimate the energy of the incoming νe in the Charged Current in-
teractions, the NOvA NuE energy reconstruction algorithm relies on an observation
that the detector response is different for the electro-magnetic and hadronic energy
depositions [43]. Therefore, the NuE energy estimator tries to separate clusters of
hits in each event into two categories: EM clusters and clusters produced by the
hadronic activity. Then, it uses a polynomial fit to predict the νe energy based on
the total calorimetric energies of the EM and hadronic clusters.
The cluster separation into EM and hadronic categories is performed by looking
at the scores predicted by the Prong CVN algorithm. The NuE energy reconstruction
algorithm calculates an EM score from the Prong CVN scores (5.9). If PEM is greater
than 0.5 then the cluster is classified as of EM origin and of hadronic origin otherwise.
PEM = Pe + Pγ + Pπ0 (5.9)
Once clusters are classified into EM and hadronic categories, the energy esti-
mation algorithm calculates the total EM calorimetric energy of the EM clusters.
This energy is found by summing renormalized calorimetric energies of hits that the
ShowerLID algorithm produced for the EM clusters. The hadronic calorimetric en-
ergy component is defined simply as the total calorimetric energy of the event minus
the EM calorimetric energy part.
Figure 5.4 illustrates how the true neutrino energy depends on the EM and






































Figure 5.4: True νe energy distribution (color) plotted vs total calorimetric energy of
the EM prongs (x-axis) and total calorimetric energy of the hadronic prongs (y-axis).
formed to the histogram shown in Figure 5.4.





where α1,2, β1,2 are the fit coefficients. This fit alone can be used to reconstruct
νe energies, however, it turns out that the predicted energies are biased by about
6% [43]. In order to remove this bias, the energy reconstruction algorithm does the
final step and rescales the predicted energy by ∼ 1
1+0.06
.
5.5.3 Performance of Energy Estimators
In concluding the discussion of energy estimation methods at NOvA I would like to
briefly touch on how the performance of energy estimators is assessed. This topic is
relevant for the data analysis and development of better energy estimators.
The performance of energy estimators at NOvA is assessed by looking at the
energy resolution which is defined as a histogram of the ratio of (Reco Energy −
True Energy) to True Energy. The better the energy reconstruction the narrower
75
this histogram is. As a measure of narrowness we can use for example the RMS value
of the energy resolution histogram, or we can fit a gaussian curve to the histogram
and look at the spread of the gaussian curve σ.
For example, Figure 5.5 shows muon energy resolution predicted by the standard
NOvA νµ energy estimator. In terms of RMS, its energy resolution is 5.1%. On the
other hand, Figure 5.6 shows the energy resolution of the hadronic activity in the
νµ-CC events. The RMS of the hadronic energy resolution is 30% which is much
higher than the RMS of the muon energy 5.1%.
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Figure 5.5: Muon energy resolution histogram for the standard NOvA νµ energy
estimator.
The large difference in the RMS values of muon and hadronic energy resolutions
illustrates the previous point that the large fraction of hadronic energy remains
unexplained by the standard NOvA νµ energy estimator.
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In the previous chapters, we have looked at the design of the NOvA experiment,
the calibration procedure of the detectors, and the reconstruction techniques used
to identify interacting particles in the detector and estimate their energies. In this
chapter, we will consider how we can use the reconstructed particle interactions to
make an inference about the values of the neutrino oscillation parameters.
The process of data analysis has several stages. First, the activity in the detectors
is separated into different categories (like NuMu CC, NuE CC, etc) in a process
known as Decomposition. The decomposition is done by splitting samples (a process
also known as making cuts) by the PID scores predicted by the event identification
algorithms. At this stage, samples that are too contaminated by backgrounds or
that have a poor reconstruction performance are discarded.
Then, the prediction is made about the rate of the Far Detector neutrino activity
from the decomposed Near Detector sample. This process is called Extrapolation,
and it uses the neutrino oscillation model to predict the neutrino sample composition
at the Far Detector. Since the Extrapolation process relies on the neutrino oscillation
model, the final prediction is dependent on the oscillation parameters. In order to
apply the neutrino oscillation model, we need to know energies of the neutrinos at the
Near Detector, which are computed by using energy estimation algorithms discussed
in section 5.5.
Once we have obtained the prediction about the neutrino activity in the Far
Detector from the Near Detector sample we compare this prediction to the actual
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activity in the Far Detector. Since the prediction about the Far Detector activity
depends on the values of the neutrino oscillation parameters, we can obtain different
predictions by varying their values. In this process, we may observe that some
combination of the neutrino oscillation parameters gives the best agreement between
the predicted Far Detector neutrino activity and the observed one. The goal of the
NOvA neutrino oscillation analysis is to find such a set of the neutrino oscillation
parameters, that gives the best agreement between the predicted and the actual Far
Detector activity.
After the best values of the neutrino oscillation parameters are found we need
to estimate uncertainties of these parameters. The uncertainties of the oscillation
parameters have two parts – statistical and systematic. The statistical uncertainty
can be easily estimated using the standard statistical methods, while the systematic
uncertainties are specific to each experiment and require careful study of different
NOvA features.
In this chapter, we will discuss sample Decomposition, Near Detector data Ex-
trapolation, finding the best oscillation parameters, and estimation of their uncer-
tainties.
6.1 Sample Selection
The goal of the sample selection process is to select samples of NuMu CC and NuE
CC events that have good reconstruction properties and contain minimal contami-
nation from the background events [44]. There are three types of cuts that are used
to obtain the said samples: quality cuts, containment cuts, and PID cuts.
The quality cuts try to reject events with the most obvious errors in reconstruc-
tion. For example, they reject events in which the reconstruction algorithm failed
to identify an interaction vertex, or events without any prongs, events that have too
many or too few hits. For selecting the NuMu CC sample, quality cuts require the
presence of a reconstructed Kalman track and require the reconstructed energy to
be in the range from 0 to 5GeV. For the NuE CC sample, quality cuts additionally
require the presence of a shower reconstructed by ShowerLID.
The quality cuts filter out only the most basic reconstruction failures. However,
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as I have described before, for the analysis purposes we need to know the energy
of the interacting neutrinos. In order to get a reasonable estimate of the energy of
the neutrino, we need a sample where none of the neutrino daughter particles left
the detector since they can carry an undetermined amount of energy with them.
That is why the containment cut is applied – it ensures that all neutrino daughter
particles have stopped in the detector, which makes energy reconstruction much more
accurate. The fact that all daughter particles are contained in the detector volume
also improves the performance of the event identification algorithms.
In essence, the containment cuts require that all prongs in the event are at least
at some finite distance (D) from the detector edges. This distance is tuned to make
sure that the probability of an event passing the containment cut, but still having
particles that escape the detector is small. Unfortunately, tuning this metric alone
will tend to make the distance D → ∞, i.e. by simply rejecting all events, we can
guarantee that no event will have particles that escape the detector. Therefore,
additional metrics are used, like the fraction of signal events to the background, to
make sure that we do not simply reject all events.
The containment distance is determined separately for different detectors (ND
and FD) and different detector edges. Additional cuts are made for the NuMu and
NuE CC samples that take into account properties specific to these event types. For
example, for the NuMu CC events, we require that only one Kalman track enters
the Muon Catcher in the Near Detector. On the other hand, for the NuE CC, we
require that no activity occurs in the Muon Catcher of the Near Detector.
The containment cuts provide an additional benefit of removing cosmic muons at
the Far Detector and muons originating in rock in the Near Detector. This happens
because cosmic rays and rock muons originate outside of the detector and enter it
through one of its edges. Therefore, requiring that hits should be contained at some
distance from the detector edges removes such muons.
After the most obvious reconstruction failures have been removed and the sample
was cleaned of events that have escaping particles, we can split the sample into finer
subsamples relevant for the NuMu and NuE analyses.
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6.1.1 NuMu CC Sample Selection
To select the sample of νµ-CC neutrino interactions for the muon neutrino disap-
pearance analysis, first NOvA removes events that have muon-like tracks that are
not aligned with the beam direction. This is achieved by making cuts on the angle
that muon tracks make with the beam direction. Such cuts reject backward going
cosmic muons.
Then, the three-dimensional distribution of events in a space of RemID values,
Cosmic Rejection scores, and NuMu CC CVN values is considered. A rectangular
cut is found (via the grid search) in this three-dimensional space that maximizes the
Figure of Merit FOM = S2
S+B
where S is the number of selected signal events and B
is the number of selected background events. This three-dimensional cut is used to
select the sample of NuMu CC events for analysis.
6.1.2 NuE CC Sample Selection
The NuE CC sample that is used for the analysis has two major parts – the Core
sample and the Peripheral sample. The Core NuE CC sample has the least amount
of background contamination and good energy reconstruction properties. The Pe-
ripheral sample contains events that have relatively good reconstruction properties,
but not pure enough for the main analysis. Both samples have different selection
rules.
NuE CC Core Sample Selection
The selection of the NuE CC events is performed with a help of several cuts. First,
the cosmic background is reduced by performing cuts on the value of the transverse
(to the beam direction) momentum. These cuts reject cosmic rays that are not
aligned with the beam direction. An additional cut called the Backward Photon cut
is applied to the back part of the detector. This cut rejects cosmic photons that
might arrive from the outside of the detector by requiring that the photon showers
close to the back of the detector be directed outwards.
After the cosmic rejection cuts, the main selection rules are applied. First, several
preselection criteria are used, requiring that the energy, number of hits, and the size
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of the event be in a reasonable range for a NuE CC event. Then, the main selection
cut is performed on the value of the NuE CC CVN score, by requiring that the NuE
CC CVN score is above 0.75. This cut was found by optimizing the Figure of Merit
metric FOM = S2
S+B
where S is the number of selected signal NuE CC events and B
is the number of background events.
NuE CC Peripheral Sample Selection
The less pure sample of NuE CC events is constructed by considering events on
the periphery of the core sample that fail some of the core sample cuts (either
containment or cosmic rejection or preselection). The events failing either of those
cuts, but still having a very high value of the NuE CC CVN score (> 0.99), or having
both a high value of the Nue CC CVN score (> 0.95) and high value of the Cosmic
Rejection score are included in the peripheral NuE sample.
6.2 Binning Selection
The selected NuMu and NuE CC samples in the previous section have low back-
ground contamination but still are made of many different events with different
energies and interaction properties. However, not all selected events are equally im-
portant for the analysis. For example, the selected NuMu CC sample has events
with energies from 0 to 5GeV, but for the analysis, we are mostly interested in a re-
gion around 2GeV where the neutrino oscillation phenomenon occurs. Therefore, it
would make sense to bin the NuMu CC sample by energy more finely around 2GeV
where more events are available and the majority of the interesting physics is concen-
trated. In this section, I will discuss how the analysis samples are binned and further
subdivided to get better measurements of the neutrino oscillation parameters.
6.2.1 NuMu CC Sample Binning
As mentioned above, for the analysis we are mostly interested in the events with
energies around 2GeV where neutrino oscillations occur and the neutrino flux is
maximal. Therefore, the NuMu CC sample is binned in the reconstructed energy
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variable with fine binning between 1−2GeV and progressively coarse binning outside
of that interval. The bin edges were chosen in this way since it maximizes the
precision of measurement of the neutrino oscillation parameters.
Additionally, the NuMu CC analysis sample is made of neutrino interactions of
different types. For example, Figure 6.1 demonstrates the energy distribution of the
NuMu CC sample, separated by the neutrino interaction mode (QE – quasi-elastic
events; RES – resonant scattering events; DIS – deep inelastic scattering events;
MEC – meson exchange current events). These neutrino interaction modes can be
correlated with the average amount of energy in a NuMu CC neutrino interaction






























 CC EventsµνAll 
NOvA Simulation
Figure 6.1: Simulated (unoscillated) true energy distribution of the νµ-CC events in
the NOvA Far Detector split by the interaction modes.
For example, in the quasi-elastic (QE) NuMu CC neutrino interaction, most of
the neutrino energy is transferred to the primary muon. On the other hand, in the
deep inelastic scattering mode (DIS) a significant fraction of the neutrino energy
goes into the hadronic activity. This becomes important since as we have seen in
subsection 5.5.1 the neutrino energy reconstruction performance is good only for
events where most of the neutrino energy goes into a primary muon (as opposed to
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a hadronic activity). In other words, the standard NuMu CC energy estimator has
a much better performance on the QE events compared to the DIS events.
The NOvA analysis tries to take advantage of the superior neutrino energy re-
construction for the QE events and RES events, compared to the DIS events, by
subdividing the selected NuMu CC analysis sample into 4 bins, depending on the
fraction of neutrino energy that goes into the hadronic activity. Figure 6.2 shows a
two-dimensional histogram of hadronic energy fraction (Ehad/Eν) vs neutrino energy
that is used to subdivide the analysis sample into 4 parts (quartiles), each having
the same number of neutrino events.
The NuMu CC events in the first hadronic energy quartile are the events where
the majority of the neutrino energy goes into the primary muon. These events
have a very small energy reconstruction error. Events in the fourth hadronic energy
quartile have the majority of the neutrino energy converted into the hadronic activity
and correspondingly have a very large error of the reconstructed energy. The four
hadronic energy fraction quartiles are analyzed separately in order to exploit the low
energy error of the first quartiles for a more precise oscillation parameter estimation.
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Figure 6.2: Two-dimensional histogram of Hadronic Energy Fraction vs Recon-
structed Neutrino Energy for the Far Detector FHC NuMu CC sample. The three
blue lines indicate hadronic energy fraction quartile boundaries. Source [45].
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6.2.2 NuE CC Sample Binning
The NuE CC sample has two parts: Core and Peripheral samples. The Peripheral
sample has large background contamination and bad energy reconstruction prop-
erties. Therefore, it was decided to use just a single bin for the entire Peripheral
sample [46]. On the other hand, the structure of the Core sample is much richer.
Similar to the partitioning of the NuMu CC sample into various hadronic energy
fraction bins, the NuE CC Core sample is divided into two bins based on the value
of the NuE CC CVN score (or CVNe score for short). The boundaries of the CVNe









where the sum over i is the sum over the CVNe bins, Si is the number of the NuE CC
events in a CVNe bin number i, and Bi is the number of the background events in a
bin i. The two CVNe bins of the Core sample are further binned in the reconstructed
neutrino energy in range 1− 4GeV. Figure 6.3 shows an example of the binning of
the NuE CC sample into Core/Peripheral parts, Low/High CVNe components, and
reconstructed energy bins.
6.3 Decomposition
Using the selected NuMu CC and NuE CC samples from the Near Detector data we
would like to obtain the predicted NuMu CC and NuE CC samples at the Far De-
tector with the help of the neutrino oscillation model. However, the NuMu CC and
NuE CC samples have some background contamination. The background contam-
ination makes it impossible to directly apply the neutrino oscillation model to the
entire sample. Therefore, before the oscillation model can be applied, the NuMu CC
and NuE CC analysis samples are decomposed into various components (e.g. νµ-CC
events, ν̄µ-CC, νe-CC, ντ -CC, NC, Cosmics, etc). In this section, I will describe how
the sample decomposition is performed.
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Figure 6.3: Example of a NuE CC sample binning at the Far Detector. The sample
is made of two parts – the Core sample (left) and the Peripheral sample (right).
The Core sample is subdivided into two parts (Low PID, High PID) based on the
value of the NuE CVN score. Each part of the Core sample is further binned in the
reconstructed neutrino energy between 1− 4GeV.
6.3.1 NuMu CC Sample Decomposition
The NuMu CC sample is used for the νµ disappearance analysis. The νµ disappear-
ance analysis counts how many νµ neutrinos have disappeared from the beam due
to the neutrino oscillations, while the beam was traveling from the Near Detector
to the Far Detector. For the νµ disappearance analysis, we assume that the MC
correctly predicts background event rates at the Far Detector. In other words, the
extrapolation procedure only extrapolates νµ-CC and ν̄µ-CC components of the data
from the Near Detector to the Far Detector. Then, it adds the simulated background
components at the Far Detector to obtain the predicted FD sample.
Therefore, the NuMu CC sample decomposition only tries to decompose the Near
Detector data into νµ-CC and ν̄µ-CC parts. In order to perform such a decomposi-
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tion, NOvA heavily relies on the Near Detector MC. It assumes that the MC correctly
models the fraction of background interactions at the ND. Under this assumption, a
fraction of the simulated background interactions is subtracted from the Data:
SData = NData − BMC (6.2)
where S is the number of signal events (νµ and ν̄µ-CC), B is the number of back-
ground events (everything that is not νµ and ν̄µ-CC) and N is the total number of
events. Such a subtraction is performed for each hadronic energy fraction quartile
and reconstructed energy bin (as discussed in subsection 6.2.1).
Next, the total number of signal events SData is further decomposed into the νµ-
CC and ν̄µ-CC components. To perform this decomposition NOvA relies on the Near
Detector MC and assumes that the MC correctly models the fractions of the νµ-CC








This decomposition is performed for each NuMu CC bin. The resulting signal
components SData[νµ] and SData[ν̄µ] are used in the extrapolation procedure for the
νµ disappearance analysis.
6.3.2 NuE CC Sample Decomposition
The decomposition of the NuE CC sample follows the NuMu CC sample scheme, but
it is slightly more complicated. Similar to the NuMu CC case it assumes that at the
Near Detector we can correctly simulate relative ratios of different interaction types.
However, while the NuMu CC decomposition assumed that only relative fractions
of νµ and ν̄µ events were simulated correctly, the NuE CC sample decomposition
assumes that relative fractions of all interaction types (νµ-CC, νe-CC, NC, and their
antiparticle variants) are simulated correctly.
Under such an assumption, the decomposition of the NuE CC sample into com-
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where NData and NMC are the total number of events in Data and MC correspondingly,
NData[x] and NMC[x] are the numbers of events of type x (νµ-CC, νe-CC, NC, etc).
As in the NuMu CC case, this decomposition is performed per NuE CC sample
type (Core High PID, Core Low PID, Peripheral) and per reconstructed energy bin
Figure 6.3.
The NuE CC sample decomposition outlined above relies heavily on the assump-
tion that the simulation of relative fractions of different interaction types is correct.
The NOvA experiment has another NuE CC sample decomposition method (called
BEN) that is data-driven and is capable of estimating the fraction of νe events pro-
duced in the beam [47].
The idea behind the BEN decomposition is to use the fact that the beam νe and
νµ neutrinos come from the decays of charged pions and kaons in the decay pipe. If
we can find the number of νµ-CC events in the beam (for example using the NuMu
CC decomposition) then the number of parent pions and kaons in the decay pipe
can be estimated. Then, using these estimated numbers, combined with the decay
rates of pions and kaons, the number of νe in the beam can be predicted.
6.4 Extrapolation
The extrapolation procedure aims to obtain the prediction about the Far Detector
neutrino event counts from a decomposed Near Detector sample. The extrapolation
procedure differs between different analyses and neutrino interaction types. In par-
ticular, we perform the full extrapolation from the Near Detector event counts for
some neutrino interactions and rely on the Far Detector MC to estimate counts of
other neutrino interactions.
The decision on whether to use the full extrapolation or just rely on the Far
Detector MC for a given neutrino interaction type is based on our expectation of
the number of such interaction types at the Far Detector. If we believe that some
neutrino interaction will be very rare at the Far Detector (like ντ -CC interactions)
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then we can estimate their number from the Far Detector MC. On the other hand,
if some other neutrino interaction type is relatively frequent, then we use the full
extrapolation from the Near Detector data.
6.4.1 Full Extrapolation
The decision on which neutrino interaction types undergo the Full Extrapolation
differs between the νµ disappearance and the νe appearance analyses. For the νµ
disappearance analysis, the NuMu CC events (and Anti NuMu CC) are the largest
contributor to the predicted neutrino spectrum at the Far Detector. The NuMu CC
events at the Far Detector can be either produced by the beam νµ neutrinos that
survived neutrino oscillation, or by the beam νe, ντ neutrinos that have oscillated into
the νµ flavor. The latter part of the NuMu CC events is very small and therefore
we use the Far Detector MC to estimate it. Only the NuMu CC events coming from
the beam νµ neutrinos are predicted using the full extrapolation procedure.
For the purposes of the νe appearance analysis, signal events at the FD are the
NuE CC events that come from the beam νµ that oscillate into the νe flavor. The Full
Extrapolation in the νe appearance analysis case is performed only for such events.
The Full Extrapolation procedure consists of several steps. Figure 6.4 illustrates
these extrapolation steps using the extrapolation of the NuMu CC ND events into
the NuMu CC FD events as an example. It begins with considering a reconstructed
neutrino energy spectrum of the NuMu CC component (obtained via decomposition
of the ND Data) in the top left corner.



































































Figure 6.4: NuMu CC extrapolation diagram
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Next, it maps the reconstructed energy spectrum at the ND into the spectrum
of true energies using the simulated matrix (bottom left corner) of probabilities
P (Ereco → Etrue). The resulting spectrum of true energies is depicted at the plot
labeled “ND Events” in Figure 6.4.
Then, the actual extrapolation from the Near Detector true energy spectrum
into the Far Detector energy spectrum is performed. This extrapolation relies on
the kinematic characteristics of the beam (F/N ratio) and the neutrino oscillation
model (P (νµ → νµ) ).
Finally, the extrapolation procedure maps the extrapolated true neutrino energy
spectrum into the reconstructed neutrino energy spectrum using another simulated
matrix (bottom right corner) of probabilities P (Etrue → Ereco). As the result of this
procedure, we obtain the reconstructed energy spectrum of the NuMu CC events at
the Far Detector in the top right corner of Figure 6.4.
6.4.2 Partial Extrapolation of Backgrounds
The νe appearance analysis uses samples with large contamination from backgrounds.
These backgrounds include:
• NuE CC background interactions produced by the beam νe neutrinos that have
survived oscillations.
• NuMu CC background interactions produced by the beam νµ neutrinos that
survived oscillations.
• Neutral Current interactions.
In order to estimate the contributions of these backgrounds at the Far Detector,
another type of data-driven extrapolation is used. In this extrapolation type, we rely
on the Far Detector simulation of such backgrounds and reweigh the simulated Far
Detector reconstructed energy spectrum by the ratio of Near Detector Data to the
MC reconstructed energy spectra.
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NonExtrapolation of Small Backgrounds
As was noted before, the analysis sample also has a small amount of contamination
from other interaction types (e.g. ντ -CC interactions). Since this contamination is
very small we simply rely on the Far Detector MC to estimate it, without performing
any extrapolation from the Near Detector data.
6.5 Estimation of the Oscillation Parameters
In order to obtain an estimate of the neutrino oscillation parameters, the predicted
Far Detector neutrino energy spectrum (obtained via extrapolation procedure) is
compared to the measured spectrum of neutrino energies at the Far Detector. The
degree of agreement between the actual and expected spectra is evaluated using
the log-likelihood [49] of obtaining the actual spectrum assuming that it follows the
Poisson distribution with means given by the predicted spectrum (6.5) (parametrized













where multi-index i indicates the analysis bin (energy, quartile, etc), NPredi (~θ) is the
number of predicted neutrino events in bin i, and NDatai is the number of measured
events in bin i.
The estimate of the neutrino oscillation parameters ~θ0 is obtained by minimizing
Equation 6.5 with respect to ~θ. In addition to finding an estimate of the oscillation
parameters, we can obtain their confidence intervals. Under the assumption that





χ2 distribution with n degrees of freedom, where n is equal to the number of varied
oscillation parameters during minimization [51]. The χ2 distribution can be used to
obtain confidence intervals for the neutrino oscillation parameters. Figure 6.5 shows
an example of such confidence interval for the NuMu disappearance analysis (also
known as sensitivity contours) obtained via such a procedure.
Unfortunately, the confidence interval construction procedure above relies on the
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Gaussian limit that is not generally applicable to the NOvA experiment. A bet-
ter procedure exists for obtaining confidence intervals – the Feldman-Cousins proce-
dure [50]. The Feldman-Cousins procedure runs a large number of mock experiments
to faithfully simulate the probability distribution of Equation 6.5. This procedure,
however, requires a lot of computational power and offers just small corrections to
the contours obtained in the Gaussian limit. Therefore, in this thesis, I will focus















NOvA NH 90% CL
 no systematicsµν + µν
NOvA PreliminaryNo Feldman-Cousins
Figure 6.5: Example of a sensitivity contour in the ∆m232 vs sin2 θ23 plane for the
NuMu disappearance analysis. The violet dot represents the best fit values of the
oscillation parameters. The violet contour corresponds to the 90% confidence contour
in the Gaussian limit.
6.6 Systematic Uncertainties
The oscillation parameter estimation procedure described in section 6.5 assumes that
the only errors in the NOvA experiment are the statistical errors. Unfortunately,
that is not the case and there are multiple systematic uncertainties at NOvA that we
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should account for. The systematic uncertainties at NOvA can be roughly divided
into several categories:
• Uncertainties of the NuMI beam flux and composition.
• Uncertainties of the cross-section of neutrino interactions with matter.
• Uncertainties of secondary particle transport through the detector.
• Uncertainties of the detector calibration.
• Uncertainties of the background contamination estimates.
The NOvA experiment spends considerable effort enumerating all possible sys-
tematic uncertainties and assessing their magnitude. In order to estimate the effect
of the systematic uncertainties on the measurements of the neutrino oscillation pa-
rameters, spectra of predicted Far Detector neutrino energies are constructed as a
function of the magnitudes of the systematic shifts δα (according to a procedure
described below) where α is the name of a systematic shift.
The objective function that we used in the previous section (6.5) to find the
estimates of the neutrino oscillation parameters is modified to include the systematic
shifts and it becomes a function of the magnitudes of the systematic shifts δα (6.6).
−2LL(~θ, ~δ) = −2LLSpectr(~θ, ~δ)− 2LLShifts(~δ)

















where the second term LLShifts(~δ) is the log-likelihood associated with the systematic
shift δα, assuming that it follows the Normal distribution; the sum over α is the sum
over all systematic shifts and σα are the magnitudes of δα that correspond to the 1σ
confidence that δα is null.
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To obtain the estimates of the neutrino oscillation parameters, Equation 6.6 is
minimized over ~θ and ~δ. Similar to the case without systematic uncertainties, confi-
dence intervals on the oscillation parameters can be obtained in the Gaussian limit.
For instance, Figure 6.6 shows an example of the NuMu disappearance contours ob-
tained in the Gaussian limit with and without systematic shifts. As evident from
Figure 6.6, the addition of the systematic uncertainties widens confidence contours















NOvA NH 90% CL
 no systematicsµν + µν
µν + µν
NOvA PreliminaryNo Feldman-Cousins
Figure 6.6: Example of sensitivity contours in the ∆m232 vs sin2 θ23 plane for the
NuMu disappearance analysis. The violet dot and contour represent the best fit val-
ues of the oscillation parameters and their 90% confidence interval obtained without
considering systematic shifts. The magenta dot and contour represent the best fit
values of the oscillation parameters and their 90% confidence interval obtained with
systematic shifts.
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6.6.1 Construction of Predicted Neutrino Spectra as a Func-
tion of Systematic Shifts
The procedure to estimate the neutrino oscillation parameters by minimizing Equa-
tion 6.6 relies on an implicit assumption that we can construct neutrino energy
spectra NPredi (~θ, ~δ) as functions of the systematic shifts δα. In this subsection, I will
touch on how such functions are constructed.
The construction of the neutrino energy spectra as a function of the system-
atic shifts starts with enumerating all possible systematics of the NOvA experiment
and estimating energy spectra NPredi,α (~θ, nσα) that correspond to the systematic shift
parameter δα varied by nσα for a fixed set of integers n (usually n ∈ {0,±1} or
n ∈ {0,±1 ± 2}).
For example, in the case of systematic on the absolute value of the calorimetric
energy (Calibration systematic), we expect that the actual value of the calorimet-
ric energy lies within 5% of the predicted energy with confidence 1σ. In order to
model this systematic, we create three sets of the MC files corresponding to different
values of the systematic shift. The first one is the nominal MC. The second one is
an MC where calorimetric energies are shifted by +5% up in order to model +1σ
systematic shift. And the third one is an MC where calorimetric energies are shifted
by −5% down in order to model −1σ shift. Three separate neutrino predictions are
constructed on this set of MCs NPredi,Calibration(~θ, nσCalibration) for n ∈ {−1, 0,+1}.
After a set of predicted neutrino energy spectra NPredi,α (~θ, nσα) is constructed for
a given systematic α, it is used to create a continuous function NPredi,α (~θ, δα) of a δα
parameter. Such a function is constructed by fitting a cubic spline through a set of
points NPredi,α (~θ, nσα) for each bin i.
6.7 Concluding Remarks
In the previous three chapters, I have described the standard NOvA experiment sim-
ulation, reconstruction, and analysis chains that are used to make measurements of
the neutrino oscillation parameters. In the next chapter, I will discuss new recon-
struction algorithms that I have developed to improve the performance of the NOvA
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experiment. After that, I will show the degree of possible improvement of the NOvA





In this section, I will describe my work on using Recurrent Neural Networks (RNN)
in order to improve reconstruction at the NOvA experiment. I will begin this section
with an overview of neural networks and their applications. Then, I will expand on
my work on developing a novel neutrino energy estimator based on an RNN. Finally,
I will discuss the development of a new neutrino event classifier also based on a
Recurrent Neural Network.
7.1 Recurrent Neural Networks
7.1.1 Brief History of Artificial Neural Networks
Since the discovery of neurons in animal brains and understanding of their mech-
anisms of working, computer scientists were curious to reproduce the human brain
using a set of artificial neurons. In order to model a biological neuron, an approxi-
mation was chosen where an artificial neuron was defined as a function of multiple
scalar inputs {xi} (modeled after biological synapses) with a single output (modeled
after axon) [52].
A single artificial neuron aggregates information from its inputs using a linear
combination y =
∑
iwixi, where the scalar values wi are known as the weights of
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the neuron. Then, the artificial neuron applies some nonlinear function f (called
activation) over this linear combination y and returns the resulting value z = f(y) =
f(
∑
i wixi) as its output [53] (Figure 7.2). The weights wi of a neuron and its
activation function f are the parameters that define a given neuron. In the artificial
neural network, the activation function f is usually fixed by an experimenter, and











Figure 7.1: Schematic representation of an artificial neuron Y. The blue circles Xi
on the left represent inputs of the neuron Y. The values Wi are the weights of the
neuron and the function F is an activation function of the neuron. The artificial
neuron calculates a linear combination of its inputs Y =
∑
i WiXi and returns F (Y )
as its output.
In order to model an animal brain, researches tried to arrange neurons into layers,
with information flowing sequentially from one layer to the next – a neural network
architecture known as a multilayer perceptron [53] (e.g. Figure 7.2). Outputs of
neurons in one layer of such a network are used as inputs of the next layer. While
the initial experiments with the artificial neural networks were very promising, it was
quickly discovered that the neural networks need to be sufficiently large to be able to
model complex functions. The large neural networks, however, required significant
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computational resources which limited the adoption of neural networks.
Figure 7.2: Schematic representation of an artificial neural network with three fully
connected layers. Each blue circle represents a single neuron. The edges represent
connections between neurons. Information flows through these connections from the
neurons on the left to the neurons on the right.
The situation changed around 2009-2012 with the development of General Pur-
pose Graphics Processing Units (GPGPU). The early versions of GPUs were opti-
mized for graphics processing for video games and animations. But with the advance-
ments of technology, it became possible to run general-purpose calculations on such
GPUs. Unlike a CPU that has a few highly performant and powerful cores, GPUs
are made of multiple (thousands) of slow cores, suitable for a massively parallelized
evaluation of simple tasks. The GPU cores are the perfect fit for the evaluation of
neural networks since the neural network evaluation requires a parallel computation
of a simple function over many neurons.
In 2012, a large neural network (known as AlexNet) was trained on two GPUs [55]
for the purpose of image classification and it vastly outperformed all traditional image
classification methods. This opened a new era of neural network exploration where
previously computationally intractable neural networks were revisited and new more
powerful networks were constructed [54].
99
7.1.2 Recurrent Neural Networks
The simple layered neural networks discussed in the previous paragraph are not
suitable for all tasks. One of the tasks for which the traditional neural networks are
not suitable is the handling of sequential data. For example, the task of predicting
weather today (or stock market movement, or next word in a sentence) based on
observations of weather on previous days. An algorithm capable of such a task must
be able to collect weather observations from multiple previous days (with possibly
varying number of days) and combine them efficiently into a prediction about to-
day’s weather. While the simple neural networks can be extended to use weather
observations of N previous days as inputs and predict the weather today, they will
be highly inefficient, since they won’t be able to exploit the fact that weather inputs
from day N-1 and day N-2 have a very similar structure (they are homogeneous).
They also won’t be able to handle a situation when N varies.
In order to handle sequential data new classes of algorithms were explored. One
class of such algorithms is known as latent autoregressors. These algorithms work by
encoding previous observations into some state (sometimes called memory). Then,
they use this memory in order to arrive at the desired prediction.
The simple feed-forward neural network from the previous section can be used in
order to construct a latent autoregressor algorithm (e.g. Figure 7.3). Such a neural
network reads its inputs sequentially. When it processes a single input it combines
its information with the memory of past inputs and outputs an updated memory.
Finally, another simple neural layer can be used to predict the required quantity
from the final memory state. A class of neural networks that work in this way is
known as Recurrent Neural Networks.
Unfortunately, experimental observations show [56] that simple networks like
Figure 7.3 tend to forget past information very quickly and are very difficult to
train due to the accumulation of numeric errors when processing long sequences.
To address the issue of accumulation of numerical error an alternative architectures
of Recurrent Neural Networks were developed. One of such architectures is the
Long Short-Term Memory Network (or simply LSTM) [56]. This type of neural
network uses special “gates” (inspired by the logical gates in computer RAM) that





Figure 7.3: Schematic representation of a simple Recurrent Neural Network (green
block). A simple RNN is made of a single layer of neurons. It processes inputs
Xt sequentially creating a state that encodes a memory of previous inputs. Finally,
another neural layer (blue block) is used to predict the desired quantity from the
RNN memory.
of past information stops numerical errors from the past to influence the future and
substantially improve the network performance.
The LSTM neural network is the basis of the neutrino energy estimator and
event classifiers that I have designed for the NOvA experiment and I will discuss
their development in the following sections.
7.2 LSTM Energy Estimator
7.2.1 Energy Estimation for the NuMu Disappearance Anal-
ysis
As was discussed previously, the NuMu Disappearance analysis at NOvA is focused
on the selection and reconstruction of the Charged Current νµ interactions. The
NuMu CC interaction has a distinctive event topology shown in Figure 7.4 – typically
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in these events one can observe a long clear muon track and a hadronic activity
around the interaction vertex. Correspondingly, the NOvA experiment developed




Figure 7.4: Event topology of the NuMu CC interactions
I have discussed the standard NOvA NuMu CC (νµ → µ+Had) energy estimation
algorithm (also known as the Spline EE) in subsection 5.5.1. Below is a summary of
how this energy estimator works:
1. First, it finds a track of a muon and predicts muon energy Eµ from the length
of the track (using a piecewise linear spline as a model).
2. Second, it collects all hits that do not belong to the muon track and finds
their total calorimetric energy. Then, it tries to predict the hadronic energy
component Ehad from the total calorimetric energy of non-muon hits (using
another piecewise linear spline).
3. Finally, by the law of energy conservation, the energy of the incoming neutrino
is simply a sum of the muon and hadronic energy parts: Eνµ = Eµ + Ehad.
The Spline Energy Estimator has a relatively simple structure, yet it achieves a
reasonably good energy reconstruction. That is why it has been used at the NOvA
experiment for four rounds of analysis. However, it also does show its age mostly
because it relies on two very coarse objects to estimate the νµ energy – the muon track
length and the total calorimetric energy. That was appropriate for the early NOvA
analysis, but since that time many advanced algorithms have been developed that
operate on the individual prongs. These algorithms are capable of finding particle
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tracks in each prong, predicting the type of the particle that produced a given prong,
estimating geometric and kinematic properties of each prong, etc.
The Spline Energy Estimator is not able to use any additional relevant infor-
mation provided by such algorithms, and hence its predicted energy is suboptimal.
Therefore, we have tried to develop a new algorithm, that is able to incorporate
many new variables from multiple advanced reconstruction algorithms. In particu-
lar, we tried to develop an algorithm that can process information from the individual
prongs.
Working with prong level variables proved out to be challenging since the number
of prongs varies in each event. Therefore, we were looking for an algorithm that can
handle data with a variable number of inputs. The recurrent neural networks turned
out to be the natural candidate for such an algorithm since they are able to process
inputs in a sequential manner.
7.2.2 The LSTM Energy Estimator Concept
Originally, an energy estimator that is capable of working with the prong level vari-
ables was proposed by Alexander Radovic [57]. That Proof of Concept energy esti-
mator used an LSTM neural network unit to process prong level variables and then
utilized simple neurons to combine the output of the LSTM network with the slice
level calorimetric energy in order to estimate the total νµ energy of the event and
the muon energy component (Figure 7.5).
The original energy estimator relied only on a few input variables, summarized
in Table 7.1. The prong level inputs include:
1. The energy, momenta, and overlap energies predicted by the Break Point Fitter
algorithm.
2. The calorimetric energy of the prong.
3. The prong particle ID predicted by the Prong CVN classification algorithm.




























Figure 7.5: Architecture of the LSTM based neural network used in the Proof of
Concept recurrent neural network energy estimator.
The slice level inputs contain only the calorimetric energy of the slice as a whole.
Despite having a very simple network architecture, the LSTM based energy estimator
had better performance than the original spline-based energy estimator (Figure 7.6).
7.2.3 LSTM EE Development: Network Architecture and
Input Variables
Due to the initial success of the Proof of Concept LSTM energy estimator, it was
decided to continue its development. The development started with the studies of
the effect of model complexity and input variables on the overall performance.
Initial Model Complexity Studies
The original LSTM energy estimator architecture (Figure 7.5) is very simplistic and
there is a big potential for further improvements. Multiple avenues of LSTM EE ar-
















remPngCalE(= calE - total png.calE)
Table 7.1: Summary of the inputs that the original Proof of Concept LSTM energy
estimator was using. The left column shows prong level variables and the right
column shows the slice level variables.
observed from modifications that add input normalization and from the modifica-
tions that add pre and post processing layers to the LSTM unit. Optimizing model
architecture I have arrived at the second version of the LSTM energy estimator
shown in Figure 7.7.
The new network architecture (v2) employs Batch Normalization layers to per-
form input normalization and has several Dense layers for input preprocessing and
postprocessing of the LSTM network output. It has better performance than the
original network (Figure 7.5). For example, in terms of the RMS of the energy res-
olution, it has 7.5% (Figure 7.8) compared to the RMS of the original LSTM EE
(Figure 7.6) of 8.1%.
Input Variable Refinement
To further improve the performance of the energy estimator we have tried to revise
the input variables that it receives. The following changes were considered:
• First, the Near Detector has a muon catcher region, with significantly different
properties than the rest of the detector. Correspondingly, we cannot apply
the same energy estimator in the muon catcher as in the active region of the
detector. In the standard NOvA energy estimation algorithm, this issue is
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Figure 7.6: Energy resolution histograms for the spline-based energy estimator
(black) and the original LSTM energy estimator (red). In terms of the RMS of
the energy resolution, the LSTM energy estimator outperforms the spline-based one
8.1% vs 9.0%. The Gaussian fits (smooth curves) were performed for the peaks of
both energy resolution histograms. In terms of the spread (sigma) of the Gaussian
fits, the LSTM energy estimator also achieves better performance 5.8% vs 6.1%.
solved by having two different spline functions for the ND active region and
muon catcher region. However, due to the flexibility of neural networks, it was
decided that instead of having different LSTM energy estimators for different
parts of the detector, one can instead supply prong starting positions to the
energy estimator and let it figure itself whether particle enters muon catcher
or not.
• Second, it was discovered previously [59] that for the first two NOvA periods
one must use different energy estimation algorithms at the FD. Therefore, the
standard NOvA energy estimation algorithm uses different spline fits for the
























































































Figure 7.7: Second version of the LSTM energy estimator architecture. The green
blocks denote the Batch Normalization layers. The blue rectangular blocks are the
fully connected layers with the ReLU activation function.
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Figure 7.8: Energy resolution histograms for the spline-based energy estimator
(black) and the LSTM energy estimator v2 (red).
107
previous point, it was decided not to train multiple LSTM energy estimators,
but instead provide flags to the EE, which will indicate whether it is period 1,
period 2, or the remaining periods of the NOvA operation.
• Next, it was judged that the number of hits/planes in prongs might be a useful
metric for estimating energies. Therefore, they were also added to inputs.
• Finally, the original set of input variables did not capture all objects with ener-
gies in the event. It was missing variables associated the the two-dimensional
prongs. These are the prongs that were failed to be matched in X and Y views
into the 3-dimensional objects. Since the 2D prongs have a different structure
than the 3D prongs, it was decided to add a separate LSTM unit into the
network to process them.
The refined set of input variables is summarized in Table 7.2. Compared to the
original set of inputs (Table 7.1) I have added 2-dimensional prong inputs, prong
starting positions, and the number of hits/planes in prongs. At the slice level, I have
added two flags IsCoarseTiming and IsLowGain that can help the energy estimator
to distinguish between periods in the Far Detector, and the orphCalE variable that

































Table 7.2: Summary of the refined inputs of the LSTM energy estimator.
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As I stated above, the incorporation of the 2D prong inputs required modifying
the network architecture and adding a separate LSTM unit branch to handle them.
The updated network architecture is shown in Figure 7.9. Training the LSTM en-
ergy estimator with these refinements [58] shows further improvements in the energy
resolution (Figure 7.10). Compared to the second version of the LSTM energy es-
timator architecture (Figure 7.10) we see an improvement of the RMS value from
7.5% to 6.8%. Or comparing the performance of the refined LSTM energy estimator
to the performance of the NOvA standard spline-based EE we see even more drastic

































































































































Figure 7.9: Third version of the LSTM energy estimator architecture. The green
blocks denote the Batch Normalization layers. The blue rectangular blocks are the
fully connected layers with the ReLU activation function.
7.2.4 LSTM EE Development: Sample Selection
The NOvA NuMu Disappearance analysis uses events with high PID scores (i.e.
closely resembling the typical νµ interaction shown in Figure 7.4) and with energies up
to 5GeV. However, the energy estimator might be also used for other analysis types
109
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Figure 7.10: Energy resolution histograms for the spline-based energy estimator
(black) and the LSTM energy estimator v3 (red).
with more loose requirements on the event PID score and energy. Correspondingly,
we have to make sure that our energy estimator performs reasonably well for such
events. A study was conducted to see how the energy estimator trained on the
sample with the standard NuMu Disappearance preselection (will be referred to
as the Standard Sample) performs on a sample with a looser preselection (will be
referred to as the Loose Sample) [60].
To better understand such a performance, plots of the energy resolution vs true
neutrino energy bins were made (Figure 7.11). From the left side of Figure 7.11
(means of the energy resolution), one can see that the energy estimator trained on
the Standard Sample has a high bias at energies above 5GeV (the red curve goes
down from about 2% bias at 4GeV to about 20% bias at 7GeV) when evaluated on
the Loose Sample. Similarly, the plot of the RMS of the neutrino energy resolution,
presented on the right side of Figure 7.11, shows that the RMS of the LSTM energy
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estimator quickly degrades above 5GeV, becoming even worse than the RMS of the
standard spline-based energy estimator. Such behavior was judged too bad and I
tried to correct it.
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(a) Means of Energy Resolution
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(b) RMS of Energy Resolution
Figure 7.11: Plots showing statistics of the νµ energy resolution (Reco - True) / True
plotted vs true neutrino energy bins. The left plot shows the means of the νµ energy
resolution, the right one shows the RMS of the νµ energy resolution. The red distri-
bution is for the LSTM energy estimator (trained on the Standard Sample), while
the black one is for the spline-based energy estimator. Both plots are made on the
Loose Sample.
This behavior is the manifestation of the well-known problem in machine learning
– the problem of extrapolation. The LSTM energy estimator was trained on the
Standard Sample, but now it is evaluated on the Loose Sample, which contains
events (in particular events with energies above 5GeV) that it did not see during
the training. Since the LSTM EE has never seen such events, it cannot predict
their energy properly. Therefore, to improve the performance of the LSTM energy
estimator on the Loose Sample one has to train it on the Loose Sample itself.
I have retrained the LSTM energy estimator on the Loose Sample. Figure 7.12
shows performance plots for the LSTM EE trained on the Loose Sample, similar to
the plots shown in Figure 7.11 for the EE trained on the Standard Sample. Com-
paring Figure 7.11 and Figure 7.12 we can observe that training LSTM EE on the
Loose Sample does indeed solve poor energy estimation at energies above 5GeV.
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(a) Means of Energy Resolution
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(b) RMS of Energy Resolution
Figure 7.12: Plots showing statistics of the νµ energy resolution (Reco - True) / True
plotted vs true neutrino energy bins. The left plot shows the means of the νµ energy
resolution, the right plot shows the RMS of the νµ energy resolution. The red
distribution is for the LSTM energy estimator(trained on the Loose Sample), while
the black one is for the spline-based energy estimator. Both plots are made on the
Loose Sample.
However, the retraining on the Loose Sample might have degraded the perfor-
mance of the LSTM energy estimator on the Standard Sample that we are primarily
concerned about. To verify whether it is the case, I have evaluated the performance
of the LSTM EE trained on the Loose Sample on the original Standard Sample
(Figure 7.13). Comparing the performance of the LSTM EE trained on the Loose
Sample (Figure 7.13) to the performance of the LSTM EE trained on the Standard
Sample (Figure 7.10) we actually observe a slight improvement in the overall energy
resolution (both in terms of the RMS and Gaussian spread) and no degradation of
performance. I believe this improvement comes from a fact that the Loose Sample
has much larger statistics than the Standard Sample, which is often beneficial for
training.
Due to these observations, it was decided that the training on the Loose Sample is
better than the training on the Standard Sample. Therefore, from this point, all the
networks will be trained on the Loose Sample, unless explicitly specified otherwise.
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Figure 7.13: Energy resolution histograms for the spline-based energy estimator
(black) and the LSTM energy estimator trained on the Loose Sample (red). The
plot is made on the Standard Sample.
7.2.5 LSTM EE Development: Low Energy Bias Correction
While performing detailed studies of the performance of the LSTM energy estimator
another issue was discovered. When we look at the plot of energy resolution vs
true energy for the Standard Sample (Figure 7.14), we see that the LSTM EE has a
much larger bias in the range of the true energy between 1− 2GeV. Since the range
between 1− 2GeV is the range where we expect to observe the neutrino oscillation,
it is imperative to have as unbiased an estimator in that region as possible.
The bias at low energies was traced to the composition of the training sample.
Figure 7.15 shows the true neutrino energy distribution in the Standard Sample.
The true energy distribution has a peak around 2GeV. Therefore, the LSTM energy
estimator can achieve good performance by accurately estimating energies around
the peak, while having a subpar performance outside of the peak.
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MEAN + E[ STDERR ]
Baseline : MEAN: -1.533e-02, STDERR: 2.163e-04
Model : MEAN: -6.567e-03, STDERR: 1.637e-04
Figure 7.14: Means of the neutrino energy resolution (Reco - True) / True plotted
vs true neutrino energy bins. The means of the LSTM energy are shown in red, and
the means of energies predicted by the Spline EE are shown in black. The LSTM
energy curve (red) has a clear bias between 1− 2GeV.














True Neutrino Energy. Mean: 2.12e+00
Figure 7.15: True neutrino energy distribution in the Standard Sample.
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Consequently, to lower the bias in the region between 1 − 2GeV we needed to
make the training sample have a flat energy distribution between 1 − 2GeV. We
have considered several options to achieve this. First, since the training sample was
generated with the peak around 2GeV, it was suggested to regenerate it with the flat
energy distribution from the beginning. However, this turned out to be a complex
task since it required changing the underlying simulation model. Therefore, we have
resorted to machine learning methods to correct the peaked distribution. The data
reweighting method was judged to be the simplest one to implement.
The special weights were constructed to make the training sample have a flat
energy distribution. To construct these weights we have started with the original true
energy distribution in the sample. Then, we took the inverse of that distribution.
Figure 7.16 depicts these steps. The weight for each event is determined by first
finding the true energy bin number where this event falls into. And then using the
value from the corresponding weight bin in Figure 7.16 (with a proper normalization)
as the event weight.











True Neutrino Energy. Mean: 2.21e+00
(a) True Energy Distribution












(b) Weights for True Energy Bins
Figure 7.16: Illustration of the Flat Weights construction for the Loose Sample. The
left pane shows the original true energy distribution in the sample. The right pane
shows the inverse of that energy distribution (log scale).
I have retrained the LSTM energy estimator with the above-defined Flat Weights [61].
Retraining with the Flat Weights does indeed improve bias in the low energy region
1 − 2GeV. This can be seen comparing the old energy resolution plot vs true neu-
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trino energy (Figure 7.14) to the corresponding plot for the LSTM EE trained with
the Flat Weights (Figure 7.17).
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MEAN + E[ STDERR ]
Baseline : MEAN: -1.533e-02, STDERR: 2.163e-04
Model : MEAN: -2.157e-03, STDERR: 1.818e-04
Figure 7.17: Means of the neutrino energy resolution (Reco - True) / True plotted
vs true neutrino energy bins. The means of the LSTM energy are shown in red, and
the means of energies predicted by the Spline EE are shown in black. The LSTM
EE is trained with the Flat Weights.
Unfortunately, the bias reduction for low energy events was achieved at expense
of lowering the overall energy resolution of the LSTM energy estimator. For exam-
ple, looking at the energy resolution plot for the LSTM EE with the Flat Weights
(Figure 7.18) and comparing it to the LSTM EE trained without the Flat Weights
(Figure 7.13) we see that the RMS degrades from 6.8% down to 7.5% with the
addition of the Flat Weights.
This can also be observed by comparing plots of the RMS of the neutrino energy
resolution per true neutrino energy bins for LSTM EE with and without the Flat
Weights (Figure 7.19). From the left plot of Figure 7.19 one can observe that the
LSTM EE trained without the Flat Weights is mostly focused on reconstructing
neutrino energies around 2GeV correctly while ignoring the tails of the distribution.
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Figure 7.18: Energy resolution histograms for the spline-based energy estimator
(black) and the LSTM energy estimator trained on the Loose Sample with the Flat
Weights (red). The plot is made on the Standard Sample.
On the other hand, the right plot of Figure 7.19 shows that the addition of the Flat
Weights makes the LSTM EE focus on all ranges of energy equally.
It was decided to use the Flat Weights since they give a less biased energy esti-
mator in the oscillation region.
7.2.6 LSTM EE Development: Weights Tuning for the Near
Detector
So far we have looked at the training and performance of the LSTM EE at the
Far Detector. I have also trained the LSTM energy estimator for the Near Detec-
tor, where it shows similar performance to the Far Detector energy estimator [62].
However, the difference in performance between the FD and ND energy estimators
appeared when I tried to implement the new features – training on the Loose Sample
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(a) No Flat Weights
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(b) With Flat Weights
Figure 7.19: Comparison of the RMS of the neutrino energy resolution plotted per
true energy bins between the LSTM EE trained on the sample without Flat Weights
(left) and with the Flat Weights (right). The red curves show the RMS for the LSTM
EE and the black curves for the Spline EE.
and Flat Weights at the Near Detector.
When the ND LSTM energy estimator is trained on the Loose Sample with the
Flat Weights, the training procedure itself becomes highly unstable. I have illustrated
that in Figure 7.20. Comparing the left pane of Figure 7.20 to the right one, we can
see that adding the Flat Weights makes network loss function oscillate significantly.
The result is that the LSTM energy estimator training fails to converge and the
energy estimator itself has a rather poor performance overall. For example, the Near
Detector LSTM EE trained without the Flat Weights has performance in terms of the
RMS of 9.0% (c.f. Figure 7.21), while the LSTM EE trained with the Flat Weights
has much worse RMS of 10.7% (Figure 7.22).
I was able to track this degradation of performance to the flaw in the weights
construction procedure itself. From the description of the Flat Weights in subsec-
tion 7.2.5 – the Flat Weights are obtained by making a true neutrino energy distri-
bution and taking its inverse. This approach worked fine at the Far Detector, but at
the Near Detector, there is too much variance between the number of events in the
peak of distribution and in the tails. This results in the tails of the Near Detector
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(a) No Flat Weights













(b) With Flat Weights
Figure 7.20: Training/Validation Loss vs Epoch plots for the LSTM EE training at
the Near Detector without the Flat Weights (left) and with the Flat Weights (right).
The loss function exhibits high oscillations for the training with the Flat Weights.
energy distribution getting weights about 10 times higher than the tails in the Far
Detector distribution (Figure 7.23).
However, events in the tails of the ND distribution are also 10 times as rare as the
events at the tails of the FD distribution, so they are rarely seen during the training.
During the training, most of the time the network sees events around the peak of
the energy distribution and so it learns to estimate their energy. But sometimes an
event from the tail of the distribution gets sampled with an enormous weight. That
rare event with the huge weight creates a large gradient and moves the network away
from the stable configuration. Samplings of such rare events can be seen as multiple
bumps in the right pane of the training history plot shown in Figure 7.20.
One way to address this problem is to sample events according to the Flat
Weights, instead of using a simple random sampling during the network training.
However, this will complicate the training procedure. Another complication is that
the tails of the energy distribution simply do not have enough statistics for the proper
training, which can be seen comparing the Flat Weights between the training and
test samples (Figure 7.24) – the Flat Weights show a high discrepancy between the
training and test samples at the tails of the distributions.
Another way to address the problem would be to generate a larger training sample
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Figure 7.21: Near Detector energy resolution histograms for the spline-based energy
estimator (black) and the LSTM energy estimator trained on the Loose Sample
without the Flat Weights (red). The energy estimators are evaluated on the Standard
Sample.
with enough statistics across all energies. However, that was not feasible due to
the production constraints. Therefore, we have solved this problem by clipping the
maximum value of the weight that it can achieve. I have trained an ensemble of neural
networks with different values of the Flat Weight clip value and different true neutrino
energy binnings to find which configuration gives the optimal performance [63].
The optimal performance of the ND LSTM energy estimator is achieved with a
finite Flat Weight clipping value around 50 [63] (i.e. the ratio between the maximum
value of the weight and the minimum value is bounded by 50). With this weight
configuration, the Near Detector LSTM EE shows much better energy reconstruction
(Figure 7.25) with the RMS of 9.9% compared to the RMS without clipping of
10.7%. Clipping the Flat Weights also improves training convergence and removes
the discrepancy between the weights for the training and test samples [63].
The only downside of using the Flat Weight clipping is the degradation of perfor-
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Figure 7.22: Near Detector energy resolution histograms for the spline-based energy
estimator (black) and the LSTM energy estimator trained on the Loose Sample
with the Flat Weights (red). The energy estimators are evaluated on the Standard
Sample.
mance at the high energy tail of the νµ energy distribution, which can be seen from
Figure 7.26 – means of the νµ energy resolution exhibit a high bias at energies above
5GeV when trained with weight clipping compared to the training without clipping.
Overall, the improvement of the energy resolution in the oscillation region at expense
of the high energy bias was considered to be an acceptable trade-off, therefore we
decided to use training with the Flat Weight clipping.
7.2.7 LSTM EE Development: Sensitivity to the Major NOvA
Systematics
After all performance optimizations of the LSTM EE, we got an energy estimator
that achieves much better energy reconstruction at both NOvA detectors compared
to the standard NOvA spline-based energy estimator. However, the LSTM energy
estimator was trained and tested on the sample of simulated events.
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Figure 7.23: Comparison of the inverse of the true neutrino energy distributions
between the NOvA Far Detector (black) and the Near Detector (red).















Figure 7.24: Comparison of the inverse of the true neutrino energy distributions
between the training and test samples for the Near Detector.
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Figure 7.25: Near Detector energy resolution histograms for the spline-based energy
estimator (black) and the LSTM energy estimator trained on the Loose Sample with
the clipped Flat Weights (red). The energy estimators are evaluated on the Standard
Sample.
If the NOvA MC model was exact, then we would be able to get better estimates
of the oscillation parameters by using the LSTM energy estimator. And indeed, when
we look at the sensitivity contours shown in Figure 7.27 for the neutrino oscillation
parameters θ23 and ∆m232, we see that the contour obtained using the LSTM EE is
better than the contour formed using the spline-based energy estimator.
Unfortunately, there are multiple uncertainties in the physics model that the
NOvA experiment is using. If the LSTM energy estimator happens to be more sen-
sitive to these uncertainties, then the gains brought by better energy reconstruction
might be erased by larger error bands from the systematic uncertainties.
To understand the sensitivity of the LSTM energy estimator to various systematic
uncertainties I have performed a number of studies [64], [65]. It turns out, that
the LSTM EE has a sensitivity to the major NOvA systematics similar to the one
of the standard NOvA spline-based energy estimator. Except for the Calibration
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(a) Without Weight Clipping
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(b) With Weight Clipping
Figure 7.26: Plots showing the means of the νµ energy resolution
(Reco - True) / True plotted vs true neutrino energy bins. The red curves
show the means of the LSTM energy estimator, while the black ones show the
spline-based energy estimator. The LSTM EE was trained on the Loose Sample.
The left plot shows the LSTM EE trained with the Flat Weights without clipping
and the right plot shows the LSTM EE trained with the Flat Weights and with
clipping. The energy estimators are evaluated on the Loose Sample.
systematics (that model calibration uncertainty of the calorimetric energies) – the
LSTM EE is about twice as sensitive to the Calibration systematics compared to the
spline-based energy estimator.
This can be illustrated by looking at how much the predicted energy distribu-
tion changes on a sample shifted by the Calibration systematics. The first plot of
Figure 7.28 shows the νµ energy distributions predicted by the spline-based energy
estimator. The black histogram is a histogram obtained on the nominal MC sam-
ple. The red histogram is obtained on the MC sample, shifted by the Calibration
systematic by 5% up, and the blue one is shifted by 5% down. The second plot of
Figure 7.28 shows the same distributions obtained with the LSTM energy estima-
tor. Comparing the ratios of the νµ energy distributions between the Spline EE and
the LSTM EE, we see that the LSTM energy distribution is more affected by the
Calibration systematics.
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Stats. FD Spline, ND Spline
Stats. FD LSTM, ND Spline
Figure 7.27: νµ only sensitivity contours in the ∆m232, sin2 θ23 plane. The black
contour is made with the standard NOvA spline-based energy estimator, while the
red is the contour obtained with the LSTM energy estimator. Both contours are
made under the assumption that there are no systematic uncertainties and they use
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Figure 7.28: Reconstructed neutrino energy distributions at the Far Detector. The
black histogram is evaluated on the nominal FD Monte Carlo. The red histogram
is evaluated on the FD MC shifted by the calibration systematic up, the blue one is
shifted by the calibration systematic down. Below each histogram plot is a plot of
ratios of the systematically shifted up/down histograms to the nominal one – it can
be used to estimate the sensitivity of the energy estimator to the calibration shift.
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The higher sensitivity of the LSTM energy estimator to the Calibration system-
atics does indeed erase all gains from the better energy reconstruction. Figure 7.29
shows νµ sensitivity contours made taking into account the calibration systematics.
Comparing the LSTM EE contour to the Spline EE contour, we see that the LSTM
EE gives worse estimates of the oscillation parameters due to higher sensitivity to
the calibration systematics. Therefore, the next objective in the development of the
LSTM energy estimator was to reduce its sensitivity to the Calibration systematics.















Stats. FD Spline, ND Spline
Systs (Calib). FD Spline, ND Spline
Systs (Calib). FD LSTM, ND Spline
Figure 7.29: νµ only sensitivity contours in the ∆m232, sin2 θ23 plane. The black
contour is made with the standard NOvA spline-based energy estimator, while the
red one is the contour obtained with the LSTM energy estimator. Both contours
are made taking into account systematic uncertainties created by the calibration
systematics only. The dashed contour is made with the spline-based energy estimator
without any systematic uncertainties. These contours use the simulated Far Detector
events from Period 3.
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7.2.8 LSTM EE Development: Reduction of the Sensitivity
to the Calibration Systematic
The calibration systematics are designed to model possible uncertainty of the calori-
metric energies of the NOvA detectors. In order for the new energy estimator to
be aware of this uncertainty, we need a way to transmit information that the calori-
metric energies are not exact. This can be achieved, for example, by modifying the
training procedure of the LSTM energy estimator and adding random shifts to the
input variables, that are consistent with the action of the calibration systematic (i.e.
uniform scaling of the calorimetric energy across the entire detector).
The list of all inputs that the LSTM energy estimator is using is presented in
Table 7.2. Only a few of these inputs are directly affected by the calibration system-
atics. The affected inputs are
• png.calE, png.weightedCalE – calorimetric energies of prongs.
• png2d.calE, png2d.weightedCalE – calorimetric energies of 2D prongs.
• png.bpf[i].overlapE – overlap energies for BPF tracks.
• calE, orphCalE, remPngCalE – slice level information about calorimetric en-
ergies.
I have tried adding random shifts to these input variables during the training
phase of the LSTM energy estimator. There are many ways such random shifts can
be introduced and in particular, I have investigated three different random noise
models that these shifts were sampled from:
• Discrete Noise – each time an event is seen during the training phase a
random number ε is sampled from a set of {−a, 0, a} with equal probability
(33.(3)%). Then, all variables that are directly derived from the calorimetric
energies are scaled by 1 + ε.
• Uniform Noise – is similar to the Discrete Noise, but the random number ε
is drawn from the interval [−a, a] with uniform probability.
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• Gaussian Noise – same as before, but the random number ε is drawn from
the normal distribution N (0, a).
The parameter a, introduced in the noise models described above, controls the
magnitude of the noise and I have treated it as another hyperparameter of the LSTM
energy estimator. Figure 7.30 shows how the sensitivity of the LSTM EE changes
with the injection of the random noise to the calorimetric energies. According to
Figure 7.30, the best performing noise model is Discrete and the minimal sensitivity
to the Calibration systematic is achieved with 20− 25% noise. At the optimal noise
value, the sensitivity of the LSTM EE to the Calibration systematic is more than 5
times smaller than the corresponding sensitivity of the standard spline-based EE.

































Figure 7.30: Sensitivity of the LSTM energy estimator to the Calibration systematic
vs magnitude and shape of the noise that was added to the calorimetric energies
during the LSTM EE training. The vertical axis shows the relative difference of
the means of the NuMu energy predicted on an MC shifted up by the Calibration
systematic minus the mean of the NuMu energy predicted on an MC shifted down
by the Calibration systematic.
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The addition of the noise to the calorimetric energies does decrease the energy res-
olution of the LSTM energy estimator, however, but not significantly (Figure 7.31).
In other words, adding noise to the calorimetric energy inputs creates a trade-off
between decreasing the sensitivity of the EE to the Calibration systematic on one
hand and degrading the EE performance on the other hand. Ultimately, we are
interested in the energy estimator that allows us to measure the neutrino oscilla-
tion parameters with the greatest precision. Therefore in order to find an optimal
balance between EE sensitivity to the Calibration systematic and its performance
I have made neutrino oscillation parameter contours, similar to Figure 7.29 with
various noise configurations, and selected the one that gives the best precision. The
results [66] show that the optimal performance is achieved with a 20% Discrete noise
model.
















Figure 7.31: RMS of the neutrino energy resolution for the LSTM energy estimator
vs magnitude and shape of the noise that was added to the calorimetric energies
during the training phase.
Figure 7.32 shows the NuMu sensitivity contours obtained using the LSTM energy
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estimator trained with 20% noise, overlaid with the contours made with the NOvA
spline-based energy estimator. The LSTM EE exhibits much better performance
than the old spline-based energy estimator.

















Systs (Calib). LSTM Discrete 20%
Figure 7.32: νµ only sensitivity contours in the ∆m232, sin2 θ23 plane. The black
contour is made with the standard NOvA spline-based energy estimator, while the
red one is the contour obtained with the LSTM energy estimator with 20% Discrete
noise. Both contours are made taking into account systematic uncertainties created
by the calibration systematics only. The dashed contour is made with the spline-
based energy estimator without any systematic uncertainties. These contours use
the simulated Far Detector events from Period 3.
7.2.9 LSTM EE Development: Final Words
In this section, I have described the development of a new neutrino energy estimator
that is based on a Recurrent Neural Network. This new energy estimator shows
about 15% better energy reconstruction compared to the standard NOvA spline-
based energy estimator (Figure 7.13), and it is more than 5 times less sensitive to
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the major NOvA systematic uncertainty – the Calibration systematic (Figure 7.31).
This energy estimator has been fully integrated into the NOvA ecosystem and the I
have uploaded a python package to train this EE and study its performance, along
with documentation to a github repository 1.
In its present state, the new energy estimator is ready to be used in the main
NOvA analysis and I will expand on what performance the NOvA experiment can
achieve using this new EE in chapter 8. There is one important issue currently
remains unresolved, however. The issue is related to the number of input variables
that the new energy estimator is using.
The LSTM EE is using about 50 different input variables that were summarized
in Table 7.2, compared to just two input variables that the standard NOvA spline-
based energy estimator is using. Since the LSTM EE uses a much larger number of
input variables it is possible that NOvA currently lacks some systematics in order
to model possible uncertainties of these inputs [67].
In particular, there is a growing concern that the NOvA experiment is relying
on an incorrect model of secondary interactions (i.e. mismodeling by GEANT4 of
interactions of hadrons with the detector in flight). Currently, there are undergoing
efforts aimed at studying the effects of the mismodeling of secondary interactions.
Unfortunately, until we get a clearer picture of these effects on the predicted value
of the LSTM EE we cannot use it in the main analysis with confidence in results.
7.3 SliceLID Event Classifier
Another area where Machine Learning methods show a great deal of promise is event
classification. The NOvA experiment already has one event interaction classifier
(CVN) based on Convolutional Neural Networks [69]. This CVN event classifier
uses raw event images in order to predict the type of the event, and it performs
exceptionally well. However, since it is based on a convolutional neural network
and operates on the raw data (hits in the detector) it is hard to interpret how this
classifier operates [68]. Moreover, since various NOvA systematics operate on high-
level physical quantities, it is even more difficult to study the behavior of the CVN
1https://github.com/usert5432/lstm_ee
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classifier under such systematics, without completely resimulating events.
To address concerns about the black box-like behavior of the CVN classifier, it
is useful to have a simpler event classifier, that operates directly on the physical
quantities and that is easier to interpret.
Using the versatility of the Recurrent Neural Networks I have tried to build an
event interaction type classifier (SliceLID) based on the LSTM neural cell. Similar
to the LSTM Energy Estimator this event classifier uses prong and slice level input
variables to make a prediction about the event interaction type for different event
categories (νe-CC, νµ-CC, ντ -CC, NC, Cosmics).
Since this new event classifier (SliceLID) operates on the physical quantities as
opposed to the raw detector images (like CVN), it will be much easier to understand
how it operates and study its behavior under different systematics. On the other
hand, transitioning from the event images to the reconstructed physical quantities
we are going to lose some information. Therefore, on the theoretical grounds, the
SliceLID classifier will never be able to surpass the performance of the CNN-based
classifier. The purpose of SliceLID event classifier development is to use it as a
cross-check to the event CVN classifier.
7.3.1 SliceLID Development: Initial Studies
The original SliceLID event classifier was developed by Andrew Vold2 as a part of his
Ph.D. thesis [70]. This version of SliceLID was capable only of predicting whether
a given event is of νe-CC type or not. Its architecture was just a single LSTM cell
that collected and processed prong level information to make an inference about the
interaction type (Figure 7.33).
The original version of SliceLID relied on a number of input variables summarized
in Table 7.3 in order to predict the event interaction type. As a slice level input, this
classifier uses only the total calorimetric energy of the event. Therefore, the majority
of the event type information is extracted from the prong level variables, which can
be separated into several groups:
• png.shwlid.lid.e{mu,g,pi,pi0,p,n} – relative log-likelihoods indicating whether


























Figure 7.33: Original SliceLID classifier architecture.
the given prong was produced by a µ, γ, π±, π0, p, n or e. These log-likelihoods
were computed by the ShowerLID module specially designed to analyze show-
ers.
• png.cvnpart.{muon,pion,proton,electron,photonid} – scores indicating
the likelihood of the given prong to be produced either by µ, π±, p, e, or γ,
predicted by Prong CVN.
• Prong length, calorimetric energy, and direction computed by the ShowerLID
module.
• A gap between the interaction vertex and the first hit in the prong.
• Finally, the number of hits and the number of planes that the given prong
spawns, also computed by the ShowerLID module.
I have used this model as a basis for the SliceLID development. First, I have
trained it for distinguishing the νe-CC events from the other event types on a sample
















Table 7.3: Summary of the inputs of the SliceLID classifier.
by looking at the error matrices shown in Figure 7.34 (also known as confusion matri-
ces). The diagonal elements of these error matrices show the true positive/negative
rates and the off-diagonal elements false positive/negative rates.
The error matrix on the left of Figure 7.34 shows rates normalized by truth
(values in each row add up to 100%). The diagonal values of this error matrix show
classification accuracy = {True Component}∩{Predicted Component}{True Component} for a given component
(also known as recall, or efficiency at NOvA). From the left plot of Figure 7.34, we
can see that the original SliceLID classifier achieves 81% accuracy (also known as
recall or efficiency) at classifying the νe-CC component. It also has 94% accuracy at
classifying the background components (νµ-CC, ντ -CC, NC).
The right plot of Figure 7.34 shows the error matrices normalized by predictions
(values add up to 100% in each column). Here, the diagonal elements indicate
precision = {True Component}∩{Predicted Component}{Predicted Component} (also known as purity at NOvA) of
classification for each component. Reading these values we conclude that the original
SliceLID classifier achieves 86% precision when classifying the νe-CC events and 91%
precision when classifying the backgrounds.
7.3.2 SliceLID Development: Making Multitarget Classifier
The original SliceLID classifier is able to distinguish only the νe-CC component from
the rest, which limits its application to the νe analysis only. However, we would like















































(b) Normalized by Prediction
Figure 7.34: Error matrices for the original SliceLID classifier. The left plot shows
the error matrix normalized by truth and the right one normalized by predictions.
given event is νµ-CC, or ντ -CC, or a cosmic ray.
To achieve this goal, I have tried to build a multitarget classifier, by iteratively
adding additional target classes to the original architecture shown in Figure 7.33. I
have started by separating the νµ-CC events into a separate class and training a 3-
target classifier that is able to discriminate between νe-CC, νµ-CC, and background
(ντ -CC and NC) events [71].
The performance of the resulting classifier is summarized in the error matrices
shown in Figure 7.35. Judging by the error matrices we see that the νe component
classification performance was largely unaffected (it became even slightly better due
to a minor network optimization). The performance of the background rejection
went down since the νµ-CC events were moved from the background component to
their own class. The νµ-CC classification achieves a relatively high recall (87%) and
precision (91%), which may hint to us that the task of classifying the νµ-CC events
is relatively simple.
As a check for this performance, we can remember that a νµ-CC event has a
distinctively long µ track and some hadronic activity, which is in stark contrast to



















































(b) Normalized by Prediction
Figure 7.35: Error matrices for the 3-target SliceLID classifier. The left plot shows
the error matrix normalized by truth and the right one normalized by predictions.
The background component is made of ντ -CC and NC events.
easy to distinguish them. And indeed, the off-diagonal components of Figure 7.35
between the νe-CC and νµ-CC events are virtually zero, i.e. the network makes little
error at separating these types of events from each other.
7.3.3 SliceLID Development: Classifying ντ -CC events
After the νµ-CC events have been successfully incorporated into the SliceLID clas-
sifier, I have tried adding support for the classification of the ντ -CC events as well.
Following the same approach as for the νµ-CC events, I have added a new ντ -CC
class and retrained the classifier [72].
Figure 7.36 shows the error matrices for the SliceLID classifier trained with the
addition of the ντ -CC component. The performance of SliceLID remained roughly
unchanged for the νe-CC and νµ-CC events compared to the performance of the
3-class SliceLID classifier (Figure 7.35). However, the performance of the SliceLID
for the ντ -CC events is rather poor, having a recall of about 19% and a precision of
about 42%. Such a low performance is not acceptable for an event classifier.
I have tried to find the reason for this low performance. It turns out that the
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9.6 83.8 1.3 21.8
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(b) Normalized by Prediction
Figure 7.36: Error matrices for the 4-target SliceLID classifier. The left plot shows
the error matrix normalized by truth and the right one normalized by predictions.
The background component is made of NC events.
NOvA MC has very a small proportion of the ντ -CC events compared to the other
event classes (Figure 7.37). This is likely due to the fact that in the ντ -CC events a τ
lepton should be produced, but it has a rather large mass of about 1.8GeV. About
half of the neutrinos in the training sample simply do not have enough energy to
produce τ , so they cannot create a ντ -CC event.
To resolve this issue a couple of strategies can be employed. One way would be
to generate a larger Monte Carlo sample of the ντ events. However, this was not
possible due to the production constraints. Another way to work around this problem
would be to upsample the ντ -CC events. This approach was deemed to be too
complex to be undertaken given the time constraints for the SliceLID development.
Correspondingly, I have opted for simply reweighting different event classes so that
the resulting reweighted sample will have an equal contribution for each event type.
Figure 7.38 shows the result of retraining the SliceLID classifier on a reweighted
sample. Comparing its performance to the SliceLID trained on the original sample
(Figure 7.36), we can see that the recall for the ντ -CC events has improved signifi-
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Distribution of events per category
Figure 7.37: Distribution of events per target category in the 4-class SliceLID training
sample.
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(b) Normalized by Prediction
Figure 7.38: Error matrices for the 4-target SliceLID classifier trained with event
class normalization. The left plot shows the error matrix normalized by truth and
the right one normalized by predictions. The background component is made of NC
events.
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cantly from 19% to 71%. However, this improvement came at a cost of lowering the
recall for the NC events (from 87% to 71%) and for the νe-CC events (from 84% to
77%). On the other hand, the classification precision decreased for the ντ -CC events
and increased for the NC and νe-CC components.
The performance of the νµ-CC classification remained unaffected by the addition
of the class weights. Looking at the off-diagonal components of Figure 7.38 we can
see that there is a significant degree of misclassification between the ντ -CC, NC, and
νe-CC events. This implies that the ντ -CC events have a high degree of resemblance
to the NC and νe-CC events, but distinctively different from the νµ-CC events.
Judging by these observations it looks like the task of classification of the ντ -CC
events is complex, since the network is incapable of separating them, despite the var-
ious approaches I have tried. It is possible that the addition of extra inputs and/or
increasing the complexity of the model might improve the ντ -CC event classification.
However, I was unable to identify extra input variables relevant to the ντ -CC clas-
sification task and the influence of model complexity on the SliceLID performance
will be discussed in the following sections.
7.3.4 SliceLID Development: Classifying Cosmic Events
Finally, we would want the SliceLID classifier to be able to distinguish cosmic events.
Therefore, I have tried adding cosmics using the same procedure as in the previous
section and keeping the class normalization [73]. The error matrices for the resulting
classifier are shown in Figure 7.39.
Similar to the addition of the νµ-CC events, the incorporation of the Cosmic
events to the SliceLID classifier was smooth. Moreover, SliceLID achieved excep-
tional performance for the cosmic events, classifying them with 96% recall and 99%
precision, while keeping the classification performance of the other components vir-
tually unaffected.
At that moment the SliceLID classifier was capable of predicting all the event
types required by its design. Next, I have tried to improve its performance by tuning
the neural network architecture used for classification.
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(b) Normalized by Prediction
Figure 7.39: Error matrices for the SliceLID classifier trained with event class nor-
malization. The left plot shows the error matrix normalized by truth and the right
one normalized by predictions. The background is made of NC events.
7.3.5 SliceLID Development: Network Architecture Tuning
The original SliceLID network architecture (Figure 7.33) is very simplistic and there
are a number of ways it can be improved. I have made a comprehensive study
of network modification possibilities [72], [74]. During these investigations I have
discovered that the network performance responds positively to increasing its com-
plexity, however, the degree of improvement is rather small.
The studies of model complexity [74] show that the optimal performance of the
SliceLID classifier is achieved with a network similar to the LSTM EE one (Fig-
ure 7.9). The final model that I have constructed for the SliceLID classifier is shown
in Figure 7.40. Similar to the LSTM EE case it has large pre and post-processing
branches around the LSTM cell. However, unlike the LSTM EE, it lacks the 2D
prongs branch, since the 2D prongs do not have any useful PID variables that can
help classification.
Using architecture from Figure 7.40 for the SliceLID classifier I have retrained
it on the sample with equal class reweighting. The error matrices for the tuned






















































































Figure 7.40: Tuned SliceLID classifier architecture.
error matrices of the original SliceLID classifier (Figure 7.39), we see an improvement
in its performance across all event types. However, the improvement is of an order
of about 1%.





















71.3 5.4 2.8 19.7 0.8
8.5 78.4 1.2 11.7 0.2
6.5 1.6 87.0 4.2 0.6
7.5 12.0 8.9 71.5 0.1
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(b) Normalized by Prediction
Figure 7.41: Error matrices for the tuned SliceLID classifier trained with event class
normalization. The left plot shows the error matrix normalized by truth and the
right one normalized by predictions. The background component is made of NC
events.
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The smallness of the improvement likely indicates that the input variables of
SliceLID already contain useful information for the classification and further pro-
cessing of this information produces little gain. Therefore, I believe that if significant
improvement in the SliceLID performance is possible it will likely come from using
additional relevant inputs for the event classification.
It is also worth noticing that making the SliceLID model more complex did not
help significantly the ντ -CC events classification. Given that the NOvA analysis does
not use the ντ -CC events, it may be possible to eliminate the ντ -CC classification
from the goals of SliceLID and use the freed SliceLID capacity for better classifying
the other event types.
7.3.6 SliceLID Performance
In the previous sections, I have described the development of the SliceLID event
classification algorithm and studied its performance in terms of the error matrices
(Figure 7.41). There are multiple other ways the performance of a classifier can be
investigated. In this section, I will look at the t-SNE embedding plots of the SliceLID
outputs [75]. The t-SNE embedding allows us to visualize clusters of events that the
SliceLID classifier finds similar to each other. Observing such embeddings might give
an intuition about what kinds of events SliceLID has difficulty separating from each
other.
As we have seen in Figure 7.41, SliceLID experiences difficulty in classifying the
ντ -CC events. Therefore, I will first look at the SliceLID performance on a sample
without such events.
A two-dimensional t-SNE embedding of the SliceLID outputs evaluated on a sam-
ple without ντ -CC events is shown in Figure 7.42. As expected from Figure 7.41,
SliceLID is quite good at separating cosmic events (violet) from the remaining event
categories. For the νµ (green) and νe (orange) CC events, there are a number of
clusters outside of the center of Figure 7.42 that are well separated from each other,
indicating that there are certain νµ and νe event topologies that SliceLID can differen-
tiate from each other. On the other hand, the NC events form one large continuous
cluster in the middle of the picture. This implies that most NC events look very
similar to each other from the point of view of the SliceLID classifier. Right at the
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center of Figure 7.42, the NC event cluster mixes with the νµ and νe-CC events.
This indicates that some fraction of the νµ and νe-CC events look very close to the
NC events from the point of view of SliceLID. This similarity may be either due
to SliceLID being not capable of distinguishing them (because of lack of relevant
inputs or insufficient model expressiveness), or maybe due to the fact, that they are
producing similar detector responses.








Bkg NuE:CC NuMu:CC NuTau:CC Cosmics
Figure 7.42: Two-dimensional t-SNE embedding of the SliceLID outputs obtained
on a sample without ντ -CC events. The colors represent the true categories of the
events. The brightness of each bin is proportional to the number of events in it.
Figure 7.43 shows a two-dimensional t-SNE embedding of the SliceLID outputs
obtained on a sample with all event types. It differs from the previous plot by the
presence of the ντ -CC events (red). The ντ -CC events have several topologies that
SliceLID can differentiate between each other (represented by different red clusters
in Figure 7.43). However, while SliceLID can differentiate these clusters from each
other, it experiences a lot of difficulties differentiating them from clusters of events
of other types. This is evident by the degree of mixing of the ντ -CC events with
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the other categories. The amount of mixing between the ντ -CC events with the
other ones may be another hint that probably a separate special purpose classifier
is required for the ντ -CC events, and that SliceLID should be trained on a sample
without them.








Bkg NuE:CC NuMu:CC NuTau:CC Cosmics
Figure 7.43: Two-dimensional t-SNE embedding of the SliceLID outputs. The colors
represent the true categories of the events. The brightness of each bin is proportional
to the number of events in it.
7.3.7 SliceLID Conclusion
In this section, I have described the development of the new event classifier SliceLID
that is based on an architecture similar to the LSTM energy estimator. It achieves
a reasonable classification accuracy (Figure 7.41) for the νµ-CC, νe-CC, NC, and
cosmic events, but experiences large difficulties at recognizing the ντ -CC events.
In chapter 8, I will present further performance plots of the SliceLID classifier




I have described the development of the new neutrino energy estimator and the
event classifier based on the LSTM neural network. In this section, I will show what
improvements the NOvA experiment can get by using these algorithms.
8.1 LSTM Energy Estimator
I have tried to run the NOvA analysis chain similar to the official one that was
used in the paper [76], but with the new LSTM energy estimator. However, as was
mentioned in subsection 7.2.9 some of the NOvA systematic uncertainties will require
significant modification in order to work with the LSTM EE, and multiple additional
studies need to be done to find a proper way of making such modification. Until
such studies are complete, I have decided to leave two systematics (out of about a
hundred) out of consideration and redo the NOvA analysis without them.
The systematics that I will exclude from the analysis are the Muon Range un-
certainty systematic and the Neutron systematic. The Muon Range uncertainty
systematic tries to model various ionization effects in the detector’s scintillator and
corresponding changes in the length of the muon track. This systematic is required
since the standard NOvA energy estimator uses the track length of a muon in or-
der to predict its energy. The LSTM energy estimator, however, relies not only on
the track length of the muon but also on the track lengths of all charged particles.
Therefore, in order to extend the range systematic to the LSTM EE, we would need
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to study the effects of multiple scintillator ionization properties on tracks of many
charged particles. Before such studies are complete, I cannot reliably use the Range
systematic with the LSTM EE and therefore I have excluded it from the analysis.
The Neutron systematic is a data-driven systematic that was designed to model
calorimetric energy discrepancy between Data and MC for prongs of the particles
that were created by neutrons [77]. It is required since the standard NOvA energy es-
timator relies on the total calorimetric energy of all hadronic activity in the detector.
However, similar to the case of the muon range systematic, the LSTM EE relies not
only on the calorimetric energy of hadrons but also on their track lengths, numbers
of hits in each cluster, CVN scores, etc. In order to make the Neutron systematic
work with the LSTM EE, we would need to study the Data/MC discrepancy for all
input variables that the LSTM EE is using. Until such a study is complete, I am
going to exclude the Neutron systematic from the analysis as well.
I have repeated the NOvA NuMu disappearance analysis using the standard
NOvA energy estimator and the new LSTM energy estimator on the FHC dataset
from period 3 without using cosmic files. The resulting 1σ neutrino oscillation param-
eter contours are shown in Figure 8.1 [78]. The contour obtained with the LSTM EE
is narrower compared to the contour obtained with the old energy estimator, which
means that the LSTM EE gives more precise results.
We can take a detailed look at various systematics and see how much uncertainty
they contribute to the estimated oscillation parameters. Figure 8.2 shows magnitudes
of uncertainties produced by various systematics for the Spline EE vs LSTM EE.
The LSTM EE related systematic uncertainties are either smaller or equal to the
systematic uncertainties produces by the Spline EE. The largest improvement is
coming from the Hadronic Energy scales, which are modeled by the Calibration
systematic. This is hardly surprising since I have taken special steps in order to
reduce the influence of this systematic.
Finally, it is instructive to look at how much additional data would be needed
to produce improvement in the neutrino oscillation parameter contours (Figure 8.1)
with the old energy estimator in order to get performance comparable to simply
using the new energy estimator (without extra data).
Figure 8.3 shows the NuMu sensitivity contours for the Spline and LSTM EEs,
147

















Figure 8.1: νµ only sensitivity contours in the ∆m232, sin2 θ23 plane. The black
contour is made with the standard NOvA spline-based energy estimator, while the
red one is the contour obtained with the LSTM energy estimator.
with the Spline EE evaluated on datasets with a progressively increasing number
of events. Focusing on the vertical parts of the contours we see, that the LSTM
EE contour lies in between Spline EE contours with 10− 20% extra statistics. This
would imply that usage of the new energy estimator is equivalent to running NOvA
for 10 − 20% more years with the old energy estimator for the sin2 θ23 neutrino
oscillation parameter.
On the other hand, if we focus on the horizontal parts of the contour on the
Figure 8.3 then we see that when we increase the amount of data available to the
Spline energy estimator its contours shrink, however even with 30% more data, the
Spline EE contour still does not even touch the LSTM EE contour. This means
that the usage of the LSTM energy estimator is equivalent to running NOvA for
30−50% more years with the old energy estimator for the ∆m232 neutrino oscillation
parameter.
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Relative Hadronic Energy Scale
Absolute Hadronic Energy Scale
Spline EE
LSTM EE
Figure 8.2: Summary of the two-sided uncertainties of the estimated ∆m232 neutrino
oscillation parameter. The blue bars represent uncertainties of the oscillation pa-
rameter obtained with the standard NOvA energy estimator and the orange bars
represent uncertainties obtained with the LSTM EE. The horizontal labels in the
top part show names of the systematics. The two bottom labels indicate the total
systematic and total statistical uncertainties.
Judging by Figure 8.3 and Figure 8.2 the new LSTM energy estimator that I
have developed significantly outperforms the standard NOvA energy estimator and
allows us to achieve 10−50% larger sensitivity to the neutrino oscillation parameters.
However, as I have mentioned above there are two systematics that were omitted
from the analysis – the Muon Range systematic and the Neutron systematic.
Preliminary studies [79] [80] of the Muon Range systematic indicate that the
LSTM energy estimator is also less sensitive to this systematic than the standard
spline-based EE. However, no studies have been performed for the Neutron system-
atic. We also do not know at this moment the uncertainty related to the mismodelling
of hadronic interactions in flight. But, even if it is determined that the LSTM EE is
more affected by these uncertainties compared to the Spline EE, we can reduce their
effect by repeating the procedure described in subsection 7.2.8.
Apart from studying the effects of the remaining systematic uncertainties the
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Figure 8.3: νµ only sensitivity contours in the ∆m232, sin2 θ23 plane. The black
contour is made with the standard NOvA spline-based energy estimator, while the
red one is the contour obtained with the LSTM EE. The other contours are made
with the Spline EE, but use 10%, 20%, and 30% more data.
development and deployment of the LSTM energy estimator have been finalized.
The code required to evaluate the LSTM EE within the NOvA analysis framework
has been committed and validated. The package required to train and evaluate the
LSTM EE has also been committed to the github repository 1. The documentation
and the tutorial for the LSTM EE can be found on the NOvA docdb archive [81].
8.2 SliceLID
The SliceLID event classifier was developed with the primary purpose of being an
interpretable alternative to the standard NOvA event classification method (CVN)
that relies on a Convolutional Neural Network. As was mentioned previously, SliceLID
1https://github.com/usert5432/lstm_ee
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receives a much smaller amount of information compared to the CVN and therefore
theoretically its performance cannot exceed the performance of the CVN event clas-
sifier.
Nevertheless, it is instructive to compare the performance of SliceLID to the CVN
directly in order to get an idea of how much information is lost when going from the
complete image of neutrino event to only the high-level information about prongs.
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Figure 8.4: Classification error matrices normalized by truth (Efficiency). The error
matrix on the left is obtained using the SliceLID classifier, the error matrix on the
right is obtained using the CVN classifier.
Figure 8.4 [82] shows classification error matrices normalized by truth for SliceLID
and CVN evaluated on the same Far Detector sample. Comparing these error ma-
trices we see that CVN has a higher recall than SliceLID for NC, νµ-CC and νe-CC
events, but a lower recall for the ντ -CC and Cosmic events.
I have been able to trace this discrepancy in classification results to the fact,
that the CVN classifier was trained on a sample with imbalanced classes which led
to the underrepresentation of the ντ -CC and cosmic events in the training sample.
Unfortunately, the imbalance of classes in the CVN training sample prevents me
from making a direct comparison between SliceLID and CVN.
Figure 8.5 shows classification error matrices normalized by predictions for SliceLID
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and CVN. These plots show, that the SliceLID has higher classification precision for
all event categories, except ντ -CC and Cosmic events. This picture is the opposite
of Figure 8.4 and simply indicates the trade-off between precision and recall.
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Figure 8.5: Classification error matrices normalized by predictions (Purity). The
error matrix on the left is obtained using the SliceLID classifier, the error matrix on
the right is obtained using the CVN classifier.
While SliceLID was developed as just a more simple and interpretable version
of CVN, the classification matrices Figure 8.4 and Figure 8.5 indicate that SliceLID
may be also used as an auxiliary classifier in order to improve the classification of
the ντ -CC and cosmic events.
Similar to the LSTM energy estimator, the code required to use the SliceLID
classifier has been fully integrated into the NOvA software framework. The package
to train and evaluate SliceLID has also been committed to the github repository 2. I
have also written documentation about how to train and use the SliceLID classifier





In this thesis, I have discussed my work on the NOvA experiment related to the
design and development of the novel neutrino energy estimator and event classifier
based on Recurrent Neural Networks.
The new neutrino energy estimator LSTM EE that I have developed has 10−15%
better energy reconstruction performance compared to the standard NOvA energy
estimator. It is also 5 times less sensitive to the major systematic uncertainty at
NOvA. The usage of the new energy estimator with the standard analysis chain
could allow NOvA to estimate neutrino oscillation parameters significantly better
than with using the standard energy estimator. The magnitude of improvement
with new energy estimator corresponds to having 10− 50% additional data with the
old energy estimator (depending on the oscillation parameter in question). In other
words, the adoption of the new energy estimator is equivalent to running the NOvA
experiment for 10− 50% more time with the old one. However, in order to get a full
confidence in the results obtained with the new energy estimator, additional studies
of the systematic uncertainties need to be performed.
The new event classifier SliceLID was intended to be used only as an interpretable
version of the standard NOvA event classification method with Convolutional Neu-
ral Networks. SliceLID has performance comparable to the standard NOvA event
classifier, but it focuses on different event types. Therefore, in addition to being
used simply as an interpretable version of the CNN classifier, it can be used as an
auxiliary event classifier to better classify the event types that the CNN classifier
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ignores.
Both, LSTM EE and SliceLID are the examples of a successful application of the
Deep Learning techniques in the high energy physics, and I believe the NOvA exper-
iment will benefit from usage of a larger number of the Deep Learning algorithms in
its analysis.
Acknowledgment: This material is based upon work supported by the U.S. De-
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Glossary
ADC Analog Digital Convertor that digitizes analog data from the APDs. This
abbreviation is also used interchangably to denote APD values, digitized by
ADC . 41, 47
APD Avalanche Photodiode. 35, 40, 41, 46, 51, 155
cut A filter that is used during the analysis phase in order to select signal events
and reject background events . 79
CVN Convolutional Visual Network. An umbrella term used on NOvA to describe
a class of Convolutional Neural Networks used for event and particle identifi-
cation . viii, 70, 81, 82, 85, 86, 103, 132, 134, 147, 150
Data Used to denote the real detector data, as opposed to a sample of simulated
detector events . 50, 51, 88, 147, 164
EE Shorthand for Energy Estimator. 146
FD Far Detector. 40, 86, 106, 117
FEB Front-End Board. An electronic board collecting data from 32 APDs of a cell
extrusion module . 41, 46
FHC Forward Horn Current mode of the NuMI beam. In this mode the NuMI
beam is primarily made of muon neutrions . xvi, 27, 37, 147, 166, 167
MC Monte Carlo. Used to denote simulated sample of detector events . 50, 51, 86,
88, 95, 123, 138, 147, 164
155
ND Near Detector. 40, 87, 106, 117
PID Particle Identification or Particle Identifier. Used to denote either algorithm
responsible for prediction of the particle type or the result of such prediction .
78, 79, 109, 141
prong A cluster of hits that were grouped together by an algorithm, aimed to
identify individual particles in each event (c.f. subsection 5.1.4) . 60, 63, 65,
79, 80, 102, 133, 147, 151
RHC Reverse Horn Current mode of the NuMI beam. In this mode the NuMI beam
is primarily made of muon antineutrions . 27, 37
slice A cluster of detector hits that is intended to contain all hits produced in a single
detector interaction. Such cluster is found by the slicing algorithm described
in subsection 5.1.1 . 60, 69, 103, 133
spill A short period of time (≈ 8− 10µs) corresponding to protons bombarding the
NuMI target. The NuMI (anti-) neutrinos are produced and detected during
these windows. subsection 3.2.1 . 27, 36
Spline EE Spline Energy Estimator. The standard spline-based νµ-CC energy es-
timator used in the NOvA analysis (c.f. subsection 5.5.1) . 147, 166
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Appendix A
LSTM EE Results on Real Data
In section 7.2 and section 8.1 I have shown the NuMu sensitivity contours made
with the simulated Far Detector events using the LSTM energy estimator. Such
contours are sufficient to understand the performance improvements that the LSTM
EE could provide. However, it is customary in the Ph.D. dissertations to make
the NuMu contours on the real Far Detector data (called data contours). In this
appendix, I will show the NuMu data contours made on the real Far Detector data,
using the LSTM EE in place of the standard NuMu energy estimator.
As was discussed during the development of the LSTM EE, there are two sys-
tematic uncertainties that need to be modified to work with the LSTM EE. Since
NOvA has not found a proper way to perform such modifications yet I will exclude
these systematics (Muon Range and Neutron systematics) from the analysis chain.
A.1 Data/MC Comparison at the Near Detector
I will begin this appendix by comparing the LSTM energy distributions at the Near
Detector between Data and MC. These energy distributions should match within
uncertainties. If the distributions do not match, then it will indicate issues with the
NOvA simulation. In particular, it might mean that the LSTM EE couples strongly
to some feature that is present in the simulation but absent in the real data, and
therefore the LSTM EE would need to be modified not to use such a feature.
I have run the official NOvA scripts to create the Data/MC comparison plots
164
at the Near Detector and the result is shown in Figure A.1. Figure A.1 shows that
there is a rather good agreement between the reconstructed energy distributions in
Data and MC.
Since Figure A.1 shows good agreement between Data and MC, it means that
there is no immediate problem with the LSTM EE coupling to the unphysical features
present in the simulation.
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Figure A.1: Data/MC comparisons of the reconstructed energy distributions pre-
dicted by the LSTM EE at the Near Detector. The black dots represent the real
data points, their error bars show the statistical uncertainty. The violet histogram
is made on MC, its error margin represents the systematic uncertainty.
A.2 Data Contours
After verifying that the LSTM energy estimator does not show obvious issues at the
Near Detector, I have run the full analysis chain to obtain the NuMu data contours.
Unfortunately, the NOvA optimizer failed to fit the NuMu data surface for the LSTM
165
EE with the Light-Level systematic. Therefore, in addition to excluding the Muon
Range and Neutron systematics, I have excluded the Light-Level systematic from
the analysis as well.
Figure A.2 shows the NuMu data contours obtained with the LSTM energy esti-
mator. To assess the degree of improvement that the new energy estimator brings,
we can compare this plot to the NuMu data contours made with the standard spline-
based energy estimator shown in Figure A.3. The LSTM EE contours are narrower
than the Spline EE contours, which means that the LSTM EE gives better precision
of measurements of the neutrino oscillation parameters.
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Figure A.2: NuMu data contours made with the LSTM EE on the FHC dataset.
We can also obtain estimates of the neutrino oscillation parameters and their
confidence intervals in the Gaussian limit (c.f. section 6.5). Usage of the LSTM EE
gives estimates of the neutrino oscillation parameters summarized in Equation A.1.
The estimates of the neutrino oscillation parameters obtained with the Spline EE
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Figure A.3: NuMu data contours made with the Spline EE on the FHC dataset.
are shown in Equation A.2.
∆m232 = 2.47
+0.05
−0.07 × 10−3 eV2, sin2 θ23 = 0.51+0.05−0.05 (A.1)
∆m232 = 2.47
+0.07
−0.09 × 10−3 eV2, sin2 θ23 = 0.51+0.06−0.06 (A.2)
Comparing the estimates of the neutrino oscillation parameters between the
LSTM EE (A.1) and the Spline EE (A.2) we see that the LSTM EE estimates
are more precise, especially for the ∆m232 parameter.
Finally, Figure A.4 shows the predicted and observed Far Detector energy spec-
trum obtained with the LSTM EE. Figure A.5 shows the same spectrum, but sepa-
rated per the hadronic energy quartiles (c.f. subsection 6.2.1).
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Figure A.4: Comparison of the predicted Far Detector energy spectrum and the
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Figure A.5: Comparison of the predicted Far Detector energy spectra and the ob-
served ones for the LSTM EE separated by the hadronic energy quartiles.
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