We show that that Bakirov's counterexample (which had been checked by computeralgebra methods to order 53) to the conjecture that one nontrivial symmetry of an evolution equation implies in nitely many is indeed a counterexample. To prove this we use the symbolic method of Gel'fand-Dikii and p-adic analysis. We also formulate a conjecture to the e ect that almost all equations in the family considered by Bakirov have at most nitely many symmetries. This conjecture depends on the solution of a diophantine problem, which we explicitly state.
Introduction
It has, on the basis quite a lot of material, been conjectured that evolution equations in one space variable (like the Korteweg-de Vries equation) were integrable, i.e. in the possession of in nitely many symmetries once one nontrivial symmetry existed. Only one example put this conjecture in doubt. It was found by Bakirov Bak91] 
has one symmetry of order 6, but no others where found up till order 53. In this paper we intend to prove that indeed no other symmetries exist and therefore the conjecture is false. We have not found a counterexample to the conjecture in Fok87] that the system of dimension n needs n symmetries to be integrable. In this proposition some conditions play a role which have been inspired by the use of the symbolic method, introduced by Gel'fand- Dikii GD75] . This method was used in TQ81] to show (as an example) that the symmetries of the Sawada-Kotera equation have to be of order 1 or 5 (mod 6).
In SW97] this method has been extended to completely classify the symmetries of -homogeneous scalar equations with > 0 and of the form u t = u k + f(u; ; u k?1 ):
The analysis depends on results from diophantine approximation theory Beu97].
The basic idea (of the symbolic method) is very old, probably dating from the time when the position of index and power were not as xed as they are today. In fact, the symbolic calculus of classical invariant theory relies on it. The idea is simply to replace u i , where i is an index, in our case counting the number of derivatives, by i u, where is now a symbol. We see that the basic operation of di erentation, i. . We have averaged over the permutation group 2 to retain complete equality among the symbols, re ecting the fact that u i u j = u j u i . Di erentiation now becomes multiplication with 1 + 2 . With this method one can readily translate solvability questions into divisibility questions, which in the case of the class of equations considered in Bak91], take the following form.
We shall work with the polynomials f a;m de ned by f a;m (X) = a(X + 1) m ? X m ? 1, where a is non-zero complex number. The question we deal with is the following. Question 1.1 Given a; m, for which b 2 C and n 2 N does f a;m divide f b;n ?
In the next section we explain how this question arises from the original question about the existence of symmetries of an evolution equation.
The symbolic method
In the symbolic method one replaces derivatives u k ; v k by powers x k u; y k v (Usually one replaces u k by x k , but this leads to confusion in nonhomogeneous problemes and in the more variable case, since distinction between u and v disappears). When there are more u k -s or v k s involved we add more symbols, one for every u k or v k . These will be denoted by x i ; y i . E.g. v For the one-variable case, all de nitions and proofs can be found in SW97]. The generalization to the more variable case is straightforward. Since the speci c equation we will be working on is very simple, we just write out the method for this case without giving the general theory. Consider the system (1) and rewrite it as (u 4 + v 
Putting this expression equal to zero, to nd the lowest order term of our symmetry, we nd that either A = 0 or m = 1 and l = 0; also B = 0 or n = 0 and k = 1. So the zeroth order term will be of the form ax p 1 u @ @u + by q 1 v @ @v Or, if we go back to our old notation, u t = au p v t = bv q (3)
We look for symmetries of a given order, so we may as well take q = p without loss of generality. Now computing the commutator of this zeroth order part of the (potential) symmetry with the rst order (quadratic) part of our equations, we obtain 
has a nite number of symmetries for all but a nite number of values (a; m). Proof. We Theorem 3.2 (Lech, Mahler) Let A 1 ; A 2 ; : : :; A n 2 C be non-zero complex numbers and similarly for a 1 ; a 2 ; : : :; a n . Suppose that none of the ratios A i =A j with i 6 = j is a root of unity. Then the equation a 1 A k 1 + a 2 A k 2 + + a n A k n = 0 in the unknown integer k has nitely many solutions. For us the following corollary is important Proof. According to Theorem 3.2 at least one of the ratios A=B; A=C; A=D; B=C; B=D; C=D must be a root of unity. Without loss of generality we can assume A=B a root of unity or A=C a root of unity. Suppose that A=C is an n th root of unity. Then, if we replace k by a + kn for a = 0; 1; 2; : ::; n ? 1 our problem falls into a nite number of problems of the form
At least one of them has in nitely many solutions. Hence, according to Theorem 3.2, at least one of A=B; A=D; B=D is a root of unity. In the latter case we are done. Suppose, without loss of generality that A=B is an m th root of unity. As before, our problem can now be split into a nite number of problems of the form (A mn ) k = (D mn ) k with 6 = 0. At least one of them has in nitely many solutions. Hence A=D is a root of unity. Together with A=B being a root of unity this implies that B=D is a root of unity, as asserted. Suppose now that A=B is an n th root of unity. Our problem can be split into a nite number of problems of the form
with A a + B a 6 = 0. At least one equation has in nitely many solutions, hence at least one of A=C; A=D; C=D is a root of unity. The rst case is treated above. The second case, after interchanging C and D comes down to A=C being a root of unity. Let us now assume C=D is an m th root of unity. We get a nite number of equations of the form (A mn ) k = (C mn ) k with 6 = 0.
Again by Theorem 3.2 A=C is a root of unity. Hence we are done.
Proof of Theorem 2.1. The case m = 2. The zeros of f a;2 read ; 1= and it is clear that f a;2 divides f b;n if and only if f b;n ( ) = 0. The latter equality is equivalent to b = ( n + 1)=( + 1) n . In the theorem it is assumed that there are in nitely many such n. Hence, according to Corollary 3.3, the ratios (1+1= )=(1+1= ); (1+ )=(1+ ) or the ratios (1+1= )=(1+ ); (1+ )=(1+1= ) are roots of unity. According to Lemma 3.4 we can choose ; in such a way that this does not happen, unless (a; m) is in one of the exceptional cases listed above. So it remains to consider these cases. The summation is of course empty when r = 1. Since p 3 the number p t?1 t has p-adic valuation less than 1=p. So after reduction modulo p we obtain We now apply Lemma 4.1 with p = 181 and A = (r + 1)s; B = r + 1; C = r(s + 1); D = s + 1. We take r; s to be the rst two roots. Then, modulo 181 
