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Abstract This work represents the first chapter of a project on the foundations of
first-principle calculations of the electron transport in crystals at finite temperatures.
We are interested in the range of temperatures, where most electronic components op-
erate, that is, room temperature and above. The aim is a predictive first-principle for-
malism that combines ab-initio molecular dynamics and a finite-temperature Kubo-
formula for homogeneous thermodynamic phases. The input for this formula is the
ergodic dynamical system (Ω ,G,dP) defining the thermodynamic crystalline phase,
where Ω is the configuration space for the atomic degrees of freedom, G is the space
group acting on Ω and dP is the ergodic Gibbs measure relative to the G-action. The
present work develops an algorithmic method for quantifying (Ω ,G,dP) from first
principles. Using the silicon crystal as a working example, we find the Gibbs measure
to be extremely well characterized by a multivariate normal distribution, which can
be quantified using a small number of parameters. The latter are computed at vari-
ous temperatures and communicated in the form of a table. Using this table, one can
generate large and accurate thermally-disordered atomic configurations to serve, for
example, as input for subsequent simulations of the electronic degrees of freedom.
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1 Introduction
The investigation of the temperature dependence of transport coefficients in both met-
als and semiconductors has a long history [1,2,3,4]. There is always a strong interest
in refining the quantitative characterizations of the conductivity tensor of a mate-
rial as a function of temperature [3,4] and mapping the various temperature regimes,
where the transport coefficients have qualitatively distinct behaviors, is of great im-
portance. For example, the surfaces of topological insulators are predicted to display
ballistic charge transport even at room temperature and an immense experimental
effort has been dedicated to prove this conjecture [5]. Despite the intense interest
from the academic and industrial communities, there are virtually no predictive the-
oretical methods to compute the transport coefficients of solids at finite temperatures
from first principles. The present work represents the first step of a long term effort
undertaken by the authors to fill this void.
The formalism we plan to adopt for our first-principle computational program is a
combination of the quantum theory of transport for generic homogeneous condensed
matter, perfected by Bellissard and collaborators [6,7,8], and the second generation
Car-Parrinello molecular dynamics (CPMD) method [9,10]. The transport theory we
just alluded to, culminates with a compact Kubo-formula for homogeneous phases at
finite temperatures, which accounts for the dissipation too. The input for this formula
consists of: I) The configuration space and the Gibbs measure for the atomic degrees
of freedom; II) The family of Hamiltonians for the electronic degrees of freedom; III)
The dissipation super-operator. Given these inputs, a controlled and exponentially fast
(w.r.t. crystal’s size) converging numerical implementation of the formalism has been
developed in [11,12] and, for simple models of disordered crystals, applications can
be found in [13,14,15,16]. The transport formalism and its numerical implementa-
tion has been extended in [17] to other aperiodic systems, such as incommensurately
layered materials. Exploiting the superior efficiency of the novel second generation
CPMD algorithm, which, for the system analyzed in the present work, results in a
speed-up of two orders of magnitude, enabled the treatment of relatively large crys-
tals and computations of rather long orbits. These new developments give us hope
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that, on one hand, the inputs I)-III) can be resolved from first principles and, on the
other hand, that the Kubo-formula can be evaluated with sufficient precision.
There is still much to learn about the transport characteristics of real crystals.
Most electronic devices operate at room temperature and, even under normal loads,
the actual operating temperatures can shoot up by tens or even hundreds of degrees.
The existing microscopic theories of electron transport at finite temperatures build on
the quantum electron states computed for the ideal zero-temperature periodic atomic
configurations of the crystal [18]. They also assume a weak coupling with the dis-
sipative channels, such as the phonons, with the latter being computed in the linear
waves regime, relative to the ideal zero-temperature atomic configurations. However,
at room temperature and above, the ideal zero-temperature atomic configurations can
not be used as a reference, for both electrons and phonons, because of significant ef-
fects that can change qualitatively the nature of the states. Indeed, in such conditions,
the ionic cores undergo a vigorous thermal motions and the electrons have to navigate
in a disordered environment. This thermally induced disorder can have fundamental
effects on the electron transport.
First, it can Anderson-localize the electron states near the energy band edges [19],
and, for semiconductors, it can fill the insulating energy gap with localized impu-
rity states. Even though the electron spectrum displays no gaps in this regime, in a
dc-transport measurement, upon gating, one still observes activated behavior for the
direct conductivity. This is because there are sharp energy levels that separate the ex-
tended electron states from the localized ones, the so called mobility edges. The latter
define the mobility gap, which is the most important spectral parameter for transport.
It is quite well documented that the mobility gap and the electron density of states
can have a highly non-monotonic behavior with the strength of disorder [20,21,22,
23], and, for this reason, the dependence of the transport coefficients on temperature
can be highly non-trivial and is hence difficult to account for, quantitatively, with
phenomenological models.
Secondly, because the ionic cores are quite far from the ideal equilibrium posi-
tions during the thermal motion, the phonons, which provide the main dissipation
channels at room temperature and above, cannot be defined relative to the periodic
configuration of the atoms and the use of zero-temperature phonon spectra and the
density of states in electron transport simulations is questionable. The phonons need
to be redefined and computed relative to the disordered atomic configurations and
there is a large probability that these phonon modes are actually Anderson-localized,
in which case they cannot diffuse and will be less effective at dissipating energy. This
is again a significant effect that will be difficult to account for with phenomenological
models.
All the above effects can be captured quantitatively by our proposed formal-
ism. However, our present study is focused entirely on quantifying the configuration
space and the Gibbs measure of the atomic degrees of freedom from first princi-
ples. We chose the pure silicon crystal to be our case study because it is the most
important semiconductor for electronics industry and also because its transport coef-
ficients display non-trivial behavior with temperature [3]. The main challenge for us
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was to devise an effective method to analyze the complex orbits in the highly multi-
dimensional space of the atomic degrees of freedom. Our solution is to project these
orbits on different planes of coordinates and in this way to generate a hierarchy of
increasingly accurate representations of both the configuration space and Gibbs mea-
sure. One of our starting questions was: Can we encode the data in a small number
of numerical parameters in order to efficiently communicate the results? The main
finding of our work is the affirmative answer to this question. Quite remarkably, for
all temperatures inside the range 300− 1500 K, the Gibbs measure is found to be
extremely well approximated by a normal multivariate distribution with correlations
only up to 4th-near neighbors. As a consequence, for a fixed temperature within the
range mentioned above, the full Gibbs measure can be encoded in just five numerical
parameters (see Table 1). These parameters appear to have a smooth dependence on
the temperature (see Fig. 6.1), hence the discrete set of temperatures examined in our
study can be interpolated to a whole continuous range of temperatures. As such, our
study provides a complete parametrization of the atomic configurations of the silicon
crystal in the temperature range between 300 K and 1500 K.
The above conclusions are extremely important because, with such parameters
at hand, anyone can generate meaningful and accurate thermally-disordered config-
urations of the crystal, without the need to repeat our extensive CPMD simulations.
Furthermore, as we will demonstrate in our concluding remarks, these parameters can
be used to generate arbitrarily large disordered configurations, which is absolutely es-
sential for the convergence of the transport calculations [12]. Let us mention that the
analysis developed in this study is not specific in any respect to the silicon crystal
and, in principle, any other crystal can be analyzed in a similar fashion. We have
strong reasons to believe that, apart from quantitative differences, the conclusions of
this analysis on other crystals will be very similar. The implications of all these is
the possibility to catalog the thermally-disordered configurations of the atoms that
make up crystals, very much like we catalog their symmetries or the electron/phonon
bands.
The remaining of the paper is organized as follows. Section 2 gives an overview
of the ab-initio molecular dynamics (AIMD) methods and describes in detail the
second generation CPMD method used in our study. Section 3 introduces the ergodic
dynamical system (Ω ,G,dP) that defines the crystalline phase of silicon. Here, Ω is
the the configuration space on which the space groupG acts by homeomorphisms. dP
is the Gibbs measure over the configuration space, which must be ergodic w.r.t. the
G-action [24,25]. The goal of section 3 is to define (Ω ,G,dP) theoretically, using the
orbits provided by our CPMD simulations. Sections 4 and 5 contain the concrete and
detailed analyses of Ω and dP for the silicon crystal, respectively, while section 6
generates the full representation of the Gibbs measure. The last section concludes
with advices on how to use the data generated by our study and how to generate
similar data for more complex materials.
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2 Ab-Initio Molecular Dynamics
All of the nuclear trajectories were computed using the semi-classical AIMD, where
the nuclei are treated classical while the interactions between them were determined
“on-the-fly” by means of quantum mechanical density functional theory (DFT) cal-
culations [10,26]. The underlying basis of AIMD is the so-called Born-Oppenheimer
(BO) approximation that, as we will show in the following, corresponds to the ex-
act factorization of the electron-nuclear wave function, where the electron-nuclear
coupling operator, which account for the electron-nuclear correlation, is neglected.
In this section we briefly review the principles of these methods and present in more
details the more recent, but already established [9,10], second generation AIMDs,
which are employed in the present work.
2.1 Exact Factorization of the Electron-Nuclear Wave Function
Let us begin by considering the non-relativistic Hamiltonian describing the system
of interacting electrons and nuclei, which, in the absence of an external electric field,
reads as Hˆ = TˆN(R)+ HˆBO(r;R). Here, r = {r1, ...,rNe} and R = {R1, ...,RNN} are
the coordinates of all Ne electrons and NN nuclei, while TˆN(R) corresponds to the
nuclear kinetic energy operator and
HˆBO(r;R) = Tˆe(r)+Vˆee(r)+VˆeN(r,R)+VˆNN(R) (2.1)
to the BO Hamiltonian, respectively. The latter consists not only of the electronic
kinetic energy of operator Tˆe(r), but also of the various Coulomb operators describing
the interactions among the electrons, between the electrons and nuclei, as well as
among the nuclei. The nuclear Coulomb operator VˆNN(R) is independent of r and
represents a constant shift to the electronic energy.
As proven by R. Hunter [27], the full electron-nuclear wave functionΨ(r,R) can
be exactly factorized as a product of a conditional probability distribution amplitude
Φ(r;R) for a given fixed nuclear configuration times a marginal probability ampli-
tude χ(R), i.e.
Ψ(r,R) =Φ(r;R)χ(R), (2.2)
where Φ(r;R) is the electronic and χ(R) the nuclear wave function.
The non-adiabatic equations determiningΦ(r;R) and χ(R) are obtained by varia-
tionally optimizing the quantum expectation value of Hˆ w.r.t. the two wave functions,
where the partial normalization constraints
∫
dr |Φ(r;R)|2 = 1 (2.3a)∫
dR |χ(R)|2 = 1 (2.3b)
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are imposed by means of Lagrangian multipliers [28]. After some straightforward
algebra, the eventual equations can be written as[
HˆBO(r;R)+UˆeN(r,R)
]
Φ(r;R) = ε(R)Φ(r;R) (2.4a)[
NN
∑
I=1
(−ih¯∇I+AI(R))2
2MI
+ ε(R)
]
χ(R) = Eχ(R), (2.4b)
where
UˆeN(r,R) =
NN
∑
I=1
1
MI
[
(−ih¯∇I−AI(R))2
2
+
(
χ∗(R)(−i∇Iχ(R))
|χ(R)|2 +AI(R)
)
× (−ih¯∇I−AI(R))
]
(2.5)
is the electron-nuclear coupling operator [29]. The scalar and vector potential terms
within (2.4a) and (2.4b) are
ε(R) =
〈
Φ(r;R)
∣∣∣∣∣HˆBO(r;R)+ NN∑I=1 [−ih¯∇I−AI(R)]
2
2MI
∣∣∣∣∣Φ(r;R)
〉
r
(2.6)
= 〈Φ(r;R)|HˆBO(r;R)|Φ(r;R)〉r +
NN
∑
I=1
1
2MI
[
h¯2〈∇IΦ(r;R)|∇IΦ(r;R)〉r −AI(R)2
]
and
AI = 〈Φ(r;R)|− i∇IΦ(r;R)〉r , (2.7)
respectively, where 〈· · · 〉r indicates integration over r-space only. While the elec-
tronic energy ε(R) is equivalent to the exact potential energy surface, the Berry-like
vector potential AI is also known as Berry connection [30]. As already alluded to
above, neglecting the electron-nuclear coupling operator UˆeN(r,R) corresponds to
the well-known BO approximation [31].
2.2 Second generation Car-Parrinello Molecular Dynamics
Until recently, AIMD has mostly relied on two general methods: The original CPMD
and the direct BOMD approach, each with its advantages and shortcomings. In BOMD,
the total energy of a system, as determined by an arbitrary electronic structure method,
is fully minimized in each MD time step, which renders this scheme computationally
very demanding [32]. By contrast, the original CPMD technique obviates the rather
time-consuming iterative energy minimization by considering the electronic degrees
of freedom as classical time-dependent fields with a fictitious mass µ that are prop-
agated by the use of Newtonian dynamics [33]. In order to keep the electronic and
nuclear subsystems adiabatically separated, which causes the electrons to follow the
nuclei very close to their instantaneous electronic ground state, µ has to be cho-
sen sufficiently small [34]. However, in CPMD the maximum permissible integration
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time step scales like ∼√µ and therefore has to be significantly smaller than that of
BOMD, hence limiting the attainable simulation timescales [35].
The so-called second generation CPMD method combines the best of both ap-
proaches by retaining the large integration time steps of BOMD, while, at the same
time, preserving the efficiency of CPMD [9]. In this Car-Parrinello-like approach to
BOMD, the original fictitious Newtonian dynamics of CPMD for the electronic de-
grees of freedom is substituted by an improved coupled electron-ion dynamics that
keeps the electrons very close to the instantaneous ground-state without the necessity
of an additional fictitious mass parameter. The superior efficiency of this method,
which originates from the fact that only one preconditioned gradient computation is
necessary per AIMD step, varies between one to two orders of magnitude, depending
on the particular system [10].
Within mean-field electronic structure methods, such as Hartree-Fock and Kohn-
Sham DFT, the total energy E [{ψi};R] is either a functional of the electronic wave
function that is described by a set of occupied molecular orbitals (MOs) |ψi〉 or,
equivalently, of the corresponding one-particle density operator ρ = ∑i |ψi〉〈ψi|. The
improved coupled electron-ion dynamics of second generation CPMD obeys the fol-
lowing equations of motion for the nuclear and electronic degrees of freedom:
MIR¨I = −∇RI
[
min
{ψi}
E [{ψi};RI ]
∣∣∣∣
{〈ψi|ψ j〉=δi j}
]
(2.8a)
= − ∂E
∂RI
+∑
i, j
Λi j
∂
∂RI
〈ψi|ψ j〉
− 2∑
i
∂ 〈ψi|
∂RI
[
∂E [{ψi};RI ]
∂ 〈ψi| −∑j
Λi j|ψ j〉
]
d2
dτ2
|ψi(r,τ)〉 = −∂E [{ψi};RI ]∂ 〈ψi(r,τ)| − γω
d
dτ
|ψi(r,τ)〉+∑
j
Λi j|ψ j(r,τ)〉. (2.8b)
The former is the conventional nuclear equation of motion of BOMD consisting
of Hellmann-Feynman, Pulay and non-self-consistent force contributions [36,37,38,
39], whereas the latter constitutes an universal oscillator equation as obtained by a
nondimensionalization. The first term on the right-hand side in (2.8b) can be sought
of as an “electronic force” to propagate |ψi〉 in dimensionless time τ . The second term
is an additional damping term to relax more quickly to the instantaneous electronic
ground-state, where γ is an appropriate samping coefficient and ω the undamped an-
gular frequency of the universal oscillator. The final term derives from the constraint
to fulfill the holonomic orthonormality condition 〈ψi|ψ j〉 = δi j, by using the Her-
mitian Lagrangian multiplier matrix Λ . As can be seen in (2.8b), not even a single
diagonalization step, but just one “electronic force” calculation is required. In other
words, the second generation CPMD method not only entirely bypasses the neces-
sity of a self-consistent field cycle, but also the alternative iterative wave function
optimization.
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However, contrary to the evolution of the nuclei, for the short-term integration of
the electronic degrees of freedom accuracy is crucial, which is why a highly accurate
yet efficient propagation scheme is essential. As a consequence, the evolution of the
MOs is conducted by extending the always-stable predictor-corrector integrator of
Kolafa to the electronic structure problem [40]. But, since this scheme was originally
devised to deal with classical polarization, special attention must be paid to the fact
that the holonomic orthonormality constraint, which is due to the fermionic nature
of electrons that forces the wave function to be antisymmetric in order to comply
with the Pauli exclusion principle, is always satisfied during the dynamics. For that
purpose, first the predicted MOs at time tn are computed based on the electronic
degrees of freedom from the K previous AIMD steps:
|ψ pi (tn)〉=
K
∑
m
(−1)m+1m
( 2K
K−m
)(2K−2
K−1
)ρ(tn−m)|ψi(tn−1)〉. (2.9)
This is to say that the predicted one-electron density operator ρ p(tn) is used as a pro-
jector onto to occupied subspace |ψi(tn−1)〉 of the previous AIMD step. In this way,
we take advantage of the fact that ρ p(tn) evolves much more smoothly than |ψ pi (tn)〉
and is therefore easier to predict. This is particularly true for metallic systems, where
many states crowd the Fermi level. Yet, to minimize the error and to further reduce
the deviation from the instantaneous electronic ground-state, |ψ pi (tn)〉 is corrected by
performing a single minimization step |δψ pi (tn)〉 along the preconditioned electronic
gradient direction, as computed by the orthonormality conserving orbital transforma-
tion method [41]. Therefore, the modified corrector can be written as
|ψi(tn)〉 = |ψ pi (tn)〉+ω
(|δψ pi (tn)〉− |ψ pi (tn)〉) ,
with ω =
K
2K−1 for K ≥ 2. (2.10)
The eventual predictor-corrector scheme leads to an electron dynamics that is rather
accurate and time-reversible up to O(∆ t2K−2), where ∆ t is the discretized integration
time step, while ω is chosen so as to guarantee a stable relaxation towards the mini-
mum. In other words, the efficiency of the present second generation CPMD method
stems from the fact that the instantaneous electronic ground state is very closely ap-
proached within just one electronic gradient calculation. We thus totally avoid the
self-consistent field cycle and any expensive diagonalization steps, while remaining
very close to the BO surface and, at the same time, ∆ t can be chosen to be as large as
in BOMD.
However, in spite of the close proximity of the propagated MOs to the instanta-
neous electronic ground state, the nuclear dynamics is slightly dissipative, most likely
because the employed predictor-corrector scheme is not symplectic. Nevertheless,
presuming that the energy is exponentially decaying, which had been shown to be an
excellent assumption [10,42], it is possible to rigorously correct for the dissipation
by modeling the nuclear forces of second generation CPMD FCPI =−∇RIE [{ψi};RI ]
by
FCPI = F
BO
I − γDMIR˙I , (2.11)
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where FBOI are the exact, but inherently unknown BO forces and γD is an intrinsic,
yet to be determined friction coefficient to mimic the dissipation. The presence of
damping immediately suggests a canonical sampling of the Boltzmann distribution
by means of the following modified Langevin-type equation:
MIR¨I = FBOI − γDMIR˙I︸ ︷︷ ︸+ΞDI (2.12a)
= FCPI +Ξ
D
I , (2.12b)
whereΞDI is an additive white noise term, which must obey the fluctuation-dissipation
theorem 〈ΞDI (0)ΞDI (t)〉= 2γDMIkBTδ (t) in order to guarantee an accurate sampling
of the Boltzmann distribution [43].
This is to say that if one knew the unknown value of γD it would nevertheless be
possible to ensure an exact canonical sampling of the Boltzmann distribution in spite
of the dissipation. Fortunately, the inherent value of γD does not need to be known a
priori, but can be bootstrapped so as to generate the correct average temperature [9],
as measured by the equipartition theorem〈
1
2
MIR˙
2
I
〉
=
3
2
kBT. (2.13)
More precisely, in order to determine the hitherto unknown value of γD, we perform
a preliminary simulation in which we vary γD on-the-fly using a Berendsen-like al-
gorithm until (2.13) is eventually satisfied [42].
2.3 Computational Details
Our models of crystalline and liquid silicon consisted of 216, 512 and 1000 Si atoms
in a cubic simulation box with periodic boundary conditions. Specifically, for each
system size considered, 10 simulations with different temperatures between 300 K
and 3000 K, which were equally separated by 300 K each, have been conducted.
As already mentioned, all of our calculations were performed in the canonical NVT
ensemble using the second generation CPMD method [9,10]. Throughout, the exper-
imental density of crystalline silicon was assumed, which, at ambient conditions, is
semiconducting and fourfold coordinated. However, upon melting, which happens at
∼1685 K, the density of silicon increases by 10% and its structure transitions into a
unusually low coordinated metallic liquid [26]. The modified Langevin equation was
integrated based on the algorithm of Ricci and Ciccotti [44], with a discretized time
step of 1.0 fs. The friction coefficient γD, needed to satisfy the equipartition theorem,
turned out to be in the range of 10−4fs−1. In each run, we carefully equilibrated the
system for 250 ps before accumulating statistics during additional 1.25 ns, resulting
in a total AIMD simulation time of 45 ns.
All simulations were performed at the DFT level using the mixed Gaussian and
plane wave code CP2K/Quickstep [45]. In this approach, the Kohn-Sham orbitals are
expanded in contracted Gaussians functions, while the electronic charge density is
represented by plane waves [46]. For the former, a dimer-optimized basis set, each
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Fig. 3.1 (Adopted from http://www.iue.tuwien.ac.at/phd/ungersboeck/node27.html) Silicon crystalizes in
a diamond cubic lattice (Fd-3m), whose conventional unit cell is shown in panel (a). This cubic unit cell is
symmetric to the full space group and contains eight Si atoms. The diamond cubic lattice results from the
inter-penetration of two face-centered cubic (fcc) lattices. The fcc lattice can be generated by translating
a primitive cell that contains just one atom. Hence, silicon’s diamond cubic lattice can be generated by
translating the same primitive cell, but with one additional Si atom inside it. This primitive cell is shown in
panel (b), together with its two atoms (±) and the generating primitive vectors a1 = a2 (zˆ+ yˆ), a2 = a2 (xˆ+ zˆ)
and a3 = a2 (yˆ+ xˆ), with a = 5.431 A˚. It is more convenient to shift the primitive cell such that its center
coincides with the midpoint between the ±1 atoms.
with two s- and p-type Gaussian exponents [47], is employed, while for the latter
a density cutoff of 100 Ry is used. The unknown exact exchange and correlation
potential is substituted by the local-density approximation [48], whereas the interac-
tions between the valence electrons and the ionic cores are described by separable
norm-conserving Goedecker-Teter-Hutter pseudopotentials [48,49]. For the sake of
simplicity, the first Brillouin zone of the supercell is sampled at the Γ -point only.
3 The Ergodic Dynamical System Characterizing the Atomic Configurations
Silicon crystallizes in the diamond cubic crystal structure, which can be visualized as
two interpenetrating face-centered cubic lattices. Its space group is G = Fd3¯m [50,
51]. The conventional unit cell is shown in panel (a) of Fig. 3.1. It is of cubic shape
with a lattice constant at zero temperature of a= 5.431A˚ and contains a total of eight
Si atoms. Throughout, all distances will be reported in Angstroms. The primitive
cell, which is the smallest domain that generates the entire lattice when translated
by integer multiples of the primitive vectors ai, i = 1,2,3, is shown in Fig. 3.1(b).
There are two atoms per primitive cell and these two atoms will be labeled by the
index α = ±1. The zero-temperature equilibrium positions of the atoms located in
the translated primitive cell labeled by n ∈ Z3 are:
xαn = n1a1+n2a2+n3a3+ α8 (a1+a2+a3), α =±1. (3.1)
These points form the ideal silicon lattice:
L=
{
xαn , n ∈ Z3, α =±1
}
⊂ R3, (3.2)
which is left invariant by the space group G. The action of the latter on x ∈ L will
be denoted by g · x. Let us recall that the asymmetric unit cell of the diamond cubic
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structure contains a single atom, which means that, for any fixed x∈L,L={g ·x, g ∈
G
}
. In other words, the entire lattice can be reconstructed from just one atom by
applying all space group transformations [50,51].
At finite temperatures, the atoms are in a constant thermal motion and, in an in-
stantaneous snapshot, they will appear in a disordered configuration. In this work, the
statistical mechanics associated to this dynamics is explored using the second gener-
ation CPMD algorithm described in section 2. To avoid constant comparison between
the physical reality and the output of our CPMD simulations, which is not the purpose
of our work here, we will take the view that CPMD provides the “physical reality”.
Henceforth, the goal of this section is to define the space Ω of the atomic configura-
tions and the action τ of the space group on Ω , using only the output of the present
CPMD simulations, namely, the temporal orbits of the atoms at various temperatures,
which are inherently finite. Together with the probability measure dP, provided by
the Gibbs measure for the atomic degrees of freedom, (Ω ,G,τ,dP) define an ergodic
dynamical system that characterizes entirely the crystalline phase of silicon. Let us
be clear that the goal of this section is to give a formal definition of this dynamical
system, leaving the quantitative analysis for the subsequent sections.
3.1 The Configuration Space Defined
The following facts regarding the CPMD simulations of crystalline phases will play
an essential role in the analysis to follow:
(f1) The atoms are initially placed at the zero-temperature equilibrium positions.
(f2) The atoms are given initial velocities drawn from the Maxwell distribution cor-
responding to a particular temperature.
(f3) The macroscopic properties of the crystal, as computed from the present CPMD
simulations, do not fluctuate from one set of initial conditions to another, pro-
vided that 1) the crystal size is sufficiently large, 2) the initial velocities sample
well the Maxwell distribution, and 3) the temporal orbits are long enough.
The observation stated in (f3) automatically implies that each (infinite) temporal orbit
densely fills the configuration space of the silicon crystal. In other words, the temporal
dynamics is ergodic.
In the CPMD simulations, one can follow the motion of each atom. As such, the
atoms can be labeled by their initial positions, which, according to (f1), are fully
specified by the primitive cell index n ∈ Z3 and by the atomic index α = ±1, or
simply by x ∈ L. In the thermodynamic limit, the dynamics of the atoms can be
represented as the motion of a point ω in the topological space ∏x∈LR3. Indeed, if
Rx(t) represents the instantaneous coordinates of the atom located initially at x ∈ L,
then the dynamics of the crystal can be represented as:
R+ 3 t 7→ ω(t) ∈ ∏
x∈L
R3, ωx(t) = Rx(t)− x ∈ R3. (3.3)
We note that the subtraction of the equilibrium positions will be essential for making
the configuration space into a compact set. The points of∏x∈LR3 will be represented
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as infinite sequences:
ω = {ωx}x∈L ∈ ∏
x∈L
R3. (3.4)
When we need to specify the point x precisely, we proceed as in (3.1) and use its cor-
responding primitive cell index n ∈ Z and atomic index α =±1. There is a standard
action of G on this space:
τgω = τg{ωx}x∈L = {ωg·x}x∈L, g ∈G. (3.5)
Regarding the topology of ∏x∈LR3, we recall that, if:
Px : ∏
x∈L
R3→ R3, Pxω = ωx , x ∈ L, (3.6)
represent the projections onto the x-components, then the topology of the product
space ∏x∈LR3 is given by the coarsest topology that makes all Px into continuous
maps. In other words, a map f with values in this space is continuous if and only if
Px ◦ f are all continuous. This characterization will be used often in our analysis. We
mention the useful identity:
Pg·x = Px ◦ τg, x ∈ L, g ∈G. (3.7)
The space we just described above is too big and, besides the convenient rep-
resentation of the atomic configurations, it does not bring anything else useful. The
configuration space Ω we are looking for is a subset of it, which needs to be compact
and invariant to the full space group. Formally, we can invoke the ergodicity of the
time evolution and define the configuration space as the closure of one temporal orbit,
in the product topology of ∏x∈LR3 described above. More precisely:
Ω =
{
ω(t), t ∈ R+
}⊂ ∏
x∈L
R3. (3.8)
Although formal, this definition is particularly useful in the present context because
our CPMD simulations provide relatively long orbits, which can then be used, con-
structively, to explore the configuration space of the crystal and derive approximate,
yet quantitative representations of Ω .
We need to alert the reader that definition (3.8) is correct only for our CPMD
crystal. For a real physical crystal, at any finite temperature, there is a small but nev-
ertheless non-zero probability for two atoms to exchange positions. Since we labeled
the atoms, such process leads in (3.8) to two distinct configurations, which is clearly
a spurious effect since the atoms are indistinguishable (a well known consequence
of such over-counting is the Gibbs paradox). To avoid such difficulties, one should
consider the time evolution of the un-labeled point-pattern defined by the atomic po-
sitions, which live in the space of point-patterns, as explained in [52]. For the CPMD
orbits considered in our study, the atoms never exchange positions, hence both ap-
proaches lead to the same configuration space.
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3.2 The Topological Dynamical System
Besides the dynamical system associated with the temporal evolution, there is a dis-
crete dynamical system associated with the space group of the crystal, which plays
an essential role in the theory of homogeneous phases [12]. Our goal here is to define
this dynamical system based entirely on the temporal orbits. For this, we consider the
action:
Rx(t) 7→ τ ′gRx(t), g ∈G, x ∈ L, t ∈ R+, (3.9)
of the space group G on the individual temporal orbits of the atoms, where the new
orbits τ ′gRx are defined by integrating the modified Langevin equation (2.12) with the
initial conditions:
τ ′gRx(0) = Rx(0) = x,
dτ ′gRx
dt
∣∣∣∣
t=0
=
dRg·x
dt
∣∣∣∣
t=0
. (3.10)
At its turn, this will induce an action:
ω(t)→ τgω(t), g ∈G, (3.11)
and, since we subtract the initial position in the definition (3.3) of ω , this action
relates to the standard action of G on the larger space ∏x∈LR3:
τgω(t) = τg{ωx(t)}x∈L = {ωg·x(t)}x∈L, g ∈G. (3.12)
Now, note that the shifted initial velocities still obey the Maxwell distribution, and it
is here where observation (f3) becomes essential. Indeed, (f3) can hold if and only if
τgω(t) densely fills the configuration space, or in mathematical terms:{
τgω(t), t ∈ R+
}
=
{
ω(t), t ∈ R+
}
. (3.13)
The conclusion is that the configuration space Ω , as formally defined in (3.8), is
indeed invariant relative to the standard action ofG on∏x∈LR3, hence we can restrict
this action on Ω itself and define:
(G,Ω) 3 (g,ω)→ τgω = τg{ωx}x∈L = {ωg·x}x∈L. (3.14)
These are continuous invertible maps over Ω , hence we can endow the configuration
space with the structure of a topological dynamical system (Ω ,G,τ).
3.3 The Gibbs Measure
The configuration space can be also endowed with a probability measure provided by
the Gibbs measure:
dP(ω) = lim
N→∞
ZNe−βVN(ωN)dωN , (3.15)
whenever this limit exists. Above, N refers to a finite crystal containing N3 primitive
cells and VN is the inter-atomic potentials as derived from our CPMD simulations on
the finite crystal. Now, upon heating, a crystal can undergo structural phase transitions
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though this is not the case for silicon, which remains in a single pure crystalline phase
all the way to melting. A very general conjecture, whose precise statement can be
found in [24, Ch. 6], states that, for pure homogenous thermodynamic phases, the
Gibbs measure must be invariant and ergodic w.r.t. the space translations. For a pure
crystalline phase, these two properties must hold for the full space group. Let us state
explicitly that invariance means:
P(τg∆) = P(∆), ∀ g ∈G, ∆ ⊆Ω , (3.16)
or simply P ◦ τg = P for all g ∈ G. The conclusion is that the statistical mechanics
of the Si atoms in the crystalline phase is fully encoded in the measure-preserving
ergodic dynamical system (Ω ,G,τ,dP). This dynamical system is at the core of ho-
mogeneous crystal theory and is essential for the computation of the macroscopic
properties of the realistic crystals. One of the main goals of our work is to quantify
the Gibbs measure.
4 Mapping the Configuration Space
The goal of this section is to analyze and quantify the configuration space. Approxi-
mate representations of it are in principle computable from the atomic orbits, but its
structure may be very complex. To comprehend this structure, we propose a hierarchy
of characterizations that will enable us to generate a tower of increasingly accurate
representations for Ω . In essence, we are going to piece together Ω from projections
on various coordinate planes.
4.1 Temporal Atomic Orbits: Projecting on One Atom
Typical temporal orbits of the two Si atoms in the first primitive cell, moving under
the modified Langevin equation (2.12), are reported in Fig. 4.1. The orbits have been
mapped for an array of temperatures, ranging from 300 K to 1800 K. Note that the
highest temperature is above the real melting temperature of crystalline silicon and,
as we shall see shortly, not all orbits look as in Fig. 4.1 at 1800 K.
300 K 600 K 900 K 1800 K1200 K 1500 K
Fig. 4.1 Three dimensional renderings of the orbits. They correspond to the two Si atoms that start their
motion in the first primitive cell. The orbits have been mapped at different temperatures ranging from
T = 300 K to 1800 K, as indicated in each panel. The primitive cell is also shown in red.
The important feature revealed by this type of data is that, for temperatures up to
1500 K, the atoms remain confined in well defined neighborhoods of the equilibrium
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positions. These neighborhoods remain well separated from each other and from the
facets of the primitive cell. Let us then introduce the closed topological spaces:
Ωx = {Pxω(t), t ∈ R+}= {ωx(t), t ∈ R+} ⊂ R3, x ∈ L, (4.1)
which have the approximate representations seen in Fig. 4.1. In particular, they are
compact sets. Now, since Px are continuous maps:
Px
({
ω(t), t ∈ R+
})
=
{
Pxω(t), t ∈ R+
}
, (4.2)
which gives us the first useful characterization of the configuration space:
Px(Ω) =Ωx , ∀ x ∈ L. (4.3)
Furthermore, since the whole lattice L can be generated from any x ∈ L by applying
symmetries from the space group, the invariance of Ω w.r.t. the space group automat-
ically implies that all Ωx are identical:
Pg·x(Ω) = Px(g ·Ω) = Px(Ω), ∀g ∈G, (4.4)
and will be denoted by the same symbol Ω0. One important conclusion from this and
(4.3), namely:
Ω ⊆ ∏
x∈L
Ωx =
(
Ω0
)L
. (4.5)
The space on the right is an infinite product of compact spaces and Tychonoff’s the-
orem assures us that the result is compact too. As a closed sub-set of a compact set,
the configuration space Ω , as defined in (3.8), ought to be compact. This is one of the
important qualitative properties of Ω we were looking for.
Fig. 4.2 Projections of the orbit of one Si atom on different coordinate planes. For temperatures up to
1500 K, such projections are typical for all atoms included in the simulations. For 1800 K, there is a
small fraction of atoms that leave the vicinity of their initial starting point. The boxes are all equal to
[−1,1]× [−1,1] (recall that the unit for distance is the Angstrom).
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The set Ω0 is further examined in Fig. 4.2, by projecting the orbits on various
planes. This gives us a more detailed picture of this set, which reveals its somewhat
surprising spherical symmetry. The set seems to be extremely well approximated by a
solid ball. Quantitative assessments will be provided in the following sections. Let us
also point out that Ω0 is centered at the origin, which indicates that the time average
〈rx(t)〉 ≈ x. This, of course, can be verified quantitatively and we find the statement
to be true with at least two significant digits of precision.
4.2 Temporal Atomic Orbits: Projecting on Two Atoms
To further investigate the shape of the configuration space, we consider projections
on the coordinates of two atoms:
Px1,x2ω =
(
ωx1 ,ωx2
) ∈ R3×R3, x1 6= x2, (4.6)
and investigate the sets Px1,x2(Ω). They live in a 6-dimensional space and, to visualize
them, we will project the orbits on different planes, such as:(
ωx1(t)u1 ,ωx2(t)u2
)
, u1,u2 = x,y,z, t ∈ R+. (4.7)
In the ideal silicon crystal, all pairs of atoms can be organized in classes Pn,
n = 1,2, . . ., of first, second, etc., near neighbors. For all pairs from the class Pn of
nth-near neighbors, the atoms are separated by the same distance dn and d1 < d2 < .. ..
Let us recall that, for the ideal silicon lattice:
– d1 =
√
3a
4 and each Si atom has four 1
st-near neighboring atoms.
– d2 =
√
2a
2 and each Si atom has twelve 2
nd-near neighboring atoms.
– d3 =
√
11a
4 and each Si atom has twelve 3
rd-near neighboring atoms.
– d4 = a and each Si atom has six 4th-near neighboring atoms.
Any two pairs of atoms from the same class Pn, at least for n= 1, . . . ,4, are connected
by a space group transformation. In other words, the orbit {(g · x1,g · x2), g ∈G} of
any fixed pair from Pn generates the entire Pn. This is important because, for a pair
(x1,x2) ∈ Pn, we have:
Pg·x1,g·x2(Ω) = Px1,x2(g ·Ω) = Px1,x2(Ω), ∀g ∈G, (4.8)
hence all Px1,x2(Ω) are identical and will be denoted by Ωn from now on. Obviously,
Ωn ⊆Ω0×Ω0.
Any correlation between the motions of the two atoms will result in an anisotropy
of the projected orbits. Such correlations are expected to be strong for 1st-near neigh-
boring atoms and to become weaker for further neighboring atoms. In fact, our analy-
sis suggests that the correlations become negligible beyond the 4th-near neighboring
atoms. While we have analyzed all the temperatures appearing in the previous fig-
ures, the results and conclusions are very similar, hence we will only showcase the
data at 900 K.
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y1-y2 plane z1-z2 planex1-x2 plane
x1-y2 plane x1-z2 plane y1-z2 plane
Fig. 4.3 Projection of the orbit ω(t) on coordinate planes determined by its 1st-near neighboring atoms.
More precisely, the panels show
(
Px1ω(t)u,Px2ω(t)v
)
, where x1 = x+10 , x2 = x
−1
0 and u = x1,y1,z1 and
v = x2,y2,z2, as specified on each panel. The size of the plotting boxes are all equal to [−1,1]× [−1,1]
and the orbit is computed at 900 K. The insets show the density of the points when the data is projected on
the first (blue) and second (red) diagonals of the coordinate systems in the main panels.
y1-y2 plane z1-z2 planex1-x2 plane
x1-y2 plane x1-z2 plane y1-z2 plane
Fig. 4.4 Same as Fig. 4.3, but for the pair of 2nd-near neighbors x1 = x−1(0,0,0) and x2 = x
−1
(1,0,0).
Fig. 4.3 reports the results for one pair of 1st-near neighboring atoms, whose pro-
jected orbit gives us a first representation of Ω1. Examining the data, one can clearly
see a pronounced anisotropy, especially in the first row of the figure. More precisely,
the shapes of the projected orbits in the first row are ellipses with the axes paral-
lel to the diagonals of the corresponding coordinate systems. As we shall see, the
anisotropy seen in the bottom row of Fig. 4.3 will be mostly washed away when
one averages over all existing pairs of 1st-near neighbors. To further visualize the
18 Thomas D. Ku¨hne, Emil Prodan
x1-x2 plane
y1-z2 planex1-z2 planex1-y2 plane
z1-z2 planey1-y2 planel
Fig. 4.5 Same as Fig. 4.3, but for the 3rd-near neighbors x1 = x+1(0,0,0) and x2 = x
−1
(1,1,−1).
anisotropy, we projected the points onto the two diagonals and computed the his-
tograms of the collapsed points, which are reported in the insets. The histograms
reveal, in a more quantitative fashion, the anisotropy of the projected orbits. This
type histograms will be discussed in detail in the following sections and will only be
used here as a measure of this anisotropy.
Figs. 4.4, 4.5 and 4.6 report the results for pairs of 2nd, 3rd and 4th-near neigh-
boring atoms, respectively. These projected orbits provide a representation of the sets
Ωn, for n= 2,3,4. Our data confirms that the correlation between the motions of the
paired atoms diminishes with the rank n of the pairs, which can be seen from the
gradual fading of the anisotropy of the projected orbits. In particular, the isotropy is
almost restored for the pair of 4th-near neighbors, and further analysis showed that
the correlation between 5th and higher near neighbors can be entirely ignored. We
also want to point out that the anisotropy is absent in the bottom rows of these last
three figures.
4.3 Piecing Together the Configuration Space
We expect that the three-body correlations to be very small, if not completely absent,
and, consequently, Figs. 4.3-4.6 contain all the information we need to piece together
the configuration space of the crystal. In our opinion, this is a remarkable conclusion,
because it means we can piece together the infinite set Ω from a finite amount of
information, which can be directly extracted from the present CPMD simulations.
This gives us hope that the configuration space of all crystalline materials can be
accurately quantified in similar fashions. So, what is the shape of the configuration
for the silicon crystal? Perhaps the most concise way to describe it is as a sculpted
infinite dimensional sphere, such that:
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y1-y2 plane z1-z2 plane
x1-y2 plane x1-z2 plane y1-z2 plane
x1-x2 plane
Fig. 4.6 Same as Fig. 4.3, but for the 4th-near neighbors x1 = x−1(0,0,0) and x2 = x
−1
(−1,1,1).
– If Ω is projected on a plane made out of one coordinate of one atom and one
coordinate of its first, second, third or forth neighboring atom, then the shape of
the projection is a filled ellipse.
– The projection of Ω on any other 2-dimensional plane is a disk.
These shapes will be quantified in the following sections.
5 Analysis of the Gibbs Measure
In this section we continue to make use of the projections, this time to quantify the
Gibbs measure. In essence, our analysis resides on the fact that, if f : Ω → Γ is a
continuous function from Ω to some other topological space Γ , then f generates
an image of the Gibbs measure on the latter, defined by the so called push-forward
measure:
( f∗P)(∆) = P
(
f−1(∆)
)
, ∆ ⊂ Γ , (5.1)
or shortly f∗P = P ◦ f−1. For us, the role of f will be played by various projections
and, as we shall see, the push-forward measures can be quantified quite effectively
from the numerical data. Then, as in the previous section, we will be able to piece
together the Gibbs measure, this time from the histograms generated from the orbits.
5.1 Temporal Histograms: Projecting on One Atom
As already mentioned above, the maps Px : Ω → Ω0 induce the push-forward mea-
sures Px = (Px)∗P over the set Ω0 studied in section 4.1. The goal of this section is
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Fig. 5.1 Histograms of the radial distributions of the atoms (relative to their average positions), as mapped
from the temporal orbit of a single atom. The red curve represents an average over the histograms of all
1000 Si atoms; it is the most accurate representation of the radial distribution of the atoms. The histograms
are mapped at different temperatures, ranging from T = 300 K to 1800 K.
to characterize, quantitatively, these measures. They can be interpreted as the mea-
sures which result from the Gibbs measure after all but ωx degrees of freedom are
integrated out. Let us point out that, from symmetry and invariance considerations:
Pg·x = P◦P−1g·x = P◦ τg−1 ◦P−1x = P◦P−1x = Px , (5.2)
hence all these projected measures are identical with some measure P0 on Ω0.
Let us introduce a useful notation, the indicator function χA of some generic set
A, which takes value 1 when evaluated inside A and 0 otherwise. From the ergodic
assumption:
P(A) = lim
T→∞
1
T
∫ T
0
dt χA
(
ω(t)
)
, A⊂Ω . (5.3)
Now, by definition:
Px(∆) = P
(
(Px)−1(∆)
)
, ∆ ⊂Ω0, (5.4)
hence:
Px(∆) = lim
T→∞
1
T
∫ T
0
dt χ(Px)−1(∆)
(
ω(t)
)
, (5.5)
or:
Px(∆) = lim
T→∞
1
T
∫ T
0
dt χ∆
(
ωx(t)
)
. (5.6)
This identity and variations of it represent our basic principle for mapping Px .
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In our computer simulations, the time interval is finite and the temporal orbits are
discrete. If we denote the projected discrete orbits by:
Ox =
{
ωx(tn), tn = n∆ t, n= 1, . . .P
}
, (5.7)
where P is the total number of recorded points in the time interval [0,T ], then:
P˜x(∆) =
1
T
P
∑
n=1
χ∆
(
ωx(tn)
)
∆ t =
|Ox ∩∆ |
P
, (5.8)
provides an approximate representation of (5.6), which will be the main tool for this
section. Throughout, | · | represents the cardinal of a finite set. Furthermore:
P˜0
(
∆
)
= 1
N∑
x
P˜x
(
∆
)
, (5.9)
with N the number of atoms in our simulation, provides the most accurate numerical
representation (given the available data) of the measure P0.
Now, let S(r,d) be the spherical shell:
Sr,d =
{
r ∈ R3 ∣∣r− d2 ≤ |r| ≤ r+ d2}. (5.10)
In Fig. 5.1, we report a set of histograms representing 14pid P˜x−10
(
Sr,d
)
as a function of
r, for various temperatures. The thickness of the shell was fixed at a small but, never-
theless, finite value, namely d = 0.0025. This type of analysis provides information
about the radial distributions and, as already implied by our notation, the histograms
in Fig. 5.1 have been obtained from the orbit of a single atom (initially located at
x−10 ). In Fig. 5.2, we report the overlap all the histograms representing
1
4pid P˜x
(
Sr,d
)
,
corresponding to all individual atoms included in the simulations. If the orbits were
infinitely long, then the histograms representing 14pid P˜x
(
Sr,d
)
will be all the same.
As such, the fluctuations that one sees in both Figs. 5.1 and 5.2 are all due to the
finite length of the temporal orbits. However, the principles of statistical mechanics
assures us that we can compensate for this inherent computational reality by includ-
ing enough atoms in the simulations and by taking an ensemble average. In Fig. 5.2,
the average histograms:
1
4pid P˜0
(
Sr,d
)
= 14pidN∑
x
P˜x
(
Sr,d
)
, (5.11)
are represented by the red curves. These averages have also been superimposed over
the data in Fig. 5.1. If we accept the ergodicity hypothesis w.r.t. the crystal’s space
group, then these averages provide the best representations of 14pidP0
(
Sr,d
)
that can be
obtained from the available data. With a numberN= 1000 of Si atoms, the statistical
error for the averages presented in Fig. 5.2 can be estimated to be less than 1%.
Of course, there are systematic errors due to finite-size effects [53], but for the size
used in our simulation they are expected to be insignificant. Let us point out that, at
T = 1800 K in Fig. 5.2, there are several orbits that leave the atomic site where the
orbits originate, which, of course, is a sign of crystal melting.
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Fig. 5.2 Superposition of all the histograms 14pid P˜x
(
Sr,d
)
as constructed from the temporal orbits of the
individual atoms. The red curves represent their averages. The histograms are mapped at different temper-
atures, ranging from T = 300 K to 1800 K.
By varying d, we found that the plots stabilize and become practically indepen-
dent of d at small values. This is an indication that the measures have densities, which
we write below in spherical coordinates:
P0(d3r) = ρ0(r,σ)r2drdσ , σ = (θ ,φ), dσ = sinθdθdφ . (5.12)
Note that:
lim
d→0
1
4pidP0
(
Sr,d
)
= r
2
4pi
∫
ρ0(r,σ)dσ = r2
〈
ρ0(r,σ)
〉
σ , (5.13)
which explains our factorization constant 14pid . Above, 〈·〉σ denotes the average over
the solid angle σ . From the data reported in Fig. 5.2, we found that the probability
measures P0 is extremely well represented by a product of normal distributions:
P0(d3r)≈
3
∏
i=1
1√
2piσ20
exp
(
− x2i
2σ20
)
dxi, (5.14)
which in spherical coordinates reads:
3
∏
i=1
1√
2piσ20
exp
(
− x2i
2σ20
)
dxi = 1
(2piσ20 )
3
2
exp
(
− r2
2σ20
)
r2drdσ . (5.15)
We compute the standard deviation from the average histogram in Fig. 5.2, as:
3σ20 = 〈r2〉= d ∑
n∈N
r2n P˜0
(
Srn,d
)
, rn = (n+ 12 )d, (5.16)
Disordered Crystals from First Principles I: Quantifying the Configuration Space 23
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5
300#K#
1200#K# 1500#K# 1800#K#
600#K# 900#K#
Fig. 5.3 Comparison between the average histogram from Fig. 5.2 and the Guassian distribution
r2
(2piσ20 )
3
2
e
− r2
2σ20 , with the standard deviations computed by (5.16).
and, with this choice, the overlap between (2piσ20 )
− 32 r2e
− r2
2σ20 and 14pid P˜0
(
Sr,d
)
is al-
most perfect, as shown in Fig. 5.3, with perhaps the exception of the highest tempera-
ture. This is one of the fundamental findings of our work since it shows that the radial
distribution
〈
ρ0(r,σ)
〉
σ can be quantified almost perfectly using a single parameter.
To probe the angular dependence of the distribution ρ0(r,σ), we resolve the his-
tograms in each space direction and the results are reported in Fig. 5.4 for T = 900 K.
The first row of this figure corresponds to data extracted from the orbit of a single
atom, more precisely, it plots 1d
|Ox−10 ∩∆u(s)|
P as a function of s, where:
∆u(s) =
{
r ∈Ω0, s− d2 ≤ u≤ s+ d2
}
, u= x,y,z. (5.17)
In the second row we show a superposition of such histograms when we run over
all atoms in the simulations, together with the average histograms shown by the red
curves. In the third row we show a comparison between these averages and the normal
distribution 1√
2piσ20
exp
(
− s2
2σ20
)
corresponding to the same standard deviation as in
Fig. 5.3 and whose numerical value is shown in Fig. 5.4. The overlap between the
two are almost perfect, which a quantitative confirmation of our previous observation,
drawn from Figs. 4.1 and 4.2, that there is practically no angular dependence in these
distributions. Similar conclusion applies for all the other simulated temperatures.
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Fig. 5.4 Resolution of the histograms from Fig. 5.2 along different space directions. The histograms in
the first row were extracted from the orbit of a single atom. The second row shows a superposition of
such histograms when we ran over all atoms in the simulation, together with the corresponding averages
(red curve). The third row shows a comparison between the averages and a Gaussian distribution, whose
standard deviation is also displayed. Note the almost perfect overlap.
5.2 Temporal Histograms: Projecting on Two Atom
Let us consider the projection on the coordinates of two nth-near neighboring atoms:
Px1,x2ω =
(
ωx1 ,ωx2
) ∈ Px1,x2(Ω)⊂Ω0×Ω0, (x1,x2) ∈ Pn. (5.18)
Recall (4.8), which says that all sets Px1,x2(Ω) are identical. This unique set was
denoted by Ωn in the previous section. The projection then provides the push-forward
measure Px1,x2 =
(
Px1,x2
)
∗P over Ωn, for any (x1,x2) ∈ Pn, which can be interpreted
as the measure resulting from the Gibbs measure after all but (ωx1 ,ωx2) degrees of
freedom are integrated out. Again, from symmetry and invariance considerations:
Pg·x1,g·x2 = P◦P−1g·x1,g·x2 = P◦ τg−1 ◦P−1x1,x2 = P◦P−1x1,x2 = Px1,x2 , (5.19)
and, since all the nth-near neighboring pairs of atoms can be transformed into each
other by space group transformations, all these projected measures are identical with
some measure Pn on Ωn. Furthermore, from similar considerations as in section 5.1:
Px1,x2(∆) = limT→∞
1
T
∫ T
0
dt χ∆
(
ωx1(t),ωx2(t)
)
, ∆ ⊂Ωn. (5.20)
If we denote the new class of projected discrete orbits by:
Ox1,x2 =
{(
ωx1(t j),ωx2(t j)
)
, t j = j∆ t, j = 1, . . .P
}
, (5.21)
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then:
P˜x1,x2(∆) =
1
T
P
∑
j=1
χ∆
(
ωx1(t j),ωx2(t j)
)
∆ t =
|Ox1,x2 ∩∆ |
P
, (5.22)
provides an approximate representation of (5.20), which will be the main tool for this
section. Furthermore, if P˜n denotes the set of all nth-near neighboring pairs of atoms
in our simulations, then:
P˜n(∆) =
1
|P˜n| ∑(x1,x2)∈P˜n
P˜x1,x2(∆), ∆ ∈Ωn, (5.23)
provides the best numerical representation (from the available data) of the measures
Pn.
Let us point out that it is the measures Px1,x2 that quantify the distributions ren-
dered in Figs. 4.3-4.6. Therein, the distributions were resolved on various coordinate
planes (u1,u2), with u1 = x1,y1,z1 and u2 = x2,y2,z2, and it is found that the distribu-
tions display mirror symmetries w.r.t. the diagonals of those planes. Hence, it is more
appropriate to use these diagonals as coordinates and make a change of variables:
(u1,u2)→
(
1√
2
(u1−u2), 1√2 (u1+u2)
)
. (5.24)
As such, we will be dealing with histograms representing:
1
d P˜x1,x2
(
∆±u1,u2(s)
)
=
1
d
|Ox1,x2 ∩∆±u1,u2(s)|
P
(5.25)
as a function of s, where:
∆±u1,u2(s) =
{
(r1,r2) ∈ R6, s− d2 ≤ 1√2
(
u1±u2
)≤ s+ d2}. (5.26)
As such, for each pair of atoms and pair of space directions (u1,u2), there will be two
plots labeled by (+/-) and corresponding to the first/second diagonals in Figs. 4.3-4.6.
Some of these histograms have been already plotted in the insets of these figures.
Again, after gradually decreasing the value of d, we see that 1d P˜x1,x2
(
∆±u1,u2(s)
)
be-
comes independent of this parameter, hence the measures have densities and we can
write:
Px1,x2(d
3r1×d3r2) = ρn(r1,r2)d3r1 d3r2, (x1,x2) ∈ Pn. (5.27)
Now, by construction, if we integrate out r2, we should recover the measure studied
in section 5.1. As such, there is a direct relation between the two densities:∫
d3r2 ρn(r1,r2) = ρ0(r1), (5.28)
which provides an important check point for our analysis.
The histograms for the 1st-near neighboring atoms are reported in Fig. 5.5. The
left group of panels show an overlap of 1d P˜x1,x2
(
∆±u1,u2(s)
)
for all 1st-near neighboring
pairs of atoms from our simulations. The fluctuations seen in the left group of panels
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Fig. 5.5 Histograms representing 1d P˜x1 ,x2
(
∆±u1 ,u2 (s)
)
as a function of the parameter s, for (x1,x2) ∈ P1
and combinations of u1 = x1,x2,x3 and u2 = x2,y2,z2, respectively. The sets ∆±u1 ,u2 (s) are defined in (5.26)
and d was fixed at 0.0025. The panels on the left show the overlap of the histograms corresponding to all
1st-near neighboring pairs of atoms in our numerical simulation (black dots), together with the averages
of these histograms (red curves). The panels on the right report a comparison between the averaged his-
tograms (red curves) and the normal distributions (black curves) 1√
2piσ2
e−
s2
2σ2 , with σ reported in each
panel.
of Fig. 5.5 are due to the finite length of the temporal orbits. The same panels also
report the ensemble average of the histograms:
1
|P˜1| ∑(x1,x2)∈P˜1
1
d P˜x1,x2
(
∆±u1,u2(s)
)
, (5.29)
which provides the best representation of ρ1 that can be extracted from our numerical
data. As in section 5.1, we find again that this distribution is extremely well approx-
imated by a normal distribution. To quantify this statement, we have computed the
standard deviations of the averaged histograms, generated normal distributions with
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Fig. 5.6 Same as Fig. 5.5, but for pairs of 2nd-near neighboring atoms.
the same standard distributions and then compared the two sets of distributions in the
right group of panels in Fig. 5.5. As one can see, the overlap is almost perfect.
Based on the data from Fig. 5.5, we make the ansatz:
ρ1(r1,r2) = 1(4pi2α21β 21 )3/2
exp
(
− 1
2α21
( |r1−r2|√
2
)2− 1
2β 21
( |r1+r2|√
2
)2)
. (5.30)
It is instructive to expand the exponential as:
exp
(
−
(
1
4α21
+ 1
4β 21
)(|r1|2+ |r2|2))exp(( 12α21 − 12β 21 )r1 · r2), (5.31)
in which case we can see explicitly that, if α1 = β1, then the distribution reduces to
an isotropic normal distribution over the 6-dimensional space, with standard devia-
tion σ = α1 = β1. In this case, given the constraint (5.28), the distribution factors as
ρ1(r1,r2) = ρ0(r1)ρ0(r2) and, as such, the motions of the two atoms are completely
28 Thomas D. Ku¨hne, Emil Prodan
s
= 
0
.1
0
5
3
s
= 
0
.1
1
2
3
s
= 
0
.1
1
2
2
s
= 
0
.1
1
2
2
s
= 
0
.1
0
5
3
s
= 
0
.1
1
8
8
s
= 
0
.1
1
2
3
s
= 
0
.1
1
8
7
s
= 
0
.1
1
2
3
s
= 
0
.1
1
8
8
s
= 
0
.1
0
5
3
s
= 
0
.1
1
2
3
(-
)
(-
)
(-
)
(-
)
(-
)
(-
)
(-
)
(-
)
(-
)
(-
)
(-
)
(-
)
(+
)
(+
)
(+
)
(+
)
(+
)
(+
)
(+
)
(+
)
(+
)
(+
)
(+
)
(+
)
Fig. 5.7 Same as Fig. 5.5, but for pairs of 3rd-near neighboring atoms.
un-correlated. If α1 6= β1, then the motions or the two atoms become correlated and
the distributions become anisotropic, as already witnessed in Figs. 4.3-4.6. Explicit
computations of various correlation functions will be reported in next sections.
To make connection between the proposed distribution and the numerical data
from Fig. 5.5, we integrate all degrees of freedom except for a pair of (u1,u2) coor-
dinates. When this pair is (x1,x2), the result of the integration is:
1
2piα1β1
exp
(
− 1
2α21
( |x1−x2|√
2
)2− 1
2β 21
( |x1+x2|√
2
)2)
, (5.32)
and we can read off both α1 and β1 from the distributions in the panels marked with
the label (x1− x2) in Fig. 5.5. The conclusion is that α1 = 0.0839 and β1 = 0.1345.
The units for these coefficients are Angstroms. We could have chosen the (y1−y2) or
(z1− z2) instead of (x1− x2), but the conclusion would be the same, given the values
of σ reported in Fig. 5.5. We still need to verify that these values are consistent with
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Fig. 5.8 Same as Fig. 5.5, but for pairs of 4th-near neighboring atoms.
the rest of the data in Fig. 5.5. Let us consider first the test where we integrate all
degrees of freedom except of (x1,y2). The result of such an integration is:
exp
(
− x21+y22α21+β 21
)
= exp
(
−
(
(x1−y2)/
√
2
)2
+
(
(x1+y2)/
√
2
)2
α21+β
2
1
)
, (5.33)
hence we need to compare
√
α21+β
2
1
2 = 0.1120 with the standard variations reported in
the panels labeled as (x1−y2) in Fig. 5.5. There are two panels and two distributions
labeled that way, but the standard deviations reported in those panels are very close.
We will take the view here that they are practically identical normal distributions with
the average standard deviation, σ = 12 (0.1118+ 0.1127) = 0.1123. The first three
digits of this value are identical to those of
√
α21+β
2
1
2 . Furthermore, since the standard
deviations reported in the other panels at the bottom of Fig. 5.5 are the same, we now
can see that the ansatz (5.30) is consistent with the entire data reported in Fig. 5.5.
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Fig. 5.9 The averaged histograms from Fig. 5.5 for the first-nearest neighbor pairs of the 1000 atoms
crystal are replotted (red curves) and compared with the same data computed from the CPMD simulations
for a crystal containing only 216 atoms (blue curves).
Lastly, let us verify (5.28). If we integrate all r2 degrees of freedom, the result is:
1√
pi(α21+β
2
1 )
exp
(
− |r1|2α21+β 21
)
, (5.34)
hence we need to compare
√
α21+β
2
2
2 = 0.1120 with σ0 = 0.1123. As one can see, the
matching is again quite remarkable.
The data and the analysis for pairs of 2nd, 3rd and 4th-near neighboring atoms are
reported in Figs. 5.6, 5.7 and 5.8, respectively. For these cases, we find again that the
ansatz:
ρn(r1,r2) = 1(4pi2α2nβ 2n )3/2
exp
(
− 12α2n
( |r1−r2|√
2
)2− 12β 2n ( |r1+r2|√2 )2) (5.35)
characterizes the numerical data with amazing precision. The numerical values of the
coefficients are given below:
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Table 1 The values of σn, n= 0, . . . ,4, determining the Gibbs measure at the studied temperatures.
T (K) σ0 (A˚) σ1 (A˚) σ2 (A˚) σ3 (A˚) σ4 (A˚)
300 0.0593 0.0554 0.0376 0.0295 0.0238
600 0.0874 0.0818 0.0552 0.0430 0.0346
900 0.1123 0.1051 0.0710 0.0550 0.0444
1200 0.1371 0.1293 0.0870 0.0669 0.0539
1500 0.1630 0.1540 0.1034 0.0787 0.0633
– 2nd-near neighbors: α2 = 0.1004, β2 = 0.1230,
√
α22+β
2
2
2 = 0.1123;
– 3rd-near neighbors: α3 = 0.1053, β3 = 0.1188,
√
α23+β
2
3
2 = 0.1123;
– 4th-near neighbors: α4 = 0.1078, β4 = 0.1166,
√
α24+β
2
4
2 = 0.1123.
Examining these values, one can see that all the tests hold true up to four digits of
precision. Let us point out the convergence of αn and βn towards σ0 = 0.1123 as the
rank n of the pairs is increased.
Lastly, we address the convergence of the results with the size of the crystal.
For this, we repeated the entire analysis for a Si crystal containing only 216 atoms,
that is, 3× 3× 3 unit cells. Except for the size of the crystal, all parameters of the
simulation remained unchanged. Fig. 5.9 illustrates a comparison of the results for the
two different crystal sizes and, as one can clearly see, the differences are extremely
small, which is consistent with previous AIMD simulations of others [54]. Examining
the the differences in the standard deviations for the two sets of the data, we conclude
that all the digits reported in Table 1 are fully converged with respect to the crystal
size.
6 Gibbs Measure: The Full Representation
In the previous section, we found that the Gibbs measure of the silicon crystal at
various temperatures is extremely well characterized by a multivariate normal distri-
bution of zero mean, which generically takes the form:
P(dω) = ρ(ω)dω, ρ(ω) = 1√
Det(2piΣˆ)
e−
1
2ω
T Σˆ−1ω , (6.1)
where ω is seen here as a 1-column matrix and Σˆ is the variance matrix. The entries
of ω consists of the components ωx , where x ∈ L, and each such component has
three entries, (ωx)u, with u= x,y,z. For example, the matrix product ωT Σˆω takes the
following explicit form:
ωT Σˆω = ∑
x1,x2
∑
u1,u2
Σ u1,u2x1,x2 (ωx1)u1(ωx2)u2 . (6.2)
A fundamental property of normal distributions is that the variance matrix can be
mapped out from the pair correlations:
Σˆ u1,u2x1,x2 = limT→∞
1
T
∫ T
0
dtωx1(t)u1ωx2(t)u2 =
∫
Ω
P(dω) (ωx1)u1(ωx2)u2 . (6.3)
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Fig. 6.1 Dependence of σn (left) and (σn)2 (right), n= 0, . . . ,4, on the temperature.
Going one step forward, we write the pair correlations in terms of the projected mea-
sures studied in section 5:
Σˆ u,vx,x =
∫
Ω0
P0(dωx) (ωx)u(ωx)v, x ∈ L, (6.4)
and:
Σˆ u1,u2x1,x2 =
∫
Ωn
Pn(dωx1 ×dωx2) (ωx1)u1(ωx2)u2 , (x1,x2) ∈ Pn, (6.5)
and now it becomes more clear that Σˆ can be mapped out explicitly from the analysis
of section 5. The result is:
ωT Σˆω = σ20 ∑
x∈L
ωx ·ωx+∑
n≥1
σ2n ∑
(x1,x2)∈Pn
ωx1 ·ωx2 , σn =
√
β 2n −α2n . (6.6)
A quick test of (6.6) consists of separating the block of the variance matrix Σˆ cor-
responding to a pair (x1,x2) ∈ Pn and compare the result with the ansatz (5.35).
Recalling the relation σ0 =
√
α2n+β 2n
2 , we find, after excluding all terms except those
involving x1 and x2:
ωT Σˆ ω → σ20 (ωx1 ·ωx1 +ωx2 ·ωx2)+σ2n ωx1 ·ωx2 (6.7)
= α
2
n+β 2n
2 (ωx1 ·ωx1 +ωx2 ·ωx2)+(β 2n −α2n )ωx1 ·ωx2
= α2n
ωx1−ωx2√
2
· ωx1−ωx2√
2
+β 2n
ωx1+ωx2√
2
· ωx1+ωx2√
2
,
which is indeed fully consistent with the ansatz (5.35).
At this point, we have reached the main conclusion of our work, namely, that the
whole Gibbs measure can be fully encoded using just five parameter. These param-
eters are listed in Table 1 for various temperatures. We mention that we applied the
tests performed in section 5, and found that, for all the temperatures reported in Ta-
ble 1, they are passed with the same or even higher precision. We have excluded the
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temperature 1800 K from Table 1 because of a poorer performance of the data under
these tests. A plot of σn and σ2n as a function of temperature is shown in Fig. 6.1,
which demonstrates that the behavior of the coefficients is smooth with the tempera-
ture and, as such, the data can be interpolated and used for any temperature between
300 K and 1500 K.
7 Conclusions
The configuration space and the Gibbs measure of the atomic degrees of freedom of
a crystal at finite temperature are complex objects which live in multi-dimensional
spaces. In the present work, we realized that the projections of these two objects
on various coordinate sub-spaces are numerically tractable and quantifiable in terms
of a small number of parameters. By examining the various asymptotic behaviors,
we reached the conclusion that the whole Gibbs measure can be re-constructed with
extremely high precision from a finite number of such projections.
The ab-initio temporal orbits of similar or more complex crystals can be gener-
ated by the methods described in section 2. We now have an algorithmic method to
analyze these orbits in order to quantify the configuration space and the Gibbs mea-
sure of the crystal. When the algorithm was applied to the silicon crystal, we found
that the Gibbs measure is extremely well characterized by a multivariate normal dis-
tribution, whose covariance matrix can be fully specified by just five parameters. For
more complex crystals, we expect this finding to hold true as well, though the number
of parameters may be much larger. If these parameters can be tabulated, as done for
the Silicon crystal in the present work, then accurate thermally disordered configura-
tions of the crystals can be generated, e.g. using inexpensive classical Monte-Carlo
simulations. The systems generated this way can be much larger than what can be
achieved by direct ab-initio simulations. This is important because, while we found
that the data for the atomic degrees of freedom of Si crystal is already converged for
a 1000-atom super-cell, the simulations of the electron transport will require a much
larger crystal, and that can be indeed achieved now.
8 Acknowledgements
The authors would like to thank the Gauss Center for Supercomputing (GCS) for
providing computing time through the John von Neumann Institute for Computing
(NIC) on the GCS share of the supercomputer JUQUEEN at the Ju¨lich Supercom-
puting Centre (JSC). Funding from the European Research Council (ERC) under the
European Union’s Horizon 2020 research and innovation programme (grant agree-
ment No 716142) and from the Keck Foundation is kindly acknowledged.
References
1. S. Flugge, editor, Electrical Conductivity I, Encyclopedia of Physics XIX (Springer-Verlag, Berlin,
1956).
34 Thomas D. Ku¨hne, Emil Prodan
2. S. Flugge, editor, Electrical Conductivity II, Encyclopedia of Physics XIX (Springer-Verlag, Berlin,
1957).
3. C. Jacoboni, C. Canali, G. Ottaviani, A. A. Quaranta, A review of some charge transport properties of
silicon, Solid-State Electronics 20, 77-89 (1977).
4. S. Reif-Acherman, Studies on the temperature dependence of electric conductivity for metals in the
Nineteenth Century: a neglected chapter in the history of superconductivity, Revista Brasileira de
Ensino de Fı´sica 33, 4602 (2011).
5. F. Ortmann, S. Roche, S. O. Valenzuela (eds.), Topological Insulators: Fundamentals and Perspectives
(Wiley-VCH Verlag, Weinheim, 2015).
6. J. Bellissard, A. van Elst, H. Schulz-Baldes, The non-commutative geometry of the quantum Hall
effect, J. Math. Phys. 35, 5373-5451 (1994).
7. H. Schulz-Baldes, J. Bellissard, A kinetic theory for quantum transport in aperiodic media, J. Stat.
Phys. 91, 991-1026 (1998).
8. H. Schulz-Baldes, J. Bellissard, Anomalous transport: a mathematical framework, Rev. Math. Phys.
10, 1-46 (1998).
9. T. D. Ku¨hne, M. Krack, F. R. Mohamed, M. Parrinello, Efficient and Accurate Car-Parrinello-like
Approach to Born-Oppenheimer Molecular Dynamics, Phys. Rev. Lett. 98, 066401 (2007).
10. T. D. Ku¨hne, Second generation Car-Parrinello molecular dynamics, WIREs Comput. Mol. Sci. 4,
391-406 (2014).
11. E. Prodan, Quantum transport in disordered systems under magnetic fields: A study based on operator
algebras, Appl. Math. Res. Express 2013, 176-255 (2013).
12. E. Prodan, A Computational non-commutative geometry program for topological insulators,
(Springer, Berlin, 2017).
13. E. Prodan, J. Bellissard, Mapping the current-current correlation function near a quantum critical
point, Ann. Phys. 368, 1-15 (2016).
14. J. Song, E. Prodan, Characterization of the quantized Hall insulator phase in the quantum critical
regime, Eur. Phys. Lett. 105, 37001 (2014).
15. Y. Xue, E. Prodan, The non-commutative Kubo formula: applications to transport in disordered topo-
logical insulators with and without magnetic fields, Phys. Rev. B 86, 155445 (2012).
16. Y. Xue, E. Prodan, Quantum criticality at the Chern-to-normal insulator transition, Phys. Rev. B 87,
115141 (2013).
17. E. Cance´s, P. Cazeaux, M. Luskin, Generalized Kubo formulas for the transport properties of incom-
mensurate 2D atomic heterostructures, J. Math. Phys. 58, 063502 (2017).
18. G. D. Mahan, Many-particle physics, (Springer, New York, 2000).
19. E. Abrahams, P. W. Anderson, D. Licciardello, T. Ramakrishnan, Scaling theory of localization: ab-
sence of quantum diffusion in two dimensions, Phys. Rev. Lett. 42, 673-676 (1979).
20. J. Li, R. L. Chu, J. K. Jain, S. Q. Shen, Topological Anderson insulator, Phys. Rev. Lett. 102, 136806
(2009).
21. A. Yamakage, K. Nomura, K. I. Imura, and Y. Kuramoto, Disorder-induced multiple transition involv-
ing Z2 topological insulator, J. Phys. Soc. Japan 80, 053703 (2011).
22. E. Prodan, Three-dimensional phase diagram of disordered HgTe/CdTe quantum spin-Hall wells,
Phys. Rev. B 83, 195119 (2011).
23. B. Monserrat, D. Vanderbilt, Temperature effects in the band structure of topological insulators, Phys.
Rev. Lett. 117, 226801 (2016).
24. D. Ruelle, Statistical Mechanics: Rigorous Results, (W. A. Benjamin, London, 1969).
25. R. L. Dobrushin, Y. G. Sinai, Y. M. Sukhov, Dynamical systems of statistical mechanics and kinetic
equations, in Y. G. Sinai, editor, Dynamical Systems II, (Springer, Berlin, 1989).
26. M. Parrinello, From silicon to RNA: The coming of age of ab initio molecular dynamics, Solid State
Commun. 102, 107-120 (1997).
27. G. Hunter, Conditional probability amplitudes in wave mechanics, Int. J. Quant. Chem. 9, 237-242
(1975).
28. N. I. Gidopoulos, E. K. U. Gross, Electronic non-adiabatic states: towards a density functional theory
beyond the Born-Oppenheimer approximation, Trans. R. Soc. A 372, 20130059 (2014).
29. A. Abedi, F. Agostini, E. K. U. Gross, Mixed quantum-classical dynamics from the exact decomposi-
tion of electron-nuclear motion, Europhys. Lett. 106, 33001 (2014).
30. A. Abedi, N. T. Maitra, E. K. U. Gross, Exact Factorization of the Time-Dependent Electron-Nuclear
Wave Function, Phys. Rev. Lett. 105, 123002 (2014).
31. M. Born, R. Oppenheimer, Zur Quantentheorie der Molekeln, Ann. Phys. 389, 457 (1927).
Disordered Crystals from First Principles I: Quantifying the Configuration Space 35
32. M. C. Payne, M. P. Teter, D. C. Allan, T. A. Arias, J. D. Joannopoulos, Iterative minimization tech-
niques for ab initio total-energy calculations: molecular dynamics and conjugate gradients, Rev. Mod.
Phys. 64, 1045-1097 (1992).
33. R. Car, M. Parrinello, Unified Approach for Molecular Dynamics and Density-Functional Theory,
Phys. Rev. Lett. 55, 2471-2474 (1985).
34. G. Pastore, E. Smargiassi, F. Buda, Theory of ab initio molecular-dynamics calculations, Phys. Rev.
A 44, 6334-6347 (1991).
35. F. A. Bornemann, C. Schu¨tte, A mathematical investigation of the Car-Parrinello method, Numer.
Math. 78, 359-376 (1998).
36. H. Hellmann, Einfu¨hrung in die Quantenchemie (Deuticke, Leipzig, Germany, 1937).
37. R. P. Feynman, Forces in Molecules Phys. Rev. 56, 340-343 (1939).
38. P. Pulay, Ab initio calculation of force constants and equilibrium geometries in polyatomic molecules:
I. Theory, Mol. Phys. 17, 197-204 (1969).
39. P. Bendt and A. Zunger, Simultaneous relaxation of nuclear geometries and electric charge densities
in electronic structure theories, Phys. Rev. Lett. 50, 1684-1688 (1983).
40. J. Kolafa, Time-reversible always stable predictor-corrector method for molecular dynamics of polar-
izable molecules, J. Comput. Chem. 25, 335-342 (2003).
41. J. VandeVondele, J. Hutter, An efficient orbital transformation method for electronic structure calcu-
lations, J. Chem. Phys. 118, 4365-4369 (2003).
42. T. D. Ku¨hne, M. Krack, M. Parrinello, Static and Dynamical Properties of Liquid Water from First
Principles by a Novel Car-Parrinello-like Approach, J. Chem. Theory Comput. 5, 235-241 (2009).
43. R. Kubo, The fluctuation-dissipation theorem, Rep. Prog. Phys. 29, 255-284 (1966).
44. A. Ricci, G. Ciccotti, Algorithms for Brownian dynamics, Mol. Phys. 101, 1927-1931 (2003).
45. J. VandeVondele, M. Krack, F. Mohamed, M. Parrinello, T. Chassaing, J. Hutter, Quickstep: Fast
and Accurate Density Functional Calculations Using a Mixed Gaussian and Plane Waves Approach,
Comput. Phys. Commun. 167, 103-128 (2005).
46. G. Lippert, J. Hutter, M. Parrinello, A Hybrid Gaussian Plane Wave Density Functional Scheme, Mol.
Phys. 92, 477-487 (1997).
47. E. S. Zijlstra, N. Huntemann, A. Kalitsov, M. E. Garcia, U. von Barth Optimized Gaussian basis sets
for Goedecker-Teter-Hutter pseudopotentials, Model. Simul. Mater. Sci. Eng. 17, 015009 (2009).
48. S. Goedecker, M. Teter, J. Hutter, Separable Dual-Space Gaussian Pseudopotentials, Phys. Rev. B 54,
1703-1710 (1996).
49. M. Krack, Pseudopotentials for H to Kr Optimized for Gradient-Corrected Exchange-Correlation
Functionals, Theor. Chem. Acc. 114, 145-152 (2005).
50. J. Singh, Physics of semiconductors and their heterostructures, ( McGraw-Hill, New York, 1993).
51. H. Wondratschek, U. Mu¨ller, editors, International tables for crystallography Vol. A1: Symmetry re-
lations between space groups, (Kluwer Acad. Publ., Dordrecht, 2004)
52. J. Bellissard, Delone sets and materials science: a program, in J. Kellendonk, D. Lenz, J. Savinien
eds., “Mathematics of aperiodic order,” (Birkha¨user, Basel, 2015).
53. K. Binder, Applications of Monte Carlo methods to statistical physics, Rep. Prog. Phys. 60, 487
(1997).
54. O. Sugino, R. Car, Ab Initio Molecular Dynamics Study of First-Order Phase Transitions: Melting of
Silicon, Phys. Rev. Lett. 74, 1823-1826 (1995).
