Current climate model projections are uncertain. 
Introduction
Climate hindcasts and projections are strongly affected by two key climate model pa-37 rameters: climate sensitivity (CS) and vertical ocean diffusivity. Meridional overturning 38 circulation, global temperature, and ocean heat accumulation that produces thermosteric 39 sea level rise are good examples of climate variables that depend on these parameters 40 [Goes et al., 2010; Knutti et al., 2002] . Better characterization of the uncertainty in these 41 parameters is thus critical for future climate prediction. same climate sensitivity, at higher diffusivities the atmosphere will reach the equilibrium 48 temperature specified by CS more slowly, due to more heat flux into the deep ocean [NAS , 49 1979] .
50
In order to estimate these parameters from climate models and observations, one needs 51 to know past climate forcings. Both parameter estimation studies and simple theoretical 52 considerations show that assumptions about these forcings influence climate sensitivity 53 estimates and the uncertainty surrounding them [Andreae et al., 2005; Tanaka et al., 54 2009; Urban and Keller , 2010] . For example, Andreae et al. [2005] use a zero-dimensional 55 climate model to illustrate that when they assume no aerosol effects, a climate sensitivity 56 of just 1.3
• C is needed to explain the observed 1940-2000 warming. On the other hand, eter in the UVic ESCM. We vary CS through an additional parameter f * that perturbs 126 local outgoing longwave radiation: contributions from tidal and background diffusivities [Schmittner et al., 2009] :
K tidal uses the parameterization of St. Laurent et al. [2002] following the methodology
146
of Simmons et al. [2004] . The background diffusivity K bg is assumed to be globally 147 uniform. We vary K bg to obtain different vertical ocean diffusivities (K v ), while keeping 148 standard parameters for K tidal . In our model, K bg largely determines the total diffusivity 149 in most areas of the pelagic pycnocline since the tidal component is small in those areas 150 [St. Laurent et al., 2002; Schmittner et al., 2009] 
Here β = 0.29 is the upward scattering parameter, τ is the aerosol optical depth field, α s is 156 surface albedo, and Z ef f is the effective solar zenith angle. and are calculated as anomalies with respect to the whole observation period (Figure 2 ).
184
Modeled temperature and ocean heat content are converted to anomalies to be consistent 185 with the observational constraints. 
Gaussian Process Emulator
The MCMC sampling requires a large number of model runs (> 10000) 
where P is a quadratic polynomial in model parameters, and Z is a zero-mean Gaussian
208
Process with an isotropic covariance function. Specifically, the covariance between Z at emulators for all time steps and both tracers will be collectively referred to as the "emu-
226
lator".
227
The emulator was extensively tested using the leave-one-out cross validation analysis.
228
The emulator is found to perform adequately well (e.g., Figure 1 ) during the times when 
Statistical Model and Markov Chain Monte Carlo
We use a Bayesian parameter estimation method. In order to be able to evaluate the 
246
We assume that the discrepancy between the emulator and the observations is due to 247 the time constant bias b k and time-varying error ϵ t,k . Thus, our statistical model is:
and (iv) observational error. We assume that ϵ t,k is an autoregressive process of order Bence, 1995] and is provided in the Appendix. We assume independence between the model-data residuals for different tracers. Under this assumption, the likelihood of both observations is equal to the product of the individual likelihoods:
Denote the set of all parameters by Θ = (
Bayes Theorem, the posterior probability of the parameters can be calculated as:
where p(Θ) is the prior for the parameters (Section 4).
259
Two distinct approaches to estimate the properties of the the error process ϵ are (i) from 260 the observations or models [Forest et al., 2006; Tomassini et al., 2007] all parameters together in the MCMC step.
264
We draw samples from the joint posterior p(Θ|Y ) using the MCMC algorithm [Metropo-265 lis et al., 1953; Hastings, 1970] and generate the posterior probability distribution of Θ.
266
Our MCMC prechains are 50,000 members long, while the final chain has 300,000 mem-267 bers. We use information from previous chain covariance to construct the proposal dis- 
Probabilistic Hindcasts
The probabilistic hindcasts capture the overall temporal structure of the observations 296 ( Figure 2) . Specifically, the emulator is able to correctly represent the trend due to 
351
In addition, such priors do not take independently collected evidence from other studies can be relatively weak. This suggests that it is crucial to use independent prior information 355 during CS estimation whenever possible.
356
In addition, in the UNIF experiment the posterior pdf of K bg is bimodal (Figure 3 the Navier-Stokes equations, subject to the hydrostatic and Boussinesq approximations.
393
The statistical methodologies are different as well. In particular, our approach is fully
394
Bayesian and we use explicit priors for all model parameters. Also, the statistical proper- The representation of open ocean mixing is highly parametrized and ignores, for example, 
416
The second set of caveats is concerned with observations. When a short instrumental 417 record is used, the results of our method can be influenced by natural climate variability more confidence to using these models to estimate climate sensitivity.
444
time series y k coming from the model is given by [Bence, 1995] : to the most extreme data point which is no more than 1.5 interquartile ranges from the box. et al. [2008] . The grey area denotes the 95% credible intervals for model output taken from a 1000-member subsampled MCMC chain, with corresponding AR1 error processes (and bias terms for temperature) added. For the AR1 process simulations, the σ and ρ parameters were taken from the corresponding chain member. For the best fit model output for temperature, the maximum posterior probability model output was combined with the corresponding bias term. Figure 3: Posterior pdfs (top row) and cdfs (bottom row) for model parameters obtained using both temperature and ocean heat content observations. Red: for the NON-UNIF experiment; blue: for the UNIF experiment. The dashed probability distribution lines represent the priors used in the NON-UNIF experiment. The dashed whiskers in the box-and-whisker plots extend to the most extreme data point which is no more than 1.5 interquartile ranges from the box. 
