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Abstract
Let V be a possibly singular scheme-theoretic complete intersection
subscheme of Pn over an algebraically closed field of characteristic
zero. Using a recent result of Fullwood (“On Milnor classes via in-
variants of singular subschemes”, Journal of Singularities) we develop
an algorithm to compute the Chern-Schwartz-MacPherson class and
Euler characteristic of V . This algorithm complements existing algo-
rithms by providing performance improvements in the computation
of the Chern-Schwartz-MacPherson class and Euler characteristic for
certain types of complete intersection subschemes of Pn.
1 Introduction
Beginning with Euler’s Polyhedral Formula (circa 1750) the Euler character-
istic has developed into an important invariant for the study of topology and
1
geometry in a wide variety of settings. In addition to providing a mechanism
to enable the classification of orientable surfaces, the Euler characteristic is
an important component in many results in geometry. More recently sev-
eral authors have noted applications of the Euler characteristic of projective
varieties to problems in statistics and physics. Specifically the Euler charac-
teristic is used for problems of maximum likelihood estimation in algebraic
statistics by Huh in [19] as well as in string theory by Aluffi and Esole in [6]
and by Collinucci, Denef, and Esole in [9].
Let V be a subscheme of a projective space Pn (over an algebraically closed
field of characteristic zero k). One of the first computational approaches to
the calculate the Euler characteristic of V , χ(V ), was to do so by computing
Hodge numbers and using the fact that the Euler characteristic is an alter-
nating sum of Hodge numbers. This approach is implemented in Macaulay2
[14] as the function euler, where the Hodge numbers are found by computing
the ranks of the appropriate cohomology rings. This approach, however, has
significant drawbacks in both applicability and performance. Specifically,
this method is only applicable for smooth subschemes and the computation
of Hodge numbers is computationally expensive.
Alternatively, one may obtain the Euler characteristic of V directly from
the Chern-Schwartz-MacPherson class of V , cSM(V ). In particular, when
we consider cSM(V ) as an element of the Chow ring of P
n, A∗(Pn), we have
that χ(V ) is equal to the zero dimensional component of cSM(V ). This is
the method we shall use to obtain the Euler characteristic. This technique
has been used by several authors (e.g. [2], [20], [18]) to construct different
algorithms which are capable of calculating Euler characteristics of complex
projective varieties. These previous methods will be discussed below.
In addition to containing the Euler characteristic, cSM classes are an impor-
tant invariant in algebraic geometry, providing a generalization of the Chern
class to singular schemes. While there are several other generalizations of
the Chern class to singular schemes (i.e. the Chern-Fulton and Chern-Fulton-
Johnson classes, see [3] for a discussion of these), the cSM class is the only
generalization which preserves the relation between Chern classes and the
Euler characteristic. Additionally the cSM class has unique functorial prop-
erties (see Def. 2.1) and relationships to other common invariants. The cSM
class has also found direct applications to problems from string theory in
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physics, see for example Aluffi and Esole [5].
The Chow ring of the projective space Pn may be expressed as the quotient
ring A∗(Pn) = Z[h]/(hn+1) where h is the rational equivalence class of a
general hyperplane in Pn. Consider the hypersurface V (f) ⊂ Pn defined by
the homogeneous polynomial f . All previous methods to compute cSM(V (f))
employ Theorem 2.1 of Aluffi [2], which may be expressed as
cSM(V (f)) = (1 + h)
n+1 −
n∑
j=0
gj(−h)
j(1 + h)n−j in A∗(Pn) ∼= Z[h]/(hn+1),
(1)
where gi ∈ Z are integers which may be understood several different ways.
In fact, the differences between these methods to compute cSM classes lay in
how the gj’s are understood and computed. The first algorithm to compute
cSM(V (f)) was that of Aluffi [2]. To compute the gj’s this algorithm requires
the computation of the blowup of Pn along the singularity subscheme of V (f)
(that is the scheme defined by the partial derivatives of f). Hence the cost of
computing the cSM class of a hypersurface using the method of Aluffi is that
of computing the Rees algebra of the ideal defining the singularity subscheme
of the hypersurface. This can be a quite expensive operation, making this
algorithm impractical for many examples.
Another algorithm to compute the cSM class of a hypersurface was given by
Jost in [20]. This method makes use of Fulton’s residual intersection theorem
(Theorem 9.2 of Fulton [13]) which allows Jost to consider the gj ’s in (1) as
the degrees of Fulton’s residual scheme. Jost also shows that in the context of
cSM (and Segre) class computations these residual schemes can be computed
by finding a particular saturation. Hence the computation of the saturation
to find the residual scheme and the computation of its degree are the main
costs of Jost’s algorithm. The algorithm of Jost is probabilistic and yields the
correct result for a choice of objects lying in an open dense Zariski set of the
corresponding parameter space, see Jost [20] or Eklund, Jost, and Peterson
[11].
In [18], the author of this note considers the gj ’s as the projective degrees
of a rational map defined by the partial derivatives of f and gives a method
to compute these projective degrees by finding the degree of a certain zero
dimensional ideal (see Theorem 2.3 below). The method given in [18] to
compute the projective degrees is probabilistic and yields the correct result
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for a choice of objects lying in an open dense Zariski set of the corresponding
parameter space. This method is implemented in [18] using both Gro¨bner
bases methods and polynomial homotopy continuation (via Bertini [7] and
PHCpack [27]); it provides a performance improvement over previous meth-
ods in many cases. A detailed comparison of these methods can be found in
[18].
For V a possibly singular subscheme of Pn all these methods require the
use of the inclusion-exclusion property of cSM classes when V has codimen-
sion higher than one. Specifically for V1, V2 subschemes of P
n the inclusion-
exclusion property for cSM classes states
cSM(V1 ∩ V2) = cSM(V1) + cSM(V2)− cSM(V1 ∪ V2). (2)
From this we may directly deduce the following.
Proposition 1.1. Let V be a subscheme of Pn. Write the polynomials defin-
ing V as F = (f1, . . . , fm) and let F{S} =
∏
i∈S fi for S ⊂ {1, . . . , m}. Then,
cSM(V ) =
∑
S⊂{1,...,m}
(−1)|S|+1cSM
(
V (F{S})
)
,
where |S| denotes the cardinality of the integer set S.
While the use of this property allows for the computation of cSM(V ) for
V of any codimension, it requires exponentially many cSM computations
relative to the number of generators of I. Additionally some of the schemes
considered while performing inclusion-exclusion may have significantly higher
degree than the original scheme V .
Below we discuss an algorithm that will allow for the direct computation
of the cSM classes of arbitrary, possibly singular, globally complete inter-
section subschemes of Pn defined by a homogeneous polynomial ideal I =
(f0, . . . , fm) where the scheme defined by (f0, . . . , fm−1) is smooth (allowing
for a possible rearrangement of the generators of I). We also give an exten-
sion of this method to all globally complete intersection subschemes of Pn
via a form of the inclusion-exclusion property of cSM classes which consid-
ered only the generators of I which define a singular subscheme of Pn. This
new method can be implemented symbolically using Gro¨bner bases methods
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or numerically using polynomial homotopy continuation via a package such
as Bertini [7]. We see that this new method complements existing methods
for computing cSM classes by providing performance improvements, particu-
larly when the input ideal has relatively few generators which define singular
schemes.
In Section 2 we review several important definitions which will be used
throughout this note. In particular we define several different characteris-
tics classes including the Segre and Chern-Schwartz-MacPherson classes and
explore more closely the relationships between the cSM class and the Euler
characteristic using a recent result of Aluffi [4].
In Section 3 we give a new expression for the cSM class of a complete inter-
section subscheme V (f0, . . . , fm) of P
n such that V (f0, . . . , fm−1) is smooth
in Theorem 3.3. This result is based on an expression for the Milnor class
of a scheme of this type due to Fullwood [12]. This expression allows us
to state an algorithm to compute the cSM(V ) for a complete intersection V
in Pn. This new algorithm offers performance improvements over the stan-
dard inclusion-exclusion method when only a few of the generators of the
ideal defining the scheme V are singular. We give some running time results
for this method in Table 3.1 and Table 3.2. The algorithms resulting from
Theorem 3.3 are presented in Algorithms 3.1 and 3.2.
We note that Algorithms 3.1 and 3.2 constructed below are probabilistic
algorithms. This is due to the fact that these algorithms make use of Algo-
rithm 2 of the author [18] which is a probabilistic algorithm to compute the
Segre class of a subscheme of projective space. In §3.3 we obtain a theoreti-
cal bound on the probability that Algorithm 2 of [18] (and hence Algorithm
3.1 below) will give a correct result when working over a finite parameter
space. In §3.4 we consider the probability of success for the Segre class com-
putations using Algorithm 2 of [18] (and hence the cSM class computations
of Algorithm 3.1 below) when preformed on several examples using our test
computation environment.
The Macaulay2 [14] and Sage [25] implementations of Algorithms 3.1 and 3.2
(as well as the implementations of Algorithms 1, 2 and 3 of the author [18])
used for testing in §3.2 can be found online at https://github.com/Martin-Helmer/char-class-calc.
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2 Background
In this section we review the definitions of the characteristic classes that will
be needed to describe the algorithm presented in Section 3. In particular we
give the definition of the Chern-Shwartz-MacPherson class in Definition 2.1
and discuss its relationship with the Euler characteristic. We also define the
Segre class in (3), and the Chern-Fulton-Johnson class in (6).
The algorithm given in Section 3 will rely on an expression due to Aluffi [2]
for the Segre class in terms of the projective degrees of a rational map. We
give this relation in Proposition 2.4 and give the definition of the projective
degrees of a rational map in (8). In Theorem 2.3 we give a result of the
author’s [18] which provides a means to compute the projective degrees using
a computer algebra system.
All characteristics classes considered here will be understood to be elements
of some Chow ring. We will express the Chow ring of a n-dimensional non-
singular variety M as
A∗(M) =
n⊕
i=0
Ai(M),
where Aℓ(M) is the Chow group of M having codimension ℓ in M , that
is Aℓ(M) is the group of codimension ℓ-cycles modulo rational equivalence.
Where convenient we will also write Aj(M) for the Chow group of dimension
j, that is the group of dimension j-cycles modulo rational equivalence. All
computations of characteristic classes will take place in the Chow ring of
Pn, A∗(Pn). Recall that A∗(Pn) ∼= Z[h]/(hn+1) where h = c1 (OPn(1)) is the
rational equivalence class of a hyperplane in Pn (c1 denotes the first Chern
class), so that a hypersurface W of degree d will be represented by [W ] = d ·h
in A∗(Pn). For more details see Fulton [13].
Given V a proper closed subscheme of a variety W , the Segre class of V in
W may be expressed as
s(V,W ) =
∑
j≥1
(−1)j−1η∗(V˜
j), (3)
where V˜ is the exceptional divisor of the blow-up ofW along V , η : V˜ → V is
the projection and the class V˜ k is the k-th self intersection of V˜ . Thus η∗(V˜
j)
6
denotes the pushforward of the j-th self intersection class of the exceptional
divisor V˜ in the Chow ring A∗(V˜ ) to the Chow ring A∗(V ). For a more
detailed description, see Fulton [13, §4.2.2]. We also note that in all cases
considered here we will have W = Pn, allowing us to use the more concrete
expression for the Segre class given in Proposition 2.4.
For a smooth scheme X let TX denote the tangent bundle to X . For a vector
bundle E on X let c(E) denote the total Chern class of E, see Fulton [13,
§3.2]. We will write c(X) = c(TX) ∩ [X ] for the total Chern class of X in
the Chow ring of X , A∗(X). As a consequence of the Hirzebruch-Riemann-
Roch theorem, we have that the degree of the zero dimensional component
of the total Chern class of a smooth projective variety is equal to the Euler
characteristic, that is ∫
c(TX) ∩ [X ] = χ(X). (4)
Here
∫
α denotes the degree of the zero dimensional component of the class
α ∈ A∗(X), i.e. the degree of the part of α in the dimension zero Chow group
A0(X). Note that we will frequently abuse notation and, given a scheme V
in Pn we will write c(V ), s(V,Pn) and cSM(V ) for the pushforwards to P
n
of each characteristic class, i.e. we will consider the various characteristic
classes as their pushforwards in A∗(Pn) rather than in A∗(V ).
There exist several different generalizations of the total Chern class to sin-
gular schemes and all of these notions agree with c(TV )∩ [V ] for nonsingular
V . The Chern-Schwartz-Macpherson class is, however, unique in the sense
that it is the only generalization which satisfies a property analogous to (4)
for any V , i.e. ∫
cSM(V ) = χ(V ). (5)
A recent result of Aluffi [4], which we illustrate in Example 2.2, shows that
the cSM class has an even stronger relation to the Euler characteristic in the
case of projective varieties.
We now briefly review the definition of the cSM class, given in the manner of
MacPherson [21]. For a scheme V , denote by C(V ) the abelian group of finite
linear combinations
∑
W mW1W , with the W being (closed) subvarieties of
V , and mW ∈ Z; 1W denotes the function that is 1 in W , and 0 outside of
W . We refer to elements f ∈ C(V ) as constructible functions and write C(V )
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for the group of constructible functions on V . C can be turned into a functor
by letting C map a scheme V to the group of constructible functions on V
and map a proper morphism f : V1 → V2 to
C(f)(1W )(p) = χ(f
−1(p) ∩W ), W ⊂ V1, p ∈ V2 a closed point.
The Chow group functor A∗ is also a functor from algebraic varieties to
Abelian groups. The cSM class may be realized as a natural transformation
between these two functors.
Definition 2.1. The Chern-Schwartz-MacPherson class is the unique natu-
ral transformation between the constructible function functor and the Chow
group functor, that is cSM : C → A∗ is the unique natural transformation
satisfying:
• (Normalization) cSM(1V ) = c(TV ) ∩ [V ] for V non-singular and com-
plete.
• (Naturality) f∗(cSM(φ)) = cSM(C(f)(φ)), for f : X → Y a proper
transform of projective varieties, φ a constructible function on X.
For a scheme V let Vred denote the support of V . The notation cSM(V )
is taken to mean cSM(1V ) and hence, since 1V = 1Vred, we have cSM(V ) =
cSM(Vred).
When V is a subscheme of Pn the class cSM(V ) can, in a sense, be thought of
as a more refined version of the Euler characteristic since it in fact contains
the Euler characteristics of V and those of general linear sections of V for
each codimension. Specifically, if dim(V ) = m, starting from cSM(V ) we may
directly obtain the list of invariants
χ(V ), χ(V ∩ L1), χ(V ∩ L1 ∩ L2), . . . , χ(V ∩ L1 ∩ · · · ∩ Lm)
where L1, . . . , Lm are general hyperplanes. Conversely from the list of Euler
characteristics above we could obtain cSM(V ), i.e. there exists an involution
between the Euler characteristics of general linear sections and the cSM class
in this setting. This relationship is given explicitly in Theorem 1.1 of Aluffi
[4]; we give an example of this below.
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Example 2.2. Consider V = V (x0x3 − x1x2) in P
3 = Proj(k[x0, . . . , x3])
which is the variety defined by image of the Segre embedding P1 × P1 → P3.
We may compute cSM(V ) = 4h
3+4h2+2h and obtain the Euler characteris-
tics of the general linear sections using an involution formula given by Aluffi
in [4], specifically:
• First consider the polynomial p(t) = 4 + 4t + 2t2 ∈ Z[t]/(t4) given by
the coefficients of the cSM class above.
• Next apply Aluffi’s involution
p(t) 7→ I(p) :=
t · p(−t− 1) + p(0)
t + 1
= 2t2 − 2t+ 4.
This gives χ(V ) = 4, χ(V ∩ L1) = 2, and χ(V ∩ L1 ∩ L2) = 2.
We will also make use of another generalization of the total Chern class to
singular schemes called the Chern-Fulton-Johnson class and denoted cFJ .
For simplicity we will give the definition of cFJ only for the case where X is
a closed locally complete intersection subscheme of a smooth ambient variety
M , since this will be sufficient for our purposes in this note. For a complete
definition and an excellent discussion of the Chern-Fulton-Johnson classes
and other related notions see Aluffi [3]. Let X be a closed locally complete
intersection subscheme of a smooth ambient variety M and let TM denote
the tangent bundle of M , define
cFJ(X) = c(TM) ∩ s(X,M). (6)
Also note that since we assume that X is a locally complete intersection
(meaning there exists a regular embedding i : X →M) then by Proposition
4.1 of Fulton [13] we have
cFJ(X) = c(TM) ∩ s(X,M) = c(TM) ∩
(
c(NXM)
−1 ∩ [X ]
)
.
Here NXM is the normal bundle to X in M (that is the vector bundle with
sheaf of sections (I/I2) where I is the ideal sheaf of X). Finally, let V be a
subscheme of M ; we define the Milnor class of V as
M(V ) = (−1)codim(V )(cFJ(V )− cSM(V )). (7)
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Note that other sign conventions may be used in definition of the Milnor
class, we use the sign convention used by [12], see Fullwood [12] or Aluffi [3]
for more details.
All algorithms considered in this note will make use of the so-called projective
degrees of a rational map to compute characteristics classes. We recall the
definition of projective degrees below. Consider a rational map φ : Pn 99K
Pm. In the manner of Harris (Example 19.4 of [15]) we may define the
projective degrees of the rational map φ as a list of integers (g0, . . . , gn) where
gi = card
(
φ−1
(
Pm−i
)
∩ Pi
)
. (8)
Here Pm−i ⊂ Pm and Pi ⊂ Pn are general hyperplanes of dimension m − i
and i respectively and card is the cardinality of a zero dimensional set. Note
that points in (φ−1 (Pm−i) ∩ Pi) will have multiplicity one (this follows from
the Bertini theorem of Sommese and Wampler [24, §A.8.7]).
To compute the projective degrees gi we may apply Theorem 2.3 below.
This computation is probabilistic and yields the correct result for a choice
of objects lying in an open dense Zariski set of the corresponding parameter
space.
Theorem 2.3 (Theorem 4.1 of [18]). Let I = (f0, . . . , fm) be a homogeneous
ideal in k[x0, . . . , xn] defining an r-dimensional scheme V = V (I), and as-
sume, without loss of generality that all the polynomials fi generating I have
the same degree. The projective degrees (g0, . . . , gn) of φ : P
n
99K Pm,
φ : p 7→ (f0(p) : · · · : fm(p)) , (9)
are given by
gi = dimk (k[x0, . . . , xn, T ]/(P1 + · · ·+ Pi + L1 + · · ·+ Ln−i + LA + S)) .
(10)
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Here Pℓ, Lℓ, LA and S are ideals in k[x0, . . . , xn, T ] with
Pℓ =
(
m∑
j=0
λℓ,jfj
)
, λℓ,j a general scalar in k, ℓ = 1, . . . , n,
S =
(
1− T ·
m∑
j=0
ϑjfj
)
, ϑj a general scalar in k,
Lℓ =
(
n∑
j=0
µℓ,jxj
)
, µℓ,j a general scalar in k, ℓ = 1, . . . , n,
LA =
(
1−
n∑
j=0
νjxj
)
, νj a general scalar in k.
Additionally g0 = 1.
Finally we give an expression due to Aluffi [2] for the Segre class of a projec-
tive scheme in terms of the projective degrees defined above. The expression
in (12) combined with Theorem 2.3 will allow us to compute Segre classes of
projective schemes. For more details see [18].
Proposition 2.4 (Proposition 3.1 of [2]). Let I = (f0, . . . , fm) ⊂ k[x0, . . . , xn]
be a homogeneous ideal defining a scheme Y ⊂ Pn and let h = c1 (OPn(1)) be
the class of a hyperplane in A∗(Pn). Since I is homogeneous we may assume
that the deg(fi) = d for all i. Let φ : P
n
99K Pm be the rational map specified
by
p 7→ (f0(p) : · · · : fm(p)),
let (g0, . . . , gn) be the projective degrees of φ. Then we have:
s(Y,Pn) = 1− c(O(dh))−1 ∩
(
n∑
i=0
gih
i
c(O(dh))i
)
(11)
= 1−
n∑
i=0
gih
i
(1 + dh)i+1
∈ A∗(Pn) ∼= Z[h]/(hn+1). (12)
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3 The Algorithm to Compute the cSM Class
of a Projective Complete Intersection
In this section we describe our new algorithm to compute the cSM class (and
hence the Euler characteristic) of a complete intersection subscheme of Pn
over an algebraically closed field of characteristic zero.
Let V = V (f0, . . . , fm) be a complete intersection subscheme of P
n such that
the scheme V (f0, . . . , fm−1) is non-singular (allowing for a possible reordering
of the generators) and let J be the ideal generated by the (m + 1) × (m +
1) minors of the Jacobian matrix of partial derivatives of f0, . . . , fm. The
primary result needed for the algorithms described below is given in Theorem
3.3 which gives a formula for cSM(V ) in terms of the Segre class of s(Y,P
n)
where Y = V (J)∩V is the singularity subscheme of V . This Segre class can
then be computed using (12) and a method to compute the projective degrees
such as Theorem 2.3. Theorem 3.3 follows from Theorem 1.1 of Fullwood
[12]. We summarize this method in Algorithm 3.1.
In Proposition 3.4 and Corollary 3.5 we extend the result of Theorem 3.3 to
any (global) complete intersection subscheme of Pn with a type of inclusion-
exclusion which considers only the singular generators of the ideal. Hence the
number of required Segre class computations is exponential in the number
of singular generators. At worst, if all generators define singular schemes,
this reduces to inclusion-exclusion as in Proposition 1.1. We present this
generalized version of Algorithm 3.1 in Algorithm 3.2 below.
In Section 3.2 we compare the running time of Algorithm 3.2 described below
to other algorithms to compute cSM classes for complete intersection varieties
in Pn. We see that for many of the cases considered the new algorithm
does indeed provide a performance improvement. While the new method to
compute cSM classes is not applicable in all cases it does seem to complement
existing methods by providing an efficient approach for a certain subset of
problems, particularly those where the ideal defining a complete intersection
V has only a few generators which define a singular scheme.
In §3.3 we obtain a theoretical bound on the probability that Algorithm 3.1
(or equivalently Algorithms 1 and 2 of the author [18]) will give a correct
result when working over a finite parameter space. In §3.4 we consider the
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probability of success for Algorithm 3.1 (or equivalently Algorithms 1 and
2 of [18]) when preformed on several examples using our test computation
environment.
3.1 The Main Result
Let M be a smooth algebraic variety and let V be a subscheme of M . From
the definition of the Milnor class in (7) we have the following formula for the
class cSM(V ) in A
∗(M):
cSM(V ) = cFJ(V )− (−1)
codim(V )M(V ). (13)
We now define several notations of Aluffi [1, §1.4] for operations in the Chow
ring. Let α =
∑
i≥0 α
(i) be a cycle class in A∗(M) with α(i) denoting the
piece of α of codimension i in A∗(M), that is α(i) ∈ Ai(M). Also let L be
some line bundle on M . Define the following notations,
α∨ =
∑
i≥0
(−1)iα(i), and α⊗M L =
∑
i≥0
α(i)
c(L)i
. (14)
In [12, §1.1], Fullwood gives a new formula for the Milnor class of a subscheme
V ⊂ M which is a global complete intersection of any codimension with an
additional assumption on the structure of V .
Theorem 3.1 (Theorem 1.1 of Fullwood [12]). Let M be a smooth alge-
braic variety over an algebraically closed field of characteristic zero. Let V
be a possibly singular global complete intersection corresponding to the zero
scheme of a vector bundle E →M . Let j = rk(E). Additionally assume that
V =M1 ∩ · · · ∩Mj for some hypersurfaces M1, . . . ,Mj and assume that, for
some ordering of the hypersurfaces, M1 ∩ · · · ∩Mj−1 is smooth. Let L →M
denote the line bundle associated to the divisor Mj and let Y denote the
singularity subscheme of V . Then we have
M(V ) =
c(TM)
c(E)
∩ (c(E∨ ⊗ L) ∩ (s(Y,M)∨ ⊗M L)) . (15)
Note that if V is non-singular we will have that M(V ) = 0.
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Remark 3.2. We also note that if V = V (I) is a non-singular subscheme
of Pn (even if it is not a complete intersection) we may simply write the
following in A∗(Pn) ∼= Z[h]/(hn+1):
cSM(V ) = c(TPn) ∩ s(V,P
n) = (1 + h)n+1s(V,Pn). (16)
Hence we need compute only the Segre class s(V,Pn); this can be done directly
by calculating the projective degrees of the rational map specified by the ideal
I using Theorem 2.3 and then applying the result of Proposition 2.4 to obtain
the Segre class. Thus, in particular, inclusion-exclusion is not required in the
smooth case. See Fulton [13, §4.2.6] or Aluffi [3] for more details.
Combining the relation (13), the result of Fullwood [12] given in (15), and
the expression for the cFJ class of a locally complete intersection of Suwa [26]
we obtain Theorem 3.3. This result combined with Proposition 3.4 will allow
us to devise a more efficient algorithm to compute cSM classes of possibly
singular complete intersection varieties.
Theorem 3.3. Let k be an algebraically closed field of chacteristic zero
and let I = (f0, . . . , fm) be a homogeneous ideal in k[x0, . . . , xn]. Assume
that V = V (I) is a complete intersection subscheme of Pn and let Y be
the singularity subscheme of V . Let deg(fi) = di, and further assume that
V (f0, . . . , fm−1) is smooth scheme theoretically. Let
A∗(Pn) ∼= Z[h]/(hn+1)
denote the Chow ring of Pn where h = c1(OPn(1)) is the hyperplane class in
Pn. Then we have the following relation in A∗(Pn) :
cSM(V ) = (1 + h)
n+1 ·
m∏
i=0
dih
1 + dih
−
(−1)m(1 + h)n+1∏m
i=0(1 + dih)
(
m∑
p=0
hp
p∑
i=0
(
m− i
p− i
)
(−1)idp−im · c˜i
)
·
(
n∑
i=0
(−1)isih
i
(1 + dm)i
)
,
where we write
m∏
i=0
(1 + dih) =
m∑
i=0
c˜ih
i, and s(Y,Pn) =
n∑
i=0
sih
i.
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Proof. First consider the result of (15), takingM = Pn. Since V is a complete
intersection it may be defined as the zero scheme of a rankm+1 vector bundle
E . Let L → Pn be the line bundle associated to V (fm). Then we have that
L = O(dmh), c(E) =
∏m
i=0(1+ dih) and c(TPn) = (1+ h)
n+1. Combining this
with (15) we have
M(V ) =
c(TPn)
c(E)
∩ (c(E∨ ⊗L) ∩ (s(Y,Pn)∨ ⊗Pn L))
=
(1 + h)n+1∏m
i=0(1 + dih)
m∑
p=0
p∑
i=0
(
m− i
p− i
)
ci(E
∨)c1(L)
p−i ∩ (s(Y,Pn)∨ ⊗Pn O(dmh))
Let
c(E) =
m∏
i=0
(1 + dih) =
m∑
i=0
c˜ih
i, and s(Y,Pn) =
n∑
i=0
sih
i,
using (14) we may expand the expression (s(Y,Pn)∨ ⊗Pn O(dmh)) as,(
n∑
i=0
sih
i
)∨
⊗Pn O(dmh) =
(
n∑
i=0
(−1)isih
i
)
⊗Pn O(dmh)
=
n∑
i=0
(−1)isih
i
c (O(dmh))
i
=
n∑
i=0
(−1)isih
i
(1 + dmh)
i
.
We may now write,
M(V ) =
(1 + h)n+1∏m
i=0(1 + dih)

 m∑
p=0
hp
p∑
i=0
(
m− i
p− i
)
(−1)idp−im · c˜i

 ·
(
n∑
i=0
(−1)isih
i
(1 + dm)i
)
.
Since V is a complete intersection in Pn from Suwa [26] we have
cFJ(V ) = (1 + h)
n+1 ·
m∏
i=0
dih
1 + dih
,
and applying the relation cSM(V ) = cFJ(V )− (−1)
mM(V ) gives the desired
result.
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Hence we may conclude that the computation of cSM classes in the case of
the theorem above requires only the computation of s(Y,Pn) (where Y is the
singularity subscheme of V ), which can be accomplished by means of the
projective degree calculation of Theorem 2.3 for the rational map specified
by the ideal corresponding to Y and an application of the formula (12).
The singularity subscheme Y of V as given above will be Y = V (J) ∩ V
where J is the ideal in k[x0, . . . , xn] generated by the (m + 1) × (m + 1)
minors of the (m + 1) × (n + 1) Jacobian matrix of partial derivatives, i.e.
the matrix ai,j =
(
dfi
dxj
)
for i = 0, . . . , m, j = 0, . . . , n (here we index the first
row and column of the Jacobian matrix by 0). In practice we will use the
ideal (I + J) : (x0, . . . , xn)
∞ as the ideal of the singularity subscheme Y .
Since the only unknown in the expression of Theorem 3.3 is the Segre class
s(Y,Pn) we may obtain an Algorithm to compute cSM classes (in the setting
of the theorem) by combining Theorem 3.3 with the method to compute Segre
classes using the projective degree of a rational map given by the author in
[18]. We summarize this below.
Let J = (w0, . . . , wm) ⊂ R = k[x0, . . . , xn] be a homogeneous ideal defining
a scheme Y ⊂ Pn and let h = c1 (OPn(1)) be the class of a hyperplane in
A∗(P
n) ∼= Z[h]/(hn+1). Since J is homogeneous we may assume that the
deg(wi) = d for all i. Also let (g0, . . . , gn) be the projective degrees of the
map φ : Pn 99K Pm,
φ : p 7→ (w0(p) : · · · : wm(p)).
To compute the projective degrees gi in the case where φ is specified by a
homogeneous ideal we may apply Theorem 2.3. Once we have obtained the
projective degrees then we may apply Proposition 2.4 to obtain the Segre
class s(Y,Pn).
To extend the result of Theorem 3.3 to any complete intersection subscheme
of Pn we will use Proposition 3.4 below. For a scheme V = V (I) ⊂ Pn
this proposition describes a type of inclusion-exclusion for cSM class which
considers only the generators of I which define singular subschemes. If the
majority of generators of I define a non-singular subscheme of Pn this re-
sult combined with Theorem 3.3 can sometimes offer a speed advantage in
comparison to methods which use only inclusion-exclusion.
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Proposition 3.4. Let Z ⊂ Pn be smooth (scheme-theoretically) and let X1 =
V (f1), X2 = V (f2) be singular hypersurfaces in P
n. If V = Z ∩ X1 ∩ X2,
then we have
cSM(V ) = cSM(Z ∩X1) + cSM(Z ∩X2)− cSM(Z ∩ (X1 ∪X2)), (17)
here X1 ∪ X2 is the scheme generated by f1 · f2. Additionally, when V is
a complete intersection each of the terms in (17) can be computed using
Theorem 3.3.
Proof. This result follows directly from the inclusion-exclusion property of
the cSM class, see (2).
Corollary 3.5. Let V = Z ∩ V (f1) ∩ · · · ∩ V (fr) be a subscheme of P
n,
with the subscheme Z being non-singular. Write the polynomials defining
W = V (f1) ∩ · · · ∩ V (fr) as F = (f1, . . . , fr) and let F{S} =
∏
i∈S fi for
S ⊂ {1, . . . , r} . Then,
cSM(Z ∩W ) =
∑
S⊂{1,...,r}
(−1)|S|+1cSM
(
Z ∩ V (F{S})
)
where |S| denotes the cardinality of the integer set S. The expressions
cSM
(
W ∩ V (F{S})
)
can be computed using Theorem 3.3 when V is a complete
intersection.
This result allows us to extend the application of Theorem 3.3 to complete
intersections V = V (I) ⊂ Pn where several of the generators of the ideal I
define a singular scheme. At worst, when all of the generators are singular,
this will reduce to inclusion-exclusion. However if only a few of the genera-
tors are singular this could offer a significant computational speed boost by
lowering the degrees considerably.
In Algorithm 3.1 we summarize the algorithm to compute cSM classes for
projective varieties V satisfying the assumptions of Theorem 3.3. In Algo-
rithm 3.2 we give an algorithm which is applicable for any subscheme V of
Pn defined by a homogeneous ideal. This algorithm takes advantage of the
result of Corollary 3.5 combined with Theorem 3.3 when V is a complete
intersection. If V is smooth the result of Remark 3.2 is used. If V is neither
smooth nor a complete intersection then inclusion-exclusion is used. Below
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we present Algorithm 3.1, a probabilistic algorithm to compute cSM(V ) for
V = V (f0, . . . , fm) where V (f0, . . . , fm−1) is smooth (scheme theoretically).
Algorithm 3.1. Input: A homogeneous ideal I = (f0, . . . , fm) in k[x0, . . . , xn]
defining a complete intersection scheme V = V (I) ⊂ Pn such that V (f0, . . . , fm−1)
is smooth (scheme theoretically).
Output: cSM(V ) in A
∗(Pn) ∼= Z[h]/(hn+1) and/or χ(V ).
• Find the singularity subscheme Y = V (J), of X
◦ Set K equal to the (m+1)×(m+1) minors of the Jacobian matrix
of I, that is the matrix with entries ai,j =
(
dfi
dxj
)
for i = 0, . . . , m,
j = 0, . . . , n.
◦ J = (K + I) : (x0, . . . , xn)
∞.
◦ Y = V (J).
• Apply Theorem 2.3 with the rational map defined by the ideal J to
compute the projective degrees g0, . . . , gn.
• Compute s(Y,Pn) by using (12) and the projective degrees g0, . . . , gn
computed above.
• Apply Theorem 3.3 to obtain cSM(V ).
Below we present Algorithm 3.2, a probabilistic algorithm to compute cSM(V )
for V = V (I) any subscheme of Pn. This algorithm takes advantage of the
result of Corollary 3.5 combined with Theorem 3.3 when V is a complete
intersection. If V is smooth the result of Remark 3.2 is used.
Algorithm 3.2. Input: a homogeneous ideal I = (f0, . . . , fm) in k[x0, . . . , xn]
defining a scheme V = V (I) ⊂ Pn.
Output: cSM(V ) in A
∗(Pn) ∼= Z[h]/(hn+1) and/or χ(V ).
• if V is non-singular (i.e. if the singularity subscheme Y of V is empty):
◦ if codim(V ) = m+ 1 (i.e. V is a complete intersection):
⊲ V is smooth so s(Y,Pn) = 0 in Theorem 3.3, let di = deg(fi).
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⊲ cSM(V ) = (1 + h)
n+1 ·
∏m
i=0
dih
1+dih
.
⊲ Return cSM(V ) and/or χ(V ).
◦ Compute the projective degrees (g0, . . . , gn) of the rational map
defined by the ideal I using Theorem 2.3.
◦ Compute s(V,Pn) by using Eq. (12) and the projective degrees
(g0, . . . , gn) obtained above.
◦ Compute cSM(V ) = (1 + h)
n+1s(V,Pn).
◦ Return cSM(V ) and/or return χ(V ).
• else if codim(V ) = m+ 1 (i.e. V is a complete intersection):
◦ for j = 1, .., m and for each subset fℓ0 , . . . , fℓm−j of f1, . . . , fm
containing m+ 1− j elements:
⊲ if V (fℓ0 , . . . , fℓm−j ) is non-singular:
⋄ Let Z = V (fℓ0 , . . . , fℓm−j ).
⋄ Let F be the set fℓm−j+1 , . . . , fℓm and let F{S} =
∏
i∈S fi
for S ⊂ {ℓm−j+1, . . . , ℓm}.
⋄ Apply Corollary 3.5 to obtain
cSM(V ) =
∑
S⊂{ℓm−j+1,...,ℓm}
(−1)|S|+1cSM
(
Z ∩ V (F{S})
)
and compute each cSM class in the summation using The-
orem 3.3 as presented in Algorithm 3.1.
⋄ Return cSM(V ) and/or χ(V ).
• else: Compute cSM(V ) using Algorithm 3 of [18], that is using inclu-
sion/exclusion.
3.2 Running Time Comparison
The main computational cost of Algorithm 3.1 is the computation of the pro-
jective degrees g0, . . . , gn. This can be accomplished in a number of different
ways. The method we will use for this computation consists of finding the
degree of the zero dimensional ideal described in Theorem 2.3. This can be
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INPUT CSM (Aluffi [2]) [M2] CSM (Jost [20]) [M2] csm dir (Th. 3.3)[M2] csm I E ([18])[M2] csm dir (Th. 3.3)[Sa] csm I E ([18])[Sa]
V1 ⊂ P
7 - - [-] 0.3s (0.2s) [4.8s] 580.9s (116.5s) [-] 0.5s [18.1s] -[-]
V2 ⊂ P
4 - 1.7s [-] 0.3s (0.1s) [1.3s] 1.2s (1.2s) [44.1s] 1.4s [1.3s] 6.3s [-]
V3 ⊂ P
6 - 27.7s [-] 7.2s (2.2s) [-] 33.2s (53.2s) [-] 90.4s [164.3s] 215.3s[-]
V4 ⊂ P
5 - - [-] 4.6s (0.7s) [5.5s] - (-) [-] 31.9s [3.3s] - [591.6s]
V5 ⊂ P
6 - - [-] 19.9s (7.9s) [24.9s] - (-) [-] 145.0s [61.2s] - [-]
Table 3.1: Run times (over Q) of different algorithms for computing cSM(V )
and χ(V ) for V a complete intersection subscheme of Pn. The timings in
[. . . ] are those of numeric implementations using Bertini [7] or PHCpack
[27], the numeric timings in the [M2] column use Bertini while the numeric
timings in the [Sa] column use PHCpack. The timings in (. . . ) are from
an implementation of the result of Proposition 2.3 which uses a saturation
rather than computing the degree of the zero dimensional ideal to find the
projective degree. For Algorithm 3 of the author [18] (denoted csm I E) and
for csm dir (Th. 3.3) we include timings for the Macaulay2 [14] and Sage [25]
implementations; these are denoted [M2] and [Sa], respectively.
accomplished symbolically using Gro¨bner bases calculations, or numerically
using homotopy continuation via a package such as PHCpack [27] or Bertini
[7].
For the examples considered the symbolic methods run over a finite field are
in general much faster. If, however, one needs to work over Q the situation is
more complicated; for the majority of the examples considered the symbolic
methods are still faster but it is less clear that this is always the case for
any example. We note, specifically, that when working over Q if we consider
examples with rational coefficients with very large numerators and denomina-
tors the numeric methods performance changes very little while the symbolic
methods get progressively slower as the size of the integers in the numerators
and denominators increases. We also note that the numeric implementations
are not necessarily completely optimized and hence with further work on op-
timizing the implementations their performance could potentially improve,
additionally the numeric versions may be run in parallel when required.
In any case, regardless of the size of the numerator and denominator the
relative speeds of the different methods of computing the cSM class do not
seem to change in our experience, and hence we give examples with integer
coefficients for comparison and because in practice we would prefer to work
over a finite field whenever possible.
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In Table 3.1 and Table 3.2 we give the running times of the algorithm dis-
cussed here in comparison to several other algorithms which use inclusion-
exclusion to compute the cSM class and Euler characteristic. All methods
shown in the tables are implemented and run in Version 1.7 of Macaulay2
[14] unless otherwise noted, the numeric implementations use Bertini [7] (in
the case of the Macaulay2 [14] version) and PHCpack [27] (in the case of
Sage [25] versions). Timings for a Sage [25] implementation of Algorithm 3.2
(denoted csm dir (Th. 3.3) in Tables 3.1 and 3.2) and Algorithm 3 of [18]
(that is the inclusion-exclusion only algorithm, denote csm I E in Tables 3.1
and 3.2) are also given. All test computations were performed on a computer
with an Intel i5-450M processor and 4 GB of RAM.
In the tables in this section we take
V1 = V
(
21x20 + 5x
2
1 − 24x
2
2 + 13x
2
3 + 8x
2
4 − 106x
2
5 + 2x
2
6 + 14x
2
7, x
2
1x5 − x
2
0x4
)
,
V2 = V
(
3x20 + 19x
2
1 + 8x
2
2 + 12x
2
3 + 13x
2
4, 34x0 + 5x1 + 19x2 + 127x3 − 15x4,
27x20 − x
2
4
)
,
V3 = V
(
3x20 + 19x
2
1 + 8x
2
2 + 12x
2
3 + 9x
2
4 + 3x
2
5 + 25x
2
6, x
3
2x3 − x3x
3
5
)
,
V4 = V
(
5x20 + 9x
2
1 + 79x
2
2 + 2x
2
3 + 35x
2
4 + 73x
2
5, 23x0 + 9x1 + 7x2 + 2x3 + 4x4
+ 32x5, x2x0x3 − x3x5x4) ,
V5 = V
(
3x20 + 17x
2
1 − 47x
2
2 + 3x
2
3 + 38x
2
4 − 727x
2
5 + 12x
2
6, x0x6 − x
2
0, 43x
2
0+
52x0x1 + 94x
2
1 + 5x0x2 + 13x1x2 + x
2
2 + x0x3 + 4x1x3 + 98x2x3 + x
2
3 + x0x4+
74x1x4 + 13x2x4 + 71x3x4 + 23x
2
4 + 12x0x5 + 2x1x5 + x2x5 + 65x3x5 + 92x4x5+
27x25 + 5x0x6 + 103x1x6 + 38x2x6 + x3x6 + 6x4x6 + 2x5x6 + 95x
2
6
)
.
V6 is a smooth variety of degree eight and codimension three in P
10 defined by
three random quadratic forms. V7 is a variety of degree eight and codimension
three in P10 defined by two random quadratic forms and one random degree
two polynomial which defines a singular scheme.
V8 = V (−2x
3
0 + 24x
3
1 + x
3
2 + x
3
3 − 7x
3
4,−9x
2
0 + 43x
2
1 + x
2
2 − 98x
2
3 − 73x
2
4, x1x4
− x0x4, x1x0)
V9 = V (−3x
3
0 + 4x
3
1 + x
3
2 + x
3
3 − 7x
3
4 − 15x
3
5,−31x0 + 14x1 − 9x2 + 17x3
− 7x4 − 15x5, (x1 − x5)x4, x3x0).
For V1 ⊂ P
7 we have deg(V1) = 4 and codim(V1) = 2, for V2 ⊂ P
4 we have
deg(V2) = 4 and codim(V2) = 3, for V3 ⊂ P
6 we have deg(V3) = 6 and
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codim(V3) = 2, for V4 ⊂ P
5 we have deg(V4) = 2 and codim(V4) = 3, and
for V5 ⊂ P
6 we have deg(V5) = 8 and codim(V5) = 3. The variety V8 has
dimension zero in P4 and deg(V8) = 24. The variety V9 has dimension one in
P5 and deg(V9) = 12.
The method CSM (Aluffi [2]) is the implementation of Aluffi described in
[2], this implementation uses inclusion-exclusion and considers the projective
degrees as the multi-degree of the blowup of Pn along the subscheme defined
by the partial derivatives for each hypersurface considered in the inclusion-
exclusion. This method is implemented in Macaulay2 [14]. The method CSM
(Jost [20]) is the algorithm of Jost which computes the projective degrees by
finding the degrees of residual sets via saturation, this method also uses
inclusion-exclusion. This method is implemented in Macaulay2 [14]. The
method csm dir (Th. 3.3) is the method of Algorithm 3.2. This method is
implemented in Macaulay2 [14] and in Sage [25]. The method csm I E ([18])
is the method described by the author in [18], this method uses inclusion-
exclusion combined with (1) and uses the result of Theorem 2.3 to compute
the projective degrees. This method is implemented in Macaulay2 [14] and
in Sage [25].
In Table 3.1 computations are performed over Q. In Table 3.2 computations
are performed over GF(32749). While the cSM class is only defined over
fields of characteristic zero doing the computations over GF(32749) yields
the same cSM classes found by working over Q for all examples considered
here. Previous papers on computing cSM classes such as Aluffi [2], Jost [20]
and the author [18] have also performed test computations over a finite field.
For the smooth variety V6 the computation of cSM(V6) by Algorithm 3.1 or
Algorithm 3.2 calculates the singularity subscheme Y of V6 first, but since
V6 is smooth then s(Y,P
n) = 0 is obtained immediately after Y is computed
without the need to calculate the projective degrees. Hence in this case very
nearly all of the time is spent computing the singularity subscheme Y . Sim-
ilarly, for the variety V7 the computation of cSM(V7) using Algorithm 3.2
spends the majority of the computation time finding the singularity sub-
scheme of V2 (approximatively 90% of the 59.5s average runtime).
For the varieties V8 and V9 the result of Theorem 3.3 is not directly applicable
and hence the method csm dir (Th. 3.3), which is our implementation of
Algorithm 3.2, must apply Corollary 3.5. We see that for the case of the
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variety V8, Algorithm 3.2 still provides a marked advantage in comparison to
inclusion-exclusion only. However for V9, Algorithm 3.2 performs worse than
the inclusion-exclusion method of csm I E ([18]). It seems that in the cases
where result of Theorem 3.3 is not directly applicable the benefit of using
Algorithm 3.2 as opposed to the inclusion exclusion algorithm [18] is less
clear, in some cases Algorithm 3.2 is beneficial and in some cases it is not.
The timings of Algorithm 3.2 in the cases where Theorem 3.3 is not directly
applicable are likely strongly dependent on the structure of the singularity
subschemes encountered in the partial inclusion exclusion, which is not easy
to determine prior to computing these singularity subschemes. It is however
not clear to us, at present, precisely what properties of example V8 makes it
more advantageous than example V9 for applying Algorithm 3.2 to compute
the cSM class; there are many factors at play in such a consideration and it
is not clear to us which factor is the primary one.
INPUT CSM (Aluffi) [M2] CSM (Jost [20]) [M2] csm dir (Th. 3.3) [M2] csm I E ([18])[M2] csm dir (Th. 3.3) [Sa] csm I E ([18]) [Sa]
V1 ⊂ P
7 - 47.6s 0.2s 1.1s 0.2s 0.6s
V2 ⊂ P
4 - 0.3s 0.1s 0.3s 0.1s 0.4s
V3 ⊂ P
6 - 1.5s 0.2s 0.9s 0.2s 0.4s
V4 ⊂ P
5 - - 0.1s 0.9s 0.2s 1.1s
V5 ⊂ P
6 - 132.6 0.5s 1.9s 0.5s 7.0s
V6 ⊂ P
10 - - 21.5s - 3.7s -
V7 ⊂ P
10 - - 59.5s 95.8s 38.7s 123.2s
V8 ⊂ P
4 - 67.9s 0.7s 20.9s 0.8s 34.1s
V9 ⊂ P
5 - 311.5s 19.8s 5.3s 13.4s 11.4s
Table 3.2: Run times of different algorithms for computing cSM(V ) and
χ(V ) for V a complete intersection subscheme of Pn . We use - to denote
computations that were stopped after ten minutes (600 s). All computations
are performed over the finite field GF(32749). For Algorithm 3 of the author
[18] (denoted csm I E) and for csm dir (Th. 3.3) we include timings for the
Macaulay2 [14] and Sage [25] implementations; these are denoted [M2] and
[Sa], respectively.
Overall in Tables 3.1 and 3.2 we see that, for the types of examples for
which the result of Theorem 3.3 is applicable it offers a performance increase
over the algorithms which use inclusion-exclusion. Additionally we see that
overall, at least for our examples, the symbolic implementations tend to be
faster than the numeric implementations, even when the symbolic versions
run over Q. We also see that we can expect a further speed-up using the
symbolic implementations when they are run over a finite field.
From the results in the tables we can conclude that Algorithm 3.1 can provide
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a significant performance improvement for the computation of cSM(V ) for
some V , particularly when V = V (f0, . . . , fm) is a complete intersection
subscheme of Pn such that V (f1, . . . , fm−1) is smooth. The performance gain
offered by Algorithm 3.2 when one must remove several of the generators of
I = (f0, . . . , fm) to obtain a smooth scheme is less clear, in some cases it
seems to offer a performance improvement however in some cases the cost of
computing several singularity subschemes and their Segre classes is too great
for us to see any benefit in using Algorithm 3.2 over pure inclusion-exclusion.
In any case Algorithm 3.1 and Algorithm 3.2 complement other methods to
compute cSM classes and Euler characteristics by offering an effective way to
improve performance for a certain class of examples. Additionally it seems
likely that, with some minor heuristic adjustments to the criterion one uses
to decide whether to use the specialized inclusion-exclusion of Corollary 3.5
or the usual inclusion-exclusion of Proposition 1.1, the method of Algorithm
3.2 would be able to offer marked improvement in many cases, and in worst
cases to perform similarly to an algorithm using only inclusion-exclusion.
3.3 Probabilistic Analysis
Here we consider the probability of correctly computing the cSM class using
Algorithm 3.1 or Algorithm 3.2 above. Note that these algorithms depend on
correctly computing the projective degrees gi using Algorithm 1 of the author
[18] (which is constructed from the result of Theorem 4.1 of [18], stated as
Theorem 2.3 above), or equivalently on correctly computing the Segre class
s(Y,Pn) for a certain subscheme Y of Pn as described in Algorithm 2 of [18].
Recall that the projective degrees (g0, . . . , gn) of a rational map ϕ : P
n
99K Pm
are defined in (8) above; the Segre class of a subscheme of Pn is defined in
(3).
We note that the probabilistic analysis given in this subsection requires the
results proved in Appendix A. We further note that for this subsection, in
light of the setting considered in Appendix A, we require only that our field
k is algebraically closed and of sufficiently large characteristic and do not
require that it has characteristic zero. As mentioned above, due to analytic
elements of the construction of the cSM class by MacPherson [21], the cSM
class is not technically defined in finite characteristic. However the projec-
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tive degrees and Segre classes are constructed algebraically and are hence
defined in this setting. Thus the analysis of this section gives a bound on the
probability of success for the computation of the Segre class of a subscheme
of Pn using Algorithm 2 of [18] (which is the only probabilistic computa-
tion required for Algorithms 3.1 and 3.2) over an algebraically closed field
with either characteristic zero or sufficiently large positive characteristic, see
Appendix A for further details.
We note that, speaking in the sense of algebraic geometry in the terminology
of books such as Sommese and Wampler [24], Algorithm 1, 2 and 3 of [18],
and Algorithm 3.1 or Algorithm 3.2 above yield the correct result for a choice
of objects lying in an open dense Zariski set of the corresponding parameter
space. In the sense of §4.4 of Sommese and Wampler [24] such algorithms
are said to succeed with “algebraic probability one” (this is allowing for
an infinite parameter space), see [24, Definition 4.4.1, Theorem 4.4.2] for a
discussion of this.
That said, in this subsection, we will instead focus on the probability of
computing the correct value for the projective degree gi using Algorithm 1
of the author [18] as it would be implemented on a computer, where we
must instead pick random elements from a finite subset of the parameter
space. Such a random choice may not necessarily be general in the sense of
algebraic geometry. From the probability bound on the correct computation
of a given projective degree gi given in Proposition 3.6 below we immediately
obtain a bound on the probability of correctly computing the cSM class using
Algorithm 3.1 or Algorithm 3.2 above since the only probabilistic choices
in these algorithms are those involved in computing the projective degrees
(g0, . . . , gn) of the appropriate rational map.
Proposition 3.6. Suppose we make a random choice of scalars from some
finite set S in a field k in the steps of Algorithm 1 of [18]. Also suppose we
have a homogeneous ideal I = (f0, . . . , fm) in k[x0, . . . , xn] with deg(fj) = d
for all j (since V (I) in Pn we may assume this without loss of generality).
Also let D = (m + n + 1)2n(d + 1)m+1. Then the probability of correctly
computing a given projective degree gi of the rational map φ : P
n
99K Pm,
φ : p 7→ (f0(p) : · · · : fm(p)) defined by the ideal I using Algorithm 1 of [18]
by choosing random scalars in S is
P (gi is computed correctly) ≥
(
1−
d2i
|S|
)
·
(
1−
D
|S|
)
.
25
Proof. Algorithm 1 of [18] is based on Theorem 4.1 of [18], given as Theorem
2.3 above. This theorem states that one may compute the projective degrees
(g0, . . . , gn) as
gi = dimk (k[x0, . . . , xn, T ]/(P1 + · · ·+ Pi + L1 + · · ·+ Ln−i + LA + S)) .
Here Pℓ, Lℓ, LA and S are ideals in k[x0, . . . , xn, T ] with
Pℓ =
(
m∑
j=0
λℓ,jfj
)
, λℓ,j a general scalar in k, ℓ = 1, . . . , n,
S =
(
1− T ·
m∑
j=0
ϑjfj
)
, ϑj a general scalar in k,
Lℓ =
(
n∑
j=0
µℓ,jxj
)
, µℓ,j a general scalar in k, ℓ = 1, . . . , n,
LA =
(
1−
n∑
j=0
νjxj
)
, νj a general scalar in k.
Let W = V (P1)∩ · · · ∩ V (Pi)∩ V (L1)∩ · · · ∩ V (Ln−i) ⊂ k
i×m× kn−i×n× Pn.
By Proposition A.4 below we have that the projective degree gi will be given
by
gi = card(V (P1) ∩ · · · ∩ V (Pi) ∩ V (L1) ∩ · · · ∩ V (Ln−i)− V (f0, . . . , fm)),
if we choose λ ∈ ki×m and µ ∈ kn−i×n so that some polynomial F1(λ, µ) 6= 0
where deg(F1) ≤ D.
Now by the Schwartz-Zippel Lemma (see Schwartz [23], Zippel [28], or De-
Millo and Lipton [10]) we have that the probability of F1 = 0 for random
choices of [λℓ,j] and [µℓ,j] in S is given by
P (F1 = 0) ≤
D
|S|
,
this is the probability that we will randomly choose the scalars λ, µ incor-
rectly.
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Now assume that we have chosen our scalars [λℓ,j] and [µℓ,j] correctly, so that
the projective degree gi is the number of points in the zero dimensional set
W = V (P1)∩ · · · ∩ V (Pi)∩ V (L1) · · · ∩ V (Ln−i)− V (f0, . . . , fm) in P
n. Then
for the next step we must choose the scalars ϑ0, . . . , ϑm which give the ideal
S. Suppose that the set W contains points {p1, . . . , ps}; then we require that
our ϑ be chosen such that ϑ0f0(pj)+ · · ·+ϑmfm(pj) 6= 0 for all pj ∈ W . Note
that it is sufficient that
F2(ϑ0, . . . , ϑm) = (ϑ0f0(p1)+· · ·+ϑmfm(p1)) · · · (ϑ0f0(ps)+· · ·+ϑmfm(ps)) 6= 0,
further note that, by Be´zout’s Theorem, deg(F2) = s ≤ d
i.
Our choice of scalars ν0, . . . , νn to define LA proceeds similarly. Let yν(x0, . . . , xn) =
ν0x0 + · · · + νnxn, specifically we require that our ν are chosen such that
yν(pj) 6= 0 for all pj ∈ W . Again it is sufficient that
F3 = yν(p1) · · · yν(ps) 6= 0,
further note that, by Be´zout’s Theorem, deg(F3) = s ≤ d
i. Thus we have
that if our ϑ and ν are chosen such that F1 ·F2 6= 0, given the correct choice
of our first set of constants, then the projective degree will be computed
correctly.
Now consider a random choice of the scalars ϑ and ν; we may again apply the
Schwartz-Zippel Lemma. Using this Lemma, given that F1 6= 0, we have that
the probability of F2 · F3 = 0 for a random choice of our scalars ϑ0, . . . , ϑm
and ν0, . . . , νn in S is
P (F2 · F3 = 0 | F1 6= 0) ≤
d2i
|S|
.
This is the probability that we will randomly choose the scalars ϑ, ν incor-
rectly.
Putting this together we have that, for a random choice of all scalars, the
probability that we will correctly compute the projective degree gi is
P (F1 · F2 6= 0 AND F1 6= 0).
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We may now write an expression for this:
P (F2 · F3 6= 0 AND F1 6= 0) = P (F2 · F3 6= 0 | F1 6= 0) · P (F1 6= 0)
= (1− P (F2 · F3 = 0 | F1 6= 0)) · P (F1 6= 0)
= (1− P (F2 · F3 = 0 | F1 6= 0)) · (1− P (F1 = 0))
≥
(
1−
d2i
|S|
)
·
(
1−
D
|S|
)
.
Thus we have that the probability that we will correctly compute a given
projective degree gi using Algorithm 1 of the author [18] by choosing random
scalars in a set S is
P (gi is computed correctly) ≥
(
1−
d2i
|S|
)
·
(
1−
D
|S|
)
.
Note that as |S| → ∞ the probability that gi is computed correctly goes to
one.
Remark 3.7. Given the result of Proposition 3.6, the probability that we
will correctly compute a given Segre class s(V (I),Pn) (for I = (f0, . . . , fm)
homogenous of degree d in k[x0, . . . , xn]) using Algorithm 2 of [18] by choosing
random scalars in S ⊂ k (|S| large and finite) is the probability that we will
compute all of the associated projective degrees (g0, . . . , gn) correctly. Note
that by (10) of [18] for i < codim(V (I)) we have that gi = d
i. Also, from (8)
we have that gi = 0 for i > min(m,n). Now let D = (m+n+1)2
n(d+1)m+1
be as in Proposition 3.6. Then we have that
P (s(V (I), Pn) is computed correctly) ≥
(
1−
D
|S|
)min(m,n)−codim(V (I))
·
min(m,n)∏
i=codim(V (I))
(
1−
d2i
|S|
)
Further note that this directly gives us the probability of success of Algorithm
3.1 above by choosing random scalars in S since Algorithm 3.1 requires the
computation of one Segre class using Algorithm 2 of [18]. From this one could
also give an estimate on the probability of success of Algorithm 3.2 above for
a particular example once the number of required inclusion-exclusion steps
was known.
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3.4 Experimental Probabilistic Tests
In this subsection we consider several examples to evaluate the probability,
in practice, of computing the Segre class correctly using Algorithm 2 of the
author [18] in our test computation environment using our Macaulay2 [14]
implementation over various finite fields. We note that to compute the cSM
class using Algorithm 3.1 we must compute one Segre class for a subscheme
of Pn; thus this probability is equivalent to the probability that the cSM class
of a given example will be computed correctly using Algorithm 3.1. When
using Algorithm 3.2 we may need to compute several Segre classes, depending
on the number of partial inclusion-exclusion steps required.
This testing is, of course, by no means conclusive but we feel that it does at
least provide a rough idea of the minimum sizes of finite fields one should
use to have a high probability of obtaining a correct result (when doing
these computations with the symbolic implementation over a finite field).
Specifically we try running Segre class computations for which we know the
correct value over finite fields of different sizes to get an experimental estimate
on the probability of failure for the authors algorithm to compute Segre
classes (Algorithm 2 of [18]); this then corresponds directly to the probability
of correctly computing the cSM class using Algorithm 3.1.
Work in P4 = Proj(k[x0, . . . , x4]), and take V1 ⊂ P
4 to be a smooth com-
plete intersection of degree 36 generated by two polynomials of degree 6. By
Chapter 4 of Fulton [13] (see in particular Example 4.26 and others) we have
that
s(V1,P
4) = 48h4 − 16h3 + 4h2 ∈ A∗(P4) ∼= Z[h]/(h5).
Now take V2 ⊂ P
4 to be
V2 = V (x
3
0(x1x
2
2 − x
3
1), x1x
2
2(x
3
0 − x1x4x3), x
6
4 − x
3
4x
2
2x1) ⊂ P
4,
using the method of Aluffi [2] (which is not probabilistic) we may verify that
s(V2,P
4) = −1944h4 + 54h3 + 9h2 ∈ A∗(P4) ∼= Z[h]/(h5).
Note that V2 is neither smooth nor a complete intersection; deg(V2) = 9.
Also take V3 ⊂ P
4 to be
V3 = V (x
6
0, x1x2(x
2
0x3x4 − x1x
2
4x3)) ⊂ P
4,
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again using the method of Aluffi [2] (which is not probabilistic) we may verify
that
s(V3,P
4) = 3888h4 − 432h3 + 36h2 ∈ A∗(P4) ∼= Z[h]/(h5).
Note that V3 is not smooth and deg(V3) = 36.
We have tested our implementation of Algorithm 2 of [18] on these examples
to see how many incorrect results we can expect in 2000 attempts over finite
fields of different sizes and found that, in practice, we have a high probability
of obtaining a correct answer with most fields we are likely to want to use.
From the experimental results, and from our experience, we feel it is reason-
able to conclude that one will obtain the correct result with high probability
if one uses a finite field with more than about 25000 elements, which is quite
reasonable when working in a modern computer algebra system. For further
assurance one could take a 64 or 128 bit prime. We note that for all examples
in this subsection we have ran the test Segre class computations below more
than 10000 times working over GF(32749) and have obtained no incorrect
results. We also note that the computation time for our Macaulay2 [14] im-
plementations for either Algorithm 3.1, or Algorithm 3.2 (or of Algorithms
1,2, and 3 of the author [18]) changes very little when one moves between
the different finite fields considered in these tests.
Number of Elements in Finite Field 317 1021 3301 5743 9001 19301 25073 27077 32749
# of times s(V1,P
4) computed incorrectly in 2000 attempts 10 1 1 0 0 0 0 0 0
# of times s(V2,P
4) computed incorrectly in 2000 attempts 83 40 12 6 4 1 0 0 0
# of times s(V3,P
4) computed incorrectly in 2000 attempts 7 0 0 1 0 0 0 0 0
Table 3.3: Number of times an incorrect value for the Segre class of a sub-
scheme of Pn was computed in 2000 attempts over different finite fields. For
these tests our Macaulay2 [14] implementation of our algorithm (that is Al-
gorithm 2 of [18]) running in Version 1.82 of Macaulay2 [14] was used.
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A Appendix: An Explicit Construction of
the Projective Degrees of a Rational Map
Appendix by Martin Helmer and E´ric Schost
Throughout this appendix we let k denote any algebraically closed field.
Our goal in this section is to give a quantitative version of the proof given
by Bu¨rgisser, Cucker, and Lotz [8] of the existence of projective degrees of a
rational map.
As a matter of convention, upper case letters denote variables and lower case
ones denote vectors with entries in k.
A.1 Some known results
Our proof is modelled on the one given by Bu¨rgisser, Cucker, and Lotz in [8],
and will rely on the same basic ingredients: namely a result on the cardinality
of regular fibers of a projection, and an algebraic version of Sard’s lemma.
Let f : V → W be a dominant map of irreducible quasiprojective varieties
over k, with V and W of the same dimension. We say that x ∈ V is a regular
point of f if x is non-singular on V and dfx(TxV ) = Tf(x)W (which implies
that f(x) is non-singular on W ), and we say that y ∈ W is a regular value
of f if all x in f−1(y) are regular points of f .
The following version of Sard’s lemma is very close to ones in the literature,
but does not rely on the characteristic of k being 0.
Lemma A.1. With notation as above, let also D = [k(V ) : k(W )]. If k
has characteristic 0 or greater than D, then the set of regular values of f is
contained in a hypersurface of W .
Proof (sketch). We will follow the proof of Theorem A.4.10 in Sommese and
Wampler [24], which holds in characteristic 0, and highlight the only parts of
the proof that use this assumption. The proof invokes Proposition III.10.6
in Hartshorne [16], applied to the restriction of f to Zariski-dense subsets V ′
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and W ′ of respectively V and W that are both non-singular (the image of
the singular points has dimension less than s = dim(V ) = dim(W ), so this
is harmless). In particular, the induced extension k(W ′)→ k(V ′) has degree
D as well.
The proof of Proposition III.10.6 in Hartshorne [16] proceeds as follows. Let
V ′′ be an irreducible component of the set of all x in V ′ such that that
dfx(TxV
′) has dimension less than s (this set is closed); we will prove that
the Zariski closure W ′′ of f(V ′′) has dimension less than s. We proceed by
contradiction, assuming that W ′′ has full dimension s; this implies in par-
ticular that dim(V ′′) = s. This in turn implies that [k(V ′′) : k(W ′′)] = D,
so our characteristic assumption shows that k(W ′′) → k(V ′′) is a separable
extension. This separability statement is the only one in the proof of [16,
Proposition III.10.6] that used the characteristic 0 assumption; once we en-
sure it, the rest of the proof follows directly and proves thatW ′′ has dimension
less than s, a contradiction.
Next, we establish a result on the number of points in fibers of regular values;
see a proof in Bu¨rgisser, Cucker, and Lotz [8] for the case where k = C. In
scheme-theoretic terms, this result can in essence be deduced from known
claims such as “a quasi finite and proper map is finite” and “the fibers of a
finite and e´tale map at closed points have constant cardinality”; we will give
here a very direct proof.
Lemma A.2. Let V ⊂ Pn × kN be an irreducible algebraic set of dimension
N , and let π : Pn × kN → kN be the projection on the second factor; suppose
that the restriction πV of π to V is dominant. Then all fibers of regular values
of this restriction have the same cardinality.
Proof. Without loss of generality, we can suppose that the set W of regu-
lar values of πV is not empty (otherwise there is nothing to do); if we were
for instance under the assumptions of the previous lemma, this would auto-
matically be the case. Let then y and y′ be two distinct points in W . The
Jacobian criterion implies that the fibers ϕ = π−1V (y) and ϕ
′ = π−1V (y
′) are
finite; we call d and d′ their respective cardinalities, so that our goal is to
prove that d = d′.
Let L ⊂ kN be the affine line joining y to y′. We let U be a parameter for this
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line, such that y corresponds to U = 0. Consider the preimage π−1V (L); this
may not be a curve, so we let C be the union of the irreducible components of
this set whose image by πV is dominant, or equivalently equal to the whole
line L (since the projection πV is closed). In particular, every irreducible
component of C meets the fiber ϕ — we will use this below.
Let I ⊂ k[U,X0, . . . , Xn] be the defining ideal of C, and define further the
extended ideal I ′ = I · k(U)[X0, . . . , Xn]; by construction, this ideal has
dimension zero (since almost all fibers of πV above L consists only of regular
points, hence have dimension zero).
To find the roots of I ′, let us introduce the ring L of all “generalized power
series” F =
∑
i∈Γ fiU
i, where the index set Γ ⊂ Q (that depends on F ) is
well-ordered and all fi’s are in k. It turns out that this ring is a domain
and contains an algebraic closure of k(U), see Rayner [22]; this extends the
construction of Puiseux series to arbitrary characteristic. Thus, we can write
the zero-set S of I ′ as S = (γi,0 : · · · : γi,n)1≤i≤D, with all γi,j in L. We will
now prove that d = D, and we claim that this is enough to conclude. Indeed,
we can repeat the construction above y′ and prove that the cardinality d′ of
the fiber π−1V (y
′) is equal to D as well.
We can assume without loss of generality that the fiber ϕ does not meet the
hyperplane X0 = 0; we write ϕ˜ for the affine set obtained from ϕ through the
dehomogenization X0 = 1. Thus, it is enough to prove that ϕ˜ has cardinality
D.
Because the exponent support is well-ordered, we can define the valuation of
a (non-zero) F ∈ L as above as the rational ν(F ) = min(i ∈ I, fi 6= 0); this
extends the u-adic valuation on k(U). We can then rescale all elements in
S to ensure that all their entries (γi,0, . . . , γi,n) have non-negative valuations,
with at least one of them having valuation zero. This allows us to define the
limit S ′ of these elements of Pn(L) as the points in Pn = Pn(k) obtained by
taking the coefficient of U0 entry-wise; by construction, all these points lie
in the fiber ϕ (we call this process taking the limit of these points). Since all
points in ϕ are in the affine set {X0 6= 0}, we deduce that the elements in S
′
can be written as (γi,0, γi,1, . . . , γi,n)1≤i≤D, with γi,0 of valuation 0 for all i.
Let Y1, . . . , YN be coordinates in k
N ; without loss of generality we can assume
that Y1 = U . Let then P1, . . . , Ps be polynomials in k[U, Y2, . . . , YN , X1, . . . , Xn]
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defining the affine variety V˜ = V ∩{X0 6= 0}; taking generic linear combina-
tions of them, we obtain polynomialsQ1, . . . , Qn such that V˜ = V (Q1, . . . , Qn)
holds in an affine neighbourhood Ω of ϕ˜ and such that the tangent space TxV˜
is the nullspace of the Jacobian of Q1, . . . , Qn for all x in V˜ ∩Ω. The assump-
tion that y is a regular value of πV then means that the truncated Jacobian
of Q1, . . . , Qn with respect to X1, . . . , Xn has full rank at every point of ϕ˜.
Restricting Q1, . . . , Qn to polynomials q1, . . . , qn in k[U,X1, . . . , Xn] by set-
ting Y2 = · · · = YN = 0, we obtain polynomials that define π
−1(L) within Ω;
their Jacobian matrix with respect to X1, . . . , Xn still has full rank on ϕ˜. On
the other hand, since we saw that all irreducible components of C meet the
fiber ϕ, we deduce the the Zariski closure of V (q1, . . . , qn) ∩ Ω is the affine
curve C ∩ {X0 6= 0}. This further implies that the zero-set of the ideal J =
〈q1, . . . , qn〉 ·k(U)[X1, . . . , Xn] is S˜ = (γi,1/γi,0, . . . , γi,n/γi,0)1≤i≤D ⊂ frac(L)
n.
Since all γi,0’s have valuation 0, we can define the limit of such elements as
we did for vectors over L.
Newton iteration applied to the polynomials q1, . . . , qn shows that for any
point g in ϕ˜, there exists a unique vector γ in S˜ and whose limit is g; that
vector γ has entries that are actually in k[[U ]] ⊂ L (uniqueness in Newton
iteration is usually written for power series only, but extends readily in our
context). Conversely, we saw that the limit of any element in S˜ is in ϕ, so
that ϕ is in one-to-one correspondence with S˜, as claimed.
A.2 An explicit construction of projective degrees
Let F0, . . . , Fm be homogeneous of degree d in k[X0, . . . , Xn], not all zero.
Following Bu¨rgisser, Cucker, and Lotz [8], define the rational map ϕ : Pn 99K
Pm by x 7→ (F0(x) : · · · : Fm(x)); it is defined over P
n − V (F0, . . . , Fm).
Recall the definition of the projective degrees (g0, . . . , gmin(m,n)) of the map
ϕ given in (8): gi is obtained through the construction of a set of the form
λ∩ϕ−1(λˆ), where λ and λˆ are generic linear subspaces of respectively Pn and
Pm of respective codimensions n− i and i, for some i in {0, . . . ,min(m,n)}.
The main purpose in this appendix is to make the genericity requirements
on λ and λˆ entirely explicit.
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In all that follows, an integer i in {0, . . . ,min(m,n)} is fixed. Although it
would be natural to work all along with linear spaces λ and λˆ taken in suitable
Grassmannians, we will instead work in affine spaces, in order to be able to
state degree bounds. Thus, in what follows, we will want to identify a vector
ℓ = (ℓ1,0, . . . , ℓn−i,n) ∈ k
(n−i)(n+1) with n− i linear forms over Pn (so that we
can view λ as V (ℓ(X))), and similarly a vector ℓˆ = (ℓˆ1,0, . . . , ℓˆi,m) ∈ k
i(m+1)
will be identified with i linear forms over Pm. The corresponding hyperplanes
may not intersect properly, but the restrictions on ℓ and ℓˆ we will make
below will ensure it. As per our convention, let L denote indeterminates
L1,0, . . . , Ln−i,n, and similarly for Lˆ.
Starting from F0, . . . , Fm as above, up to reordering the Fi’s, we can assume
without loss of generality that F0 is not identically zero. We then define the
following objects:
• Γ0 = {(x, y) ∈ P
n × Pm | x0F0(x) 6= 0, y = ϕ(x)},
• Γ ⊂ Pn × Pm is the Zariski closure of Γ0,
• ΓΣ = Γ ∩ (V (X0F0)× P
m) ⊂ Γ.
We will naturally call Γ the graph of ϕ. Remark that although we could have
taken the larger set {(x, y) ∈ Pn×Pm | x /∈ V (F0, . . . , Fm), y = ϕ(x)} as Γ0
(as is done in [8]), its Zariski closure would have coincided with Γ as defined
above.
Lemma A.3. The sets Γ0 and ΓΣ are disjoint, Γ = Γ0 ∪ΓΣ, Γ is irreducible
of dimension n and dim(ΓΣ) < n.
Proof. The first two items are straightforward. From Chapter 7 of Harris
[15] (see page 77-78 specifically), we get that Γ is irreducible and birationally
equivalent to Pn. Since ΓΣ is a proper algebraic subset of it, it has dimension
less than n.
We will define projective degrees (g0, . . . , gmin(m,n)) formally below. For the
moment, we point out that they can then be understood as integers such
that the class of Γ in A∗(Pn × Pm) ∼= Z[h1, h2]/(h
n+1
1 , h
m+1
2 ) is given by
[Γ] = g0h
m
2 + g1h1h
m−1
2 + · · ·+ gnh
n
1h
m−n
2 ,
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with gi = 0 if m − i < 0. In other words, gi will be the number of solutions
of the system
(x, y) ∈ Γ, ℓ(x) = 0, ℓˆ(y) = 0,
for a generic choice of ℓ and ℓˆ in respectively k(n−i)(n+1) and ki(m+1), see
Harris [15, Section 19.4].
The main result in this section is then the following proposition.
Proposition A.4. Let i be in {0, . . . ,min(m,n)} and suppose that k has
characteristic either 0 or greater than dn. Then, there exists a non-zero
polynomial F ∈ k[L, Lˆ] of degree at most (m + n + 1)2n(d + 1)m+1, and a
non-negative integer gi, such that if F (ℓ, ℓˆ) is non-zero, then the system of
equations and inequations
(ℓj,0x0 + · · ·+ ℓj,nxm = 0)1≤j≤n−i ,(
ℓˆj,0F0(x) + · · ·+ ℓˆj,mFm(x) = 0
)
1≤j≤i
,
x /∈ V (F0, . . . , Fm)
has exactly gi solutions, and all these solutions satisfy x0 6= 0.
The proof of this proposition occupies the rest of this section. We first
prove a basic result about incidence varieties involving two families of linear
forms; compare with Bu¨rgisser, Cucker, and Lotz [8, Lemma A.3.i]. In the
discussion below, we consider algebraic subsets of the ambient space Pn ×
Pm×k(n−i)(n+1)×ki(m+1); these algebraic sets being quasi-projective, it makes
sense to talk about their irreducibility properties, or their decomposition into
irreducibles.
Lemma A.5. Let Λ be an irreducible algebraic subset of Pn×Pm and define
Φ ⊂ Λ× k(n−i)(n+1) × ki(m+1) as
Φ =
{
(x, y, ℓ, ℓˆ) | (x, y) ∈ Λ, ℓ ∈ k(n−i)(n+1), ℓˆ ∈ ki(m+1), ℓ(x) = 0, ℓˆ(y) = 0
}
.
Then Φ is irreducible of dimension (n− i)(n+ 1) + i(m+ 1) + dim(Λ)− n.
Proof. Let (h1, . . . , hc) be polynomials defining the ideal of Λ; this ideal is
prime by assumption. Then, the ideal I = (h1, . . . , hc, L(X), Lˆ(Y )) defines
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Φ. Since all equations are homogeneous in the variables L, Lˆ, we can consider
the algebraic set Φ′ they define in Λ×P(n−i)(n+1)+i(m+1)−1; we will prove that
Φ′ is irreducible of dimension (n− i)(n + 1) + i(m+ 1) + dim(Λ)− (n− 1),
which is enough to conclude.
In this context, we can follow verbatim the proof of Bu¨rgisser, Cucker, and
Lotz [8, Lemma A.3.i]. Let π1 : Φ
′ → Λ be the projection (x, y, ℓ, ℓˆ) 7→
(x, y), and let (x, y) be any point in Λ. The fiber π−11 (x, y) is defined by
n linear equations that intersect properly, so it is irreducible of dimension
(n−i)(n+1)+i(m+1)+(n−1); since Φ′ and Λ are projective, Theorem 11.14
in Harris [15] shows that Φ′ is irreducible, and the theorem on the dimension
of fibers shows that it has dimension (n − i)(n + 1) + i(m + 1) + dim(Λ) +
(n− 1).
Let us first construct the incidence variety ΦΓ associated to the graph Γ by
this process; it is irreducible of dimension (n − i)(n + 1) + i(m + 1). We
will denote by ΨΓ the image π2(ΦΓ), where π2 : P
n × Pm × k(n−i)(n+1) ×
ki(m+1) → k(n−i)(n+1) × ki(m+1) is the projection on the right-hand factor
(x, y, ℓ, ℓˆ) 7→ (ℓ, ℓˆ). We expect ΨΓ to have full dimension, but this does not
necessarily have to be the case.
We will also need results on another algebraic set obtained by means of
Lemma A.5, this time starting from ΓΣ. Consistent with the notation above
let
ΦΣ =
{
(x, y, ℓ, ℓˆ) | (x, y) ∈ ΓΣ, ℓ ∈ k
(n−i)(n+1), ℓˆ ∈ ki(m+1), ℓ(x) = 0, ℓˆ(y) = 0
}
.
The set ΓΣ = V (X0F0) is not irreducible; writing its irreducible compo-
nents as W1, . . . ,Ws, we deduce that ΦΣ is the union of all Φj , where for
j = 1, . . . , s, Φj is built using the same process, starting from Wj . Then,
Lemma A.5 shows that each Φj is irreducible dimension (n − i)(n + 1) +
i(m+ 1)− 1; the dimension claim also holds for ΦΣ itself.
Finally, let ΨΣ = π2 (ΦΣ). Because this projection is closed, ΨΣ is an alge-
braic set, and the dimension bound on ΦΣ implies that ΨΣ has codimension
at least one. Our first criterion for choosing (ℓ, ℓˆ) will be that they avoid ΨΣ
(as in [8], the other constraint will amount to saying that they are regular
values of the restriction of π2 to ΦΓ). The following lemma shows a trivial
consequence of such an assumption; in what follows, we use the open set
Ω = {(x, y) ∈ Pn × Pm | x0F0(x)y0 6= 0}.
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Lemma A.6. Let (ℓ, ℓˆ) be in k(n−i)(n+1)× ki(m+1)−ΨΣ. Then, for any point
(x, y, ℓ, ℓˆ) in ΦΓ lying over (ℓ, ℓˆ), (x, y) is in Γ0 ∩ Ω.
Proof. Let (ℓ, ℓˆ) be as above, and let (x, y, ℓ, ℓˆ) be a point in ΦΓ lying over
(ℓ, ℓˆ). Because (ℓ, ℓˆ) is not in the projection of ΦΣ, (x, y) is not in ΓΣ, so by
Lemma A.3, it is in Γ0; thus we have that x0, F0(x) are non-zero and that
y = ϕ(x). This implies that y0 is non-zero as well, so (x, y) is in the open
set Ω.
Corollary A.7. Let (ℓ, ℓˆ) be in k(n−i)(n+1) × ki(m+1) −ΨΣ. Let S ⊂ P
n× Pm
be the fiber π−12 (ℓ, ℓˆ) ∩ ΦΓ, and let S
′ ⊂ Pn be the set of solutions of
(ℓj,0x0 + · · ·+ ℓj,nxm = 0)1≤j≤n−i ,(
ℓˆj,0F0(x) + · · ·+ ℓˆj,mFm(x) = 0
)
1≤j≤i
,
x /∈ V (F0, . . . , Fm).
Then, all points (x, y) in S satisfy x0F0(x)y0 6= 0 and (x, y) 7→ x gives a
bijection S → S ′ with inverse x 7→ (x, ϕ(x)).
Proof. Let S be the fiber π−12 (ℓ, ℓˆ)∩ΦΓ, and let S
′ ⊂ Pn be the points defined
by the constraints above. Start first from a point x in S ′. Because x is not
in V (F0, . . . , Fm), we can define y = ϕ(x), so that (x, y) is in Γ (since we
pointed out that Γ can also be defined as the Zariski closure of the restriction
of φ to Pn − V (F0, . . . , Fm)). Then, (x, y, ℓ, ℓˆ) is in ΦΓ and thus in S. This
gives an injection a : S ′ → S.
Conversely, start from a point (x, y) in S. The previous lemma shows that
(x, y) is in Γ0, so that y = ϕ(x), which implies that x satisfies all constraints
defining S ′. This gives a mapping b : S → S ′, such that a ◦ b : S → S is
the identity; as a result, S and S ′ are in one-to-one correspondence. We saw
that all points (x, y) in S satisfy x0F0(x)y0 6= 0, so we are done.
In order to bound the degree of the algebraic sets ΦΓ and ΦΣ, we need to
give simple equations defining Γ and its tangent space at a point (x, y).
The definition of Γ0 allows us to achieve this in the open set Ω. For this, we
define the polynomials Gi = YiF0−Y0Fi ∈ k[X, Y ], for i = 1, . . . , m, together
with their dehomogenization G˜i = Gi(1, X1, . . . , Xn, 1, Y1, . . . , Ym). Similarly,
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given (x, y) in Ω, we write (x˜, y˜) = (x1/x0, . . . , xn/x0, y1/y0, . . . , ym/y0) for
the corresponding point in kn × km.
Lemma A.8. In the open set Ω, Γ coincides with V (G1, . . . , Gm); for any
(x, y) in Γ ∩ Ω, the tangent space T(x,y)Γ is the nullspace of the Jacobian
matrix Jac(G˜1, . . . , G˜m) at (x˜, y˜) and such a point is non-singular on Γ.
Proof. Take (x, y) in Γ ∩ Ω. Then, since x0F0(x) is non-zero, Lemma A.3
shows that y = ϕ(x), that is, (y0 : · · · : ym) = (F0(x) : · · · : Fm(x)); thus, all
Gi’s vanish at (x, y). Conversely, starting from (x, y) in V (G1, . . . , Gm) ∩ Ω,
we see that the equalities Gi(x, y) = 0 imply that yi = Fi(x)/F0(x), as
claimed.
Consider such a point (x, y), together with the corresponding affine point
(x˜, y˜). In the affine chart defined by X0 = Y0 = 1, the Jacobian matrix
of G˜1, . . . , G˜m with respect to Y1, . . . , Ym at (x˜, y˜) is a diagonal matrix, with
F0(1, x˜) as diagonal. Since this value is non-zero, we deduce that the Jacobian
of G˜1, . . . , G˜m (with respect to all variables) has full rank m at (x˜, y˜).
From this, we can obtain useful degree bounds.
Lemma A.9. The inequalities deg (ΨΓ) ≤ 2
n(d+1)m and deg (ΨΣ) ≤ 2
n(d+
1)m+1 hold.
Proof. We give details of the proof for the case of ΨΣ, which is the (slightly)
more involved; we comment below on the difference between the two cases.
To begin with, remark that the previous lemma implies that Γ ⊂ Pn× Pm is
one of the irreducible components of V (G1, . . . , Gm).
Choose and fix a dehomogenization of Pn×Pm, by setting ν(X) = µ(Y ) = 1,
for some linear forms ν and µ over respectively Pn and Pm. These linear
forms can be chosen arbitrarily, provided they satisfy constraints that will
be made explicit below.
Let us apply this dehomogenization to Γ to obtain an affine set Γ˜ ⊂ kn×km.
The previous remark implies that Γ˜ is one of the irreducible components
of V (G˜1, . . . , G˜m), so by the affine Be´zout inequality of Heintz [17], it has
degree at most (d + 1)m. We can apply the same dehomogenization to ΓΣ,
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obtaining an affine set Γ˜Σ, which coincides with Γ˜∩V (F˜0) ⊂ k
n× km, where
F˜0 is the dehomogenized version of X0F0. Using the same Be´zout inequality,
we obtain deg(Γ˜Σ) ≤ deg(Γ˜) deg(V (F˜0)) ≤ (d+ 1)
m+1.
We can similarly dehomogenize constructions in Pn×Pm×k(n−i)(n+1)×ki(m+1),
in order to obtain objects in kn × km × k(n−i)(n+1) × ki(m+1). We apply this
process to ΦΣ to obtain Φ˜Σ; this set can be rewritten as
Φ˜Σ = Γ˜Σ ∩ V (L(X˜)) ∩ V (Lˆ(Y˜ )) ⊂ k
n × km × k(n−i)×(n+1) × ki×(m+1),
where X˜, Y˜ are obtained by dehomogenizing X and Y using the constraints
ν(X) = 1 and µ(Y ) = 1. Recall that we wrote ΦΣ as the finite union of
the irreducible sets Φ1, . . . ,Φs, with Φj = Wj ∩ V (L(X)) ∩ V (Lˆ(Y )); our
assumption on the linear forms ν and µ is then that ν(X)µ(Y ) vanishes
identically on none of Φ1, . . . ,Φs.
Independently of this assumption, we always have that Φ˜Σ is the union of
the sets Φ˜1, . . . , Φ˜s obtained by dehomogenizing Φ1, . . . ,Φs; our assumption
implies that each Φ˜j is open dense in Φj .
In terms of degree, the equations L(X˜) and Lˆ(Y˜ ) have degree 2, and there
are n of them. Again applying the affine Be´zout inequality of Heintz [17], we
deduce that
deg(Φ˜Σ) ≤ deg(Γ˜Σ) deg(V (L(X˜))) deg(V (Lˆ(Y˜ ))) ≤ 2
n(d+ 1)m+1.
Finally, consider the projection on the L, Lˆ-space k(n−i)(n+1) × ki(m+1); in
a slight abuse of notation, we denote by π2 both projections P
n × Pm ×
k(n−i)(n+1)×ki(m+1) → k(n−i)(n+1)×ki(m+1) and kn×km×k(n−i)(n+1)×ki(m+1) →
k(n−i)(n+1) × ki(m+1). In an affine setting, we know that the degree cannot
increase through a projection, so that we have
deg
(
π2
(
Φ˜Σ
))
≤ 2n(d+ 1)m+1.
Thus, to conclude, it is enough to prove that π2(ΦΣ) = π2
(
Φ˜Σ
)
. By construc-
tion, the right-hand side is the union of the sets π2(Φ˜1), . . . , π2(Φ˜s). Now, by
assumption, each Φ˜j is an open dense subset of the corresponding irreducible
set Φj ; this implies that π2(Φ˜j) = π2(Φj), and the conclusion follows.
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In the case of ΨΓ, essentially the same construction applies, but we would
not need to intersect with V (F˜0); this saves a factor (d + 1), for a total of
2n(d+ 1)m.
If the restriction of π2 to ΦΓ is not surjective, we are now done.
Proof of Proposition A.4, non-surjective case. Take (ℓ, ℓˆ) not in ΦΓ. By Corol-
lary A.7, the system of equations and inequations in Proposition A.4 has no
solution. If the restriction of π2 to ΦΓ is not surjective, because π2 is closed,
ΨΓ must have codimension at least 1. Thus, we take gi = 0 and let F be a
non-zero polynomial whose zero-set contains ΨΓ. The degree bound of the
previous lemma allows us to conclude.
In what follows, we can thus assume that ΨΓ = k
(n−i)(n+1) × ki(m+1); in
particular, this gives us an extension k(L, Lˆ)→ k(ΦΓ) of finite degree D.
Lemma A.10. The degree D = [k(ΦΓ) : k(L, Lˆ)] is at most d
n.
Proof. Although it was proved for (ℓ, ℓˆ) with coefficients in k, Corollary A.7
also applies to indeterminates (L, Lˆ), since by construction they do not satisfy
the equations defining ΨΣ. Thus, the the generic fiber π
−1
2 (L, Lˆ) ∩ ΦΓ is in
one-to-one correspondence with the set S ′ of solutions of
(Lj,0x0 + · · ·+ Lj,nxm = 0)1≤j≤n−i ,(
Lˆj,0F0(x) + · · ·+ Lˆj,mFm(x) = 0
)
1≤j≤i
,
x /∈ V (F0, . . . , Fm),
where the mapping from the latter to the former is x 7→ (x, ϕ(x)). Let K be
the function field of S ′ over k(L, Lˆ); this then is a finite extension of k(L, Lˆ)
of degree D as well.
Now, working over an algebraic closure of k(L, Lˆ), we see that this degree is
bounded from above by the sum of the multiplicities of the isolated solutions
of the system
(Lj,0x0 + · · ·+ Lj,nxm = 0)1≤j≤n−i ,(
Lˆj,0F0(x) + · · ·+ Lˆj,mFm(x) = 0
)
1≤j≤i
;
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by Be´zout’s theorem, this is at most dn.
To summarize, applying Lemma A.2 to π2, we have that all fibers of its regular
values have the same cardinality, which we call gi. On the other hand, the
previous lemma, together with our assumption on the characteristic of k,
allow us to apply Sard’s Lemma; this implies that the regular values contain
an open dense subset of k(n−i)(n+1) × ki(m+1). It remains to give sufficient
conditions on a pair (ℓ, ℓˆ) ∈ k(n−i)(n+1) × ki(m+1) that will ensure that (ℓ, ℓˆ)
is such a regular value.
Lemma A.11. Let (ℓ, ℓˆ) be in k(n−i)(n+1) × ki(m+1) − ΨΣ. Then, (ℓ, ℓˆ) is a
regular value of the restriction of π2 to Γ if and only if for any (x, y) in the
fiber π−12 (x, y, ℓ, ℓˆ) ∩ ΦΓ, the (m+ n)× (m+ n) matrix
J⋆ =

Jac(G˜1, . . . , G˜m)ℓ∗ 0
0 ℓˆ∗


is invertible at (x˜, y˜, ℓ, ℓˆ), where ℓ∗ and ℓˆ∗ denote the matrices
ℓ∗ =


ℓ1,1 · · · ℓ1,n
...
...
ℓn−i,1 · · · ℓn−i,n

 and ℓˆ∗ =


ℓˆ1,1 · · · ℓˆ1,m
...
...
ℓˆi,1 · · · ℓˆi,m

 .
Proof. Lemma A.8 implies that in the open set Ω× k(n−i)(n+1) × ki(m+1), ΦΓ
is defined by the equations G1 = · · · = Gm = 0, together with L(X) =
Lˆ(Y ) = 0. Let us work in the affine chart defined by X0 = Y0 = 1; in
this chart, the equations for ΦΓ become G˜1 = · · · = G˜m = 0, together with
L(1, X˜) = Lˆ(1, Y˜ ), with X˜ = (X1, . . . , Xn) and Y˜ = (Y1, . . . , Ym). Consider
the Jacobian matrix of these polynomials with respect to variables X˜, Y˜ , L, Lˆ
(in this order); this matrix takes the form
J =

Jac(G˜1, . . . , G˜m) 0 0L⋆ 0 DL 0
0 Lˆ⋆ 0 DLˆ

 ,
where
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• L⋆ and Lˆ⋆ are defined similarly to ℓ⋆ and ℓˆ⋆, but with indeterminate
entries,
• DL andDLˆ are full-rank matrices (since they possess a maximal identity
submatrix, coming from the derivatives with respect to variables Lj,0
and Lˆj,0).
Since we saw in Lemma A.8 that Jac(G˜1, . . . , G˜m) has full rank m at (x˜, y˜), J
has full rank m+n at (x˜, y˜, ℓ, ℓˆ). As a consequence, (x, y, ℓ, ℓˆ) is non-singular
on ΦΓ, and the nullspace of J(x, y, ℓ, ℓˆ) defines the tangent space T(x,y,ℓ,ℓˆ)ΦΓ.
From this, one easily deduces that π2(T(x,y,ℓ,ℓˆ)ΦΓ) has dimension less than
(n− i)(n+ 1) + i(m+ 1) if and only if the submatrix
J⋆ =

Jac(G˜1, . . . , G˜m)L⋆ 0
0 Lˆ⋆

 (18)
has rank less than m+ n.
Let us denote by ΦˆΓ ⊂ k
n × km× k(n−i)(n+1) × ki(m+1) the dehomogenization
of ΦΓ obtained by setting X0 = Y0 = 1 (this should not be confused with the
dehomogenizations defined in the proof of Lemma A.9, that were obtained
using random linear forms). Remark that ΦˆΓ is not empty: the first item in
the previous lemma shows that above a generic choice of (ℓ, ℓˆ), there exist
points in ΦΓ ∩ Ω, so that X0Y0 does not vanish identically on ΦΓ. Thus,
ΦˆΓ is an irreducible affine algebraic set; the degree inequality established
in the proof of Lemma A.9 for generic dehomogenizations still holds, giving
deg(ΦˆΓ) ≤ 2
n(d+ 1)m.
Let D be the determinant of the matrix J⋆ defined in (18), and define ∆ =
ΦˆΓ ∩ V (D) ⊂ k
n × km× k(n−i)(n+1) × ki(m+1). Finally, we let ∆′ ⊂ kn× km×
k(n−i)(n+1) × ki(m+1) be the Zariski closure of π2(∆) (where we see π2 as the
projection kn × km × k(n−i)(n+1) × ki(m+1) → k(n−i)(n+1) × ki(m+1)).
Lemma A.12. The following holds:
• Any (ℓ, ℓˆ) in k(n−i)(n+1) × ki(m+1) − ΨΣ − ∆
′ is a regular value of the
restriction of π2 to Γ.
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• The algebraic set ∆′ has codimension at least 1, and degree at most
(n+m)2n(d+ 1)m+1.
Proof. For (ℓ, ℓˆ) in k(n−i)(n+1)× ki(m+1)−ΨΣ, we claim that (ℓ, ℓˆ) is a critical
value of the restriction of π2 to ΦΓ if and only if (ℓ, ℓˆ) belongs to π2(∆).
Indeed, take (ℓ, ℓˆ) in k(n−i)(n+1) × ki(m+1) − ΨΣ and a point (x, y, ℓ, ℓˆ) in ΦΓ
lying over (ℓ, ℓˆ). Then, the previous lemma shows that x0y0 is non-zero, so
that (x˜, y˜, ℓ, ℓˆ) is well-defined, and belongs to ΦˆΓ. This shows that (x˜, y˜, ℓ, ℓˆ)
is well-defined, and belongs to ∆ if and only if it belongs to V (D). The claim
then follows from the second item in the previous lemma.
This claim directly implies the first statement in the lemma. By means
of Sard’s Lemma, the claim implies as well that the projection π2(∆) is
contained in a strict algebraic subset of k(n−i)(n+1)×ki(m+1), so that its Zariski
closure ∆′ has codimension at least 1.
Finally, to give an upper bound on the degree of ∆′, it is enough to bound
the degree of ∆. We know that deg(ΦˆΓ) ≤ 2
n(d+ 1)m, and the determinant
D has degree at most md + n ≤ (m + n)(d + 1). The desired bound is yet
another consequence of Heintz’s affine Be´zout inequality [17].
We can now conclude the proof of Proposition A.4.
Proof of Proposition A.4, surjective case. We define F as F = F1F2, where
• F1 ∈ k[L, Lˆ] is any non-zero polynomial of degree at most 2
n(d+1)m+1
such that V (F1) contains ΨΣ (such a polynomial exists, in view of
Lemma A.9);
• F2 ∈ k[L, Lˆ] is is any non-zero polynomial of degree at most (m +
n)2n(d+1)m+1 such that V (F2) contains ∆
′ (such a polynomial exists,
in view of the previous lemma, Lemma A.12).
Thus, F has degree at most (m+ n + 1)2n(d+ 1)m+1. The previous lemma
shows that any (ℓ, ℓˆ) for which F is nonzero is a regular value of the restriction
of π2 to ΦΓ, so by Lemma A.2, the fiber S = π
−1
2 (ℓ, ℓˆ) ∩ ΦΓ has cardinality
gi; we conclude using Corollary A.7.
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