Abstract. We introduce the Parikh-de-Bruijn grid, a graph whose vertices are fixed-order Parikh vectors, and whose edges are given by a simple shift operation. This graph gives structural insight into the nature of sets of Parikh vectors as well as that of the Parikh set of a given string. We show its utility by proving some results on Parikh-de-Bruijn strings, the abelian analog of de-Bruijn sequences.
Introduction
In recent years, interest in so-called abelian stringology has soared. The underlying concept is that of Parikh equivalence or abelian equivalence: two strings are Parikh equivalent if the multiplicity of each character is the same in both. Two Parikh equivalent strings can be transformed into one another by permuting their characters; for example, ENRAGED and ANGERED are Parikh equivalent 5 . (See Section 2 for precise definitions.)
Many string problems allow parallel formulations when abelian equivalence is substituted for equality, e.g. abelian pattern matching (also known as jumbled pattern matching or histogram matching) [5, 10, 11, 12, 13, 14, 17, 26, 33, 35, 36] , abelian periods [18, 24, 25, 34] , abelian squares, repetitions, and runs [19, 22, 23] , abelian pattern avoidance [9] , abelian borders [15] , common abelian factors [2, 7] , abelian problems on run-length encoded strings [4, 6, 20, 27] , abelian reconstruction [1, 8] , to name just some of the topics that have been treated in recent literature.
In this paper, we present a new model, the Parikh-de-Bruijn grid. The Parikhde-Bruijn grid is the abelian analogue of the de Bruijn graph; however, as we will see, it has a completely different structure.
De Bruijn graphs [21] have proved immensely useful in improving our understanding of the exact structure of fixed-sized substring sets of a string, among other things yielding a full description of all strings with the same set or multiset of k-length substrings [37, 40] . This approach gave rise to algorithms for reconstructing strings from their k-length substrings, which in turn led to the development of efficient tools for sequence assembly using NGS data (Next-Generation Sequencing) [38, 41] . The impact of these algorithms on computational biology, and as a consequence, on current research in biology, medicine, and pharmacology, can hardly be overstated: These are the algorithms that have made possible ultra-fast sequence assembly using high-throughput data that has become available with the advent of the new sequencing technologies.
Parikh vectors over an alphabet Σ of size σ are vectors with σ non-negative integer components, and can be viewed as equivalence classes of strings: namely, of Parikh equivalent strings. For example, aab, aba, baa all have Parikh vector (2, 1, 0) over the alphabet Σ = {a, b, c}. The Parikh-de-Bruijn grid (PdB-grid for short) is the abelian analog of the de Bruijn graph. Recall that in the de Bruijn graph of order k, the vertex set consists of all k-length 6 strings over the alphabet Σ, and the edge set of the (k + 1)-length strings over Σ. In the PdB-grid, the vertices are k-order Parikh vectors, i.e. Parikh vectors whose coordinates add up to k. The edges of the PdB-grid are analogous to the de Bruijn graph in that they represent a simple one-character shift. (For details see Section 2.)
As we will see, the PdB-grid has some properties in common with the de Bruijn graph of the same order; however, there are important differences. As in de Bruijn graphs, every string corresponds to a walk in the PdB-grid; however, the converse is not true: for a walk to correspond to a string, it needs to fulfil additional conditions. Moreover, (k + 1)-order Parikh vectors do not correspond to edges, but to certain substructures with σ incident edges (triangles in the case of σ = 3, tetrahedra in the case of σ = 4, etc.). In contrast to de Bruijn graphs, here (k − 1)-order Parikh vectors, too, correspond to unique substructures. For larger alphabets, the PdB-grid even contains corresponding substructures for certain Parikh vectors of higher and lower orders. In fact, the PdB-grid over alphabet size σ can be identified with a regular simplicial complex of dimension σ − 1.
The PdB-grid has a different structure from the de Bruijn graph, because the relationships it models, that of Parikh vectors of strings and Parikh vectors of their substrings, is quite different from the substring relationship modeled by de Bruijn graphs. We believe that the PdB-grid may prove to be a powerful tool in improving our understanding of problems in abelian stringology, while giving a common framework for many of the problems in this area. We will demonstrate the utility of the PdB grid by exploring the topic of covering strings and Parikhde-Bruijn strings: the former are strings which contain, for every Parikh vector p of order k, a substring with Parikh vector p, while the latter contain exactly one substring for every k-order Parikh vector p. Parikh-de-Bruijn strings are the abelian analog of the well-known de Bruijn sequences [21] .
The paper is organized as follows: In Section 2, we give all definitions used in the paper, then we briefly recall de Bruijn graphs, introduce PdB-grids and give first results on PdB-grids and Parikh vector sets. In Section 3, we study kcovering and PdB-strings over different alphabets, and ask the question (which 6 There is some inconsistency in the literature as to the order of a de Bruijn graph: if V = Σ k , so that E = Σ k+1 , then some publications refer to this graph as de Bruijn graph of order k, and others as order (k + 1). Throughout this paper, we call this graph the de Bruijn graph of order k.
we answer partially) for which combinations of k and σ PdB-strings exist. In Section 4, we give experimental results about PdB-strings and covering strings for different combinations of k and σ. Finally, in Section 5, we give an outlook and state some open problems.
2 The Parikh-de-Bruijn grid
Basic definitions
Let Σ be a finite ordered alphabet with |Σ| = σ. We can write Σ = {a 1 < . . . < a σ }. A string (or word) w = w 1 . . . w n over Σ is a finite sequence of characters from Σ. Its length is denoted by |w| = n. For two strings u, v over Σ, we write uv for their concatenation. If w = uxv, for u, v, x (possibly empty) strings, then u is called a prefix, v a suffix, and x a substring or factor of w.
A Parikh vector (Pv for short) over Σ is a vector of length σ with nonnegative integer entries. For a string w over Σ, the Pv of w, denoted pv(w), is defined by pv i = |{j | w j = a i }|, for i = 1, . . . , σ, the number of occurrences of character a i in w. The function pv induces an equivalence relation on the set of all strings, often called Parikh equivalence or abelian equivalence. The order of a Pv p is the sum of its entries, which equals the length of any string w for which p = pv(w). We denote the i th unit vector by e i = pv(a i ). Let Q(k, σ) be the set of all Parikh vectors of order k over an alphabet of size σ. It is an easy exercise to show that
(see, e.g. [31] ). For a string w over Σ, the Parikh set of w, Π(w), is the set of Parikh vectors of all substrings of w, and Π k (w) = Π(w) ∩ Q(k, σ), for k = 1, . . . , |w|, the set of Parikh vectors of k-length substrings of w. For two Parikh vectors p and q over Σ, we define: p ≤ q, if for all i = 1, . . . , σ, p i ≤ q i ; p + q = r is given by r i = p i + q i for i = 1, . . . , σ; and, if p ≤ q, then q − p = r by r i = q i − p i , for i = 1, . . . , σ. For a string w = uv, we have pv(w) = pv(u) + pv(v). Definition 1 (neighbors, children, parents, meet, join). Let p, p ∈ Q(k, σ), q ∈ Q(k − 1, σ), and p 1 , . . . , p m be Parikh vectors of any order.
-p and p are called neighbors if there exist i = j such that p = p − e i + e j .
-q is called a child of p, and p a parent of q, if there exists i such that
and the join
Thus p, p ∈ Q(k, σ) are neighbors if and only if they can be the Pv's of two consecutive k-length windows in some string w, i.e. if p = pv(w i . . . w i+k−1 ) and p = pv(w i+1 . . . w i+k ) for some i. Pv q is a child of Pv p if and only if, for some string w such that pv(w) = p, q is the Pv of w's prefix of length k − 1. Observe that every Parikh vector p has σ parents and γ children, where γ equals the number of non-zero components of p.
Lemma 1 (Clique-Lemma). Let p 1 , p 2 , . . . , p σ ∈ Q(k, σ) be pairwise distinct, σ ≥ 2. Let q = ∧(p 1 , . . . , p σ ) and r = ∨(p 1 , . . . , p σ ). If for all i = j, p i is a neighbor of p j , then, for σ > 2, exactly one of the following two cases holds, while for σ = 2, both hold:
Conversely, for any σ, if q is a child of every p i , or if r is a parent of every p i , then the p i are pairwise neighbors.
Proof. The converse direction follows easily from the definition. The σ = 2 case is also immediate. For what follows, notice that the common parent and child of two neighbors is unique.
For σ ≥ 3 we identify Parikh vectors with the corresponding vertices in the PdB graph. The proof strategy is the following: we first prove that any 3-clique of vertices share a common parent or a common child but not both. Then we show that two adjacent 3-cliques (i.e. sharing 2 vertices) can only form a 4-clique if they are either both child-sharing, or both parent-sharing. This then implies that within an m-clique, all 3-cliques are of the same type, completing the proof.
Let the Parikh vectors of a 3-clique be p, q and r. Then ∃i, i , j, j s.t. q = p + e i − e j and r = p + e i − e j , i = j, i = j . The three vertices share a common parent if and only if j = j , and they share a common child if and only if i = i , and these equalities are mutually exclusive. Now suppose neither i = i nor j = j holds, then we distinguish three cases. Case 1: i, i , j, j are pairwise distinct: then q and r differ in 4 coordinates and cannot be neighbors. Case 2: i = j , and i, i , j are pairwise distinct. Then q and r differ in 3 coordinates and are not neighbors. Case 3: i = j , i = j. Then q = r + 2e i − 2e j and so they are not neighbors. Thus in each case q and r are not neighbors, so that p, q, r cannot form a clique, a contradiction.
For two adjacent 3-cliques of different type, let the 3-clique with child be p + e i , p + e i , p + e i and the 3-clique with parent be q − e j , q − e j , q − e j , and suppose p + e i = q − e j , p + e i = q − e j are the common vertices. Then e i + e j = e i + e j , thus i = j , i = j. Since i is different from all of i, i , j, j , the vertices p + e i and q − e j differ in coordinates i, i and i and cannot be neighbors.
For an m-clique with m > 3, if all 3-cliques are child-sharing, then this child has to be the same for all vertices of the m-clique and we are done. The same is true if all 3-cliques are parent-sharing. If there were both child-sharing and parent sharing 3-cliques within the m-clique, then there would also have to be adjacent 3-cliques of different type, which we saw is impossible.
The undirected Parikh-de-Bruijn grid
Recall that the de Bruijn graph of order k over alphabet Σ is defined as a directed graph dB(k, Σ) = (V, E), where V = Σ k the set of all k-length strings over Σ,
The in-degree and out-degree of every node is σ, and E corresponds to Σ k+1 . We are now ready to define the Parikh-de-Bruijn grid. We will need two different variants, an undirected and a directed one. We start with the undirected variant, and postpone the directed variant until later (Def. 3).
and E = {pq | p and q are neighbors}. This graph is analogous to the de Bruijn graph in that the edges represent single-character shifts. However, it is undirected, and, as opposed to the de Bruijn graph, the PdB-grid is not regular. In particular, the degree of a vertex p is γ(σ − 1), where γ is the number of non-zero coordinates of p. This is because we can choose one character a i and a different second character a j for a neighbor q = p − e i + e j . A second important difference to the de Bruijn graph of order k is that there is no correspondence between edges and (k + 1)-order Pv's. What we do find is a more intricate correspondence, for which we will need a different view of the PdB-grid.
Let us consider the case σ = 3. Lemma 1 tells us that any triangle in the PdBgrid of order k will have one common child or one common parent. Consider the drawing of H(4, 3) in Fig. 1 (left). We find that every triangle which points downward consists of a clique with a common parent, e.g. (2, 2, 0), (2, 1, 1), (1, 2, 1), with common parent (2, 2, 1), while every upward-pointing triangle consists of one with a common child, e.g. (2, 2, 0), (1, 3, 0), (1, 2, 1), with common child (1, 2, 0). We have marked the Pv's in different colors; note that those (k + 1)-order Pv's which have fewer than σ = 3 children are not enclosed by 3 vertices, so they cannot be identified with a triangle, but they are drawn as incident to their children (which still form a clique).
For σ = 4, the (k + 1)-and (k − 1)-order Parikh vectors correspond to downward-resp. upward-pointing tetrahedra (Fig. 1, right) . For σ = 5, they will correspond to 5-cells or pentachora: a pentachoron is a 4-simplex, i.e. the convex hull of 5 affinely independent points in R 4 , and has five facets, which are pairwise adjacent tetrahedra, sharing a facet (a triangle) each.
In general, we can identify the PdB-grid H(k, σ) with a simplicial complex S in the following way. Consider the hyperplane H through the point set {k · e i | i = 1, . . . , σ}. The intersection of H with N σ , where N denotes the set of nonnegative integers, consists exactly of the points in Q(k, σ): these are the vertices of our PdB-grid, and the 0-simplices of S. The 2-simplices are given by the edges of the graph, while in addition, we also have (σ − 1)-simplices given by the σ-cliques in the graph. (By definition, the lower-dimension faces, e.g. triangles for σ = 4, are also elements of S, but they are not needed for our purposes. For basic definitions on simplicial complexes, see [3] ). Since all points lie in H, which has dimension σ − 1, we can embed S in R σ−1 . See Fig. 2 for an illustration.
Fig. 1. The PdB-grid for k = 4 and σ = 3 (left) resp. σ = 4 (right). k-order Pv's are denoted in green (vertices), (k + 1)-order Pv's in yellow (downward triangles resp. tetrahedra), and (k − 1)-order Pv's in blue (upward triangles resp. tetrahedra).
! WARNING: This project runs on a free server (which may be unavailable during peak hours) without internet acce Fig. 2 . The diagonal section of the integer grid with the hyperplanes H k (green), H k+1 (blue), and H k−1 (yellow), for k = 6 and σ = 3.
In the following, we will not distinguish between the PdB-grid as an abstract graph and the geometric simplicial complex S.
The directed Parikh-de-Bruijn grid
We now turn to strings in the PdB-grid. For this, we need a directed variant of the PdB-grid which will also include loops. We will call these loops bows due to the fact that in their geometric realization, they will have a different form from the classic loop.
Definition 3 (Labeled Parikh-de-Bruijn grid with loops
-there are two anti-parallel edges between each pair of neighboring vertices p, q, where
labeled (a i , a i ); we call these edges bows.
Note that H(k, σ) is the underlying undirected unlabeled simple graph without loops. In G(k, σ), every edge is labeled by the exchange of characters that happens when moving a window of size k along a string from one Pv to the next. When the two Pv's are distinct, there is only one way to do this, hence the unique directed edge from p = q; when the two consecutive Pv's are the same, then there are as many ways of doing this as there are characters occurring in it.
We need a definition which connects strings and walks in G(k, σ), analogously to de Bruijn graphs. Note that we identify a walk in the directed PdB-grid G(k, σ) with its sequence of vertices, disregarding the edges. This definition allows using different edges whenever there are consecutive occurrences of the same vertex (since these are the only cases of multiple parallel edges). Fig. 3 . Notice that each shift by one in the string corresponds to a step along an edge. If this edge connects two distinct vertices, then the (k + 1)-and (k − 1)-order Pv's are given by the two triangles incident to the edge. This is the case in the first and last step in our example (marked in blue, resp. brown). If the edge connects a vertex p with itself, then the induced (k + 1)-and (k − 1)-order Pv's are given by triangles at the opposite direction w.r.t. p. This is the case in our example in the second (red) and third (green) steps. Notice in particular that the sequence of edges used by the walk in the PdBgrid of order k determines not only the vertices touched (the k-order Pv's), but also which (k +1)-and (k −1)-order Pv's are visited: those are the ones which are incident to the edges of the walk. For higher σ, even lower and higher order Pv's have corresponding substructures. For example, for σ = 4, the octahedra which are enclosed by 6 k-order Pv's correspond to their common "grandchildren". Proposition 1. Let w be a string over Σ and k ≥ 1. Then there is a walk in G(k, σ) which spells w. On the other hand, not every walk spells a string.
Proof. If w is a string, then the definition of neighbor means that there is a walk in G(k, σ). To see that the other direction does not hold, consider the walk (3, 0, 0), (2, 1, 0), (3, 0, 0), which does not spell any string.
The following characterization of realizable walks follows directly from the definitions. As we will see, it restricts very strongly which walks are realizable and which are not.
Theorem 1 (Characterization of realizable walks). A walk
is realizable if and only if, for all i = 1, . . . , m − k − 1, there is a character c i s.t. there is an edge labeled (x, c i ) from p i to p i+1 and an edge labeled (c i , y) from p i+k to p i+k+1 , where x and y are arbitrary characters from Σ.
The following lemma concerns walks that do not use bows, i.e. walks for which p i = p i+1 for all i:
Lemma 2 (Bowfree walks). Let W = (p 1 , . . . , p n ) be a realizable walk in G(k, σ) which does not use any bows.
1. Then, if w = w 1 . . . w n+k−1 is a string spelled by W, then for every i = 1, . . . , n − 1, w i = w i+k .
2. If p i = k · e j for some j, then, for q = p i+k , it follows that q j = 0, i.e. q lies on the opposite face of G(k, σ) to the corner k · e j .
Proof. 1. Let x = w i = w i+k . Then p i = pv(w i . . . w i+k−1 ) = pv(w i+1 . . . w i+k ) = p i+1 , so the bow at p i labeled with character x is used by the walk W . 2. Let w be a word spelled by W . Since p i = k·e j , it follows that w i . . . w i+k−1 = a j k . Assume that w i+k . . . w i+2k−1 contains a character a j , say at position i + k + . Then p i+ = p i+ +1 , in contradiction to W not using any bows.
Realizable sets Definition 5 (realizable sets).
A set Π of k-order Parikh vectors is called realizable if there is a string s such that Π k (s) = Π.
Clearly, every singleton set is realizable. Proof. If Π is realizable, then there is a string w such that Π k (w) = {p, q}. Then there must be a position in w such that, w.l.o.g. pv(w . . . w +k−1 ) = p and pv(w +1 . . . w +k ) = q. Let w = a i and w +k = a j . Since p = q, we have a i = a j and q = p − e i + e j . Conversely, let q = p − e i + e j , ∧(p, q) = r, and t any string with pv(t) = r. Then the string a i ta j realizes Π. Proof. Given a walk W , denote by iti(W ) the bowfree walk obtained by replacing all consecutive multiple occurrences of the same vertex by a single occurrence (the itinerary of W ). We will show that for any bowfree walk U , there is a walk W and a string w such that W spells w and U = iti(W ). This proves the theorem, since in a connected induced subgraph there always exists a bowfree walk covering all vertices of this subgraph.
The proof goes by induction on the length n of U , the base case n = 1 being trivial. Now suppose a string u exists with itinerary (p 1 , . . . p n−1 ). Thus the final k letters of u = u 1 u 2 · · · u m have Parikh vector p n−1 . Let i and j be such that p n = p n−1 +e i −e j , so the suffix of length k of u contains a j , say u m−g = a j with 0 ≤ g ≤ k − 1. Append the string u m−k+1 u m−k+2 · · · u m−g−1 a i to u. The new Parikh vectors obtained this way are several more copies of p n−1 (using bows by repeating the letters from k positions before) and a p n in the last suffix, giving the desired itinerary.
Next we turn to strings which realize all of Q(k, σ).
Definition 6 (k-covering strings, k-PdB-strings). Let k, σ be positive integers and let w be a string over Σ with |Σ| = σ. The string w is called -(k, σ)-covering, if, for every Parikh vector p of order k, there is a substring u of w such that pv(u) = p, and -(k, σ)-PdB-string (Parikh-de-Bruijn string of order k) if, for every Pv p, there is exactly one substring u of w such that pv(u) = p.
If σ is clear from the context, we also say k-covering and k-PdB word.
PdB-strings are the abelian equivalent of de Bruijn sequences of order k: these are strings s with the property that every string of length k appears exactly once as a substring of s. De Bruijn sequences exist for every combination of k and σ, since there is a one-to-one correspondence between de Bruijn sequences of order k and Hamiltonian paths in the de Bruijn graph of order k; and they can be constructed efficiently using the fact that Eulerian paths in the (k − 1)-order de Bruijn graph correspond to de Bruijn sequences of order k.
Every PdB-string of order k corresponds to a Hamiltonian path in the PdBgrid. However, the converse is not true, because not every Hamiltonian path is realizable. In general, PdB-strings do not exist for every pair (k, σ). In the next section, we study some necessary and sufficient conditions for their existence.
Covering words and Parikh de Bruijn words
Below, we will use the convention that the first letters of the alphabet Σ are a, b, c, . . ., unless otherwise stated. This holds because a word of length n contains at most n − k + 1 substrings of length k, and thus at most n − k + 1 Parikh vectors of order k. For a (k, σ)-covering word w of length n, we refer to n − ( σ+k−1 k + k − 1) as the excess of w. For σ = 2, the words of the form a k b k are PdB-words, and indeed they have excess 0.
A classical de Bruijn word contains all possible strings of length k and thus necessarily all possible strings of shorter lengths: k − 1, k − 2 etc. This is not always true for Parikh de Bruijn words: for example, the word w = aaaaabbbbbcaaaadbbbcccccdddddaaaccdbcbaccaccddbddbadacddbbbb is a (5, 4)-PdB word that is not 4-covering: it has no substring with Pv (1, 1, 1, 1) . The following two statements show how the k-covering property relates to the (k − 1)-covering property. For general alphabets, the case of k = 2 is trivial. If k = 3, then by symmetry, it is enough to show that a 2 occurs in w and that either ab or ba occurs in w. Since w is 3-covering, a 3 occurs in it of which a 2 is a factor. Also, one of aab, aba, baa occurs, meaning that a neighboring a and b are present. Proof. We will show that a k-covering word exists that avoids the Parikh vector
). Consider the k-PdB grid, in which p corresponds to a simplex whose vertices are the parents of p. Our goal is to construct a string w so that the walk in the grid corresponding to w visits every vertex in the grid, but avoids edges of the simplex representing p. Note that this includes in particular bows corresponding to p. We will do this by first constructing a walk that avoids even the vertices of this simplex, and then modifying it so that it visits these vertices, but does so in a "safe" way: whenever the walk visits a vertex of this simplex, in the next step it immediately turns away from it. In particular, it does not use any bows incident to p.
If we remove the parent vertices of p (together with incident edges and bows) from the PdB grid, then the remaining graph is still connected and contains all bows in all remaining vertices, thus by Theorem 2 there exists a word w that visits the remaining vertices. This word is almost k-covering, except for the vertices of the removed simplex. We now show how to modify w so that it visits all vertices of the grid without using edges of the simplex corresponding to p. Observe that for each x ∈ Σ, w already contains x k as a factor. We obtain a new string w from w by replacing, for every x ∈ Σ, one factor x k by the string x k u(x)x k , specified below for each x ∈ Σ. This way it is ensured that any new Parikh vector can only appear within these replacement strings.
Notice that the simplex corresponding to p lies on a side of the PdB-grid. The vertices of this simplex can be categorized into three types: (1) the parent where the first coordinate is increased as compared to p, (2) the two parents where the second or third coordinate is increased, and (3) those where any other coordinate is increased. We will define u(x) differently for the three types of parents, namely:
It is straightforward to check that the word w obtained in this way really visits the parents of p in the desired manner.
This only implies that at least one Parikh vector of order k−1 can be avoided. One could ask to what extent a k-covering word can fail to be (k − 1)-covering. Question 1. Consider the minimum proportion of visited (k − 1)-order Parikh vectors among k-covering words, that is
Can we determine the exact value of lim inf k→∞ mincov(k, σ)? Is the lim inf actually a limit?
Question 2. Consider covset(w) = {k | w is k-covering}. Which finite sets K ⊆ N + are realizable as K = covset(w) for some w ∈ Σ * ? For σ = 2 these are exactly sets of the form {1, 2, . . . , k}. For σ ≥ 3, we have by Proposition 2 that two necessary conditions are 3 ∈ K ⇒ 2 ∈ K and 2 ∈ K ⇒ 1 ∈ K. It seems possible that these conditions are also sufficient, but a simple proof of this has eluded us so far.
Shortest covering words
We now turn our attention to shortest k-covering words.
The classic concept of a universal cycle is defined as follows [16] : Given a set F n of combinatorial objects with the property that each object can be represented by a (not necessarily unique) string of length n over alphabet A; a universal cycle for F n is a cyclic string over A of length m s.t. there is a oneto-one correspondence between elements of F n and substrings a i . . . a i+n−1 of length n of A, where addition is modulo m. In particular, necessarily m = |F n |.
Recall that classical de Bruijn sequences come in two flavours, linear or cyclic sequences. One can similarly define cyclic PdB-strings: these have exactly one substring for each Pv of order k, where the last k − 1 positions are viewed as continuing with the beginning of the string. Thus, cyclic de Bruijn sequences of order k are universal cycles for Σ k , while cyclic (k, σ)-PdB-words are universal cycles for Q(k, σ). It is easy to see that there is a one-to-one correspondence between Q(k, σ) and k-size multisets over a ground set of size σ (also called multicombinations), therefore cyclic PdB-strings can also be viewed as universal cycles for multicombinations. There are some known results about these and closely related universal cycles [16, 28, 29, 30, 32, 39] .
A universal cycle viewed as a cyclic string w always gives rise to a PdB word: simply append the first k − 1 letters of w at the end. But PdB words can also be constructed that do not come from such a cycle: an example is abbbcccaaabc, which is a PdB word for σ = k = 3. Theorem 3 below implies that in fact no (3, 3)-PdB word comes from a universal cycle.
The following necessary condition is known from the literature on universal cycles. The proof, translated into the language of Parikh vectors, goes by counting occurrences of letters and the contribution of each occurrence to individual coordinates of Parikh vectors. Slightly modifying the argument from the proof in [16] , we obtain some lower bounds for the length of k-covering words.
Theorem 4.
A shortest k-covering word has length at least
In particular, a (k, σ)-PdB-word can only exist if 
and so
Summing for all letters in the alphabet, we get
The other lower bound comes from Observation 1.
As a special case, if σ > k 2 − k and k is a prime, then a (k, σ)-PdB word can exist only if k does not divide σ.
Proof. If
σ+k−1 k−1 /k fails to be an integer, then rounding it increases its value by at least 1/k. Thus + σ/2 for σ even. This means that for odd σ, PdB words always exist, and for even σ the minimal excess is σ/2 − 1.
Proof. We use the language of PdB-grids, but an equivalent elementary reasoning is also possible. Consider the k − 1 grid: this is essentially a complete graph on σ vertices. The k-simplices corresponding to order-k Parikh vectors are all outside this grid now, only represented by edges for Parikh vectors containing two 1s, and loops for Parikh vectors containing a 2. In order to have a k-covering string, we have to visit all of these simplices, that is, we have to find a walk covering all edges in a graph that consists of the complete graph on σ vertices, K σ , together with a loop at each vertex. If σ is odd, then a Eulerian walk exists, if σ is even, then we have to traverse at least σ/2−1 edges twice, but this suffices.
Proposition 5. For k = 3, PdB words exist if and only if either σ = 3 or σ is not a multiple of 3.
Proof. Constructions for universal cycles for σ not a multiple of 3 are given in [28, 30] . A (3, 3) PdB word is given by abbbcccaaabc (in fact up to reversal and permutations of Σ, this is the only one as one can verify by a computer search). If σ ≥ 6 is a multiple of 3, then Corollary 1 applies.
Question 3.
What is the length of the shortest covering strings for σ ≥ 6 and k = 3 if σ is a multiple of 3?
For general k and large alphabets, it was conjectured in [16] that for σ large enough, depending on k, universal cycles exist if and only if k divides From personal communication [29] , we know that the cases k = 4 and k = 5 of these conjectures have been settled. A final result in this section gives an impossibility result for σ = 3. ) corresponding to w in the (k, 3)-PdB grid. By symmetry, we may assume that (k, 0, 0), (0, k, 0) and (0, 0, k) occur in the walk in this order, say p x = (k, 0, 0), p y = (0, k, 0), p z = (0, 0, k) with x < y < z. We know by Lemma 2 that for every position i, w i = w i+k , since otherwise there would be bows in the walk contradicting the PdB property. Thus on the k positions before and after the occurrence of b k , we only have letters a and c, in other words p y−k and p y+k both lie on the side of the triangular grid opposite (0, k, 0). Similarly, p x+k lies on the side opposite (k, 0, 0), and p z−k on the side opposite to (0, 0, k).
The path of length k from p y−k to p y disconnects the grid into two regions. The path from p x to p x+k lies entirely in one of these regions. But the only point in this region lying on the side opposite (k, 0, 0) is (0, k, 0), meaning that p x+k = p y , so y = x + k. A similar argument shows z = y + k. The string w thus contains the factor a k b k c k . If k ≥ 5, then at least k letters precede a k or at least k letters follow c k ; w.l.o.g. assume the latter. This implies that p z+k lies on the side opposite (0, 0, k), but all of those vertices have already been visited, a contradiction. The case k = 4 can be excluded by a computer search, or a slightly more intricate analysis of the possible letters preceding and following a 4 b 4 c 4 .
We note that Theorem 5 is in line with a conjecture made by Donald Knuth in "The Art of Computer Programming" [32] (Sec. 7.2.1.3, Problem 109). The conjecture states that a universal cycle on k-multisets of a set of size σ exists if and only if a universal cycle on k-sets of a set of size σ + k − 1 exists. If σ = 3, then this would mean a cycle of k-sets of a (k + 2) sized set, and it was proved in [39] that such cycles do not exist.
Experimental results
We searched for shortest covering words for moderate values of σ and k. In some cases, the search was performed via a backtracking brute force algorithm. In other cases (esp. for larger values of σ with k = 3), for each Parikh vector p of order k, we carefully planned a candidate factor from Σ k that realizes p. The ideas we used were similar to the ones appearing in [28, 30] . We give some of our results in Table 1 . Recall that the excess of a word w equals |w|−( σ+k−1 k +k−1).
Conclusion
In this paper we introduced the Parikh-de-Bruijn grid, which we believe could prove a powerful tool in abelian stringology. In accordance with the differences between abelian string problems and their classical counterparts, the PdB-grid has very different properties from the classical de Bruijn graph. We studied realizable Parikh sets, covering words, and Parikh de Bruijn words. Further directions to explore include the connection between combinatorial properties of the walk of a string in the grid and properties of the string itself: can we characterize abelian squares, abelian borders and other concepts using the graph structure or the geometry of the PdB-grid?
