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1. INTRODUCTION 
Let K be a field and let V be a vector space of dimension 1 over K. A 
hyperplane in V is a vector subspace of codimension 1. An arrangement d 
in V is a finite set of hyperplanes. Let L(d) be the collection of all intersec- 
tions of elements of d. We partially order L(d) by the reverse of 
inclusion, so that X< Y means Xz Y. Then L(d) is a geometric lattice, 
called the intersection lattice of d, which has V as its minimal element. Let 
p be the Mobius function [14, p. 3421 of L(d). The characteristic 
polynomial x(s?; t) of d is defined by 
x(&d; t) = c p( v, X) tdim Y (1.1) 
.xEL(.d) 
If n HE.d H= {0}, then x(&‘; t) is the characteristic polynomial [9, p. 1281 
of L(d). In [11] Terao showed that if d is a free arrangement then the 
characteristic polynomial factors in Z[t] as a product of linear factors. Its 
non-negative integer roots are the degrees of certain derivations of 
K[xi,..., x,]. In this paper we introduce a family of graded modules 
Dp(&), p 20, and show that the characteristic polynomial of any 
arrangement may be computed in terms of the Poincare series of the 
modules Dp(&). Our main result is Theorem (1.2). In case d is a free 
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arrangement the factorization theorem is an easy consequence of 
Theorem ( 1.2). 
We sketch the definition of the graded modules I)“(.&). Let S = S( V*) 
be the symmetric algebra of the dual space V* of V. Regard S as a graded 
K-algebra in which degf= 1 for all f~ V*\{O j. Let p > 0. Let DerP(S) be 
the S-module of all alternating p-linear functions 8: S x . . . x S + S which are 
K-derivations in each variable. Then DerP(S) is naturally a graded S- 
module. Note that Der’(S) = Der(S) is the module of K-derivations of S. 
We agree that Der’(S) = S. Choose CX~E V* with ker(a,) = H and let 
Q = Q.,, = JJHHt.rJ X~E S. We call Q a defining equation of B’. For p 3 1, 
define 
DP(~rJ)=ie~Derr(S)IB(Q,f2 ,...,, f,)~QSfor allf? ,..., &ES). 
Let II”( .d) = S. Then O”(d) is a graded S-submodule of Derp( S). Let 
Poin(D”(.cY’); X) be the Poincare series of D”(.cu’). Our main theorem is 
( 1.2) THEOREM. For any’ arrangement .d in V, 
x(,w/; 2) = ( - 1 )’ lim 
.u - I 
C Poin(DP(.4/); .u)(t(.u - 1 ) - 1 )p, 
P>O 
For simplicity we define 
Y(.o/;s, t)= C Poin(D”(.a/);x)(t(.u-1)-l))“. 
P>O 
Then we can rewrite the main Theorem ( 1.2) as 
x(&; t) = (- 1)’ lim Y(.al; .Y, t). (1.3) \.-I 
In Section 2, we prove general properties of Dp(.al’). In Section 3, we 
consider the special case of a free arrangement. If ,d is free, then we show 
easily that 
Y(.d; x, t) = fi (1 + .Y + .Yyz + . . . + .+ ’ -A), 
,=I 
where b, ,..., h, are the exponents of .d. It follows from the main Theorem 
(1.3) that if .a/ is free, then 
x(&d; t)= i (t-hi). 
i= 1 
This factorization theorem was proved in [ 111 when K = C. Our proof of 
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the main Theorem (1.3) begins in Section 4, where we introduce a family of 
complexes 
D’(d): 0 + D’(d) A D ‘-‘(&‘)~-~D”(&)+O 
which have the same modules Dp(&‘) with different boundary maps. 
Several results on their homology groups will be obtained there. From the 
definition it is clear that Y(&‘; x, t) is a rational function. In Section 5, we 
use the results on the homology groups to prove that Y is a polynomial in 
x and t. Thus we can again rewrite the main Theorem (1.3) as 
x(&d; t) = (- l)‘!Y(d; 1, t). (1.4) 
In Section 6, we characterize the characteristic polynomial I(&; t) by four 
conditions. We complete our proof of the main Theorem (1.4) be showing 
that (- 1)’ Y(&‘; 1, t) satisfies the four conditions. 
This paper does not contain any topological argument. It would be mis- 
leading though to avoid mention of the topological undercurrent in case 
K = C. In [6] Orlik and Solomon showed that the Poincare polynomial of 
the topological space M(.d) = C’\lJ,,,, H is equal to (-t)‘~(&; -t-l). 
Thus, assuming the main Theorem ( 1.4) we have 
(1.5) COROLLARY. For anlj arrangement ,& in C’, the PoincarP 
polvnomial of M(d) is t’Y(d; 1, -t-l). 
We would like to thank J. Tits for asking N. Bourbaki about the origin 
of the substitution y = t(x - 1) - 1 and for communicating his answer to us. 
In closing, we note that results very similar in spirit to the ones proved 
in this paper had been conjectured in 1973 by Kelly and Rota [15]. 
2. THE MODULES Dp(&) 
Let d be an arrangement in V’. Define the polynomial Q = Q., ES, the 
S-modules DerP(S) and submodules Dp(&) as in the Introduction. An 
element 8~ DerP(S) is called homogeneous of degree d, or deg 8 = d, if 
0(fr,...,f,) E S is zero or homogeneous of degree d for any f,,...,f, E V’*. 
Then DerP(S) is naturally a graded S-module. Note that an element 
6’ E DerP(S) is determined by its values on V* x x V*. Since 8 is alter- 
nating linear, 8 = 0 if p > 1. So DerP(S) = 0 for p > 1. It is easy to see that 
DP(&) is a graded submodule of DerP(S) for each p. Let L be a field exten- 
sion of K. Let I’, = L OK V and let ZZ& be the corresponding arrangement 
in V,. Then L @x Dp(d) is isomorphic to Dp(&f). Thus the right-hand 
side of the main Theorem (1.2) is independent of field extension. Since 
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x(&; t) = x(&‘; t), we may assume, in the proof of the main Theorem, that 
K is algebraically closed. 
(2.1) LEMMA. If-cd ~53 then Dp(d)zDp(B)fo~ any ~30. 
Proof: Let Q, and Ql Qz be defining equations for .&’ and 2, respec- 
tively. For 0 E P(g) we have 
Since Q, and Qz are coprime, we have 0( Q, ,f ,..., f,) E Ql S. 1 
Note that the graded S-module DeY(S) is naturally isomorphic to the 
pth exterior power A; Der(S) of Der(S) = Der’(S) over S. We identify the 
two. So there is a product structure De?‘(S) x DeP(S) + DerPCY(S). This 
makes @i=, Derp( S) an S-algebra. Let cp A II/ E Der”+q(S) denote the 
product of cp E DeP(S) and $ E DeP(S). Explicitly [ 1, Chap. 3, Sect. 11, 
No. 2, Ex.31 we have 
b A ~)(fi~...~fp+,)=Csgn(~)cp(f~,~...~f,,)~(f~,,+,,~...~.f~,,+,,) (2.2) 
where the sum is over the set of all permutations 0 of { l,...,p + q) such 
that al< ... <ap and a(p+ 1)~ ... <a(p+q). In particular for 
8 1 ,..., 8, E Der(S), we have 
(0, A ... A e,)(f;,...,f,)=detCH,(f;)l,.,.,., (2.3) 
for all f, ,..., jjP E S. By (2.2) we easily obtain 
If cp~P(,a/) and tj~P(&), then cp A $EP+Y(G!‘). (2.4) 
This implies that @L=, D”(d) also has an S-algebra structure. 
Let -Y, ,..., X[ be a basis for V*. Define Die Der(S) to be the unique 
K-derivation with D;(x,) = 6,, (1 d i, j< I). Then D, ,..., D, are a basis 
for Der(S) over S. We sometimes write d/d-u; instead of D,. 
(2.5) PROPOSITION. The S-module D’(& ) is free of rank one with a basis 
Q(D, A ... A Dl). 
Proof Let 8 =f(Dl A ‘. A 0,) E D’(d) with fs S. Fix HE d. Let 
a E V* with ker(a) = H. Choose i with Di(z) # 0. We can assume i = 1 and 
D,(u)= 1. Using (2.3) we compute &a, .K~ ,..., x,) =f: Because 
~ED’(,~~‘)cD’({H}) by (2.1), fectS. This is true for all HE&. Thus 
fEQs. I 
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(2.6) DEFINITION. Let M= @,,O Mp be a finitely generated graded 
S-module. The Poincark series Poin(M; X) of M is defined by 
Poin(M; x) = Pain(M) = c dim,(M,) xp. 
pzo 
It is known [S, Theorem 19, p. 3461 that, for sufficiently large p, the 
function dim,(M,) is a polynomial in p of degree at most I- 1. Thus 
Poin(M; x) is a rational function in x with a pole only at x = 1 of order at 
most 1. In other words (x - 1)’ Poin(M; x) is a polynomial. 
(2.7) DEFINITION. yI(d; x, t) = CL=, Poin(DP(d); x) (t(x- 1) - l)p. 
See the remark at the end of Section 3 for the source of this definition. 
3. THE CASE OF A FREE ARRANGEMENT 
In this section, we deal with free arrangements only. We compute 
Y(y(d; x, t) and obtain a formula for x(&‘; t) assuming the main Theorem. 
When K = C this formula is the main result in [ 111. 
(3.1) DEFINITION. We say that an arrangement d is free if D’(d) is a 
free S-module. 
Assume that d is free. Then we can choose a homogeneous basis 
10 ,,..., e,} for Dl(d). 
(3.2) DEFINITION. We call deg 8, ,..., deg 8, the exponents of the free 
arrangement d and write exp d = {deg e,,..., deg e,}. 
The following criterion was proved by Saito [S] in the complex analytic 
category. This algebraic version was announced in [12]: 
(3.3) PROPOSITION. The elements eI,..., tIIE D’(d) form a basis for 
D’(&‘) as an S-module if and only if 8, A ... A O,EK*Q(D, A ... A D,) 
(K*=K\(O)). 
Proof(if part). First note that e,,..., 8, are linearly independent over S 
because 8, A ... A 8, z 0. We can XSUIIX &A - Ao, = 
QP, A ... A 0,). Let eED’(d). By Cramer’s rule QDieSI1 + .f. 
+ Se, (i = l,..., 1). So write Qe =f, 8, + . . . +f,e,. Then we have 
fiQ(D, A ... A D,)=e, A ... A 8,-, A (Qe) A 8,+1 A ... A 8, 
EQ D’(&)=SQ*(D, A ... A DJ 
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by (2.5). Thus fjeQS for each i. So e=(f,/Q) 8, + ... + (f,/Q)%,e 
se, + ... + se,. 
(only if part). By (2.4) and (2.5) we can write 8, A ... A %,= 
fQ(D, A . . . A D,) for some f~ S. Fix HE &. We can assume that x1 is a 
defining equation of H. Then QH = Q/X, is a defining equation of &\{ Hf. 
Since Qo, and QHDi (i= 2,..., I) are in D’(d), we have 
QQ&‘(D, A ... A D,) = t-x, Qr,DI) A (Q/A) A ‘.’ A (QHD,) 
Es(%, A ... A %,)=SfQ(Dl A ... A D,). 
Therefore f divides Q’, ‘. This is true for all HE &. Since there are no 
common factors of IQ’,- ’ 1 ,HE &, we havefgK*. 1 
(3.4) PROPOSITION. Let ,cu’ he a free arrangement and i%,,..., 8, i he a 
homogeneous basis for D ’ ( cd ). Then for any p, 1 d p d 1, D”(.d ) is a ,free 
S-module with a basis {%,, A ‘.. A %+ 1 1 d i, < “. < i, d I}. 
Proof Let % E Dp(&). Let I= (iI ,..., i,), where 1 <i, < ... < i,, < 1. 
Write D, = D,, A A Dir E DeP(S). Similarly 8, = %,, A ... A %+. Since 
QDiE D’(d) = S%, + ... + S%,, Qp De?(S) G C, Se,. Write Qp% = C,f,%, 
for f,cS. Choose JG {I,..., I) of size l-p. Then, by (3.3), 
A %,=fKQ(D, A ... A D,), (3.5) 
where K is the complement of J. By (2.4) and (2.5) we have 
8 A %,~D’(,ol’)=sQ(o, A ... A D,). This implies that Q” divides fK. This 
is true for all K. So % = C, (f,/Qp) %,E XI Se,. Thus the elements 8, span 
Dp(d). If C,f,%, = 0, then by the second equality in (3.5) we have 
f,=O. I 
Remark. Combining (3.3) and (3.4) we know the following four 
conditions are equivalent: 
(1 ) d is free, 
(2) Af,D’(,&) = D’(d), 
(3) AP, D’(d) = Dp(&) for p = O,..., 1, 
(4) each D”(d) is free for p = O,..., 1. 
(3.6) COROLLARY. Let S be a free arrangement with exp S? = 
{b ,,..., 6,). Then 
Y(d; x, t) = lj (1 +x+x2 + ‘. . + .+ ’ -x%). 
,=l 
In particular Y(d; 1, t) = nf=, (hi- t), 
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Proof: Since degdi, A *.. A 8,=6,+ ... +b,, (3.4) shows that 
Poin(DP(d); x) = 1 xbgl + “’ + “I+/( 1 - x)‘, 
where the sum is over the set { (il ,..., ip)] 1 d i1 < ... < i, d I}. Let y be an 
indeterminate. Then 
i Poin(V(d); x) yp = h (( 1 + xbf y)/(l -x)). (3.7) 
p=o ;= 1 
Replace y by t(x - 1) - 1. An easy computation, together with the 
definition (2.7) of Y(&‘; x, t), proves the formula. 1 
(3.8) COROLLARY. Let @, denote the empty arrangement in an I-dimen- 
sional vector space. Then !I’(@,; x, t) = ( - t)‘. 
Proof. This follows from exp(@,) = {O,..., 0). 1 
Assuming the main Theorem (1.4), we have 
(3.9 COROLLARY. Let sd be a free arrangement with exp d = (b, ,..., b,}. 
Then 
x(-c3; t)= n (t-bi). I ,=I 
When K = C, this is the factorization theorem for free arrangements in 
[ 111. For a general field K, this has been announced in [ 123. 
Remark. Bourbaki [2, Chap. 5, Sect. 5, Exer. 31 introduced the sub- 
stitution t = (y + 1 )/(x - 1) in a problem on unitary reflection groups, as a 
device to convert information about a bigraded module into a polynomial 
identity in one variable. The same substitution was used by Orlik and 
Solomon in a similar situation in [7]. Since the main results on reflection 
groups in [7] are implicit in our main theorem here, it seems appropriate 
to clarify the connection between [7] and this paper. Suppose K = C. Let 
G s GL( V) be a finite unitary reflection group and let R = SC be the ring of 
G-invariants. We know from Chevalley’s theorem that R may be generated 
by I homogeneous elements of degrees, say dl,..., d,. It follows from [7, 2.31 
with A4= I’* that Der(S)’ is a free R-module with a homogeneous basis, 
say 8, ,..., 0,. Since there is a natural isomorphism DerP(S) z S oc np( V) of 
graded C[ G]-modules, Theorem 3.1 of [7] shows that DerP(S)’ is a free 
R-module with basis { 0, A ... A eip\ 1 < i, < ... < ip < f}. Define integers 
bi = deg Bi for 1 < i < 1. It follows from [7, 3.51 that 
2 Poin(DerP(S)G; x) = h (1 + xb’ y)/( 1 -x4). (3.10) 
p=O i=l 
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It follows from (3.10) using Molien’s formula and the substitution 
t = (J’ + 1 )/(x - 1) that [ 7, Corollary 3. lo] 
c det(g) t“‘“‘= 
ytG 
,;I, (t-b,)> (3.11) 
where ii(g) is the dimension of the fixed point set of g. Now the argument 
in Section 4 of [7] shows that if d = &d(G) is the arrangement of all 
reflecting hyperplanes of G then 
X(d; t)= fi (t-hi). 
i= I 
(3.12) 
It is shown in [ 10, Theorem 2 and Proposition 23 using Saito’s criterion 
(3.3) that Ld=&(G) is a free arrangement and that [e,,..., 6,) is a basis 
for D1(d) as an S-module. It follows from (3.4) that 
(Q,, A .” A H+ I 1 d i, < ... < i,, 6 I} is a basis for D”(&‘) as an S-module. 
Therefore we have 
P(d) 2 Der”(S)” @ S R . 
Since there exists a graded subspace U of S with Sz R Oc U [2, Chap. 5, 
No. 3, Theorem 21, the Poincare series of Dp(,d) as an S-module is equal 
to ni=, (( 1 -.u”~)/(l -s)) times the Poincare series of Der”(S)” as an R- 
module. Thus, if d=&‘(G), we know that (3.10) and (3.7) are equivalent 
and that the argument in this paper allows us to bypass (3.11) and prove 
(3.12) directly. 
4. THE COMPLEXES D’(d) 
In this section we construct a family of complexes which have the same 
modules W(d) (p 3 0) with different boundary maps. Let h E S. Define an 
S-linear map 
i(h): DeY(S) -+ DeF ‘(S) 
(d~)(W)(f,,...,f,, = Q(kf,,...,f,) 
for any f;,..., f, E S. This map is known as the interior product when we 
regard it as a map from A$Der(S) to A;-’ Der(S). 
(4.1) LEMMA [ 1, Chap. 3, Sect. 11. NO. 81. 
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0) @)(cp A $)=(i(h)cp) A ++(-1Ycp * (@)ICI) for aw (PE 
DeP( S) and t,G E DeP( S), 
(ii) i(h).i(h)=O. 1 
Assume that d is non-empty. Fix a hyperplane HE .@‘. Let M. = c(~ 
denote its defining equation. Note, as in the proof of (2.5) that if 
OE P’(d) and fi ,..., &E S, then f3(cr,f2 ,..., &) E aS. Thus we may define 
d: P(d) + P-‘(d) by 
(W(fi,...,f,) = (i(a) Wf2,...,fp)l~ = ~(~3f*,...~f,)/~. 
This map 8 is homogeneous of degree - 1. Since 8 . C? = 0 by (4.l.ii ), we 
have a complex 
~O’(~)~O’~‘(~)~...~DO(~~)~O (4.2) 
unless & is the empty arrangement. By (4.1.i) we have 
13(cp A $)=(a~) A $+(-1)“~ A (a$) for any cp~P(&) and $EP(&). 
(4.3) 
(4.4) PROPOSITION. The complex (4.2) is acyclic. 
Proof. Let 19, denote the Euler derivation: OE=Cf= 1 .x,D;. Then 
~‘z?~E D’(d). Let cp E P(&) be a cycle: 8cp = 0. By (2.4) 8, A cp E P’+ I(&). 
By (4.3) we have 
a(e,*cp)=(ae,,A,=((B,(cc))la)cp=cp. I 
We shall define other boundary maps on @,,. P(d). Let X be a sub- 
space of V. Let SX = S(X*) be the symmetric algebra of the dual space X* 
of X. For a subset I of SX, let V(Z) be the set of common zeros in X of all 
elements of I. We say that f~ Sx is non-degenerate on X if V(J(f)) G (O}, 
where J(f) = {t)(f) E Sx ( 8 E Der(S”) > is the Jacobian ideal off: If -7, ,..., rk 
are a basis for X*, we can rewrite this condition as 
v(w~z, ,..., #Y/c?z,) c (0). Let S, denote the set of all homogeneous 
elements of degree d of S. 
(4.5) DEFINITION. rf X is a subspace of V, let Nz be the set of all h E S, 
such that the restriction h IXe Sx is non-degenerate on X. 
Let x, ,..., x, be a basis for V such that X= T/(x,+ 1 ,..., x,). Note that 
h E Sd belongs to N$ if and only if V(ah/L?x, ,..., ah/L?x,) n XG (0). Let d be 
a positive integer which is not a multiple of the characteristic of the field K. 
When dim X= 1, we easily see that N: is Zariski dense in the space S,. Let 
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I> dim X2 2. Projectivize V and X to get P( V) and P(X). Then P(X) is 
naturally a linear subspace of the (I - 1 )-dimensional projective space P( V). 
Let Y be the hypersurface of degree n in P(V) defined by h. Then h E N;: if 
and only if the intersection P(X) n Y # P(X) is non-singular. Since K is 
algebraically closed, it follows from Bertini’s theorem [3, Theorem 8.18, 
Example 8.20.21 that Nlj is Zariski dense in the space S,,. (This also follows 
from the existence of the resultant in elimination theory [ 13, Vol. II. 
Sect. 80, p. 81.) Since L(,d) is finite, 
is Zariski dense, and in particular is nonempty. Choose 
Define (3: D”(.d) + Dp I(&) by ?tI=i(h)(U) for 0~ D”(.r/). This map ? is 
homogeneous of degree d- 1. It is S-linear because i(/t ) is. We have a com- 
plex 
0~ D’(x&+ D’ ‘(.c/)A-.& D”(.u’)+ 0 
in which the boundary operator depends on 11. 
By (4.1.i) we have 
(4.7) 
a(cp A $)=(?v)A $+(-1)“~ A (S$)forany qED”(.PJ)and$ED’l(.dl). 
(4.8) 
Let S + be the maximal ideal of S = S( V* ) generated by all homogeneous 
elements of positive degree. 
(4.9) LEMMA. The radical of the ideal D’(.d) 17 = (d(l7) E SI 6, E D’(&)j 
contains the nzaxirnal ideal S, . 
Proof: It is enough, by Hilbert’s Nullstellensatz, to show that the zero 
locus V(D’(.d) h) is contained in {Oi-. Let Y E U-jO). Choose the minimal 
XEL(,~~) containing u. Thus UEX and z)+! Y for any YEL(~) with Yc X. 
We can take a basis X, ,..., X, for V* such that A’= V(X, + 1 ,..., 9,). Let 
c&l = {HE ,d 1 H P X) and let Ql be its defining equation. Note that 
Q,(~/~x,)ED’(.~) (i= l,..., k). Since hEN$. we have V(?h/2.y’,..., 
S/r/a,Y,) n XC { 0 ).. In particular u $ V(iilz/f??.r, ,.... ?hld.u,). Since X is 
minimal, we have Q,(U) # 0. Thus 
u$ V(Ql(ah/&x,) ,..., Q,(iY7/d.u,))~ V(D’(.a/) h). 
This implies v$ V(D’(&) h). 1 
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(4.10) PROPOSITION. The homology groups of the complex (4.7) arefinite 
dimensional over K. 
Proof: Let H, be the pth homology of the complex (4.7). Note that H, 
is an S-module. Since Dp(&) is a finitely generated S-module, so is Hp. 
Thus it is sufficient, thanks to (4.9), to prove that D’(d) h annihilates Hp. 
Let 0~ D’(d). Take a cycle (PE Dp(&). We have 8(h) cp = (~30) cp = 
a(0 A cp) by (4.8). Thus B(h) cp is a boundary because 8 A cp E Dp+‘(d) by 
(2.4). I 
Remark. We have a few pieces of evidence suggesting that the 
homology HP (p >O) of the complex (4.7) always vanishes: (i) 
H,=H,p,= 0 for all arrangements, (ii) HP =0 (p> 0) for free 
arrangements and (iii) HP = 0 (p > 0) for arrangements in R3. 
5. SOME PROPOERTIES OF ul(d;x,t) 
(5.1) DEFINITION. Define the Poincare series 
Poin(D’(.d); X, y) = 1 Poin(DP(&); x) yp 
pa0 
of D’(d)= BP,,, Dp(&‘). 
Since each D”(d) is a finitely generated graded S-module, 
Poin(D’(d); X, y) is a rational function in x with a pole only at x = 1 of 
order at most 1. It is a polynomial in y of degree 1. Thus 
(x - 1)’ Poin(D’(d). , x, y) is a polynomial in x and y. 
(5.2) PROPOSITION. Let d he a non-negative integer such that d+ 1 is not 
a multiple of the characteristic of the field K. Then Poin(D’(d); x, -xd) is a 
polynomial in x. 
Proqf. Choose 
h=h,+,E (-) N:+,~Scit, 
XE L.(d) 
dim XL-O 
as in (4.6). We use the complex 
0 - D’(d) -% D’- I(&‘) -% ...& D’(d)- 0 (4.7) 
in which each boundary map a = i(h) is of degree d. Since the homology 
groups of the complex are finite-dimensional by (4.10), 
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Poin(D’(,d); .Y, -.xA) = i Poin(D”(&); .u)( -.u”)” 
p=o 
= C Poin(H,(D’(.d)); .u)( -.u”)” 
p=o 
is a polynomial. 1 
Recall the definition Y(,d; .Y, t) = Poin(D(,d); X, t(x - 1) - 1) in (2.7). 
(5.3 ) PROPOSITION. Y(,d; s, t) is a polynomial in .Y and t. 
Proqf: Since (s - 1)’ Poin( D’( cd ); X, J) is a polynomial, we can expand 
it as 
,, 5 o c,;(.y - 1 V( ?’ + 1 Y 
with c,, E Q. Let d > 0. Then we have, by setting t = ( 1 - .x”)/(.v - 1 ), 
(s- l)‘F(,d;.u, (1 -.Y”)/(.Y- 1)) 
= (.Y- l)‘Poin(D’(.d); s, -.ud) 
= c c;,(s- I)‘+,( -1 -s- . . . -s[‘-‘)/ 
L/SO 
=qx 
c,,( - 1 - .y - . - y- 1)’ 
ha0 r+,=k > 
(.y - 1 )k 
By applying (5.2). we know that (.u- 1 )’ divides this polynomial for 
infinitely many non-negative integers d. Thus we get a family of systems of 
equations 
c -0 00 - 
c IO - dc -0 01 - 
c 2o - d c , , + d’ co2 = 0 
c / ,.o-dc,p,,,+ ... +(-d)‘-‘co,, ,=O 
parametrized by infinitely many d. These have only one solution c,,= 0 
(0 <i+ j< 1) because the Vandermonde determinant is not zero. This 
implies that (X - 1)’ divides the polynomial 
(.u- l)‘Y(,d;.u, t)= c C,(X- 1)‘f’t’. 1 
‘,I 2 0 
(5.4) PROPOSITION. If .o/ is not the empt?, arrangement, then 
Poin(D(.d); .Y, -.‘i ‘) = 0. 
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Proof Since d is nonempty, we may use the complex 
o- D’(s3q-4, W’(dp+ . . . A OO(&) - 0 (4.2) 
in which each boundary map 8 is of degree - 1. Since the complex is 
acyclic by (4.4), we obtain 
x’ Poin(D’(d); x, -x-l) = i Poin(IY(&); x)( -x)‘-” 
p=O 
= i Poin(H,(D’(&)); x)(-x)‘-” = 0. 1 
p=O 
(5.5) PROPOSITION. If d is not the empty arrangement, then 
!P(y(d;x,x-‘)=O. 
Proof. By (5.4), we have 
Y(d;x,x-‘)=Poin(D’(d);x,x~‘(x- l)- 1) 
= Poin(D’(d); x, -x-l) = 0. 1 
(5.6) DEFINITION. Let &‘, and &‘* be arrangements in vector spaces V, 
and Vz, respectively. Define the product 
This is an arrangement in V= V, @ V,. Put S = S( V*), S, = S( VT), and 
S2 = S( V?). In the rest of the Section tensor product @ is always over K. 
For i= 1,2, we view Si G S and Derl(Si) c Der’(S) in the natural way so 
that Der’(S,) annihilates Sz. Then we may identify S with S, @ S2 and 
Der”(S) with @p+y=n DerP(S,) A DerY(S7) z @Iptyzrl DerP(S,) 0 
DerY(S,) as graded vector spaces. Let Qi E Si be a defining equation for 4. 
and let @; be the empty arrangement in Vi (i= 1,2). 
(5.7) LEMMA. Let cp, ,..., vrn E Def(S, 1 and t,b, ,..., $, E Derq(S,). 
Let n =p + q. If 11/, ,..., Ic/,,, are linear!v independent over K and 
Cy=, qi@t,bi~D”(dl x@,), then each cp, lies in Dp(~,). 
Proof Fix f2 ,..., f, E S, . Define 
$= f cp;(Q,,f2,...,fp)O~iES10DerY(SZ)sDerY(S). 
I=0 
For any gr,..., g, E S,, we have 
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This implies $ E Q, S, @ DerY(S2). Since $, ,..., I,/I, are linearly independent 
over K, 1 0 Ic/, ,..., 10 $m~ S, @DerY(S,) are independent over S,. Thus 
each q;(Q, ,.fi,...,f,,) lies in Q, S,. I 
(5.8) PROPOSITION. D"(..d,x.d,)z @p+y=,l Dp(dl) @KDq(d2). 
Proqj: Let GED”(.~/, x.oi;). To show 8~ O,+,=,,Dp(.~,))oDy(~~) we 
can assume 0 E Der”(S, ) 0 DerY(S2). Write 0 = CT=, cp, 0 $, for 
cp, ,..., cp,,, E Der”( S, ) and I,!I, ,..., $,, E DerY(S,), where Ic/, ,..., I,!J~ are linearly 
independent over K. Since 8 E D”(&, x J&) E .“( ~2, x Q2). each cpi lies in 
Dp(,cI,) by (5.7). Thus HELI~(,~,)@D~~~(SJ. Write 9=x;=, r,@qi for 
<, ,..., {,, E D”(.d, ) and q, ,..., q,, E Derq( S,), where r, ,..., c,, are linearly 
independent over K. Since 0 E D”(..c& x .a/,) G D”(@, x A?~), each 9, lies in 
Oy(,4/,) by (5.7) again. Thus QED”(&~)OD~(.$,). 1 
(5.9) DEFINITION. For XE L(.d) define C.$v = (HE .4( 1 XC H}. 
(5.10) PROPOSITION. For any XE L(,d), tdlm.’ divides the polynomial 
Y( dy ; s, t ). 
Proqf Let d = dim X. Note that CdX = Z$ x Qd for some arrangement ~4, 
and Qrl the empty arrangement in X. By (5.8) we have 
Poin(D’(.d; x Q,,); s, ~9) = Poin(D’(22I,)); s, ~9) Poin(D’(@,); .x, y). 
Let .v= t(.u- 1 ) - 1 here to get Y(J, x Qd; x, t) = ul(,&, ; X, t) y(@,; X, t). 
Since y(@,; X, t) = ( -t)’ by (3.8). the result follows. 1 
6. PROOF OF THE MAIN THEOREM 
Fix an arrangement .& in V. Let L(d) be the collection of all intersec- 
tions of elements of .d. We agree that nHE, H= VEL(G!). Introduce a 
partial order < on L(.cu’) by X< Y o X2 Y. Then L( ~2’) is a geometric lat- 
tice and 
XA Y=n[HE.d’HzXuY;, Xv Y=XnY 
for all A’, YE .d. Write L = L(,d). Let p: L x L + 2 be the Mobius function 
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Let L, = {Z E L 1 Z < X} for XE L. Then L, = L(dx) by (5.9). Thus by the 
definition (1.1) of the characteristic polynomial x we have 
x(-4-; 1) = c YE Lx A K Y) tdim x. It follows from the property (6.1) of the 
Mobius function that the function on L defined by XH x(s&; t) has the 
properties (l)-(4) of the following proposition, which characterizes x as in 
[ 11, Proposition 6.71: 
(6.2) PROPOSITION. Suppose that a map G: L + Q[t] satisfies the follow- 
ing four conditions. 
(1) G(V)=+, 
(2) G(X)I,=, =0 unless X= V, 
(3) tdimX divides G(X) for any XE L, 
(4) the degree in t of x YE Ly p( Y, X) G( Y) does not exceed 
dim X for any XE L. 
Then G(X) = x(dx; t) for any X E L. 
Proof. Put G’(X) = C YE Lx p ( Y, X) G( Y). If Y < X, then dim Y >, dim A’. 
By (3) tdimY divides G( Y), so fdimX divides G’(X). On the other hand, by 
(4), deg G’(X) < dim X. Therefore one can write G’(X) = g(X) tdimX for 
some map g: L + Q. We get 
g(X)=G’W)l,=,= 1 I*(Y,X)G(Y)I,=,=~L(V,X) 
YELX 
by using ( 1) and (2). Thus G’(X) = p( V, X) tdim ? By (6.1) we have 
G(X)= c G’(Y)= c p(V, Y)tdimY=x(~x;t). i 
YEL,y YELA 
Define a map G: L -+ Z[ t] by 
G(X) = (- 1)’ Y’(dx; 1, t). (6.3) 
In order to prove the main Theorem (1.4) it is sufficient to verify the con- 
ditions (l)-(4) in (6.2) for this G. We have already verified the first three 
conditions: 
(1) G(I’)=(-l)‘Y(@,;l,t)=t’by (3.8), 
(2) if X#V, then G(X)I,=,=(-~)‘Y(J&; 1, l)=O by (5.5) with 
x= 1, 
(3) follows from (5.10) with x= 1. 
Thus the only remaining condition to be verified to complete our proof is (4). 
607/&wIO 
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Regard the lattice L as a category with morphisms 6: 
Hom(X, Y)= 
{J-G Y} if X< Y, 
Izr otherwise. 
The composition of two morphisms Xd Y and Y d 2 is X< Z. 
Let % be the category of finitely generated graded S-modules with S- 
linear maps which are homogeneous of degree zero as morphisms. Let F be 
a contravariant functor from L to V?. When X, YE L with X3 Y, the 
induced S-linear map homogeneous of degree zero from F(X) to F(Y) is 
denoted by I’,~, , or simply by V. For p E Spec S define T(p) E L by 
T(p) = n { H E ,dl the defining equation of H lies in p >. 
(6.4) DEFINITION. A contravariant functor F: L --f Q? is said to be local if 
the localization of the S-linear map 
v: F(X) + F(X A T(p)) 
at p is an isomorphism for any p E Spec S; 
v,,: F(X), z F(X A T(p)),. 
Fix p 3 0. Consider the correspondence X---f Dp(,dX) (XE L). If X< Y 
then &‘X G .G!~. Thus P’(srlj,) 2 P’(G?~) by (2.1). This inclusion map is 
homogeneous of degree zero. Write 
DP( X) = DP( dx). (6.5) 
The correspondence XH Dp(X) defines a contravariant functor from L to 
% which is also denoted by Dp by abuse of notation. 
(6.6) PROPOSITION. The contravariant jiinctor Dp is local for p 3 0. 
ProoJ: Let p E Spec S and XE L. Write T= T(p). Localize the inclusion 
map Dp(X) G Dp(X A T) at p: 
Dp(X), + Dp(X A T),. 
This is injective by the flatness of localization. To show the surjectivity let 
~~ED~(XA T)=DP(dx, T. ) Let R be a defining equation for dX\-aZ, cI T. 
Let c( E V* be a linear factor of R. Then H = ker(a) E dX\dX /\ T. If c( E p, 
then H 2 T. This shows H 2 X A T, which is a contradiction. So c( 4 p. Thus 
R$p. Therefore R~/RE Dp(X), = Dp(d’y)p. Its image is 8. This proves the 
surjectivity. 1 
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(6.7) DEFINITION. A contravariant functor F: L + %’ is said to be 
cumulative if for any XE L 
1 AK X) Poin(F( Y); xl 
YEL,y 
has a pole of order at most dim X at x = 1. In other words, 
(x - 1 )dimX C rE Lx p( Y, X) Poin(F( Y); x) is a polynomial for any XE L. 
Our aim is to prove the functor Dp is cumulative. This is proved in 
(6.13). 
(6.8) DEFINITION. Let k be a non-negative integer. A contravariant 
functor F: L + % is said to be k-codimensional if F(X) = 0 for any XE L 
with codim X< k. We agree that every F is 0-codimensional. 
The zero functor is the unique (I + 1 )-codimensional functor. Henceforth 
we write Poin( F(X)) = Poin( F(X); x). 
(6.9) PROPOSITION. Let F: L -+ % be a local and k-codimensional con- 
travariant functor. Then, for any XE L, Poin(F(X)) has pole at x = 1 of 
order at most 1 -k. In other words, for any XE L, (-x - 1 )‘- k Poin(F(X)) is a 
polynomial. 
Proof: Since the order of the pole of Poin(F(X)) is equal to the 
dimension dim F(X) of F(X) as an S-module [S, Theorem 19, p. 3461, it 
is sufficient to show that dim F(X) 2 1 -k. By [4, p. 92, Corollary 3; p. 16, 
Exercise 21, we have 
dim F(X) = Krull dim (S/Ann( F( X)) = p g;; s Krull dim (S/p) 
p 2 Ann F(X) 
=I- min htp. 
pESpecS 
F(W,fO 
Thus we only need to prove that F(X), = 0 if p E Spec S and ht p < k. Since 
codim(X A T(p)) < codim T(p) < ht p < k, we have 
v,:F(X),zF(Xr\ T(p)),=O. [ 
Let XEL and k>O. Let L,(k)={ZEXIZ<Xand codimX=k}. 
(6.10) PROPOSITION. Zf F is local then F is cumulative. 
Proof: Let F be k-codimensional (0 < k < l+ 1). We use a descending 
induction on k. When k = I+ 1, F = 0. This is trivially cumulative. Let k < 1. 
322 SOLOMON AND TERAO 
We define two contravariant functors K and C. For any X E L, define 
K(X) and C(X) by an exact sequence 
0 -+ K(X) + F(X) --@2 @ F(Z) + C(X) -+ 0. (6.11) 
ZE Lu(k) 
The middle map q(X) is the direct product of the natural maps v~,~: 
F(X) --+ F(Z) (Z E L,(k)). Since g is an abelian category, K(X) and C(X) 
are both finitely generated graded S-modules. Let X, YE L with Y < X. 
Consider the commutative diagram 
O-K(X)- F(X) 2 @ F(Z) - C(X)- 0 
I 
ZE L,y(k) 
O-K(Y)- F( Y) - 
I 
@ F(W) - C(Y)- 0. 
WtLdk) 
(6.12) 
The horizontal sequences are the exact sequences (6.11). The left vertical 
map is the natural map v~,~: F(X) + F( Y). The right vertical map is 
obtained in the following way: since L,(k) 2 L,(k), @ WELy,k, F(W) 
is a direct summand of @ZtLx,k, F(Z). The natural projection: 
@ZsL*(k) F(Z) -+ @We L,(k) F(W) is the right vertical map. Therefore we 
can define S-linear maps K(X) -+ K(Y) and C(X) -+ C( Y) so that the 
diagram (6.12) is commutative. They are homogeneous of degree zero. It is 
easy to show that both K and C satisfy the axioms for a functor. Thus they 
are contravariant functors from L to %?. 
K and C are (k + 1 )-codimensional: If codim X< k, then F(X) = 0 and 
L,y(k) = @. Thus K(X) = C(X) = 0. If codim X= k, then L,(k) = {X}. Thus 
the map rp( X) in (6.11) is an isomorphism. Therefore K(X) = C(X) = 0. The 
functors K and C are thus (k + 1 )-codimensional. 
K and C are local: Let p E Spec S. Write T = T(p). Replace Y by X A Tin 
(6.12) and localize at p. Then we have a commutative diagram 
O+ K(X), + F(X),, + 
I I 
0 WY, + cm, -to 
ztLx(k’ I I 
O+K(Xr\ T),+F(Xr, T)y+ @ F(W), + C(X A T& + 0. 
W~L\.dkl 
Note that the both rows are exact because they are localizations of exact 
sequences. The second left vertical map is an isomorphism because F is 
local. Let ZE L,(k)\L,y A r (k). Then codim(Z A T) < codim Z = k. Thus 
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F(Z), E F(Z A T), = 0 because F is local and k-codimensional. This 
implies that the second right vertical map is also an isomorphism. 
Therefore the other two vertical maps are also isomorphisms. In other 
words the functors K and C are both local. 
Thus by the induction assumption both K and C are cumulative. Thanks 
to the exactness of the second row of (6.12), we obtain 
Poin(F( Y)) = Poin(K( Y)) + c Poin(F( W)) - Poin(C( Y)). 
WE Lylk) 
Fix XE L. Then 
(x - 1 )dlm X yFL, A K Xl PoiW( Y)) 
= (x - 1 )dim X 1 PL( Y, J’) Poin(K( Y)) 
YELX 
+ (x - 1 )dim x y?Ly P( K Xl c Poin(F( WI 
WE Ly(k) 
- (x - l)dimX C P( K W Poin(C( Y)). 
YEL,y 
The terms involving K and C are polynomials because K and C are both 
cumulative. The remaining term is 




dimXPoin(F(X))=(x-l)‘~k Poin(F(X)) if codimX=k, 
0 otherwise, 
by (6.1). By (6.9) this term is also a polynomial. This shows that the 
functor F is cumulative. Thus the induction proceeds. 1 
Recall the definition of Dp(X) in (6.5). 
(6.13) COROLLARY. The contravariant functor Dp is cumulative for p 2 0. 
Proof This follows from (6.6) and (6.10). 1 
Recall the definitions (6.3) and (2.7) of the map G: L -+ 97: 
G(X) = (- 1)’ Y(s&‘~; 1, t) 
=(-1)’ f: Poin(DP(X);x)(t(x-l)-l)PI,=,. 
p=o 
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In order to complete the proof of the main Theorem (1.4), which asserts 
G(X) = x(J&.; f), we need only verify the fourth condition of (6.2): 
(6.14) PROPOSITION. The degree in t of CyELxp( Y, X) G(Y) does not 
exceed dim X for all X E L. 
Proof: Fix XE L. We compute 
c AK X) G(Y) 
YEL,y 
= yFL, PL( y, a - 1 Y v&Y; 1, t) 
=(-1)’ 2 1 ~(Y,X)Poin(DP(Y);x)(t(x-l)-l)PI..=l 
p=o YELX 
=(-1)’ 1 M,(x)(t(x-l)-l)PI,=, 
p=O 
where M,(x) stands for C,, Lx ~1 (Y, X) Poin(DP( Y); x). Since the functor 
Dp is cumulative by (6.13), (x - l)dim x M,(x) is a polynomial. Thus the 
coefficient of t” in 
M,(x)( t(x - 1) - 1)” 
is (- l)pp”(:) M,,(x)(x- l)“, which lies in (x- 1) Q[x] if n > dim X. Thus, 
for each p, the degree in t of 
~p(W(x- I)- lYI.=I 
does not exceed dim X. Therefore Cyc Lx p( Y, X) G(Y) has the same 
property. 1 
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