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Abstract
This thesis presents a 1D-3D coupled approach for tunnel ventilation modelling.
A simplified 1D tunnel network model, based on the industry standard tool SES, is
developed for testing coupling strategies. For a small tunnel network, air-flow rates
are within 2% of those computed using SES.
The open-source CFD code OpenFOAM is used to compute pressure losses within the
developed coupling approach. Pressure loss calculations using the standard k − ε
turbulence model are verified against the commercial code Star-CCM+ and validated
against experimental data. In most cases the calculations are within the error bounds
of the data.
A Lagrange multiplier approach is used to treat defective flow-rate boundary con-
ditions, which arise in multi-dimensional modelling. A novel implementation of
this method within the finite-volume framework of OpenFOAM is constructed. The
additional unknowns, introduced to the Navier-Stokes equations are solved within
an adaption of the PISO solution, used by OpenFOAM. The velocity profiles pro-
duced using this method are in excellent agreement with the analytical solutions for
laminar pipe flow. Furthermore, a first implementation of the Lagrange multiplier
method with turbulence modelling incorporated shows that the approach is stable
and accurate for simple and complex flow scenarios.
A 1D-3D “hybrid” coupling strategy has been developed that can be implemented as
a “black box” within the framework of the 1D aerodynamic model, and applicable
to SES, by representing the CFD sections of the network as pressure losses. The
proposed 1D-3D coupling strategy accurately reproduces full 3D simulations for the
same scenario, and also reduces the simulation time. The tools developed in this
work allow sophisticated methods to simulate the flow more accurately than 1D tools
alone, whilst allowing for a large tunnel network to be modelled at a reasonable cost.
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CHAPTER 1
INTRODUCTION TO SUBWAY
TRANSPORTATION SYSTEMS
Subway systems play an ever increasingly important role in public transportation
within major cities. For example, on the London underground there has been an
increase in use of 40% over the last 15 years and that is expected to rise by a further
30% in the coming years [1]. This increase in usage requires improved performance of
underground train systems so that they can take heavier passenger loads, increase
the vehicle speeds and reduce waiting times between trains. These developments
will have a negative effect on the conditions for passengers on the trains and those
waiting at stations due to an increase in the temperature and the air flow-rate, and
a reduction in the air quality. In order to minimise these effects, subway networks
can be designed to optimise the environment within tunnels and stations. With such
a heavy reliance on subway transportation systems, it is crucial that in the process
of designing new subways or when updating the current networks that efficiency,
passenger comfort and safety are top priorities.
In order to optimise subway design, it is important to have a good understanding
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of the airflow and heat transfer that occurs in a network of tunnels. In the early
days of subway design, very little research had been done on the subject of tunnel
ventilation. The only form of environmental control was from the airflow produced
by the movement vehicles and after a long period of trial and error by employing
forced mechanical ventilation. In most cases of existing subways, the process of
retrofitting ventilation systems has been exhausted [2].
The present day design process is far more strict than previous practice, with com-
fort and safety standards that must be met for all new subways. During the design
stage there are three main operating scenarios to be considered [3]. The first is nor-
mal subway operation during which the main concern is passenger comfort governed
by the airflow and temperatures in the subway environment. The second scenario
is congested mode, which occurs when a train has to stop in a tunnel, usually due
to traffic, for which the main concerns are passenger comfort and safety due to the
increase in temperature within the subway carriage. The final scenario concerns
emergencies, such as a fire, where the main objective is to provide conditions for a
safe exit for passengers and also to contain the situation. This requires mechanical
ventilation systems, normally used for controlling airflow to be used in such a way
that they divert smoke away from the escape passage and also prevent the fire spread-
ing. In all three of these design scenarios it is necessary to understand the physics
of the flows around the whole subway network, as global phenomena might have
effects on local flows. In addition to this, an understanding of localised conditions
will be required in the last two scenarios and are particularly important in the latter.
The diverse set of phenomena associated with the three design scenarios described
above require a robust strategy to evaluate the subway environment. As well as
the effects of increased subway usage, it is also important to have a general un-
derstanding of the main parameters that affect the subway environment. Once
these parameters are identified and their effects understood, steps can be taken to
optimise the subway environment, examples of which are mechanical ventilation,
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platform side doors, and adjusting train scheduling to reduce airflow. Ideally this
will be accounted for at the design stage of the project to minimise costs and to
provide the best environment possible on new subways.
1.1 Aerodynamics and heat transfer in a network
of subway tunnels
When a train passes through a tunnel, it forces air ahead of itself. This is known
as the piston effect. The key factors that determine the speed of airflow due to the
piston effect are the blockage ratio, β, which is the ratio of the area of the train, Av,
to that of the tunnel, At, the speed of the train, Uv, and the ratio of the length of
the train, Lt2, to the length of the tunnel, L.
The air driven through the tunnel either leaves through ventilation shafts in the
tunnel or goes into the stations and tunnels beyond, with trains drawing a similar
amount of air behind them. Ventilation shafts at the end of the tunnel sections,
next to the stations, are designed to relieve as much of the airflow as possible as
well as removing harmful contaminants in the air in order to avoid discomfort for
passengers standing on the platforms.
As well as the production of piston airflow, heat is produced in subway systems by
the trains and the passengers. This added heat produces an average temperature
in the tunnel that is higher than the average ambient temperature, which can cause
discomfort to passengers and, at certain levels, become hazardous. Although the
ground does serve as a heat reservoir and partially dampens environmentally driven
temperature fluctuations, it does not conduct much heat out of the tunnels, there-
fore strategies to remove the excess heat produced by train operation are required [4].
Current high-speed trains are travelling at speeds of over 300kmh−1, close to that of
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a plane, and are becoming a more popular means of travelling. When trains travel
at high speed, aerodynamic effects such as pressure drag and aeroacoustic effects
such as propagation of pressure waves require more attention due to increased ef-
fects caused by compressibility. As a train enters a tunnel a series of pressure waves
are produced, propagating through the tunnel at the speed of sound. These are
partially reflected at the exit forming a complex wave interaction within the tunnel
and around the train, with subsequent reflections between the tunnel portals. This
wave interaction within the tunnel can cause aural discomfort and sometimes health
problems to passengers. There are now standards to be met when designing new
high speed rail systems. These set a guideline pressure change in the range of 1 to
4kPa for a pulse of length 4s to 10s [5]. In addition to the problems associated with
pressure waves in the tunnel, under certain train speeds and blockage ratios the part
of the wave that is emitted at the tunnel exit could potentially create a sonic boom
causing structural vibrations of doors and windows of surrounding houses [6]. The
modelling of compressible flow in ducts is carried out using the method of charac-
teristics and this has been the subject of much of the recent literature in the area of
aerodynamics of trains in tunnels. This is due to the complex phenomena associated
with compressible airflow as well as the increase in speed of trains. Incompressible
flow theory is a reasonable assumption for the transit of subway trains. Flow can be
considered incompressible when the Mach number M ≤ 0.3 [7]. Assuming that the
air flows as fast as the train, M = vt
a
, where a is the speed of sound in air, this tells
us that the train would need to be travelling at Uv = 103ms−1 to reach the limit of
incompressibility. This is certainly not the case for subway vehicles which typically
travel at velocities below 20ms−1 [4]. Considerations of compressible flow are there-
fore beyond the scope of this project. The interested reader could consult references
[5, 6, 8–10] for an overview of compressibility effects associated with rapid transit
of trains in tunnels.
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1.2 Numerical modelling
The rapid improvements in available computing power and development of sophis-
ticated software means that numerical modelling is now considered the most cost
effective way to evaluate the subway environment during the design process, al-
though physical accuracy is a key issue to be addressed. In a network of tunnels,
computational fluid dynamics (CFD) modelling can simulate environmental effects
caused by subway transit to a level of accuracy considered to be representative of
the actual flows that occur. However, it is impractical to model a large network
entirely using CFD models, since they have high computational demands and also
require a great deal of set up time. For instance, [11] describes a comprehensive
aero-thermodynamic simulation of the King’s Cross St Pancras underground sta-
tion redevelopment. This model included platforms, passages, six underground lines
serving the station linked to adjacent stations or portals, for 20 different scenarios.
Modelling a network of this size using CFD tools alone is unfeasible, therefore we
have to look at computationally cheaper alternatives. For a large network, one-
dimensional (1D) models using area-averaged variables, can capture effectively the
aerodynamic and thermodynamic phenomena associated with subway transit at a
much lower computational cost.
1.2.1 1D modelling
The airflow in subway tunnels is three-dimensional, however experimental results
have shown that if the tunnel length is much larger than the hydraulic diameter,
L Dh, then the fluid dynamic variables are almost constant in each tunnel section
allowing for a 1D approximation of the flow [12]. Such 1D models for incompressible
airflow are generally derived using a Bernoulli type formulation, which can be found
in any standard fluid dynamics text such as [7]. Localised three-dimensional (3D)
effects mostly occur at the nose and tail of the train, at tunnel junctions and in
stations.
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The first study of incompressible train aerodynamics was carried out by Tollmien in
1927 [13] in which he found an analytical solution of train drag using a quasi-steady
incompressible model. The quasi-steady flow assumption is clearly not accurate in
this scenario due to the transient nature of airflow in tunnel networks.
In 1965 Brown covered the basic theory of rapid transit [4]. This paper carries out
a 1D unsteady analysis of tunnel ventilation caused by the piston effect, and of the
temperatures occurring as a result of the train movement. An analytical solution of
the ordinary differential equation for the time derivative of the velocity is derived.
This model is then implemented, with empirical coefficients to account for the 3D
flow effects, to model the piston effect for trains moving in both directions in a
tunnel. The results are in good agreement with the behaviour and magnitude of the
velocity produced using experimental data measured from the Toronto rapid transit
system, for two trains passing each other in a tunnel. A set of empirical coefficients
are then derived using meteorological data from the College street station of the
Toronto rapid transit system, which are then employed with a basic heat balance
model for the air temperature.
In 1971 Sabjen [14] described a 1D unsteady model for underground trains, which
unlike the analysis [4], included the effects of pressure drag on the vehicle during
transit. Drag affects the speed of the train, particularly in a confined space and
therefore would have an impact on the power requirements and hence the heat
released by the vehicle. Although following a Bernoulli type formulation for incom-
pressible fluids similar to [4], more attention is given to the difference between the
flow surrounding and close to the train, which is referred to as near-field flow, and
the flow far away from the train, which is referred to as far-field flow. This approach
is commonly adopted, e.g.. [15], as it allows for separate treatment of the near-and
far-fields. The near-field is modelled using a steady-state approximation, justified
by the short time it takes for the flow in this region to adjust after a perturbation
of the pressure. The far-field has a much larger mass of air to adjust to varying
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flow conditions, due to the longer domain length, and hence uses the unsteady flow
assumption. The nature of the solutions to the governing equations are investigated
both analytically and numerically, however the results have not been validated using
field data.
1.2.2 Subway Environment System (SES)
The current working practice in industry, also adopted by Arup Ltd, is to simulate
the aerodynamic and thermodynamic phenomena associated with subway vehicle
motion, for an entire subway network using the subway environmental simulation
software (SES) [16]. The aerodynamic model employed in SES evaluates the piston
effect airflow produced from multiple trains travelling in both directions and the air-
flow induced by fan operation and stack effect, which refers to the buoyancy driven
motion effected by the temperature and moisture content of a gas. The model works
under the assumptions that airflow is one-dimensional, unsteady and incompressible.
The mathematical convenience of treating the flow as 1D is justified by an approx-
imation of subway airflow as pipe flow, however due to the flow being restricted
to one spatial dimension, empirical coefficients must be employed to account for
three-dimensional effects, such as pressure losses that occur when there is an abrupt
change in tunnel area. This software is able to analyse any configuration of tunnels,
ventilation shafts and stations that can be represented as a network [16]. The SES
aerodynamic subprogram follows a similar formulation to [4] and [14]. Using the
SES model, Tabarra et al. [11] studied fire safety and environmental comfort for the
redevelopment of King’s Cross St Pancras underground station. A comprehensive
aero-thermodynamic model of the station and all of the connecting tunnels is used
to meet modern safety standards for the migration of smoke in the case of a fire to
allow for passengers to make a safe exit. In [17] a version of SES modified to include
passenger side doors in the simulations is compared to CFD simulations in the same
scenario. The results of the two models are compared and the loss coefficient used
in the 1D model is refined to produce more accurate results. As a final example
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Coke et al. [18], used the SES model to model piston airflow in order to predict the
dispersion of contaminants released into the air by train operation. This is done by
taking the velocity field produced by SES and post processing the results to include
the spread of various substances in the air. SES is highly flexible in terms of appli-
cation and for post-processing. Other attempts have been made at producing 1D
modelling software, e.g. [19] and [20], however it is clear from the sampled literature
that SES is the industry standard software for modelling the subway environment.
1.3 Geometrical multiscale modelling
Modelling the whole subway network using CFD is computationally inefficient. How-
ever, in some scenarios, such as a train arriving into a station, it is necessary to treat
the flow as 3D in order to simulate the situation accurately. For example, if it were
required for the spreading of smoke to be monitored inside a station, a 1D model
would be insufficient for modelling the physics of the problem, since the complex
geometry would produce large transversal components into the airflow and is also
likely to result in some flow reversal. When this situation arises it is possible to split
the computational domain into multiple sub-domains and have a model of different
levels of complexity, i.e. 1D and 3D. Implementing models with multiple spatial
dimensions is commonly known as the geometrical multiscale approach [21]. Here
we aim to develop such an approach that allows for the evaluation of the entire net-
work using the 1D network model whilst at the same time being able to resolve local
flow features using the 3D model. There are two main ways in which the multiscale
method can be employed: “naive” coupling and “fully coupled”.
“Naive” coupling is achieved by first modelling the entire network in 1D. CFD soft-
ware is then used to produce a 3D simulation for an area of interest such as a station,
with the 1D model output supplying boundary conditions. This allows for the effect
of bulk flow to be accounted for by the 3D model. As well as running 1D software
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alone, studies in industry have also applied the one-way coupling method. The main
drawback of this practice is that the method assumes that the behaviour in high
gradient regions does not affect bulk flow, so that if the airflow in the 3D region
reduces the bulk flow at the 1D boundary interface, this would not be accounted
for. In a study by Tabarra et al. [22], the one-way coupling method is employed.
The ventilation strategy for the New York Second Avenue Subway and stations is
presented during conceptual design. This study investigates conditions that satisfy
the safety requirements for emergency ventilation for fire hazards and allowing for
a tenable environment for passengers, as was the case with [11]. SES simulations
were the main tool used to analyse the aero-thermodynamic environment and in a
one-way coupling, the model outputs were applied as initial and boundary condi-
tions for CFD modelling of the stations or tunnels. In another example from the
literature [23], SES is used to supply a CFD model with boundary conditions to
model a station containing a stationary train on fire. This simulation was used to
show that emergency ventilation can be used to prevent smoke from entering areas
of egress, allowing passengers to make a safe escape.
The aim of this project is to provide a more accurate modelling framework than
the “naive” coupling approach, and thus we now turn our attention to the “fully
coupled” approaches. The “fully coupled” approaches are implemented by splitting
the computational domain into 1D and 3D subdomains and running the models
in an integrated manner with boundary conditions constantly passing between the
subdomains at artificial boundary interfaces until convergence. The purpose of this
multiscale approach is to account for the bulk flow in the 3D model using the 1D
network model, and to also to account for local 3D effects in the 1D model. This
will give a full representation of the physical phenomena occurring.
The “fully coupled” approach has been widely used for the simulation of blood flow
around the circulatory system [21, 24–29]. Another application is for modelling gas
flow in internal combustion engines [30, 31].
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The application of “fully coupled” methods to the modelling of the circulatory sys-
tem is useful due to the large network sizes making the use of CFD for the whole
network unfeasible. Therefore being able to model local features whilst considering
the global blood circulation is an effective tool. In addition to the 1D approximation,
blood flow models can also be represented by lumped 0D networks, that provide the
macroscopic behaviour of the variables of interest in compartments [24]. The car-
diovascular multiscale models generally consist of a 0D or 1D model coupled with a
3D model at an area of interest. The pioneering work on multiscale modelling of the
circulatory system [24] reviews various dimensional models, based on different levels
of approximation. The authors then couple 1D and 0D models using characteristic
variables as boundary conditions. In a subsequent work [25], one of the first 1D-3D
couplings in haemodynamics is shown. The 1D model is derived from mass conserva-
tion and momentum balance, giving a non-linear hyperbolic system of equations to
be solved for the pressure and velocity. The mean normal stress provided by the 1D
model is imposed as the boundary condition for the 3D domain and it is shown that
this proposed coupling can absorb the propagating wave. Numerical instabilities
were shown to occur at the interface where continuity of area was imposed. This
problem was however solved in the later work [21], where the continuity of mass
fluxes at the interface was used to imply continuity of mass making the continuity
of area condition unnecessary. Furthermore, the authors completed the analysis of
the 1D hyperbolic and 3D fluid-structure-interaction (FSI) models for the first time,
deriving an a priori energy estimate for the problem. Further contributions of a sim-
ilar fashion were explained in [26] where the problem was recast using a variational
statement from which the coupling conditions were naturally derived, [27] which
concentrated on the FSI model, and [28], where coupling strategies are investigated
using the finite-volume method (FVM) and pressure correction schemes.
There are very few references dealing with the coupling of 1D and 3D models for
the application of modelling airflow in tunnels. In the first application of the mul-
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tiscale method to tunnel flows [32], Mossi describes a strategy for coupling 1D and
3D models for compressible flow. Applying the method to high speed trains, the
author splits the computational domain into a near flowfield and a far flowfield. The
near flowfield is modelled in 3D and has boundaries at the rear of the train and at
a distance behind the train where the averaged flow over the cross-sectional area is
once again approximately constant. Beyond these two boundaries, the far flowfield,
1D axial flow is assumed. Later, Rey et al. [33] suggest the use of “fully coupled”
methods for simulating tunnel ventilation flows. An interesting feature of these
works is that, in contrast to the majority of the work in multiscale modelling, the
domain is decomposed with overlapping boundaries, requiring a different iterative
method used during the exchange of boundary conditions called Dirichlet-Dirichlet
decomposition [34]. This requires the use of ghost cells on the overlapping bound-
aries between the 1D and 3D domains, which will make the exchange of boundary
conditions more difficult in commercial CFD packages.
The applications of the “fully coupled” methods considered so far have relied on the
hyperbolic nature of the governing equations. In the case of modelling blood flow,
this hyperbolic nature is imposed by the equations governing the deformation of
arteries as blood flows through them, although the fluid itself is modelled as incom-
pressible. For the other papers reviewed in literature discussing the “fully coupled”
approach, the hyperbolic nature of the equations is due to the compressibility of the
fluid. This is not the case for the subway modelling problem since air is considered
incompressible and the walls are rigid.
To date, the most relevant work on 1D-3D coupling strategies for modelling venti-
lation flows and fires in road tunnels for incompressible flow, is that presented in
[35–37]. In these works the 1D model is derived using the standard Bernoulli formu-
lation, as in [4, 14, 16]. For the 3D model the commercial finite-volume CFD code
FLUENT is used to solve the Navier-Stokes equations. The “fully coupled” strategy
follows the same approach of [25], by guaranteeing the continuity of area, mean
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pressure, mean velocity and mean temperature at the coupling interface between
the models. Another type of coupling method considered in [35–37], is an indirect
coupling whereby the 3D model is run applying varying boundary conditions, pro-
viding characteristic curves which can then be applied to the 1D model as boundary
conditions. The indirect coupling method is appropriate when only bulk flow values
are required from the simulation, which is frequently the case with tunnel ventilation
studies.
Reference [35] adopts both direct and indirect couplings between 1D and 3D models
to simulate cold flow scenarios for tunnel ventilation. A direct coupling is used to
simulate the velocity field produced by two sets of operating jet fans in a real tunnel,
with the predicted values in good agreement with experimental measurements. An
indirect coupling is then adopted to investigate the thrust of a jet fan pair and the
effect of that thrust on the bulk flow velocity, validated using bulk flow data from a
real tunnel. In [36] tunnel ventilation is considered in an emergency scenario, with
a fire being modelled in the 3D subdomain. By employing coupling procedures it is
found that the maximum error when compared with a full CFD model is smaller than
3.5%, however it reduces the time for the simulation by two orders of magnitude.
In [35, 36] only steady-state flow has been modelled, however a direct coupling
technique for the transient analysis of a tunnel ventilation system and its response
to a fire is implemented in [37]. This information can be used to develop strategies
that optimise the use of ventilation systems in emergency scenarios. It is found
that for the transient case the multiscale modelling methods reduce computing time
by forty times without any loss of accuracy, compared to a full 3D simulation.
The various multiscale methods employed [35–37] show significant reductions in
computing time and minimal loss of accuracy. The coupling procedure is taken
directly form the multiscale haemodynamics model in [25], and is applied directly
for tunnel ventilation without an explicit analysis of the equations or an explanation
of how the boundary conditions were employed.
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1.3.1 Defective boundary conditions
The geometrical multiscale modelling method requires the development of appropri-
ate coupling strategies for exchanging boundary conditions, but it is also necessary
to ensure that boundary conditions at the artificial interfaces lead to a well-posed
mathematical problem. Well-posedness of the transfer of information from 3D to
1D at the interface is achieved easily by averaging the 3D values over the area of the
interface. However, when passing information from 1D to 3D, a representation of
the full flowfield is required since the 3D model requires pointwise data. Since the
1D model provides only averaged quantities, we have defective boundary conditions.
There have been several attempts at dealing with defective boundary conditions.
The most common practice in engineering is to impose a flow profile boundary con-
dition at an artificial interface. For laminar pipe flow with a steady or sinusoidal
flow-rate the analytical solutions of Poiseuille flow and Womersley flow respectively,
can be used. Under general circumstances where there is not an analytic solution to
the flow, the selection of an arbitrary profile is likely to affect the solution. A num-
ber of methods that use a variational formulation of the Navier-Stokes equations to
find alternative conditions to the imposition of arbitrary profiles have been devel-
oped [38–43]. Considering that the aim of this work is to implement these strategies
in industry standard software, an important evaluation criteria will be whether a
solution method requires modifications to the code, i.e. that it is modular.
In [38] a variational approach is formulated that imposes mean normal stress bound-
ary conditions from the variational statement. This method is shown to be mathe-
matically well posed for normal stress and flow-rate defective boundary conditions.
However in the case of the flow-rate problem, the method uses a non-standard func-
tion space, making its implementation in a standard finite-element-method (FEM)
Navier-Stokes solver non trivial [44].
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To find a more practical method for imposing flow-rate boundary conditions, refer-
ence [39] proposes a Lagrange multiplier approach. This method is shown to be well
posed for the Stokes equations with flow-rate boundary conditions in [39], with the
analysis being extended to the full Navier-Stokes equations in [40, 41, 44]. However,
for normal stress boundary conditions it is shown in [39] that a slip boundary con-
dition is imposed at the wall through the formulation, making it ill posed for the
problems considered here. The Lagrange multiplier comes at an additional cost, as
a new variable has to be solved in the augmented Navier-Stokes system. However
the modular “Schur complement” algorithm outlined in [39, 41] allows the governing
equations to be solved in a fixed number of iterations, while the “inexact-splitting”
[41, 44] allows it to be solved without iteration by introducing an error close to the
boundary. In a further extension to the augmented Lagrangian method, Kim et al.
constrained the shape of the velocity profile [45]. However this approach would only
be applicable for laminar flow cases.
Reference [42] presents a control-based approach that allows flow-rate and mean
pressure to be treated successfully within the same framework. This method re-
quires the iterative solution of an adjoint problem in addition to the direct one,
which will significantly increase the cost of the method. Also, even though it is
considered modular, it requires an adjoint solver that can be modified to include the
boundary function.
More recently Nitsche’s method has been advocated for defective boundary condi-
tions [43, 46]. In [43] it is shown that Nitsche’s method is well posed for the Stokes
equations and that it can be used to impose flow-rate and normal stress boundary
conditions. However the implementation requires an unknown penalisation parame-
ter to be chosen and more importantly the method modifies the governing equations,
which means that Nitsche’s method cannot be implemented in a modular fashion.
It will be shown in Chapter 5 that for the 1D-3D coupling strategies implemented
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in this thesis, flow-rate defective boundary condition methods are required. The
Lagrange multiplier technique will be employed for imposing defective flow-rate
boundary conditions, as it is the most practical method to implement within within
an existing Navier-Stokes solver. The Lagrange multiplier approach has previously
been adopted for the imposition of Dirichlet boundary conditions using the FEM
framework in [47, 48] among others. It has also been used for employing Dirich-
let conditions in a node centred FVM discretisation in [49]. One of the challenges
that will be faced in this thesis is to implement Lagrange multipliers within the
cell-centred FVM discretisation in OpenFOAM. An additional challenge is the imple-
mentation of the Lagrange multiplier for flow-rate boundary conditions alongside a
turbulence model, which has not been examined in the reviewed literature.
1.4 Project objectives
The current industry practice uses 1D modelling software, SES, to model the subway
environment. CFD is occasionally used, i.e. to model emergency scenarios, but it
is not standard practice to use it for modelling complex scenarios. Employing 1D
modelling tools alone comes at the expense of reduced accuracy in complex flow
scenarios, such as multiple tunnel junctions, while using CFD to model a whole
network is not feasible.
The main aim of this project is to adapt the current practices for modelling the sub-
way environment by using a state-of-the-art multi-scale modelling approach. This
method should provide the benefits of low computational requirements to model
the majority of the network where airflow is one-dimensional, whilst also having the
accuracy of 3D modelling where it is required. Designing a multi-scale approach will
be achieved in a number of stages. The first stage will be to develop a 1D model
that has important features of the SES aerodynamic model. Results produced using
SES are well trusted in industry and the code has a functionality far beyond that
of aerodynamic analysis. Therefore, it is not within the scope of this project to
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modify the code. A 1D model will be required that uses the same mathematical
formulation and is able to reproduce results from SES. This way it can be used in
proof-of-concept tests for the 1D-3D coupling approach. In order to consider CFD
computations to be accurate within a multi-scale modelling strategy, they will first
have to be shown to produce accurate results using verification and validation. A
problem that arises in multi-dimensional modelling is that of defective boundary
conditions. Two key objectives in this project, that have not been considered in
previous work, will be to ensure that the defective boundary condition approach
can be used within the FVM framework and also to produce realistic boundary
conditions for turbulent flow. Finally a 1D-3D coupling method will be developed.
This method should reduce the time and effort required to simulate a subway transit
network in 3D, whilst providing a higher level of accuracy than current practice. It
should be possible to implement the coupling approach with SES, without modifi-
cations to the source code. In proof of concept tests for small tunnel networks, the
accuracy of the coupled approach will be compared with full 3D models.
1.4.1 Outline
The final goal of this project is to implement successful coupling strategies that
can be used with the SES system, which has functionality beyond the scope of this
project. It is therefore the aim of chapter 2 to design a simplified version of SES
that captures the important aerodynamic features of subway transit, so that it can
be used later to test 1D-3D coupling strategies. To introduce the main principles
of 1D simulations a basic model for piston effect airflow shall be derived from first
principles, based on the mathematical theory presented in [16]. This model will be
verified against data from two similar models which are described in [4, 14]. These
test cases will model the simple scenario of a train travelling through a tunnel of
constant cross-sectional area, with atmospheric boundaries at each end. The subway
transit networks under consideration are typically built up of a number of tunnels
and stations, with many ventilation shafts, platforms, mezzanines, staircases and
other adits where air can flow. This chapter also describes the procedure for mod-
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elling a tunnel network, using a simple example of a jet fan blowing air through a
station. This is then modelled and verified against a simulation run in SES [16].
The open-source CFD package OpenFOAM has been chosen to evaluate tunnel ven-
tilation in the areas where detailed flow profiles are required. Chapter 3 begins by
describing the mathematical formulation of the Navier-Stokes equations in the cell-
centred finite-volume method discretisation. This will be useful for developing the
code later in the thesis, in addition to providing an understanding of how it works.
Then the code will be evaluated for calculating pressure losses in typical tunnel
junctions. OpenFOAM will be verified against the commercial CFD code Star-CCM+
[50], and also validated against experimental data from industry standard resources,
such as [51–53]. The verification and validation will also be used to define a set
of best practice guidelines for using CFD to calculate pressure losses for tunnel
ventilation. This will include assessing the mesh requirements, turbulence models,
boundary conditions and solver tolerances to achieve numerical stability and con-
vergence whilst maximising performance.
The issue of defective boundary conditions will be addressed in Chapter 4. The mul-
tiscale modelling procedures, which will be investigated in the following chapter, re-
quire boundary conditions at the 1D-3D interfaces that guarantee the well-posedness
of the mathematical problem and that are also numerically stable, therefore an in-
vestigation into setting boundary conditions for 3D domains will be vital to achieve
good coupling strategies. The Lagrange multiplier approach, discussed briefly in sec-
tion 1.3.1, will be used to solve flow-rate boundary conditions. Implementing this
will involve looking at the OpenFOAM equation discretisation, described in Chapter
3, to produce an equivalent formulation to the weak statement of the augmented
Navier-Stokes equations. Solution algorithms that do not require modification of
the standard solvers, will be examined, so that the algorithms can be considered for
use in other CFD software. The Lagrange multiplier approach will be verified for
both laminar and turbulent flows.
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Chapter 5 will look at the main goal of the project, which is to design and test
geometrical multiscale models for tunnel ventilation. A general overview of existing
coupling strategies, briefly discussed in section 1.3, will be given. This chapter will
then look for coupling strategies that can be used with the commercial software SES
[16]. For the strategies that are possible to implement within this framework, this
section will analyse the difference in accuracy and cost. As was the case with the
Lagrange multipliers, the 1D-3D coupling algorithms should be written as if two
“black boxes” are communicating to each other, i.e. in terms of input, transfer and
output. This chapter will show verification of the coupling approaches, as well as
examples of the them being applied for industrially relevant flows.
Some of the work in this thesis has been published in the conference proceedings
[54–56].
25
CHAPTER 2
ONE-DIMENSIONAL MODELLING
The principles of 1D modelling of subway networks are described in this chapter.
The models are based on the industry standard software SES [2]. This will allow
coupling methods described in Chapter 5 to be tested with a simplified version of
the models.
The mathematical formulation of the equations governing the piston effect airflow
produced by a train passing through a single track tunnel is described first. This
example also introduces the concepts of pressure losses that occur as a result of fric-
tion and geometry changes in subway networks. A simple model has been written,
which is verified against similar models found in references [4] and [14].
The subway networks under consideration in this thesis usually comprise of many
stations, tunnels, and ventilation shafts. It is therefore useful to describe the phe-
nomena occurring using a network model. The network model used in SES is de-
scribed, of which a simplified version has been written as part of this project. This
model is verified using SES for the case of a fan blowing air through a station. The
1D-network model was designed to mimic SES, so that it could be later used in
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coupling strategies.
2.1 Aerodynamics of airflow generated by the tran-
sit of low speed trains in tunnels
In this section we derive a mathematical model of the piston effect, i.e. the air-
flow produced by a train travelling along a tunnel, using an analysis similar to that
of SES. This will be a simplified version of the aerodynamic subprogram used in SES.
The model works under the assumptions of the flow being one-dimensional, incom-
pressible and unsteady. We are assuming that the bulk flow is in the axial direction
and the output provides average values for the flow across a given tunnel cross sec-
tion at any time. As argued before, incompressible flow theory is applicable in the
case of subway trains. The airflow in subway systems is always transient in nature,
hence the assumption of unsteady flow is required.
2.1.1 Governing equations
In this section we use the principles of conservation of mass and balance of lin-
ear momentum to derive an ordinary differential equation (ODE) that governs the
velocity of the air induced by the piston effect. Figure 2.1 represents the control
volume analysis of a train passing through a tunnel. Uv is the speed of the train that
has cross-sectional area Av, vt is the area-averaged velocity of the air in the empty
tunnel with cross-sectional area At, and vt2 is the velocity through the train-tunnel
annulus which has cross-sectional area At −Av. The tunnel is divided into sections
of constant cross sectional area and sections of changing cross-sectional area, which
require separate analyses.
The equation of mass continuity for a control volume V (t) with boundary ∂V (t) is
d
dt
ˆ
V (t)
ρ dV +
ˆ
∂V (t)
ρ(vr · n)dA = 0, (2.1)
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Figure 2.1: Control volume analysis notation for a train in a uniform section of
tunnel.
where vr · n is the outward normal component of the fluid velocity relative to the
boundary of the control volume ∂V with outward unit normal n [7]. We would
like to apply this equation to the control volume between points 4 and 5 shown
in figure 2.1 that has been enlarged in figure 2.2 for the sake of clarity. For the
one-dimensional analysis of equation (2.1) applied to the control volume in figure
2.2 we split each integral into two sections within the control volume, one ahead of
the train of length x2(t) with cross-sectional area of the tunnel At and the other of
length x1(t) with cross-sectional area of the annulus (At − Av). The lengths x1(t)
and x2(t) are arbitrary since we we are only interested in their rate of change with
respect to time. Equation (2.1) becomes
d
dt
(ρ(At − Av)x1 + ρAtx2) + (ρAtvt − ρ(At − Av)vt2) = 0, (2.2)
where Av and At are assumed to be constant and x1 and x2 are functions of time.
Assuming incompressible flow, i.e. ρ = constant we have(
(At − Av)dx1
dt
+ At
dx2
dt
)
+ (Atvt − (At − Av)vt2) = 0 (2.3)
and due to the train movement the length of the section behind the train nose x1(t)
has the time derivative dx1
dt
= Uv and the length of the section ahead of the train
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nose x2(t) has the time derivative dx2dt = −Uv. We have
((At − Av)Uv − AtUv) + (Atvt − (At − Av)vt2) = 0. (2.4)
After some simplifications we obtain
vt2(At − Av) = vtAt − UvAv (2.5)
This equation represents the physical result that the air displaced by the nose of the
train at each instant is either pushed ahead of the train with velocity vt or through
the annulus surrounding the train with velocity vt2. By re-writing equation (2.5) in
non-dimensional form we have
vt2
Uv
(β − 1) = vt
Uv
− β (2.6)
which highlights two of the most important parameters of the problem: the blockage
ratio β = Av
At
, 0 ≤ β ≤ 1, and the train speed Uv.
The linear momentum equation is
d
dt
(mv) =
∑
F = d
dt
ˆ
V (t)
ρvdV +
ˆ
∂V (t)
ρv(vr · n)dA, (2.7)
where ∑F is the sum of all forces acting upon the control volume V (t). As we
did for the mass conservation equation (2.1), we now analyse equation (2.7) in one
dimension, this time for each of the constant cross sections of the control volume of
length L in figure 2.1. For a general constant cross section, as shown in figure 2.3,
pressure acts inwards at each boundary of the control volume and friction works
against the direction of flow [7]. The sum of forces acting on the control volume is
therefore
∑
F = Fpres + Ffric =
ˆ
∂V (t)
p(−n)dA+ LPτ = (p2 − p1)A+ LPτ (2.8)
where Fpres and Ffric are the pressure and friction forces respectively, P is the perime-
ter of the section and τ represents the shear stress acting parallel to the material
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Figure 2.2: Enlargement of the control volume around the nose of the train between
points 4 and 5 in figure 2.1.
varying with distance from the tunnel wall. For the 1D model, we represent the
shear stress induced on the fluid by the walls as
τ = ρf |v| v8 (2.9)
following [7], where the dimensionless parameter f is the Darcy friction factor, which
depends on viscosity, wall roughness and velocity.
Applying equation (2.7) to a constant cross section gives
(p1 − p2)A− ρfLP |v| v8 = ρA
∂(Lv)
∂t
(2.10)
We now apply equation (2.10) to the three segments of constant cross-sectional area
in figure 2.1. Firstly between points 5 and 6 we have
p5 = p6 +
ρftLt3Pt |vt| vt
8At
+ ρLt3
dvt
dt
(2.11)
then between points 1 and 2 we have
p1 = p2 +
ρftLt1Pt |vt| vt
8At
+ ρLt1
dvt
dt
(2.12)
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and finally through the annulus between points 3 and 4 we write
p3 = p4 +
ρftLt2Pt |vt2| vt2
8(At − Av) +
ρfvLt2Pv |vt2 − Uv| (vt2 − Uv)
8(At − Av) + ρLt2
dvt2
dt
(2.13)
where ft and fv denote the Darcy friction factors for the tunnel and for the an-
nulus between the train and the tunnel, respectively. Similarly, Pt and Pv are the
perimeters of the tunnel and the annulus respectively. We can now use the mass
conservation equation (2.5), to expand the derivative dvt2
dt
in equation (2.13) giving
p3 = p4 +
ρftLt2Pt |vt2| vt2
8(At − Av) +
ρfvLt2Pv |vt2 − Uv| (vt2 − Uv)
8(At − Av) (2.14)
+ρ Lt2At
At − Av
dvt
dt
− ρ AvLt2
At − Av
dUv
dt
In order to account for the full aerodynamic behaviour in figure 2.1, in addition
to equations (2.11), (2.12) and (2.14) we also need equations to model the flow
characteristics caused by area changes between points 2 and 3 and between points
4 and 5. To do this we apply Bernoulli’s equation with losses along a streamline,
which between two arbitrary points with different cross-sectional area is
p1 +
ρ
2v1
2 = p2 +
ρ
2v2
2 + ∆p (2.15)
where ∆p is an additional loss due to contraction and expansion depending on the
direction of flow. For the control volume in figure 2.2, assuming that Uv − vt > 0
then the pressure at point 4 is
p4 = p5 − ρ2(vt2
2 − vt2) + ρ2KvF (Uv − vt)
2 (2.16)
where KvF is a parameter representing a pressure loss due to a contraction over the
front of the train caused by the decrease in area. For the pressure at point 2 we
have
p2 = p3 +
ρ
2(vt2
2 − vt2) + ρ2KvB(Uv − vt)
2 (2.17)
where KvB is a parameter representing a pressure increase due to an expansion over
the rear of the train caused by the increase in area.
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Figure 2.3: Forces acting on a constant cross section of tunnel.
Now combining equations (2.11), (2.12), (2.14), (2.16) and (2.17) we have
p1 − p6 = ρ2(Uv − vt)
2(KvB +KvF ) +
ρft(Lt3 + Lt1)Pt |vt| vt
8At
(2.18)
+ρftLt2Pt |vt2| vt28(At − Av) +
ρfvLt2Pv |vt2 − Uv| (vt2 − Uv)
8(At − Av)
−ρ AvLt2
At − Av
dUv
dt
+ ρ
(
Lt3 + Lt1 +
Lt2At
At − Av
)
dvt
dt
Equation (2.18) can now be rearranged to give an ODE for the velocity of the piston
effect airflow
ρ
(
Lt3 + Lt1 +
Lt2At
At − Av
)
dvt
dt
= −ρ2(Uv − vt)
2(KvB +KvF ) (2.19)
−ρft(Lt3 + Lt1)Pt |vt| vt8At −
ρftLt2Pt |vt2| vt2
8(At − Av)
−ρfvLt2Pv |vt2 − Uv| (vt2 − Uv)8(At − Av)
+ρ AvLt2
At − av
dUv
dt
+ p1 − p6
where vt2 is given by equation (2.5). Equation (2.19) governs the piston airflow
when a train is entirely inside the tunnel. However, we also need equations to model
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Figure 2.4: Control volume analysis notation for: (a) Train entering a tunnel, (b)
Train leaving a tunnel.f
the flow characteristics of the problem during the entry and exit of the train in the
tunnel as shown in figure 2.4.
For the time before the whole train has entered the tunnel we add equations (2.11),
(2.14) and (2.16) giving
ρ
(
Lt3 +
Lt2At
At − Av
)
dvt
dt
= −ρ2(Uv − vt)
2KvF − ρftLt3Pt |vt| vt8At (2.20)
−ρftLt2Pt |vt2| vt28(At − Av) −
ρfvLt2Pv |vt2 − Uv| (vt2 − Uv)
8(At − Av)
+ρ AvLt2
At − Av
dUv
dt
+ p3 − p6 + ρ2
(
vt2
2 − vt2
)
There are several differences between this and equation (2.19) that produce different
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flow characteristics. Firstly the pressure difference is now modelled between p3 and
p6, which as we can see from figure 2.4(a), is because p1 and p2 will not contribute
until the train has fully entered the tunnel. As would be expected, the additional
change is the absence of the pressure loss over the rear end of the train. For the
time that the train is leaving the tunnel we sum equations (2.12), (2.14) and (2.17)
giving
ρ
(
Lt1 +
Lt2At
At − Av
)
dvt
dt
= −ρ2(Uv − vt)
2KvB − ρftLt1Pt |vt| vt8At (2.21)
−ρftLt2Pt |vt2| vt28(At − Av) −
ρfvLt2Pv |vt2 − Uv| (vt2 − Uv)
8(At − Av)
+ρ avLt2
At − Av
dUv
dt
+ p1 − p4 − ρ2
(
vt2
2 − vt2
)
for which the differences from equation (2.19) are the opposite as for equation (2.20).
Now p4 is the pressure value at the tunnel exit and there are no longer contributions
for part of the annulus, the train nose and the area ahead of the train. It is clear
from the flow characteristics, that it is important to model the flow separately for
the entry and exit of the train.
We can now use the set of equations (2.19) to (2.21) to model the airflow produced
by a train entering, travelling through and leaving a uniform cross section of tunnel.
To write each of these equations in non-dimensional form as we did for the mass con-
servation equation (2.5) would reduce the clarity of them. However, we can see that
in each case, in addition to the blockage ratio β and the train speed Uv, another key
parameter of the problem is the ratio of the train length to the tunnel length γ = Lt2
L
.
Although equations (2.19) to (2.21) have analytic solutions, e.g. in [4], for multiscale
modelling their numerical solution is a requirement for the exchange of boundary
conditions at the 1D-3D interfaces. Since we have the mass conservation relationship
(2.5) and we know that the velocity through a constant cross section does not vary
with space, we can use these equations to plot velocity profiles in time for a train
passing through a tunnel. Furthermore, we can also integrate the linear momentum
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equation in each segment of figure 2.1, to give the pressure history for the domain.
The one-dimensional governing equations for incompressible and unsteady piston
effect airflow have now been derived from first principles. These equations have
been implemented in a program that produces plots of velocity against time or
distance travelled, and velocity and pressure profiles over the length of the tunnel
at a given instant in time. The numerical scheme discretises the right-hand-side of
equations (2.19), (2.20) and (2.21) explicitly. In order to verify the output from the
model, we compare it with the results from the work of Brown [4] and Sajben [14]
who use the same principles to derive the governing equations of piston airflow.
2.1.2 1D piston effect model verification
The results in the paper by Brown [4] are for a single training passing through a
rectangular double-track tunnel of constant cross-sectional area without openings
that discharges freely into the atmosphere at both ends. The example used for a
comparison is for a train entering, travelling through the tunnel and exiting with a
speed Uv = 15.6ms−1, for various lengths of train and tunnel and a blockage ratio
β = 0.33. The solution data in [4] was plotted using the analytic solution to the pis-
ton effect ODE formulated in the paper. The results are shown in figure 2.5, which
shows that the models are in good agreement, with slight discrepancies caused by
ambiguity in the definition of parameters in [4]. We can also see that the length of
the train has a more significant effect on the piston airflow velocity than a change
in tunnel length.
We now look at a comparison with Sajben’s model [14], where the geometry of the
train and tunnel are cylinders. The data from reference [14] was found using nu-
merical solutions to the governing equations for train and air velocity, which were
derived in the paper. This test case is once again set up to be representative of a
full-scale subway with β = 0.5 and Lt2 = 90m. Figure 2.6 shows the velocity of a
train, and the piston airflow velocity resulting from a train beginning at the tunnel
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Figure 2.5: A comparison between the numerical solution of the 1D piston effect
model described in section 2.1.1 and data from reference [4], which used an analytical
solution to the piston effect ODE, showing the variation of vt as a function of time
in a full scale tunnel with a train travelling at Uv = 16ms−1 for varying train and
tunnel lengths.
entrance at rest and accelerating to a speed of 21ms−1. Once again the piston effect
model described in this chapter does a good job of reproducing the data.
We now have a basic 1D model for the piston effect airflow produced when a train
passes through a straight section of tunnel with constant cross-sectional area, verified
against two test cases [4, 14].
2.2 One-dimensional network modelling
The previous section covered many of the principles of 1D modelling for a specific
case. Now the general form of 1D models is described. The governing equations for
natural ventilation are modelled in SES using a combination of the mass conservation
equation (2.1), the balance of linear momentum (2.7) and Bernoulli’s equation with
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Figure 2.6: A comparison between the numerical solution of the 1D piston effect
model described in section 2.1.1 and data from reference [14], calculated from the
numerical solution to the piston effect model equations, showing the variation of Uv
and vt as a function of body position for a full-scale tunnel.
losses (2.15). From this an ODE is formed for each section, which takes the form
J∑
j=0
Lsegj
Asegj
dQsi
dt
= −1
ρ
(Pin − Pout) + ∆psi (2.22)
where Qsi is the flow-rate in the section i, Pin and Pout are the nodal pressures, Lsegj
and Asegj are the length and area respectively of each of the J segments and ∆psi
contains the losses that occur in the section and has the components
∆psi = ∆pmajor + ∆pminor + ∆ppiston + ∆pfan (2.23)
where ∆pmajor are the pressure losses caused by friction, ∆pminor are the losses caused
by junctions, ∆pfan are the gains and losses produced by fan operation, which are
usually defined through characteristic curves, and ∆ppiston are the pressure gains and
losses induced by the piston effect as described in section 2.1.1. The major pressure
loss for a section is defined using the Darcy-Weisbach equation as
∆pmajor =
ρflv2
2Dh
(2.24)
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where l is the section length, Dh is its hydraulic diameter and f is the Darcy friction
factor which can be calculated from a Moody chart or the Colebrook equation [57].
Minor pressure losses that occur at tunnel junctions such as bends, contractions and
expansions need to be modelled in 1D. The pressure loss is calculated as
∆pminor = k
1
2ρv
2 (2.25)
where k is the minor loss factor that will be referred to in the rest of this thesis as
the k-factor.
An equation of the form (2.22) is formed for each section, which are combined
into a system of ODEs to be solved for the time derivative of the flow-rates. This
combination of ODEs leaves pressure values only defined at atmospheric boundaries
such as relief shafts, station openings and tunnel portals. The advantage of this
approach is that the Bernoulli equation formulation produces a system of ODEs
where the pressure is not discretised variable. Instead the sources present in the
momentum equation produce all of the pressure gradients throughout the domain.
2.2.1 Governing equations for a network model of a realistic
scenario
The description of the formulation of the governing equations for a network is given
using a simple example. A 3D version of the model is shown in figures 2.7 and
2.8. The model is comprised of entrance and exit tunnels, as well as a station in the
middle. The flow is driven by a jet fan in the entrance section. A simulation like this
may be run by a tunnel engineer for an emergency scenario, where the prevention
of back-layering of a fire is required, as well as a safe exit from the station for
passengers. In a realistic subway network this could be connected to several more
tunnels, stations and additional lines.
For a 1D analysis of the natural ventilation flows throughout the network the domain
is first decomposed into nodes, sections and segments. Figure 2.9 shows that a
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Entrance tunnel:
l = 1km
A = 25m2
Dh = 5m
Exit tunnel:
l = 1km
A = 25m2
Dh = 5m
Platform exit passage:
l = 100m
A = 9m2
Dh = 3m
Station:
l = 100m
A = 48m2
Dh = 6.19m
Figure 2.7: Verification geometry for 1D modelling.
Figure 2.8: End of station schematic showing track running through to exit tunnel
with platform on the left leading towards exit passage.
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node is created wherever the air can take a new path, i.e. at a T-junction or
an atmospheric boundary. Sections are defined between two nodes, which gives
a constant flow-rate. The section equations contain all pressure gains and losses
between two nodes. Segments have constant cross section, roughness and perimeters.
The section equations for figure 2.9 are
Zs1
dQs1
dt
= ∆ps1 + P1 − P2 (2.26)
Zs2
dQs2
dt
= ∆ps2 + P2 − P3 (2.27)
Zs3
dQs3
dt
= ∆ps3 + P2 − P4 (2.28)
where for section si and segments segj, Zsi = ρ
∑J
j=1
Lsegj
Asegj
and ∆psi is the sum of
pressure gains and losses that occur in the section. The flow-rate in section Qs3 , can
be calculated using the flow-rates, Qs1 and Qs2 . SES uses this principle to define
loop flows, which for figure 2.9 are defined as
Qs1 = q1 (2.29)
Qs2 = q2 (2.30)
Qs3 = q1 − q2 (2.31)
Now, using system (2.28) the loop equations are defined as
(Zs1 + Zs3)
dqs1
dt
− Zs3
dqs2
dt
= ∆ps1 + ∆ps3 + Is3,s1 + P1 − P4 (2.32)
−Zs3
dqs1
dt
+ (Zs2 + Zs3)
dqs2
dt
= −∆ps3 + ∆ps2 + Is3,s2 + P4 − P3 (2.33)
where there are additional pressure loss terms Is3,s1 and Is3,s2 on the right hand side.
These are the losses that occur between sections in a multiply branched junctions.
The rate of change of the loop flow-rates is computed in the matrix system (Zs1 + Zs3) −Zs3
−Zs3 (Zs2 + Zs3)

 dqs1dt
dqs2
dt
 =
 ∆ps1 + ∆ps3 + Is3,s1 + P1 − P4
−∆ps3 + ∆ps2 + Is3,s2 + P4 − P3

(2.34)
from which the flow-rates Qs1 , Qs2 and Qs3 can be found.
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Station
Station exit
passage
s1 s2
s3
seg1 seg2 seg3 seg4
seg5
Jet fan Entrance tunnel Exit tunnel
Loop 1 Loop 2
Loops
Sections and segments
1 2 3
4
1
2
3
4
Figure 2.9: Top: Decomposition of a small network into nodes, sections (s) and
segments (seg). Bottom: Definition of loops for solution of 1D problem.
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2.2.2 1D network model verification using SES
The 1D network model is now verified against SES for the scenario described in the
previous section. The parameters of length, area and hydraulic diameter are defined
in figure 2.7. The surface roughness, used to calculate the friction factor, is 3mm,
which is similar to concrete. The minimum friction factor in each section for the
provided surface roughness is computed by SES, which was used in the 1D-network
model. The pressure gain caused by the jet fan, which is to be substituted into
equation (2.28), is
∆pfan,seg1 =
Qfan
(
vfan − Qs1Aseg1
)
Aseg1
(2.35)
where vfan and Qfan are the velocity and flow-rate respectively produced by the fan.
The jet fan parameters were chosen using a real fan from [58], which has a diameter
of 1m and produces a flow-rate of 27m3s−1.
The results produced using SES and the 1D network model are shown in table
2.1, where the largest difference between the models is less that 2%. The small
discrepancies are thought to come from a difference in friction factor between the
models. In the SES output a single reference value for the minimum friction factor is
given, which is the value imposed in the 1D model created for this work. However,
during computations SES computes a friction factor that depends on the Reynolds
number, using the Colebrook equation [57], at a given time.
SES flow-rate (m3s−1) 1D-network model flow-rate (m3s−1)
section 1 82.1 82.8
section 2 47.8 48.7
section 3 34.3 34.2
Table 2.1: Comparison of flow-rates in station model using SES and 1D network
model.
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CHAPTER 3
OPENFOAM THREE-DIMENSIONAL
FINITE-VOLUME METHOD
This chapter looks at 3D modelling of tunnel ventilation using OpenFOAM. Firstly
the incompressible Navier-Stokes equations for laminar fluid flow are introduced.
The cell-centred finite-volume method used to discretise the governing equations
is discussed in detail, as well as the pressure-velocity coupling solution procedure.
Typically Reynolds numbers in the range 104 < Re < 106 are encountered in tun-
nel ventilation flows, therefore turbulence modelling is introduced in this chapter.
The Reynolds-averaged Navier-Stokes (RANS) equations with the industry standard
k − ε model for the viscous stresses are described.
For the methods described in this thesis to become industrial practice, they first
need to be evaluated against the current standards. This chapter presents verifica-
tion and validation of the 3D modelling tool used in this project, OpenFOAM [59], for
modelling pressure losses caused by tunnel junctions in pipes. Verification is used to
show that the model is solving the governing equations correctly, which will be done
here by comparing OpenFOAM results against the commercial code Star-CCM+ results
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for a number of cases. Validation evaluates the ability of the numerical model to
reproduce the flow physics, which is carried out for a number of cases using both
empirical and experimental data from industry standard references such as [2, 51–
53]. Finally the case of multiple junctions in series is considered, where the wake
downstream from the first junction affects the pressure loss at the second junction.
The benefit of this is twofold. Firstly it acts as a further validation of the code, and
secondly it also indicates the accuracy of the industry practice of summing pressure
losses between such junctions.
Section 3.1 introduces the governing equations and the required supplementary con-
ditions for a well-posed problem. The discretisation and solution procedures from
OpenFOAM are described in section 3.2. Turbulence modelling is reported in section
3.3. Finally verification and validation of the code is carried out in sections 3.4 and
3.5 respectively. Section 3.4 looks at the pressure loss caused by a 90◦ mitre bend.
This solution is validated against data from a number of resources and the solution
is also verified against the same case run in Star-CCM+. This test case will also
be used to establish a set of best practice guidelines for using CFD modelling to
predict pressure losses at tunnel junctions. Further validation and verification tests
for pressure losses at tunnel junctions are carried out using data from [53], and other
resources [7, 60] are shown in section 3.4, including a case of multiple junctions with
interacting flow-fields.
Note that in sections 3.1 to 3.3 the unsteady incompressible Navier-Stokes equations
are described as the set of governing equations, since the practical applications of
the methods developed in this thesis are mostly transient. However, for the pur-
poses of verification and validation in sections 3.4 and 3.5 the steady incompressible
Navier-Stokes equations are solved using the SIMPLE algorithm [61]. To establish
convergence in the SIMPLE algorithm an L1 norm of the solution variables at the
current and previous iterations is used until predefined tolerances are satisfied.
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3.1 The incompressible Navier-Stokes equations
This section introduces the Navier-Stokes equations for an incompressible fluid,
which are used to model unsteady low-speed flow of a Newtonian fluid in 3D (or
2D). This is based on the descriptions in [62] and [63], where they are explained in
much greater depth. The Navier-Stokes equations are
ρ
(
∂u
∂t
+∇ · (uu)
)
−∇ · σ = f (3.1)
∇ · u = 0
where u = (u1, u2, u3) is the velocity, f = (f1, f2, f3) is a source term of body
forces and σ = (σ1, σ2, σ3) are the viscous stresses. System (3.1) is comprised of the
momentum and continuity equations respectively. The stresses are
∇ · σ = ∇ · (D− pI) (3.2)
= ∇ · µ(∇u +∇uT )−∇p (3.3)
where p is the pressure and µ is the dynamic viscosity. Application of the continuity
equation reduces equation (3.3) to give us
∇ · σ = µ∇2u−∇p (3.4)
Substituting this into equation (3.1)1 gives the final form
∂u
∂t
+∇ · (uu)− ν∇2u + 1
ρ
∇p = f (3.5)
∇ · u = 0
where ν = µ
ρ
is the kinematic viscosity. Initial conditions for system (3.5) can be
prescribed by setting a divergence-free velocity field, u0, at t0.
3.1.1 Well-posed boundary conditions
System (3.5) is prescribed on a domain Ω with a boundary ∂Γ, where a set of well-
posed boundary conditions are required. The system of equations (3.5) is made up
of three scalar second-order elliptic partial differential equations, which are linked
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by the continuity equation. For this system we either require the three velocity
components of u, or a value for the stresses σ normal to the boundary.
Station
Platform exit passage
Exit tunnel
Entrance tunnel
Γw
Γin
Γout
Γout
Figure 3.1: Typical station geometry with artificial boundaries at both ends where
there would usually be tunnels.
From a practical point of view, typical boundary conditions encountered in this work
for the domain in figure 3.1 are now described. This domain is made up of an inflow
Γin, outflows Γout and walls Γw. Typical boundary conditions that would be set for
system (3.5) are
u|Γw = 0 (3.6)
u|Γin = ub (3.7)
(σ · n) |Γout = 0 (3.8)
where equation (3.6) is a no slip condition, equation (3.7) imposes a velocity distri-
bution and (3.8) is a natural boundary condition. It will be shown in section 3.2.6
that additional conditions are required for the pressure-velocity coupled equations in
the OpenFOAM solution technique for the Navier-Stokes equations. Considering that
flows typically encountered in tunnel ventilation modelling are turbulent, additional
boundary conditions to (3.6), (3.7) and (3.8) are required. This is considered in
section 3.3.
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3.2 The OpenFOAM discretisation procedure
The numerical solution of system (3.5) requires the equations to be discretised in
both space and time. In this section the cell-centred finite-volume-method discreti-
sation implemented in OpenFOAM is presented. The OpenFOAM discretisation proce-
dure is documented in great detail elsewhere [59, 64, 65], but it is included here for
completeness and for the consideration of defective boundary conditions in Chapter
4.
3.2.1 Cell-centred finite-volume approximation
In OpenFOAM the computational domain Ω is split up into a number of control vol-
umes. The finite-volume discretisation is defined for owner control volumes ΩP and
neighbour control volumes ΩN as shown in figure 3.2. A cell-centred discretisation
is used, which means that the solution variables are solved for and stored at P .
P
Nf
d
Sf
Figure 3.2: 2D representation of an unstructured mesh with owner ΩP and neighbour
ΩN control volumes joined by a vector d, with an outward pointing face f with area
Sf .
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The Navier-Stokes momentum equation (3.5)1 is discretised using a second-order
accurate approximation that assumes the variables change linearly around P at
time t. For an arbitrary vector quantity a integrated over a control volume ΩP
employing a linear spatial approximation gives
ˆ
ΩP
a(x) dΩ ≈ aP ΩP (3.9)
where P is the cell-centre and ΩP also denotes the volume of ΩP . If the variation
of a(x) is linear then the approximation in equation (3.9) is exact. For terms under
the divergence operator, Gauss’ theorem is applied which projects integrals defined
on the control volume ΩP onto the boundary ΓP , so that
ˆ
ΩP
∇ · a(x) dΩ =
ˆ
ΓP
dΓ · aP (3.10)
≈ ∑
f
Sf · af
where
Sf = |Sf |nf (3.11)
is the scalar surface area of the face f multiplied by the normal, which is always
defined as pointing outwards from the owner cell P . Once again if a(x) varies
linearly then equation (3.10)2 is exact. Combining (3.9) and (3.10) yields a second
order accurate Gauss’ theorem
(∇ · a)P ΩP =
∑
f
Sf · af (3.12)
Now for gradient operators, Gauss’ theorem can once again be applied to give
(∇a)P ΩP =
∑
f
Sf af (3.13)
for a scalar quantity a.
3.2.2 Interpolation and gradient schemes
As a result of Gauss’ integration over control volumes, terms have to be evaluated on
the boundary faces. For the vector af to be evaluated on the cell face, interpolation
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between the cell-centre values either side of the face f is required. OpenFOAM [59]
employs many different interpolation schemes for example central difference which
evaluates cell boundary terms using
af = γxaP + (1− γx)aN (3.14)
where γx = |xf−xN ||xN−xP | is the ratio of distances between the face and neighbour cell,
and the owner cell and neighbour cell. Many other schemes such as upwind differ-
encing and blended differencing are available to be applied to terms in the governing
equations.
Gradients also need to be evaluated on boundary faces when Laplacian terms are
discretised. Applying the discrete approximation in equation (3.12) to a Laplacian
term gives (
∇2a
)
P
=
∑
f
Sf · (∇a)f (3.15)
which requires numerical schemes that evaluate the surface normal gradient, which
is split into two parts so that
Sf · (∇a)f = |∆|(∇a)f + k · (∇a)f (3.16)
where the first term on the right hand side is the orthogonal contribution and the
second is the non-orthogonal contribution. The vectors ∆ and k are calculated
using the chosen scheme. For the case of an orthogonal mesh it is only necessary to
consider the first term of (3.16) so that
Sf · (∇a)f = |∆|(∇a)f (3.17)
= |Sf | d|d|
(aN − aP )
d (3.18)
= |Sf |(aN − aP )|d| (3.19)
where d is the vector between points P and N and the surface normal is assumed
to be n = d|d| .
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3.2.3 Discrete incompressible Navier-Stokes equations
Now that the numerical approximations and schemes are in place, they can be
applied to each term of the incompressible Navier-Stokes equations. System (3.5)
integrated over a control volume ΩP is
ˆ
ΩP
∂u
∂t
dΩ +
ˆ
ΩP
(u · ∇)u dΩ−
ˆ
ΩP
∇ · (ν∇u) dΩ =
ˆ
ΩP
f dΩ (3.20)
−1
ρ
ˆ
ΩP
∇p dΩ
ˆ
ΩP
∇ · u dΩ = 0
where each of the terms will be discretised using the second-order approximation
outlined in section 3.2.1. Now by applying Gauss’ theorem to the gradient and
divergence terms of system (3.20), the equations are re-written as
ˆ
ΩP
∂u
∂t
dΩ +
ˆ
ΩP
(u · ∇)u dΩ−
ˆ
ΓP
ν∇u · n dΓ =
ˆ
ΩP
f dΩ
−1
ρ
ˆ
ΓP
pn dΓ (3.21)
ˆ
ΓP
u · n dΓ = 0
where the stress terms have been transformed into a boundary integral. Finally
splitting the boundary integrals into components for all faces of ΩP , system (3.20)
becomes
ΩP
∂uP
∂t
+
∑
f
Ff uf −
∑
f
ν Sf .(∇u)f = −1
ρ
∑
f
Sf pf + ΩP fP (3.22)∑
f
Sf .uf = 0
where
Ff = Sf · uf (3.23)
is the mass flux through the control volume face. OpenFOAM treats the non-linear
term explicitly so that the value of uf used in Ff is taken from the previous iteration
for steady-state, or the previous time step for unsteady modelling. Now the terms
that are evaluated at cell faces need discretising between owner and neighbour cells.
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Applying appropriate interpolation and gradient schemes from section 3.2.2, system
(3.22) can be written as
∂uP
∂t
+ aˆPuP +
∑
N
aNuN = −1
ρ
(∇p)P + rP (3.24)∑
f
Sf · uf = 0 (3.25)
where aˆP is the coefficient of terms evaluated spatially at the centre of the control
volume for the velocity uP , aN are coefficients corresponding to the contribution
of neighbouring cells for the velocity uN . The source term rP contains forcing
terms and explicit components imposed by the boundary conditions. The discretised
pressure term has been re-written into a more suitable form for writing the PISO
algorithm, described in section 3.2.7.
3.2.4 Time discretisation
For the temporal discretisation an implicit Euler time integration is considered here,
which yields
aPun+1P =
∑
N
aNun+1N −
1
ρ
(∇pn+1)P + u
n
P
∆t + rP (3.26)ˆ
Ω
∇ · uP dΩ =
∑
f
Sf · un+1f = 0 (3.27)
where aP = 1∆t − aˆP and the non-linear term from equation (3.22) is evaluated
semi-implicitly so that Ff = Sf · unf .
3.2.5 Solution using a pressure-velocity coupling
The PISO algorithm, introduced in [66], is used to solve the discretised equations
(3.26) and (3.27) over all control volumes in the domain. This is a non-iterative
method for the implicitly discretised equations that uses a pressure-velocity coupling.
To solve the full system of equations (3.26) and (3.27) on Ω an algebraic system of
equations that includes contributions from all of the control volumes is formed,
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which is
DUn+1P = HUn+1P −
1
ρ
(∇P n+1)P + 1∆tU
n
P + RP (3.28)∑
f
SfUn+1f = 0
where UP = (u0, ...,uNCV ) and PP = (p0, ..., pNCV ) are the arrays of all cell-centre
velocities and pressures respectively for nCV control volumes,D is a diagonal matrix
of coefficients for quantities evaluated at the cell-centres, RP contains the discre-
tised sources, ∇P is an array of the pressure gradients and H is the coefficients
matrix of contributions from neighbouring control volumes multiplied by the array
of velocities associated with them. The matrices D and H are the diagonal and off
diagonal components of the full coefficients matrix, i.e. A = D +H .
The solution of the algebraic equations (3.28)1 and (3.28)2 is found by writing equa-
tions for the velocity and pressure separately. At the first step of the splitting a
predictor equation is solved, that is
DU∗P −HU∗P = −
1
ρ
(∇P n)P + 1∆tU
n
P + Rn+1P (3.29)
which uses the pressure gradient from the previous time step. The predicted velocity
field U∗∗P may not satisfy the continuity equation, (3.28)2, therefore a corrected
velocity field U∗∗P is sought which is given by
U∗∗P = D−1HU∗P −
1
ρ
D−1 (∇P ∗)P + 1∆tD
−1 UnP +D−1 Rn+1P (3.30)
Now, assuming that the field U∗∗ is divergence free and applying the incompressibil-
ity constraint (3.27) to equation (3.30), we obtain the pressure correction equation
which is
1
ρ
∇ ·
(
D−1(∇P ∗)P
)
= ∇ ·
(
D−1HU∗P +D−1 Rn+1P +
1
∆tD
−1 UnP
)
(3.31)
which upon application of Gauss’ divergence theorem, equation (3.12), yields the
matrix system to solve for the pressure field P ∗.
1
ρ
∑
f
Sf
(
D−1∇P ∗
)
f
=
∑
f
Sf
(
D−1HU∗P +D−1 Rn+1P +
1
∆tD
−1 UnP
)
f
(3.32)
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The terms on the right-side of equation (3.32) will be explicitly evaluated at cell
faces by interpolation. Locally on a control volume ΩP this will be evaluated in a
similar way to equation (3.24), where terms are evaluated on the cell centre and
neighbour cell centres.
Finally the boundary conditions must be updated using linear interpolation. Note
that the velocity from the predictor step U∗P has been used for the pressure and
velocity corrections in equations (3.31) and (3.30), which is generally not divergence
free. At least one subsequent correction is required to complete the pressure correc-
tion process so that a suitable approximation of equations (3.28)1 and (3.28)2 with
Un+1P = U∗∗∗P and P n+1P = P ∗∗P is found, which is divergence free [66].
3.2.6 Discrete boundary conditions
Boundary conditions are required at each step of the PISO algorithm described in
the previous section. In OpenFOAM boundary fields are discretised in a similar way to
the terms evaluated inside the domain Ω. However, when the gradient of a term has
to be evaluated on the boundary, a non-orthogonal correction, described in section
3.2.2, is not applied. For non-orthogonal meshes this means that the code produces
first-order accurate results as opposed to second-order accurate.
Now, considering the boundary conditions on the 2D representation of a control
volume adjacent to the boundary as shown in Figure 3.3, the momentum predictor
equation (3.29) requires boundary values of u∗b and ∇u∗b . The pressure correction
equation (3.31) requires boundary values to evaluate ∇p∗b (likewise for subsequent
corrections). These values are fulfilled by applying Dirichlet or Neumann boundary
conditions for velocity and pressure.
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Figure 3.3: Control volumes adjacent to boundary b.
Dirichlet boundary conditions
To impose a fixed value for the velocity u∗f = u∗b in the predictor equation (3.29),
the convection term imposes the value F u∗b directly, which contributes to the source
term. The diffusion term from equation (3.29) becomes
(ν)fSf · (∇u)∗f = (ν)b|Sb|
u∗b − u∗P
|db| (3.33)
which contributes to the diagonal coefficients of (ν)b |Sb||db| and the source term−(ν)b
|Sb|
|db|u
∗
b .
The pressure correction equation (3.31) once again requires discretisation of a Lapla-
cian, where
|Sf | (∇p∗)f = |Sb|
p∗b − p∗P
|db| (3.34)
which contributes the additional diagonal coefficient − |Sb||db| and the source term con-
tribution
(
a−1P
)
b
|Sb|
|db| pb.
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Neumann boundary conditions
A Neumann boundary condition for the momentum equation (3.29) sets a gradient
value (∇u∗b) = gb. For the convection term, the boundary value u∗b is required, so
an interpolation of the internal value along with the gradient are used so that
Ff u∗f = Ff (u∗P + |db|gb) (3.35)
This imposes a diagonal contribution of Ff and a source term contribution of
Fb|db|gb. The diffusion term requires the gradient on the boundary so gb can be
used directly, where
(ν)fS · (∇u)∗f = (ν)f |Sb|gb (3.36)
which contributes (ν)f |S|gb to the source term.
Considering a pressure gradient (∇p∗b) = hb the pressure correction equation once
again can use the gradient hb directly, so that
(
a−1p
)
f
|S| (∇p∗)f =
(
a−1P
)
b
|Sb|hb (3.37)
which contributes
(
a−1P
)
b
|S|hb to the source term in the pressure correction equation.
Now with the pressure velocity splitting and the boundary conditions set up the
pisoFOAM solver can be used to solve equations (3.29), (3.31) and (3.30). The
algorithm for the solution of these is
3.2.7 The PISO algorithm
Begin with initial fields (U0P , P 0P ) and boundary conditions.
1. For n = 0, ..., N set F n+1f = Sfunf . Solve momentum predictor sytem (3.29)
for U∗P .
2. (a) Solve the pressure correction system (3.31).
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(b) Calculate the face mass fluxes with using equation (3.23), to be used at
the next time step in the linearised convection term.
(c) Calculate the new value U∗∗P by solving system (3.30).
(d) Repeat from step 2a, setting U∗P = U∗∗P etc., for the chosen number of
correction steps. At each new step the coefficients matrix D and the co-
efficient matrix for N remain unchanged i.e. the non-linear part is not
updated.
3. Set Un+1P = U∗∗∗P and P n+1P = P ∗∗P and return to step 1.
3.3 Turbulence modelling
Flows in subway networks typically have a Reynolds number in the range 104 ≤
Re ≤ 106 and effectively they are turbulent. This causes the velocity and pressure
fields to constantly change with time due to the random and chaotic motion. The
random fluctuations bring about additional stress terms in the governing equations
which have to be modelled using turbulence models.
The description of turbulence modelling, in sections 3.3.1 to 3.3.4 that follow,
is based on reference [67] unless otherwise stated. This reference describes the
Reynolds-averaged Navier-Stokes (RANS) equations and the standard k − ε model
from [68], which is the model implemented in OpenFOAM. A comprehensive evalu-
ation of RANS turbulence models, including how the models are implemented in
OpenFOAM, can be found in [69].
3.3.1 The Reynolds-averaged Navier-Stokes equations
The industry standard technique for turbulence modelling is based on RANS mod-
els, e.g. [70–75]. To derive the RANS description of turbulence, the flow is first
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decomposed into mean and fluctuating components, given by
u = u¯ + u′ (3.38)
p = p¯+ p′ (3.39)
where the over-bar denotes the time-averaged component and the prime denotes
the fluctuating component. Equations (3.38) and (3.39) are substituted into the
incompressible Navier-Stokes equations (3.5) and the time average is taken (the
intermediate steps are described in [67]), which gives
∂u¯
∂t
+∇ · (u¯u¯)− ν∇2u¯ + 1
ρ
∇p = −∇ ·R (3.40)
∇ · u¯ = 0
where R =
(
−u′u′
)
is the Reynolds stress tensor, which was introduced through
the non-linear convection term. Apart from this additional term, the time-averaging
(or ensemble averaging in the case of unsteady flow) has removed the fluctuating
components. This is because the time average of the fluctuating component is
assumed to be equal to zero. System (3.40) shows the RANS equations, which are
used to describe the effects of turbulence on the mean flow. In addition to the
standard terms from the Navier-Stokes equations (3.5), the Reynolds stresses also
have to be modelled. Many methods have been used to model these additional
stresses, including the industry standard k− ε turbulence model, which is described
in the following section.
3.3.2 The k − ε turbulence model
The k − ε turbulence model, [68], has been used in this thesis for the modelling of
turbulent flows. This models the additional stresses in (3.40) using the Boussinesq
approximation, which relates the Reynolds stresses to the mean flow as
∇ ·R = νt∇2u−∇23kδij (3.41)
where νt is the turbulent kinematic viscosity, δij is the Kronecker delta and k is the
turbulent kinetic energy per unit mass. Substituting (3.41) into the RANS equations
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(3.40) gives
∂u¯
∂t
+∇ · (u¯u¯)− νeff∇2u¯ + 1
ρ
∇p = −∇23kδij (3.42)
∇ · u¯ = 0
where νeff = ν + νt. The k − ε model is a two-equation model that closes problem
(3.42). The turbulent kinetic energy is given by k = 12
(
(u′1)2 + (u′2)2 + (u′3)2
)
and
the dissipation rate is ε = 2ν ∂u
′
i
∂xj
∂u′i
∂xj
. The exact equation for k is derived using
its definition, which can also be done for ε. However the equation for ε contains
unknown terms and terms that cannot be measured, therefore a scalar transport
equation is used instead. The equations implemented in OpenFOAM for k and ε are
∂k
∂t
+∇ · (u¯k)−∇ · νt
σk
∇k = 2νt |∇u¯|2 − ε (3.43)
∂ε
∂t
+∇ · (u¯ε)−∇ · νt
σε
∇ε = 2C1ε ε
k
νt |∇u¯|2 − C2ε ε
2
k
(3.44)
where σk = 1, σε = 1.3, C1ε = 1.44, and C2ε = 1.92 are the standard values for the
empirical constants, that were derived from a large amount of data for turbulent
flows. Each equation describes scalar transport phenomena with source terms for
the production and destruction of turbulent kinetic energy and the dissipation rate.
The k and ε equations, (3.43) and (3.44) are used to close the RANS equations,
(3.42), by specifying the eddy viscosity, which is defined using dimensional analysis
as
νt = Cµ
k2
ε
(3.45)
where Cµ = 0.09 is an empirical constant. Equation (3.45) can then be used in
equation (3.41) to calculate the Reynolds stresses. To modify the PISO algorithm
described in section 3.2.7 to incorporate the k−ε turbulence model, the momentum
predictor and corrector equations derived from equation (3.28) are replaced by the
RANS system (3.42). In the algorithm, the predictor and corrector equations are
solved with a frozen eddy viscosity field νt at each time-step. Then, an additional
step is included in the algorithm between steps 2 and 3 that solves equations (3.43)
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and (3.44) so that the k and ε fields can be used to calculate the eddy viscosity
given by equation (3.45) at the next time-step.
3.3.3 Additional boundary conditions for turbulence quan-
tities
The scalar transport equations (3.43) and (3.44) for the k − ε turbulence model
require boundary conditions. At inlets Dirichlet boundary conditions are imposed
and outlets have homogeneous Neumann boundary conditions. Ideally, profiles of
k and ε would be set at the inlet, however these are not usually available. As an
alternative estimates can made for them using the mixing length l and the turbulence
intensity Ti, which are defined as
l = 0.07L Ti =
(
2
3k
) 1
2
Uref
(3.46)
where Uref is a reference mean flow velocity and L is a characteristic length taken to
be the radius of the tunnel (or pipe). These parameters are used to estimate k and
ε as
k = 23 (UrefTi)
2 , ε = C
3
4
µ
k
3
2
l
(3.47)
3.3.4 Wall functions
Boundary conditions for equations (3.43) and (3.44) are usually not imposed at the
wall. This is because the flow-field near the wall has a very high velocity gradient,
therefore a relatively fine mesh is required in this region to fully resolve the flow.
Instead the characteristics of the flow close to the wall are used to approximate k and
ε. The flow characteristics are defined based on the dimensionless length y+ = uτy
ν
,
where uτ =
√
τw
ρ
, and the dimensionless velocity is defined as u+ = U
uτ
= f(y+).
Very close to the wall there is a linear sub-layer where viscous effects are important
y+ < 5. For 30 < y+ < 500 viscous and inertial effects combine to give a logarithmic
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profile of the velocity described by
u+ = 1
κ
ln(Ey+) (3.48)
where κ = 0.41 is von Karman’s constant and E = 9.8 is a wall roughness parameter
for smooth walls. Using equation (3.48) as well as the eddy viscosity formula (3.45)
and the assumption that the rates of production and dissipation of turbulence are
equal, allows relations for k and ε within the log-law layer to be written, which are
k = uτ2√
Cµ
ε = u
3
τ
κy
(3.49)
It is common practice, as was suggested in the original paper for the k−ε turbulence
model [68], to use the behaviour in the log-law region to impose values for k and ε
in the first cell next to the wall. This allows many fewer cells than there would be
required to model all scales of turbulence. To use wall functions, a boundary layer
of prism cells is usually added next to the wall, with the cell centres lying within
the log-law region.
The assumption of the near-wall flow behaviour means that wall functions are only
valid in regions of attached flow. If the flow becomes detached, for example at a
tunnel junction, then the assumptions of the model break down and the solution will
be less accurate. However it is impractical to model all scales of turbulence for en-
gineering problems, therefore the use of wall functions is widely adopted. An added
benefit of wall functions, that could not be incorporated into CFD otherwise, is that
by modifying the wall roughness parameter E in equation (3.48) surface roughness
can be modelled on the walls.
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3.4 Verification of CFDmethod for predicting pres-
sure losses
As discussed in Chapters 1 and 2, the assumption of 1D flow used in the indus-
try standard tool SES [2], is valid for constant cross sections of tunnels where their
length is much greater than their width and an area-averaged flow-rate can be as-
sumed. Chapter 2 described how the pressure loss is split into the major loss due to
friction and the minor loss at tunnel junctions. The minor pressure loss, as shown in
equation (2.25), is imposed using the k-factor multiplied by the dynamic pressure.
Empirical k-factors are usually found in references such as [51–53]. These minor
loss coefficients are widely accepted for use on standard tunnel junctions, however
they are based on several parameters and calculating them for each junction is a
considerable task for a whole network. Also, as will be shown in section 3.4.6, the
accuracy of these values comes into question when a large range of k-factors can be
found for the same junction.
An aim of this work is to reduce the effort, in calculating 1D pressure losses, required
to model complex sections of tunnel networks by using CFD to evaluate pressure
losses. By modelling a complex geometry using CFD the number of k-factors can
be decreased using a combined loss. This will also improve the accuracy of pressure
drop calculations, since CFD models the interaction of flow between junctions. The
verification and validation in this and the following sections are to ensure that pres-
sure losses are accurately captured using CFD, where the k-factor will be used as a
measure of accuracy.
A number of investigations into using CFD to compute k-factors have been found in
the literature. In [71] a vast number of experiments and computations were carried
out to calculate k-factors and pressure losses. For the CFD modelling FLUENT [76]
was used with a k − ε turbulence model. The experiments were carried our using a
tracer-gas measuring technique. The agreement with the simulations was found to
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be on average 94%. However, when comparing the CFD results with those found in
the industry standard references [51, 52] it was found that the results in [71] were
on average average 20% lower. It is suggested that the industry standard references
were over predicting the pressure loss, due to the measuring technique. In another
study, [75], the pressure loss in a double 90◦ was investigated using FLUENT with
the k − ε turbulence model and a RSM model. It was found that only when the
QUICK numerical scheme was used alongside the k − ε turbulence model that the
most accurate results in relation to references [51, 52] were found, with a relative
error of 10%. All other combinations of models produced errors of at least 100%. In
[73] nine different duct fittings were modelled using FLUENT with a k− ε turbulence
model. With the exception of two geometries, this study found k-factors within
15% of those in reference [51]. In another paper, [74] an investigation of the pres-
sure losses in multiple configurations of a T-junction was carried out. Once again
FLUENT was used with the k − ε turbulence model. In comparison with reference
[53] the pressure loss for flows diverging was found to be inaccurate, whereas for
converging flow they were. In a more recent study, [72], CFD was used to predict
pressure losses in an elbow and a T-junction. This time STAR-CD was used with the
standard k− ε turbulence model and the k− ε Chen model. For the two turbulence
models a discrepancy of less that 1% was found between pressure losses calculated.
When compared with [51] the k-factors were 23% different for the elbow and in the
worst case errors of 64% were found for the T-junction. The CFD solution was also
compared against experimental data for the same junctions, which found errors in
the pressure drop of 8% for the elbow and up to 18% for the T-junction.
There is a large variation in accuracy found in the reviewed literature, therefore this
is considered a key issue to be addressed in this section. With the improvements
in computational power available since these articles were published, a much higher
resolution will be possible at a lower cost. It is also clear from the described liter-
ature that the k − ε turbulence model has been the most popular for calculating
pressure losses for some time, which is the model used in this thesis.
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Section 3.4.2 will describe the main test case for code verification. The objective
is to establish how well OpenFOAM and Star-CCM+ predict the pressure loss in a 90◦
mitre bend, by comparing the models against each other for a range of parameters.
The data from this test case will also be compared to that from the industry stan-
dard references.
For the remainder of this thesis the symbol k is used both for the k-factor and for the
k − ε turbulence model, however they should be clear to identify from the context.
3.4.1 Straight tube
Each of the tests that follow in this chapter will have a fully developed flow pro-
file for u, k and ε imposed at the inlet. This section describes the technique used
to generate a fully developed profile and also acts as a validation case for major
losses by looking at the friction factor. This test case will be run at increasing mesh
resolutions that range between 5 × 5 and 80 × 80 cells in the cross section. The
parameters of the test are given in table 3.1.
Parameter Value
Inlet velocity 11.25ms−1
Width 2m
Height 2m
Roughness height 0.003m
Kinematic viscosity 1× 10−5
Axial length 0.3m
No. axial cells 3
Re 2.3× 106
Table 3.1: Constant parameters for flow in a straight pipe.
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This computation uses the periodic boundary condition approach. Here periodic
boundary conditions are applied at the inlet and outlet of the pipe. Then a pressure
gradient source term is regulated to achieve the desired flow-rate. An added benefit
of this approach is that the converged value of the pressure gradient can be sub-
stituted into equation (2.24) to calculate the friction factor. Figure 3.4 shows the
convergence of the friction factor compared with the value found from the Moody
diagram [77].
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Figure 3.4: Mesh convergence of friction factor f .
For the coarsest mesh, the error in the k-factor was 1.84%, which is well within
the 10% margin for error suggested in [57]. The mesh refinements for this test case
were uniform, to remain consistent with the OpenFOAM tests in the previous section.
Despite this a very good accuracy is achieved, even with a very coarse mesh.
3.4.2 Verification test case: Flow through a 90◦ mitre bend
The parameter study for verifying OpenFOAM against Star-CCM+ and for finding op-
timal settings to calculate accurate pressure losses was chosen to be for flow through
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a 90◦ mitre bend, which is shown in figure 3.5. This particular test was chosen as
a benchmark, because it exhibits strong separation and has a large recirculation
region which challenges the modelling criteria for wall functions. The tests were
carried out using the standard steady-state solvers for the incompressible Navier-
Stokes equations in OpenFOAM [59] and Star-CCM+ [50]. The parameters that were
kept uniform throughout these tests are shown in table 3.2.
When using 1D modelling tools the k-factor for a 90◦ mitre bend is calculated in
[53] using
k = k∆kReC1Akloc (3.50)
where k∆, kRe, C1, A and kloc are all parameters that either need to be read from a
chart, or calculated using approximate relations. For the bend under consideration
this equation produces a k-factor factor of k = 1.26. Considering that this would
be one of many junctions in a tunnel network this can be a time consuming process
and it is not even clear that this is correct when the wide range of values available
in the literature is considered as shown in table 3.4.
Parameter Value
Average inlet velocity 3ms−1
Width 5m
Height 3m
Centreline length 40m
Surface roughness 0.003m
Kinematic viscosity 1.697× 10−5m2s−1
Density 1.225kgm−3
Reynolds number 6.6× 105
Table 3.2: Constant parameters used in mitre bend tests.
This section aims to establish a CFD method that calculates k-factors accurately,
so that they can be used in 1D models and so that CFD results can be trusted in
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multiscale modelling, which will be discussed in Chapter 5. To do this effectively a
further aim is to find a set of “best practice” guidelines for modelling pressure losses
using CFD. This is done with the objective of achieving a high level of accuracy
whilst minimising the computational cost. We now consider the main options when
setting up a CFD computation, in order to establish “best practices”.
xy
z
Inlet
Outlet
Figure 3.5: 90◦ mitre bend geometry used as a benchmark for calculating optimal
CFD settings when predicting k-factors.
3.4.3 Boundary conditions
The boundary conditions were set following the guidelines of what is required to
make the Navier-Stokes well-posed and physically reasonable, as described in sec-
tion 3.1.1. They must work with the pressure velocity splitting of the equations, as
described by the boundary conditions in section 3.2.6. The inflow boundary con-
ditions were set by running a cyclic computation as described in section 3.4.1 to
produce fully developed profiles for the velocity u and turbulence parameters k− ε.
The walls have homogeneous Dirichlet boundary conditions for the velocity, and the
outflow has a homogeneous Neumann condition. The mesh requirements to fully
resolve turbulence near the wall are impractically high, as described in section 3.3.
Therefore wall functions are introduced that reduce meshing requirements.
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3.4.4 Mesh generation
Structured meshes, made up of hexahedral control volumes, were produced in both
OpenFOAM and Star-CCM+. To decide on the optimal mesh resolution, uniform mesh
refinements were carried out from initial meshes until the solution was converged to
a satisfactory level. The additional cost of having a larger mesh had to be balanced
against gains in accuracy. Alternatively unstructured meshes that are refined in the
region of complex flow can be produced. However the region of complex flow is
not usually predictable, particularly with variable flow conditions occurring within
a simulation. Therefore structured meshes were considered to be the best option.
In order to satisfy the y+ restriction for using wall functions, as described in section
3.3.4, prism layers can be added next to the wall. For a range of y+ distances the
distance of the first cell from the wall is shown in table 3.3. Layers of prisms are con-
sidered further for the pressure gradient k-factor calculation method in section 3.4.6.
y+ First cell distance
30 0.00346m
150 0.0173m
300 0.0346m
Table 3.3: Distances of first cell from the wall required for different y+ values.
The final option is to fully resolve all turbulence scales, which requires y+ = 1. This
is not considered as it is computationally too prohibitive.
It was decided that uniform meshes would be refined until a mesh-converged solution
was found, which in some cases required prism layers. The mesh convergence study
is shown in section 3.4.7.
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3.4.5 Solver tolerances
To confirm that a steady-state solver has reached a satisfactory level of convergence,
tolerances can be set within the program. There is an inner tolerance which deter-
mines to what accuracy a matrix system is solved iteratively, for example with the
momentum predictor equation (3.29) and the pressure Poisson equation (3.31) steps
in the PISO algorithm described in section 3.2.7. There is also an outer tolerance
which determines the error in the solution of the governing equations between outer
iterations. The limiting factor is that solving the equations to a higher level of ac-
curacy requires more iterations and is therefore more expensive.
In both OpenFOAM and Star-CCM+ tests were carried out for the 90◦ mitre bend,
where the mesh size was kept constant for cases with different solver tolerances.
The k-factors were then calculated from the converged solution. This study showed
that in OpenFOAM an inner tolerance of 10−6 and an outer tolerance of 10−5 provided
satisfactory results. In Star-CCM+ it was found that reducing the tolerances above
their default values produced negligible improvements.
3.4.6 k-factor calculation method
To impose pressure losses in 1D models, k-factors were introduced in Chapter 2 with
the pressure loss imposed through equation (2.25). These are now used as a mea-
surement of accuracy for the CFD simulations. For the experimental data available
in the literature there are several sources of uncertainty with regards to how the k-
factor values were calculated. Firstly the position of measurement for the pressure
upstream and downstream is not usually provided. This could be important when
friction effects are significant. Also the distance of the inlet and outlet from the
junction are of interest, since the flow may not be fully developed when it reaches
the junction, and afterwards the pressure measurements could be affected by the
outlet lying within a region before flow has become fully developed again. It is sug-
gested in [57] that the inlet can be placed within a short distance of the junction and
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a length of 40Dh, where Dh is the hydraulic diameter, downstream is appropriate for
the outflow section. This is in close agreement with the values given in [7] for the
entrance length of 44Dh to reach fully developed flow at a Reynolds number of 106.
While agreeing with a short upstream section, in contrast to these reference [51] sug-
gests a length of just 7.5Dh downstream is sufficient. There is also a lack of clarity
over whether, or how, the pressure loss due to friction is measured. If a long down-
stream region is used then the friction pressure loss could have a significant effect on
the k-factor and should be subtracted. Table 3.4 is indicative of these uncertainties,
showing a wide range of k-factors from different sources for the same 90◦ mitre bend.
Source k-factor
ASHRAE [51] 1.3
Daly [78] 1.12
Idelchik [53] and CIBSE [52] 1.26
Miller [79] 1.2
Rennels [57] 1.2
SES User manual [2] 1.38
Table 3.4: A list showing the differences found in k-factors in the literature
The total pressure loss that occurs at a junction is calculated as the difference
between the pressure at two points which contains all of the minor and major losses,
so that
∆ptotal = ∆pmajor + ∆pminor (3.51)
Substituting the definition of the minor pressure loss given by equation (2.25), and
rearranging allows the k-factor to be calculated through
k = ∆ptotal −∆pmajor1
2ρv
2 (3.52)
This section investigates two options for calculating the friction loss in equation
(3.52) as well as different options for the upstream and downstream lengths.
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Empirical friction loss k-factor calculation
The first approach for calculating the k-factor in equation (3.52) under consideration
is suggested in [57]. Here the total pressure loss is calculated from the CFD results.
The major pressure loss is calculated using the major loss equation (2.24) with the
empirical friction factor. The major pressure loss ∆pmajor is then used in equation
(3.52) to calculate the k-factor. This method uses the empirical major pressure loss
as opposed to what occurs in the CFD domain. If the friction loss was to be removed
from the total pressure loss to calculate the k-factor, this is a likely approach as it
involves the least additional measurements.
The pressure is measured in two planes, one before and the other after the junction.
It is important to choose the plane far enough from the junction so that the flow
disturbance does not effect the solution i.e. the flow is developed and the pressure
is constant. Figure 3.6 shows that the pressure profile leading up to the junction
is fairly uniform, therefore the measurement plane can be anywhere further than
around 2Dh upstream from the junction. However after the junction due to the
recirculation region, there is a length where there is a large pressure gradient in the
span-wise direction. The pressure is normalised in OpenFOAM by dividing the Navier-
Stokes equations by the density, which results in the units being m2s−2. Note that
the pressure in figure 3.6 and the examples that follow is calculated relative to an
outlet average pressure of 0m2s−2.
Figure 3.6 shows three different positions in the outflow region where the pressure
was measured to determine how far downstream this needs to take place. The veloc-
ity profiles at the pressure measurement planes are shown in figure 3.7. These show
significant flow reversal in plane 2, slight flow reversal in plane 3 and none in plane 4.
The results are summarised in table 3.5. Comparing these to the values given in ta-
ble 3.4 it is clear that the furthest plane from the junction provides the closest value
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Solver k-factor plane 2 k-factor plane 3 k-factor plane 4
OpenFOAM 1.98 1.49 1.36
Star-CCM+ 1.74 1.37 1.22
Table 3.5: k-factors measured at different positions on a 90◦ mitre bend.
of the k-factor to the empirical values in OpenFOAM and Star-CCM+. It is therefore
important to make sure that the flow has had a sufficient length after the junction
to develop before the pressure loss is measured. For a corner geometry a margin for
error of 15% is suggested in reference [57]. The values in plane 4, shown in table
3.5, are mostly within this range compared with the range of values in table 3.4.
Plane 1
Plane 2 Plane 3 Plane 4
x
y
Figure 3.6: Pressure contour plot (with units m2s−2) and velocity vectors for flow
around a 90◦ mitre bend. Cutting planes shown for different pressure measurement
positions for k-factor calculation.
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Figure 3.7: Velocity profiles at planes shown in figure 3.6.
Pressure gradient loss k-factor calculation
The second approach for calculating k-factors was previously used in [71]. In this
approach the pressure gradient that occurs far from the influence of the junction is
used to subtract the major losses from the total pressure loss. This is shown in figure
3.8 where the pressure gradient has been extrapolated far from the junction where
the flow is fully developed, to where the flow disturbance is. The pressure difference
between where the two “pressure gradient” lines intersect the “tunnel junction” line
provides the minor pressure loss, i.e. the numerator in equation (3.52).
To allow the flow to reach a fully developed state after the junction the entrance
length was used, which is typically used to describe the distance a fluid travels from
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Figure 3.8: Average total pressure measured along the axial directions before and
after the junction.
a pipe entrance before it transitions to a fully developed profile [7]. For the Reynolds
number under consideration the exit was chosen to be 53Dh after the junction. The
entrance section was extended to 8Dh so that a linear pressure gradient could be
established before the junction. Extending the exit such a long distance incurs a
greater computational cost. To reduce this the mesh was graded along the axial
direction by a factor of 1.1 so that there was a greater concentration of cells in the
region of complex flow.
From figure 3.8 it can be seen that the pressure gradient is almost linear throughout
the domain, except for close to the junction and some slight pressure losses at
the entrance and exit. Around 6Dh after the junction the flow has already almost
reached a linear pressure gradient. This introduces the possibility of using a shorter
domain to use this k-factor calculation method. To test this the pressure gradient
was measured using average total pressure values in different ranges. Table 3.6
shows that an error of less than 3% is incurred by using an outlet section that is
only 80m, or around 20Dh, long. Therefore the same method could be used with a
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much shorter domain.
Range of measurements (m) k
30-80 1.40
40-130 1.42
70-180 1.44
Table 3.6: Values of k-factor calculated using interpolated pressure gradient from
different regions.
3.4.7 Validation and recommended k-factor calculation pro-
cedure
The results from the parameter variations described in this section are now dis-
cussed. The mesh converged values for the k-factor using the empirical friction
loss approach are shown in table 3.5. A graph of the mesh convergence using both
OpenFOAM and Star-CCM+ is shown in figure 3.9, along with the CPU times for these
tests in figure 3.10. Initially the mesh refinement tests were being run for uniform
meshes with uniform refinements. The figure shows that the OpenFOAM solution con-
verges relatively quickly with the mesh of the order of 104 cells around 1% from the
final value. However Star-CCM+ showed poor convergence. Since the uniform mesh
refinement did not meet the wall function requirements of 30 < y+ < 300 a bound-
ary layer mesh was added, which gave y+ = 300. This provided a mesh converged
solution, therefore it is clear that the Star-CCM+ solution is strongly affected by the
mesh. The mesh converged values show a discrepancy of 10% between the solvers.
Having looked at a range of criteria for calculating the k-factor for a 90◦ mitre bend,
recommendations can now be made for a best practice using OpenFOAM. These are
shown in table 3.7. The mesh size given in table 3.7 gives a k-factor 0.3% of the
final value. Figure 3.10 shows that extending the grid size to 0.2m × 0.2m × 0.2m
gives an error of 1.9% of the final value with a decrease in CPU time of two orders of
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Figure 3.9: Plot showing k-factors at different mesh resolutions.
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mesh convergence study.
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magnitude. Therefore it is worth considering a coarser grid if a large computational
domain is being modelled, which causes limitations on computational resources.
Considering the wide range of k-factors available in the literature, as shown in table
3.4, further test cases would help to fine tune and provide greater confidence in
these parameters. However a more extensive validation is outside the scope of this
project.
Parameter Recommended criteria
Mesh size Uniform mesh with cell dimensions 0.1m× 0.1m
Turbulence model and
wall functions
Use k− ε with wall functions to resolve boundary layer.
Solver tolerances con-
vergence criteria
Inside PISO algorithm solve to accuracy of 10−6 and
outer iteration to and accuracy of 10−5.
k-factor calculation Use first approach from section 3.4.6, subtracting the
empirical major loss due to friction.
Upstream length and
downstream lengths
Upstream length of 4Dh and downstream length of 8Dh.
Table 3.7: Recommended parameters based on CFD study of flow in a 90◦ mitre
bend.
3.5 Validation of CFD for predicting pressure losses
Now that OpenFOAM has been verified against another software package, this section
looks in greater detail at how well it can predict k-factors for other geometries, using
the recommended calculation technique established in the previous section. For
abrupt expansions, conical diffusers and double mitre bends the k-factors produced
with CFD will be compared with experimental data.
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3.5.1 Minor pressure loss through an abrupt expansion
This section considers modelling the minor loss for three abrupt expansions and
compares the computed k-factor to the analytical expression, which is given by the
Borda-Carnot formula
k =
(
1− A0
A1
)2
(3.53)
where A0 is the area of the inlet and A1 is the area of the expanded section. The out-
let section was kept constant at 5m wide and 3m in height, with an average velocity
of 3ms−1. The roughness height and viscosity were kept constant at  = 3mm and
ν ∼ 10−5m2s−1 respectively. The inlet cross-section was varied to satisfy the ratios
of 0.25, 0.5 and 0.75. Figure 3.11 shows the large recirculation regions caused by
the sudden expansion. The k-factors found using equation (3.53) and the numerical
simulations are compared in figure 3.12.
Figure 3.11: Pressure contour plot (with units m2s−2) and velocity vectors for flow
through an abrupt expansion, cut at z = 1m.
In reference [57] an error margin of 5% is given for the pressure loss due to an abrupt
expansion. For expansion ratios of 0.25 and 0.5 the errors are less than 10%, while
for the ratio of 0.75 it is just under 20%. While the first two do not satisfy [57],
they are still within a reasonable error margin. For the larger expansion ratio, the
k-factor is small enough that the pressure loss is unlikely to be affected by the larger
error.
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Figure 3.12: Plot showing the analytical curve from the Borda-Carnot equation and
numerical results for an abrupt expansion at different expansion ratios.
3.5.2 Flow through a conical diffuser
So far, all of the geometries considered for pressure loss calculations have had the
flow separation point defined by their geometry. This test case is for flow through a
conical diffuser, which are designed to reduce pressure losses through an expansion
by minimising flow separation. The geometry is shown in figure 3.13, for which the
cone angle is given by 2θ. For 5◦ < 2θ < 15◦ the flow does not separate, therefore
the boundary layers remain thin which maximises pressure recovery [7]. However
for θ > 15◦ the flow begins to separate which causes recirculation at the edges and
high velocities in the centre, which results in poor pressure recovery. In addition to
the cone angle, the pressure recovery also depends on the dynamic pressure at the
inlet and the diameter ratio over the expansion.
An empirical k-factor equation was derived from experimental data reported in [80],
which is
k ≈ 2.61sinθ
(
1− d0
d1
)2
+ fav
L
dav
for 2θ ≤ 45◦ (3.54)
where fav = f0+f12 and dav =
d0+d1
2 are the average friction factor and average diam-
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Figure 3.13: Conical diffuser geometry.
eter over the smaller section 0 and larger section 1 respectively and L is the diffuser
length.
Tests have been carried out for cone angles of 10◦, 15◦, 20◦ and 25◦ with the pa-
rameters laid out in table 3.8. Fully developed velocity profiles were imposed at the
inlet as described in section 3.4.1.
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Figure 3.14: Plot showing k-factors calculated using the empirical relation (3.54)
and those calculated from CFD results.
Figure 3.14 shows a comparison between the k-factors for varying cone angle found
using the empirical relation (3.54) and those from CFD. The results are in good
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Parameter Value
Average inlet velocity 0.030ms−1
d0 3.75m
d1 7.5m
Centreline length 80m
Surface roughness 0m
Kinematic viscosity 8.89×10−7m2s−1
Density 997.56kgm−3
f0 0.021
f1 0.018
Table 3.8: Parameters used in conical diffuser test.
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Figure 3.15: Velocity profiles for varying diffuser angles at cutting plane shown in
figure 3.14.
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agreement with relation (3.54), with the largest error for an angle of 25◦ of less than
15%, which is within the error margin of 20% for the range 20◦ < 2θ < 40◦, given in
reference [57]. The same reference gives an error margin of 10% for 20◦ > 2θ, which
the k-factors for cone angles of 2θ = 10◦ and 2θ = 15◦ satisfy. The improvement
in results at a lower cone angle is most likely caused by the lack of flow separation.
While the flow is attached, the assumption of fully developed flow used for wall
functions is better represented. Further observations can be made from the axial
velocity profile plots in figure 3.15. It can be seen that as expected, flow reversal
occurs at 20◦ and increasingly at 25◦.
3.5.3 Pressure loss through multiple junctions
The verification and validation cases presented so far have all looked at the pressure
loss caused by a single tunnel junction. In reality, many junctions will occur in quick
succession within a tunnel network. After a junction the air would have to travel
some distance along a straight pipe without further disturbances before it becomes
fully developed. This distance can be considered in terms of the entrance length,
which is usually used to describe the length that it takes a uniform velocity profile
to become fully developed after it has entered a pipe, such as in [7]. In a sense
this could be considered the minimum distance that it takes, since there will be
secondary effects to the wall shear stress effecting the flow here. The length of pipe
required for the flow to reach a fully developed state is given by
l = Le Dh (3.55)
where Le = 4.4Re
1
6 is the entrance length parameter for turbulent flow [7]. As an
example the entrance length for the mitre bend case in section 3.4, which has a
Reynolds number of 106, is calculated to be Le = 53Dh. Beyond such a bend it is
unlikely that the flow will have had a sufficient distance to recover before reaching
the next junction. However, in 1D modelling using the minor-loss equation (2.25)
to represent pressure losses, the k-factor data available, e.g [51–53], is usually based
on the flow being fully developed leading to the junction. In the case that multiple
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Figure 3.16: Double 90◦ mitre bend (configuration 1) geometry.
junctions are being modelled in quick succession it is standard practice to simply
sum the losses, which is likely to lead to inaccuracies.
Plane 1
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y
Figure 3.17: Double 90◦ mitre bend (configuration 1) pressure field (with units
m2s−2) and velocity vectors.
This section investigates this modelling assumption by looking at two configurations
of successive 90◦ mitre bends with variable separation as shown in figures 3.16 and
3.19. An interesting aspect of these tests is to look at how the different geometrical
configurations effect the pressure loss, as this would not usually be accounted for in
1D modelling. This example will also give an indication of the ability of CFD to
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Figure 3.18: Velocity profiles at cutting planes in figure 3.17.
reproduce the pressure loss caused by interacting flow-fields.
The parameters that were kept constant in all simulations are shown in table 3.9.
Fully developed profiles for U, k and ε were imposed at the inlet with standard
boundary conditions on the walls and outlet. Figures 3.17 and 3.20 show pressure
fields and velocity vectors for the converged flow-fields, with the axial velocity pro-
files in the marked planes for each one shown in figures 3.18 and 3.21 respectively.
For both configurations it can be seen that the conditions before the first junc-
tion and the second junction are significantly different, which would become more
pronounced as they are moved closer together. The velocity profile just before the
second junction shows that the flow has not re-developed, therefore the pressure loss
would be affected. For configuration 1, the velocity vectors in figure 3.17 show that
the turning force from the first junction is reinforced by that of the second. There-
fore the overall pressure loss when these junctions are close together is expected to
be lower than the sum of the losses for two separate junctions. The opposite can be
said of configuration 2 where the velocity vectors, shown in figure 3.20 counteract
each others motion between the two bends. Therefore a larger pressure loss is ex-
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Figure 3.19: Double 90◦ mitre bend (configuration 2) geometry.
pected to occur at these bends.
Using 1D software, the total pressure loss for this section would be calculated relative
to a single cross sectional area (generally the smallest so that the highest velocities
that occur are known), so that
∆pminor =
1
2ρQ
2
(
k0
A0
2 +
k1
A1
2
)
(3.56)
where Q is the flow-rate in the section. When A0 = A1, as is the case here, equation
(3.56) is reduced to
∆pminor =
1
2ρ
Q2
A0
2 (k0 + k1) (3.57)
For this test case the individual k-factors have been calculated in a preliminary
computation for a single bend to be k0 = k1 = 1.43. Therefore the total k-factor for
this junction would be
k = k0 + k1 = 2.86 (3.58)
While it is not standard practice, in order to account for the difference in k-factor
caused by flow interactions a corrected version of equation (3.58) can be used, which
for the double mitre bend is given by
k = β(k0 + k1) (3.59)
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Figure 3.20: Double 90◦ mitre bend (configuration 2) pressure field (with units
m2s−2) and velocity vectors.
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Figure 3.21: Velocity profiles at cutting planes in figure 3.20.
where β is a correction factor. The value of β has been calculated by finding a
combined k-factor for both junction configurations, with varying junction separa-
tion, and substituting them into equation (3.59) along with the empirical value from
equation (3.58).
The values of β for each configuration are shown in figures 3.22 and 3.23 where
they are compared to values from reference [60]. The results from configuration 1
were within 15% of the reference values, whereas those from configuration 2 were
within 30%. While these errors may seem significant, the margin for error given in
reference [60] is 30%. This is because the data that was taken from [53], which for
this particular case does not have much data for a square cross section. Therefore,
the data used in this case was partly from the pressure loss in a mitre bend with
a circular cross section. In both cases the values were within 5% of β = 1 after
15Dh, therefore for simple cases such as these it may not be necessary to consider
the interactions after this distance.
As expected, the junctions converge to β = 1 from different directions, based on the
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Parameter Value
Average inlet velocity 1.125ms−1
Upstream length before first bend 4Dh
Downstream length after second bend 8Dh
Width 5m
Height 3m
Surface roughness 0.003m
Kinematic viscosity 1.697× 10−5m2s−1
Density 1.225kgm−3
Reynolds number 2.5× 105
Table 3.9: Constant parameters used in double mitre bend tests.
turning force from the initial bend. This is further evidence that without consider-
ing the geometry in greater detail that simply summing k-factors without correction
can lead to inaccuracies. It also indicates that a single value for β is not necessarily
suitable for all configurations of multiple junctions in series.
This test case shows that for junctions close together, there is clearly an error in-
curred by assuming a combined pressure loss without correction. With further
validation, CFD could prove to be a useful tool for modelling complex flows for
geometries such as this, and also for complex geometries for which k-factor data is
not available.
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Figure 3.22: Values of correction factor β for equation (3.59) for double mitre bend,
configuration 1.
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Figure 3.23: Values of correction factor β for equation (3.59) for double mitre bend,
configuration 2.
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CHAPTER 4
THE LAGRANGE MULTIPLIER
METHOD FOR IMPOSING
DEFECTIVE BOUNDARY
CONDITIONS
The numerical solution of the Navier-Stokes equations on a domain such as that in
figure 4.1, requires a set of well-posed boundary conditions on the entire boundary.
When modelling internal flow it is well known that no-slip boundary conditions are
appropriate for the walls Γw. However there are also the artificial boundaries la-
belled ∂Ω = {Γ0, ...,ΓM}, which are non-physical boundaries created at the edge of
the computational domain. For the case of the domain in figure 4.1, with M = 4,
these artificial boundaries will be inflows and outflows, and require pointwise bound-
ary conditions. Measurements and multiscale models, described later in Chapter 5,
can be used to supply area-averaged quantities at these interfaces. However these
are “defective boundary conditions” since they do not provide sufficient information
to complete the problem. This issue is often solved by assuming an arbitrary flow
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profile. This can lead to errors, or will require adding extra length in the section to
allow flow to develop which increases the computational requirements. More sophis-
ticated methods for treating defective boundary conditions have been considered in
haemodynamics modelling and are summarised in [81]. In this chapter I look at
the solution of this problem when the scalar quantities available are the flow-rates
Q0, ..., QM , using the Lagrange multiplier approach [39, 41].
I first look at the implementation of the Lagrange multiplier technique for solving
flow-rate defective boundary conditions using the finite element method (FEM). This
is because the Lagrange multiplier method is derived from a minimisation principle,
making the FEM the natural environment to consider the formulation and the solu-
tion techniques. Also, all of the previous implementations of this method have used
the FEM, including [39, 41] amongst others. For the application of this approach, I
will modify the 2D FEM code nsasm.c [82, 83], which computes the steady solution
of the incompressible Navier-Stokes equations for laminar flow. An added benefit
of using this particular code is that it implements Lagrange multipliers for weakly
imposing Dirichlet conditions, which makes identifying parts of the code that need
modifying for flow-rate boundary conditions clearer. In addition to extending the
code to handle flow-rate boundary conditions it will also be modified to be unsteady
and to give a semi-implicit treatment of the non-linear term. This is so that the
FEM model can act as a test bed for assessing the solution techniques for flow-rate
boundary conditions outlined in [39, 41], when implemented using OpenFOAM [59].
A novel contribution of this chapter is the implementation of the Lagrange mul-
tiplier approach for defective boundary conditions using a finite-volume method
(FVM) discretisation, which must be considered in two stages. Firstly, the imposi-
tion of boundary conditions using Lagrange multiplier source terms and “natural”
boundary conditions is considered using the cell-centred FVM discretisation. This is
followed by an investigation into the solution techniques for the Navier-Stokes equa-
tions with the additional unknowns and constraints introduced by the Lagrange
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Figure 4.1: Example domain with artificial boundaries Γm for m = 0, ...,M , with
M = 4, requiring well-posed boundary conditions.
multiplier formulation. Modular solution techniques, that allow the Navier-Stokes
equations to be solved in their original form, were considered for the unsteady non-
linear case using the FEM [40, 41]. These are investigated here in the context of an
implementation within OpenFOAM. Additional complications arise in the implemen-
tation of modular algorithms with RANS turbulence models. A modified version
of an algorithm from reference [41] is developed to allow the Lagrange multiplier
implementation in this setting.
Section 4.1 introduces the defective flow-rate boundary condition problem. The weak
form of the Navier-Stokes equations, required for the Lagrange multiplier approach,
and the associated natural boundary conditions are described in section 4.1.1. Then
the augmented-Lagrangian system of equations is presented for flow-rate boundary
conditions in section 4.1.2.
Section 4.2.1 gives a brief overview of the p2/p1 FEM formulation in nsasm.c [82].
The spatial discretisation using p2/p1 finite-elements and the boundary condition
implementation are briefly described in section 4.2.2. The augmented Navier-Stokes
equations are solved using a version of Newton’s method which is outlined in section
4.2.3. Section 4.2.4 discusses modifications to the p2/p1 FEM code that were made
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in order to implement the Lagrange multiplier approach from [39]. This section
also describes the additional modifications to make the code suitable for modelling
unsteady problems with a semi-implicit treatment of the non-linear term.
With the methodology for the Lagrange multiplier approach established for the
FEM, section 4.3 looks at the implementation in the FVM based code OpenFOAM.
Section 4.3 shows that Lagrange multiplier boundary conditions can be interpreted
physically, and that the solution can be found using the standard boundary condi-
tions available in OpenFOAM. Section 4.4 describes the modular solution techniques
that have been implemented to allow the solver to be used as a “black box”, thus
allowing their implementation in other software packages. Verification of the FEM
and FVM implementations of the Lagrange multiplier approach are carried out for
laminar flow test cases in section 4.5. Section 4.6 considers the implementation of
Lagrange multipliers with the Reynolds-averaged Navier-Stokes equations. Verifica-
tion tests for the Lagrange multiplier implementation with the RANS equations are
presented in section 4.6.1.
4.1 Weak imposition of defective boundary con-
ditions
This section discusses defective flow-rate boundary conditions and a solution method,
which uses a Lagrange multiplier approach. A summary will be presented here, how-
ever a derivation and extensive discussion on the approach can be found in reference
[41].
4.1.1 Weak form of the incompressible Navier-Stokes equa-
tions
The Lagrange multiplier approach is based on the weak form of the governing equa-
tions, which is also the basis for a FEM discretisation. To find the weak form,
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system (3.5) is multiplied by suitable test functions, v = (v1, v2, v3) for the mo-
mentum equation and q for the continuity equation, and then integrated over the
solution domain Ω to give
ˆ
Ω
∂u
∂t
· v dΩ +
ˆ
Ω
∇ · (uu) · v dΩ (4.1)
−
ˆ
Ω
∇ · (ν∇u) · v dΩ =
ˆ
Ω
f · v dΩ−
ˆ
Ω
∇p · v dΩ
ˆ
Ω
∇ · u q dΩ = 0
It is standard practice to reduce the order of differentiation in the stress terms by
applying integration by parts to the appropriate integrals of equation (4.1), so that
ˆ
Ω
∂u
∂t
· v dΩ +
ˆ
Ω
∇ · (uu) · v dΩ (4.2)
+
ˆ
Ω
ν∇u : ∇v dΩ =
ˆ
Ω
f · v dΩ +
ˆ
Ω
p · ∇v dΩ
+
M∑
m=0
ˆ
Γm
(
ν
∂u
∂n − pn
)
· v dΓ
ˆ
Ω
∇ · u q dΩ = 0
where the notation “:” is the tensor product. The boundary integrals on each artifi-
cial interface Γm, for m = 0, ...,M are known as natural boundary conditions since
they arise from the formulation and can be used to impose a value of the stresses
on the boundary. It is common to set a value for the stresses on this boundary, i.e.(
ν
∂u
∂n − pn
)∣∣∣∣∣
Γm
= h for m = 0, ...,M (4.3)
so that equation (4.2) becomes
ˆ
Ω
∂u
∂t
· v dΩ +
ˆ
Ω
∇ · (uu) · v dΩ (4.4)
+
ˆ
Ω
ν∇u : ∇v dΩ =
ˆ
Ω
f · v dΩ +
ˆ
Ω
p · ∇v dΩ +
M∑
m=0
ˆ
Γm
h · v dΓ
ˆ
Ω
∇ · u q dΩ = 0
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4.1.2 Weak imposition of flow-rate boundary conditions
The flow-rate problem is defined for a domain, such as the one in figure 4.1, that
has M + 1 constraints on the artificial boundaries, namely
ˆ
Γm
u · n dΓm = Qm for m = 0, ...,M (4.5)
where Qm are the flow-rates. To satisfy conservation of mass, one boundary (e.g.
Γ0) has to be left free so that Q0 = −∑Mm=1 Qm. The boundary conditions (4.5) are
mathematically not well-posed, as there is just a single value being imposed where
the Navier-Stokes equations require pointwise conditions, which were described in
section 3.1.1.
A Lagrange multiplier approach was first advocated as a method for imposing well-
posed flow-rate boundary conditions in [39]. The governing equations are derived
in [41] for the unsteady Oseen problem, which is a Navier-Stokes problem with the
non-linear part of the convective term frozen in time. The Oseen form of the Navier-
Stokes equations is minimised subject to the flow-rate constraints. This results in
the augmented-Lagrangian form
ˆ
Ω
∂u
∂t
· v dΩ +
ˆ
Ω
β (∇u) · v dΩ (4.6)
+
ˆ
Ω
ν∇u : ∇v dΩ =
ˆ
Ω
f · v dΩ +
ˆ
Ω
p · ∇v dΩ
−
M∑
m=1
λm
ˆ
Γm
v · n dΓ
ˆ
Ω
∇ · u q dΩ = 0
ˆ
Γm
u · n dΓm = Qm for m = 1, ...M
A full Navier-Stokes problem cannot be derived through a minimisation process,
however a formulation of system (4.6) with an explicit treatment of the convective
term so that β = un is used in the literature and will also be used here. This is the
same as the treatment of the convective term in OpenFOAM, described in section 3.2.
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Through the application of Green’s theorem to the momentum equation, it is shown
in [39] that system (4.6) satisfies the incompressible Navier-Stokes equations (3.5)
in Ω, with natural boundary conditions (3.8) on Γ0 and flow-rate conditions on the
boundaries Γ1, ...,ΓM . The Lagrange multipliers for flow-rate boundary conditions
are shown to be equivalent to the Neumann boundary condition(
ν
∂u
∂n − pn
)∣∣∣∣∣
Γm
= λmn for m = 1, ...M (4.7)
thus the Lagrange multiplier approach can be interpreted physically as the flow-rate
being regulated by adjusting the normal component of normal stress on the bound-
ary. This non-zero Neumann boundary condition on each node makes the problem
well-posed mathematically, however only the normal component of the normal stress
is imposed in this formulation of the Navier-Stokes equations. Alternative forms of
the viscous term in the momentum equation (3.5) are considered in [41], which also
allows for tangential components of the flow-rate to be imposed using Lagrange
multipliers. These are not considered in this thesis.
4.2 A p2/p1 FEM implementation of flow-rate
boundary conditions
Now, equipped with the augmented-Lagrangian weak formulation of the Navier-
Stokes equations, an implementation using a p2/p1 FEM discretisation is intro-
duced. The FEM code nsasm.c [82], described in this section was originally devel-
oped by Per-Olof Persson. The code was re-written and distributed by Burkardt
[83], which is the version I have used and modified.
The code nsasm.c solves the Navier-Stokes equations in two-dimensions for incom-
pressible and steady flow. The weak form of the governing equations with natural
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boundary conditions, given by (4.3) with h = 0, is
ˆ
Ω
∇ · (uu) · v dΩ−
ˆ
Ω
ν∇u : ∇v dΩ =
ˆ
Ω
f · v dΩ−
ˆ
Ω
∇p · v dΩ (4.8)
ˆ
Ω
∇ · u q dΩ = 0
4.2.1 Discretisation of the Navier-Stokes equations
The next step after defining the weak form of the governing equations is to generate
a mesh, which in this case will be made up of 2D triangular elements. For an element
Ωi, such as that shown in figure 4.2, the discretisation of an arbitrary scalar a(x)
and its derivative are
a(x) ≈
J∑
j=1
ajNj(x) (4.9)
∇a(x) ≈
J∑
j=1
aj∇Nj(x) (4.10)
where Nj(x), for j = 1, .., J , are the basis functions and J is the number of nodes at
which the solution is calculated. Equations (4.9) and (4.10) can be used directly for
the scalar test function q and component-wise for the vector test function v. The
spatial discretisation under consideration uses p2/p1 triangular elements. Values
for the velocity are computed and stored at all 6 nodes on each triangular element,
and they are interpolated using quadratic basis functions. The nodal values for the
pressure are computed and stored on the three corner nodes and are interpolated
using linear basis functions.
A fifth-order Gaussian integration rule is applied to the integrals in system (4.8)
so that the integrals in the weak formulation are evaluated exactly. For a Galerkin
method the test functions in system (4.8) are set to be the basis functions. Substi-
tuting expressions for interpolated variables into system (4.8) and forming a sum of
integrals over the individual elements gives the discretised governing equations, for
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Figure 4.2: p2/p1 discretisation of a finite element, where the p2 element on the
left has 6 nodes where the velocity is solved and on the right the p1 element has 3
nodes where the pressure is solved.
Nu velocity nodal points and Np nodal pressure points, as A BT
B 0

 U
P
 =
 F
0
 (4.11)
where U = (u1, ...,uNu) and P =
(
p1, ..., pNp
)
are arrays of the nodal values of
velocity and pressure respectively and F = (f1, ..., fNu) is the vector of forcing terms
in Ω. Here A (U) is the [Nu × Nu] coefficient matrix for velocity and B is the
[Nu ×Np] coefficient matrix for the pressure.
4.2.2 Imposition of boundary conditions
The p2/p1 FEM code [82, 83] has two options for imposing boundary conditions.
The first is to incorporate natural boundary conditions through the application of
Green’s theorem to find the weak form (4.8). The other option is to impose Dirichlet
boundary conditions weakly using Lagrange multipliers.
The constrained problem with Dirichlet conditions on sections of the boundary is
the system (3.5) with
U = b on Γd (4.12)
where b = (b1, ...,bNb) are the Nb boundary values and Γd denotes the part of the
boundary where Dirichlet boundary conditions are applied. Applying the method of
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Lagrange multipliers to the Dirichlet constraints (4.12) as described in [47, 48] allows
them to be imposed in a weak sense. To express the problem clearly, a node j is
chosen that lies on a part of the boundary that coincides with a Dirichlet boundary
condition. The weak statement that results from the Lagrange multiplier approach
is
ˆ
Ω
∇ · (uu) · vi dΩ +
ˆ
Ω
ν∇u : ∇vi dΩ =
ˆ
Ω
f · vi dΩ (4.13)
+
ˆ
Ω
p · ∇vi dΩ−
Nb∑
j=1
λjvi(xj)
ˆ
Ω
∇ · u q dΩ = 0
uj = bj
where i are the components of node j. The corresponding modified version of system
(4.11) is 
A BT ΦT
B 0 0
Φ 0 0


U
P
Λ
 =

F
0
b
 (4.14)
where Λ = (λ1, ..., λNb) is an array of Nb Lagrange multipliers and Φ is a [Nb ×Nu]
matrix containing 1’s to be multiplied by the relevant part of the solution vector
to give the value specified in the vector b, e.g. if the j-th boundary condition is
imposed on a velocity node l then Φjl = 1.
4.2.3 Newton’s method solution of the steady incompress-
ible Navier-Stokes equations
The unconstrained system (4.11) is solved using Newton’s method, which requires
it to be written as
L(ζ) = 0 (4.15)
where ζ = (U, P ) is the solution vector containing the velocity and pressure arrays.
The additional constraints imposed through the Lagrange multipliers extend the
98
solution vector (4.15) to be
ζext =
 ζ
Λ
 (4.16)
where Λ = (λ1, ..., λNb) is an array of Nb Lagrange multipliers. The residual vector
(4.15) is modified to include the Nb Lagrange multiplier terms and Nb constraints
in system (4.13) so that
Lext(ζ,Λ) =
 L(ζ) + ΦTΛ
ΦU− b
 = 0 (4.17)
System (4.17) is solved using Newton’s method. Taking the Taylor expansion of the
residual vector (4.17), retaining up to first-order terms and rearranging gives the
system of equations
Kext ∆ζext = −Lext (4.18)
where the tangent stiffness matrix is given by
Kext(ζ,Λ) =
∂Lext
∂ζext
=
 K(ζ) ΦT
Φ 0
 = 0 (4.19)
which is solved using an iterative numerical method. The solution at the latest
iteration k + 1 can be found using
ζk+1ext = ζkext + ∆ζext (4.20)
which is run until convergence. The algorithm steps are described as follows:
Algorithm 4.1
Start with initial guess for the field ζext at iteration k = 0.
1. For k = 0, ... until convergence, run iteratively
K(ζkext)∆ζk+1ext = −L(ζkext) (4.21)
2.
ζk+1ext = ζkext + ∆ζextk+1 (4.22)
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3. Check convergence for chosen tolerances 1 and 2 using the L∞ norms
∣∣∣∣∣∣L (ζkext)∣∣∣∣∣∣∞ < 1 ∣∣∣∣∣∣∆ζextk+1∣∣∣∣∣∣∞ < 2 (4.23)
If converged, finish with solution ζext = ζk+1ext , otherwise set k = k + 1 and go
back to step 1.
4.2.4 Modification of p2/p1 FEM for flow-rate boundary
conditions
The system of equations (4.13), solved by the code [82], gives the solution to the
steady Navier-Stokes equations with Dirichlet boundary conditions. I modified the
code in order to solve flow-rate problem (4.6), which as well as having different
constraints to (4.13), is also an unsteady problem. Firstly for the extension to a
flow-rate problem when a node l lies on a flow-rate boundary m the residual vector
(4.17) becomes
L(ζl) + λm
ˆ
Γm
vl · n dΓ = 0 (4.24)
which requires the computation of an integral of the second order test function.
The matrix Φ from the residual vector (4.17) has to be modified for flow-rate
boundary conditions so that for each node l that lies on m, the matrix entry is
Φm,l =
´
Γm vl · n dΓ. The only other difference to the Dirichlet problem is that the
flow-rates Q = (Q1, ..., QM) in system (4.17) are scalars. With these modifications
the direct solution of a steady flow-rate problem can be found using the Newton’s
method of algorithm 4.1.
Modifying the code [82] so that it can solve the unsteady incompressible Navier-
Stokes equations requires a treatment of explicit terms and an updated solution
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algorithm. Considering an implicit-Euler discretisation of system (4.6), it becomes
1
∆t
ˆ
Ω
un+1 · v dΩ +
ˆ
Ω
(β · ∇)un+1 · v dΩ (4.25)
+
ˆ
Ω
ν∇un+1 : ∇v dΩ =
ˆ
Ω
fn+1 · v dΩ + 1
ρ
ˆ
Ω
pn+1 · ∇v dΩ
−
M∑
m=1
λn+1m
ˆ
Γm
v · n dΓ
+ 1∆t
ˆ
Ω
un · v dΩ
ˆ
Ω
∇ · un+1 q dΩ = 0 (4.26)
ˆ
Γm
un+1 · n dΓm = Qn+1m for m = 1, ...,M
where the non-linear term can be treated implicitly by setting β = Un+1 or semi-
implicitly with β = Un. After discretisation, system (4.25) is
A′ BT ΦT
B 0 0
Φ 0 0


Un+1
P n+1
Λn+1
 =

F′n+1
0
Qn+1
 (4.27)
where the matrix A′ is the modified coefficients matrix for the velocity field Un+1
which has additional contributions from the implicit part of the unsteady term, and
the forcing term F′ is modified to contain the explicit part of the time derivative.
4.2.5 Unsteady Newton’s method solution of flow-rate bound-
ary conditions
The unsteady residual vector for system (4.27) is
L′ext(ζn+1ext (t),Λn+1(t)) =
 L′(ζn+1) + ΦTΛn+1
ΦUn+1 −Qn+1
 = 0 (4.28)
where L′(ζn+1) = L′(Un+1, P n+1) is the unsteady solution vector containing all terms
except for the Lagrange multiplier from equation (4.27). For the direct solution of
system (4.28) I have implemented a modified version of the Newton’s method that
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was used in section 4.2.3 to solve the steady problem. At each time-step the non-
linear term β = Un is frozen for all iterations. At time-step n + 1 the initial guess
for the latest solution is ζk=0ext = ζnext. The Taylor expansion of system (4.28), with
first order terms retained, gives the system
K ′ext(ζkext)∆ζext = −L′ext(ζkext) (4.29)
where the time dependent tangent stiffness matrix is
K ′ext(ζn+1ext ) =
∂L′extn+1
∂ζext
n+1 (4.30)
The new solution vector at each iteration is given by
ζk+1ext = ζkext + ∆ζext (4.31)
Equations (4.29) and (4.31) are solved iteratively until convergence at each time-
step, with the converged solution providing ζn+1ext . The following describes the algo-
rithm steps:
Algorithm 4.2
Begin with an initial field ζk=0ext = ζext(tn)
1. For n = 0, ..., N set β = ζnext and perform the iterative process. Set
ζkext = ζnext (4.32)
For k = 0, ... until convergence.
(i)
K(ζkext)∆ζk+1ext = −L(ζkext) (4.33)
(ii)
ζk+1ext = ζkext + ∆ζk+1ext (4.34)
(iii) Check convergence for chosen tolerances 1 and 2 using the L∞ norms∣∣∣∣∣∣L (ζkext)∣∣∣∣∣∣∞ < 1 ∣∣∣∣∣∣∆ζextk+1∣∣∣∣∣∣∞ < 2 (4.35)
If converged go to step 2, otherwise set k = k + 1 and return to step (i)
2. Set ζn+1 = ζk+1 and return to step 1.
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4.3 Flow-rate boundary conditions in OpenFOAM
This section covers the important features of implementing the Lagrange multiplier
approach introduced in in this chapter using the cell-centred finite volume discreti-
sation in OpenFOAM. First of all, an equivalence between the weak statement and a
FVM discretisation is required, since there is not a direct transformation from one
to the other.
The weak form of the incompressible Navier-Stokes equations (4.1) comes from in-
tegrating the governing equations over the entire domain Ω. Then Green’s theorem
applied to the stress terms produces boundary integrals on Γ in the momentum
equation of system (4.2). The FEM discretisation is finally applied to these govern-
ing equations on a discretised domain. This naturally leads to the weak imposition
of boundary conditions on Γ.
On the other hand, for the FVM discretisation in OpenFOAM the incompressible
Navier-Stokes equations are first integrated over a control volume ΩP producing
system (3.20). Then Gauss theorem is applied to the stress terms, which produces a
boundary integral on ΓP for each control volume in system (3.21). Now, to compare
the FVM discretisation to the weak statement (4.2) the stress terms on the right-
hand-side of the momentum equation in system (3.21) are grouped so that
ˆ
ΩP
∂u
∂t
dΩ +
ˆ
ΩP
(u · ∇)u dΩ =
ˆ
ΩP
f dΩ
+1
ρ
ˆ
ΓP
(µ∇u · n− pn) dΓ (4.36)
ˆ
ΩP
∇ · u dΩ = 0
For a control volume adjacent to a boundary, the stress terms will be evaluated, as
was the case for system (4.2). However the discretisation also yields boundary inte-
grals for every interior face in the domain. This means that a direct conversion of
the weak statement, assuming constant test functions, cannot be made. However in
[39] it is shown that the solution of the augmented Lagrangian system (4.6) satisfies
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the incompressible Navier-Stokes equations (3.5), the natural boundary condition
(4.3) on Γ0, and the Lagrange multipliers as non-zero natural boundary conditions
written in relation (4.7). So, rather than trying to make a direct conversion from
the weak statement (4.6) to a FVM discretisation, the imposition of the constraints
satisfied by the weak statement is pursued instead.
For the weak form of the Navier-Stokes equations, (4.4), homogeneous natural
boundary conditions are imposed through setting h = 0. In the case of the FVM
discretisation, consider a control volume adjacent to an artificial boundary Γm. Dis-
cretising the momentum equation from (4.36) as described in section 3.2.3 gives
ΩP
∂uP
∂t
+
∑
f
Ff uf = fP +
1
ρ
∑
f\b
|Sf | [(µ∇u)n− pn]f (4.37)
+1
ρ
|Sb| [(µ∇u)n− pn]b
which produces boundary integrals of the normal stresses that have been separated
into the face that lies on the domain boundary b and those that are boundaries to
adjacent cells denoted by f\b. To impose natural boundary conditions here, the
normal stress terms on the boundary b which are part of the boundary Γm need to
vanish. The PISO formulation described in section 3.2.5 does not allow a mixed
boundary condition for velocity and pressure, since the momentum equations (3.29)
and (3.30) require velocity boundary conditions and the pressure equation (3.31)
requires pressure boundary conditions. Instead a choice of Neumann boundary
conditions for the velocity and Dirichlet boundary conditions for the pressure has
to be found that satisfies (4.3), which can be re-written in component form as(
ν
∂un
∂n − p
)∣∣∣∣∣
Γm
= 0 and ∂uτ
∂n
∣∣∣∣∣
Γm
= 0 (4.38)
where uτ = u − un n are the tangential components to flow and un = u · n is
the normal component. For general geometries there is still one mixed boundary
condition imposed on Γm, however it was pointed out in [39] that for a section Γm,⊥
perpendicular to the flow direction (figure 4.3(a)) that condition (4.38)2 implies that
the normal derivative of the normal component of the velocity from (4.38)1 is also
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(a)
(b)
Figure 4.3: Difference in natural boundary conditions where in configuration (a) we
have a boundary perpendicular to the tube and ∂uτ
∂n = 0 implies
∂un
∂n = 0, whereas
for (b) this is not true.
equal to zero. In this case the natural boundary conditions (4.3) can be fulfilled by
the conditions
p|Γm = 0 and
∂u
∂n
∣∣∣∣∣
Γm
= 0 (4.39)
which can be set using standard boundary conditions in OpenFOAM. For the case
of non-perpendicular boundaries (figure 4.3(b)), system (4.39) is no longer equiva-
lent to system (4.3), which may be quite restrictive. However in the case of 1D-3D
multiscale modelling, coupling sections are perpendicular and this assumption holds.
Therefore natural boundary conditions can be imitated without modifying the source
code.
Now, for a boundary Γm that has a Lagrange multiplier boundary condition the
heterogeneous Neumann boundary condition to be satisfied is
(−pn + µ∇un)|Γm = λmn (4.40)
Once again, under the assumption that the boundary is perpendicular to the axial
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direction, the standard boundary conditions in OpenFOAM to satisfy this are
p|Γm = −λm and
∂u
∂n
∣∣∣∣∣
Γm
= 0 (4.41)
Now that appropriate boundary conditions for the boundary conditions in the FVM
discretisation in OpenFOAM have been found, the continuous formulation of the La-
grange multiplier system (4.6) is written as
ˆ
ΩP
∂u
∂t
dΩ +
ˆ
ΩP
∇ · (uu) dΩ (4.42)
−
ˆ
ΩP
∇ · (ν∇u) dΩ =
ˆ
ΩP
f dΩ− 1
ρ
ˆ
ΩP
∇p dΩ
ˆ
ΩP
∇ · u dΩ = 0
ˆ
Γm
u · n dΓm = Qm for m = 1, ...,M
p|Γm = λm for m = 1, ...,M
p|Γ0 = 0 for m = 0
∂u
∂n
∣∣∣∣∣
Γm
= 0 for m = 1, ...,M
where natural boundary conditions are imposed on Γ0 to satisfy the mass conser-
vation constraint as there can only be M flow-rate boundary conditions. When
discretised, system (4.42) takes the same form as system (3.28). In the sections that
follow, the Lagrange multiplier will often be written as a source term. This is just
for the convenience of converting algorithms into an appropriate form that can be
implemented in OpenFOAM. The imposition of Lagrange multipliers will always be
through pressure boundary conditions.
An alternative implementation for the Lagrange multiplier was originally considered,
where I looked into discretising the Lagrange multiplier boundary integral from
system (4.6) to modify the normal stress on the boundary. This could be discretised
in the same way as the gradient terms in OpenFOAM as described in section 3.2.1, so
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that the momentum equation (4.37) becomes
ΩP
∂uP
∂t
+
∑
f
Ff uf = fP +
1
ρ
∑
f\b
|Sf | [(µ∇u)n− pn]f (4.43)
+1
ρ
|Sb| [(µ∇u)n− pn− λn]b
which has an extra term on the boundary. A problem then arises because OpenFOAM
still requires boundary conditions for the velocity and pressure, or their derivatives.
To impose a natural boundary condition in equation (4.43) for control volume sur-
faces lying on b the only option would be to set
p|Γm = 0 and
∂u
∂n
∣∣∣∣∣
Γm
= 0 (4.44)
which would leave the Lagrange multiplier as an additive constant to the pressure.
However in OpenFOAM the pressure would still be defined as zero on the boundary in
the results file. This is incorrect for a boundary perpendicular to the flow direction,
where the pressure is given by (4.41). Therefore implementing the Lagrange multi-
plier using the physical interpretation used to derive system (4.42) not only avoids
discretising an additional term but also imposes consistent boundary conditions.
Therefore going forward in this thesis the continuous formulation (4.42) will be used
for the FVM implementation of Lagrange multipliers. The discrete form of system
(4.42) integrated over all control volumes is the same as the algebraic system (3.28)
containing the boundary conditions (4.42)4,5,6 and with the additional constraint
(4.42)3.
4.4 Modular solution algorithms for defective BCs
The Lagrange multiplier implementation using the FEM, described in section 4.2.4,
employed Newton’s method for the direct solution of the augmented Lagrangian
system (4.6), where the Lagrange multipliers acted as additional constraints for
the problem. In this section I discuss “black-box” or modular implementations of
the Lagrange multiplier approach that will allow its implementation in commercial
software without modifying the source code. This is achieved by computing the
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Navier-Stokes solution separately from the computation of the Lagrange multiplier.
Modular solution methods for this problem were first presented for steady-Stokes
problems in [39] and then extended to the unsteady non-linear case in [41]. Here I
write the algorithms that are suitable for the unsteady semi-implicit Navier-Stokes
equations in a modular fashion, and assess their suitability specifically for OpenFOAM.
The algorithms from [41] have been re-written here for a FVM discretisation, having
previously been written in a weak form for the FEM.
4.4.1 Schur complement factorisation method
This first modular technique that will be described is based on applying a Schur
complement technique, which is a way to eliminate some of unknowns in a matrix
system. This technique relies on the Navier-Stokes equations being written in block-
matrix form, as in system (4.27) for the FEM. The FVM discretisation can be
assumed to have a similar form. It was described in section 4.3 that the discrete
solution of system (4.42) can be given by the discrete system (3.28) containing the
boundary conditions (4.42)4,5,6 with additional constraints (4.42)3. This can be
written in the same extended block-matrix form as (4.27) so that
A BT ΦT
B 0 0
Φ 0 0


Un+1
P n+1
Λn+1
 =

Fn+1
0
Qn+1
 (4.45)
where A = D + H , B is a matrix equivalent to the coefficients matrix for the
pressure gradient term in equation (3.28)1 and the continuity equation (3.28)2, for
a node l that is adjacent to a flow-rate boundary m the entry to the coefficients
matrix Φ will be Φml =
´
Γm dΓl. System (4.45) can be reduced to C Φ˜T
Φ˜ 0

 ζn+1
Λn+1
 =
 F˜n+1
Qn+1
 (4.46)
where
C =
 A BT
B 0
 (4.47)
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is a standard Navier-Stokes left-hand-side block matrix and
ζ =
 Un+1
P n+1
 , F˜n+1 =
 Fn+1
0
 , Φ˜ = [ Φ 0 ] (4.48)
Now, factorising system (4.46) using a Schur complement provides the algebraic
equation
ΦC−1ΦTΛn+1 = ΦC−1F˜n+1 −Qn+1 (4.49)
where the solution vector ζn+1 has been eliminated. This system can be solved to
find the Lagrange multipliers Λn+1. However this also requires the matrix Φ˜C−1Φ˜T
to be built, which implies the solution of an unsteady linearised Navier-Stokes prob-
lem with Neumann boundary conditions. The solution can then be found using an
iterative method, which in the case of the unsteady Navier-Stokes has to be appro-
priate for the non-symmetric C−1 matrix.
In reference [41] the GMRES algorithm [84] is described for the solution of system
(4.49), which allows the solution to be found in at most M + 1 iterations. That
is the initial solution and M iterations, one for each Lagrange multiplier boundary
condition. The final solution does not require a further solution of the Navier-Stokes
equations as it can be built from the intermediate calculations. This cost may turn
out to be relatively low compared to alternative iterative methods, which require an
unknown number of iterations to converge.
A downside of this approach is that the solution matrix of an unsteady Navier-Stokes
problem C in (4.47), is required during the iterations. OpenFOAM does not create
this matrix, as it solves for the velocity and pressure in a segregated manner as
described in section 3.2.7. This is a problem for the GMRES solution of the matrix
system (4.49), which requires intermediate solutions of the form
ζ˜ = C−1ΦT (4.50)
for ζ˜ = (u˜, p˜), which is a solution of the Navier-Stokes equations with Neumann
boundary conditions and zero right-hand side. For homogeneous Neumann bound-
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ary conditions, the discretised boundary terms disappear and do not contribute to
the right-hand side. However the right-hand side of system (3.28) has the explicit
contribution of the time derivative, i.e.
Fn+1 = 1∆tU
n
P (4.51)
The solution of system (4.50) will have this additional term in the OpenFOAM solution
of (4.45), so that
ζ˜ = C−1
(
ΦT + 1∆tΩPu
n
P
)
(4.52)
A modified version of this approach, that will allow it to be implemented in OpenFOAM,
is considered in the following section.
4.4.2 Modified Schur complement method
The previous section discussed how the Schur complement method can not be con-
sidered in its original form for an implementation with OpenFOAM, since the full
coefficients matrix for system (4.46) is not available. Here an approach based on
the Schur complement method is described, which uses the PISO formulation of the
Navier-Stokes equations described in section 3.2.5.
This algorithm is based on satisfying the augmented Navier-Stokes matrix system
(4.45), through a fixed-point algorithm. The condition that we are aiming to satisfy
is
ΦU∗∗P = Qn+1 (4.53)
where U∗∗P is the solution of the final corrected velocity from equation (3.30), based
on the PISO formulation. The PISO algorithm will be used to solve system (3.28)
with a Lagrange multiplier source term, which is
DUn+1P = HUn+1P −
1
ρ
(∇P n+1)P + 1∆tU
n
P + RP − ΦTΛk (4.54)∑
f
SfUn+1f = 0
where Λk is an initial guess, or previous iteration, of the Lagrange multiplier. System
(4.54) is solved in stages, as described in section 3.2.5. The first stage is to predict a
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velocity field U∗P using predictor equation (3.29), including the Lagrange multiplier
source term from system (4.54), which gives
DU∗P −HU∗P = −
1
ρ
(∇P n)P + 1∆tU
n
P + Rn+1P − ΦTΛk (4.55)
The intermediate pressure field P ∗P is then calculated with a modified version of
equation (3.32), which is
1
ρ
∑
f
Sf
(
D−1∇P ∗
)
f
=
∑
f
Sf
(
D−1HU∗P +D−1 Rn+1P (4.56)
+ 1∆tD
−1 UnP −D−1 ΦTΛk
)
f
Then the corrected velocity field U∗∗P is found using the correction equation, with a
Lagrange multiplier source term, which is
U∗∗P = D−1HU∗P −
1
ρ
D−1 (∇P ∗)P (4.57)
+ 1∆tD
−1 UnP +D−1 Rn+1P −D−1 ΦTΛk
At this point the velocity field computed with the guessed value for the Lagrange
multiplier Λk may not satisfy the flow-rate boundary condition (4.53). In order to
satisfy the flow-rate, it is assumed that an increment of the Lagrange multiplier
can be imposed in the corrector equation (4.57). Substituting equation (4.53) in
terms of U∗∗P , and Λk+1 = Λk + ∆Λ into equation (4.57) allows the correction in the
Lagrange multiplier to be calculated using
ΦD−1ΦT∆Λ = ΦD−1
(
HU∗P −
1
ρ
(∇P ∗)P + 1∆tU
n
P + Rn+1P − ΦTΛk
)
−Qn+1
(4.58)
These steps are followed iteratively until convergence, which is defined using the
parameters 1 and 2 in algorithm 4.3. The algorithm for this method is as follows:
Algorithm 4.3
1. For n = 0, ..., N , set β = un and an initial guesses for the Lagrange multipliers
Λ0 = Λn and the solution vectors (U0, P 0) = (Un, P n). Perform the iterative
process for k = 0, ...
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(i) Solve equations (4.55) to (4.57) following the PISO algorithm, from sec-
tion 3.2.7, for one time-step to calculate
(
Uk+1, P k+1
)
.
(ii) Calculate the increment in the Lagrange multiplier ∆Λ by solving system
(4.58).
(iii) Calculate new guess for Lagrange multiplier Λk+1 = Λk + ∆Λ.
(iv) Check the convergence using the conditions∣∣∣∣∣Λk+1 − ΛkΛk+1
∣∣∣∣∣ < 1
∣∣∣∣∣Qk+1 −QkQk+1
∣∣∣∣∣ < 2 (4.59)
with pre-defined tolerances of 1 and 2. If converged, then set
(
Un+1, P n+1,Λn+1
)
=
(
Uk+1, P k+1,Λk+1
)
(4.60)
and go to step 1, otherwise return to step (i) and set k=k+1.
A limitation of algorithm 4.3 is that the value of ∆Λ, calculated using equation
(4.58), treats the terms on the right-hand side explicitly. However the increment in
the Lagrange multiplier will contribute to the intermediate fields, U∗ and P ∗ at the
following iteration. For steady-state problems this results in there reaching a point
where the Lagrange multiplier fluctuates around a value. A practical approach that
has been taken is to define convergence criterion 1 and 2, which allow the solution
to be within certain error bounds. This approach has not been analysed mathe-
matically, however numerical tests suggest that using a good initial guess for Λ0
together with optionally applying under-relaxation, leads to a solution converged to
within a satisfactory range of the flow-rate (4.53) for the tests carried out in this
thesis. The numerical convergence will be illustrated for steady turbulent flow over
a backward-facing step in section 4.6.2.
To solve steady-state problems, ideally a steady version of algorithm 4.3 would also
be available. However, it was decided that a pseudo-transient approach would be
more appropriate for this formulation of the Schur complement method. This is be-
cause at each iteration of an algorithm for steady flows, a steady-state would have
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to be reached before computing a new guess for the Lagrange multiplier, whereas
the pseudo-transient approach calculates a new guess for it at each time-step.
4.4.3 Exact-splitting method
Another modular method is the “solution of additional Stokes problems” method,
which comes from a well-posedness result in [39]. The solution to the linearised
Navier-Stokes equations (4.42) is split so that
U = U˜ +
M∑
m=1
λmwm (4.61)
P = P˜ +
M∑
m=1
λmpim (4.62)
where wm = (wm,0, ...,wm,J)T and pim = (pim,0, ..., pim,J)T are the velocity and pres-
sure unknowns, solved for m = 1, ...,M in the steady-Stokes problem
−
ˆ
Ω
ν∇2wm dΩ +
ˆ
Ω
∇pim dΩ = −
ˆ
Γm
n dΓ (4.63)
ˆ
Ω
∇ ·wm dΩ = 0
pim|Γm = 0 (4.64)
∂wm
∂n
∣∣∣∣∣
Γm
= 0 (4.65)
which has non-homogeneous Neumann boundary conditions on the flow-rate bound-
ary Γm and homogeneous Neumann conditions on the other boundaries. As was
the case with the general form of the augmented Lagrangian Navier-Stokes system
(4.42) and for the continuous form of the governing equations, the Neumann bound-
ary conditions are written explicitly since they are not incorporated naturally into
the momentum equation as is the case with the FEM. There are no unsteady or
non-linear terms in the momentum equation from system (4.63). For the spatial
discretisation of system (4.63), the cell-centred approximations from section 3.2 will
be used. For the steady-state solution of the Stokes system, the simpleFOAM algo-
rithm from [61] is used. The convergence of the SIMPLE algorithm is monitored
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using an L1 norm for the solution variables wm and pim.
The variables U˜ = (u˜0, ..., u˜I)T and P˜ = (p˜0, ..., p˜I)T are found by solving the
equations
ˆ
Ω
∂u˜
∂t
dΩ +
ˆ
Ω
∇ · (βu˜) dΩ (4.66)
−
ˆ
Ω
ν∇2u˜ dΩ +
ˆ
Ω
∇p˜ dΩ =
ˆ
Ω
f dΩ− 1
ρ
M∑
m=1
dλm
dt
ˆ
Ω
wm dΩ
−1
ρ
M∑
m=1
λm
ˆ
Ω
∇ · (βwm) dΩ
ˆ
Ω
∇ · u˜ q dΩ = 0
p˜|Γm = 0 for m = 0, ...,M
∂u˜
∂n
∣∣∣∣∣
Γm
= 0 for m = 0, ...,M
where once again the Neumann conditions have been written explicitly. System
(4.66) is a standard Navier-Stokes system with source terms defined on the whole
domain which are treated explicitly. This system is discretised spatially as described
in section 3.2 and is solved using the PISO algorithm from section 3.2.7. New values
of λn+1m are found by substituting the splitting equation for the velocity (4.61) into
the flow-rate constraint (4.42)3. This produces the matix system
BΛ = Q− Q˜ (4.67)
where Q˜ =
(´
Γ1 u˜ · ndΓ1, ...,
´
Γm u˜ · ndΓm
)T
and B is the matrix with elements
Bm,i =
ˆ
Γm
wi · ndΓ (4.68)
At each time-step system (4.66) is solved iteratively with (4.67) until convergence.
The algorithm for the modular solution method is described as follows:
Algorithm 4.4
1. Solve the linear system (4.63) for m = 1, ...,M to find (w, pi).
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2. For n = 0, ..., N , set β = un, and initial guesses for the Lagrange multipliers
Λ0 = Λn and the solution vectors (u˜0, p˜0) = (u˜n, p˜n). Perform the iterative
process for k = 0, ...
(i) Solve system (4.66) for
(
u˜k+1, p˜k+1
)
.
(ii) Calculate the Lagrange multiplier Λk+1 by solving (4.67) using
(
u˜k+1, p˜k+1
)
and (wi, pii) for m = 1, ...,M .
(iii) Check the convergence using the conditions∣∣∣∣∣Λk+1 − ΛkΛk+1
∣∣∣∣∣ < 1
∣∣∣∣∣Qk+1 −QkQk+1
∣∣∣∣∣ < 2 (4.69)
with pre-defined tolerances of 1 and 2. If converged, build the solution
with (u˜n+1, p˜n+1) =
(
u˜k+1, p˜k+1
)
and (wm, pim) for m = 1, ...,M , using
equations (4.61) and (4.62), otherwise return to step (i) and set k = k+1.
The cost of this method is the solution of M steady-Stokes problems, and the it-
erative solution of the unsteady system (4.66) and the condition (4.67) at each
time-step. This method is potentially expensive as it has an unknown number of
iterations at each time-step, therefore an approximated version is considered in the
following section. From its original description in [41], the only modifications re-
quired for the implementation of the exact-splitting method in OpenFOAM were to
transform variational statements into an equivalent strong form, as described in
section 4.3.
4.4.4 Inexact-splitting method
The final modular algorithm from [40, 41] is a modified version of the exact-splitting
algorithm in section 4.4.3. The previous two algorithms require an iterative process
to find the solution, which can be computationally expensive. This inexact-splitting
method finds an approximate solution which does not require an iterative solution.
However, this has an error associated with it due to the approximation. It is shown
in [41] that this error is smaller than the error incurred by arbitrarily imposing a
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profile for a flow-rate boundary condition.
For the inexact-splitting the solution is split as
U = s + e +
M∑
m=1
λmwm (4.70)
P = ξ + ε+
M∑
m=1
λmpim
where once again wm = (wm,0, ...,wm,I)T and pim = (pim,0, ..., pim,I)T are unknowns,
for m = 1, ...,M , obtained in the solution of the steady-Stokes system (4.63). The
variables s = (s0, ..., sI) and ξ = (ξ0, ..., ξI) in system (4.70) are found by solving the
unsteady Navier-Stokes system
ˆ
Ω
∂s
∂t
dΩ +
ˆ
Ω
∇ · (βs) dΩ (4.71)
−
ˆ
Ω
ν∇2s dΩ +
ˆ
Ω
∇ξ dΩ =
ˆ
Ω
f dΩ
ˆ
Ω
∇ · s dΩ = 0
ξ|Γm = 0 for m = 0, ...,M
∂s
∂n
∣∣∣∣∣
Γm
= 0 for m = 0, ...,M
with homogeneous Neumann boundary conditions on all flow-rate boundaries, a Neu-
mann condition on Γ0, and homogeneous Dirichlet conditions on the walls. This is
a standard Navier-Stokes problem, which can solved in OpenFOAM using the discreti-
sation and solution procedure described in section 3.2. On the other hand, system
(4.71) can be neglected if the forcing term f = 0. The solution arrays e = (e0, ..., eI)
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and ε = (ε0, ..., εI) are found by solving the systemˆ
Ω
∂e
∂t
dΩ +
ˆ
Ω
∇ · (βe) dΩ (4.72)
−
ˆ
Ω
ν∇2e dΩ +
ˆ
Ω
∇ε dΩ = −1
ρ
M∑
m=1
dλm
dt
ˆ
Ω
wm dΩ
−1
ρ
M∑
m=1
λm
ˆ
Ω
∇ · (βwm) dΩ
ˆ
Ω
∇ · e q dΩ = 0
ε|Γ0 = 0
∂e
∂n
∣∣∣∣∣
Γ0
= 0
e|Γm = 0 for m = 1, ...,M
with homogeneous Dirichlet boundary conditions on all flow-rate boundaries and
walls, and a Neumann condition on Γ0. System (4.72) is similar to the Navier-
Stokes system (4.66), except with Dirichlet conditions on Γm for m = 1, ...,M . It
can therefore be descretised and solved within the framework of section 3.2. As was
the case for the exact-splitting, the equation for the velocity (4.70) is substituted
into the flow-rate boundary condition (4.42)3 giving us the system
BΛ = Q− S (4.73)
where S =
(´
Γ1 s˜ · ndΓ1, ...,
´
Γm s˜ · ndΓm
)T
, and B is the matrix defined in system
(4.68). Notice that because of the homogeneous Dirichlet boundary condition on
defective boundaries for e, it does not appear in equation (4.73). The inexact-
splitting once again includes M steady-Stokes solutions. However, unlike the exact-
splitting algorithm, there is not iteration involved in the solution procedure. This
comes at a cost of an additional Navier-Stokes solution if f 6= 0 and an error in the
region of the boundary. The algorithm is described as follows:
Algorithm 4.5
1. Solve the linear system (4.63) for each m = 1, ...,M to find (wm, pim).
2. For n = 0, ..., N
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(i) Solve system (4.71) for
(
s˜n+1, ξ˜n+1
)
.
(ii) Calculate the Lagrange multipliers Λn+1 by solving (4.73) using
(
s˜n+1, ξ˜n+1
)
and (wm, pim) for m = 1, ...,M .
(iii) Solve system (4.72) for (e˜n+1, ε˜n+1).
(iv) Build the solution with
(
s˜n+1, ξ˜n+1
)
, (e˜n+1, ε˜n+1) and (wm, pim) for m =
1, ...,M , using system (4.70). Set n = n+ 1.
As with the exact-splitting algorithm, this modular solution technique, originally
written in variational form in [41], has been transformed into a strong set of gov-
erning equations using the methods described in section 4.3.
4.5 Verification and validation for laminar flow
In this section, verification and validation tests are carried out for the implementa-
tion of the Lagrange multiplier approach for flow-rate boundary conditions in the
FEM code nsasm.c and OpenFOAM. The FEM code will solve the flow-rate prob-
lem using algorithms 4.1 and 4.2, which solve the augmented Navier-Stokes system
(4.27) directly. The implementation of defective boundary conditions in OpenFOAM
will be verified for the modified Schur complement algorithm 4.3 and the splitting
algorithms, 4.4 and 4.5. Analytic solutions of the incompressible Navier-Stokes
equations for internal flows come in the form of the Poiseuille solution for steady
flow [85], and the Womersley solution for unsteady pulsatile flow [86]. Here the
solutions using the modified 2D FEM code nsasm.c will be used as a benchmark
for the implementation in OpenFOAM.
4.5.1 Poiseuille flow
The Poiseuille solution for steady flow between two plates has the analytic solution
u(y) = 6y(1− y) (4.74)
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which is considered on a square domain of dimensions 1m×1m. The flow-rate at the
inlet is Q = 1m2s−1 imposed through a flow-rate Lagrange multiplier, the kinematic
viscosity is set at ν = 1m2s−1, there are no slip conditions on the walls and natural
boundary conditions on the outflow. For steady-state cases the inexact-splitting
offers no benefit over the exact-splitting method, therefore only the latter is used
for this comparison.
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Figure 4.4: Comparison of the Poiseuille solution against the exact-splitting method
and the modified Schur complement method.
Figure 4.4 shows that the direct implementation of Lagrange multipliers in nsasm.c
as well as the modular approaches in OpenFOAM produce a good match to the analyt-
ical solution. The solutions using the different implementations have been compared
to the exact solution of Poiseuille flow, with errors in the axial velocity profile com-
puted in an L2 norm. It was found that for a similar number of degrees of freedom,
the OpenFOAM implementations did not converge to the same level of accuracy as
the FEM implementation. The FEM accuracy was 1.2× 10−5. Table 4.1 shows the
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LM implementation 40 cells 80 cells 160 cells
Modified Schur complement 4.0−3 1.4−3 6.3−4
Exact-splitting 4.0−3 1.4−3 5.0−4
Table 4.1: Accuracy of Lagrange multiplier implementations for Poiseuille flow at
increasing resolution, using the L2 norm to quantify the difference between the axial
velocity profile calculated from the numerical solutions and that from the analytical
solution.
L2 norm errors at increasing resolution for the modular solutions. In both cases the
FVM required many more degrees of freedom to achieve the same level of accuracy.
This is likely to be because of the quadratic basis functions used in the FEM better
approximating the solution over the control volumes than the linear approximation
in OpenFOAM.
4.5.2 Womersley flow
The unsteady verification is for Womersley flow, which was originally derived for 3D
pulsatile flow in [87]. This will be simulated on a 2D square domain that is 1m×1m
with 40× 40 cells. For the 2D Womersley solution a time varying pressure gradient
is imposed in the channel, which is given by
dp
dx
= −2νsin(pit) (4.75)
with dp
dx
, given in Pam−1. Equation (4.75) will be imposed at the inlet through
a flow-rate boundary condition, which is derived in [86] along with the analytical
solution for the axial velocity profile. No-slip boundary conditions will be imposed
on the walls and natural boundary conditions for the outlet, with a time-step of
∆t = 0.01s. For the unsteady solution of the augmented Lagrangian problem, the
inexact-splitting method will also be verified, as it offers the advantage over other
modular techniques of requiring no iterations. However as discussed in section 4.4.4,
this comes at the expense of an error in the neighbourhood of the location where
120
the defective boundary conditions are imposed. For the inexact-splitting algorithm
the domain will be extended to 5m along the axial direction to allow the flow to
develop after the inlet region.
Figure 4.5 shows a comparison of the analytical Womersley solution at four times
against the numerical solutions of defective boundary conditions provided by the
FEM implementation, the exact-splitting and the modified Schur complement meth-
ods. All of the solution methods produce a good match to the analytic solution.
The results for the inexact-splitting algorithm are shown separately in figure 4.6.
This is to look at the difference between the solution where the defective boundary
condition has been applied, and further away where the solution has recovered to
match the analytical solution well. This is a feature of the inexact-splitting method
discussed in [40, 41], as it imposes the Dirichlet boundary conditions (4.72)5 on
Γ1, ...,ΓM . The solution still satisfies the flow-rate trough the contribution of the
steady-Stokes problem (4.63) to the solution (4.70), and the figure shows that at the
outlet the inexact-splitting provides a much more accurate solution.
The results of the Womersley test case are further summarised in table 4.2, where
the L2 norms of the difference between the axial velocity profile calculated using
the Lagrange multiplier implementations and the exact solution are shown. As was
the case with the Poiseuille solution, the FEM gives results an order of magnitude
more accurate than the FVM implementations. From the modular implementations
the inexact-splitting was the fastest simulation, as expected. The exact-splitting
scheme took far longer than all other methods to converge, which is consistent with
the results found in [41].
If the types of problems considered in the remainder of this thesis were for laminar
flow, then the Modified Schur complement algorithm 4.3 would be used over the
exact-splitting algorithm 4.4, due to its significantly faster convergence rate. In the
case of the inexact-splitting algorithm 4.5, imposing an error close to the defective
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Figure 4.5: Comparison of the Womersley solution against the FEM solution, the
Schur complement solution and the exact-splitting method.
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Figure 4.6: Comparison of the Womersley solution against the inexact-splitting
method at the inlet and the outlet.
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boundary condition may be acceptable for particular problems, considering the com-
putational gains that it offers. However, flow in subway transit networks is typically
turbulent. Therefore an appropriate method for defective boundary conditions must
be adopted that can be implemented with turbulence models. In the following sec-
tion it will be shown that the Schur complement method is the only option that
is suitable for implementing with the RANS turbulence models considered in this
thesis.
LM implementation Accuracy Run-time (mins)
FEM 1.7× 10−4 0.16
Modified Schur complement 1.4× 10−3 0.35
Exact-splitting 1.5× 10−3 7.45
Inexact-splitting 2.7× 10−3 0.07
Table 4.2: Accuracy of Lagrange multiplier implementations using an L2 norm to
quantify the difference between the axial velocity profile calculated from the numer-
ical solutions and that from the analytical solution. Run with Intel Core i5-3250M
on 1 (2.6GHz) CPU.
4.6 Imposition of flow-rate boundary conditions
with a k − ε turbulence model
In section 4.4 it was found that the exact and inexact-splitting methods could be
considered modular for the OpenFOAM discretisation. However, considering the RANS
momentum equation (3.42), the turbulent viscosity is based on the k −  fields
given by equations (3.43) and (3.44) through the Boussinesq approximation. Now
considering the splitting equations e.g. for the exact-splitting, which are solved
for a steady velocity field w in system (4.63) and for the unsteady velocity field u˜
in system (4.66). Each of these fields would have a different turbulent kinematic
viscosity field νT , which means that equations (4.61) and (4.62) cannot be satisfied.
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Equation (3.42) also contains a source term based on the turbulent kinetic energy
k, which will also be different for each of the governing equations. On the other
hand, the modified Schur complement scheme, that is solved using algorithm 4.3,
can be used for modelling turbulence since it does not require any modifications of
the governing equations. Therefore this method shall be used in the remainder of
the computations in this thesis. In the following section some numerical tests are
performed using the modified Schur complement scheme to solve some turbulent
flows. Each test uses the k − ε turbulence model with wall functions.
4.6.1 Fully-developed turbulent flow
This test case assesses how well the Lagrange multiplier can reproduce fully devel-
oped turbulent flow in a channel. Provided that an accurate solution is found, this
will show that the implementation of Lagrange multipliers for turbulent flow using
the modified Schur complement algorithm 4.3 is correct. This will be solved using
the pseudo-transient approach described in section 4.4.2. The reference solution
for this test case will be generated using a short channel with periodic boundary
conditions as described in section 3.4.1. This reference solution will also provide
fully-developed profiles for the turbulent quantities k and ε to apply at the inlet for
the Lagrange multiplier solution. The profile of the turbulence quantities is usually
not available to impose at inlet boundaries, which means that estimates are made
based on the turbulent length scale and the turbulence intensity, as described in
section 3.3.3.
The domain for both computations will have a 5m× 5m cross section, with 50× 50
cells. Homogeneous Dirichlet boundary conditions for the velocity will be applied
on the wall, with wall functions used for k and ε. In both cases the flow is driven
to Q = 25m3s−1. For the reference solution the domain has an axial length of 0.5m
with 3 cells. The Lagrange multiplier simulation has a domain with the same cross
section and a length of 5m with 25 cells in the axial direction. The fully-developed
profiles of k and ε will be imposed at the inlet with the Lagrange multiplier flow-rate
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Figure 4.7: Comparison of a velocity profile generated using cyclic boundary condi-
tions and one using defective flow-rate boundary conditions.
condition and natural boundary conditions are applied at the outlet.
Figure 4.7 shows a comparison of the fully-developed turbulent profiles along a line
in the x-direction at half of the domain height. A good match is found between the
Lagrange multiplier solution and the cyclic boundary condition simulation. This
indicates that provided with the correct turbulence boundary conditions the La-
grange multiplier approach, implemented using algorithm 4.3, produces an accurate
representation of the flow on flow-rate boundaries.
4.6.2 Turbulent flow over a backward-facing step
The previous test showed that the Lagrange multiplier is able to reproduce tur-
bulent flow in a simple case. Now a more challenging test case is considered to
see how well the defective boundary condition solution method reproduces complex
turbulent flow. Defective boundary conditions will be used in this case to model
flow over a backwards facing step where there is a large flow recirculation region, as
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shown by the streamlines in figure 4.8. To investigate the robustness of the Lagrange
multiplier approach, four tests will be carried out that have domains that extend to
different lengths after the step. The flow-rate boundary conditions will be imposed
at the outlet for each domain length indicated in figure 4.8.
y = 3 y = 5 y = 10 y = 15
y
x
Figure 4.8: Backward-facing step, with streamlines showing a large recirculation
region and background coloured by velocity magnitude in ms−1.
These tests will be modelled in 2D. The reference solution comes from a simulation
of the backward step with an outflow region extended to the entrance length to
allow the flow to develop after the step, as described in [7]. At the inlet fully devel-
oped turbulent profiles of U and the turbulence quantities k and ε will be imposed.
A simulation of a short domain with periodic boundary conditions as described in
section 3.4.1 will be used to generate a flow-rate of Q = 20m2s−1.
For the Lagrange multiplier simulations, natural boundary conditions are set at the
inlet, a defective boundary condition with a flow-rate of Q = 20m2s−1 is set at the
domain outlet, and homogeneous Dirichlet boundary conditions are imposed on the
wall. The first two test cases will have the outlets at y = 3m, y = 5m which lie
within the recirculation region of the flow. The second two tests have outlets which
lie beyond the recirculation region at z = 10m, z = 15m.
Figure 4.9 shows that the Lagrange multiplier does a good job of reproducing the
velocity profile in all cases, even when the boundary is placed within the recircu-
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Figure 4.9: Velocity profiles at Lagrange multiplier interface positions compared
with a reference solution.
128
Length beyond step (m) Simulation time (s) No. cells
3 38.3 1600
5 41.8 2400
10 79.1 4400
15 114.8 6400
Table 4.3: Cost of backward facing step Lagrange multiplier simulations with varying
domain and mesh sizes. Run with Intel Core i5-3250M on 1 (2.6GHz) CPU
lation region for z = 3m and z = 5m. There are slight discrepancies between the
Lagrange multiplier solution and the reference solution which are likely to have been
caused by the homogeneous Neumann boundary condition imposed for the velocity
at the outlet in the Lagrange multiplier implementation, as described in section 4.3.
This boundary condition imposes that there is no velocity gradient perpendicular
to the boundary, which clearly would be present in such a scenario, as shown by
the streamlines in figure 4.8. Now looking at the meshes and simulation times in
table 4.3, there is an approximately linear relationship between the mesh size and
simulation time. Therefore if the cost of a simulation became prohibitive, it would
be possible to predict the reduction in costs that could be found by imposing a
Lagrange multiplier boundary condition. Considering that no standard boundary
conditions can be used to impose the flow-rate without setting an arbitrary profile
and that the boundary can be placed in a region of complex flow and provide a
stable and accurate solution shows that the Lagrange multiplier will be a reliable
tool when used with the coupling strategies that are developed in chapter 5.
4.6.3 Convergence of the modified Schur complement algo-
rithm
The convergence of the modified Schur complement method, using algorithm 4.3,
for pseudo-transient computations was briefly touched upon in section 4.4.2. Now
using the case of steady turbulent flow over a backward-facing step, with the outlet
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placed at y = 10m from figure 4.8, the numerical solution is analysed.
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Figure 4.10: Plots showing oscillations in total pressure for different tolerances of e1
for (4.76)1.
The value of ∆ptot is used to calculate the pressure drop between the inlet and the
outlet of the domain. Finding a converged value for this quantity is important for
computations such as the verification and validation test cases that were presented in
Chapter 3 and they will also be useful for the “hybrid” coupling approach in Chapter
5. To get a stable pressure drop the most appropriate tolerance to set in algorithm
4.3, would be (4.76)1, due to the equivalence between the Lagrange multiplier and
the pressure. The assumptions that are made in order to treat the right-hand side
contributions of (4.58) in algorithm 4.3, mean that a steady-state solution cannot be
found. However, by setting an appropriate tolerance level for (4.76), a solution can
be found that fluctuates around the steady-state value for the pressure drop, within
a tolerance. Figure 4.10 shows the fluctuation in the pressure drop for different
values of e1 once the solution is fluctuating around the steady-state value. While
the fluctuations in the pressure loss can be reduced to a relatively small error, this
130
4 5 6 7 8 9 10
10−15
10−10
10−5
100
t (s)
E
rr
or
Progression of errors pseudo−time
Δ ptot (Pa) Q (m3 s−1)
4 5 6 7 8 9 10
71.85
71.9
71.95
72
72.05
72.1
t (s)
Δ
p t
ot
Progression of total pressure drop in pseudo−time
Figure 4.11: Top: errors in total pressure and flow-rate calculated at each pseudo-
time-step for tolerance e1 = 0.0001 from equation (4.76)1. Bottom: total pressure
drop between inlet and outlet of backward-facing step over simulation.
comes at a cost of additional pseudo time-steps. The fluctuations found here can
not provide a general recommendation for the value of e1 to reach a certain level of
convergence, this will have to be decided on a case by case basis, possibly with a
preliminary computation.
Another difficulty that comes about using algorithm 4.3, is in defining when the
solution has reached a steady state. For a fixed tolerance e1 = 0.0001 , in equation
(4.76)1, figure 4.11 shows the residuals of the drop in total pressure and the flow-rate
using the error measurements
e1 =
∣∣∣∣∣∆ptotk+1 −∆ptotk∆ptotk+1
∣∣∣∣∣ e2 =
∣∣∣∣∣Qk+1 −QkQk+1
∣∣∣∣∣ (4.76)
where e1 and e2 are the errors at iteration k + 1. From the plot at the top of figure
4.11 it can be seen that there is not a monotonic convergence towards steady state.
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By looking at the plot of ∆ptot at the bottom of figure 4.11 it is clearer when the
solution has reached as close as it will to a steady state. This section has shown
the limitations of using algorithm 4.3, however by monitoring the residuals carefully
and looking at the progression of the solution over time, it provides the only method
currently available to apply defective boundary conditions with turbulence models.
It also allows the solution to be found within satisfactory tolerances relative to the
solution variables.
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CHAPTER 5
GEOMETRICAL MULTISCALE
MODELLING
The verification and validation CFD results presented in Chapter 3 showed that
CFD is able to predict pressure losses caused by single tunnel junctions to a good
level of accuracy. In addition it was shown that for multiple junctions, CFD can
capture changes in pressure loss caused by junction interaction, which is not possible
using a sum of k-factors in a 1D model. In addition, realistic models will have far
more complex geometries that CFD is better equipped to deal with. Considering
the mesh sizes encountered in these cases, it is clear that a full tunnel network could
not be modelled in 3D with current computing resources. This chapter looks at
using multiscale modelling techniques for analysing airflow in a network of tunnels
in order to combine the benefits in computational effort provided by 1D modelling
with the accuracy of 3D simulations. This is done by analysing the tunnel network
configuration and identifying regions that can be modelled to a satisfactory level of
accuracy using area-averaged 1D models, and areas of complex flow that require 3D
modelling. An example of where this would be necessary is the complex flow-field
in a station with a large open area. In such a case, 3D modelling can be employed
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to analyse the flow. Multiscale modelling techniques can model this, along with the
bulk flow from the 1D tunnel network model, in an integrated manner.
Multiscale modelling is a broad term that is used to describe many situations that
have phenomena occurring at different spatial and temporal scales. To model a
tunnel network that has been split into 1D and 3D sections, the multiple scales
under consideration are one spatial dimension and three spatial dimensions. The
well-established “naive” coupling and “fully coupled” multiscale modelling strate-
gies are considered in addition to a “hybrid” coupling technique. This approach was
developed from a coupling strategy presented in [39], which has been modified to
achieve a modular coupling with 1D network modelling software, such as SES [2].
The main previous work on applying multiscale modelling for tunnel ventilation, [70],
applied a “fully coupled” approach. A verification and comparison of this method
with the “hybrid” coupling is carried out in section 5.5 for a a case of steady lam-
inar flow in a tube. Finally this chapter will present results for cases of industrial
relevance using the modelling techniques that have been developed in this thesis,
firstly in a proof-of-concept simple modelling scenario, and then for a more realistic
example. These are briefly described in the following summary of this chapter.
Section 5.1 will introduce the boundary conditions that can be employed when a
tunnel network is split into 1D and 3D sub-domains. Section 5.2 describes the
simplest coupling strategy, referred to as the “naive” approach, where boundary
conditions are only passed from 1D to 3D. Section 5.3 describes the “fully coupled”
approach, which exchanges boundary conditions at 1D-3D interfaces to achieve mul-
tiscale convergence. The “hybrid” coupling method is described in section 5.4. The
verification of the “fully coupled” and “hybrid” coupling models is presented in sec-
tion 5.5. Section 5.6 will show the “naive” coupled approach and the new “hybrid”
coupled approach being used for the example of a jet fan blowing air through an
expansion. Finally a realistic modelling scenario of a fan plenum that might be
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encountered in industry is shown in section 5.7.
5.1 Boundary conditions for multiscale modelling
Before deciding on which multiscale modelling strategy will be used, a set of well-
posed boundary conditions must be established for each sub-model. In the case of
1D models it may be possible to impose boundary conditions for the flow-rate (or
velocity) and the pressure. If this information is coming from a 3D model then the
flow-rate is calculated as
Q3D =
ˆ
Γ
u · n dγ (5.1)
and the average pressure using
p3D =
1
|Γ|
ˆ
Γ
p dγ (5.2)
where |Γ| denotes the area of Γ. When passing information from 1D to 3D the
possible boundary values available are the mean pressure p1D and the flow-rate Q1D,
which are defective. Well-posed boundary conditions for the 3D incompressible
Navier-Stokes equations were discussed in section 3.1.1. These are pointwise condi-
tions for the velocity and the normal stress. For a boundary perpendicular to the
axial direction, which is the case for 1D-3D interface because of the area averaged
assumption in 1D it was shown, in section 4.3, that normal stress boundary condi-
tions can be reduced to the mean pressure and a Neumann condition for the velocity,
as given in equation (4.38). If a mean pressure is available to pass from 1D to 3D,
its value can be used directly. In the case of having flow-rate boundary conditions
to pass from 1D to 3D, the Lagrange multiplier method described in Chapter 4 can
be used. An additional benefit of the Lagrange multiplier is its equivalence to the
normal stress (or mean pressure). Therefore it is a pre-computed value that can be
applied as a boundary condition to the 1D model.
Finally, turbulence modelling on 1D and 3D sub-models must be considered. Tur-
bulence is accounted for in 1D models by using the Darcy friction factor, which is
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based on the Reynolds number and surface roughness. This can be calculated using
the Colebrook equation, [57], at each multiscale iteration based on parameters from
the 3D computation. In the other direction the CFD computation requires pointwise
information for turbulence quantities e.g. k and ε. Setting values for these variables
can be achieved using the turbulence intensity, which can be calculated with the 1D
average velocity, as described in section 3.3.
Now that a set of well-posed boundary conditions for 1D and 3D models have been
established, the communication between the 1D and 3D solvers needs to be con-
sidered. In the following sections the “naive”, “fully coupled” and “hybrid” cou-
pling approaches are considered. The first two have previously been used for tunnel
network modelling in [70] and were referred to as one-way coupling and two-way
coupling respectively. They have also been used extensively for multidimensional
modelling of the cardiovascular system, e.g. in [21, 25, 29]. The final multiscale
modelling technique, referred to as a “hybrid” coupling, will be presented in section
5.4.
An important aspect of developing multiscale models in this thesis, will be to find
a method that is applicable to the 1D network model developed in section 2.2 of
this thesis. This is so that a “black box” strategy will be feasible when considering
a 1D-3D coupling with the industry standard 1D modelling software SES. However
implementing these methods within SES is beyond the scope of this project. Com-
ments will be made for each of the following coupling strategies regarding their
implementation with various 1D models.
The application of these methods to a 3D sub-domain with two coupling interfaces
is considered in the following sections. However, if an area to be modelled in 3D had
more than two coupling interfaces, then these methods can easily be extended. Also,
each of the following descriptions and algorithms is written for unsteady simulations,
with coupling techniques applied at a given time-step. Similar coupling techniques
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could be applied for steady-state solutions.
5.2 “Naive” coupling
The first multiscale approach that is considered is the “naive” coupling, which can be
used to impose realistic boundary conditions on a 3D model for a region of complex
flow in a network. This method involves firstly modelling the whole tunnel network
in 1D. Then, the solution at a given time (or steady-state solution), provides area-
averaged values of velocity and pressure that can be applied to 3D models. Figure 5.1
is a representation of the “naive” coupling and shows that from the values Q1, p1
and Q2, p2 available at the nodes corresponding to the 1D-3D interface we can
impose either: (a) The flow-rate at the inlet and the pressure at the outlet, or (b)
two pressure boundary conditions p1 and p2. The following algorithm describes the
steps for a “naive” coupling with the boundary conditions from (a), but it can easily
be altered for strategy (b):
Algorithm 5.1
Begin with initial fields for velocity and pressure in both domains.
1. For time-steps n = 0, ..., N run the whole 1D tunnel network simulation to get
values of Qn+11,1D and pn+12,1D.
2. For time-steps n = 0, ..., N run the 3D model with Qn+11,3D = Qn+11,1D and
pn+12,3D = pn+12,1D.
Using the “naive” coupling approach is beneficial for a “black box” implementation,
since the whole 1D simulation can be run separately from the 3D simulation. In
the case that a 1D model does not provide nodal pressure data, such as SES, this
approach can still be used with a reference pressure at the outlet and the flow-rate
produced by the network model at the inlet. It is also computationally relatively
cheap compared to the strategies which will be described in the following sections,
since there are no iterations required at each time-step. On the other hand, the
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Figure 5.1: “Naive” coupling boundary condition exchange using: (a) the 1D value
of the flow-rate at the inflow and a pressure boundary condition at the outflow or
(b) both 1D values for the pressure at inflow and outflow.
“naive” coupling may not be an accurate solution to the multiscale problem, since
at each time-step continuity at the coupling interfaces is not imposed. In addition,
as information is only ever passed from the 1D network model to the 3D model, the
effects on the bulk flow from 3D model in the 1D network model are not accounted
for. For example if the pressure drop is significantly different from that predicted
by the 1D model.
A “naive” coupling could be used in a steady-state simulation to calculate k-factors
for areas of the network that are not captured well by the 1D model. To check the
validity of these k-loss factors, a range of flow conditions could be simulated in the
1D model and applied to the corresponding branches in the 3D model. Otherwise,
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considering that the range of Reynolds numbers that are applicable in general tunnel
ventilation simulations is 104 ≤ Re ≤ 106, then several simulations of the 3D model
can be performed over this range to find the most suitable k-factor to employ in the
1D model. An unsteady simulation using a “naive” coupling may also be useful, for
example if there is reasonable confidence in the 1D model but realistic boundary
conditions were required for the 3D model to look at the flow-field, or temperature
distribution.
5.3 The “fully coupled” approach
The “fully coupled” approach requires that the domain is decomposed into a number
of regions. Figure 5.2 shows a simple example of applying domain decomposition
to separate a subway network into 1D and 3D regions. In practice, a full 1D tunnel
network model, such as the one shown in Fig. 5.2 (a) would be drawn, which is
the domain to be decomposed. Then a region of complex flow that requires 3D
modelling is identified, as shown in Fig. 5.2 (b). Finally Fig. 5.2 (c) depicts the
computational domain decomposed into 1D and 3D sub-domains.
To achieve convergence over all sub-domains, an iterative exchange of boundary
conditions takes place at the interfaces between 1D and 3D models. Considering
that the possible boundary conditions to exchange are pressure and flow-rate, as
discussed in section 5.1, there are two options for the “fully coupled” configuration.
The first approach is shown in figure 5.3 where the 1D models in regions 1 and 3
supply the flow-rate to the CFD inlet and pressure to the outlet respectively. In
the other direction the CFD returns the pressure at the outlet of region 1 and the
flow-rate at the inlet of region 3.
An alternative way to couple the models was used in reference [70] for tunnel ventila-
tion simulations, and is illustrated in figure 5.4. In this approach pressure boundary
conditions are passed from the 1D model in regions 1 and 3 to the 3D model, and
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Figure 5.2: Process of multiscale decomposition for a network of tunnels: (a) Define
the 1D tunnel network, (b) Identify areas of complex flow that require 3D modelling,
(c) Decompose the domain into 1D and 3D sub-domains.
the 3D model passes flow-rate boundary conditions to be applied in regions 1 and
3 in the 1D model. The algorithm for this second “fully coupled” approach will be
shown here, to show how the method will be applied for the computations in section
5.5. However algorithm 5.2 can easily be modified to incorporate the boundary con-
ditions from the first “fully coupled” approach. An under-relaxation step has been
included in the following approach using a parameter 0 ≤ ω ≤ 1, which is suggested
in reference [70] as a way to improve the convergence. The algorithm for the “fully
coupled” approach is:
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Figure 5.3: 1D-3D exchange of boundary conditions where the 1D model provides
the inlet flow-rate (defective) and outlet pressure (defective), returning the pressure
and flow-rate respectively to the 1D model.
Figure 5.4: 1D-3D exchange of boundary conditions where the 1D model provides
pressure values (defective) and the 3D returns the flow-rate.
Algorithm 5.2
Begin with initial fields for velocity and pressure in both sub-domains.
1. For time-steps n = 0, ..., N , perform an iterative process. Set pk=01,3D = pn1,3D
and pk=02,3D = pn2,3D.
(i) Run a 3D simulation with pressure boundary conditions pk+11,3D = pk1,3D
and pk+12,3D = pk2,3D and calculate the flow-rates Qk+11,3D and Qk+12,3D at the
coupling interfaces.
(ii) Run the 1D models for regions 1 and 3 setting the flow-rate boundary
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conditions Qk+11,1D = Qk+11,3D and Qk+12,1D = Qk+12,3D and calculate area-averaged
pressure values pk+11,1D and pk+12,1D at the coupling interfaces.
(iii) Calculate the pressure boundary conditions for the next coupling iteration
pk+11,3D = w pk+11,1D + (1− w)pk1,1D and pk+12,3D = ω pk+12,1D + (1− ω)pk2,1D for the
next multiscale iteration.
(iv) For chosen tolerances 1 and 2 check the convergence using∣∣∣∣∣p
k+1
1,3D − pk1,3D
pk+11,3D
∣∣∣∣∣ < 1
∣∣∣∣∣p
k+1
2,3D − pk2,3D
pk+12,3D
∣∣∣∣∣ < 2 (5.3)
If converged go to step 2, otherwise set k = k + 1 and go to step (i).
2. Set n = n+ 1 and Go to step 1
The “fully coupled” method produces a more accurate representation of the entire
flow-field than the “naive” coupling. This is because including the feedback from
the 3D model to the 1D model may have a significant effect on the network flow.
However this comes at a much greater computational cost than that of the “naive”
coupling because sub-iterations are required at each time-step to reach the desired
level of continuity between 1D and 3D models. A possibility that was considered in
reference [70] to reduce the multiscale iterations was to solve the 1D full network as
a predictor step.
The coupling approach shown in figure 5.4 was adopted in reference [70], where it
was designed to work with a 1D incompressible flow model. A 1D system consisting
of equation (2.22), a mass conservation equation, and an energy equation are solved
on staggered grid arrangement using a PISO algorithm. This formulation allows
boundary conditions for velocity and pressure (or their derivatives) at each 1D-3D
interface, and therefore algorithm 5.2 could be used.
In the case of SES, the adoption of the “fully coupled” approach is not possible,
with either configuration presented in figures 5.3 and 5.4. The coupling in figure 5.4
requires that flow-rate boundary conditions are passed to the 1D model. However,
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the 1D model in SES, as described in section 2.2, formulates the governing equations
so that they are solved to calculate the flow-rate and it can not be imposed. In
addition zero-pressure boundary conditions are automatically imposed at tunnel
portals, and pressure is not discretised within the domain. Therefore it is also not
possible to impose pressure boundary conditions in SES. These constraints led to
the development of the strategy presented in the following section.
5.4 Modular 1D-3D “hybrid” coupling
The final multiscale approach considered is a “hybrid” coupling procedure that has
been adapted in this work from a coupling proposed in reference [39]. We begin
by describing the original method, and then discuss how it can be modified for use
with the 1D network model described in 2.2. With this method, the 3D model is
run separately to the full 1D model rather than integrating the 3D model into the
network, as was the case with the “fully coupled” approach. This is illustrated in
figure 5.5
The exchange of variables to obtain multiscale convergence is shown in figure 5.6.
The full 1D network model is run with an initial guess for ∆p3D that occurs in
the 3D domain. Then the flow-rate from the 1D model, Q1,1D, is imposed in the
3D model, from which a new guess for the pressure loss in the 3D model can be
calculated. This process continues iteratively until convergence. The algorithm for
this method is the following:
Algorithm 5.3
1. For time-steps n = 0, ..., N perform iterative process. Set ∆pk=03D = ∆pn3D.
(i) Run the 1D model using the total pressure loss ∆pk+11D = ∆pk3D and com-
pute Qk+11D .
(ii) Run the 3D simulation with a flow-rate boundary condition
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Figure 5.5: The “hybrid” coupling has a segregated multiscale model of a network
of tunnels with whole 1D network modelled in 1D, and 3D sub-domain modelled
separately.
Figure 5.6: “Hybrid” coupling where 1D model provides the flow-rate for a section
and the 3D model returns the pressure loss for that section.
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Qk+13D = ωQk+11D + (1 − ω)Qk3D at the inlet and a homogeneous Neumann
condition for the pressure at the outlet. Calculate the total pressure loss
from the CFD simulation ∆pk+13D .
(iii) Check convergence of the flow-rate using the condition∣∣∣∣∣∆Q
k+1
1D −∆Qk1D
∆Qk+11D
∣∣∣∣∣ <  (5.4)
for a chosen . If satisfied go to step 2, otherwise set k = k+ 1 and go to
step (i).
2. Set n = n+ 1 and Go to step 1
As with the “fully coupled” approach described in section 5.3, this coupling approach
imposes the flow resistance represented by the pressure losses from the 3D model
back into the 1D model, so that the tunnel network calculation is more accurate.
An added benefit of this method is that it requires fewer multiscale iterations be-
fore converging than standard “fully coupled” techniques. This is because for the
“hybrid” model the network model calculates the ventilation for the whole system
at every step, with corrections being made by the pressure loss occurring in 3D
sections. However the “fully coupled” techniques require an iterative exchange for
the flow throughout the network to propagate.
The “hybrid” coupling technique can be used with any 1D model provided that the
pressure loss between two nodes can be imposed. In the case of SES the pressure loss
can not be imposed directly as it was in algorithm 5.2. However the pressure losses
are imposed in SES using k-factors in equation (2.25). Therefore the pressure loss
from the 3D model can be imposed in the 1D model by calculating a k-factor using
the pressure loss between the inlet and the outlet and the average velocity from a
coupling interface from the 3D computations. The k-factor that represents the pres-
sure loss between two points can be calculated using equation (3.52). Therefore, by
replacing the ∆p values in algorithm 5.3 with values obtained using equation (2.25),
this strategy could be implemented with the industry standard software SES.
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An additional benefit of the “hybrid” coupling approach is that by imposing defec-
tive boundary conditions, the position of the artificial interfaces between 1D and
3D models can be pre-determined. This also allows the boundary interfaces to be
placed close to where 3D effects occur, as shown in section 4.6.2. In the “fully cou-
pled” approach that imposes pressure boundary conditions, the boundaries have to
be placed where the flow is fully developed. This is usually carried out through
multiple computations, such as in [70], where a sensitivity analysis was carried out
to determine the interface position. In addition to resulting in additional runs, this
approach may also lead to a much larger CFD sub-domain being required.
5.5 Verification of coupled approaches
This section presents the verification of the “fully coupled” approach and the “hy-
brid” coupling. The aim is to use a simple example to look at the rate of convergence
of the two models and how the results compare with a full 3D computation. It is
expected that when both models reach convergence, the pressure drop and the flow-
rates in the coupled domains will be a close match to the full 3D model.
Inlet Outlet
Section 1 Section 2 Section 3y
Figure 5.7: Cylinder geometry for comparison between “fully coupled” and “hybrid”
coupling methods.
This test case simulates steady laminar flow through a cylindrical pipe. The geome-
try, which is shown in figure 5.7, is split into three sections. This test case will first
be run with all three sections being modelled together in 3D. Then, for the “hybrid”
coupling the whole domain will be modelled in 1D and section 2 will be modelled
separately in 3D. Finally for the “fully coupled” approach, sections 1 and 3 will be
modelled in 1D and the middle section will be modelled in 3D. To drive the flow in
the coupled simulations, a pressure gradient ∆p will be imposed in section 1. For
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all 3D simulations, no-slip boundary conditions will be imposed at the wall. The
parameters of this test case are given in table 5.1.
The coupling algorithms written in this chapter were described for unsteady flow.
The steady-state computations carried out here will be equivalent to a single time-
step in these algorithms. For the “hybrid” coupling algorithm 5.3 will be used and
the “fully coupled” approach will use algorithm 5.2. The 1D model developed in
chapter 2 does not discretise the pressure at all nodes in the domain, which means
that it cannot be used with algorithm 5.2. However for this example the values of
the pressure at the coupling interfaces will be calculated with a simple 1D Bernoulli
model that gives
p1,1D = ∆p−∆pfric + p0,1D (5.5)
p2,1D = ∆pfric − p3,1D (5.6)
where ∆pfric is calculated using the Darcy-Weisbach equation (2.24), p0,1D and p1,1D
are the pressures at the inlet and outlet of section 1 respectively, and p2,1D and p3,1D
are the pressures at the inlet and outlet of section 3 respectively.
To find an initial guess for the solution over the whole domain a preliminary 1D
simulation of the whole domain will be run for both models, which will apply an
initial guess for the pressure loss in the middle section of ∆p2 = 110∆p. The final
pressure loss in the middle section should turn out to be ∆p2 = 13∆p of the total
pressure loss over all sections.
5.5.1 Results
A preliminary computation of a shortened domain with periodic boundary condi-
tions was performed to find the pressure gradient required to generate an average
velocity of 10ms−1, which corresponds to a flow-rate of Q = 7.864m3s−1. The
calculated pressure gradient gave a total pressure drop, over the full domain, as
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Parameter Value
Total length 15m
Length of sections 5m
Diameter 1m
Area 0.785m2
Perimeter 3.142m
Darcy friction factor 6.408
Kinematic viscosity 1m2s−1
Table 5.1: Parameters of the model used for coupling verification.
∆p = 5892.8Pa. This pressure drop was then applied in a full 3D simulation of the
domain to provide a reference solution.
The coupled simulations were each run for eight multiscale iterations. Some results
from these computations are shown in figures 5.8 and 5.9. The error calculations
are based on the error in the flow-rate, 1, and the pressure drop, 2. At iteration
k + 1 the errors are calculated using
1 =
∣∣∣∣∣Qk+1 −QkQref
∣∣∣∣∣ 2 =
∣∣∣∣∣∆pk+1 −∆pk∆pref
∣∣∣∣∣ (5.7)
where Qref = 7.864m3s−1 is the flow-rate from the full 3D model and ∆pref = 13∆p =
1964.3Pa. Both figures 5.8 and 5.9 show that, for all values of the relaxation factor
ω, the “hybrid” coupling converges towards a solution, whereas the “fully coupled”
approach only converges with a low relaxation factor of ω = 0.3, which corresponds
to a large contribution from the previous iteration. In the cases where a steady-state
was found, the flow-rate and pressure drop converge at a similar rate for both cou-
pling approaches. The final values of the flow-rate for the two coupling strategies
differ by 1% from those of the 3D simulation and the pressure drop values differ
by 1.5% from the value of a third of the pressure drop over the 3D domain. These
slight discrepancies were caused by the values of the area and perimeter used in the
Darcy-Weisbach equation in the 1D models, which were based on the boundary of
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Figure 5.8: For different relaxation factors ω and both coupling techniques the plots
on the left show the flow-rate at each multiscale iteration and those on the right
show the convergence.
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Figure 5.9: For different relaxation factors ω and both coupling techniques the plots
on the left show the pressure drop in section 2 at each multiscale iteration and those
on the right show the convergence.
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the domain being circular. However the control volumes on the mesh had straight
edges. This error could be reduced by increasing the number of elements in the 3D
model.
Considering that the “hybrid” coupling method was able to converge for all of the
relaxation factors, it appears to be more robust than the “fully coupled” approach,
which only converged with a high level of under-relaxation. The “hybrid” coupling
also showed the fastest convergence rate of the two methods with ω = 0.7 allow-
ing the solution error to converge to within 10−5. However, the pseudo-transient
implementation of Lagrange multipliers, used for flow-rate boundary conditions in
the “hybrid” coupling requires a longer time to converge at each multiscale iteration
compared to applying pressure boundary conditions with a steady-state solver in
the “fully coupled” approach. In the case of unsteady flow this will be factored by
the number of Lagrange multiplier iterations are required at each time-step.
Considering that the “hybrid” coupling method is far more robust and that it is the
only coupling approach that would be applicable for a future implementation with
SES, it will be considered for the industrial computations that follow in this chapter.
5.6 Coupled simulation of a jet fan blowing air
through an abrupt expansion
This section presents a test case of airflow being forced by a jet fan through an
abrupt expansion, as shown in figure 5.10, which could represent the entrance to a
station. Four simulations will be performed for this case: (a) A full 1D simulation,
(b) a full 3D simulation, (c) a naive coupled simulation and (d) a “hybrid” coupled
simulation. This case was chosen since it is simple, only having the single pressure
loss occurring. Having no influences from additional junctions facilitates our un-
derstanding of the velocity profile and pressure loss. This also means that the 1D
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Figure 5.10: Domain for industrial simulation, where air is driven through the station
by a jet fan in the tunnel upstream.
model, using the analytic k-factor imposed at the junction, can be considered to
give a good approximation of the flow and to provide a reasonably close reference
solution for the coupled simulations. Considering that the k-factors calculated using
CFD in section 3.5.1 were similar to the analytic value, it is expected that all of the
simulations will give similar results. This section will also permit us to assess the
convergence of the “hybrid” coupling approach and to show the Lagrange multiplier
approach for flow-rate boundary conditions working alongside coupling approaches.
The simulation starts from ambient conditions in the tunnel. The jet fan is switched
on with an operating flow-rate leading up to its final value of vfan = 27ms−1 (from
the Woods fan catalogue [58]) over a period of 30s. This is the same fan specifica-
tion as for the 1D modelling in section 2.2. Once again the gain in pressure will be
imposed using equation (2.35). Table 5.2 shows the main parameters for these tests.
152
Parameter Value
Upstream section width 5m
Upstream section height 5m
Upstream section length 1000m
Downstream section width 12m
Downstream section height 6m
Downstream section length 100m
Surface roughness 0.003m
Kinematic viscosity 1.697× 10−5m2s−1
Density 1.225kgm−3
Table 5.2: Constant parameters for jet fan blowing air through a station test case.
Several simulations will be run that use many of the modelling techniques described
and developed in this thesis. The 1D and coupled simulations will use the 1D code
developed for this thesis to mimic SES, described in section 2.2, which models all
of the pressure gains and losses using empirical relations. The 1D model for this
configuration consists of a single loop, which will be solved using a single section
equation of the same form as equation (2.22) described in section 2.2. Empirical
values for the pressure loss will be imposed using k-factors with equation (2.25)
at the inlet, outlet and the expansion, while the major losses will be imposed for
the upstream and downstream sections from the junction using the Darcy-Weisbach
equation (2.24).
The 3D simulation will model the full tunnel leading to the expansion, with the
flow-rate produced by the 1D fan imposed at the inlet. The 3D solution will be used
to assess the accuracy of the velocity profiles produced using the Lagrange multipli-
ers at the coupling interface and also the accuracy of the pressure profile over the
domain. The inlet time varying flow-rate condition was set with a uniform veloc-
ity condition, which considering the outside conditions to be ambient, is reasonable.
A homogeneous Neumann boundary condition was set for the pressure at the outlet .
153
The domain for the coupling tests will be cut at a distance 2Dh before the expansion
geometry, which will allow the Lagrange multiplier method to work without being
influenced by the non-uniform pressure profile produced by the recirculation after
the expansion. All of the section that runs 100m downstream from the expansion
is modelled in 3D. In the naive and “hybrid” coupling simulations the time series
of defective flow-rate boundary conditions will be imposed using the Lagrange mul-
tiplier method described in Chapter 4. Once again the outlet had a homogeneous
Neumann condition. In the “hybrid” coupled approach the total pressure loss be-
tween the inlet and outlet of the 3D section will be used to calculate a k-factor to
be imposed in the 1D network model. The 1D model will then produce a flow-rate
to be passed back to the 3D model. This process will happen iteratively at each
time-step.
5.6.1 Results
The time evolution of the area-averaged velocities for the 1D (also used for bound-
ary conditions in 3D and naive coupled approaches) model and the “hybrid” coupled
approach is shown in figure 5.11. After 400s the velocity has reached a steady state.
The 1D model, which uses the empirical k-factor, has slightly higher average velocity
values than the “hybrid” coupled approach, which updates the k-factor at each mul-
tiscale iteration. This is because the k-factor predicted by the CFD is higher than
the analytical value, which is expected based on the k- factor at a similar expansion
ratio from the tests in section 3.5.1.
To see how accurately the flow field is reproduced by the coupling methods, figures
5.12 and 5.13 depicting velocities in the horizontal and vertical planes respectively,
show the axial velocity profile at three axial planes placed at distances 1Dh (at
y = 995m) after the coupling interface which is just before the junction, 2Dh (at
y = 1010m) downstream from the junction where the flow will be recirculating, and
10Dh (at y = 1050m) downstream where the flow is beginning to redevelop. Each
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Figure 5.11: Prescribed velocity in naive coupling calculated by 1D network model,
compared with average velocity in “hybrid” coupled simulations.
Approach Number of hexahedra CPU time (hrs)
Full 3D 1376000 5
“Naive” coupling 296000 3.6
“hybrid” coupled 296000 4.25
Table 5.3: Number of hexahedra and CPU times for each simulation. Performed on
an Intel Core i7-2600 on 8 (3.4GHz) CPUs.
figure has three rows which correspond to different times during the simulation and
show the flow profile development. Figures 5.12 and 5.13 show that the Lagrange
multiplier flow-rate boundary condition produces a very good match to the profile
from the full 3D computation. As time progresses the solution becomes more accu-
rate. This was expected considering that the greater difference in the flow-rates in
figure 5.11 was found whilst the flow was developing.
Figure 5.14 shows the centreline pressure profile throughout the coupled section i.e.
from y = 990m to y = 1100m, at times t = 100s, 200s, 300s. Once again, there are
discrepancies between the coupled approaches and the full 3D model at t = 100s
which reduce at t = 200s and t = 300s. While the flow is not fully developed it is
expected that the pressure loss through a junction may not be captured in the same
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Figure 5.12: Axial velocity profiles along x-axis at z = 2.5m.
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Figure 5.13: Axial velocity profiles along y-axis at x = 2.5m.
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1100m.
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way in each model, because the velocity profile before the junction may differ.
Finally, the cost of the different modelling techniques is considered. This is sum-
marised in table 5.3 which shows that the mesh for the full 3D simulation was
around five times the size of the meshes for the coupled solutions. In the case of
the naive coupling, the simulation time was reduced by almost 30%. For the “hy-
brid” coupling a 15% reduction in CPU time was found in comparison to the full
3D computation. The increase in CPU time in comparison to the “naive” coupling
was found because this approach required on average two multiscale iterations in
addition to the iterations from the Lagrange multiplier implementation. Despite
significant reductions in costs, the two coupled approaches both accurately match
the flow produced by a full 3D model. In addition to this, the size of a 3D model for
a realistic tunnel network would quickly become prohibitive. However the cost of
coupled computations would not increase significantly and the 1D model will have
a negligible effect on CPU time.
5.7 Complex flow through a fan plenum
This final example looks at modelling fan-driven airflow through a fan plenum and
down to a track, as shown in figure 5.15 with model parameters given in table 5.4.
Drawings of the fan plenum geometry would typically be given to a tunnel ventila-
tion engineer, along with the remainder of a tunnel network to all be modelled in
1D. Each part of the network would have to be broken down into sections, separated
by a change in geometry. In this model there are several tunnel junctions between
the fan and the tunnel, which are shown individually on the plane cut at half of the
height z of the plenum, shown in figure 5.16. A k-factor would be calculated for
each of these changes in geometry and applied in 1D modelling software, such as
SES [2], to determine ventilation requirements for normal, congested and emergency
operations as discussed in the introduction in Chapter 1.
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There are several benefits of applying multiscale modelling to such a geometry. The
first is to provide a better estimate of the pressure losses than the k−factors found
in references such as [51, 53]. Considering that there is less than two hydraulic di-
ameters between junctions, the flow interaction is likely to have a significant effect
on pressure losses. It is therefore expected that the coupling will have a larger effect
on the pressure loss applied in the 1D model, than observed in the example pre-
sented in the previous section. Based on the tests for multiple junctions in section
3.5.3, it is assumed that CFD provides a more accurate solution than employing 1D
k-factors to impose pressure losses. Improving the accuracy of the pressure losses
locally will result in better predictions of the flow throughout the tunnel network,
which can then be used to correctly size fans among other things. Secondly, the
flow modelled in the 3D sub-domain can be used to identify the locations where the
largest pressure losses occur. This can lead to suggestions for modifying the geome-
try, for example by adding guide vanes around 90◦ mitre bends to reduce the losses
and thus fan requirements. Another benefit of using multiscale modelling in such a
scenario is that individual k-factors do not have to be calculated for those parts of
the geometry that are modelled in 3D. This is particularly useful in scenarios where
there are large open areas with a number of features that are difficult to match with
the pressure drop data that is available.
Two scenarios will be modelled for this test case. The first scenario will try to find a
steady-state solution of airflow through the plenum and tunnels, once the fan works
at its full capacity and the flow in the network no longer changes in time. This
scenario could represent normal operation, where an engineer is looking to establish
the maximum flow-rates that are produced in the exit tunnels to reduce piston air-
flows for a fan operating at a certain thrust. The second scenario that will be run
is for a fan increasing its thrust from 3000N to 4690N over a period of 30s, starting
from an initial steady-state solution. This simulation could be used in an emergency
scenario to simulate a fan speeding up to prevent smoke from propagating into a
safe area of escape.
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Figure 5.15: Domain for industrial simulation, where air is driven by a fan through
multiple junctions in a plenum and down to tunnels leading off in two directions.
For each scenario, three types of simulation will be performed to model the config-
uration shown in figure 5.15. A 1D network model will be run initially to provide a
reference solution using the industry standard modelling approach of summing the
k-factors for all of the junctions, as described in section 3.5.3. This will also provide
the initial conditions for the coupled simulations and the full 3D simulations. The
fan will be applied at the inlet of the plenum and will be modelled as described
in the 1D network modelling section 2.2, with the gain in pressure modelled using
equation (2.35). The 1D network model will require the k-factors for the five junc-
tions labelled in figure 5.16, which will be obtained from the SES user manual [2].
The pressure loss caused by the T-junction is imposed using relations described in
the SES aerodynamic Appendix B [2].
The full 3D simulation will also be carried out to provide a reference solution to
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Figure 5.16: Plane section, cut halfway up the z-axis (plenum height z = 4m) in
the fan plenum, showing the junctions that require k-factors for 1D modelling.
the 3D part of the coupled solution. The 3D domain will extend 500m either side
of the location where the fan plenum drops down through the T-junction, with ho-
mogeneous Neumann boundary conditions imposed at the outlets. The fan inlet
condition for the 3D model will be found from the 1D-network solution and will be
imposed using a constant velocity Dirichlet boundary condition. The pressure gain
caused by the fan, given by equation (2.35), is affected by the downstream network
resistance. If there is a large resistance caused by major and minor pressure losses,
then the fan produces a lower flow-rate. This brings about a limitation in the 3D
approach. That is, without modelling the fan in 3D, the flow-rate of the fan will
not be modified by the flow resistance in the 3D model.
Finally, the “hybrid” coupling method will be used to model both scenarios. In
this case, the 3D domain shown in figure 5.15 will be cut at the coupling interfaces.
162
Based on the k-factor calculation methods of section 3.4.6, the coupling interfaces
will be placed at a distance 8Dh downstream from the T-junction coming down from
the plenum. This is to give the flow sufficient recovery length to satisfy “normal
stress” type boundary conditions, described in section 4.3, for the Lagrange multi-
plier implementation and standard outflow boundary conditions. The 1D network
model will provide the flow-rate at the inlet, which will be imposed as a constant
velocity boundary condition, and the flow-rate at coupling interface 2, which will be
imposed using a Lagrange multiplier. The remaining boundary, coupling interface 1,
will have a homogeneous Neumann boundary condition imposed. This combination
of boundary conditions will allow the total pressure difference between the 3D inlet
and the two coupling interfaces to be calculated at each iteration. These will then
be imposed in the 1D network model, which will in turn provide new flow-rates to
be specified. By combining the 1D and 3D models I expect the flow to be captured
to an accuracy close to that of a full 3D simulation, with the added benefit of the
fan being able to readjust to the network flow resistance as it is still being modelled
in 1D.
Parameter Value
Tunnel width 4m
Tunnel height 5m
Upstream section length 500m
Downstream section length 500m
Surface roughness 0.003m
Kinematic viscosity 1.697× 10−5m2s−1
Density 1.225kgm−3
Table 5.4: Constant parameters for jet fan blowing air through fan plenum.
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5.7.1 Steady results
We begin by looking at the results for the steady-state computations. The 1D model
described in section 2.2 and the “modified Schur complement” Lagrange multiplier
algorithm discussed in section 4.4.2 are both based on transient formulations. To
find find steady-state solutions the 1D and “hybrid” coupling simulations will both
be run as pseudo-transient from ambient initial conditions until they have converged.
The full 3D simulation will be run by a steady-state solver.
The results are first analysed by looking at the convergence of the “hybrid” coupling
method, which is shown in figures 5.17 and 5.18. The error (in percentage) measured
for the flow-rate at multiscale iteration k + 1 is given by the relation
1 =
∣∣∣∣∣Qk+1 −QkQav
∣∣∣∣∣× 100 (5.8)
where Qav is the average flow-rate over the simulation. The error in total pressure
at iteration k + 1 is given by
2 =
∣∣∣∣∣p
k+1
tot − pktot
ptot,av
∣∣∣∣∣× 100 (5.9)
where ptot,av is the average total pressure over the simulation. After six multiscale
iterations the largest error in the flow-rate was 0.5%, and for the total pressure it
was 0.4%. Considering that the margins of error being considered for pressure loss
calculations are around 15% [88], this was considered to be a satisfactory level of
convergence. To reach this level of convergence the simulation took 17hrs on an
Intel Core i7-2600 on 8 (3.4GHz) CPUs.
Table 5.5 shows the flow-rates at coupling interfaces 1 and 2, calculated from each
modelling approach, and also the total pressure difference between the inlet and the
tunnel ends 500m either side of the plenum. The first thing to notice is that the
full 1D model and the full 3D model have the same flow-rate at the inlet, whereas
the coupled simulation does not. The reduction in resistance to the flow brought
about by the 3D sub-section in the coupled approach has caused a 3% increase in
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Figure 5.17: For each interface, as labelled in figure 5.15, the figures in the left
column show the values of the flow-rate at each iteration and the right column
shows the percentage error decreasing towards zero.
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Figure 5.18: For each interface as labelled in figure 5.15 the figures in the left
column show the values of the change in total pressure between the inlet and both
coupling interfaces at each iteration and the right column shows the percentage error
decreasing towards zero.
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Approach Qin Q1 Q2 ∆ptot1 ∆ptot2
Full 3D 78.7 28.1 50.7 134 129
Coupled 81.1 30.5 50.6 141 135
Full 1D 78.7 39.3 39.3 158 158
Table 5.5: Comparison of flow-rates at the fan inlet and the two outlets, and the
change in total pressure between the inlet and the two outlets for each modelling
approach.
the flow-rate induced by the fan. This has caused a greater overall pressure loss
in the coupled simulation compared to the full 3D model. The greatest pressure
difference is found in the full 1D model, because the resistance imposed through k-
factors found in the SES user guide [2] was greater than the flow resistance modelled
in 3D. The “hybrid” coupling had a maximum 16% under-prediction compared to
the 1D model. Using 1D models alone could therefore result in an over-prediction
of ventilation requirements. Another feature to consider is that because the tunnels
below the plenum are of equal length either side, the 1D model has a 50− 50 split
of the flow-rates. However the full 3D and coupled approaches have a 64 − 36 and
62− 38 flow splits respectively. This is due to the 3D nature of the flow as it comes
down from the fan plenum and could not have been captured using 1D modelling
tools alone.
The velocity profiles at the coupling interfaces are shown in figure 5.19 for the full 3D
and coupled simulations. The profiles obtained with both methods are in reasonably
good agreement considering that there is a different flow-rate imposed at the inlets
for the two simulations. The results for this test case indicate that the “hybrid”
coupling does a good job of reproducing the flow in a full 3D model.
5.7.2 Unsteady results
The unsteady simulations are run from an initial steady-state solution where the
fan has a thrust of 3000N. This will be shown as time 0s in the results section that
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Figure 5.19: Velocity line profiles at the coupling interfaces in the tunnel below the
plenum at half of the height in the x−axis (left) and halfway across in the z−axis.
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follows.
To assess the accuracy of the different modelling approaches for the unsteady simula-
tions, we look at the flow-rates produced at the inlet and the two coupling interfaces,
shown in figure 5.20, and the errors in the flow-rate with respect to the 3D solution.
The error (in percentage) measured for the flow-rate is given by
1 =
∣∣∣∣∣Q3D −Q∗Q3D
∣∣∣∣∣× 100 (5.10)
where Q3D is the average flow-rate in the 3D model and Q∗ is the flow-rate from
either the “hybrid” coupling or the 1D model. The accuracy of the approaches will
also be considered using the difference in total pressure between the inlet and the
two outlets, which is used in the 1D model in the coupled approach, and the errors
in this pressure drop for the 1D and coupled simulations with respect to the 3D
simulation are also considered. These are shown in figure 5.21. Here the error is
given by
2 =
∣∣∣∣∣∆p3D −∆p∗∆p3D
∣∣∣∣∣× 100 (5.11)
where ∆p3D is the average total pressure drop in the 3D model and ∆p∗ is the av-
erage total pressure drop in either the “hybrid” coupling or the 1D model.
As with the steady results, the full 1D model and the full 3D model have the same
flow-rate at the inlet, whereas the coupled simulation does not, which is due to
the reduction in resistance to the flow brought about by the 3D sub-domain in the
coupled approach. This produced increases in the flow-rate induced by the fan of
between 3% and 4% for the unsteady “hybrid” coupling, which remain throughout
the simulation. The coupled approach produces flow-rates at the coupling interfaces
that are far more accurate than the 1D model, with respect to the 3D model. This
is because, as with the steady modelling scenario, the 1D model produces a 50− 50
split of the flow-rates due to the tunnels below the plenum being of equal length
either side. However the full 3D and coupled approaches have a flow split that is
closer to 60− 40.
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Figure 5.20: For each interface, as labelled in figure 5.15, the figures in the left
column show the values of the flow-rate sampled every 10s of the simulation and
the right column shows the percentage error of the coupled and 1D simulations with
respect to the 3D simulation. The top row only compares the 3D inlet values with
the “hybrid” coupling, since these are identical to the values in the 1D model.
170
0 5 10 15 20 25 30
120
140
160
180
200
220
240
260
280
t (s)
p 
(P
a)
Δ ptot
1
3D
Coupled
1D
0 5 10 15 20 25 30
5
10
15
20
25
30
35
t(s)
er
ro
r (
%
)
Coupled
1D
0 5 10 15 20 25 30
120
140
160
180
200
220
240
260
280
t (s)
p 
(P
a)
Δ ptot
2
3D
Coupled
1D
0 5 10 15 20 25 30
5
10
15
20
25
30
35
40
45
t(s)
er
ro
r (
%
) Coupled
1D
Figure 5.21: For each interface as labelled in figure 5.15 the figures in the left
column show the values of the change in total pressure between the inlet and both
coupling interfaces sampled every 10s of the simulation and the right column shows
the percentage error with respect to the 3D simulation.
The increase in the fan flow-rate at the inflow of the coupled model, in comparison
to the full 1D model, causes a greater overall pressure loss in the coupled simulation
compared to the full 3D model. Despite this, the coupled approach still produces
pressure losses that are also much closer to the full 3D solution than they are to the
1D solution. This is because the resistance imposed in the 1D model, using k-factors
found in the SES user guide [2], was greater than the flow resistance modelled in
3D. The pressure drop for the “hybrid” coupling was always within 10% of the 3D
model, whereas the 1D model over-predicted the pressure loss by over 40% in the
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Figure 5.22: Velocity line profiles at coupling interface 2 in the tunnel below the
plenum at half of the height in the x−axis plotted every 10s.
worst case. Once again, this over-prediction of pressure losses could result in an
over-prediction of ventilation requirements.
Figures 5.22 and 5.23 show the axial velocity profiles at coupling interface 2, where
the Lagrange multiplier boundary condition is imposed in the “hybrid” coupling,
as the simulation progresses for the full 3D and coupled simulations. The lines are
sampled at the midpoints in the x and z axes. As with the steady simulation, the
velocity profiles obtained with both methods are in good agreement, even though
the flow-rate imposed at the inlets is slightly different for the coupled an 3D sim-
ulations. This indicates that, in addition to the coupled solution providing a more
accurate network flow, it also provides a locally accurate solution. This would allow
the CFD solution to be used to design and modify additional features in the fan
plenum.
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Figure 5.23: Velocity line profiles at coupling interface 2 in the tunnel below the
plenum halfway across in the z−axis plotted every 10s.
In addition to the gains in accuracy that the “hybrid” coupling approach brings
against the 1D model, it also provided a cheaper solution than the full 3D model.
For the full 3D model the simulation took 13 hours on an Intel Core i7-2600 (3.4GHz)
on 8 CPUs, whereas the coupled simulation only took 2.4 hours. If larger networks
were to be considered then the 3D computation would become far more expensive,
whereas for the coupled model the CPU time should not increase significantly.
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CHAPTER 6
CONCLUSIONS AND FURTHER
WORK
This thesis has aimed at applying and further developing state-of-the-art modelling
techniques to improve the aerodynamic analysis of the subway environment. The
main focus was to find a multi-scale modelling strategy that could be implemented
within the framework of the industry standard 1D modelling software, SES [2], and a
3D model, OpenFOAM [59]. The following sections discuss how this has been achieved
and also suggest future developments of this work.
One-dimensional modelling
The aim of Chapter 2 was to create a 1D model that would replicate the industry
standard software SES [2]. This was so that proof-of-concept tests could later be
carried out, in Chapter 5, that would determine whether the developed coupling
strategies would be applicable for future implementation with SES.
As part of an investigation into state-of-the-art modelling techniques, in Chapter 2
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I derived the governing equations for a 1D piston effect model using a control vol-
ume analysis. A C++ code was written to model this simple scenario. A simulation
of a train passing though a straight tunnel showed the developed model produced
flow-rates that were in good agreement with two other models [4, 14]. This model
was then developed to model a small network, with a mathematical formulation
based on the 1D aerodynamic model in SES. This model was verified by comparing
flow-rates in each section of a small network with results from SES. The discrepancy
between the models was found to be less than 2%. The accuracy achieved using
this model allowed it to be used, as a simplified version of SES, for testing 1D-3D
coupling strategies in Chapter 5.
Heat transfer has not been investigated as part of this project. However, if a new
1D model was to be built or if SES was modified, a transient heat transfer model
could be incorporated, for example those proposed in references [89, 90].
OpenFOAM three-dimensional finite-volume method
Chapter 3 evaluated OpenFOAM in two main stages. The first stage aimed at under-
standing how the equations are discretised and solved in OpenFOAM. At the second
stage, the code was verified and validated for the calculation of pressure losses.
This chapter first described the cell-centred FVM discretisation of the incompress-
ible Navier-Stokes for the standard unsteady solver, pisoFOAM. This description also
included a short summary of turbulence modelling using the RANS equations which
includes the formulation of the governing equations, approximating near wall tur-
bulence, and how to adapt the PISO algorithm to include them. Understanding
the formulation of the governing equations and solution methods was essential for
developing defective boundary condition methods, which were originally formulated
as variational principles within a FEM framework, and multi-scale modelling ap-
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proaches within this framework, which require well-posed boundary conditions at
coupling interfaces.
The remainder of the work in Chapter 3 evaluated OpenFOAM for the calculation of
pressure losses in ducts. The test case of a 90◦ mitre bend was used to challenge the
applicability of turbulence models and wall functions. Verification against the com-
mercial code Star-CCM+ and validation tests against reference solutions [16, 51, 53]
for this case provided a set of recommendations for best modelling practice of tun-
nel junctions using CFD. The verification tests found OpenFOAM and Star-CCM+ to
calculate pressure drops within a 10% margin of each other and mostly within a
15% margin of the majority of validation data. Additional geometries were consid-
ered for verification and validation. The case of two adjacent junctions, with the
downstream junction influenced by the flow disturbances of the first, in two differ-
ent configurations challenged the industry standard approach of summing pressure
losses. The pressure loss calculations in this case were found to be within the margin
for error provided with the data [60], however at 30% these error margins were much
higher than the standard 15% error margin used in tunnel ventilation calculations.
Possible causes for discrepancies between CFD and validation data are the use of
wall functions, which are not always suitable for separated flow, and the difficulty
in reproducing the experimental conditions, which are often not described. However
OpenFOAM and Star-CCM+ calculated similar pressure drops in all test cases, and in
the majority of well-documented cases we were able to find solutions within reason-
able error margins.
There are still several issues to be addressed to improve confidence in 3D modelling
for providing accurate pressure losses. The first is that more tests could be carried
out, including those that further challenge the modelling assumptions. This could
be for example on a 90◦ curved elbow, where the separation point is not fixed. The
discrepancy found between the results raises the question about the accuracy of both
CFD simulations and experimental data. If further tests were to be carried out, re-
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liable experimental data must be obtained, where the conditions of the experiment
are better known than they are for the industry standard references [16, 51, 53].
Finally, the industry standard k− ε turbulence model has been used in these calcu-
lations. However the k−ω SST turbulence model is often considered to be a better
turbulence model. Future tests could involve using different turbulence models to
assess which are best suited for separated flows.
The Lagrange multiplier method for imposing de-
fective boundary conditions
Chapter 4 discussed the problem of defective flow-rate boundary conditions, which
arise in multi-dimensional modelling when only a single value of a quantity is avail-
able at a 3D interface which requires pointwise data. The Lagrange multiplier
approach for defective flow-rate boundary conditions [39, 41] was adopted, which
produces a an augmented weak form of the incompressible Navier-Stokes equations.
This method was first implemented in the 2D FEM code nsasm.c [82, 83], which
would act as a test bed for the method. This was a natural intermediate step to-
wards implementing the method in a FVM code, which had not been done before,
since the weak form lends itself naturally to a FEM implementation. The aug-
mented weak form was then modified to achieve a first implementation within the
FVM modelling framework. Converting the weak statement to a FVM discretisation
was not feasible, therefore the Lagrange multiplier source term was interpreted as
a normal stress boundary condition. This allowed flow-rate boundary conditions to
be implemented within the standard OpenFOAM spatial discretisation. The modified
strong form of the governing equations was then considered within the modular so-
lution algorithms proposed in references [39, 41]. Several of these approaches were
implemented within OpenFOAM, and verified against analytic solutions of steady and
unsteady pipe flow, showing an excellent agreement between computed and exact
velocity profiles. This showed that these methods could be used to model laminar
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flow. On the other hand, most of the algorithms were not suitable for incorporating
turbulence modelling.
For the flows under consideration in tunnel ventilation, the flow-rate boundary con-
ditions had to be applicable for turbulent flow, which had not been investigated
in previous work. The formulation of the “exact-splitting” and “inexact-splitting”
methods from [41], that produced good results in laminar validation test cases, was
not consistent for the RANS equations. An alternative method, which is a modified
version of the “Schur complement” method, originally proposed in [39, 41], was im-
plemented in the PISO algorithm. Only the unsteady formulation of the algorithm
was implemented. However a pseudo-transient approach allows the method to be
used to achieve steady solutions. This first implementation of defective boundary
conditions with turbulence modelling was employed in two pseudo-transient simula-
tions, where computed velocity profiles were in very good agreement with reference
data. The first test showed that the approach could reproduce fully-developed tur-
bulent flow in a pipe. The second test case simulated flow over a backward facing
step, which showed the approach to be stable and provide a good solution, even
when the “defective” boundary is positioned in an area of complex flow.
The Lagrange multiplier approach provided a useful method for producing realistic
velocity profiles for a given flow-rate. However defective boundary condition tech-
niques have not been considered for the imposition of turbulence quantities when
using RANS models, which could have an effect on the solution. Satisfactory results
can be found in some cases by imposing profiles of turbulence quantities such as the
turbulent kinetic energy k and the turbulent dissipation ε based on the turbulence
length scale and dissipation rate. However to make this approach more general, it
would be useful to have a defective boundary condition approach that can predict
physically realistic profiles of turbulence quantities.
This project mainly focused on the practical implementation of flow-rate defective
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boundary conditions. The implementation within OpenFOAM was unable to use the
“Schur complement” algorithm [39, 41] to its full potential because a full matrix
for a Navier-Stokes discretisation is not generated within the PISO solution frame-
work. If the “Schur complement” could be implemented in its original form, then
the defective boundary condition simulations and therefore the “hybrid” coupling
simulations would only require a fixed number of iterations. There are a number of
alternative defective boundary conditions that have been developed within the FEM
framework [81]. According to this reference, the control approach is modular and
the most general of all defective boundary condition methods. However, it requires
the solution of an adjoint problem. There is a steady adjoint solver available in
OpenFOAM, therefore the control approach could be considered in future work.
Geometrical multi-scale modelling
The final topic of multi-dimensional modelling for fluid network simulation was in-
vestigated in Chapter 5. This chapter summarises methods that were previously
used for modelling cardiovascular networks [25–27, 91] and in the previous major
work on modelling tunnel ventilation [70]. The applicability of these methods was
evaluated with consideration of their applicability alongside the industry standard
software SES [2]. For the industrial application of multi-scale modelling a “hybrid”
coupling method, adapted from an approach employed in [39], has been proposed.
This approach treats the parts of the network being modelled in 3D as pressure
losses in 1D, which would allow the approach to be implemented with the industry
standard software SES [2]. The “hybrid” coupling has been compared to the “fully
coupled” approach in a verification test case. This case showed the “hybrid” coupling
method to be more robust, requiring no under-relaxation, and fewer multi-scale it-
erations to converge. A particularly useful feature of this coupling approach is that
it allows a tunnel network to be modelled in its entirety. This aids the stability of
computations and makes the method more practical to implement. This is because
the whole network will be modelled in 1D in the “hybrid” coupling, as opposed to
179
having multiple 1D and 3D sections in “fully coupled” approaches. The “hybrid”
coupling was also tested for a simple case of a jet fan blowing air through a station,
where it was found to reduce the CPU time of a full 3D model by 15%. In this case
the coupled approach produced velocity and pressure profiles very similar to those
calculated by the 3D model.
A final example of air driven through a fan plenum above a station has shown the
potential for the proposed coupling strategy to be used for industrial applications.
The coupled approach was compared to a full 3D model and a full 1D model of
the test case for both steady and unsteady scenarios. In both cases a comparison
of the difference in the pressure loss calculations in the full 3D simulation and the
“hybrid” coupling was less than 10%. A slight increase in the pressure drop was ex-
pected as the fan is implemented differently in these two models, which resulted in
a marginally higher inflow velocity in the coupled simulation. The largest difference
between the 1D and 3D simulations came in the unsteady case, where the pressure
losses calculated by the 1D model were up to 40% higher than those in the 3D
model. This could result in an over-prediction of ventilation requirements by using
1D modelling tools alone. In addition to providing improved estimates for pressure
losses, the velocity field from this type of simulation could be used to analyse the
major features of the flow so that the geometry can be optimised to reduce losses.
The coupled approach also required less than 15 of the CPU time required to run
the full 3D simulation for the unsteady case. For a larger network the cost of the
coupled simulation would not change significantly, whereas the 3D simulation could
quickly become prohibitively expensive.
The majority of future work involved in developing the “hybrid” coupling strategy,
is to do with linking it to SES. For the coupling strategies implemented in this thesis
to run alongside SES, ideally OpenFOAM or another CFD package should be able to
communicate with the code so that the exchange of boundary conditions between
the models is direct. Otherwise, the “black box” that carries out the coupling would
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have to retrieve the flow-rates from the data sheets that are the output of SES, and
also to write k−factors evaluated as a part of the coupling into the input files.
An alternative option to modifying SES would be to write a new code. The 1D
network model described in section 2.2 lays the groundwork for this, and it could be
extended to include the important features of SES. Building a new model will allow
greater flexibility for modification and it will also be easier to establish communi-
cation with OpenFOAM, or even run the 1D model as a subroutine from an modified
OpenFOAM solver.
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