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ABSTRACT
Stability Analysis of Metals Capturing Brittle and Ductile Fracture through a
Phase Field Method and Shear Band Localization
Miguel Torre do Vale Arriaga e Cunha
Dynamic fracture of metals is a fascinating multiphysics-multiscale problem that often results
in brittle and/or ductile fracture of structural components. Additionally, under high strain rates
such as impact or blast loads, a failure phenomena known as shear banding may also occur, which
is a common precursor to fracture.
Both fracture and shear banding are instability processes leading to strong discontinuities and
strain localization, respectively. Namely, shear bands are zones of highly localized plastic defor-
mation, while brittle/ductile cracks are material discontinuities due to cleavage and/or void coales-
cence. Furthermore, while fracture events are mostly driven by triaxial tensile loading, shear bands
are driven by shear heating caused by inelastic deformations and high temperature rise.
In this work, fracture is modeled through a phase field formulation coupled to a set of equations
that describe shear bands. While fracture is governed by a strong length scale that propagates at a
fast time scale, shear bands are dominated by a weak length scale and propagate slower. These are
two different failure modes with distinct spatial and temporal scales.
This thesis is aimed at the development of analytical and numerical methods to determine the
onset of both shear band localization and fracture.
The main contribution of this thesis is the formulation of analytical criteria, based on the linear
perturbation method, for the onset of fracture and shear band instabilities.
We first propose a stability framework for shear bands that account for a non-constant Tay-
lor Quinney coefficient. In addition, we apply the linear perturbation method to the phase field
formulation of fracture to study the onset of unstable crack growth.
The derivations lead to an analytical, energy based criterion for the phase field method in linear
elastic and visco-plastic materials. The stability criterion not only recovers the critical stress value
reported in the literature for simple elastic cases but also provides a criterion for visco-plastic
materials with a general degradation function and fracture induced by cold-work.
Finally, we analyze the physical stability of both failure modes and their interaction. The
analysis provides insight into the dominant failure mode and can be used as a criterion for mesh
refinement. Several numerical results with different geometries and a range of strain rate load-
ings demonstrate that the stability criterion predicts well the onset of failure instability in dynamic
fracture applications. For the example problems considered, if a fracture instability precedes shear-
banding, a brittle-like failure mode is observed, while if a shear band instability is initiated signif-
icantly before fracture, a ductile-like failure mode is expected. In any case, fracture instability is
stronger than a shear band instability and if initiated will dominate the response.
Another contribution of this thesis is the development of numerical type stability methods
based on the discretized model which can be employed within any finite element method. In this
approach, a novel methodology to determine the onset of shear band localization is proposed, by
casting the instability analysis as a generalized eigenvalue problem with a particular decomposition
of the element Jacobian matrix. We show that this approach is attractive, as it is applicable to
general rate dependent multidimensional cases and no special simplifying assumptions ought to be
made. Furthermore, this technique is also applied to the fully coupled dynamic fracture problem
and is shown to agree well with the analytical criteria.
Finally, we propose an alternative for identifying the instability point following a generalized
stability analysis concept. In this framework, a stability measure is obtained by computing the in-
stantaneous growth rate of the vector tangent to the solution. Such an approach is more appropriate
for non-orthogonal problems and is easier to generalize to difficult dynamic fracture problems.
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Chapter 1
Introduction
1.1 Dynamic fracture and Shear Bands
1.1.1 Literature review
Metals and alloys subjected to dynamic loads such as impact or blast, may fail due to brittle and/or
ductile fracture, shear banding, or combination of the two depending on factors such as material
properties, loading rate and specimen geometry.
Fracture and shear banding are two different phenomena in solid mechanics with distinct spatial
and temporal scales. Shear bands are zones of highly localized plastic deformation, which in
metals are usually observed in high strain rate loadings, while brittle/ductile cracks are material
discontinuities due to cleavage and/or void coalescence.
Shear bands have also been observed in materials with non-associative flow laws like porous or
granular materials, polymers, rocks and soils [1, 2]. High strain rate loading amplifies strain rate
hardening effects observed in many structural materials, which has a stabilizing effect. In contrast,
thermal softening destabilizes the material as heat produced by inelastic deformation lowers the
material’s flow stress. The reduced flow stress then leads to more intense plastic deformation where
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an instability may occur. The influence of strain hardening, strain rate hardening and thermal soft-
ening produces a complex equilibrium that depends strongly on the loading rate and the material
properties. Hence, thermal softening is well accepted as the main mechanism that leads to shear
band formation[3–8]. However, recent studies suggest that dynamic recrystallization (DRX) may
be another potential mechanism that can trigger shear band failure [9–11], but it is not considered
in the current work.
While shear banding is often the main driver of failure by ductile fracture[12], it is also consid-
ered a failure mode in its own right, since the thermal softening leads to profound and rapid loss
of load carrying capability [3, 13, 14].
Experimentally derived material models for these loading regimes describe plastic flow as be-
ing dependent on temperature, strain rate, and a hardening parameter [7]. While several models are
available for modeling shear bands, most are similar in that increasing temperature (due to plastic
work) has a softening effect which cause plastic flow to occur more readily, while increases in
strain rate and the hardening parameter have a hardening effect. Following the experimental work
of Marchand and Duffy [15], shear bands develop in three stages as shown in Figure 1.1. In Stage
I, before localization, a homogeneous distribution of plastic strain is observed. Stage II begins
when the thermal softening effect dominates the strain and strain rate hardening effects, resulting
in strain softening, and thus mild strain localization. Stage III is marked by severe localization and
rapid softening, a phenomena termed stress collapse, which indicates a sudden and large drop in
the material’s load bearing capability [5].
Since shear bands are typically driven by shear heating, a Taylor-Quinney(TQ) parameter is
typically considered. This coefficient determines the fraction of inelastic work that is converted
to heat and in most studies in the literature has been assumed to be constant with a value of 0.9.
Nonetheless, recent studies indicate that the TQ coefficient is not constant and may depend on
internal variables such as strain rate, plastic strain and temperature, among others. These stud-
2







Figure 1.1: Stages of Shear band deformation. I-homogeneous solution, II-onset of localization,
III-stress collapse.[15]
ies assume that some portion of the plastic work goes into cold work, which is energy stored in
defects within the metal’s lattice [16, 17]. Following these studies we will consider in this thesis
a generic non-constant strain-rate dependent Taylor Quinney coefficient. Note that the functional
non-linearity of the TQ coefficient is an active field of research and proper satisfactory consensus
is yet to be found [16–19].
The interplay between inelastic deformation associated with shear bands and subsequent duc-
tile fracture due to coalescence and growth of voids has been another topic of intense research.
Brittle-ductile failure transition has been observed in the impact of notched plates by [20–22]. It
was found that failure by shear banding occurred above a critical impact velocity, while brittle frac-
ture resulted from lower impact velocities. While this counterintuitive phenomenon is triggered by
strain rate effects, the more well known (reverse) ductile-brittle failure transition occurs due to
decrease in ambient temperature[23]. Furthermore, it is interesting to note that at a transition ve-
locity, both failure modes could be present at the same time and any reliable model should attempt
to capture both modes.
Another important example is the impact and penetration of a metal plate by a projectile. In
this experiment, shear bands have been identified propagating parallel to the impact direction, and
cracks radiate perpendicular to the impact direction [24]. Again, both failure modes are present
at the same time. These failure modes present in dynamic fracture problems involve different
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phenomena with distinct spatial and temporal scales. Hence to model and characterize metals
failure under dynamic loading conditions, it is thus crucial to account for all failure modes, since
exclusion of any one of them neglects important underlying physics.
To this end, recent significant efforts have been made to combine the effects of plasticity and
ductile fracture through the phase-field method [25, 26]. Such a model has been recently proposed
by McAuliffe and Waisman [27, 28], where a unified single set of PDEs is used to capture brittle
and/or ductile fracture and shear bands. In that approach, fracture is modeled with a novel phase
field formulation and is coupled to the set of equations that describe shear bands [3, 13, 29–31], as
illustrated schematically in Figure 1.2.
(a) Experimental Results[24] (b) Phase-field with shear band modeling[27]
Figure 1.2: Projectile penetrating a metal plate showing both fracture and shear localization.
Figure 1.2a shows the experimental results of Nickodemus et al. [24] where the plate is failing due
to shear deformation in the direction parallel to the penetration and cracks nucleate and propagate
perpendicularly to the projectile direction. In Figure 1.2b, an illustration of the unified model
presented in McAuliffe and Waisman [27] is depicted, where the phase field approximation to a
crack is shown.
The phase-field technique is a general methodology that has been extensively used to model
phase transformations in materials, particularly when dealing with problems with moving bound-
aries. These phases can be associated with several distinct physical phenomena, that include so-
lidification [32–34], solid-state phase transformation [35, 36], martensitic transformation [37, 38],
dislocation dynamics [39], grain growth [40, 41], among others. In this work we use the phase-field
formulation within the scope of fracture mechanics, which has been extensively studied [42–54].
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As depicted in figure 1.3, in the phase-field formulation a crack is no longer modeled as a
strong discontinuity in the domain but is instead approximated by a continuous surface density
function[25, 26, 42–46, 48, 49]. The extent of the damage to the material is characterized by
the phase field parameter c, which assumes the value of 1 in the fully fractured phase and 0 in the
undamaged phase, and the width of the diffusive region is determined by the length scale parameter
l0 [44, 55]. This formulation has the so-called property of Γ-convergence in l0, which means that
the results will converge to standard discrete fracture mechanics results when l0→ 0[50, 56]. The
value of l0 is typically set empirically and smaller values require a larger density of elements near
the crack. However, some authors have argued that l0 should be treated instead as a material













Figure 1.3: Schematic depiction of a solid Ω with a discontinuity Γ (crack). In the phase-field
formulation the crack is simulated by the field c where a black color corresponds to a fully damaged
material (c = 1) and a white color corresponds to a fully intact material (c = 0). The l0 parameter
controls the width of the process zone.
One of the most important features that control the behavior of the phase field method, is the
so-called degradation function. This function is used to degrade a chosen component of the elastic
strain energy (e.g. the energy associated with tension) and is typically associated with the current
state of damage (i.e. the phase-field parameter).
The degradation function, denoted by m(c), can be chosen arbitrarily as long as it satisfies the
conditions necessary to observe Gamma convergence [56] and boundedness of the fracture force
[48]. In the bulk of the work done on phase field methods, a quadratic degradation function is typ-
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ically used as it is the only one for which Γ-convergence has been demonstrated [50]. However, in
recent years other degradation functions have been developed [57]. For example a cubic degrada-
tion function has been suggested by Borden [58] and was shown to provide some advantages like
closer resemblance to an elastic-brittle behavior as expected and obtained by traditional methods
and reduction of the mild degradation that occurs away from the crack.
1.1.2 Modeling aspects
Given the short time scales associated with the formation of shear bands, adiabatic conditions have
been commonly used in order to simplify the modeling of the problem. However, this assumption
also leads to mesh-dependent results [30, 59–61]. By considering the effect of thermal diffusion,
an intrinsic length scale is introduced that functions as a localization limiter, and leads to mesh
insensitive results [4, 62, 63]. Other regularization techniques reported in the literature include
strain gradient theories [64–66], which have been used in the context of shear bands in [67–69]
and nonlocal methods[70–72]. Mesh alignment is another form of sensitivity that can be improved
using mesh-free formulations[73, 74] or Isogeometric analysis [75].
The phase-field approach results in a mathematical formulation for a diffused crack that is
closely related to gradient damage mechanics [56, 76, 77], although it has been argued that this
correspondence is somewhat coincidental since the approaches focus on modeling different phe-
nomena [76, 78]. The significant difference between a phase field approach and a discrete crack
approach is in the representation of a crack, continuous versus discrete, and would mostly depend
on the application problem. Nonetheless, continuous representation of cracks has the advantage
that it allows the functional minimization problem to be solved by numerical methods, such as the
Finite Element Method, without the need for any special set of shape-functions or enrichments.
Hence, complex crack patterns such as branching and coalescence can easily be captured with this
approach. Even though this technique has been initially derived to tackle brittle fracture, it has
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also been employed to model brittle, quasi-brittle and ductile fracture combined with plasticity
[27, 45, 79, 80].
In sum, two length scales are present in this model: a strong length scale l0 dominated by
fracture and a weak length scale dominated by shear bands. These length scales regularize the
PDE system and have been shown to provide reliable, mesh insensitive results [81, 82].
1.2 Stability Analysis
In this thesis we formulate stability conditions for a dynamic fracture and shear band localiza-
tion model[27, 28]. Most of the analysis is done using the linear perturbation method but other
techniques are also proposed and studied.
To motivate the stability analysis, consider that in a homogeneous problem (e.g. a bar in tension
without imperfections) the phase-field formulation has two distinct behaviors. Initially, the entire
problem behaves homogeneously with initiation of damage due to the driving term of the phase-
field equation [83]. After a certain critical point, the system loses stability and a non-homogeneous
deformation is possible, eventually leading to fracture. Hence, loss of stability provides important
information and is typically associated with the onset of excessive deformation or damage and
decreased reliability of the results in numerical simulations
In quasi-static simulations stability can be affected by phenomena like bifurcation due to non-
associated flow law [1, 84, 85] and will limit the robustness of the numerical approach, often
requiring more advanced stepping procedures (e.g. the arc-length method [86]) and regularization
techniques to prevent mesh dependency in localization phenomena [4, 61, 67, 87]. In dynamic
problems stability is often associated with the appearance of a non-homogeneous type of solution,
for example in thermo-mechanical shearband localization [3, 88, 89].
Some examples of the importance of stability detection can be found in the work of Rabczuk
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et al. [90] that set strong displacement discontinuities with cohesive surfaces where local instability
is detected. Song et al. [91] introduce additional tangential degrees of freedom at the discontinuity
using phantom nodes. Belytschko et al. [92] inject coarse scale discontinuities based on isolating
the unstable regions at the fine scale into a localization domain. Tabarraei et al. [93] use material
instability based on the perturbation method to inject a phantom node discontinuity on a macro
level model based on the cohesive laws obtained from a microstructural model. Rabczuk and
Samaniego [94] use instability in an adaptive mesh-free method for discontinuous modeling of
shear bands. Finally, Belytschko et al. [95] set strong displacement discontinuities with a cohesive
law where local instability is detected for fracture.
A popular technique for analyzing the stability of a system is the linear perturbation method
which has been applied successfully to shear band problems[3, 13, 14, 63, 96–102].
We note that another popular stability approach that is widely used in the literature is based
on an eigenvalue analysis of the acoustic tensor [103–106]. While the null-space criterion of the
acoustic tensor has been used to study the stability of failure processes in rate independent mate-
rials, it has been suggested in the literature that this approach is not well suited for rate dependent
materials (as in our case) as the equations remain elliptic [107, 108]. Therefore we choose not to
pursue this route and focus on the linear perturbation method.
However, the success of the linear perturbation method comes at a significant analytical cost.
New cases must undergo the laborious process of deriving a stability condition based on the gov-
erning equations and often the extension of these criteria to multi-dimensions is not trivial. Hence,
in this thesis we also propose a method to determine the onset of shear band instability by a spe-
cially formulated local generalized eigenvalue analysis. To this end, the semi-discrete Jacobian is
decomposed from its mixed finite element formulation following the derivation in [81]. Although
similar techniques that compute the eigenvalues of the Jacobian matrix originated from the finite
element discretization have been employed in other fields (e.g. stability of fluid dynamics [109]
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or thermal capillarity instability [110]), this methodology has not been employed to study local
instabilities of shear bands before. It is shown that the local stability criteria based on the pertur-
bation method mentioned above, under the same assumptions, is equivalent to the local eigenvalue
analysis [88].
Like the two techniques used in this thesis and described above, the stability of a system is
traditionally studied from the perspective of the modal spectrum of that system. The underly-
ing reasoning is that whichever mode has the largest growth rate corresponding to an exponential
growth will dominate the solution. However, for non-normal systems (i.e. systems whose eigen-
vectors are non-orthogonal) the short time growth-rate of a solution might not correspond to the
growth rate of the most unstable mode. On the other hand, non-autonomous systems do not have
a constant spectrum because of the time dependency of their operators. Since the problem being
studied is neither normal nor autonomous, a generalized stability analysis is of interest [111, 112].
There are several different concepts that are important for a generalized stability analysis as
shown in Farrell and Ioannou [111, 112]. The study of the growth rate of a perturbation tangent to
the solution is of particular interest since it is computationally cheap and can easily be implemented
on complex multiphysics systems. Additionally, an analysis based on the concept of the Rayleigh
Quotient of an eigenvector is employed and is shown to also produce a good approximation of the
instability point.
Albeit considerably more expensive, the local spectral analysis posses the same implementation
simplicity that the instantaneous growth rate and the Rayleigh Quotient have, i.e. they only require
the knowledge of the tangent stiffness matrix. However, a global modal analysis based on the
eigenvalues of the full system is computationally prohibitive as the problem grows larger. This fact
makes the proposed approach attractive for the study of the global instability behavior since the
computational cost is of the same magnitude of the analytical instability criterion.
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1.3 Goals and Structure
This work is aimed at understanding the stability of shear band and fracture failure modes that
occur in metallic structures at a wide range of strain rates. In our unified dynamic fracture model,
shear band is modeled as a temperature dependent visco-plastic material and fracture is modeled by
a phase field method which accounts for elastic and plastic work. The problem is highly nonlinear
multiscale-multiphysics problem and one of the most fascinating problems in solid mechanics.
Stability analysis provides an instability criterion and sheds light on the physics of these two
instability processes. Stability is analyzed through the linear perturbation analysis of the PDE
system and verified through an eigenvalue analysis of discrete system matrices. Such analysis
provides a rigours mathematical tool and can be implemented within any finite element program.
The thesis is organized as follows.
In Chapter 2 a thermodynamic derivation of the governing equations is presented. A general
case involving a thermo-mechanical visco-plastic problem with phase-field fracture is derived,
upon which restrictions are applied to focus first on individual phenomena of shear bands and
fracture . In addition, this chapter presents a brief review on the linear perturbation technique
In Chapters 3 and 4 we focus on the stability analysis of the shear band problem only. To this
end, the influence of phase-field fracture to the governing equations is removed, leading to a model
where localization is possible through thermal softening. Chapter 3 focuses on the local stability of
shear bands and details the application of the linear perturbation method to a shear band problem
with a non-constant Taylor-Quinney coefficient. In addition, the generalized eigenvalue technique
for local stability is presented and compared to the linear perturbation results. In Chapter 4 the
stability of a global problem is studied through growth rate of a perturbation tangent to the solu-
tion, where the proposed technique recovers the generalized eigenvalue results and the analytical
condition.
Conversely, in Chapters 5, 6 and 7 we focus on the stability of the phase-field fracture model
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only. This is accomplished by removing the thermal effects from the governing equations, leading
to a visco-plastic model with elastic and inelastic driven phase-field fracture.
Chapter 5 studies the stability through the linear perturbation method, where a general degra-
dation function is used and the effect of considering inelastic work in the driving force of the crack
is investigated. Chapter 6 further restricts the problem to an elastic driven phase-field fracture
with a quadratic degradation function. In this model, the linear perturbation technique is used
to estimate the magnitude of the growth-rate of a particular perturbation direction. In Chapter 7,
the behavior of the condition obtained previously is tested for a cubic degradation function and in
multidimensional problems and compared to the eigenvalue technique.
In Chapter 8 the stability analysis of the full coupled shear band localization and phase-field
fracture problem is presented. The linear perturbation method is used once again to rigorously
derive the stability conditions for this problem, showing both failure mechanisms interacting.
Finally, in Chapter 9 the conclusions of this thesis, with a summary of the main contributions
and a description of future work is presented.
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Chapter 2
Mathematical Formulation
2.1 Thermodynamic derivation of the governing equations
In this section the balance and thermodynamic laws that describe the problem are introduced first,
followed by the specification of the free energy function and model assumptions.
These derivations are based on the works of [113] and [27], where the physical processes that
lead to damage (micro-cracks, micro-voids, dislocations, etc.) correspond to a micro-force balance
law. In this thesis we consider a small-strain formulation within elastic and viscoplastic material
models.
2.1.1 Balance Laws
The macro-force balance law that corresponds to a classical balance of momentum at the contin-
uum scale is given by
ρ üi = σi j, j +bi (2.1)
with ρ as the density, ui the displacement field, σi j the stress tensor and bi the body force. A
superimposed dot (ẋ) corresponds to a time derivative.
13
CHAPTER 2. MATHEMATICAL FORMULATION
The physical phenomena that drive the damage evolution is described by the so called micro-
force balance equation [27, 113], given by
ρθcc̈ = Hi,i−K +G (2.2)
where c corresponds to the phase-field parameter, θc corresponds to the micro-inertia, Hi the micro-
traction, K the internal micro-force and G the external micro-force. The phase-field parameter c
ranges from 0 to 1, where the value of 0 corresponds to an uncracked state and the value of 1 to a
fully cracked state.
The micro-inertia term represents the effects of local inertia at the crack tip. The external
micro-force G accounts for external sources of fracture like pressurized cracks, chemical bond
breaking or surface adsorption [114]. The internal micro-force is the main driver of fracture and is
a function of the elastic free energy.
The internal energy balance equation [115], is given by
ρ ė = σi jε̇ei j +σi jε̇
p
i j +Hiċ,i +Kċ+ρR−Qi,i (2.3)
with ε̇ei j and ε̇
p
i j representing the elastic and inelastic parts of the rate of deformation tensor, respec-
tively. Note that an additive decomposition of the total rate of deformation tensor (ε̇i j), has been
employed. The equation states that the total generated energy is the sum of the work of internal
stresses (split into elastic and plastic work), the work of internal micro-forces (K) and micro-
tractions (Hi), which are respectively the conjugate to the phase-field parameter and its gradient,
the heat supply (R) and the heat flux (Qi).












2.1. THERMODYNAMIC DERIVATION OF THE GOVERNING EQUATIONS
where η is the entropy and ψ is the free energy of the system. This equation states that in thermal
equilibrium, entropy production rate cannot be negative.
The Helmholtz free energy per unit mass is given by
ψ = e−T η (2.5)
which in rate-form leads to
ρψ̇ = ρ ė−ρṪ η−ρT η̇ (2.6)
Combining (2.6), (2.4) and (2.3) leads to the inequality
σi jε̇
e
i j +σi jε̇
p




The free energy can in general be expressed as a function of the independent variables (εei j, γ̄
p,
c,i, c, T ), where γ̄ p is the internal variable that describes plastic behavior. Therefore, the rate of



















The equivalent plastic strain γ̄ p, which plays the role of an internal variable, will have its time



















with g representing the plastic strain rate obtained from the flow law and Si j the deviatoric stress
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tensor









Si jSi j (2.12)
Following these relations, the plastic work rate can be expressed as
σi jε̇
p
i j = σ̄ ˙̄γ
p (2.13)



































which corresponds to the full form the Clausius-Duhem inequality for this problem.
2.1.2 Dissipation and Heat Equation
The inequality in Eq. (2.14) must hold for arbitrary thermodynamic processes, which is to say
that ε̇ei j, ˙̄γ












i j ≥ 0 (2.15)





˙̄γ p ≥ 0 (2.16)
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where the quantities with a superscript D are the force-like dissipation terms that come from each
process. SDi j could account for effects like visco-elasticy (damping) and will be assumed zero in
this work. Similarly, HDi and K
D could account for dissipative effects originating from fracture but
will also be taken as zero in this work.
Since SDi j, H
D
i and K
D are all set to zero, we get the following definitions:












Note that one expects fracture to be an irreversible process, but the formulation proposed here
allows for the possibility of crack healing. While this might seem unusual, it has been studied from
the thermodynamic perspective on Griffith cracks [115] and has also been observed experimentally
in glass [117]. With this in mind, one could use the dissipative quantity KD (making sure that
KDċ ≥ 0) to provide a restriction on the healing of the crack [115]. In this work, however, since
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the dissipation term has been neglected (KD = 0), crack healing is prevented by enforcing [49]
ċ≥ 0 (2.23)
The quantity PD corresponds to the dissipation due to plastic work and will eventually be the
driver for shear-band instability due to plastic heating. Since PD is always positive, one must
choose an inelastic constitutive relation that guarantees ˙̄γ p ≥ 0.
Combining the energy equation (2.3) and the rate form of the definition of the Helmholtz free
energy equation (2.6) yields:
ρT η̇ = SDi jε̇
e
i j +P
D ˙̄γ p +HDi ċ,i +K
Dċ+ρR−Qi,i (2.24)




Noting that we previously specified that SDi j, H
D
i and K




= PD ˙̄γ p +ρR−Qi,i (2.26)
At this point we restrict the free energy function by stating that ψ = ψT (T )+ψx(x), where
x is representing all other independent variables of the problem. This means that the free energy
due to temperature is fully decoupled from the remaining variables. Such an assumption, which
is valid for this work, affects the sources of thermal energy and consequently the definition of the
Taylor Quinney coefficient. A more complete formulation for the energy equation can be found in
McAuliffe and Waisman [27].
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At this point we note that heat generated due to plastic work is directly related to PD. In fact,
in this problem, it is used to define the Taylor-Quinney coefficient[118] (i.e. the fraction of plastic














A similar process was used by Rosakis et al. [17] to show that the assumption of a constant
Taylor-Quinney coefficient (TQ) is not necessarily true, which was also observed in experiments
by Macdougall [119]. This was an important motivation for considering a non-constant value for
this parameter later in this work.
Finally, with the definition of the Taylor-Quinney coefficient (TQ) above we get the usual
expression for the energy equation
ρcpṪ =−Qi,i +ρR+χσ̄ ˙̄γ p (2.30)
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2.1.3 Specification of the Helmholtz free energy
For the models considered in this work, the free energy can be additively split as follows
ψ = ψe(εei j,c)+ψ
p(γ̄ p,c)+ψ f (c,c,i)+ψT (T ) (2.31)
where ψe is the elastic free energy which takes into account the damaged free energy, ψ p is the
inelastic free energy that can also be degraded, ψ f is the fracture free energy, and ψT is the thermal
free energy. We assume that the inelastic free energy, so called the stored energy of cold work, is a
function of the internal variable γ̄ p [17]. Note also the consistency between the thermal free energy
with the assumption made in the previous section.
The elastic free energy includes the effect of damage and is given by
ρψ
e =W +[m(c)−1]W+ (2.32)
where W corresponds to the total elastic strain energy, W+ is the component of the elastic strain
energy degraded by damage (both defined later) and m(c) is the degradation function that relates
the phase-field parameter c with the damage in the material.
While the degradation function m(c) is arbitrary, it must satisfy the following properties in
order to observe Gamma convergence [56] and boundedness of the fracture force [48]:
• m(0) = 1: an uncracked/undamaged material exhibits no degradation.
• m(1) = 0: completely cracked/damaged material is fully degraded.
• m′(0) 6= 0: degradation must be initiated at the onset of cracking.
• m′(1)= 0: the fracture internal micro-force must converge to a finite value for a fully cracked
material.
The free energy associated with fracture originates from the phase-field formulation [43, 44,
20
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where Gc corresponds to the fracture energy of the material (i.e. the critical energy release rate
which is a material parameter) and l0 is the process zone parameter, where 2l0 roughly corresponds
to the dimension of the process zone, also known as the characteristic length (See Figure 1.3).
When the parameter l0 → 0, the approximation of the fracture energy by the phase-field method
converges to the fracture energy of a discontinuous crack [120]. A recent study by May et al. [47]
has shown that Γ-convergence is not necessarily verified in numerical approaches.
Remark 1: Note that Gc here has a slightly different meaning than the typical definition by
Irwin and Orowan[121, 122]. Here, Gc only takes into account the energy necessary for the sepa-
ration of the material, i.e. creation of new surface, while the typical definition includes the energy
that is plastically dissipated in the process zone.
Similar to the case of the elastic free energy, we assume that the stored energy of cold work is
degraded by damage [27], taking the form of
ρψ
p = P+[m(c)−1]P+ (2.34)
where P corresponds to the total stored inelastic energy, P+ is the component of the stored in-
elastic energy degraded by damage that contributes to fracture (both are defined later). Generally
speaking, P corresponds to the amount of inelastic energy that does not generate heat and is in-
stead stored in the material. In this formulation, part of the stored energy P+ is used to generate
fracture and therefore is degraded and no longer available as inelastic free energy. Effects like
recrystallization[9, 123] are contained in the energy given by P−P+, which in special circum-
stances can be recovered, for example in Differential Scanning Calorimetry[124].
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Finally, the thermal free energy is given by
ρψ
T =−ρcpT log(T/T 0) (2.35)
2.1.4 Governing Equations
Plugging the equations for the free energy (2.32) and (2.33) in the definitions above yields the
following equation for stress






Also, by plugging (2.32) and (2.33) into (2.21) and (2.22), we obtain the definition of micro-
traction
Hi = Gc2l0c,i (2.37)











Additionally, by applying the multidimensional generalization to Fourier’s Law we obtain
Qi,i =−λT,ii (2.39)
where λ is the conductivity of the material being considered.
To conclude, the governing equations that account for shear bands and fracture, which is mod-
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eled through the phase field method, can be summarized as follows[27].
Momentum: ρ üi = σi j, j +bi (2.40)










ui, j +u j,i
)
− ε pi j (2.42)
Thermal Energy: ρcpṪ = λT,ii +χσ̄g(σ̄ ,T, γ̄ p)+ρR (2.43)









Inelastic Const. Law: ˙̄γ p = g(σ̄ ,T, γ̄ p)≥ 0 (2.45)








g(σ̄ , γ̄ p)
σ̄
Si jdt ′ (2.46)
where t ′ is a dummy integration parameter, t is time and t0 the initial time.
The boundary conditions are
ui = ūi on ∂Ωu (2.47)
n j ·σi j = t̄i on ∂Ωt (2.48)
T = T̄ on ∂ΩT (2.49)
ni ·Qi = q̄ on ∂Ωq (2.50)
ni ·Hi = 0 on ∂Ω (2.51)
where ūi, t̄i, T̄ and q̄ are the prescribed boundary displacement, traction, temperature and heat flux,
respectively. The boundary ∂Ω = ∂Ωu+∂Ωt = ∂ΩT +∂Ωq. At t = t0 the system is considered to
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be unstressed, undamaged and undeformed.
2.1.5 Definition of W and P









where Celasi jkl is the fourth-order elastic constitutive tensor.
The elastic strain energy term that is susceptible to damage (W+) depends on the choice of
elastic strain partitioning of the problem. Examples of different splitting options can be found in

















where λp and µ are the Lame parameters, Eei j the deviatoric strain tensor defined as E
e






kkδi j. The deviatoric component of the elastic strain is therefore given by
Eei jE
e









The Macaulay brackets are represented by 〈·〉 and are defined as
〈x〉=
 0 if x < 0x if x≥ 0 (2.55)
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Also, the derivative of W+ with respect to the elastic strain is given by
∂W+
∂εei j
















(1−χ)σi jε̇ pi jdt (2.57)
where χ is the so called Taylor-Quinney coefficient[118] that gives the fraction of the total plastic
work (σi jε̇
p
i j) that is dissipated into heat, and t0 is the current time.
The definition of P+ depends on the micro-structural mechanisms that are contributing to the
generation of fracture surface. As a simplifying assumption, P+ can be defined as being a constant









where χ f , similarly to Taylor-Quinney, is the fraction of the total plastic work that goes into frac-
ture generation. Naturally the sum χ +χ f must not exceed the value of 1, i.e. χ f ≤ 1−χ .
2.1.6 A note on P+
While brittle fracture of linear elastic materials clearly implies that there is no plasticity contribut-
ing to fracture (P+ = 0), the contribution of P+ to ductile fracture of inelastic materials, is less
obvious. In other words, setting P+ to zero in the phase field method applied to inelastic mate-
rials means that only the elastic energy W+ contributes to fracture but plastic energy may still be
dissipated due to the constitutive law[45].
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Setting P+ = 0 implicitly assumes that the mechanisms that lead to fracture due to plastic
deformation (e.g. dislocation nucleation at the crack tip) are negligible. This means that, even
though the critical energy for crack propagation in a quasi-brittle fracture is larger, most of that
energy corresponds to plastic energy that is dissipated. In this approach the main mechanism
that controls fracture is the yield stress, which is consistent with Gumbsch et al. [125] where it
was shown that dislocation mobility is the dominant mechanism for brittle-ductile transition in
Tungsten alloys. This has also been observed by Rice [126] in what he calls brittle-like fracture in
ductile materials.
However, this means that the only way to nucleate a crack after yielding is through strain
hardening, and consequently, a material that yields without hardening (perfect plasticity) will never
fracture, regardless of how much it is deformed[126, 127]. Therefore, there must be some non-
negligible contribution of the plastic work to fracture[126]. In addition, it is also expected that
a region with higher concentration of plastic deformation will be more susceptible to fracture
nucleation.
To this end, there have been several attempts to account for plastic work in fracture modeling.
For example Ambati et al. [79] proposed to incorporate the contribution of plasticity through a
special degradation function for modeling ductile fracture. In our work these issues are tackled
through a non-zero P+. By incorporating a portion of the inelastic free energy in the source term
of the phase-field evolution equation, the energy that contributes to fracture is bound to grow by
either elastic or plastic deformation, and a region that underwent plastic deformation becomes
more susceptible to fracture.
Increased susceptibility to fracture due to plastic deformation might seem counter-intuitive
considering that distributed plasticity causes increased plastic dissipation and delays the fracturing
of the material. Nonetheless, while distributed plasticity is accounted for in our model by a con-
tinuum treatment [126], the purpose of P+ is to tackle local ductile effects. This means that even
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though plasticity will strongly decrease the susceptibility to fracture, that effect will not be felt at
the level of the critical energy for crack propagation.
In our formulations, while void growth is not explicitly modeled, a portion of the plastic work
(χ f ) is used to define the plastic work that contributes to fracture. This is a crude approximation
of the void-growth mechanism which can be more accurately captured by the Gurson-Tvergaard-
Needleman (GTN) model[128, 129].
2.2 Stability Analysis
In this section we briefly review the linear perturbation method which is used in this work to
analyze the stability of the dynamic fracture and shear banding model.
Consider a general scalar-valued function f (x), expanded in its Taylor Series around some
value x0. By taking only the first order term one can linearize the function and express it as the
sum of the current local value of the function f0 and a perturbation δ f
f (x) = f0 +δ f (2.59)
where









In general we will assume that the perturbation of the independent variables (u, c, T , σ and γ̄ p)
here represented as x are periodic functions of time (t) and space (y), that is
δx = δ x̂ eωt+iky (2.61)
where the wave number k gives the spacial distribution of the perturbation and ω its corresponding
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growth-rate. The variable i corresponds to the imaginary unit
√
−1.
The behavior of a small perturbation can then be analyzed by plugging equation 2.59 for each
field in the set of PDEs that describe the governing equations and then solve the new system for ω
and k.
Strictly imaginary values of the growth-rate of the perturbation ω correspond to a pure oscilla-
tory solution without growth or decay, whereas strictly real values of ω correspond to a monotonic
solution, which can be asymptotically stable (Re[ω]< 0) or unstable (Re[ω]> 0). A combination
of both is also possible, corresponding to an oscillatory mode, which can be stable or unstable
depending on whether the real part is negative or positive, respectively [130, 131].
It is worth nothing that the basic assumption of this procedure is that the relative inhomo-
geneity δx/x0 will quickly increase until the non-homogeneous perturbation δx overshadows the
homogeneous equilibrium solution x0. However, if the rate of change of the homogeneous flow
ẋ0 is large enough, the growth of δx might not be sufficiently fast and the relative inhomogeneity
δx/x0 might decrease. According to Fressengeas and Molinari [13], this justifies why instability
and localization do not necessarily coincide. Nevertheless, instability is a necessary condition for
localization and will usually be a very strong sign that localization is about to occur.
In the following chapters the linear perturbation method here presented will be applied to the
governing equations, which produces a characteristic equation in ω and k. By analyzing that
characteristic equation and determining what are the conditions necessary for a positive root (ω)
to exist will lead to the stability criteria that determine the instability of the problem.
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Local Stability of Shear Bands
Published in: Arriaga, M., McAuliffe, C., Waisman, H., 2015. Onset of shear band localization by a
local generalized eigenvalue analysis. Computer Methods in Applied Mechanics and Engineering
289, 179–208.[88]
3.1 Summary
Determining the onset of shear band localization is a difficult task and past work reported in the
literature attempt to detect this instability by computing the eigenvalues of the acoustic tensor or
by studying the linear stability of the perturbed governing equations. However, both methods have
their limitations and are not suited for general rate dependent materials in multidimensions.
In this chapter we focus of the Shear Band problem only and we propose a novel approach to
determine the onset of shear band localization and alleviate the limitations of the above mentioned
methods.
Owing to the implicit mixed finite elements discretization employed in this work, we propose to
cast the instability analysis as a generalized eigenvalue problem by employing a particular decom-
position of the element Jacobian matrix. We show that this approach is attractive, as it is applicable
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to general rate dependent multidimensional cases where no special simplifying assumptions ought
to be made.
To verify the accuracy of the proposed eigenvalue analysis, we first extend an analytical cri-
terion by applying linear perturbation techniques to the continuous PDE model, considering an
elastoplastic material with thermal diffusion and a non-linear Taylor-Quinney coefficient. While
this extension is novel on its own, it requires strenuous derivations and is not easily extended to
general multidimension applications. Hence, herein it is only used for verification purposes in 1D.
Numerical results on one-dimensional problems show that the eigenvalue analysis exactly re-
covers the instability point predicted by the analytical criterion with non-linear Taylor Quinney co-
efficient. In addition, the proposed generalized eigenvalue analysis is applied on two-dimensional
problems where propagation of the instability can be easily determined.
3.1.1 Problem Statement
We first restrict the governing equations in (2.40)-(2.45) to the Shear Band Problem. To do so we
eliminate the influence of the phase-field equation, we convert the elastic constitutive law to its rate
form and we use a velocity based formulation to obtain a first order autonomous system.
The equations describing conservation of momentum and energy, as well as the elastic and
inelastic constitutive relations and boundary conditions can be written as a set of coupled PDE’s,
and include the following. The Momentum Equation, which includes inertial effects but ignores
body forces, is given by
ρü = ∇ ·σ (3.1)
Here the displacement field is u, the time is t, the stress tensor σ and the material density ρ . A
super imposed dot corresponds to a time derivative. The Elastic Constitutive Relation, in total
form, is
σ = Celas : (ε− ε p) (3.2)
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Where Celas is the fourth-order elastic constitutive tensor, and the strain tensor has been additively







= εe + ε p (3.3)
with εe and ε p as the elastic and inelastic parts of the strain, respectively. The energy equation,
which accounts for diffusion as well as heat production in proportion to the plastic work, σ : Dp
[118], where Dp = ε̇ p is the rate of deformation, is written as
ρcpṪ = λ∇2T +χ(γ̄ p, ˙̄γ p,T, ...)σ : Dp (3.4)
where T is the temperature, and λ , cp, and χ are the conductivity, specific heat and Taylor-Quinney
coefficient, respectively. In this paper we assume a non constant form for χ which depends only
on the plastic strain rate, such that
χ( ˙̄γ p) = χ∗η( ˙̄γ p) (3.5)
where χ∗= 0.9 is the reference constant Taylor-Quinney coefficient and η( ˙̄γ p) represents a general
non-linear function that scales the reference coefficient.
This particular choice of the Taylor-Quinney function allows for a generalization of the stability
analysis in the following section to a non-constant Taylor-Quinney coefficient. Note, however, that
this formulation is still a significant simplification of the complex physics in such processes.





Dp : Dp (3.6)
J2 plasticity is employed so that the inelastic part of the rate of deformation tensor is defined
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where the deviatoric stress tensor S is
S = σ − 1
3
tr(σ)I (3.8)





S : S (3.9)
The inelastic constitutive relation, given in terms of the effective stress, may be written as
σ̄ = P(T )Q(γ̄ p)R( ˙̄γ p) (3.10)
where γ̄ p is the equivalent plastic strain, which serves as a strain hardening parameter and the
functions P(T ), Q(γ̄ p) and R( ˙̄γ p) depend on specific material models. The analysis presented
henceforth will be general for any flow law that can be decomposed as in (3.10) [133]. An example
of a flow law that respects these conditions is the Johnson-Cook material model [134], hereafter
used for the numerical results of this paper.
The four equations (3.1), (3.2), (3.4), (3.10) along with the definition of the flow law describe
the evolution of the four unknown fields of displacement, stress, temperature and plastic strain.
Lastly, the boundary conditions are
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u = ū on Γu (3.11)
T = T̄ on ΓT (3.12)
n ·σ = t̄ on Γt (3.13)
n ·q = q̄ on Γq (3.14)
Where t̄ and q̄ are the prescribed traction and flux, respectively. This model considers small strains,
and additionally neglects thermal strains and the thermoelastic contribution to the system energy.
The effects of voids and micro-cracking that exist in shear bands [12] are also not modeled in this
study.
3.2 Linear perturbation analysis of the 1D shear band problem
In this section, a linear perturbation analysis is conducted to predict the onset of shear band insta-
bility. This type of analysis is common in the literature and has, for example, been carried out by
Bai [3] under rigid plasticity assumptions, and by Ling and Belytschko [14] under adiabatic con-
ditions. Herein a generalization and extension of the linear perturbation analysis is done to include
elasto-plastic materials with thermal diffusion and a non-linear Taylor-Quinney coefficient.
Consider a 1D shear band model assuming a narrow strip of material in simple shear. In this
case only shear components are modeled and hence all derivatives with respect to x and z are equal
to zero. By restricting the governing equations to 1D, a new set of equations is obtained. The







where τ is the shear stress and y is the spacial dimension considered. The elastic constitutive
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relation is given by
τ = G(γ− γ p) (3.16)
with G representing the shear modulus, γ = ∂u
∂y the shear strain and γ
p the plastic shear strain. The




+χ(γ̇ p)τγ̇ p (3.17)
where γ̇ p is the rate of change of the plastic shear strain and the non-linear constitutive relation is
given by
τ = P(T )Q(γ p)R(γ̇ p) (3.18)
here expressed as a function of the simple shear quantities τ , γ p and γ̇ p.
The perturbation method is applied to the governing equations resulting in the fourth-order
characteristic equation R(ω) presented in 3.19. The reader may refer to A.1 for the full derivation
of the characteristic equation.
R(ω) = a4ω4 +a3ω3 +a2ω2 +a1ω +a0 = 0 (3.19)
where
a0 = k4λQ0
a1 = k2(k2λR0 + cpQ0ρ−χ∗P0τ∗0 )
a2 = ρ
[
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with the non-linear TQ coefficient terms are given by
χ0 = χ
∗














































We note that P0 ≥ 0 corresponds to thermal softening, Q0 ≥ 0 corresponds to strain hardening
and R0 ≥ 0 corresponds to strain-rate hardening.




0 = τ0 and χ
∗ = χ . In this case
it is interesting to note that, if rigid-plasticity is assumed by taking G→ ∞, then (3.19) is reduced
to the same characteristic equation as in Bai [3]. On the other hand, if an adiabatic condition is
assumed by taking λ = 0, then (3.19) is reduced to the same characteristic equation as in Ling
and Belytschko [14] (with the appropriate scaling to account for the restriction of J2 plasticity to
1D), with the exception of the term that depends on γ̇ p∗0 in a2 which stems from the perturbation
of the stress field in the energy equation and was included in our formulation (and also in Bai [3]).
Hence, the formulation in this section generalizes previous work and expands the scope of stability
analysis to include a non-linear Taylor-Quinney coefficient.
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Thus, the characteristic equation (3.19) can be rewritten with non-dimensional terms as follows














ω̃3 +ADω̃4 = 0
(3.25)
















To proceed with the stability analysis, one has to determine the wave number k̃. To this end, two
extreme cases of k̃→ 0 and k̃→ ∞ are considered first, which represent very long and very short
wave-lengths, respectively. We also consider the general case for which 0 < k̃ < ∞. Here, a value
of k̃ which maximizes the roots of the characteristic equation is considered, since the maximum
root will be the first to become positive.
Case k̃→ 0
For very long wave-lengths the characteristic equation reduces to:
R̃(ω̃) =C+(1−BD) ω̃ +ADω̃2 = 0 (3.27)
By applying Routh-Hurwitz methods [135, 136], the roots of the characteristic equation will
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Considering that χ∗ ∼ 1 and for typical metals ρc ∼ 106 PaK−1 and P0 ∼ 106 PaK−1, a value
of shear stress larger than the shear modulus would be necessary for instability to occur with very
long wave-lengths. However, this is not likely to happen in practice, since metals typically have
a shear modulus G a few orders of magnitude higher than the yield stress. Therefore, the current
stress τ∗0 will also be smaller than G preventing the instability of this mode.
Case k̃→ ∞
For very short wave-lengths, the characteristic equation will only have one finite root given by
ω̃ = − 1A , and since this root is always negative, this case is always stable. This instability mode
is controlled by thermal diffusion, since it generates the fourth-order terms on k̃, giving the finite
root presented before. Moreover, in a short wave-lengths scenario, thermal diffusion will strongly
dissipate heat, limiting any softening that originates from temperature rise.
If, however, thermal diffusion is set to zero, then the order of the k̃2 terms in the characteristic
equation is reduced and a new condition for stability, B > 1, is obtained. This result is consistent
with results presented for adiabatic conditions[14] where short wave-length perturbations are no
longer stabilized by thermal diffusion and instability is feasible.
Case 0 < k̃ < ∞
Under general conditions, one can observe that the characteristic equation in (3.25) may have a
positive real root since, following to Routh-Hurwitz methods, the coefficient of the ω̃ term might
become negative. Since the solution is stable for extreme values of k̃, which implies negative
values for the roots, it is expected that there will be an intermediate value of k̃ that maximizes the
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root with maximum real part which will produce the first instability point.
The value of k̃ will be obtained using the same methodology as in the literature[3, 63, 97],





which by plugging back into the characteristic equation (3.25) gives
4(1+Aω̃){C+ ω̃[1+D(Aω̃−B)]}= [1−B+ ω̃(1+A+ADω̃)]2 (3.30)
Considering that D∼ 10−2 1 then (3.30) is reduced to
4(1+Aω̃)(C+ ω̃) = [1−B+ ω̃(1+A)]2 (3.31)
which is the same equation as the one obtained by Bai [3]. There it was shown that for a solution
ω̃ > 0 to exist, and assuming a value of C∼ 10−10γ̇ p0  1 (valid in practical applications to metals),
the following criterion for instability is obtained
B > 1 (3.32)
The physical meaning of this criterion is beyond the scope of this paper and is amply discussed
in the literature. We refer the reader to Bai [3] for further information. Notice that in the present
paper B is different than in Bai’s work, although it reduces to the same parameter for a constant
Taylor Quinney coefficient. This condition was also obtained by Ling and Belytschko [14] for
an adiabatic elasto-plastic case, with constant Taylor-Quinney and considering the scaling for 1D
restriction of J2 plasticity.
To summarize, regardless of whether rigid-plasticity or adiabatic simplifications are used, the
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condition in (3.32) provides a good approximation of the instability point. Also, the parameter C
provided the characteristic equation with its rate dependency, which means that in regular metals
the rate-sensitivity will not strongly influence the instability point.
3.3 Proposed approach: Lyapunov stability of the discretized
problem
In this section, the stability of the system is analyzed by the indirect method of Lyapunov[131].
The aim is to determine the onset of shear band localization directly by a generalized eigenvalue
analysis, applied to a decomposed variant of the element Jacobian matrix. The eigenvalue criterion
is then compared with the analytical criterion obtained in section 3.2. It is shown that a direct
eigenvalue approach circumvents the laborious process of deriving an analytical type criterion and
no special restrictions/assumptions are required.
Firstly, consider the system of equations expressed in its autonomous form as
L (ẋ) = F(x) (3.33)
where x represents all non-constant variables of the problem, L represents a linear operator and
F(x) is a non-linear function of x.
The variables x can be expressed as a sum of the equilibrium solution with a perturbation δx
as:
x = x0 +δx (3.34)
Linearizing F(x) by a Taylor Series Expansion around x0 and considering only the first order term
gives
F(x) = F(x0)+F ′(x0)δx (3.35)
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Thus, (3.33) can be written as
L (ẋ0 +δ ẋ) = F(x0)+F ′(x0)δx (3.36)
Since x0 is a solution point, L (ẋ0) = F(x0), which means that
L (δ ẋ) = K ·δx (3.37)
where K = F ′(x0) is the linearized Jacobian matrix of F(x) at x0. In our model, this matrix will
be obtained from mixed finite element formulations, described later in this section. This process
centers the stability analysis problem on the equilibrium point such that it becomes the origin,
permitting the use of a Lyapunov indirect stability analysis[131]. Representing the operator L (·)
by a matrix M and considering a linear perturbation of the form
δx = x̂eωt (3.38)
where ω ∈ C is an eigenvalue and x̂ its corresponding eigenvector representing the mode shape of
the perturbation, gives the following generalized eigenvalue problem
Kδx = ωMδx (3.39)
Here M is the mass matrix and K = KL +G represents the sum of the stiffness matrices asso-
ciated with linear material behavior such as elasticity and thermal diffusion (KL) and the tangent
stiffness matrices associated with material non-linear behavior (G).
This method of stability analysis was proposed by Lyapunov[137] and has been referred to as
the first method of Lyapunov or the indirect method of Lyapunov[131, 138].
Note that the indirect method of Lyapunov is equivalent to the linear perturbation method if the
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system of equations were merely ODEs. However, since the shear band is described by a system of
PDEs, they also involve spacial derivatives in addition to time derivatives. If a wave-number were
to be used to approximate these spacial derivatives, then both methodologies would generate the
same characteristic equation. However, the focus of this work is to use the finite element method
for the stability analysis. This means that the resulting wavelengths thus modeled will directly
depend on the discretization and the shape functions chosen.
Similar to the linear perturbation method presented in section 3.2, the discrete Lyapunov sta-
bility analysis will produce a characteristic equation on the rate of growth of the perturbation, for
which the roots will provide the stability of the system. However, unlike the linear perturbation
method, the wave length is not solved for but is incorporated in the eigenvectors of the problem.
The following subsection describes the mixed finite element formulation for implementing the
shear band problem and the setup of the generalized eigenvalue analysis. A stability condition is
then derived directly from the eigenvalue problem and compared with the criterion obtained with
the linear perturbation method.
3.3.1 Finite Element formulation
In this section, the governing equations for the shear band problem will be discretized using a
mixed finite element formulation. This discretization will be used to set up the generalized eigen-
value problem for the stability analysis. Following Lyapunov stability analysis described earlier,
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the system of equations (3.15)-(3.18) are first reformulated in the following autonomous form
ρ v̇ = ∇ ·σ (3.40)










ρcpṪ = λ∇2T +χ∗η(g)σ̄g(σ̄ ,T, γ̄ p) (3.42)
˙̄γ p = g(σ̄ ,T, γ̄ p) (3.43)
with the rate of deformation tensor given by the symmetric part of the velocity gradient or can









To obtain the weak form in mixed formulation, each equation is pre-multiplied by an appro-
priate shape function wv, wσ , wT and wγ̄ p for the momentum equation, the elastic constitutive
equation, the energy equation and the inelastic constitutive equation, respectively. Then, integrat-
ing over the domain and applying the divergence theorem where appropriate, the weak form of the
residual equations is obtained.










wvσ ·n dΓ (3.45)
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wT λ∇T ·n dΓ (3.47)




wγ̄ p ˙̄γ p dΩ−
∫
Ω
wγ̄ pg dΩ (3.48)
These equations can be grouped into a residual vector r and a solution vector x with displace-
















The coupled nonlinear problem can then be stated
r(x, ẋ,uibv) = 0 (3.50)
where uibv represents the initial and the boundary conditions, which for simplicity of notation will
be dropped henceforth. To solve (3.50), the Newton method is applied, assuming a Taylor series
expansion around x0 and ẋ0, such that







where dδx(·) and dδ ẋ(·) represent the Gâteaux differentials in the δx and δ ẋ directions, respec-
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tively, which are defined as




dδ ẋr(x, ẋ) = ddε r(x, ẋ+ εδ ẋ)
∣∣∣∣
ε=0
= M ·δ ẋ
(3.52)
Considering that r(x, ẋ) = 0, gives
−r(x0, ẋ0) = M ·δ ẋ−K ·δx (3.53)
It is interesting to note that (3.53) represents both the equation for instability analysis by the
Indirect method of Lyapunov and the equations for Newton’s method for solving the nonlinear
problem with an implicit scheme. To emphasize this point, note that if the initial point (x0, ẋ0) is a
solution, then its residual will vanish and (3.53) will translate into the Lyapunov stability equation
in (3.39). On the other hand, if the residual doesn’t vanish, then a typical formulation for Newton
iterations is obtained.
Jδx =−r (3.54)
where J corresponds to the Jacobian matrix (often called Tangent Stiffness matrix) and is computed
by applying the Gâteaux derivative to the appropriate residual. Depending on the time discretiza-
tion chosen, the Jacobian matrix can be expressed as a linear combination of the matrices M and
K. If the process is assumed to be quasi-static, the Mass matrix M will simply become zero.





where ∆t is the time step used to advance the solution. Note that the time integration scheme will
affect the Jacobian matrix used to obtain a solution at a particular time step but not the matrices M
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and K used for the stability analysis. This happens because M and K are taken after a converged
solution at a given time is reached and are therefore independent from the integration scheme.
The block structure of the matrix M is given by
M =

Mv 0 0 0
0 Mσ 0 0
0 0 MT 0
0 0 0 Mγ̄ p

(3.56)
and the matrix K by
K =

0 KLvσ 0 0
KLσv KLσσ GσT Gσγ̄ p
0 GT σ KLT T +GT T GT γ̄ p
0 Gγ̄ pσ Gγ̄ pT Gγ̄ pγ̄ p

(3.57)
Here M is the mass matrix and K = KL +G represents the sum of the stiffness matrices asso-
ciated with linear material behavior such as elasticity and thermal diffusion (KL) and the tangent
stiffness matrices associated with material non-linear behavior (G).
The inner blocks in M and K are presented in A.2. The subscripts on each block indicate the
fields which are coupled, thus the pair (i, j) represents the variation in the j direction of the residual
associated with field i.
3.3.2 Application to a 1D example
To illustrate and compare the discrete Lyapunov stability analysis with the linear perturbation
method, we show a stability analysis on a 1D discrete example. Similar to the analysis presented
in section 3.2, the 1D problem is expressed in simple shear quantities τ and γ .
Accounting for the well known Babuska-Brezzi condition [139–141] in mixed finite element
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formulations, the shape functions for each field must be chosen with care. To this end, we choose
C0 shape functions for velocity and temperature fields and piecewise continuous functions for the
stress and equivalent plastic strain fields. This results in an element with 6 degrees of freedom (v1,
v2, τ , T1, T2 and γ̄ p), as depicted in Figure 3.1.
v1 ; T1 v2 ; T2
γ̄ p ; τ
Figure 3.1: Representation of 1D element degrees of freedom. Squares represent nodes with the
corresponding active fields.

























































































































where h is the element size and τ̄ is the effective shear stress. For simplicity, the non-linear fields
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For analysis of the characteristic equation it is assumed that τ
τ̄
= 1, which corresponds to positive
stresses. Considering





































Since the chosen element has six degrees of freedom, the final non-dimensional characteristic
equation, R̃h(ω̃), obtained from (3.39) should also be of order six, that is
R̃h(ω̃) = a0 +a1ω̃ +a2ω̃2 +a3ω̃3 +a4ω̃4 +a5ω̃5 +a6ω̃6 = 0 (3.65)
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where
a0 = a1 = 0
a2 = αβγ
a3 = (α +β )γ +αC
a4 = γ +α(1+βδ )+C
a5 = 1+(α +β )δ
a6 = δ
(3.66)






























It is immediately noticeable that there are two null roots of the characteristic equation. As
expected, the first zero eigenvalue is associated with a rigid body motion, which has an eigenvector
given by φ 1 = [1,1,0,0,0,0]
T .




T is associated with the second null eigenvalue.
This eigenvector shows a change in temperature that is proportional to the change in plastic strain.
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The constant of proportionality is the relation between the softening of the stress due to a tempera-
ture change (P0) and the change in stress due to strain hardening (Q0). This eigenvalue corresponds
to a situation where thermal softening and strain-hardening are perfectly balanced, producing a
zero energy mode. Note, however, that this only happens due to the linearization considered, since
the eigenvector will change with the solution.
It is worth mentioning that there is yet another eigenvalue that is simple to obtain, for which
the eigenvector corresponds to a pure temperature gradient given by φ 3 = [0,0,0,−1,1,0]T . The





where λcpQ0 is the non-dimensional time. This eigenvalue will become positive (and therefore
correspond to an instability mode) when the source parameter B overcomes the thermal diffusion
and rate hardening represented by AK2, which is











This mode will generally not dominate the instability unless this element is used with adiabatic
conditions (i.e. λ = 0), in which case it will become unstable as soon as there is a non-zero source
term. For this reason, in the adiabatic case, it is necessary to remove the pure-gradient mode from
the solution space when performing the eigenvalue analysis numerically.
Applying the Routh-Hurwitz analysis on (3.65) we conclude that for instability to occur it is
necessary that either α < 0 and/or β < 0. The condition of α < 0 has already been discussed and
is associated with a temperature gradient instability. The condition of β < 0 corresponds to
B > 1 (3.71)
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and is exactly the same condition derived from the perturbation analysis on the strong-form equa-
tions in the previous section, Eq. (3.32). This result shows the equivalence between the two
approaches and is verified numerically in the next section.
3.4 Numerical Results
The first set of results is used to validate the generalized eigenvalue analysis by comparison with
the analytical criterion on a one dimensional problem, considering different strain rates and a
varying Taylor-Quinney coefficient. It is shown that the two methods exactly match in identifying
the instability point.
The second set of results is used to investigate the performance of the numerical eigenvalue
criterion on more complicated two dimensional problems.
Anand et al. [96] developed an analytical criterion for 2D considering adiabaticity and rigid
plasticity assumptions. In their result, the wave-length and direction did not affect the stability
condition, which led to the same instability criterion as the one presented here for 1D. Ling and
Belytschko [14] also obtained this instability criterion for an adiabatic case but without the rigid-
plasticity assumption. However, while the time-scale of the problem is very small, the thermal
gradients are high enough for the diffusion term to have a magnitude of the same order as the
source term in the vicinity of the shear band [81]. Therefore, it is of physical interest to conduct a
stability analysis with the effects of diffusion included. This provides a motivation for attempting
to compare the adiabatic analytical criterion with a criterion that includes thermal diffusion.
Note however that a generalization of the analytical criterion to include thermal diffusion in
multi-dimensions will prove a significant challenge. This happens not only due to the existence
of a new parameter (thermal conductivity) that influences stability, but especially because the in-
troduction of the Laplacian on temperature will increase the order of the characteristic equation
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and make the stability depend on the wave-length. Conversely, applying the eigenvalue methodol-
ogy is straight forward and avoids any simplifying assumptions like adiabaticity or rigid-plasticity.
Therefore, the adiabatic analytical criterion will be compared with the general eigenvalue criterion.
We therefore consider a couple of examples in 2D: (i) a benchmark example, where a square
plate is stretched by uniaxial loading and a shear band develops in a 45 degree angle, and (ii) a
notched plate problem (similar to the Kalthoff problem [142]), where an impact load is applied on
a notched plate.
The mixed finite element formulation is implemented in FEAP [143]. PETSc [144] is used to
solve the nonlinear system of equations and LAPACK [145] is used for the eigenvalue problem.
The stability condition given by (3.72) will henceforth be referred to as the “Analytical” crite-
rion and the condition in (3.73) will be referred to as the “Eigenvalue” criterion.
The equations were non-dimensionalized to safeguard against spurious numerical errors in the
eigenvalue computation.
3.4.1 Example in a 1D rod
Problem description
In this section a 1D steel rod is considered. The 1D formulation used is an idealized version of
the Torsional Kolsky Bar experiment [146–149], which is commonly used to study a pure shear
deformation without necking effects [5, 150]. It is shown numerically that the stability condition
from the linear perturbation method agrees well with the eigenvalue analysis. The simulations are
carried out for different strain rates with constant and varying Taylor-Quinney coefficients. The
instability point defined in (3.32) and restated here as
1−B < 0 (3.72)
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coincides with the eigenvalue criterion when
max(Re[ω])> 0 (3.73)
where ω is the set of eigenvalues obtained from a generalized eigenvalue analysis and presented in
(3.39).
Mesh description and material model
The rod used for computing the 1D results is discretized with varying element size to capture the
shear band localization.
Considering symmetry, the relative position of the elements (p) from the center to one edge
(half-rod) can be defined by the following function
p(x̄) =
 S0x̄ for x̄≤ βS0x̄+(1−S0)( x̄−β1−β )P for x̄ > β (3.74)
where x̄ the relative node number, P is the exponent used for varying the element size, β is the
percentage of nodes concentrated at the center of the rod with constant element size and S0 is the





where L and N are respectively the length and the number of nodes of the half-rod and de defines
the constant element size in the center of the rod.
In the following sections, the results are presented for N = 201, β = 0.25, P = 5, deL = 4×10
−4
and L = 0.5× 10−3m. All values refer to the half-rod, which means that the final length will be
10−3m. The total number of nodes will be 401 since the central node is repeated. Figure 3.2a
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shows the relative position of the nodes in the half-rod as a function of the relative node number
and figure 3.2b shows the relative element size also as a function of the relative node number.

















(a) Position of nodes



















Figure 3.2: Representation of a 1D right half-rod. The black dot marks β
The material considered for the 1D problem is a 4340 Steel with a Johnson-Cook constitutive




















Table 3.1: Material properties for 4340 Steel
Property Name Symbol Value Unit
Mass density ρ 7830 kg/m3
Specific heat cp 477 J/kgK
Thermal conductivity λ 38 W/mK
Young’s modulus E 200 GPa
Poisson’s ratio µ 0.29 -
Shear modulus G 77.5 GPa
Taylor-Quinney coefficient χ 0.9 -
The non-linearity of the Taylor-Quinney coefficient was set as proposed by Vural et al. [19]
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Table 3.2: Johnson-Cook parameters for 4340 Steel
Property Name Symbol Value Unit
Yield shear stress As 457.3 MPa
Shear stress hardening parameter Bs 294.4 MPa
Strain hardening parameter N 0.26 -
Reference Temperature T0 298 K
Melting Temperature Tm 1793 K
Thermal softening exponent m 1.03 -
Strain-rate hardening parameter c 0.014 -
Reference strain-rate γ̇ pr 1.0 1/s














Here SA is a scaling factor that describes the range of transition between the isothermal and the
adiabatic cases and γ̇ pA is the critical strain rate at which the contributions of heat generation and of
heat loss are comparable (see Vural et al. [19] for more details). The following results are presented
for SA = 0.6 and γ̇
p
A = 27 s
−1. Note that, given that the current FEM formulation already includes
thermal diffusion, the use of this law will not produce physically meaningful results. However, the
strong non-linearity of this scaling factor will allow for a good benchmark problem between the
analytical and the eigenvalue criteria.
An hyperbolic secant type of imperfection was considered at the center of the rod which will







where αred is the reduction of the material parameters in percentage at the center of the imperfec-
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with x0 representing the center of the imperfection and r0 its radius. For the problem studied
αred = 0.01, r0 = 10µm and x0 = L/2 = 500µm.
The analysis is performed on a range of nominal strain rates between 101s−1 and 105s−1.
Figure 3.3 shows the stress-strain behavior for different strain-rates with both constant and non-
linear Taylor-Quinney coefficient. Considering the case of constant Taylor-Quinney coefficient
represented by solid lines, it is shown that (for the range of strain-rates considered) a higher value
of strain-rate implies a larger value of yield stress and an earlier collapse in terms of nominal
strain. Note however, that the peak stress has little variation which will be shown to influence the
instability point. By introducing Vural’s [19] varying Taylor-Quinney coefficient model, the peak
stress is delayed. On the other hand, as expected, large values of strain-rate show no difference
between the cases of constant and non-linear Taylor-Quinney.
Discussion of results
Figure 3.4 shows the computation of both the analytical (Eq. 3.72) and the eigenvalue (Eq. 3.73)
stability criteria for the central point of the 1D rod. The study is carried out at four different nom-
inal strain rates, considering a non-constant Taylor-Quinney coefficient. The gray line represents
the stress at the center of the rod and the black and blue lines correspond to the analytical and
eigenvalue criteria, respectively. It can be observed that the two stability criteria coincide and give
identical results.
Figure 3.5 shows the nominal strain for the instability points and peak stress as a function of
strain-rate. It is interesting to observe that the instability point obtained with a non-constant Taylor-
Quinney model gives similar trend as the maximum stress criteria. As expected, the instability
55
CHAPTER 3. LOCAL STABILITY OF SHEAR BANDS






















Figure 3.3: Stress-strain curves for several strain-rates. Solid and dashed lines represent constant
and variable Taylor-Quinney coefficients, respectively. Note that no softening occurs, within the
strain limits in the figure, for low strain rates with variable Taylor-Quinney coefficient.
point and the peak stress are significantly delayed by the choice of Taylor-Quinney coefficient, at
low strain-rates. This happens because lower values of η(γ̇ p), for smaller strain-rates, reduce the
source term in the energy equation, which is the main driver of instability.
For the 1D models there are an average difference of 8 data points between the instability and
the maximum stress, the minimum is 1 and the maximum is 45. If we disregard the cases with
non-constant TQc and very low strain-rates, the average is 3 data-points and the maximum is 8.
On the other hand, two types of analysis switch their stability at the same data-point.
Note that even though the nominal strain-rate is constant, locally the plastic strain-rate is not.
This means that the instability calculation has to take into account this variation by including it
into the Residual and the Jacobian of each element as presented in section 3.3.1. In other words,
the instability is influenced locally by the non-linear behavior of the Taylor-Quinney coefficient.
This effect can be observed in figures 3.6 and 3.7 where the non linear factor η(γ̇ p) (given in Eq.
3.77) is plotted along the rod for different nominal strains.
Figures 3.6 and 3.7 show that, at the moment of stress collapse, the value of η(γ̇ p) goes to zero
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Local Stress Eigenvalue Analytical Re[ω] ≥ 0















(a) Strain Rate: 102 s−1















(b) Strain Rate: 103 s−1















(c) Strain Rate: 104 s−1















(d) Strain Rate: 105 s−1
Figure 3.4: Stability analysis of 1D rod (center point) for non-constant Taylor-Quinney coefficient,
at different strain rates. The analytical criterion is given by 1−B as given by Eq. 3.72 and the
eigenvalue criterion is given by max(Re[ω]) as shown in Eq. 3.73.
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100 101 102 103 104 105 106













max(τ ) χ = 0.9
max(τ ) χ = χ(γ̇p)
Analytical χ = 0.9
Analytical χ = χ(γ̇p)
Eigenvalue χ = 0.9
Eigenvalue χ = χ(γ̇p)
Figure 3.5: Instability points for both constant and non-constant Taylor-Quinney coefficients.
as the analysis evolves. This indicates that not only the plastic deformation is accumulating in the
center of the rod, the localization process unloads the regions outside the shear band. By comparing
the two figures it can be observed that the width of the shear band reduces as the nominal strain
rate increases which is consistent with the results of Dodd and Bai [151].
3.4.2 Application to 2D
We investigate the application of the eigenvalue criteria to two dimensional problems. Similar to
1D, 4340 steel is considered and a Johnson-Cook material law is used with most of the parameters
the same as those in 1D, presented in tables 3.1 and 3.2. Since the problem is 2D, shear stress
and plastic shear strain quantities are replaced with effective stress and equivalent plastic strain,
respectively. These are standard terms defined in typical J2-Plasticity. The stress parameters A and
B are given by:































Figure 3.6: Local behavior along the rod of the non-linear Taylor-Quinney coefficient for a nominal




























Figure 3.7: Local behavior along the rod of the non-linear Taylor-Quinney coefficient for a nominal
strain-rate of 104 s−1.
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Neumann boundary conditions for the Temperature field are applied on all edges and plane
strain conditions are assumed. Since the main purpose of this study is to provide understanding
on the behavior of the instability criteria, the small strain simplification is used without loss of
generality.
Benchmark example: 45o shear band under uniform tension
Consider a steel square plate as shown in figure 3.8 with H=10mm.
An hyperbolic secant type of imperfection is used to scale by ηimp(rn) the parameters A and B,
with ηimp(rn) given by equation 3.78, and
rn(x,y) =
√
(x− x0)2 +(y− y0)2
r0
(3.81)
with x0 and y0 representing the center of the imperfection and r0 its radius. For the problem studied
αred = 0.01, r0 = 1mm and x0 = y0 = 0mm.
The plate is stretched uniaxially with velocity control as shown in figure 3.9 with vr=20m/s and
tr=50µs.
By symmetry considerations, only a quarter of the structure is modeled. The mesh consists of
40x40 square elements, modeled by an irreducible mixed-finite element formulation with B-bar to
reduce shear-locking effects.
The velocity and temperature fields are discretized with bilinear C0 continuous functions and
the stress and equivalent plastic strain are bilinear C−1 continuous. Details on the numerical im-
plementation can be found in McAuliffe and Waisman [81, 82] and Berger-Vergiat et al. [75].
Figure 3.10 shows the behavior of the analytical and eigenvalue instability criteria for the ma-
terial point located at the center of plate (bottom-left corner). Even though both methods predict
instability at a similar point in time, they are no longer coincident, which suggests that the trigger










Figure 3.9: The velocity profile.
Figure 3.11 shows the equivalent plastic strain (3.11b and 3.11d) and the eigenvalue instability
condition for the 2D benchmark example (3.11a and 3.11c). Figures 3.11a and 3.11b refer to
the moment where the center of the plate (lower-left corner) becomes unstable which, as can be
observed in figure 3.10, occurs at a nominal strain of ε = 0.37. Figures 3.11c and 3.11d show the
same quantities at a later moment when ε = 1.1. Here, the shear band has already developed along
the diagonal and the instability region has spread through the shear band width.
Note that the equivalent plastic strain in figure 3.11b is significantly more uniform when com-
pared with figure 3.11d In fact, shortly after the initial instability, shown in figure 3.11b, the entire
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Figure 3.10: Evolution of instability for 2D model
plate becomes unstable, since the instability criteria are strongly dependent on the value of equiv-
alent plastic strain. This is to be expected since, before localization, any point in the plate that
is approaching a peak stress (i.e. softening becoming dominant) has the potential for localization
and is therefore unstable. Similarly to buckling instability, where the path that is followed by the
solution depends on material imperfections and/or asymmetry of the loading[152], shear band lo-
calization is also triggered by an inhomogeneity on the solution, which in the present case is due
to an initial material imperfection.
Figure 3.11c shows that the eigenvalue stability condition is able to identify which part of the
structure is undergoing unstable deformation since, as localization develops, the regions outside the
shear band become stable again. Figure 3.12 shows that at a nominal strain of 1.1, the eigenvalue
criterion indicates instability only in the region where the equivalent plastic strain has localized.
In contrast, the analytical criterion fails to differentiate the localized region of the plate. Later, as
the plastic deformation concentrates more intensely in the shear band, the analytical criterion tends
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(b) Equivalent plastic strain: ε = 0.37





(d) Equivalent plastic strain: ε = 1.1
Figure 3.11: Equivalent plastic strain (EQPS) and Eigenvalue instability condition at the first de-
tected instability point (ε = 0.37) and at a later stage for which the the shear-band is fully developed
(ε = 1.1). The Eigenvalue plots shown in red indicate the local instability.
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toward the localized zone.
We refer the reader to the work of Ling and Belytschko [14], who proposed the multidimen-
sional criterion for adiabatic shear bands that corresponds exactly to B = 1 and also studied the
post-localization stage.
The analytical criterion does not account for the stabilizing effect of diffusion, and therefore the
unstable region predicted by it is typically larger than the unstable region predicted by the eigen-
value criterion. Additionally, note that when ˙̄γ p→ 0 (elastic behavior) the value of the parameter
A→+∞ for a material law like Johnson-Cook, which has a stabilizing effect since the upper limit
of the maximum root of the characteristic equation becomes zero [3]. However, considering that
for the JC material law used ˙̄γ p > 0 for σ̄ 6= 0 (although it can be very small), then a very large
(but not infinite) value of A will allow for the criterion to still identify the existence of a true and
valid positive real root (i.e. the criterion is still valid), but the magnitude of the root will be very
close to zero, making its influence negligible.
Hence, it is clear that the limitations of the analytical criterion can be overcome by the eigen-
value stability analysis.
Notched plate problem: projectile impact onto a notched steel plate
The following example models a notched steel plate impacted by a projectile. This problem is
similar to the Kalthoff problem [142], that has been frequently studied with finite elements [153,
154] and mesh-free methods [30]. The geometry of the plate is shown in figure 3.13 with H=
2× 10−5 m, since the main goal is to model the notch tip. The impact load on the bottom half
of the plate will be modeled by imposing a horizontal velocity boundary condition as shown in
figure 3.9 with vr=200m/s and tr=10ns.
By symmetry considerations, only the top half of the plate is analyzed as shown in figure 3.14a
with symmetric boundary conditions applied at the bottom edge. The material parameters are
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(a) Eigenvalue: ε = 1.1 (b) Analytical: ε = 1.1
(c) Eigenvalue: ε = 2.1 (d) Analytical: ε = 2.1
Figure 3.12: Comparison between the Eigenvalue criterion and the Analytical criterion at certain
points in time. The red color indicates where the local condition for instability is met and the
displacement in the z direction is proportional to the equivalent plastic strain.
the same as those used for the benchmark 450 shear band problem, however, herein no material
imperfection is introduced.
Figure 3.14b shows the Von-Mises stress at three points on the plate as a function of the nominal
strain. It is clear from the figure that the peak stresses at points PA and PB occur in distinct points
in time. The peak stress for PA is reached at an approximate time of 20ns, whereas for PB it is
reached at approximately 65ns. Additionally, the stress drop at point P0 will occur approximately
35ns after the beginning of the analysis. However, note that this stress drop is not a collapse due
to extreme softening but an elastic unloading that results from the propagation of the shear band
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Figure 3.13: Full geometry of the notched problem.
along the center of the plate.
PA PB
P0
(a) 2D model for a notched plate






















(b) Von-Mises stress evolution at points PA, PB and P0.
Figure 3.14: Impact onto a notched steel plate
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Figure 3.15 shows the real part of maximum eigenvalue and the analytical criterion for points
PA, PB and P0. It is demonstrated that the stability criteria studied will consistently predict the peak
stress after which localization might occur. However, note that the existence of softening is not
a necessary condition for instability since, as can be observed in figure 3.15c, the mild softening
that occurs in P0 after the peak stress and before the stress drop is not accompanied by an unstable
eigenvalue.
As mentioned before, even though the analytical criterion and the eigenvalue criterion are in
good agreement, they don’t match exactly. Specifically, the first sign of instability is generally ob-
served sightly earlier in the case of the eigenvalue analysis. Also, in the late stages of the analysis,
the eigenvalue criterion predicts that the material points PA and PB regain stability while the analyt-
ical criterion does not. The latter difference between the two criteria (as discussed in section 3.4.2)
is visible due to the higher accuracy of the eigenvalue analysis in delimiting the unstable region.
In the present case the unstable region is narrow and since, as shown in section 3.4.2 elements
may regain their stability as the analysis progresses, after approximately 90ns, the unstable region
measured by the eigenvalue will no longer include points PA and PB, which will not be the case for
the analytical (adiabatic) criterion.
The plots on the left side of figure 3.16 show the unstable elements predicted by the eigen-
value criterion at different times of the impact problem, and the plots on the right side show the
corresponding equivalent plastic strain.
Figure 3.16c shows a snapshot of the instability region at the moment of the stress drop for
P0 and it is interesting to note that the unstable region is rapidly propagating horizontally. This
seems to indicate that the unstable region defined by the eigenvalue criterion successfully predicts
the propagation of the shear-band which in turn unloads P0.
Figures 3.16e and 3.16g show that the unstable region delineated by the eigenvalue criterion
becomes narrower and shifts downward, which justifies why, according to the eigenvalue criterion,
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Local Stress Analytical Eigenvalue Re[ω] ≥ 0






















































Figure 3.15: Stress-Strain curves and stability analysis of various material points in a notched plate
under impact
PA and PB are stable at t =110ns. This happens because the deformation tends to concentrate and
propagate from the bottom of the notch where there is a higher stress concentration.
3.5 Concluding Remarks
This chapter examined the stability of a thermal softening shear band model. It was shown that
the instability point determined by applying the linear perturbation method to the model can be
simplified to give the same criterion as Bai [3], extended to a non-linear Taylor Quinney coefficient.
This result was then compared to a stability analysis by the indirect Lyapunov method applied to
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(b) Eq. Plastic Strain: t = 2µs






(d) Eq. Plastic Strain: t = 3.5µs






(f) Eq. Plastic Strain: t = 6.5µs






(h) Eq. Plastic Strain: t = 11µs
Figure 3.16: Modeling of an impact onto a notched steel plate at different time snapshots. The
plots on the left side show the prediction of element instability (colored in red) by the eigenvalue
criterion and the plots on the right show the corresponding equivalent plastic strain (EQPS).
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the consistent element Jacobian matrix of a finite element method, where matching results were
found.
The instability point detected by both methods seems to determine the onset of the second stage
of the deformation process as defined by Marchand and Duffy [15] where the strain distribution
becomes inhomogeneous. As pointed out by Fressengeas and Molinari [13], instability by the
linear perturbation method and intense localization do not have to occur simultaneously. This
explains why linear instability and stress collapse are not correlated in the results showed in this
chapter.
The localized configuration corresponds to a bifurcated solution, which means that only in
conditions that lead the solution to a bifurcation branch will the problem localize. An initial im-
perfection or asymmetry will tend to push the pre-localized solution in the direction of a particular
bifurcation branch, which could possibly give a misleading idea that bifurcation/localization is al-
ready present. However, since the homogeneous (non-localized) solution has to become unstable
before localization can occur and since the proposed methodology computes the point when the
solution of the problem becomes unstable, it follows that this method predicts the point after which
localization may occur.
The Indirect method of Lyapunov, or eigenvalue analysis of the consistent Jacobian matrix,
presents as a good alternative methodology to study linear instability of shear bands. It possesses
the advantage that it only requires the consistent Jacobian matrix that is used for the Newton
iterations to solve the finite element problem, and therefore can be easily applied to more complex
problems, as was exemplified for the case with non-linear Taylor-Quinney coefficient in 1D or the
2D examples. However, care should be taken to ensure that the instability modes detected are
not associated with non-physical perturbation modes. Additionally, the eigenvalue analysis was
shown to more accurately determine the unstable region undergoing localization when compared




It is also worth noting that the FEM implementation used in this work does not employ any
special formulation that accounts for and injects localization. However, since this method success-
fully detects the propagation of instability, these results could be used to dynamically adapt the
mesh or enhance the finite element formulation in these regions to obtain more accurate solutions
or reduce the computational cost.
As predicted by the derivation presented, and exemplified with the non-linear Taylor-Quinney
coefficient formulation used, the instability point will be affected by this non-linearity since the
contribution of thermal softening to the flow-law is the main driver of the instability.
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Chapter 4
Generalized Stability of Shear Bands
Published in: Arriaga, M., McAuliffe, C., Waisman, H., 2016. Instability analysis of shear bands
using the instantaneous growth-rate method. International Journal of Impact Engineering, SI:
Experimental Testing and Computational Modeling of Dynamic Fracture 87, 156–168.[89]
4.1 Introduction
In this chapter we propose an alternative for identifying the instability point by employing the
concept of generalized stability analysis. In this framework, a stability measure is obtained by
computing the instantaneous growth rate of the vector tangent to the solution. Such an approach
is more appropriate for non-orthogonal problems and is easier to generalize to difficult dynamic
fracture problems.
The local stability criteria proposed by Bai [3], and others[14], are usually derived from a per-
turbation analysis, which under the same assumptions is equivalent to a local eigenvalue analysis[88].
These works have shown that this instability condition predicts well the localized region and, for
a certain special class of problems, it will mark the point after which the solution will rapidly
localize.
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Under conditions where the local instability triggers the non-homogeneous solution growth, i.e.
problems that are homogeneous until the appearance of local instability, the generalized stability
analysis and the modal stability analysis will closely match. Therefore, the non-homogeneous
growth can be approximated by the Rayleigh Quotient of the vector tangent to the solution, which
is easier to compute.
We show that for a particular class of problems that respect the aforementioned conditions, in
1D and 2D examples, both quantities successfully find the instability point predicted analytically
and validated experimentally in past literature results. This methodology is general and can be
applied to a wide array of dynamic fracture problems, for which instability that leads to localization
is important.
We set up the Jacobian matrix as specified in section 3.3.1. The mathematical framework
for the generalized stability analysis based on the tangent perturbation method has already been
described in section 4.2.2 and we proceed to the results of applying this method into the shear band
problem.
4.2 Theoretical background
In section 4.2.1 the local analytical instability criterion is recalled, showing the correspondence
between this result and experimental observations. It is also shown why this analytical condition,
commonly used in the literature, is equivalent to the spectral stability analysis in Arriaga et al. [88].
The presentation of these topics is essential for validation of the proposed criterion.
In section 4.2.2 the method of generalized stability analysis is used to derive a set of additional
conditions for which instability is expected. There, the relationship between this method and the




Recall that according to Marchand and Duffy [15], three stages in a shear band deformation process
can be observed in experiments and are identified in Figure 1.1.
Since it is at stage II that inhomogeneous plastic deformation begins, it is expected that the in-
stability criterion will predict the initiation of this stage. In fact, as shown by Bai [3], the analytical
















It has been shown in Arriaga et al. [88] that the local instability can be computed by doing an
eigenvalue analysis of the element stiffness matrix. This was more expensive than the computation
of the analytical local instability criterion but was much easier to implement in more complex
situations. Also, this result shows that the local criterion is in fact a spectral stability analysis.
The technique used to prove this result is the indirect method of Lyapunov[131] which is equiv-
alent to the linear perturbation method. This technique is explained in Section 3.3.
This method of stability analysis was proposed by Lyapunov[137] and has been referred to as
the first method of Lyapunov or the indirect method of Lyapunov[131, 138]. Here we showed that
the linear perturbation method leads to an eigenvalue problem. On the other hand, by applying
the linear perturbation method[3] the local instability criterion is obtained. Therefore, it is clear
that the local instability criterion methodology (perturbation) is equivalent to a spectral stability
analysis (eigenvalues).
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4.2.2 Generalized stability - Tangent perturbation method
A typical spectral analysis defines an instability by the existence of a mode with positive exponen-
tial growth rate in the system, in which case that mode will completely dominate the solution at
t→ ∞. However, this rationale assumes that the operators of the system do not change, or change
very slowly in time.
If the operators change very quickly, as is the case in many localization problems, then the
growth rate of the unstable perturbation may not be significantly larger than the actual rate of
change of the solution. Therefore, the growth of the perturbation might not be fast enough to
dominate the solution before the system changes considerably.
Therefore, an important quantity of interest for a general stability analysis is the growth rate of
a perturbation tangent to the current solution. On one hand, if the solution is already progressing
in an unstable direction, it is expected that this unstable mode will dominate the progress of the
solution. On the other hand, a non-normal system might have a direction (linear combination of
eigenvectors) for which the instantaneous growth-rate is larger than any of the eigenvectors that
constitute it.
One way to obtain the vector that is tangent to the solution is by taking the increment of the
solution on a first order integration scheme. The Backward Euler integration scheme assumes that
the rate of the increment is the same as the rate at the converged time step (i.e. the tangent of the
solution at the converged time step). Hence, the incremental step is given by
xs = ∆tẋn+1 (4.3)
with ∆t is the time increment and ẋn+1 is the rate of change of the solution at step n+1.
This means that the vector xs that represents the step from xn to the converged solution xn+1
obtained with the Newton Method (where K and M were also computed for that time step) is in
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fact the tangent to the solution at xn+1 and the desired vector for our study.
One can immediately recognize that no extra effort was put into the calculation of this vector
for the Backward Euler integration scheme. If other integration schemes were used, then the rate
vector would have to be computed explicitly at the converged time step. Naturally, the discrete
solution step might still be an acceptable approximation of the tangent if the time step is not
excessively large. On the other hand, even in the Backward Euler scheme, if the time step is large
then the operators might change significantly between time steps, rendering the tangent direction
less accurate.
Instantaneous growth rate
We define the instantaneous growth rate of a general perturbation vector. For consistency with
the literature, let us first define the linearized dynamic operator as A = M−1K. Therefore, the
perturbed problem for a converged solution may be expressed as ẋ = A · x. Note that, generally
speaking, A is not constant and is only valid for small perturbations with respect to the current
solution.
Assuming that A is autonomous (linearity is already implied when looking at the perturbed
system), the evolution of the solution at time t̄ = t− t0 for a given initial vector x0 = x(0) is given
by
x(t̄) = eAt̄x0 (4.4)
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Since x0 is not a function of t we can expand the matrix eA
T teAt in its Taylor Series and compute








where H(A) = (AT +A)/2 is the Hermitian part of A. The equivalence between x0T H(A)x0 and
x0T Ax0 is shown in Appendix B.1.





Notice that, if x0 is an eigenvector of the generalized system, then is it clear that GI(x0) will
be the eigenvalue of that eigenvector. This is an important result because it shows why the spectral
analysis is usually considered a good way of detecting instability. The idea is that, if any mode has
a positive real part, then that mode will grow exponentially at a rate given by the eigenvalue of that
mode. If that is the case, then the solution will be mostly changing in that direction and therefore
the tangent of the solution should be very close to an eigenvalue.
As can be observed in B.2, in a system with orthogonal operators, the instantaneous growth
rate behaves as a weighted average of the eigenvalues scaled by the modal participation factors.
Therefore, in this type of problem GI(x0) ≤ max(ω) with ω being the eigenvalues of the system.
However, it is known that non-normal systems might have growth rates larger than the eigenval-
ues of that system. Regardless, if the tangent to the solution is close to an eigenvector, then the
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difference between GI(x0) and max(ω) should be small.
Rayleigh Quotient
The previous procedure is used to find the instantaneous growth rate of any vector. However, as
mentioned before, the tangent direction is expected to be close to an eigenvector with an unstable
eigenvalue. Therefore, an approximate way of computing the growth rate is by using the well





Once again, if x0 is an eigenvector, then GRQ(x0) will be the eigenvalue of that eigenvector.
As can be observed in B.3, in a system with orthogonal operators, the Rayleigh Quotient is also a
weighted average of the eigenvalues scaled by the modal participation factors, but now also scaled
by the modal masses.
The immediate advantage of the Rayleigh Quotient over the Instantaneous Growth rate is the
fact that it does not require the inversion of M. Since M is positive definite and well conditioned,
this operation will be cheap using iterative methods. However, for large problems and many time
steps, this cost might become relevant.
Another advantage is that static modes1 will make M singular and the inversion of M impos-
sible or very complex (pseudo inverse). This of course should not happen if the Mass matrix is
positive definite. Nevertheless, referring to the example for a system with orthogonal operators
presented in B.3, we notice that if we have a mode that is very close to being a static mode, i.e.
with a small modal mass, it is likely that its eigenvalue will be very large. In the instantaneous
growth grate of a perturbation formulation in equation 4.9 nothing is done to counter the influence
of this mode, but the Rayleigh Quotient scales down this mode based on its low mass. This be-
1Static modes: Modes with modal mass equal to zero.
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comes a significant concern in non-normal systems since the eigenmodes of the operators are not
orthogonal, so that almost insignificant subspaces might imply very large modal components (see
B.4 for a pictorial example).
4.3 Numerical Results
In this section we choose numerical examples where the local instability triggers the solution to
start evolving mainly in the direction of localization. In other words, when local instability hap-
pens, the direction of the solution change will almost immediately be dominated by the localization
direction. These type of problems usually model very small scales where the elastic wave propaga-
tion plays an insignificant role. Problems with larger scales will have other effects included in the
direction of the solution change, like elastic wave propagation and reflection, stress redistribution,
shear band propagation, etc. These effects counter the property of the small scale examples where
the local instability triggers the global localization.
We study the behavior on 1D and 2D shear band benchmark problems. The material considered
in both examples is a 4340 Steel with a Johnson-Cook constitutive law [134]. The characteristics
of this material are the same as in the previous chapter. The constitutive law is given by (3.76) and
the parameters associated with this material are presented in Tables 3.1 and 3.2. A small difference
is that we use a Yield Stress (A) of 792MPa and a Stress hardening parameter (B) of 510MPa,
which are their tension values instead of their shear values as before.
Neumann boundary conditions of zero flux for the Temperature field are applied on all edges
and plane strain conditions are assumed when applicable. The small strain simplification is used
without loss of generality, since the focus of this work is on the behavior of the instability measures
and not the quantitative results obtained from the modeling.
An hyperbolic secant type of imperfection is used in order to trigger the shear band. Hence,
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in the analysis we scale by ηimp(rn) the parameters A and B, with ηimp(rn) defined in the previous
chapter and given by 3.78. The parameter αred is the reduction of the material parameters in
percentage at the center of the imperfection and rn is the normalized distance given by
rn(x,y) =
√
(x− x0)2 +(y− y0)2
r0
(4.11)
with x0 and y0 representing the center of the imperfection and r0 its radius.
A velocity-type loading is applied as Dirichlet boundary conditions. Velocity control is defined
as shown in figure 4.1 with vr being the steady velocity and tr the time to reach that velocity. The S-
curve is a polynomial that guarantees that the derivative of the Jerk 2 is continuous. We choose this
to avoid discontinuities and kinks in the profile of the Jerk since the thermo-mechanical coupled






Figure 4.1: Velocity profile used as a loading function to generate the shear band.
2The Jerk is the derivative of the Acceleration with respect to time and is the quantity responsible for generating
elastic waves
81
CHAPTER 4. GENERALIZED STABILITY OF SHEAR BANDS
4.3.1 1D rod under uniform shear
Problem description
In this section, the previous 1D formulation of an idealized version of the Torsional Kolsky Bar is
considered, and is described in section 3.4.1.
To capture the shear band localization more accurately, the rod is discretized with a non-
constant element size as in the previous chapter (Eq. 3.74). In the following sections, the results
are presented for N = 201, β = 0.25, P = 5, deL = 1×10
−3 and L = 0.5×10−3m. All values refer
to the half-rod, which means that the final length is 10−3m. The total number of nodes is 401 since
the central node is repeated. Figure 4.2a shows the relative position of the nodes in the half-rod
as a function of the relative node number and figure 4.2b shows the relative element size also as a
function of the relative node number.

















(a) Position of nodes


















Figure 4.2: Representation of a 1D right half-rod. The black dot marks β
As defined before, the material considered for the 1D problem is a 4340 Steel with a Johnson-
Cook constitutive law [134] and an hyperbolic secant type of imperfection is considered at the
center of the rod with αred = 0.01, r0 = 10µm and x0 = L/2 = 500µm.
The analysis is performed on a range of nominal strain rates between 101s−1 and 104s−1 by
applying the velocity profile shown in figure 4.1 to both edges of the rod. Our goal is to detect the
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onset of shear band localization using the proposed methods: Instantaneous growth rate method
and Rayleigh Quotient method and compare those with the analytical criteria proposed by Bai [3].
Results
Consider Figure 4.3 that represents the shear stress at the edge of the rod as a function of the nom-
inal strain (Fig.4.3a) and the equivalent plastic strain along the rod at different moments in time
(Fig. 4.3b). The various deformation states are illustrated by the different colors. It can clearly be
observed that the plastic strain grows uniformly along the rod during the initial stage of the defor-
mation (disregarding the slight inhomogeneity due to the imperfection). This is consistent with the
experimental results of Marchand and Duffy [15] as it corresponds to Stage I of Figure 1.1. Only
after the onset of instability and the initiation of Stage II do we start to observe an inhomogeneous
distribution of the solution with increasing growth rate.
The special characteristic of this problem is precisely the fact that plastic deformation starts
to develop homogeneously and that localization is globally initiated when Stage II starts. These
types of problems are only realistic when considering a small portion of material at the vicinity
of the shear band, and therefore are not big enough to model shear band propagation. However,
they still provide a good way to model the region of the shear band and its immediate vicinity as a
comparison with the experimental work of Marchand and Duffy [15] suggests.
Figure 4.4 shows the comparison in the detection of onset of shear band localization between
the analytical stability criteria for the central point of the 1D rod (Eq. 4.1), the Rayleigh Quotient
(Eq. 4.10) and the instantaneous growth rate (Eq. 4.9). Five different nominal strain rates are
tested. The gray line represents the stress at the center of the rod and the blue, green and red lines
correspond to the analytical criterion, the Rayleigh Quotient and the instantaneous growth rate,
respectively. It can be seen that all three measures agree and approximate well the local instability
point.
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(b) Equivalent plastic strain along the rod
Figure 4.3: Behavior of the rod with progression of time. 4.3a shows the stress-strain behaviour
of a rod being sheared at a strain-rate of 104s−1. Several points are chosen for which the entire
distribution of the plastic strain along the rod is represented in 4.3b. The red indicator marks the
onset of instability.
The results in Figure 4.4 can be summarized in a single plot as shown in Figure 4.5. There,
the nominal strain at the points where the local stability criterion, the Rayleigh Quotient and the
instantaneous growth rate change sign and the peak stress at the center of the rod are represented as
a function of the strain-rate. As expected, the instability has a trend similar to the peak stress and all
measures for instability agree. For a simple problem like this, the peak stress is occurring roughly
at a given critical value of accumulated inelastic work since plastic strain is the single source of
the softening and the solution is spatially homogeneous up to the peak (ignoring the effect of
the imperfection). Given that diffusion does not play a role when the solution is homogeneous,
we would expect that the integral of the stress-strain curve from zero to the peak stress to be
independent of the strain rate. Therefore, since the yield stress increases with strain rate, the strain
for the peak stress would have to reduce slightly to maintain the value of accumulated inelastic
work. This can be observed in Figure 4.4 from the downward slope of the maximum stress curve
with respect to the strain rate.






















(a) Strain Rate: 101 s−1















(b) Strain Rate: 102 s−1















(c) Strain Rate: 103 s−1















(d) Strain Rate: 104 s−1
Figure 4.4: Stability analysis of 1D rod (center point) at different strain rates. The local instability
condition given by Eq. 4.1 (where a negative value corresponds to instability) is compared to the
Rayleigh Quotient as given in (4.10) and the Instantaneous Growth rate as given in (4.9).
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Figure 4.5: Instability points as a function of the strain rate.
duce a good approximation of the instability point and agree well with the analytical criteria of Bai
[3]. Consequently, it is possible to use these methods to provide a cheap and convenient alternative
to detect the instability point when it is difficult to formulate the analytical criterion, which is the
case in general general shear band problems.
4.3.2 45o shear band under uniform compression
Problem description
In this section a square plate is compressed under uniform impact loading generating a shear band
oriented at a 45o angle. The geometry of the square plate is given in Figure 4.6 with the edge
dimension of D=100µm.
The mesh consists of 40× 40 quad elements, modeled by an irreducible mixed-finite element
formulation with B-bar to reduce shear-locking effects. The velocity and temperature fields are










Figure 4.6: A square plate under uniform impact loading. The colors represent the factor ηimp
defined in equation (3.78). Also indicated are two corner points that are used for plotting purposes:
the bottom-left corner (BL) and the top-right corner (TR).
piecewise C−1 continuous. Details on the numerical implementation can be found in Berger-
Vergiat et al. [75], McAuliffe and Waisman [81, 82], Arriaga et al. [88].
As defined before, the material considered is a 4340 Steel with a Johnson-Cook constitutive
law [134] and an hyperbolic secant type of imperfection (defined earlier in equation (3.78) and
graphically represented in Figure 4.6) is considered with αred = 0.1, r0 =D/10 and x0 = y0 = 0µm.
Note that this location (indicated in figure 4.6 as BL) will be the first to become unstable and for
that reason it is used as the reference location for the local instability behavior.
The plate is compressed uniaxially with a velocity control loading following the profile shown
in Figure 4.1 with vr=10m/s and tr=0.4µs, which corresponds to a nominal strain rate of 105s−1
for this plate.
Results
Similarly to the 1D case, this model is part of a particular set of examples where the inhomogeneous
deformation triggered locally develops almost simultaneously in the entire plate. This effect comes
as a consequence of the small size of the plate width and is realistic only for studying the shear
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band region and its immediate vicinity.
Figure 4.7 shows the comparison between the Von-Mises stress at the bottom left corner of
plate where the imperfection is maximum (BL), the stress at top right corner where the shear band
passes but the imperfection is practically zero (TR) and the average Von-Mises stress on the plate.
This comparison shows that the response in the early stage of yielding is uniform (apart from the
imperfection) and that the nature of the differences between stresses are only geometrical and not
temporal. This illustrates well that both the elastic wave propagation speed and the shear band
propagation speed are too large to be causing any significant effect on a plate of the size being
modeled. Once again, this is only realistic when studying the vicinity of the shear band since for
larger scales elastic wave propagation and shear band propagation play significant roles.
























Figure 4.7: Evolution of Von-Mises stress at the maximum imperfection point (BL-bottom left
corner), the shear band imperfection free point (TR - top right corner) and the average Von-Mises
stress on the plate as function of the nominal strain.
Figure 4.8 shows the values of the analytical stability criterion (Eq. 4.1), the Rayleigh Quotient
(Eq. 4.10) and the instantaneous growth rate (Eq. 4.9) for the reference position (BL). The gray
line represents the Von-Mises stress and the blue, green and red lines correspond to the analytical
criterion, the Rayleigh Quotient and the instantaneous growth rate, respectively. It is shown that
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both quantities approximate well the local instability point. Additionally, notice that the growth
rate stabilizes in the long term since the solution is now evolving in a steady-state like path, where






















Figure 4.8: Stability analysis of the 2D plate at the reference position (BL) for a strain rate of
105 s−1. The local instability condition given by Eq. 4.1 (where a negative value corresponds to
instability) is compared to the Rayleigh Quotient as given in (4.10) and the Instantaneous Growth
rate as given in (4.9).
In Figure 4.9 the equivalent plastic strain field is represented at four different moments in
time showing the three stages mentioned earlier in section 4.2.1. Figure 4.9b shows a moment
before the instability point, where the deformation, even though it has considerable plasticity, is
still homogeneous (besides the imperfection). The second figure (Fig. 4.9c) shows a moment
immediately after the instability point and once again, apart from the effect of the imperfection,
the velocity field looks homogeneous. The next figure (Fig. 4.9d) shows an intermediate time in
stage II and mild localization can be observed. Finally, the last figure (Fig. 4.9e) shows a time
well into stage III where extreme localization is visible. Notice that the shear band appears to
be relatively wide in this representation due to the small size of the model. However, taking the
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dimensions of the plate into consideration, the shear band is of the order of 10-30µm. As expected,
the non-homogeneous deformation associated with a shear band only occurs after the instability
point that initiates stage II. This confirms the predictive capability of the proposed method when
compared to experimental results.
4.4 Concluding Remarks
In this chapter we have shown that the instantaneous growth rate of the vector tangent to the
solution, derived from general stability analysis, predicts reasonably well the onset of shear band
localization. This technique can easily be implemented within existing implicit FEM codes since
the matrices and vector required to obtain the growth rates are the same as those computed for
the Newton iterations. Moreover, we have also demonstrated that the instantaneous growth rate
approach can be simplified into a special choice of the Rayleigh Quotient approximation which
requires a few matrix vector products and therefore leads to a more efficient implementation. The
Rayleigh Quotient approximation of the instantaneous growth rate works well when the global
localization of the model is triggered by the appearance of local instability.
Additionally, the proposed methodology is particularly useful to study problems for which an
analytical criterion depends on functions that are fitted to experimental results, for example when
different constitutive laws are used, thus making the analytical criterion case specific and hence
more cumbersome to derive.
Another advantage of this methodology is the possibility to modify the equations to include ad-
ditional phenomena like non-local techniques or non-constant parameters like the Taylor Quinney
coefficient, thus avoiding having to derive the analytical criterion for it.
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(a) Identification of selected points. The black line is the stress at the refer-
ence point (BL) and the gray line the value of GRQ.
(b) Stage I: t=2.0 µs (c) Instability point: t=3.4 µs
(d) Stage II: t=5.0 µs (e) Stage III: t=10.0 µs
1.00.0 2.0
Figure 4.9: Representation of the equivalent plastic strain field for the three different stages men-
tioned in section 4.2.1. 91
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Chapter 5
Local Stability of Fracture
Under review: Arriaga, M., Waisman, H., 2016. Stability analysis of the phase-field method for
fracture with a general degradation function and plasticity induced crack generation.[155]
5.1 Introduction
In this chapter we study the stability behavior of the phase-field formulation for ductile fracture
and a general degradation function for the phase-field equation. We restrict our stability analysis
to 1D as it is often done in the literature [3, 13, 63, 97, 156] but an extension to higher dimensions,
both analytically and numerically, is presented on a following chapter.
We use linear perturbation analysis to determine the onset of unstable crack growth, and an
analytical, energy based criterion was obtained. The stability criterion is valid for a general degra-
dation function and accounts for fracture induced by cold-work.
Numerical results show that the proposed criterion is compatible with previous results and
extends to visco-plastic materials with a general degradation function. The criterion is tested on
one dimensional problems and a two dimensions homogeneous example, successfully predicting
the instability point.
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In a homogeneous problem (e.g. a bar in tension without imperfections) the phase-field for-
mulation has two distinct behaviors. Initially, the entire problem behaves homogeneously with
initiation of damage due to the driving term of the phase-field equation [83]. After a certain crit-
ical point, the system loses stability and a non-homogeneous deformation is possible, eventually
leading to fracture. Consequently, stability analysis is fundamental to the understanding of crack
nucleation within this framework.
We once again restrict the governing equations in (2.40)-(2.45) to the Phase-field Problem, but
here we do not remove the contribution of internal energy to fracture (P+).
Hence, the following governing equations are obtained
Momentum: ρ üi = σi j, j +bi (5.1)










ui, j +u j,i
)
− ε pi j (5.3)









Inelastic Const. Law: ˙̄γ p = g(σ̄ , γ̄ p)≥ 0 (5.5)
5.2 Stability analysis
We start by perturbing the each of the independent variables in the set of governing equations, re-
stricted to a 1D bar under pure shear. A monotonic uniaxial loading is assumed to avoid unloading
and a characteristic equation corresponding to the perturbation’s growth rate is obtained.
For convenience with later work and compatibility with the numerical implementation, we
consider a pure shear formulation. Nevertheless, the equations in 1D for pure shear remain indis-
tinguishable from the pure tension formulation except for the values of some material parameters,
94
5.2. STABILITY ANALYSIS
making the results comparable with each other. The reader is referred to Wright [146] for further
details on the pure shear formulation.
The stress in the bar is related to the shear strain through the Shear modulus. Recall that the
concept of homogeneity refers to a homogeneous (as opposed to heterogeneous) distribution of
the physical quantities that describe the problem (strain, stress, phase-field, etc...) where changes
occur smoothly and gradually over the domain. As notation comes, a prime (x′) corresponds to a
spatial derivative.
In the case of 1D visco-plasticity, the strong form equations (5.1)-(5.5) reduce to the following
set. The momentum equation is given by
ρ ü = τ ′ (5.6)
where u is the displacement, τ the stress and ρ the density.
Restricting the elastic constitutive law (6.2) and the volumetric-deviatoric split equation for
∂W+
∂εei j
(2.56) to a 1D pure shear case yields
τ = Gγem (5.7)
where γe is the elastic shear strain, G the linear elastic constitutive parameter (shear modulus) and
m = m(c) is the degradation law, which is a function of the phase field parameter c.
The strain-displacement equation (6.3) is obtained from an additive decomposition of the strain
and is given by
γ
e + γ p = u′ (5.8)
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Therefore, neglecting the effect of micro-inertia, the phase field equation in (5.4) is reduced to







with α = 4l20 and β =
2l0
Gc
. The parameter α is referred to as the gradient coefficient and corresponds
to the square of the characteristic length of the model. As mentioned before, 2l0 defines the width
of the diffused crack, which means that as l0 decreases, the value of α will decrease, making
the crack thinner and sharper. The parameter β , relates the amount of energy that contributes
to fracture with the critical fracture energy Gc (a material property). Therefore, the term βW+
quantifies the amount of fracture energy in the smeared crack with respect to Gc and will serve
as a source for the phase-field term. Here the importance of the condition ∂m(1)
∂c = 0 becomes
apparent, as the material converges to the fully damaged state (i.e. c→ 1) the internal micro-force
(K) converges to a finite value [48].
Finally, the inelastic constitutive law (6.5) is given by the following flow law
τ = Q(γ p)R(γ̇ p) (5.11)
where Q(γ p) and R(γ̇ p) represent the hardening laws for plastic strain (γ p) and plastic strain rate
(γ̇ p).
Perturbing these equations and neglecting high order terms as in (2.59), and using the chain
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rule where appropriate gives
ρδ ü = δτ ′ (5.12)





e +δγ p = δu′ (5.14)









δτ = Q0δγ p +R0δ γ̇ p (5.16)
where
























Recall that, as noted in (2.60), a variable with a subscript 0 corresponds to the value of that
variable (or its derivatives) at the current equilibrium point which is being perturbed. For example,
c0 corresponds to the value of the phase-field c at the current equilibrium point.
By using the definition in (2.61), the spatial and time derivatives of the independent variables
correspond to the multiplication of the perturbation of the independent variables by the coefficients
97
CHAPTER 5. LOCAL STABILITY OF FRACTURE
ik and ω , respectively, i.e. δx′ = ikδx and δ̇x = ωδx.
Resolving all spatial and temporal differentiations through the aforementioned procedure, the
independent variables can be eliminated by manipulation of (5.12)-(5.16), e.g. (5.14) can be used
to eliminate δu from (5.12), and the characteristic equation is obtained. Given the complexity of
this result we present the characteristic equation in terms of normalized parameters, that is
C0 +C1ω̃ +C2ω̃2 +C3ω̃3 = 0 (5.22)
with the following expressions for the coefficients C0,C1,C2 and C3
C0 = Bαk2ζ
C1 = Aαk2ζ








































where ω̃ is the normalized growth-rate and fe is the characteristic frequency, which can be under-
stood as the inverse of the time it takes for an elastic wave to propagate through the characteristic
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length l0. The variable ζ condenses the behavior of the phase-field formulation and depends on θ
and φ , which are non-dimensional parameters that represent the two main drivers of the phase-field
equation: the regularization term (in θ ) and the source term (in φ ).
The non-dimensional regularization parameter (θ ), which accounts for the effect of the pertur-
bation length in relation with the diffused crack width (as depicted in Figure 1.3), is defined by
θ = 1+αk2 = 1+(2l0k)2 (5.27)
and the non-dimensional source parameter (φ ) in the phase field equation is given by




where the current elastic energy that contributes to fracture (W+0 ) is given by (6.9).
The value of A corresponds to the ratio between the elastic stiffness of the damaged material
Gm0 and the tangent stiffness of the strain-hardening law ∂τ∂γ p = Q0. This means that the more
saturated the material is (i.e. when the stress is increasing slowly with increasing strain) the larger
the value of A is. Conversely, a value of A = 0 corresponds to an elastic material. The reader is
referred to C.1 for additional details.
The value of B corresponds to the ratio between the elastic stiffness of the damaged material
Gm0 and the tangent stiffness of the strain-rate-hardening law ∂τ∂ γ̇ p =R0, normalized by the constant
fe. Therefore, in rate independent materials, B→ ∞. The reader is referred to C.2 for additional
details.
At this stage we are ready to apply the Routh-Hurwitz stability conditions to the characteristic
equation (5.22). These state that a third order polynomial will be stable, i.e. all its roots are on the
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negative real half-plane, if the following conditions are met:
Ci > 0 i = 0,1,2,3 (5.29)
and
C1C2 >C3C0 (5.30)
Therefore, for instability to occur it is a necessary and sufficient condition that at least one of
these inequalities will not be satisfied. Studying each of them individually leads to
A. C0 < 0⇒ ζ < 0
B. C1 < 0⇒ ζ < 0 (same as A)
C. C2 < 0⇒ Pg > 1+Aζ1−ζ (included in E)
D. C3 < 0⇒ A < 0 (contradiction since A > 0)
E. C1C2 <C3C0⇒ Pg > Aζζ−1 and P
g > A (contradiction because Pg < A)




















The limiting value of θ for the earliest onset of instability is θ = 1, which leads to the expres-
sion for instability
φ > φc ⇒ φ −φc > 0 (5.33)
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Note that the stability criterion in Eq. (5.34) is an important quantity that can be implemented
within any finite element program. It provides better understanding of the physical processes and
terms that govern localization. For example, in the result section we show that the contribution
of P+ accelerates the growth of the phase-field parameter (c) and lead to an earlier localization
and fracture. Furthermore, the criterion can also be used for adaptive mesh refinement along an
expected crack path in order to improve the numerical approximations.
Particular case: Linear elasticity with quadratic degradation function






In this special case of linear elasticity, P+ = 0 and only W+ contributes to fracture in equation
5.10. It follows then that f p also vanishes, giving the critical value of φ for instability as predicted
in the previous chapter in Eq. 6.17.
5.3 Numerical Results in 1D
In this section, the previous 1D formulation of an idealized version of the Torsional Kolsky Bar is
considered, and is described in section 3.4.1. The simulations are carried out for different applied
strain rates and we demonstrate that the analytical results of section 5.2 are recovered by numerical
simulations.
To capture the localization more accurately, the rod is discretized with a non-constant element
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size as in the previous chapters (Eq. 3.74).
In the following sections, the results are presented for N = 101, β = 0.25, P = 5, deL = 1×10
−4
and L = 0.5× 10−3m. All values refer to the half-rod, which means that the final length will be
10−3m. The total number of nodes will be 201 since the central node is repeated. Figure 3.2a
shows the relative position of the nodes in the half-rod as a function of the relative node number
and figure 3.2b shows the relative element size also as a function of the relative node number.
The material considered for the 1D problem is a modified 4340 Steel with a Johnson-Cook
constitutive law [134], neglecting thermal softening, as given in (5.36). The material parameters of
this steel are presented in Table 5.1 and the Johnson-Cook parameters are presented in Table 5.2.
The parameters used for the phase-field modeling are the Critical Fracture Energy (Gc), which
is a given Steel constant, and the Process Zone Parameter (l0), which is an assumed value. Note
that, even though l0 can be regarded as a material parameter [46], it is often chosen with con-
sideration to computational efficiency. In other words, the balance between crack representation
accuracy and mesh limitations is a main factor to determine l0. The value chosen in this work
agrees with the 1D experiments done by Vignollet et al. [50] where L0 = L/20 with L as the length
of the rod.
Without loss of generality we assumed slightly larger values for ch (rate-sensitivity of the flow















A hyperbolic secant type of imperfection is considered at the center of the rod which scales
the material parameters As, Bs and Gc by the factor ηimp defined in a previous chapter in equa-
tion (3.78). For the problem studied αred = 0.01, r0 = L/100µm and x0 = L/2 = 500µm.
The analysis is performed on a range of nominal strain rates between 103s−1 and 104s−1. A
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Table 5.1: Material properties for 4340 Steel
Property Name Symbol Value Unit
Mass density ρ 7830 kg/m3
Young’s modulus E 200 GPa
Poisson’s ratio ν 0.29 -
Critical Fracture Energy Gc 60 kJ/m2
Process Zone Parameter l0 50 µm
Plastic Source parameter χ f 0.01 -
Table 5.2: Johnson-Cook parameters for 4340 Steel
Property Name Symbol Value Unit
Yield stress As 792.0 MPa
Hardening stress Bs 510.0 MPa
Strain hardening N 0.26 -
Strain-rate hardening ch 0.05 -
Reference strain-rate γ̇ pr 1.0 103/s
displacement-type loading is applied as Dirichlet boundary conditions. The velocity of the loading
is defined as shown in Figure 4.1 with vr being the steady velocity and tr the time to reach that
velocity.
Given the parameters in Table 5.2, we illustrate in Figure 5.1 the response of an elastic material
and a visco-plastic material with and without the effect of plastic work that contributes to fracture,
P+.
In the elastic case (Fig. 5.1a) the stress grows with the nominal strain independently of the
strain-rate until the peak stress. At this point, initially mild softening occurs followed by an in-
tense stress collapse. Rate dependence is clearly evident when modeling the visco-plastic material
response without the contribution of plastic work to fracture P+ = 0 (Fig. 5.1b) or with it P+ 6= 0
(Fig. 5.1c). In both cases, increasing the strain-rate results in higher values of stress yielding but
the nominal strain at which the peak stress occurs decreases. However, with P+ 6= 0 crack nucle-
ation is accelerated and occurs earlier than that with P+ = 0 due to the contribution of plasticity to
the fracture energy.
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The effect of different values of χ f , i.e. the fraction of plastic work that contributes to fracture,
can be seen in Figure 5.1d, where the effect of changing χ f on the stress-strain curve for a constant
value of strain-rate equal to 1×103s−1 is represented. The value of χ f is taken between 0 and 0.1,
which corresponds to either no contribution of plasticity (χ f = 0) or the contribution of all plastic
energy that is not dissipated into heat (χ f = 1− χ = 0.1). It is clear that P+ contributes to reduce
the value of the critical strain and critical stress.
ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1































(b) Visco-Plastic with P+ = 0















(c) Visco-Plastic with P+ 6= 0; χ f =0.01





















(d) Visco-Plastic with P+ 6= 0; ε̇ = 1×103s−1
Figure 5.1: Stress-strain curves of a linear elastic, rate-independent plastic and visco-plastic rod
being stretched at several strain-rates. Note that the critical strain is affected by the type of material
model considered.
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5.3.1 Stability results for linear elasticity with phase field
In this section we study the behavior of the rod modeled as a linear elastic material with the phase
field method for fracture.
The critical instability point corresponds to the peak stress as predicted by Borden et al. [43].
However, we note that the onset of non homogeneous damage localization (crack nucleation) oc-
curs only later when the deformation state is further in the stress-collapse stage.
This can be observed in Figure 5.2 where, even after softening, the phase-field parameter seems
to be homogeneously distributed over the rod (see point at 1.9µs as an example for a point further
on the softening curve). This is consistent with the snap-back behavior for quasi-static simulations
for elastic materials with damage [47, 50] and with the post-peak homogeneous stability studied
by [87].
0.8µs 1.4µs 1.9µs 2.1µs 2.3µs




































(b) Phase field parameter (c) along the rod
Figure 5.2: The plot in figure 5.2a shows the stress-strain behavior of a rod being stretched at a
strain-rate of 104s−1. Several points are chosen for which the entire distribution of the phase-field
parameter along the rod is represented in 5.2b. The green triangle marks the moment of maximum
stress.
Figure 5.3 shows the value of φ (Eq. (5.28)) for the center of the rod on top of a stress-strain
curve for different applied strain rates. As predicted by the linear perturbation analysis, the critical
point (peak stress) matches the point for which φ = φc = 1/3 (or φ −φc = 0). An increase in the
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value of φ above 1/3 means a positive (i.e. unstable) growth-rate, which will eventually lead to
localized damage (i.e. a crack).




























Figure 5.3: Stress and φ curves at the center of the rod as a function of the nominal strain at several
strain-rates. For clarity, the color scheme for the value of φ corresponds to the same color scheme
used for the stresses in figure 5.1a
Finally we show the instantaneous value of the real part of the maximum root of the character-
istic equation as function of time.
Figure 5.4 shows a plot of the stress, the value of φ and the value of the maximum real root for
each strain-rate. For a state beyond the critical point given by φ > φc, the characteristic equation
(5.22) has a root with positive real part.
5.3.2 Stability results for visco-plasticity
In this section we study the stability behavior of the rod with phase-field damage and visco-
plasticity. The distribution of the phase-field parameter (c) along the rod is similar to the elastic
case, i.e. localization and collapse occur after some homogeneous softening takes place. Figure 5.5
shows the distribution of the phase-field parameter along the rod for a strain-rate of 5×103s−1. As
before, the peak stress is not an indication of localization as the solution continues to be homoge-
neous and only localizes at a later deformation state. However, the relative difference between the
critical strain and the strain at localization is much smaller.
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φ Max Root - Re[ω] φc


























(a) ε̇ = 1.0×103


























(b) ε̇ = 1.0×104
Figure 5.4: Demonstration that the root of the characteristic equation of the system with maximum
real part has a positive (i.e. unstable) growth-rate when φ > φc. Re[ω] represents the maximum
real part of the roots of the characteristic equation.
2.0µs 10.0µs 19.5µs 20.6µs 21.2µs




































(b) Phase field parameter (c) along the rod
Figure 5.5: Damage distribution in the rod as a function of time. 5.5a shows the stress-strain
behavior of a rod being stretched at a strain-rate of 5×103s−1. Several points are chosen for which
the entire distribution of the phase-field parameter along the rod is represented in 5.5b. The red
star marks the the peak stress and the time at which it occurs.
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Figure 5.6a shows the value of φ−φc for the center of the rod as the deformation progresses for
several strain-rates with and without P+. As predicted, φ = φc (or φ −φc = 0) always corresponds
to the critical point.
Here, the critical value of stress observed for the case of P+ = 0 is constant. This follows from
the fact that the stability criterion is solely dependent on the elastic free energy that generates frac-
ture. Since all the elastic energy produces fracture, then the peak stress must be independent from
the plasticity behavior. Figure 5.7 shows the value of the elastic free energy as the deformation
progresses. The peak stress is shown to be a function of the critical elastic free energy (ψec ) and
not directly dependent on the plastic behavior. Naturally, this is only true because fracture is the
only softening mechanism in this problem and because the fracture energy is only driven by elastic
energy. Contrarily, when P+ 6= 0, the value of the critical stress is no longer constant and indepen-
dent from the amount of plastic deformation that the material underwent since P+ contributes to
the source energy in the phase-field equation.
We now consider the effect of changing χ f on the critical stability point. Figure 5.8a represents
the stress and strain values of the critical point (onset of instability) as χ f increases for each strain-
rate. One can observe that changes in χ f are not significant in models with less plastic deformation
(which in this case are the models with higher strain-rates due to the strain-rate hardening that
increases the yield stress).
Figures 5.8c and 5.8b show the value of W+ and P+ at the critical point for different strain-
rates. As expected, the value of P+ increases with χ f and decreases with strain-rate, since a
lower value of strain-rate will have a higher amount of plasticity. Additionally, we expect that the
contribution of P+ will increase the value of W+ at the critical point, since f p increases the value
of φc and φ is simply a normalization of W+. Therefore, W+ will also increase with χ f as can be
seen in Fig. 5.8c.
The fact that both quantities W+ and P+ increase with χ f has an interesting consequence on
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ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1





















(a) P+ = 0: Stress and φ −φc















(b) P+ = 0: stability points





















(c) P+ 6= 0: Stress and φ −φc















(d) P+ 6= 0: stability points
Figure 5.6: Stress and φ curves at the center of the rod as a function of the nominal strain at several
strain-rates. The plots on the left side show the evolution of the stability criterion (Eq.5.31) and
the figures on the right side show the location of the stability point for each stress-strain curve.
For clarity, the color scheme for the value of φ corresponds to the same color scheme used for the
stresses in Figure 5.1. Note that P+ 6= 0 accelerates the localization.

























Figure 5.7: Elastic free energy (ψe) curves at the center of the rod as a function of the nominal
strain at several strain-rates. ψec is the value of the elastic free energy at the peak stress.
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the critical value of W++P+, which is the sum of the elastic and inelastic energies that contribute
to fracture. The value of W++P+ at the critical point is larger than the value of W+ when P+ = 0.
This means that, when plasticity is introduced to produce fracture, then more energy is necessary
in the source of the phase-field equation to reach the critical point.
ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1


















(a) Critical Stress and Strain
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Figure 5.8: Effect of changing χ f on the response of the material, with χ f ∈ [0,0.1].
Once again, the system’s characteristic equation will have a root with positive real part once
the criterion of φ > φc is reached. Figure 5.9 shows a plot of the stress, the value of φ and the
maximum root for each strain-rate.
5.4 Numerical Results in 2D: A square plate under tension
In this section we study the analytical criterion on a 2D formulation of an initially homogeneous
system followed by a localization of damage. By homogeneous system we are referring to a model
where initially all quantities vary smoothly or are constant. Such setup has the advantage that any
localized behavior will be due to instability of the material, as opposed to being a consequence of
the boundary conditions or geometry. With this type of model, localization is expected to occur
near the peak stress and closely after a homogeneous instability is detected.
A steel square plate is considered as shown in figure 5.10 with dimension H=1mm. The plate
is stretched uniaxially under a displacement control loading defined by the velocity profile shown
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φ Max Root - Re[ω] φc

























































(b) P+ = 0: ε̇ = 1.0×104

























































(d) P+ 6= 0: ε̇ = 1.0×104
Figure 5.9: Demonstration that the root of the characteristic equation of the system with maximum
real part has a positive (i.e. unstable) growth-rate when φ > φc. Re[ω] represents the maximum
real part of the roots of the characteristic equation.
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Figure 5.10: Full geometry of the homogeneous problem. Due to symmetry, we only consider a
quarter of the plate in the simulations, as denoted by points A, B, C and D.
A hyperbolic secant type imperfection is used to scale the yield stress, the hardening parameter






with y0 representing the line with maximum imperfection and r0 the radius. For the problem
studied αred = 0.01, r0 = 0.1mm and y0 = 0mm (line AB in Figure 5.10), with the axis coinciding
with the symmetry planes.
We consider both elastic and visco-plastic with P+ cases. In Figure 5.11 we show the stress
strain curve of the elastic case as well as the corresponding phase field distribution along the center
of the full plate (i.e. the alignment AD in figure 5.10) for several times. Because the problem
behaves homogeneously, the stress is nearly the same everywhere and therefore in Figure 5.11a
the average stress of the plate is plotted. Similarly, the phase-field profile in Figure 5.11b, which
is plotted for the alignment AD, is constant along the horizontal direction since, as can be seen in
Figure 5.13, the plate behaves in a 1D-type manner.
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0.2µs 12.2µs 16.5µs 16.9µs 17.7µs















(a) Elastic: Stress-strain curve




















(b) Elastic: Phase field parameter (c) along AD
0.3µs 18.3µs 61.0µs 73.8µs 78.1µs















(c) Visco-plastic: Stress-strain curve




















(d) Visco-plastic: Phase field parameter (c) along
AD
Figure 5.11: Figures 5.11a and 5.11b show the elastic model and figures 5.11c and 5.11d the
rate-dependent plastic model. The plot in figures 5.11a and 5.11c show the stress-strain behavior
of the square being stretched at a strain-rate of 103s−1. Several points are chosen for which the
distribution of the phase-field parameter along the left edge of the plate (line AD in figure 5.10) is
represented in figures 5.11b and 5.11d. The red star marks the moment of maximum stress.
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In Figure 5.12 we show the behavior of the local criterion at points A and D (see Figure 5.10) as
the simulation progresses. The criterion reproduces the results observed for the 1D case and accu-
rately predicts the instability point. As expected in an initially homogeneous problem, the solution
becomes unstable at both ends of the plate almost simultaneously, the observed differences are
only due to the imperfection along AB. Finally, when the localization ensues and the homogeneity
is lost, the local stability of the two points differs significantly. The point inside the crack (A) will
have a rapidly increasing growth-rate while the point outside the crack (D) stabilizes, since the
plate unloads.
φA φD














































Figure 5.12: Integrated stress and φ −φc condition as a function of the nominal strain. The value
of φ −φc is given for points A and D as represented in Figure 5.10 for two different strain-rates.
Note that points A and D reach instability at a similar time but then reveal contrasting behavior
whether inside the crack (A) or outside (D)
Finally in Figure 5.13 we show the evolution in time of the phase-field parameter in the entire
plate. Notice the homogeneous behavior of the plate until the solution localizes, at which point it
is very clear that the crack has formed in Mode I and the rest of the plate unloaded. The images are
presented for the elastic case. However, the results for visco-plasticity are qualitatively the same.
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(a) t=0.2µs (b) t=16.5µs (c) t=16.9µs (d) t=17.7µs
0 1
Phase Field (c)
Figure 5.13: Snapshots of the phase field parameter distribution in the plate at different times.
The results shown here correspond to the elastic model. The mesh is deformed according to the
displacement field and fracture develops at the bottom of the plate.
5.5 Concluding Remarks
In this work we study the stability of the phase field method for fracture applied to elastic and visco-
plastic materials. Stability is determined by a rigorous linear perturbation analysis, which provides
a criterion for instability and can be implemented within any finite element program. The criterion
provides important information regarding the influence of plasticity as a driving mechanism of
fracture.
This work recovers the same stability criterion reported in the literature for linear elastic materi-
als but in addition shows that a similar criterion holds for visco-plastic materials. The contribution
of plastic energy to crack generation was included in the formulation through the so called P+ term
and the consequences to the stability of the system were studied.
The analysis was tested and verified by numerical simulations. Even though the linear pertur-
bation method is a considerable simplification of such problems, the results of the simulations are
accurate and successfully predict the critical stability point in all cases studied. The criterion was
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tested in multidimensions on a homogeneous case and was found to be in good agreement with the
predicted behavior.
In future work we plan to employ this criterion for adaptive mesh refinement along an expected
crack path in order to improve the numerical approximations.
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Growth-Rate Analysis of Fracture
6.1 Introduction
This chapter is a continuation of the work presented in the previous chapter where a few additional
restrictions to the governing equations are made. Consequently, those simplifications make pos-
sible the analysis of the growth-rate of the unstable perturbations in the phase-field formulation
combined with elasticity, rate-independent plasticity and visco-plasticity with isotropic hardening.
We restrict ourselves to a quasi-brittle fracture mechanism and a quadratic degradation function
for the phase-field equation.
The goal of the proposed stability framework, based on a linear perturbation analysis, is to
determine the onset and growth of crack propagation and the derivations provide additional infor-
mation on the growth rate of unstable cracks. Furthermore, for visco-plastic materials the onset of
unstable crack propagation and post-critical behavior are reported and shown to be dependent on
the loading rate. The criterion is tested on one dimensional problems, successfully predicting the
instability point and post-critical behavior.
We first restrict the governing equations in (2.40)-(2.45) to the Phase-field Problem. To do so
we eliminate the influence of the thermal equation and thermal softening of the flow-law. Addi-
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tionally we remove the contribution of internal energy to fracture (P+ = 0).
Hence, the following governing equations are obtained
Momentum: ρ üi = σi j, j +bi (6.1)










ui, j +u j,i
)
− ε pi j (6.3)






Inelastic Const. Law: ˙̄γ p = g(γ̄ p, σ̄)≥ 0 (6.5)
This model assumes small strains, and at t = t0 the system is considered to be unstressed,
undamaged and undeformed.
6.2 Stability Analysis
6.2.1 1D Characteristic Equation
We start by perturbing the set of governing equations restricted to a 1D shear model. A monotonic
loading is assumed to avoid elastic unloading and a characteristic equation is obtained.
For convenience with later work and compatibility with the numerical implementation, we
consider a pure shear formulation. Nevertheless, the equations in 1D for pure shear remain indis-
tinguishable from the pure tension formulation except for the values of some material parameters,
making the results comparable with each other. The reader is referred to Wright [146] for further
details on the pure shear formulation.
In the case of 1D visco-plasticity, the strong form equations (6.1)-(6.5) will be reduced as
shown in the previous chapter in section 5.2.
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Note that, since the contribution of inelastic work to fracture is neglected, the phase field equa-
tion in (6.4) is reduced to
c = αc′′− ∂m
∂c
βW+ (6.6)




After perturbing the equations a third order characteristic equation is obtained and given as
C0 +C1ω +C2ω2 +C3ω3 = 0 (6.7)
with the following expressions for the coefficients C0,C1,C2 and C3
C0 = Gk2Q0
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At this point we specify the degradation function and the damage producing elastic free energy.
In this paper we choose a common quadratic1 degradation function m(c) as follows
m(c) = (1− c)2 (6.8)
Considering that the loading is monotonic, we define the damage producing elastic free energy
1Even though there might be some advantages to choosing a cubic degradation function [58], we restrict ourselves
to the quadratic formulation since it is widely used in the literature and is the only formulation for which Γ-convergence
has been proved [50].
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for a 1D pure shear case as
W+(γe) = µγe2 (6.9)
That is to say that in 1D all the elastic energy contributes to damage.
Plugging the functions in (6.8) and (6.9) into the characteristic equation (6.7) and choosing a
specific normalization that results in a nondimensional form, yields




























fe ∂τ∂ γ̇ p
(6.15)
Some of the parameters here presented have been defined already in the previous chapter. As
before, ω̃ is the normalized growth-rate and fe is the characteristic frequency, which can be under-
stood as the inverse of the time it takes for an elastic wave to propagate through the characteristic
length l0. The variable ζ , now considerably more complex than before, condenses the behavior of
the phase-field formulation and depends on the non-dimensional parameters that represent the two
main drivers of the phase-field equation: the regularization term (in θ ) and the source term (in φ ).
Additionally, the variable ζ also depends on the choice of degradation function and the influence
of P+ on the system.
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The non-dimensional regularization parameter (θ ) and the non-dimensional source parameter
(φ ) are defined as before in (5.27) and (5.28), respectively. The value of A corresponds to the ratio
between the elastic stiffness of the damaged material (Em0) and the tangent stiffness of the strain-
hardening law ∂τ
∂γ p
= Q0 (Eq. 6.14). The value of B corresponds to the ratio between the elastic
stiffness of the damaged material (Em0) and the tangent stiffness of the strain-rate-hardening law
∂τ
∂ γ̇ p
= R0, normalized by the constant fe (Eq. 6.15).
6.2.2 Linear Elasticity
Degenerating the characteristic equation (6.10) to a linear elastic material by setting A→ 0, yields
ω̃
2 =−αk2ζ (6.16)
For an unstable solution to exist, αk2ζ must be negative. However, since αk2 ≥ 0, the criterion
for an unstable solution is given by

















Here we consider two limit cases of the possible perturbation wavelength for the general ex-
pression given in (6.18): a very short and a very long wavelength.
A perturbation with very short wavelength, i.e. k→ ∞, yields
γ
e
0 > ∞ (6.19)
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which means a stable perturbation and therefore the characteristic equation (6.16) would tend to a
vibration of a damaged material ω2 =−k2 µ
ρ
m0. In other words, structural vibrations with reduced
stiffness due to the damage.








and leads to a critical strain value criterion, which is identical to the criterion reported in the litera-
ture for a uniform solution [43, 46, 58], since a uniform perturbation corresponds to a perturbation
with infinitely large wave-length. However, note that a different approach was used in this work to
derive the same criterion.
Moreover, while the approach taken in the literature provides only the onset of unstable crack
growth, the linear perturbation analysis proposed herein provides additional important information
on the rate of crack growth. In fact, when the wavelength is infinitely long (k→ 0), then the
growth-rate given by (6.16) will tend to zero (ω → 0). This means that even though there is an
unstable mechanism, it’s growth rate will be null at the onset. In other words, linear perturbation
analysis predicts that an instability formed exactly at the peak stress will not grow. This can be
observed in the results in subsection 6.2.2, where indeed it is shown that a crack localization does
not occur at the peak but only at the later stages of the deformation.
Maximum Growth Rate
Considering the aforementioned limit cases, we conclude that the perturbation with maximum
growth-rate, i.e. the perturbation that is expected to dominate the solution if allowed to grow
indefinitely, will be obtained for an intermediate value of k that maximizes ω . That is the larger
the growth-rate of a perturbation, the more significant is its unstable mode. For this reason, it is
expected that the onset of fracture follows this maximum growth-rate.
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This effect can be observed in Figure 6.1 where the growth-rate is represented as a function of









1+φ − (1+φ) (6.21)






which monotonically grows with φ .



















Figure 6.1: Growth rate of an unstable perturbation in a linear elastic material. The maximum real
part of the roots for varying values of φ are shown as a function of φ/θ . The max(Re[ω̃]), which
represents the peak value of the growth-rate as derived in equation 6.21, is also illustrated by the
yellow curve going through the stars symbol. The value of φ is fixed for each line and the value of
θ varies between [1,+∞].
Since k is the wave-number of the perturbation, we can express it in term of its reciprocal, the
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perturbation length lp, i.e. k = 1/lp. Earlier we concluded that the maximum growth-rate will
occur for a finite value of the perturbation length. To obtain this value we plug back α into (6.21),
which gives the following expression for the fastest growing perturbation length (lmaxp ), i.e. the









Since the value of lmaxp decreases monotonically with φ , and φ increases monotonically with
γe0 , it is expected that after φ >
1
3 , the larger the value of φ , the smaller l
max
p . If the perturbation
length with largest growth-rate (lmaxp ) is decreasing with φ , then it is expected that there will be a
larger tendency for the solution to localize as φ increases.
6.2.3 Rate-independent Plasticity
In the case of rate independence (i.e. R0→ 0⇒ B→ ∞), the characteristic equation reduces to
(1+Aζ ) ω̃2 +αk2ζ = 0 ⇒ ω̃2 =−αk2 ζ
1+Aζ
(6.24)





Since A > 0, the first necessary condition is that ζ < 0 which is the same criterion obtained for
elasticity (Eq. 6.17) and implies that φ
θ
> 13 . Again, if the problem was elastic (A→ 0) then this
would also be a sufficient condition for instability. However, due to hardening, we get an additional
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Both conditions are summarized in Figure 6.2 where the instability region is shown in red as a
function of φ/θ and A. Note however that, since the value of φ
θ
is never greater than φ , then the
condition in (6.26) can only be limiting when
















Figure 6.2: Stability envelope obtained for a rate-independent plastic material. The instability
region (in red) is depicted as a function of φ/θ and A. The value of A∗ is given in (6.27). Note
that the notation "stable" indicate a mathematically stable region, however since in reality material
deformation is continuous before cracking, it can never be reached in practice.
The stable region for high values of φ/θ and A does not mean that the solution could become
stable again by increase of φ/θ and A. This stable area, denoted as "stable" in the Figure 5, exists
because the magnitude of the positive root reaches an asymptote at φ/θ = A+13A−1 . However, since
in reality material deformation is continuous before cracking, and θ is arbitrary between 0 and ∞,
the solution cannot jump from one stable region to another without passing through the asymptote,
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which makes the instability inevitable.
Figure 6.3 illustrates the effect of plasticity (through a non-zero A) on the growth-rate of a
perturbation. We plot the growth-rates, obtained from solving the characteristic equation (6.24),
for several values of φ and a constant value of A = 1, as a function of the ratio φ/θ . This figure
can be directly compared to Figure 6.1 and therefore the asymptotic behavior of the maximum real
part of the roots, is observable. This asymptotic behavior will be present, as predicted, when the
computed value of A∗ > A.


















Figure 6.3: Maximum real part of the roots for a fixed value of A = 1 as a function of φ/θ . The
value of A∗ is given in (6.27). The critical value of φ for having an asymptote is given when A∗=A,
which is the RHS of the inequality in 6.26
In Figure 6.4, the growth-rate of a perturbation with varying wave number for different values
of A and a fixed value of φ = 1, is shown. It can be observe that the more saturated the material is
(i.e. larger A), the closer the asymptote will be to the instability point φ
θ
> 13 . Naturally, if A = 0 the
linear elastic stability criterion is recovered. As mentioned before, the asymptotic behavior of the
growth rate is only present when A > A∗ (Eq. 6.27). In Figure 6.4 the transition point for A = A∗
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is represented in gray.

















Figure 6.4: Maximum real part of the roots for a fixed value of φ = 2 as a function of φ/θ and
A. The value of A∗ is given in (6.27). Note that A = 0 corresponds to the elastic case and that
increasing A corresponds to increasing saturation of the plasticity.
In Figure 6.5 a tridimensional representation of the surface generated by the maximum real part
of the roots as a function of φ/θ and A, is depicted. The same lines that were plotted in Figure 6.4
are also represented in the tridimensional surface.
6.2.4 Visco-Plasticity
In the visco-plastic case the characteristic equation (6.10) is a third order polynomial, which can
easily be analyzed through the Routh-Hurwitz stability criterion. For a third order polynomial, the
conditions Ci > 0 i = 0,1,2,3 and C1C2 > C3C0 are necessary for stability, i.e. the roots must
have a negative real part. Therefore, for instability one or more of these conditions must not be
verified.
For ζ < 0, the conditions C0 > 0 and C1 > 0 do not hold. Additionally, the condition C2 > 0
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Aφ/θ
Re[ω̃]
Figure 6.5: Surface with the maximum real part of the roots for a fixed value of φ as a function of
φ/θ and A. The lines that follow the surface correspond to the lines with the same color presented
in Figure 6.4.
does not hold when ζ <−1/A, which is less restrictive than ζ < 0. Finally C3 > 0 and C1C2 >C3C0
are always true and consequently do not affect the stability. Therefore the Routh-Hurwitz analysis
yields that the instability condition for an intermediate value of B coincides with the elastic case,
that is ζ < 0. This means that the existence of rate dependency eliminates the asymptote observed
in the rate-independent case, stabilizing the effect of plasticity. This stabilization increases for
systems with strong rate dependency. Stabilization due to rate-dependency has also been observed
in other types of localization phenomena, as reported in the work of Needleman and co-authors
[107, 108].
Two limit cases can be studied. The first corresponds to a rate independent behavior (i.e.
R0 → 0⇒ B→ ∞) and has already been studied earlier. The second limit case corresponds to
a strong rate-dependence effect (i.e. R0 → ∞⇒ B→ 0). For this scenario, even minute plastic
deformations will raise the yield stress to infinite values, which means that the material approaches
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a linear elastic behavior. In fact, in this case the characteristic equation degenerates to
ω̃
3 +αk2ζ ω̃ = 0 (6.28)
which, apart from a zero root, is the same characteristic equation as the one obtained for elasticity
in (6.16).
In Figure 6.6, the growth-rate of a perturbation is illustrated as a function of rate dependency.
We plot the growth-rates obtained from solving the visco-plastic characteristic equation (6.10) for
several values of φ and constant values of A = 1 and B = 5, as a function of the ratio φ/θ . This
figure can be directly compared to Figures 6.1 and 6.3. We can then observe how this figure
clearly illustrates the stabilizing effect of rate dependency, removing the asymptote present in the
rate-independent case.
















Figure 6.6: Maximum real part of the roots for a fixed value of A = 1.0 and B = 5.0 as a function
of φ/θ .
The limit values of B correspond to the rate-independent case (B→ ∞) and the rate-dominated
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case (B→ 0). The progression of the stability between these two limits can be observed in Fig-
ure 6.7 where the value of the maximum real part of the roots of the characteristic equation are
plotted as a function of φ/θ for a fixed value of φ = 2 and A= 1. Again, increased rate-dependency
(B→ 0) acts as a stabilizing mechanism and the system converges to linear elastic behavior. Note
that the condition for an asymptote to exist as B→ ∞ is the same as for the rate-independent case,
i.e. A > A∗.

















Figure 6.7: Maximum real part of the roots for a fixed value of φ = 2.0 and A = 1.0 as a function
of φ/θ and B. The value of B∗ is presented in (6.34).
Figures 6.8a-6.8d show tridimensional representations of the surface generated by the maxi-
mum real root as a function of φ/θ and A for different values of B.
Note that in Figure 6.7, since there is a continuous transition between a rate-dominated case and
a rate-independent case, the value of the growth-rate of a homogeneous perturbations (φ/θ = φ =
2.0) will go from zero to infinity. By plugging the homogeneous restriction (k = 0⇒ θ = 1) into





(a) B = 10
Aφ/θ
Re[ω̃]
(b) B = 5
Aφ/θ
Re[ω̃]
(c) B = 2
Aφ/θ
Re[ω̃]
(d) B = 0.05
Figure 6.8: Surfaces with the maximum real part of the roots for a fixed value of φ = 2 as a function
of φ/θ , A and B. The lines that follow the surfaces correspond to the lines with the same color
presented in Figure 6.7.
is obtained









In Figure 6.9, the value of the maximum real part of the roots of the characteristic equation
scaled by B for a fixed value of φ = 2 and A = 1 is shown. As predicted by Eq. 6.29, the scaled
value of the growth-rate of a uniform perturbation is the same for all values of B. Note that, for the
growth-rate of a uniform perturbation to be greater than zero (i.e. unstable) the value of A must be
grater than A∗.
The wave-length that corresponds to the maximum growth-rate can be determined as the posi-
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Figure 6.9: Maximum real part of the roots, scaled by B, for a fixed value of φ = 2.0 and A = 1.0
as a function of φ/θ and B. The value of ω̃uB is presented in (6.29). The value of B
∗ is presented in
(6.34).
tion of the peak value of Re[ω] as a function of φ/θ . If the peak is at φ/θ = φ , then θ = 1 and the
peak growth-rate is for an infinite wave length (i.e. uniform perturbation). On the other hand, if the
peak is at φ/θ < φ , then there is a finite value of the wave length that has the maximum growth-
rate. For a constant value of A, small values of B correspond to a maximum growth-rate at finite
wave-length and large values of B correspond to a maximum growth-rate at infinite wave length
(Fig 6.7-6.9). Therefore, there will be a value B = B∗ after which the maximum will correspond to
a uniform perturbation and before which the wave-length is finite.











We represent the characteristic equation (6.10) as
P(ω̃(x,C),x,C) = 0 (6.31)
where C represents all other variables in the characteristic equation independent of x. Taking a























for A > A∗ (6.34)
This means that if B < B∗, then the problem will have a finite wavelength for the most unstable
direction. Otherwise the most unstable perturbation will be the uniform perturbation. Since B∗ > 1







which means that under this condition the maximum growth-rate is guaranteed to be of finite wave
length.
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6.3 Numerical Results in 1D
6.3.1 Problem description
In this section, the previous 1D formulation of an idealized version of the Torsional Kolsky Bar is
considered, and is described in section 5.3. The simulations are carried out for different applied
strain rates and we demonstrate that the analytical results of section 6.2 are recovered by numerical
simulations.
The material considered for the 1D problem is a modified 4340 Steel with a Johnson-Cook
constitutive law [134], neglecting thermal softening, as given in the previous chapter (Eq. 5.36).
The material parameters of this steel are the same as before and presented in Table 5.1, with
Gc = 12.5kJ/m2. The modified Johnson-Cook parameters are presented in Table 6.1. These modi-
fications served to enhance the differences between different strain-rates to better verify the theo-
retical predictions.
Table 6.1: Johnson-Cook parameters for 4340 Steel
Property Name Symbol Value Unit
Yield shear stress As 770.0 MPa
Hardening Shear stress Bs 1000.0 MPa
Strain hardening N 0.26 -
Strain-rate hardening (Rate-dependent) cRDh 0.1 -
Strain-rate hardening (Rate-independent) cRIh 0.002 -
Reference strain-rate γ̇ pr 1.0 103/s



























)N) γ̇ p0ch (6.37)
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Note that the parameter A will increase as γ p increases (for N < 1). Additionally, a material with
low rate sensitivity (low ch) will have a large B. It is also clear that both parameters depend on the
current state of the deformation and are local quantities along the rod. See C.1 and C.2 for more
details.
The analysis is performed on a range of nominal strain rates between 103s−1 and 104s−1. A
displacement-type loading is applied as Dirichlet boundary conditions. The velocity of the loading
is defined as shown in Figure 4.1 with vr being the steady velocity and tr the time to reach that
velocity.
Given the parameters in Table 6.1, we illustrate the response of an elastic, quasi-rate indepen-
dent plastic and visco-plastic materials.
In the elastic case (Fig. 6.10a) the stress grows with the nominal strain independently of the
strain-rate until the peak stress. At this point, initially mild softening occurs followed by an intense
stress collapse. For the quasi-rate-independent plastic material (Fig. 6.10b), the parameter cRIh for
the flow law is used. This corresponds to a material that has very little sensitivity to rate effects in
its plastic behavior and all curves collapse into an almost single line. Note however that the stress
collapse is intense, immediately after the peak stress. Finally, the visco-plastic material response
(Fig. 6.10c) is obtained by choosing cRDh in Table 6.1. Here, the effect of the rate of deformation
is clearly evident, where increasing the strain-rate produces yielding at higher values of stress but
the nominal strain at which the peak stress occurs decreases.
6.3.2 Results for a linear elastic material with phase field
In this section we study the behavior of the rod modeled as a linear elastic material with the phase
field method for fracture. General results have been presented in section 5.3 of the previous chapter.
The critical instability point corresponds to the peak stress and crack nucleation only occurs at
the stress collapse which originates only later in the deformation stage (Fig. 5.2). As predicted by
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ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1






















































Figure 6.10: Stress-strain curves of a linear elastic, rate-independent plastic and visco-plastic rod
being sheared at several strain-rates.
the linear perturbation analysis, the critical point (peak stress) matches the point for which φ = 1/3
(Fig 6.11).



























Figure 6.11: Stress and φ curves at the center of the rod as a function of the nominal strain at
several strain-rates. For clarity, the color scheme for the value of φ corresponds to the same color
scheme used for the stresses in figure 6.10a. This figure is repeated from the previous chapter for
convenience.
Note however, that at this point the system is unstable only for an infinite wave-length (i.e.
homogeneous distribution of damage), since φ/θ ≥ 1/3⇒ θ = 1 (Eq. 5.27), and the growth-rate
of the unstable perturbation is null since k = 0⇒ ω̃ = 0. In other words, the instability at the peak
stress is described for a homogeneous softening with an infinitesimally small growth-rate. Thus,
increasing the strain rates has almost no effect on the growth rate at the peak point but does have a
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major impact of the softening behavior after localization has occurred.
Recalling the derivations in section 6.2.2, as the value of φ increases, so does the value of
the growth-rate of the instability for values between φ/θ = 1/3 and φ/θ = φ (Figure 6.1). This
means that an increase of the value of φ above 1/3 allows for positive (i.e. unstable) growth-rates of
smaller wave-lengths, which will eventually lead to localized damage (i.e. a crack). This explains
why the crack doesn’t form immediately after the peak stress but only after some homogeneous
softening has already occurred.
It is well known that in dynamic analysis the definition of instability is subject to interpreta-
tion [157], since the growth of a small perturbation might not manifest itself quickly enough to
overcome the dynamic changes happening in the structure. This issue was also noted by Hoff
[158] about 50 years ago with relation to buckling of rapidly-loaded columns. In that case, values
of loading larger than the Euler critical load were achieved because the horizontal deflection lags
behind what would be the quasi-static deformation for the same loading.
Based on the same principle, in our case, the strain rate affects the localization since the un-
stable growth-rate of a perturbation is finite and therefore possibly small when compared with the
strain-rate being applied to the rod.
6.3.3 Results for Rate-dependent Plasticity
In this section we study the stability behavior of the rod with phase-field damage and rate-dependent
plasticity. The Johnson-Cook parameters for this example are given in table 6.1 where cRDh , which
denotes the strain-rate hardening parameter (not to be confused with the Phase-field parameter c),
is used.
The post peak behavior is similar to the elastic case, i.e. the collapse occurs after some homo-
geneous softening takes place. This is expected since this problem has a large rate dependency as
imposed by the parameter cRDh , which is an order of magnitude above typical steel values (Fig. 5.5).
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We bring from the previous chapter Figure 6.12 which shows the value of φ for the center of the
rod as the deformation progresses for several strain-rates. As predicted in section 6.2.4, φ = 1/3
always corresponds to the critical point (peak stress) independent of the applied strain rate.



























Figure 6.12: Stress and φ curves at the center of the rod as a function of the nominal strain at
several strain-rates. For clarity, the color scheme for the value of φ corresponds to the same color
scheme used for the stresses in Figure 6.10c
In Figure 6.13 the parameters A and B, computed at the center of the rod for each strain-rate,
are shown. The values of B shown in Figure 6.13b are on the range of 0.01 to 0.3. These relatively
low values are consistent with the fact that the problem is rate-dependent and therefore ch is large,
as seen in (6.37).
The value of A at the peak stress ranges from 20 to 120. However, this parameter has little in-
fluence on the post peak behavior since rate dependency stabilizes the effect of plastic deformation,
reducing the amplitude of the maximum unstable growth-rate.
Lower strain-rates yield earlier and therefore undergo more plastic deformation, and as can be
seen in (6.36), lower strain-rate and larger plastic deformation will both contribute to a larger value
of A. It can be observed in Figure 6.13a that, in fact, the lower the strain-rate, the higher the value
of A at peak stress.
138
6.3. NUMERICAL RESULTS IN 1D
ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1
























































Figure 6.13: Values of Stress (in black), A parameter (left) and B parameter (right) at the center of
the rod as a function of the nominal strain at several strain-rates. The values of the parameters A
and B are computed based on Equations 6.14 and 6.15. For clarity, the color scheme for the value
of the parameters corresponds to the same color scheme used for the stresses in figure 6.10c
Results for a quasi-rate-independent material
Finally, we show the behavior of the same material but with the strain-rate hardening parameter
cRIh . This value is an order of magnitude smaller than a normal 4340 Steel in order to approximate
the behavior of a rate-independent material.
Figure 6.14 shows the distribution of the phase-field parameter along the rod for a specific value
of strain-rate. As before, there is still some homogeneous damage evolution before the formation
of a localized crack. However, the post peak behavior is now sharper than in the previous examples.
This agrees with our predictions since the rate independent case has very large values in the growth-
rate surface (Fig. 6.5), particularly for highly saturated cases.
The criterion for instability φ > 1/3 also holds for the rate independent case. This can be
observed in Figure 6.15 that shows the value of φ for the center of the rod as the analysis progresses.
In Figure 6.16b the values of B at the center of the rod as the analysis progresses, are depicted.
As expected from (6.37), the quasi-rate-independent material will have larger values of B than in
the rate-dependent case. The loss of the stabilizing effect of rate-dependency can be observed in
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(b) Phase field parameter (c) along the rod
Figure 6.14: Damage distribution of the rod with progression of time. 6.14a shows the stress-strain
behavior of a rod being sheared at a strain-rate of 5×103s−1. Several points are chosen for which
the entire distribution of the phase-field parameter along the rod is represented in 6.14b. The red
star marks the moment of maximum stress.



























Figure 6.15: Stress and φ curves at the center of the rod as a function of the nominal strain.
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Figure 6.16b since the post-peak behavior shows a sooner and shaper collapse than in the case of a
rate-dependent material.
In Figure 6.16a we show the value of A at the center of the rod. It can be observed that the
value of A is large at the peak stress due to the high level of saturation of the plasticity.
ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1
























































Figure 6.16: Stress (in black), A parameter and B parameter curves at the center of the rod as a
function of the nominal strain
6.4 Concluding Remarks
In this chapter we study the stability of the phase field method for fracture on an elastic, rate inde-
pendent plastic and visco-plastic material. Stability is determined by a rigorous linear perturbation
analysis, which provides a criterion for instability as well as important information regarding the
growth rate of an unstable perturbation.
In elasticity the unstable growth-rate of the a perturbation is null for the homogeneous case
which means that this mode will not be the preferential mode of growth of an instability. Based
on the analysis of the maximum growth-rate, it is expected that the solution will tend to localize
after the instability point, however, in dynamic problems, we expect that higher strain-rates require
larger values of φ to do so.
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The stability of non-homogeneous perturbations (i.e. with finite wave-length) was analyzed
as well as the effect of plasticity and viscoplasticity. It was observed that a perturbation with
maximum unstable growth-rate will generally correspond to a non-homogeneous type of instability
and that rate-dependent plastic effects stabilize the system.
The analysis was tested and verified by numerical simulations. Even though the linear pertur-




Multidimensional Stability of Fracture
7.1 Introduction
The local physical stability criterion for fracture problems modeled by the phase field method
derived in the previous chapter is developed and studied for a cubic degradation function. In
addition, the condition is tested in a multidimensional setting.
Numerical results are presented to verify the theoretical predictions assuming quadratic and
cubic degradation functions. We also show that this stability criterion can be directly expanded to
2D with robust mesh-insensitive predictive capabilities with respect to crack nucleation and path.
Several numerical examples are presented to verify these results.
7.2 Problem Statement
Consider an elastic-viscoplastic solid subjected to loads and appropriate boundary conditions. The
phase field method is used to model its fracture assuming small strains.
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The governing equations of this problem are given by [27]
Momentum: ρ üi = σi j, j +bi (7.1)










ui, j +u j,i
)
− ε pi j (7.3)









Inelastic Const. Law: ˙̄γ p = g(σ̄ , γ̄ p)≥ 0 (7.5)
In the momentum equation (7.1), ρ is the density, ui the displacement field, σi j the stress
tensor and bi the body force. In the damaged elastic constitutive equation (7.2), Celasi jkl is the fourth-
order elastic constitutive tensor, εei j is the elastic strain tensor, W
+ is the component of the elastic
strain energy degraded by damage and m(c) is the degradation function that relates the phase-field
parameter c with the damage in the solid.
An additive decomposition of the strain in equation (7.3) is used, in which the plastic strain








g(σ̄ , γ̄ p)
σ̄
Si jdt ′ (7.6)
where t ′ is a dummy integration parameter, t is time and t0 the initial time. The function g(σ̄ , γ̄ p)
is the flow law used to compute the equivalent plastic strain rate ( ˙̄γ p).






Si jSi j (7.7)
where the deviatoric stress Si j is






and δi j is the Kronecker delta.
Note that the damaged elastic constitutive equation (7.2), is obtained by considering that the
total degraded elastic strain energy is given by the sum of two factors W−+m(c)W+ where W− is
the component of the strain energy that is not affected by the fracture behavior (typically the com-
pression component of the strain) and W− is the component of the strain energy that is degraded
















yields the damaged elastic constitutive
equation (7.2).
Equation (7.4) is the typical phase field equation [43, 44, 47–49], where c denotes the extent
of damage or the phase-field parameter, θc is the so called micro-inertia, Gc corresponds to the
fracture energy of the material (i.e. the critical energy release rate which is a material parameter)
and l0 is the process zone parameter, where 2l0 roughly corresponds to the dimension of the pro-
cess zone, also known as the characteristic length (See Figure 1.3). The phase-field parameter c
ranges from 0 to 1, where the value of 0 corresponds to an uncracked state and the value of 1 to a
fully cracked state. When the parameter l0→ 0, the approximation of the fracture energy by the
phase-field method converges to the fracture energy of a discontinuous crack [120], provided that
sufficient mesh refinement within this zone is employed. Finally, P corresponds to the total stored
inelastic energy and P+ is the component of the stored inelastic energy that is degraded by damage
and consequently contributes to fracture.




(1−χ)σi jε̇ pi jdt (7.10)
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where χ is the so called Taylor-Quinney coefficient [118] that gives the fraction of the total plastic
work (σi jε̇
p
i j) that is dissipated into heat, and t0 is the current time. The definition of P
+ depends
on the micro-structural mechanisms that are contributing to the generation of fracture surface. As a










where χ f , similarly to Taylor-Quinney, is the fraction of the total plastic work that goes into frac-
ture generation. Naturally the sum χ +χ f must not exceed the value of 1, i.e. χ f ≤ 1−χ .
The inelastic constitutive equation (7.5) depends specifically on the chosen flow law. In this
chapter we assume a flow law of the form
σ̄ = Q(γ̄ p)R( ˙̄γ p) (7.12)
which is used for many popular material models such as Johnson Cook [134] or Litonski [159].
Finally, the boundary conditions needed to solve the system are
ui = ūi on ∂Ωu (7.13)
n j ·σi j = t̄i on ∂Ωt (7.14)
ni ·Hi = 0 on ∂Ω (7.15)
where ūi and t̄i are the prescribed boundary displacements and tractions, respectively. The entire
boundary is given by ∂Ω = ∂Ωu
⊕
∂Ωt .
This model considers small strains, and additionally neglects thermal effects. At t = t0 the




7.3.1 1D Characteristic Equation
We study a 1D pure tension formulation of the problem stated in section 7.2 with the linear per-
turbation method and obtain a characteristic equation. In this formulation the normal stress is
represented by τ and the strain by γ . A monotonic loading is assumed to avoid elastic unloading.
The perturbed equations obtained by this procedure are










e +δγ p = δu′ (7.18)


































Recall that, as noted in (2.60), a variable with a subscript 0 corresponds to the value of that
variable (or its derivatives) at the solution point being perturbed. For example, m0 corresponds to
the value of the degradation function m(c) at the current equilibrium point.
Resolving all spatial and temporal differentiations, the independent variables can be eliminated
by manipulation of (7.16)-(7.20), which will yield a cubic normalized characteristic equation of
the form
C0 +C1ω̃ +C2ω̃2 +C3ω̃3 = 0 (7.22)
147
CHAPTER 7. MULTIDIMENSIONAL STABILITY OF FRACTURE
where Ci are the coefficients of the polynomial characteristic equation that depend on material
parameters (E,Gc,. . . ) and the current values of the solution (m0, W+0 , P
+
0 , . . . ). The reader is
referred to 5.2 for the specific values of Ci.
Subsequently, we apply the Routh-Hurwitz stability conditions to the characteristic equation.
These state that a third order polynomial will be stable, i.e. all its roots are on the negative real
half-plane, if the following conditions are met:
Ci > 0 i = 0,1,2,3 and C1C2 >C3C0 (7.23)
Therefore, a necessary and sufficient condition for instability is that at least one of these in-
equalities will not be satisfied. Analyzing each condition individually leads to a final criterion for





with φ = 2βW+0 , θ = 1+αk
2. The parameter α = 4l20 is referred to as the gradient coefficient
and corresponds to the square of the characteristic length of the model. As mentioned before,
2l0 defines the width of the diffused crack, which means that as l0 decreases, the value of α also
decreases, making the crack narrower. The parameter β = 2l0Gc , relates the amount of energy that
contributes to fracture with the critical fracture energy Gc (a material property). Therefore, the
term β (W++P+) quantifies the amount of energy with respect to Gc driving the evolution of the
smeared crack and serves as the source for the phase-field term.


















The limiting value of θ for the earliest onset of instability is θ = 1, which leads to the expres-
sion for instability
φ > φc ⇒ φ −φc > 0 (7.26)
The reader is referred to Arriaga and Waisman [155] for additional details.
7.3.2 Application to a Cubic Degradation Function
A cubic formulation for the degradation function was proposed by Borden [58]
m(c̄) = (3− s)c̄2 +(s−2)c̄3 (7.27)
with c̄= 1−c in our formulation. The parameter s controls the behavior of the degradation function
at the onset of damage, i.e. ∂m
∂c
∣∣
c=0 =−s. A value of s = 2 degenerates the cubic equation into the
quadratic one. The cubic degradation function allows for a more “linear” behavior of the stress-
strain curve before the peak stress, as opposed to the quadratic function.
In Figure 7.1, the behavior of the stress-strain curve of an elastic material is demonstrated.
Here one can see that the peak value of stress increases as the s parameter goes from 2, equivalent
to a quadratic degradation function, to 0. Note that the smaller the value of s, the closest the
stress-strain curve will be to a linear behavior before the peak stress.
Plugging the degradation function back onto (7.25), the condition for instability is obtained
φ > φc =
1/(3− s)
(2+3ac̄)2




where a = s−23−s . Note that f
p
0 is the ratio between the plastic work and the elastic work that con-
tribute to fracture, as given in (7.21).
Figure 7.2 represents the degradation function (m(c)) and the critical energy (φc) as a function
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Figure 7.1: Stress-strain curves for different values of s in an elastic material.
of c and s. The cubic degradation function with s = 0 gives a horizontal tangent at c = 0. In
practice this presents problems from the numerical point of view and a sufficiently small number
should be used instead of 0. If s = 2 (quadratic) then the stability condition is independent of c
as confirmed by other methods in the literature [43, 46]. However, for any other value of s, the
stability condition will be dependent on c, as can be seen in figure 7.2b.
fp=0.0 (P+=0) fp=1.0 fp=2.0 fp=3.0-ε




























(a) Degradation function (m(c))

























(b) Critical energy (φc)
Figure 7.2: Degradation function (left) and critical energy (right) for the cubic formulation(7.27)
with respect to c and s. The fully quadratic result in elasticity (P+ = 0) recovers the critical values
of φc = 1/3.
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Despite the results of figure 7.2b, we are only really interested in the value of φc at the critical
point, i.e. at the moment when the solution becomes unstable due to φ = φc. Therefore we compute
and depict in Figure 7.3 the critical phase-field parameter (cc) and the critical energy (φc) as a
function of s and f p for the cubic degradation function at the moment of instability. The value of
cc is obtained by considering the phase-field equation (7.4) in a uniform state (c,ii = 0) and setting













plugging φc from equation (7.28) solving for cc results in an expression for cc with a cubic degra-
dation function (see C.3).
Additionally, by plugging the resulting cc back into φc (7.28) we can compute the value of
the critical energy at the moment of instability. The value of critical energy for f p = 3 is not
represented as it corresponds to the limit case where the energy goes to infinity. This becomes
clear by setting c̄ to zero in equation (7.28). In the limit case of s = 2 (i.e. quadratic degradation)
in elasticity, the critical values of cc = 1/4 and φc = 1/3 are obtained, as expected from earlier
literature results[43, 46, 58].
7.3.3 Stability Criterion by eigenvalue analysis of the discrete system
The stability of a problem can also be analyzed from a numerical perspective by making use of
the concept of Lyapunov stability where a local eigenvalue analysis of a particular partition of the
element Jacobian matrix (or Tangent Stiffness Matrix) is analyzed, as presented in Arriaga et al.
[88].
As Leroy and Ortiz [160] stated: “arbitrarily slow perturbations in a rate-dependent solid can
only grow from quasistatic solutions.” By arbitrarily slow perturbations it is understood that per-
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fp=0.0 (P+=0) fp=1.0 fp=2.0 fp=3.0-ε


















(a) Critical phase-field parameter (cc)




















(b) Critical energy (φc)
Figure 7.3: Critical phase-field parameter (left) and critical energy (right) for the cubic degradation
function (7.27) with respect to s and f p. The fully quadratic result in elasticity (P+ = 0) recovers
the critical values of cc = 0.25 and φc = 1/3.[43, 46, 58]
turbations with small but positive growth-rate or the first eigenvalue which crosses the real half
plane and becomes positive, correspond to the onset of instability.
In the current dynamic fracture model, to obtain the residual equations we first define the weak
form of the governing equations by multiplying each equation in (7.1)-(7.5) by its correspond-





wui ρ üi dΩ+
∫
Ω
wui, jσi j dΩ−
∫
Γ










































g(T, σ̄ , γ̄ p)dΩ (7.33)
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Note that the Strain-Displacement equation is not explicitly included in the weak form, but it is
implicitly taken into account when computing the elastic strain in the Damaged Elastic Constitutive
Law.
Accounting for the Babuska-Brezzi condition [139–141] in mixed finite element formulations,
the shape functions for each field must be chosen with care. To this end, we choose C0 shape
functions for displacement and phase-field parameter, and piecewise continuous functions for the
stress and equivalent plastic strain.
The residual equations can be grouped into a residual vector r and a solution vector x with
















The coupled nonlinear problem can then be stated as
−r(x0, ẋ0, ẍ0) = M ·δ ẍ+C ·δ ẋ+K ·δx (7.35)
where r(x, ẋ, ẍ) is the vector with the residual of each equation in the set of governing equations
of the problem and x is the solution vector which contains all field variables being solved for (ui,
c, σi j, γ̄ p). M ·δ ẍ, C ·δ ẋ and K ·δx are the obtained by computing the Gâteaux differential of the
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residual(r) in the δ ẍ, δ ẋ and δx directions as follows
M ·δ ẍ = dδ ẍr(x, ẋ, ẍ) =
d
dε




C ·δ ẋ = dδ ẋr(x, ẋ, ẍ) =
d
dε




K ·δx = dδxr(x, ẋ, ẍ) =
d
dε





The Jacobian matrix is then built by approximating the rate and acceleration of the solution
increment (δ ẋ and δ ẍ) with a Newmark-beta time-integration scheme such that (7.35) becomes
J ·δx =−r(x0, ẋ0, ẍ0) (7.40)
where the Jacobian matrix J is given by
J =

M∗uu 0 KLuσ 0
Gcu KLcc +Gcc Gcσ Gcγ̄ p
KLσu Gσc KLσσ Gσγ̄ p
0 0 Gγ̄ pσ C∗γ̄ pγ̄ p +Gγ̄ pγ̄ p

(7.41)
with the superscript (∗) indicating that the matrix has been scaled by the constants that result from
the time-integration scheme used.
The quasi-static finite element formulation of the system can be acquired by considering the K
component of the Jacobain matrix, i.e. the component of the Jacobian matrix that is affecting the
154
7.3. STABILITY ANALYSIS
non-rate terms of the governing equations. Hence, the matrix K is given by
K =

0 0 KLuσ 0
Gcu KLcc +Gcc Gcσ Gcγ̄ p
KLσu Gσc KLσσ Gσγ̄ p
0 0 Gγ̄ pσ Gγ̄ pγ̄ p

(7.42)
where K = KL +G represents the sum of the stiffness matrices associated with linear material
behavior such as elasticity and thermal diffusion (KL) and the tangent stiffness matrices associated
with material non-linear behavior (G). Note that the matrix K is nonsymmetric and will potentially
lead to complex eigenvalues. We refer to McAuliffe and Waisman [27, 28] for additional details
on this formulation.
Therefore, the stability condition based on the numerical approximation is obtained when there
exists an eigenvalue of K with a positive real part, i.e.
Re [eig(K)]> 0 (7.43)
The main advantage of this process is that it is straight forward to apply and will be as accurate
as the FEM approximation. An implicit assumption of this method is that the values for the wave-
length of the perturbation are limited to permutations of the degrees of freedom within the element
discretization. In other words, the wave-lengths are locked to the element size. Nonetheless, we
neglect the influence of this effect since, as mentioned earlier, the limit case is given by k→ 0,
which corresponds to an infinitely large wave-length of the perturbation (i.e. uniform solution),
which can be easily captured by the Finite Element discretization of the problem.
While this approach will be shown in the next section to agree well with both analytical criteria
for shear bands and fracture, one limitation of this method is that it does not distinguish between
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the types of failure modes as is clearly obtained with the analytical criterion. Another drawback of
the spectral method is its higher computational burden, as it requires a solution of an eigenvalue
problem at each element and will slow down the analysis, which might be significant in large scale
parallel computations.
7.4 Numerical Results in 1D
The 1D formulation used in this section is an idealized version of the Split-Hopkinson bar experi-
ment [147–149], as described in section 3.4.1.
To capture the localization more accurately, the rod is discretized with a non-constant element
size as in the previous chapters (Eq. 3.74).
In the following sections, the results are presented for N = 101, β = 0.25, P = 5, deL = 1×10
−4
and L = 0.5× 10−3m. All values refer to the half-rod, which means that the final length will be
10−3m. The total number of nodes will be 201 since the central node is repeated. Figure 3.2a
shows the relative position of the nodes in the half-rod as a function of the relative node number
and figure 3.2b shows the relative element size also as a function of the relative node number.
The material considered for the 1D problem is a modified 4340 Steel with a Johnson-Cook
constitutive law [134], neglecting thermal softening, as given in the previous chapter (Eq. 5.36).
The material parameters of this steel are presented in Table 7.1 and the Johnson-Cook parameters
are presented in Table 7.2. Without loss of generality we assumed slightly larger values for ch
(rate-sensitivity of the flow law) and Gc (critical energy release-rate) in order to demonstrate the
effect of different load-rates more pronouncedly.
A hyperbolic secant type of imperfection is considered at the center of the rod which scales
the material parameters As, Bs and Gc by the factor ηimp defined in a previous chapter in equa-
tion (3.78). For the problem studied αred = 0.01, r0 = L/100µm and x0 = L/2 = 500µm.
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Table 7.1: Material properties for 4340 Steel
Property Name Symbol Value Unit
Mass density ρ 7830 kg/m3
Young’s modulus E 200 GPa
Poisson’s ratio ν 0.29 -
Shear modulus µ 77.5 GPa
Critical Fracture Energy Gc 12.5 kJ/m2
Process Zone Parameter l0 50 µm
Table 7.2: Johnson-Cook parameters for 4340 Steel
Property Name Symbol Value Unit
Yield shear stress As 1300.0 MPa
Shear stress hardening parameter Bs 700.0 MPa
Strain hardening parameter N 0.26 -
Strain-rate hardening parameter ch 0.1 -
Reference strain-rate γ̇ pr 1.0 103/s
The analysis is performed on a range of nominal strain rates between 103s−1 and 104s−1. A
displacement-type loading is applied as Dirichlet boundary conditions. The velocity of the loading
is defined as shown in Figure 4.1 with vr being the steady velocity and tr the time to reach that
velocity.
Figure 7.4 depicts the behavior of the stress-strain curve of a visco-plastic material with and
without the contribution of P+, where a χ f = 0.01 was used for the case with P+ 6= 0. In both
cases, as the rate of deformation increases, the peak value of stress occurs for a smaller value of
strain due to the rate-hardening behavior of the material. When P+ = 0, the value of the peak stress
is the same for all cases since softening is only due to the phase-field degradation, which in turn
only depends on the elastic energy. On the other hand, when the phase field is also affected by the
accumulated inelastic work that contributes to fracture, i.e. P+ 6= 0, then the critical stress and the
critical strain are reduced, causing an earlier onset fracture.
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ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1













(a) P+ = 0













(b) P+ 6= 0 with χ f = 0.01
Figure 7.4: Stress-strain curves for different values of strain-rate in an visco-plastic material with
s = 0.5.
7.4.1 Comparison between degradation functions in an elastic material
In Figure 7.5 the stability condition (7.26) is plotted for different values of s in an elastic material
loaded at strain-rate of ε̇ = 5.03s−1. It can be observed that the stability condition accurately
recovers the peak stress, which confirms the analytical result.
When the problem is homogeneous, the value of φ is only a function of the nominal strain.
Therefore, before the formation of the crack, the differences in φ − φc between the models are
strictly due to the difference between the values of φc. This explains why the value of φ − φc is
the same for s = 0.01 and s = 2, since (as can be observed in figure 7.2b) the value of φc is very
similar in both cases.
For the cubic case with s = 0 there is an interesting phenomenon where it can be observed an
increase of φc that delays the instability point. This is consistent with the behavior of the curve
with s = 0 in Figure 7.2b that initially grows for small values of c.
In addition, since the value of φc for s = 0 stays close to 1/3 almost up to the instability point,
it is expected that the value of c remains close to zero during this time. This can be confirmed
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s =0.01 s =0.5 s =2 φ = φc

























(a) Stress-strain (black) and stability condition (colored lines).













(b) Onset of instability marked on stress-strain curves .
Figure 7.5: Stability analysis of an elastic material for different values of s in the degradation
function. The bar is loaded at ε̇ = 5.03s−1. Figure 7.5a shows that when the colored lines that
correspond to the quantity φ −φc cross the value of zero, i.e. the instability condition (Eq. 7.26)
is met, then the stress will be at its peak value. Figure 7.5b shows a simplified plot with only the
stress-strain curves and the instability points.
by observing the value of c as a function of the nominal strain in Figure 7.6a. As the value of s
decreases towards the limit value of zero, then c will depart later from the undamaged case (c = 0).
Remarkably, all three functions intercept at c = 1/3. To understand this we first note that the
models are still homogeneous at this point, even though we are already past the instability point.
Consequently, the homogeneous solution can be obtained by plugging ∂m
∂c for the cubic formulation





2c+ s(13 − c)
] (7.44)
which means that if c = 1/3, then the value of the nominal strain for the homogeneous solution
is independent of s, causing the intersection. This expression also recovers the critical value of
c = 1/4 for the elastic case as shown in the literature[43].
Figure 7.6b depicts the value of the degradation function with respect to the nominal strain.
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(a) Phase field parameter (c)



















(b) Degradation function (m(c))
Figure 7.6: Evolution of the phase field and degradation for different values of s as a function
of the nominal strain. As the value of s decreases away from the quadratic degradation function
s = 2, the growth of the phase-field parameter c and the reduction of the degradation function m(c)
will be delayed . This means that a smaller s value reduces the non-linearity before the instability
point, giving the stress-strain curve a more linear behavior before the formation of the crack.
The advantage of this degradation function is demonstrated as it prevents the material from deteri-
orating almost up to the critical point (peak stress), allowing for a linear elastic behavior before the
onset of degradation. This is in stark contrast to the quadratic formulation that begins degrading
from the onset of elastic deformation, driving the material to never exhibit a linear-elastic behavior.
Finally, we show the effect of strain-rate loading in the elastic case. Figure 7.7 shows the stress-
strain curves for both the quadratic case and the cubic case. As expected, the deformation up to
the critical point is independent of the strain-rate. However, post instability, the collapse becomes
a function of strain-rate, being delayed for increasing strain-rate. This happens because faster rates
require larger growth-rates of the perturbation to collapse, which then leads to a delayed collapse.
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ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1















(a) s = 2 (quadratic)













(b) s = 0.01 (cubic)
Figure 7.7: Stress-strain curves for different values of strain-rate in an elastic material.
7.4.2 Application to a visco-plastic problem
In Figure 7.8 the stability condition (7.26) for s = 0.5 and different values of strain-rates is plotted
for a visco-plastic material with and without the influence of P+. As in the elastic material case,
the stability condition accurately recovers the peak stress, which confirms the analytical result.
The plots corresponding to P+ = 0 have larger values of the critical strain (i.e. the strain at the
instability point) when compared to P+ 6= 0. Additionally, the critical stress (i.e. the stress at the
instability point) is constant when P+ = 0 but becomes smaller with the decrease in strain-rate for
P+ 6= 0. This is due to the fact the lower strain-rates have lower values of the yield stress, which
generates more yielding and therefore a stronger contribution of P+ into the phase-field equation.
The critical value of the phase-field parameter (cc) for the case of P+ = 0 can be computed
using Equation C.3 with the value of s used in this section (s = 0.5). Since the value of cc is a
function of only s and f p, and considering that for P+ = 0 the value of f p = 0, then the critical
value of the phase-field parameter is obtained as cc = 0.21661. This can be observed in Figure 7.9a,
where the crosses were placed based on the condition of φ = φc. On the other hand, if P+ 6= 0,
then there is no unique value of the critical c for all strain-rates due to the dependency on f p. This
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ε̇ =1.0× 103s−1 ε̇ =2.0× 103s−1 ε̇ =5.0× 103s−1 ε̇ =1.0× 104s−1 φ = φc

























(a) P+ = 0: Stress-strain and stability condition.













(b) P+ = 0: Simplified plot.

























(c) P+ 6= 0: Stress-strain (black) and stability condition (col-
ored lines).













(d) P+ 6= 0: Simplified plot.
Figure 7.8: Stability analysis of a visco-plastic material for different strain rates, with s = 0.5.
Figure 7.8a shows the stress-strain (black lines) and the stability condition (colored lines). When
the colored lines that correspond to the quantity φ −φc cross the value of zero, i.e. the instability
condition (Eq. 7.26) is met, then the stress will be at its peak value. Figure 7.8b shows a simplified
plot with only the stress-strain curves and the instability points.
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can be seen in Figure 7.9b, where the crosses that represent the critical point given by φ = φc no























(a) P+ = 0
















(b) P+ 6= 0
Figure 7.9: Evolution of the phase field parameter (c) in a visco-plastic material.
7.4.3 Prediction based on numerical eigenvalues construction
In this section we demonstrate that the numerical eigenvalue criterion, i.e. the result of an eigen-
value analysis on the stiffness part of the Jacobian matrix, recovers the analytical result. Figure 7.10
shows the values of φ , φc and the Eigenvalue as a function of the nominal strain for an elastic ma-
terial with different values of s.
Figure 7.11 depicts the same quantities but in a visco-plastic material for different strain-rates.
In all cases the the criterion φ ≥ φc is matched by an eigenvalue ω such that Re[ω]≥ 0.
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Eigenvalue - Re[eig] φ φc



























(a) s = 0.01



























(b) s = 0.5



























(c) s = 2.0
Figure 7.10: Comparison between analytical criterion and eigenvalue criterion in an elastic mate-
rial for different values of the degradation function parameter s.
Eigenvalue - Re[eig] φ φc



























(a) ε̇ = 1×10−3s−1



























(b) ε̇ = 2×10−3s−1



























(c) ε̇ = 5×10−3s−1
Figure 7.11: Comparison between analytical criterion and eigenvalue criterion in an visco-plastic
material for different strain-rates and P+ = 0.
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7.5 Numerical Results in 2D
7.5.1 A square steel plate with preexisting crack
In this section we study the effect of mesh size and characteristic length (l0) on the size of the
instability region ahead of the crack.
A steel square plate is considered as shown in figure 7.12 with dimension H=10mm. The
plate is stretched uniaxially under a displacement control loading defined by the velocity profile
shown in Figure 3.9 with vr=10m/s, which corresponds to a nominal strain-rate of 103 s−1 and
tr=1.25µs. A Johnson-Cook material law is used and the respective parameters are the same as
the ones presented in section 7.4. Additionally, we also study an elastic material , with a quadratic




Figure 7.12: Full geometry of the square with preexisting crack problem. Dimension H=10mm.
In Figure 7.13 are depicted several snapshots of the evolution of the crack along time in an
elastic material. The crack nucleates at the tip of the preexisting crack and proceeds in mode I
along the horizontal direction of the plate. Henceforth the analysis will focus on the influence of
several characteristics of the model in the behavior of the stability condition. Unless otherwise
specified, the figures are shown at time t = 8.6µs.
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3.1µs 6.3µs 8.6µs 10.2µs 11.4µs















(a) Stress Vs Strain (b) t=3.1µs (c) t=6.3µs
(d) t=8.6µs (e) t=10.2µs (f) t=11.4µs
0 1
Phase Field (c)
Figure 7.13: Snapshots of the phase field parameter distribution in the plate at different times.
The results shown here correspond to the elastic model. The mesh is deformed according to the
displacement field and fracture develops in Mode I at the middle of the plate.
Mesh size
In Figure 7.14 we show the effect of mesh size on the stability criterion. The results presented
for an elastic material law indicate that the size of the instability region is seemingly unaffected
by the mesh density, which is particularly interesting since the data suggests that a very coarse
mesh is sufficient to determine, with reasonable accuracy, the unstable region ahead of the crack.
Therefore, this result suggests that an efficient and accurate condition for mesh refinement can be
based on the stability criterion proposed.
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(a) Very coarse mesh (b) Coarse mesh
(c) Medium mesh (d) Fine mesh
Figure 7.14: Stability condition φ −φc in elastic material with l0 = 0.2mm at t = 9µs. The red
region corresponds to a positive criterion and consequently an unstable region. Different mesh
sizes are shown to produce the same unstable region ahead of the crack. Elements belonging to the
crack (i.e. c≥ 0.97) were removed.
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Length scale
The influence of changing the length-scale parameter (l0) on the size of the unstable region is stud-
ied. The length-scale l0 is taken between 0.5% to 3% of the H dimension of the plate. Figure 7.15
demonstrates that, as expected, the size of the unstable region ahead of the crack will be related
to the value of the phase-field parameter (c), which in turn is strongly affected by the length-scale
parameter.
Additionally, notice that the boundary of the unstable region is closely related to the condition
c = 0.25 which is in accordance with the critical value of the phase-field parameter derived for a
1D homogeneous elastic case by Borden et al. [43] and also shown in Equation 7.44.
As expected from the phase-field formulation, if the mesh is sufficiently dense, then a smaller
value of l0 will lead to a sharper and more narrower crack geometry. This is also true for the
stability condition, where a smaller value of l0 leads to a sharper instability region ahead of the
crack
Plasticity and Yield Stress
The contribution of plasticity and the value of the yield stress has a direct effect on the crack
behavior of this problem. In Figure 7.16 the average Von-mises stress in the plate as the analysis
progresses for different levels of yield stress is shown. The effect of plasticity is clearly visible in
the delay of the crack formation and reduction of the stress.
Figure 7.17 shows the effect of plasticity and P+ in the distribution of the unstable points on
the domain, i.e. the location of the instability.
The three plots do not correspond to the same point in time but to similar positions of the crack
tip during propagation since, as can be seen in Figure 7.16, the stress decrease associated with the
propagation of fracture is delayed in the presence of plasticity.
Figure 7.17 reveals that accumulation of plastic deformation near the tip of the initial crack
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(a) l0 = 0.5%H (b) l0 = 1.0%H
(c) l0 = 1.5%H (d) l0 = 2.0%H
(e) l0 = 2.5%H (f) l0 = 3.0%H
0 0.25 0.5 0.75 1
c
Figure 7.15: Influence of the characteristic length l0 on the size of the unstable region ahead of the
crack in an elastic material. The plate is colored based on the value of the phase-field parameter
(c) and the condition φ = φc is delineated with a red line.
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Plasticity (σy = 600MPa)
Plasticity (σy = 500MPa)
Figure 7.16: Stress-strain curves for different values of yield stress. The stress represented here is
the average in the entire plate of the Von-mises stress.
increases the size of the unstable region. This is due to the fact that the material possesses consid-
erable strain hardening, which means that the elastic strains, and consequently the elastic energy,
will increase as the regions with larger plastic deformation are subject to more hardening. In fact,
the enlarged instability region at the concentration of plastic deformation remains the same once
the crack starts propagating.
7.5.2 Impact into a notched steel plate - The influence of the type of degra-
dation function
The behavior of a notched steel problem is studied in this section where elasticity is considered
and the parameters of the model are given in section 7.4. The geometry of the problem is related
to the well known Kalthoff problem[142] and is depicted in Figure 7.18. The plate is loaded with
displacement control defined by the velocity profile shown in Figure 3.9 with vr=10m/s, which
corresponds to a nominal strain-rate of 103 s−1 and tr=1.25µs.
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(a) Elasticity (b) Plasticity - σy =600MPa (c) Plasticity - σy =500MPa
0 0.1
Equivalent Plastic Strain (γ̄p)
Figure 7.17: Influence of the yield stress on the unstable region ahead of the crack. The plate
is colored based on the value of the equivalent plastic strain (γ̄ p) and the condition φ = φc is





Figure 7.18: Full geometry of the notched steel plate problem. Dimension H=10mm
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Figure 7.19 depicts the value of the phase-field parameter (c) for an elastic material with a
quadratic degradation function (s = 2) at different moments in time. The speed of propagation and
the angle of the crack are in good agreement with the values reported in past literature[142, 161].
In Figure 7.20 is depicted the evolution of the von-Mises stress in the plate, showing the stress
concentration and the unloading due to the crack.
0 0.5 1
c
(a) Phase-field: t = 16.75µs (b) Phase-field: t = 18.5µs (c) Phase-field: t = 19.5µs
Figure 7.19: Evolution of the phase-field parameter in time, showing the propagation of the crack
at an angle ≈ 65o. The material is elastic and a quadratic degradation function is used.
0 1e+09 2e+09
σ̄
(a) Phase-field: t = 16.75µs (b) Phase-field: t = 18.5µs (c) Phase-field: t = 19.5µs
Figure 7.20: Evolution of the Von-Mises stress in time, showing the propagation of the crack and
the consequent unloading of the solid in the shadow of the crack. The material is elastic and a
quadratic degradation function is used.
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Figure 7.21 depicts the value of the degradation function (m(c)) and the stability criterion
(φ −φc) for a quadratic (s = 2) and cubic (s = 0.01) behavior of m(c). As expected, the quadratic
degradation function tends to degrade more the material away from the crack surface. The stability
condition successfully detects the unstable region ahead of the crack for both cases.
7.5.3 Crack branching benchmark example
Next, we study the behavior of the analytical criterion and the eigenvalue methodology on a crack
branching problem. We study a pre-cracked steel plate pulled in Mode I with a constant tension
at the boundary. The specifications of the problem are obtained from the literature[43] and repro-
duced in Figure 7.22. A Johnson-Cook material law is used and the respective parameters are the
same as the ones presented in section 7.4.
The branching problem is modeled assuming an elastic material and a quadratic degradation
function.
In figure 7.23 a comparison between the phase field parameter, the eigenvalues and the φ pa-
rameter for two different moments in time are shown. These results confirm that the condition
φ > φc (where φc = 1/3 in a quadratic degradation) predicts well the unstable elements both qual-
itatively by marking the cracked elements and the crack front, and quantitatively by comparison
with the numerical approach for local instability given by the eigenvalues.
In figure 7.24 the evolution of the problem for three meshes is presented. The value of φ is
computed for each element and is shown to predict quite accurately the region ahead of the crack
where it is about to propagate, including the branching point.
Additionally, notice that the size of the unstable region ahead of the crack seems to be inde-
pendent of the mesh-size. This confirms the prediction that the intrinsic wave-length that depends
on the element size is in fact not restrictive for this problem since the first detection of instability
is associated with the uniform mode.
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0 1
m(c)
(a) Degradation Function: s = 0.01 (b) Degradation Function: s = 2
-1 0 1
φ− φc
(c) Stability Condition: s = 0.01 (d) Stability Condition: s = 2
-1e-09 1e-09
Eigenvalue
(e) Eigenvalue Condition: s = 0.01 (f) Eigenvalue Condition: s = 2
Figure 7.21: Degradation function m(c), Stability condition φ − φc and Eigenvalue condition in









Figure 7.22: Full geometry of the branching problem. Dimensions in mm. τ̄y is the applied traction
at the top and bottom boundary.
7.6 Concluding Remarks
In this chapter, fracture is modeled by the phase-field method and a stability criterion is derived for
a general degradation function in visco-plastic materials. The numerical results show good agree-
ment with the theoretical predictions, including the critical value for the phase-field parameter.
It is shown that this condition can be expanded and applied to multi-dimensions. A series
of examples in 2D show how this technique successfully detects and predicts the formation and
propagation of cracks, even in complex situations like crack branching.
The results are compared to the numerical stability condition given by the eigenvalues of the
stiffness part of the element Jacobian matrix. Both approaches show the same behavior, which
serves as a confirmation of the reliability of the analytical criterion.
The instability region ahead of the crack is shown to be mesh independent and a function of
the length-scale parameter l0, which is consistent with the phase-field strategy to model a changing
boundary within the finite-element methodology. Since the criterion appears to be very robust even
in a coarse mesh, it could be used as a condition for local refinement.
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-1 -0.333 0.333 1
φ
(c) φ
Figure 7.23: Crack branching results in an elastic material with quadratic degradation. A compar-
ison between the phase field parameter, the eigenvalues and the φ parameter.
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(a) Coarse Mesh (1062 elements) (b) Intermediate Mesh (3541 elements) (c) Fine Mesh (11053 elements)
Figure 7.24: Crack branching results in an elastic material. The red shading marks the regions
where φ > φc = 1/3. The mesh is deformed proportionally to the displacement field, amplified by
a factor of 5. Elements belonging to the crack (phase field value is above 0.97) are removed.
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Chapter 8
Combined Stability of Shear Bands and
Fracture
8.1 Introduction
In this chapter, we analyze the physical stability of both the fracture and the shear band failure
modes and their interaction using a linear perturbation method. The analysis provides insight into
the dominant failure mode and can be used as a criterion for mesh refinement.
Several numerical results with different geometries and a range of strain rate loadings demon-
strate that the stability criterion predicts well the onset of failure instability in dynamic fracture
applications.
For the example problems considered, if a fracture instability precedes shearbanding, a brittle-
like failure mode is observed, while if a shear band instability is initiated significantly before
fracture, a ductile-like failure mode is expected. In any case, fracture instability is stronger than a
shear band instability and if initiated will dominate the response.
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8.2 Problem Statement
The dynamic fracture problem studied in this chapter consists of a thermo-mechanical system in
which fracture is modeled through the phase-filed formulation. We assume a small-strain formula-
tion for elastic-viscoplastic material models.
The governing equations of this problem are
Momentum: ρ üi = σi j, j +bi (8.1)






Energy balance: ρcpṪ = λT,ii +χσi jε̇
p
i j (8.3)




ui, j +u j,i
)
− ε pi j (8.4)






Inelastic Const. Law: ˙̄γ p = g(T, σ̄ , γ̄ p)≥ 0 (8.6)
In the momentum equation (8.1), ρ is the density, ui the displacement field, σi j the stress tensor
and bi the body force.
In the damaged elastic constitutive equation (8.2), Celasi jkl is the fourth-order elastic constitutive
tensor, εei j is the elastic strain tensor, and W
+ is the component of the elastic strain energy degraded
by damage.
Note that the damaged elastic constitutive equation (8.2), is obtained by considering that the
total degraded elastic strain energy is given by the sum of two factors W−+m(c)W+. Here W− is
the component of the strain energy that is not degraded due to fracture (typically the compression
component of the strain) while W+ is the component of the strain energy that is degraded by m(c).
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yields the damaged elastic consti-
tutive equation (8.2).
The quantity m(c) is the degradation function that relates the phase-field parameter c with
the damage in the material. The degradation function m(c) can be chosen arbitrarily as long as
it satisfies the conditions necessary to observe Gamma convergence[56] and boundedness of the
fracture force[48].
In the energy balance equation (8.3), T is the temperature, λ the conductivity, cp the specific
heat and χ the Taylor-Quinney coefficient.
We use an additive decomposition of the strain in equation (8.4). J2 plasticity with isotropic




g(T, σ̄ , γ̄ p)
σ̄
Si j (8.8)






Si jSi j (8.9)
and the deviatoric stress Si j is




with δi j as the Kronecker delta.
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g(T, σ̄ , γ̄ p)
σ̄
Si jdt ′ (8.11)
where t ′ is a dummy integration parameter, t is time and t0 the initial time. The function g(T, σ̄ , γ̄ p)
is defined from the flow law and returns the equivalent plastic strain rate ( ˙̄γ p).
The phase-field equation (8.5) is obtained from the typical formulation found in the literature[43,
44, 48, 49], where c corresponds to the phase-field parameter, θc is the micro-inertia, Gc the frac-
ture energy (critical energy release rate) of the material and l0 is the process zone parameter, where
2l0 is roughly the dimension of the process zone, also known as the characteristic length (See











with χ f corresponding to the fraction of the plastic work that contributes to fracture.
Note that the present energy based ductile fracture approach might be too simplistic [126] and
a more refined micromechanics approach that also accounts for void nucleation and growth would
be to employ the Gurson-Tvergaard-Needleman (GTN) model[128, 129]. Nevertheless, similar
methodologies to the one presented in this chapter have recently been promoted in [25, 26].
The phase-field parameter c ranges from 0 to 1, where the value of 0 corresponds to an un-
cracked state and the value of 1 to a fully cracked state. When the parameter l0→ 0, the approx-
imation of the fracture energy by the phase-field method converges to the fracture energy of a
discontinuous crack [120].
The inelastic constitutive equation (8.6) is obtained from a given flow law which could be
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expressed in a general form as a multiplicative contribution of three components
σ̄ = P(T )Q(γ̄ p)R( ˙̄γ p) (8.13)
where γ̄ p is the equivalent plastic strain, which serves as a strain hardening parameter and the
functions P(T ), Q(γ̄ p) and R( ˙̄γ p) depend on specific material models. The analysis presented
henceforth will be general for any flow law that can be decomposed as in (8.13) [133]. An example
of a flow law that respects these conditions is the Johnson-Cook material model [134], hereafter
used for the numerical results of this chapter.
Finally, the boundary conditions are
ui = ūi on ∂Ωu (8.14)
n j ·σi j = t̄i on ∂Ωt (8.15)
T = T̄ on ∂ΩT (8.16)
ni ·Hi = 0 on ∂Ω (8.17)
where ūi, t̄i and T̄ are the prescribed boundary displacements, tractions and temperatures, respec-
tively. The boundary ∂Ω = ∂Ωu +∂Ωt .
This model considers small strains. At t = t0 the system is considered to be unstressed, undam-
aged, undeformed and at constant temperature.
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8.3 Stability Analysis
8.3.1 1D Characteristic Equation
We apply this methodology to a 1D pure shear formulation of the problem stated in section 8.2.
In this formulation the shear stress is represented by τ and the strain by γ . A monotonic loading
is assumed to avoid elastic unloading. The strong-form governing equations degenerated in a 1D
pure shear formulation from the multidimensional set in Eq.8.1-8.6, is as follows:
Momentum: ρ ü = τ ′ (8.18)




Energy balance: ρcpṪ = λT ′′+χτγ̇ p (8.20)
Strain-Displacement: γe = u′− γ p (8.21)






Inelastic Const. Law: τ = P(T )Q(γ p)R(γ̇ p) (8.23)
where G is the shear modulus and u′ is the total strain. Note that a super-imposed dot (ẋ) corre-
sponds to a temporal derivative and a prime (x′) corresponds to a spatial derivative.








Recalling the assumption of a monotonic loading and additionally assuming that all the elastic
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Therefore, the damaged elastic constitutive law (8.19) becomes
τ = m(c)Gγe (8.26)
Additionally we neglect micro-inertia effects in the phase field equation (8.22), i.e. θc = 0, and
express it as







with α = 4l20 and β =
2l0
Gc
. The parameter α is referred to as the gradient coefficient and corresponds
to the square of the characteristic length of the model. As mentioned before, 2l0 defines the width
of the diffused crack, which means that as l0 decreases, the value of α also decreases, making the
crack narrower. The parameter β , relates the amount of energy that contributes to fracture with the
critical fracture energy Gc (a material property). Therefore, the term β (W++P+) quantifies the
amount of energy with respect to Gc driving the evolution of the smeared crack and serves as the
source term in the phase-field equation.
Finally, we apply the linear perturbation methodology to obtain the perturbed equations which
185
CHAPTER 8. COMBINED STABILITY OF SHEAR BANDS AND FRACTURE
reads
Momentum: ρδ ü = δτ ′ (8.28)














Strain-Displacement: δγe = δu′−δγ p (8.31)










Inelastic Const. Law: δτ =−P0δT +Q0δγ p +R0δ γ̇ p (8.33)
where


































Recall that, as noted in (2.60), a variable with a subscript 0 corresponds to the value of that
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variable (or its derivatives) at the current equilibrium point which is being perturbed. For example,
c0 corresponds to the value of the phase-field c at the current equilibrium point.
By using the definition in (2.61), the spatial and time derivatives of the independent variables
correspond to the multiplication of the perturbation of the independent variables by the coefficients
ik and ω , respectively, i.e. δx′ = ikδx and δ̇x = ωδx.
Resolving all spatial and temporal differentiations through the aforementioned procedure, the
independent variables can be eliminated by manipulation of (8.28)-(8.33) and the characteristic
equation is obtained. Given the complexity of this result we present the characteristic equation in
terms of normalized parameters, following a similar non-dimensionalization as suggested by Bai
[3] for the case of adiabatic shear bands, that is
C0 +C1ω̃ +C2ω̃2 +C3ω̃3 +C4ω̃4 = 0 (8.40)
with the following expressions for the coefficients C0,C1,C2,C3 and C4
C0 = A f k̃4ζ



















































































The non-dimensional regularization parameter (θ ), which accounts for the effect of the pertur-
bation length in relation with the diffused crack width (as depicted in Figure 1.2), is defined by
θ = 1+αk2 = 1+(2l0k)2 (8.49)
and the non-dimensional source parameter (φ ) in the phase field equation is given by




Note that all normalized quantities are positive with the exception of ζ .
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8.3.2 Routh-Hurwitz Stability Conditions
To study the characteristic equation in (8.40) we employ the Routh-Hurwitz stability conditions[135,
136], which state that a fourth order polynomial will be stable, i.e. all its root are in the negative
real half-plane, if the following conditions are met:
Ci > 0 i = 0, . . . ,4 , C3C2 >C4C1 and C3C2C1 >C4C21 +C
2
3C0 (8.51)
Therefore, for instability to occur it is a necessary and sufficient condition that at least one of
these inequalities will not be satisfied. It is important to note that once an instability condition is
met, then it can be assumed that its negation is true for all subsequent analysis.
Remark 2: To clarify this concept, consider that a stability problem depends on two param-
eters x and y and assume that a certain condition x < 0 (C1) that leads to instability is obtained.
We wish to investigate a second instability condition x× y < 0 (C2), which leads to two solutions:
x < 0∧ y > 0 (C2a) or x > 0∧ y < 0 (C2b). However, we already know from C1 that x < 0 is
unstable, so C2a is just a subset of C1 and the only relevant solution of C2 is (x > 0∧ y < 0). By
noticing that C1 includes as a subset the condition x < 0∧ y < 0, we can merge it with condition
C2b to give (x < 0∧y < 0)∨ (x > 0∧y < 0), which by simple rules of logic leads to y < 0. There-
fore, once C1 is found we can assume that its negation is true for subsequent investigations, i.e. we
would investigate C2 as x > 0∧ x× y < 0, which has the solution y < 0.
Hence, studying each of the Routh-Hurwitz conditions individually leads to
A. C0 < 0⇒ ζ < 0 (recall that from this point on we assume that ζ > 0)
B. C1 < 0⇒ B̄ = 1−Bs +Ask̃2 < 0 (k̃2 is arbitrarily positive, so the limit case is given by
k̃2 = 0)
189
CHAPTER 8. COMBINED STABILITY OF SHEAR BANDS AND FRACTURE
C. C3 < 0⇒ P̄ = A f ζ +Pg(1−ζ )< 0 (which leads to a contradiction since Pg < A)
D. C2 < 0⇒ A f ζ As +1+ P̄ < 0 (contradiction since all terms are positive)
E. C4 < 0⇒ As < 0 (contradiction since As is positive)





G. C3C2C1 <C4C21 +C
2





Therefore, considering the limit case of k→ 0, there are two conditions for which the charac-
teristic equation becomes unstable, namely


















CSB = 1−Bs < 0 (8.54)
where CPF and CSB stands for the instability criterions for fracture and shear bands, respec-
tively.
8.3.3 Eigenvalue Criterion
The stability of a problem can also be analyzed from a numerical perspective by making use of
the concept of Lyapunov stability where a local eigenvalue analysis of a particular partition of the




As Leroy and Ortiz [160] stated: “arbitrarily slow perturbations in a rate-dependent solid can
only grow from quasistatic solutions.” By arbitrarily slow perturbations it is understood that per-
turbations with small but positive growth-rate or the first eigenvalue which crosses the real half
plane and becomes positive, correspond to the onset of instability.
In the current dynamic fracture model, to obtain the residual equations we first define the weak









, integrating over the problem domain and using integration




wui ρ üi dΩ+
∫
Ω
wui, jσi j dΩ−
∫
Γ

























wT χσ̄g(T, σ̄ , γ̄ p)dΩ−
∫
Γ



























g(T, σ̄ , γ̄ p)dΩ (8.59)
Note that the Strain-Displacement equation is not explicitly included in the weak form, but it is
implicitly taken into account when computing the elastic strain in the Damaged Elastic Constitutive
Law.
Accounting for the Babuska-Brezzi condition [139–141] in mixed finite element formulations,
the shape functions for each field must be chosen with care. To this end, we choose C0 piecewise
linear shape functions for displacement, temperature and phase-field parameter, and C−1 piecewise
constant functions for the stress and equivalent plastic strain.
191
CHAPTER 8. COMBINED STABILITY OF SHEAR BANDS AND FRACTURE
The residual equations can be grouped into a residual vector r and a solution vector x with


















The coupled nonlinear problem can then be stated as
−r(x0, ẋ0, ẍ0) = M ·δ ẍ+C ·δ ẋ+K ·δx (8.61)
where r(x, ẋ, ẍ) is the residual vector with the residual of each equation in the set of govern-
ing equations of the problem and x is the solution vector which contains all field variables being
solved for (ui, c, T σi j, γ̄ p). M ·δ ẍ, C ·δ ẋ and K ·δx are the obtained by computing the Gâteaux
differential of the residual (r) in the δ ẍ, δ ẋ and δx directions as follows
M ·δ ẍ = dδ ẍr(x, ẋ, ẍ) =
d
dε




C ·δ ẋ = dδ ẋr(x, ẋ, ẍ) =
d
dε




K ·δx = dδxr(x, ẋ, ẍ) =
d
dε





The Jacobian matrix is then constructed by approximating the rate and acceleration of the




J ·δx =−r(x0, ẋ0, ẍ0) (8.66)
where the Jacobian matrix J is given by
J =

M∗uu 0 0 KLuσ 0
Gcu KLcc +Gcc GcT Gcσ Gcγ̄ p
0 0 C∗T T +KLT T +GT T GT σ GT γ̄ p
KLσu Gσc GσT KLσσ Gσγ̄ p
0 0 Gγ̄ pT Gγ̄ pσ C∗γ̄ pγ̄ p +Gγ̄ pγ̄ p

(8.67)
with the superscript (∗) indicating that the matrix has been scaled by the constants that result
from the time-integration scheme used. Here K = KL +G represents the sum of the stiffness
matrices associated with linear material behavior such as elasticity and thermal diffusion (KL)
and the tangent stiffness matrices associated with material non-linear behavior (G). We refer to
McAuliffe and Waisman [27, 28] for additional details on this formulation.
The quasi-static finite element formulation of the system can be acquired by considering the K
component of the Jacobain matrix, i.e. the component of the Jacobian matrix that is affecting the
non-rate terms of the governing equations. Hence, the matrix K is given by
K =

0 0 0 KLuσ 0
Gcu KLcc +Gcc GcT Gcσ Gcγ̄ p
0 0 KLT T +GT T GT σ GT γ̄ p
KLσu Gσc GσT KLσσ Gσγ̄ p
0 0 Gγ̄ pT Gγ̄ pσ Gγ̄ pγ̄ p

(8.68)
Note that the matrix K is nonsymmetric and will potentially lead to complex eigenvalues.
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Therefore, the stability condition based on the numerical approximation is obtained when there
exists an eigenvalue of K with a positive real part, i.e.
Re [eig(K)]> 0 (8.69)
The main advantage of this process is that it is straight forward to apply and will be as accurate
as the FEM approximation. An implicit assumption of this method is that the values for the wave-
length of the perturbation are limited to permutations of the degrees of freedom within the element
discretization. In other words, the wave-lengths are locked to the element size. Nonetheless, we
neglect the influence of this effect since, as mentioned earlier, the limit case is given by k→ 0,
which corresponds to an infinitely large wave-length of the perturbation (i.e. uniform solution),
which can be easily captured by the Finite Element discretization of the problem.
While this approach will be shown in the next section to agree well with both analytical criteria
for shear bands and fracture, one limitation of this method is that it does not distinguish between
the types of failure modes as is clearly obtained with the analytical criterion. Another drawback of
the spectral method is its higher computational burden, as it requires a solution of an eigenvalue
problem at each element and will slow down the analysis, which might be significant in large scale
parallel computations.
8.4 Numerical Results in 1D
The 1D formulation used in this section is an idealized version of the Split-Hopkinson bar experi-
ment [147–149], as described in section 3.4.1.
To capture the localization more accurately, the rod is discretized with a non-constant element
size as in the previous chapters (Eq. 3.74).
In the following sections, the results are presented for N = 101, β = 0.25, P = 5, deL = 1×10
−4
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and L = 0.5× 10−3m. All values refer to the half-rod, which means that the final length will be
10−3m. The total number of nodes will be 201 since the central node is repeated. Figure 3.2a
shows the relative position of the nodes in the half-rod as a function of the relative node number
and figure 3.2b shows the relative element size also as a function of the relative node number.
The material considered for the 1D problem is a modified 4340 Steel with a Johnson-Cook
constitutive law [134], neglecting thermal softening, as given in the previous chapter (Eq. 3.76).
The material parameters of this steel are presented in Table 8.1 and the Johnson-Cook parameters
are presented in Table 8.2. Without loss of generality we assumed slightly larger values for ch
(rate-sensitivity of the flow law) and Gc (critical energy release-rate) in order to demonstrate the
effect of different load-rates more pronouncedly.
Table 8.1: Material properties for 4340 Steel
Property Name Symbol Value Unit
Mass density ρ 7830 kg/m3
Specific heat cp 477 J/kgK
Thermal conductivity λ 38 W/mK
Young’s modulus E 200 GPa
Poisson’s ratio ν 0.29 -
Shear modulus G 77.5 GPa
Taylor-Quinney coefficient χ 0.9 -
Critical Fracture Energy Gc 12.5 kJ/m2
Process Zone Parameter l0 50 µm
Table 8.2: Johnson-Cook parameters for 4340 Steel
Property Name Symbol Value Unit
Yield shear stress As 1300.0 MPa
Shear stress hardening parameter Bs 700.0 MPa
Strain hardening parameter N 0.26 -
Reference Temperature T0 298 K
Melting Temperature Tm 1793 K
Thermal softening exponent m 1.03 -
Strain-rate hardening parameter ch 0.1 -
Reference strain-rate γ̇ pr 1.0 103/s
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A hyperbolic secant type of imperfection is considered at the center of the rod which scales
the material parameters As, Bs and Gc by the factor ηimp defined in a previous chapter in equa-
tion (3.78). For the problem studied αred = 0.01, r0 = L/100µm and x0 = L/2 = 500µm.
The analysis is performed on a range of nominal strain rates between 5× 103s−1 and 2×
104s−1. A displacement-type loading is applied as Dirichlet boundary conditions. The velocity of
the loading is defined as shown in Figure 4.1 with vr being the steady velocity and tr the time to
reach that velocity.
The bar is pulled in both ends at different strain rates, which in this case influences the type of
the failure mode. See Figure 8.1 for an illustrative example of the 1D model.
vvFigure 8.1: Illustrative example of 1D bar pulled at different strain rates
8.4.1 The physics of shear bands and fracture at different strain rates
We consider four values of strain-rate (5,7.5,10 and 20×103) and show for each of them the stress-
strain curve in Figure 8.2. In this figure the effect of strain-rate on the collapse behavior is shown.
Due to the high rate-sensitivity of this particular flow law, a higher rate of deformation results
in a higher yield stress and lower ductility overall, hence becoming more brittle with strain rate.
Consequently, only the lowest velocity of the strain rates presented actually develops a shear-band.





















Figure 8.2: Stress-strain curves of a visco-plastic bar being stretched at increasing strain-rates.
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Next we consider the spatial distribution of the phase-field parameter c and the equivalent
plastic strain γ̄ p for the two lowest strain-rates (5 and 7.5 ×103). These two problems are the same
except for the variation in strain-rate loading. However, this difference plays an important role
in the collapse behavior of the bar. While shearbanding is the dominant mode of failure in the
lower strain rate case, the bar fails due to fracture at the higher rate case. This behavior is due to
the effect of the strain-rate in the yield stress. When the yield stress increases (higher strain-rate)
there is a greater barrier to dislocation motion causing the material to tend towards a brittle type of
failure. On the other hand, a lower yield stress will allow for more plastic deformation and thermal
dissipation, causing the material to tend towards a ductile type of failure.
Figure 8.3 shows the behavior of the slowest strain rate problem (5×103s−1), where it is clear
that after the peak stress, the majority of the localization is contributed by the equivalent plastic
strain. This means that the fracture behavior is stable and a crack never develops , where the phase
field parameter is evenly distributed at an approximate value of 0.3.
Conversely, Figure 8.4 shows the behavior of the faster strain rate problem (7.5× 103s−1),
where the majority of the localization is contributed by the phase-field parameter, which means
that the fracture behavior became unstable and a crack was formed. In this case, the plastic strain
is evenly distributed at an approximate value of 0.8, while phase field reaches 1.
8.4.2 Stability behavior
We now analyze the stability criteria derived in the previous section for each value of strain-rate,
represented in Figure 8.5. Note that the horizontal axis (strain) is scaled differently for each strain-
rate to make the plots clearer. The figures on the left (a,c,e and g) show the evolution of the stress
and the stability criteria defined earlier. The figures on the right show only the points for which
one or both of the analytical stability criteria are are met on the stress-strain curve.
The first observation is that the highest and the lowest strain-rates have only one type of insta-
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(b) Phase field parameter (c) along
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(c) Equivalent plastic strain (γ̄ p)
along the bar
Figure 8.3: The plot in figure 8.3a shows the stress-strain behavior of a bar being stretched at a
strain-rate of 5×103s−1. Several snapshots in time are chosen for which the entire distribution of
the phase-field parameter along the bar is represented in 8.3b and the distribution of the equivalent
plastic strain is represented in 8.3c.
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(b) Phase field parameter (c) along
the bar





















(c) Equivalent plastic strain (γ̄ p)
along the bar
Figure 8.4: The plot in figure 8.4a shows the stress-strain behavior of a bar being stretched at a
strain-rate of 7.5×103s−1. Several snapshots in time are chosen for which the entire distribution of
the phase-field parameter along the bar is represented in 8.4b and the distribution of the equivalent
plastic strain is represented in 8.4c.
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bility developing while intermediate strain-rates show two, non-simultaneous, instability points.
Note that, for the two instability conditions to be met simultaneously in these 1D results, it is nec-
essary for the contribution of P+ to be present. Otherwise, the softening that occurs after the shear
band instability will prevent the growth of CPF and consequently the change in stability of this
mode.
Additionally, the eigenvalue criterion perfectly detects the instability of the material. However,
the eigenvalue does not distinguish between each type of instability and only reports the first one
to be verified. This becomes of particular interest in a case like ε̇ = 7.5× 103s−1 (figs. 8.5c and
8.5d) since the problem has clearly become unstably according to the shear-band criterion and the
eigenvalue criterion, but due to the appearance of the fracture instability, the latter failure mode
will dominate and the collapse will be due to the nucleation of a crack, as was showed earlier in
figure 8.4.
8.4.3 Interplay between fracture and shear banding
The last study in the 1D section is the stability envelope showing interplay between the two stability
conditions. We start by considering a denser range of strain-rates as follows (all values are scaled
by 103s−1): 4, 5, 6, 7, 7.33, 7.5, 7.66, 8, 9, 10, 11, 12, 14, 16, 18 and 20. Figure 8.6 shows
a stability envelope where the x-axis represents the Phase-Field fracture stability condition CPF
(Eq. 8.52) and the y-axis the Shear Band stability condition CSB (Eq. 8.54).
Each line in this plot corresponds to a specific strain-rate and represents the evolution of both
conditions as function of time. The colored lines correspond to the specific values of strain-rate
that were used in the previous results (5, 7.5, 10, 20). Each line is annotated by three markers.
The blue triangle represents the peak stress, the green diamond represents the point of instability
according to the eigenvalue criterion and the red circle corresponds to the point of stress collapse as
represented in Figure 8.7. The dashed lines are visual guides to easily identify the type of collapse
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Figure 8.5: Stability behavior of different strain-rates. The figures on the left show the evolution of
the stress and the stability conditions being considered. The fracture stability criterion is denoted
by CPF (Eq.8.52), the shear band stability criterion by CSB (Eq.8.54) and the value of the maximum
real part of the eigenvalues is also reported. The figures on the right show the location of each
instability point on the stress-strain curve, i.e. when the instability condition is met.
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that can be due to severe thermal softening (Shear band Collapse) or due to fracture (Fracture
Collapse).
The colored areas correspond to the regions where one or both of the stability conditions is
verified. The red region on the two right quadrants corresponds to the fracture stability condition
being met, i.e. CPF > 0 and the development of a crack is imminent. The blue region on the two
bottom quadrants corresponds to shear band instability, i.e. CSB < 0 and the localization into a
shear band due to thermal softening is possible to develop.
When a line crosses one of the axis of the figure (CSB = 0 or CPF = 0), the system becomes
unstable. With this in mind we observe that the eigenvalue criterion agrees well with the analytical
criteria in capturing this instability. In fact, as expected, the eigenvalue criterion successfully de-
tects the first crossing of an axis, independently of the instability type. This result further reinforces
the idea that the two criteria fully describe the stability of this problem since it is not possible to
observe an eigenvalue instability outside the unstable quadrants. On the other hand, it is also quite
clear the limitation of the eigenvalue criterion where it is not immediately possible to identify the
type of instability (fracture or shear band) that has been triggered or a second instability point.
Additionally, the peak stress closely follows or precedes the onset of instability, with the shear
band instability preceding the peak stress and the fracture instability following the peak stress. The
fact that the peak stress is not exactly the point of instability is common in this type of problem
and is due to effects like viscosity and inertia.
Another aspect worth noting is the fact that fracture instability seems to dominate once it is
triggered. All lines with strain-rate greater or equal to 7.5×103s−1 (green line) verified the fracture
instability condition, and all of them collapsed due to the nucleation of a crack. On the other hand,
the remaining strain-rates did not reach the fracture instability condition and eventually collapsed
due to shear localization. Note that there is a narrow transition range between the two types of
collapse mechanisms and the main factor that determines the failure type seems to be whether or
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not the fracture instability condition is verified.



























Figure 8.6: Interaction between stability conditions.
At this point we investigate the value of the phase field parameter (c) and the equivalent plastic
strain (γ̄ p) at the critical points. Figure 8.8 shows these two quantities as a function of the nominal
strain-rate. As was mentioned regarding Figure 8.6, not all strain-rates experience both types of
instability. Slower strain-rates (< 7.5× 103) may experience only shear-band instability while
faster strain-rates (> 10×103) may experience only fracture instability.
In Figure 8.8a, while the equivalent plastic strain at the shear band instability is varying only
moderately with respect to the strain-rate, for the fracture instability point the equivalent plastic
strain is varying significantly with the strain-rate. The reasons for this behavior are twofold: On
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Figure 8.7: Stress-strain curves for each strain-rate between 4-20×103s−1. The point of collapse is
determined approximately by considering the moment at which the slope of the stress-strain curve
is equal to ∂σ
∂ε
=−0.7×109Pa
one hand, at higher strain-rates the yield stress is higher and therefore it is easier to generate W+
which leads to an instability point that does not require as much plasticity; On the other hand,
since at lower strain-rates the contribution of W+ is reduced, there is an increase in the amount
of P+ required for instability. However, due to a lower yield stress, a large amount of plastic
deformation is needed to produce said value of P+. This explains why there is a value of strain-
rate below which this type of instability cannot be obtained when in competition with the shear
band instability mode.
In Figure 8.8b, the phase-field parameter value (c) for the fracture instability point follows a
similar trend as γ̄ p. This is an important result since it shows that simply considering a critical
value of c as the threshold for instability does not give an accurate prediction. For the shear band
critical point, the value of c is not so much a reflection its influence in shear-band instability but a
natural consequence of the type of model being studied. Noting that the equivalent plastic strain
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at the shear band critical point is approximately constant on the range considered, both the values
of W+ and P+ increase with the strain-rate. Therefore, lower strain-rates necessarily have lower
values of c at the shear band critical point. However, it is interesting to observe that a seemingly
linear trend for the strain rates in the region with only shear band instability is no longer observed
in the models with both instability types, which seems to indicate some interaction between the
two phenomena at this transition range.
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Figure 8.8: Values of the phase field parameter (c) and the equivalent plastic strain (γ̄ p) at the
critical points as a function of the strain-rate. The critical points are the fracture critical point in
red (CPF = 0) and the shear band critical point in blue (CSB = 0). Most strain-rates only experience
one type of critical point while the models with strain-rates between 7.5E3 and 10E3 experience
both.
8.5 Numerical Results in 2D
8.5.1 Square in tension
In this section we study the analytical criteria on a 2D formulation of an initially homogeneous
system, where the effects of shear band localization and fracture are present. A homogeneous
system is one where all quantities are initially constant or vary smoothly. This has the advantage
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that the cause for localized behavior is mostly due to the instability of the material and not due to
boundary conditions or geometry.
A steel square plate is considered as shown in figure 5.10 with dimension H=100µm. The plate
is stretched uniaxially under a displacement control loading defined by the velocity profile shown
in Figure 4.1 with vr=0.005m/s and 5m/s, which corresponds to a nominal strain-rate of 5× 101
s−1 and 5×104 s−1.
A hyperbolic secant type imperfection is used to scale the yield stress, the hardening parameter
and the critical fracture energy by a constant ηimp(rn) defined in equation (3.78), where αred =
0.01, r0 = 50µm and x0 = y0 = 0µm.
The mesh consists of 50× 50 quad elements, modeled by an irreducible mixed-finite element
formulation with a B-bar implementation to reduce shear-locking effects. As defined before, the
material considered is a 4340 Steel with a Johnson-Cook constitutive law [134] with the effect of
P+ and we take into account the non-linear effects of the Taylor-Quinney coefficient as proposed
by Vural et al. [19], which takes into account the influence of the isothermal conditions usually
verified in quasi-static loadings.
Figure 8.9 shows the stress strain curve of the two different strain-rates. The stress is the
average σ22 in the entire plate. As expected from the Johnson-Cook material law, a higher value of
the strain-rate increases the yield stress of the material. Note that at this point it is not clear what
type of collapse is dominating in each case.
Because a homogeneous problem is considered, the length-scales are large in comparison with
the dimension of the plate being represented. This causes the stability conditions to be less local-
ized than they would otherwise be in a problem where the length-scales are considerably smaller
than the problem size. This will be seen in the Kalthoff example in the next section.
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Figure 8.9: Stress-strain curves for both strain-rates. The low strain-rate corresponds to a value of
5×101 s−1 and the high strain-rate corresponds to a value of 5×101 s−1.
Low Strain-rate
In Figure 8.10 we show the stress strain curve for the low strain-rate as well as a few selected
snapshot points for which a full depiction of the plate will be shown. The repeated values for the
times are due to the fact that the failure process is very fast and the difference between two points
in time is extremely small and approximately 0.2µs.
Figures 8.11-8.14 represent the time snapshots reporting the Phase-field parameter (c), the
equivalent plastic strain (γ̄ p) and the instability conditions for fracture CPF (Eq. 8.52) and shear
bands CSB (Eq. 8.54). A material region which remains stable during loading is marked by a white
color while a colored region implies instability due to fracture or shear banding. Different colors
show the distribution of the actual value of the instability conditions and their intensity.
The first snapshot in Figure 8.11 is taken near the peak stress and it can be seen that the problem
only shows an instability based on a shear-band criterion. The threshold of -1 for CSB delineated
the region where the equivalent plastic strain is concentrating and starting to localize, although this
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Figure 8.10: Stress-strain curve with the different snapshot points represented.
effect is not significant as the plate has a more or less uniform distribution of the equivalent plastic
strain.
The last three snapshots (Figures 8.12-8.14) show the onset of fracture, and its propagation
until the complete rupture of the solid. It is interesting to note that, as the instability condition for
fracture precedes and delineates the crack, the shear band instability disappears. This is a natural
consequence of the unloading that occurs in the vicinity of the crack. It is also interesting to note
that fracture propagates in mode I along the boundary, as would be expected at this slow strain rate.
High Strain-rate
In Figure 8.15 we show the stress strain curve for the high strain-rate as well as a few selected
snapshot points for which a full depiction of the plate will be shown.
Similarly to the previous section, Figures 8.16-8.19 represent the Phase-field (c), the equivalent
plastic strain (γ̄ p) and the instability conditions for fracture CPF (Eq. 8.52) and shear bands CSB
(Eq. 8.54). For the stability conditions, a white region signifies that the material is stable while a
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Figure 8.11: Low Strain-rate. t = 22.0ms.
208
8.5. NUMERICAL RESULTS IN 2D
0 1
c
(a) Phase field parameter
0 0.37 0.73 1.1
˙̄γp
(b) Equivalent Plastic Strain
0 15 30 45 60
CPF
(c) Fracture instability
-1.5 -1 -0.5 0
CSB
(d) Shear-band instability
Figure 8.12: Low Strain-rate. t = 23.7ms (A).
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Figure 8.13: Low Strain-rate. t = 23.7ms (B).
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Figure 8.14: Low Strain-rate. t = 23.7ms (C).
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Figure 8.15: Stress-strain curves with different snapshots. The repeated values for the times are
due to the fact that the storage of the time does not have enough precision to capture the increment
between each step of 0.2µs.
colored region implies instability. Different colors show the distribution of the actual value of the
stability conditions and their intensity.
The first snapshot in Figure 8.16 shows a situation that is similar to the initial snapshot of the
previous section. Here, a shear band instability is visible, but unlike in the previous example, the
shear band is more developed and greater inhomogeneity in the equivalent plastic strain is already
visible. The threshold of -1 for CSB delineates well where the localization of plastic deformation
is most pronounced. Fracture is virtually non-existent with only a slight homogeneous increase in
the phase field parameter and no fracture instability.
The second snapshot in Figure 8.17 shows a much more developed shear band. The equivalent
plastic strain is localized in the 45o direction and the CSB stability condition demarcates the shear
band location. A CPF instability is already visible in the regions with large plastic deformation
owing to the effect of P+.
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In the third snapshot represented in Figure 8.18, two cracks nucleate in the corners of the plate
where the plastic deformation, and consequently the value of P+, are the largest. It is interesting to
note that the cracks initially propagate in mode I as can be seen in the distribution of the phase-field
and in the fracture stability condition. At the same time, the shear band stability condition reverts
back into a stable state near the cracks, since this region has unloaded, but the center of the plate
is still uncracked and unstable from the shear band point of view.
Finally, the last snapshot is shown in Figure 8.19, where the crack has propagated throughout
the plate causing the complete failure of the solid. The fracture stability condition recovers the full
geometry of the crack and the shear band stability condition has completely subsided back into
the stable regime. It is also interesting to note that fracture appears on top of the shear band and
dominates the failure of the plate.
8.5.2 Kalthoff problem
In this section we study the analytical criteria on a 2D formulation of the Kalthoff problem[142]
with the geometry given in Figure 8.20.
The material is a representative steel modeled through a combined modified version of the
models of Zhou et al. [21], Areias and Belytschko [162, 163] and described in McAuliffe and
Waisman [28]. The flow law is therefore given by
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Figure 8.16: High Strain-rate. t = 14.6µs.
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Figure 8.17: High Strain-rate. t = 20.0µs.
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Figure 8.18: High Strain-rate. t = 22.4µs.
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Figure 8.19: High Strain-rate. t = 23.8µs.
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Figure 8.20: Full geometry of the Kalthoff Problem.
The material parameters used are given in Table 3.1, with a value of Gc = 2.2E4 kJ/m2 and the
parameters for the flow law are given in Table 8.3.
Table 8.3: Areias-Belytschko parameters
Property Name Symbol Value Unit
Reference strain-rate γ̇ p0 1.0 10
−3/s
Strain-rate hardening parameter m 70 -
Yield stress σ0 2000.0 MPa
Yield strain γ̄ p0 0.01 -
Strain hardening exponent n 0.01 -
Reference Temperature T0 293 K
Thermal softening parameter δ 0.8 -
Thermal softening parameter k 500 K
Three different velocities (v0) are applied to the plate (15, 20 and 25 m/s) and the velocity is
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applied gradually over a period of 0.5µs. Henceforth these three velocities will be referred to as
Low, Intermediate and High velocity, respectively.
The results are shown only in the vicinity of the notch tip, where the mesh was significantly
refined. Specifically, the figures represent an area of 1× 1mm2 and the lower-left corner of the
figures will be at x=50.4mm and y=112.9 mm.
8.5.3 Low Impact Velocity
Two different times are represented for this case: 27.40µs and 27.84µs. Figures 8.21-8.22 report
the Phase-field parameter (c), the equivalent plastic strain (γ̄ p) and the instability conditions for
fracture CPF (Eq. 8.52) and shear bands CSB (Eq. 8.54). For the stability conditions, a white region
signifies that the material is stable while a colored region implies instability. Different colors show
the distribution of the actual value of the stability conditions and their intensity.
The first snapshot in Figure 8.21 corresponds to a point immediately before the crack starts
propagating. Both the fracture instability and the shear band instability are clearly visible as both
mechanisms of failure start competing. Some plastic deformation is visible in the bottom of the
notch where the shear band wants to develop and the value of the phase field is clearly nucleating
a crack on the upper part of the notch.
The next snapshot shown in Figure 8.22 illustrates an advanced stage of crack propagation . The
fracture instability identifies the crack and its propagation direction and the shear band condition
recovers stability due to the unloading of the crack. At this impact velocity, the contribution of
thermal diffusion stabilizes the onset of the shear band and this mechanism is unable to fully
develop before the crack nucleation and growth.
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Figure 8.21: Low Velocity. t = 27.40µs.
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Figure 8.22: Low Velocity. t = 27.84µs. Elements belonging to the crack (i.e. c ≥ 0.97) were
removed.
221
CHAPTER 8. COMBINED STABILITY OF SHEAR BANDS AND FRACTURE
8.5.4 Intermediate Impact Velocity
Two different times are represented for this case: 25.21µs and 25.66µs. Figures 8.23-8.24 repre-
sent for this problem the same quantities as before.
The first snapshot in Figure 8.23 corresponds to a point immediately before the crack starts
propagating. Similarly to the first snapshot in the Low impact velocity case, the fracture instability
is clearly visible as well as the shear band instability. However, the shear band instability condition
is now much more pronounced, with values going below the -1.5 threshold, and the shear band is
clearly visible in the plot of the equivalent plastic strain. At this point the shear band localization
is underway and fracture is about to initiate.
The last snapshot in Figure 8.24 shows an advanced stage of the propagation of the crack. The
fracture instability identifies the crack and its propagation direction and the shear band condition
has now significantly receded due to the unloading of the crack. The appearance of the crack has
clearly halted the continuing development of the shear band as can be seen in the value of the
equivalent plastic strain, which has not changed noticeably since the previous state. Nonetheless,
this intermediate strain represent a case in which both fracture and shear banding processes are
present at the same time.
8.5.5 High Impact Velocity
Two different times are represented for this case: 19.66µs and 21.75µs. Figures 8.25-8.26 repre-
sent for this problem the same quantities as before.
The first snapshot in Figure 8.25 is taken at a moment where the development of the shear band
is at a similar stage than in the first snapshot of the Intermediate velocity (Fig. 8.23). However, due
to the higher rate of deformation, the shear band is steadily progressing and the onset of fracture
instability is barely present. At this point, and unlike the previous velocity, there is not a strong
indication that a crack is nucleating.
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Figure 8.23: Intermediate Velocity. t = 25.21µs. Elements belonging to the crack (i.e. c≥ 0.97)
were removed.
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The final snapshot in Figure 8.26 shows an advanced stage of the propagation of the shear
band. The shear band stability condition is strongly demarcating the advance of the shear band,
particularly at the -1.5 threshold and the fracture stability condition is only showing mild instability.
There is no apparent sign of the nucleation of a crack an the failure mechanism seems to be fully
dominated by shear band localization.
8.6 Concluding Remarks
The stability of a coupled unified dynamic fracture model applied to a rate dependent visco-plastic
material was studied. In this model, fracture is modeled with a phase field formulation coupled to a
set of equations that describe shear bands. While fracture is driven by tensile loading, shear bands
are driven by shear heating caused by inelastic deformations. These processes are characterized by
different failure modes with distinct spatial and temporal scales.
Stability was determined by a rigorous linear perturbation analysis, which provides an insta-
bility criterion and can be implemented within any finite element program. Two criteria were
obtained and those provide important information regarding the dominant mode of failure. Each
criterion individually recovers previous results reported in the literature. Furthermore, the criteria
were verified by an eigenvalue analysis of the stiffness part of the discretized system.
Numerical results in 1D show that, in this model, the strain rate governs the type failure mode.
Slow rates lead to shear band localization while high rates are dominated by fracture. It is also
interesting to note that both criteria are active at intermediate strain rates. That is, the system may
first become unstable due to shear banding, but be overtaken soon after by fracture with a steeper
collapse and at faster time scales.
Given the assumptions of isotropy with respect to strain hardening and degradation, the results
are naturally extended to higher dimensions. Similarly to the 1D results, the numerical tests in 2D
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Figure 8.26: High Velocity. t = 21.75µs. Elements belonging to the crack (i.e. c ≥ 0.97) were
removed.
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show the good agreement between the stability conditions and the type of failure mode.
The 2D examples studied in this chapter demonstrate that the strain rate is the factor that gov-
erns the mode of failure and for some intermediate strain rates both failure modes can be simulta-
neously present and can also overlap. At the smaller rates fracture always dominates the response
since there is not enough shear heating needed for a shear band localization. At higher rates shear
band is initiated but due to the plastic energy term P+ that contributes to fracture, fracture would
eventually also develop. Hence, once fracture is triggered, it becomes the dominating failure mode.
Future work will employ the criteria developed for mesh refinement in the path of shear bands
and cracks and could also be employed for upscaling to larger systems by a strong discontinuity
type injection. Furthermore, the stability approach in this work will also be extended to account




9.1 Scope and contribution of the thesis
This work is aimed at developing methods and analyzing the stability of failure processes such
as brittle/ductile fracture modeled through the phase field model, shear band localization, and the
combined shear band and fracture models, where two failure modes can occur simultaneously.
Shear bands and fracture are fascinating failure processes in solids with distinct spatial and tempo-
ral scales.
Stability analysis provides an important information on the onset of an unstable shear band
and/or fracture growth through a rigorous mathematical way and could be used for mesh refinement
in the path of shear bands and cracks and for multiscale methods when upscaling to larger systems.
Two rigorous methodologies were developed in this research to study these complex multi-
physics failure modes: (i) a linear perturbation method applied at the continuous PDE level and
(ii) an eigenvalue analysis of the discrete problem (indirect Lyapunov method).
In the following subsection we summarize the contribution and finding of the thesis with respect
to stability analysis of shear bands, fracture and their coupled model.
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• Shear Bands: For shear bands the analytical stability criteria was extended to account for
a non-linear Taylor Quinney coefficient and was shown to recover previous literature results
for constant Taylor Quinney coefficient.
The eigenvalue method was compared to the analytical result and good agreement was re-
ported. While this approach is computationally more expensive, it is a more general approach
as it can be directly applied to discrete finite element systems.
In addition, a generalized stability method was developed, where it was shown that the in-
stantaneous growth rate of the vector tangent to the solution predicts the onset of shear band
localization. This method has the same technical requirements as the eigenvalue analysis, but
it is considerably cheaper computationally. It was also shown that the instantaneous growth
rate approach can be simplified into a special choice of the Rayleigh Quotient approximation
that works well when the global localization of the model is triggered by the appearance of
local instability.
• Fracture: The stability of the phase field method for fracture on an elastic, rate indepen-
dent plastic and visco-plastic material was studied using the linear perturbation method. An
instability condition was derived that recovers past literature results for homogeneous linear
elastic materials and is extended to plastic rate dependent and independent materials with
ductile fracture.
The growth-rate of the linear perturbation was analyzed and it was demonstrated that the
maximum growth-rate is expected in a non-homogeneous perturbation. It was also shown
that rate-dependent plastic effects stabilize the system.
The stability condition derived is energy-based and is valid for an arbitrary choice of elastic
strain energy split, degradation function and flow law.
The analytical results were also tested in 2D and verified against the eigenvalue approach,
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both matching and accurately predicting the instability region. The instability region ahead
of the crack is shown to be mesh independent and a function of the length-scale parameter
l0, which is consistent with the phase-field strategy. Since the criterion appears to be very
robust even in a coarse mesh, it could be used as a criterion for local refinement.
• Combined shear band and fracture failure: The linear perturbation method was used
to study the combined model for dynamic ductile fracture and shear bands, yielding two
stability conditions that recover previous results.
Changing the strain-rate in a visco-plastic material leads to a change of the failure mode. The
two criteria successfully identify the type of failure and a mixed instability can be observed
at intermediate rates where, the system may first become unstable due to shear banding, but
soon after overtaken by fracture with a steeper collapse and at faster time scales.
The criteria were also tested in 2D, showing good agreement between the stability conditions
and the type of failure mode. Both instabilities can be present at the same time and overlap
spatially. At the smaller rates fracture always dominates the response since there is not
enough shear heating needed for a shear band localization. At higher rates shear band is
initiated but due to the plastic energy term P+ that contributes to fracture, a crack would
eventually also develop. Hence, once fracture is triggered, it becomes the dominating failure
mode.
9.2 Future Work
In this section the future work within the framework of stability analysis of localized phenomena
in solids is discussed.
• Ductile fracture: The current dynamic fracture and shear band model assumes that the
plastic flow law is not affected (not degraded) by the phase field. This means that the failure
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mechanism of the fracture is always due to an instability at the level of the release of elastic
energy. However, some authors including the work of Gurson-Tvergaard-Needleman (GTN)
model, show that the plastic flow law should be degraded when voids grow and coalesce
in ductile fracture. This addition effectively adds a collapse mechanism to fracture failure
and may lead to an interesting novel stability formulation, where ductile and brittle fracture
could have distinct stability conditions.
It would therefore be of interest to study the stability of this effect and the possible stability
interaction between the two fracture mechanisms, similarly to what was shown in the last
chapter of this thesis regarding the interaction of shear band instability and fracture.
Additionally, the interaction of ductile fracture with shear bands could be significantly af-
fected by this approach since the collapse mechanism of shear band instability is also due to
a softening (thermal) of the flow law. In this case it is expected that the two effects might
collaborate to create instability in a circumstance where each independent mechanism is still
stable or that the stability of the two mechanisms will no longer be separable.
• Dynamic Recrystallization: Recent experimental results suggest that the dynamic recrys-
tallization phenomenon (DRX) may have a significant contribution and provide a new mech-
anism to shear band localization. This mechanism will affect the flow law and, consequently,
will interact strongly with the thermal collapse mechanism.
Stability analysis of this combined mechanism would be interesting and could provide fur-
ther insight into thermal versus DRX contributions to shear bands.
• Instability mode detection in the eigenvalue approach: The stability analysis based on
eigenvalues employed in this work is restricted to the analysis of the largest positive real
part of the eigenvalues of a system. However, additional information could be extracted, for
example by considering the eigenvectors and the existence of multiple unstable eigenvalues
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at the same time
Another challenging aspect of the eigenvalue approach approach is that this method is not
able to distinguish the type of instability that is present in the model. In the case of the
combined fracture and shear band problem, this criteria is only able to detect the first mode
of failure. Furthermore, other instability mechanisms might also be present, e.g. geometrical
non-linear effects.
One possibility would be to study the presence of multiple unstable eigenvalues. This will
possibly indicate if several instability conditions have been met and how severe they are in
comparison with each other. This might not necessarily identify the type of failure but it will
provide an additional layer of information regarding the behavior of the problem at hand.
Furthermore, the eigenvectors associated with the unstable eigenvalue could be analyzed.
In theory, the eigenvectors associated with an unstable mode will contain the evolution of
the fields that drive that instability mode, in addition to the deformed shape. Therefore, one
could compute the energy associated with each field and infer the type of instability from
that knowledge.
There are several challenges associated with this approach. In a standard eigenvalue prob-
lem, the magnitude of the eigenvalues is affected by the normalization of the equations.
Therefore a proper scaling for the equations would need to be investigated such that the
strongest instability mode would also correspond to the largest eigenvalue. In a generalized
eigenvalue problem the scaling does not affect the magnitude of the eigenvalues, however it
still affects the relative importance of each field in the eigenvectors, added to the fact that the
Mass matrix of the full problem is singular, which will give rise to infinite eigenvalues.
• Large-scale non-modal stability: The non-modal stability analysis of shear-bands was re-
stricted to cases where the instability point is obvious, i.e. scenarios where local instability
233
CHAPTER 9. CONCLUSION
immediately triggers the growth of a non-homogeneous solution in the problem.
The technique used is immediately applicable to problems of larger scales for which a local
instability might not be simultaneous to a global instability. However, current results at these
scales are inconsistent with predictions and the observed behavior does not lead to logical
outcomes.
Future work is planned to improve the non modal stability analysis and resolve the afore-
mentioned issues. The possible underlying causes are numerous but two stand out as the
most likely candidates.
The first suspect is the contribution of unphysical modes, i.e. admitting a perturbation (and
its consequent growth) in a direction that could not occur due to physical constraints. An
example of this would be a decrease in the equivalent plastic strain.
The second possible cause might be the existence of unrestricted modes during earlier stages
of the analysis where the non-linear effects did not occur yet, giving the full system modes
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Appendix A: Local Stability of Shear Bands
A.1 Perturbation in 1D
This appendix presents the full derivation of the characteristic equation obtained from perturbing
the 1D set of governing equations and presented in section 3.2
Perturbing (3.17) gives:









Since χ is only a function of γ̇ p, the previous equation can be rewritten as
































and plugging back into (A.2) gives





























Considering the formulation in (2.61) for the perturbation δT and taking the derivatives with re-
spect to t and y gives:
(ρcpω + k2λ )δT = χ∗(τ∗0 δ γ̇
p +δτγ̇ p∗0 ) (A.6)
Rearranging we obtain
δT = KT (τ∗0 δ γ̇






The perturbation of the non-linear constitutive equation (3.18) yields
δτ =−P0δT +Q0δγ p +R0δ γ̇ p (A.9)

















We note that P0 ≥ 0 corresponds to thermal softening, Q0 ≥ 0 corresponds to strain hardening
and R0 ≥ 0 corresponds to strain-rate hardening.
Substituting (A.7) into (A.9) gives:
δτ =−P0KT (τ∗0 δ γ̇ p +δτγ̇
p∗
0 )+Q0δγ
p +R0δ γ̇ p (A.11)
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= δγQ0 +(R0−P0KT τ∗0 )
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Differentiating both sides by y, using the momentum equation (3.15) and its rate form and plugging














Equation (A.14) is expanded by plugging in (A.8) and eliminating δu, so that






=−(ρcω + k2λ )k2Q0
+
[






Finally, rearranging (A.15) in descending order for ω , results in the following fourth-order charac-
teristic equation R(ω)
R(ω) = a4ω4 +a3ω3 +a2ω2 +a1ω +a0 = 0 (A.16)
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where
a0 = k4λQ0
a1 = k2(k2λR0 + cpQ0ρ−χ∗P0τ∗0 )
a2 = ρ
[













A.2 Terms for FEM matrices of an element
It is assumed that the reader is familiar with the concept of a shape function therefore it will
not be defined here, for additional information on this topic any introductory level finite-element
book should be sufficient. The variables Nv,Nσ ,NT and Nγ̄ p represent the shape-functions for the
velocity, stress, temperature and equivalent plastic strain fields, respectively.
The gradients of the shape functions are given by Bv,Bσ ,BT and Bγ̄ p for velocity, stress, tem-
perature and equivalent plastic strain fields, respectively. A noticeable exception is Bsv which cor-













NTT ρcNṪ dΩ (A.20)
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NTγ̄ pN ˙̄γ p dΩ (A.21)
Note that the shape functions for the rate of the fields are the same as the shape functions used
for the fields themselves. This is due to the fact that, after the discretization in time, the Jacobian































































Nγ̄ p dΩ (A.27)
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Nγ̄ p dΩ (A.33)
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Appendix B: Generalized Stability
B.1 Hermitian norm equivalency
Here we prove the equivalence between x0T H(A)x0 and x0T Ax0.
We start with

















x0T Ax0 +x0T Ax0
)
= x0T Ax0 (B.3)
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B.2 Instantaneous Growth rate on an system with orthogonal
operators





a modal decomposition of x yields
x = Qv (B.5)
where Q is the matrix that defines the eigenspace of the operators and v the components on the




















with vi as the ith component of the modal decomposition of x, ω i =
K∗i
M∗i
as the eigenvalue associated
with the ith mode and K∗i and M∗i as the ith diagonal entry of K∗ and M∗, respectively.
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B.3 Rayleigh Quotient on an system with orthogonal operators





a modal decomposition of x yields
x = Qv (B.10)
where Q is the matrix that defines the eigenspace of the operators and v the components on the









with M∗ = QT MQ and K∗ = QT KQ.
















with vi as the ith component of the modal decomposition of x, ω i =
K∗i
M∗i
as the eigenvalue associated
with the ith mode and K∗i and M∗i > 0 as the ith diagonal entry of K∗ and M∗, respectively.
B.4 Non-orthogonality amplification
In Figure B.1 is shown the effect of doing a decomposition of a vector in a non-orthogonal basis.
We can observe that the components of a vector in this basis might have a disproportionate weights
when compared to the actual magnitude that they represent.
253
APPENDIX B: GENERALIZED STABILITY
Figure B.1: Amplification of the relative weight of the components on a non-orthogonal decompo-
sition
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Appendix C: Stability of fracture
C.1 Additional comments on the meaning of A
The value of A corresponds to the ratio between the elastic stiffness of the damaged material 2µm0
and the tangent stiffness of the strain-hardening law ∂τ
∂γ p
= Q0. This means that the more saturated
the material is (i.e. the stress is increasing slowly with increasing strain) the larger the value of A
is.
Consider that a deformation increment will have an elastic and a plastic component. Therefore,
if A = 0 then the deformation increment is purely elastic and if A = ∞ then the deformation incre-
ment is purely plastic. In an elastic-perfectly-plastic material, the value of A will transition from 0,
before yielding, to ∞ after yielding and in an elasto-plastic material with a power hardening law, A
will continuously grow as the material becomes more saturated. (See figure C.1)
Another way to look at this quantity is to imagine two linear springs in series with stiffnesses
ke and kp as shown in figure C.2. ke is the numerator of A, i.e. the stiffness associated with
an incremental damaged elastic deformation δe. kp is the denominator of A, i.e. the stiffness
associated with an incremental plastic deformation δp. A simple analysis of this spring system
yields that A = δp/δe. Considering that the total incremental deformation in a series of springs is
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Figure C.1: Different values of the parameter A on two undamaged materials. An elastic-perfectly-
plastic material (Blue) and an elasto-plastic material with a power hardening law (Red) are illus-
trated.











Figure C.2: Linear spring system.
Therefore, if A = 0 then the elastic contribution is 100% and the deformation increment is
purely elastic. If A = ∞ then the elastic contribution is 0% and the deformation increment is purely
plastic.
256
C.2. ADDITIONAL COMMENTS ON THE MEANING OF B
C.2 Additional comments on the meaning of B
The value of B corresponds to the ratio between the elastic stiffness of the damaged material 2µm0
and the tangent stiffness of the strain-rate-hardening law ∂τ
∂ γ̇ p
= R0, normalized by the constant
fe. This means that, in rate independent materials, B = ∞. Therefore, the value of 1/B can be
interpreted as the sensitivity of the material,at a particular point of space and time, to changes in
the rate of deformation.
Specifically, in the Johnson-Cook model based on (6.37), the relation between two values of B
for different undamaged materials (m0 = 1) subject to the same level of plastic deformation (γ
p
0 )







This means that, for the Johnson-Cook law, the relation between the B parameters will be the








Figure C.3: Influence of the parameter B on two undamaged materials for varying strain rates.
Large values of B (left) leads to small variation in material response while small values of B lead
to large variations in material response. Note that at the limit when B→ ∞, the lines will collapse
to a single line, which corresponds to a rate-independent behavior.
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APPENDIX C: STABILITY OF FRACTURE





















K1 = a2(2a( f p−2)+ f p−3)2 (C.4)






−a6(3a+2)( f p−5)2( f p +1)(K6 +K7) (C.6)
K4 =−8a6( f p−2)3−12a5( f p−3)( f p−2)2−3a4
(





f p3−9 f p2 +3 f p +77
)
(C.8)
K6 = 16a3( f p−2)3 +24a2( f p−3)( f p−2)2 (C.9)
K7 = 3a
(
3 f p3−23 f p2 +69 f p−97
)
+8(3 f p−13) (C.10)
with
a =
s−2
3− s
(C.11)
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