Altitude profiles of ClONO2 retrieved with the IMK (Institut fur Meteorologie und Klimaforschung) science-oriented data processor from MIPAS/Envisat (Michelson Interferometer for Passive Atmospheric Sounding on Envisat) mid-infrared limb emission measurements between July 2002 and March 2004 have been validated by comparison with balloon-borne (Mark IV, FIRS2, MIPASB), airborne (MIPAS-STR), ground-based (Spitsbergen, Thule, Kiruna, Harestua, Jungfraujoch, Izana, Wollongong, Lauder), and spaceborne (ACE-FTS) observations. With few exceptions we found very good agreement between these instruments and MIPAS with no evidence for any bias in most cases and altitude regions. For balloon-borne measurements typical absolute mean differences are below 0.05 ppbv over the whole altitude range from 10 to 39 km. In case of ACE-FTS observations mean differences are below 0.03 ppbv for observations below 26 km. Above this altitude the comparison with ACE-FTS is affected by the photochemically induced diurnal variation of ClONO2. Correction for this by use of a chemical transport model led to an overcompensation of the photochemical effect by up to 0.1 ppbv at altitudes of 30-35 km in case of MIPAS-ACEFTS comparisons while for the balloon-borne observations no such inconsistency has been detected. The comparison of MIPAS derived total column amounts with ground-based observations revealed no significant bias in the MIPAS data. Mean differences between MIPAS and FTIR column abundances are 0.11±0.12×10^14 cm^−2 (1.0±1.1%) and −0.09±0.19×10^14 cm^−2 (−0.8±1.7%), depending on the coincidence criterion applied. Χ^2 tests have been performed to assess the combined precision estimates of MIPAS and the related instruments. When no exact coincidences were available as in case of MIPAS -FTIR or MIPAS -ACE-FTS comparisons it has been necessary to take into consideration a coincidence error term to account for χ^2 deviations. From the resulting χ2 profiles there is no evidence for a systematic over/underestimation of the MIPAS random error analysis.
The amount of ozone depletion through chlorine catalytic cycles is controlled by the partitioning between active (ozone destroying) chlorine species like Cl and ClO and their ozoneinactive reservoir gases ClONO 2 and HCl. ClONO 2 is formed by the reaction of ClO with NO 2 :
and destroyed via photolysis in the ultraviolet mainly by:
ClONO 2 + hν → Cl + NO 3 .
Additionally, in presence of solid or liquid particles ClONO 2 can be converted heterogeneously into reactive chlorine by the reaction with HCl ClONO 2 (g) + HCl(s, l) → Cl 2 (g) + HNO 3 .
or by hydrolysis ClONO 2 (g) + H 2 O(s, l) → HOCl(g) + HNO 3 .
Subsequently, HOCl can be converted rapidly into active chlorine by photolysis or by heterogeneous reaction with HCl.
Irregularly, large stratospheric aerosol loading caused by volcanic eruptions may lead to enhanced global chlorine activation (Solomon, 1999) . Regularly, during Arctic and Antarctic winter heterogeneous chlorine activation takes place at polar stratospheric cloud (PSC) particles which is a prerequisite for the fast catalytic destruction of ozone in springtime. In the Arctic polar vortex the recovery of chlorine into the reservoir gases predominantly takes place via reaction (1) leading to large concentrations of ClONO 2 in the lower stratosphere (von Clarmann et al., 1993; Oelhaf et al., 1994) . However, under conditions of strong ozone depletion, which is usually the case in the springtime Antarctic lower stratosphere, active chlorine is primarily converted into HCl (Douglass et al., 1995; Mickley et al., 1997; Grooss et al., 1997; Michelsen et al., 1999) :
Though ClONO 2 has recently been observed by in-situ methods (Stimpfle et al., 1999; Marcy et al., 2005) , by far most measurements have been made remotely by analysis of its rovibrational bands in the mid-infrared atmospheric window through high-resolution spectroscopy.
Stratospheric ClONO 2 was first detected by solar absorption spectroscopy from balloons (Murcray et al., 1979; Rinsland et al., 1985) and from space (Zander et al., 1986) by the Atmospheric Trace Molecule Spectroscopy (ATMOS) instrument. ATMOS also provided spaceborne measurements of ClONO 2 profiles in March 1992, April 1993 and November 1994 (Rinsland et al., 1994 (Rinsland et al., , 1995 Zander et al., 1996) . The first space-borne solar occultation sensor measuring ClONO 2 continuously (between 30 October 1996 and 30 June 1997) at high latitudes has been the Improved Limb Atmospheric Spectrometer (ILAS) .
Column amounts from ground-based solar absorption observations have been first reported by Zander and Demoulin (1988) over the Jungfraujoch and by Farmer et al. (1987) over McMurdo.
Examples for sun-independent determination of ClONO 2 through mid-IR thermal emission spectroscopy are balloonborne measurements by the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS-B) (von Clarmann et al., 1993; Oelhaf et al., 1994) , airborne observation by MIPAS-FT (Blom et al., 1995) , and spaceborne measurements by the Cryogenic Infrared Spectrometers and Telescopes for the Atmosphere (CRISTA) (Riese et al., 2000) and by the Cryogenic Limb Array Etalon Spectrometer (CLAES) (Roche et al., , 1994 . CLAES obtained nearly global fields of ClONO 2 from 25 October 1991 until 5 May 1993 which have been validated by Mergenthaler et al. (1996) .
In this paper we report on the validation of atmospheric ClONO 2 profiles derived from MIPAS observations made on board the polar orbiting satellite Envisat between mid-2002 and end of March 2004.
MIPAS ClONO data analysis
MIPAS is a Fourier transform spectrometer sounding the thermal emission of the earth's atmosphere between 685 and 2410 cm −1 (14.6-4.15 µm) in limb geometry. The maximum optical path difference (OPD) of MIPAS is 20 cm. For the present data analysis the spectra have been apodised with the Norton-Beer strong function (Norton and Beer, 1976) resulting in an apodised spectral resolution (FWHM) of 0.048 cm −1 . The field-of-view of the instrument at the tangent points is about 3 km in the vertical and 30 km in the horizontal. In the standard observation mode in one limbscan 17 tangent points are observed with nominal altitudes 6, 9, 12,..., 39, 42, 47, 52, 60, and 68 km. In this mode about 73 limb scans are recorded per orbit with 14.3 orbits per day. The measurements of each orbit cover nearly the complete latitude range from about 87 • S to 89 • N. In the described standard mode MIPAS measured quasi-continuously from July 2002 until end of March 2004 when operation was stopped for investigation of instabilities of the interferometer drive velocity. Measurements have been resumed in early 2005, however, with poorer spectral resolution and finer tangent altitude grid.
Here we concentrate on the validation of ClONO 2 profiles derived from the first measurement period. ClONO 2 is one of the trace-gases retrieved at the Institut für Meteorologie und Klimaforschung, Forschungszentrum Karlsruhe (IMK) as an off-line product and is available at http://www-imk.fzk. de/asf/ame/envisat-data/. ClONO 2 is not included in the operational level 2 data analysis under ESA responsibility. The present validation work is performed with IMK data versions V3O CLONO2 10 and V3O CLONO2 11 which are consis-tent. These retrievals are based on reprocessed ESA level 1b products (calibrated spectra) Version 4.61 and 4.62.
The data processing chain for ClONO 2 has been described in detail by Höpfner et al. (2004) . The IMK version of the data discussed there was V1 CLONO2 1 which differs from the version V3O CLONO2 10/11 in several aspects: (1) near-real-time ESA level 1b data version 4.53 was used then, (2) latitude-band dependent a-priori profiles were assumed while for V3O CLONO2 10/11 flat zero a-priori profiles are used, and (3) the height-dependent regularization strength has been changed to allow for more sensitivity at lower and higher altitudes.
For characterisation of the altitude resolution of a typical ClONO 2 profile of the data version used in this paper, Fig. 1 shows as an example the averaging kernel matrix A of a midlatitude MIPAS measurement. This observation is validated against a MIPAS-B observation below in Sect. 3.1.1. The rows of A represent the contributions of the real profile to the retrieved profile whereas the columns are the response of the retrieval scheme to a delta function in the related altitude (Rodgers, 2000) . The full width at half maximum of the columns of A can be used as a measure for the vertical resolution which ranges from 3.2 to 8.5 km in the altitude region 8 to 40 km for our ClONO 2 retrievals.
The linear error analysis of the previous example from mid-latitudes is given in Table 1 . It shows that the main error sources are the spectral noise of the instrument and the uncertainty of spectroscopic data. This is consistent with the error estimation of a polar profile discussed in Höpfner et al. (2004) . For the comparisons with other measurements we use the total estimated random error which we define as the total error given in Table 1 without the error due nonlocal thermodynamic equilibrium (non-LTE), which is anyway negligible, and due to spectroscopy. The spectroscopic error is neglected since most experiments use the same spectroscopic dataset by Wagner and Birk (2003) as will be described below.
Comparison with balloon-and airborne measurements: MIPAS-B, Mark IV, FIRS, MIPAS-STR
In this chapter we discuss the comparison of single MIPAS ClONO 2 altitude profiles with collocated ones obtained during field campaigns of one aircraft-and various balloonborne instruments. For the comparison, the correlative ClONO 2 profiles x ref , which, in general, have a better altitude resolution than MI-PAS, are adjusted by application of the MIPAS averaging kernel A MIPAS . Since the a-priori profile of MIPAS retrievals x a,MIPAS is zero at all altitudes, Eq. (4) of Rodgers and Connor (2003) Here we assume that the content of the a-priori information in the better resolved correlative profiles is negligibly small (von Clarmann and Grabowski, 2006) .
As some of the correlative measurements were not obtained during dedicated validation campaigns with exact matches in time and space we have performed a correction for the profile coincidence error by use of the KASIMA (Karlsruhe Simulation model of the Middle Atmosphere) CTM (Chemical Transport Model) (Kouker et al., 1999) . From a multi-annual run with a horizontal resolution of approximately 2.6×2.6 • (T42), a vertical resolution of 0.75 km from 7 to 22 km and an exponential increase above with a resolution of about 2 km in the upper stratosphere, and a model time step of 6 min ClONO 2 profiles were interpolated to the time and position of the measurements of the correlative instruments and of MIPAS: x CTM ref and x CTM MIPAS . For the intercomparison, the original MIPAS profiles x MIPAS were transformed to the time and position of the correlative measurements by adding the difference between the two model results:
The difference profiles x MIPAS −x ref and x trans MIPAS −x ref are analysed with regard to systematic altitude dependent biases and the validity of the combined estimated errors.
Below, each instrument (see Table 2 for an overview) and the results of single measurement campaigns will be described in detail. This is followed by a summary of the mean difference profiles per instrument. Johnson et al. (1996) no no no yes no no Wagner and Birk (2003) yes yes yes yes yes yes 3.1 MIPAS-B MIPAS-B (Table 2) is a balloon-borne limb emission sounder with a similar spectral coverage (4-14 µm), a slightly lower spectral resolution (14.5 cm OPD) and a slightly better vertical resolution (2-3 km below the flight level) compared to MIPAS (Friedl-Vallon et al., 2004 . This flight was part of the Envisat validation activities and perfectly coincident in time and location to MIPAS measurements of Envisat orbit 2975. Fig. 3 and Table 3). We attribute this to sampling of different airmasses by MIPAS-B which are more similar to scan 21:11 as indicated by the difference in PV values at 850 K (about 30 km altitude). The PV difference is smallest between balloon and the northern MIPAS scan (Table 3) . We cannot prove this assumption by application of the CTM model correction Eq. (7) since this does not change the resulting differences significantly. This might be due to the limited horizontal resolution of the CTM model (2.6×2.6 • ) which does not sufficiently resolve the gradients close to the vortex boundary.
From 25 MIPAS. The reason for this is not clear but might be due to the different direction of the limb-observations at the vortex boundary at these altitudes: while MIPAS looked parallel to the boundary, MIPAS-B looked nearly orthogonal and thus, across stronger gradients in ClONO 2 .
The comparison on 21 March gives reasonable agreement between the balloon and the nearest MIPAS scan 09:08 above about 22 km. From 19-21 km the maximum difference of 0.14 ppbv is about twice the estimated error. However, in this altitude region a strong south-north gradient of the vmrs is visible in the three MIPAS observations and while MIPAS looked from south to north the viewing direction of MIPAS-B was vice versa. We suppose that this could be the reason for the observed deviations.
MIPAS-B: 3 July 2003
Another MIPAS-B flight above northern Scandinavia was on 2/3 July. Figure 4 shows the results for two limb-scans measured in different directions with a time delay of about half an hour shortly after mid-night UTC. Both profiles are very similar since, compared to wintertime, there is not much geographical variability of ClONO 2 in Arctic summer. Unfortunately there have been no exact matches with MIPAS as shown in Table 3 . Best coincidences are in the morning (09:38, 09:39) and in the evening (19:31) of 3 July. Interestingly, MIPAS-B ClONO 2 agrees best with the evening scan with differences very close to the combined total errors (Fig. 4, middle) . Especially above about 26 km the MIPAS-B and MIPAS evening profiles are systematically higher than the morning measurements. This can be explained by a different exposure to sunlight, thus leading to a different degree of photolysis of ClONO 2 . While the solar zenith angle during the two MIPAS-B and the MIPAS scan 19:31 was nearly equal with 84-86 • , it was 50 • and 46 • for 09:38 and 09:39, respectively.
Application of the CTM correction led to a significant improvement of the comparison with the MIPAS morning scans (bottom panel of Fig. 4 ): above about 25 km the large differences have disappeared and the agreement of MIPAS profiles 09:38 and 09:39 with the MIPAS-B observations has become nearly perfect. This result proves our assumption on the effect of ClONO 2 photolysis on the comparison.
Mark IV
The Jet Propulsion Laboratory Mark IV instrument (Toon, 1991 ) is a balloon-borne Fourier transform infrared interferometer with a very high spectral resolution (57 cm OPD). During sunrise or sunset it measures solar occultation spectra in limb geometry yielding a vertical resolution of about 2 km. Retrieval of trace gas profiles from Mark IV measurements is described by Sen et al. (1998) . The Mark IV ClONO 2 profiles in the present study have been retrieved from the ν 4 Qbranch at 780.2 cm −1 and the ν 2 Q-branch at 1292.6 cm −1 . This is different from the MIPAS, MIPAS-B, MIPAS-STR and FIRS2 data evaluation where only the ν 4 Q-branch region is used. Based on the commonly applied spectroscopic dataset by Wagner and Birk (2003) , Oelhaf et al. (2001) have shown that MIPAS-B ClONO 2 profiles retrieved from the individual bands agree to within 10%.
Mark IV: 16 December 2002
During the Mark IV flight on 16 December a ClONO 2 profile has been obtained during sunrise. The location was inside the polar vortex at each tangent altitude. As shown in Table 4 there was no exact coincidence with MIPAS. Nearest MIPAS profiles have been obtained also inside the vortex in the morning of 15 December (09:24, 09:25) and in the evening of 16 December (18:43). As shown in Fig. 5 the balloon profile is strongly structured with a minimum at around 23 km altitude. This was caused by chlorine activation at polar stratospheric clouds (PSCs) which were abundant in the cold stratosphere in December 2002. Because of PSCs below 24 km MIPAS profiles stop at that altitude for scans 09:24 and 18:43 due to the fact that spectra of PSCcontaminated tangent altitudes are excluded from the data analysis. However, scan 09:25 was PSC free. This scan also shows a ClONO 2 minimum similar to Mark IV, which, how- (20:24, 20:25) and two in the morning of 1 April (08:20, 08:22) (see Table 4 and Fig. 6 ). The solar zenith angles were 106 • and 102 • for the evening observations and 68 • and 64 • for the morning observations of MIPAS. Photolysis of ClONO 2 during daytime is the reason for the better agreement of the balloon measurements with the evening observation (20:24) of MIPAS above about 26 km (middle panel in Fig. 5 ). This is demonstrated by application of the CTM transformation (bottom panel in Fig. 6 ). The model correction reduces the differences between the MIPAS morning scans and the Mark IV observation such that the agreement is within the combined error estimates. Fig. 7 ). This gradient and the strong diurnal variations together with the fact that there is no good match make the use of the CTM correction necessary. It results in a much more compact comparison which does not show indications of significant biases (bottom panel of Fig. 7 ).
FIRS2
The FIRS-2 instrument is a thermal emission Fourier transform spectrometer operating in the far-(80-340 cm −1 ) and mid-infrared (330-1220 cm −1 ) spectral region. Interferograms are recorded with 120 cm OPD. (Johnson et al., 1995) . Vertical profiles of ClONO 2 volume mixing ratios with an altitude resolution of about 3 km have been derived from FIRS observations using the ν 5 Q-branch at 563 cm −1 (Johnson et al., 1996) and the ν 4 Q-branch at 780.2 cm −1 (spectroscopic data by Wagner and Birk (2003) Table 5 and plotted in the top row of Fig. 8 . The single balloon results (not shown here) reveal a strong scatter and, especially around 20 km, tend to show negative values. To illustrate the comparison with MIPAS we used the mean day-and nighttime balloon result (red curves in middle row of Fig. 8 ) which leads to a large scatter of the differences with respect to the single MIPAS profiles. This scatter is reduced by application of the CTM correction (bottom row of Fig. 8 ). Now, differences are often within the estimated error bars, however, a positive MIPAS bias at 20 km, caused by negative FIRS values there, and a negative bias between 25 and 30 km remain.
MIPAS-STR
MIPAS-STR is a Fourier transform emission instrument operating in the middle infrared spectral region with similar instrumental specifications as MIPAS-B (see Table 2 ). During MIPAS validation campaigns MIPAS-STR has been operated from the high-altitude aircraft M55-Geophysica . One scan of MIPAS-STR consists of limb measurements to get profiles with high vertical resolution below the aircraft and upward observations to obtain limited information about the profile above. Retrieval of ClONO 2 profiles from MIPAS-STR calibrated spectra is performed with the same inversion tool and radiative transfer model as used for MIPAS-B data analysis (see above) . cidence with MIPAS on Envisat during three flights: on 28 February, 2 and 12 March (see Table 6 ). The locations of MIPAS-STR and MIPAS observations are given in the top of Figs. 9-11 together with potential vorticity at the 400 K potential temperature level (≈16 km). Following the criterion by Nash et al. (1996) , the vortex boundary at this level is about 14 pvu during the three days. Thus, on 28 February the Geophysica measurement corresponding to MIPAS scan 08:25 was inside, while 08:26 was at the in- ner vortex boundary at 400 K. On 2 March the two southern scans 20:34 and 20:35 were outside, while 20:37 was at the boundary and on 12 March all observations have been inside the polar vortex.
Since a major error source in the MIPAS-STR data analysis is the assumption on the a-priori profile above the aircraft flight level, we show the comparison with MIPAS in Figs. 9-11 for the retrieval with a standard a-priori profile (solid 
Summary of balloon and airborne profile comparisons
In this section we analyse for each instrument the previously described set of comparisons. For that purpose, mean difference profilesδ have been determined from K single difference profiles: 1
1 Mind that all variables here are vectors with as many elements as altitude grid points and that the expressions are given per altitude grid point. Thus, K in general is also altitude dependent. Introduction of a further index indicating the altitude dependence is omitted for clarity. where δ k =x MIPAS,k −x ref,k in case of exactly matching observations and δ k =x trans MIPAS,k −x ref,k in case the CTM model correction has been applied.δ for each instrument is given as solid black curves in the first column of Fig. 12 .
For diagnostics, we have calculated the altitude dependent 95% confidence interval of these mean values by
where t −1 cdf (0.975, K−1) is the inverse of the cumulative Student's t-distribution function for K−1 degrees of freedom at a value of 97.5% probability.
We have called this interval ±2σδ ,std since for large sample sizes its limit is ±2 times the standard deviation of the sample divided by the square root of the number of sample elements. The results are shown as dotted black curves in first column of Fig. 12 . Green dotted curves in Fig. 12 indicate the range of the estimated total random error of the mean differences (±2σδ ,err ) calculated from the combined error estimation of the single difference profiles σδ ,err,k which have already been shown in the discussion of the single profile comparison:
Here also the 95% interval is given. In the following we call a bias significant when it is outside these 95% confidence intervals.
For determination of an altitude dependent bias we compare the mean differences to ±2σδ ,std and ±2σδ ,err . The mean differences between MIPAS and the two instruments MIPAS-B and Mark IV are consistent up to about 32 km altitude: at 15 km MIPAS overestimates ClONO 2 vmrs by 0.02-0.03 ppb (up to 100%) and at 20 km by about 0.04-0.05 ppb (up to 15%). From 25 to 32 km there is a slight underestimation of about 0.03 pb (3-4%) for MIPAS-B and a larger one (0.08 ppb, up to 10%) in case of Mark IV. Above, there is a tendency for an overestimation in case of MIPAS-B, but still a clear underestimation (up to 0.1 ppb or 25%) compared to Mark IV. For the MIPAS-B comparisons differences are, however, all within the ±2σδ ,std interval and, thus, statistically not significant while compared to the estimated errors ±2σδ ,err the positive MIPAS bias at 15 and 20 km might be real. In case of Mark IV the deviation at high altitudes is clearly significant and the 15 and 20 km differences are just at the limits of the confidence intervals.
Large Second column: mean profiles. Third column: relative difference profiles. Fourth column: χ 2 profile (black solid) and 95% confidence interval for χ 2 (black dotted). To evaluate the given estimated precision of the measurements without depending on error covariances in the altitude domain, we have calculated χ 2 values of the differences individually per altitude :
This is compared to the 95% confidence interval of the χ 2 distribution function in the last column of Fig. 12 . In this figure all χ 2 values have been divided by K−1. In case of MIPAS-B the combined error seems to be underestimated from 16 to 24 km while at higher and lower altitudes it is within the 95% confidence interval. The combined Mark IV-MIPAS error estimation is, with an exception at around 15 km, always at the lower edge of the confidence interval, thus, indicating a slight overestimation of the combined errors. For the comparison with FIRS there is an overestimation of the precision above 32 km and below 15 km while in a large region around 25 km errors seem underestimated. Finally in case of MIPAS-STR the combined random errors are underestimated at 16-17 km altitude while below actual χ 2 values lie inside the 95% confidence interval.
Comparison with ground-based measurements: FTIR
We have compared MIPAS ClONO 2 observations with ground-based solar absorption FTIR measurements from various stations operating within the Network for the Detection of Atmospheric Composition Change (NDACC, formerly Network for the Detection of Stratospheric Change, NDSC) (see Table 7 ). From these instruments total column amounts of ClONO 2 are available. These data have been derived on the basis of different forward models/inversion schemes Mellqvist et al., 2002) . In the case of Thule observations, the retrieval code SFIT2 and a two-microwindow approach similar to Reisinger et al. (1995) has been applied. For Izaña measurements PROFFIT (Hase et al., 2004) has been used. In contrast to the scheme described in Rinsland et al. (2003) , for Kiruna the approach by Reisinger et al. (1995) has been adopted for the data shown in the present work. Common to the MIPAS data analysis, all FTIR retrievals are performed in the region of the ν 4 Q-branch at 780.2 cm −1 , using the spectroscopic data from Wagner and Birk (2003) . For the comparison we have calculated ClONO 2 column amounts from the MIPAS profiles using the pressures and temperatures which have been derived from the same spectra in a previous step of the retrieval chain (von Clarmann et al., 2003) . These abundances are determined within the available altitude range of MIPAS, i.e. with a maximum coverage of 6-70 km. In the presence of clouds the lower limit is the cloud top derived from MIPAS. Thus, a part of the tropospheric ClONO 2 column is missing in the MIPAS derived data but present in the FTIR total columns. In standard profiles of ClONO 2 the tropospheric column (0-12 km) is about 1-3% of the total column. Further, some of the FTIR stations used in this intercomparison also derived tropospheric column amount of ClONO 2 . Mean tropospheric values from these stations lie in the range 0.3%(Wollongong)-2%(Thule) of the total column amount.
The comparisons cover most of the time period of the MI-PAS operation discussed in this paper and range from 78.9 • N to 45 • S (see Fig. 13 ). The collocated scans of MIPAS with the FTIR measurements have been selected on the basis of a maximum distance d max , time t max , and potential vorticity (PV) pv max criterion. These criteria have been applied to the locations where the line-of-sight of the FTIRs intersected the altitude of 20 km or the 475 K potential temperature level in case of the PV-criterion, respectively. Figure 13 shows the comparison of daily mean values for d max =800 km, t max =8 h, and pv max =3×10 −6 Km 2 kg −1 s −1 . The data reflect well the annual variation of ClONO 2 column amounts with large amplitudes at high-latitude stations (Spitsbergen, Thule, Kiruna, Harestua) in spring. These are due to the chlorine deactivation in stratospheric vortex airmasses, which is even visible at mid-latitudes (Jungfraujoch) on distinct days when vortex air extended far south. Also the annual variation at stations which are rarely affected by vortex air, like Jungfraujoch, Izaña or Lauder, is well met. Fig. 14. Scatterplots between MIPAS and FTIR daily mean column amounts for the collocation criterion d max =800 km, t max =8 h, and pv max =3×10 −6 Km 2 kg −1 s −1 at 475 K (black stars) and d max =400 km, t max =4 h, and pv max =3×10 −6 Km 2 kg −1 s −1 at 475 K (red crosses).
the selection for d max =800 km, t max =8 h, and pv max =3×10 −6 Km 2 kg −1 s −1 and red symbols/bars the more stringent selection with d max =400 km, t max =4 h, and pv max =3×10 −6 Km 2 kg −1 s −1 . Additionally in Table 8 and Table 9 some statistical quantities are listed for the two match cases.
In the following we first analyse the data for any significant bias by comparing the mean difference with their standard deviations. Then estimated errors are discussed with respect to the mean differences and with respect to the derived precision via a χ 2 test. Fig. 15 . Histograms of the column amounts daily differences for the collocation criterion d max =800 km, t max =8 h, and pv max =3 × 10 −6 Km 2 kg −1 s −1 at 475 K (black solid) and d max =400 km, t max =4 h, and pv max =3×10 −6 Km 2 kg −1 s −1 at 475 K (red dotted).
To decide whether the mean difference δ between MI-PAS and FTIR at each station is significant and, thus, might indicate some systematic error, we compare it to the 68% significance interval of the mean difference ±σδ ,std from the measurements in Tables 8 and 9 . For d max =800 km, 3.07σδ ,std ) and one within 3-4σδ ,std (Harestua: −3.83σδ ,std ). For the more stringent match criterion (Table 9 ) the situation is similar, only that three stations are within 1-2σδ ,std (Izaña: 1.49σδ ,std , Jungfraujoch: −1.91σδ ,std , Thule: −1.91σδ ,std ) and four within 2-3σδ ,std (Lauder: −2.41σδ ,std , Harestua: −2.51σδ ,std , Kiruna: 2.61σδ ,std , Wollongong: −2.86σδ ,std ) and no one outside 3σδ ,std . The FTIR at Harestua has measured systematically higher values than MIPAS, but only during the summer as indicated by the bi-modal structure of the histogram and the scatter plot. The wintertime data alone show no significant bias. This summertime offset is probably due to a strong dependence of the retrieved column amounts on the assumed apriori profile in the FTIR retrieval.
In the following, we consider the combined estimated error of MIPAS and the various FTIRs. To calculate the variance s col,noise of the MIPAS derived column amounts due to instrumental noise we applied the linear transformation
where S x is the covariance matrix of the profile retrieval of ClONO 2 volume mixing ratios due to instrumental noise and ρ the vector of the total air partial column amounts. Unlike S x , which is a regular outcome of the retrieval, an explicit calculation for the other error components is not available for each single ClONO 2 profile. To estimate the contribution of these errors we have used the total error calculations which were performed for the MIPAS profiles compared to the collocated profile measurements which have been discussed in Sect. 3 of this paper. As in the case of the profile comparison, the error due to spectroscopic data has been disregarded since all ground-based column observations use the same data as MIPAS. The mean error, excluding noise and spectroscopy, for the vertical column amounts from the 32 single error estimates is 2% with a standard deviation of 2% compared to 5%±4% for the noise error component. Thus, for the total error estimate of MIPAS derived column amounts we have assumed a constant 2% additional random error term for the non-noise and s col,noise for the individual noise error.
Since no specific CTM model results have been available for the MIPAS-FTIR intercomparison a coincidence error component has to be considered additionally . For both coincident criteria we have calculated typical coincidence standard deviations per FTIR station on basis of two datasets: (1) In Tables 8 and 9 we have given the estimated error σδ ,err,comb of the mean difference calculated as combined estimated error of MIPAS σδ ,err,mip , FTIRs σδ ,err,ftir and the coincidence error σδ ,err,coi under the assumption that all given error terms are of random nature. For σδ ,err,coi two values resulting from the different underlying datasets are shown. Since σδ ,err,comb values are comparable to σδ ,std our conclusions about the mean bias at each station are also valid with regard to the combined estimated errors.
A quantitative analysis of the validity of the precision estimates is gained by the χ 2 -test (see Sect. 3.5) presented in the last two columns of Tables 8 and 9 . Regarding both matching criteria and the different coincidence error estimates at least two (of four) χ 2 values of Izaña, Jungfraujoch, Thule, Kiruna and Wollongong are within the 95% confidence limit of χ 2 . There is indication that the errors for Spitsbergen and Harestua are underestimated while those of Lauder seem to be overestimated.
Comparison with spaceborne measurements: ACE-FTS
The Atmospheric Chemistry Experiment (ACE) satellite mission was launched into orbit on 13 August 2003 with the solar occultation sounder ACE-FTS (ACE-Fourier Transform Spectrometer) on board. ACE-FTS is a Michelson interferometer which covers the spectral region from 750 to 4400 cm −1 with a spectral resolution (maximum optical path difference: 25 cm) slightly higher than that of MIPAS. The retrieval of trace gas profiles from ACE-FTS measurements has been described by Boone et al. (2005) . ClONO 2 is derived from the ν 4 -Q branch at around 780.2 cm −1 for altitudes between 12 and 20 km and from the ν 2 -Q branch at around 1292.6 cm −1 for altitudes between 18 and 35 km. The spectroscopic data of Wagner and Birk (2003) are used. The vertical resolution of ACE-FTS vmr profiles defined by the field-of-view of the instrument and the tangent altitude spacing is about 3-4 km -comparable to that of the MIPAS ClONO 2 retrievals. A first comparison of ClONO 2 column amounts derived from ACE-FTS vertical profiles and from ground-based solar absorption FTIR measurements in 2004 has been published by Mahieu et al. (2005) .
Here we compare ClONO 2 profiles from ACE-FTS sunset observations (ACE-FTS level 2 Version 2.2) and MIPAS measurements in the overlapping time period from February 2004, when ACE-FTS regular data collection started, until end of March 2004, when MIPAS nominal mode data ended. For the comparisons we used as match criterion a maximum time difference of 9 h, a maximum tangent point difference of 800 km, and a maximum difference of potential vorticity of 3×10 −6 Km 2 kg −1 s −1 at an altitude of 475 K potential temperature. Over all matches, this resulted in a mean distance of 296 km (±154 km), a mean PV difference of −0.007 ×10 −6 Km 2 kg −1 s −1 (±1.49×10 −6 Km 2 kg −1 s −1 ) and a mean time difference of −0.2 h. However, the distribution of the time differences is bi-modal since MIPAS measurements are either at around late morning or early night while ACE-FTS observations are made during sunset. Thus, for comparison with nighttime MIPAS observations the time difference (MIPAS-ACE) is 4-5 h, while in the case of MI-PAS daytime measurements it is about −8.1 h at latitudes between 30 and 60 • N and −5.6 h for 60-90 • N.
In the following, we compare data for these two latitude bands, since sufficient numbers of coincidences for other regions are not available. The first four rows of Fig. 16 show the comparison for the two latitude bands and MIPAS day/night observations. In the fifth row the combination of all coincidences is given. In this general case mean differences are less than 0.04 ppbv (less than 5%) up to altitudes of 27 km with MIPAS measuring nearly at all levels higher values than ACE. Mean differences are within the 95% (±2σδ ,std ) confidence interval of the mean (black dotted in first column of Fig. 16 ) from 12.5 to 15 km and from 19 to 22 km with deviations of less than 0.01 ppbv. Above 27 km, differences increase up to nearly 0.15 ppbv or 30% at 34.5 km. Beside this steady increase there are slightly enhanced differences up to 0.03 ppbv in the range 15-19 km.
The positive MIPAS bias increasing with altitude is present clearly during the night at all latitude bands. At midlatitudes, however, MIPAS daytime observations are lower than ACE, while nearer to the pole (60-90 • N) differences cross from negative to positive values around 25 km and also increase upwards. To investigate, whether photolysis of ClONO 2 is the reason for the upper altitude discrepancy we applied KASIMA CTM model simulations provided at all times/locations of MIPAS and ACE-FTS observations. Third column: relative difference profiles. Fourth column: χ 2 profile (blacks solid) and 95% confidence interval for χ 2 (black dotted), coloured solid curves include coincidence errors derived on basis of MIPAS observations (red) and KASIMA CTM (green). been transformed to the time and location of ACE-FTS by applying Eq. (7).
This transformation affects the comparison primarily at altitudes above about 25 km. In that range the positive MIPAS bias for nighttime observations has been reversed toward a negative bias. This is also the case for the daytime mean profiles at high latitudes above 30 km. For sunlit observations at mid-latitudes the negative bias is reversed to a positive one between 25 and 32 km. In the overall comparison (bottom row in Fig. 17 ) there is no systematic bias any more up to altitudes of about 27 km. Above 27 km a negative bias of MIPAS with differences up to −0.1 ppbv is present. Thus, maximum absolute differences are reduced by application of the CTM. However, the model overcompensates the photochemicallyinduced high altitude bias.
The estimated random error ±2σδ ,err of the mean difference calculated as combined errors from both instruments is given as dotted green curves in the first column of Figs. 16 and 17. While in the upper part of the profile ±2σδ ,err is comparable to ±2σδ ,std , in the lower part ±2σδ ,err is smaller. This is reflected in altitude dependent χ 2 values plotted in the fourth column of Figs. 16 and 17. Up to about 23 km χ 2 values are strongly enhanced compared to the 95% confidence interval of χ 2 . The fact that there is no significant decrease of the χ 2 profiles when the CTM model correction was applied ( To test this assumption, as in the case for the ground-based analysis, we determined altitude dependent coincidence errors from (1) MIPAS derived ClONO 2 fields in February and March and from (2) KASIMA CTM runs. These have been incorporated in the χ 2 determination (red curves for (1) and green curves for (2) in Figs. 16 and 17) . In case of (1) the large χ 2 values disappeared while for (2) there is, on the one hand, a strong reduction above 20 km, but on the other hand, below 20 km χ 2 values stay large. This confirms the view that the underestimated errors are at least partly due to an underestimation of the real ClONO 2 variability by the CTM.
Conclusions
Vertical profiles of ClONO 2 retrieved with the MIPAS level 2 scientific processor at IMK have been validated by comparison with measurements from balloon and aircraft campaigns, with ground-based FTIR data and with satellite observations. Between MIPAS and MIPAS-B observations from dedicated validation campaigns no significant bias has been detected over the whole altitude range from 12 to 39 km. Maximum absolute mean differences are about 0.05 ppbv. The χ 2 test indicates a slight underestimation of the combined estimated error around 20 km altitude. Comparisons to Mark IV observations show no significant bias up to 29 km with absolute differences below 0.05 ppbv. However a slight negative bias between 30 and 35 km of up to −0.1 ppbv (MIPASMark IV) is visible. There is no strong evidence for an error in the precision estimates between the two instruments. Large biases existing between MIPAS and ClONO 2 from the flight of the FIRS instrument are very probably caused by the FIRS profiles showing a strong scatter and often negative vmr values. Regarding the dedicated validation measurements of ClONO 2 obtained in the lower stratosphere with the airborne MIPAS-STR, maximum differences are below 0.15 ppbv which are, however, not significant over the whole altitude range from 10-17 km. The combined random error analysis underestimates the precision only between 15 and 17 km.
Comparisons of ClONO 2 column amounts from eight ground-based solar absorption FTIR instruments with MI-PAS show no evidence for a systematic bias in the MI-PAS data. The mean difference (MIPAS-FTIR) at all stations is 0.11±0.12×10 14 cm −2 (1.0±1.1%) for a coincidence criterion of d max =800 km, t max =8 h, and pv max =3 × 10 −6 Km 2 kg −1 s −1 at 475 K. Application of the stricter criterion d max =400 km, t max =4 h, and pv max =3×10 −6 Km 2 kg −1 s −1 at 475 K lead to an overall difference of −0.09±0.19×10 14 cm −2 (−0.8±1.7%). There is no clear evidence for deficiencies in the MIPAS-FTIR combined precision estimates of five instruments while for two the random error seems underestimated and in one case overestimated.
MIPAS profiles of ClONO 2 in the period February-March 2003 have been compared to results from the ACE-FTS spaceborne instrument. Up to about 26 km absolute mean differences are below 0.03 ppbv and there is no evidence for a systematic bias between the two datasets. Above this altitude the comparison is aggravated by the diurnal variation of ClONO 2 due to photochemistry. This has been shown by application of a chemical transport model which, however, led to an overcorrection of the bias by up to 0.1 ppbv. Such an overcompensation has not been observed in case of the balloon-borne observations of MIPAS-B on 3 July 2003 (Fig. 4) , Mark IV on 1 April 2003 (Fig. 6) , and Mark IV on 20 September 2003 (Fig. 7) where the CTM correction improved the comparison significantly. Whether the overcorrection in case of the MIPAS-ACE-FTS comparison is caused by a model deficiency or by a remaining bias between the two instruments is an open question. With regard to precision validation, the χ 2 test revealed slight underestimation of the estimated combined precision between MIPAS and ACE-FTS at altitudes above 25 km, but a large underestimation below, with maximum around 18 km. It has been shown that this is likely caused by the large variability of ClONO 2 in spring which is not fully reproduced in the CTM model results applied for coincidence error correction.
In summary, this study, which has considered most of the independent measurements of ClONO 2 from July 2002 until March 2004, has demonstrated the consistency and reliability of the IMK MIPAS ClONO 2 dataset available at (http://www-imk.fzk.de/asf/ame/envisat-data/).
