Introduction
Rapid, accurate, noncontact temperature measurements are a pervasive industrial need. In the semiconductor industry, precise temperature control is needed for processes such as diffusion, ion implantation, annealing, and film growth. The rapidly diminishing thermal budgets that follow from decreasing lateral dimensions of Si integrated circuits are leading to a demand for more accurate, faster response, noncontact temperature sensing. The most commonly used temperature devices in industry are thermocouples, thermistors, and pyrometers.
Thermistors and thermocouples (TCs) are direct contact methods of temperature measurement. Because of contamination and the direct thermal contact with the surface, they are best suited for calibration rather than real-time process control. Two classes of noncontact measurements are blackbody radiation and thermal expansion. Pyrometers and other IR detectors use the radiation emitted from a surface to determine absolute temperature. Pyrometers depend on three main variables: emissivity, field ofview, and the optical properties of the surface.1'2 The field of view is important since these measuring devices average the temperature values of any object in the view. The surface emissivity is often affected by complex multilayered and patterned substrates.3 Several investigations incorporating real-time emissivity correction
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Abstract. A noncontact temperature measurement technique based on thermal expansion of materials is presented. The technique, diffractionorder spot analysis, is based on monitoring diffraction angle variations due to grating expansion. Because of the pressing need for noncontact temperature measurements during semiconductor processing, silicon was chosen as the demonstration material. The diffraction method requires a grating of suitable spatial frequency etched onto the surface of the Si wafer. Two symmetrically disposed incident beams are used to provide a differential measurement that is independent of sample tilt to the first order. An automated data acquisition and analysis system was developed for continuous monitoring of two diffraction-order angles. From the order separation, a relative temperature change can be calculated in near real time. Image processing techniques based on centroid operation were used to calculate diffraction-order displacement with subpixel accuracy. For comparison with optical data, simultaneous temperature measurements from a thermocouple bonded to the Si sample were recorded. Good agreement between optical and thermocouple measurements was obtained. Temperature resolution was inversely proportional to the number of grating lines. A resolution of 0.37°C is demonstrated for a 3000-line grating over a 20 to 750°C temperature range.
along the pyrometry are under way. The thermal expansion coefficient of a Si wafer is independent of process variations to the first order; therefore, the thermal expansion measurement methods provide an alternative route to temperature measurement techniques.
In recent years, several temperature sensing schemes based on thermal expansion of the semiconductor wafer have been developed. Donnelly4 developed an JR interferometric technique based on transmission through the wafer. This method requires both sides of the wafer to be polished, is limited at high temperatures by free carrier absorption, and is also susceptible to process variations due to either topography or thin-film interference effects. Zaidi, Brueck, and McNeil5 developed a temperature measurement scheme based on projection moire interferometry requiring a grating Si wafer. Here we report on a variation of this method using image processing techniques to monitor the angular positions of laser beams diffracted from the grating to determine surface temperature in near real time.
Grating Expansion Technique
The grating method uses the angular positions of diffraction orders to monitor the thermal expansion of a grating. xL F=- (6) 3X where x is the separation in pixels between the two secondary maxima. For a 8.8-X 6.6-mm2 CCD array of 640 X 480 pixels, one pixel corresponds to 1 3.75 pm. In general we prefer to block one of the diffraction orders for the calibration step, because of the interference effects of the two orders. Figure 2 shows an example of the sinc pattern obtained from a 500-X 5OO-im2 grating area. For a grating width larger than the beam diameter, a grating mask with a known period was placed before the imaging optics. For the diffraction pattern of a sinusoidal amplitude grating, the pixel distance between the first secondary maxima is related to the focal length F by 8
where d is the period of the grating mask. Once F is determined using either Eq. (6) or (7), no other changes are made in the optical configuration for the duration of measurement. 5 
Diffraction Spot Analysis
The temperature measurement relies on tracking the changing distance between the diffraction spots. To achieve resolution of better than 1°C, the center of the spots must be evaluated with subpixel accuracy. The steps taken to process the images into temperature information are the following:
1st Order (m=-1) For the experiment reported here, the grating period, optical wavelength, and incident angle are chosen so that the -1 diffraction orders emerge approximately normal to the wafer surface. Two beams are symmetrically incident on the wafer at equal but opposite angles, as shown in Fig. 1 . This geometry is differential in that the angular separation between the two -1 diffraction orders is independent of the wafer tilt to the first order. If diffraction orders are focused by a lens of focal length F, then the small diffraction-order displacement Y(T) is simply given by FO(T). For two -1 diffraction orders moving in opposite directions, the separation is twice L\Y(T), and the measured temperature is given by TT.+ zY (4) f i 2aXF where ':f and T1 are the final and initial temperatures, respectively. In general, the thermal expansion coefficient a is a function of temperature. For silicon, a has been well char- are approximately normal to the grating surface. For an independent calibration of this optical technique, a TC is bonded to the sample for in-contact temperature measurements. A data acquisition system consisting of a 486-based computer system with video capture system (DT2867, DT2821) was used to monitor continuously diffraction-order separation and calculate the temperature difference. The co- To reduce noise, several methods were employed. A 3 X 3 or 5 X 5 neighborhood averaging kernel was used to smooth the data before the search for the maximum. This is effective in reducing the effects of camera faults, where individual pixels can be stuck at a fixed value, and the effects of white noise. Another method examined to reduce noise was a background noise subtraction. For this, the diffraction beams were blocked and a frame was acquired to cancel fixed pattern noise due to nonuniformity in the CCD array. To locate the spots, a search for the maximum pixel in the image is performed, then the spot is extracted from the image, and the procedure is repeated for the second spot. To extract the spots, line scans are taken from the coordinates of the two pixel maxima through the image in four or eight directions, as shown in Fig. 3 . Linescan thresholds are used to define the extent of the spot area. The values are examined according to a threshold value and a count of the values below the threshold. Values below the threshold are clipped to zero to separate the spots. Figure 4 shows a line scan through the two peaks and shows how the threshold value can affect estimated spot boundaries. With the spot areas identified, a centroid calculation is applied to find the subpixel coordinates of the diffraction-order spot centers. Three different methods for subpixel spot center location were implemented: a centroid calculation, a 1 -D matched filter and a 2-D matched filter.8 Other methods such as wide-aperture linear array averaging techniques9 are not feasible because of the large motion of the spots due to wafer motion during heating. The matched filters showed small improvements over the centroid method but at a large cost in time for computation.'° This left the centroid calculation as a time efficient choice.
Centroid Calculation
A centroid approach is an appropriate measure to estimate the spot centers due to the angular symmetry of the two incident Gaussian beams on the grating area. The centroid calculation is carried out by using a weighted average of intensity values as defined below:
-xy x.i(x,y)
where i(x,y) is the intensity of the pixel at location (x,y) and : and are the resulting estimated subpixel centroid coordinates. These coordinates represent a fraction (-1/10) of a pixel on the CCD camera. This subpixel resolution was achieved by using the distribution of the intensities over the CCD elements. As the shape or intensities of the spot shift, the center of the spot shifts accordingly. Using a similar approach, resolution greater than 1/100 of a pixel has been rt1'12 6 
Experimental Results
The technique was applied to five samples with different grating areas: 3 X 3 mm2, 1 X 1 mm2, 500 X 500 pm2, 125 x 125 pm2, and 500 X 100 m2, all with a 1-pm period. The different sizes were used to investigate the relation be- in elliptical spots as shown in Fig. 5 and was used to demonstrate that the width of the grating is the dimension determining resolution.
For an independent comparison with the optical data, temperatures were acquired simultaneously from a TC bonded to each sample. Each TC data point is averaged from a thousand analog-to-digital conversions. Two basic measurements were performed on each sample: a high-temperature run and a mmimum accuracy run. Figure 6 shows high-temperature measurements for grating widths varying from 1 to 0.125 mm. There is good agreement between optical and TC measurements. The most significant difference is during the temperature ramping when the optical temperature is below the TC temperature. This is probably due to the surface emissivity variation between the Si and the bonding cement used to hold the TC to the Si. Once thermal equilibrium is reached, TC and optical measurements agree well. At higher temperatures, signal noise increases due to air turbulence above the chamber.
To estimate the accuracy of the optical technique, minimum temperature measurements were carried out. The mean absolute difference (rms) between the optical and TC data was taken over a small temperature range to find the differ- Fig. 7 . The 1-mm sample showed a mean error of 4.52°C with a maximum error of 8.3°C. The 5OO-im sample has a mean error of 7.44°C and a maximum error of 15.10°C. The 125-rim sample was the noisiest, the mean error being 21.97°C, the maximum error being 55.88°C. Figure 8 shows the variation of accuracy with the grating width for the sampies measured. The solid line in Fig. 8 represents a fit to the experimental data points given by 1.45 + 2.42/x, where x is the grating width. This is in good agreement with all grating measurements, where resolution decreases with a decreasing number of grating lines.
Improvement in the SNR can be carried out either by software or hardware. One software method of decreasing signal noise is frame averaging. Frame averaging was used to decrease the effect of white background noise, vibrations, and any other uncorrelated transient interference. The results of frame averaging are shown in Fig. 9 . The data were taken with no temperature change. The mean error was reduced from 4.37 to 0.87°C by averaging 25 frames (1-mm sample);
additional averaging from 25 to 256 frames gives an improvement of only .02°C. This suggests that the frequency of the optical system noise is of the order of a second. Averaging the spot separation is another method of increasing the precision. This is equivalent to averaging the calculated temperature value, as is done with the TC values. Processing a single frame for spot separation took on the order of 2 s. Averaging 100 distances over approximately 30 mm gives only eight temperature values. One way of accurate comparison between optical and TC measurement is to compare unaveraged measurements by both techniques. Figure 10 displays the unaveraged data for the 1 -mm sample and shows that the optical measurement is comparable.
The major sources of noise are the convective turbulence in the air above the sample and the contact heating of the wafer over the copper block. By incorporating a fan to force a laminar flow above the heating chamber, convective turbulence can be significantly reduced. To avoid contact heating of the sample, a radiative method was used in which samples were placed on a quartz block with a heating element below, but not in contact with the quartz block. Figure 11 shows a typical temperature measurement with radiative heat- A noncontact temperature measurement technique based on thermal expansion of a grating etched in Si has been investigated. Angular positions of the diffraction orders are monitored as the grating period changes. A near real-time system for diffraction-order spot analysis based on centroid calculations has been implemented. A calibration method using the internal structure in the diffraction-order spot images has been developed to determine the effective focal length of the imaging system. Filtering and averaging methods were used to improve the precision. The temperature resolution demonstrated was inversely proportional to the grating width. Temperature accuracy of 0.37°C was demonstrated for a 3-mm-wide grating, and temperature measurements were recorded from room temperature to approximately 800°C. For further improvements in precision, the diffraction spots could be magnified to decrease the degrees Celsius per pixel ratio, and a commercially available CCD with more photodetectors per inch could be employed. To automate the process, algorithms for autocalibration and determination of the thresholds could be developed, and an iterative algorithm could be used to adjust the threshold until only two objects are found. The time of centroid calculation could be significantly reduced from 2 s currently to subseconds by optimizing the software and using a compiler that supports a flat memory model.
