The BFGS methods is a method to solve an unconstrained optimization. Many modification have been done for solving this problems. In this paper, we present a new scaled hybrid modified BFGS. The new scaled hybrid modified BFGS algorithms are proposed and analyzed. The scaled hybrid modified BFGS can improve the number of iterations. Results obtained by the hybrid modified BFGS algorithms are compared to scaled hybrid modified BFGS algorithms. Numerical comparisons with hybrid modified BFGS algorithms using a set of six test function, shows that new scaled hybrid modified algorithms outperforms the known hybrid modified BFGS algorithms. Our numerical results indicate that the scaled hybrid modified BFGS is better than the hybrid modified BFGS.
INTRODUCTION
Consider the following unconstrained optimization problem α is selected to satisfy the inexact line search condition. BFGS method is generally considered as the most efficient method among other variable metric methods for solving unconstrained optimization problems. It is derived from the Newton's method that use the first and second derivatives to find the stationary point. The famous update formula is
The equation (5) is very efficient for solving (1). For further reading readers can refers to Dennis and Schnabel [2] , Fletcher [4] and Sun and Yuan [10] .
In 1997, Liao [6] suggested a modified BFGS update ( )
by using a simple symmetrization procedure from a rank-one update. Liao [6] presented that this method is locally convergent and possesses a local superlinearly Equation (6) can be simplified as of the general form:
In this paper, we only consider Newton line search descent methods. The selection of the search direction and the update of approximate Hessian matrix follows the same rule BFGS algorithms, ( )
and k g refers to the gradient of f at k x and k B is some positive definite matrix that approximates the Hessian is updated by the modified BFGS formula (7) where
, and 1 B is symmetric and positive definite. This property ensures that k d is a descent direction.
In this paper, we combine self-scaling developed by Oren [8] and hybrid modified BFGS developed Mamat et al [7] . One conclusion is presented at the last section in order to improve the overall performance of the resulting algorithms.
A HYBRID MODIFIED BFGS ALGORITHMS
Throughout this section, we assume that :
is twice continuously differentiable.
(2) f is uniformly convex, i.e., m and M are some positive constants such that ( )
, where G denotes the Hessian matrix of f and ⋅ denotes the Euclidean norm. This assumption implies that f has a unique minimizer * x
The hybrid modified BFGS method consists of iterations of the formula (2) and
where λ is a constant. Then, k B is updated by the modified BFGS formula (7).
The search direction (9) combines self-scaling methods with the hybrid modified BFGS method which we discuss below.
SCALING THE hmBFGS METHOD
In this section, we will discuss the self-scaling variable algorithms developed by Oren [8] , Oren and Luenberger [9] and Jaafar et al [5] . Multiplying k B with self-scaling parameter, ρ the hmBFGS formula can be written as: Oren and Luenberger [9] reported that the choice of the suitable scaling factor can be determined by the following theorem A complete proof for this case is given in [9] .
The scaled hybrid BFGS ( shmBFGS) algorithm
The procedure of the new algorithms are as follows. From initial guess 0 x and an approximate Hessian matrix 0 B the following steps are repeated until x converges to the solution.
Step 1.
Input
Step 2.
If
Step 3. Set the search direction and compute
Step 4.
Perform a line search to find optimal k α in the direction found in the third step. Find a step size with
and set to evaluate the gradient at the new point
Step 5.
Update k B into 1 + k B such that the quasi-Newton equation ( 8 ) holds.
Step 6.
k:= k+1 and go to Step 2
Numerical results
A MAPLE subroutine was programmed to test the scaled mBFGS presented in the previous section. The scaled algorithm has been test on 6 test problems 
Problem 6 (Shalow function, n = 4) Table 1 , n i and n f indicates the number of iteration and the number of function evaluation respectively. Meanwhile, x * and f * indicates minimum points and minimum value respectively. It can be seen from the comparison given above that this method is more efficient than hmBFGS method [7] for solving unconstrained optimization.
CONCLUSION
In conclusion, comparing the number of iterations hmBFGS with shmBFGS, it is clear that the shmBFGS algorithms is better than hmBFGS algorithms. In other words, we have shown that a new shmBFGS outperforms the hmBFGS algorithms.
