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Robust Mean-Variance Hedging via G-Expectation
Francesca Biagini∗,† Jacopo Mancin∗ Thilo Meyer Brandis∗
Abstract
In this paper we study mean-variance hedging under the G-expectation
framework. Our analysis is carried out by exploiting the G-martingale
representation theorem and the related probabilistic tools, in a contin-
uous financial market with two assets, where the discounted risky one
is modeled as a symmetric G-martingale. By tackling progressively
larger classes of contingent claims, we are able to explicitly compute
the optimal strategy under general assumptions on the form of the
contingent claim.
1 Introduction
Mean-variance hedging is a classical method in Mathematical Finance for
pricing and hedging of contingent claims in incomplete markets. In this
paper we consider the mean-variance hedging problem in the G-expectation
framework in continuous time. Our analysis deeply relies on the quasi prob-
abilistic tools provided by the G-calculus and thus distinguishes itself from
other works on model uncertainty such as the BSDEs approach (see [3] as
a reference), the parameter uncertainty setting (see for example [17]) or the
one period model examined in [19].
The G-expectation space, which represents a generalization of the usual
probability space, was introduced in 2006 by Peng [10] for modeling volatility
uncertainty and then progressively developed to include most of the classical
results of probability theory and stochastic calculus (see [2], [5], [8], [9], [12]
and [15] to cite some of them). As a result the G-expectation theory has
become a very useful framework to cope with volatility ambiguity in finance
and many authors have studied some classical problems of stochastic finance,
such as no arbitrage conditions, super-replication and optimal control prob-
lems in this new setting (see for example [6] and [18]).
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In this context we assume that the discounted risky asset (Xt)t∈[0,T ] is a
symmetric G-martingale (see Definition 2.15). This means that we consider
a financial market that is intrinsically incomplete because of the uncertainty
affecting the volatility of X. Since perfect replication of a claim H by means
of self-financing portfolios will not always be possible, we look for the self-
financing strategy which is as close as possible in a quadratic sense to H in
a robust way. More precisely we aim at solving the optimal problem
inf
(V0,φ)∈R+×Φ
J0(V0, φ) = inf
(V0,φ)∈R+×Φ
EG
[
(H − VT (V0, φ))2
]
, (1.1)
where Φ is a space of suitable strategies defined in Definition 3.3 and VT (V0, φ)
stands for the terminal value of the admissible portfolio (V0, φ). The objec-
tive functional can be interpreted as a stochastic game between the agent and
the market, the latter displaying the worst case volatility scenario and the
former choosing the best possible strategy. In the classical setting (see [14]
for an overview), if the underlying discounted asset is a local martingale, this
is equivalent to retrieve the Galtchouk-Kunita-Watanabe decomposition of
H, i.e. to find the projection of H onto the closed space of square integrable
stochastic integrals of X. In the G-expectation framework such result can-
not be used. However the structure of G-martingales has been clarified in
several works such as [12], [15] and [16].
We base our analysis on these results and consider H with decomposi-
tion (3.13) to solve the robust mean-variance hedging problem. Moreover,
in order to guarantee the M2G-integrability of the optimal hedging strategy
(see Section 2.2), the volatility uncertainty setting imposes some additional
regularity on H with respect to the classical case, namely H ∈ L2+ǫG (FT ) for
some ǫ > 0 instead of H ∈ L2G(FT ).
From a technical point of view tackling (1.1) is very different from solving
the classical mean-variance problem in a standard probability setting. In
fact the nonlinearity of the model prevents the orthogonality of B and 〈B〉,
namely the G-Brownian motion and its quadratic variation (see [4]). This
in turn limits the possibility to compute explicitly expressions of the type
EG
[∫ T
0
θsdBs
∫ T
0
ξsd〈B〉s
]
,
for suitable processes θ and ξ, which is a desirable condition when adopting
a quadratic criterion.
Our main contribution is the explicit computation of the optimal mean-
variance hedging portfolio for a wide class of contingent claims. As L2+ǫG (FT )
is the closure under the ‖·‖2+ǫ-norm of Lip(FT ), we can focus on claims with
martingale decomposition (3.13), where the finite variation part is explicitely
characterized. As shown by Theorem 3.6, given any approximating sequence
(Hn)n∈N ⊆ Lip(FT ) for H ∈ L2+ǫG (FT ), we obtain that the optimal value
functions J∗n for Hn converge to the optimal value function J∗ for H.
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We first assume η to be a continuous process, deterministic or depending
only on 〈B〉. The class of claims admitting this particular decomposition is
already wide enough and includes the quadratic polynomials of B and the
Lipschitz functions of 〈B〉. This last result is particularly interesting from a
practical perspective as it incorporates a wide class of volatility derivatives,
such as volatility swaps.
For this kind of claims we are able to provide a full description of the optimal
portfolio. In the general case obtaining a complete description of the optimal
mean-variance strategy is much more involved. We consider the situation in
which η is a piecewise constant process ηs =
∑n−1
i=0 ηtiI(ti,ti+1](s) and outline
a stepwise procedure that we solve explicitly for n = 2. In addition we
provide a lower and upper bound for the terminal risk. This limitation is
not completely unexpected since it analogously arises also in the classical
context of one single prior, where the discounted asset price (Xt)t∈[0,T ] is
modeled as a semimartingale. In this case the solution to the mean variance
hedging problem is only implicit and described in a feedback form (see [13])
as no orthogonal projection of the claim on the space of the square integrable
integrals with respect to X is possible.
The paper is organized as follows. In Section 2 we introduce some fun-
damental preliminaries on the G-expectation theory and also present some
new results on stochastic calculus. In Section 3 we describe the market
model and we formulate the mean-variance hedging problem. In Section 4
we provide the explicit solution for the optimal mean-variance portfolio for
some classes of contingent claims. In Section 5 we provide a lower and upper
bound for the optimal terminal risk.
2 G-Setting
We outline here an introduction to the theory of sublinear expectations, G-
Brownian motion and the related stochastic calculus. The results from this
section can be found in [2], [9] and [16]. Moreover we present some new in-
sights concerning the G-martingale decomposition and G-convex functions,
and provide new estimates, see Lemma 2.18, 2.21 and Section 2.4.
2.1 The G-Expectation
Let Ω be a given set andH be a vector lattice of real-valued functions defined
on Ω containing 1. H is a space of random variables. Assume in addition
that if X1, . . . ,Xn ∈ H, then ϕ(X1, . . . ,Xn) ∈ H for any ϕ ∈ Cl,Lip(Rn),
n ≥ 1, where ϕ ∈ Cl,Lip(Rn) denotes the set of real-valued functions ψ
defined on Rn such that
|ψ(x)− ψ(y)| ≤ C(1 + |x|k + |y|k)|x− y|, ∀x, y ∈ Rn,
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where k is an integer depending on the function ψ. A nonlinear expectation
is defined as follows.
Definition 2.1. A nonlinear expectation E is a functional H 7→ R satisfying
the following properties
1. Monotonicity: If X,Y ∈ H and X ≥ Y then E(X) ≥ E(Y ).
2. Preserving of constants: E(c) = c.
3. Sub-additivity:
E(X + Y ) ≤ E(X) + E(Y ), ∀X,Y ∈ H.
4. Positive homogeneity: E(λX) = λE(X), ∀λ ≥ 0, X ∈ H.
5. Constant translatability. E(X + c) = E(X) + c.
The triple (Ω,H,E) is called a sublinear expectation space.
Definition 2.2. In a sublinear expectation space (Ω,H,E) a random vari-
able Y ∈ H is said to be independent from another random variable X ∈ H
under E if for any test function ψ ∈ Cl,Lip(R2) we have
E(ψ(X,Y )) = E(E(ψ(x, Y ))X=x),
where ψ(x, Y ) ∈ H for every x ∈ R as ψ(x, ·) ∈ Cl,Lip(R).
Remark 2.3. Note from the previous definition that in a sublinear expec-
tation space the condition “X is independent to Y ” does not automatically
imply “Y is independent to X”.
Definition 2.4. Let X1 andX2 be two random variables defined on the sub-
linear expectation spaces (Ω1,H1,E1) and (Ω2,H2,E2) respectively. They
are called identically distributed, denoted by X1 ∼ X2, if
E1(ψ(X1)) = E2(ψ(X2)), ∀ψ ∈ Cl,Lip(R).
We call X¯ an independent copy of X if X¯ ∼ X and X¯ is independent from
X.
The G-normal distribution in a sublinear expectation space is then defined
as follows.
Definition 2.5. A random variable X on a sublinear expectation space
(Ω,H,E) is called G-normal distributed if for any a, b ≥ 0
aX + bX¯ ∼
√
a2 + b2X,
where X¯ is an independent copy of X. The letter G denotes the function
G(y) :=
1
2
E(yX2) : R 7→ R.
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Such X is symmetric, i.e. E(X) = E(−X) = 0. In addition we have the
following identity
G(y) =
1
2
σ2y+ − 1
2
σ2y−,
with σ2 := E(X2) and σ2 := −E(−X2). We write X is N({0} × [σ2, σ2])
distributed.
Definition 2.6. A process (Bt)t≥0 on a sublinear expectation space (Ω,H,E)
is called G-Brownian motion if the following properties hold true:
(i) B0 = 0.
(ii) For each t, s ≥ 0 the increment Bt+s − Bt is N({0} × [σ2s, σ2s]) dis-
tributed and independent from (Bt1 , Bt2,, . . . , Btn) for any n ∈ N,
0 ≤ t1 ≤ · · · ≤ tn ≤ t.
We thus have the same properties as in the classical case, as well as that
(Bt+t0−Bt0)t≥0 is a G-Brownian motion for all t0 ≥ 0. We now introduce the
construction of G-expectation and the corresponding G-Brownian motion.
We fix a time horizon T > 0 and set ΩT := C0([0, T ],R), the space of all
R-valued continuous paths (ωt)t∈[0,T ] with ω0 = 0. Let B = (Bt)t∈[0,T ] be
the canonical process on ΩT defined as Bt(ω) := ωt, t ∈ [0, T ].
We consider the following space of random variables:
Lip(ΩT ) := {ϕ(Bt1 , · · · , Btn)|n ∈ N, t1, . . . , tn ∈ [0, T ], ϕ ∈ Cl,Lip(Rn)}.
The G-Brownian motion is constructed on Lip(ΩT ). For this purpose let
(ξi)i∈N be a sequence of random variables on a sublinear expectation space
(Ω˜, H˜, E˜) such that ξi is G-normal distributed and ξi+1 is independent of
(ξ1, . . . , ξi) for each integer i ≥ 1. A sublinear expectation on Lip(ΩT ) is
then constructed by the following procedure: for each X ∈ Lip(ΩT ) with
X = ϕ(Bt1 − Bt0 , · · · , Btn − Btn−1) for some ϕ ∈ Cl,Lip(Rn), t1, . . . , tn ∈
[0, T ], set
EG(ϕ(Bt1 −Bt0 , · · · , Btn −Btn−1)) := E˜(ϕ(
√
t1 − t0ξ1, . . . ,
√
tn − tn−1ξn).
It is then possible to show that EG consistently defines a sublinear expec-
tation on Lip(ΩT ) and the canonical process B represents a G-Brownian
motion (see [9]).
Definition 2.7. The sublinear expectation EG : Lip(ΩT ) 7→ R defined
through the above procedure is called G-expectation. The canonical pro-
cess (Bt)t∈[0,T ] on such sublinear expectation space (ΩT , Lip(ΩT ), EG) is a
G-Brownian motion.
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The related G-conditional expectation of the random variable X ∈ Lip(ΩT )
under Ωti := C0([0, ti],R) is defined by
EG(ϕ(Bt1 −Bt0 , · · · , Btn −Btn−1)|Ωti) := ψ(Bt1 −Bt0 , · · · , Btn −Btn−1),
where ψ(x1, . . . , xi) := E˜(ϕ(x1, . . . , xi,
√
ti+1 − tiξi+1, . . . ,√tn − tn−1ξn).
Let now ‖ξ‖p := (EG(|ξ|p))
1
p for ξ ∈ Lip(ΩT ), p ≥ 1. Then for any t ∈
[0, T ], EG(·|Ωt) can be continuously extended to LpG(ΩT ), the completion of
Lip(ΩT ) under the norm ‖ξ‖p. The following property is quite useful.
Proposition 2.8 (Proposition 22 of [10]). Let Y ∈ L1G(ΩT ) be such that
EG(Y ) = −EG(−Y ). Then we have
EG(X + Y ) = EG(X) + EG(Y ), ∀ X ∈ L1G(ΩT ).
The G-expectation can be seen as a “worst case expectation”. Let F =
B(ΩT ) be the Borel σ-algebra and consider the probability space (ΩT ,F , P ).
Let W = (Wt)t∈[0,T ] be a classical Brownian motion on this space. The fil-
tration generated byW is denoted by F = (Ft)t∈[0,T ], where Ft := σ{Ws|0 ≤
s ≤ t} ∨ N , and N denotes the collection of P -null subsets. Let Θ be the
bounded closed subset Θ := [σ, σ] such that
G(y) =
1
2
sup
σ∈Θ
(
yσ2
)
=
{
1
2yσ
2 if y ≥ 0,
1
2yσ
2 if y < 0,
and denote by AΘt,T the collection of all the Θ-valued F-adapted processes
on [t, T ]. For any σ = (σt)t∈[0,T ] ∈ AΘt,T and s ∈ [t, T ] we define
Bt,σs :=
∫ s
t
σudWu. (2.1)
Let P σ be the law of the process B0,σt =
∫ t
0 σudWu, t ∈ [0, T ], i.e. P σ =
P ◦ (B0,σ)−1. Define
P1 := {P σ | σ ∈ AΘ0,T}, (2.2)
and P := P¯1, as the closure of P1 under the topology of weak convergence.
We can now formulate the main result (see [2] for the proof):
Theorem 2.9. For any ϕ ∈ Cl,Lip(Rn), n ∈ N, 0 ≤ t1 ≤ · · · ≤ tn ≤ T , we
have
EG(ϕ(Bt1 , . . . , Btn −Btn−1)) = sup
σ∈AΘ0,T
EP (ϕ(B0,σt1 , . . . , B
tn−1,σ
tn ))
= sup
σ∈AΘ0,T
EP
σ
(ϕ(Bt1 , . . . , Btn −Btn−1))
= sup
Pσ∈P1
EP
σ
(ϕ(Bt1 , . . . , Btn −Btn−1)).
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Furthermore,
EG(X) = sup
P∈P
EP (X), ∀X ∈ L1G(FT ).
Finally, given the set of probability measures P, we introduce here a notation
that will be useful later on.
Definition 2.10. A set A is said polar if P (A) = 0 ∀P ∈ P. A property is
said to hold quasi surely (q.s.) if it holds outside a polar set.
In the rest of the paper we work in the setting outlined above.
2.2 Stochastic Calculus of Itoˆ type with G-Brownian Motion
We now introduce the stochastic integral with respect to a G-Brownian
motion. To this purpose we summarize some results of [9], if not mentioned
otherwise, that are useful in the sequel. For p ≥ 1 fixed, we consider the
following type of simple processes: for a given partition {t0, . . . , tN} of [0, T ],
N ∈ N, we set
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t), (2.3)
where ξi ∈ LpG(Fti), i ∈ 0, . . . , N − 1. The collection of this type of pro-
cesses is denoted by Mp,0G (0, T ). For each η ∈ Mp,0G (0, T ) let ‖η‖MpG :=
(EG
∫ T
0 |ηs|pds)
1
p and denote by MpG(0, T ) the completion of M
p,0
G (0, T ) un-
der the norm ‖ · ‖Mp
G
.
Definition 2.11. For η ∈ M2,0G (0, T ) with the representation in (2.3) we
define the integral mapping I :M2,0G (0, T ) 7→ L2G(FT ) by
I(η) =
∫ T
0
η(s)dBs :=
N−1∑
j=0
ηj(Btj+1 −Btj ).
Lemma 2.12 (Lemma 30 of [10]). The mapping I : M2,0G (0, T ) 7→ L2G(FT )
is a linear continuous mapping and thus can be continuously extended to
I :M2G(0, T ) 7→ L2G(FT ).
It is then possible to show that the integral has similar properties as in the
classical Itoˆ case.
Definition 2.13. The quadratic variation of the G-Brownian motion is
defined as
〈B〉t = B2t − 2
∫ t
0
BsdBs, ∀t ≤ T,
and it is a continuous increasing process which is absolutely continuous with
respect to the Lebesgue measure dt (see Definition 2.2 in [16]).
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Here 〈B〉t, t ∈ [0, T ], perfectly characterizes the part of uncertainty, or
ambiguity, of B. For s, t ≥ 0, we have that 〈B〉s+t − 〈B〉s is independent
of Fs and 〈B〉s+t − 〈B〉s ∼ 〈B〉t. We say that 〈B〉t is N([σ2t, σ2t] × {0})-
distributed, i.e., for all ϕ ∈ Cl,Lip(R),
EG(ϕ(〈B〉t)) = sup
σ2≤v≤σ2
ϕ(vt). (2.4)
The quadratic variation of the G-Brownian motion thus satisfies the follow-
ing definition.
Definition 2.14. An n-dimensional random vector X on a sublinear expec-
tation space (Ω,H,E) is called maximally distributed if there exists a closed
set Γ ⊂ Rn such that
E(ϕ(X)) = sup
x∈Γ
ϕ(x),
for all ϕ ∈ Cl,Lip(Rn).
The integral with respect to the quadratic variation of G-Brownian motion∫ t
0 ηsd〈B〉s is introduced analogously. Firstly for all η ∈ M1,0G (0, T ), and
then, again by continuity, for all η ∈M1G(0, T ).
Definition 2.15. A process M = (Mt)t∈[0,T ], such that Mt ∈ L1G(Ft) for
any t ∈ [0, T ], is called G-martingale if EG(Mt|Fs) =Ms for all s ≤ t ≤ T . If
M and −M are both G-martingales, M is called a symmetric G-martingale.
Denote, for t ∈ [0, T ] and P ∈ P,
P(t, P ) := {P ′ ∈ P : P ′ = P on Ft}.
By means of the characterization of the conditional G-expectation (see [15]
for more details) we have that M is a G-martingale if and only if for all
0 ≤ s ≤ t ≤ T , P ∈ P,
Ms = ess sup
Q′∈P(s,P )
EQ
′
(Mt|Fs), P − a.s. (2.5)
This shows that a G-martingale M can be seen as a multiple prior martin-
gale which is a supermartingale under each P ∈ P. We next give another
characterization of G-martingales via the following representation theorem.
Theorem 2.16 (Theorem 2.2 of [11]). Let H ∈ Lip(ΩT ), then for every
0 ≤ t ≤ T we have
EG [H| Ft] = EG [H] +
∫ t
0
θsdBs +
∫ t
0
ηsd〈B〉s − 2
∫ T
0
G(ηs)ds, (2.6)
where (θt)t∈[0,T ] ∈M2G(0, T ) and (ηt)t∈[0,T ] ∈M1G(0, T ).
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In particular, the nonsymmetric part
−Kt :=
∫ t
0
ηsd〈B〉s −
∫ t
0
2G(ηs)ds, (2.7)
t ∈ [0, T ], is a G-martingale that is continuous and non-increasing with
quadratic variation equal to zero. A similar decomposition can be obtained
for all G-martingales in LβG(FT ), with β > 1.
Theorem 2.17 (Theorem 4.5 of [16]). Let β > 1 and H ∈ LβG(FT ). Then
the G-martingale M with Mt := EG(H|Ft), t ∈ [0, T ], has the following
representation
Mt = X0 +
∫ t
0
θsdBs −Kt,
where K is a continuous, increasing process with K0 = 0, KT ∈ LαG(FT ),
(θt)t∈[0,T ] ∈MαG(0, T ), ∀α ∈ [1, β), and −K is a G-martingale.
It then easily follows as a corollary that a G-martingale is symmetric if and
only if the process K is equal to zero, thus every symmetric G-martingale
can be represented as a stochastic integral in the G-Brownian motion.
Finally we provide some insights on how the representation of the G-
martingale (EG(H|Ft))t∈[0,T ] is linked to the one of (EG(−H|Ft))t∈[0,T ]. We
focus on the particular class of random variables for which the process η
appearing in (2.7) is stepwise constant. To ease the notation we explicitly
prove the case in which
ηs = I(t,T ](s)η¯,
where 0 < t < T , s ∈ [0, T ] and η¯ ∈ Lip(Ωt), but the generalization to n
steps is straightforward.
Lemma 2.18. Let
H = EG [H] +
∫ T
0
θsdBs + η¯(〈B〉T − 〈B〉t)− 2G(η¯)(T − t),
where (θs)s∈[0,T ] ∈M2G(0, T ), and η¯ ∈ Lip(Ft) is such that
|η¯| = EG [|η¯|] +
∫ t
0
µsdBs +
∫ t
0
ξsd〈B〉s − 2
∫ t
0
G(ξs)ds,
for some processes (µs)s∈[0,t] ∈M2G(0, t) and (ξs)s∈[0,t] ∈M1G(0, t). Then the
decomposition of −H is given by
−H = EG [−H] +
∫ T
0
µ¯sdBs +
∫ T
0
ξ¯sd〈B〉s − 2
∫ T
0
G(ξ¯s)ds,
where
µ¯s =
{
µs(σ
2 − σ2)(T − t)− θs, if s ∈ [0, t],
−θs, if s ∈ (t, T ],
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and
ξ¯s =
{
ξs(σ
2 − σ2)(T − t), if s ∈ [0, t],
−η¯, if s ∈ (t, T ].
Proof. For s < t we have by the properties of 〈B〉 and of the conditional
G-expectation that
EG [−H| Fs]
=EG
[
−EG [H]−
∫ T
0
θudBu − η¯(〈B〉T − 〈B〉t) + 2G(η¯)(T − t)
∣∣∣∣Fs
]
=− EG [H]−
∫ s
0
θudBu + EG [−η¯(〈B〉T − 〈B〉t) + 2G(η¯)(T − t)| Fs]
=− EG [H]−
∫ s
0
θudBu+
+ EG [EG [−η¯(〈B〉T − 〈B〉t) + 2G(η¯)(T − t)| Ft]| Fs]
=− EG [H]−
∫ s
0
θudBu + (σ
2 − σ2)(T − t)EG [|η¯|| Fs]
=− EG [H] + (σ2 − σ2)(T − t)EG [|η¯|] +
∫ s
0
(
µu(σ
2 − σ2)(T − t)− θu
)
dBu
+ (σ2 − σ2)(T − t)
∫ s
0
ξud〈B〉u − 2
∫ s
0
G(ξu(σ
2 − σ2)(T − t))du
=EG [−H] +
∫ s
0
(
µu(σ
2 − σ2)(T − t)− θu
)
dBu+
+ (σ2 − σ2)(T − t)
∫ s
0
ξud〈B〉u − 2
∫ s
0
G(ξu(σ
2 − σ2)(T − t))du,
where in the last equality we used the fact that
EG [H] + EG [−H] = EG [KT ] = EG [−η¯(〈B〉T − 〈B〉t) + 2G(η¯)(T − t)] .
On the other hand, when s > t
EG [−η¯(〈B〉T − 〈B〉t) + 2G(η¯)(T − t)| Fs]
=2G(η¯)(T − t) + η¯〈B〉t + EG [−η¯〈B〉T | Fs]
=2G(η¯)(T − t) + η¯〈B〉t + η¯+
(
EG
[−〈B〉T + σ2T ∣∣Fs]− σ2T )+
+ η¯−
(
EG
[〈B〉T − σ2T ∣∣Fs]+ σ2T )
=2G(η¯)(T − t) + η¯〈B〉t + η¯+(−〈B〉s + σ2s− σ2T ) + η¯−(〈B〉s − σ2s+ σ2T )
=2G(η¯)(T − t) + η¯〈B〉t − η¯〈B〉s + 2G(−η¯)(T − s)
=2G(η¯)(T − t)− η¯(〈B〉s − 〈B〉t) + 2G(−η¯)(T − t)− 2G(−η¯)(s− t)
=|η¯|(σ2 − σ2)(T − t)− η¯(〈B〉s − 〈B〉t)− 2G(−η¯)(s − t),
where we used the fact that
2G(x) + 2G(−x) = |x|(σ2 − σ2) ∀ x ∈ R.
This completes the proof.
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2.3 G-Jensen’s Inequality
Denote now with S(d) the space of symmetric matrices of dimension d. In
the framework of G-expectation, the usual Jensen’s inequality in general
does not hold. Nevertheless an analogue to this result can be proved also in
this setting, introducing the notion of G-convexity.
Definition 2.19. A C2-function h : R 7→ R is called G-convex if the follow-
ing condition holds for each (y, z,A) ∈ R3:
G(h′(y)A+ h′′(y)zz⊤)− h′′(y)G(A) ≥ 0,
where h′ and h′′ denote the first and the second derivatives of h, respectively.
Using this definition, Proposition 5.4.6 of [9] shows the following result.
Proposition 2.20. The following two conditions are equivalent:
• The function h is G-convex.
• The following Jensen inequality holds:
EG [h(X)| Ft] ≥ h(EG [X| Ft]), t ∈ [0, T ],
for each X ∈ L1G(FT ) such that h(X) ∈ L1G(FT ).
As a particular case we show that the Jensen’s inequality holds in the G-
framework for h(x) = x2, proving that this function is G-convex.
Lemma 2.21. In the one dimensional case, the function x 7→ x2 is G-
convex.
Proof. According to the definition we have to check if, for each (y, z,A) ∈ R3,
G(2yA + 2z2) ≥ 2yG(A),
which is
(yA+ z2)+σ2 − (yA+ z2)−σ2 ≥ y(A+σ2 −A−σ2). (2.8)
This can be done by cases. When both A and y are greater than zero the
condition is obvious. If A is positive but y is negative the only situation to
study is when yA+ z2 < 0. In this case Condition (2.8) becomes
(yA+ z2)σ2 ≥ yAσ2
yA(σ2 − σ2) + z2σ2 ≥ 0,
which is always satisfied since yA(σ2 − σ2) > 0. The case in which A is
negative is analogue.
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2.4 Some Estimates
Motivated by the issues we incurred when dealing with mean-variance hedg-
ing, we show here an estimation for the value of EG
[∫ T
0 θtdBt
∫ T
0 ηtd〈B〉t
]
,
for suitable processes (θt)t∈[0,T ] and (ηt)t∈[0,T ].
Proposition 2.22. Let (θt)t∈[0,T ] and (ηt)t∈[0,T ] be processes in M1G(0, T )
such that (ηt
∫ t
0 θsdBs)t∈[0,T ] and (θt
∫ t
0 ηsd〈B〉s)t∈[0,T ] both belong toM1G(0, T ).
Then it holds that
EG
[∫ T
0
θtdBt
∫ T
0
ηtd〈B〉t
]
≤ EG
[∫ T
0
2G(ηs
∫ s
0
θudBu)ds
]
.
Proof. By applying the Itoˆ formula for G-Brownian motion (see Section 5.4
in [10]), we obtain
EG
[∫ T
0
θtdBt
∫ T
0
ηtd〈B〉t
]
=EG
[∫ T
0
ηs
(∫ s
0
θudBu
)
d〈B〉s +
∫ T
0
θs
(∫ s
0
ηud〈B〉u
)
dBs
]
=EG
[∫ T
0
ηs
(∫ s
0
θudBu
)
d〈B〉s
]
.
The result is then achieved by noticing that
EG
[∫ T
0
ηs
(∫ s
0
θudBu
)
d〈B〉s
]
=EG
[ ∫ T
0
ηs
(∫ s
0
θudBu
)
d〈B〉s +
∫ T
0
2G(ηs
∫ s
0
θudBu)ds+
−
∫ T
0
2G(ηs
∫ s
0
θudBu)ds
]
≤EG
[∫ T
0
2G(ηs
∫ s
0
θudBu)ds
]
.
As a corollary, we apply the result of Proposition 2.22 to provide an estimate
for the value of EG [Bt〈B〉t]. Thanks to the Itoˆ formula for G-Brownian
motion we see that this problem is equivalent to the computation of EG
[
B3t
]
.
Since
B3t = 3
∫ t
0
B2sdBs + 3
∫ t
0
Bsd〈B〉s (2.9)
and
Bt〈B〉t =
∫ t
0
Bsd〈B〉s +
∫ t
0
〈B〉sdBs, (2.10)
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we have
EG
[
B3t
]
= 3EG
[∫ t
0
Bsd〈B〉s
]
= 3EG [Bt〈B〉t] .
The explicit computation of EG
[
B2n+1t
]
, for n ∈ N, has been studied exten-
sively in [4], but still no closed form has been retrieved. Hence the following
estimates may be of interest.
Corollary 2.23. For each t ∈ [0, T ] it holds that
EG [Bt〈B〉t] ≤ EG
[∫ t
0
2G(Bs)ds
]
=
σ2 − σ2√
2π
σ
2
3
t3/2. (2.11)
Proof. We only have to prove the equality in (2.11) and to this end we use
an approximation argument. To this purpose, let {ti}i=0,...,n be a partition
of [0, t] with t0 = 0, tn = t and ti − ti−1 = tn for each i = 1, . . . , n. Then the
process (Bns )s∈[0,t] ∈M1,0G (0, T ) defined as
Bnt :=
n∑
i=1
Bti−1I[ti−1,ti)(t)
converges in M1G(0, t) to (Bs)s∈[0,t]. In fact, by direct computation,
EG
[
|
∫ t
0
(Bs −Bns )ds|
]
≤ EG
[∫ t
0
|Bs −Bns |ds
]
≤ n
∫ t1
0
EG [|Bs|] ds
= n
∫ t1
0
σ
√
2s√
π
ds =
σ
√
2√
π
2
3
(
t
n
) 3
2
n −−−→
n→∞ 0,
(2.12)
where we used a result from Example 19 in [10] to argue that EG [|Bs|] =
E[|N(0, σ2s)|], and the stationarity of the increments of the G-Brownian
motion. Using this result we can prove that
n∑
i=1
G(Bti−1)(ti − ti−1)
L1G(0,t)−−−−→
n→∞
∫ t
0
G(Bs)ds.
In fact
EG
[∣∣∣∣∣
∫ t
0
G(Bs)ds−
n∑
i=1
G(Bti−1)(ti − ti−1)
∣∣∣∣∣
]
EG
[∣∣∣∣∣
∫ t
0
((B+s σ
2 −B−s σ2)ds −
n∑
i=1
(B+ti−1σ
2 −B−ti−1σ2)(ti − ti−1)
∣∣∣∣∣
]
= EG
[∣∣∣∣
∫ t
0
σ2(B+s − (Bns )+)ds −
∫ t
0
σ2(B−s − (Bns )−)ds
∣∣∣∣
]
≤ EG
[∣∣∣∣
∫ t
0
σ2(B+s − (Bns )+)ds
∣∣∣∣
]
+ EG
[∣∣∣∣
∫ t
0
σ2(B−s − (Bns )−)ds
∣∣∣∣
]
≤ EG
[∫ t
0
∣∣σ2(B+s − (Bns )+)∣∣ ds
]
+ EG
[∫ t
0
∣∣σ2(B−s − (Bns )−)∣∣ ds
]
,
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and the value of both expectations tends to zero as n goes to infinity as
|X+ − Y +| ≤ |X − Y |, |X− − Y −| ≤ |X − Y | and because of (2.12). We
now evaluate
EG
[
n∑
i=1
2G(Bti−1)(ti − ti−1)
]
= EG
[
n−1∑
i=0
2G(Bti−1)(ti − ti−1) + EG
[
2G(Btn−1)(tn − tn−1)
∣∣Ftn−2]
]
.
(2.13)
To compute the term inside the conditional expectation in (2.13) note that
EG
[
2G(Btn−1)(tn − tn−1)
∣∣Ftn−2] = f(Btn−2),
where
f(x) := EG
[
2G(Btn−1 −Btn−2 + x)(tn − tn−1)
∣∣Ftn−2]
= EG
[
2G(Btn−1 −Btn−2 + x)(tn − tn−1)
]
= EP
σ [
2G(Btn−1 −Btn−2 + x)(tn − tn−1)
]
since 2G(Btn−1 −Btn−2+x)(tn− tn−1) is a convex function of Btn−1−Btn−2 .
Proceeding by induction and letting n→∞ we get
EG
[∫ t
0
2G(Bs)ds
]
= EP
σ
[∫ t
0
2G(Bs)ds
]
=
∫ t
0
(
σ2EP
[(∫ s
0
σdWu
)+]
− σ2EP
[(∫ s
0
σdWu
)−])
ds
=
∫ t
0
(
σ2
(
σ
∫ ∞
0
x
1√
2π
√
se−
x2
2 dx
)
+
+ σ2
(
σ
∫ 0
−∞
x
1√
2π
√
se−
x2
2 dx
))
ds
=
σ2 − σ2√
2π
σ
∫ t
0
√
sds =
σ2 − σ2√
2π
σ
2
3
t3/2.
Finally note that in the same way we can compute
EG [−Bt〈B〉t] = EG
[
−
∫ t
0
Bsd〈B〉s
]
≤ EG
[
−
∫ t
0
G(−Bs)ds
]
= EP
σ
[∫ t
0
2G(−Bs)ds
]
=
σ2 − σ2√
2π
σ
2
3
t3/2,
which is precisely the same as EG
[∫ t
0 2G(Bs)ds
]
.
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3 Robust Mean-Variance Hedging
3.1 The Setting
We start by fixing a finite time horizon T and the measurable space (Ω,F),
where Ω := {ω ∈ C([0, T ],R) : ω(0) = 0}, F := {Ft, t ∈ [0, T ]} is the
filtration generated by the canonical process B and F = FT .
Remark 3.1. This choice of the measurable space will allow us to use the
results on stochastic calculus with respect to the G-Brownian motion and
in particular the G-martingale representation Theorem 2.17 presented in
Section 2. This assumption can be done without loss of generality as, for
any probability measure P on (Ω,F) denoting with F¯P := {F¯Pt , t ∈ [0, T ]}
the P -augmented filtration, we have the following lemma (see [15] for the
proof).
Lemma 3.2. For any F¯Pt -measurable random variable ξ, there exists a
unique (P-a.s.) Ft-measurable random variable ξ˜ such that ξ˜ = ξ, P-a.s..
Similarly, for every F¯Pt -progressively measurable process X, there exists a
unique Ft-progressively measurable process X˜ such that X˜ = X, dt ⊗ dP -
a.e.. Moreover, if X is P -almost surely continuous, then one can choose X˜
to be P -almost surely continuous.
We consider the following discounted assets{
dXt = XtdBt, X0 > 0,
dγt = 0, γ0 = 1,
where (γt)t∈[0,T ] denotes the discounted risk-free asset. In analogy to what
is done in [14], we take into consideration the space of strategies of the
following type.
Definition 3.3. A trading strategy ϕ = (φt, ηt)t∈[0,T ] is called admissible if
(φt)t∈[0,T ] ∈ Φ, where
Φ :=
{
φ predictable
∣∣∣EG
[(∫ T
0
φtXtdBt
)2]
<∞
}
,
η is adapted, and it is self-financing, i.e.
Vt(ϕ) = ηtγt + φtXt = V0 +
∫ t
0
φsdXs, ∀ t ∈ [0, T ].
The value of such strategies ϕ ∈ Φ at any time t ∈ [0, T ] is then completely
determined by (V0, φ), so that we can write Vt(ϕ) = Vt(V0, φ) for all t ∈ [0, T ].
We consider the problem of hedging a contingent claim H ∈ L2+ǫG (FT ),
for an ǫ > 0, using admissible trading strategies. This integrability condition
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on H is required in order to be able to use the G-martingale representation
theorem. As a claim H can be perfectly replicated with such a strategy only
if it is symmetric, for a general derivativeH the idea of robust mean-variance
hedging is to minimize the residual terminal risk defined as
J0(V0, φ) := EG
[
(H − VT (V0, φ))2
]
= sup
P∈P
EP
[
(H − VT (V0, φ))2
]
(3.1)
by the choice of (V0, φ). That is we wish to solve
inf
(V0,φ)∈R+×Φ
J0(V0, φ) = inf
(V0,φ)∈R+×Φ
EG
[
(H − VT (V0, φ))2
]
, (3.2)
as it is done in [14] in the classical case in which a unique prior exists. If an
optimal (V ∗0 , φ
∗) ∈ R+ × Φ exists for the problem (3.2), we call φ∗ optimal
mean-variance strategy with optimal mean-variance portfolio
Vt = V
∗
0 +
∫ t
0
φ∗sdXs, t ∈ [0, T ].
The functional in (3.2) can be interpreted as a stochastic game between
the agent and the market, the latter displaying the worst case volatility
scenario and the former choosing the best possible strategy. When we
have P = {P} this problem is solved thanks to the Galtchouk-Kunita-
Watanabe decomposition, by projecting H onto the linear space {I = x +∫ T
0 φsdXs | x ∈ R and φ ∈ Φ} (for more on this in the classical case we
refer again to [14]). Here the situation is more cumbersome for several
reasons. Firstly, there exists no orthogonal decomposition of the space of
L2+ǫG -integrable G-martingales. Moreover a symmetric criterion does not
distinguish between a buyer or a seller, so the best hedging strategy should
be optimal both for H and −H. This prevents us from using straightfor-
wardly the G-martingale representation theorem as the coefficients in the
decomposition of H are a priori different from those coming from the de-
composition of −H, see Lemma 2.18. Nevertheless we can get some insights
from its direct application.
Lemma 3.4. The initial wealth V ∗0 of the optimal mean-variance portfolio
lies in the interval [−EG[−H], EG[H]].
Proof. Let
H = EG[H] +
∫ T
0
θsdBs −KT , (3.3)
−H = EG[−H] +
∫ T
0
θ¯sdBs − K¯T ,
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be the G-martingale decomposition of H and −H for suitable processes
(θt)t∈[0,T ], (θ¯t)t∈[0,T ], (Kt)t∈[0,T ] and (K¯t)t∈[0,T ], as given in Theorem 2.17,
respectively. It then follows that
EG
[(
H − V0 −
∫ T
0
φsXsdBs
)2]
=EG
[(
EG[H]− V0 +
∫ T
0
(θs − φsXs)dBs −KT
)2]
=(EG[H]− V0)2 + EG
[(∫ T
0
(θs − φsXs) dBs −KT
)2
+
− 2KT (EG[H]− V0)
]
,
(3.4)
and similarly
EG
[(
−H + V0 +
∫ T
0
φsXsdBs
)2]
=EG
[(
EG[−H] + V0 +
∫ T
0
(θ¯s + φsXs)dBs − K¯T
)2]
=(EG[−H] + V0)2 + EG
[(∫ T
0
(
θ¯s + φsXs
)
dBs − K¯T
)2
+
− 2K¯T (EG[−H] + V0)
]
,
by the properties of the stochastic integrals with respect to the G-Brownian
motion and Proposition 2.8. From the expressions above we see that, as KT
and K¯T are strictly positive random variables, the optimal initial wealth V
∗
0
is in the interval [−EG[−H], EG[H]].
This agrees with the results on no-arbitrage pricing presented in [18], thanks
to which we can argue that V0 should indeed be in (−EG[−H], EG[H]), as
long as −EG[−H] < EG[H]. When the claim is symmetric, i.e. EG [H] =
−EG [−H], it is also perfectly replicable and we would then have V ∗0 =
EG [H] and (φ
∗
t )t∈[0,T ] = (θt/Xt)t∈[0,T ], as in the classical case.
As for the initial value, it is possible to show that also the optimal trading
strategy must belong to some bounded set in the M2G norm.
Lemma 3.5. Let be given a contingent claim H ∈ L2+ǫG (FT ) with
H = EG[H] +
∫ T
0
θsdBs −KT ,
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for some (θt)t∈[0,T ] ∈ M2G(0, T ) and KT ∈ L2G(FT ). Then there exists a
R ∈ R+ such that
inf
(V0,φ)∈R+×Φ
J0(V0, φ) = inf
(V0,φ)∈R+×Φ
‖ ∫ T0 (θs−φsXs)dBs‖2≤R
J0(V0, φ).
Proof. We start by noticing that the optimal mean variance portfolio (V ∗0 , φ
∗)
clearly satisfies
J(V ∗0 , φ
∗) ≤ EG
[
H2
]
(3.5)
and put
A := EG [H]− V0 −KT ,
D :=
∫ T
0
(θs − φsXs)dBs.
We can derive the following chain of inequalities
J(V0, φ) = EG
[
(A+D)2
]
= EG
[
A2 +D2 + 2AD
]
≥ EG
[
D2
]− EG [−D2]− EG [−2AD]
≥ EG
[
D2
]− EG [−A2]− 2EG [A2] 12 EG [D2] 12 .
This shows that for great values of EG
[
D2
]
, i.e. when the L2G distance of∫ T
0 φsXsdBs from
∫ T
0 θsdBs is too big, for any V0 ∈ (−EG [−H] , EG [H])
the terminal risk J(V0, φ) cannot be smaller than the upper bound in (3.5).
This completes the proof.
Theorem 3.6. Let be given a claim H ∈ L2+ǫG (FT ) and a sequence of ran-
dom variables (Hn)n∈N such that ‖H − Hn‖2+ǫ → 0 as n → ∞. Then as
n→∞ we have
J∗n → J∗,
where, for every n ∈ N,
J∗n := inf
(V0,φ)∈R+×Φ
EG
[
(Hn − VT (V0, φ))2
]
and
J∗ := inf
(V0,φ)∈R+×Φ
EG
[
(H − VT (V0, φ))2
]
.
Proof. As first step of the proof we study the convergence of the terminal
risk
EG
[
(Hn − VT (V0, φ))2
]
→ EG
[
(H − VT (V0, φ))2
]
, (3.6)
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for some strategy (V0, φ). We assume without loss of generality that H has
a representation as in (3.3). Similarly, for every n ∈ N, we claim that
Hn = EG [H
n] +
∫ T
0
θns dBs −KnT ,
for a (θnt )t∈[0,T ] ∈ M2G(0, T ) and KnT ∈ L2G(FT ). We begin by proving that
we can restrict ourselves to study the convergence in (3.6) for a bounded
class of trading strategies. It follows from Theorem 4.5 in [16] that the L2G
convergence of (Hn)n∈N to H implies also
‖
∫ T
0
(θns − θs) dBs‖2 → 0
and ‖KnT − KT ‖2 → 0 as n → ∞. These facts, together with Lemma 3.4
and Lemma 3.5, allow us to fix a R ∈ R+ such that
J∗n = inf
(V0,φ)∈R+×Φ
‖V0+
∫ T
0
(θs−φsXs)dBs‖2≤R
EG
[
(Hn − VT (V0, φ))2
]
J∗ = inf
(V0,φ)∈R+×Φ
‖V0+
∫ T
0
(θs−φsXs)dBs‖2≤R
EG
[
(H − VT (V0, φ))2
]
.
This in turns implies the convergence
EG
[
(Hn − ·)2
]
→ EG
[
(H − ·)2
]
on the set of strategies (V0, φ) ∈ R+×Φ such that ‖V0+
∫ T
0 (θs−φsXs)dBs‖2 ≤
R. In fact, denoting x := V0 +
∫ T
0 φsXsdBs any of such strategies, for any
δ > 0 we can find n¯ ∈ N such that for all n > n¯∣∣∣EG [(Hn − x)2]− EG [(H − x)2]∣∣∣ ≤ ∣∣∣EG [(Hn − x)2 − (H − x)2]∣∣∣
≤EG
[
| (Hn − x)2 − (H − x)2 |
]
= EG [| (Hn −H) (Hn +H − 2x) |]
≤EG
[
(Hn −H)2
] 1
2
EG
[
(Hn +H − 2x)2
]1
2
≤EG
[
(Hn −H)2
] 1
2
(
EG
[
(Hn +H)2
] 1
2
+ EG
[
(2x)2
] 1
2
)
< δ. (3.7)
This is clear since the second factor in (3.7) is bounded. The previous chain
of inequalities holds true also upon considering the supremum of x over the
set ‖x‖2 ≤ R, which in turns implies uniform convergence. We can now
prove the main statement. For any δ > 0, from the definition of J∗, there
exists (V¯0, φ¯) ∈ R+ × Φ such that ‖V¯0 +
∫ T
0 (θs − φ¯sXs)dBs‖2 ≤ R and
J∗ + δ ≥ EG
[(
H − V¯0 −
∫ T
0
φ¯sXsdBs
)2]
. (3.8)
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Moreover, the uniform convergence from (3.7), allows us to consider n big
enough so that∣∣∣∣∣EG
[(
H − V¯0 −
∫ T
0
φ¯sXsdBs
)2]
− EG
[(
Hn − V¯0 −
∫ T
0
φ¯sXsdBs
)2]∣∣∣∣∣ < δ.
(3.9)
From (3.8) and (3.9) we can conclude that
J∗ + 2δ ≥ J∗n. (3.10)
Analogously it is possible to find (V˜0, φ˜) such that
J∗n + δ ≥ EG
[(
Hn − V˜0 −
∫ T
0
φ˜sXsdBs
)2]
and∣∣∣∣∣EG
[(
H − V˜0 −
∫ T
0
φ˜sXsdBs
)2]
− EG
[(
Hn − V˜0 −
∫ T
0
φ˜sXsdBs
)2]∣∣∣∣∣ < δ,
from which we can argue
J∗n ≥ J∗ − 2δ. (3.11)
The inequalities (3.10) and (3.11) conclude the proof as together they imply
J∗ − 2δ ≤ J∗n ≤ J∗ + 2δ
and δ was chosen arbitrarily.
Remark 3.7. Theorem 3.6 shows that we can begin our study of the mean-
variance optimization by considering claims in the space Lip(FT ). Any ran-
dom variable in L2+ǫG (FT ) is in fact by definition the limit in the L2+ǫG -norm
of elements in Lip(FT ). Moreover, as stated in Theorem 2.16, this class
of random variables has the great advantage that the term −KT in their
representation has a further decomposition as
−KT =
∫ T
0
ηsd〈B〉s − 2
∫ T
0
G(ηs)ds, (3.12)
for some process (ηt)t∈[0,T ] ∈M1G(0, T ).
From now on we consider H ∈ L2+ǫG (FT ) with decomposition
H = EG [H] +
∫ T
0
θsdBs −KT (η)
= EG [H] +
∫ T
0
θsdBs +
∫ T
0
ηsd〈B〉s − 2
∫ T
0
G(ηs)ds.
(3.13)
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Given the complexity of the problem, we proceed stepwise as follows. We
first enforce some conditions on the process η, namely being deterministic
or maximally distributed, then we assume η to be a piecewise constant
process having some particular characteristics that we will clarify at each
time. In these cases we are able to solve the mean-variance hedging problem
explicitly. Finally we address the general case by providing estimates of the
minimal terminal risk.
4 Explicit Solutions
We first present the computation of the optimal mean-variance portfolio
for random variables H ∈ L2+ǫG (FT ) with decomposition (3.13), where η
is assumed to be deterministic or depending only on the realization of
(〈B〉t)t∈[0,T ]. On the contrary the integrand θ in (3.13) is completely gen-
eral and must only belong to M2G(0, T ). In this way, as η does not exhibit
volatility uncertainty through a direct dependence on the G-Brownian mo-
tion, uncertainty can be hedged by means of the initial wealth V0 without
using the strategy φ. In these cases we are able to provide explicitly the
optimal solutions in Theorem 4.1 and Theorem 4.5.
4.1 Deterministic η
We first consider the case where η in the representation (3.13) is determin-
istic, and provide the optimal investment strategy and initial wealth.
Theorem 4.1. Consider a claim H ∈ L2+ǫG (FT ) of the following form
H = EG [H] +
∫ T
0
θsdBs +
∫ T
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds, (4.1)
where θ ∈ M2G(0, T ) and η ∈ M1G(0, T ) is a deterministic process. The
optimal mean-variance portfolio is given by
φ∗tXt = θt
for every t ∈ [0, T ] and
V ∗0 =
EG [H]− EG [−H]
2
.
Proof. We start by computing the span of the process
EG [H] +
∫ t
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds.
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This lies quasi surely in the interval [EG [H]− (σ2 − σ2)
∫ T
0 |ηs|ds,EG [H]].
We begin with the upper bound, noticing that under the volatility scenario
given by
σ˜t =
{
σ2 if ηt ≥ 0,
σ2 if ηt < 0,
for each t ∈ [0, T ], the negative random variable ∫ T0 ηsd〈B〉s − ∫ T0 2G(ηs)ds
is P σ˜-a.s. equal to zero. As a consequence we have that EP
σ˜
[H] = EG [H].
For the lower bound we consider
σ˜′t =
{
σ2 if ηt ≤ 0,
σ2 if ηt > 0,
for each t ∈ [0, T ]. This is the scenario where ∫ T0 ηsd〈B〉s − ∫ T0 2G(ηs)ds
reaches its minimum. It follows that EP
σ˜′
[H] = −EG [−H]. In fact,
from (4.1),
−H = −EG [H]−
∫ T
0
θsdBs −
∫ T
0
ηsd〈B〉s +
∫ T
0
2G(ηs)ds
= −EG [H]−
∫ T
0
θsdBs −
∫ T
0
ηsd〈B〉s +
∫ T
0
2G(ηs)ds
+
∫ T
0
2G(−ηs)ds−
∫ T
0
2G(−ηs)ds
= −EG [H] +
∫ T
0
(−θs)dBs +
∫ T
0
(−ηs)d〈B〉s −
∫ T
0
2G(−ηs)ds (4.2)
+ (σ2 − σ2)
∫ T
0
|ηs|ds,
since ∫ T
0
2(G(ηs) +G(−ηs))ds = (σ2 − σ2)
∫ T
0
|ηs|ds.
We note that the expression (4.2), as η is deterministic, provides the G-
martingale decomposition of −H. Hence we can conclude that
−EG [H] + (σ2 − σ2)
∫ T
0
|ηs|ds = EG [−H] . (4.3)
Then, using Proposition 2.20 together with Lemma 2.21 we get
inf
(V0,φ)
EG
[
(EG [H]− V0 +
∫ T
0
(θs − φsXs)dBs +
∫ T
0
ηsd〈B〉s+
−
∫ T
0
2G(ηs)ds)
2
]
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≥ inf
(V0,φ)
(
EG
[
EG [H]− V0 +
∫ T
0
(θs − φsXs)dBs +
∫ T
0
ηsd〈B〉s+
−
∫ T
0
2G(ηs)ds
]2 ∨ EG[− EG [H] + V0 −
∫ T
0
(θs − φsXs)dBs+
−
∫ T
0
ηsd〈B〉s +
∫ T
0
2G(ηs)ds
]2)
= inf
V0
(
EG
[
EG [H]− V0 +
∫ T
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds
]2 ∨ (4.4)
EG
[
− EG [H] + V0 −
∫ T
0
ηsd〈B〉s +
∫ T
0
2G(ηs)ds
]2)
= inf
V0
(
EG
[
EG [H]− V0 +
∫ T
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds
]2 ∨ (4.5)
EG
[
EG [−H] + V0 +
∫ T
0
(−ηs)d〈B〉s −
∫ T
0
2G(−ηs)ds
]2)
,
where we have used Proposition 2.8 in (4.4) and the relation (4.3) in (4.5).
This is equal to
inf
V0
(
EG
[
EG [H]− V0
]2
∨ EG
[
EG [−H] + V0
]2)
, (4.6)
as
EG
[
a+
∫ T
0
ξsd〈B〉s −
∫ T
0
2G(ξs)ds
]
=
=a+ EG
[ ∫ T
0
ξsd〈B〉s −
∫ T
0
2G(ξs)ds
]
= a,
for a ∈ R and ξ ∈ M1G(0, T ). The minimum of (4.6) is attained for V ∗0 =
EG[H]−EG[−H]
2 and is equal to
(
EG[H]+EG[−H]
2
)2
. If we show that
EG
[(
EG [H]− V ∗0 +
∫ T
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds
)2]
=
(
EG [H] + EG [−H]
2
)2
the proof is completed. Since
EG [H] +
∫ T
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds
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lies between EG [H]−(σ2−σ2)
∫ T
0 |ηs|ds = −EG [−H] and EG [H], it is clear
that the maximum of
|EG [H]− V ∗0 +
∫ T
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds|
under the constraint V ∗0 ∈ [−EG [−H] , EG [H]] is given by EG[H]+EG[−H]2 .
This completes the proof.
Remark 4.2. Note that the optimal investment strategy φ∗ = θX is well
defined as X, being a geometric G-Brownian motion, is q.s. strictly greater
than 0. Moreover notice that, as∫ T
0
ηsd〈B〉s −
∫ T
0
2G(ηs)ds = −KT ,
it holds
EG [H]− V ∗0 =
EG [KT ]
2
,
since
EG [KT ] = EG
[
EG [H] +
∫ T
0
θsdBs −H
]
= EG [H] + EG [−H] .
Remark 4.3. Notice that in a context in which a unique prior exists, i.e.
σ = σ, E[H] = EG [H] = −EG [−H], the optimal initial wealth and strategy
derived in Theorem 4.1 are consistent with the results on mean-variance
hedging in the classical framework.
The set of contingent claims which admit the decomposition (4.1) for η
deterministic is non trivial. For any given integrable deterministic process
(ηt)t∈[0,T ], any constant c ∈ R and any process (θt)t∈[0,T ] ∈ M2G(0, T ), we
can construct the claim
H := c+
∫ T
0
θsdBs +
∫ T
0
ηsd〈B〉s −
∫ t
0
2G(ηs)ds,
for which the result of Theorem 4.1 holds. The intersection of such a set of
random variables with Lip(FT ) includes the second degree polynomials in
(Bt0 , Bt1−Bt0 , . . . , Btn−Btn−1), where {ti}ni=0 is a partition of [0, T ]. To have
an intuition on this fact consider for simplicity random variables depending
only on one increment of the G-Brownian motion. The coefficients of the
decomposition of H = ϕ(BT −B0) are given by
ηt(ω) = ∂
2
xu(t, ω)
and
θt(ω) = ∂xu(t, ω),
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where u is the solution to {
∂tu+G(∂
2
xu) = 0,
u(T, x) = ϕ(x),
for (t, x) ∈ [0, T ] × R (see [9]). If η is deterministic, we can write ∂2xu(t, ω)
as a function of t, i.e. a(t) := ∂2xu(t, ω). Therefore, by integration w.r.t. x,
we see that u(t, x) must be of the form
u(t, x) =
a(t)
2
x2 + b(t)x+ c(t),
so that
H =
a(T )
2
B2T + b(T )BT + c(T ).
Remark 4.4. Another class of claims that can be optimally hedged by
means of Theorem 4.1 is obtained thanks to Theorem 4.1 in [18]. If we
consider the situation in which H = Φ(XT ), for some real valued Lipschitz
function Φ, then it holds (see [18] for the details)
Φ(XT ) = EG [Φ(XT )] +
∫ T
0
∂xu(t,Xt)XtdBt
+
1
2
∫ T
0
∂xxu(t,Xt)X
2
t d〈B〉t −
∫ T
0
G(∂xxu(t,Xt))X
2
t dt,
where u solves {
∂tu+G(x
2∂2xu) = 0,
u(T, x) = Φ(x).
It is then easy to see that ∂xxu(t,Xt)X
2
t is deterministic for every t ∈ [0, T ]
if and only if
H = Φ(XT ) = u(T,XT ) = a(T ) logXT + b(T )XT + c(T ),
for some real functions a, b and c.
Through a slight modification to the previous argument we can prove that
if on the market there exists another asset X ′, which is not possible to trade
and solves the SDE
dX ′t = α(X
′
t)dBt, X
′
0 > 0,
for some Lipschitz function α, then it is possible to use again Theorem 4.1
to hedge every claim Φ(X ′T ), where Φ is a Lipschitz function such that{
∂tu+G(α
2(x)∂2xu) = 0,
u(T, x) = Φ(x),
provided that ∂xxu(t, x) =
1
α(x) for every (t, x) ∈ [0, T ] × R.
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4.2 Maximally Distributed η
We now consider the case in which η only shows mean uncertainty, being
a function of the quadratic variation of the G-Brownian motion. Also in
this case we are able to retrieve a complete description of the optimal mean-
variance portfolio.
Theorem 4.5. Let H ∈ L2+ǫG (FT ) be of the form
H = EG [H] +
∫ T
0
θsdBs +
∫ T
0
ψ(〈B〉s)d〈B〉s − 2
∫ T
0
G(ψ(〈B〉s))ds,
where (θt)t∈[0,T ] ∈ M2G(0, T ) and ψ : R → R is such that there exist k ∈ R
and α ∈ R+ for which
|ψ(x)− ψ(y)| ≤ α|x− y|k,
for all x, y ∈ R. The optimal mean-variance portfolio is given by
φ∗tXt = θt
for every t ∈ [0, T ] and
V ∗0 =
EG [H]− EG [−H]
2
.
Proof. As in Theorem 4.1, we start by applying the G-Jensen’s inequality
to obtain
EG
[(
c+
∫ T
0
ϕsdBs +
∫ T
0
ψ(〈B〉s)d〈B〉s − 2
∫ T
0
G(ψ(〈B〉s))ds
)2]
≥ EG
[
c+
∫ T
0
ϕsdBs +
∫ T
0
ψ(〈B〉s)d〈B〉s − 2
∫ T
0
G(ψ(〈B〉s))ds
]2
∨
EG
[
−c−
∫ T
0
ϕsdBs −
∫ T
0
ψ(〈B〉s)d〈B〉s + 2
∫ T
0
G(ψ(〈B〉s))ds
]2
= c2 ∨ (EG [KT ]− c)2 , (4.7)
where we defined
c : = EG [H]− V0,
ϕt : = θt − φtXt,
(4.8)
for all t ∈ [0, T ]. The minimum of (4.7) is attained when c∗ = EG[KT ]2 , and
it is equal to
(
EG[KT ]
2
)2
. We conclude by showing that this value is attained
by choosing V ∗0 =
EG[H]−EG[−H]
2 and φ
∗
tXt = θt. We then compute
EG
[(EG [KT ]
2
+
∫ T
0
ψ(〈B〉s)d〈B〉s − 2
∫ T
0
G(ψ(〈B〉s))ds
)2]
. (4.9)
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In order to do so we use a discretization, noting that
ψn(〈B〉t) :=
n−1∑
i=0
ψ(〈B〉ti)I[ti,ti+1)(t)
M2G(0,T )−→ ψ(〈B〉t) (4.10)
where ti =
T
n i. In fact
∫ T
0
EG
[|ψ(〈B〉t)− ψn(〈B〉t)|2] dt = n−1∑
i=0
∫ ti+1
ti
EG
[|ψ(〈B〉t)− ψn(〈B〉t)|2] dt
≤
n−1∑
i=0
∫ ti+1
ti
EG
[
|〈B〉t − 〈B〉ti |2k
]
dt = n
∫ t1
0
EG
[
〈B〉2kt
]
dt = n
∫ t1
0
t2kdt
=
n
2k
(
T
n
)2k+1
n→∞−→ 0,
and similarly for the convergence of G(ψn(〈B〉t)) to G(ψ(〈B〉t)). The ex-
pression in (4.9) is then the limit when n tends to infinity of
EG
[(EG [KT ]
2
+
n−1∑
i=0
ψ(〈B〉ti)∆〈B〉ti+1 − 2
n−1∑
i=0
G(ψ(〈B〉ti ))∆ti+1
)2]
=EG
[(EG [KT ]
2
+
n−1∑
i=0
ψ

 i∑
j=0
∆〈B〉tj

∆〈B〉ti+1+
− 2
n−1∑
i=0
G

ψ

 i∑
j=0
∆〈B〉tj



∆ti+1)2
]
=EG
[
EG
[(EG [KT ]
2
+
n−1∑
i=0
ψ

 i∑
j=0
∆〈B〉tj

∆〈B〉ti+1+
− 2
n−1∑
i=0
G

ψ

 i∑
j=0
∆〈B〉tj



∆ti+1)2
∣∣∣∣∣Ftn−1
]]
=EG
[
sup
σ2≤vn≤σ2
(EG [KT ]
2
+
n−2∑
i=0
ψ

 i∑
j=0
∆〈B〉tj

∆〈B〉ti+1+
+ ψ

n−1∑
j=0
∆〈B〉tj

 vn∆tn − 2 n−1∑
i=0
G

ψ

 i∑
j=0
∆〈B〉tj



∆ti+1)2
]
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=EG
[
EG
[
sup
σ2≤vn≤σ2
(EG [KT ]
2
+
n−2∑
i=0
ψ

 i∑
j=0
∆〈B〉tj

∆〈B〉ti+1+
+ ψ

n−1∑
j=0
∆〈B〉tj

 vn∆tn − 2 n−1∑
i=0
G

ψ

 i∑
j=0
∆〈B〉tj



∆ti+1)2
∣∣∣∣∣Ftn−2
]]
=EG
[
sup
σ2≤vn≤σ2
σ2≤vn−1≤σ2
(EG [KT ]
2
+
n−3∑
i=0
ψ

 i∑
j=0
∆〈B〉tj

∆〈B〉ti+1+ (4.11)
+ ψ

n−2∑
j=0
∆〈B〉tj

 vn−1∆tn−1 + ψ

n−2∑
j=0
∆〈B〉tj + vn−1∆tn−1

 vn∆tn+
− 2G

ψ

n−2∑
j=0
∆〈B〉tj + vn−1∆tn−1



∆tn+
− 2
n−2∑
i=0
G

ψ

 i∑
j=0
∆〈B〉tj



∆ti+1)2
]
,
where we have used that ∆〈B〉 is maximally distributed. Proceeding by
iteration, (4.11) is equal to
sup
σ2≤vi≤σ
2
i=1,...,n
(
EG [KT ]
2
+
n−1∑
i=0
ψ

 i∑
j=0
vj∆tj

 vi+1∆ti+1 +
− 2
n−1∑
i=0
G

ψ

 i∑
j=0
vj∆tj



∆ti+1
)2
.
(4.12)
The supremum (4.12), being a quadratic function of (vi)i=1,...,n, is attained
either when the term depending on (vi)i=1,...,n is equal to its minimum, which
is zero, or its maximum, which is equal to
EG
[
2
n−1∑
i=0
G(ψ(〈B〉ti ))∆ti+1 −
n−1∑
i=0
ψ(〈B〉ti)∆〈B〉ti+1
]
.
In both cases, as n tends to infinity the value of (4.12) converges to
(
EG[KT ]
2
)2
because of (4.10).
As the optimal mean variance portfolio (V ∗0 , φ
∗) for a claim H provides, via
(−V ∗0 ,−φ∗), the optimal solution for the hedging of −H, the investment
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strategy (φ∗t )t∈[0,T ] would not always be equal to the process (θt)t∈[0,T ] com-
ing from the G-martingale decomposition of H as in Theorem 2.17. The
result of Theorem 4.5 does not contradict this intuition.
Remark 4.6. Using Lemma 2.18 it is not difficult to prove that for contin-
gent claims of the type
H = EG [H] +
∫ T
0
θsdBs +
n−1∑
i=0
(
ψ(〈B〉ti)∆〈B〉ti+1 − 2G(ψ(〈B〉ti ))∆ti+1
)
,
where (θt)t∈[0,T ] ∈M2G(0, T ) and ψ is a real continuous function, the decom-
position of −H has the expression
−H = EG [−H] +
∫ T
0
(−θs)dBs− K¯T ,
for a suitable random variable K¯T ∈ L1G(FT ).
It is possible to use the same argument of Remark 4.4 to characterize the
class of contingent claims whose representation (4.1) exhibits an η given
by a function with polynomial growth of 〈B〉. This set includes the family
of Lipschitz function of 〈B〉. Theorem 4.5 can be used to hedge volatility
swaps, i.e. H =
√〈B〉T −K with K ∈ R+, and other volatility derivatives
(we refer to [1] for more details on volatility derivatives). In fact, given a
Lipschitz function Φ, the claim Φ(〈B〉T ) can be written as
Φ(〈B〉T ) = EG [Φ(〈B〉T )] +
∫ T
0
∂xu(s, 〈B〉s)〈B〉sd〈B〉s
− 2
∫ T
0
G(∂xu(s, 〈B〉s))〈B〉sds,
where u(t, x) solves {
∂tu+ 2G(x∂xu) = 0,
u(T, x) = Φ(x),
as a consequence of the nonlinear Feynman-Kac formula for G-Brownian
motion (see [11]) and the G-Itoˆ formula (see [10]).
4.3 Piecewise Constant η
We now study the optimal mean-variance portfolio for a broader class of
claims, incorporating mean and volatility uncertainty in the process η. We
first consider
ηs =
n−1∑
i=0
ηtiI(ti,ti+1](s),
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for n ∈ N, where {ti}ni=0 is a partition of [0, T ], i.e. 0 = t0 ≤ t1 ≤ · · · ≤
tn = T , and ηti ∈ Lip(Fti) for all i ∈ {0, . . . , n}. We will outline a recursive
solution procedure, which we are able to solve for n = 2. In the case of
n > 2 the proof of Theorem 4.14 provides a recursive procedure, which can
be used to find numerically the optimal solution (see [7]). Finally we provide
bounds for the optimal terminal risk (3.2) in Section 5.
As a preliminary result we restrict ourselves to the study of claims which
can be represented in the following way
H = EG [H] + θt1∆Bt2 + ηt1∆〈B〉t2 − 2G(ηt1)∆t2, (4.13)
where 0 ≤ t1 < t2 ≤ T , θt1 ∈ L2G(Ft1), ∆Bt2 := Bt2 −Bt1 and similarly for
∆〈B〉t2 and ∆t2. We choose accordingly the class of investment strategies
φ of the form
φt = φt1I(t1,t2],
where φt1 ∈ L2G(Ft1). If we denote
c := EG [H]− V0,
ϕt := θt − φtXt,
the risk functional (3.1) becomes
EG
[
(EG [H]− V0 + (θt1 − φt1Xt1)∆Bt2 + ηt1∆〈B〉t2 − 2G(ηt1)∆t2)2
]
=EG
[
(c+ ϕt1∆Bt2 + ηt1∆〈B〉t2 − 2G(ηt1)∆t2)2
]
=EG
[
(c+ ηt1∆〈B〉t2 − 2G(ηt1)∆t2)2 + ϕ2t1∆B2t2+
+ 2ϕt1∆Bt2ηt1∆〈B〉t2
]
,
(4.14)
where we used Proposition 2.8 in the last step.
Theorem 4.7. Consider a claim H ∈ L2+ǫG (FT ) with decomposition as
in (4.13). The optimal mean-variance portfolio is given by (V ∗0 , φ
∗), where
φ∗X = θ
and V ∗0 solves
inf
V0
EG
[
(EG [H]− V0)2 ∨ (EG [H]− V0 − (σ2 − σ2)∆t2|ηt1 |)2
]
. (4.15)
Proof. We start by computing
EG
[
(c+ ηt1∆〈B〉t2 − 2G(ηt1)∆t2)2
]
=EG
[
EG
[
(c+ ηt1∆〈B〉t2 − 2G(ηt1)∆t2)2
∣∣∣Ft1]]
=EG [f(ηt1)] ,
(4.16)
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where
f(x) = EG
[
(c+ x∆〈B〉t2 − 2G(x)∆t2)2
]
.
Using the fact that 〈B〉 is maximally distributed,
f(x) = sup
σ2≤v≤σ2
(c+ xv∆t2 − 2G(x)∆t2)2
=
(
c+ σ2x∆t2 − 2G(x)∆t2
)2 ∨ (c+ σ2x∆t2 − 2G(x)∆t2)2
= c2 ∨ (c− (σ2 − σ2)∆t2|x|)2 ,
so that (4.16) becomes equal to
EG
[
c2 ∨ (c− (σ2 − σ2)∆t2|ηt1 |)2] .
This means that, in the time interval [t1, t2], the worst case scenario sets the
volatility constantly equal to σ2∆t2 when
c2 ≥ (c− (σ2 − σ2)∆t2|ηt1 |)2 ,
which is equivalent to
c ≥ (σ
2 − σ2)∆t2|ηt1 |
2
,
or to σ2∆t2 if
c ≤ (σ
2 − σ2)∆t2|ηt1 |
2
.
Hence it follows that, by Proposition 2.20, for every c ∈ (0, EG [H] +
EG [−H])
inf
ϕ
EG
[
(c+ ϕt1∆Bt2 + ηt1∆〈B〉t2 − 2G(ηt1)∆t2)2
]
=inf
ϕ
EG
[
EG
[
(c+ ϕt1∆Bt2 + ηt1∆〈B〉t2 − 2G(ηt1)∆t2)2
∣∣∣Ft1]]
≥ inf
ϕ
EG
[
EG [c+ ϕt1∆Bt2 + ηt1∆〈B〉t2 − 2G(ηt1)∆t2| Ft1 ]2 ∨
EG [−c− ϕt1∆Bt2 − ηt1∆〈B〉t2 + 2G(ηt1)∆t2| Ft1 ]2
]
= EG
[
c2 ∨ (c− (σ2 − σ2)∆t2|ηt1 |)2] .
(4.17)
This allows us to conclude, as the lower bound is attained by choosing
ϕt1 = 0 and V
∗
0 is the solution of (4.15).
Theorem 4.7 shows that the determination of the optimal initial wealth
can be more involved. We now show with a counterexample that the link
between EG [KT ] and V
∗
0 stated in Remark 4.2 does not hold for general η.
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Proposition 4.8. Let H be of the form
H = EG [H] + θt1∆Bt2 + ηt1∆〈B〉t2 − 2G(ηt1)∆t2,
where θt1 ∈ L2G(Ft1) and ηt1 = eBt1 . The optimal initial wealth of the mean-
variance portfolio is different from
V ∗0 =
EG [H]− EG [−H]
2
.
Proof. Let us first compute EG[H]+EG[−H]2 . By conditioning and using some
results on the expectation of convex functions of the increments of the G-
Brownian motion (see Proposition 11 in [10]), we obtain
EG [H] + EG [−H] = EG
[
2G(eBt1 )∆t2 − eBt1∆〈B〉t2
]
= EG
[
(σ2 − σ2)∆t2eBt1
]
= EP [(σ
2 − σ2)∆t2eWt1σ]
= (σ2 − σ2)∆t2eσ2t1/2,
where (Wt)t∈[0,T ] is a standard Brownian motion under P . We now focus
on the minimization over c of
H(c) :=EG
[
c2 ∨ (c− (σ2 − σ2)∆t2eBt1 )2]
=EP
[
c2 ∨ (c− (σ2 − σ2)∆t2eWt1σ)2]
=EP
[((
eWt1σ∆t2(σ
2 − σ2)− c)2 − c2)+]+ c2
=c2 + EP
[
eWt1σ∆t2(σ
2 − σ2) (eWt1σ∆t2(σ2 − σ2)− 2c)+]
=c2 + EP
[
eN
√
t1σ∆t2(σ
2 − σ2)
(
eN
√
t1σ∆t2(σ
2 − σ2)− 2c
)+]
,
where N ∼ N (0, 1) and we have used that
c2 ∨ (eBt1∆t2(σ2 − σ2)− c)2
is a convex function of Bt1 . Let y := (σ
2 − σ2)∆t2 and
A(x) : = {x ∈ R : eσ
√
t1x >
2c
y
}
=

x ∈ R : x >
log
(
2c
y
)
σ
√
t1


= {x ∈ R : x > g(c)} ,
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where g(c) :=
log
(
2c
y
)
σ
√
t1
. With these notations H(c) can be written as
H(c) =c2 + EP
[
e2σN
√
t1y2IA(N)
]
− 2cyEP
[
eσ
√
t1N IA(N)
]
=c2 + y2
∫
x>g(c)
e2σ
√
t1x 1√
2π
e−
x2
2 dx− 2cy
∫
x>g(c)
eσ
√
t1x 1√
2π
e−
x2
2 dx.
We differentiate with respect to c to find the stationary points:
H ′(c) = 2c− y2e2σ
√
t1g(c) 1√
2π
e−
g(c)2
2 g′(c) + 2cyeσ
√
t1g(c) 1√
2π
e−
g(c)2
2 g′(c)+
− 2y
∫
x>g(c)
1√
2π
eσ
√
t1x−x
2
2 dx. (4.18)
We now substitute c∗ = EG[H]+EG[−H]2 =
ye
σ2t1
2
2 into (4.18) to see if it is a
possible point of minimum. We obtain
g(c∗) =
log
(
ye
σ2t1
2
y
)
σ
√
t1
=
1
2
σ
√
t1,
and therefore
H ′

yeσ2t12
2

 = ye 12σ2t1 − y2e2σ√t1 12σ√t1 1√
2π
e−
g(c∗)2
2 g′(c∗)+
+ 2
ye
1
2
σ2t1
2
yeσ
√
t1
1
2
σ
√
t1 1√
2π
e−
g(c∗)2
2 g′(c∗)+
− 2y
∫
x> 1
2
σ
√
t1
1√
2π
e−
1
2
(x2−2σ√t1x)dx
= y
(
e
1
2
σ2t1 − 2
∫
x> 1
2
σ
√
t1
1√
2π
e−
1
2
(x2−2σ√t1x)dx
)
= y
(
e
1
2
σ2t1 − 2e 12σ2t1
∫
z>− 1
2
σ
√
t1
1√
2π
e−
z2
2 dz
)
= y
(
e
1
2
σ2t1 − 2e 12σ2t1
∫ ∞
0
1√
2π
e−
z2
2 dz+
− 2e 12σ2t1
∫ 0
− 1
2
σ
√
t1
1√
2π
e−
z2
2 dz
)
= −2ye 12σ2t1
∫ 0
− 1
2
σ
√
t1
1√
2π
e−
z2
2 dz,
which is different from zero.
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We now derive the optimal initial wealth for other particular cases, as we do
in the following proposition. This result will constitute the first step of our
recursive scheme. We remark that η will now exhibit volatility uncertainty,
which was excluded from the results in Sections 4.1 and 4.2, while the process
θ ∈M2G(0, T ) is completely general.
Proposition 4.9. Consider a claim H of the form
H = EG [H] +
∫ t2
0
θsdBs + ηt1∆〈B〉t2 − 2G(ηt1)∆t2,
where 0 = t0 < t1 < t2 = T , (θs)s∈[0,t2] ∈M2G(0, t2), ηt1 ∈ L2G(Ft1) and
|ηt1 | = EG [|ηt1 |] +
∫ t1
0
µsdBs, (4.19)
for a certain process (µs)s∈[0,t1] ∈ M2G(0, t1). The optimal mean-variance
portfolio is given by
Xtφ
∗
t =
(
θt − µt(σ
2 − σ2)∆t2
2
)
I(t0,t1](t) + θtI(t1,t2](t)
for t ∈ [0, T ] and
V ∗0 =
EG [H]− EG [−H]
2
.
Proof. We use the same technique as in Theorem 4.7 to derive a lower bound
for the terminal risk. We use the notations introduced in (4.8) and consider
EG
[(
EG [H]− V0 +
∫ t2
0
(θs − φsXs)dBs + ηt1∆〈B〉t2 − 2G(ηt1)∆t2
)2]
= EG
[
EG
[(
c+
∫ t2
0
ϕsdBs + ηt1∆〈B〉t2 − 2G(ηt1)∆t2
)2∣∣∣Ft1
]]
≥ EG
[
EG
[
c+
∫ t2
0
ϕsdBs + ηt1∆〈B〉t2 − 2G(ηt1)∆t2
∣∣∣Ft1
]2
∨
EG
[
− c−
∫ t2
0
ϕsdBs − ηt1∆〈B〉t2 + 2G(ηt1)∆t2
∣∣∣Ft1
]2]
= EG
[(
c+
∫ t1
0
ϕsdBs
)2
∨
(
− c−
∫ t1
0
ϕsdBs + (σ
2 − σ2)∆t2|ηt1 |
)2]
,
(4.20)
where we have used that
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EG
[
c+
∫ t2
0
ϕsdBs + ηt1∆〈B〉t2 − 2G(ηt1)∆t2
∣∣∣∣Ft1
]
= EG
[
c+
∫ t1
0
ϕsdBs +
∫ t2
t1
ϕsdBs + ηt1∆〈B〉t2 − 2G(ηt1)∆t2
∣∣∣∣Ft1
]
= c+
∫ t1
0
ϕsdBs
thanks to Proposition 2.8, and similarly
EG
[
−c−
∫ t2
0
ϕsdBs − ηt1∆〈B〉t2 + 2G(ηt1)∆t2
∣∣∣∣Ft1
]
= −c−
∫ t1
0
ϕsdBs + (σ
2 − σ2)∆t2|ηt1 |
as in (4.17). This allows us to conclude that the optimal strategy in the
interval (t1, t2] is given by φ
∗
tXt = θt. We now use (4.19) to rewrite (4.20)
as
EG
[(
c+
∫ t1
0
ϕsdBs
)2
∨
(
c− (σ2 − σ2)∆t2EG [|ηt1 |] +
∫ t1
0
(
ϕs − (σ2 − σ2)∆t2µs
)
dBs
)2]
.
(4.21)
Let us introduce the auxiliary notation
ǫ := c− (σ
2 − σ2)∆t2EG [|ηt1 |]
2
(4.22)
and
ψs := ϕs − (σ
2 − σ2)∆t2µs
2
, (4.23)
to further rewrite (4.21) as
EG
[(
(σ2 − σ2)∆t2EG [|ηt1 |]
2
+ ǫ+
∫ t1
0
(
(σ2 − σ2)∆t2µs
2
+ ψs
)
dBs
)2
∨
(
− (σ
2 − σ2)∆t2EG [|ηt1 |]
2
+ ǫ+
∫ t1
0
(
−(σ
2 − σ2)∆t2µs
2
+ ψs
)
dBs
)2]
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=EG
[(
(σ2 − σ2)∆t2|ηt1 |
2
+ ǫ+
∫ t1
0
ψsdBs
)2
∨
(
− (σ
2 − σ2)∆t2|ηt1 |
2
+ ǫ+
∫ t1
0
ψsdBs
)2]
=EG
[{(
(σ2 − σ2)∆t2|ηt1 |
2
)2
+
(
ǫ+
∫ t1
0
ψsdBs
)2
+
+ 2
(σ2 − σ2)∆t2|ηt1 |
2
(
ǫ+
∫ t1
0
ψsdBs
)}
∨
{(
(σ2 − σ2)∆t2|ηt1 |
2
)2
+
(
ǫ+
∫ t1
0
ψsdBs
)2
+
− 2(σ
2 − σ2)∆t2|ηt1 |
2
(
ǫ+
∫ t1
0
ψsdBs
)}]
=EG
[(
(σ2 − σ2)∆t2|ηt1 |
2
+
∣∣∣∣ǫ+
∫ t1
0
ψsdBs
∣∣∣∣
)2]
,
where in the first equality we used the representation of |ηt1 | in (4.19). The
minimum is obtained by setting ǫ = 0 and ψt = 0 on (0, t1].
Definition 4.10. The parameter ǫ in (4.22) is called admissible if the cor-
responding value of V0 is such that V0 ∈ (−EG [−H] , EG [H]).
In order to solve the second step of our recursive scheme we first introduce
the following auxiliary lemmas.
Lemma 4.11. For any t ∈ [0, T ] and any X ∈ LpG(Ft), with p ≥ 1 there
exists a sequence of random variables of the form
Xn =
n−1∑
i=0
IAixi,
where {Ai}i=0,...,n−1 is a partition of Ω, Ai ∈ Ft and xi ∈ R, such that
‖X −Xn‖p −→ 0, n→∞.
Proof. Fix N,n ∈ N and let
Xn :=
n−1∑
i=0
N
n
i I{Nn i≤|X|<Nn (i+1)}.
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It follows that
EG [(X −Xn)p] = EG
[
XpI{|X|>N} +
n−1∑
i=0
(X − N
n
i)pI{Nn i≤|X|<Nn (i+1)}
]
≤ EG
[
XpI{|X|>N}
]
+ EG
[
n−1∑
i=0
(X − N
n
i)pI{Nn i≤|X|<Nn (i+1)}
]
≤ EG
[
XpI{|X|>N}
]
+
(
N
n
)p
EG
[
I{|X|≤N}
]
.
(4.24)
Since by Theorem 25 in [2] we have that EG
[
XpI|X|>N
]
converges to zero
as N tends to infinity, we can conclude by first letting n → ∞ and then
N →∞ in (4.24).
Lemma 4.12. For any t ≤ T and n ∈ N let {A1, . . . , An} be a partition of
Ω such that Ai ∈ Ft for every i ∈ {1, . . . , n}. It holds that
inf
ψ∈M2
G
(0,t)
EP
[
n∑
i=1
IAi
(
xi + |ǫ+
∫ t
0
ψsdBs|
)2]
= EP
[
n∑
i=1
IAi (xi + |ǫ|)2
]
,
for every ǫ ∈ R, P ∈ P and {x1, . . . , xn} ∈ Rn+.
Proof. We assume without loss of generality that {x1, . . . , xn} are all differ-
ent and increasingly ordered. The result is achieved by induction. If n = 1
the claim trivially holds. To prove the induction step suppose there exists
a ψ¯ ∈M2G(0, t) such that
EP
[
n+1∑
i=1
IAi
(
xi + |ǫ+
∫ t
0
ψ¯sdBs|
)2]
< EP
[
n+1∑
i=1
IAi (xi + |ǫ|)2
]
. (4.25)
We show that this, together with the induction hypothesis, leads to a con-
tradiction. To this purpose we replace xj, where j /∈ {1, n + 1}, with a xk
with k ∈ {1, . . . , n+1}\ j, in order to get a sum of only n different elements
and proceed as follows. Note that (4.25) is equivalent to
EP
[
n+1∑
i=1
IAi
(
x˜i + |ǫ+
∫ t
0
ψ¯sdBs|
)2]
< EP
[
n+1∑
i=1
IAi (x˜i + |ǫ|)2
]
+ EP
[
IAj
(
x+ |ǫ+
∫ t
0
ψ¯sdBs|
)2]
− EP
[
IAj
(
xj + |ǫ+
∫ t
0
ψ¯sdBs|
)2]
+ EP
[
IAj (xj + |ǫ|)2
]
− EP
[
IAj (x+ |ǫ|)2
]
, (4.26)
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where x ∈ R+, and {x˜1, . . . , x˜n+1} stands for the new sequence in which xj
has been replaced by x. To conclude we consider
EP
[
IAj
(
x+ |ǫ+
∫ t
0
ψ¯sdBs|
)2]
− EP
[
IAj
(
xj + |ǫ+
∫ t
0
ψ¯sdBs|
)2]
+
+ EP
[
IAj (xj + |ǫ|)2
]
−EP
[
IAj (x+ |ǫ|)2
]
=EP
[
IAj (x− xj)
(
x+ xj + 2|ǫ+
∫ t
0
ψ¯sdBs|
)]
+
− EP [IAj (x− xj) (x+ xj + 2|ǫ|)]
=EP
[
2IAj (x− xj)
(
|ǫ+
∫ t
0
ψ¯sdBs| − |ǫ|
)]
. (4.27)
If now
EP
[
IAj
(
|ǫ+
∫ t
0
ψ¯sdBs| − |ǫ|
)]
≥ 0
we choose x = xk for any k ∈ 1, . . . , j − 1 and obtain for the partition
{A˜1, . . . , A˜n} := {A1, . . . , Ak−1, Ak ∪Aj , Ak+1, . . . , Aj−1, Aj+1, . . . , An+1}
(4.28)
and
{y1, . . . , yn} := {x1, . . . , xk−1, xk, xk+1, . . . , xj−1, xj+1, . . . , xn+1} (4.29)
that
EP
[
n∑
i=1
IA˜i
(
yi + |ǫ+
∫ t
0
ψ¯sdBs|
)2]
= EP
[
n+1∑
i=1
IAi
(
x˜i + |ǫ+
∫ t
0
ψ¯sdBs|
)2]
< EP
[
n+1∑
i=1
IAi (x˜i + |ǫ|)2
]
= EP
[
n∑
i=1
IA˜i
(yi + |ǫ|)2
]
, (4.30)
in contradiction with the induction hypothesis. If
EP
[
IAj
(
|ǫ+
∫ t
0
ψ¯sdBs| − |ǫ|
)]
< 0,
we obtain (4.30) with x = xk for any k ∈ j + 1, . . . , n + 1.
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Lemma 4.13. Under the hypothesis of Lemma 4.12 and for any ηt0 ∈ R it
holds that
EG
[
n∑
i=1
IAi (xi + |ǫ+ ηt0∆〈B〉t − 2G(ηt0)∆t|)2
]
=
= sup
σ∈AΘ
0,t
σ constant
EP
σ
[
n∑
i=1
IAi (xi + |ǫ+ ηt0∆〈B〉t − 2G(ηt0)∆t|)2
]
=
= EP
σ∗
[
n∑
i=1
IAi (xi + |ǫ+ ηt0∆〈B〉t − 2G(ηt0)∆t|)2
]
,
for some σ∗ ∈ [σ, σ].
Proof. We denote for simplicity
−Kt := ηt0∆〈B〉t − 2G(ηt0)∆t,
and proceed again by induction, using the same conventions as in Lemma 4.12.
In particular, also here we assume that {x1, . . . , xn} are all different and in-
creasingly ordered. The case n = 1 is clear because of (2.4), as ∆〈B〉t is
maximally distributed. Assume now there exists a P ∈ P, which is not in
the set {P σ , σ ∈ [σ, σ], σ constant}, such that
EP
[
n+1∑
i=1
IAi (xi + |ǫ−Kt|)2
]
> EP
σ∗
[
n+1∑
i=1
IAi (xi + |ǫ−Kt|)2
]
. (4.31)
The expression (4.31) implies that there exists a j ∈ {1, . . . , n+1} such that
EP
[
IAj (xj + |ǫ−Kt|)2
]
> EP
σ∗
[
IAj (xj + |ǫ−Kt|)2
]
, (4.32)
which is equivalent to(
P (Aj)− P σ∗(Aj)
)
x2j + 2xj
(
EP
[
IAj |ǫ−Kt|
]− EPσ∗ [IAj |ǫ−Kt|])+
+ EP
[
IAj |ǫ−Kt|2
]− EPσ∗ [IAj |ǫ−Kt|2] > 0.
(4.33)
Note that, in order for (4.32) to hold, we must have P (Aj)− P σ∗(Aj) > 0.
This implies that (4.33) is a convex function in xj , which tends to infinity
as xj tends to infinity. As in Lemma 4.12, we get to a contradiction by
reducing (4.31) to a sum of only n different terms, by replacing xj with
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another suitable value. We note that (4.31) is equivalent to
EP
[
n+1∑
i=1
IAi (x˜i + |ǫ−Kt|)2
]
>EP
σ∗
[
n+1∑
i=1
IAi (x˜i + |ǫ−Kt|)2
]
+EP
σ∗
[
IAj (xj + |ǫ−Kt|)2
]
−EPσ
∗ [
IAj (x+ |ǫ−Kt|)2
]
+EP
[
IAj (x+ |ǫ−Kt|)2
]
−EP
[
IAj (xj + |ǫ−Kt|)2
]
,
(4.34)
where x ∈ R and {x˜1, . . . , x˜n+1} stands for the new sequence in which xj
has been replaced by x as in Lemma 4.12. To conclude, we consider
EP
σ∗
[
IAj (xj + |ǫ−Kt|)2
]
− EPσ
∗ [
IAj (x+ |ǫ−Kt|)2
]
>
EP
[
IAj (xj + |ǫ−Kt|)2
]
− EP
[
IAj (x+ |ǫ−Kt|)2
]
,
which is equivalent to
EP
σ∗ [
IAj (xj − x) (xj + x+ 2|ǫ−Kt|)
]
>
EP
[
IAj (xj − x) (xj + x+ 2|ǫ−Kt|)
]
.
(4.35)
If x > xj, (4.35) is satisfied if
EP
σ∗
[
IAj
(
xj + x
2
+ |ǫ−Kt|
)]
< EP
[
IAj
(
xj + x
2
+ |ǫ−Kt|
)]
,
which in turn is the same as(
P (Aj)− P σ∗(Aj)
) xj + x
2
> EP
σ∗ [
IAj |ǫ−Kt|
]− EP [IAj |ǫ−Kt|] .
(4.36)
At this point, if there exists a x = xk satisfying (4.36), where k ∈ {j +
1, . . . , n+ 1}, the proof is concluded, as we will get
EP
[
n∑
i=1
IA˜i
(yi + |ǫ−Kt|)2
]
= EP
[
n+1∑
i=1
IAi (x˜i + |ǫ−Kt|)2
]
> EP
σ∗
[
n+1∑
i=1
IAi (x˜i + |ǫ−Kt|)2
]
= EP
σ∗
[
n∑
i=1
IA˜i
(yi + |ǫ−Kt|)2
]
,
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where {A˜i}i=1,...,n and {yi}i=1,...,n are introduced in (4.28) and (4.29), re-
spectively. If such xk does not exist, which happens if j = n+1 for example,
we first substitute some xi with a xr, where i 6= r and i, r ∈ {1, . . . , n+1}\j,
as in (4.34), and then we substitute xj with an x sufficiently large to satisfy
EP
σ∗
[
IAj (xj + |ǫ−Kt|)2
]
−EPσ
∗ [
IAj (x+ |ǫ−Kt|)2
]
+ EP
[
IAj (x+ |ǫ−Kt|)2
]
− EP
[
IAj (xj + |ǫ−Kt|)2
]
+ EP
σ∗
[
IAi (xi + |ǫ−Kt|)2
]
− EPσ
∗ [
IAi (xr + |ǫ−Kt|)2
]
+ EP
[
IAi (xr + |ǫ−Kt|)2
]
− EP
[
IAi (xi + |ǫ−Kt|)2
]
> 0.
(4.37)
This is possible because
EP
σ∗
[
IAj (xj + |ǫ−Kt|)2
]
− EPσ
∗ [
IAj (x+ |ǫ−Kt|)2
]
+ EP
[
IAj (x+ |ǫ−Kt|)2
]
− EP
[
IAj (xj + |ǫ−Kt|)2
]
> 0
is equivalent to (4.36), and its value can be made large enough to en-
sure (4.37) because of (4.33).
We can now state the main result.
Theorem 4.14. Consider a claim H of the form
H = EG [H]+
∫ t2
0
θsdBs+ηt0∆〈B〉t1−2G(ηt0)∆t1+ηt1∆〈B〉t2−2G(ηt1)∆t2,
where 0 = t0 < t1 < t2 = T , (θs)s∈[0,t2] ∈ M2G(0, t2), ηt0 ∈ R, ηt1 ∈ L2G(Ft1)
and
|ηt1 | = EG [|ηt1 |] +
∫ t1
0
µsdBs, (4.38)
for a certain process (µs)s∈[0,t1] ∈ M2G(0, t1). The optimal mean-variance
portfolio is given by
φ∗tXt =
(
θt − µt(σ
2 − σ2)∆t2
2
)
I(t0,t1](t) + θtI(t1,t2](t)
for t ∈ [0, T ] and
V ∗0 = EG [H]−
1
2
(σ2 − σ2)∆t2EG [|ηt1 |]− ǫ,
where ǫ ∈ R solves
inf
ǫ
EG
[( |ηt1 |
2
(σ2 − σ2)∆t2 + |ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
.
41
Proof. By the same argument as in Proposition 4.9 we conclude that
φ∗sXs = θs ∀ s ∈ (t1, t2]
and focus on the following expression
inf
ǫ,ψ
EG
[( |ηt1 |
2
(σ2 − σ2)∆t2 + |ǫ+
∫ t1
0
ψsdBs + ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
,
(4.39)
where ǫ and ψ are as in (4.22) and (4.23). Let (Yn)n∈N be a sequence of ran-
dom variables approximating
|ηt1 |
2 (σ
2−σ2)∆t2 in L2G(Ft1) as in Lemma 4.11,
with Yn =
∑n−1
i=0 IAi,nyi,n, n ∈ N, where {Ai,n}i=0,...,n−1 is a partition of Ω,
Ai,n ∈ Ft and yi,n ∈ R+. Consider now the auxiliary problem
inf
ǫ,ψ
EG
[(
Yn + |ǫ+
∫ t1
0
ψsdBs + ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
.
For every n ∈ N and any admissible ǫ we can derive the following inequalities
EG
[(
Yn + |ǫ+
∫ t1
0
ψsdBs + ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
≥
≥ sup
σ∈[σ,σ]
EP
σ
[(
Yn + |ǫ+
∫ t1
0
ψsdBs + ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
≥ sup
σ∈[σ,σ]
EP
σ
[
(Yn + |ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1|)2
]
(4.40)
=EG
[
(Yn + |ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1|)2
]
. (4.41)
The inequality (4.40) is clear thanks to Lemma 4.12, because
ǫP
σ
:= ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1
is constant P σ-a.s. for every σ ∈ [σ, σ] since
∆〈B〉t1 = σ2∆t1 P σ-a.s.
and yi,n ∈ R+ ∀n, i. The equality (4.41) comes directly from Lemma 4.13.
Hence we can conclude that, for every n ∈ N and any admissible ǫ,
EG
[(
Yn + |ǫ+
∫ t1
0
ψsdBs + ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
≥ EG
[
(Yn + |ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1|)2
]
.
(4.42)
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By (4.42) we derive by letting n→∞ that
EG
[( |ηt1 |
2
(σ2 − σ2)∆t2 + |ǫ+
∫ t1
0
ψsdBs + ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
≥ EG
[( |ηt1 |
2
(σ2 − σ2)∆t2 + |ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
,
for any admissible ǫ and any ψ ∈M2G(0, t1), because of the L2G-convergence
of Yn to
|ηt1 |
2 (σ
2 − σ2)∆t2. This in turn implies
inf
ǫ,ψ
EG
[( |ηt1 |
2
(σ2 − σ2)∆t2 + |ǫ+
∫ t1
0
ψsdBs + ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
≥ inf
ǫ
EG
[( |ηt1 |
2
(σ2 − σ2)∆t2 + |ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
.
As a particular example, we get now the expression of the mean-variance op-
timal portfolio for a particular claim of the type introduced in Theorem 4.14,
for which we are able to determine explicitly also the optimal initial wealth
V ∗0 .
Example 4.15. Consider a claim H of the following form
H = EG [H]+
∫ t2
0
θsdBs+ηt0∆〈B〉t1−2G(ηt0)∆t1+ηt1∆〈B〉t2−2G(ηt1)∆t2,
where 0 = t0 < t1 < t2 = T , (θs)s∈[0,t2] ∈M2G(0, t2), ηt0 ∈ R+, ηt1 ∈ L2G(Ft1)
and
|ηt1 | = exp
(
Bt1 −
1
2
〈B〉t1
)
= 1 +
∫ t1
0
eBs−
1
2
〈B〉sdBs. (4.43)
Assume moreover that
1
2
∆t2e
1
2
σ2∆t1 ≥ ηt0∆t1 +
1
2
∆t2. (4.44)
The optimal mean-variance portfolio is given by
Xtφ
∗
t =
(
θt − e
Bt− 12 〈B〉t(σ2 − σ2)∆t2
2
)
I(t0,t1](t) + θtI(t1,t2](t)
for t ∈ [0, T ] and
V ∗0 = EG [H]−
(σ2 − σ2)∆t2
2
. (4.45)
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Proof. By Theorem 4.14 we only have to find the infimum of
EG
[(
1
2
(σ2 − σ2)∆t2eBt1−
1
2
〈B〉t1 + |ǫ+ ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
.
(4.46)
As the expression (4.46) is always bigger than
EG
[(
1
2
(σ2 − σ2)∆t2eBt1−
1
2
〈B〉t1
)2]
=
1
4
(σ2 − σ2)2∆t22EG
[
e2Bt1−〈B〉t1
]
=
1
4
(σ2 − σ2)2∆t22EP
σ
[
e2Bt1−〈B〉t1
]
=
1
4
(σ2 − σ2)2∆t22eσ
2∆t1 ,
we prove (4.45) by showing that with the particular choice ǫ = 0 the quan-
tity (4.46) reaches this lower bound. To this end one has to prove that
sup
σ∈AΘ0,t1
EP
[(
1
2
(σ2 − σ2)∆t2e
∫ t1
0 σsdWs− 12
∫ t1
0 σ
2
sds + ηt0 |
∫ t1
0
(σ2s − σ2)ds|
)2]
=EG
[(
1
2
(σ2 − σ2)∆t2eBt1− 12 〈B〉t1 + |ηt0∆〈B〉t1 − 2G(ηt0)∆t1|
)2]
=EG
[(
1
2
(σ2 − σ2)∆t2eBt1− 12 〈B〉t1
)2]
,
where AΘ0,t1 denotes the set of F-adapted processes on [0, t1] taking values
in [σ, σ]. This holds if the inequality
EP
[(
1
2
(σ2 − σ2)∆t2e
∫ t1
0 σsdWs− 12
∫ t1
0 σ
2
sds + ηt0
∫ t1
0
(σ2 − σ2s)ds
)2]
≤ 1
4
(σ2 − σ2)2∆t22eσ
2∆t1
(4.47)
is verified for any σ ∈ AΘ0,t1 . As (4.47) holds if and only if we have
EP
[(
1
2
(σ2 − σ2)∆t2
(
e
∫ t1
0 σsdWs− 12
∫ t1
0 σ
2
sds + e
1
2
σ2∆t1
)
+ ηt0
∫ t1
0
(σ2 − σ2s)ds
)
·
(
1
2
(σ2 − σ2)∆t2
(
e
∫ t1
0 σsdWs− 12
∫ t1
0 σ
2
sds − e 12σ2∆t1
)
+ ηt0
∫ t1
0
(σ2 − σ2s)ds
)]
≤ 0,
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we complete the proof by showing that the previous expression is bounded
from above by
lim
N→∞
C(N) EP
[(
1
2
(σ2 − σ2)∆t2
(
e
∫ t1
0 σsdWs− 12
∫ t1
0 σ
2
sds − e 12σ2∆t1
)
+ ηt0
∫ t1
0
(σ2 − σ2s)ds
)
I{∫ t10 σsdWs<N}
]
≤ lim
N→∞
C(N)
(
1
2
(σ2 − σ2)∆t2
(
1− e 12σ2∆t1
)
+ ηt0E
P
[∫ t1
0
(σ2 − σ2s)ds
])
≤ lim
N→∞
C(N)
(
1
2
(σ2 − σ2)∆t2
(
1− e 12σ2∆t1
)
+ ηt0(σ
2 − σ2)
)
< 0,
where the last inequality comes from condition (4.44) and C(N) is a positive
constant for each N ∈ N.
It is quite straightforward to extend the result of Theorem 4.14 by general-
izing the decomposition of |ηt1 |, and thus completing the second step of our
scheme.
Theorem 4.16. Consider a claim H of the form
H = EG [H]+
∫ t2
0
θsdBs+ηt0∆〈B〉t1−2G(ηt0)∆t1+ηt1∆〈B〉t2−2G(ηt1)∆t2,
where 0 = t0 < t1 < t2 = T , (θs)s∈[0,t2] ∈ M2G(0, t2), ηt0 ∈ R, ηt1 ∈ L2G(Ft1)
and
|ηt1 | = EG [|ηt1 |] +
∫ t1
0
µsdBs + ξt0∆〈B〉t1 − 2G(ξt0)∆t1, (4.48)
for a certain process (µs)s∈[0,t1] ∈ M2G(0, t1) and ξt0 ∈ R. The optimal
mean-variance portfolio is given by
φ∗tXt =
(
θt − µt(σ
2 − σ2)∆t2
2
)
I(t0,t1](t) + θtI(t1,t2](t)
and
V ∗0 = EG [H]−
1
2
(σ2 − σ2)∆t2EG [|ηt1 |]− ǫ,
where ǫ ∈ R solves
inf
ǫ
EG
[(
|ηt1 |
2
(σ2 − σ2)∆t2 +
∣∣∣ǫ+ (ηt0 − 12(σ2 − σ2)ξt0∆t1
)
∆〈B〉t1+
− 2
(
G(ηt0)−
1
2
(σ2 − σ2)∆t1G(ξt0)
)
∆t1
∣∣∣
)2]
.
Proof. The proof follows the same steps as in Theorem 4.14 and is omitted.
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5 Bounds for the Terminal Risk
The extension to the general piecewise constant case is much more involved.
It is clear however, given the explicit achievements of Section 4, that in order
to obtain a general result it is crucial to study the mean-variance problem
in the situation where
|ηt| = |η0|+
∫ t
0
µsdBs,
for every t ∈ [0, T ], with (µt)t∈[0,T ] ∈ M2G[0, T ]. As a partial answer to this
issue we provide here a lower and upper bound for the optimal terminal risk.
Lemma 5.1. Consider a claim H of the form
H = EG [H] +
∫ T
0
θsdBs +
∫ T
0
ηsd〈B〉s − 2
∫ T
0
G(ηs)ds,
where (θs)s∈[0,T ] ∈M2G(0, T ), (ηs)s∈[0,T ] ∈M1G(0, T ) and
|ηt| = |η0|+
∫ t
0
µsdBs,
for a certain process (µs)s∈[0,T ] ∈M2G(0, T ), for every t ∈ [0, T ]. The optimal
terminal risk (3.2) lies in the closed interval [J(V0, φ), J (V0, φ)], where
J(V0, φ) =

EG
[
− ∫ T0 ηsd〈B〉s + 2 ∫ T0 G(ηs)ds]
2


2
=
(
EG [KT ]
2
)2
,
J(V0, φ) = EG
[(
(σ2 − σ2)
2
∫ T
0
|ηs|ds
)2]
.
Proof. We start with the computation of the upper bound for J(V0, φ):
EG
[(
EG [H]− V0 +
∫ T
0
(θs − φsXs) dBs +
∫ T
0
ηsd〈B〉s − 2
∫ T
0
G(ηs)ds
)2]
≤ EG
[(
EG [H]− V0 +
∫ T
0
(θs − φsXs) dBs
)2
∨
(
EG [H]− V0 +
∫ T
0
(θs − φsXs) dBs − (σ2 − σ2)
∫ T
0
|η|sds
)2 ]
(5.1)
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= EG
[(
EG [H]− V0 +
∫ T
0
(θs − φsXs) dBs
)2
∨
(
EG [H]− V0+
− |η0|(σ2 − σ2)T +
∫ T
0
(
θs − φsXs − (T − s)(σ2 − σ2)µs
)
dBs
)2]
,
(5.2)
where we used that∫ T
0
ηsd〈B〉s − 2
∫ T
0
G(ηs)ds ∈ [−(σ2 − σ2)
∫ T
0
|η|sds, 0]
in (5.1) and that
∫ T
0
|η|sds =
∫ T
0
(
|η0|+
∫ s
0
µudBu
)
ds
= |η0|T +
∫ T
0
∫ s
0
µudBuds
= |η0|T + T
∫ T
0
µsdBs −
∫ T
0
sµsdBs
= |η0|T +
∫ T
0
(T − s)µsdBs
in (5.2). We now perform the same change of variables seen in Proposi-
tion 4.9 by setting
ǫ := EG [H]− V0 − T
2
(σ2 − σ2)|η0|,
ψt := θt − φtXt − (T − s)
2
(σ2 − σ2)µt,
to rewrite (5.2) as
EG
[(
T
2
(σ2 − σ2)|η0|+
∫ T
0
(T − s)
2
(σ2 − σ2)µsdBs +
∣∣∣∣ǫ+
∫ T
0
ψsdBs
∣∣∣∣
)2]
=EG
[(
(σ2 − σ2)
2
∫ T
0
|η|sds+
∣∣∣∣ǫ+
∫ T
0
ψsdBs
∣∣∣∣
)2]
which is minimal when ǫ = 0 and ψ ≡ 0, see also the proof of Proposition 4.9.
On the other hand a lower bound is obtained by means of the G-Jensen
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inequality. As in Theorem 4.7 we get the following chain of inequalities
EG
[(
EG [H]− V0 +
∫ T
0
(θs − φsXs) dBs +
∫ T
0
ηsd〈B〉s − 2
∫ T
0
G(ηs)ds
)2]
≥ (EG [H]− V0)2 ∨
(
EG [H]− V0 + EG
[
−
∫ T
0
ηsd〈B〉s + 2
∫ T
0
G(ηs)ds
])2
(5.3)
≥

EG
[
− ∫ T0 ηsd〈B〉s + 2 ∫ T0 G(ηs)ds]
2


2
, (5.4)
where we have used Proposition 2.8 in (5.3) and chosen
V¯0 = EG [H]−
EG
[
− ∫ T0 ηsd〈B〉s + 2 ∫ T0 G(ηs)ds]
2
to minimize the expression over V0 and obtain (5.4).
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