learning when the first ILP workshop was organised in 1991. We think it is appropriate to characterise the 10 years that have elapsed as ILP's adolescence, and we are happy to say that the papers in this issue show that ILP is coming of age. This can be no better illustrated than by pointing out that none of the papers is a 'pure' ILP paper, but that each of them explores relations with other disciplines or research areas, be they neural networks, cost-sensitive classification, computational learning theory, or probabilistic representations. Rather than summing up what has been achieved in 10 years, each of the papers points to promising lines of research, thereby demonstrating the vitality of ILP as a research area.
The paper On exact learning of unordered tree patterns by Thomas Amoth, Paul Cull, and Prasad Tadepalli investigates the computational complexity of learning in a setting where both the objects and the rules considered are flexible nested structures and have the form of unordered trees. They consider different ways of matching rules to objects, i.e., mapping tree patterns onto and into instance trees, and show that unordered tree patterns are not exactly learnable from equivalence and subset queries for the one-to-one onto mapping, whereas they are exactly learnable from equivalence and membership queries for the oneto-one into mapping. While not using Prolog to represent objects and rules, this work is clearly related to inductive logic programming as shown by the authors: a class of tree patterns called clausal trees that includes non-recursive single-predicate Horn clauses is shown to be learnable from equivalence and membership queries.
Stochastic logic programs (Muggleton, 1996) extend logic program clauses with labels determining the probability with which the clause is chosen to resolve with a matching query, and establish a promising approach to combining logical and probabilistic knowledge. Learning stochastic logic programs requires learning the clauses and estimating their labels. James Cussens concentrates on the latter problem in his paper Parameter estimation in stochastic logic programs. He presents a new algorithm called failure-adjusted maximisation, which is an instance of the EM algorithm providing a closed-form for computing parameter updates within an iterative maximisation approach.
The next paper, Approximate match of rules using backpropagation neural networks by Boonserm Kijsirikul, Sukree Sinthupinyo and Kongsak Chongkasemwongse, is concerned with improving the performance of rules learned by inductive logic programming methods by using approximate matching of first-order rules to instances. The approximate matching is implemented by first decomposing the given rules into elementary features, then training a neural network to do the approximate matching. As demonstrated by a variety of experiments, each of the two stages contributes to improving the performance of the original rules.
In the fourth and final paper in this issue, Extracting context-sensitive models in Inductive Logic Programming, Ashwin Srinivasan applies ROC analysis (Provost & Fawcett, 1997) to ILP, with the goal to obtain a solution that contains models that are optimal under different misclassification costs, or contexts. The author uses a version of the Parcel feature subset selection algorithm (Scott et al., 1998) to identify parts of the background knowledge that are most relevant to a particular context. This suggests a possible approach to assessing the relevance of background predicates in ILP.
In our view, these papers demonstrate that inductive logic programming is firmly embedded in machine learning, and that we can look forward to more exciting work exploring the connections between ILP and other machine learning approaches.
