Abstract. The Hopf algebra of renormalisation in quantum field theory is described at a general level. The products of fields at a point are assumed to form a bialgebra B and renormalisation endows T (T (B) + ), the double tensor algebra of B, with the structure of a noncommutative bialgebra. When the bialgebra B is commutative, renormalisation turns S(S(B) + ), the double symmetric algebra of B, into a commutative bialgebra. The usual Hopf algebra of renormalisation is recovered when the elements of T 1 (B) are not renormalised, i.e. when Feynman diagrams containing one single vertex are not renormalised. When B is the Hopf algebra of a commutative group, a homomorphism is established between the bialgebra S(S(B) + ) and the Faà di Bruno bialgebra of composition of series. The relation with the Connes-Moscovici Hopf algebra of diffeomorphisms is given. Finally, the bialgebra S(S(B) + ) is shown to give the same results as the standard renormalisation procedure for the scalar field.
Introduction
The algebraic structure of quantum fields was thoroughly studied but, until recently, their natural coalgebraic structure was not exploited. In references [1, 2, 3, 4] , we used the coalgebraic structure of quantum fields to show that quantum groups and Hopf algebras provide an interesting tool for quantum field theory calculations. In [1, 2] , the relation between quantum groups and free scalar fields was presented at an elementary level. In [3, 4] , quantum groups were employed to calculate interacting quantum fields and the coalgebra structure of quantum fields was used to derive general expressions for the time-ordered and operator products. Moreover the cohomology theory of Hopf algebras was found useful to handle renormalised time-ordered products. In the present paper, the renormalisation of time-ordered products is described in detail.
In Ref. [5] , Connes and Kreimer defined a Hopf algebra on Feynman diagrams that describes the renormalisation of quantum field theory †. A little later, Pinter defined a Hopf algebra of Feynman diagrams related to the Epstein-Glaser renormalisation [7] . Her Hopf algebra is the same as Connes and Kreimer's but her construction of it is different. This paper is devoted to a generalization of Pinter's construction to any bialgebra B. In the first section, we consider the algebra T (T (B) + ), where T (B) + is the nonunital subalgebra n≥1 T n (B) of the tensor algebra T (B) = n≥0 T n (B) (so that T (B) = T (B) + ⊕ C 1). We describe how the coproduct of B extends freely to define bialgebra structures on T (B) and T (T (B) + ). These free bialgebras are noncommutative, and are cocommutative if and only if B is cocommutative. We then show that T (T (B) + ) can be equipped with a very different coalgebra structure, making it a graded bialgebra which is neither commutative nor cocommutative, regardless of whether or not B is cocommutative. The abelianization of the bialgebra T (T (B) + ) gives us the commutative bialgebra S(T (B) + ), and S(S(B) + ) is shown to be a subbialgebra of S(T (B) + ). In quantum field applications, the bialgebra which is relevant to renormalisation is S(S(B) + ). When B is the Hopf algebra of a commutative group, we define a homomorphism from S(S(B) + ) onto the Faà di Bruno bialgebra, which shows that S(S(B) + ) is a kind of generalization of the algebra of diffeomorphisms. Hopf algebras can be obtained from T (T (B) + ) and S(S(B) + ) as quotients by certain biideals. We refer to these Hopf algebras as the noncommutative and commutative Pinter algebra, respectively. Then, we describe the connection between the commutative Pinter algebra and the Connes-Moscovici algebra of diffeomorphisms. Finally, we prove that our construction gives the same results as the standard renormalisation procedure for scalar fields.
The bialgebra T (T (B)
+ )
In all that follows B is a (not necessarily unital) bialgebra with coproduct δ B , and counit ε B . We denote the product of two elements x, y of B by x · y. We write T (B)
+ for the subalgebra n≥1 T n (B) of the tensor algebra T (B), and denote the generators x 1 ⊗ · · · ⊗ x n (where x i ∈ B) of the vector space T n (B) by (x 1 , . . . , x n ); in particular, elements of T 1 (B) ∼ = B have the form (x), for x ∈ B. We use the symbol •, rather than ⊗, for the product in T (B), so that (x 1 , . . . , x n )•(x n+1 , . . . , x n+m ) = (x 1 , . . . , x n+m ). Finally, we denote the product operation in T (T (B) + ) by juxtaposition, so that T k (T (B) + ) is generated by the elements a 1 a 2 . . . a k , where a i ∈ T (B) + .
The coproduct δ = δ B and counit ǫ = ε B extend uniquely to a coproduct and counit on T (B) that are compatible with the multiplication of T (B), thus making T (B) a bialgebra. We remark that this construction ignores completely the algebra structure of B; the bialgebra T (B) is in fact the free bialgebra on the underlying coalgebra of B. Similarly, the coproduct and counit of the nonunital bialgebra T (B)
+ extends to define a free bialgebra structure on T (T (B) + ). We denote the coproduct of both T (B)
and T (T (B) + ) by δ. Hence, if we use the Sweedler notation δ(x) = x (1) ⊗x (2) for the coproduct of x in B, then for a = (
we have
) and
Compositions
Before describing the new coalgebra structure on T (T (B) + ), we first establish some terminology and notation.
A composition ρ is a (possibly empty) finite sequence of positive integers, usually referred to as the parts of ρ. We denote by ℓ(ρ) the length, that is the number of parts, of ρ, write |ρ| for the sum of the parts, and say that ρ is a composition of n in the case that |ρ| = n. We denote by C n the set of all compositions of n, and by C the set n≥0 C n of all compositions of all nonnegative integers. For example, ρ = (1, 3, 1, 2) is a composition of 7 having length 4. The first four C n are C 0 = {e}, where e is the empty composition, C 1 = {(1)}, C 2 = {(1, 1), (2)} and C 3 = {(1, 1, 1), (1, 2), (2, 1), (3)}. The total number of compositions of n is 2 n−1 , the number of compositions of n of length k is (n−1)! (k−1)!(n−k)! and the number of compositions of n containing α 1 times the integer 1, α 2 times 2,. . . , α n times n, with α 1 + 2α 2 + . . . + nα n = n, is (α1+...+αn)! α1!...αn! . The set C is a monoid under the operation • of concatenation of sequences: (r 1 , . . . , r n )•(r n+1 , . . . , r n+m ) = (r 1 , . . . , r n+m ). The identity element of C is the emtpy composition e. Now we introduce the order relation of refinement on compositions, which will play an essential role in the definition of the bialgebra of renormalisation. We may describe the refinement relation as follows: If ρ and σ are compositions, with σ = (s 1 , . . . , s k ), then ρ ≤ σ if and only if ρ factors in C as ρ = (ρ|σ 1 )• · · · •(ρ|σ k ), where (ρ|σ i ) is a composition of s i , for each i ∈ {1, . . . , k}. We refer to (ρ|σ i ) as the restriction of ρ to the ith part of σ.
For example, if σ = (4, 5) and ρ = (1, 2, 1, 2, 2, 1), then ρ = (ρ|σ 1 )•(ρ|σ 2 ) where (ρ|σ 1 ) = (1, 2, 1) is a composition of 4 and (ρ|σ 2 ) = (2, 2, 1) is a composition of 5. Thus ρ ≤ σ and we say that ρ is a refinement of σ. Note that |ρ| = |σ| and ℓ(ρ) ≥ ℓ(σ) if ρ ≤ σ.
If ρ ≤ σ, we define the quotient σ/ρ to be the composition of ℓ(ρ) given by (t 1 , . . . , t k ), where t i = ℓ((ρ|σ i )), for 1 ≤ i ≤ k. In our example σ/ρ = (3, 3). Note that, for σ ∈ C n with ℓ(σ) = k, we have (n)/σ = (k), σ/(1, 1, . . . , 1) = σ, and σ/σ = (1, 1, . . . , 1) ∈ C k Each of the sets C n (as well as all of C) is partially ordered by refinement. Each C n has unique minimal element (1, . . . , 1) and unique maximal element (n), and these are all the minimal and maximal elements in C. The partially ordered sets C n are actually Boolean algebras, but we will not use this fact here. Now we prove a lemma that will be necessary to prove the coassociativity of the coproduct. Lemma 1: If ρ ≤ τ in C, then the map σ → σ/ρ is a bijection from {σ : ρ ≤ σ ≤ τ } onto the set {γ : γ ≤ τ /ρ}.
Proof: Suppose that ρ = (r 1 , . . . , r k ) and that γ = (s 1 , . . . ,
It is then readily verified that ρ ≤γ ≤ τ , and that the map γ →γ is inverse to the map σ → σ/ρ.
Grading T (T (B)
+ ) by compositions
The monoid of compositions allows us to define a grading on T (T (B) + ). For all n ≥ 0 and ρ = (r 1 , . . . , r k ) in C n , we let T ρ (B) denote the subspace of
. We then have the direct sum decomposition
for all ρ, τ ∈ C, and
, where e denotes the empty composition; in other words, T (T (B) + )is a C-graded algebra.
We use this grading to define operations on T (T (B) + ). Given a = (x 1 , . . . , x n ) ∈ T n (B) and ρ = (r 1 , . . . , r k ) ∈ C n , we define a|ρ ∈ T ρ (B) and a/ρ ∈ T k (B) by
where
, and ρ ≤ σ in C, we define u|ρ ∈ T ρ (B) and u/ρ ∈ T σ/ρ (B) by
Example: Suppose that ρ = (1, 2, 1, 2, 2, 1), σ = (3, 1, 2, 3) and τ = (4, 5) in C, so that ρ ≤ σ ≤ τ in C. We then have the quotients σ/ρ = (2, 1, 1, 2), τ /ρ = (3, 3) and
The last equality illustrates the following lemma. Lemma 2: For all ρ ≤ σ ≤ τ in C, and u ∈ T τ (B), the equalities
Lemma 3: For all ρ ≤ σ and u ∈ T σ (B), with free coproduct
Proof: It clearly suffices to consider the case in which u = a = (x 1 , . . . , x n ) ∈ T n (B) and ρ = (r 1 , . . . , r k ) ∈ C n . Then we have
Coproduct and counit
We now define the coproduct ∆ on the algebra T (T (B)
for u ∈ T τ (B), with free coproduct δ(u) = u (1) ⊗ u (2) . The coproduct ∆ is called the renormalisation coproduct because of its role in the renormalisation of quantum field theories. Note that ∆ is an algebra map, and hence is determined by
for all a ∈ T n (B) with n ≥ 1. For example
+ is given by ε((x)) = ε B (x), for x ∈ B, and ε((x 1 , . . . , x n )) = 0, for n ≥ 1.
Theorem: The algebra T (T (B)
+ ), together with the structure maps ∆ and ε defined above, is a bialgebra, called the renormalisation bialgebra.
, we have
where the second equality is by Lemma 3, and the third by Lemma 2. On the other hand,
where the second equality is by Lemma 3 and the third holds by Lemmas 1.
Expressions (2) and (3) are equal by Lemma 2, and hence ∆ is coassociative.
The proof that (ε ⊗ Id)∆a = a is similar. We have already observed that ∆ and ǫ are algebra maps; hence T (T (B) + ) is a bialgebra.
We now have two coproducts on T (T (B) + ), namely the free coproduct δ and the coproduct ∆ defined by Equation (1) . In order to avoid confusion during the following sections, we adopt the following alternate Sweedler notation for the new coproduct:
for all u ∈ T (T (B) + ). Note that, in particular,
for all x ∈ B.
Recursive definition of the coproduct
The action of B on itself by left multiplication extends to an action B ⊗ T (B) → T (B), denoted by x ⊗ a → x⊲a, in the usual manner, that is
for all x ∈ B and a = (x 1 , . . . , x n ) ∈ T n (B). This action, in turn, extends to an action of B on T (T (B) + ), denoted similarly by x ⊗ u → x⊲u; that is:
for all x ∈ B and u = a 1 · · · a k ∈ T (T (B) + ). The following proposition, together with the fact that ∆1 = 1 ⊗ 1 and ∆(x) = (x (1) ) ⊗ (x (2) ) for all x ∈ B, determines ∆ recursively on T (B) and hence, by multiplicativity, determines ∆ on all of T (T (B) + ).
Proposition: For all a ∈ T n (B), with n ≥ 1, and x ∈ B,
Proof: We denote by C ′ n the set of all compositions of n whose first part is equal to 1 and write C ′′ n for the set difference C n \C ′ n . Note that the map ρ → (1)•ρ is a bijection from C n onto C ′ n+1 . If ρ = (r 1 , r 2 , . . . , r k ) we define ρ + = (r 1 + 1, r 2 , . . . , r k ) and the map ρ → ρ + is a bijection from C n onto C ′′ n+1 . From the definition of a|ρ and a/ρ it can be checked that
, where in the last identity we extend the product of
We then have
which is precisely the right-hand side of Equation (4).
We may formulate Equation (4) as follows: Corresponding to an element x of B there are three linear operators on T (T (B) + ):
induced by left multiplication in B, T (B), and T (T (B) + ), respectively. With this notation, Equation (4) takes the form
As a third formulation, let A,B and C be the mappings from B to the set of linear operators on T (T (B) + ) respectively given by x → A x , x → B x , and x → C x ; then Equation (4) takes the form
We also have
Finally, we give a more explicit expression for the coproduct, which will be useful to define a coproduct on S(S(B)
, . . . , a
where the product a
is in T (T (B) + ). In this formula, which is a simple rewriting of equation (1), u runs over the compositions of a. By a composition of a, we mean an element u of T (T (B) + ) such that u = (a|ρ) for some ρ ∈ C n . If the length of ρ is k, we can write u = a is in B.
Grading
We now assume that B is a graded bialgebra; this entails no loss of generality because we can always consider that all elements of B have degree 0. The grading of B will be used to define a grading on the bialgebra T (T (B) + ). We denote by |x| the degree of a homogeneous element x of B, and by deg(a) the degree (to be defined) of homogeneous a in T (T (B) + ). We first discuss the grading of elements of T (B). The degree of 1 is zero, the degree of (x) ∈ T 1 (B) is equal to the degree of x in B, that is, deg (x) = |x|. More generally, the degree of (x 1 , . . . ,
Finally, if a 1 , . . . , a k are homogeneous elements of T (B) + , the degree of their product
Thus, by definition, the degree is compatible with the multiplication of T (T (B) + ). To show that it is also compatible with the renormalisation coproduct of T (T (B) + ), we use the following properties: if a is homogenous, then deg(x⊲a) = deg(a) + |x| and deg((x)•(a)) = deg(a) + |x| + 1. The proof is by induction. The compatibility of the grading with the renormalisation coproduct holds for a ∈ T 1 (B). Assume that it holds for all a ∈ T k (B) with k ≤ n and take a ∈ T n (B). Then Equation (4) gives us, on the right hand side
for the first term and
for the second term. Thus, the compatibility is proved for (x)•(a) ∈ T n+1 (B). For dealing with fermions, we must use a Z 2 -graded algebra B. In this case, we extend the grading of B to a Z 2 -grading of T (T (B) + ) as follows: for a = (x 1 , . . . , x n ) ∈ T n (B), we set |a| = |x 1 | + . . . + |x n |, and for
is the free coproduct and sgn(a (1) , a (2) ) = (−1)
is the usual sign factor for repeated tensor products [8] .
The bialgebra S(S(B) + )
When the bialgebra B is commutative, it is possible to work with the symmetric algebra S(S(B) + ) instead of the tensor algebra T (T (B) + ). But we first need to define the symmetric algebra S(T (B) + ).
The bialgebra S(T (B)
The bialgebra S(T (B) + ) is obtained from the bialgebra T (T (B)
+ ) by the standard quotient method (see reference [9] p.56). We define the ideal [2] .
Thus ∆I ⊂ I ⊗ T (T (B) + ) + T (T (B)
+ ) ⊗ I. Moreover, ε(I) = 0 because ε(ab − ba) = 0.
Therefore I is a coideal. Since I is also an ideal, the quotient S(T (B)
is a bialgebra, which is commutative [9] .
The bialgebra S(S(B) + )
We first define S(B) + as the subspace of T (B) + generated as a vector space by elements of the following form
where σ runs over the permutations of n elements. The symmetric product in S(B) + is denoted by ∨, so that {x 1 , . . . , x n }∨{x n+1 , . . . , x n+m } = {x 1 , . . . , x n+m }. If B is commutative, we are going to show that S(S(B) + ) is a subbialgebra of S(T (B) + ). More precisely, if b = {x 1 , . . . , x n },
The notation is similar to equation (5), except for the fact that u runs now over the partitions of b = {x 1 , . . . , x n }. A partition is an element
+ , called the blocks of the partition, are such
The number of blocks of the partition is k = ℓ(u). For example, the partition of {x} is u 1 = {x}; the two partitions of {x, y} are u 1 = {x}{y}, and u 2 = {x, y}; the five partitions of {x, y, z} are u 1 = {x}{y}{z}, u 2 = {x}{y, z}, u 3 = {y}{x, z}, u 4 = {z}{x, y} and u 5 = {x, y, z}. As for equation (5), if
+ and b
where the product of y
Proof
The proof that the coproduct of S(T (B) + ) makes S(S(B) + ) a subbialgebra will be combinatorial.
It is clear that S(S(B)
+ ) is a subalgebra of S(T (B) + ), thus it remains to show that it is also a subcoalgebra. If a i = (y 1 , . . . , y m ) is a block of a composition, the set {y 1 , . . . , y m } is called the set of elements of a i . A composition a 1 · · · a k of (x σ(1) , . . . , x σ(n) ) is said to be adapted to the partition u = b 1 · · · b k of {x 1 , . . . , x n } if there is a permutation τ of the set {1, . . . , k} such that the set of elements of a i is b τ (i) for all i = 1, . . . , k. For example, the composition (y)(z, x)(t) of (y, z, x, t) is adapted to the partition {t}{x, z}{y}. The compositions adapted to a given partition u = b 1 · · · b k are obtained as follows: consider each block of u b i = {y 1 , . . . , y m } ∈ S(B) + as a set of elements {y 1 , . . . , y m }, order these elements and define the block a i = (y 1 , . . . , y m ) ∈ T (B) + . The set of compositions adapted to u is obtained by acting on each a i by all permutations σ i of the elements of a i and then by permuting the blocks a i with the permutations τ of the set {1, . . . , k}. For example the compositions adapted to {x}{y, z} are (x)(y, z), (x)(z, y), (z, y)(x) and (y, z)(x).
Each of the compositions adapted to the partition u of {x 1 , . . . , x n } is obtained as a composition of (x σ(1) , . . . , x σ(n) ) for a given permutation σ of the set {1, . . . , n}. Conversely, each composition corresponds to a unique partition. Therefore, formula (5) for the coproduct can be written 
(1) ) does not depend on τ . Thus, we can write
)}, where equation (6) . Therefore,
}, using again equation (6). This is the required result.
The Faà di Bruno algebra
When B is the Hopf algebra of a commutative group, there is a homomorphism between the bialgebra S(S(B) + ) and the Faà di Bruno algebra. In 1855, Francesco Faà di Bruno (who was beatified in 1988), derived the general formula for the n-th derivative of the composition of two functions f (g(x)) [10] . In 1974, Peter Doubilet defined a bialgebra arising from the partitions of a set [11] . This bialgebra was called the Faà di Bruno bialgebra by Joni and Rota [12] , because it is closely related to the Faà di Bruno formula. This bialgebra was further investigated in Refs. [6, 13, 14] .
Definition
As an algebra, the Faà di Bruno is the polynomial algebra generated by u n for n = 1 to ∞. The coproduct of u n is given explicitly by
where the sum is over the n-tuples of nonnegative integers α = (α 1 , α 2 , . . . , α n ) such that α 1 + 2α 2 + . . . + nα n = n and α 1 + α 2 + . . . + α n = k. For example,
It is a commutative non cocommutative bialgebra.
To see the relation of the Faà di Bruno bialgebra with the composition of functions we consider formal series
Now we define linear maps from the algebra of formal series to C by u n (f ) = f n . If we denote the action of the coproduct of an element of the algebra by ∆u = u (1) ⊗ u (2) then the terms of f (g(x)) are given by
For instance, the first derivatives of f (g(x)) are
Following Connes and Moscovici [15] , it is possible to introduce a new (noncommutative) element X in the algebra, such that [X, u n ] = u n+1 , and to generate the Faà di Bruno coproduct from the following relations.
Homomorphism
Here, we take the bialgebra B to be a commutative group Hopf algebra. If G is a commutative group, the commutative algebra B is the vector space generated by the elements of G and the algebra product is induced by the product in G. The coproduct is defined by δ B x = x ⊗ x for all elements x ∈ G. The definition (7) of the coproduct becomes, for b = {x 1 , . . . , x n } with x i ∈ G.
The homomorphism ϕ between S(S(B) + ) and the Faà di Bruno bialgebra is given by: ϕ(1) = 1 and ϕ(a) = u n for any a ∈ S n (B) with n > 0. It can be established directly from equation (8) by noticing that the number of partitions of {x 1 , . . . , x n } with α 1 blocks of size 1,. . . , α n blocks of size n is [16] n
The Pinter Hopf algebra

The bialgebras T (T (B)
+ ) and S(S(B) + ) can be turned into Hopf algebras by quotienting with an ideal. The subspace I = {(x) − ε B (x)1, x ∈ B} is a coideal because
Since ε(I) = 0, the subspace I is a coideal. Therefore, the subspace J of elements of the form uav, where u, v ∈ T (T (B) + ) and a ∈ I, is an ideal and a coideal and T (T (B) + )/J is a bialgebra [17] . The action of the quotient is to replace all the (x) by ε(x)1. For example, we have now
More generally, if a = (x 1 , . . . , x n ),
where ′ involves elements a (1) and a (2) of degrees strictly smaller than the degree of a. Hence, the antipode can be defined as in [13] and T (T (B) + )/J is a connected Hopf algebra. The same is true for S(S(B) + )/J ′ , where J ′ is the subspace of elements of the form uav, where u, v ∈ S(S(B) + ) and a ∈ {{x} − ε B (x)1, x ∈ B}.
The Connes-Moscovici algebra
If we take the same quotient of the Faà di Bruno bialgebra (i.e. by letting u 1 = 1) we obtain a Hopf algebra, that we call the Faà di Bruno Hopf algebra. In reference [15] , Connes and Moscovici define a Hopf algebra which is related to the Faà di Bruno Hopf algebra as follows. If φ(x) = x + ∞ n=2 u n x n /n!, they define δ n for n > 0 by
To calculate δ n as a function of u k , we use the fact that φ
Since the Faà di Bruno formula describes the composition of series, we can use it to write immediately
where the sum is over the n-tuples of nonnegative integers α = (α 1 , α 2 , . . . , α n ) such that α 1 + 2α 2 + . . . + nα n = n and α 1 + α 2 + . . .
. Note that, except for the shift, the relation between u n and δ n is the same as the relation between the moments of a distribution and its cumulants, or between unconnected Green functions and connected Green functions.
The inverse relation is obtained from
There is also a morphism between the noncommutative Pinter Hopf algebra and the noncommutative algebra of diffeomorphisms which was defined in [18] .
Relation with renormalisation
The renormalisation of time-ordered products in the configuation space was first considered by Bogoliubov, Shirkov and Parasiuk in [19, 20, 21] and presented in detail in the textbook [22] . It was elaborated more precisely in [23] and received its Hopf algebraic formulation in [7] . This approach was found particularly convenient to define quantum field theories in curved spacetime [24, 25, 26, 27] . Here we show that the renormalisation defined by Bogoliubov and Shirkov (see [22] , section 26) or by Pinter [7] can be obtained from our construction. We first define the bialgebra B.
The bialgebra of fields
The bialgebra B is the algebra of scalar fields generated by φ n (x) where x runs over R 4 and n ≥ 0 and φ n (x) is the normal product of n fields φ(x). The product of fields is the commutative normal product φ n (x) · φ m (y) = φ n+m (x). The coproduct is the binomial coproduct [28] 
The counit is ε B (φ n (x)) = δ n,0 . We now define the symmetric algebra S(B) as the algebra generated by the unit operator 1 and the normal products :φ n1 (x 1 ) . . . φ nm (x m ):. The symmetric product is the normal product and the coproduct on S(B) is deduced from δ B as in section 2. Explicitly (2) , where c(a) = ǫ O(a) is a distribution supported on x 1 = . . . = x n which can be obtained recursively fromt and t by
Proof: The proof is by induction. If a = :φ n1 (x 1 ) . . . φ nm (x m ): with m = 2, there are only two partitions of a: u = {:φ n1 (x 1 )φ n2 (x 2 ):} and u = {φ n1 (x 1 ), φ n2 (x 2 )}. Thus T (a) = T (a) + O(a). We know that T (a) = t(a (1) )a (2) andT (a) = t (a (1) )a (2) , thus O(a) = c(a (1) )a (2) with c =t − t. Now assume that the proposition is true up to m − 1 and take a = :φ n1 (x 1 ) . . . φ nm (x m ):. In equation (11), the proposition is true for all O(b i ), thus we can writẽ
) . . . c(b
. . . b
: .
Since a = :b 1 . . . b k :, the factor :b
: can be written a (3) and the proposition is proved using the coassociativity of the coproduct.
To prove the support properties of c(a), we use the fact that O(a) is supported on x 1 = . . . = x m , thus c(a) = ǫ O(a) is supported on x 1 = . . . = x m and c(a) = P (∂)δ(x 2 − x 1 ) . . . δ(x m − x 1 ), where P (∂) is a polynomial in the partial derivatives with respect to x 1 , . . . , x m .
From the proposition, we have
. . . 
Relation with the renormalisation coproduct
It remains to relate the last result with the renormalisation coproduct. By combining equations (10) and (12) If we compare this expression to the commutative renormalisation coproduct (7), we see thatT (a) = C(a [1] )T (a [2] ),
where C(a) = c(a) for a ∈ S(B) + , C(uv) = C(u)C(v) for u, v ∈ S(S(B) + ) and T (a) = T (:a:). If we apply the counit to the last equation, we obtain the relation between the distributionst(a) and t(a) t(a) = C(a [1] )t(a [2] ).
Therefore, we have proved that the renormalisation coproduct gives the same result as the Epstein-Glaser renormalisation. On the other hand, it was proved in [23] and [30] that the Epstein-Glaser renormalisation coincides with the standard BPHZ renormalisation. Thus, the renormalisation coproduct recovers the standard renormalisation of scalar fields.
After the fact, the connection between the renormalisation coproduct and the Bogoliubov's approach to renormalisation is rather clear. The blocks b i in equation (7) are called generalized vertices by Bogoliubov, Shirkov and Parasiuk [21, 22] . The products Πb i correspond to the shrinking to a point of the points belonging to b i . This shrinking is due to the delta function in C(b i ). The coassociativity of the renormalisation coproduct means that the transition from one time-ordered product to the other can be composed associatively.
In this section we have considered that the Feynman diagrams containing only one point should not be renormalised. In other words, T φ n (x) = φ n (x). It was pointed out by Hollands and Wald [26, 27] that the renormalisation at a point is necessary in curved spacetime and is given bỹ
This is exactly equation (14) . Thus, the renormalisation of quantum field theory in curved spacetimes can be done by using the commutative renormalisation bialgebra instead of the Pinter Hopf algebra.
Conclusion
We have constructed the renormalisation bialgebra corresponding to any bialgebra B.
In standard quantum field theory, the commutative Pinter Hopf algebra is generally used, but the noncommutative one might be relevant to renormalise quantum fields in noncommutative spacetime. At the mathematical level, an intriguing connection was observed between the renormalisation bialgebra T (T (B) + ) and a construction involving operads [31] . This connection is another manifestation of the deep mathematical meaning of renormalisation.
