Abstract: Spam has created a significant security problem for computer users everywhere. Spammers take an advantage of defrauds to cover parts of messages that can be used for identification of spam. For instance, a spammer does not need to consume much cost and bandwidth for sending junk mails even more than one hundred emails. On the other hand, from the feature selection perspective, one of the specific problems that decrease accuracy of spam and non-spam emails classification is high data dimensionality. Therefore, the reduction of dimensionality is related to decrease the number of irrelevant features. In this paper, a genetic algorithm (GA) is applied during feature selection in effort to decrease the number of useless features in a collection of high-dimensional email body and subject. Next, a Multi-Layer Perceptron (MLP) is employed to classify features that have been selected by the GA. Using LingSpam benchmark corpora as the dataset, the experimental results showed that a GA feature selector with the MLP classifier does not only decrease the data dimensionality but increase the spam detection rate as compared against other classifiers such as SVM and Naïve Bayes.
I. INTRODUCTION
E-mails are efficient and common communication method [1] these days, but flooding spam or unsolicited e-mail messages have become uncontrollable. In fact spams that resulted from online social applications are part of social problems [2] . Among the many problems of spam emails include disarrange email boxes and users having to spend a considerably high amount of time to regularly delete junk email messages. In addition, extensive volume of these emails quickly fills server storage space and consumes network bandwidth, hence it is necessary for users to distinguish between legitimate and spam emails [3] [4] [5] .
In solving spam problems, previous researches attempt both machine learning and non-machine learning approaches. Machine learning approach includes unified model filtering and ensemble filtering to classify received emails as spam or non-spam [4] . Previous works on machine learning techniques have benefited from Artificial Neural Network (ANN) [24] , K-nearest neighbour KNN [27] , Naïve Bayesian [15] , and Support Vector Machine (SVM) [28] . Previous studies focus on parameter optimization for spam detection emails but the works exhibit lack of details [19, 20] . Similarly, feature selection experiments in [21, 22, 23, and 24] are also lacking in justifications on how the experiment decreases the number of useable features. In [12] , feature selection is performed using a feature ranking algorithm; however the low detection rate decrease the accuracy of system. In general, there is no indication on few decision aspects such as the number of features used in a particular experiment. Numerous and paired features have been recommended by different researchers to be classified by machine learning methods and diverse algorithms in the recent years in order to best represent spam and ham instances. Though, no paper has provided a complete study of the possible features, their space and an enhancement of efficacy of current methods in this process.
The main objective of study is to detect spam/non-spam emails by selecting useful features through Genetic Algorithm (GA) based on a Multi-layer Perceptron of Neural Network (MLPNN) classifier. In addition, this study attempts to show that high accuracy of classification may be achieved through reduction of wasteful and high dimensional features as well as covering important parts of emails such as subject, body, and links and attached files inside the body. The remainder of this paper is organized as follows. A brief literature review of related works is given in Section 2. Section 3 presents basic feature selection process. Section 4 then describes a research method of proposed detection system such as applied principles of MLPNN as the classifier and GA as the feature selection method. In Section 5, the experimental results from using the proposed method to classify the emails of LingSpam dataset as input of MLP classifier are presented. Section 6 summarizes this paper.
II. RELATED WORK
In machine learning, feature selection is a process of feature reduction and variable subset selection for building robust learning models [18] . Previous work in feature selection include Unler [25] who focus on Particle Swarm optimization (PSO) algorithm that use subset features encoded in binary strings. However, the resulting low accuracy decreases the efficiency of this method. In [26] , the work is to concurrently optimize parameters and feature subset in GA and SVM classifiers without affecting the accuracy rate of SVM classifier. The proposed method performs feature selection and parameter setting in an evolutionary way. Eventually, the resulting accuracy for the GA-based approach with Radial Basic Function (RBF) kernel classifier and the grid algorithm show a reasonable result with fewer features. Following [26] , [27] mixes the behaviors of SVM with GA but at the same time manage to increase the accuracy in comparison with previous study.
[ 28] examines the use of local search optimization techniques such as Hill Climbing (HC), Simulated Annealing (SA), and Threshold Accepting (TA) as feature selection algorithms and compares the performance of these techniques with Linear Discriminate Analysis (LDA). This study builds KNearest Neighbors (K-NN) classifier and the best performance is with SA that reaches to 95.5% accuracy. Artificial Immune System (AIS) has also been explored for feature selection in [24] to generate a set of antibodies from a training set of email messages. The accuracy of 94.6%, however, is slightly lower than in [28] . In the task of classifying emails into spam and non-spam, in [5] [6] [7] [8] [9] Random Forest (RF) classifier is applied to send the emails into some folders as different categories and filters out the spam e-mails. The work introduces a new feature selector called topic frequency vectors (TFV) that is able to increase the classification accuracy in comparison with other classifiers such as (SVM, naïve Bayes (NB) and Decision Trees (DT).
Findings in [6] conclude that the minimum number of features plays a useful role during classification because it decreases computational time and complexity. In their work, they use two feature selectors that are able to reduce the number of features through Common Vector Approach (CVA) and three-layer Backpropagation Neural Network (BPNN) classifier. Ruan [11] forms twoelement concentration vector to characterize the e-mail according to 'self' concentration and 'non-self' concentration using the 'self' gene library and 'non-self' gene library, respectively [7] . Ref. [8] designs an innovative and intelligent SVM-based filtering system that will protect email services from penetration by combining both linear and nonlinear SVM techniques. This is because linear SVM performs better for text-based spam classification that share similar characteristics.
III. FEATURE SELECTION
In the feature selection problem, the space of all possible subsets is interested from given feature set that is signified by binary representation where, each feature is considered as a binary gene and each individual consists of fixed-length binary string in the given feature set. Feature selection has a significant role to select a subset of features for performance of the classification task from a large dataset. There are several ways to determine the best subset of features. The feature is used as an input of classifier, so each feature can increase the cost and the time of a recognition system [16] . Thus it is a necessary need that the system decreases the number of feature and selects a set of useful features to achieve high recognition rate in different condition. This has motivated different techniques to be developed for finding an "optimal" subset of features from a larger set of possible features [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] .
Feature selection is divided into two main categories. One method selects features, which don't influence on classification performance. In fact it changes the original features according to principles to make new set of features. After that, it select a subset of these transformed features by choosing the first n transformed features where the selected subset has lower dimensionality than the original one. The other method selects features related to the performance of the classification system, so it directly selects a subset d of the available m features based on some effectiveness criteria, without significantly degrading the performance of the classifier system [27] .
IV. RESEARCH METHODOLOGY
System architectures of proposed detection system based on genetic algorithm as a feature selector and MLP classifier are shown in Fig. 1 . Input data set includes as set of spam and non-spam emails that are applied in the training and testing process. Data processing spreads features of dataset as a scaling linear that in this study 156 extracted features in [23] [24] classification. In the next step means that feature selection identifies relevant and irrelevant features to make the collection of relational features for training and testing datasets of classifier. In fact this process did training and testing datasets in order to discard unrelated features for avoiding high dimensionality and low classification accuracy. The proposed system of this study decreased 156 features of two datasets to 76 features. Its main steps are described as below:
A. Genetic Algorithm (GA)
Genetic algorithms (GA) are known for its capability for optimization, following a direct analogy to Darwinian natural selection and biological systems. Today, this method has covered formal heuristic methods. GA works with a set of solutions called population. Based on the Darwinian Theory "Survival of the Fittest", GA achieves the optimal solution after a series of repetitive calculations. GA produces populations of different solutions, which are identified by a chromosome. Each solution acts as the problem, until GA takes suitable results [25] . In addition, GA handles huge search spaces exactly by features exploitation and search exploration, therefore decreases the chance of local optimal solution as compared against other algorithms. A fitness function is one of the important elements in GA that seek to obtain a quality solution from the evaluation step. Crossover and mutation are robust operators that can affect the fitness values randomly [26] .
B. Multi-Layer Perceptron (MLP)
A Multi-Layer Perceptron Neural Network (MLPNN) is arranged in three layers as a network of nodes, which are the input, hidden, and output layers. The hidden layer acts as a connector between the input and the output layers that form as input and output of the NN module. Before running the network, a set of weights is randomly arranged for nodes in the network. This will form a new network without knowledge [28] . After preparing the input pattern, the nodes take their attributes from input pattern. In the hidden layer, each attribute is multiplied with a weight by a node. If the value produced is a threshold value, it earns a '1' value, otherwise it takes a value of '0'. This process is followed by output layer, so if the threshold value is passed, a classification process is started by produced input pattern.
During the network training the classification process is compared with actual classification and is "backpropagated" within the network, hence the term MLPNN. The nodes of hidden and output layers are produced in this stage to correct their weights responding to each error in classification. The main idea in this network is to classify the best features in linear combinations of the inputs and extracted features from input [24] . The proposed algorithm for training the MLP is shown as follows: 
V. EXPERIMENTS

A. Datasets
This study use the Ling-Spam dataset with content of 481 spam emails and 2,171 non-spam emails with the standard bag-of-words representation and GA for feature selection. Previous researches [23-24-6] divided each email into two sections: the words found in the subject header and the words found in the main body of the message. However in this study, we mixed both because some features of subject and body can have a direct effect on classification process. This is hoped to increase accuracy of the classifier. Upon the work of GA-based feature selection, the top 76 words areas were suitable to cut-off. This showed an intense dimensionality reduction, Based on previous experiments, the normalized term frequencies of the selected 76 features are used for each document.
B. Performance Measurement
For evaluation of system performance, the following classic measurement is extensively accepted. Accuracy is defined as the percentage of messages classified correctly. Accuracy using the binary target datasets can be demonstrated by the false positive (FP) rate, the false negative (FN) rate, the number of emails that are known as spam correctly (TP), and the number of normal email that are known as non-spam correctly (TN). The calculation of the accuracy is shown in Equation 1:
where TP is the number of spam e-mails which are correctly predicted as spam, FN is the number of spams which are predicted as non-spam, TN is the number of normal e-mails which are predicted as non-spam and FP is the number of normal e-mails which are predicted as spam.
VI. RESULTS AND DISCUSSION
In this part, different features that were collected as spam and non-spam features were tested, with aim to find features with best performance to increase the classifier accuracy. GA method applied in this study decreased the number of useless features and high dimensionality. In fact GA method made an optimal binary vector during feature selection, where each bit is associated with a feature. If the i-th bit of this vector equals 1, then the i-th feature is allowed to participate during classification, if the bit is a 0, then the feature does not participate. At the end of GA feature selection, the number of features is decreased from 156 to 76. In measuring the performance of spam detection in this study, 20 runs were executed to measure the performance exactly. Thus, in each iteration, 90% of the data was used for training while the rest 10% are used for testing.
The MLP classifies the testing emails into spam or nonspam email classes. Note that the number of nodes equals to the size of input vector. In this study, an input vector is collected from a set of "0" and "1". The nodes of hidden layer are tested from 3 to 15. Output layer followed two nodes, first node indicates spam e-mail and second node is non-spam e-mail. The transfer functions of hidden layer and output layer are 'tansig' and 'purelin', respectively. The training function is 'trainlm'. Performance function is MSE. The network is trained for a maximum of 60 epochs to 0.01 of error goal. Table 1 shows the performances of Linear Discriminant [20] [21] , SVM (Linear Kernel) [22] , SVM (RBF Kernel) [23] , BP Neural Network [24] and MLP proposed in this study on Ling-Spam dataset respectively. All these results are obtained by using 10-fold validation and 50 to 100 features. For example, SVM uses information gain (IG) as feature selection criteria, and the best scoring 256 features are chosen. 
VII. CONCLUSION
In this paper, an MLP Neural Network is used for spam detection. In other to increase accuracy of MLP classifier, feature selection employed two methods, which are heuristics and GA to form a vector with useful features as the input vector to the MLP classifier. This in turn decreased the feature dimensionality through removal of useless features. Experiments with the public Ling-Spam dataset has proven that the proposed classifier with the selected feature selection methods does not only achieved high speed but the classification experiment also achieved 99.68% accuracy only by using declined concentration feature vector. This study showed experimental results for features of body and subject based on GA and MLP classifier. However, features of other parts of email such as attached files and pictures can also be extracted and selected using the same classifier and feature selection method or another evolutionary algorithm as feature selector.
