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Abstract
We discuss some recent results by Parini and Ruf on a Moser-Trudinger type inequality in
the setting of Sobolev-Slobodeckij spaces in dimension one. We push further their analysis
considering the inequality on the whole R and we give an answer to one of their open
questions.
1 Introduction
A classical result in analysis states that, if ⌦ ⇢ Rn is an open set with finite measure |⌦| and
Lipschitz boundary, k is a positive integer with k < n, and p 2 [1, kn), then the Sobolev space
W k,p0 (⌦) embeds continuously in L
np
n kp (⌦). This results doesn’t hold for the critical case p = nk ,
that is W
k,nk
0 (⌦) doesn’t embed in L
1(⌦). On the other hand Trudinger [14], Pohozaev [12],
Yudovich [6] and others found that, at least in the case k = 1, functions in W 1,n0 (⌦) enjoy
summability of exponential type. Namely
W 1,n0 (⌦) ⇢
⇢
u 2 L1(⌦) :
Z
⌦
e |u|
n
n 1
dx < +1
 
for any   < +1. Moser [9] sharpened this embedding and determined the optimal exponent ↵n
such that
sup
u2W 1,n0 (⌦),krukLn(⌦)1
Z
⌦
e↵n|u|
n
n 1
dx < C|⌦|, ↵n := n!
1
n 1
n 1 . (1)
Here, !n 1 is the volume of the unit sphere in Rn. In particular the exponent ↵n is sharp in the
sense that
sup
u2W 1,n0 (⌦),krukLn(⌦)1
Z
⌦
e↵|u|
n
n 1
dx = +1
for any ↵ > ↵n. Moreover, the supremum in (1) becomes infinite as soon as we slightly modify
the integrand, namely
sup
u2W 1,n0 (⌦),krukLn(⌦)1
Z
⌦
f(|u|)e↵n|u|
n
n 1
dx = +1 (2)
⇤The author is supported by the Swiss National Science Foundation project nr. PP00P2-144669.
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for any measurable function f : R+ ! R+ such that limt!+1 f(t) =1. This can be proved, for
instance, using the same test functions defined in [9]. In [1] Adams, exploiting Riesz potentials,
extended Moser’s result to higher order Sobolev spaces W k,p0 (⌦), k > 1, p =
n
k .
In the present work, we are interested in generalizations of (1) that concern Sobolev spaces of
fractional orders. The usual approach is to consider Bessel potential spaces Hs,p. In this setting,
sharp versions of (1) are proven both in the cases of bounded and unbounded domains of Rn,
n   1 (see [5], [8] and [4]).
Here, we focus our attention on the case (in general di↵erent from the one of Bessel potential
spaces) of Sobolev Slobodeckij spaces (see definitions below), which has been recently proposed,
together with some open questions, by Parini and Ruf. In [10] they considered ⌦ ⇢ Rn to be
a bounded and open domain, n   2 and sp = n and they were able to prove the existence of
↵⇤ > 0 such that the corresponding version of inequality (1) is satisfied for any ↵ 2 (0,↵⇤)
(see also [11]). Even though the result is not sharp, in the sense that the value of the optimal
exponent is not yet known, an explicit upper bound for the optimal exponent ↵⇤ is given.
As a first step, we extend the results in [10] to the case n = 1. For any s 2 (0, 1) and p > 1, the
Sobolev-Slobodeckij space W s,p(R) is defined as
W s,p(R) :=
 
u 2 Lp(R) : [u]W s,p(R) < +1
 
where [u]W s,p(R) is the Gagliardo seminorm defined by
[u]W s,p(R) :=
✓Z
R
Z
R
|u(x)  u(y)|p
|x  y|2 dx dy
◆ 1
p
. (3)
We will often write [·] := [·]W s,p(R). The space W s,p(R) is a Banach space with respect to the
norm
||u||W s,p(R) :=
⇣
||u||pLp(R) + [u]pW s,p(R)
⌘ 1
p
. (4)
Let I be an open interval in R. We define the space W˜ s,p0 (I) as the closure of
 
C10 (I), kukW s,p(R)
 
.
An equivalent definition for W˜ s,p0 (I) can be obtained taking the completion of C
1
0 (I) with respect
to the seminorm [u]W s,p(R) (see [3, Remark 2.5]).
With a mild adaptation of the techniques used in [10], we are able to prove that their result
holds also in dimension one.
Theorem 1.1. Let s 2 (0, 1) and p > 1 be such that sp = 1. There exists ↵⇤ = ↵⇤(s) > 0 such
that for all ↵ 2 [0,↵⇤) it holds
sup
u2W˜ s,p0 (I),[u]Ws,p(R)1
Z
I
e↵|u|
1
1 s
dx <1. (5)
Moreover, there exists ↵⇤ = ↵⇤(s) :=  
s
1 s
s such that the supremum in (5) is infinite for any
↵ 2 (↵⇤,+1).
It is worth to remark that, as already pointed out in [10], the exponent ↵⇤(12) is equal to 2⇡
2
and it coincides, up to a normalization constant, with the optimal exponent ⇡ determined in [5]
in the setting of Bessel potential spaces.
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We move now to the case I = R, pushing further the analysis of [10]. An inequality of the form
(5) cannot hold if we don’t consider the full W s,p(R)-norm, i.e. we take into account also the
term kukLp(R). This has been done by Ruf [13] in the case of H1,2(R2), see also [5], [4] for the
case of Bessel potential spaces. We define
 (t) := et  
dp 2eX
k=0
tk
k!
, (6)
where dp  2e is the smallest integer greater than, or equal to p  2.
Theorem 1.2. Let s 2 (0, 1) and p > 1 be such that sp = 1. There exists ↵⇤ = ↵⇤(s) > 0 such
that for all ↵ 2 [0,↵⇤) it holds
sup
u2W s,p(R),||u||Ws,p(R)1
Z
R
 (↵|u| 11 s ) dx <1. (7)
Moreover the supremum in (5) is infinite for any ↵ 2 (↵⇤,+1), where ↵⇤ is as in Theorem 1.1
As we shall see, Theorem 1.1 and 1.2 are sharp in the sense of (2). Indeed one of the open
questions in [10] was whether an inequality of the type
sup
u2W˜ s,p0 (I),[u]W˜s,p0 (I)1
Z
I
f(|u|)e↵|u|
1
1 s
dx < +1,
where f : R+ ! R+ is such that f(t) ! 1 as t ! 1 holds true for the same exponents of the
standard Moser-Trudinger inequality (see [4],[5]). For n = 1 we prove the following
Theorem 1.3. Let I ⇢ R be a bounded interval, s 2 (0, 1) and p > 1 such that sp = 1. We
have
sup
u2W˜ s,p0 (I),[u]Ws,p(R)1
Z
I
f(|u|)e↵⇤|u|
1
1 s
dx =1, (8)
sup
u2W s,p(R),kukWs,p(R)1
Z
R
f(|u|) (↵⇤|u| 11 s ) dx =1, (9)
where f : [0,1)! [0,1) is any Borel measurable function such that limt!+1 f(t) =1.
Acknowledgements I am thankful to my advisor Prof. Luca Martinazzi for suggesting me
this problem and for many interesting discussions.
2 Proof of Theorem 1.1
We start this section proving the validity of the Moser-Trudinger inequality (5). The result for
n   2 is proved in [10] and the proof in the one dimensional case, which we report here for the
sake of completeness, follows by a mild adaptation of the techniques in [10].
Thanks to [11, Theorem 9.1], using Sobolev embeddings and Ho¨lder’s inequality we have that
there exists a constant C > 0 independent of u such that for any u 2 W˜ s,p0 (I)
||u||Lq(R)  C[u]W s,p(R)q1 s (10)
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for any q > 1. For [u]W s,p(R)  1 we writeZ
I
e↵|u|
1
1 s
dx =
1X
k=0
Z
I
↵k
k!
|u| k1 s dx 
1X
k=0
1
k!
✓
C
1  s↵k
◆k
, (11)
where in the last inequality we used (10). Thanks to Stirling’s formula
k! =
p
2⇡k
✓
k
e
◆k ✓
1 +O(
1
k
)
◆
(12)
the series in (11) converges for small ↵ and we recover a bound (uniform w.r.t. u) forZ
I
e↵|u|
1
1 s
dx,
yielding (5).
As a direct consequence of (5), using the density of C1c (I) in W˜
s,p
0 (I), we have the following
corollary (see [10, Proposition 3.2]).
Corollary 2.1. If u 2 W˜ s,p0 (I), for every ↵ > 0 it holdsZ
I
e↵|u|
1
1 s
dx <1.
We now give a useful result on the Gagliardo seminorm of radially symmetric functions (see [10,
Proposition 4.3]), which will turn out to be useful later on.
Proposition 2.1. Let u 2W s,p(R) be radially symmetric and let sp = 1. Then
[u]W s,p(R) =
Z
R
Z
R
|u(x)  u(y)|p
|x  y|2 dx dy = 4
Z +1
0
Z +1
0
|u(x)  u(y)|p x
2 + y2
(x2   y2)2 dx dy (13)
Proof. The proof will follow from a direct computation. We split
Z
R
Z
R
|u(x)  u(y)|p
|x  y|2 dx dy
=
Z +1
0
Z +1
0
|u(x)  u(y)|p
|x  y|2 dx dy +
Z 0
 1
Z 0
 1
|u(x)  u(y)|p
|x  y|2 dx dy
+
Z +1
0
Z 0
 1
|u(x)  u(y)|p
|x  y|2 dx dy +
Z 0
 1
Z +1
0
|u(x)  u(y)|p
|x  y|2 dx dy.
Using a straightforward change of variable and the symmetry of u, we obtain the claim.
To give an upper bound for the optimal exponent ↵¯ such that the supremum in (5) is finite for
↵ 2 [0, ↵¯), we define the family of functions
u"(x) :=
8><>:
| log "|1 s if |x|  "
| log |x||
| log "|s if " < |x| < 1
0 if |x|   1.
(14)
Notice that the restrictions of u" to I belong to W˜
s,p
0 (I).
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Proposition 2.2. Let sp = 1 and (u") ⇢ W˜ s,p0 (I) be the family of functions defined in (14).
Then
lim
"!0[u"]
p
W s,p(R) =  s := 8 (p+ 1)
1X
k=0
1
(1 + 2k)p
. (15)
Proof. We will follow the proof in [10]. Define
I(") :=
Z
R
Z
R
|u"(x)  u"(y)|p
|x  y|2 dx dy. (16)
Using Proposition 2.1 and (14) we see that I(") can be decomposed as
I(") = I1(") + I2(") + I3(") + I4("),
where
I1(") =
8
| log "|
Z 1
"
Z "
0
| log x  log "|p x
2 + y2
(x2   y2)2 dx dy,
I2(") =
4
| log "|
Z 1
"
Z 1
"
| log x  log y|p x
2 + y2
(x2   y2)2 dx dy,
I3(") = 8| log "|p 1
Z +1
1
Z "
0
x2 + y2
(x2   y2)2 dx dy,
I4(") =
8
| log "|
Z 1
"
Z +1
1
| log x|p x
2 + y2
(x2   y2)2 dx dy.
With an integration by parts, it is easy to check that lim"!0 Ii(") = 0 for i = 1, 3, 4. As for
I2("), integrating by parts after a change of variables we have
I2(") =
4
| log "|
(
log y
 Z 1
y
"
y
| log x|p x
2 + 1
(x2   1)2 dx
!)     
y=1
y="
+
4
| log "|
Z 1
"
log y
y2
| log 1
y
|p
1
y2 + 1⇣
1
y2   1
⌘2 dy
  4"| log "|
Z 1
"
log y
y2
| log "
y
|p
⇣
"
y
⌘2
+ 1✓⇣
"
y
⌘2   1◆2 dy.
A direct computation for the first term gives
4
| log "|
(
log y
 Z 1
y
"
y
| log x|p x
2 + 1
(x2   1)2 dx
!)     
y=1
y="
= 4
Z 1
"
1
| log x|p x
2 + 1
(x2   1)2 dx,
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which converges to
4
Z +1
1
| log x|p x
2 + 1
(x2   1)2 dx,
as "! 0. Moreover, since Z 1
0
log y
y2
| log 1
y
|p
1
y2 + 1⇣
1
y2   1
⌘2 dy < +1
the second term in the sum converges to 0 as "! 0.
After setting "y = x, for the last term in the sum we have
  4"| log "|
Z 1
"
log y
y2
| log "
y
|p
⇣
"
y
⌘2
+ 1✓⇣
"
y
⌘2   1◆2 dy
=   4| log "|
Z 1
"
log
⇣ "
x
⌘
| log x|p x
2 + 1
(x2   1)2 dx
= 4
Z 1
"
| log x|p x
2 + 1
(x2   1)2 dx 
4
| log "|
Z 1
"
| log x|p+1 x
2 + 1
(x2   1)2 dx
which converges to
4
Z 1
0
| log x|p x
2 + 1
(x2   1)2 dx = 4
Z +1
1
| log x|p x
2 + 1
(x2   1)2 dx
as "! 0. Summing up, we have
lim
"!0[u"]
p
W s,p(R) = lim"!0 I2(") = 8
Z +1
1
| log x|p x
2 + 1
(x2   1)2 dx. (17)
Integrating by parts we obtain
Z +1
1
| log x|p x
2 + 1
(x2   1)2 dx = p
Z +1
1
| log x|p 1
x2   1 dx
= p
Z 1
0
| log t|p 1
1  t2 dt,
where we set t = 1x . Recall now
1
1  x2 =
1X
k=0
x2k,
Z 1
0
| log x|p 1x2k dx =  (p)
(1 + 2k)p
, (18)
where  (·) is the Euler Gamma function. Thanks to (18) we write
Z 1
0
| log t|p 1
1  t2 dt =
1X
k=0
Z 1
0
| log t|p 1t2k dt =  (p)
1X
k=0
1
(1 + 2k)p
, (19)
proving (15).
6
The upper bound for the optimal exponent follows directly from Proposition 2.2.
Proposition 2.3. Let sp = 1. There exists ↵⇤ :=  
s
1 s
s such that
sup
u2W˜ s,p0 (I),[u]Ws,p(R)1
Z
I
e↵|u|
1
1 s
dx = +1 for ↵ 2 (↵⇤,+1).
Proof. Let u" be the family of functions in W˜
s,p
0 (I) defined in (14). Thanks to Proposition 2.2
we have that [u"]W s,p(R) ! ( s)
1
p as " ! 0. Fix ↵ >  
s
1 s
s . For " small enough, there exists
  > 0 such that ↵[u"]
  11 s     > 1. If we set v" := u"[u"] we haveZ
I
e↵|v"|
1
1 s
dx  
Z "
 "
e↵|v"|
1
1 s
dx  
Z "
 "
e   log " dx = 2"1   ! +1
as "! 0, since   > 1.
3 Proof of Theorem 1.2
We shall adapt a technique by Ruf [13] to our setting.
For a measurable function u we set |u|⇤ : R! R+ to be its non-increasing symmetric rearrange-
ment, whose definition we shall now recall. For a measurable set A ⇢ R, we define
A⇤ = ( |A|/2, |A|/2).
The set A⇤ is symmetric (with respect to 0) and |A⇤| = |A|. For a non-negative measurable
function f , such that
|{x 2 R : f(x) > t}| <1 for every t > 0,
we define the symmetric non-increasing rearrangement of f by
f⇤(x) =
Z 1
0
 {y2R:f(y)>t}⇤(x)dt.
Notice that f⇤ is even, i.e. f⇤(x) = f⇤( x) and non-increasing (on [0,1)).
We will state here the two properties that we shall use in the proof of Proposition 1.2. The
following one is proven e.g. in [7, Section 3.3].
Proposition 3.1. Given a measurable function F : R ! R and a non-negative non-decreasing
function f : R! R, it holds Z
R
F (f)dx =
Z
R
F (f⇤)dx.
The following Po´lya-Szego˝ type inequality can be found e.g. in [2, Theorem 9.2].
Theorem 3.1. Let 0 < s < 1 and u 2W s,p(R). Then
[|u|⇤]s,pW (R)  [u]s,pW (R).
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Now given u 2W s,p(R), from Proposition 3.1 we getZ
R
 (↵(|u|) 11 s ) dx =
Z
R
 (↵(|u|⇤) 11 s ) dx, k|u|⇤kLp = kukLp ,
and according to Theorem 3.1
k|u|⇤kpW s,p(R) = k|u|⇤kpLp(R) + [|u|⇤]pW s,p(R)  kukpLp(R) + [u]pW s,p(R) = kukpW s,p(R).
Therefore in the rest of the proof of (7) we may assume that u 2W s,p(R) is even, non-increasing
on [0,1), and kukW s,p(R)  1. We will use a technique by Ruf [13] (see also [5]) and writeZ
R
 (↵(|u|) 11 s ) dx
=
Z
Ic
 (↵(|u|) 11 s ) dx+
Z
I
 (↵(|u|) 11 s ) dx
= : (I) + (II),
where I = ( r0, r0), with r0 > 0 to be chosen. Notice that since u is even and non-increasing,
for x 6= 0 and p > 1, we have
|u(x)|p  1
2|x|
Z |x|
 |x|
|u(y)|p dy  kuk
p
Lp
2|x| . (20)
We start by bounding (I). We observe that for r0 >> 1, we have |u(x)|  1 on Ic and hence
|u| pdp 1ep 1  |u|p on Ic,
since pdp 1ep 1   p. For k > p  1 we bound
Z
Ic
(|u|p) kp 1 dx 
Z
Ic
✓kukpLp
2|x|
◆ k
p 1
=
kuk
pk
p 1
Lp r
1  kp 1
0 (p  1)
2
k
p 1 (k + 1  p)
.
Hence
(I) =
1X
k=dp 1e
Z
Ic
↵k
k!
|u| kpp 1 dx
=
↵dp 1e
dp  1e!
Z
Ic
|u| pdp 1ep 1 dx+
1X
k=dpe
Z
Ic
↵k
|u| kpp 1
k!
dx
 C(↵, p)kukpLp + r0(p  1)
1X
k=dpe
↵k
 kukpLp  kp 1
k!(k + 1  p)(2r0)
k
p 1
 C(↵, p)kukpLp + C
1X
k=dpe
✓
↵
(2r0)p 1
◆k 1
k!(k + 1  p)  C.
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As for (II), define v 2 W˜ s,p0 (I) as follows
v(x) =
(
u(x)  u(r0) |x|  r0
0 |x| > r0.
Let x 2 I. We compute using the monotonicity of u
Z 1
0
|v(x)  v(y)|p x
2 + y2
(x2   y2)2 dy 
Z 1
0
|u(x)  u(y)|p x
2 + y2
(x2   y2)2 dy. (21)
Let x 2 Ic. We have Z 1
0
|v(x)  v(y)|p x
2 + y2
(x2   y2)2 dy
=
Z
I
|u(r0)  u(y)|p x
2 + y2
(x2   y2)2 dy

Z
I
|u(x)  u(y)|p x
2 + y2
(x2   y2)2 dy.
(22)
Combining (21), (22) and integrating in x, we get
[v]p  [u]p. (23)
Using the definition of v and the inequality (a+ b)   a  +  2  1(a  1b+ b ) for a, b   0 and
    1, we have
u
1
1 s  v 11 s + 1
1  s2
s
1 s (v
s
1 su(r0) + u(r0)
1
1 s )
 v 11 s
 
1 +
2
2s 1
1 s
pr0(1  s) ||u||
p
p
!
+ 2
s
1 s +
2
s
1 s
1  sr0
= v
1
1 s
 
1 +
2
2s 1
1 s
pr0(1  s) ||u||
p
p
!
+ C(r0).
(24)
This implies
u(x)  v(x)
 
1 +
2
2s 1
1 s
pr0(1  s) ||u||
p
p
!1 s
+ C1 s(r0)
:= w(x) + C1 s(r0).
From (23) and the definition of w, we get
[w]p = [v]p
 
1 +
2
2s 1
1 s
pr0(1  s) ||u||
p
p
! 1 s
s
  1  ||u||pp 
 
1 +
2
2s 1
1 s
pr0(1  s) ||u||
p
p
! 1 s
s
(25)
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Consider now the function f(t) = (1   t)(1 + ⌧ t) , where ⌧ := 2
2s 1
1 s
pr0(1 s) and   =
1 s
s > 0. We
compute
f 0(t) = (1 + ⌧ t)  1 (⌧ t(     1) + ⌧    1) (26)
which vanishes for t1 =   1⌧ < 0 and t2 = ⌧  1⌧( +1) . We choose now r0 > 2
2s 1
1 s so that t2 < 0.
This implies that f is decreasing in (0, 1) and since f(0) = 1 we have that f(t) < 1 for t 2 (0, 1),
which implies
[w]p  1. (27)
We can apply now Theorem 1.1 on the interval I = ( r0, r0) to get that there exists ↵⇤ > 0
such that Z
I
e↵⇤w
p0
dx  C (28)
and using (24) we get Z
I
e↵⇤u
1
1 s
dx  C
Z
I
e↵⇤w
1
1 s
dx  C, (29)
concluding the proof of (7).
To prove the second part of the claim one can argue as in the previous section, using the sequence
of functions u" defined in (14) and taking into account that now the norm we are working with
is the full W s,p-norm. Indeed we have
ku"kpLp =
Z
R
|u"|p dx =
Z
|x|"
 | log "|p sp  dx+ Z
"<|x|<1
| log x|
| log "|sp dx = O(| log "|
 1). (30)
Hence from (15), it follows that
lim
"!0 ku"k
p
W s,p(R) =  s. (31)
Choose M > 0 large enough so that
 (t)   1
2
et, t  M.
Then one has Z
R
 
✓
 ss
u"
ku"kW s,p(R)
1
1 s
◆
dx  
Z
u" M
 
✓
 ss
u"
ku"kW s,p(R)
1
1 s
◆
dx
  1
2
Z "
 "
e
✓
 ss
u"
ku"kWs,p(R)
◆ 1
1 s
dx.
(32)
for " small enough. Now, thanks to (31), one can argue as in the proof of Proposition 2.3 to
conclude the proof of Theorem 1.2.
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4 Proof of Theorem 1.3
We will start by proving (8) since the proof of (9) will follow adapting the reasoning of the
previous section.
Let u" be as in (14). To prove (8) it is enough to show that there exists a constant   > 0 such
that Z "
 "
e
↵⇤
⇣
u"
[u"]
⌘ 1
1 s
dx    .
Indeed, u" ! +1 uniformly for |x| < " as "! 0 and we have
sup
u2W˜ s,p0 (I),[u]Ws,p(R)1
Z
I
f(|u|)e↵⇤
⇣ |u|
[u]
⌘ 1
1 s
dx   inf
|x|<"
f(|u"|)
Z "
 "
e
↵⇤
⇣ |u"|
[u"]
⌘ 1
1 s
dx.
From Proposition 2.2, it follows that
lim
"!0
[u"]
 ss
= 1 (33)
and in particular
lim
"!0[u"]
p = 8
Z +1
1
| log x|p x
2 + 1
(x2   1)2 dx =  s.
We compute
lim
"!0 log
1
"
([u"]
p    s) = 8 lim
"!0 log
1
"
Z +1
1
"
| log x|p x
2 + 1
(x2   1)2 dx = 0. (34)
Then we can write
[u"]p
 s
 1 + (C log 1
"
) 1 (35)
and in particular, recalling
lim
t!+1
t
(1 + Ct )
1
1 s
  t =   1
1  s,
we have Z "
 "
e
 
s
1 s
s
⇣ |u"|
[u"]
⌘ 1
1 s
dx =
Z "
 "
e
⇣
 ss
[u"]
⌘ 1
1 s |u"|
1
1 s
dx
 
Z "
 "
e
log 1"
(1+C(log 1" )
 1)
1
1 s dx
= 2"e
log 1"
(1+C(log 1" )
 1)
1
1 s ! e  11 s
(36)
as "! 0. Therefore Z
I
e
 
s
1 s
s
⇣ |u"|
[u"]
⌘ 1
1 s
dx     (37)
for some   > 0, proving (8). We shall now prove (9). From (30) and (34) it follows that
ku"kpW s,p(R)
 s
 1 +O(| log "| 1). (38)
Now using (32) and arguing as in (36) and (37), we conclude the proof.
11
References
[1] D. R. Adams. A sharp inequality of J. Moser for higher order derivatives. Ann. of Math.
(2), 128(2):385–398, 1988.
[2] Frederick J. Almgren, Jr. and Elliott H. Lieb. Symmetric decreasing rearrangement is
sometimes continuous. J. Amer. Math. Soc., 2(4):683–773, 1989.
[3] L. Brasco, E. Lindgren, and E. Parini. The fractional Cheeger problem. Interfaces Free
Bound., 16(3):419–458, 2014.
[4] A. Hyder. Moser functions and fractional moser-trudinger type inequalities. Nonlinear
Anal., 146:185–210, 2016.
[5] S. Iula, A. Maalaoui, and L. Martinazzi. A fractional Moser-Trudinger type inequality in
one dimension and its critical points. Di↵erential Integral Equations, 29(5-6):455–492, 2016.
[6] V. I. Judovicˇ. Some estimates connected with integral operators and with solutions of
elliptic equations. Dokl. Akad. Nauk SSSR, 138:805–808, 1961.
[7] Elliott H. Lieb and M. Loss. Analysis, volume 14 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, second edition, 2001.
[8] L. Martinazzi. Fractional Adams-Moser-Trudinger type inequalities. Nonlinear Anal.,
127:263–278, 2015.
[9] J. Moser. A sharp form of an inequality by N. Trudinger. Indiana Univ. Math. J., 20:1077–
1092, 1970/71.
[10] E. Parini and B. Ruf. On the Moser-Trudinger inequality in fractional Sobolev-Slobodeckij
spaces. Preprint, 2015.
[11] J. Peetre. Espaces d’interpolation et the´ore`me de Sobole↵. Ann. Inst. Fourier (Grenoble),
16(fasc. 1):279–317, 1966.
[12] S. I. Pohozaev. The Sobolev embedding in the case pl = n. Proc. Tech. Sci. Conf. on Adv.
Sci. Research 1964-1965, Mathematics Section, Moskov. Energet. Insti. Moscow, 16:158–
170, 1965.
[13] B. Ruf. A sharp Trudinger-Moser type inequality for unbounded domains in R2. J. Funct.
Anal., 219(2):340–367, 2005.
[14] N. S. Trudinger. On imbeddings into Orlicz spaces and some applications. J. Math. Mech.,
17:473–483, 1967.
12
LATEST PREPRINTS
No. Author:    Title
2016-11 I. Hedén, S. Zimmermann
The decomposition group of a line in the plane
2016-12 J. Ballani, D. Kressner, M. Peters
Multilevel tensor approximation of PDEs with random data
2016-13 M. J. Grote, M. Kray, U. Nahum
Adaptive eigenspace method for inverse scattering problems in the frequency
domain
2016-14 H. Harbrecht, M. Peters, M. Schmidlin
Uncertainty quantification for PDEs with anisotropic random diffusion 
2016-15 F. Da Lio, L. Martinazzi
The nonlocal Liouville-type equation in R and conformal immersions of the
disk with boundary singularities
2016-16 A. Hyder
Conformally Euclidean metrics on Rn  with arbitrary total Q-curvature 
2016-17 G. Mancini, L. Martinazzi
The Moser-Trudinger inequality and its extremals on a disk via energy 
estimates
2016-18 R. N. Gantner, M. D. Peters
Higher order quasi-Monte Carlo for Bayesian shape inversion
2016-19 C. Urech
Remarks on the degree growth of birational transformations 
2016-20 S. Dahlke, H. Harbrecht, M. Utzinger, M. Weimar
Adaptive wavelet BEM for boundary integral equations: Theory and 
numerical experiments
2016-21 A. Hyder, S. Iula, L. Martinazzi
Large blow-up sets for the prescribed Q-curvature equation in the Euclidean 
space
2016-22 P. Habegger
The norm of Gaussian periods
2016-23 P. Habegger
Diophantine approximations on definable sets
__________________________________________________________________________
Preprints are available under https://math.unibas.ch/research/publications
LATEST PREPRINTS
No. Author:    Title
2016-24 F. Amoroso, D. Masser
Lower bounds for the height in Galois extensions
2016-25 W. D. Brownawell, D. W. Masser
Zero estimates with moving targets
2016-26 H. Derksen, D. Masser
Linear equations over multiplicative groups, recurrences, and mixing III
2016-27 D. Bertrand, D. Masser, A. Pillay, U. Zannier
Relative Manin-Mumford for semi-abelian surfaces
2016-28 L. Capuano, D. Masser, J. Pila, U. Zannier
Rational points on Grassmannians and unlikely intersections in tori
2016-29 C. Nobili, F. Otto
Limitations of the background field method applied to Rayleigh-Bénard  
convection
2016-30 W. D. Brownawell, D. W. Masser
Unlikely intersections for curves in additive groups over positive 
characteristic
2016-31 M. Dambrine, H. Harbrecht, M. D. Peters,  B. Puig
On Bernoulli's free boundary problem with a random boundary
2016-32 H. Harbrecht, J. Tausch
A fast sparse grid based space-time boundary element method for the 
nonstationary heat equation
2016-33 S. Iula
A note on the Moser-Trudinger inequality in Sobolev-Slobodeckij spaces in 
dimension one
__________________________________________________________________________
Preprints are available under https://math.unibas.ch/research/publications
