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Abstract
Several works have shown linear speedup is achieved by an asynchronous parallel imple-
mentation of stochastic coordinate descent so long as there is not too much parallelism. More
specifically, it is known that if all updates are of similar duration, then linear speedup is possible
with up to Θ(
√
nLmax/Lres) processors, where Lmax and Lres are suitable Lipschitz parameters.
This paper shows the bound is tight for almost all possible values of these parameters.
The construction uses a variance suppressing biased random walk which might be of inde-
pendent interest.
1 Introduction
Very large scale optimization problems have arisen in many areas such as machine learning. A
natural approach for solving these huge problems is to employ parallel and more specifically asyn-
chronous parallel algorithms. As common wisdom suggests, when a small number of processors
are used in these algorithms, (linear) speedup can be achieved; but when too many processors are
involved and when they are not properly coordinated, there may be undesirable outcomes. Typi-
cally, the bound on the number of processors is implicit and is expressed in terms of the maximum
number q of basic iterations, namely single coordinate updates, that can overlap. In many scenarios
q will be a small multiple of the number of processors or cores. (In many earlier works the notation
τ was used instead of q.1)
There are several recent works which quantify how large q can be while guaranteeing linear
speedup; i.e., if q ≤ q˜ updates can overlap, then linear speedup is guaranteed; the goal in these
works is to demonstrate as large a value of q˜ as possible. Note that these results provide lower
bounds on the actual q˜ value. We present the first work concerning the inverse problem: to identify
a value q, such that if q ≥ q, then this can lead to an undesirable outcome.
∗Part of the work done while this author was working at Max-Planck Institute for Informatics, Saarland Informatics
Campus, and also during his two visits to Courant Institute, NYU in the summers of 2017 and 2018. This author
would like to acknowledge Singapore NRF 2018 Fellowship NRF-NRFF2018-07 and MOE AcRF Tier 2 Grant 2016-
T2-1-170.
†The work of Richard Cole and Yixin Tao was supported in part by NSF Grants CCF-1527568 and CCF-1909538.
1We chose the notation q to emphasize its likely similarity to p, the number of processors.
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We consider an asynchronous parallel implementation of stochastic coordinate descent (SCD)
applied to smooth convex functions f : Rn → R. We ask:
If one seeks linear speedup, what is the limit on the possible parallelism?
The prior analyses demonstrating linear speedup provided a guaranteed bound on performance;
at the same time, they implicitly provided a lower bound on the amount of parallelism compatible
with linear speedup. The best existing lower bound on the possible parallelism shows linear speedup
occurs when q = O(
√
nLmax/Lres), where q is an upper bound on how many other updates a single
update can overlap, and Lmax and Lres are Lipschitz parameters defined in Section 2. In particular,
if the durations of the updates vary by at most a factor of d and p is the number of processors at
hand, then q ≤ (d + 1)(p − 1). In fact, the existing lower bound also holds for objective functions
that are composite, i.e., of the form f(x) = g(x) +
∑n
k=1Ψk(xk), where g : R
n → R is a convex
function with a continuous gradient, and each Ψk : R→ R is a univariate convex function, but may
be non-smooth.
Main result : The existing lower bound of Θ(
√
nLmax/Lres) is asymptotically tight.
We will present an adversarial family of functions on Rn with the following property: if q
exceeds Θ(
√
nLmax/Lres) significantly, then there is an asynchronous schedule for which with high
probability no significant progress toward convergence is made for a very long time. The function
family uses a dimensionless parameter ǫ = Θ( Lres
Lmax
√
n
), which is approximately the inverse of the
possible parallelism.
We use the following function family, fǫ : R
n → R:
fǫ(x) =
1− ǫ
2
·
n∑
i=1
(xi)
2 +
ǫ
2
·
(
n∑
i=1
xi
)2
, (1)
for any ǫ satisfying Θ(1/
√
n) ≤ ǫ ≤ 1/18. As we shall see, Lmax = 1 and Lres = Θ(ǫ
√
n) for
this function family, and thus the existing lower bound on the parallelism achieving linear speedup
is Ω(
√
nLmax/Lres) = Ω(1/ǫ). To obtain bounds using arbitrary values of Lmax one can simply
multiply fǫ by Lmax, which also increases Lres by an Lmax factor.
Next, we discuss more precisely how we achieve this result. Recall that the performance of
a sequential SCD algorithm is expressed in terms of its convergence rate. On strongly convex
functions, it has a linear convergence rate, meaning that each update reduces the expected value
of the difference f(x)− f∗ by at least an (1− α/n) multiplicative factor, for some constant α > 0,
where f∗ denotes the minimum value of the function. Consequently,
E
[
f(xt)− f∗] ≤ (1− α
n
)t
· (f(x0)− f∗) .
For our proposed function fǫ, which is strongly convex, we will show that for a suitable initial point
x0, for some constant α′ ≥ α,
E
[
fǫ(x
t)− f∗ǫ
] ≥ (1− α′
n
)t
· (fǫ(x0)− f∗ǫ ) ,
and hence we have no more than a linear convergence rate.
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To achieve linear speedup with a parallel algorithm means that the same convergence rate holds,
up to constant factor (i.e., the α might be reduced by a constant factor but no more.
Prior work has shown that linear speedup is achieved when q ≤ c1
√
nLmax/Lres for some
constant c1 > 0. To achieve our main result, we show that for the function family fǫ, when
q ≥ c2
√
nLmax/Lres for some constant c2 > c1, as an adversary, it is possible to pick asynchronous
schedules such that for all t ≤ n100 (or more generally, for any constant c ≥ 1, for all t ≤ nc),
E
[
fǫ(x
t)− f∗ǫ
] ≥ 1
4
· (fǫ(x0)− f∗ǫ )
for large enough n (in general, when n = Ω(c2 log2 c)). This indicates that when q is too large,
linear speedup cannot be achieved in worst-case scenarios.
Prior Work and Asynchrony Models First, note that the bound on q is ensuring the asyn-
chrony is bounded, and so we call it q-bounded asynchrony. Some requirement of this sort is un-
avoidable, otherwise there could be updates of arbitrarily long duration, which, when they commit,
could undo an arbitrary amount of progress.
In addition to the q-bounded asynchrony assumption, we need to specify how the asynchronous
environment affects the read operations. There are two models concerning how coordinates are
read in asynchronous environments, namely “consistent” and “inconsistent” reads. In this paper,
we will use the inconsistent read model. Next, we discuss their differences.
Liu et al. [4] gave the first bound on the parallel performance of asynchronous SCD on convex
functions, showing linear speedup when q = O(
√
nLmax/Lres) assuming a consistent read model,
where Lres is another Lipschitz parameter defined in Section 2. We note that Lres = Lres for the
function family fǫ we will be analyzing in this paper. In fact, as we shall see, Lres is equal to Lres
on all quadratic functions f , i.e., f is of the form xTAx + bTx + constant, where A is an n × n
matrix, and b is an n-vector. In the consistent read model, all the coordinate values a processor
reads when performing a single update on one coordinate may be out of date, but they must have
been simultaneously current at some moment. To make this more precise, we view the updates as
committing at integer times t = 1, 2, . . ., and we write xt to be the value of x after the update at
time t. The consistent reads model requires the vector of x values used by the time t update to be
of the form xt−τ for some τ ≥ 1.
Consistent reads create a substantial constraint on the asynchrony, and so subsequent works
sought to avoid this assumption. To this end, Liu and Wright [3] proposed the inconsistent reads
model. Allowing inconsistent reads means that the x˜ values used by the time t update can be any
collection of the form (xt−τ11 , · · · , xt−τnn ), where the τj’s can be distinct; the q-bounded asynchrony
assumption implies that 1 ≤ τj ≤ q for each j. Liu and Wright showed that linear speedup (includ-
ing the more general case of composite functions) can be achieved for q = O(n1/4
√
Lmax/
√
Lres),
i.e., the square root of the previous bound. There remained several constraints on the possible
asynchrony, in addition to the q-bounded asynchrony, as pointed out by Mania et al. [5] and sub-
sequently by Sun et al. [6]. The latter works also gave analyses removing some or all of these
constraints, but at the cost of reducing the bound on q. Finally, Cheung, Cole and Tao [1] gave
an analysis achieving linear speedup for q = O(
√
nLmax/Lres), again for composite functions, with
the only constraint being the q-bounded asynchrony.
In this paper we show the bound in [1] is asymptotically tight for almost all possible values of
Lmax, Lres, and Lres for the function family (1).
3
2 Notation
Let ej denote the n-vector in which the j-th entry is 1 and every other entry is 0.
Definition 1. For any coordinates j, k, the function f is Ljk-Lipschitz-smooth if for any x ∈ Rn
and r ∈ R, |∇kf(x+ r ·ej)−∇kf(x)| ≤ Ljk · |r|; it is Lres-Lipschitz-smooth if, for all j, ‖∇f(x+
r · ej)−∇f(x)‖ ≤ Lres · |r|. Finally, Lmax := maxj Ljj and Lres := maxk
(∑n
j=1(Lkj)
2
)1/2
.
Observe that for the function fǫ we are considering,
∇jfǫ(x) = (1− ǫ) · xj + ǫ ·
n∑
i=1
xi. (2)
Consequently, Lmax = 1, and Lres =
√
1 + (n− 1)ǫ2 = Θ(ǫ√n), for ǫ = Ω(1/√n).
The difference between Lres and Lres In general, Lres ≥ Lres. Lres = Lres when the rates of
change of the gradient are constant, as for example in quadratic functions such as xTAx+bTx+ c.
We refer the reader to [1] for a discussion of why Lres is needed in general for the analysis in [1].
Next, we define strong convexity.
Definition 2. Let f : Rn → R be a convex function. f is strongly convex with parameter µ > 0, if
for all x, y, f(y)− f(x) ≥ 〈 ∇f(x) , y − x 〉+ 12µ||y − x||2.
A simple calculation shows that the parameter µ for our function fǫ has value (1 − ǫ); see
Lemma 13 in Appendix A.
The update rule Recall that in a standard coordinate descent, be it sequential or parallel
and synchronous, the update rule, applied to coordinate j, first computes the accurate gradient
∇jf(xt−1), and then performs the update given below.
xtj ← xt−1j −
∇jf(xt−1)
Γ
(3)
and for all k 6= j, xtk ← xt−1k , where Γ ≥ Lmax is a parameter controlling the step size.
However, in an asynchronous environment, an updating processor might retrieve outdated in-
formation x˜ instead of xt−1, so the gradient the processor computes will be ∇jf(x˜), instead of the
accurate value ∇jf(xt−1). Hence the update rule is in the asynchronous environment is
xtj ← xt−1j −
∇jf(x˜)
Γ
. (4)
Recall that we want to show that for any constant c ≥ 1, E [fǫ(xt)− f∗ǫ ] is large for all t ≤ nc. In
the sequel we use the term “with high probability” to mean that the event it is referring to happens
with probability at least 1− 13n−c; also, lg z = log2 z, while ln z = loge z, where e = 2.71828 · · · .
2.1 The Stochastic Asynchronous Coordinate Descent (SACD) Algorithm
The coordinate descent process starts at an initial point x0 = (x01, x
0
2, · · · , x0n). Multiple processors
then iteratively update the coordinate values, and for our analysis we assume that at each time,
there is exactly one coordinate value being updated, which we can do, as we are choosing the
asynchronous schedule.
4
Algorithm 1: SACD Algorithm for Smooth Functions.
Input: The initial point x0 = (x01, x
0
2, · · · , x0n).
Multiple processors use a shared memory. Each processor iteratively repeats the following
four-step procedure, with no global coordination among them:
Step 1: Choose a coordinate j ∈ {1, 2, · · · , n} uniformly at random.
Step 2: Retrieve coordinate values x˜ from the shared memory.
Step 3: Compute the gradient ∇jf(x˜).
Step 4: Update coordinate j using rule (4) by atomic addition.
2.2 Asynchrony Assumptions, Basic Set-up and Terminology Used in the Con-
struction
As we can see, a processor performs an update in the SACD algorithm in four steps. The four steps
are non-trivial, so the processor will take a period of time to complete them. We call this period
of time the timespan of the update.
To facilitate the description of our construction, we introduce a global clock so as to refer to the
start and commit times of all updates. The global clock is just for the purpose of our description;
it is not accessible by individual processors. We refer to the times provided by this global clock as
the “global times”. But the times should not be thought of as being measured w.r.t. fixed units;
the intervals [t, t + 1] and [t + 1, t + 2] could have arbitrarily different lengths in terms of actual
elapsed times in seconds. Each update will have a different start time, and they are given positive
integer global times t = 1, 2, 3, . . . . We denote the update that starts at global time t by Ut; we
will specify the commit times later, but they are all of the form t′ + 1/2 for some integer t′.
We let kt denote the coordinate that Ut selects.
Definition 3. An asynchronous schedule is q-bounded if the timespan of every update overlaps the
timespans of at most q other updates. The overlapping updates that commit before update t commits
are called interfering updates.
For simplicity, we assume q is a multiple of 8. To fulfill the q-bounded asynchrony assumption,
in our construction, every update Ut starts at global time t and commits at global time t+q/2+1/2,
except for some of the first q/4 updates. These updates will have commit times 1 + q/2 + 1/2, 2 +
q/2 + 1/2, . . . , q/4 + q/2 + 1/2, but they will be associated with the start times in a different way:
there will be two subsets of updates, fast updates and slow updates. Suppose there are f fast
updates with start times 1 ≤ t1 ≤ t2 ≤ . . . ≤ tf . These updates will commit in turn at times
1 + q/2 + 1/2, 2 + q/2 + 1/2, . . . , f + q/2 + 1/2; the remaining slow updates will commit at times
f + 1 + q/2 + 1/2, . . . , q/4 + q/2 + 1/2. We will explain which updates are fast and slow later.
We note the following facts which will be useful in later sections:
• the interfering updates for a slow update are all the fast updates plus the earlier starting slow
updates;
• the interfering updates for an update t ≥ q/4 + 1 include at least the previous q/4 updates,
i.e., updates Ut−1,Ut−2, . . . ,Ut−q/4.
In Step 2 of the SACD algorithm, the processor responsible for update Ut retrieves coordinate
values from the shared memory. We say the processor reads update Ut′ if it retrieves the coordinate
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value x˜k
t′
after the commit time of update Ut′ , otherwise we say the processor does not read update
Ut′ .
In the inconsistent reads model, for each coordinate being read, either the value from an in-
terfering update, if any, is read, or the most recent value available at global time t is read. Note
that if there are two or more interfering updates to the same coordinate, any or none of these
updated values can be read. In our construction, as an adversary, we enjoy the flexibility to choose
which, if any, of the updated values the processor reads. These choices are called the “asynchronous
schedule” for update Ut.
3 The Result
Cheung, Cole and Tao [1] showed the following upper bound on the performance of asynchronous
stochastic coordinate descent on strongly convex functions, where x∗ is a minimum point for the
convex function.
Theorem 1. Suppose the asynchronous updating is run for exactly t updates. Also suppose that
Lmax ≤ Γ ≤ Lres and q ≤ Γ
√
n
102Lres
. If f is strongly convex with parameter µ, then
E
[
f(xt)− f(x∗)] ≤ (1− 1
3n
· µ
Γ
)t (
f(x0)− f(x∗)) .
In Appendix A, we will prove the following theorem, which shows that the sequential stochastic
coordinate descent on our function fǫ when starting at the point x
0 = (−1,+1,−1,+1, . . .) achieves
a convergence rate that is at most a constant factor faster than the convergence rate given in
Theorem 1. Recall that µ = 1− ǫ for fǫ.
Theorem 2. Let x0 be the point with even-indexed coordinates equal to +1 and odd-indexed co-
ordinates equal to −1. Suppose the sequential stochastic coordinate descent is run for t steps on
function fǫ starting at point x
0. Then
E
[
fǫ(x
t)− fǫ(x∗)
] ≥ (1− 2
n
· 1− ǫ
Γ
)t (
fǫ(x
0)− fǫ(x∗)
)
.
Theorem 1 applies to every asynchronous schedule that obeys q-bounded asynchrony for q ≤
Γ
√
n
102Lres
. Thus to show that it does not extend to larger values of q, it suffices to show a single
asynchronous schedule for which there is insufficient convergence. In fact we are going to show a
considerably stronger result.
Note that Theorem 1 shows that starting at point x0 = (−1,+1,−1,+1, . . .), the expected
value of fǫ is reduced to at most δ after
3nΓ
1−ǫ
(
lnn+ ln 1−ǫ2δ
)
updates, and, for example, if we choose
Γ = Lmax = 1 and ǫ ≤ 12 , to obtain a bound of δ = 1/n100 say, would require at most 606n ln n
updates.
We will show that for q ≥ 74
√
n
Lres
+ Θ(lnn), there is an asynchronous schedule for which with
probability 1−1/n100, for the first n100 ≫ 606n ln n updates, there is essentially no progress toward
convergence. This probability is over the nT possible choices of sequences of coordinates to update
over the full set of T = n100 updates.
Actually our result applies not just for n100, but for every nc for constant c ≥ 1 (the only detail
is that the Θ(lnn) term in the bound on q becomes Θ(c lnn)).
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Next, we clarify what are legitimate asynchronous schedules. We view the possible length T = nc
computations as being specified in the first instance by the nT choices of coordinates to update
over the T updates in the computation. It is helpful to view this a a tree, with each node at depth
s corresponding to one collection of choices for the first s coordinates. Each edges is labelled with
the corresponding coordinate choice.
There are two aspects to the asynchrony. First, different updates can take different amounts
of time. As already described in Section 2.2, the updates Ut for t > q/4 will all take q/2 + 1/2
time to commit, but the earlier updates will be partitioned into fast and slow updates, and their
timespans’ lengths can range between q/4 + 3/2 and 3q/4 − 3/2 (actually, the bounds are a little
tighter, but this is not important).
The second aspect concerns how long reads take and hence which values are read. The reads
are implemented within a computer system in which many hardware and software components are
interacting rapidly and asynchronously (components including the CPU, memory unit, and moth-
erboard, as well the operating system and its job scheduling scheme). Thus in general one cannot
assume different reads take the same amount of time, or that the reads of a particular coordinate
by different processors takes the same amount of time. We allow the following asynchronous choice:
Suppose update Ut reads coordinate xj . If an update of coordinate xj completes in the time interval
It = [t+1/2, t+ q/2− 1/2] then Ut may read this updated value or may read the value available at
time t. If there is more than one update of xj completed during time interval It, Ut may read any
one of these updated values, or the value available at time t. There is no requirement that updates
Ut and Ut+1 end up reading the same values (perhaps the reads of the same coordinate takes differ-
ent amounts of time depending on the above-mentioned volatile and asynchronous impacts faced
by the processors executing these two updates).
One important point to observe concerns two computation paths that diverge at time t; let Ut and
U ′t be the corresponding updates at time t. Ut and U ′t need not match on the asynchronous choices
they face. This may seem contrived for our function as both updates read all the coordinates, and
so one would imagine there ought to be no differences in the asynchronous schedule they face. But
maybe the reads are made in different orders for different coordinate updates; in fact, the existing
analyses showing a linear rate of convergence allow this. More importantly, the bound in Theorem 1
hold for all possible q-bounded asynchronous schedules, and therefore to show this bound no longer
holds, for a given large enough n, it suffices to identify one q-bounded asynchronous schedule for
which it does not work. Of course any single asynchronous schedule may seem unnatural, but
providing a convincing definition of “unnatural” schedules seems daunting.
In order to state what we mean when we claim that our asynchronous coordinate descent makes
essentially no progress, we introduce the notion of stalling. We require ǫ ≤ 118 and Γ ≥ 1.
Definition 4. An asynchronous schedule of the coordinate descent is said to stall for t updates if
throughout these t steps, for α := 1−ǫΓ and ν :=
3ǫα
Γ−6ǫ ≤ α/4,
• every coordinate with initial value 1 has an ideal value of either 1 or 1− α;
• every coordinate with initial value −1 has an ideal value of either −1 or −(1− α);
• each actual value is either ideal or near-ideal: in the latter case the value may differ from the
corresponding ideal value by a value in ±[23ν, ν].
When there is stalling, note that for Γ ≥ 2, α+ν ≤ 5α/4 ≤ 5/8, so all coordinates have absolute
value of at least 3/8, and hence the value of fǫ is at least
1−ǫ
2 · n ·
(
3
8
)2 ≥ 964 · (fǫ(x0) − f∗ǫ ). In
7
fact, we can show a stronger lower bound on the expected value of fǫ(x
t) − f∗ǫ for any Γ ≥ 1.
In Lemma 12, we will show that when there is stalling, the expected number of coordinates with
values in the range ±[1 − ν, 1 + ν] is at least n2 − 1; we will also show that stalling occurs with
probability at least 1 − 1/nc, and consequently the expected value of the function is at least
1−ǫ
2 ·
(
n
2 − 1
) · (34)2 · (1− 1nc ) ≥ 14 · (fǫ(x0)− f∗ǫ ), if (n2 − 1) · (1− 1nc ) ≥ 49n, which holds if n ≥ 27
and c ≥ 1.
We will show:
Theorem 3. For each c ≥ 1, for large enough n, namely for n ≥ q2/4, if LresLmax satisfies 372 · ΓLmax <
Lres
Lmax
≤ 118
√
n− 1, then for q ≥ q ,
⌈
74Γ
√
n
Lres
+ 96c ln n+ 435
⌉
, with probability at least 1 − 1/nc,
there is an asynchronous schedule for which the coordinate descent stalls for at least nc updates
when applied to the function Lmax · fǫ in (1) with ǫ =
√(
Lres
Lmax
)2−1
n−1 . Furthermore, for any t ≤ nc,
E
[
fǫ(x
t)− f∗ǫ
] ≥ 1
4
· (fǫ(x0)− f∗ǫ ).
For any smooth convex function, the possible values for LresLmax range between 1 and
√
n. Setting
Γ = Lmax, Theorem 3 applies when this ratio lies between
37
2 and
1
18
√
n, which covers almost the
entire range of possible values. The upper bound on q in Theorem 3 is asymptotically tight due to
the lower bound in Theorem 1, except when LresLmax ≫
√
n
lnn , and then the upper bound is larger than
the lower bound by a factor of at most O(lnn).
Remark We note that for our construction, the parameter τ defined in [4] has value τ = 34q.
4 The Motivating Idea Behind the Construction
We suppose Lres is given. We will give the construction for q = q, since for any larger value of q
we can use the asynchronous schedule for the setting with q.
Recall that our target is to show that stalling, as defined in Definition 4, occurs. For the purposes
of this high-level explanation, for the moment we ignore the term ±[23ν, ν]. Then each coordinate
has two possible values when stalling: either one of 1 and (1 − α), or one of −1 and (1 − α). Our
target is to show that by choosing an appropriate asynchronous schedule, then for a long time each
coordinate can only move between its two possible values.
Note that choosing an asynchronous schedule amounts to choosing which recent updates are
read and which are not read (or ignored). So henceforth we will simply describe which updates are
read.
In an ideal situation, after t updates, t ≥ q/2, there would be exactly the same number mt of
coordinates with each of the values ±1, and the same number n/2 −mt of coordinates with each
of the values ±(1 − α), and furthermore this would have been true after the first t− q/2 updates
also. Let’s further suppose that the previous q/2 updates were all to distinct coordinates, that
q/4 updates were an increase in value by α (either from −1 to −(1 − α) or from (1 − α) to 1),
and the other q/4 were a decrease in value by α. We call the increase-in-value updates increasing
updates and the decrease-in-value ones decreasing updates. We define the baseline gradient to be the
gradient that would be computed if this were a sequential computation, i.e., for each coordinate,
the value that is read is the one from the most recent update to that coordinate among the first
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t− 1 updates (and if there is no such update, the original value is read). If instead, the t-th update
did not read some of the values coming from the preceding q/2 updates then we will show that if q
is large enough, we will be able to either keep the updated coordinate unchanged, or flip its value
(±1 to ±(1− α) resp., and ±(1− α) to ±1 resp.).
In particular, if the coordinate being updated had value 1, using the baseline gradient of value
1−ǫ would cause the coordinate value to be updated to 1−α; if instead, the previous q/4 decreasing
updates were not read, then by (2), the computed gradient would be reduced to 1 − ǫ − 14ǫαq.
So long as 14ǫαq ≥ 1 − ǫ, we could choose the number of decreasing updates to ignore so that
the computed gradient is zero (up to ±ǫα), and hence the update would leave the value of the
coordinate unchanged (up to ±ǫα/Γ; this is why we need the extra ±[23ν, ν] term).
Recall that α = (1− ǫ)/Γ, and for fǫ, Lres = Θ(ǫ
√
n). Thus, we need q to satisfy
q ≥ 4(1− ǫ)
ǫα
=
4Γ
ǫ
= Θ
(
Γ
√
n
Lres
)
. (5)
Similarly, if the coordinate being updated had value 1 − α, if instead of using the baseline
gradient of value (1− ǫ) · (1−α), by not reading the previous q/4 decreasing updates, the computed
gradient would be reduced to (1 − ǫ) · (1 − α) − 14ǫαq. So long as 14ǫαq ≥ (1 − ǫ) · (1 − α) + αΓ,
we could choose the number of decreasing updates to ignore so that the update would either leave
the value of the coordinate unchanged or reset it to the value 1 (up to ±ǫα/Γ). Thus, we need q
to satisfy
q ≥ 4(1 − ǫ)(1− α) + 4αΓ
ǫα
=
4Γ(1− α)
ǫ
+
4Γ
ǫ
= Θ
(
Γ
√
n
Lres
)
. (6)
To determine whether an update should leave the value of a coordinate unchanged, which we
call a stay-still update, or swap to its other possible value, we will use a biased random walk which
will be introduced in the next section.
In Theorem 3, the value of q is Θ
(
Γ
√
n
Lres
+ c lnn
)
, which has an additional term Θ(c lnn) on top
of the bounds given in (5) and (6). This additional term is needed because we are dealing with
random processes (e.g., random coordinate choices, and the biased random walk) which require q
to be at least this quantity to make sure that our desired properties (e.g., that there are sufficiently
many decreasing and increasing updates in any consecutive q/4 updates) hold with high probability.
The ability to identify an asynchronous schedule which chooses the correct number of decreasing
or increasing updates to ignore allows us to approximately maintain the perfect partitioning of the
coordinates postulated above.
5 The Analysis
5.1 The Actual Construction
Notation Let C be the set of all n coordinates. Let C1 be the set of coordinates with initial
value +1 and C−1 the set of coordinates with initial value −1. Note that |C1| = |C−1|. An update
Ut is an even update if t is an even integer; otherwise it is an odd update.
Recall the definition of stalling in Definition 4. Each coordinate will have its ideal value switching
between two possible values. We call a coordinate in C1 with value +1, or a coordinate in C−1 with
value −(1− α) an up coordinate; they form the set U . The remaining coordinates are called down
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coordinates, and form the set D. Let uˆ and dˆ be two counters which count the number of up and
down coordinates respectively. Note that initially uˆ = dˆ = n/2, so |uˆ− dˆ| = 0.
For each coordinate j, we write xj as the sum of its ideal value x
I
j and the remaining perturbation
δj ∈ [−ν, ν]:
xj = x
I
j + δj .
We specify three fixed values that are used in our analysis:
b1 , 1 + lg 3 + 2c lg n
b2 , 2 +
lg 9 + 2c lg n
3 lg 3/2
b3 , 1 + ln 3 + 2c lnn.
Now, we specify the slow and fast updates, and review the definition of decreasing, increasing,
and stay-still updates.
Definition 5. An update is decreasing if it decreases the ideal value of a coordinate (from 1 to
1− α, or from −(1− α) to −1), it is increasing if it increases the ideal value of a coordinate, and
it is stay-still if it leaves the ideal value unchanged. Remember that the actual value is near-ideal
and not ideal in general. For brevity, we refer to increasing and decreasing updates collectively as
moving updates.
The first q/4 updates are either slow or fast. The fast updates are those that are the first update
to the coordinate in question; they are all either decreasing or increasing.
As we have seen, we want the sum of the values of the coordinates to be close to 0, as stated in
the following Invariant.
Invariant 1.
∣∣∣∑nj=1 xj∣∣∣ ≤ 12αb1 + νb2 for the first nc updates.
Invariant 1 holds if the following two invariants hold.
Invariant 2. For the first nc updates,
∣∣∣uˆ− dˆ∣∣∣ ≤ b1. Equivalently, ∣∣∣∑nj=1 xIj ∣∣∣ ≤ b12 · α.
Invariant 3. For the first nc updates,
∣∣∣∑nj=1 δj∣∣∣ ≤ νb2.
To maintain the above two invariants with high probability we will use two biased random walks
to guide the choice of update values; we present them in Sections 5.4 and 5.5.
In order to be able to choose update values, we need a sufficiency of recent decreasing and
increasing updates at all times, as specified in Invariant 5 below. We also need that most of the
updates in each interval of q/4 successive updates be to distinct coordinates. For t ≥ q/4, let It
denote the time interval [t − q/4 + 1, t], We call the first updates to coordinates in this interval
available updates for (the computation of the gradient by) update Ut (i.e., for each such coordinate
the available update is the first time it is updated in this interval). We let bIt be the number of
non-available updates during this interval.
We will show the following invariant holds with high probability.
Invariant 4. For all q/4 ≤ t ≤ nc, bIt ≤ b3.
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Invariant 5. For update Ut, with t > q/4, among the q/4 most recent earlier (necessarily interfer-
ing) updates, at least λq are available and decreasing and at least λq are available and increasing,
and for slow updates Ut (necessarily having t ≤ q/4) all the fast updates are interfering and at
least λq of them are available and decreasing and at least λq are available and increasing, where
λ = 116 − 1q (b1 + b3).
To maintain these invariants it will suffice to avoid the following three types of failure.
At time t, but no earlier, one or more of the following occurs:
1. There were more than b3 updates to repeated coordinates in the previous q/4 updates;
2. the sum of the ideal values of the coordinates lies outside the range ±12αb1;
3. |∑j δj | > νb2.
In Corollary 6, Corollary 8 and Lemma 11, resp., we will show that each type of failure occurs with
probability at most 1/(3n2c), meaning that the overall failure probability over nc steps is at most
1/nc.
Proof of Theorem 3 Note that multiplying function fǫ by Lmax increases Lres by a multiplicative
Lmax factor, thus to prove the result it suffices to prove it on function fǫ with Lmax = 1.
If there have been no failures through time t− 1 ≥ q/4, Lemma 9 in Section 5.4 will show that
Invariant 5 holds at the start of update Ut, i.e., that there are a sufficient number of recent available
decreasing and increasing updates; it also shows this claim holds for the slow updates. Assuming
that the coordinate values have been near-ideal up to this point (see Definition 4), given that there
is a sufficient number of available moving updates, Lemma 4 will show that the current update
will be able to choose whether to make a moving or a stay-still update and in addition to choose
the range of the near-ideal value, i.e. whether the relevant δj ∈ [23ν, ν] or in [−ν,−23ν], This means
that the next step of both random walks can be performed as specified in Sections 5.4 and 5.5 (for
all the first random walk needs is the ability to choose whether the update is moving or stay-still,
while the second random walk just needs to be able to choose the range of the near-ideal value as
described above).
Thus the near ideal state of the coordinate values is maintained for nc steps, modulo a failure
probability of at most 1/nc, the constraint from (7) in Lemma 4, plus the conditions q ≤ 4√n
and n ≥ 9 in Corollary 6. By Lemma 14 in Appendix A, this constraint is satisfied if q ≥
64Γ
ǫ + 96c ln n+ 579.
Finally we replace the ǫ in the constraint with Lres and
√
n. To this end, recall that ǫ2(n− 1) =
L2res − 1. By assumption, Lres ≥ 2Γ ≥ 2. Then
64Γ
ǫ
=
64
√
n− 1√
L2res − 1
≤ 64
√
n√
3/4Lres
≤ 74
√
n
Lres
,
which yields the lower bound on q in Theorem 3.
The upper bound on Lres occurs because ǫ ≤ 118 . In other words, L2res ≤ 1+ ǫ2(n− 1) ≤ 1+ n−1182 ,
and so Lres ≤
√
n−1
18 suffices.
Finally, the lower bound on E
[
fǫ(x
t)− f∗ǫ
]
is due to the discussion before Theorem 3 and
Lemma 12 in Section 5.6.
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5.2 Controlling the Values of Updates
The goal in this subsection is to obtain precise bounds corresponding to (5) and (6) in Section 4,
which take into account the inaccuracies we discussed in the previous subsection.
The fast updates (among the initial q/4 updates) will all use the initial coordinate values to
compute the updated coordinate values. As these are all first updates to the relevant coordinates,
they will update the values from +1 to (1− α) (or from −1 to −(1− α)).
For the slow updates, the baseline gradient is the gradient computed with the original coordinate
values (the values at time t = 0). For the remaining updates, it is convenient to redefine the baseline
gradient for the update at time t to be the gradient that results if for each coordinate we ignore all
the updates from the previous q/4 time steps. We will control the computed gradients by reading
some of the updated values that were ignored in the baseline gradient computation: in particular,
we will read either some of the decreasing available updates or some of the increasing available
updates among these preceding q/4 updates (for the slow updates, the updates that may be read
come from the fast updates). More specifically, for each such coordinate, we may read either the
available update, or only the most recent value from earlier than this, namely the value used in the
baseline computation. Reading this recent value for one such coordinate can change the value of
the computed gradient by at most ±ǫ(α+2ν), and hence change the value of the coordinate being
updated by at most ± ǫ(α+2ν)Γ = ±13ν, as ν = 3ǫαΓ−6ǫ . Then, assuming we can read sufficiently many
such coordinates, we want to ensure that each coordinate always takes on our choice of desired
value (one of (1− α) + δ), (1 + δ) for a coordinate in C1, and one of −(1− α) + δ), −(1 + δ) for a
coordinate in C−1 where δ ∈ ±[23ν, ν]), as specified in Definition 4.
Lemma 4. Suppose that ǫ ≤ 1/18 and Γ ≥ 1. Let Ut be either a slow update (with t ≤ q/4) or
an update with t > q/4. For t > q/4, suppose that among the previous q/4 updates at least λq
are available and decreasing and at least λq are available and increasing, and for the slow updates,
suppose the statement applies to the fast updates. Then, if the following condition holds, Ut can keep
the coordinate it is updating either close to its current ideal value (a stay-still update) or change
it value to be close to its other choice of ideal value (a moving update), where the values are as
specified in Definition 4.
1
2
λqǫα ≥ 2(1 − ǫ) + ν + 2Γν + ǫα
(
1
2
b1 +
ν
α
b2
)
. (7)
Proof. We will determine the gradient needed for each of the possible desired updates and compare
this value to the baseline gradient in order to determine how many decreasing or increasing available
updates need to be read.
By Invariant 1,
∣∣∣∑nj=1 xj∣∣∣ ≤ 12αb1 + νb2; consequently, the baseline gradient lies in the range
(1− ǫ) · xt−q/4kt ± ǫα
(
1
2
b1 +
ν
α
b2
)
. (8)
By reading λq increasing available updates, the gradient computed by the processor will be
larger than the baseline gradient by at least λq · ǫ · (α−2ν) ≥ 12λqǫα, if α ≥ 4ν, i.e., if Γ−6ǫ ≥ 12ǫ,
which is true since Γ ≥ 1 and ǫ ≤ 1/18. Symmetrically, by reading λq decreasing available updates,
the computed gradient can be smaller than the baseline gradient by at least 12λqǫα.
Suppose coordinate kt is being updated. If its value is 1 + δkt , the desired update is to either a
value 1 + δ′kt or to 1 − α+ δ′kt , where δkt ∈ {0} ∪ ±[23ν, ν] and δ′kt ∈ ±[23ν, ν]. Thus, the computed
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gradient should be either Γ(δkt−δ′kt) or Γ(α+δkt−δ′kt). To be able to obtain these computed values,
it suffices that 12λqǫα be at least the difference between the baseline gradient and the computed
gradient. As x
t−q/4
kt
≤ 1 + ν, it suffices that
1
2
λqǫα ≥ (1− ǫ)(1 + ν) + Γ(δ′kt − δkt) + ǫα
(
1
2
b1 +
ν
α
b2
)
. (9)
And for a coordinate with ideal value ±(1− α) we obtain
1
2
λqǫα ≥ (1− ǫ)(1− α+ ν) + Γ (α+ δ′kt − δkt)+ ǫα(12b1 + ναb2
)
. (10)
The bound
1
2
λqǫα ≥ 2(1 − ǫ) + 2Γν + ǫα
(
1
2
b1 +
ν
α
b2
)
(11)
covers both (9) and (10) as α = 1−ǫΓ and |δkt |, |δ′kt | ≤ ν < α.
5.3 Invariant 4 Occurs with High Probability
For the purposes of this portion of the analysis, we view the sequence of the indices of the coordinates
selected for updating as a random string, σ = i1i2i3 . . ., in which each character in the string is
chosen from the n-character alphabet Σ = {1, 2, . . . , n}. We say a character in a string σ is
reappearing if it has already occurred to the left of its current location. For example in the string
1211, the second and third 1’s are reappearing characters. We will also say that a coordinate is
reappearing if the corresponding index is reappearing.
We begin with the following lemma.
Lemma 5. Let Σ be an n-character alphabet, where n ≥ 9. Let σ be a random string of length
q′ ≤ √n, where each character of σ is chosen uniformly at random from Σ. Then for any γ ≥ 4,
the probability that there are γ + 1 or more reappearing characters in σ is at most e−γ.
Proof. Think of the q′ characters as being randomly generated one by one from left to right. Clearly,
the i-th character is reappearing with probability at most (i − 1)/n unconditionally. Also, note
that
∑q′
i=1(i − 1)/n ≤ 1/2 < 1 since q′ ≤
√
n and n ≥ 9. Thus, by a Chernoff bound [2, Theorem
3.2], for any γ ≥ 4, the number of reappearing characters is more than 1 + γ with probability at
most e−γ .
Corollary 6. Suppose that q ≤ 4√n and n ≥ 9. Let I be a sequence of q/4 consecutive updates.
Then, with high probability, i.e., with probability at least 1− 13n−2c, there are at most b3 = 1+ln 3+
2c ln n reappearing coordinates among these updates.
5.4 A Biased Random Walk Showing Invariant 2 Occurs With High Probability
Next, we describe the rule for updating all ideal values. Recall that each coordinate assumes
near-ideal values close to one of two ideal values.
(A) At odd time steps, the ideal value is flipped.
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(B) At even time steps,
• if uˆ = dˆ, the ideal value of the chosen coordinate is kept unchanged.
• if uˆ > dˆ, if the chosen coordinate is in set D its ideal value is kept unchanged; otherwise,
its ideal value is flipped.
• if uˆ < dˆ, we proceed as above but with the roles of U and D swapped.
The set-up has two targets in mind:
• First, we want the difference between uˆ and dˆ to remain small for a long time with high
probability. Rule (B) is designed to achieve this.
• Second, we want that for nc updates, some sufficiently large q and some λ = Ω(1), the
following happens with high probability: for any q/4 ≤ t ≤ nc, among the updates at times
t − q/4 + 1 to t, at least λq are increasing, and another λq are decreasing. As we will see,
Rule (A) in combination with Rule (B) are designed to achieve this.
Let Xt denote the value of
∣∣uˆ− dˆ∣∣ at time t. Initially, X0 = 0. Observe that rules (A) and (B)
imply:
• At odd time step t, if Xt−1 > 0, then with probability at least 1/2, Xt = Xt−1 − 1, and
otherwise, Xt = Xt−1 + 1. If Xt−1 = 0, then Xt = 1.
• At even time step t, if Xt−1 > 0, then with probability at least 1/2, Xt = Xt−1 − 1, and
otherwise Xt = Xt−1. If Xt−1 = 0, then Xt = 0.
Since the above probabilities are not exactly 1/2, a direct analyses is difficult. Instead, we first
analyze another random walk {Yt} in which the above probabilities are exactly 1/2, and then use
it to analyze {Xt}.
Auxiliary Random Walk {Yt}. Let ptc = P [Yt = c]. Note that p00 = 1, and for c ≥ 1, p0c = 0.
We have the following recurrence relations:
p2t+20 =
1
2
p2t0 +
1
2
p2t1 +
1
4
p2t2
p2t+21 =
1
2
p2t0 +
1
4
p2t1 +
1
4
p2t2 +
1
4
p2t3
p2t+2c =
1
4
p2tc−1 +
1
4
p2tc +
1
4
p2tc+1 +
1
4
p2tc+2, for c ≥ 2.
Then it is easy to prove by induction on t that: for any t ≥ 0, p2t0 ≥ p2t1 , and for any c ≥ 1,
p2tc ≥ 2 ·p2tc+1. For any t ≥ 0 and c ≥ 1, this implies p2tc ≤ 1/2c, and consequently P [Y2t > c] ≤ 1/2c.
Since Y2t−1 ≥ c+ 1 implies that Y2t ≥ c, it follows that P [Y2t−1 ≥ c+ 1] ≤ 1/2c.
Back to Analyzing {Xt}. Next, we derive similar tail bounds for {Xt} by using an auxiliary
random walk. This is achieved via a “comparison technique”.
We consider two infinite sequences s1 and s2.
• Each term in s1 is randomly and independently generated, taking on one of the values
+1, 0,−1,−2, each one occurring with probability 14 .
14
• The generation of s2 can be arbitrary; the only constraint is that every term must be non-
positive.
Then we generate two sequences {X2t}, {Y2t} using the following rules. The first rule applies to
both {X2t} and {Y2t}; we use {Z2t} to denote either of them.
• Z2t = max{Z2(t−1) + s1t , 0}.
• After applying the above rule to {X2t}, add s2t to X2t.
It is easy to check that the first rule is mimicking the random generation of {Y2t}. Observe that
{X2t} is actually a random walk which is at least as biased towards the zero point as {Y2t}. s2 is
used to mimic the marginal change due to the inexact probabilities when generating {X2t}; this is
non-positive with certainty.
We claim that for any fixed sequences s1, s2 and for all t, X2t ≤ Y2t with certainty. First, note
that this is true for t = 0. An easy induction then verifies the claim for all t. For the first rule first
computes Z2(t−1) + s1t , which maintains the relative order, as does taking a minimum with 0, as
does adding the non-positive s2t to X2t.
Consequently, the tail bounds for {Yt} also hold for {Xt}. We obtain:
Lemma 7. For any c ≥ 1, for any t ≤ nc, with probability at least 1− 13n−2c, Xt ≤ 1+lg 3+2c lg n =
b1.
We conclude:
Corollary 8. A failure at time t due to |uˆ− dˆ| > b1 occurs with probability at most 13n−2c.
Proof. A failure at time t due to |uˆ − dˆ| > b1 corresponds to Xt > b1 for the first time at time t,
which clearly has probability at most 13n
−2c.
We now show that assuming no failure there are sufficiently many increasing and decreasing
updates.
Lemma 9. If there has been no failure up to time t− 1 for t ≥ q/4, then Invariant 5 holds at the
start of update Ut.
Proof. Without loss of generality, suppose that there are at least as many increasing as decreasing
updates during this time interval. At the start of these q/4 updates, dˆ − uˆ ≤ b1, and at the end,
uˆ − dˆ ≤ b1. So there can be at most 2b1 more increasing than decreasing updates during this
interval. Note that the updates at odd time steps are all increasing or decreasing, so there are at
least q/8 of these types of updates. It follows that there are at least q/16 − b1 decreasing updates
(for otherwise there would be fewer than q/16+ b1 increasing updates and a total of fewer than q/8
updates).
By Corollary 6, all but b3 of these q/4 updates are available, implying that there are at least
q/16 − b1 − b3 available decreasing updates and at least the same number of available increasing
updates.
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5.5 An Analogous Biased RandomWalk Showing Invariant 3 Occurs With High
Probability
We will bound ∆ =
∑
j∈C∩D δj . Here, D is a subset of A which contains all the coordinates whose
values are not their ideal values. Remember, all coordinates that have never been updated will
have value equal to one of ±1 while coordinates that have been updated just once via a fast update
will have value equal to one of ±(1− α).
We want to keep |∆| small. Our approach is as follows.
For all other updates, we will choose the updated value to be in ±1±[23ν, ν] or in ±(1−α)±[23ν, ν].
Therefore, once a coordinate j is in D, it will remain in D forever.
Let D+ ⊂ D denote the coordinates in ±1 + [23ν, ν] or ±(1 − α) + [23ν, ν] and D− ⊂ D denote
the coordinates in ±1− [23ν, ν] or ±(1− α)− [23ν, ν].
If ∆ ≥ 0, then we make the following updates.
1. If the coordinate to be updated is in D−, then we keep it in D−;
2. if the coordinate to be updated is in D+, then we move it to D−;
3. if the coordinate to be updated is in C/D, then we move it to D−.
Let’s calculate the probability that each of the above updates occurs. If ∆ ≤ 0, then∑i∈D+ δi+∑
i∈D− δi ≤ 0. This implies 23 |D+| − |D−| ≤ 0, and we obtain |D−| ≥ 23 |D+|. Then, (1) happens
with probability at most 35
|D|
|C| ; (2) happens with probability at least
2
5
|D|
|C| ; and (3) happens with
probability |C|−|D||C| .
Next, we will see how these updates change the value ∆:
• update (1) will change ∆ by a value in [−13ν, 13ν];
• update (2) will decrease ∆ by a value in [43ν, 2ν];
• update (3) will decrease ∆ by a value in [23ν, ν].
The case that ∆ < 0 is symmetric.
As in the previous section, we also use discretization. To this end, we will be considering a
process that changes the value of |∆| in units of 13ν. At worst, update (1) increases |∆| by 13ν; and
if |∆| ≥ 2ν = 6 ( 13ν), then update (2) decreases |∆| by at least 4 (13ν), and update (3) decreases
|∆| by at least 2 ( 13ν). Finally, if |∆| < 6 (13ν), then updates (2) and (3) leave |∆| ≤ 6 (13ν). This
leads us to consider the following process. Let Rt be non-negative integer-valued random variables
which vary over discrete times according to the rules given below. We also define a sequence {at}
of probabilities corresponding to the probabilities of updates (1)–(3) above.
• R0 = 0.
• If Rt ≤ 5, then Rt+1 ≤ 6, but otherwise can be arbitrary.
• If Rt ≥ 6, with probability 35at, Rt+1 = Rt + 1;
with probability 25a
t, Rt+1 = Rt − 4; and with probability (1− at), Rt+1 = Rt − 2.
Let pti = P [Rt = i]. Note that p
0
0 = 1. We will show:
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Lemma 10. pti ≤
(
2
3
)i−6
for all i ≥ 6 and t ≥ 0.
Proof. The following recurrence specifies pti:
pt+1i =
2
5
atpti+4 +
3
5
atpti−1 + (1− at)pti+2 for i > 6.
Necessarily pt6 ≤ 1, verifying the claim for this case. Also, p0i = 0 for i > 6, verifying the claim in
this case too. The claim for the remaining cases is verified by induction, as follows. For any i > 6
and t ≥ 0,
pt+1i ≤
2
5
at
(
2
3
)i+4−6
+
3
5
at
(
2
3
)i−1−6
+ (1− at)
(
2
3
)i+2−6
≤
(
2
3
)i−6( 32
405
at +
9
10
at +
4
9
(1− at)
)
≤
(
2
3
)i−6
.
Let qit denote the probability that Rt ≥ i. Clearly qti =
∑
j≥i p
t
j ≤ 3
(
2
3
)i−6
.
Now we turn back to bounding |∆|. Let rti be the probability that |∆|/(13ν) has value at least i.
Clearly, rti ≤ qti , as can be justified by means of an argument using two sequences, as in Section 5.4.
We obtain our desired bound on the failure probability:
Lemma 11. For any c ≥ 1, for t ≤ nc, a failure at time t due to |∆| being larger than
[
2 + lg 9+2c lgn3 lg(3/2)
]
ν
occurs with probability at most 13n
−2c.
Proof. A failure due to |∆|/(13ν) ≥ 6+ h occurring exactly at time t corresponds to Rt > 6 + h for
the first time at time t. The probability that Rt ≥ 6 + h, at any given time t during the first nc
updates, is at most 3
(
2
3
)h
and this is bounded by 13n
−2c if
(
2
3
)h ≤ 19n−2c, which yields the claimed
bound.
5.6 Sufficiently Many Coordinates with Ideal Values ±1
When Γ ≥ 2, as discussed before stating Theorem 3, stalling guarantees that (fǫ(xt)− f∗ǫ ) is large
with high probability. However, when 1 ≤ Γ < 2, stalling, based solely on its definition, cannot
exclude the possibility that the minimum point of fǫ, which is the zero vector, is approximately
reached. Here, we show that the expected number of coordinates with ideal values ±1 is at least
n/2− 1, which leads to the lower bound on E [fǫ(xt)− f∗ǫ ] in Theorem 3.
Lemma 12. Suppose n ≥ 2. At all times, once failed computations are removed, the expected
number of coordinates with ideal values ±1 is at least n/2− 1.
Proof. We define coordinates with ideal value ±1 to be far coordinates, and the remaining coordi-
nates (with ideal value ±(1− α)) to be near coordinates. Initially all coordinates are far.
Consider the tree of all possible length T = nc computation paths. On any given path, either
there are always at least as many far as near coordinates, or there is a first node where there are
equal numbers of near and far coordinates. Let v be such a node. Note that at node v, the number
of coordinates with ideal value +1 equals the number of coordinates with ideal value −(1 − α),
and similarly the number of coordinates with ideal value −1 equals the number of coordinates
with ideal value (1 − α). Suppose that on some path continuing from v, these numbers evolve as
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(nt1, n
t
2, n
t
3, n
t
4), where t is the time of the updates subsequent to node v; then there is a second
path continuing from v in which these numbers evolve as (nt2, n
t
1, n
t
4, n
t
3). This follows because at
node v, n1 = n2 and n3 = n4, so an update is equally likely to be made to a coordinate of value
+1 and a coordinate of value −(1 − α), and similarly an update is equally likely to be made to a
coordinate of value −1 and a coordinate of value (1−α). The paths are then defined by performing
“mirror-image” updates (i.e., an update to a +1 coordinate on one path corresponds to an update
to a −(1−α) coordinate on the other path, and the updates to coordinates of value −1 and (1−α)
are similarly paired. We conclude that at all times t subsequent to the time of the update that led
to node v, on paths descending from v, in expectation, the number of coordinates with values ±1
equals the number of coordinates with value ±(1− α).
Thus averaged over all paths, before we eliminate paths due to failure, the expected number of
far coordinates is at least as large as the expected number of near coordinates.
Now at most a 1/nc fraction of the paths are eliminated. Let n/2− a be the expected number
of far coordinates on the remaining paths. Then,(n
2
− a
)
·
(
1− 1
nc
)
+ n · 1
nc
≥ n
2
,
which implies a ≤ n2nc(1−1/nc) ≤ n2(n−1) ≤ 1 as c ≥ 1 and n ≥ 2.
6 Discussion
We have shown a tight asymptotic upper bound on the possible parallelism for achieving linear
speedup when using asynchronous coordinate descent for almost the whole range of LresLmax . This
upper bound holds even for composite functions. However, it does require the inconsistent read
model rather than the more restrictive consistent read model, so as to allow the adversary to have
the flexibility to choose which updates are not read.
Our upper bound is a factor of O(lnn) off from the best currently known lower bound when
Lres/Lmax = Ω(
√
n
lnn), i.e., when ǫ = Ω(1/ ln n) and our upper bound is Θ(lnn), rather than the
currently best known lower bound of Θ(1/ǫ). The primary reason is that in our construction, we
need q to be at least Θ(lnn) to ensure that the flexibility of the adversary is maintained with high
probability.
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A Missing Proofs
Lemma 13. The strong convexity parameter of fǫ is (1− ǫ)/2.
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Proof.
fǫ(y)− fǫ(x)− 〈 ∇fǫ(x) , y − x 〉
≥ 1− ǫ
2
∑
i
y2i − x2i +
ǫ
2
[(∑
i
yi
)2 − (∑
i
xi
)2]− (1− ǫ)∑
i
(xiyi − x2i )− ǫ
[(∑
i
xi
)(∑
i
yi −
∑
i
xi
)]
≥ 1− ǫ
2
∑
i
(y2i + x
2
i − 2xiyi) +
ǫ
2
[(∑
i
yi
)2
+
(∑
i
xi
)2 − 2∑
i
xi
∑
i
yi
]
≥ 1− ǫ
2
∑
i
(
yi − xi
)2
+
ǫ
2
[∑
i
yi −
∑
i
xi
]2
≥ 1− ǫ
2
||y − x||2.
Proof of Theorem 2 Recall that fǫ(x
∗) = 0. Also, recall that the SCD process starts at a point
with even index coordinates equal to 1, and odd index coordinates equal to −1. Recall that C1
denotes the even index coordinates, and C−1 those of odd index. Consider the following random
variables:
S1(t) :=
∑
j∈C1
xtj S−1(t) :=
∑
j∈C−1
(−xtj) S(t) := S1(t) + S−1(t).
Note that S1(0) = S−1(0) = n/2 and S(0) = n.
Next, we derive a recurrence which, conditioned on S(t), compute the expected value of S(t+
1)− S(t). Recall that if coordinate j is chosen to be updated at time t+ 1,
xt+1j − xtj = −
∇jf(xt)
Γ
= − 1− ǫ
Γ
· xtj −
ǫ
Γ
· [S1(t)− S−1(t)] .
Thus,
E
[
S(t+ 1)− S(t)
∣∣∣ S(t)] = 1
n
∑
j∈C1
(
−1− ǫ
Γ
· xtj −
ǫ
Γ
· [S1(t)− S−1(t)]
)
+
∑
j∈C−1
(
1− ǫ
Γ
· xtj +
ǫ
Γ
· [S1(t)− S−1(t)]
)
=
1
n
(
−1− ǫ
Γ
· S1(t)− 1− ǫ
Γ
· S−1(t)
)
= − 1− ǫ
nΓ
S(t).
The second equality above holds because |C1| = |C−1|, leading to cancellation of the terms ± ǫΓ ·
[S1(t)− S−1(t)]. Thus, E [S(t+ 1) | S(t)] = S(t) ·
(
1− 1−ǫnΓ
)
. Iterating this recurrence yields
E [S(t)] = n ·
(
1− 1− ǫ
nΓ
)t
. (12)
Next, observe that for any fixed S1(t), S−1(t), by the Power-Mean Inequality,
∑
j∈C1(x
t
j)
2 ≥
2|S1(t)|2
n and
∑
j∈C−1(x
t
j)
2 ≥ 2|S−1(t)|2n . On the other hand, for any fixed S(t), which equals to
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S1(t) + S−1(t), the sum
|S1(t)|2
n +
|S−1(t)|2
n is minimized when S1(t) = S−1(t) = S(t)/2. Thus,
E
[
fǫ(x
t)
] ≥ E
1− ǫ
2
n∑
j=1
(xtj)
2
 ≥ (1− ǫ) · E [ |S1(t)|2
n
+
|S−1(t)|2
n
]
≥ 1− ǫ
2n
· E [S(t)2] .
Finally, we complete the proof by using the Cauchy-Schwarz inequality and (12):
1− ǫ
2n
· E [S(t)2] ≥ 1− ǫ
2n
· E [S(t)]2 = (1− ǫ)n
2
·
(
1− 1− ǫ
nΓ
)2t
≥ (1− ǫ)n
2
·
(
1− 2(1 − ǫ)
nΓ
)t
= fǫ(x
0) ·
(
1− 2(1− ǫ)
nΓ
)t
.
Lemma 14. Constraint (7) holds if q ≥ 64Γǫ + 96c lg n+ 435.
Proof. Recall that b1 = 1 + lg 3 + 2c lg n, b2 = 2 +
lg 9+2c lgn
3 lg(3/2) , b3 = 1 + ln 3 + 2c ln n, and λ =
1
16 − 1q (b1 + b3).
To satisfy (7), the following suffices:
1
2
ǫα
(
1
16
q − b1 − b3
)
≥ 2(1− ǫ) + 2Γν + ǫα
(
1
2
b1 +
ν
α
b2
)
and as ν ≤ 14α, the following suffices:
1
32
ǫαq ≥ 2(1− ǫ) + 2Γν + 1
2
ǫα(2b1 + b3) +
1
4
ǫαb2
= 2(1− ǫ) + 2Γν + ǫα
4
(4b1 + b2 + 2b3) .
Substituting α = 1−ǫΓ and ν =
3ǫα
Γ−6ǫ , we see the following suffices:
q ≥ 64Γ
ǫ
+
192Γ
Γ− 6ǫ + 32b1 + 8b2 + 16b3.
As ǫ ≤ 118 and Γ ≥ 1, this inequality is satisfied if
q ≥ 64Γ
ǫ
+ 96c lg n+ 435.
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