We use standard results from convex geometry to obtain representations of the prior and posterior degrees of imprecision in terms of width functions and difference bodies. These representations are used to construct algorithms for the calculation of the prior and the posterior degree of imprecision.
Introduction
Applications of the theory of imprecise probabilities [28, 11, 7, 8, 14, 16, 25, 26, 19, 37, 32] are widespread, and can be found in the literatures on artificial intelligence, computer science, economics, philosophy, robotics, and statistics. In many of these applications one is frequently interested not only in calculating or bounding the posterior lower and upper previsions but also in assessing the relationship between the prior and the posterior degree of imprecision, as measured by the difference between upper and lower previsions. A notable example comes from robust Bayesian analysis [1, 2] , where sets of probability distributions are used to measure perturbations in a probabilistic model, and where a small degree of imprecision reflects robustness to perturbations. Another prominent example comes from the behavioral interpretation of subjective lower and upper probabilities as maximum buying price and minimum selling price, respectively, for gambles on the event of interest [32] with the difference measuring the price gap.
In this paper we use standard results from convex geometry [23] to construct algorithms for the calculation of the prior and the posterior degree of imprecision. We consider priorby-prior Bayesian updating for which the bounds of posterior expectations occur at the extreme points of prior and posterior probability sets [10, 19] .
Our analysis relies on a simple geometric point. The degree of imprecision is the (maximal) support function for a closed convex set, which corresponds to the difference body (defined below) of the set of (prior or posterior) probability distributions. That support function measures the width (in a sense to be made precise below) or diameter of the set of probability distributions in the direction of the gamble involved. If the set of probability distributions has zero width in that direction, the degree of imprecision is equal to zero. Observing data can either increase the set of probability distributions width or narrow it. It narrows it if and only if the degree of imprecision decreases.
Our work is closely related to the results on dilation for sets of probabilities [24, 13] . Dilation occurs when the conditional lower probability is smaller than the prior lower probability and the conditional upper probability is larger than the prior upper probability. In other words, dilation characterizes a situation where, given prior-by-prior Bayesian updating, information has a negative value. Seidenfeld and Wasserman [24] and Herron et al. [13] characterize dilation for certain classes of sets of probabilities and argue that only very special classes of the sets of probabilities are immune to dilation. In what follows we relate our results on the relationship between prior and posterior degrees of imprecision to the notion of dilation. We believe that utilizing this relationship, which, although obvious, has been largely overlooked by the existing literature, will be useful in the analysis of dilation and prior and posterior degrees of imprecision for various classes of sets of probabilities. An example of such a class is the set of probabilities that form the core of a supermodular capacity.
There is a large and growing literature on constructing algorithms for approximating prior and posterior expectation bounds. Examples are White's [36] demonstration that calculation of upper and lower previsions can be formulated as a single parametric linear programming problem, 1 Lavine's [18] bracketing algorithm for calculation of the generalized Bayes rule, Walley's [32, Endnote 6.4.1] iterative procedure, Salo's [22] , Snow's [30] , and Walley's [33, 34] methods for specific classes of sets of probability distributions, and Cozman's [5, 6] algorithms which use fractional programming techniques. 2 In contrast to these studies, our objective is not the calculation of prior and posterior previsions, which can, in turn, be used to calculate prior and posterior degrees of imprecision, but devising methods and algorithms for a direct computation of prior and posterior degrees of imprecision. Our contribution to the literature is a straightforward method for calculating both the prior and posterior degree of imprecision.
The main limitation of this study is the assumption that both sample space and parameter space are finite. Since many statistical applications involve continuous parameter spaces, most of the existing research on calculating or bounding lower and upper previsions has focused on this case (see, for example, [34] ). However, many important statistical problems involve finite populations and parameter spaces. Moreover, problems with finite parameter spaces arise naturally in other fields, most notably in artificial intelligence, economics and robotics. Thus, the results reported in this paper should also prove useful in these fields. Another shortcoming of our analysis is that, in common with many of the algorithms for computing lower and upper previsions (e.g., [36, 18, 29] ), we rule out the cases where lower probabilities are equal to zero. Walley [32, Chapters 6 and 8 and Appendix J] provides methods for defining probabilities conditional on events with zero lower probabilities. His methodology can be readily applied in our framework.
The model
The state space is finite and denoted by X ¼ X Â H, where X ¼ fx 1 ; . . . ; x N g is the set of possible data observations (sample space) and H = {h 1 , . . . , h S } is the parameter space. R denotes the r-algebra of all events of X, i.e. R = 2
S N i¼1 ðx i ; h s j Þ and fx i g S S s¼1 ðx i ; h s Þ. Note that {h s } is an element of R while h s is an element of H. Similarly, {x i } is an element of R while x i is an element of X. D denotes the set of all additive probability measures over R, and p denotes a generic element of D. D S denotes the S-dimensional probability simplex. A function y : X ! R, mapping the state space to the set of bounded reals, is called a gamble. In what follows we focus on the set of gambles that pay the same amount y s for all states in the event {h s }. The set of such gambles is given by R S . Thus, in what follows, we focus on gambles y ½y 1 ; . . . ; y S 2 R S which are random variables assuming the same value y s in the states (x 1 , h s ), . . . , (x N , h s ).
Let P D denote a convex set of probability distributions over R. P is frequently referred to as a credal set. Let P H denote the restriction of P to events {h 1 with p({h s }) = p({h s }) for all s = 1,. . . , S. Thus, P H is the orthogonal projection of P and, hence, it inherits convexity from P.
A function E : R S ! R, mapping gambles to the set of bounded reals, is called a lower prevision (or lower expectation). Following Walley [32] , a lower prevision E is called coherent if there exists P H D S such that
The conjugate upper prevision E is given by
A coherent lower prevision, given by (1) , is equal to the supremum buying price for gamble y by a decision-maker with beliefs given by P [32] . Similarly, a coherent upper prevision is equal to the infimum selling price for gamble y. Walley [32, 35] demonstrates that these two models of imprecise probabilities (i.e., representation in terms of sets of probabilities and representation in terms of coherent lower previsions) are equivalent. [32] , the difference between the upper and the lower previsions E P H ðyÞ À E P H ðyÞ is called the degree of imprecision concerning gamble y. When upper and lower previsions are used to model probability assessments from different sources (or experts), the degree of imprecision measures the extent of disagreement between these sources [31] . We call the difference between the upper and the lower probabilities the width of the probability interval. Obviously, the width of the probability interval is equal to the degree of imprecision for an appropriately chosen indicator function. These concepts have a geometrically appealing interpretation to which we now turn.
Width
The (upper) support function of a convex set K is defined as
For an arbitrary convex set K & R S , its Minkowski width (alternatively called width or breadth function) in the direction y 2 R S is the difference between its upper and lower supporting hyperplanes in the direction y [3, 21, 23] . 3 Mathematically, the width function for K,
Because it is the difference between an upper and lower support function, x K (y) is sublinear in y; for all c 2 R and all y; z 2 R
By construction, it is also translation invariant
By translation invariance and sublinearity, x K is the (upper) support function for the closed, convex set [23] DK ¼ fp 2 R S :
which is referred to as the difference body of K. DK is convex and centered at the origin. Hence, {0} 2 DK for all K and when K is a singleton set, DK = {0},
The degree of imprecision is exactly measured by the support function for DP
Hence, the lower and upper previsions always coincide if and only if P H is a singleton set. Figs. 1 and 2 illustrate the width function and the derivation of a difference body, respectively. In Fig. 1 , O 1 O 2 O 3 is a probability triangle where the distance from a point inside the triangle to the side opposite O h (h = 1, 2, 3) represents probability of event h, p({h s }). In Fig. 2 , segment AB represents the difference body for set P H .
Belief revision
In this section we consider conditioning on data, {x i } (i = 1,. . . , N). Thus, the information structure is given by the filtration ðF t Þ 2 t¼0 with F 0 ¼ f£; Xg, F 1 ¼ fr À algebra generated by events fx 1 g; fx 2 g; . . . ; fx N gg, and F 2 ¼ R. We consider priorby-prior Bayesian updating. For {x i } with inffpðfx i gÞ : pðÁÞ 2 Pg > 0, the conditional probability measure given {x i } is defined by Bayes rule for every p 2 P by pðAjfx i gÞ ¼ pðA \ fx i gÞ pðfx i gÞ ; 8A 2 R:
The set of posterior probabilities updated by the prior-by-prior Bayesian rule is
Levi [19] and Kyburg [17] demonstrate that Pðfx i gÞ is a convex set. Trivially, Theorem 1. Observation of data {x i } decreases the degree of imprecision for y if and only if
x P H ðyÞ P x P H ðfxigÞ ðyÞ:
When y takes the form of an indicator function, Theorem 1 gives necessary and sufficient conditions for the width of the associated probability interval to decrease. Just as obviously, the theorem provides necessary and sufficient conditions for the width of the probability interval to increase. That probability intervals can expand upon receipt of information is a well-recognized phenomenon. Seidenfeld and Wasserman [24] Trivially, Theorem 1 provides a necessary but not sufficient condition for a constriction of the probability interval associated with event {h s }. In dealing with general gambles, we will invoke a similar terminology, saying, for example, that the prevision interval dilates conditional on {x i } if E P H ðfx i gÞ ðyÞ 6 E P H ðyÞ 6 E P H ðyÞ 6 E P H ðfx i gÞ ðyÞ:
The notions of dilation (constriction) of the prevision interval and increase (decrease) of the degree of imprecision are closely linked. The latter is a necessary, but not sufficient, condition for the former. If the degree of imprecision decreases, the prevision interval associated with it cannot dilate, and if the degree of imprecision increases, the prevision interval cannot constrict. We also define Definition 2. The degree of imprecision uniformly decreases after observing data {x i } if
x P H ðyÞ P x P H ðfxigÞ ðyÞ for all y:
Definition 3. The degree of imprecision uniformly increases after observing data {x i } if
x P H ðyÞ 6 x P H ðfxigÞ ðyÞ for all y:
We define uniform dilation and uniform constriction similarly.
Almost trivially, the width of the probability interval uniformly increases (decreases) after observing {x i } and the degree of imprecision cannot uniformly decrease (increase) after observing {x i }. Although Theorem 4 is a straightforward consequence of standard results on convex sets and their support functions, it is especially informative for certain belief structures. In many instances, however, determining whether the degree of imprecision either increases or decreases as a result of prior-by-prior updating will require the explicit evaluation of both DP H and DP H ðfx i gÞ. Therefore, we now consider algorithms to verify conditions under which degree of imprecision and width of probability intervals decrease or increase.
Algorithms to verify decreases and increases in the degree of imprecision
By Minkowski's Theorem, each convex set is the convex hull of its extreme points. 5 Such a characterization is especially attractive because it demonstrates that to obtain a set of posterior probability measures using prior-by-prior updating one only need to apply Bayes' rule to the extreme points of the set of priors and then take the resulting convex hull of the updated priors [10, 19] . 6 Theorem 5. Suppose P is a convex set of priors. Then 
where ext(A) denotes the set of extreme points of set A and conv{ AE } denotes the convex hull.
Proof. See Appendix. h Thus, the difference body DP H can be obtained by, first, calculating all possible differences of extreme points of the credal set P and then taking the convex hull of the resulting points. The difference body DP H ðfx i gÞ can be obtained by, first, calculating all possible differences of conditionals of extreme points of P and then taking the convex hull of the resulting points. Combination of Theorems 5 and 4 provides an algorithm for verifying conditions under which uniform increase or decrease of the degree of imprecision occurs. 5 A point k 2 K is an extreme point of convex set K if and only if k cannot be represented as a convex combination kl + (1 À k)m, where l, m 2 K, l 5 m and k 2 (0, 1). 6 Jaffray [15] contains a proof of the result for belief functions.
For strictly convex sets of priors, which contain an infinite number of extreme points, this algorithm requires evaluating an infinity of conditions. However, when P is a polytope, exact results can be obtained in a finite number of steps. We turn to that important special case in the next subsection.
Polytope P
A set is a polytope if it is a convex hull of finitely many points. Extreme points of a polytope are called vertices. Polytopes arise quite naturally as candidates for representing the decision-maker's beliefs [32] . Because the image of a polytope under any linear transformation is a polytope [12 where vert(A) denotes the set of vertices of set A.
When P is a polytope, Theorem 6 and Corollary 7 provide an algorithm that permits verification in a finite number of steps whether the degree of imprecision uniformly decreases, uniformly increases, or does neither. An analytically important subclass occurs when P is the core of some supermodular or k-monotone (k 2 [2, 1]) capacity v. 8 In such instances, a classic result due to Shapley [27] identifies the vertices of P. This knowledge, when combined with Corollary 7 and Theorem 6, determines if the degree of imprecision (uniformly) decreases or (uniformly) increases. Thus, it is trivially possible to use Shapley's vertices' results to state necessary and sufficient conditions for a particular supermodular capacity to satisfy the conditions of Theorems 4 and 6. These conditions are straightforward to compute but notationally cumbersome to present in the general case. We close this section with two examples with two possible data observations and two parameter values where meaningful interpretations are easier to present. Equally important, these examples demonstrate the usefulness of the algorithm developed in this section. The first example demonstrates the usefulness of combining our algorithm with Shapley's [27] result. In the second example we consider a general two-by-two credal set that satisfies rectangularity [9] which in certain decision-theoretic frameworks is equivalent to dynamic consistency of a decision-maker [20] . The latter is a requirement that the conditional preference relation agree with the unconditional preference relation restricted to a subset of acts (mappings from the state space to the set of outcomes) that yield the same outcomes on states of nature that were not realized. Epstein and Schneider [9] demonstrate that, when conditional preferences satisfy axioms of the (static) maximin expected utility model, dynamic consistency in the sense of [20] is equivalent to the rectangularity of the set of priors and prior-by-prior Bayesian updating. To define rectangularity in our model, let m({x i }) denote the probability of data {x i }. Obviously, m({x i }) = p({x i }) for p 2 P. Denote the set of probabilities over data by M ¼ mðÁÞ : 9p 2 P such that mðfx i gÞ ¼ X S s¼1 pðfx i ; h s gÞ for all i 2 f1; . . . ; N g
Then, rectangularity is equivalent to
Example. X ¼ fx 1 ; x 2 g, H = {h 1 , h 2 }, and P is the core of some supermodular capacity v(AE). Combining the algorithm outlined in Corollary 7 with Shapley's [27] famous result that expresses the vertices of P in terms of the underlying supermodular capacity, it is straightforward (but quite tedious) to demonstrate that DP H ¼ ½ðÀk; kÞ; ðk; ÀkÞ 
Hence, DP
H is an interval centered at zero, whose endpoints are determined by the probability interval for each event {h i }, and DP H ðfx i gÞ is an interval centered at zero, whose endpoints are determined by l i . Thus, in assessing whether the degree of imprecision uniformly increases, it is sufficient to compare the width of the prior probability interval with l i .
To interpret l i , let p(A) and pðAÞ denote the lower and upper probabilities, respectively, for A 2 R over the credal set P. Then, since v(AE) is a supermodular capacity, we have that pðAÞ inffpðAÞ : p 2 Pg ¼ vðAÞ and pðAÞ supfpðAÞ :
where A c denotes the complement of A. With this notation, l i pðfðx i ; h 1 ÞgÞ Á pðfðx i ; h 2 ÞgÞ À pðfðx i ; h 1 ÞgÞ Á pðfðx i ; h 2 ÞgÞ ½ pðfðx i ; h 1 ÞgÞ þ pðfðx i ; h 2 ÞgÞ Á ½ pðfðx i ; h 2 ÞgÞ þ pðfðx i ; h 1 ÞgÞ > 0:
It follows immediately from these expressions and Theorem 4 that:
and P is the core of some supermodular capacity v(AE), the following statements are equivalent:
(i) the degree of imprecision for some gamble y decreases following observation of data {x i }; (ii) the degree of imprecision uniformly decreases following observation of data {x i }; and (iii)
pðfh 1 gÞ À pðfh 1 gÞ:
is the core of some supermodular capacity v(AE), and Pðfx i gÞ is a singleton, i.e. contains a single element, for all i, the following statements are equivalent:
(i) the degree of imprecision for some gamble y decreases following observation of data {x i }; (ii) the degree of imprecision uniformly decreases following observation of data {x i }; and (iii) pðfh 1 gjfx i gÞ À pðfh 1 gjfx i gÞ 6 pðfh 1 gÞ À pðfh 1 gÞ:
Thus, when the degree of imprecision associated with the data is equal to zero, determining whether the degree of imprecision uniformly decreases or uniformly increases is a simple consequence of determining what happens to the width of the probability interval after observing new data.
Example. X ¼ fx 1 ; x 2 g, H = {h 1 , h 2 }. Let m({x i }) denote the probability of data {x i }. Obviously, m({x i }) = p({x i
m; v 1 ; v 1 ; v 2 ; v 2 are parameters that completely characterize P.
By prior-by-prior Bayesian updating pðfh 1 gÞ 2
and pðfh 2 gÞ 2
Without loss of generality, suppose that y 1 P y 2 . Then
8 > > > < > > > :
and
Using these expressions, we obtain the following result: 
x P H ðfx 2 gÞ ðyÞ 6 x P H ðyÞ () 
The following is an immediate corollary of the above proposition and it holds for both y 1 P y 2 and y 1 < y 2 :
Corollary 11
ð1À mÞ
ðv 2 À v 1 Þ then the degree of imprecision uniformly decreases following both data observations. (ii) If the degree of imprecision increases following one of the data observations then the degree of imprecision decreases following the other data observation, i.e. it is never the case that both x P H ðfx 1 gÞ ðyÞ and x P H ðfx 2 gÞ ðyÞ are strictly larger than x P H ðyÞ.
Proof. See Appendix. h
Then, according to the above corollary, keeping everything else fixed, uniform decrease of the degree of imprecision is 'more likely' when the degree of imprecision associated with the data ð m À mÞ is relatively large.
Concluding remarks
This paper has developed a representation of the prior and posterior degrees of imprecision in terms of width functions and difference bodies. We show that the degree of imprecision associated with a set of probability distributions corresponds to the (maximal) support function for a closed convex set, which is the difference body of that set of probability distributions. That support function measures the width or diameter of the set of probability distributions in the direction of the gamble involved. It follows naturally that the degree of imprecision is equal to zero if and only if the width of the set of probability distributions in the direction of the gamble is zero. Observing data can either increase the set of probability distributions width or narrow it. It narrows it if and only if the degree of imprecision decreases. Relying upon Minkowski's theorem, which shows that any convex set can be represented as the convex hull of its extreme points, we have developed an algorithm for calculating both the prior and posterior degree of imprecision. When the set of probability distributions is a polytope, that algorithm requires only a finite number of steps to verify whether the degree of imprecision increases or decreases conditional upon receiving data. The utility of the algorithm is illustrated by two two-by-two examples.
Our objective is to show that K ¼ Pðfx i gÞ. From the definition of K, it follows immediately that K Pðfx i gÞ. To see that the reverse inclusion holds consider an arbitrary element p 2 P. By Carathéodory's Theorem, p can be represented as a convex combination of L extreme points of P, i.e.,
The conditional of p is given by
where
amp m ðfxigÞ with b j P 0 for all j = 1,. . . , L and P L j¼1 b j ¼ 1. Hence, Pðfx i gÞ K. Thus, Pðfx i gÞ ¼ K. Ã Derivation of (9) and (11) 
From (2), (9) and (10) , which again contradicts our assumption that m P m.
