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3.
Guix-HPC is a collaborative effort to bring reproducible software
deployment to scientific workflows and high-performance computing
(HPC). Guix-HPC builds upon the GNU Guix1 software deployment tool and
aims tomake it a better tool for HPCpractitionersand scientistsconcerned
with reproducible research.
Guix-HPCwaslaunched inSeptember2017asa joint softwaredevelop-
ment project involving three research institutes: Inria2, theMax Delbrück
Center forMolecularMedicine(MDC)3, and theUtrechtBioinformaticsCen-
ter (UBC)4. GNU Guix for HPC and reproducible science has received con-
tributions from additional individuals and organizations, including CNRS5,
Cray, Inc.6, the University of Tennessee Health Science Center7 (UTHSC),
and Tourbillion Technology8.
This report highlights key achievements of Guix-HPC between our
previousreport9 a year agoand today,February 2020.Thisyearwasmarked
by amajormilestone: the release inMay 2019 of GNUGuix 1.0, seven years












Guix-HPC aims to tackle the following high-level objectives:
• Reproducible scientific workflows. Improve the GNUGuix tool set to bet-
ter support reproducible scientific workflows and to simplify sharing
and publication of software environments.
• Cluster usage. Streamlining Guix deployment on HPC clusters, and
providing interoperability with clusters not running Guix.
• Outreach & user support. Reaching out to the HPC and scientific re-
search communities and organizing training sessions.





Supporting reproducible research in general remains a major
goal for Guix-HPC. The ability to reproduce and inspect computational
experiments—today’s lab notebooks—is key to establishing a rigorous sci-
entific method. We believe that a prerequisite for this is the ability to re-
produce and inspect the softwareenvironmentsof those experiments. We
havemade further progress to ensure Guix addresses this use case.
Better Support for Reproducible Research
Guix has always supported reproducible computations by design, but
there were two obstacles to using Guix for actually doing reproducible
computations: the user interface to reproducibility features was a bit
clumsy, and documentation, both practical and background,was scarce.
Supporting reproducible computations requires addressing four as-
pects:
1. Finding the dependencies of a computation.
2. Ensuring that there are no hidden dependencies, such as utility
programs from the environment that are “just there”.
3. Providinga recordof thedependenciesfromwhich theycanberecon-
structed.
4. Reproducing a computation from such a record.
Step 1 is very situation-dependent and can therefore not be fully
automatized. Step 2 is supported by guix environment11, step 3 by guix
describe12. Step 4 used to require a rather unintuitive form of guix pull13





straightforwardway by guix time-machine14,which providesdirect access
to older versions of Guix and all the packages it defines.
A post on the Guix HPC blog15 explains how to perform the four
steps of reproducible computation, and also explains how Guix ensures
bit-for-bit reproducibility through comprehensive dependency tracking.
Reproducible Deployment for Jupyter Notebooks
Jupyter Notebooks16 have become a tool of choice for scientists
willing to share and reproduce computational experiments. Yet, nothing
in a notebook specifies which software packages it relies on, which puts
reproducibility at risk.
Together with Pierre-Antoine Rouby as part of a four-month intern-
ship at Inria in 2018, we started work on Guix-Jupyter17, a Guix “kernel”
for Jupyter Notebook. In a nutshell, Guix-Jupyter allows notebook writers
to specify the software environment the notebook depends on: the Guix
packages, and theGuix commit. Furthermore, all the code in thenotebook
runs in an isolatedenvironment (a “container”).Thisensuresthat someone
replaying the notebook will run it in the right environment as the author
intended.
Guix-Jupyter reached its first release in October 201918. Many on
Jupyter forawereenthusiasticabout thisapproach. Compared toother ap-
proaches, which revolve around building container images, Guix-Jupyter
addresses the deployment problem at its root, providing a maximum level
of transparency. These Jupyternotebooksarebeingused inbioinformatics
courses by, for example, the University of Tennessee.







The GuixWorkflow Language19 (or GWL), an extension of Guix for the
description and execution of scientific workflows, has seen continuous
improvements in thepast year. The core idea remainsunchanged20: rather
than grafting software deployment onto a workflow language, extend
a mature software deployment solution just enough to accomodate the
needs of users and authors of scientific workflows.
User testing revealed a desire for a more familiar syntax for users of
otherworkflow systemswithout compromising thebenefitsof embedding
a domain specific language in a general purpose language,asdemonstrated
by Guix itself. As a result of these tests and discussions, theGuixWorkflow
Language now accepts workflow definitions written in a pythonesque
syntax calledWisp21 and provides about a dozenmacros and procedures to
simplify common tasks, such asembedding of foreign code snippets, string
interpolation, file name expansion, etc. Of course, workflows can also be
written in plain Scheme or even in a mix of both styles.
One of the benefits of “growing” a workflow language out of Guix
is that non-trivial features implemented in Guix are readily available for
co-option. For example, the GWL now uses themature implementation of
containers in Guix to provide support for evaluating processes in isolated
container environments.
Work has begun to leverage the features of both guix pack22 and
guix deploy23 to not only executeworkflows on systems that share a Guix
installation but also to provision remote Guix systems from scratch to
run a distributed workflow without a traditional HPC scheduler. To that








resources throughAmazonWebServices (AWS)hasbeen developed,which
will be integrated with the Guix Workflow Language in future releases.
You can read more about themany changes to the GWL in the release
notes of version 0.2.025.
Ensuring Source Code Availability
InApril2019,SoftwareHeritageandGNUGuixannouncedtheircollab-
oration26 to enable long-term reproducibility. Being able to rely on a long-
term source code archive is crucial to support the use cases that matter to
reproducible science: what good would it be if guix time-machinewould
fail because upstream source code vanished? Starting from beginning of
2019,Guix is able to fall back toSoftwareHeritage27 should upstreamsource
code vanish.
We worked to improve coverage of the Software Heritage
archive—making sure source codeGuix packages refer to is archived. That
led to the addition of an archival tool to guix lint28, our helper for pack-
agedevelopers,which instructsSoftwareHeritage to archive sourcecode it
currently lacks, before the package evenmakes it in Guix itself. We helped
review work carried out by NixOS developer “lewo” to further improve
archive coverage29.
Packaging
The core package collection that comes with Guix went from 9,000











The message passing interface (MPI) is a key component for our HPC
users and an important factor for the performance of multi-node paral-
lel applications. We have worked on improving Open MPI support for a
wide range of high-speed network devices,making sure our openmpi pack-
age achieves peak performance by default on each of them—it is all about
portable performance. This work is described in our blog post entitled Opti-
mized and portable Open MPI packaging30. It led to improvements in pack-
ages for the high-speed network drivers and fabrics, such as UCX, PSM,
and PSM2, improvements in the Open MPI package itself, the addition of
a package for the Intel MPI Benchmarks31, and the addition of an MPICH32
package.
Numericalsimulationisoneof thekeyactivitiesonHPCsystems. With-
in GNUGuix a simulationmodule has been established to gather together
packages that are used in this field. Popular packages such as OpenFOAM33
and FEniCS34 have already been included, with FEniCS having had a recent
update. The Gmsh35 package in the mathsmodule allows for sophisticated
grid generation and post-processing of results. This year the FreeCAD36
packagewas added to the engineeringmodule. This allows for the defini-
tionof complex two-dimensionaland three-dimensionalgeometries,often
needed as the first step in the simulation process. Engineers and scientists
using Guix can now conduct simulations and numerical experiments that









updatestoGmshandOpenFOAMand theadditionof a specialisedsolver for
the shallowwater equations.
InHPCenvironmentstypically anunderlyingGNU/Linuxdistribution
is used such as Red Hat, Debian or Ubuntu. In addition user land build sys-
tems are used such as Conda which has the downside of not being repro-
ducible because the bootstrap normally depends on the underlying distri-
bution. Guix, however, has support for a reproducible Conda bootstrap.
This means that HPC managers can support distro software installs (e.g.,
through apt-get), but in addition users get empowered to install software
themselves using thousands of GNU Guix supported packages (and extra
through Guix channels, see below) and thousands of Conda packages. In
practice, as system administrators, we find we hardly ever have to build
packagesfromsourceagainand systemadministratorshardlygetbothered
by their (scientific) users.
Many other key HPC packages have been added, upgraded, or im-
proved, including the SLURMbatch scheduler, theHDF5datamanagement
suite, the LAPACK reference linear algebra package, the Julia and Rust
programming languages, the PyOpenCL Python interface to OpenCL, and
manymore.
Statistical and bioinformatics packages for the R programming lan-
guage in particular have seen regular comprehensive upgrades, closely
following updates to the popular CRAN and Bioconductor repositories. At
the timeof thiswritingGuix providesa collectionof more than 1300repro-
ducibly built R packages,makingR oneof thebest supportedprogramming
environments in Guix.
In addition to the packages in core Guix, we have been developing
channels37 providing packages that are closely related to the researchwork
of teams at our institutes. One such example is the Guix-HPC channel38,
developed by HPC research teams at Inria, and which now contains about




group at the Max Delbrück Center for Molecular Medicine (MDC)39 (130+
packages), that of thegeneticsgroupatUMCUtrecht40 (400+packages),and






This year Guix has become the deployment tool of choice on more
clusters. We are notably aware of new deployments at several academic
clusters such as GriCAD42 (France), CCIPL43 (France), and UTHSC44 (USA).
Discussionsare on-going with other academic and industrial partnerswho
have shown interest in deploying Guix.
Inorder to improvetheavailabilityof binary substitutes45 for themore
than 12,000 packages defined in Guix, theMax Delbrück Center for Molec-
ular Medicine (MDC) in Berlin (Germany) generously provided funds to
purchase 30 new servers to replace a number of outdated and failing build
nodes in the distributed build farm46. These new servers are now hosted at
the MDC data center in Berlin and continuously build binaries for several
of thearchitecturessupportedbyGuix. Thebinariesarearchivedon a ded-
icated storage array and offered for download to all users of Guix.
We have further improved guix pack47 to support users who wish to
take advantage of Guix while deploying software on machineswhere Guix
is not available. One noteworthy improvement is the addition of the -RR
option, which we like to refer to as “reliably relocatable”: guix pack -RR
would create a relocatable tarball that automatically falls back to using
PRoot48 for relocationwhenunprivilegedusernamespacesarenot support-
ed49, thereby providing a “universal” relocatable archive. The Docker and










ticular theadditionof the–entry-pointoption to specify thedefault entry
point, and that of a –save-provenance option to save provenance meta-
data in the container image.
14.
Outreach and User Support
Guix-HPC is in part about “spreading the word” about our approach
to reproducible software environments and how it can help further the
goals of reproducible research and high-performancecomputing develop-
ment. This section summarizes articles, talks, and training sessions given
this year.
Articles
The book Evolutionary Genomics50, published in July 2019, contains a
chapter entitled “Scalable Workflows and Reproducible Data Analysis for
Genomics”51,byFrancescoStrozziet al. thatdiscussesworkflowanddeploy-
ment tools, in particular looking at theGNUGuixWorkflowLanguage52, the
Common Workflow Language, Snakemake, as well as Docker, CONDA, and
Singularity.
We have published 7 articles on the Guix-HPC blog53 touching topics
such as efficient Open MPI packaging, Guix-Jupyter, Software Heritage
integration,and a hands-on tutorial usingGuix for reproducibleworkflows
and computations.
Talks
Since last year, we gave the following talks at the following venues:
• INRAMIA Seminar, Feb. 201954 (Ludovic Courtès)








• ARAMIS Plenary Session on Reproducibility, May 201956 (Ludovic
Courtès)
• JCAD, Oct. 201957 (Ludovic Courtès)
• SciClojWebMeeting, Jan. 202058 (Ludovic Courtès)
• FOSDEM, Feb. 202059 (Ludovic Courtès, Efraim Flashner, Pjotr Prins)
We also organised the GNU Guix Days60, which attracted 35 Guix
contributors and ran for two days before FOSDEM 2020.
Training Sessions
The PRACE/Inria High-Performance Numerical Simulation School61
that took place in November 2019 contained an introduction to Guix and
used it throughout its hands-on sessions. A Guix training session also took









GNUGuix is a collaborative effort, receiving contributions frommore
than 60peopleeverymonth—a 50% increasecompared to last year. Aspart
of Guix-HPC, participating institutions have dedicated work hours to the
project, which we summarize here.
• CNRS: 0.25 person-year (Konrad Hinsen)
• Inria: 2 person-years (Ludovic Courtès, Maurice Brémond, and the
contributors to the Guix-HPC channel: Florent Pruvost, Gilles Marait,
Marek Felsoci, Emmanuel Agullo, Adrien Guilbaud)
• Max Delbrück Center for Molecular Medicine (MDC): 2 person-years
(RicardoWurmus and Mădălin Ionel Patraşcu)
• Tourbillion Technology: 0.7 person-year (Paul Garlick)
• Université de Paris: 0.25 person-year (Simon Tournier)
• University of Tennessee Health Science Center (UTHSC): 0.8 person-
year (Efraim Flashner and Pjotr Prins)
• Utrecht Bioinformatics Center (UBC): 1 person-year (Roel Janssen)
17.
Perspectives
Making Guix more broadly usable on HPC clusters remains one of
our top priorities. Features added this year to guix pack are one way to
approach it, and wewill keep looking for ways to improve it. In addition to
this technical approach, we will keep working with cluster administrators
to allow them to deploy Guix directly on their cluster. We have seenmore
cluster administratorsdeploy Guix this year and we are confident that this
trend will continue.
Last year, we advocated for tight integration of reproducible deploy-
ment capabilities through Guix in scientific applications. The GNU Guix
Workflow Language and Guix-Jupyter have sincematured, giving us more
insight into the benefits of the approach and opening new perspectives
that we will explore. We would additionally like to investigate a comple-
mentary approach: adding Guix support to existing tools, such as jupyter-
repo2docker62.
For the Guix Workflow Language we will continue to explore its suit-
ability in scheduler-less compute environments, such as ad-hoc clusters
of short-lived virtual servers, that are becoming increasingly popular. We
think that thepropertiesof bit-reproduciblebuildsandpackage-levelgran-
ularity unlock hitherto unavailable sharing among independent parts of
workflow environments to an extent that is impossiblewhen using mono-
lithic container images. This increase in storage and deployment efficien-
cy is expected to result in significant cost savings when computations are
offloaded to externally hosted and metered resources.
We have witnessed increasing awareness in the scientific communi-
ty of the limitations of container-based tooling when it comes to building
transparent and reproducible workflows. We are happy to be associated
with the “Ten YearsReproducibilityChallenge”63whereweplan todemon-




samevein,wearealso interested in adaptingMohammadAkhlaghi’srepro-
ducible paper template64 to take advantage of Guix.
There’s a lot we can do and we’d love to hear your ideas65!
64https://gitlab.com/makhlaghi/reproducible-paper
65https://hpc.guix.info/about
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