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Abstract
We have developed a prototype time-resolved neutron imaging detector employing the micro-pixel chamber (µPIC), a micro-
pattern gaseous detector, coupled with a field programmable gate array-based data acquisition system for applications in neutron
radiography at high-intensity neutron sources. The prototype system, with an active area of 10 × 10 cm2 and operated at a gas
pressure of 2 atm, measures both the energy deposition (via time-over-threshold) and 3-dimensional track of each neutron-induced
event, allowing the reconstruction of the neutron interaction point with improved accuracy. Using a simple position reconstruction
algorithm, a spatial resolution of 349 ± 36 µm was achieved, with further improvement expected. The detailed tracking allows
strong rejection of background gamma-rays, resulting in an effective gamma sensitivity of 10−12 or less, coupled with stable, robust
neutron identification. The detector also features a time resolution of 0.6 µs.
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1. Introduction
The micro-pixel chamber (µPIC) [1], a type of micro-pattern
gaseous detector [2], has been developed in our group at Ky-
oto University. The µPIC features a 400-µm pitch with 2-
dimensional strip readout coupled with a fast, compact FPGA
(Field Programmable Gate Array)-based data acquisition sys-
tem. The 2-dimensional measurement of the µPIC can be ex-
tended to three dimensions using an arrangement known gen-
erally as a time projection chamber (TPC). Detectors incorpo-
rating the µPIC have already been successfully developed for
applications ranging from MeV gamma-ray astronomy [3] to
medical imaging [4] to small-angle X-ray scattering [5]. By
adding 3He to the gas mixture, such a system becomes an effec-
tive thermal neutron area-detector, well suited to neutron radio-
graphy at high-intensity neutron sources.
State of the art neutron radiography measurements require
detectors capable of high spatial resolutions from several hun-
dreds to tens of micrometers and a wide dynamic range for good
image contrast. Commonly used neutron imaging detectors sat-
isfying these requirements include imaging plates [6] and CCD
(charge-coupled device)-based systems [7]. Imaging plates (IP)
are capable of spatial resolutions down to 25 µm, while CCD
systems generally achieve resolutions around 100 µm. Each of
these detector types also features a wide dynamic range (on the
order of 105) and good linearity in response to intensity. On the
other hand, read-out times can be long, particularly in the case
of IPs, which must be removed from the beam and scanned after
each measurement. Another drawback of these integrating-type
∗Corresponding author
Email address: jparker@cr.scphys.kyoto-u.ac.jp (J.D. Parker)
detectors is a background proportional to measurement time,
with no means of separating the neutron- and gamma-induced
events.
To take full advantage of the new generation of high-
intensity, pulsed spallation neutron sources and time-resolved
radiographic techniques such as Bragg-edge transmission and
resonance imaging, a detector which also possesses good time
resolution and good discrimination against gammas is essen-
tial. At pulsed sources, the energy of an incident neutron is
determined by measuring the time between the initiation of the
pulse and the neutron’s arrival at the detector (referred to as
the time-of-flight, or TOF). This requires a time resolution gen-
erally on the order of microseconds. IPs are not suitable for
measuring neutron TOF since typical exposure times are on the
order of seconds or greater. In the case of CCDs, it is possible
to achieve frame rates on the order of kHz (down to ∼0.1 ms
per frame) [8], but the ability to measure neutron TOF remains
limited. The gamma sensitivity of the IPs and CCDs is also an
issue, since gammas are produced in copious amounts at spal-
lation sources.
Our µPIC-based detector was able to overcome the limita-
tions of IP and CCD systems, while maintaining many of their
good characteristics. This stems from the fact that the µPIC is a
counting-type detector (i.e., each neutron interaction is mea-
sured individually, or counted). Our prototype detector was
able to assign a time for each event with a resolution down
to 0.6 µs, which is adequate for separating neutrons by TOF
at pulsed sources. Also, examination of the properties of each
event (track length, energy deposition, etc.) provided a pow-
erful means for rejecting background on an event-by-event ba-
sis, resulting in an effective gamma sensitivity of .10−12 while
maintaining robust, stable neutron identification under varying
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detector conditions. The detailed event-by-event tracking also
allowed our prototype neutron detector to achieve a spatial res-
olution of 349 ± 36 µm. The detector has a neutron detection
efficiency of up to 35% for thermal neutrons with a peak effi-
ciency of 75% for cold neutrons (from simulation).
For a similar µPIC-based X-ray imaging detector, a dynamic
range comparable to IPs and CCD systems of 105 was ob-
served [5], and with our prototype detector, good linearity ver-
sus incident intensity was confirmed for data rates up to 9 MHz
(corresponding to ∼1.5 × 105 neutrons/s) [9]. [The data rate in
Ref. [9] (4.5 MHz) is quoted per memory port and should be
multiplied by two for the total data rate.] The maximum data
rate was limited by the data acquisition hardware and can be
increased by as much as a factor of 10 or more (as described
in Sec. 2.3). Furthermore, the µPIC, manufactured via inexpen-
sive printed-circuit board technology, allows freedom to tailor
the size and shape for a particular application, up to a maximum
size of 30 × 30 cm2. Larger areas can be accommodated by
tiling detectors, with dead space between the individual µPICs
as small as a few millimeters and, since the underlying anode
structure remains unchanged, suffering no degradation in the
operating characteristics with increasing area. Thus, our µPIC-
based detector can combine a moderate spatial resolution, good
time resolution, low gamma sensitivity, and large detection area
with a wide dynamic range and high rate capability.
In the present paper, we describe the prototype detector and
FPGA-based data acquisition system, as well as the analysis
method for the resulting data. This is followed by a discussion
of the gamma rejection capability, spatial resolution, and long-
term operation of the detector.
2. Neutron imaging detector based on the µPIC
2.1. Detection method
Neutron detection was achieved via the absorption reaction,
3He(n, p)3H, which has a large cross-section for thermal neu-
trons (5,330 barns at En ≃ 25.3 meV) and a Q-value of 764 keV.
Owing to this large energy deposition and overall track lengths
around 1 cm in the gas of the detector, the resulting proton-
triton pairs were easily detected by the µPIC with gas gains as
low as a few hundred. (For comparison, note that the µPIC
has achieved stable operation for gas gains up to 6000 [10].)
As typical neutron energies used in radiography measurements
are negligible compared to the energy released in the detection
reaction, the neutron interactions result in events with similar
track lengths and energy deposition, allowing for easy separa-
tion from most backgrounds.
The negligible energy of the incident neutron also means the
proton and triton emerge effectively back-to-back, but as the
range of the proton is ∼3 times greater than that of the heavier
triton (from simple kinematics), separation of the two particles
is essential for an accurate determination of the neutron inter-
action point. By measuring the energy deposition along the
track, the proton and triton can often be cleanly separated, fa-
cilitating a substantial improvement in spatial resolution. The
feasibility of detecting neutrons with the µPIC and distinguish-
ing protons and tritons via energy deposition was demonstrated
in a previous experiment [11]. In the prototype system, the
energy deposit at each hit point was estimated using the time-
over-threshold method, which measures the width (in time) of
an analog pulse at a given threshold voltage [12]. Measuring
the energy deposition in this way also gave another handle for
rejecting background events.
2.2. Design of the prototype detector
For the current study, we constructed a dedicated neutron
imaging detector prototype (shown in Fig. 1) based on a µPIC
with an active area of 10 × 10 cm2. The µPIC, manufactured
by Dai Nippon Printing Co., Ltd., Japan, consists of a 100-µm
thick polyimide substrate with copper cathode strips and anode
pixels at a pitch of 400 µm. The layout of the anodes and cath-
odes are shown in Fig. 2. Strips connecting the anodes on the
underside of the substrate combine with the orthogonal cathode
strips to produce a two-dimensional strip read-out. (See Ref. [1]
for a detailed description of the µPIC.)
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Figure 1: Diagram showing a cut-away of the neutron imaging detector proto-
type with a 5-cm tall drift cage.
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Figure 2: Schematic diagram of the µPIC. Anode pixels are connected on the
backside by copper strips and, combined with the orthogonal cathode strips on
the top-side, produce a 2-dimensional readout.
The active volume of the detector was created using a rectan-
gular drift cage affixed above the µPIC, with sides constructed
from G10 glass-reinforced epoxy laminate and topped with a
drift plane consisting of 0.3-mm thick aluminum sheet. The
sides of the drift cage were etched with 0.5-mm copper lines at
a 5-mm pitch, and the drift plane and each successive copper
line were connected via a chain of 50 MΩ resistors. Electric
field strengths ranged from 250 ∼ 800 V/cm, the optimum value
depending on the particular gas mixture and pressure.
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The µPIC and drift cage were contained within a sealed alu-
minum vessel with a 5-mm thick entrance window, outer di-
mensions of 32.8 cm × 32.8 cm × 9.0 cm, and a total gas vol-
ume of 2.5 L. The vessel could accommodate drift-cage heights
up to 5 cm and was capable of withstanding gas pressures of
over 2 atm. A 5-cm drift cage was used in the measurement of
the spatial resolution described in Sec. 4.2, while the remaining
data presented in this paper was taken with a 2.5-cm drift cage.
The motivation for reducing the height of the drift cage will be
elucidated in Sec. 4.2.
The filling gas consisted of Ar-C2H6-3He (63:7:30) at 2 atm.
Our experience with µPIC-based detectors has shown that the
above stopping gas and quencher (Ar-C2H6 at 9:1) provide
good gain and stability characteristics. For our initial detec-
tor study, we simply added 3He to this standard mixture in a
ratio providing adequate neutron detection efficiency. The pres-
sure of 2 atm was chosen for increased efficiency and stopping
power, while allowing the vessel and entrance window to re-
main relatively thin. The required drift field, 800 V/cm, was
determined using the MAGBOLTZ program [13]. Optimiza-
tion of the gas mixture for detection efficiency, spatial resolu-
tion, etc., will be the subject of a future study.
To estimate the neutron detection efficiency, and aide in our
study of other detector properties, a simulation of the prototype
detector was created using the GEANT4 software toolkit [14],
and included the relevant physical processes (scattering, ab-
sorption, multiple scattering, electron diffusion, etc.). The sim-
ulation also emulated the response of the µPIC and data ac-
quisition hardware to produce data identical in structure to the
real system, which was then analyzed with the same software
as the real data (described in Sec. 3). The GEANT4 simulation
included the detector structures shown in Fig. 1 with the gas
mixture and drift field described above.
Fig. 3 shows the calculated detection efficiencies as a func-
tion of neutron energy for the 5-cm (solid line) and 2.5-cm
(dashed line) drift cages. The 5-cm drift cage gives a value
of 35% for thermal neutrons (En ≃ 25.3 meV) and a peak effi-
ciency of 75% at 0.7 meV. A drift height of 2.5 cm effectively
halves the efficiency, resulting in a value of 18% for thermal
neutrons. The large drop in efficiency below a neutron energy
of about 1 meV in the 2.5-cm case is a result of absorption in
the space between the entrance window and drift plane, result-
ing in an attenuation of the incident beam that increases with
decreasing neutron energy. For comparison, the attenuation for
the 5-cm drift cage with an 8-mm window-to-drift-plane gap is
13% at 0.7 meV, while that of the 2.5-cm cage (3.3-cm gap)
is 74% at the same neutron energy. Reducing the height of the
vessel to achieve the same window-to-drift-plane spacing as the
5-cm case would result in a peak efficiency of 65% at 0.35 meV
(dotted line in Fig. 3).
2.3. Data acquisition system
In the data acquisition system (DAQ), the charge deposited
on each anode and cathode strip, after being amplified by the
µPIC, was read out through ASICs (Application-Specific In-
tegrated Circuits) containing Amplifier-Shaper-Discriminators
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Figure 3: Expected neutron detection efficiency. Detection efficiency versus
neutron energy as determined by a GEANT4 simulation is shown for the proto-
type detector with a 5-cm (solid line) and 2.5-cm (dashed line) drift height. The
dotted line shows the efficiency for the 2.5-cm drift height when the window-
to-drift-plane distance is equal to the 5-cm case.
(ASDs) [15]. The ASDs produce an LVDS (Low Voltage Dif-
ferential Signaling) digital level whenever the analog signal
from a strip crosses a common threshold voltage. These dig-
itized signals were then sent to an FPGA encoder module to
be synchronized with a 100-MHz internal clock and the posi-
tion and time encoded into a 32-bit data word [16]. The en-
coded data was then sent over two 50-MHz parallel transfer
lines to a VME memory module with a total capacity of 64 MB
(16.8 Mwords), where they were read out to a PC and saved for
further analysis.
This system was originally developed for use with low-rate
µPIC-based gamma imaging detectors. In high-rate environ-
ments, the encoder-to-VME-memory transfer creates a bottle-
neck, limiting the maximum data rate to ∼10 MHz (1 Hz = 1
word/s). This maximum data rate could be increased an order of
magnitude by employing multiple encoder modules transferring
data directly to PC over Gigabit Ethernet. For example, using
four such encoder modules (each handling 128 strips) would
give an effective transfer rate of 4 Gb/s. This is equivalent to a
data rate of 125 MHz, or a 12.5-fold increase.
The logic of the FPGA encoder was a key to the success-
ful operation of our prototype detector. The version of the en-
coder logic used here, which simply encoded and streamed all
incoming data, was designed for use at high-intensity X-ray or
neutron sources where an event-by-event trigger is not practi-
cal. Additionally, each pulse from the µPIC produced not one,
but two data words, one at the leading edge of the LVDS signal
and a second at the trailing edge, marking each time the analog
signal crossed the ASD threshold (as illustrated in Fig. 4). The
resulting data words contained the strip number, the time rela-
tive to the internal clock of the encoder, and an edge bit used
to indicate a leading or trailing edge. The time between these
hit pairs, commonly referred to as time-over-threshold and re-
ferred to as pulse width herein, was determined in the offline
analysis and, being a function of the pulse height, provided an
estimate of the charge deposited on each strip [12]. Measuring
the pulse widths in this way allowed for a more compact system
and higher data rates than would be possible using conventional
3
ADCs for energy measurement. However, individual events had
to be isolated from the data stream in the offline analysis.
0 1
ASD
Threshold
Figure 4: Illustration of FPGA encoder logic. An analog signal from the µPIC
(oscilloscope trace) is superimposed with a representation of the ASD threshold
level (dashed line) and ASD output signal (solid black line). The start (0) and
end (1) times of the ASD signal are encoded in separate data words.
Fig. 5 shows a neutron interaction event measured using our
prototype system. The position of the track, given by the rel-
ative time and strip number of each hit, is shown in Fig. 5(a),
with the associated pulse widths shown in Fig. 5(b). The ob-
served pulse-width distribution clearly displays the Bragg peaks
of the stopping proton and triton and shows good agreement
with the expected distribution, determined using our GEANT4
simulation and plotted in Fig. 6 (dashed histogram). While
tracking alone gives no indication of the neutron interaction
point, the proton and triton can be distinguished from the shape
of the pulse-width distribution.
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Figure 5: Proton-triton track measured with the prototype neutron detector. (a)
Position (strip number) versus time and (b) pulse width for each hit strip are
shown. The neutron interaction position (dashed line) and the slow rise of the
proton Bragg peak (arrow) are indicated in (b).
3. Event reconstruction
The first task of the offline analysis was to cluster the raw
hits from the data stream produced by the FPGA encoder into
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Figure 6: Simulation of pulse-width distributions. The charge deposition (solid
line) and pulse-width distribution (dashed line) are shown for a proton-triton
track as determined by our GEANT4 simulation.
individual events. This was accomplished in three steps: 1)
match leading- and trailing-edge hit pairs and calculate pulse
widths, 2) combine hits into anode and cathode clusters based
on proximity in time and space, and 3) pair anode and cathode
clusters based on proximity in time to make individual events.
Once the events were reconstructed, interesting quantities such
as the track length and pulse-width sum (for neutron identifica-
tion) and the shape of the pulse-width distribution (for proton-
triton separation) were evaluated as described below. The of-
fline data analysis was carried out using software based on the
ROOT object-oriented framework [17].
3.1. Track-length determination
The 3-dimensional track length, l, was determined by com-
bining the 2-dimensional hit positions measured by the µPIC
with the hit-time information as:
l =
√
(∆x − x0)2 + (∆y − y0)2 + v2d(∆t − t0)2, (1)
where ∆x and ∆y are the difference between the highest and
lowest hit-strips for the anodes and cathodes, respectively, and
∆t is the difference in the time of the earliest and latest hits
which, when multiplied by the electron drift velocity, vd, gives
the component of the track length perpendicular to the µPIC.
(The quantity ∆t was determined separately for anodes and
cathodes and then averaged.) The drift velocity was estimated
using the MAGBOLTZ program [13] and had a value of vd ≃
23 µm/ns for the 2-atm Ar-C2H6-3He (63:7:30) gas mixture and
800-V/cm drift field used here. The offsets x0, y0, and t0 account
for effects such as electron diffusion and decay time of the ana-
log signals and were taken from the minimum measured values
of ∆x, ∆y, and ∆t, respectively.
Fig. 7 shows the resulting track-length distribution for neu-
trons from a 252Cf source moderated through loose-packed
polyethylene pellets with an overall thickness of ∼10 cm. The
expected distribution for thermal neutrons determined from our
GEANT4 simulation is overlaid as the dashed histogram. The
observed spread in the track-lengths of the proton-triton events
is the result of multiple scattering and electron diffusion in the
gas of the detector coupled with the finite strip pitch and non-
zero ASD thresholds. The long tail extending to smaller track
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lengths is mainly due to neutron events that were not fully con-
tained within the active volume of the detector. The slight dif-
ference between the data and simulation is a result of uncertain-
ties in the gains of the µPIC and ASD amplifiers, as well as the
simplified model used to emulate the response of the ASDs in
our simulation.
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Figure 7: Distribution of track lengths. Track lengths for data taken with a
moderated 252Cf source (solid) are shown with the expected distribution for
thermal neutrons given by GEANT4 (dashed). The long tail is due to neutron
events that were not fully contained in the detector.
A side effect of the streamed nature of the encoder data was
that, while the relative distance between hits within a track
could be calculated as described above, the absolute position of
the track above the surface of the µPIC could not be determined.
This was a direct result of the lack of a trigger reference time
and lead to some uncertainty in the time for each event. The
minimum uncertainty was determined from the time required
for an electron cloud to drift across the entire drift height and
has a value of about ±0.6 µs for the 2.5-cm drift cage and gas
filling described in Sec. 2.2. The event-time uncertainty then
increases as the velocity of the incident neutron decreases (to
about 3 µs for thermal neutrons at 2200 m/s and up to 18 µs for
1-meV neutrons at 440 m/s, as determined by simulation). This
effect dominates the timing resolution of our detector.
3.2. Pulse-width sum
The sum of pulse widths (or total time-over-threshold) was
used as a rough estimate of total energy deposition. This was
possible since the pulse widths are a function of the charge (and
thus energy) deposited on each strip, as shown in Ref. [12]. For
the purposes of the present analysis, it was not necessary to
convert the widths to absolute charge or energy (i.e., that the
relationship exists was sufficient, so that the pulse widths could
take the place of energy deposition). This pulse-width sum,
along with the track length described above, formed the basis
for neutron identification.
The distribution of the pulse-width sum for the data taken
with the moderated 252Cf source is shown in Fig. 8. The neu-
tron events are clustered at higher values, producing the large
peak seen in the plot. The small peak near the lower end is
due to the gammas produced alongside the neutrons in the de-
cay of 252Cf. The large width of the neutron peak arises from
a dependence of the measured pulse widths on the angle of the
proton-triton track relative to the µPIC, and the long tail down
to lower values is due to tracks that were not fully contained
within the active volume of the detector. The data is in general
agreement with the result of our GEANT4 simulation for ther-
mal neutrons (overlaid on Fig. 8 as the dashed histogram), with
slight differences due to the uncertainties in the gain and ASD
response as mentioned in the previous section.
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Figure 8: Pulse-width sum distribution. The pulse-width sum distribution for
neutrons from a 252Cf source (solid) overlaid with the result of a GEANT4
simulation (dashed). The additional small peak seen in the data is due to the
gammas produced along with the neutrons in 252Cf decay.
3.3. Proton-triton separation for position reconstruction
Proton-triton separation, essential for the accurate recon-
struction of the neutron position, was carried out using the
shape of the pulse-width distribution. As shown in Figs. 5(b)
and 6, the triton deposits most of its energy in a relatively short
distance, while the proton produces a gently sloping curve with
the peak deposition near the stopping point (giving the famil-
iar Bragg curve). The proton direction was then determined for
the tracks which show this characteristic double-peaked shape
in the pulse-width distribution by noting which end of the track
displays the relatively slow rise of the Bragg curve of the pro-
ton, as indicated in Fig. 5(b).
Using our GEANT4 simulation, the efficiency of the proton-
triton separation and determination of the proton direction, re-
ferred to as the PTS (proton-triton separation) efficiency, was
estimated at ∼95% for tracks with angles θ > 60◦ and φa,c > 30◦
(for θ and φa,c as defined in Fig. 9). As the PTS procedure was
performed for both the anode and cathode clusters, the PTS ef-
ficiency per neutron event becomes ∼90%. While the efficiency
was roughly constant over the above range of angles, it dropped
to zero for track angles θ < 20◦ or φa,c < 10◦. This was due to
the fact that, as one goes to smaller track angles, the electron
cloud becomes concentrated over fewer and fewer strips, mak-
ing it increasingly difficult to observe the double-peak structure.
This was simply a limitation of the 2-dimensional strip readout
and time-over-threshold methods used here.
After applying the PTS procedure, the corrected neutron in-
teraction position, (X′, Y′), was calculated as:
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Figure 9: Definition of track orientation. The track orientation for an anode or
cathode cluster is given by two angles: (a) the polar angle θ defined relative to
the normal to the plane of the µPIC, and (b) the azimuthal angle φa (φc) defined
relative to the anode (cathode) strip direction. All angles are restricted to the
range 0 to 90 degrees.
X′ = X − xˆ
(
fp − 12
)
(∆x − x0),
Y′ = Y − yˆ
(
fp − 12
)
(∆y − y0), (2)
where X (Y) is the mid-point of the proton-triton track for the
anodes (cathodes) and xˆ and yˆ indicate the proton direction and
take a value of +1 (−1) for a proton moving toward higher
(lower) strip numbers or 0 if the proton and triton were not
visible. The correction factor fp = 0.785 is the ratio of the
proton track length to the total proton-triton track length and
was determined using our GEANT4 simulation. The remain-
ing terms give the x and y component of the total track length
as described in Sec. 3.1. Neutron events for which the pro-
ton and triton could not be seen in either cluster (∼15% of all
events) should give the worst spatial resolution, while events
in which they were visible in both clusters (∼35%) should give
the best. The improvement in the spatial resolution achieved by
this method will be discussed in Sec. 4.2.
Another benefit of measuring the pulse-width distributions in
this way relates to the background caused by fast neutrons (i.e.,
neutrons with energy on the order of MeV). These fast neu-
trons sometimes scatter with protons present in the materials of
the detector, with a small fraction producing tracks with similar
length and total energy deposit as the proton-triton tracks. The
pulse-width distribution shown in Fig. 10 is one such scattered
proton track, as measured with our prototype detector. Possess-
ing no triton Bragg peak, the shape of the distribution is quite
distinct from that of the proton-triton track of Fig. 5(b), provid-
ing the only means to reject such events.
4. Results and discussion
4.1. Neutron-gamma separation
Since the energy deposition for gamma events was near our
detection threshold, the gamma detection efficiency, or the
probability a gamma will interact in the detector and deposit
enough energy in the active volume to produce data, was sensi-
tive to the gain setting of the µPIC. This was in contrast to neu-
tron events, which, being well above threshold, had a detection
efficiency with virtually no gain dependence. To demonstrate
this, the detector was irradiated simultaneously with a 1-MBq
137Cs gamma source placed in the center of the entrance win-
dow (giving an effective dose-rate of about 16 µGy/h over the
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Figure 10: Scattered proton track measured with the prototype detector. Pulse
width distribution for a proton scattered from the quencher gas by a fast neutron.
active volume) and a 252Cf source, emitting ∼2×104 neutrons/s,
located about 14 cm directly above the center of the entrance
window, and moderated through ∼10 cm of polyethylene (con-
sisting of pellets of size ∼4 mm). The detector was outfitted
with a 2.5-cm drift cage and filled with Ar-C2H6-3He (63:7:30)
at 2 atm. The gas gain was controlled by altering the voltage
applied to the anodes of the µPIC, and data was taken for 45
minutes at each gain setting. The results, normalized to counts
per second, are shown in Fig. 11.
The upper plot of Fig. 11 shows the pulse-width sum distri-
butions for several different gain settings, and the lower plot
gives the corresponding neutron (squares) and gamma (open
circles) rates. For the lower plot of Fig. 11, the neutrons and
gammas were separated by an ‘energy’ cut in the pulse-width
sum, with events above the cut considered neutrons and those
below considered gammas. The total gamma rate decreased by
nearly two orders of magnitude between the highest and low-
est gain settings, while the total neutron rate remained virtually
constant (total rates indicated by solid lines). Also shown are
the effective neutron and gamma event rates after applying a
track-length cut of −2σ to +3σ (dashed lines), where σ is the
Gaussian width of the track-length distribution of Fig. 7, or after
applying a PTS cut requiring the separation of the proton and
triton in both the anode and cathode clusters of each event (dot-
ted lines). These tracking cuts resulted in even larger reductions
in the gamma event rate.
To further quantify the effectiveness of gamma rejection via
track properties, more data was taken with the 137Cs source at a
gain setting of ∼600. (This gain setting provided a high enough
count rate such that the measurement could be completed in a
reasonable time and is similar to the gain setting used for the
measurement of Sec. 4.2.) Using the same detector setup and
gas filling as above, data was collected for 24 and 48 hours with
and without the source, respectively. The resulting pulse-width
sum distributions, normalized to counts per hour, are shown
in Fig. 12(a) after the −2/+3σ track-length cut and Fig. 12(b)
for both the track-length and PTS cuts. The distributions from
137Cs (open circles) are overlaid with the no-source distribu-
tions (closed circles). The large peak is due to thermal neutrons
produced by cosmic rays, while the gammas from the 137Cs
source are clearly visible as the smaller peak near the lower part
of the distributions. The plots in Figs. 12(c) and (d) show the
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Figure 11: Neutron and gamma event rates as a function of gas gain. The upper
plot shows the pulse-width sum at gain settings of 650 (solid line), 510 (dashed
line), 345 (dotted line), and 230 (dash-dotted line). In the lower plot, the num-
bers of neutrons (squares) and gammas (open circles) detected per second are
shown for: 1) no tracking cuts (solid lines), 2) with a track length cut (dashed
lines), and 3) with the PTS cut (dotted lines) as described in the text.
results from our GEANT4 simulation for neutron, gamma, and
cosmic-ray muon events for the same cuts as Figs. 12(a) and
(b), respectively. The simulated data reproduces the features
seen in the real data quite well.
The gamma contamination for a given set of tracking cuts
was found by integrating the pulse-width sum distributions
above the ‘energy’ cutoff indicated in Fig. 12 and subtracting
the number of background counts observed for the same con-
ditions. The resulting negative numbers, as shown in Table 1,
are due to variations in the background cosmic-ray rate, lim-
ited statistics due to the overall low background rate, and slight
variations in the µPIC gain over time. In light of this, the fi-
nal results are given as upper limits determined in a way that
accounts for the physical constraint that the rates cannot be
less than zero [18]. After normalizing to the total number of
gammas detected per hour, gamma contamination fractions of
< 9.3×10−6 and< 3.6×10−6 (95% confidence level) were found
for the data shown in Figs. 12(a) and 12(b), respectively. Taking
into account the gamma detection efficiency at the above gain
setting (∼6× 10−4), a gamma sensitivity on the order of 10−9 or
less was determined for our prototype detector when operated
at a gain of ∼600. Furthermore, from the results of Fig. 11 for
the gamma rates after track length and PTS cuts, we estimated
that a decrease in the gas gain to around 275 would reduce the
gamma sensitivity by another three orders of magnitude, result-
ing in an effective gamma sensitivity on the order of 10−12 or
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Figure 12: Neutron-gamma separation. Pulse-width sums for events from a
137Cs source (open circles) and with no source (closed circles) are shown for
(a) track-length cut only and (b) track-length and PTS cuts. Plots (c) and (d)
show simulated data, including 662-keV gammas (solid line), neutrons (dashed
line), and cosmic-ray muons (dotted line), for the same cut conditions as (a)
and (b), respectively. The ‘gamma cut’ at 140 clocks is also indicated.
less with no change in neutron efficiency.
For comparison, we consider 3He tubes, which, while not
suitable for high-resolution imaging, provide the best neutron-
gamma separation among commonly used detectors. Owing to
the detailed tracking capabilities of our detector, the effective
gamma sensitivity found above is on par or better than that of
3He tubes (see for instance, Ref. [19]), which separate neutrons
and gammas via pulse-height only. (Due to differing experi-
mental conditions and detector geometries, it is difficult to make
a direct comparison.) Furthermore, the neutron identification
efficiency for a 3He tube can have a strong dependence on the
operating voltage, which must be optimized to obtain accept-
able gamma rejection at a given background rate (see Ref. [20]
for typical 3He-tube plateau curves). This is in contrast to the
present results of Fig. 11 (lower plot), which show excellent
stability for neutron identification versus gas gain.
4.2. Spatial resolution
The spatial resolution of the prototype detector was studied
using a cadmium test chart. The data were taken in November
2009 at the Japan Spallation Neutron Source (JSNS) located
at the Japan Proton Accelerator Research Facility (J-PARC) in
Tokai, Japan. The measurements were carried out at NOBORU
(NeutrOn Beamline for Observation and Research Use) [21],
with a beam power at the time of the experiment of ∼100 kW.
The prototype detector was filled with the same gas mixture
as in the previous section and operated at a gas gain around
600, and a 5-cm drift cage was installed above the µPIC. The
detector was placed in the beam at a distance of 14.5 m from the
moderator, and the cadmium test chart, of size 50×50 mm2, was
attached directly to the entrance window.
The resulting images, shown in Fig. 13, were taken with an
exposure time of 9.2 minutes at a neutron rate of ∼42 kcps. The
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Table 1: Gamma rejection with tracking cuts for irradiation with a 1-MBq 137Cs source. Data are given in counts/hour. The contamination fraction is the ratio of
the contamination rate for a given set of cuts to the contamination rate with no cuts. Upper limits (given in parentheses) are at the 95% confidence level.
Cuts 137Cs No source Contamination Contamination fraction
None 351360 ± 120 3700.4 ± 8.8 347660 ± 120 1
Track length 185.0 ± 2.7 161.1 ± 1.8 23.9 ± 3.3 6.87 × 10−5
Energy 284.2 ± 3.4 290.1 ± 2.5 −5.8 ± 4.2 (< 3.65) (< 1.0 × 10−5)
Track length ∧ Energy 145.6 ± 2.4 148.7 ± 1.8 −3.2 ± 3.0 (< 3.22) (< 9.3 × 10−6)
Track length ∧ Energy ∧ PTS 43.4 ± 1.3 46.1 ± 1.0 −2.7 ± 1.7 (< 1.24) (< 3.6 × 10−6)
numbers of events remaining after each tracking cut are listed
in Table 2. The TOF cut (equivalent to a neutron energy cut of
En < 0.12 eV) selected neutrons with energy well below the
cadmium cut-off, and the looser energy and track length cuts,
as compared to the previous section, were possible due to the
minimal gamma contamination in the selected TOF region. The
final images were normalized to the beam profile measured with
no sample present (at similar statistics).
(a)
(b)
1 cm
Figure 13: 2-dimensional images of a cadmium test chart. (a) Image with neu-
tron positions determined as the mid-point of the proton-triton tracks. (b) Image
with corrected neutron positions after proton-triton separation. Lighter areas in-
dicate higher neutron transmission.
For the image in Fig. 13(a), the pulse-width information was
disregarded, and the neutron position was taken as the mid-
Table 2: Data for image of Cd test chart. The number of beam pulses and total
number of events included in the present analysis are given. Also shown are the
numbers of events remaining after each subsequent tracking cut.
Number Fraction Note
Beam pulses 13871 −
Events 2.35 × 107 −
TOF > 3 ms 3.38 × 106 1
Energy > 50 clocks 3.35 × 106 0.99
Track length (±3σ) 2.85 × 106 0.84 Fig. 13(a)
PTS cut 9.90 × 105 0.29 Fig. 13(b)
point of the proton-triton track (X, Y in Eq. 2). The resolution
was estimated by fitting the projection of a straight edge (some-
times referred to as a knife-edge target) with the function:
N(x) = A
2
[
1 − erf
(
x − µ√
2σ
)]
+ C, (3)
derived assuming a Gaussian resolution, where A is a normal-
ization factor, erf() is the usual Gaussian error function, µ is
the mean position of the edge, σ is the corresponding Gaussian
width, and C is a constant. Using the right-most vertical edge
of the test chart, the resolution was found as σ = 990±180 µm.
This is in good agreement with a previous test experiment car-
ried out by our group in September 2008 at the NOP beamline
of the JRR-3 reactor in Tokai, Japan, using a µPIC-based X-
ray imaging detector modified to detect neutrons (by adding a
small amount of 3He to the usual gas mixture) [22]. This pre-
vious experiment, which used an older version of the FPGA
firmware without the time-over-threshold measurement capa-
bility, found a spatial resolution of about 956 µm. (The µPIC
and DAQ hardware were essentially identical to that used for
the current prototype.)
Using the pulse-width information available in the current
data, the image quality was greatly improved (Fig. 13(b)) by
separating the proton and triton and calculating the neutron in-
teraction points via Eq. 2. The spatial resolution was again de-
termined via Eq. 3 and was found to be σ = 349 ± 36 µm,
representing an improvement by a factor of 2.8. To achieve this
spatial resolution, the events were limited to those in which the
proton and triton were visible in both the anode and cathode
clusters (PTS cut). As discussed in Sec. 3.3 (and confirmed in
Table 2), such events account for only about 35% of all neutron
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events, resulting in a combined neutron efficiency for the image
of ∼10% for thermal neutrons. When all events passing the en-
ergy and track-length cuts are included in the image, the spatial
resolution becomes 523 ± 39 µm, which, although still an im-
provement over the case with no position correction, is about
50% worse than the best resolution. Thus, a trade-off must be
made between resolution and efficiency.
The distortion apparent on the left side of Fig. 13(b) is a re-
sult of beam divergence, which produces a smearing of the im-
age that increases with the distance from the beam center. As
with the time resolution discussed in Sec. 3.1, this was a re-
sult of our inability to measure the absolute position of an event
above the surface of the µPIC. While the effect is clearly visi-
ble on the left of the image, it was estimated via simulation to
increase the observed spatial resolution by only about 1% at the
edge used in the above determination (well within errors). This
smearing can be reduced by optimizing the beam geometry to
minimize divergence and by decreasing the drift height to re-
duce the uncertainty in the interaction position. The latter point
led us to change from the 5-cm drift cage to the 2.5-cm cage
used in previous sections.
Improvement of the spatial resolution can be attained with
more sophisticated position reconstruction algorithms incorpo-
rating the shape of the pulse-width distribution (as in Ref. [12]
for X-ray imaging with the µPIC). Preliminary results for our
neutron detector suggest nearly a factor of 3 improvement in
the resolution is possible [23]. Further improvement is expected
through optimization of the gas mixture and pressure, although,
according to our GEANT4 simulation, the spatial resolution is
ultimately limited to between 90 and 100 µm by the underlying
pixel-pitch. Our simulation showed that this maximal value is
achieved for a gas mixture with a diffusion constant about half
the current mixture or one with a track length around 5 mm. For
the latter, shorter track lengths (down to a minimum of ∼3 mm
for which the proton and triton can be effectively separated)
would reduce the amount of data per event but would also yield
a smaller range of usable track angles and a reduced reconstruc-
tion efficiency. A trade-off is thus affected between spatial res-
olution, efficiency, and maximum neutron rate. These ongoing
studies will be explored in a subsequent paper.
4.3. Long-term operability and 3He usage
At a time when the demand for 3He is already outstripping
the world’s supply [24], it is important to consider the 3He us-
age of the detector. Over time, various processes, such as dis-
sociation of the quencher gas and outgassing from the materials
of the detector, lead to a buildup of impurities and a degradation
in the properties of the gas. To maintain the desired gas proper-
ties, the detector must be periodically evacuated and refilled. To
date, the prototype detector has been filled two times with the
gas mixture described in this paper. The first filling was used
for a period of 13 months, and the second has been used up to
the present (∼14 months). The gas gain slowly diminished over
each fill period, decreasing by 68% during the first and by 30%
during the second. Also, the initial value of the second filling
was 56% that of the first, perhaps indicating some additional ag-
ing process of the µPIC. In each case, however, sufficient gain
for neutron detection could still be attained by increasing the
anode voltage setting, with no significant change observed in
detector performance over time.
A one-year fill cycle is already long when compared to other
µPIC applications, which, due to the need to operate at much
higher gains, must be refilled every few months. By treating
the vessel and µPIC against outgassing through annealing (not
done for our prototype) and employing a gas filtration system,
such as one now under development in our group at Kyoto Uni-
versity [25], it should be possible to stabilize the gas gains over
time and extend the operation of the detector significantly. If
these improvements can be realized, the yearly costs for detec-
tor maintenance would be greatly reduced.
5. Conclusion
We have developed a time-resolved neutron imaging detec-
tor based on the µPIC micro-pixel chamber. By measuring the
energy deposition (via time-over-threshold) and track positions,
we were able to demonstrate a small effective gamma sensitivity
of .10−12 and neutron identification that was stable and robust.
A spatial resolution of ∼350 µm was achieved, with significant
improvements expected through the use of more sophisticated
reconstruction algorithms and optimization of the gas mixture.
A time resolution as low as 0.6 µs allows for clean separation of
neutrons by time-of-flight at pulsed neutron sources. The detec-
tor, operated at a moderate pressure of a few atmospheres, was
able to maintain its good operating characteristics for more than
one year on a single gas filling. The compact FPGA-based data
acquisition system is simple to setup and operate and, although
limited to a maximum neutron rate of ∼150 kcps, could poten-
tially support a rate 10 times that by upgrading the encoder-to-
PC data transfer method. Furthermore, the printed-circuit board
manufacturing process is inexpensive and allows some freedom
to choose the size and shape of the µPIC to suit a particular ex-
periment (up to a maximum size of 30 × 30 cm2), and larger
areas can be covered by tiling detectors with no degradation in
the operating characteristics with increased area. These prop-
erties make the µPIC an attractive solution for neutron imag-
ing applications requiring very low background, time-resolved
measurements, and the ability to cover large areas at moderate
resolution.
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