The asymptotic efficiency of the Kaplan-Meier product-limit estimator, relative to the maximum likelihood estimator of a parametric survival function, is examined under a random-censoring model.
estimator of S(t) and is asymptotically normally distributed with variance wheref (t) = dF(t)/dt.
If the survival distribution, F, is one of a parametric family of distributions, {FA, h E A), then the likelihood function for the sample (y,, a,), i = 1, . . . , n, is n L(X) = n cji(yl)> -FA(^,)) lPSi,
r=l wherefx(t) = dFA(t)/dt. The maximum likelihood estimator of h is the value A E A that maximizes (3), and the associated estimator of S A (~) = 1 -F,,(t) is Si (t). Under standard regularity conditions (see, for example, Rao, 1973, §5f) , the estimator A is consistent and asymptotically normally distributed with variance I-'(h)/n, where
The associated estimator, Si(t), of the survival probability has an asymptotic normal distribution with variance obtained by the delta method.
If the parametric family of distributions is characterized by two parameters {FA,,, h E A, a E A ) , then (5) is replaced by
where aS is the vector of partial derivatives of Sx,, (t) with respect to X and a , and I(h, a ) is var,,,{Si (t)) = , ; , the Fisher information matrix defined appropriately for observations subject to censoring.
The asymptotic efficiency, E(t; A), of the Kaplan-Meier estimator relative to the maximum likelihood estimator of the survival probability SA(t) is the ratio of (5) over (2). Similarly, for two parameters the efficiency, E ( t ; A, a ) ,is the ratio of (6) over (2).
In the case in which there is no censoring, i.e. G(t) = 0, the product-limit estimator is 1 -F,,(t), where F,,(t) is the ordinary sample distribution function. For this case, (2) reduces to a simple binomial variance, and the Fisher information is the usual expectation of squared or cross-product partial derivatives. Surprisingly, no efficiency comparison of the sample distribution function with the maximum likelihood estimators appears to have been reported in the literature.
There is no simple relationship between the cases with and without censoring: censoring can either increase or decrease the efficiency of the Kaplan-Meier estimator, depending on how the censoring distribution, G, interacts with the survival distribution, F.
Specific Cases
For an exponential survival distribution, SA(t) = exp(-At), with exponential censoring distribution 1 -G ( t ) = exp(-pt), the reciprocal of E(t; A) is 
case of no censoring arises when p = 0. Similar efficiencies are obtained for an exponential distribution with uniform censoring on (0, c).
For a Weibull distribution, SA(t) = exp{-(At)"), with known index a subject to exponential censoring, the reciprocal of E(t; A) is given by
where p = p/A and the censoring proportion is
Table 2 presents the asymptotic efficiencies of the Kaplan-Meier estimator for the same combinations of censoring proportions and surviving fractions as in Table 1 but when the Weibull index is a = 2. The rows for no censoring are identical in the two tables. The reason for this is that without censoring the Weibull distribution is just an exponential distribution with a transformed time scale. Analogous expressions and similar efficiencies can be obtained for the Weibull distribution with uniform censoring and also for the scale parameter in the gamma distribution.
For the Weibull distribution with unknown scale and index parameters (A, a ) and exponential censoring, the Fisher information matrix simplifies to where Table 3 gives the asymptotic efficiencies, E ( t ; A, a ) , for the same combinations of censoring proportions and surviving fractions as in Table 2 but when the Weibull distribution has an unknown index a = 2. The censoring proportions are still given by (9). The efficiencies in Table 3 are higher than those in Table 2 because a second parameter now has to be estimated by the maximum likelihood method.
Discussion
In the specific cases considered in §3 the asymptotic efficiencies of the Kaplan-Meier estimator are low, especially for high censoring proportions or for surviving fractions that are close to one or zero. Low efficiencies for high surviving fractions, i.e. when t is near zero, are not a cause for worry because the variances of both the Kaplan-Meier estimator and the maximum likelihood estimator are small and the surviving fraction is accurately estimated. However, for low surviving fractions, i.e. when t is large, both variances are large and any drop in efficiency represents a real loss of accuracy. Parametric modelling should be considered as a means of increasing the precision in the estimation of small tail probabilities.
The reader should realize that the preceding comparisons are loaded against the KaplanMeier estimator. The efficiencies have been computed on the 'home turf' of the maximum likelihood estimator, that is, under the assumption that the parametric family of distributions has been correctly selected. But in practice where is the oracle that informs the statistician of the correct choice? With an incorrectly selected family, the maximum likelihood estimator is asymptotically biased. In the limit, as n + m, the mean square error for the Kaplan-Meier estimator will tend to zero, unlike that for the maximum likelihood estimator.
For large samples, for example where n > 100, with only moderate censoring, for example CP < .25, it should be reasonably clear whether or not a particular family of distributions fits the data well. If it does, then parametric modelling produces better estimates. Still, in the main body of the data the product-limit estimator may be sufficiently accurate for practical purposes. If interest is focused on estimation for the extreme high quantiles, for example where pr(T > t ) < .01, then the Kaplan-Meier estimator is usually worthless, but very large samples, for example where n > 500, are required to check the validity of the parametric extrapolation.
For small-and moderate-sized samples the question is whether to stick with a nonpara-metric approach or to try parametric modelling. Studies are under way to investigate quantitatively the performance of the maximum likelihood estimator when the underlying model is incorrect. When completed, these studies should provide some guidelines on when it is beneficial to try parametric modelling and when it is not.
