Most discrete event system models are based on de ning the alphabet set or the set of events as a fundamental concept. In this paper, we take an alternative view of treating the state space as the fundamental concept. We approach the problem of controlling discrete event systems by using predicates and predicate transformers. Predicates have the advantage that they can concisely characterize an in nite state space. The notion of controllability of a predicate is de ned, and the supervisory predicate control problem introduced in this paper is solved. A closed form expression for the weakest controllable predicate is obtained. The problem of controlling discrete event systems under incomplete state observation is also considered and observability of predicates is de ned. Techniques for nding extremal solutions of boolean equations is used to derive minimally restrictive supervisors.
Introduction
Many discrete event system models 24, 23, 25, 9, 11, 12] are based on de ning the alphabet set or the set of events as a fundamental concept. The language of a deterministic system characterizes its behavior, and two systems are considered equivalent if they have the same alphabet and language 9]. In this paper, we take an alternative view of treating the state space as the fundamental concept. Problems treated in 22, 19, 3, 1, 18, 14, 7] are also formalized with a similar point of view.
We approach the problem of controlling the behavior of a discrete event system described in terms of its state trajectories by using predicates and predicate transformers. Predicates have the advantage that they can concisely characterize an in nite state space. Petri net based models have also been used for describing in nite state discrete event dynamical systems 26, 17] . The notions of two types of predicate transformers, namely strongest postcondition (sp) and weakest liberal precondition (wlp) 5, 6, 8] are very useful in characterizing the dynamics of discrete event dynamical systems. In this paper, we study the system dynamics in the framework of these predicate transformers. We use the notion of duality of predicate transformers and show that sp and wlp are duals of each other. Thus one of the predicate transformers -either sp or wlp -can be treated as fundamental and the other as a derived notion. In this paper we treat sp to be the fundamental predicate transformer, as it describes the forward evolution of the system behavior, and develop the supervisory control theory using it.
We describe a few basic properties -strictness, monotonicity, disjunctivity, conjunctivity etc. -of predicate transformers. sp is a strict, monotone and disjunctive predicate transformer, while its dual wlp is a strict, monotone and conjunctive. One or more of these properties of sp and wlp are used to obtain all the results in this paper. It is known 6] that a predicate equation in the variable predicate Q of the type Q : f(Q) g(Q) has unique extremal solutions, provided the predicate transformers f; g satisfy certain basic properties.
We use the extremal solutions of such predicate equations to demonstrate the existence and uniqueness of minimally restrictive 23, 2] supervisors. We introduce the supervisory predicate control problem as the problem of synthesizing a supervisor for a given system so that the state trajectories of the system remain con ned to a set of \legal" states, and also visit all the states in the set of legal states. Thus the set of legal predicate corresponds to the weakest predicate that remains invariant under control. A special case of this problem where the latter constraint is relaxed was considered in 22]. The notion of controllability is de ned and it is shown that it serves as a necessary and su cient condition for the existence of a supervisor that solves the supervisory predicate control problem. A di erent de nition of controllability is presented in 19] , which can be shown to be equivalent to our de nition. Our de nition of controllability is purely in terms of the predicate transformer sp, which results in a more compact de nition, simplicity of the proofs (as demonstrated by the proof of Theorem 4.5) as well as the synthesis techniques of the supervisors.
In this paper, we also address the problem of synthesizing supervisors for the case when the required predicate is not controllable. This problem is quite important and is not addressed in 19, 22] . We show that if the given \legal" predicate is not controllable, then the minimally restrictive supervisor can be constructed so that the state trajectories of the controlled system remain con ned to and also visit all the states in the set of states where the weakest controllable legal predicate holds. We prove that the weakest controllable predicate stronger than the required predicate exists and present an algorithm for computing it. This algorithm is then used for constructing the minimally restrictive supervisor. Thus our work extends the earlier works on supervisory predicate control 22, 19] . In 22] a method is presented for computing the weakest \invariant" predicate stronger than the legal predicate; which can also be computed as a special case using the method of computing the weakest controllable predicate presented in this paper.
Next we consider the supervisory predicate control problem under partial state observations. The behavior of the system, i.e. the state trajectories, are observed under a \mask" which maps the state space of the system to the \observation space", and is not necessarily injective. This problem is much harder, as the controller also consists of a state estimator, and based on its state estimates takes the appropriate control actions. This problem was rst addressed in 19] and a solution was obtained under very restrictive assumptions on the desired reachable predicate. This is because the observability condition obtained in 19] is based only on the current observations and ignores all the past observations. We obtain the observability condition based on the entire available information: control as well as observation; present as well as past. Thus the notion of observability introduced in this paper is quite general. The notion of dynamical observers, which use the entire history for estimating states, is presented in 3, 21] . However, in 3] it is assumed that the transition events are completely known at all the transition steps, which is not the case in this paper. All that is known is at any transition step one of the several events that are enabled by the supervisor will occur and cause a system transition. In 21] the issue of synthesizing dynamical state estimator for a partially observed system was addressed and no control was exercised. In this paper we address the issue of simultaneously estimating the state and controlling the system so that the set of reachable states equals the required legal set of states.
The notion of observability of a predicate described in this paper also leads to a synthesis technique for the minimally restrictive supervisor. Unlike the supervisory control of system behavior described in terms of event trajectories under partial observation where the minimally restrictive supervisor does not exist 20], we show in this paper that it is possible to construct the minimally restrictive supervisor for the supervisory predicate control problem under partial state observation, where the system behavior is described as the weakest invariant predicate.
The advantage of using predicates and predicate transformers to represent a DEDS is that we can concisely characterize systems with a very large, possibly in nite, number of states. This is illustrated by the Readers-Writers example considered in this paper, in which case the state space is in nite. We provide a technique for synthesizing a supervisor so as to ensure mutual exclusion of readers and writers. Also, a technique is provided for the synthesis of the minimally restrictive supervisor for a modi ed Readers-Writers problem, again with in nite state space. Thus we have successfully developed a technique for supervisory control of in nite state systems. The computational complexity of our approach depends on the number of variables and conditional assignment statements representing the system rather than the actual number of states and transitions. Computationally more e cient algorithms for supervisory control of in nite state systems need to be developed based on the theory presented in this paper. Some such techniques that involve mathematical induction as an analysis tool are reported in 7] , and further research on this issue is currently under investigation.
Notation and Terminology
The discrete event dynamical system (DEDS) to be controlled -called the plant -is modeled as a state machine (SM) 10] following the framework of 23]. Let the quadruple G def = (X; ; ; x 0 ) denote a SM representing a plant; where X denotes the state set; denotes the nite event or alphabet set; : X ! X denotes the partial state transition function; and x 0 2 X denotes the initial state.
A supervisor or controller for the given DEDS is designed so that the behavior of the closed loop system satis es certain qualitative constraints described in terms of the state set of the plant. The event set is partitioned into = u ( ? u ), the sets of uncontrollable and controllable events. A supervisor for the given plant G is characterized by a (static) control law S : X ! 2 . A control law is said to be static if the control action at each step depends only on the observation at that step (for a more detailed and formal de nition refer to 13, 16] ). A dynamic control law will be considered in section 5, where the supervisory control problem under partial observation is addressed.
Thus if 2 is such that 2 S(x) for some x 2 X, then is said to be enabled by the supervisor in state x. Since a supervisor can disallow only controllable events from occurring, we also have for each x 2 X, u (x) S(x), where u (x) is the set of uncontrollable events de ned at state x. The controlled system is then described by the state machine G S def = (X; ; S ; x 0 ), where for x 2 X and 2 , S (x; ) = (x; ) if 2 S(x), and unde ned otherwise.
Remark 2.1 One way to implement a static control law as described above is to let the subautomaton of G corresponding to the control law S run in synchrony with G, as described in 13, 16].
Predicates and Predicate Transformers
Next we introduce a few de nitions from the theory of predicate calculus 5, 6, 8] that we use in this paper to study and formulate the supervisory predicate control problem. Let P denote the collection of predicates de ned on the state set X, i.e. if P 2 P, then it is a boolean valued map P : X ! f0; 1g. With every P 2 P, we associate a set X P X on which P takes the value one, i.e. x 2 X P if and only if P(x) = 1. We say that the predicate P holds on x 2 X if P(x) = 1. Conversely, given a set X 0 X, it can be associated with a predicate P X 0 2 P such that P X 0 (x) = 1 if and only if x 2 X 0 . Thus the collection of predicates P can be associated with the power set 2 X using the association described above.
In what follows next, we use the names predicates and subsets interchangeably. The symbols P; Q; R etc. are used for denoting predicates.
De nition 2.2 Given P 2 P, its negation, denoted :P, is another predicate de ned to be: for every x 2 X; :P(x) = 1 , P(x) = 0. Given an indexing set , let P 2 P for each 2 .
Then the conjunction V 2 P is de ned to be: for every x 2 X; V 2 P (x) = 1 , 8 2 ; P (x) = 1; and the disjunction W 2 P is de ned to be: for every x 2 X; W 2 P (x) = 1 , 9 2 s.t. P (x) = 1. De nition 2.3 The symbols true and false are used for denoting predicates that hold on all and none of the states respectively, i.e. true(x) = 1; 8x 2 X and false(x) = 0; 8x 2 X. Thus true = :false. Also, the predicate true can be associated with the entire state space X, and the predicate false can be associated with the empty set ;. Example 2.4 Let X = R 2 , i.e. the state space equals the real plane. Let x; y be state variables taking values in R. Then the predicate (x y) holds in those states in R 2 where the value of the variable x is not greater than that of variable y. Notice that predicates can concisely describe an in nite state space.
The quadruple (P; :;^; _) forms a boolean algebra which is isomorphic to the algebra of subsets of X under the operations of complementation, intersection and union. For P 1 ; P 2 2 P, we say that P 1 P 2 if and only if P 1^P2 = P 1 , or P 1 _P 2 = P 2 . P 1 is said to be stronger than P 2 , equivalently, P 2 is said to be weaker than P 1 if P 1 P 2 . Note that induces a partial order on P, i.e. is a re exive, transitive and antisymmetric relation on P. Since is antisymmetric, if P 1 ; P 2 2 P are such that P 1 P 2 and P 2 P 1 , then P 1 = P 2 , i.e. they are the same predicate. It can be shown that the partial order (P; ) is also complete 9].
Let F denote the collection of all predicate transformers, i.e. if f 2 F, then f : P ! P. We use the symbols f; g; h etc. to denote predicate transformers.
De nition 2.5 The negation :f for some f 2 F is de ned to be (:f)(P) = :(f(P)) for each P 2 P. The conjunction and disjunction of an arbitrary set of predicate transformers are de ned in an analogous way and are obtained by taking the conjunction and disjunction, respectively, over the set of image predicates, i.e. given an arbitrary indexing set , ( V 2 f )(P) = V 2 (f (P)), and ( W 2 f )(P) = W 2 (f (P)) for each P 2 P. De nition 2.6 Consider G def = (X; ; ; x 0 ). For each 2 , sp : P ! P is de ned to be: sp ( De nition 2.9 G def = (P X ; ; sp; I); where P X corresponds to the set of predicates de ned on the state space X of G; denotes the event set; sp 2 F is the predicate transformer corresponding to the state transition function of G; and I 2 P X corresponds to the initial states (also called initial condition) of G.
The behavior of a DEDS is essentially described by sp 2 F which is speci ed using the state transition function. It may also be speci ed using a nite set of conditional assignment statements of the type:
The above assignment statement, labeled by the event , is said to be enabled if the the condition speci ed as the predicate C(x) holds, and if executed, value of variable x becomes F(x). Thus given any predicate P(x), sp (P(x)) is the predicate reached after the execution of and can be readily calculated to be P(F ?1 (x))^C(F ?1 (x))], where F ?1 (x) = fx 0 j F(x 0 ) = xg. Similarly, the predicate wlp (P(x)) can be easily computed to be P(F(x))Ĉ (x)] _ :C(x)].
Consider for example a conditional assignment statement:
x; y := x + y; x ? y if x > y : Let P(x; y) = x + y 10. Then sp (P(x; y)) = f x+y Note that the DEDS representation as described in De nition 2.9 describes a wide range of DEDS's, such as system with an in nite state space, a nondeterministic 10] system, or a system that could initially be in a set of states where the predicate I holds. Henceforth we use the representation of G introduced in De nition 2.9 for describing a DEDS. Example 2.10 Consider the following program which corresponds to the Readers{Writers problem written in a programming logic adapted from UNITY framework 4]. Informally stated, the Readers{Writers problem can be expressed as a DEDS which has a distributed database, access to which is sought by an in nite numbers of readers and writers. nr; nw are integer type and denote the number of readers, number of writers respectively accessing the database. Both nr; nw are bounded below by zero. Thus the state space of the system is N 2 which is in nite. The symbols st rd; st wt; end rd; end wt correspond to the events start-read, start-write, end-read, end-write respectively. The program starts executing with the system being in the initial state ((nr; nw) = (0; 0)), which is described in the initial section of the program. The system evolves according to the execution of the \enabled" assignment statements of the assign section. An assignment statement is said to be enabled whenever the condition under the \if" part of the assignment is satis ed. One of the enabled assignment statements is nondeterministically picked for execution and upon execution the state variables accordingly change their values. The entries in the last column of the assign section are the event names for the corresponding assignment statements.
The program Rd Wr describes a DEDS of the type: G def = (P X ; ; sp; I); where P X denotes the set of predicates corresponding to the subsets of the state set X = N 2 ; = fst rd; st wt; end rd; end wtg; sp corresponds to the assignments of the assign section as aforementioned; and I = ((nr; nw) = (0; 0)).
On Solving Predicate Equations
So far we have de ned the notions of predicates and predicate transformers. Next we consider some of their properties and describe a few methods for solving some predicate equations that we use later to design supervisors for a given DEDS. Some of the results presented in this section can also be found in 6], however, we present their proofs here mainly to illustrate the proof style that we follow throughout the paper.
De nition 3.1 6] Consider f 2 F. f is said to be strict if f(false) = false; monotone if P Q ) f(P) f(Q); disjunctive if f( W 2 P ) = W 2 f(P ); and conjunctive if f( V 2 P ) = V 2 f(P ) ( denotes an arbitrary indexing set, and we adopt the convention that the disjunction as well as conjunction over the empty set is predicate false, i.e. W 2 P = V 2 P = false if = ;). It is easily shown that sp ( W 2 P ) = W 2 sp (P ), as fx 2 X j 9 2 : 9y 2 X P s.t. (y; ) = xg = 9 2 : fx 2 X j 9y 2 X P s.t. (y; ) = xg. Thus sp is disjunctive, and similarly it is easily veri ed that wlp is conjunctive. wlp is conjunctive; to illustrate this consider two predicates xy 10 1. f disjunctive implies that f is strict and monotone. 2. f conjunctive implies that f is strict and monotone.
Proof: We prove the rst part of Lemma 3.3; the proof of the second part is obtained in a similar manner. Let P; Q 2 P be arbitrary.
1. f(
;replace by ; in 1 3. f(false) = false ;from 2 and using W 2 P = false 4. f is strict ;from 3 5. P Q ) P _ Q = Q ;by de nition of
;follows from 7 and de nition of 9. f is monotone ;from 8 This completes the proof.
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We de ne the following operations on f 2 F (we have already de ned negation, disjunction and conjunction above):
De nition 3.4 The conjugate of f, written as f, is de ned to be :f:, i.e. for P 2 P, f(P) = :(f(:P)); the disjunctive closure of f, written as f ? , is de ned to be W n 0 f n ; and the conjunctive closure of f, written as f ? , is de ned to be V n 0 f n , where f 0 is de ned to be the identity predicate transformer.
Thus sp(P) characterizes the predicate which holds in states that cannot be reached by a single transition from a state where :P holds, i.e. in states that either have no transitions leading into them or which can be reached by a single transition only from those states where P holds. sp ? (P) denotes the predicate which holds in those states that can be reached by any number of transitions from a state where P holds. Thus sp ? is useful in characterizing the set of reachable states.
wlp(P) characterizes the predicate which holds in states from which only a state where P holds can be reached by a single transition. wlp ? (P) characterizes the the weakest predicate stronger than P that is closed under the executions of G, i.e. X wlp ? (P ) is the supremalinvariant 13, 16] subset of X P . Lemma 3.5 Let f 2 F be monotone; then 1. f(P) P , f ? (P) P 2. P f(P) , P f ? (P). Proof: We only prove the rst part of Lemma 3.5; the proof for the second part is derived in an analogous way. Note that the reverse implication is obvious; we use induction on the exponent n in the de nition of f ? to prove the forward implication.
1. f ? (P) P ) f(P) P ;by de nition of f ? 2. f 0 (P) P , true
;by de nition of f 0 3. f(P) P ) f 0 (P) P ;from 2 (base case for induction) 4. f(P) P ) f n (P) P ;induction hypothesis 5. f(P) P ) f(f n (P)) f(P) ;apply f on RHS of 4, and f monotone 6. f(P) P ) f n+1 (P) P ;simplifying 5 7. 8i 0 : f(P) P ) f i (P) P ;from 3, 6 and induction 8. f(P) P ) f ? (P) P ;taking disjunct wrt i in 7 9. f(P) P , f ? (P) P
;from 1 and 8 This completes the proof.
Since sp is disjunctive, it is also monotone (Lemma 3.3). Thus Lemma 3.5 applies to sp as well; the implication of part 1 is that if the set of states reached by a single transition is contained in the set of starting states, then so is the entire set of reachable states. The implication of the second part of Lemma 3.5 applied to wlp (wlp conjunctive implies wlp monotone from Lemma 3.3) is that if the set of states from which only the states in a target state set can be reached in a single transition contains the set of target states, then so does the set of states from which only the target state set is reached in all numbers of transitions. Lemma 3.6 6] Consider f 2 F.
1. If f is disjunctive, then so is f ? . 2. If f is conjunctive, then so is f ? .
Proof: As above we omit the proof of the second part, which can be obtained analogously to the proof of part 1 that we present next. It su ces to show that f n is disjunctive for each n 2 N, for if f n is disjunctive for each n 2 N, then f ? (
Hence we prove disjunctivity of f n for each n 2 N by induction on the exponent n in the de nition of f ? . C-1. g(P) is the weakest solution of Q : f(Q) P for all P 2 P. C-2. (f(g(P)) P)^(P g(f(P))) for all P 2 P C-3. f(P) Q , P g(Q) for all P; Q 2 P. C-4. f(P) is the strongest solution of Q : P g(Q) for all P 2 P. Proof: Refer to Appendix A.
The weakest solution of Q : f(Q) P depends both on f and P. Let it be denoted by f ? (P). Note that f ? 2 F. We de ne it to be the dual of f. Formally Remark 3.14 The result of Corollary 3.13 justi es the term dual for the functions f and f ? . Note that C-1 is used to de ne the dual of a disjunctive predicate transformer. Since in Theorem 3.10 we showed the equivalence of C-1 and C-2 and C-3 and C-4, any one of them can be used to equivalently de ne the dual predicate transformer. Next we prove a result that is interesting from the control perspective.
Theorem 3.15 wlp and sp are duals of each other. Proof: Note that sp is disjunctive and wlp is conjunctive; hence the duality is well de ned in this context. In order to show duality we need to show that wlp and sp satisfy any of the conditions C-1 through C-4 (refer to Theorem 3.10 and Remark 3.14). We show that C-2 holds.
Firstly, it follows from the de nitions of sp and wlp that sp(wlp(P)) P for any P 2 P. This is true because sp(wlp(P)) holds only in those states of X P which have at least one transition leading into them. Secondly, it again follows from the de nitions of sp and wlp that P wlp(sp(P)) for any P 2 P. This is true because wlp(sp(P)) holds in those states where either P holds or which have no transitions leading out of them. Thus both the conjuncts of C-2 hold, which proves the duality of wlp and sp. 2 
Predicate Transformers and Supervisory Control
In the previous section we described the conditions under which extremal solutions of various boolean equations exist, and introduced the notion of duality of predicate transformers, which is one of the key concepts relating the extremal solutions of the above boolean equations. We now show how these concepts can be useful in synthesizing static supervisors 16, 13] for a given DEDS.
Let G def = (P X ; ; sp; I) be a plant as described in De nition 2.9. Let R 2 P denote the required behavioral constraint on G. In other words, the control task is to design a static controller S : X ! 2 such that as the closed loop system evolves, it visits only and all those states where R holds. Formally, Supervisory Predicate Control Problem (SPCP): The control task is to construct a static controller S : X ! 2 for the plant G def = (P X ; ; sp; I) such that sp ? S (I) = R. The SPCP requires that the state trajectories (in the controlled system G S ) starting from a state where the initial predicate I holds, remain con ned to the set of states where the required predicate R holds, and visit all the states where R holds. A special case of this problem was rst treated in 22] where the control task was to synthesize a static supervisor S such that sp ? S (I) R, i.e. the states visited under closed loop control be con ned to R. Thus R in 22] represents a predicate that remains invariant under control. The required predicate R considered in this paper represents the weakest predicate that remains invariant under control (i.e. if S solves SPCP, then no other predicate weaker than R is invariant under S).
It is clear that SPCP is solvable only if the set of initial states is contained in the set of states where R holds. Hence in order to allow nontrivial solution of the SPCP we assume that the above condition is satis ed, which we state as assumption A-1 below:
A-1. I R.
Next we de ne a few notions that play a central role in supervisory control of DEDS.
De nition 4.1 R is said to be invariant if sp(R) R. R is said to be u -invariant if sp u (R) R. R is said to be control-invariant if there exists a static controller S : X ! 2 such that sp S (R) R.
Thus if R is an invariant predicate and if the system starts from a state where R holds, then as it evolves it visits only those states where R holds. If R is u -invariant, and if the system starts in a state where R holds, then under the execution of any uncontrollable event it remains in a state where R holds. If R is control-invariant, then there exists a static supervisor S such that R is invariant in the controlled system G S . Note that all the above notions are de ned with respect to the plant G, for they depend on the plant transition function sp. It also follows in view of C-3 of Theorem 3.10 that R being invariant, u -invariant, control-invariant is equivalent to R wlp(R); R wlp u (R); R wlp S (R)
respectively. These are the same as the de nitions given in 22]. Hence it follows in view of Proposition 7.1 of 22] that R is control-invariant if and only if R is u -invariant.
These notions of invariance introduced in 22] are useful in characterizing those sets of states which are closed under the system execution, i.e. if the system starts in a state of an invariant set, then under all executions the state of the system remains in that invariant set. However, it may be quite possible that the system may never visit some states in that invariant set. Thus the notion of invariance alone is not enough for addressing the SPCP. The notion of controllability of predicates (a notion stronger than that of invariance) was introduced in 19] for addressing the above mentioned problem. We present an equivalent but slightly di erent de nition of controllability and show that controllability is a necessary and su cient condition for a solution of SPCP to exist. In our opinion, our de nition is much more compact and uses a more convenient notation that results in simplicity of proofs and supervisory synthesis techniques.
De nition 4.2 Given f 2 F and P 2 P, the restriction of f to P, denoted f j P , is the predicate transformer de ned as: (f j P )(Q) = f(P^Q)^P for each Q 2 P.
Next we prove a useful property of the restriction operator. We say f 2 F is weakening if P f(P) for any P 2 P. Lemma 4.3 Let f 2 F be monotone and weakening, and P; Q 2 P be arbitrary. Then f j (fj P (Q)) (Q) = f j P (Q). Proof: Let R def = f j P (Q). Then we need to show that f j R (Q) = R. 
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Thus it follows from Lemma 4.3 that the restriction of a monotone predicate transformer, the application of which results in an image predicate weaker than its preimage predicate, exhibits a nice \invariance" property. For example, the disjunctive closure of any predicate transformer is weakening as well as monotone (Lemma 3.3 and 3.5), and thus exhibits such a property.
De nition 4.4 R is said to be controllable with respect to G if 1. sp u (R) R, and 2. R = (sp j R ) ? (I) Note that it follows from the de nition of restriction and disjunctive closure that the following ordering always holds: (sp j R ) ? (I) R. Thus the second condition in the de nition of controllability is equivalent to R (sp j R ) ? (I). We use either of these equivalent de nitions of controllability interchangeably. In the next theorem we present a solution to the SPCP. The simplicity of the proof obtained by using the theory of predicate transformers and a more compact de nition of controllability is easily seen. Proof: First assume that R is controllable; we show that there exists a controller S : X ! 2 such that sp ? S (I) = R. Consider the controller de ned as: for each x 2 X R ; 2 S(x) , (x; ) 2 X R . Since R is u -invariant, it follows that the events disabled by S are all controllable (S never disables any uncontrollable events). Also, note that the strongest postcondition predicate transformer sp u corresponds to the maximally restrictive control law -the control law that disables all the controllable events from occurring. Another advantage of using the theory based on predicate transformers is that it provides an automated technique for synthesizing supervisors as illustrated by the above example.
Minimally Restrictive Supervisors for Predicate Control
It follows from Theorem 4.5 that if the required predicate R is controllable, i.e. satis es the u -invariance and the reachability constraint R (sp j R ) ? (I), then the following control law can be used for solving the SPCP: for each x 2 X R , 2 S(x) , (x; ) 2 X R . In this subsection, we address the problem of supervisory synthesis when the required predicate R is not controllable. This problem was not addressed in 19] . If the required predicate R is not controllable, then a supervisor cannot be constructed which solves the SPCP. In the next Theorem we prove that in such a situation, the minimally restrictive supervisor can be constructed.
Theorem 4.8 The weakest controllable predicate stronger than a given predicate exists (and is unique).
Proof: Let R 2 P be the required predicate. Assume that R is not controllable; then at least one of the following two conditions is not satis ed:
1. sp u (R) R 2. R (sp j R ) ? (I) We show that the weakest solution to the following set of equations exists: E-1. Q : sp u (Q) Q E-2. Q : Q (sp j Q ) ? (I) E-3. Q : Q R Equations E-1 and E-2 correspond to conditions 1 and 2 respectively. Equation E-3 requires that the weakest solution be stronger than R. Consider the rst equation; since sp u is disjunctive and Q as an identity function is monotone, it follows from Theorem 3.8 that the weakest solution of it exists. Similarly consider the second equation; since Q as an identity function is disjunctive and (sp j Q ) ? (I) as a function of Q is monotone, it follows that the second equation also has a weakest solution. Also, since R as a constant function is monotone and Q as an identity function is disjunctive, the third equation possess a weakest solution as well. Since the weakest solutions of all the equations E-1 through E-3 exist, it follows that the weakest solution of the above set of equation exists and by its de nition it is unique.
More formally, let be an indexing set such that for each 2 ; Q satis es the above set of equations. Then as explained above W 2 Q satis es all the equations E-1 through E-3 individually. Thus W 2 Q is the weakest solution of the above set of equations. 2 We will use R " R to denote the weakest solution of the above set of equations, then R " denotes the weakest controllable predicate stronger than R. If R " also satis es A-1, i.e. if I R " , then since R " is controllable, it follows from Theorem 4.5 that there exists a static control law S such that sp ? S (I) = R " . A supervisor exercising such a control law is called the minimally restrictive supervisor. However, R " may not satisfy A-1, i.e. it is possible that I 6 R " , in which case the minimally restrictive supervisor does not exist.
Computation of R "
In Theorem 4.8 we proved the existence of the weakest controllable predicate R " , which is the weakest solution of equations E-1, E-2 and E-3, stronger than R. Now we present a method for computing it. We proceed by rst proving a few lemmas.
First we note that the weakest solution of E-2 stronger than any predicate P 2 P exists. This follows easily from 1 and 2 below:
1. E-2 has a weakest solution (follows from Theorem 4.8), and 2. Equation Q : Q P has a weakest solution, for Q as an identity predicate transformer is monotone and P as a constant predicate transformer is disjunctive.
Lemma 4.9 If P 2 P is a solution of E-1 and E-3 and P 0 is the weakest solution of E-2 stronger than P, then P 0 is also a solution of E-1 and E-3.
Proof: We rst show that P 0 is a solution of E-3.
1. P 0 P
;by assumption 2. P R ;P is a solution of E-3 3. P 0 R
;from 1 and 2
4. P 0 is a solution of E-3 ;from 3 Next we show that P 0 is also a solution of E-1.
1. sp u (P) P ;P is a solution of E-1 2. P 0 P ;by assumption 3. sp u (P 0 ) sp u (P) ;apply sp u on 2, sp u monotone 4. sp u (P 0 ) P ;from 1 and 3 5. sp u (P 0 ) _ P 0 P ;from 2 and 4 6. P 0 (sp j P 0 ) ? (I) ;P 0 is a solution of E-2 7. P 0 (sp j spu(P 0 )_P 0 ) ? (I) ;by weakening the RHS of 6 8. sp u (P 0 ) (sp j spu(P 0 )_P 0 ) ? (I) ;from 6 and de nition of sp j ( ) 9. sp u (P 0 ) _ P 0 (sp j spu(P 0 )_P 0 ) ? (I) ;taking disjunct of 7 and 8 10. sp u (P 0 ) _ P 0 is a solution of E-2 stronger than P ;from 9 and 5 11. sp u (P 0 ) _ P 0 P 0 ;from 10 and de nition of P 0 12. sp u (P 0 ) P 0 ;simplifying 11 13. P 0 is a solution of E-1 ;from 12 This completes the proof.
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Thus the weakest solution of E-2 stronger than any solution of E-1 and E-3 is also a solution of E-1 and E-3 and hence a solution of the all the three equations.
Lemma 4.10 Let P be the weakest solution of E-1 and E-3 and P 0 be the weakest solution of E-2 stronger than P. Then P 0 is the weakest solution of E-1 through E-3.
Proof: It follows from Lemma 4.9 that P 0 is a solution of E-1 through E-3. We need to show that it is the weakest solution also, i.e. P 0 = R " .
1. P 0 P ;by assumption 2. P 0 R " ;P 0 a solution of E-1, E-2, E-3 and R " weakest solution of E-1, E-2, E-3 3. R " P ;R " weakest solution of E-1, E-2, E-3 and P weakest solution of E-1, E-3 4. R " P 0 ;R " weakest solution of E-1, E-2, E-3 stronger than P (from 3) and P 0 weakest solution of E-2 stronger than P (from 1) 5. R " = P 0 ;from 2 and 4 Thus the proof is completed.
It follows from Lemma 4.10 that one way to compute R " is by computing the weakest solution of E-2 stronger than the weakest solution of E-1 and E-3. Next we prove that (wlp u ) ? (R) is the weakest solution of E-1 and E-3. Assume P is also a solution of E-1 and E-3.
1. sp u (P) P ;P is a solution of E-1 2. P wlp u (P)
;from 1 and C-3 3. P (wlp u ) ? (P)
;from 2 and Lemma 3. 
Thus it follows from Theorem 4.11 that the weakest u -invariant predicate stronger than R (i.e. the weakest solution of E-1 and E-3) is given by (wlp u ) ? (R). Finally we have the following Theorem for computing R " . This is one of the main results of this paper. Next we show that Q is the weakest solution of E-2 stronger than (wlp u ) ? (R). Let P be another solution of E-2 stronger than (wlp u ) ? (R). Since we have already shown above that Q is stronger than (wlp u ) ? (R), it su ces to show that P Q.
1. P (wlp u ) ? (R)
;by assumption (P stronger than (wlp u ) ? (R)) 2. P (sp j P ) ? (I)
;by assumption (P solution of E-2)
3. P (sp j (wlp u )?(R) ) ? (I) ;by weakening RHS of 2 using 1 4. P Q ;from 3 and de nition of Q Hence the proof is completed.
Remark 4.13 The set of states X R " corresponding to the weakest controllable predicate stronger than R can be easily computed in two steps:
2. Compute (sp j Ru ) ? (I) The rst step corresponds to the computation of the supremal u -invariant subset of X R . This we denote by X Ru . The second step consists of computing the set of states reachable from the initial state set X I in the state space restricted to X Ru . If G is represented as a nite state machine, then the set X Ru as well as the states reachable from X I in the state space restricted to X Ru can be computed (in the worst case) in time linear in the number of transitions present in G (refer to 11, 15] for more elaborate discussions on computationally optimal algorithmic techniques for similar computations). If G has in nite states, then the computation of R " based on the state machine approach as described above will not terminate, as it involves the computation of the \?" operator -disjunctive and conjunctive closure. However, computation based on predicates and predicate transformers can be used to automatically construct the minimally restrictive supervisor in an in nite state space setting using e cient techniques such as those reported in 7] . Further research on this issue is currently under investigation.
Example 4.14 Consider the following re nement of the Readers-Writers program of Example 2.10. We use variables ar; aw to denote the number of active readers, writers, respectively, and the variables wr; ww to denote the number of waiting readers, writers, respectively. The event set consists of: = fst rd; st wt; end rd; end wt; req rd; req wt; ovflog. Informally described, readers and writers are rst bu ered in separate queues of nite capacity, and whenever req rd or req wt occurs, the size of the corresponding queue increases. The number of active readers/writers is increased (decreased) according to the occurrence of st rd=st wt(end rd=end wt). If the number of waiting readers is more than a positive number B, then the number of active readers increases by one whenever the event ovflo occurs. The notation Y ? ; (2 ) ? is used to denote the set of nite sequences of observations in Y , the set of nite sequences of control actions, respectively. The supervisor uses all the information available corresponding to the entire past to determine the current control action (the set of events to be enabled). Thus the supervisor is dynamic. The supervisor considered for the SPCOP in 19] is static (current control actions are determined by the current observation only) and can be obtained as a special case of the supervisor considered in this section. We propose the following algorithm for dynamically estimating the current state of the system using the information available from the entire past. The notation y k 2 Y for each k 2 N is used to denote the observation at the kth step. Algorithm 5.1 Initiation step: P 0 = true X Recursion step: P k+1 = sp(P k )^M ?1 (y k+1 ); k 0 where M ?1 (y k+1 ) corresponds to the predicate which holds in those states which have the same mask value y k+1 , and P k for each k 0 denotes the predicate corresponding to the state estimate at the kth step.
Thus initially when no observation is made the set of states corresponding to the initial state estimate equals the entire state space; hence P 0 is set equal to true X . The set of states corresponding to the state estimate at the (k + 1)th step, where the predicate P k+1 holds, equals the set of states that correspond to the observation y k+1 and are reachable from a state where P k holds. Algorithm 5.1 can be used to de ne the following dynamic observer for the system G. A similar de nition of dynamic observer is presented in 3], which uses the past sequence of observations as well as the past sequence of control inputs for estimating the current state.
Static and Dynamic Control Laws
An algorithm similar to Algorithm 5.1 can be used to simultaneously observe the evolution of the plant and control its behavior. Since the goal of the SPCOP is to obtain a dynamic control law D : Y ? (2 ) ? ! 2 such that the required predicate R remains invariant under the evolution of the controlled system, we assume that the system never starts in a state where R does not hold. This is stated as assumption A-1 in the previous section. Keeping assumption A-1 in mind, a dynamic control law D is obtained in the manner described below. The notations y k ; P D k are used to denote the observation at the kth step, and the predicate corresponding to the state estimate at the kth step under the control law D respectively. The control action at the kth step, k 1, depends on the observation sequence up to the kth step and the control sequence up to the (k ? 1)th step; using this available information at the kth step De nition 5.9 Consider the plant G def = (P X ; ; sp; I) and the mask M : X ! Y . The controller that implements the dynamic control law of Algorithm 5.3 is another DEDS C def = (P X ; Y 2 ; sp C ; I C ), where P X is the state set of the controller C; Y 2 is the event set of C; I C = M ?1 (y 1 )^I is initial condition of C; and sp C , the strongest postcondition predicate transformer of C, is de ned to be (sp C ) (y; 0 ) (P) = sp 0 (P)^M ?1 (y) for each P 2 P X , y 2 Y and 0 (sp 0 = W 2 0 sp ).
Finally, we present a necessary and su cient condition under which a solution to SPCOP exists, the proof of which is constructive so that a dynamic control law D that solves SPCOP is automatically obtained. the number of writers always appears to be the same, namely, zero; however, the number of readers can be observed completely, i.e. M((nr = p; nw = q)) = (nr = p; nw = 0) for all (p; q) 2 N 2 . As discussed in Example 4.6, the mutual exclusion constraint is written as the required predicate R = ((nw = 0) _ (nw = 1^nr = 0)), and it is controllable. However, R may or may not be observable, depending on the initial condition I. 
Conclusion
We have presented in this paper a methodology for designing controllers for a wide variety of systems described in terms of a set of predicates and a set of predicate transformers. Predicates can concisely represent an in nite state space, hence many of the discrete event systems including clocks, queues with unbounded bu ers etc. can be modeled in this framework. The above theory can also be useful in synthesizing controller programs for programs describing possibly complex DEDS's. Thus the framework is quite general.
The strongest postcondition transformer has been presented as a fundamental concept for describing the state space evolution of a DEDS. We have presented the notion of duality of predicates and shown that sp and wlp are duals of each other. Many of the basic properties of a predicate transformer have been highlighted, and the relation of these properties to the existence of extremal solutions of some predicate equations has been pointed out. We have shown how these properties and extremal solutions of boolean equations can be applied for supervisory synthesis purposes. The notion of controllability of a required predicate describing the set of legal states has been de ned, and it has been shown that controllability is a necessary and su cient condition for the existence of a supervisor that guarantees the invariance of the required predicate under system evolution. The supervisory predicate control problem has been presented and solved using the notion of controllability. It has further been shown that the weakest controllable predicate stronger than the given predicate exists, and hence the construction of minimally restrictive supervisors is possible in case the required predicate is not controllable. We have presented a method for computing the weakest controllable predicate; this is one of the main results in this paper.
We also address the problem of designing supervisors for a partially observed plant. We introduce the notion of observability which, together with controllability, is a necessary and su cient condition for the existence of a supervisor that solves the supervisory predicate control and observation problem introduced in this paper.
A Proof of Theorem
Proof: We prove Theorem 3.10 by way of cyclic implication. First we show that C-1 )
