Abstract: In this paper we introduce the concept of suitability, which means that the nonlinear equations to be solved in a Runge-Kutta method have a unique solution. We give several results about suitability, and prove that the Butcher I, II and III, and the Lobatto IIIA and IIIB methods are suitable.
Introduction
We shall deal with the initial value problem dU,'dt =f(t, U), U(t,) = uO, ( where c and b satisfy ci = C&a,,, 1 6 i d m and CEIbi = 1. We also assume that the method is nonconfluent, i.e. the abscissae ci, 1 < i < m, are all different. The use of an implicit Runge-Kutta method to obtain a numerical solution of (1.1) requires the solution of a system equations m y;=Un-l+hCa;jf(T, yj)> l<iim,
J=l
where rz=tn_l+c,h, y,~lR", l<i<m, and u,_ 1 E IR" is an approximation to U( t,_l). When system (1.2) allows a solution, and this solution has been obtained, mation to U( t,), t, = t,_ 1 + h, can be computed from the formula m u, = u,-1 + h c bjf(q, Y,). [l] ).
Finally, we prove that for the Butcher III-method [l] system (1.2) also has a unique solution.
Suitability
In this section we state the concept of suitability and we give the main theorem of the paper. For convenience we will denote hf ( 3, yI) by f,( y,), 1 <j < m, and we assume that f( t, U) satisfies condition (1.4), so for 1 <j < m there holds
J=l has a unique solution y = (yl, y,, . . . , y,) E (rW')", whenever the functions 4: I@" ---, Iw" are continuous and satisfy (2.1) j = 1,. . . , m.
Remark 2.2.
Clearly suitability of A is equivalent to system (1.2) having a unique solution. We also assume that the first abscissa ci = 0. From the equations (3.1) with i = 1 it is then obvious that the first row of A contains zeros only. We shall prove the suitability of these matrices A in a way analogous to Dekker [3] . 
Proof. The method (c, b, A) is given by
We define the (m -l)-stage submethod generated by Proof. The Butcher I-methods satisfy the conditions of Theorem 3.1 (see [l] ). 0
The Lobatto IIIB and Butcher II-methods
Scherer and Tiirke [8] have shown that some Runge-Kutta methods are related to each other. They established interesting interrelations between various methods by means of two mappings, viz. reflection and transposition.
The latter one is a helpful tool in our analysis, so we shall give its definition. Let B = diag( b,, b,, _ _ . , b,) , C = diag( ci, c2,. . . , cm), e = (1, 1,. . . , l)T. It is seen that the abscissae of the transposed method are ordered in reverse by this definition.
We will assume that they are reordered by a suitable permutation, so that c, = P( e -c),
where P is the permutation matrix, and we define B,= PBP, c,= P(I-C)P, I= diag(1, l,..., 1).
We shall now formulate results which are relevant for the suitability of a method. In the sequel we assume that D is a positive diagonal matrix. A straightforward calculation also shows that and A combination of these equalities yields Consequently, 32 + pfi is positive definite, and there follows from Theorem 1.1 that 2 is suitable. Let A, = (0), A, = 2 and A, = (0), then it is obvious from Theorem 2.3 that A is suitable. II
