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Meinen Eltern
Zusammenfassung
Untersucht werden ra¨umlich ausgedehnte musterbildende Systeme in der Na¨he des
U¨bergangs zur ersten Instabilita¨t, wenn die entscheidenden nichtlinearen Terme
im Bifurkationspunkt verschwinden und die verallgemeinerte Ginzburg-Landau-
Gleichung an die Stelle der klassischen Ginzburg-Landau-Gleichung als Amplitu-
dengleichung des Systems tritt. Wir zeigen, dass die Lo¨sungen der verallgemei-
nerten Ginzburg-Landau-Gleichung tatsa¨chlich eine gute Approximation fu¨r die
Lo¨sungen des urspru¨nglichen Systems sind, und zwar u¨ber eine sehr lange endli-
che Zeitskala. Außerdem beweisen wir, dass sich in diesem Fall jede kleine Lo¨sung
des musterbildenden Systems nach einer gewissen Zeit derart entwickelt, dass
sie durch die Lo¨sung der Ginzburg-Landau-Gleichung beschrieben werden kann.
Dabei beschra¨nken wir unsere Betrachtungen auf eine Kuramoto-Shivashinsky-
Swift-Hohenberg-Gleichung, die uns als Modell fu¨r ein solches musterbildendes
System dient.
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1 Einleitung
1.1 Musterbildende Systeme
In den unterschiedlichsten Bereichen unseres ta¨glichen Lebens und in den ver-
schiedensten naturwissenschaftlichen Disziplinen beobachtet man ein Pha¨nomen,
das als Musterbildung oder Selbstorganisation bezeichnet wird. Gemeint ist da-
mit ein Prozess, bei dem ein ra¨umlich oder zeitlich homogener Zustand durch
Ausbildung einer Struktur in einen inhomogenen Zustand u¨bergeht.
Eines der bekanntesten musterbildenden Systeme ist sicherlich der Taylor-
Couette-Fluss. Dabei wird eine Flu¨ssigkeit, die sich zwischen zwei rotierenden
Zylindern befindet, untersucht. In einer zu Beginn laminaren Stro¨mung kommt
es zur Bildung von Wirbeln, wenn ein bestimmter Parameter (die sog. Taylor-
bzw. Reynoldszahl), der sowohl von der Geometrie und der Rotationsgeschwin-
digkeit der Anordnung als auch von der Viskosita¨t und der Dichte der Flu¨ssigkeit
abha¨ngt, einen kritischen Wert u¨bersteigt. Vergro¨ßert man den Parameter noch
weiter, wird die periodische Wirbelstruktur instabil, und es kommt schließlich
zu chaotischem Verhalten. Bei Rohrstro¨mungen beobachtet man das gleiche Ver-
halten, falls die Durchflussmenge erho¨ht wird. Man spricht in diesem Fall vom
Poiseuille-Fluss [6, 10].
Ebenfalls im Bereich der Fluiddynamik ist die fu¨r die Meteorologie (hier spezi-
ell bei der Wolkenbildung) bedeutsame Rayleigh-Be´nard-Konvektion angesiedelt:
Eine Flu¨ssigkeitsschicht (oder Gasschicht) wird von unten beheizt und oben auf
einer festen Temperatur gehalten. Solange die Temperaturdifferenz klein ist, ge-
schieht der Wa¨rmeaustausch durch Konduktion, d.h. die Flu¨ssigkeit bewegt sich
nicht. Sobald der Betrag des Temperaturgradienten jedoch einen kritischen Wert
u¨bersteigt, beginnt die Flu¨ssigkeit sich zu bewegen, und es kommt zur Ausbildung
von Mustern, wie z.B. Rollen oder Sechsecken [11, 26, 27].
Ein weiteres Beispiel aus der Physik findet sich in der nichtlinearen Optik: Viele
optische Medien zeigen beim Durchgang von Licht ein nichtlineares Verhalten.
So kann z.B. das Pha¨nomen der Selbstfokussierung beobachtet werden, wenn es
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in den Bereichen eines Mediums, die sehr großen Lichtintensita¨ten ausgesetzt
sind, zu einer Vergro¨ßerung des Brechungsindexes kommt. Dann kann na¨mlich
ein Laserstrahl, dessen Intensita¨t in der Mitte des Strahls sehr groß ist und zum
Rand hin abnimmt, zum Entstehen einer Sammellinse fu¨hren, was wiederum eine
weitere Intensita¨tssteigerung nach sich zieht und bei bestimmten Experimenten
ein Muster entstehen la¨sst [2, 42].
Auf dem Gebiet der Nanophysik beobachtet man beim epitaktischen Wachstum
von Halbleitern ebenfalls eine Musterbildung. So kommt es beispielsweise beim
Aufwachsen von InAs auf ein GaAs-Substrat mittels molecular beam epitaxy
(MBE) zum Wachstum im sog. Stranski-Krastanov-Modus, bei dem sich kleine
InAs-Inseln von nahezu einheitlicher Gro¨ße (≈ 10 nm) und sehr regelma¨ßiger
Anordnung bilden. Man spricht daher auch von selbstorganisiertem Wachstum,
wobei der fu¨r den Wachstumsmodus entscheidende Parameter die Differenz der
Gitterkonstanten von Substrat und aufgedampftem Halbleiter ist, d.h., sind die
Gitterkonstanten etwa gleich groß, kommt es nicht zum Inselwachstum, sondern
zur Schichtbildung. In der Praxis finden solche Materialien bereits heute An-
wendung in Halbleiterquantenpunktlasern, und fu¨r die Zukunft erhofft man sich
auch in der Mikroelektronik einen Durchbruch auf dem Weg zum Quantencom-
puter [3, 4, 9, 25, 40].
Auch der in der Supraleitung wichtige Josephson-Kontakt kann in diesem Zusam-
menhang genannt werden, wobei es sich in diesem Fall nicht um ein ra¨umliches,
sondern ein zeitliches Muster handelt: Verbindet man zwei Supraleiter u¨ber eine
du¨nne isolierende Schicht miteinander, so stellt sich ein auf dem Tunneleffekt be-
ruhender Gleichstrom ein. Legt man nun von außen eine Spannung an, so la¨sst
sich eine von der Gro¨ße der Spannung abha¨ngige Oszillation des Tunnelstroms
feststellen [1, 17].
In der Chemie gibt es ebenfalls Beispiele fu¨r musterbildende Systeme. Das be-
kannteste du¨rfte sicherlich die Belousov-Zhabotinsky-Reaktion sein, bei der eine
aus einer Mischung von Natriumbromat (NaBrO3), Malonsa¨ure (C3H4O4), Schwe-
felsa¨ure (H2SO4), Natriumbromid (NaBr) und Ferroin ([Fe(C12H8N2)3]SO4) be-
stehende Flu¨ssigkeit ihre Farbe periodisch zwischen rot und blau a¨ndert. Dieser
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Prozess kann sich bei geeignetem Mischungsverha¨ltnis der Chemikalien auch mit
der Zeit stabilisieren, und man erha¨lt ein rot-blaues Streifenmuster [16, 24, 46].
Andere musterbildende Systeme lassen sich in der Biologie finden. So kann das
menschliche Gehirn als ein sich selbst organisierendes System angesehen werden,
und auch bei der Entstehung von Korallenriffen la¨sst sich ein analoges theoreti-
sches Modell herleiten [21, 30].
Daru¨ber hinaus gibt es auch außerhalb der Naturwissenschaften Systeme, wie
beispielsweise die internationalen Finanzma¨rkte [18] oder den Verkehrsfluss in
Sta¨dten oder auf Autobahnen [7, 22], die ebenfalls eine Selbstorganisation auf-
weisen.
Erstmals wurde im Jahr 1952 durch A. M. Turing – ausgehend von biologisch-
chemischen Fragestellungen – ein entscheidender Ansatz, den er diffusionsgesteu-
erte Instabilita¨t nannte, vorgeschlagen, um den Mechanismus, der zur Entstehung
der Muster fu¨hrt, verstehen zu ko¨nnen [43]. Inzwischen ist die Modellbildung zur
Erkla¨rung der Musterbildung schon sehr weit fortgeschritten, und es stellt sich
heraus, dass fu¨r viele Systeme die komplexe Ginzburg-Landau-Gleichung zur Mo-
dellierung herangezogen werden kann.
1.2 Turing-Instabilita¨ten in degenerierten Systemen
Unser Interesse gilt ra¨umlich ausgedehnten musterbildenden Systemen in der
Na¨he des U¨bergangs zur ersten Instabilita¨t, bei denen als Amplitudenglei-
chung nicht mehr die klassische, sondern die verallgemeinerte Ginzburg-Landau-
Gleichung auftritt. Diese Situation liegt vor, wenn die entscheidenden nichtlinea-
ren Terme in der Na¨he des Bifurkationspunktes verschwinden, was beispielsweise
beim Taylor-Couette-Fluss zwischen zwei mit entgegengesetztem Drehsinn rotie-
renden Zylindern [6], beim ebenen Poiseuille-Fluss [31], beim Jeffery-Hamel-Fluss
in einer Du¨se [13], beim Blasius-Grenzschicht-Fluss an einer endlichen Platte [39]
oder auch bei der doppelt-diffusiven Konvektion (Wa¨rmekonvektion einer homo-
genen Mischung aus zwei Komponenten unterschiedlicher Dichte und gleichen
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Aggregatzustandes) [23] der Fall ist. Weitere Beispiele finden sich in [15].
In der vorliegenden Arbeit beweisen wir, dass sich jede kleine Lo¨sung des mu-
sterbildenden Systems derart entwickelt, dass sie nach einer bestimmten Zeit
durch die Lo¨sungen der verallgemeinerten Ginzburg-Landau-Gleichung appro-
ximiert werden kann. Als Modell fu¨r ein solches musterbildendes System dient
uns dabei eine Kuramoto-Shivashinsky-Swift-Hohenberg-Gleichung, auf deren ge-
nauere Untersuchung wir uns im folgenden beschra¨nken wollen.
Die verallgemeinerte Ginzburg-Landau-Gleichung ist durch
∂TA = α0A+ α1∂
2
XA+ α2|A|2A+ α3|A|2∂XA+ α4A2∂XA¯+ α5|A|4A, (1.1)
mit αj = αj,re + iαj,im ∈ C , α1,re > 0 , T ≥ 0, X ∈ R , und A(X,T ) ∈ C
gegeben.
Als Beispiel eines musterbildenden Systems betrachten wir das eindimensionale
Modell
∂tu = −(1 + ∂2x)2u+ ε2u− βu∂xu− γu3 (1.2)
mit (x, t) ∈ R×R+ und Parametern β, γ, ε ∈ R . Diese Gleichung, die aus einer
Kuramoto-Shivashinsky- und einer Swift-Hohenberg-Gleichung zusammengesetzt
ist, bezeichnen wir im folgenden als KSSH-Gleichung. In der Na¨he der ersten
Instabilita¨t der trivialen ra¨umlich homogenen Lo¨sung u = 0 , die fu¨r ε2 = 0
auftritt, betrachten wir 0 ≤ ε≪ 1 als kleinen Bifurkationsparameter und ko¨nnen
im degenerierten Fall
3γ +
β2
9
= ε c3 (c3 ∈ R) , (1.3)
d.h. wenn die entscheidenden nichtlinearen Terme mit ε → 0 verschwinden,
mittels des Ansatzes
u(x, t) = ε1/2A(εx, ε2t)eix + ε1/2A¯(εx, ε2t)e−ix +O(ε) (1.4)
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Abbildung 1.1: Modulation von u durch die Einhu¨llende A .
die verallgemeinerte Ginzburg-Landau-Gleichung (1.1) formal herleiten. Fu¨r klei-
ne ε > 0 beschreibt die Lo¨sung A der verallgemeinerten Ginzburg-Landau-
Gleichung langsame zeitliche und ra¨umliche Modulationen des instabilsten Mu-
sters eix . Die Modulation ist gema¨ß unseres Ansatzes (1.4) von der Gro¨ßenord-
nung O(ε1/2) und hat die Breite 1/ε . Eine schematische Skizze dieser Situation
ist in Abb. 1.1 zu sehen.
Das Ziel der vorliegenden Arbeit ist es, diese Gleichung mittels eines Approxima-
tionssatzes (Satz 2.3) und eines Attraktivita¨tssatzes (Satz 3.4) mathematisch zu
rechtfertigen.
Dazu beweisen wir in Kapitel 2, dass zu jeder Lo¨sung der verallgemeinerten
Ginzburg-Landau-Gleichung (1.1) fu¨r Zeiten T ∈ [0, T0] eine Lo¨sung des Ori-
ginalsystems (1.2) existiert, die durch diese fu¨r t ∈ [0, T0/ε2] na¨herungsweise
beschrieben wird. Die Schwierigkeit des Beweises liegt in der langen Zeitskala
O(1/ε2) begru¨ndet. Durch Anwenden der Gronwallschen Ungleichung auf Lo¨sun-
gen der Ordnung O(ε1/2) kann na¨mlich nur die Zeitskala O(1/ε1/2) abgedeckt
werden. Unser Beweis basiert auf einer Weiterentwicklung a¨hnlicher Approxima-
tionssa¨tze fu¨r die klassische Ginzburg-Landau Gleichung
∂TA = α0A+ α1∂
2
XA+ α2|A|2A (1.5)
mit αj = αj,re + iαj,im ∈ C , α1,re > 0 , T ≥ 0 , X ∈ R , und A(X,T ) ∈ C , die
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mittels des Ansatzes
u(x, t) = εA(εx, ε2t)eix + εA¯(εx, ε2t)e−ix +O(ε2) (1.6)
im nichtdegenerierten Fall als Amplitudengleichung hergeleitet werden kann, d.h.
die verallgemeinerte Ginzburg-Landau-Gleichung tritt auf, falls der kubische Ko-
effizient α2 der Ginzburg-Landau-Gleichung bei Erreichen der Instabilita¨t ver-
schwindet, genauer gesagt, falls α2 = O(ε) gilt. Approximationssa¨tze fu¨r die klas-
sische Ginzburg-Landau-Approximation finden sich in [8, 14, 34, 44], wo spezielle
Modellprobleme, aber auch der allgemeine Fall und die Navier-Stokes-Gleichung
betrachtet werden. Diese Theorie hat sich als wichtiges mathematisches Werkzeug
etabliert, mit dessen Hilfe beispielsweise die obere Halbstetigkeit von Attrakto-
ren bewiesen werden kann [29] oder sich globale Existenzaussagen gewinnen las-
sen [37]. Ein aktueller U¨berblick hierzu findet sich in [28].
Fu¨r die verallgemeinerte Ginzburg-Landau-Gleichung wurde in [41] ein entspre-
chender Approximationssatz fu¨r analytische Anfangsbedingungen von (1.1) be-
wiesen. In der hier vorliegenden Arbeit werden wir diese Voraussetzung ab-
schwa¨chen und nur noch die dreimalige Differenzierbarkeit der Anfangsbedingung
fordern. Ferner schließen wir eine Lu¨cke an der entscheidenden Stelle des Bewei-
ses aus [41] (siehe auch Bemerkung 2.5). Die Schwierigkeit liegt dabei darin,
dass die Koeffizienten vor den kubischen Termen nur an den kritischen Wellen-
zahlen kc verschwinden (dies entspricht in (1.7) dem Teil mit ∂X ), und deshalb
zum Nachweis der Approximationseigenschaft die Konzentration der Fouriermo-
den bei kc ausgenutzt werden muss. Im Unterschied zur klassischen Ginzburg-
Landau-Gleichung
∂TA = ∂
2
XA+ A+ 0 · A2 + |A|2A
lautet die Gleichung im degenerierten Fall
∂TA = ∂
2
XA+ A+ 0 · A2 + 0 · |A|2A ,
was bei der von uns gewa¨hlten Skalierung auf die degenerierte Ginzburg-Landau-
Gleichung
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∂TA = ∂
2
XA+ A+ 0 · A2 + |A|2A + |A|2∂XA + A2∂XA¯ + |A|4A (1.7)
als Amplitudengleichung fu¨hrt (siehe Abschnitt 2.2).
In Kapitel 3 zeigen wir, dass sich jede Lo¨sung der Ordnung O(ε1/2) des Original-
systems so entwickelt, dass sie nach einer Zeit O(1/ε2) durch die verallgemeiner-
te Ginzburg-Landau-Gleichung beschrieben werden kann. Der nichtdegenerierte
Fall wurde in [14, 35] behandelt, an welchem wir uns orientieren. Eine zusa¨tzliche
Schwierigkeit in unserem Fall ist auf die Tatsache zuru¨ckzufu¨hren, dass sich die
lange Zeitskala O(1/ε2) erneut nur u¨ber die Konzentration der Moden erreichen
la¨ßt, um so die Degeneriertheit der Nichtlinearita¨t an den Wellenzahlen k = ±1
auszunutzen. Diese Konzentration wiederum mu¨ssen wir zum Nachweis des At-
traktivita¨tssatzes aber eigentlich erst zeigen. Im nichtdegenerierten Fall ist die
Konzentration nicht notwendig. Zur Beseitigung dieses Dilemmas fu¨hren wir eine
zeitabha¨ngige Norm ein.
Aus der Gu¨ltigkeit des Approximationssatzes folgt, dass sich die Dynamik der
verallgemeinerten Ginzburg-Landau-Gleichung im Originalsystem na¨herungswei-
se wiederfindet. Die verallgemeinerte Ginzburg-Landau-Gleichung besitzt neben
stabilen periodischen Lo¨sungen auch Front- und Pulslo¨sungen [20, 45]. In [38]
wurde gezeigt, dass sich spezielle dieser Lo¨sungen im Originalsystem fu¨r alle Zei-
ten wiederfinden.
Unsere Untersuchungen fu¨hren wir im Fourierraum durch. Dabei benutzen wir
die Funktionenra¨ume L1(m) und L1(m, ε, k0) , deren Normen folgendermaßen
definiert sind:
‖uˆ‖L1(m) :=
∫
|uˆ(k)| (1 + |k|)m dk ,
‖uˆ‖L1(m,ε,k0) :=
∫
|uˆ(k)|
(
1 +
∣∣∣∣∣k − k0ε
∣∣∣∣∣
)m
dk .
Die Vorteile dieser Funktionenra¨ume liegen in der Abgeschlossenheit gegenu¨ber
Faltungen sowie in der Tatsache, dass eine Skalierung keinen Einfluss auf die
Norm hat. Außerdem folgt aus uˆ ∈ L1(m) , dass u ∈ Cmb mit limx→±∞u(x) = 0
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gilt, d.h. u liegt auch im Raum der m-mal gleichma¨ßig stetig differenzierbaren
Funktionen.
Bezeichnung: Alle Konstanten werden einheitlich mit C bezeichnet, falls sie
unabha¨ngig vom kleinen Sto¨rungsparameter 0 ≤ ε≪ 1 gewa¨hlt werden ko¨nnen.
2 Der Approximationssatz
In diesem Kapitel wird fu¨r ein Modell einer Kombination der Swift-Hohenberg-
Gleichung mit der Kuramoto-Shivashinsky-Gleichung, das somit sowohl eine ku-
bische als auch eine quadratische Nichtlinearita¨t entha¨lt, eine verallgemeinerte
Ginzburg-Landau-Gleichung hergeleitet. Hintergrund des dabei zugrundeliegen-
den Ginzburg-Landau-Approximationsverfahrens ist die Tatsache, dass im Fall
von parabolischen Gleichungen die sich in der Na¨he einer Instabilita¨t verzweigen-
den Lo¨sungen na¨herungsweise durch Modulationsgleichungen beschrieben werden
ko¨nnen.
2.1 Lineare Stabilita¨tsanalyse der trivialen Lo¨sung
Als Lo¨sung von
∂tu = −(1 + ∂2x)2u+ αu− βu∂xu− γu3
mit (x, t) ∈ R×R+ und Parametern α, β, γ,∈ R erkennt man sofort die triviale
Lo¨sung u = 0, die als Gleichgewichtslo¨sung bzw. stationa¨re Lo¨sung stets Lo¨sung
dieser nichtlinearen Differentialgleichung ist. Zur Untersuchung der Stabilita¨t von
u = 0 wird fu¨r die linearisierte Gleichung
∂tu = −(1 + ∂2x)2u+ αu =: Lαu (2.1)
eine Eigenwertbetrachtung durchgefu¨hrt, d.h. man untersucht die Eigenwertglei-
chung Lαu = λαu mit λα ∈ C. u(x, t) ≡ 0 ist eine stabile Lo¨sung von (2.1),
wenn alle Eigenwerte λα von Lα echt negativen Realteil besitzen.
Macht man den Ansatz u(x, t) = eikxuˆk(t) fu¨r k ∈ R , so ergibt sich
Lαu = −(1 + 2∂2x + ∂4x + α)u = (−1 + 2k2 − k4 + α)u = λk,αu ,
9
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k
λk,α
α
−kc kc
Abbildung 2.1: Eigenwert λk,α in Abha¨ngigkeit der Wellenzahl k im Fall α 6= 0.
so dass man fu¨r den dazugeho¨rigen Eigenwert λk,α abliest:
λk,α = −k4 + 2k2 + (α− 1) = −(k2 − 1)2 + α. (2.2)
Demnach liegt im Fall α < 0 Stabilita¨t vor. Bei α = 0 ist λ±1,0 = 0 , wa¨hrend fu¨r
α > 0 der entsprechende Eigenwert jeweils in einer ganzen Umgebung von Wel-
lenzahlen k der kritischen Wellenzahlen kc = ±1 positiven Realteil besitzt (siehe
Abb. 2.1).
Lo¨sungen der linearisierten Gleichung (2.1) sind damit durch
u(x, t) = eλk,αteikx,
gegeben, d.h. fu¨r α < 0 strebt u fu¨r t→∞ mit einer exponentiellen Rate gegen
0 (Da¨mpfung). Im Fall α > 0 , aber klein, ist es naheliegend anzunehmen, dass es
aufgrund der parabolischen Form von λ an den kritischen Wellenzahlen kc = ±1
Lo¨sungen in Form von langsamen zeitlichen und ra¨umlichen Modulationen der
kritischen Moden e±ix gibt.
2.2 Herleitung der verallgemeinerten Ginzburg-Landau-
Gleichung
Aus diesem Grund wird fu¨r (1.2) der Ansatz
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φ(x, t) = εA0(εx, ε
2t)+ε1/2A1(εx, ε
2t)eix+εA2(εx, ε
2t)ei2x+ε3/2A3(εx, ε
2t)ei3x+c.c.
(2.3)
mit α = ε2 > 0 gemacht, wobei c.c. das komplex Konjugierte des davorstehenden
Ausdrucks bezeichnet, was auf eine Gleichung vom Ginzburg-Landau-Typ fu¨hrt.
Die Wahl des Ansatzes erfolgt dabei so, dass dieser der Degeneriertheitsforderung
(1.3) an die Gleichung bereits Rechnung tra¨gt, d.h. vor A1(εx, ε
2t) muss statt ε
der Faktor ε1/2 stehen. Im folgenden wird außerdem durch Setzen von
X := εx und T := ε2t
eine Umskalierung sowohl des Ortes als auch der Zeit vorgenommen. Man nennt
dies auch die natu¨rliche Zeitskala, da ε2 gerade der maximale Wert ist, den λk,α
annimmt, und somit ein O(1)-Anwachsen auf einer O(1/ε2)-Zeitskala passiert.
Analog ist fu¨r 0 < ε≪ 1 der Abstand der beiden Nullstellen von λk,α in der Na¨he
einer der kritischen Wellenzahlen von der Gro¨ßenordnung O(ε) (siehe Abb. 2.1).
Fu¨r die partiellen Ableitungen bezu¨glich dieser neuen Variablen bedeutet das:
∂x = ε ∂X und ∂t = ε
2 ∂T . Geht man nun unter Beru¨cksichtigung der Umska-
lierung mit dem Ansatz (2.3) in die KSSH-Gleichung (1.2) ein, so erha¨lt man
folgende Gleichung:
ε5/2eix∂TA1 + c.c. = −εA0
+ε3/2eix
(
−iβ(A1A0 + A2A¯1)− 3γA21A¯1
)
+ε5/2eix(A1 + 4∂
2
XA1 − 3γA3A¯21)
−ε5/2eixβ
(
A1∂XA0 + A0∂XA1 + A2∂XA¯1 + A¯1∂XA2 + iA3A¯2
)
+εe2ix
(
−9A2 − iβA21
)
+ε3/2e3ix
(
−64A3 − 3iβA1A2 − γA31
)
+ c.c.+ h.o.t. ,
wobei h.o.t. hier fu¨r alle Terme steht, die an den entsprechenden Stellen von
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ho¨herer Ordnung in ε sind.
Vergleicht man die Koeffizienten, die jeweils vor εe0ix, εe2ix und ε3/2e3ix stehen,
erkennt man, dass fu¨r ε→ 0 folgende Beziehungen gelten mu¨ssen:
• A0 = 0 ,
• −9A2 − iβA21 = 0 ⇐⇒ A2 = −iβ
A21
9
,
• −64A3 − 3iβA1A2 − γA31 = 0 ⇐⇒ A3 =
−3iβA1A2 − γA31
64
,
• ∂TA1 = A1 + 4∂2XA1 − 3γA3A¯21
− β
(
A1∂XA0 + A0∂XA1 + A2∂XA¯1 + A¯1∂XA2 + iA3A¯2
)
.
(2.4)
Setzt man die ersten drei Gleichungen in die vierte ein, so ergibt sich unter Beru¨ck-
sichtigung der zu Anfang geforderten Degeneriertheit
3γ +
β2
9
= ε c3 (c3 ∈ R)
die verallgemeinerte Ginzburg-Landau-Gleichung
∂TA1 = A1 + 4∂
2
XA1 − c3A21A¯1 + c2
(
A21∂XA¯1 + 2|A1|2∂XA1
)
+ c1|A1|4A1
(2.5)
mit
c1 = − β
2 + 3γ
576
β2 +
γ
64
(β2 + 3γ) , c2 =
iβ2
9
, c3 = ε
−1
(
3γ +
β2
9
)
.
Unter Annahme unseres Ansatzes (2.3) stellen die Lo¨sungen dieser Gleichung
somit eine Approximation der Lo¨sungen der urspru¨nglichen Gleichung (1.2) vom
Swift-Hohenberg-Typ dar.
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Im folgenden gehen wir nun der Frage nach der Gu¨te dieser Approximation nach.
Nur beim Nachweis eines Approximationssatzes ist sichergestellt, dass sowohl
die Lo¨sungen der urspru¨nglichen KSSH-Gleichung als auch die der Ginzburg-
Landau-Gleichung anna¨hernd identisches Verhalten haben. Wir untersuchen also
die Approximationseigenschaften der Na¨herungslo¨sung φ fu¨r den Fall, dass A1
Lo¨sung der Ginzburg-Landau-Gleichung (2.5) ist.
Vernachla¨ssigt man die Terme mit ho¨herer ε-Ordnung in (1.4), so reduziert sich
die letztendlich zu untersuchende Na¨herungslo¨sung auf folgenden Ausdruck:
ε1/2A1(εx, ε
2t)eix + c.c. . (2.6)
Bemerkung 2.1 Liegt bei einer Ginzburg-Landau-Gleichung Reflexionssym-
metrie vor, so ist nur ein einziger weiterer Parameter notwendig, um die verall-
gemeinerte Gleichung zu erhalten. Wenn beispielsweise eine skalarwertige parti-
elle Differentialgleichung auf der reellen Achse invariant bezu¨glich der Symmetrie
(x, u) 7→ (−x, u) ist, dann muss die zugeho¨rige Ginzburg-Landau-Gleichung in-
variant unter der Transformation (X,U) 7→ (−X, A¯) sein, d.h. mit A(X) ist
gleichzeitig auch A¯(−X) eine Lo¨sung der Ginzburg-Landau-Gleichung. Setzt
man A¯(−X) in die verallgemeinerte Ginzburg-Landau-Gleichung ein, erha¨lt man
∂T A¯ = α0A¯+ α1∂
2
XA¯+ α2|A¯|2A¯− α3|A¯|2∂XA¯− α4A¯2∂XA+ α5|A¯|4A¯ .
Der Vergleich mit der komplexkonjugierten Ginzburg-Landau-Gleichung
∂T A¯ = α¯0A¯+ α¯1∂
2
XA¯+ α¯2|A¯|2A¯+ α¯3|A¯|2∂XA¯+ α¯4A¯2∂XA+ α¯5|A¯|4A¯
zeigt αj = α¯j fu¨r j = 0, 1, 2, 5 und cj = −c¯j fu¨r j = 3, 4 , was gleich-
bedeutend ist mit α0, α1, α2, α5,∈ R und α3, α4 ∈ iR . Im Fall der Symme-
trie (x, u) 7→ (−x,−u) folgt fu¨r die Ginzburg-Landau-Gleichung die Symmetrie
(X,A) 7→ (−X,−A¯) , was fu¨r die Koeffizienten αj auf dasselbe Ergebnis wie
oben fu¨hrt. Genau diese Situation liegt bei unserem KSSH-Modell vor.
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Bemerkung 2.2 Unser Modell (1.2) ist das einfachste musterbildende System,
das diese Art der Degeneriertheit (1.3) zeigt. In physikalischen Systemen findet sie
sich nur nach Einfu¨hrung zweier zusa¨tzlicher reeller Parameter fu¨r den Real- und
Imagina¨rteil des Koeffizienten vor dem kubischen Term der Ginzburg-Landau-
Gleichung. Es gibt eine Reihe von physikalischen Systemen, bei denen wenigstens
der Realteil dieses Koeffizienten mit dem Bifurkationsparameter zusammen ver-
schwindet [15, 41].
2.3 Die Approximationseigenschaft
Diese Eigenschaft formulieren wir im folgenden Approximationssatz, der im An-
schluss bewiesen wird.
Satz 2.3 (Approximationssatz) Sei m ≥ 1 . Fu¨r alle T0 > 0 und alle C1 > 0
existieren Konstanten ε0 > 0 und C2 > 0, so dass fu¨r alle Lo¨sungen
A1 = A1(X,T ) von (2.5), deren Fouriertransformierte Aˆ1(K,T ) die Un-
gleichung
sup
T∈[0,T0]
∫
|Aˆ1(K,T )|(1 + |K|)m+4 dk ≤ C1 (2.7)
erfu¨llen, folgendes gilt: Fu¨r alle ε ∈ (0, ε0) existieren Lo¨sungen u von (1.2) mit
max
j=0,...,m
sup
t∈[0,T0/ε2]
sup
x∈R
∣∣∣∂jx (u(x, t)− (ε1/2A1(εx, ε2t)eix + c.c.))∣∣∣ ≤ C2ε .
Bemerkung 2.4 Die Voraussetzung (2.7) impliziert
sup
T∈[0,T0]
‖A1( · , T )‖Cm+4
b
≤ C1 mit A1 ∈ C([0, T0], Cm+4b (R,C)) (2.8)
aber nicht umgekehrt, da aus (2.7) lim
x→±∞
A1(X,T ) = 0 folgt. Die Approxima-
tionseigenschaft gilt jedoch auch bereits unter der schwa¨cheren Voraussetzung
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(2.8), allerdings ist der funktionalanalytische Aufwand fu¨r diesen Nachweis er-
heblich gro¨ßer, wie man in [33, 34] sehen kann. Die zugrundeliegende Hauptidee
kann wesentlich einfacher erla¨utert werden, indem man L1-Ra¨ume im Fourier-
raum betrachtet.
Als eine Konsequenz kann die fu¨r (1.1) bekannte Dynamik [12, 20, 45] auch fu¨r
unser musterbildendes System (1.2) gefunden werden. Dabei ist der Fehler von
der Ordnung O(ε) viel kleiner als die Approximation und die Lo¨sung selbst, die
beide jeweils die Gro¨ßenordnung O(ε1/2) fu¨r alle T ∈ [0, T0] bzw. t ∈ [0, T0/ε2]
haben.
2.4 Die Beweisidee
Allgemein betrachtet, haben wir es mit dem abstrakten Evolutionssystem
∂tU = ΛU +B(U,U) + C(U,U, U)
zu tun, wobei Λ ein linearer, B ein bilinearer symmetrischer und C ein
trilinearer symmetrischer Operator ist. Die Lo¨sung U ko¨nnen wir wir in ei-
ne Na¨herungslo¨sung ε1/2ϕ und in einen Fehler εβR aufspalten, d.h. es gilt
U = ε1/2ϕ+ εβR mit β > 1 . Der Fehler R erfu¨llt dann die Gleichung
∂tR = ΛR + 2ε
1/2B(ϕ,R) +O(ε) .
Wenn wir nun zeigen, dass R auf dem Zeitintervall [0,T0/ε
2] O(1)-beschra¨nkt
ist, ist der Approximationssatz bewiesen. Wegen der auftretenden O(ε1/2)-Terme
ist dies jedoch kein triviales Problem: Einfaches Anwenden der Gronwallschen Un-
gleichung wu¨rde uns nur auf einer Zeitskala O(1/ε1/2) eine Aussage liefern. Wir
mu¨ssen daher zuna¨chst eine Aufteilung der Lo¨sung U (bzw. Uˆ im Fourierraum)
in Moden vornehmen, was allein jedoch noch nicht ausreicht, da es uns nur bis
zu einer Zeitskala O(1/ε) fu¨hrt. Erst nach Durchfu¨hrung einer geeigneten Varia-
blentransformation kann schließlich mit Hilfe der Degeneriertheitsbedingung (1.3)
die Beschra¨nktheit von R auf einer Zeitskala O(1/ε2) gezeigt werden.
Bemerkung 2.5 Die Hauptschwierigkeit beim Beweis des Approximationssat-
zes ru¨hrt von der langen Zeitskala O(1/ε2) her. Die Verwendung der Modenfilter,
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die sich bei der klassischen Ginzburg-Landau-Gleichung als erfolgreiches Werk-
zeug erwiesen haben, wu¨rde in unserem Fall nur zu einer Abscha¨tzung auf einer
O(1/ε)-Zeitskala fu¨hren und die quadratische Kopplung der kritischen Moden
e±ix zu den geda¨mpften Moden e0x und e±i2x zeigen. Erst mit Hilfe der Dege-
neriertheitsbedingung (1.3) gelingt es, den fehlenden Faktor 1/ε zu gewinnen,
d.h. die kubischen Terme in der Ginzburg-Landau-Gleichung werden damit mit
einem zusa¨tzlichen ε versehen oder besitzen wenigstens eine Ableitung. In den
skalierten Variablen bedeuten Ableitungen formal das Hinzukommen von weite-
ren ε-Potenzen, da ja ∂x = ε∂X . Um dieses ε ausnutzen zu ko¨nnen, mu¨ssen
wir Regularita¨t aufgeben, d.h. ‖∂xA(ε · )‖C0
b
≤ ε‖∂XA( · )‖C0
b
≤ ε‖A( · )‖C1
b
. Dies
stellt jedoch nicht wirklich eine Einschra¨nkung dar, da wir mit Hilfe der linearen
Halbgruppe (eα1∂
2
xt)t≥0 der verallgemeinerten Ginzburg-Landau-Gleichung diese
Regularita¨t zuru¨ckgewinnen.
Daru¨ber hinaus muss auch noch die Konzentration der kritischen Fouriermoden
bei k = ±1 verwendet werden. Dieser entscheidende Schritt fehlt im Beweis
von [41].
2.5 Die Modenaufteilung
Zuna¨chst schreiben wir die Ausgangsgleichung (1.2) mit η := −β
2
und γ1 := −γ
in folgender Form:
∂tu = −
(
1 + ∂2x
)2
u+ ε2u+ η∂x(u
2) + γ1u
3 . (2.9)
Die weitere Untersuchung erfolgt nun im Fourierraum, wo (2.9) die Darstellung
∂tuˆ = λuˆ+ ρ uˆ ∗ uˆ+ γ1 uˆ ∗ uˆ ∗ uˆ (2.10)
hat, mit uˆ = uˆ(k, t) ,λ = λ(k) := −(1 + k2)2 + ε2 und ρ = ρ(k) := 2iηk .
Die Moden uˆm bei ganzzahligen k-Werten, d.h. k = m ∈ Z , lassen sich mit Hilfe
der Tra¨gerfunktion
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χ(k) :=

 1, |k| < δ,0, sonst (2.11)
ausgehend von
ε1/2vˆ1(k) = uˆ(k)χ(k − 1)
und
ε1/2vˆ−1(k) = uˆ(k)χ(k + 1)
folgendermaßen darstellen:
ε1vˆ0(k) = uˆ(k)χ(
1
2
k) ,
ε1vˆ2(k) = uˆ(k)χ(
1
2
(k − 2)) ,
ε3/2vˆ3(k) = uˆ(k)χ(
1
3
(k − 3)) ,
ε2vˆ4(k) = uˆ(k)χ(
1
4
(k − 4)) , (2.12)
ε1vˆ−2(k) = uˆ(k)χ(
1
2
(k + 2)) ,
ε3/2vˆ−3(k) = uˆ(k)χ(
1
3
(k + 3)) ,
ε2vˆ−4(k) = uˆ(k)χ(
1
4
(k + 4)) .
Dabei ist δ > 0 eine feste kleine Zahl, die unabha¨ngig von ε gewa¨hlt wird.
Nimmt man auch noch die Kopplung zwischen vˆ0 und vˆ1 bzw. vˆ−1 , vˆ−1 und vˆ2
sowie vˆ−2 und vˆ1 hinzu, erha¨lt man die im weiteren nicht zu vernachla¨ssigenden
Moden
ε3/2vˆ1n(k) = uˆ(k)
(
χ(1
3
(k − 1))− χ(k − 1)
)
, (2.13)
ε3/2vˆ−1n(k) = uˆ(k)
(
χ(1
3
(k + 1))− χ(k + 1)
)
.
Die Beru¨cksichtigung der Kopplung von vˆ1n mit vˆ−1 und umgekehrt sowie von
vˆ2 mit vˆ−2 liefert weitere Beitra¨ge bei k = 0 , die man in vˆ0n zusammenfasst.
Analog koppeln vˆ1 und vˆ1n bzw. vˆ−1 und vˆ−1n zu zusa¨tzlichen Beitra¨gen bei
k = 2 bzw. k = −2 , was zusammen schließlich die folgenden drei weiteren Moden
ergibt:
ε2vˆ0n(k) = uˆ(k)
(
χ(1
4
k)− χ(1
2
k)
)
,
18 2 DER APPROXIMATIONSSATZ
Abbildung 2.2: Graphische Veranschaulichung der Moden im Fourierraum, wobei wir
uns auf die Darstellung des Bereiches 0 ≤ k ≤ 4 beschra¨nken (s.a. Bem. 2.6 u. 2.7).
ε2vˆ2n(k) = uˆ(k)
(
χ(1
4
(k − 2))− χ(1
2
(k − 2))
)
und (2.14)
ε2vˆ−2n(k) = uˆ(k)
(
χ(1
4
(k + 2))− χ(1
2
(k + 2))
)
.
In (2.12), (2.13) und (2.14) sind somit die Beitra¨ge bis zur Ordnung ε2 beru¨ck-
sichtigt. Alle u¨brigen Moden, die sich im Ausdruck
ε5/2uˆr = uˆ − ε2vˆ0n − ε3/2vˆ1n − ε3/2vˆ−1n − ε2vˆ2n − ε2vˆ−2n − ε1/2vˆ1 − ε1/2vˆ−1
−εvˆ0 − εvˆ2 − εvˆ−2 − ε3/2vˆ3 − ε3/2vˆ−3 − ε2vˆ4 − ε2vˆ−4
zusammenfassen lassen, sind mindestens von der Ordnung O(ε5/2) und haben in
den folgenden U¨berlegungen bereits eine Gro¨ße, um sie mittels einer einfachen
Anwendung der Gronwallschen Ungleichung abscha¨tzen zu ko¨nnen.
Eine anschauliche graphische Darstellung der einzelnen Moden ist in Abb. 2.2
zu sehen, wo die im k-Bereich zwischen 0 und 4 liegenden Moden aufgetragen
sind. Da die im x-Raum vorliegenden Multiplikationen der Funktionen u im
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k-Raum Faltungen der entsprechenden Fouriertransformierten uˆ dieser Funk-
tionen bedeuten, kommt es zu einer Verbreiterung der Moden. Genauer gesagt,
addieren sich die Breiten der einzelnen Tra¨ger dieser Funktionen im Fourierraum.
In den Gleichungen erkennt man dies am Argument der Tra¨gerfunktion χ : Bei
χ(1
p
(k − k0)) handelt es sich um ein Rechteck der Ho¨he 1 und der Breite p δ, das
symmetrisch u¨ber k0 liegt (vgl. Definition von χ in Gleichung (2.11)). Es liegt
also eine Verbreiterung um den Faktor p vor. Daru¨ber hinaus addieren sich bei
der Faltung auch die ε-Ordnungen der Ausgangsmoden des Produkts, so dass der
Beitrag des Faltungsprodukts immer geringer ist als der der einzelnen Faktoren.
Bemerkung 2.6 Aufgrund der Symmetrie der Modenverteilung, d.h. wegen
uˆk = uˆ
∗
−k , sieht das Bild fu¨r den negativen k-Bereich vo¨llig analog aus, und es ist
mo¨glich, die weiteren Betrachtungen auf die Moden mit k ≥ 0 zu beschra¨nken.
Die dabei gefundenen Ergebnisse ko¨nnen dann problemlos auf den negativen
k-Bereich u¨bertragen werden.
Bemerkung 2.7 Sa¨mtliche Abbildungen von Modenverteilungen in dieser Ar-
beit sind so zu verstehen, dass die L1-Norm der jeweiligen Moden aufgetragen
ist. Im Fall von uˆ1 in Abb. 2.2 bedeutet dies beispielsweise, dass die L
1-Norm
von der Ordnung O(ε1/2) ist.
Einsetzen von (2.12) in Gleichung (2.10) bei Darstellung nur derjenigen Beitra¨ge,
die ε-unabha¨ngig oder von der Ordnung ε3/2 in der Gleichung fu¨r vˆ1 sind, liefert
nach Division durch die jeweilige ε-Potenz vor der Zeitableitung auf der linken
Seite das folgende Differentialgleichungssystem fu¨r die einzelnen Moden:
∂tvˆ0 = λvˆ0 + 2ρ (vˆ1 ∗ vˆ−1)χ0 +H0 ,
∂tvˆ0n = λvˆ0n + 2ρ (vˆ2 ∗ vˆ−2)χ0n + 6γ1(vˆ0 ∗ vˆ1 ∗ vˆ−1)χ0n +H0n ,
∂tvˆ1 = λvˆ1 + 3γ1ε (vˆ1 ∗ vˆ1 ∗ vˆ−1)χ1 + 2ρε (vˆ1 ∗ vˆ0 + vˆ−1 ∗ vˆ2)χ1 +H1 ,
∂tvˆ1n = λvˆ1n + 2ρ (vˆ1 ∗ vˆ0 + vˆ−1 ∗ vˆ2)χ1n + 3γ1(vˆ1 ∗ vˆ1 ∗ vˆ−1)χ1n +H1n ,
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∂tvˆ2 = λvˆ2 + ρ (vˆ1 ∗ vˆ1)χ2 +H2 ,
∂tvˆ2n = λvˆ2n + 2ρ (vˆ2 ∗ vˆ0 + vˆ3 ∗ vˆ−1)χ2n + 3γ1(vˆ1 ∗ vˆ1 ∗ vˆ0)χ2n +H2n ,
∂tvˆ3 = λvˆ3 + γ1 (vˆ1 ∗ vˆ1 ∗ vˆ1)χ3 + 2ρ (vˆ1 ∗ vˆ2)χ3 +H3 ,
∂tvˆ4 = λvˆ4 + ρ (vˆ2 ∗ vˆ2)χ4 + 3γ1(vˆ1 ∗ vˆ1 ∗ vˆ2)χ4 +H4 ,
∂tvˆr = λvˆr + 2ρ(vˆ2 ∗ vˆ3 + vˆ1 ∗ vˆ4) + 3γ1(vˆ1 ∗ vˆ1 ∗ vˆ3 + vˆ2 ∗ vˆ2 ∗ vˆ1) +Hr .
Fu¨r vˆ−1, vˆ−1n, vˆ−2, vˆ−2n, vˆ−3 und vˆ−4 gelten entsprechende Gleichungen. Die ver-
wendeten Abku¨rzungen χm , m ∈ Z , sind – basierend auf der Vereinbarung in
(2.11) – folgendermaßen definiert:
χm(k) :=

 χ(
1
m
(k −m)) , |m| ∈ N,
χ(1
2
k) , m = 0 .
Fu¨r die restlichen oben benutzten, aber bislang noch nicht definierten Tra¨ger-
funktionen χ...n gilt:
χ0n(k) := χ
(
1
4
k
)
− χ
(
1
2
k
)
,
χ±1n(k) := χ
(
1
3
(k ∓ 1)
)
− χ (k ∓ 1) ,
χ±2n(k) := χ
(
1
4
(k ∓ 2)
)
− χ
(
1
2
(k ∓ 2)
)
.
Die Summanden H... stehen fu¨r die Terme mit ho¨herer ε-Ordnung. Definiert man
vˆs := (vˆ0, vˆ2, vˆ3, vˆ4, vˆ0n, vˆ1n, vˆ2n, vˆr) ,
Hs := (H0, H2, H3, H4, H0n, H1n, H2n, Hr) (2.15)
und daraus abgeleitet
‖vˆs‖L1(m) := ‖vˆ0‖L1(m) + ‖vˆ2‖L1(m) + ‖vˆ3‖L1(m) + ‖vˆ4‖L1(m) + ‖vˆ0n‖L1(m)
+‖vˆ1n‖L1(m) + ‖vˆ2n‖L1(m) + ‖vˆr‖L1(m) ,
‖Hs‖L1(m) := ‖H0‖L1(m) + ‖H2‖L1(m) + ‖H3‖L1(m) + ‖H4‖L1(m) + ‖H0n‖L1(m)
+‖H1n‖L1(m) + ‖H2n‖L1(m) + ‖Hr‖L1(m) ,
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dann gilt fu¨r diese Terme:
‖H1‖L1(0,ε,1) ≤ Cε2
(
‖vˆ1‖L1(0,ε,1) + ‖vˆs‖L1(m)
)
,
‖Hs‖L1(m−1) ≤ Cε
(
‖vˆ1‖L1(0,ε,1) + ‖vˆs‖L1(m)
)
unter der Voraussetzung, dass die Ungleichung
‖vˆ1‖L1(0,ε,1)) + ‖vˆs‖L1(m) ≤ Cv
mit einer beliebigen, aber festen Konstante Cv > 0 erfu¨llt ist. Hierbei haben wir
verwendet, dass gilt:
‖uˆ ∗ vˆ‖L1(m) ≤ C‖uˆ‖L1(m)‖vˆ‖L1(m) ,
‖uˆ ∗ vˆ‖L1(0,ε,1) ≤ C‖uˆ‖L1(0,ε,1)‖vˆ‖L1(0,ε,1) ,
‖uˆχ‖L1(m) ≤ C‖uˆχ‖L1(0,ε,1) . (2.16)
Die zu betrachtenden Funktionenra¨ume sind der L1(m)- und der L1(0, ε, k0)-
Raum, deren Normen folgendermaßen definiert sind:
‖uˆ‖L1(m) :=
∫
|uˆ(k)| (1 + |k|)m dk ,
‖uˆ‖L1(m,ε,k0) :=
∫
|uˆ(k)|
(
1 +
∣∣∣∣∣k − k0ε
∣∣∣∣∣
)m
dk .
(2.17)
Aus uˆ ∈ L1(m) folgt dann u ∈ Cmb mit limx→±∞u(x) = 0. Die zweite Norm
ermo¨glicht es schließlich, die Konzentration einer Funktion in einer Umgebung
von k0 analytisch zu fassen. Genauer gesagt: Falls uˆ ∈ L1(m, ε, k0) von der
Ordnung O(1) ist, bedeutet dies, dass u = εA(εx)eik0x mit A ∈ Cmb von der
Ordnung O(1) ist. D.h. uˆ ist in einer O(ε)-Umgebung von k0 konzentriert, was
gleichbedeutend damit ist, dass u eine langsame ra¨umliche Modulation von eik0x
darstellt.
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2.6 Die Variablentransformation
Um die erforderliche Fehlerabscha¨tzung aus Satz 2.3 fu¨r eine O(1/ε2)-Zeitskala
beweisen zu ko¨nnen, muss der die Schwierigkeiten verursachende Term 2ρε(vˆ1 ∗
vˆ0 + vˆ−1 ∗ vˆ2) in der Gleichung fu¨r vˆ1 beherrscht werden. Mit Hilfe einer Varia-
blentransformation wandeln wir diesen Term in ερ˜(vˆ1 ∗ vˆ1 ∗ vˆ−1) mit |ρ˜(k)| ≤
C(|ε| + |k − 1|) um, d.h. die Degeneriertheit (1.3) kann unmittelbar verwendet
werden. Die Variablentransformation hat die folgende Gestalt:
vˆ0 = −2λ−1χ0ρ vˆ1 ∗ vˆ−1 + εwˆ0 ,
vˆ2 = −λ−1χ2ρ vˆ1 ∗ vˆ1 + εwˆ2 ,
(2.18)
d.h. die Transformation basiert darauf, dass vˆ0 und vˆ2 durch vˆ1 und vˆ−1 ,,ver-
sklavt” werden (analog gilt dies natu¨rlich auch fu¨r vˆ−2 ). Damit werden die sto¨ren-
den Moden beseitigt und durch die beiden neuen, mit einer zusa¨tzlichen ε-Potenz
skalierten Funktionen wˆ0 und wˆ2 ersetzt. Diese liefern in der vˆ1-Gleichung nur
noch solche Beitra¨ge, die fu¨r das Erreichen unseres Zieles unproblematisch sind:
∂twˆ0 = λwˆ0 + H˜0 + F˜0 ,
∂tvˆ0n = λvˆ0n + H˜0n ,
∂tvˆ1 = λvˆ1 + εG(vˆ1, vˆ1, vˆ−1) + H˜1 ,
∂tvˆ1n = λvˆ1n + H˜1n ,
∂tvˆ2n = λvˆ2n + H˜2n ,
∂twˆ2 = λwˆ2 + H˜2 + F˜2 , (2.19)
∂tvˆ3 = λvˆ3 + H˜3 ,
∂tvˆ4 = λvˆ4 + H˜4 ,
∂tvˆr = λvˆr + H˜r .
Die Situation nach der Variablentransformation ist in Abbildung 2.3 dargestellt,
wobei dort bereits beru¨cksichtigt ist, dass wˆ0 und vˆ0n bzw. wˆ2 und vˆ2n je-
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Abbildung 2.3: Die Modenverteilung nach Durchfu¨hrung der Variablentransformation
(s.a. Bem. 2.6 u. 2.7).
weils von der Ordnung O(ε2) sind und daher jeweils gemeinsam durch die neuen
Variablen ˆ˜w0 bzw. ˆ˜w2 ausgedru¨ckt werden ko¨nnen.
Die Terme mit ho¨herer ε-Ordnung werden dabei in den Ausdru¨cken H˜... zusam-
mengefasst. Fu¨r diese gelten mit
‖vˆ1‖L1(0,ε,1)) + ‖vˆs‖L1(m) ≤ Cv ,
wobei Cv wieder eine beliebige, aber feste Konstante ist, die Abscha¨tzungen
‖H˜1‖L1(0,ε,1) ≤ Cε2
(
‖vˆ1‖L1(0,ε,1) + ε‖vˆs‖L1(m)
)
,
‖H˜s‖L1(m−1) ≤ C
(
‖vˆ1‖L1(0,ε,1) + ε‖vˆs‖L1(m)
)
,
wobei in Analogie zu (2.15)
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H˜s := (H˜0, H˜2, H˜3, H˜4, H˜0n, H˜1n, H˜2n, H˜r)
‖H˜s‖L1(m) := ‖H˜0‖L1(m) + ‖H˜2‖L1(m) + ‖H˜3‖L1(m) + ‖H˜4‖L1(m) + ‖H˜0n‖L1(m) +
+‖H˜1n‖L1(m) + ‖H˜2n‖L1(m) + ‖H˜r‖L1(m) ,
definiert sind. Dabei sind in H˜... die bislang durch H... ausgedru¨ckten Terme und
die durch die Variablentransformation neu auftretenden Beitra¨ge mit ho¨heren ε-
Ordnungen zusammengefasst.
Fu¨r H0 erhalten wir durch die Transformation
H0 = 2ρεvˆ2 ∗ vˆ−2 + ρεvˆ0 ∗ vˆ0 +O(ε2)
= 2ρε(−λ−1χ2ρvˆ1 ∗ vˆ1) ∗ (−λ−1χ2ρvˆ1 ∗ vˆ−1)
+2ρε(−2λ−1χ0ρvˆ1 ∗ vˆ−1) ∗ (2λ−1χ0ρvˆ1 ∗ vˆ−1) +O(ε2) ,
so dass obige Abscha¨tzung fu¨r H˜0 richtig ist. (Analoges gilt fu¨r H˜2 .)
Die auftretenden Zeitableitungen der Variablentransformation sind in F˜0 und
F˜2 zusammengefasst:
F˜0 = ε
−12λ−1χ0ρ(∂tvˆ1 ∗ vˆ−1 + vˆ1 ∗ ∂tvˆ−1) ,
F˜2 = ε
−12λ−1χ2ρ(∂tvˆ1 ∗ vˆ1) .
Damit ko¨nnen sa¨mtliche Terme der Ordnung O(ε) in der Gleichung fu¨r
vˆ1 durch den zur Verbesserung der U¨bersichtlichkeit eingefu¨hrten Ausdruck
εG(vˆ1, vˆ1, vˆ−1) , der fu¨r das Faltungsprodukt steht, dargestellt werden. Es gilt:
G(vˆ1, vˆ1, vˆ−1)(k) =
∫∫∫
g(k, k − ℓ, ℓ−m,n) vˆ1(k − ℓ)vˆ1(l −m)vˆ−1(n) dn dmdℓ
(2.20)
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mit
g(1, 1, 1,−1) = O(ε) .
Im x-Raum bedeutet diese Variablentransformation fu¨r den Ansatz u = u(x, t):
u = ε1/2v1e
ix + ε2w2e
2ix + ε3/2v3e
3ix + ε2v4e
4ix +
+ε2w0 + ε
3/2v1ne
ix + ε2v2ne
2ix + ε2v0n + ε
5/2vr + c.c. . (2.21)
2.7 Abscha¨tzungen des Residuums
Beim Residuum von u handelt es sich um die Terme, die nach dem Einsetzen
der Approximation (1.4) in die urspru¨ngliche Gleichung u¨brigbleiben. Dement-
sprechend bedeutet Res(u) = 0 , dass u eine Lo¨sung von (1.2) ist. In der Fehler-
gleichung entspricht das Residuum einer Art Inhomogenita¨t, d.h.
Res(uˆ) := −∂tuˆ+ λuˆ+ γ1 uˆ ∗ uˆ ∗ uˆ+ ρ uˆ ∗ uˆ .
Fu¨r die Fehlerabscha¨tzung ist es notwendig, das Residuum, das sich auch folgen-
dermaßen aufspalten la¨sst, klein zu machen:
Res0 = −∂t ˆ˜w0 + λ ˆ˜w0 + ˜˜H0 + ˜˜F 0 ,
Res1 = −∂tvˆ1 + λvˆ1 + εG(vˆ1, vˆ1, vˆ−1) + ˜˜H1 ,
Res1n = −∂tvˆ1n + λvˆ1n + ˜˜H1n ,
Res2 = −∂t ˆ˜w2 + λ ˆ˜w2 + ˜˜H2 + ˜˜F 2 , (2.22)
Res3 = −∂tvˆ3 + λvˆ3 + ˜˜H3 ,
Res4 = −∂tvˆ4 + λvˆ4 + ˜˜H4 ,
Resr = −∂tvˆr + λvˆr + ˜˜Hr .
Um dies zu erreichen, erga¨nzen wir unsere Approximation φ um Terme ho¨herer
Ordnung, so dass wir fu¨r die Lo¨sung u des transformierten Systems schließlich
26 2 DER APPROXIMATIONSSATZ
den folgenden Ansatz machen:
ϕ(x, t) = (ε1/2A1(εx, ε
2t)eix + c.c.)
+(ε3/2A11(εx, ε
2t)eix + c.c.)
+ε2A0(εx, ε
2t) + (ε2A2(εx, ε
2t)ei2x + c.c.)
+ε3A10(εx, ε
2t) + (ε3A12(εx, ε
2t)ei2x + c.c.)
+(ε3/2A3(εx, ε
2t)ei3x + c.c.) + (ε2A4(εx, ε
2t)ei4x + c.c.)
+(ε5/2A13(εx, ε
2t)ei3x + c.c.) + (ε3A14(εx, ε
2t)ei4x + c.c.)
+(ε5/2A5(εx, ε
2t)ei5x + c.c.) + (ε3A6(εx, ε
2t)ei6x + c.c.)
+(ε7/2A15(εx, ε
2t)ei5x + c.c.) + (ε4A16(εx, ε
2t)ei6x + c.c.)
+(ε7/2A7(εx, ε
2t)ei7x + c.c.) + (ε4A8(εx, ε
2t)ei8x + c.c.).
Dabei lo¨st A1 die verallgemeinerte Ginzburg-Landau-Gleichung (1.1), wa¨hrend
A11 eine Lo¨sung der um A1 linearisierten verallgemeinerten Ginzburg-Landau-
Gleichung mit einer nur von A±1 abha¨ngigen Inhomogenita¨t ist. Alle u¨brigen Aj
ko¨nnen als Lo¨sungen von algebraischen Gleichungen wie in (2.4) bestimmt werden
(vgl. [41]). Die Approximation ist dann so lange wohldefiniert, wie die Lo¨sung A1
der verallgemeinerten Ginzburg-Landau-Gleichung existiert, denn aufgrund der
ε-Unabha¨ngigkeit der Approximationsgleichung sind die restlichen Aj fu¨r alle
t ∈ [0, T0/ε2] O(1)-beschra¨nkt.
Wir definieren im folgenden
ε1/2ϕˆ1 = ϕˆχ1, ε
3/2ϕˆ1n = ϕˆχ1n, ε
3/2ϕˆ3 = ϕˆχ3,
ε2ϕˆ4 = ϕˆχ4, ε
2ϕˆ0 = ϕˆχ0, ε
2ϕˆ2 = ϕˆχ2,
ε2ϕˆ0n = ϕˆχ0n, ε
2ϕˆ2n = ϕˆχ2n, ε
5/2ϕˆr = ϕˆχr,
wobei die ϕˆj ∈ L1(1, ε, j) fu¨r alle t ∈ [0, T0/ε2] von der Gro¨ßenordnung O(1)
sind, so dass das folgende Lemma gilt:
Lemma 2.8 Fu¨r alle ε ∈ (0, 1) gibt es eine Konstante CRes > 0 , so dass
sup
t∈[0,T0/ε2]
‖Res1(t)‖L1(1,ε,1) ≤ CResε4
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sup
t∈[0,T0/ε2]
‖Ress(t)‖L1(m) ≤ CResε2
(2.23)
gilt, wobei wir die Abku¨rzungen
Ress = (Res0,Res2,Res3,Res4,Res1n, Resr)
und
‖Ress‖L1(m) = ‖Res0‖L1(m) + ‖Res2‖L1(m) + ‖Res3‖L1(m)
+ ‖Res4‖L1(m) + ‖Res1n‖L1(m) + ‖Resr‖L1(m)
verwendet haben.
Beweis:
Dass die ε-Ordnungen formal richtig sind, ist nach der Herleitung der ver-
allgemeinerten Ginzburg-Landau-Gleichung klar.
In den gewa¨hlten Ra¨umen folgt die Abscha¨tzung nun unter Verwendung der fol-
genden Ungleichung [32]: Es sei f(k + ℓ) = O(ks) fu¨r k → 0 . Dann gilt fu¨r
mA ≥ s+m :
∫ ∣∣∣∣∣ε−1Aˆ
(
k − ℓ
ε
)
f(k)
∣∣∣∣∣ (1 + |k|)m dk (2.24)
≤ ‖Aˆ‖L1(mA) sup
k
∣∣∣∣∣f(k + ℓ)(1 + |k|)
m)
(1 + |k + ℓ|)mA
∣∣∣∣∣ ≤ C supk
∣∣∣∣∣k
s(1 + |k + ℓ|)m
(1 + |k
ε
|)mA
∣∣∣∣∣
k=εK≤ Cεs sup
K
∣∣∣∣∣K
s(1 + |εK + ℓ|)m−s
(1 + |K|)mA
∣∣∣∣∣ = O(εs) .
Wenn man den obigen Ansatz in das transformierte System einsetzt, fallen eine
Reihe von Termen weg, so dass die letzte Abscha¨tzung beispielsweise auf
|f(k + 1)| =
∣∣∣λ(1 + k) + 4k2∣∣∣ ≤ C|k|3
fu¨r |k| ≤ 1 angewendet werden kann.
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Fu¨r uˆ1 ist die Approximation von der Gro¨ßenordnung O(ε
1/2) , wa¨hrend das
Residuum bei k = 1 durch A1 die Ordnung O(ε
7/2) hat (vgl. Abschnitt 2.2).
Einen weiteren Beitrag zum Residuum bei k = 0 liefert noch A11 mit der Ord-
nung O(ε9/2) , so dass sich in der Gleichung fu¨r vˆ1 die Ordnung O(ε
4) ergibt.
Die Kurve der Eigenwerte λ in der Gleichung fu¨r A11 kann nun um k = 1
zu |k − 1|3 entwickelt werden, woraus folgt, dass wir aufgrund von (2.24) fu¨r
die Lo¨sung A der verallgemeinerten Ginzburg-Landau-Gleichung die Forderung
A ∈ C[0, T0, L1(m + 4)] stellen mu¨ssen (vgl. Satz 2.3). Im Fall von uˆ2 ist die
Approximation im transformierten System von der Ordnung O(ε2) , wa¨hrend die
Beitra¨ge von A2 bzw. A
1
2 zum Residuum bei k = 2 die Ordnung O(ε
3) bzw.
O(ε4) haben, d.h. in der Gleichung fu¨r ˆ˜w2 liegt die Ordnung O(ε
2) vor. Alle
u¨brigen Terme ko¨nnen vo¨llig analog abgescha¨tzt werden.
2.8 Die Fehlerabscha¨tzung
Nach diesen Vorarbeiten kann nun die Fehlerbetrachtung in unserem neuen Sy-
stem (2.15) durchgefu¨hrt werden. Um die Fehlergleichungen fu¨r die einzelnen
Moden zu gewinnen, wa¨hlt man in Analogie zum Ansatz (2.3) folgende Ansa¨tze:
vˆ1 = ϕˆ1 + ε
2Rˆ1 ,
vˆ1n = ϕˆ1n + ε
2Rˆ1n ,
vˆ3 = ϕˆ3 + ε
2Rˆ3 ,
vˆ4 = ϕˆ4 + ε
2Rˆ4 ,
ˆ˜w0 = ϕˆ0 + ε
2Rˆ0 ,
ˆ˜w2 = ϕˆ2 + ε
2Rˆ2 ,
vˆr = ϕˆr + ε
2Rˆr ,
(2.25)
wobei in ˆ˜w0 bzw. ˆ˜w2 die Beitra¨ge von wˆ0 und vˆ0n bzw. wˆ2 und vˆ2n zusam-
mengefasst sind (vgl. Gleichung (2.21)).
Fu¨r vˆ1 erhalten wir die Gleichung
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∂tvˆ1 = ∂tϕˆ1 + ε
2∂tRˆ1
= λϕˆ1 + λε
2Rˆ1 + 3εG
(
ϕˆ1 + ε
2Rˆ1, ϕˆ1 + ε
2Rˆ1, ϕˆ−1 + ε
2Rˆ−1
)
+ ˜˜H1
= λϕˆ1 + λε
2Rˆ1 +
+3ε
∫∫∫
g(k, k − ℓ, ℓ−m,n) · (ϕˆ1 + ε2Rˆ1)(k − ℓ) · (ϕˆ1 + ε2Rˆ1)(ℓ−m) ·
(ϕˆ−1 + ε
2Rˆ−1)(n) dn dmdℓ+
˜˜H1 . (2.26)
Somit genu¨gt der Summand ˜˜H1 der Ungleichung
‖ ˜˜H1‖L1(0,ε,1) ≤ Cε2
(
‖Rˆ1‖L1(0,ε,1) + ε‖Rˆs‖L1(m) + CRes
)
+C(D1, Ds)ε
3
(
‖Rˆ1‖L1(0,ε,1) + ‖Rˆs‖L1(m)
)2
,
solange
‖Rˆ1‖L1(0,ε,1) ≤ D1 , ‖Rˆs‖L1(m) ≤ Ds
mit den beiden von 0 ≤ ε ≪ 1 unabha¨ngigen Konstanten C (unabha¨ngig von
D1 und Ds ) und C(D1, Ds) (abha¨ngig von D1 und Ds ) gilt. Rˆs steht fu¨r die
stabilen Moden, d.h.
Rˆs = (Rˆ0, Rˆ2, Rˆ3, Rˆ4, Rˆ1nRˆr)
mit ‖Rˆs‖L1(m) wie oben definiert.
Betrachtet man nun nur diejenigen Beitra¨ge, die mit ε2 skalieren, folgt nach
Division durch ε2 fu¨r den Fehler Rˆ1 die Gleichung
∂tRˆ1 = λRˆ1 + 3εG(ϕˆ1, ϕˆ1, Rˆ−1) + 6εG(ϕˆ1, Rˆ1, ϕˆ−1) +
˜˜H1 . (2.27)
Diese Gleichung lo¨sen wir mit Hilfe der Variation-der-Konstanten-Formel:
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Rˆ1(t) =
t∫
0
eλ(t−τ) (3εG(ϕˆ1, ϕˆ1, Rˆ−1) + 6εG(ϕˆ1, Rˆ1, ϕˆ−1) +
˜˜H1)(τ) dτ . (2.28)
Als Anfangswert wurde dabei Rˆ1(t)|t=0 = 0 angenommen. Ebenso soll auch fu¨r
die u¨brigen Fehleranteile Rˆ...(t)|t=0 = 0 gelten.
In den anderen Fa¨llen muss unter Verwendung der Definitionen
vˆs := ( ˆ˜w0, ˆ˜w2, vˆ3, vˆ4, vˆ1n, vˆr) ,
˜˜Hs := (
˜˜H0,
˜˜H2,
˜˜H3,
˜˜H4,
˜˜H1n,
˜˜Hr)
die sich mit Hilfe des Ansatzes
vˆs = ϕs + ε
2Rs
ergebende Gleichung
∂tvˆs = ∂tϕˆs + ε
2∂tRˆs
= λϕˆs + λε
2Rˆs +
˜˜Hs +
˜˜Fs
auf die gleiche Weise behandelt werden, und man erha¨lt fu¨r den Fehler Rˆs
∂tRˆs = λRˆs +
˜˜Hs +
˜˜Fs ,
deren Lo¨sung durch
Rˆs(t) =
t∫
0
eλ(t−τ) ( ˜˜Hs +
˜˜Fs)(τ) dτ (2.29)
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gegeben ist. Der Ausdruck ˜˜Hs genu¨gt dabei der Ungleichung
‖ ˜˜Hs‖L1(m−1) ≤ C
(
‖Rˆ1‖L1(0,ε,1) + ε‖Rˆs‖L1(m)
)
+ CRes
+C(D1, Ds)ε
(
‖Rˆ1‖L1(0,ε,1) + ‖Rˆs‖L1(m)
)2
.
˜˜Fs entha¨lt die beiden Zeitableitungsterme F˜0 und F˜2 , fu¨r die ja
ε−1(∂tvˆ1 ∗ vˆ1) = ε−1(2ϕˆ1 ∗ ∂tϕˆ1 + ε2∂tϕˆ1 ∗ Rˆ1 + ε2ϕˆ1 ∗ ∂tRˆ1 + 2ε4Rˆ1 ∗ ∂tRˆ1)
und
∂tϕˆ1 = O(ε
2) in L1(0, ε, 1)
gilt. Daraus folgt dann:
‖ ˜˜Fs‖L1(m) ≤ C(ε‖Rˆ1‖L1(0,ε,1) + ε−1‖∂tRˆ1‖L1(0,ε,1) + ε‖Rˆ1‖2L1(0,ε,1)) .
Ersetzt man hier nun ∂tRˆ1 durch die rechte Seite von (2.27) und scha¨tzt |λ(k)| ≤
C(ε2+|k−1|2) fu¨r k nahe 1 ab, wie im Beweis von Lemma 2.8 benutzt, so erkennt
man, dass damit
‖∂tRˆ1‖L1(0,ε,1) ≤ Cε‖Rˆ1‖L1(1,ε,1)
und somit
‖ ˜˜Fs‖L1(m) ≤ C‖Rˆ1‖L1(1,ε,1) + ε2‖Rˆ1‖2L1(1,ε,1)
gilt.
Um nun die Gu¨ltigkeit des Approximationssatzes beweisen zu ko¨nnen, muss ge-
zeigt werden, dass die Fehlerterme beschra¨nkt sind und somit fu¨r kleine ε > 0
keinen signifikanten Beitrag liefern, was gleichbedeutend damit ist, dass diese
Terme fu¨r ε → 0 verschwinden. Dies gelingt durch Betrachtung der Ausdru¨cke
fu¨r den Fehler in den oben (siehe Gleichung (2.17)) definierten Normen L1(m)
und L1(m, ε, k0).
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Wegen Rˆn = Rˆ
∗
−n (n ∈ N) genu¨gt es, die Moden mit positiven Indizes zu
betrachten. Die dabei gefundenen Resultate lassen sich einfach auf den konjugiert
komplexen Term u¨bertragen.
Fu¨r ‖Rˆ1(t)‖L1(1,ε,1) gilt nach (2.28) folgende Ungleichung:
‖Rˆ1(t)‖L1(1,ε,1)
=
∣∣∣∣∣∣
∣∣∣∣∣∣
t∫
0
eλ(t−τ)
(
3εG(ϕˆ1, ϕˆ1, Rˆ−1) + 6εG(ϕˆ1, Rˆ1, ϕˆ−1) +
˜˜H1
)
(τ) dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
L1(1,ε,1)
≤
t∫
0
‖eλ(t−τ)‖L1(0,ε,1)→L1(1,ε,1)
(
‖3εG(ϕˆ1, ϕˆ1, Rˆ−1)‖L1(0,ε,1) (2.30)
+ ‖6εG(ϕˆ1, Rˆ1, ϕˆ−1)‖L1(0,ε,1) + ‖ ˜˜H1‖L1(0,ε,1)
)
(τ) dτ .
Um eine endgu¨ltige Abscha¨tzung dieses Ausdruckes bestimmen zu ko¨nnen, ist es
erforderlich, sich zuna¨chst mit den beiden Faltungsprodukten zu bescha¨ftigen, die
in obiger Ungleichung wieder mit Hilfe von G geschrieben sind.
Es gilt:
‖εG(ϕˆ1, ϕˆ1, Rˆ−1)‖L1(0,ε,1)
= ε
∫ ∫ ∫ ∣∣∣g(k, k − ℓ, ℓ−m,m)ϕˆ1(k − ℓ)ϕˆ1(ℓ−m)Rˆ−1(m)∣∣∣ dmdℓ dk
≤ C ε2 ‖ϕˆ1‖L1(1,ε,1) ‖ϕˆ1‖L1(1,ε,1) ‖Rˆ−1‖L1(1,ε,−1) . (2.31)
Beweis:
ε
∣∣∣∣
∣∣∣∣
∫ ∫
g(k, k − ℓ, ℓ−m,m)ϕˆ1(k − ℓ)ϕˆ1(ℓ−m)Rˆ−1(m) dmdℓ
∣∣∣∣
∣∣∣∣
L1(0,ε,1)
≤ ε
∫ ∫ ∫ ∣∣∣g(k, k − ℓ, ℓ−m,m)ϕˆ1(k − ℓ)ϕˆ1(ℓ−m)Rˆ−1(m)∣∣∣ dmdℓ dk
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= ε
∫ ∫ ∫
|g(k, k − ℓ, ℓ−m,m)| ·
·
∣∣∣∣∣∣ϕˆ1(k − ℓ)
(
1 +
∣∣∣∣∣k − ℓ− 1ε
∣∣∣∣∣
)(
1 +
∣∣∣∣∣k − ℓ− 1ε
∣∣∣∣∣
)−1∣∣∣∣∣∣ ·
·
∣∣∣∣∣∣ϕˆ1(ℓ−m)
(
1 +
∣∣∣∣∣ℓ−m− 1ε
∣∣∣∣∣
)(
1 +
∣∣∣∣∣ℓ−m− 1ε
∣∣∣∣∣
)−1∣∣∣∣∣∣ ·
·
∣∣∣∣∣Rˆ−1(m)
(
1 +
∣∣∣∣m+ 1ε
∣∣∣∣
) (
1 +
∣∣∣∣m+ 1ε
∣∣∣∣
)−1∣∣∣∣∣ dmdℓ dk
≤ ε sup
k,ℓ,m∈M
∣∣∣∣∣∣
g(k, k − ℓ, ℓ−m,m)(
1 +
∣∣∣k−ℓ−1
ε
∣∣∣) (1 + ∣∣∣ ℓ−m−1
ε
∣∣∣) (1 + ∣∣∣m+1
ε
∣∣∣)
∣∣∣∣∣∣ ·
·
∫ ∫ ∫
|ϕˆ1(k − ℓ)|
(
1 +
∣∣∣∣∣k − ℓ− 1ε
∣∣∣∣∣
)
|ϕˆ1(ℓ−m)|
(
1 +
∣∣∣∣∣ℓ−m− 1ε
∣∣∣∣∣
)
·
·|Rˆ−1(m)|
(
1 +
∣∣∣∣m+ 1ε
∣∣∣∣
)
dmdℓ dk
= ε sup
k,ℓ,m∈M
∣∣∣∣∣∣
g(k, k − ℓ, ℓ−m,m)(
1 +
∣∣∣k−ℓ−1
ε
∣∣∣) (1 + ∣∣∣ ℓ−m−1
ε
∣∣∣) (1 + ∣∣∣m+1
ε
∣∣∣)
∣∣∣∣∣∣ ·
·‖ϕˆ1‖L1(1,ε,1)‖ϕˆ1‖L1(1,ε,1)‖Rˆ−1‖L1(1,ε,−1) . (2.32)
Dabei ist M folgendermaßen definiert:
M := {k, ℓ,m ∈ R : |k − ℓ− 1| < δ, |ℓ−m− 1| < δ, |m+ 1| < δ, |k − 1| < δ} .
Um die Abscha¨tzung fortsetzen zu ko¨nnen, fehlt noch eine genauere Untersuchung
des Faktors
sup
k,ℓ,m∈M
∣∣∣∣∣∣
g(k, k − ℓ, ℓ−m,m)(
1 +
∣∣∣k−ℓ−1
ε
∣∣∣) (1 + ∣∣∣ ℓ−m−1
ε
∣∣∣) (1 + ∣∣∣m+1
ε
∣∣∣)
∣∣∣∣∣∣ . (2.33)
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Nach Durchfu¨hrung der Substitution
k − ℓ− 1 =: εK
ℓ−m− 1 =: εL
m+ 1 =: εM

 ⇐⇒


k = ε (K + L+M) + 1
ℓ = ε (L+M)
m = εM − 1
erha¨lt man fu¨r (2.33) die folgende Darstellung in den neuen Variablen:
sup
K,L,M∈M˜
∣∣∣∣∣g (1 + ε (K + L+M), 1 + εK, 1 + εL, εM − 1)(1 + |K|) (1 + |L|) (1 + |M |)
∣∣∣∣∣ ,
wobei M˜ = {K,L,M ∈ R : |εK| < δ, |εL| < δ, |εM | < δ} .
Wegen
|g (1 + ε (K + L+M), 1 + εK, 1 + εL, εM − 1)|
≤ |g(1, 1, 1,−1)|+D1ε |K + L+M |+D2ε |K|+D3ε |L|+D4ε |M |
mit von ε,K, L,M unabha¨ngigen Konstanten Dj und |g(1, 1, 1,−1)| = O(ε) ,
ergibt sich schließlich
sup
K,L,M∈M˜
∣∣∣∣∣g (1 + ε (K + L+M), 1 + εK, 1 + εL, εM − 1)(1 + |K|) (1 + |L|) (1 + |M |)
∣∣∣∣∣
≤ sup
K,L,M∈M˜
∣∣∣∣∣g(1, 1, 1,−1) +D1ε |K + L+M |+D2ε |K|+D3ε |L|+D4ε |M |(1 + |K|) (1 + |L|) (1 + |M |)
∣∣∣∣∣
= C ε .
Diese Abscha¨tzung gilt in einer Umgebung der kritischen Stelle, d.h. es gibt ein
δ > 0 , so dass fu¨r |εK|+ |εL|+ |εM | < δ die U¨berlegungen richtig sind.
Setzt man dieses Ergebnis in (2.32) ein, erha¨lt man die Behauptung.
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Genauso la¨sst sich auch die Abscha¨tzung fu¨r das zweite Faltungsprodukt in (2.30)
zeigen, fu¨r das die analoge Ungleichung
‖εG(ϕˆ1, Rˆ1, ϕˆ−1)‖L1(0,ε,1)
≤ C ε2 ‖ϕˆ1‖L1(1,ε,1) ‖Rˆ1‖L1(1,ε,1) ‖ϕˆ−1‖L1(1,ε,−1)
gilt.
Damit fehlt nur noch eine genauere Betrachtung der linearen Halbgruppe in
(2.30):
e−ε
2t
∥∥∥eλ (t−τ)∥∥∥
L1(0,ε,1)→L1(1,ε,1)
≤ sup
|k|<δ
e−ε
2t
∣∣∣∣∣eλ(k) (t−τ)
(
1 +
|k − 1|
ε
)∣∣∣∣∣
≤ sup
k
∣∣∣e−(k−1)2(t−τ)∣∣∣+ sup
k
∣∣∣∣∣ |k − 1|ε e−(k−1)
2(t−τ)
∣∣∣∣∣
≤ C
(
1 + sup
K
∣∣∣∣∣e−K2(t−τ) |K|ε
∣∣∣∣∣
)
≤
K2(t−τ)=:ξ
≤ C
(
1 + sup
ξ
∣∣∣∣∣e−ξ2 |ξ|ε√t− τ
∣∣∣∣∣
)
≤ C
(
1 +
1
ε
√
t− τ
)
(C > 0).
Diese Zwischenergebnisse setzt man nun in (2.30) ein, was auf folgende Ungleich-
ung fu¨r ‖Rˆ1‖L1(1,ε,1) fu¨hrt:
‖Rˆ1(t)‖L1(1,ε,1)
≤
t∫
0
C
(
1 +
1
ε
√
t− τ
)(
3C3 ε
2 ‖ϕˆ1‖L1(1,ε,1) ‖ϕˆ1‖L1(1,ε,1) ‖Rˆ−1‖L1(1,ε,−1)
+ 6C4 ε
2 ‖ϕˆ1‖L1(1,ε,1) ‖Rˆ1‖L1(1,ε,1) ‖ϕˆ−1‖L1(1,ε,−1) + ‖ ˜˜H1‖L1(0,ε,1)
)
(τ) dτ
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≤
t∫
0
C
(
1 +
1
ε
√
t− τ
)(
ε2‖Rˆ1‖L1(1,ε,1) + ‖ ˜˜H1‖L1(0,ε,1)
)
(τ) dτ (2.34)
≤
t∫
0
C
(
1 +
1
ε
√
t− τ
)
·
·
(
(C + 1)ε2‖Rˆ1(τ)‖L1(0,ε,1) + Cε3‖Rˆs(τ)‖L1(m) + ε2CRes
+C(D1, Ds)ε
3
(
‖Rˆ1(τ)‖L1(0,ε,1) + ‖Rˆs(τ)‖L1(m)
)2)
dτ .
Die Betrachtung von ‖Rˆs‖L1(m) in analoger Weise fu¨hrt auf
‖Rˆs(t)‖L1(m) (2.29)=
∣∣∣∣∣∣
∣∣∣∣∣∣
t∫
0
eλ(t−τ)
(
˜˜Hs(τ) +
˜˜Fs(τ)
)
dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
L1(m)
(2.35)
≤
t∫
0
‖eλ(t−τ)‖L1(m−1)→L1(m) ‖
(
˜˜Hs(τ)‖L1(m−1) + ‖ ˜˜Fs(τ)‖L1(m)
)
dτ .
Mit
‖eλ(t−τ)χs‖L1(m−1)→L1(m) ≤ sup
k
∣∣∣eλ(k)(t−τ)(1 + |k|)∣∣∣ ≤ Ce−σ(t−τ)(1+(t−τ)−1/4) (σ > 0)
kann die obige Abscha¨tzung (2.35) fortgesetzt werden:
‖Rˆs(t)‖L1(m) ≤
t∫
0
Ce−σ(t−τ)(1 + (t− τ)−1/4)
(
‖ ˜˜Hs(τ)‖L1(m−1) + ‖ ˜˜Fs(τ)‖L1(m)
)
dτ
≤
t∫
0
e−σ(t−τ)(1 + (t− τ)−1/4) ·
·
(
C‖Rˆ1(τ)‖L1(1,ε,1) + εC‖Rˆs(τ)‖L1(m) + CRes
+ C(D1, Ds)ε
(
‖Rˆ1(τ)‖L1(0,ε,1) + ‖Rˆs(τ)‖L1(m)
)2)
dτ
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≤ C sup
τ∈[0,t]
(
‖Rˆ1(τ)‖L1(1,ε,1) + ε‖Rˆs(τ)‖L1(m) + CRes
+ C(D1, Ds)ε
(
‖Rˆ1(τ)‖L1(0,ε,1) + ‖Rˆs(τ)‖L1(m)
)2) ·
·
t∫
0
e−σ(t−τ)(1 + (t− τ)−1/4) dτ
≤ C sup
τ∈[0,t]
(
‖Rˆ1(τ)‖L1(1,ε,1) + ε‖Rˆs(τ)‖L1(m) + CRes
+ C(D1, Ds)ε
(
‖Rˆ1(τ)‖L1(0,ε,1) + ‖Rˆs(τ)‖L1(m)
)2)
.
Somit folgt schließlich
sup
τ∈[0,t]
‖Rˆs(τ)‖L1(m) ≤ C sup
τ∈[0,t]
(
‖Rˆ1(τ)‖L1(1,ε,1) + ε‖Rˆs(τ)‖L1(m) + CRes (2.36)
+ C(D1, Ds)ε
(
‖Rˆ1(τ)‖L1(0,ε,1) + ‖Rˆs(τ)‖L1(m)
)2)
.
Man sieht, dass die beiden Fehlergleichungen (2.34) und (2.36) fu¨r ‖Rˆ1‖L1(1,ε,1)
und ‖Rˆs‖L1(m) miteinander gekoppelt sind. Nach [34, 36] kann die Abscha¨tzung
folgendermaßen weitergefu¨hrt werden, wobei man als erstes den Fehlerterm
‖Rˆs‖L1(m) betrachtet und dann in die Ungleichung fu¨r ‖Rˆ1‖L1(1,ε,1) einsetzt. De-
finiert man zuvor
S1(t) := sup
τ∈[0,t]
‖R1(τ)‖L1(1,ε,1) ,
Ss(t) := sup
τ∈[0,t]
‖Rs(τ)‖L1(m) ,
so erha¨lt man die Abscha¨tzung
Ss(t) ≤ C
(
S1(t) + εSs(t) + εC(D1, Ds)(S1(t) + Ss(t))
2 + CRes
)
.
Wa¨hlt man nun ε > 0 hinreichend klein, so dass
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Cε ≤ 1
2
und εC(D1, Ds)(D1 +Ds))
2 ≤ 1
gilt, folgt daraus die folgende Ungleichung:
Ss(t) ≤ 2C(S1(t) + CRes + 1) . (2.37)
Diese kann jetzt in (2.34) eingesetzt werden, was auf
‖Rˆ1(t)‖L1(1,ε,1) ≤
t∫
0
C
(
1 +
1
ε
√
t− τ
)
·
·
(
(C + 1)ε2‖Rˆ1(τ)‖L1(1,ε,1) + Cε3(S1(τ) + CRes + 1)
+ ε2CRes + C(D1, Ds)ε
3 (S1(τ) + Ss(τ))
2
)
dτ
fu¨hrt. Ist außerdem ε > 0 so klein, dass
εD1(t) + εC(D1, Ds)(D1 +Ds)
2 ≤ 1 (2.38)
erfu¨llt ist, kann die Abscha¨tzung fu¨r ‖Rˆ1(t)‖L1(1,ε,1) fortgesetzt werden. Mit T =
ε2t und analog τ˜ = ε2τ erhalten wir
∥∥∥∥Rˆ1
(
T
ε2
)∥∥∥∥
L1(1,ε,1)
≤ C
T∫
0
(
1 +
1√
T − τ˜
)(∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
+ (1 + CRes)
)
dτ˜
≤ C
T∫
0
(
1 +
1√
T − τ˜
)
(1 + CRes) dτ˜ +
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+C
T∫
0
(
1 +
1√
T − τ˜
)∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
dτ˜
= C (1 + CRes)(T + 2
√
T ) +
+C
T∫
0
(
1 +
1√
T − τ˜
)∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
dτ˜
T∈[0,T0]≤ D + C
T∫
0
(
1 +
1√
T − τ˜
)∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
dτ˜ .
Unter Verwendung der Gronwallschen Ungleichung nach [19], S. 188ff, folgt aus
(2.39) schließlich
‖Rˆ1(t)‖L1(1,ε,1) ≤ D1 = O(1) fu¨r alle t ∈
[
0,
T0
ε2
]
und somit die Beschra¨nktheit des Fehlers Rˆ1(t) .
Abschließend bleibt noch die Beschra¨nktheit von ‖Rˆs(t)‖L1(1,ε,1) bzw. Ss(t)
zu zeigen. Dies geschieht, indem man das gerade berechnete Ergebnis fu¨r
‖Rˆ1(t)‖L1(1,ε,1) bzw. S1(t) in (2.37) einsetzt:
Ss(t) ≤ 2C(S1(t)+CRes+1) ≤ 2C(D1+CRes+1) =: Ds = O(1) fu¨r alle t ∈
[
0,
T0
ε2
]
.
Fu¨r hinreichend kleines ε > 0 gilt dann folglich
εSs(t) ≤ εDs ≤ 1 = O(1) fu¨r alle t ∈
[
0,
T0
ε2
]
,
womit auch die Gu¨ltigkeit von Ungleichung (2.38) gezeigt ist.
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Damit ist die Beschra¨nktheit der Fehlerterme gezeigt und die Approximationsei-
genschaft des Ansatzes bewiesen.
Als weitere wichtige Eigenschaft neben der Approximation bleibt nun noch die
Attraktivita¨t der Na¨herungslo¨sungen nachzuweisen, was im folgenden Abschnitt
geschieht.
3 Der Attraktivita¨tssatz
In diesem Kapitel beweisen wir, dass die Lo¨sungen, die durch die verallgemeinerte
Ginzburg-Landau-Gleichung im Sinne des vorigen Kapitels beschrieben werden
ko¨nnen, attraktiv sind.
Unter der Attraktivita¨t versteht man dabei den Effekt, dass sich eine beliebi-
ge, jedoch hinreichend kleine Anfangsbedingung (Gro¨ßenordnung O(ε1/2) ) un-
serer KSSH-Gleichung (1.2) zeitlich derart entwickelt, dass sie nach einer Zeit
T1/ε
2 durch Lo¨sungen der verallgemeinerten Ginzburg-Landau-Gleichung (1.1)
beschrieben werden kann (vgl. [5, 14]) und somit die in Abb. 3.1 dargestellte
Fouriermodenverteilung besitzt.
In einem ersten Schritt beweisen wir dafu¨r, dass wir auf einer sehr kleinen Zeitska-
la O(ε−1/4) eine Modenverteilung wie in Abb. 3.1 erhalten. Dies geschieht durch
einen Existenzsatz auf einer O(ε−1/4)-Zeitskala und anschließendes Auswerten der
Variation-der-Konstanten-Formel zu verschiedenen Zeitpunkten. Danach folgt im
zweiten Schritt der Beweis des vollsta¨ndigen Attraktivita¨tssatzes (vgl. Satz 3.4).
Dies geschieht wiederum durch einen Existenzsatz, jetzt jedoch auf einer O(1/ε2)-
Zeitskala, und anschließendes Auswerten der Variation-der-Konstanten-Formel zu
verschiedenen Zeiten. Die Schwierigkeit dabei liegt darin, dass wir die Konzen-
tration der kritischen Moden verwenden mu¨ssen, um auf eine O(1/ε2)-Zeitskala
zu kommen, wa¨hrend wir andererseits diese lange Zeitskala zum Entstehen der
Konzentration beno¨tigen. Wir lo¨sen das Problem durch Einfu¨hren zeitabha¨ngiger
Normen.
3.1 Der erste Schritt
Wie bereits gesagt, betrachten wir zuna¨chst eine sehr kleine Zeitskala t = ε−a
mit beliebig kleinem, aber festem a > 0 . Zur besseren U¨bersicht wa¨hlen wir im
folgenden a = 1/4 . Die Attraktivita¨tseigenschaft la¨sst sich im folgenden Satz
zusammenfassen:
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Satz 3.1 (Erster Attraktivita¨tssatz) Fu¨r alle C1 > 0 gibt es Konstanten
ε0 > 0, C2 > 0 , so dass fu¨r alle ε ∈ (0, ε0) folgendes gilt: Sei u(·, 0) eine
Anfangsbedingung des Kuramoto-Shivashinsky-Swift-Hohenberg-Modells (1.2) mit
‖uˆ(·, 0)‖L1(m) ≤ C1ε1/2 . Dann erfu¨llt die Lo¨sung uˆ = uˆ(k, t) fu¨r t = ε−1/4 mit
der Notation aus Kapitel 2 (Gleichung (2.12)) die folgenden Abscha¨tzungen:
‖uˆ0(ε−1/4)‖L1(m) ≤ C2ε ,
‖uˆ2(ε−1/4)‖L1(m) ≤ C2ε ,
‖uˆ0n(ε−1/4)‖L1(m) ≤ C2ε2 ,
‖uˆ2n(ε−1/4)‖L1(m) ≤ C2ε2 ,
‖uˆ1(ε−1/4)‖L1(m) ≤ C2ε1/2 ,
‖uˆ1n(ε−1/4)‖L1(m) ≤ C2ε3/2 ,
‖uˆ3(ε−1/4)‖L1(m) ≤ C2ε3/2 ,
‖uˆ4(ε−1/4)‖L1(m) ≤ C2ε2 ,
‖uˆr(ε−1/4)‖L1(m) ≤ C2ε5/2 .
Analoges gilt fu¨r die uˆ... mit negativen Indizes.
Bemerkung: Aus Notationsgru¨nden beweisen wir die Modenverteilung nicht fu¨r
t = ε−1/4 , sondern fu¨r t = κε−1/4 fu¨r ein κ ∈ N .
Der Satz besagt also, dass die zu einer beliebigen, aber kleinen Anfangsbedin-
gung geho¨rende Lo¨sung von (1.2) sich derart entwickelt, dass sie zum Zeitpunkt
t = ε−1/4 die Fourierdarstellung aus Abb. 3.1 besitzt. Zur Wahrung der U¨ber-
sichtlichkeit beschra¨nken wir uns auf die Darstellung des Bereichs k ≥ 0 .
3.2 Beweis des ersten Attraktivita¨tssatzes
Da die Anfangsbedingung uA := u(x, 0) laut Voraussetzung von der Gro¨ßenord-
nung O(ε1/2) ist, machen wir fu¨r die Lo¨sung u(x, t) den Ansatz
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Abbildung 3.1: Entwicklung der Moden aus dem Kontinuum heraus nach Satz 3.1
(s.a. Bem. 2.6 u. 2.7).
u(x, t) = ε1/2v(x, t) mit v = O(1) .
Im k-Raum, wo die weitere Betrachtung stattfinden soll, bedeutet dies vo¨llig
analog, dass der Ansatz
uˆ(x, t) = ε1/2vˆ(x, t) mit vˆ = O(1) . (3.1)
lautet.
Diesen Ansatz setzen wir nun in die fouriertransformierte Differentialgleichung
∂tuˆ = λuˆ+N(uˆ) mit N(uˆ)
(2.10)
= ρuˆ ∗ uˆ+ γ1uˆ ∗ uˆ ∗ uˆ
ein, was auf folgende Gleichung fu¨r vˆ fu¨hrt:
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∂tvˆ = λvˆ + ε
1/2ρvˆ ∗ vˆ + εγ1vˆ ∗ vˆ ∗ vˆ . (3.2)
Aufgrund der Gu¨ltigkeit des Existenz- und Eindeutigkeitssatzes fu¨r semilineare
Differentialgleichungen (vgl. [19]) erhalten wir eine Lo¨sung vˆ ∈ C([0, t0], L1(m))
fu¨r ein t0 > 0 und ko¨nnen diese mit Hilfe der Variation-der-Konstanten-Formel
darstellen:
vˆ = vˆ(k, t) = eλ(k)tvˆA(k)+ ε
1/2
t∫
0
eλ(k)(t−τ)(ρvˆ ∗ vˆ+ ε1/2γ1vˆ ∗ vˆ ∗ vˆ)(k, τ) dτ . (3.3)
Diese Lo¨sung kann durch wiederholtes Anwenden des Existenz- und Eindeutig-
keitssatzes fu¨r alle t ∈ [0, ε−1/4] fortgesetzt werden, wenn wir die Beschra¨nktheit
von vˆ in diesem Zeitintervall beweisen ko¨nnen.
Bezeichnet man die Inhomogenita¨t aus (3.2) mit N˜ , d.h.
N˜(vˆ) := ρvˆ ∗ vˆ + ε1/2γ1vˆ ∗ vˆ ∗ vˆ ,
so folgt
sup
t∈[0,ε−1/4]
‖vˆ(·, t)‖L1(m)
≤ sup
t∈[0,ε−1/4]

‖eλtvˆA‖L1(m) + ε1/2
t∫
0
‖eλ(t−τ)‖L1(m−1)→L1(m)‖N˜(vˆ(τ))‖L1(m−1) dτ


≤ eε7/4‖vˆA‖L1(m) + Cε1/2 sup
t∈[0,ε−1/4]
t∫
0
eε
2(t−τ)(1 + (t− τ)−1/4) dτ ·
· sup
τ∈[0,ε−1/4]
‖N˜(vˆ(τ))‖L1(m−1)
≤ e‖vˆA‖L1(m) + Cε1/2e
(
ε−1/4 + 4t3/4
∣∣∣ε−1/4
t=0
)
·
·

 sup
τ∈[0,ε−1/4]
‖vˆ(τ)‖2L1(m) + sup
τ∈[0,ε−1/4]
‖vˆ(τ)‖3L1(m)


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mit unterschiedlichen von 0 ≤ ε ≪ 1 unabha¨ngigen Konstanten C. Fu¨r hin-
reichend kleines ε > 0 ist damit die Beschra¨nktheit von vˆ bewiesen, denn wir
erhalten
sup
t∈[0,ε−1/4]
‖vˆ(·, t)‖L1(m) ≤ 2e‖vˆA‖L1(m) = O(1) .
Es ist offensichtlich, dass dies auch fu¨r t0 = κε
−1/4 mit festem κ ∈ N richtig ist,
d.h. es gilt
sup
t∈[0,κε−1/4]
‖vˆ(·, t)‖L1(m) ≤ 2e‖vˆA‖L1(m) = O(1) .
Damit ko¨nnen wir nun mit der Untersuchung der Attraktivita¨tseigenschaften fort-
fahren und betrachten zuna¨chst das Verhalten der Lo¨sung bei kc = ±1 . Im ersten
Schritt wird hierfu¨r vˆ(k, t) in zwei Beitra¨ge aufgespalten:
vˆ(k, t) = vˆ±1(k, t) + vˆs(k, t) mit vˆ±1(k, t) = (χ1(k) + χ−1(k)) vˆ(k, t) ,
vˆs(k, t) = vˆ(k, t)− vˆ±1(k, t) .
Als erstes betrachten wir den Beitrag vˆs unter Beru¨cksichtigung, dass im Bereich
des Tra¨gers von vˆs λ(k) < 0 gilt, und erhalten die Abscha¨tzung
‖vˆs(ε−1/4)‖L1(m) ≤ ‖eλε−1/4χs‖L1(m)→L1(m)‖vˆs(0)‖L1(m) +
+ε1/2C sup
τ∈[0,ε−1/4]
‖N˜(vˆ(τ))‖L1(m−1)
ε−1/4∫
0
eλ(t−τ)(1 + (t− τ)−1/4) dτ
≤ e−σε−1/4‖vˆs(0)‖L1(m) + Cε1/2 sup
τ∈[0,ε−1/4]
‖N˜(vˆ(τ))‖L1(m)
≤ O(ε1/2) ,
wobei verwendet wurde, dass
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e−σε
−1/4
= o(ε1/2) fu¨r σ < 0 und ε→ 0 (3.4)
gilt.
Daraus folgt, dass vˆ nach der Zeit t = ε−1/4 in einer Umgebung von kc = ±1
von der Gro¨ßenordnung O(1) ist, wa¨hrend im u¨brigen Bereich die Gro¨ßenordnung
O(ε1/2) vorliegt.
Fu¨r die urspru¨ngliche, uns interessierende Funktion uˆ bedeutet dies nach (3.1),
dass
uˆ(k, t) = uˆ±1(k, t) + uˆs(k, t) = ε
1/2vˆ±1(k, t) + ε
1/2vˆs(k, t)
gilt, d.h. zum Zeitpunkt t = ε−1/4 ist uˆ bei kc = ±1 von der Gro¨ßenordnung
O(ε1/2) und im u¨brigen Bereich O(ε) , was in Abb. 3.2 graphisch veranschaulicht
ist.
Offensichtlich erhalten wir dieselbe Modenverteilung fu¨r alle t ∈ [ε−1/4, κε−1/4]
mit κ ∈ N (s.o.), d.h. vˆs erfu¨llt die Ungleichung
sup
t∈[ε−1/4,κε−1/4]
‖vˆs‖L1(m) ≤ Cε1/2 .
Auf diesem Zwischenergebnis bauen wir nun auf und fu¨hren in unserem zweiten
Iterationsschritt die neue Funktion ˆ˜vs ein, die wie oben von der Gro¨ßenordnung
O(1) sein soll und die gleichen Tra¨ger wie vˆs besitzt. Damit la¨sst sich uˆ folgen-
dermaßen schreiben:
uˆ(k, t) = ε1/2vˆ±1(k, t) + εˆ˜vs(k, t) . (3.5)
Wir gehen also vo¨llig analog zum ersten Schritt vor, bei dem in (3.1) vˆ = O(1)
eingefu¨hrt wurde, und ziehen wieder den Faktor ε1/2 heraus. Einziger Unterschied
ist, dass die Modenentwicklung jetzt bei k = ±2 und k = 0 untersucht wird.
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ε
1/2
vˆ±1
εˆ˜vs
Abbildung 3.2: Verteilung und Gro¨ßenordnung der Moden nach dem ersten Iterations-
schritt zur Zeit t = ε−1/4 (vgl. Gleichung (3.5) sowie Bem. 2.7).
Dann ko¨nnen wir wie bei der Einfu¨hrung von vˆ±1 und vˆs oben eine Aufspaltung
vornehmen, und zwar fu¨r den nicht um k = ±1 konzentrierten Anteil:
ˆ˜vs = vˆ0,±2 + vˆr mit vˆ0,±2 = (χ0 + χ2 + χ−2) ˆ˜vs , (3.6)
vˆr = ˆ˜vs − vˆ0,±2 .
Um die Gro¨ßenordnung von vˆr(ε
−1/4) zu erhalten, setzen wir (3.5) in die Diffe-
rentialgleichung ein und erhalten
ε1/2∂tvˆ±1 + ε∂tˆ˜vs = λε
1/2vˆ±1 + λεˆ˜vs +N(ε
1/2vˆ±1 + εˆ˜vs) ,
wobei nach (2.10)
N(ε1/2vˆ±1 + εˆ˜vs) = ρ(ε
1/2vˆ±1 + εˆ˜vs)
∗2 + γ1(ε
1/2vˆ±1 + εˆ˜vs)
∗3
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ist. Damit ergibt sich nach Aufspaltung nach der O(ε)-Ordnung und Ausmulti-
plizieren der Faltungsprodukte folgende Differentialgleichung fu¨r ˆ˜vs :
∂tˆ˜vs = λˆ˜vs +
{
ρ
(
vˆ∗2±1 + 2ε
1/2vˆ±1 ∗ ˆ˜vs)+ εˆ˜v∗2s
)
+
+γ1
(
ε1/2vˆ∗3±1 + 3εvˆ
∗2
±1 ∗ ˆ˜vs + 3ε3/2vˆ±1 ∗ ˆ˜v
∗2
s + ε
2ˆ˜v
∗3
s
)}
χs .
χs ist dabei der Tra¨ger von ˆ˜vs , und mit (· · ·)∗2 ist das Faltungsquadrat gemeint,
d.h. (· · ·)∗2 = (· · ·) ∗ (· · ·). Analog gilt dann: (· · ·)∗3 = (· · ·) ∗ (· · ·) ∗ (· · ·) .
Als na¨chstes setzen wir die Aufspaltung (3.6) in diese Gleichung ein, was mit der
Tra¨gerfunktion χr von vˆr auf die DGL
∂tvˆr = λvˆr + N˜rχr
mit
N˜r(vˆ±1, vˆ0,±2, vˆr) = ρ
(
vˆ∗2±1 + 2ε
1/2vˆ±1 ∗ (vˆr + vˆ0,±2) + ε(vˆr + vˆ0,±2)∗2
)
+ γ1
(
ε1/2vˆ∗3±1 + 3εvˆ
∗2
±1 ∗ (vˆr + vˆ0,±2)
+ 3ε3/2vˆ±1 ∗ (vˆr + vˆ0,±2)∗2 + ε2(vˆr + vˆ0,±2)∗3
)
fu¨hrt.
Ausgangspunkt der weiteren Betrachtung ist die Tatsache, dass aufgrund unserer
obigen Definitionen fu¨r vˆ±1 und χr
vˆ∗2±1 χr = 0
gilt, was folgende Abscha¨tzung ermo¨glicht:
sup
t∈[ε−1/4,κε−1/4]
‖N˜rχr‖L1(m−1)
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≤ Cε1/2

 sup
t∈[ε−1/4,κε−1/4]
‖vˆ±1‖L1(m) · sup
t∈[ε−1/4,κε−1/4]
‖ˆ˜vs‖L1(m)


= O(ε1/2) .
Fu¨r die weitere Auswertung ziehen wir wieder die Variation-der-Konstanten-
Formel
vˆr(t) = e
λ(k)(t−ε−1/4)vˆr(ε
−1/4) +
t∫
ε−1/4
eλ(k)(t−τ)N˜r(τ)χr dτ
heran und scha¨tzen ab:
‖vˆr(t)‖L1(m) ≤ ‖eλ(t−ε−1/4)χr‖L1(m)→L1(m) ‖vˆr(ε−1/4)‖L1(m)
+ sup
τ∈[ε−1/4,t]
‖N˜rχr‖L1(m−1)
t∫
ε−1/4
‖eλ(t−τ)χr‖L1(m−1)→L1(m) dτ
≤ e−σ(t−ε−1/4)‖vˆr(ε−1/4)‖L1(m) + Cε1/2
t∫
ε−1/4
e−σ(t−τ)(t− τ)−1/4 dτ .
Zum Zeitpunkt t = 2ε−1/4 lautet die Abscha¨tzung
‖vˆr(2ε−1/4)‖L1(m) ≤ Cε1/2 (vgl. (3.4)) ,
bzw. analog zu oben gilt
sup
t∈[2ε−1/4,κε−1/4]
‖vˆr(t)‖L1(m) ≤ Cε1/2 .
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εvˆ0,±2
ε
1/2
vˆ±1
ε
3/2ˆ˜vr
Abbildung 3.3: Verteilung und Gro¨ßenordnung der Moden nach dem zweiten
Iterationsschritt zur Zeit t = 2ε−1/4 (vgl. Gleichung (3.7) sowie Bem. 2.7).
Fu¨r vˆ0,±2 bedeutet dies wegen ˆ˜vs = O(1)
vˆ0,±2 = O(1) ,
womit gezeigt ist, dass sich auch bei k = 0 und k = ±2 nach der Zeit t = 2ε−1/4
Moden aus dem Kontinuum herausbilden (siehe Abb. 3.3).
Die Moden bei k = ±3 untersuchen wir entsprechend, indem wir zuna¨chst die
soeben gewonnenen Erkenntnisse nutzen, was uns auf den Ansatz
uˆ(k, t) = ε1/2vˆ±1(k, t) + εvˆ0,±2(k, t) + ε
3/2ˆ˜vr(k, t) (3.7)
fu¨hrt, wobei auch ˆ˜vr(k, t) = O(1) ist und durch die Aufspaltung
ˆ˜vr = vˆ±1n,±3 + vˆr(2) mit vˆ±1n,±3 = (χ1n + χ−1n + χ3 + χ−3) ˆ˜vr ,
vˆr(2) = ˆ˜vr − vˆ±1n,±3 ,
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dargestellt wird. Einsetzen in unsere Differentialgleichung fu¨hrt auf
ε1/2∂tvˆ±1 + ε∂tvˆ0,±2 + ε
3/2∂tˆ˜vr
= λε1/2vˆ±1 + λεvˆ0,±2 + λε
3/2ˆ˜vr +N(ε
1/2vˆ±1 + εvˆ0,±2 + ε
3/2ˆ˜vr)
mit der Nichtlinearita¨t
N(ε1/2vˆ±1 + εvˆ0,±2 + ε
3/2ˆ˜vr)
= ρ(ε1/2vˆ±1 + εvˆ0,±2 + ε
3/2ˆ˜vr)
∗2 + γ1(ε
1/2vˆ±1 + εvˆ0,±2 + ε
3/2ˆ˜vr)
∗3 .
Bezeichnet man den Tra¨ger von vˆr mit χr , erhalten wir somit fu¨r ˆ˜vr die Diffe-
rentialgleichung
∂tˆ˜vr = λˆ˜vr + ε
−3/2
(
ρ(εvˆ∗2±1 + 2ε
3/2vˆ±1 ∗ vˆ0,±2 +O(ε2)) + γ1(ε3/2vˆ∗3±1 +O(ε2))
)
χr .
Unter Beru¨cksichtigung der obigen Aufspaltung fu¨r vr , wobei χr(2) der Tra¨ger
von vˆr(2) ist, folgt fu¨r alle t ∈ [2ε−1/4, κε−1/4]
∂tvˆr(2) = λvˆr(2) + ε
−3/2
(
ρ(εvˆ∗2±1 + 2ε
3/2vˆ±1 ∗ vˆ0,±2 +O(ε2))
+ γ1(ε
3/2vˆ∗3±1 +O(ε
2))
)
χr(2)
= λvˆr(2) +Br(2) mit ‖Br(2)‖L1(m−1) = O(ε1/2)
und daraus mit Hilfe der Variation-der-Konstanten-Formel
‖vˆr(2)(t)‖L1(m) ≤ ‖eλ(t−2ε−1/4)χr(2)‖L1(m)→L1(m)‖vˆr(2)(2ε−1/4)‖L1(m)
+ sup
τ∈[2ε−1/4,κε−1/4]
‖Br(2)‖L1(m−1)
t∫
2ε−1/4
‖eλ(t−τ)χr(2)‖L1(m−1)→L1(m) dτ
≤ e−σ(t−2ε−1/4)vˆr(2)(2ε−1/4) + Cε1/2 .
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Damit erhalten wir schließlich die Abscha¨tzung
sup
t∈[3ε−1/4,κε−1/4]
‖vˆr(2)(t)‖ ≤ Cε1/2 , (3.8)
was fu¨r die oben neu definierten Moden
vˆ±1n,±3 = O(1)
bedeutet. Bei k = ±1 und k = ±3 bilden sich demnach nach der Zeit t = 3ε−1/4
weitere Moden der Gro¨ßenordnung O(ε3/2) heraus.
In vo¨lliger Analogie zum bisherigen Vorgehen ko¨nnen wir auf diesem Zwischen-
ergebnis
uˆ(k, t) = ε1/2vˆ±1(k, t) + εvˆ0,±2(k, t) + ε
3/2ˆ˜v±1n,±3(k, t) + ε
2vˆr(2)(k, t)
aufbauend zeigen, dass die Lo¨sung uˆ(t) fu¨r t ∈ [4ε−1/4, κε−1/4] die Darstellung
uˆ(k, t) = ε1/2vˆ±1(k, t)+εvˆ0,±2(k, t)+ε
3/2ˆ˜v±1n,±3(k, t)+ε
2vˆ0n,±2n,±4(k, t)+ε
5/2vˆr(3)(k, t)
mit
vˆ0n,±2n,±4 = vˆr(2) (χ0n + χ2n + χ−2n + χ4 + χ−4)
besitzt, wobei vˆ±1, vˆ0,±2, vˆ±1n,±4, vˆ0n,±2,±4 in L
1(m) fu¨r alle t ∈ [4ε−1/4, κε−1/4]
O(1)-beschra¨nkt sind.
Damit ist Satz 3.1 bewiesen, und wir ko¨nnen tatsa¨chlich von der in Abb. 3.1
graphisch veranschaulichten Modenverteilung ausgehen.
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3.3 Konzentration der kritischen Moden
Die obigen Betrachtungen haben gezeigt, dass sich aus einer beliebigen, aber
O(ε1/2) kleinen Anfangsbedingung unserer KSSH-Gleichung nach einer Zeit
T1/ε
2 bei k = 0,±1,±2,±3,±4 Moden herausbilden, die von einer Gro¨ßenord-
nung O(ε1/2) bis O(ε2) sind, wa¨hrend die Beitra¨ge in den u¨brigen k-Bereichen
von der Gro¨ßenordnung O(ε5/2) , d.h. stark geda¨mpft, sind. Die Modenbeitra¨ge
bei den kritischen Wellenzahlen kc = ±1 liefern dabei den gro¨ßten Beitrag. In
Kapitel 2 haben wir gesehen, dass diese kritischen Moden der Ginzburg-Landau-
Gleichung stark konzentriert sind, was wir schließlich beim Nachweis der Ap-
proximationseigenschaft ausgenutzt haben. Diese Konzentration wollen wir im
folgenden fu¨r die sich aus dem Kontinuum heraus entwickelnden Lo¨sungen der
KSSH-Gleichung nachweisen.
3.3.1 Modenkonzentration bei einer einfacheren Modellgleichung
Zur Erkla¨rung und Veranschaulichung der Beweismethode wollen wir zuna¨chst die
Konzentration fu¨r eine einfachere Modellgleichung betrachten, bevor wir dann zu
unserem eigentlichen Problem u¨bergehen.
Unsere exemplarische Gleichung lautet
∂tu = ∂
2
xu+ ∂xu
3 .
Der Summand ∂2xu ist dabei gerade der Linearteil unserer Ginzburg-Landau-
Gleichung, wa¨hrend ∂xu
3 der Degeneriertheit der dortigen Nichtlinearita¨t ent-
spricht. Durch diese Vereinfachung erreichen wir zum einen eine Verschiebung
der kritischen Wellenzahl zu kc = 0 , und zum anderen als Haupteffekt, dass auf-
grund des Nichtvorhandenseins quadratischer Nichtlinearita¨ten der Nachweis der
Konzentration in diesem Fall ohne eine zuvor durchgefu¨hrte Variablentransfor-
mation vergleichsweise einfach mo¨glich ist. Unser Ziel ist es, den folgenden Satz
zu zeigen.
54 3 DER ATTRAKTIVITA¨TSSATZ
Satz 3.2 (Konzentrationssatz 1) Fu¨r alle C1 > 0 gibt es Konstanten
C2, ε0, T1 > 0 , so dass fu¨r alle ε ∈ (0, ε0) aus der Anfangsbedingung
‖uˆ(0)‖L1(m) ≤ C1ε1/2
folgt, dass
‖uˆ(T1/ε2)‖L1(1,ε,0) ≤ C2ε1/2
gilt, was aufgrund unserer Definition der L1(1, ε, 0)-Norm gleichbedeutend einer
Konzentration von uˆ bei kc = 0 nach der Zeit T1/ε
2 ist.
Beweis:
Wir verwenden wieder den Ansatz aus Gleichung (3.1)
u = ε1/2v ,
so dass die Ausgangsgleichung fu¨r unsere Untersuchung in v
∂tv = ∂
2
xv + ε∂xv
3
lautet. Nach U¨bergang in den k-Raum ist somit die Gleichung
∂tvˆ = −k2vˆ + εikvˆ∗3
zu betrachten, die wir unter Verwendung der Variation-der-Konstanten-Formel
lo¨sen:
vˆ(k, t) = e−k
2tvˆ(k, 0) + ε
t∫
0
e−k
2(t−τ)ikvˆ∗3(k, τ) dτ . (3.9)
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Im ersten Schritt werden wir nun zeigen, dass
S(t) := sup
τ∈[0,t]
‖vˆ(τ)‖L1(m) = O(1) (3.10)
gilt, und zwar auf der langen Zeitskala t = T1/ε
2 .
Mit der Abscha¨tzung
‖e−k2(t−τ)ik‖L1(m) ≤ C(t− τ)−1/2
fu¨r den Integranden erhalten wir zuna¨chst die Ungleichung
S(t) ≤ S(0) + εS(t)3
t∫
0
C(t− τ)−1/2 dτ
= S(0)− εS(t)32C√t− τ
∣∣∣t
0
= S(0) + 2Cε
√
tS(t)3 .
Gleichung (3.10) ist also beispielsweise dann erfu¨llt, wenn es ein T1 > 0 gibt, so
dass S(T1/ε
2) ≤ 2S(0) gilt. Wir mu¨ssen also die Existenz eines solchen T1 > 0
zeigen, fu¨r das
2Cε
√
tS(t)3 ≤ S(0) (t = T1/ε2)
folgendermaßen abgescha¨tzt werden kann:
2Cε
√
tS(t)3 ≤ 2Cε
√
t(2S(0))3 = 16Cε
√
tS(0)3
!≤ S(0) .
Fu¨r t bedeutet das
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t ≤
(
1
16CS(0)2
)2
1
ε2
und weiter
T1 ≤
(
1
16CS(0)2
)2
.
Damit haben wir gezeigt, dass es tatsa¨chlich ein solches T1 > 0 gibt, fu¨r das
vˆ(T1/ε
2) ∈ L1(m) (3.11)
von der Ordnung O(1) ist.
Um schließlich die Konzentration der Mode bei k = 0 zeigen zu ko¨nnen, gliedert
sich das weitere Vorgehen in zwei Teile, wobei wir unter Verwendung des gera-
de erhaltenen Zwischenresultats (3.11) zuna¨chst vˆ(T1/ε
2) ∈ L1(1/2, ε, 0) zeigen
und anschließend darauf aufbauend durch erneute analoge Durchfu¨hrung dieses
letzten Schrittes
vˆ(T1/ε
2) ∈ L1(1, ε, 0)
beweisen werden.
Fu¨r die L1(1/2, ε, 0)-Norm von vˆ erhalten wir nach Einsetzen der mit der
Variation-der-Konstanten-Formel erhaltenen Lo¨sung vˆ die Ungleichung
‖vˆ(t)‖L1(1/2,ε,0) =
∫
|vˆ(t)|
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk
(3.9)
=
∫ ∣∣∣∣∣∣e−k
2tvˆ(k, 0) + ε
t∫
0
e−k
2(t−τ)ikvˆ(k, t)∗3 dτ
∣∣∣∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk
≤
∫ ∣∣∣e−k2tvˆ(k, 0)∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk +
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+ ε
∫ ∣∣∣∣∣∣
t∫
0
e−k
2(t−τ) ik vˆ(k, τ)∗3 dτ
∣∣∣∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk .
Die weitere Abscha¨tzung wollen wir getrennt fu¨r die beiden Summanden vorneh-
men. Fu¨r den ersten gilt bei t = T1/ε
2 :
∫ ∣∣∣e−k2tvˆ(k, 0)∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk ≤ sup
k
∣∣∣∣∣∣e−k
2t
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2∣∣∣∣∣∣
∫
|vˆ(k, 0)| dk
= sup
k
∣∣∣∣∣∣e−k
2t
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2∣∣∣∣∣∣ ‖vˆ(0)‖L1(0)
ξ2=k2t
= sup
ξ
∣∣∣∣∣∣e−ξ
2
(
1 +
∣∣∣∣∣ ξε t1/2
∣∣∣∣∣
)1/2∣∣∣∣∣∣ ‖vˆ(0)‖L1(0)
≤ C max{1, ε−1/2t−1/4} ‖vˆ(0)‖L1(0)
t=T1/ε2≤ C max{1, T−1/41 } ‖vˆ(0)‖L1(0) = O(1) .
Der zweite Summand ist nach der Zeit T1/ε
2 ebenfalls von der Gro¨ßenordnung
O(1) , was sich folgendermaßen zeigen la¨sst:
ε
∫ ∣∣∣∣∣∣
t∫
0
e−k
2(t−τ) ik vˆ(k, τ)∗3 dτ
∣∣∣∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk
≤ ε sup
k
∣∣∣∣∣∣
t∫
0
e−k
2(t−τ)|k|
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dτ
∣∣∣∣∣∣
∫
sup
0≤τ≤t
|vˆ(k, τ)∗3| dk
≤ sup
k
∣∣∣∣∣∣
t∫
0
ε2e−k
2(t−τ)
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dτ
∣∣∣∣∣∣ S(t)3
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ξ2=k2(t−τ)
≤
t∫
0
ε2 sup
ξ
∣∣∣∣∣∣e−ξ
2
(
1 +
∣∣∣∣∣ ξε(t− τ)1/2
∣∣∣∣∣
)3/2∣∣∣∣∣∣ dτ S(t)3
≤
t∫
0
ε2C max{1, (t− τ)−3/4ε−3/2} dτ S(t)3
≤ ε2C max{t, t1/4ε−3/2}S(t)3
t=T1/ε2
= C max{T1, T 1/41 }S(t)3
= O(1) .
Damit haben wir das wichtige Zwischenergebnis vˆ(T1/ε
2) ∈ L1(1/2, ε, 0) erhal-
ten, was wir bei der nun folgenden Betrachtung der fu¨r die Konzentration maßgeb-
lichen L1(1, ε, 0)-Norm von vˆ verwenden werden. Entsprechendes gilt natu¨rlich
auch fu¨r alle t ∈ [T1/ε2, 2T1/ε2] .
Es ist
‖vˆ(t)‖L1(1,ε,0) =
∫
|vˆ(t)|
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)
dk
(3.9)
=
∫ ∣∣∣∣ e−k2(t−T1/ε2)vˆ(k, T1/ε2)
+ ε
t∫
T1/ε2
e−k
2(t−τ)ikvˆ(k, t)∗3 dτ
∣∣∣∣∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)
dk
≤
∫ ∣∣∣e−k2(t−T1/ε2)vˆ(k, T1/ε2)∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)
dk +
+ ε
∫ ∣∣∣∣∣∣∣
t∫
T1/ε2
e−k
2(t−τ) ik vˆ(k, τ)∗3 dτ
∣∣∣∣∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)
dk .
Wir beginnen wieder mit dem ersten Summanden und scha¨tzen fu¨r die Zeit t =
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2T1/ε
2 ab:
∫ ∣∣∣e−k2(t−T1/ε2 vˆ(k, T1/ε2)∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)
dk
≤ sup
k
∣∣∣∣∣∣e−k
2(t−T1/ε2)
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2∣∣∣∣∣∣
∫
|vˆ(k, T1/ε2)|
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk
t=2T1/ε2≤ C max{1, T−1/41 } ‖vˆ(T1/ε2)‖L1(1/2,ε,0)
= O(1) .
Bei der Betrachtung des zweiten Summanden gehen wir entsprechend vor:
ε
∫ ∣∣∣∣∣∣∣
t∫
T1/ε2
e−k
2(t−τ) ik vˆ(k, τ)∗3 dτ
∣∣∣∣∣∣∣
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)
dk
≤ ε sup
k
∣∣∣∣∣∣∣
t∫
T1/ε2
e−k
2(t−τ)|k|
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dτ
∣∣∣∣∣∣∣
·
∫
sup
T1/ε2≤τ≤2T1/ε2
|vˆ(k, τ)∗3|
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
dk
≤ sup
k
∣∣∣∣∣∣∣
t∫
T1/ε2
ε2e−k
2(t−τ)
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dτ
∣∣∣∣∣∣∣ S˜(t)
3
t=T1/ε2
= C max{T1, T 1/41 } S˜(t)3
= O(1)
mit S˜(t) = sup
T1/ε2≤τ≤2T1/ε2
‖vˆ(t)‖L1(1/2,ε,0) .
Insgesamt folgt hieraus also vˆ(2T1/ε
2) ∈ L1(1, ε, 0) . Analog ko¨nnen wir
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vˆ(κT1/ε
2) ∈ L1(κ/2, ε, 0) zeigen. Demnach tritt bei der kritischen Mode kc = 0
nach einer Zeit O(1/ε2) eine Kontraktion auf.
3.3.2 Modenkonzentration bei der KSSH-Gleichung
Im weiteren wollen wir zeigen, dass auch die von uns betrachtete KSSH-Gleichung
∂tu = −(1 + ∂2x)2u+ ε2u− γu3 − βu∂xu
und die zugeho¨rige verallgemeinerte Ginzburg-Landau-Gleichung mit der sche-
matischen Darstellung
∂TA = A+ ∂
2
xA+ |A|2A+ |A|2∂xA+ A2∂xA¯+ |A|4A
ein der soeben betrachteten Modellgleichung entsprechendes Konzentrationsver-
halten besitzt. Die obige Vorgehensweise ist dabei jedoch nicht direkt anwendbar.
Der Grund hierfu¨r ist die Tatsache, dass sich das Faltungsprodukt G(uˆ1, uˆ1, uˆ−1)
nicht als Ableitung schreiben la¨sst.
Modellgleichung fu¨r eine quadratische Nichtlinearita¨t
Aufgrund der Tatsache, dass die Existenz der Lo¨sung auf der langen Zeitskala
O(1/ε2) nur mit Hilfe der Konzentration der kritischen Moden bei kc = ±1
gezeigt werden kann, stehen wir nun vor einer neuen Schwierigkeit, denn anderer-
seits ist die Existenz der Lo¨sung auf der langen O(1/ε2)-Zeitskala Voraussetzung
dafu¨r, dass die Konzentration der Moden u¨berhaupt bewiesen werden kann. Wir
beseitigen dieses Dilemma, indem wir eine zeitabha¨ngige Norm einfu¨hren, die es
uns trotz der gegenseitigen Abha¨ngigkeit von Konzentration und Existenz auf
der langen Zeitskala ermo¨glicht, beide Fragestellungen gleichzeitig zu betrachten.
Dazu untersuchen wir im weiteren zuna¨chst die nichtlinearen Terme.
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Als erstes betrachten wir die exemplarische Modellgleichung
∂tv = ∂
2
xv + εv∂xv ,
wobei wir anders als bei der vorigen Modellgleichung nicht ausnutzen wollen, dass
sich v∂xv auch als
1
2
∂xv
2 schreiben la¨sst. Geht man in den Fourierraum u¨ber,
ist zu zeigen, dass fu¨r die Lo¨sungen vˆ der Gleichung
∂tvˆ = −k2vˆ + εvˆ ∗ ikvˆ
folgender Satz gilt:
Satz 3.3 (Konzentrationssatz 2) Fu¨r alle C1 > 0 gibt es Konstanten
C2, ε0, T1 > 0 , so dass fu¨r alle ε ∈ (0, ε0) aus der Anfangsbedingung
‖vˆ(0)‖L1(m) ≤ C1
von ∂tvˆ = −k2vˆ + εvˆ ∗ ikvˆ folgt, dass
‖vˆ(T1/ε2)‖L1(1,ε,0) ≤ C2
gilt, d.h. es liegt eine Konzentration von vˆ bei kc = 0 nach der Zeit T1/ε
2 vor.
Der Beweis basiert auf der Abscha¨tzung der mit Hilfe der Variation-der-
Konstanten-Formel erhaltenen Lo¨sung
vˆ(k, t) = e−k
2tvˆ0(k) + ε
t∫
0
e−k
2(t−τ)(vˆ ∗ ikvˆ)(k, τ) dτ . (3.12)
Dabei erweist es sich als vorteilhaft, die beiden von t abha¨ngigen Funktionen
a(t) und b(t) einzufu¨hren, die folgendermaßen definiert sind:
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a(t) := sup
0≤τ≤t
‖vˆ(τ)‖L1(0)
b(t) := sup
0≤τ≤t
∫
(ε2τ)1/2|vˆ(k, τ)|
∣∣∣∣∣kε
∣∣∣∣∣ dk
Aus der Beschra¨nktheit von a(t) und b(t) folgt dann na¨mlich die Konzentration
der Mode bei k = 0 .
Als erstes scha¨tzen wir a(t) ab:
a(t) = sup
0≤τ≤t
∥∥∥∥∥∥e−k
2τ vˆ0(k) + ε
τ∫
0
e−k
2(τ−s)(vˆ ∗ ikvˆ)(k, s) ds
∥∥∥∥∥∥
L1(0)
≤ sup
0≤τ≤t
∥∥∥e−k2τ vˆ0∥∥∥
L1(0)
+ ε sup
0≤τ≤t
τ∫
0
‖e−k2(τ−s)‖L1(0)→L1(0)‖vˆ(s)‖L1(0)‖ikvˆ(s)‖L1(0) ds
≤ Ca(0) + Cεa(t) sup
0≤τ≤t
τ∫
0
∥∥∥∥∥kε (ε2s)1/2vˆ(s)
∥∥∥∥∥
L1(0)
(ε2s)−1/2ε ds
≤ Ca(0) + Ca(t) sup
0≤τ≤t
τ∫
0
b(s)ε2(ε2s)−1/2 ds
S=ε2s≤ Ca(0) + Ca(t)b(t)
ε2t∫
0
S−1/2 dS
= Ca1a(0) + Ca2T
1/2
1 a(T1/ε
2)b(T1/ε
2) ,
wobei in der letzten Zeile die lange Zeitskala t = T1/ε
2 eingesetzt wurde.
Fu¨r die Abscha¨tzung von b(t) gehen wir entsprechend vor. Zur Verbesserung der
U¨bersicht betrachten wir die beiden Summanden in (3.12) getrennt und bilden
das Supremum erst zum Schluss. Zuna¨chst der erste Term:
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∫
(ε2t)1/2|e−k2tvˆ0(k)|
∣∣∣∣∣kε
∣∣∣∣∣ dk ≤ (ε2t)1/2 supk
∣∣∣∣∣e−k2tkε
∣∣∣∣∣
∫
|vˆ0(k)| dk
≤ C‖vˆ0‖L1(0)
≤ Ca(0) .
Fu¨r den zweiten Term gilt die Abscha¨tzung
∫ ∣∣∣∣∣∣(ε2τ)1/2ε
τ∫
0
e−k
2(τ−s)(vˆ ∗ ikvˆ)(k, s)
∣∣∣∣∣kε
∣∣∣∣∣ ds
∣∣∣∣∣∣ dk
≤ (ε2τ)1/2ε
τ∫
0
∫
e−k
2(τ−s)|(vˆ ∗ ikvˆ)(s)|
∣∣∣∣∣kε
∣∣∣∣∣ dk ds
≤ (ε2τ)1/2ε
τ∫
0
sup
k
∣∣∣∣∣e−k2(τ−s)kε
∣∣∣∣∣
∫
|(vˆ ∗ ikvˆ)(k, s)| dk ds
≤ (ε2τ)1/2ε
τ∫
0
sup
k
∣∣∣∣∣e−k2(τ−s)kε
∣∣∣∣∣ ‖vˆ(s)‖L1(0) ‖ikvˆ(s)‖L1(0) ds
= (ε2τ)1/2ε
τ∫
0
sup
k
∣∣∣∣∣e−k2(τ−s)kε
∣∣∣∣∣ ‖vˆ(s)‖L1(0)
∥∥∥∥∥kε (ε2s)1/2vˆ(s)
∥∥∥∥∥
L1(0)
ε(ε2s)−1/2 ds
≤ (ε2τ)1/2a(τ)b(τ)
τ∫
0
sup
k
∣∣∣e−k2(τ−s)k∣∣∣ s−1/2 ds
≤ (ε2τ)1/2a(τ)b(τ)
τ∫
0
C(τ − s)−1/2s−1/2 ds
≤ C(ε2τ)1/2a(τ)b(τ) ≤ sup
0≤τ≤t
C(ε2τ)1/2a(τ)b(τ)
t=T1/ε2≤ CT 1/21 a(T1/ε2)b(T1/ε2) .
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Insgesamt haben wir also auf der langen Zeitskala t = T1/ε
2 fu¨r b(t) die
Abscha¨tzung
b(t) ≤ Cb1a(0) + Cb2(ε2t)1/2a(t)b(t)
gefunden, d.h. die beiden Ungleichungen, denen a(t) und b(t) genu¨gen mu¨ssen,
ha¨ngen gegenseitig voneinander ab. Dies ermo¨glicht eine Fortfu¨hrung der
Abscha¨tzung bis zur Zeit T1 = ε
2t , wenn zum einen
Ca2(ε
2t)1/2a(t)b(t) ≤ Ca1a(0)
und zum anderen
Cb2(ε
2t)1/2a(t)b(t) ≤ Cb1a(0)
gilt. Dies ist erfu¨llt, falls T1 so klein ist, dass sowohl
Ca2Cb1T
1/2
1 a(0) ≤
1
4
also auch
Ca1Cb2T
1/2
1 a(0) ≤
1
4
gelten. Damit folgen die beiden Ungleichungen
a(T1/ε
2) ≤ 2Ca1a(0)
und
b(T1/ε
2) ≤ 2Cb1a(0) ,
woraus die Beschra¨nktheit von a(T1/ε
2) und b(T1/ε
2) wegen vˆ0 ∈ L1(m) un-
mittelbar ersichtlich ist.
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Abschließend bleibt noch zu zeigen, dass hieraus wiederum die Konzentration
der Mode bei k = 0 zum Zeitpunkt T1 folgt. Dazu betrachten wir die fu¨r die
Konzentrationsuntersuchung maßgebliche L1(1, ε, 0)-Norm von vˆ(k, t) :
‖vˆ(t)‖L1(1,ε,0) =
∫ ∣∣∣∣∣vˆ(k, t)
(
1 +
k
ε
)∣∣∣∣∣ dk
≤
∫
|vˆ(k, t)| dk +
∫ ∣∣∣∣∣vˆ(k, t)
(
k
ε
)∣∣∣∣∣ dk
= ‖vˆ(t)‖L1(0) + (ε2t)−1/2
∫
(ε2t)1/2ˆ|v(k, t)|
∣∣∣∣∣kε
∣∣∣∣∣ dk
≤ a(t) + (ε2t)−1/2b(t) .
Aufgrund der Beschra¨nktheit von a(t) und b(t) erhalten wir nun zur Zeit T1
die Beschra¨nktheit von ‖vˆ‖L1(1,ε,0) :
‖vˆ(T1/ε2)‖L1(1,ε,0) ≤ a(T1/ε2) + b(T1/ε2) ≤ 2Ca1a(0) + 2T−1/21 Cb1a(0)
≤ 2Ca1‖vˆ(0)‖L1(m) + 2T−1/21 Cb1‖vˆ(0)‖L1(m) .
Damit ist Satz 3.3 bewiesen, d.h. fu¨r die Lo¨sung unserer Modellgleichung ∂tvˆ =
−k2vˆ + εvˆ ∗ ikvˆ folgt aus vˆ(k, 0) ∈ L1 die Konzentration der Mode bei kc = 0
bis zum Zeitpunkt T1 .
Modenkonzentration bei der KSSH-Gleichung
Auf der Basis dieses Ergebnisses ko¨nnen wir nun schließlich die Untersuchung auf
unsere KSSH-Gleichung (1.2) ausdehnen. Das Resultat dieser Untersuchungen
formulieren wir im folgenden
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Satz 3.4 (Zweiter Attraktivita¨tssatz) Fu¨r alle C1 > 0 gibt es Konstanten
ε0 > 0, C2 > 0, T1 > 0 , so dass fu¨r alle ε ∈ (0, ε0) folgendes gilt: Sei u(·, 0) eine
Anfangsbedingung des Kuramoto-Shivashinsky-Swift-Hohenberg-Modells (1.2) mit
‖uˆ(·, 0)‖L1(m) ≤ C1ε1/2 . Dann erfu¨llt die Lo¨sung uˆ = uˆ(k, t) fu¨r t = T1/ε2 mit
der Notation aus Kapitel 2 (Gleichung (2.12)) die folgenden Abscha¨tzungen:
‖uˆ0(T1/ε2)‖L1(m) ≤ C2ε ,
‖uˆ2(T1/ε2)‖L1(m) ≤ C2ε ,
‖uˆ0n(T1/ε2)‖L1(m) ≤ C2ε2 ,
‖uˆ2n(T1/ε2)‖L1(m) ≤ C2ε2 ,
‖uˆ1(T1/ε2)‖L1(1,ε,1) ≤ C2ε1/2 ,
‖uˆ1n(T1/ε2)‖L1(m) ≤ C2ε3/2 ,
‖uˆ3(T1/ε2)‖L1(m) ≤ C2ε3/2 ,
‖uˆ4(T1/ε2)‖L1(m) ≤ C2ε2 ,
‖uˆr(T1/ε2)‖L1(m) ≤ C2ε5/2 .
Analoges gilt fu¨r die uˆ... mit negativen Indizes.
Dies ist der vollsta¨ndige Attraktivita¨tssatz, der das Hauptergebnis dieses Kapitels
darstellt. Danach entwickelt sich die zu einer beliebigen, aber kleinen Anfangs-
bedingung geho¨rende Lo¨sung von (1.2) so, dass sich zusa¨tzlich zu der bereits in
Satz 3.1 gefundenen Modenstruktur nach der langen Zeit T1/ε
2 mit beliebigem,
aber festem T1 > 0 bei den kritischen Wellenzahlen kc = ±1 eine Kontraktion
der Moden herausbildet, so dass die Lo¨sung dann die in Abb. 3.4 gezeigte Fou-
rierdarstellung besitzt, was gleichbedeutend damit ist, dass sich u im x-Raum
als
u
(
x, T1/ε
2
)
= ε1/2A(εx)eix + ε1/2A¯(εx)e−ix +O(ε)
schreiben la¨sst, wobei
sup
X∈R
(|A(X)|+ |∂XA(X)|) = O(1)
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gilt.
Beweis von Satz 3.4:
In Kapitel 2 hatten wir in Gleichung (2.19) nach Durchfu¨hrung der Variablen-
transformation
vˆ0 = −2λ−1χ0ρ vˆ1 ∗ vˆ−1 + εwˆ0 ,
vˆ2 = −λ−1χ2ρ vˆ1 ∗ vˆ1 + εwˆ2 ,
(3.13)
folgendes System erhalten:
∂twˆ0 = λwˆ0 + H˜0 + F˜0 ,
∂tvˆ0n = λvˆ0n + H˜0n ,
∂tvˆ1 = λvˆ1 + εG(vˆ1, vˆ1, vˆ−1) + H˜1 ,
∂tvˆ1n = λvˆ1n + H˜1n ,
∂tvˆ2n = λvˆ2n + H˜2n ,
∂twˆ2 = λwˆ2 + H˜2 + F˜2 , (3.14)
∂tvˆ3 = λvˆ3 + H˜3 ,
∂tvˆ4 = λvˆ4 + H˜4 ,
∂tvˆr = λvˆr + H˜r ,
mit
F˜0 = ε
−12λ−1χ0ρ(∂tvˆ1 ∗ vˆ−1 + vˆ1 ∗ ∂tvˆ−1) ,
F˜2 = ε
−12λ−1χ2ρ(∂tvˆ1 ∗ vˆ1) .
und
‖H˜1‖L1(0,ε,1) ≤ Cε2
(
‖vˆ1‖L1(0,ε,1) + ε‖vˆs‖L1(m)
)
,
‖H˜s‖L1(m−1) ≤ C
(
‖vˆ1‖L1(0,ε,1) + ε‖vˆs‖L1(m)
)
,
solange
‖vˆ1‖L1(0,ε,1)) + ‖vˆs‖L1(m) ≤ Cv
mit einer beliebigen, aber festen Konstante Cv > 0 ist, wobei weiterhin
H˜s := (H˜0, H˜2, H˜3, H˜4, H˜0n, H˜1n, H˜2n, H˜r) ,
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‖H˜s‖L1(m) := ‖H˜0‖L1(m) + ‖H˜2‖L1(m) + ‖H˜3‖L1(m) + ‖H˜4‖L1(m) + ‖H˜0n‖L1(m) +
+‖H˜1n‖L1(m) + ‖H˜2n‖L1(m) + ‖H˜r‖L1(m) .
Bislang haben wir lediglich gezeigt, dass wˆ0 |t=4ε−1/4 und wˆ±2 |t=4ε−1/4 in L1(m)
von der Ordnung O(ε−1) sind. Um beweisen zu ko¨nnen, dass diese Terme
tatsa¨chlich sogar von der Ordnung O(1) sind, mu¨ssen wir genauso wie in Kapi-
tel 2 die Terme F˜0,±2 mittels der Konzentration der Moden als O(1) abscha¨tzen.
Zum Beweis der Modenkonzentration und um das bisherige Vorgehen, das bei
unseren Modellgleichungen zum Ziel gefu¨hrt hat, problemloser u¨bertragen zu
ko¨nnen, vernachla¨ssigen wir zuna¨chst den Summanden H˜1 , d.h. wir betrachten
das Teilproblem
∂tvˆ1 = λvˆ1 + εG(vˆ1, vˆ1, vˆ−1) ,
und transformieren die Gleichung noch derart, dass die zu betrachtende kritische
Mode (kc = 1) nun ebenfalls bei 0 liegt. Jetzt ko¨nnen wir die Lo¨sung von (3.14)
betrachten, indem wir die Variation-der-Konstanten-Formel benutzen:
vˆ1(t) = e
λ(k)tvˆ1(k, 0) + ε
t∫
0
eλ(k)(t−s)G(vˆ1, vˆ1, vˆ−1)(k, s) ds .
Die fu¨r die Abscha¨tzung entscheidenden Hilfsgro¨ßen seien wieder mit a und b
bezeichnet und folgendermaßen definiert:
a(t) = sup
0≤τ≤t
‖vˆ1(τ)‖L1(0) , (3.15)
b(t) = sup
0≤τ≤t
∫
(ε2τ)1/2|vˆ1(k, τ)|
∣∣∣∣∣kε
∣∣∣∣∣ dk . (3.16)
Fu¨r a(t) gilt dann die Ungleichung
a(t) ≤ sup
0≤τ≤t
(
‖eλ(k)τ vˆ1(k, 0)‖L1(0)
+ε
τ∫
0
‖eλ(k)(τ−s)‖L1(0)→L1(0) ‖G(vˆ1, vˆ1, vˆ−1)(s)‖L1(0) ds
)
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≤ a(0) + Cε sup
0≤τ≤t
τ∫
0
‖G(vˆ1, vˆ1, vˆ−1)(s)‖L1(0) ds . (3.17)
Mit der Definition aus Gleichung (2.20) sowie analogen U¨berlegungen wie im
Anschluss an Gleichung (2.33), diesmal natu¨rlich mit kc = 0 , folgt
‖G(vˆ1, vˆ1, vˆ−1)‖L1(0) =
=
∫ ∫ ∫
|g(k, k − ℓ, ℓ− ℓ1, ℓ1)||vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
≤
∫ ∫ ∫
C(|k|+ |k − ℓ|+ |ℓ− ℓ1|+ |ℓ1|)
·|vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
≤
∫ ∫ ∫
C(|k − ℓ+ ℓ− ℓ1 + ℓ1|+ |k − ℓ|+ |ℓ− ℓ1|+ |ℓ1|)
·|vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk .
Mit Hilfe der Dreiecksungleichung setzen wir fort:
≤
∫ ∫ ∫
C(|k − ℓ|+ |ℓ− ℓ1|+ |ℓ1|+ |k − ℓ|+ |ℓ− ℓ1|+ |ℓ1|) ·
·|vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
≤
∫ ∫ ∫
2C|k − ℓ||vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
+
∫ ∫ ∫
2C|ℓ− ℓ1||vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
+
∫ ∫ ∫
2C|ℓ1||vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk .
Diese drei Summanden, die jeder fu¨r sich wieder eine Faltung darstellen, betrach-
ten wir nun getrennt voneinander, wobei wir mit dem letzten beginnen:
2C
∫ ∫ ∫
|ℓ1||vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
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≤ 2C
∫
|vˆ1(ℓ)| dℓ
∫
|vˆ1(ℓ)| dℓ
∫
|ℓ1||vˆ−1(ℓ1)| dℓ1
≤ 2C‖vˆ1‖L1(0)‖vˆ1‖L1(0) τ−1/2
∫ ∣∣∣∣∣ℓ1ε
∣∣∣∣∣ |vˆ−1(ℓ1)| (ε2τ)1/2 dℓ1
≤ 2Cτ−1/2a(τ)a(τ)b(τ) .
Vo¨llig analog zeigen wir fu¨r den ersten Summanden
2C
∫ ∫ ∫
|k − ℓ||vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
≤ 2C
∫
|k − ℓ| |vˆ1(k − ℓ)| dk
∫
|vˆ1(ℓ− ℓ1)| dℓ
∫
|vˆ−1(ℓ1)| dℓ1
≤ 2Cτ−1/2a(τ)a(τ)b(τ)
und fu¨r den zweiten
2C
∫ ∫ ∫
|ℓ−m||vˆ1(k − ℓ)||vˆ1(ℓ− ℓ1)||vˆ−1(ℓ1)| dℓ1 dℓ dk
≤ 2C
∫
|ℓ− ℓ1| |vˆ1(ℓ− ℓ1)| dk
∫
|vˆ1(k − ℓ)| dℓ
∫
|vˆ−1(ℓ1)| dℓ1
≤ 2Cτ−1/2a(τ)a(τ)b(τ) .
Somit gilt die Ungleichung
‖G(vˆ1, vˆ1, vˆ−1)‖L1(0) ≤ 6Cτ−1/2a(τ)a(τ)b(τ) ,
die wir in (3.17) einsetzen:
a(t) ≤ Ca(0) + 6Cε sup
0≤τ≤t
τ∫
0
a(s)a(s)b(s)s−1/2 ds
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≤ Ca1a(0) + Ca2T 1/21 a(t)a(t)b(t) .
Ausgehend von der Definition von b(t) ergibt sich nach Einsetzen der Variation-
der-Konstanten-Formel
b(t) ≤ sup
0≤τ≤t
∫
(ε2τ)1/2
∣∣∣∣∣eλ(k)τ vˆ1(k, 0)kε
∣∣∣∣∣ dk
+ sup
0≤τ≤t
∫
(ε2τ)1/2ε
∣∣∣∣∣∣
τ∫
0
eλ(k)(τ−s)G(vˆ1, vˆ1, vˆ−1)(k, s) ds
∣∣∣∣∣∣
∣∣∣∣∣kε
∣∣∣∣∣ dk .
Fu¨r den ersten Summanden gilt dabei in vo¨lliger Analogie zu (3.17)
∫
(ε2τ)1/2
∣∣∣∣∣eλ(k)τ vˆ1(k, 0)kε
∣∣∣∣∣ dk ≤ C‖vˆ1( · , 0)‖L1(0) = Ca(0) .
Beim zweiten Summanden nutzen wir die gerade gezeigte Abscha¨tzung fu¨r
‖G(vˆ1, vˆ1, vˆ−1)‖L1(0) :
∫
(ε2τ)1/2ε
∣∣∣∣∣∣
τ∫
0
eλ(k)(τ−s)G(vˆ1, vˆ1, vˆ−1)(k, s) ds
∣∣∣∣∣∣
∣∣∣∣∣kε
∣∣∣∣∣ dk
≤ (ε2τ)1/2ε
τ∫
0
sup
k
∣∣∣∣∣eλ(k)(τ−s) kε
∣∣∣∣∣
∫
|G(vˆ1, vˆ1, vˆ−1)(k, s)| dk ds
≤ (ε2τ)1/2
τ∫
0
sup
k
∣∣∣eλ(k)(τ−s) k∣∣∣ 6Cs−1/2a(s)a(s)b(s) ds
≤ (ε2τ)1/26Ca(τ)a(τ)b(τ)
τ∫
0
sup
k
∣∣∣eλ(k)(τ−s) k∣∣∣ s−1/2 ds
≤ (ε2τ)1/26Ca(τ)a(τ)b(τ)C
τ∫
0
(τ − s)−1/2s−1/2 ds
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≤ (ε2τ)1/2Ca(τ)a(τ)b(τ) .
Insgesamt gilt also mit T1 = ε
2t
b(t) ≤ Cb1a(0) + Cb2T 1/21 a(t)2b(t) . (3.18)
Die Beschra¨nktheit von a(t) und b(t) kann nun unter der Annahme
Ca2T
1/2
1 a(t)
2b(t) ≤ Ca1a(0)
und
Cb2T
1/2
1 a(t)
2b(t) ≤ Cb1a(0)
gezeigt werden.
Diese Annahme ist richtig, falls T1 > 0 und unabha¨ngig von ε > 0 so klein ist,
dass zum einen
Ca2Cb1T
1/2
1 a(0)a(0) ≤
1
8
und zum anderen
Ca1Cb2T
1/2
1 a(0)a(0) ≤
1
8
Wir erhalten also
a(T1/ε
2) ≤ 2Ca1a(0)
und
b(T1/ε
2) ≤ 2Cb1a(0) ,
d.h. sowohl a(T1/ε
2) und auch b(T1/ε
2) sind wegen vˆ(0) ∈ L1(m) beschra¨nkt.
Aufgrund der oben bereits gezeigten A¨quivalenz von a(t) und b(t) auf der einen
Seite und der L1(1, ε, 0)-Norm von vˆ(k, t) folgt damit zum Zeitpunkt t = T1/ε
2
die Konzentration der Moden bei k = 0 , was wegen unserer Transformation zu
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Beginn dieses Beweises letztendlich eine Konzentration der kritischen Moden in
einer O(ε)-Umgebung von kc = 1 der Lo¨sungsfunktion unseres Teilproblems der
KSSH-Gleichung bedeutet.
Das volle Problem
Zur Behandlung des vollen Problems du¨rfen im folgenden die in (3.14) mit H˜...
bezeichneten Terme nicht mehr vernachla¨ssigt werden. Außerdem spalten wir von
vˆr noch die Mode bei k = 3 ab, so dass schließlich folgendes System zu betrachten
ist:
∂tvˆ1 = λvˆ1 + εG(vˆ1, vˆ1, vˆ−1) + H˜1 ,
∂twˆ3 = λwˆ3 +
˜˜H3 , (3.19)
∂tvˆs = λvˆs + H˜s + F˜s
mit
vˆs = wˆ0 + wˆ2 + wˆ−2 + vˆ4 + vˆ−4 + ε
1/2vˆr + vˆ0n + vˆ2n + vˆ−2n ,
H˜s = H˜0 + H˜2 + H˜4 + H˜−4 + ε
1/2H˜r + H˜2n + H˜−2n ,
F˜s = F˜0 + F˜2 + F˜−2 ,
wˆ3 = vˆ3 + vˆ−3 + vˆ1n + vˆ−1n ,
˜˜H3 = H˜3 + H˜−3 + H˜1n + H˜−1n .
Fu¨r festes t ≥ 0 gilt dabei wie oben
‖H˜1‖L1(0,ε,1) ≤ ε2‖vˆ1‖2L1(0,ε,1)‖wˆ3‖L1(m) + ε2‖vˆ1‖L1(0,ε,1)‖vˆs‖L1(m)
+ε2‖vˆ1‖5L1(0,ε,1) + ε5/2‖wˆ3‖2L1(m) + ε7/2‖vˆs‖2L1(m) ,
‖ ˜˜H3‖L1(m) ≤ ‖vˆ1‖3L1(0,ε,1) + ε‖vˆ1‖L1(0,ε,1)‖vˆs‖L1(m) + ε3/2‖wˆ3‖2L1(m) + ε5/2‖vˆs‖2L1(m) ,
‖H˜s‖L1(m) ≤ ‖vˆ1‖4L1(0,ε,1) + ‖vˆ1‖L1(0,ε,1)‖wˆ3‖L1(m) + ε1/2‖vˆ1‖L1(0,ε,1)‖vˆs‖L1(m)
+ε‖wˆ3‖2L1(m) + ε2‖vˆs‖2L1(m) ,
‖F˜s‖L1(m) ≤ Cε−1‖vˆ1‖L1(0,ε,1)‖∂tvˆ1‖L1(0,ε,1)
≤ Cεq−1‖vˆ1‖L1(0,ε,1)‖vˆ1‖L1(q,ε,1) ,
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wobei bei der letzten Ungleichung ∂tvˆ1 durch die rechte Seite der Gleichung fu¨r
vˆ1 ersetzt wurde und q ∈ [0, 2] gilt.
Fu¨hrt man nun zusa¨tzlich zu a(t) und b(t) (siehe (3.15) und (3.16)) die beiden
Gro¨ßen
c(t) = sup
0≤τ≤t
‖wˆ3(τ)‖L1(m) , (3.20)
d(t) = sup
0≤τ≤t
(ε2(1 + τ))1/2‖vˆs(τ)‖L1(m) (3.21)
ein, so ko¨nnen wir diese Ungleichungen auch folgendermaßen schreiben:
‖H˜1(t)‖L1(0,ε,1) ≤ ε2a(t)2c(t) + ε2a(t)5 + ε2a(t)d(t)(ε2(1 + t))−1/2
+ε5/2c(t)2 + ε7/2d(t)2(ε2(1 + t))−1 ,
‖ ˜˜H3(t)‖L1(m) ≤ a(t)3 + εa(t)d(t)(ε2(1 + t))−1/2 + ε3/2c(t)2
+ε5/2d(t)2(ε2(1 + t))−1 ,
‖H˜s(t)‖L1(m) ≤ a(t)4 + a(t)c(t) + ε1/2a(t)d(t)(ε2(1 + t))−1/2
+εc(t)2 + ε2d(t)2(ε2(1 + t))−1 ,
‖F˜s(t)‖L1(m) ≤ Ca(t)b(t)(ε2t)−1/2 .
Damit lassen sich unter Beru¨cksichtigung der Ungleichungen fu¨r ‖H˜1‖L1(0,ε,1) ,
‖ ˜˜H3‖L1(m) und ‖H˜s‖L1(m) sowie unter Verwendung der Variation-der-
Konstanten-Formel die gleichen Abscha¨tzungen wie oben fu¨r a(t) , b(t) und c(t)
durchfu¨hren. Wir scha¨tzen zuna¨chst die neu hinzugekommenen Terme ab und
setzen diese anschließend in die bereits vorhandenen Ungleichungen fu¨r a(t) und
b(t) ein. Die noch aufzustellenden Ungleichungen fu¨r c(t) und d(t) sind analog
zu der von a(t) aufgebaut.
Fu¨r die Betrachtung von a(t) und b(t) beno¨tigen wir mit γ ≥ 0 :
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∥∥∥∥∥∥
τ∫
0
eλ(τ−s)χ1fˆ1(s)(ε
2(1 + s))−γ ds
∥∥∥∥∥∥
L1(0,ε,1)
≤
τ∫
0
∥∥∥eλ(τ−s)χ1∥∥∥
L1(0,ε,1)→L1(0,ε,1)
‖fˆ1(s)‖L1(0,ε,1)(ε2(1 + s))−γ ds
≤ C sup
0≤s≤τ
‖fˆ1(s)‖L1(0,ε,1)ε−2γ

 τ
max(0,1−γ) , γ 6= 1 ,
ln τ , γ = 1 ,
wobei fˆ1 = fˆ1χ1 , sowie
∫
(ε2τ)1/2
∣∣∣∣∣∣
τ∫
0
eλ(k)(τ−s)χ1(k)fˆ1(k, s)(ε
2(1 + s))−γ ds
∣∣∣∣∣∣
∣∣∣∣∣kε
∣∣∣∣∣ dk
≤ (ε2τ)1/2ε−1ε
τ∫
0
sup
k
∣∣∣∣∣eλ(k)(τ−s) kε
∣∣∣∣∣
∫
|fˆ1(k, s)|(ε2(1 + s))−γ dk ds
≤ (ε2τ)1/2ε−1
τ∫
0
sup
k
∣∣∣eλ(k)(τ−s) k∣∣∣ ‖fˆ1(s)‖L1(0,ε,1)(ε2(1 + s))−γ ds
≤ (ε2τ)1/2ε−1 sup
0≤s≤τ
‖fˆ1(s)‖L1(0,ε,1)
τ∫
0
C(τ − s)−1/2s−1/2(ε2(1 + s))−γ ds
≤ (ε2τ)1/2ε−1C sup
0≤s≤τ
‖fˆ1(s)‖L1(0,ε,1)ε−2γ(1 + τ)−min(1/2,γ) ,
wobei die letzte Abscha¨tzung einfach durch die Aufspaltung
τ∫
0
=
τ/2∫
0
+
τ∫
τ/2
ge-
wonnen wird.
Bei c(t) und d(t) sind
∥∥∥∥∥∥
τ∫
0
eλ(τ−s)χ3fˆ3(s)(ε
2(1 + s))−γ ds
∥∥∥∥∥∥
L1(m)
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≤
τ∫
0
∥∥∥eλ(τ−s)χ3∥∥∥
L1(m)→L1(m)
‖fˆ3(s)‖L1(m)(ε2(1 + s))−γ ds
≤ C sup
0≤s≤τ
‖fˆ3(s)‖L1(m)(ε2(1 + τ))−γ
sowie
∥∥∥∥∥∥
τ∫
0
eλ(τ−s)χsfˆs(s)(ε
2(1 + s))−γ ds
∥∥∥∥∥∥
L1(m)
≤
τ∫
0
∥∥∥eλ(τ−s)χs∥∥∥
L1(m)→L1(m)
‖fˆs(s)‖L1(m)(ε2(1 + s))−γ ds
≤ C sup
0≤s≤τ
‖fˆs(s)‖L1(m)(ε2(1 + τ))−γ
mit fˆ3 = fˆ3χ3 und fˆs = fˆsχs hilfreich. Statt (3.18) erhalten wir damit dann
unter Verwendung der Variation-der-Konstanten-Formel
a(t) ≤ Ca(0) + C10T 1/21 a(t)2b(t) + CT1(a(t)2c(t) + a(t)5) + CT 1/21 a(t)d(t)
+Cε1/2c(t)2 + Cε1/2d(t)2 .
Die Abscha¨tzung fu¨r b(t) lautet (vgl. (3.18))
b(t) ≤ Ca(0) + CT 1/21 a(t)2b(t) + T 1/21 εC(a(t)2c(t) + a(t)5) + Cεa(t)d(t)
+CT 1/2ε1/2c(t)2 + Cε3/2d(t)2 .
Die Ungleichungen fu¨r c(t) und d(t) erhalten wir durch entsprechende U¨berle-
gungen wie bei a(t) und b(t) aus der Variation-der-Konstanten-Formel:
c(t) ≤ Cc(0) + C(a(t)3 + a(t)d(t) + ε3/2c(t)2 + ε1/2d(t)2) ,
d(t) ≤ Cd(0) + C(a(t)4 + T1a(t)c(t) + ε1/2a(t)d(t) + εc(t)2 + εd(t)2 + a(t)b(t)) .
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Unter der Annahme, dass
CT
1/2
1 a(t)
2b(t) + CT1(a(t)
2c(t) + a(t)5) + CT
1/2
1 a(t)d(t)
+Cε1/2c(t)2 + Cε1/2d(t)2 ≤ Ca(0) ,
CT
1/2
1 a(t)
2b(t) + CT
1/2
1 ε(a(t)
2c(t) + a(t)5) + Cεa(t)d(t)
+CT
1/2
1 ε
1/2c(t)2 + Cε3/2d(t)2 ≤ Ca(0) ,
C(ε3/2c(t)2 + ε1/2d(t)2) ≤ Cc(0) ,
C(ε1/2a(t)d(t) + εc(t)2 + εd(t)2 + T1a(t)c(t)) ≤ Cd(0)
erfu¨llt ist, gelten die Abscha¨tzungen
a(t) ≤ 2Ca(0) ,
b(t) ≤ 2Ca(0) ,
c(t) ≤ C(a(t)3 + a(t)d(t)) + 2Cc(0) ≤ C(a(0)3 + a(0)d(0) + c(0)) ,
d(t) ≤ C(a(t)4 + a(t)b(t)) + 2Cd(0) ≤ C(a(0)4 + a(0)2 + d(0)) ,
was unter Beru¨cksichtigung der Tatsache, dass die L1(m)-Norm unserer Anfangs-
bedingung beschra¨nkt ist, gleichbedeutend damit ist, dass auch a(t), b(t), c(t) und
d(t) beschra¨nkt sind.
Dabei ist zu beachten, dass die obige Annahme tatsa¨chlich richtig ist, wenn nur
T1 und ε hinreichend klein sind, so dass
CT1
(
a(0)5 + a(0)3d(0) + a(0)2c(0)
)
+ CT
1/2
1
(
a(0)5 + a(0)3 + a(0)d(0)
)
+Cε1/2
((
a(0)4 + a(0)2 + d(0)
)2
+
(
a(0)3 + a(0)d(0) + c(0)
)2) ≤ Ca(0) ,
CT
1/2
1 a(0)
3 + CT
1/2
1 ε
(
a(0)5 + a(0)3d(0) + a(0)2c(0)
)
+Cε
(
a(0)5 + a(0)3 + a(0)d(0)
)
+ CT
1/2
1 ε
1/2
(
a(0)3 + a(0)d(0) + c(0)
)2
+Cε3/2
(
a(0)4 + a(0)2 + d(0)
)2 ≤ Ca(0) ,
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Abbildung 3.4: Entwicklung der Moden aus dem Kontinuum heraus, wobei die beiden
kritischen Moden bei kc = ±1 konzentriert sind (s.a. Bem.2.7). Beachte: Die Varia-
blentransformation ist in dieser Abbildung bereits beru¨cksichtigt, so dass bei k = 0
und |k| = 2 die Ordnung O(ε2) vorliegt.
Cε3/2
(
a(0)3 + a(0)d(0) + c(0)
)2
+ Cε1/2
(
a(0)4 + a(0)2 + d(0)
)2 ≤ Cc(0) ,
Cε1/2
(
a(0)5 + a(0)3 + a(0)d(0)
)
+Cε
((
a(0)3 + a(0)d(0) + c(0)
)2
+
(
a(0)4 + a(0)2 + d(0)
)2)
+CT1
(
a(0)4 + a(0)2d(0) + a(0)c(0)
)
≤ Cd(0) .
Damit haben wir gezeigt, dass auch beim vollen Problem (3.19) die fu¨r die Kon-
zentration nach der Zeit T1/ε
2 entscheidende Gro¨ße b(T1/ε
2) beschra¨nkt bleibt.
Zu diesem Zeitpunkt liegt fu¨r die gerade untersuchte transformierte Gleichung al-
so tatsa¨chlich eine Konzentration der Mode bei k = 0 vor, was letztendlich nach
Durchfu¨hrung der Ru¨cktransformation eine Konzentration der kritischen Mode
bei kc = 1 der Lo¨sungsfunktion unserer KSSH-Gleichung bedeutet.
Wegen vˆ−1 = vˆ
∗
1 zeigt auch die zweite kritischen Mode ( kc = −1 ) diese Konzen-
tration, so dass sich nach der Zeit T1 die in Abb. 3.4 dargestellte Modenverteilung
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herausbildet. Zusa¨tzlich zu unseren bisherigen Ergebnissen (vgl. Abb. 2.2 und 3.1)
haben wir damit bewiesen, dass die kritischen Moden sich nicht nur durch ihre
Gro¨ßenordnung — O(ε1/2) im Vergleich zu O(ε) der restlichen Beitra¨ge —
hervorheben, sondern auch eine Peakform entwickeln.
3.4 Konzentration der nichtkritischen Moden
Im vorigen Abschnitt haben wir gezeigt, dass sich fu¨r t ∈ [T1/ε2, κT1/ε2] in unse-
rem System eine Modenverteilung, wie sie in Abb. 3.4 zu sehen ist, herausbildet.
Das wichtigste Ergebnis dabei war, dass die kritischen Moden bei k = ±1 konzen-
triert sind, wa¨hrend fu¨r die u¨brigen Moden eine derartige Aussage bislang nicht
mo¨glich ist. Darauf bauen wir auf und verwenden insbesondere, dass uˆ0 ∈ L1(m)
von der Ordnung O(ε2) und uˆ1 ∈ L1(1, ε, 1) von der Ordnung O(ε1/2) ist. Set-
zen wir diese Modenverteilung in unsere Nichtlinearita¨t N(uˆ) = ρuˆ∗uˆ+γ1uˆ∗uˆ∗uˆ
(vgl. 2.10) ein, so ergibt sich fu¨r t ∈ [T1/ε2, κT1/ε2] die in Abb. 3.5 dargestellte
Modenverteilung von N(uˆ) .
Fu¨r die weitere Betrachtung ziehen wir unter Beru¨cksichtigung dieser Modenver-
teilung von N(uˆ) die Variation-der-Konstanten-Formel
uˆ(k, t) = eλ(k)(t−T1/ε
2)uˆ(k, T1/ε
2) +
t∫
T1/ε2
eλ(k)(t−s)N(uˆ)(k, s) ds
heran. Da der erste Summand fu¨r die nichtkritischen Moden exponentiell
geda¨mpft ist, spielt er im folgenden keine Rolle, so dass wir fu¨r die nichtkriti-
schen Moden die Abscha¨tzung
∫ ∣∣∣∣∣∣∣
t∫
T1/ε2
eλ(k)(t−s)(1− χ1 − χ−1)N(uˆ)(k, s) ds f(k)
∣∣∣∣∣∣∣ dk
≤ C sup
t∈[T1/ε2,κT1/ε2]
‖N(uˆ)( · , t)f( · )‖L1(0)
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Abbildung 3.5: Modenverteilung der Nichtlinearita¨t fu¨r t ∈ [T1/ε2, κT1/ε2] unter
Beschra¨nkung des dargestellten Bereiches auf 0 ≤ k ≤ 4 (s.a. Bem. 2.6 u. 2.7).
finden, wobei die Gewichtsfunktion f die Eigenschaft hat, dass 1
f
die Modenver-
teilung aus Abb. 3.5 ist. Im Zusammenhang mit der Variation-der-Konstanten-
Formel bedeutet dies, dass (1−χ1−χ−1)uˆ dieselbe Modenverteilung besitzt wie
(1− χ1 − χ−1)N(uˆ) , d.h. neben den kritischen Moden weisen demnach auch die
Moden bei k = 0 , k = 3 und k = −3 eine Konzentration auf.
Doch auch fu¨r die kritischen Moden bringt dieses Vorgehen neue Erkenntnis-
se, und zwar folgt aus uˆ1 ∈ L1(1, ε, 1) fu¨r t ∈ [T1/ε2, κT1/ε2] , dass fu¨r
t ∈ [2T1/ε, κT1/ε2] dann uˆ1 ∈ L1(3/2, ε, 1) gilt, d.h. mit fortschreitender Zeit
nimmt die Konzentration immer mehr zu, und es kommt zu Ausbildung eines
schmalen Peaks. Um dies zu beweisen, untersuchen wir zuna¨chst die einfache
Modellgleichung
∂tuˆ = −k2uˆ+ (|k|+ ε)h ,
wobei
sup
t∈[0,T1/ε2]
∫
h(k, t)ε−3/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1
dk = O(1) (3.22)
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und ∫
uˆ(k, 0)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1
dk = O(1) (3.23)
gelte. Zu zeigen ist also fu¨r t = T1/ε
2 :
∫
|uˆ(k, t)|ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dk = O(1) .
Wir betrachten dazu die Variation-der-Konstanten-Formel
uˆ(k, t) = e−k
2tuˆ(k, 0) +
t∫
0
e−k
2(t−s) (|k|+ ε)h(k, s) ds (3.24)
und scha¨tzen ab:
∫
|uˆ(k, t)|ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dk
≤
∫ ∣∣∣e−k2tuˆ(k, 0)∣∣∣ ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dk
+
∫ t∫
0
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
(|k|+ ε)h(k, s)
∣∣∣∣∣∣ ds dk .
Fu¨r den zweiten Summanden gilt hier:
∫ t∫
0
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
(|k|+ ε)h(k, s)
∣∣∣∣∣∣ ds dk ≤
t∫
0
sup
k
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
(|k|+ ε) ε3/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)−1∣∣∣∣∣∣ ds ·
· sup
0≤s≤t
∫
|h(k, s)| ε−3/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1
dk .
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Wegen (3.22) fehlt jetzt nur noch die genauere Betrachtung des ersten Faktors.
Nutzt man
sup
k
∣∣∣∣∣∣e−k
2(t−s)ε
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
(|k|+ ε)
∣∣∣∣∣∣
≤ C
(
sup
k
∣∣∣e−k2(t−s)ε2∣∣∣+ sup
k
∣∣∣e−k2(t−s)|k|3/2ε1/2∣∣∣
)
≤ C
(
ε2 + (t− s)−3/4ε1/2
)
,
so folgt fu¨r diesen mit t = T1/ε
2
t∫
0
sup
k
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
(|k|+ ε) ε3/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)−1∣∣∣∣∣∣ ds
≤
t∫
0
C
(
ε2 + (t− s)−3/4ε1/2
)
ds
≤ Cε2t+ Cε1/2t1/4
≤ CT1 + C T 1/41 = O(1) .
Damit und wegen (3.23) folgt auch
∫ ∣∣∣e−k2T1/ε2 uˆ(k, 0)∣∣∣ ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dk = O(1) ,
woraus sich schließlich die Behauptung ergibt.
Dies gilt auch fu¨r unsere KSSH-Gleichung, da sich die fu¨r die Modellgleichung
gerade durchgefu¨hrten Abscha¨tzungen wegen
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Abbildung 3.6: Modenverteilung von uˆ fu¨r t ∈ [2T1/ε2, κT1/ε2] (s.a. Bem. 2.6 u. 2.7).
|λ(1 + k)| ≤ C(ε2 − k2) und
(3.25)
|g(k, ℓ,m, n)| ≤ C(ε+ |k − 1|+ |k − ℓ− 1|+ |ℓ−m− 1|+ |n+ 1|)
problemlos u¨bertragen lassen. Fu¨r t ∈ [2T1/ε2, κT1/ε2] gilt also, dass uˆ0 ∈
L1(1, ε, 0) von der Ordnung O(ε2) und uˆ1 ∈ L1(3/2, ε, 1) von der Ordnung
O(ε1/2) ist. Diese Modenverteilung ist in Abb. 3.6 dargestellt.
Die Betrachtung ko¨nnen wir nun rekursiv fortsetzen, indem wir das gerade fu¨r
t ∈ [2T1/ε2, κT1/ε2] gewonnene Zwischenergebnis als Ausgangspunkt fu¨r den
na¨chsten Iterationsschritt, der vo¨llig analog zum gerade gezeigten verla¨uft, ver-
wenden. Fu¨r die Nichtlinearita¨t erhalten wir damit die in Abb. 3.7 dargestellte
Modenverteilung; insbesondere sieht man, dass gilt:
χ0N(uˆ) ∈ L1(3/2, ε, 0) ≤ Cε2 ,
χ1N(uˆ) ∈ L1(3/2, ε, 1) ≤ Cε3/2 ,
χ2N(uˆ) ∈ L1(3/2, ε, 2) ≤ Cε2 .
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Abbildung 3.7: Modenverteilung von N(uˆ) fu¨r t ∈ [2T1/ε2, κT1/ε2] (s.a. Bem. 2.6
u. 2.7).
Die Variation-der-Konstanten-Formel lautet mit der Startzeit t = 2T1/ε
2 dann:
uˆ(k, t) = eλ(k)(t−2T1/ε
2)uˆ(k, 2T1/ε
2) +
t∫
2T1/ε2
eλ(k)(t−s)N(uˆ)(k, s) ds .
Mit der oben definierten Gewichtsfunktion f machen wir fu¨r die nichtkritischen
Moden, fu¨r die der erste Summand exponentiell geda¨mpft und daher unproble-
matisch ist, die Abscha¨tzung
∫ ∣∣∣∣∣∣∣
t∫
2T1/ε2
eλ(k)(t−s)(1− χ1 − χ−1)N(uˆ)(k, s) ds f(k)
∣∣∣∣∣∣∣ dk
≤ C sup
t∈[2T1/ε2,κT1/ε2]
‖N(uˆ)( · , t)f( · )‖L1(0) ,
was wiederum zeigt, dass (1 − χ1 − χ−1)uˆ zu diesem Zeitpunkt die gleiche Mo-
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denverteilung wie (1− χ1 − χ−1)N(uˆ) hat.
Beim kritischen Teil gehen wir entsprechend wie oben vor und beweisen, dass aus
uˆ1 ∈ L1(3/2, ε, 1) von der Ordnung O(ε1/2) fu¨r t ∈ [2T1/ε2, κT1/ε2] jetzt uˆ1 ∈
L1(2, ε, 1) von der Ordnung O(ε1/2) fu¨r [3T1/ε
2, κT1/ε
2] folgt. Dazu betrachten
wir erneut die Modellgleichung
∂tuˆ = −k2uˆ+ (|k|+ ε)h ,
jedoch diesmal mit
sup
t∈[0,T1/ε2]
∫
h(k, t)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dk = O(1) (3.26)
sowie ∫
uˆ(k, 0)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1
dk = O(1) , (3.27)
und zeigen fu¨r t = T1/ε
2 , dass
∫
|uˆ(k, t)|ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
dk = O(1)
gilt. Das gelingt uns mit Hilfe der Variation-der-Konstanten-Formel (3.24), die
uns folgende Abscha¨tzung ermo¨glicht:
∫
|uˆ(k, t)|ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
dk
≤
∫ ∣∣∣e−k2tuˆ(k, 0)∣∣∣ ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
dk
+
∫ t∫
0
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
(|k|+ ε)h(k, s)
∣∣∣∣∣∣ ds dk .
Die Betrachtung des zweiten Summanden liefert:
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∫ t∫
0
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
(|k|+ ε)h(k, s)
∣∣∣∣∣∣ ds dk
≤
t∫
0
sup
k
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
(|k|+ ε) ε3/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)−3/2∣∣∣∣∣∣ ds ·
· sup
0≤s≤t
∫
|h(k, s)| ε−3/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)3/2
dk .
Fu¨r t = T1/ε
2 gilt damit
t∫
0
∣∣∣∣∣∣e−k
2(t−s)ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
(|k|+ ε)ε3/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)−3/2∣∣∣∣∣∣ ds
=
t∫
0
∣∣∣∣∣∣e−k
2(t−s)ε
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)1/2
(|k|+ ε)
∣∣∣∣∣∣ ds
s.o.≤ CT1 + CT 1/41 = O(1) ,
woraus mit (3.27) zusa¨tzlich
∫ ∣∣∣e−k2T1/ε2 uˆ(k, 0)∣∣∣ ε−1/2
(
1 +
∣∣∣∣∣kε
∣∣∣∣∣
)2
dk = O(1)
folgt, so dass wegen (3.26) die Behauptung, dass fu¨r t = T1/ε
2 die Lo¨sung unserer
Modellgleichung uˆ ∈ L1(2, ε, 0) von der Ordnung O(ε1/2) ist, stimmt.
Dieses Resultat kann bei unserer KSSH-Gleichung wegen (3.25) unmittelbar auf
die Mode uˆ1 u¨bertragen werden, so dass fu¨r t ∈ [3T1/ε2, κT1/ε2] schließlich die
Modenverteilung aus Abb. 3.8 vorliegt, d.h. es gilt
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Abbildung 3.8: Modenverteilung von uˆ fu¨r t ∈ [3T1/ε2, κT1/ε2] (s.a. Bem. 2.6 u. 2.7).
uˆ0 ∈ L1(3/2, ε, 0) ist O(ε2) ,
uˆ1 ∈ L1(2, ε, 1) ist O(ε1/2) ,
uˆ2 ∈ L1(1, ε, 2) ist O(ε2) ,
uˆ3 ∈ L1(3/2, ε, 3) ist O(ε3/2) ,
uˆ4 ∈ L1(1, ε, 4) ist O(ε2) ,
uˆ5 ∈ L1(m) ist O(ε5/2) ,
uˆ6 ∈ L1(m) ist O(ε3) ,
uˆr ∈ L1(m) ist O(ε7/2)
(3.28)
und analog fu¨r die Moden uˆ−n mit n ∈ N .
Diese Vorgehensweise (Betrachtung von N(uˆ) und Abscha¨tzung sowohl der kri-
tischen also auch der nichtkritischen Moden) la¨sst sich beliebig oft rekursiv fort-
setzen. Als Ergebnis zeigt sich, dass nicht nur die kritischen Moden, sondern
auch die u¨brigen Moden eine Konzentration aufweisen, d.h. fu¨r jedes n ∈ Z gilt
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|uˆ|
k
Abbildung 3.9: Modenverteilung von uˆ im nichttransformierten System nach einer
Zeit O(1/ε2) (s.a. Bem. 2.7).
uˆn ∈ L1(m, ε, n) mit beliebig großem m ∈ N . In Abb. 3.9 ist dies fu¨r diejenigen
Moden, deren Gro¨ßenordnung zwischen O(ε1/2) und O(ε5/2) liegt, dargestellt,
wobei sich dieses Bild im Gegensatz zu den vorigen Abbildungen jetzt auf die
Situation im nichttransformierten System bezieht, so dass die Moden bei k = 0
und k = ±2 wieder die Ordnung O(ε) haben (vgl. Abb. 3.1).
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