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Structural Identifiability Analysis of Fractional Order Models with
Applications in Battery Systems
S.M.Mahdi Alavi, Adam Mahdi, Pierre E. Jacob, Stephen J. Payne, and David A. Howey
Abstract—This paper presents a method for
structural identifiability analysis of fractional or-
der systems by using the coefficient mapping con-
cept to determine whether the model parameters
can uniquely be identified from input-output data.
The proposed method is applicable to general non-
commensurate fractional order models. Examples
are chosen from battery fractional order equiva-
lent circuit models (FO-ECMs). The battery FO-
ECM consists of a series of parallel resistors and
constant phase elements (CPEs) with fractional
derivatives appearing in the CPEs. The FO-ECM
is non-commensurate if more than one CPE is
considered in the model. Currently, estimation of
battery FO-ECMs is performed mainly by fitting
in the frequency domain, requiring costly elec-
trochemical impedance spectroscopy equipment.
This paper aims to analyse the structural identifi-
ability of battery FO-ECMs directly in the time
domain. It is shown that FO-ECMs with finite
numbers of CPEs are structurally identifiable. In
particular, the FO-ECM with a single CPE is
structurally globally identifiable.
Index Terms—System identification, Identifia-
bility, Fractional order systems, Batteries.
I. Introduction
Parameter estimation is very important for study-
ing and understanding of systems [1]–[6]. However,
because of the specific model structure or inadequate
data it might not be possible to infer some (or all)
of the model parameters. Structural identifiability
analysis is a data-free concept, which determines
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whether the model parameters can be uniquely es-
timated from rich input-output data [7]. Practical
identifiability, on the other hand, takes into account
the practical aspects of the problem that come with
real data including noise, bias and signal quality such
as the shape of excitation, its magnitude, length,
frequency ranges, etc, [8]. Thus, structural identifi-
ability analysis is a prerequisite for practical identi-
fiability.
Since the 1970’s, several analytical techniques have
been proposed for studying structural identifiabil-
ity analysis based on Taylor series expansion [9],
[10], similarity transformations [11]–[17], differential
algebra [18], [19], and Laplace transforms (transfer
functions) [7], [20], [21]. However, almost all of the
proposed techniques deal with ordinary differential
equations with integer orders. To the best of our
knowledge, only reference [21] studies the identifia-
bility of single-input single-output (SISO) fractional
commensurate-order systems in the frequency do-
main. In the fractional commensurate-order systems,
all the orders of derivation are integer multiples of
a base order, [22]–[25]. It was shown that SISO
fractional commensurate-order systems are poorly
identifiable for small values of the base order, [21].
This paper presents an alternative methodology
to determine the structural identifiability of SISO
fractional-order (FO) systems. The method is appli-
cable to both commensurate and non-commensurate
models based in time domain. This is an advantage
since typically, in real world applications, the data is
given in the time domain.
Recently, there has been a significant interest in
identifiability analysis of battery models. References
[26]–[29] study the identifiability of electrochemical
models and show that some parameters are not
practically identifiable. In [30]–[32] and [33], the iden-
tifiability of conventional equivalent circuit models
(ECMs) is addressed. Conventional ECMs only in-
clude resistors and standard capacitors based on the
Randles circuit [34]. Their dynamics can be expressed
by ordinary differential equations with integer or-
ders. A comprehensive survey of the conventional
ECMs with integer orders has been given in [35].
However, these may not accurately reflect the dy-
namic behaviour of real battery systems. In order to
address these issues, constant phase elements (CPEs)
with fractional-order dynamics are incorporated into
ECMs, which results in fractional-order ECMs (FO-
ECMs), [36]. Compared to conventional ECMs, FO-
ECMs represent distributed electrode processes more
accurately, [37] and may give more insight into bat-
tery performance, which could be useful for monitor-
ing and diagnostic purposes [38], [39].
The usefulness of a FO-ECM highly depends on
the ability to estimate its parameters. Currently,
this is done by fitting the model to frequency do-
main impedance spectra that are obtained through
Electrochemical Impedance Spectroscopy (EIS), [38],
[40], [41]. However, parameter estimation of FO-
ECMs directly from time-domain data is very appeal-
ing since conversion to the frequency domain may
introduce bias in the estimation [42].
In this paper, a structural identifiability analysis
method based on the concept of coefficient map
is employed, which is applicable to general non-
commensurate fractional order models. The method
is applied to study structural identifiability of bat-
tery FO-ECMs, which are non-commensurate if more
than one CPE is considered in the model. It is shown
that the structural identifiability of battery FO-
ECMs depends on the solution of a set of nonlinear
coupled equations. The number of equations to be
solved equals the number of CPEs. It is shown that
FO-ECMs with finite numbers of CPEs are struc-
turally identifiable and the FO-ECM with a single
CPE is structurally globally identifiable.
II. Model Structure
In this section discrete-time state-space and trans-
fer function models of fractional-order systems are
derived.
A state-space representation of a SISO FO system
is given by
dαx(t)
dtα
= A¯(β)x(t) + B¯(β)u(t)
y(t) = M(β)x(t) +D(β)u(t)
(1)
where x(t) ∈ Rn is the state vector; u(t) ∈ R and
y(t) ∈ R are input and output signals, respectively;
A¯(β) ∈ Rn×n, B¯(β) ∈ Rn×1, M(β) ∈ R1×n and
D(β) ∈ R are system matrices which depend on the
parameter vector β to be identified. Moreover,
dαx(t)
dtα
=
[dα1x1(t)
dtα1
, . . . ,
dαnxn(t)
dtαn
]⊤
(2)
is the vector of fractional-order derivatives with the
unknown fractional-orders αi ∈ (0, 1), i = 1, . . . , n.
Definition 1: A FO system is said to be commen-
surate if i ∈ {1, . . . n}, ∃ρ ∈ N, such that αi =
ρα, where α ∈ R; otherwise it is said to be non-
commensurate, [22]–[25]. 
This paper considers general SISO non-
commensurate FO systems.
A discrete-time representation of the fractional
differentiation operator dαx(t)/dtα is often given by
the Grünwald-Letnikov approximation [22]
diag{Tα1s , . . . , T
αn
s }
dαx(kTs)
dtα
=
k+1∑
j=0
(−1)jdiag
{(
α1
j
)
, · · · ,
(
αn
j
)}
x((k + 1− j)Ts),
(3)
where Ts is the sample time, k ∈ Z
+ is the time
index, diag{·} denotes the diagonal matrix and
(
αi
j
)
is the binomial coefficient given by(
αi
j
)
=
Γ(αi + 1)
Γ(j + 1)Γ(αi + 1− j)
, (4)
where, Γ(·) denotes the gamma function
Γ(αi) =
ˆ ∞
0
zαi−1e−zdz, for αi ∈ C with ℜ(αi) > 0.
For the sake of simplicity, Ts is omitted from the
argument and x(k + 1 − j) is written as xk+1−j
hereafter. The substitution of the Grünwald-Letnikov
approximation into equation (1) gives
diag{T−α1s , . . . , T
−αn
s }×
k+1∑
j=0
(
(−1)jdiag
{(
α1
j
)
, · · · ,
(
αn
j
)}
xk+1−j
)
= A¯(β)xk + B¯(β)uk. (5)
Multiplying (5) by diag{Tα1s , . . . , T
αn
s } and extract-
ing xk+1 from the summation gives
xk+1 =(
diag{α1, · · · , αn}+ diag{T
α1
s , · · · , T
αn
s }A¯(β)
)
xk+
diag{Tα1s , · · · , T
αn
s }B¯(β)uk−
k+1∑
j=2
(
(−1)jdiag
{(
α1
j
)
, · · · ,
(
αn
j
)}
xk+1−j
)
. (6)
Thus a discrete-time state-space model, in com-
2
pact form, can be written as
xk+1 =
k∑
j=0
Aj(β, α)xk−j +B(β, α)uk
yk = M(β)xk +D(β)uk.
(7)
with
α =
[
α1 · · · αn
]
A0 = diag{α1, · · · , αn}+
diag{Tα1s , · · · , T
αn
s }A¯(β)
Aj = −(−1)
j+1diag
{(
α1
j + 1
)
, · · · ,
(
αn
j + 1
)}
,
for 1 ≤ j
B = diag{Tα1s , · · · , T
αn
s }B¯(β).
(8)
Finally, the transfer function model structure
parametrised by the unknown parameters
θ = [β α] (9)
is given by
H(z, θ) =M(θ)

zI −
T∑
j=0
z−jAj(θ)


−1
B(θ)+
D(θ), (10)
where I is the n×n identity matrix and T represents
the data length, i.e., the number of samples.
Remark 1: The state-space model (7) implies that
xk+1 depends on all the past states, x0 up to xk.
This means that FO systems are non-Markov1. From
the transfer function perspective this means that
the order of a FO system’s transfer function equals
the data length (equation (10)). These are the main
distinguishing features of FO systems which make
their analysis and identification challenging. 
III. Structural Identifiability
The goal of this section is to introduce rigorously
the concept of structural identifiability, which will be
applied in the following section to FO-ECMs.
Definition 2: ( [4]) Consider a model M with the
transfer function H(z, θ), parametrised by θ, where
θ belongs to an open subset DθM ⊂ R
q, and consider
the equation
H(z, θ) = H(z, θ∗), for almost all z, (11)
where θ, θ∗ ∈ DθM . Then, model M is said to be
1In Markov system, xk+1 can be written as functions of xk
and inputs.
- globally identifiable if (11) has a unique solution
in DθM ,
- identifiable if (11) has a finite number of solu-
tions in DθM ,
- unidentifiabile if (11) has an infinite number of
solutions in DθM .

Instead of using the above definition of structural
identifiability, which appears to be a standard defi-
nition in the engineering literature, it might be more
convenient to use the concept of coefficient map,
which will now be reviewed.
Definition 3: Consider the following monic transfer
function2
H(z, θ) =
fnf (θ)z
nf + fnf−1(θ)z
nf−1 + · · ·+ f0(θ)
zng + gng−1(θ)z
ng−1 + · · ·+ g0(θ)
(12)
where θ =
[
θ1 · · · θq
]
∈ DθM is the parameter
vector, and DθM ⊂ R
q is an open set. The coefficient
map CM : DθM → R
nf+ng+1 is defined as
CM(θ) = (fnf (θ), · · · , f0(θ), gng−1(θ), · · · , g0(θ)).
(13)

The following lemma illustrates the applicability
of the coefficient map for studying the structural
identifiability.
Lemma 1 ( [13], [14]): Consider a model M with
the transfer function (12) and the associated coeffi-
cient map (13). Then model M is
- globally identifiable if the coefficient map CM is
one-to-one,
- identifiable if the coefficient map CM is many-
to-one,
- unidentifiable if the coefficient map CM is in-
finitely many-to-one.

An important special case of (12) is when the co-
efficients of the transfer function form the parameter
vector, in which case the identifiability is given by
the following lemma.
Lemma 2: Consider the following transfer function
H(z, θ) =
fnf z
nf + fnf−1z
nf−1 + · · ·+ f0
zng + gng−1z
ng−1 + · · ·+ g0
, (14)
where the parameter vector only consists of the
coefficients of the numerator and denominator, i.e.
θ = [fnf , · · · , f0, gng−1 , · · · , g0]
⊤. Then, the model
2The coefficient of the highest order term in the denominator
is 1.
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structure (14) is globally identifiable, see Section 4.6
of [4]. 
The above lemma is only applicable if the parame-
ter vector is formed by the coefficients of the transfer
function. If the coefficients of the transfer function
are themselves functions of some parameter vector
θ, then the concept of reparametrisation can be used
to study the identifiability of the model.
Definition 4: Consider a model structure M with
the parameter vector θM belonging to the open
subset DθM ⊂ R
q. A reparametrisation of the model
structure M with the coefficient map CM is a map
R : DθM → R
p such that
Im (CM ◦ R) = Im (CM), (15)
where Im denotes the image of the map, and ‘◦’
denotes composition. 
Based on the above definitions and lemmas, the
process of determining the structural identifiability
of a model M can be divided into three general
steps:
1: Compute the transfer function of model M.
2: Determine the corresponding coefficient map
CM.
3: If CM is one-to-one then model M is globally
identifiable; if CM is finitely many-to-one thenM
it is identifiable; finally if CM is infinitely many-
to-one then model M is unidentifiable.
IV. Structural Identifiability in Battery
Systems
In this section, the proposed identifiability analysis
method is applied to battery models and results are
discussed. First, a simple integer-order derivative ex-
ample is considered in order to facilitate the reading
of the more involved fractional-order case.
A. Integer-order models
Consider the electric circuit as shown in Figure 1.
This circuit was proposed by Randles in 1947 [34]
for modeling the kinetics of rapid electrode reactions.
Since then, the model has become the basis for study-
ing various electrochemical energy storage systems
such as batteries, fuel cells and supercapacitors, [43].
The resistor R∞ in this circuit models the battery
ohmic resistance. The resistor R1 and the capacitor
C1 denote diffusion processes or the battery charge
transfer resistance (CTR) and double layer (DLC)
capacitance, respectively.
-
+
R∞
R1
1
C1s
i(t)
v(t)
Fig. 1. The Randles circuit with standard capacitor.
Proposition 1: The Randles model given in Figure 1
with the parameter vector θ = [R∞, R1, C1] is struc-
turally globally identifiable.
The above proposition will be shown in three steps.
Step 1: By Kirchhoff’s laws, it is simple to show
that a transfer function of the circuit, parameterised
by θ is
H(z, θ) =
f1(θ)z + f0(θ)
z + g0(θ)
, (16)
where
f1(θ) = R∞
f0(θ) = −R∞(1−
Ts
R1C1
) +
Ts
C1
g0(θ) = −(1−
Ts
R1C1
).
(17)
Step 2: The coefficient map associated with the
model is given by
C : θ →
(
f1(θ), f0(θ), g0(θ)
)
.
Step 3: For global identifiability it is sufficient to
show that the coefficient map is one-to-one. Since the
above function is invertible with the inverse given by
C−1 : (f1, f0, g0)→
(
f1,
Ts
C1(1 + g0)
,
Ts
f0 − f1g0
)
,
the model (16) is globally identifiable. 
More details about the structural and practical
identifiability of the Randles circuit and its gener-
alised topology are given in [43].
B. Fractional-order models
In this section, we study the identifiability of FO-
ECMs directly from time-domain data. A general
impedance schematic of the EIS FO-ECM is shown
in Figure 2. There are two main differences between
the EIS FO-ECM Figure 2 and the Randles circuit
Figure 1. In the EIS FO-ECM, more than one parallel
pair is seen. Each parallel pair is employed to model
4
-+
...
v(t)
R1 R2 Rn
1
C1s
α1
1
C2s
α2
1
Cns
αn
i(t)
+v1(t)− +v2(t)− +vn(t)−
R∞
Fig. 2. The general battery electrochemical impedance spec-
troscopy model.
the battery processes over a certain frequency range.
The Randles model can also be developed by adding
more parallel pairs as discussed in [43]. The number
of parallel pairs depends on the required accuracy for
the frequency domain fitting of impedance spectra.
The second and main difference is that the
impedance of the capacitor in the Randles circuit
is given by the integer derivative, while in the FO-
ECMs fractional derivatives are applied. As men-
tioned in Section I, these elements are referred to as
constant phase elements (CPEs), [36]. CPEs model
diffusion processes (or CTRs/DLCs) more accurately
as shown in [42]. The impedance of the i-th CPE is
given by:
ZCPEi(s) =
1
Cisαi
, (18)
where Ci is a constant, s is the Laplace operator
and αi (0 > αi > 1) is the exponent value. The
dimension of Ci is Fcm
−2sαi−1 [44]. In low frequency
ranges the impedance frequency response may show
constant phase behaviour such that the associated
parallel resistor can be considered as an open circuit.
This is referred to as Warburg term in the literature
[37].
It should be noted that there are techniques that
approximate CPEs with ideal capacitors [45], or by
a series connection of numerous R-C pairs, [46]–[48].
The parameter vector associated with Figure 2 is
defined as follows:
θ = [R∞, R1, · · · , Rn, C1, · · · , Cn, α1, · · · , αn]. (19)
By defining the voltage across the CPEs as the state
variables,
x ,
[
v1 · · · vn
]⊤
, (20)
and by Kirchhoff’s laws, it is easy to show that Aj ,
B, M and D in the state-space model (7) are given
by:
Aj(θ) = diag {a1,j(θ), · · · , an,j(θ)}
B(θ) =
[
b1(θ) · · · bn(θ)
]⊤
M(θ) =
[
m1 · · · mn
]
D(θ) = d(θ),
(21)
with
ai,0(θ) = αi −
Tαis
RiCi
ai,j(θ) = −(−1)
j+1
(
αi
j + 1
)
bi(θ) =
Tαis
Ci
mi = 1
d(θ) = R∞
for i = 1, · · · , n and j = 1, 2, · · · , T,
(22)
where T is the data length.
By using (10), a transfer function model structure
of the circuit FO-ECM of Figure 2 is given by:
H(z, θ) = d(θ) +
n∑
i=1
mibi(θ)z
T
zT+1 −
∑T
j=0 ai,j(θ)z
T−j
.
(23)
The structural identifiability of FO-ECMs with
respectively one and two parallel R-CPE pairs is
studied in the following sub-sections. The results
provide useful insight into the general case with n
CPEs. From a practical perspective, the examples
under consideration in the rest of the section are
sufficient to represent the basic dynamic behaviour
of a large number of electrochemical systems, [42],
[49].
1) R∞−R1||
1
C1sα1
circuit: Consider the EIS FO-
ECM with a single parallel R-CPE in series with an
ohmic resistor as shown in Figure 3.
R∞
1
C1s
α1
R1
i(t)
v(t)
+
-
Fig. 3. The R∞ −R1|| 1C1sα1 circuit.
Proposition 2: The FO-ECM shown in Figure 3
with the parameter vector θ = [R∞, R1, C1, α1] is
structurally globally identifiable.
The proposition will be shown in three steps.
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Step 1: Using (23) the transfer function is found to
be
H(z, θ) = d(θ) +
b1(θ)z
T
zT+1 −
∑T
j=0 a1,j(θ)z
T−j
, (24)
where the relationships between the transfer function
coefficients and the model parameters are given in
(22). In order to compute the coefficient map, (24) is
written as a monic rational function
H(z, θ) =
fT+1(θ)z
T+1 + · · ·+ f0(θ)
zT+1 + gT (θ)zT + · · ·+ g0(θ)
, (25)
where
fT+1(θ) = d(θ)
fT (θ) = b1(θ)− a1,0(θ)d(θ)
fT−j(θ) = −a1,j(θ)d(θ), for 1 ≤ j ≤ T
gT−j(θ) = −a1,j(θ), for 0 ≤ j ≤ T.
(26)
Step 2: The induced coefficient map is given by
C : θ →
(
fT+1(θ), · · · , f0(θ), gT (θ), · · · , g0(θ)
)
.
(27)
Step 3: Now it will be shown that the coefficient
map (27) is one-to-one. First it is noted that it can
be written as a composition of two functions
C(θ) = L ◦ R(θ),
where
R : θ →
(
d(θ), b1(θ), a1,T (θ), · · · , a1,0(θ)
)
,
where the components of the vector-function on the
right-hand side are given in (22), and
L :(d, b1, a1,T , · · · , a1,0)→(
fT+1, . . . , f0, gT , · · · , g0
)
,
where the components of this vector-function are
given in (26).
In order to show that C is one-to-one it is enough
to prove that the maps R and L, defined above, are
both one-to-one.
It is claimed that L is invertible and thus one-to-
one. The inverse map L−1 is obtained by solving the
following set of algebraic equations recursively:
d = fT+1
a1,0 = −gT
b1 = fT − gT fT+1
a1,j = −gT−j, for 1 ≤ j ≤ T.
(28)
Now it is claimed that R is one-to-one. First it is
shown that α1 can be uniquely determined by solving
the second equation in (22) for i = 1, i.e.
a1,j(α1) = (−1)
j
(
α1
j + 1
)
for 1 ≤ j ≤ T, (29)
where again, since α1 ∈ (0, 1), the generalised bino-
mial coefficient is computed using formula (4). Note
that the function a1,1(α1) is the only function in (29),
which is symmetric with respect to the vertical line
α1 = 0.5. In fact it can be shown that for any j , 1,
a1,j(α1) is nonsymmetric (see Figure 4). The figure
shows that a1,j ≈ 0 for large j.
Since each of the function (29) is unimodal its
preimage does not allow for unique determination of
the fractional-order α1. However, as shown in Figure
5, the preimage of at least two distinct coefficients
a1,r(α1) and a1,q(α1), with 1 ≤ {r, q} ≤ T are suf-
ficient to uniquely determine α1. Using the notation
used in Figure 5, each equation a1,j(α1) = aj gives
two solutions α1,j1 and α
2,j
1 , where j ∈ {1, · · · , T }.
Therefore, two distinct coefficients a1,r and a1,q are
used to form a system of algebraic equations, whose
common solution is the fractional-order α1. This has
been shown in Figure 5 for j = 25, 50, 169 with a true
value of α1 = 0.3 (for the clarity of the presentation,
a1,1 is not plotted in this figure).
0 0.2 0.4 0.6 0.8 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
α1
a
1,
j
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
x 10−3
j=25
j=50
j=170
j=1 j=1
j=1
j=100
j=169
Fig. 4. a1,j versus α1 within the range 0 ≤ α1 ≤ 1. It is seen
that a1,1 is symmetric, and that a1,j ≈ 0 for large j.
Having determined α1 the inverse map R
−1 can
be obtained by solving the following set of equations
R∞ = d, C1 =
Tα1s
b1
, R1 =
Tα1s
(α1 − a1,0)C1
,
6
0 0.2 0.4 0.6 0.8 1
α1
0
0.5
1
1.5
2
2.5
3
3.5
4
a
1,
j
×10-3
j=170
j=50
j=100
j=169
j=25
α1
1,169
α1
1,50
α1
1,25
α1
2,{25,50,169}
a50
a25
a169
Fig. 5. A system of at least two equations a1,r(α1) = ar ,
a1,q(α1) = aq , where r , q and 1 ≤ {r, q} ≤ T is sufficient in
order to uniquely determine the fractional-order α1.
R∞
1
C1s
α1
R1 R2
1
C2s
α2
i(t)
v(t)
-
+
Fig. 6. The R∞ −R1|| 1C1sα1 −R2||
1
C2s
α2
circuit.
which completes the claim and the proof of the
proposition. 
Practical identification of this model using both
synthetic and real data has been studied in [42].
2) R∞ − R1||
1
C1sα1
− R2||
1
C2sα2
circuit: In this
part, a more complex model is considered as shown
in Figure 6. The circuit includes two parallel pairs of
R-CPE. If R2 = ∞, the CPE models the Warburg
term.
Proposition 3: The FO-ECM Figure 6 with the
parameter vector θ = [R∞, R1, R2, C1, C2, α1, α2] is
structurally identifiable.
The above proposition will be shown in three steps.
Step 1: Using (23), the transfer function of the
circuit is
H(z, θ) = d(θ) +
2∑
i=1
bi(θ)z
T
zT+1 −
∑T
j=0 ai,j(θ)z
T−j
,
(30)
with the coefficients given in (22). In a rational
function form (30) is expressed as
H(z, θ) =
f2T+2(θ)z
2T+2 + f2T+1(θ)z
2T+1 + · · ·+ f0(θ)
z2T+2 + g2T+1(θ)z2T+1 + · · ·+ g0(θ)
.
(31)
For the identifiability analysis, a number of key
coefficients are given by:
f2T+2(θ) = d
f2T+1(θ) = b1 + b2 + d(−a1,0 − a2,0)
f2T (θ) = −b1a2,0 − b2a1,0+
d(a1,0a2,0 − a1,1 − a2,1)
g2T+1(θ) = −a1,0 − a2,0
g2T (θ) = −a1,1 − a2,1 + a1,0a2,0
g2(θ) = a1,Ta2,T−2 + a1,T−1a2,T−1+
a1,T−2a2,T
g1(θ) = a1,Ta2,T−1 + a1,T−1a2,T
g0(θ) = a1,Ta2,T .
(32)
Step 2: The induced coefficient map is given by
C : θ →
(
f2T+2(θ), · · · , f0(θ), g2T+1(θ), · · · , g0(θ)
)
.
Step 3: Now it will be shown that the above
coefficient map is identifiable, i.e. is finitely many-to-
one. In order to show the identifiability the following
lemma will be used.
Lemma 3: Consider g0, g1 and g2, the three compo-
nents of the coefficient map C expressed in (32). Then
following relations hold:
g1 + g0(T + 1)
(
1
α1 − T
+
1
α2 − T
)
= 0
g2 − g0(T + 1)(aˆ+ bˆ+ cˆ) = 0,
(33)
where
aˆ =
T
(α2 − T )(α2 − T + 1)
bˆ =
(T + 1)
(α1 − T )(α2 − T )
cˆ =
T
(α1 − T )(α1 − T + 1)
.

Proof: To prove the lemma, first it is noted that the
relation between ai,j and ai,j+1 is the following:
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ai,j+1 = −(−1)
j+2
(
αi
j + 2
)
= −(−1)j+2
Γ(αi + 1)
Γ(j + 3)Γ(αi − j − 1)
= −1×−(−1)j+1
Γ(αi + 1)
(j + 2)Γ(j + 2) Γ(αi−j)(αi−j−1)
= −
(αi − j − 1)
j + 2
ai,j .
Therefore, g1 and g2 can be re-written as follows:
g1 = a1,Ta2,T−1 + a1,T−1a2,T =
a1,T
−a2,T (T + 1)
α2 − (T − 1)− 1
+
−a1,T (T + 1)
α1 − (T − 1)− 1
a2,T
= −g0(T + 1)
(
1
α2 − T
+
1
α1 − T
)
,
g2 = a1,Ta2,T−2 + a1,T−1a2,T−1 + a1,T−2a2,T
= a1,T
−a2,T−1(T − 1 + 1)
α2 − (T − 2)− 1
+
−a1,T (T + 1)
α1 − (T − 1)− 1
−a2,T (T + 1)
α2 − (T − 1)− 1
+
−a1,T−1(T − 1 + 1)
α1 − (T − 2)− 1
a2,T
= a1,T
−
−a2,T (T+1)
α2−(T−1)−1
(T − 1 + 1)
α2 − (T − 2)− 1
+
−a1,T (T + 1)
α1 − (T − 1)− 1
−a2,T (T + 1)
α2 − (T − 1)− 1
+
−
−a1,T (T+1)
α1−(T−1)−1
(T − 1 + 1)
α1 − (T − 2)− 1
a2,T
= g0(T + 1)(aˆ+ bˆ+ cˆ).

By the result of Lemma 3 the exponent values α1
and α2 are determined by solving (33). It can be
easily verified (using any computer algebra package,
e.g. Mathematica) that these algebraic equations
admit only two real solutions, which are permuted
with respect to each other. Since the mathematical
expressions of the solutions are quite cumbersome,
they are not provided explicitly in this paper.
Finally, it is noted that from the first equation
in (32), the ohmic resistor R∞ is estimated trough
the coefficient f2T+2, i.e., R∞ = f2T+2. Then ai,j ’s
are calculated recursively, backward from j = T to
j = 1 for i = 1, 2. By obtaining a1,1 and a2,1, the
parameters a1,0 and a2,0 can be computed from the
coefficients g2T and g2T+1 in (32). Then b1 and b2
are computed from the coefficients f2T and f2T+1
in (32). And, for a given solution of (33) (there are
two real solutions) parameters C1 and C2 are then
obtained by using bi = T
αi
s /Ci, and finally R1 and R2
are calculated from a1,0 and a2,0, respectively. This
completes the Step 3 and the proof of the proposition.

V. Conclusions
A method was proposed for the structural iden-
tifiability analysis of fractional order (FO) sys-
tems based on the concept of coefficient map. The
method is applicable to both commensurate and non-
commensurate models and was applied to determine
the structural identifiability of battery fractional-
order equivalent circuit models (FO-ECMs). This
study has shown that a battery FO-ECM is struc-
turally identifiable, and the global identifiability was
proved for the FO-ECM with a single constant phase
element.
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