Introduction
Sequence similarity searching is the most powerful tool to predict the function of anonymous gene products that come out of genome sequencing projects. The idea is simple: functional information can be transferred between homologous proteins, which carry the memory of common ancestry in their amino acid sequences as a result of functional constraints that have persisted in evolution. Information transfer by homology has two practical limitations. The deduced information can only be as good as the original functional annotation in the search database, and can only be comprehensive if the search database covers all currently known sequences.
Interesting sequence similarities occur in the entire interval from 0 to 100% sequence identity, but the database has an overabundance of very closely related sequences (e.g. above 90% sequence identity). This uneven distribution of sequences in sequence space is due to research bias [leading to particular overrepresentation of, for example, HIV, the RU-BISCO enzyme (alias ribulose-bisphosphate-carboxylase/ oxygenase), immunoglobulins, cytochrome b and hepatitis virus] and the existence of clusters of closely related sequences from multigene families and from different species or organisms. As well as slowing down database searches using, for example, Blast (Altschul et al., 1997) or Fasta (Pearson and Lipman, 1988) , long lists of similar or identical alignments can obscure novel matches in the output. A more even sampling of sequence space would lead to short and clean output listings from database searches without repetition of redundant hits. Here, we use the concept of a representative set to obtain a complete covering of sequence space while hiding redundant sequences (but not their functional description) from view. A representative set is a subset of the sequence database that contains no neighbours (properly defined), and every sequence in the complement of this subset (redundant sequences) is a neighbour of at least one representative.
A partial solution to the redundancy problem is to merge sequences that are exact duplicates of one another. The nrdb program from NCBI (ftp://ncbi.nlm.nih.gov/pub/nrdb/) uses checksums computed from the sequence as addresses in a 32-bit hash table; a single pass of the sequence set and one look-up in the hash table suffice to determine whether an identical sequence has already been encountered. For example, the GeneQuiz system (Scharf et al., 1994) searches against the union of Swissprot (full release), Swissnew (daily increments), Trembl (translation of EMBL nucleotide sequence database), Tremblnew, Genbank translations, PIR, Wormpep (nematode genome sequencing project) and PDB (known structures). Running the nrdb program on this combined database only takes 10 min on a single RISC CPU and reduces its size by a factor of 2.9, i.e. from 750 000 to 260 000.
Even after the removal of exact duplicates, much redundancy remains. Algorithmically, the search for similarities is a much more complex problem than the detection of exact duplicates. Complete dynamic programming alignment is one of the most sensitive alternatives, but is costly in computer time. For speed, most database search algorithms (Pearson and Lipman, 1988; Califano and Rigoutsos, 1993; Altschul et al., 1997) therefore first filter the database by matching short words (alias ktuples). The rationale is that overall similar sequences are likely to share a fair number of identical ktuples. The ktuple matching approach is ideally suited for the detection of very closely related sequences. For example, the OWL non-redundant composite protein database allows one mismatch in a segment of 30 residues between redundant sequences (Bleasby and Wootton, 1990) , the CLEANUP program for removing redundancies from nucleic acids datasets uses a threshold of seven out of eight matching nucleotides (Grillo et al., 1996) , and the SWIR database aims at 95% sequence identity using a bit-vector representation of 2tuples as a heuristic filter (P.M.Rice and R.D.Durbin, personal communication).
We have developed an exhaustive search algorithm based on exact bounds that relate similarities in ktuple composition to pairwise sequence identity. Despite carrying out an exhaustive search, the algorithm is sufficiently fast for practical applications involving datasets of several hundred thousand protein sequences. The threshold between sequence neighbours and non-neighbours is somewhat subjective and depends on the application. For simplicity, we set the threshold to 90% sequence identity in the current implementation. For the nrdb database, application of our algorithm yields 140 000 clusters of sequences. The sequences in one cluster typically have a common biological function. Our algorithm uses a lower threshold than nrdb, OWL or SWIR, and consequently yields a smaller (yet complete) non-redundant protein database than these methods, and a larger speed-up for database searching. Looking ahead, the clustering of sequences into homologous families will also be a step towards resolving the problem of consistent annotation of anonymous sequences.
Methods

Representative set
There are many ways to select a representative set, and there are many selections that satisfy the criteria of a representative set. Here, we generate a representative set based on a greedy incremental algorithm (Hobohm et al., 1992) . Briefly, sequences from the database are processed in order of decreasing length. Each query sequence from the database is compared to all previous representatives. If a similarity exceeding the threshold of 90% identity is found, then the query is redundant with respect to the representative. If the query is unique, it is added to the representative set. Sequence identity is defined as seen from the query sequence. Owing to the length sorting, query sequences are only compared to longer representatives. Consequently, each redundant sequence is contained in the representative so that >90% of the residues are identically aligned.
The outcome of the selection process is deterministic for a given ordering of the sequences in the input database. A unique ordering of the input database is imposed by sorting the sequences first by length and then alphabetically within each length bin.
All-on-all pairwise comparison
To build up the representative set, the algorithm needs effectively to perform an all-on-all comparison of the sequence database. Potential pairwise similarities above the threshold are detected using three filters. The filters are designed to be exhaustive (no false negatives), yet to be effective in pruning search space (eliminate plenty of obvious negatives). The filters are increasingly expensive, but are applied to a decreasing number of sequences. The first filter excludes any sequence pairs lacking a common decapeptide. The second filter further excludes any pairs that have <50% common pentapeptides. These peptide composition filters are implemented using look-up tables which makes them quite fast on large datasets. The third and final filter excludes pairs with <90% identity based on explicit sequence alignment. Details including informal proofs for the peptide composition filters follow.
Decapeptide filter
The filters are based on the principle that similar sequences yield similar ktuple compositions. For generality, a ktuple is defined here as a subsequence of the query sequence that contains k match positions in a window of w residues (1≤ k≤ w). For example, if w = 3 and k = 2, the sequence ACE generates the tuples xCE, AxE and ACx, where x is a placeholder accepting any amino acid. We will first derive a lower bound on sequence identity when there is at least one matching ktuple.
Residue mismatches can be due to amino acid substitutions or insertions/deletions (gaps) in the optimal alignment (Figure 1) . The length L of the query sequence is not necessarily a multiple of w: Here, two pairwise alignments are shown with matching residues or tetrapeptides (4tuples) in black and mismatching ones in white. The number of mismatches in terms of sequence positions (columns) is algebraically related to that in terms of peptides. This allows the formulation of filters for the exclusion of dissimilar pairs at a given sequence identity threshold (in this work: 90%) based on counts of matching peptides.
If no tuple matches, then every window w must contain at least (w -k + 1) mismatched residues. Let the number of mismatched residues in the query sequence be n. As the sequence is covered by non-overlapping windows, we have
(If b ≥ k, the lower bound on required residue mismatches is higher.) Let us define effective sequence identity p as:
where the mismatch count n includes substitutions and gaps. Substituting equations (1) and (2) into equation (3) yields:
In the case w = k, equation (2) reduces to n ≥ a, which yields
The first filter of our algorithm is based on exact matches of decapeptides. Stated simply, a sequence identity >90% between two sequences requires the existence of at least one pair of aligned decapeptides where the two decapeptides are >90% identical to each other; this implies 100% identity for deca-and shorter peptides. More precisely, the first filter uses w = k = 10, yielding p ≤ 90% when n > a. The equality n = a requires that the mismatches are homogeneously distributed at every kth residue. In practice, this situation is only encountered with peptides shorter than 20 amino acids, for which n = 1 yields p < 95%.
Pentapeptide filter
Let us next derive a lower bound on the number of matching tuples at a given level of effective sequence identity p between two aligned sequences. The query sequence is covered by T = (L * w ) 1)ǒ w * 1 k * 1 Ǔ)w* k ktuples. Each residue mismatch affects any ktuples spanning the position except those with a placeholder at that position. The number of mismatched ktuples m is:
The second filter of our algorithm uses w = k = 5 and p = 90%, yielding the lower bound of 0.5L -4 matching tuples (where L is the length of shorter sequence).
Pairwise sequence alignment
The third filter uses the Smith and Waterman (1981) algorithm which delineates biologically meaningful local alignments even if sequence lengths differ greatly. Briefly, the alignment score is accumulated along a trace in the N*M alignment matrix (where N and M are the lengths of the sequences). A trace starts at a positive score and ends when the alignment score no longer increases. In other words, trailing ends with a negative net contribution to the alignment score are cut off. The alignment parameters used were +1 for identities, -0.15 for amino acid substitutions, gap opening and elongation penalties of (0, -1) for insertions in the query sequence and (-1,0) for deletions in the query sequence. (This detects query sequences which are concatenated from fragments of the representative such as S20898 in Table 3 .) The amino acid ambiguity codes BXZ always counted as a mismatch. For speed, we used a heuristic that restricted the pairwise alignment to a small number of diagonals (sequence offsets) with a high number of matching pentapeptides. Given the optimal alignment, sequence identity was computed as the number of identities divided by the length of the query sequence so that at least 90% of any redundant sequence must be identical with the representative sequence. This is more permissive than the effective sequence identity p of equations (1-5) which includes gaps. However, as any gaps are rare between close homologues, the difference is not important in practice.
Implementation
The algorithm was implemented in the Perl5 language (Wall et al., 1996) . The input is a sequence database. The output is a non-redundant sequence database (representatives) and a list of cluster memberships (redundant sequences may be neighbours of several representatives, but are listed with only one). The sequence clusters centred around the representatives are described by a simple functional summary using similar principles as in GeneQuiz (Scharf et al., 1994) . Incremental updates of the non-redundant database (nrdb90) start from a previous clustering.
The program, regular updates of the database, and a server for similarity searches are available electronically for academic use at http://www.embl-ebi.ac.uk/∼holm/nrdb90. Commercial users should apply for a licence.
Results and discussion
We have developed a complete and fast algorithm (nrdb90) for removing near neighbours and fragments from large sequence collections. The algorithm is not based on heuristics, but performs an exhaustive all-on-all comparison to generate representative sets at an effective 90% sequence identity threshold. The algorithm is efficient because the use of lookup tables to compare protein peptide compositions eliminates the vast majority of dissimilar pairs before they are ever compared by explicit alignment.
The algorithm was applied to four databases (Table 1) . Removing fragments and near neighbours, the nrdb90 algorithm is more general but slower than the nrdb program from NCBI (which only removes exact duplicates). Datasets of a few thousand sequences are processed in a matter of minutes (e.g. yeast; Table 2 ). Cleaning the nrdb dataset showed an overabundance of close variants. A total of 260 000 nonidentical sequences were reduced to 140 000 clusters, where each cluster member is contained in the representative at >90% sequence identity (see Table 3 for an example). Since popular similarity search tools (e.g. Fasta, Blast) scan the database sequentially, the smaller search database will lead to substantial time savings in large-scale sequence analysis and compute services for sequence searches (e.g. GeneQuiz). (Bairoch and Apweiler, 1996) , Genpept, PIR, Wormpep and PDB (Bernstein et al., 1977) . Table 2 . Redundant genes at 90% sequence identity threshold in the yeast genome (Goffeau et al., 1996) The cleaning procedure yielded, additionally, 11 clusters with 3 members, 122 clusters with 2 members, and 5838 singlets. The TY proteins are transposable elements. 
Limitations
A main purpose of having a reduced size database is to speed up searches with new query sequences. The speed-up is valuable whenever there is a match to the query sequence in the database, which will be most of the time. Whenever there is not a match, one cannot be certain whether a marginal hit has been overlooked which would be picked up in the complete database, and users are advised to rerun the search against a complete database in these cases. However, due to natural selection, proteins do not drift randomly in sequence space and, in practice, we expect the detection of marginal hits to be triggered by certain highly conserved regions present in every member of a protein family.
The representative set at the 90% sequence identity threshold can be used as a starting point to further clustering of the sequence database which need not necessarily be in terms of sequence identity. Using the present algorithm, it is impractical to lower the threshold much from 90%. show that complete peptide composition filters can only be obtained for relatively high values of p. The sequence identity threshold could be lowered slightly by using gapped tuples (at the cost of increased memory consumption) or, if compositionally biased segments were masked [12] , shorter than decapeptides might be sufficiently selective in the first filter [equation (4)]. The selectivity of the second filter [equation (5)] could be increased by taking order constraints (sequence offsets) into account, as is done in Fasta (Pearson and Lipman, 1988), Flash (Rigoutsos and Califano, 1994) and Blast (Altschul et al., 1997) .
Depending on the application, one may want to use a higher or lower threshold to define redundancy. For example, SWIR13 (ftp://ftp.sanger.ac.uk/pub/databases/ swir/) aims at 95% sequence identity and contains 154 000 sequences (with 16% redundancy remaining; release of 27 August 1997). The OWL database is generated using more stringent segment mismatch criteria and contains 190 000 sequences (release of 17 August 1997). The curators of the OWL database particularly emphasize the validation of accepted sequence entries in order to create a high-quality replacement database (Bleasby and Wootton, 1990) . Our method makes no effort to distinguish genuine biological variation from artefacts, as illustrated by the cluster of mammalian titin sequences (Table 3) . However, with well-defined datasets such as genomes, our algorithm can be used to scan quickly for evolutionarily recent gene duplications, as in the yeast example (Table 2) , or to align the genomes of microbial strains.
In building the representative set, we required that redundant sequences must be fully contained in the representative sequence. This ensures that the representative set contains at least one example of all 'unique' sequence segments that occur in the original database. However, many representatives may share regions of extremely high similarity, but embedded in different sequences so that overall sequence identity falls below the 90% threshold. In some cases, we see abrupt changes between dissimilar and nearly identical segments which are suggestive of possible frameshifts in the conceptual translation of one or other sequence (Brown et al., 1997) . In other cases, we see multiple conserved domains that recur in different contexts in other proteins. The problem of domains is accentuated if the concept of a representative set is used at larger sequence distances. For an economic yet complete description of the protein universe, it will be necessary to break up the sequences into domains.
Resolving the 'annotation catastrophe' by family classification
The non-redundant search database speeds up homology searches which aim at assigning probable functions to anonymous new sequences. Annotation by similarity typically is based on examining the list of hits produced by database search programs such as Blast or Fasta, and picking the first informative hit. A number of researchers have expressed concern about the quality and integrity of functional annotation by similarity. In particular, with current sequence databases it is not possible to trace back a chain of annotations by similarity, nor to propagate changes in annotation to dependent sequence entries. Fortunately, family classification provides a way out of this conceptual muddle. We propose to use sequence data for similarity searching, with the goal of placing the query sequence in a homologous family; each member of the family will then have pointers to what experimental information is available on individual members.
Although we only cluster very similar sequences here, there are numerous examples of clusters with specific functional annotation for some member sequences while others are merely labelled hypothetical proteins. To avoid loss of functional information in the non-redundant database compared to the original, we describe the clusters around the representative sequences by a brief functional summary derived from the annotations of all member sequences. The idea is to select, from a list of alternative sequence definitions, the most relevant one(s) while ignoring non-informative definitions. Here, we used a negative list of words for exclusion (e.g. putative proteins or gene products composed of letters and numbers). The high-quality annotations of Swissprot were given precedence over those from other databases. Any known structure (from the PDB) is also reported. We look forward to applying more sophisticated methods for automatic annotation (Andrade and Valencia, 1997) .
