Many inverse problems are concerned with the estimation of nonnegative parameter functions. In this paper, in order to obtain non-negative stable approximate solutions to ill-posed linear operator equations in a Hilbert space setting, we develop two novel non-negativity preserving iterative regularization methods. They are based on fixed point iterations in combination with preconditioning ideas. In contrast to the projected Landweber iteration, for which only weak convergence can be shown for the regularized solution when the noise level tends to zero, the introduced regularization methods exhibit strong convergence. There are presented convergence results, even for a combination of noisy right-hand side and imperfect forward operators, and for one of the approaches there are also convergence rates results. Specifically adapted discrepancy principles are used as a posteriori stopping rules of the established iterative regularization algorithms. For an application of the suggested new approaches, we consider a biosensor problem, which is modelled as a two dimensional linear Fredholm integral equation of the first kind. Several numerical examples, as well as a comparison with the projected Landweber method, are presented to show the accuracy and the acceleration effect of the novel methods. Case studies of a real data problem indicate that the developed methods can produce meaningful featured regularized solutions.
1. Introduction. In this paper, we are interested in the stable approximate solution of an ill-posed linear operator equation,
for some bounded domain Ω ⊂ R d (d = 1, 2, · · · ), which generates the model of a linear inverse problem under non-negativity constraints. Here, A denotes a compact linear operator acting between the real Hilbert space L 2 (Ω) and an infinite dimensional Hilbert space Y, such that the range R(A) of the forward operator A is assumed to be an infinite dimensional subspace of Y. In this context, we set L 2 + (Ω) := x ∈ L 2 (Ω) : x(t) ≥ 0 for almost all t ∈ Ω andX := {x ∈ L 2 + (Ω) : Ax = y}. A restriction to solutions from L 2 + (Ω) is typical for inverse problems in real world applications, where the interested physical quantities are a priori known to be nonnegative, such as temperatures, material properties or densities. We refer, e.g., to [12, 16] for a few of such applications in image restoration. Throughout this paper, we denote by ·, · the inner product in the Hilbert spaces L 2 (Ω) and for simplicity by · the norm in L 2 (Ω) as well as the operator norm in the linear space L(L 2 (Ω), L 2 (Ω)) of bounded linear operators.
It is well known that x ∈ L 2 (Ω) can be decomposed as x(t) = x + (t) − x − (t) (t ∈ Ω) into a positive part x + (t) = |x(t)|+x(t) 2 = max(x(t), 0) as well as a negative part x − (t) = |x(t)|−x(t) 2 = − min(x(t), 0), which are both positive functions for almost all t ∈ Ω that belong to L 2 + (Ω). Let us suppose that the (exact) right-hand side y belongs to the restricted range A(L 2 + (Ω)). This means that there is an element x ∈ L 2 (Ω) with Ax = y andx − = 0, or in other words that the setX of solutions to Ax = y with vanishing negative part is non-empty. Then for injective A, the setX = {x † } is a singleton. For non-injective A and prescribed arbitrary reference element x 0 ∈ L 2 (Ω), we denote by x † ∈X the x 0 -minimum norm solution with x † − x 0 ≤ x − x 0 for allx ∈X. The element x † is always uniquely determined, becauseX is a closed and convex subset of L 2 (Ω). Namely,X is the intersection of the linear manifold (shifted subspace) of solutions to Ax = y, x ∈ L 2 (Ω), and the cone of non-negative elements x ∈ L 2 (Ω) with x(t) ≥ 0 for almost all t ∈ Ω.
We try to recover in a stable approximate manner the solution x † from noisy right-hand sides y δ ∈ Y , partially under the additional difficulty that only a perturbed forward operator A h (for any fixed h > 0, A h ∈ L(L 2 (Ω), L 2 (Ω)) is also assumed to be a compact operator) is given, where
characterize the deterministic noise model with non-negative noise levels δ and h. Now we should make some brief remark on the character of ill-posedness of the operator equation (1) . Even if A is a compact linear operator, the classical illposedness criterion for linear operator equations having a non-closed range does not apply here, due to the existing non-negativity constraints. However, the concept of local ill-posedness (cf. [11, Def. 3] ) is applicable, which was originally developed for nonlinear problems. To be precise, we learned from [6, Remark A4] that for every element x ref ∈ L 2 + (Ω) there are sequences {x n } ⊂ L 2 + (Ω) that converge to x ref in the Hilbert space L 2 (Ω) weakly but not in norm. On the other hand, the compactness of A implies that the sequence {Ax n } converges to Ax ref even in norm. Hence, the equation (1) is locally ill-posed at all points of L 2 + (Ω). This requires regularization, because otherwise small amounts of noise in the data and forward model may also lead to arbitrarily large errors in the approximate solutions. Of course, it should be ensured that the regularized solutions all belong to L 2 + (Ω), too. Roughly speaking, two groups of regularization methods exist for solving illposed problems (1): variational regularization methods and iterative regularization methods. Variational regularization methods, i.e., Tikhonov regularization approaches with general misfit terms, general convex penalties, and convex constraints, including the non-negativity cone, have been intensively studied during the past three decades, see e.g. [7, 14, 19] . In this work, our focus is on iterative approaches, which are more attractive because of the reduced amount of required computational effort, especially for large-scale inverse problems occurring after an appropriate discretization of the original operator equation (1) .
The most prominent iterative regularization approach for solving (1) seems to be the projected Landweber method, which is given by the iteration procedure:
with some starting element x 0 ∈ L 2 + (Ω) for the iteration and relaxation parameter ω ∈ (0, 2/ A h 2 L 2 (Ω)→Y ), where A * h denotes the adjoint operator of A h , and P + represents the metric (i.e. pointwise almost everywhere) projection onto L 2 + (Ω). In the case of exact data and forward operator, i.e. δ = h = 0, in contrast to the unconstrained Landweber iteration, we have only weak convergence of the scheme (3), cf. [5, Theorem 3.2] . Strong convergence can only be shown under additional restrictive conditions such as the compactness of I − ωA * A, cf. [5, Theorem 3.3 ]. In the case where δ = 0 (but h = 0), we have the estimate x δ k −x k ≤ ω A L 2 (Ω)→Y kδ, cf. [5, Theorem 3.4] , which can be used to derive the regularization property of the projected Landweber method (3) in the weak topology. However, to our best knowledge, even this has not been investigated so far [3] .
In order to obtain strong convergence of regularized solutions to the exact solution x † , by using the backward-forward splitting technique, the paper [5] proposed the dual projected Landweber iteration for problem (1):
for the case of an exact operator and for the noise-free right-hand side of (1). It has been shown that the strong convergence x k → x † as k → ∞ of scheme (4) holds under the smoothness assumption:
imposed on the exact solution x † . However, this source condition is more typical for convergence rates results, see for example the converse results for linear ill-posed problems [1, 15] . This motivates us to develop iterative regularization methods for the ill-posed problems (1) with non-negative solutions that exhibit strong convergence without using additional smoothness assumptions such as (5) . To the best of our knowledge, assertions on convergence rates of iterative regularization methods for (1) with convex constraints, as well as the construction of a posteriori stopping rules for such methods are quite limited in the literature. This is mainly due to the fact that regularization procedures under convex constraints become nonlinear, even if the forward operator is linear. Consequently, the standard analysis tools for linear methods cannot be employed. Furthermore, it seems that the combination of non-negativity constraints and perturbed operators has not yet been studied for ill-posed problems (1) . Therefore, in this paper we aim to address all of these issues by introducing a class of new iterative regularization methods based on fixed point iterations in combination with preconditioned ideas. Instead of imposing the non-negativity constraint during the iteration by projection, one can also construct an iterative method such that the non-negativity of the starting value is preserved during iterations. The most prominent class of such methods is formed by the expectation-maximization (EM) based algorithms, which have been firstly introduced in [4] for the approximation for maximum likelihood estimators of problems with incomplete or noisy data. For infinite dimensional ill-posed problems (1), the regularization property of EM-Kaczmarz type iterative methods has been shown in [8] . Our methods suggested in this paper also belong to the class of non-negativity preserving iterative methods.
The remainder of the paper is structured as follows: Section 2 is devoted to a fixed point-type equation and its properties, which is a basic tool for the developed approaches. In Section 3, we propose the first novel iterative method for solving the linear operator equation (1) under non-negativity constraints with both a noisy right-hand side and an inexact forward operator. In this section, we also prove for this method regularization properties and convergence rates results. Section 4 introduces the second novel iterative method, where regularization properties are discussed. In Section 5, the developed iterative methods, equipped with an a posteriori stopping rule, are applied to a biosensor tomography problem. Some numerical examples, as well as a comparison with the projected Landweber method, are presented in Section 6. Finally, concluding remarks are given in Section 7.
2.
A fixed point type equation and its properties. In order to impose preconditioning effects on the operator equation (1) or the associated normal equation:
Under non-negativity constraints, we introduce and exploit an auxiliary operator, G ∈ L(L 2 (Ω), L 2 (Ω)), which is defined as follows: Let G : L 2 (Ω) → L 2 (Ω) be a strictly positive definite and self-adjoint bounded linear operator of the multiplication type with multiplier function m ∈ L ∞ (Ω) and constants m, m > 0, i.e. we have:
A natural choice of G and important special case of (7) is the diagonal operator,
where I : L 2 (Ω) → L 2 (Ω) is the identity operator and µ > 0 is a given number. For simplicity, the convergence analysis of our two approaches proposed in Sections 3 and 4, respectively, is based on the special case (7) for the choice G. However, in the numerical experiments, we investigate the influence of different choices of G for our algorithms. Similar to arguments in [16] , the role of G can be interpreted as a preconditioner for accelerating the original Landweber iteration. Numerical simulations in Section 6 indicate that with an appropriate choice of G, our iterative regularization algorithms exhibit the acceleration phenomenon. The equation
with solution set X := x ∈ L 2 (Ω) : x obeys the operator equation (9) is the basic tool for the suggested iterative methods in the following sections. It can be rewritten on the one hand as a fixed point equation,
and on the other hand as:
by using positive and negative parts. The form (10) is derived from (9) by left-side multiplication of the operator (G + A * A) −1 , taking into account that by definition, G, and consequently G + A * A, are positive definite operators which are both continuously invertible. From the form (11) , however, we immediately see that the solution setX of equation (9) hasX as a subset. Namely, every elementx ∈X has the propertyx − = 0 and therefore fulfils equation (11) . As Proposition 1 will show, under the stated assumption on G, the solution setsX andX do even coincide.
Lemma 2.1. If the element x * ∈ L 2 + (Ω) satisfies the conditions:
then this element solves, under the stated assumptionX = ∅, the operator equation (1) , i.e. we have Ax * = y.
Proof. We rewrite the second condition x * , r = 0 as Ax * , Ax * − y = 0 and equivalently Ax * 2 = Ax * , y , which implies that for all
The last inequality holds since x, A * (Ax * − y) ≥ 0 by taking into account that both functions x and A * (Ax * − y) = r belong to L 2 + (Ω). This proves the lemma, since Ax * − y = min x∈L 2 + (Ω) Ax − y ≤ Ax † − y = 0. By setting r := 0 in Lemma 2.1 and taking into account that x * , r = 0 holds for all solutions x * ∈ L 2 + (Ω) of the normal equation (6), we immediately obtain the following equivalence assertion from the lemma. Moreover, for all operators G of type (7) , we even find thatX =X, which also means that all solutions to equation (9) have a vanishing negative part. Proposition 1. Under the stated assumptionX = ∅ for the solution setX of equation (1) and for G from (7) , the operator equations (1) and (9) are equivalent to each other, i.e. the solution setsX andX coincide.
Proof. As already mentioned, every solution of (1) also solves (9), and we only have to prove the reverse implication. Let z be an arbitrary solution to equation (9) . We Use Lemma 2.1 by setting x * := z + ∈ L 2 + (Ω) and r := Gz − . As a consequence of the positive and bounded multiplier function m in the definition of G from (7), we then have r ∈ L 2 + (Ω) and,
Finally we have that r = A * (Ax * − y), which is equivalent to A * Az + − Gz − = A * y, is satisfied for any solution z to equation (9) due to the rewritten form (11) . Then Lemma 2.1 yields the assertion of the proposition and completes the proof.
As a consequence of this proposition, we can search for approximate solutions to equation (9) , which has no non-negativity restrictions if we want to approximate solutions to the original operator equation (1) under non-negativity constraints.
This will be used for the construction of iteration procedures in the subsequent sections.
3. The first non-negativity preserving iterative regularization method.
3.1. Algorithm 1 and its regularization property. In this section we utilize for an iteration process the fixed point equation (10) , which is equivalent to (9) and (1), for compact and injective operators A : L 2 (Ω) → Y and A h : L 2 (Ω) → Y with h ∈ (0, h 0 ] and some constant h 0 > 0. As a consequence of the injectivity of A, the operator equation (1) has a unique solution x † , which is assumed to belong to to L 2 + (Ω). For the non-injective case, we refer to our second approach proposed in Section 4. For both approaches, we only consider the special case (8) for the choice of the operator G from (7), i.e. G = µI for prescribed µ > 0.
Our first iteration approach is described in Algorithm 1. The main goal in the section is to establish basic assertions of regularization theory for Algorithm 1 in the sense of strong convergence and convergence rates results. To this end, let us first consider in Lemma 3.1 relevant estimates of quantities involving the inexact forward operator, which will be used for the convergence analysis of both approaches in Sections 3 and 4. Its proof is technical, and can be found in the appendix.
Algorithm 1
The first non-negativity preserving iterative regularization method for ill-posed operator equation (1) with non-negative solutions.
Input: Imperfect forward model A h and noisy data y δ with noise levels h and δ. Parameters: x 0 ∈ L 2 (Ω), k ← 1. While: k does not satisfy the stopping rule:
i.
ii. k ← k + 1; Output: the obtained regularized solution is x h,δ k := |z h,δ k |.
Lemma 3.1. There exist three constants C i (A, G) (i = 1, 2) and h 0 (A, G), depending only on {A, G}, such that for all h ∈ (0, h 0 ],
and
The following convergence theorem uses error estimates including perturbation with respect to noise in the right-hand side of (1) and with respect to the forward operator. 
then the approximate solution x h,δ k * converges to x † in norm of L 2 (Ω) as δ, h → 0.
Proof. By Algorithm 1 and the non-negativity of x † , we have:
On the other hand, for the non-negative self-adjoint and compact operator
which implies for G = µI that:
by noting that the operators (µI + A * h A h ) and (µI − A * h A h ) commute.
Note that for each fixed k,
Then, according to Lebesgue's dominated convergence theorem, (19) implies that the series
Consequently, we deduce that:
by noting that µ−λ h j µ+λ h j < 1 holds for all fixed λ h j > 0 and µ > 0.
Finally, by combining (17), (20) and the choice of k * in (16), we conclude that:
as h, δ → 0.
According to the inequality (21), it is clear that the following assertion holds true.
(Ω) be the sequence generated by Algorithm 1 with G = µI and noise-free information {A, y}. Then, x k converges to x † as k → ∞.
be the sequences generated by Algorithm 1 with noisy information {A h , y δ } and exact information {A, y}, respectively. Then, there exists a constant C 4 , depending only on {A, G}, such that for h ∈ (0, h 0 ],
Proof. Setting h = δ = 0 in (17), we obtain, for all k ∈ N,
which implies that:
We complete the proof by noting z h,δ
For real-world inverse problems, the a posteriori stopping rules for iterative regularization methods are definitely more attractive, as they do not require any a priori knowledge of unknown exact solutions. They are also usually related to the residual error for the desired approximate solution, which represents one of the most important benchmark indices for evaluating the developed method in practice. In order to propose the suitable discrepancy principle for our approach, we define:
where I Y is the identity operator in Y. Clearly, we have forG from (23) and G from (8) the identity,
taking into account that for all h > 0 the operatorG + A h A * h is self-adjoint and positive definite and so is the inverse
Now we are in the position to propose the modified discrepancy principle: find k * such that for all k ≤ k * ,
where τ and C † are two fixed numbers such that τ > 1/µ and C † ≥ x † .
be the approximate solution, obtained by Algorithm 1 with the stopping rule (25). Then, x h,δ k * converges to x † as δ, h → 0. Proof. Let (h n , δ n ), n = 1, 2, · · · , be a sequence converging to (0, 0) as n → ∞, and let A n := A hn and y n := y δn be the corresponding sequences of perturbed forward operator and data. For each quaternion (h n , δ n , A n , y n ), denote by k n = k * (h n , δ n , A n , y n ) the corresponding stopping index determined from the discrepancy principle (25). In order to prove the convergence of x hn,δn kn , we follow the idea, proposed in [9, Theorem 2.4] for nonlinear ill-posed problems, and distinguish two cases: (i) k n is finite for all h, δ > 0, and (ii) k n → ∞ when n → ∞.
We start with case (i). Letk be a finite accumulation point of k n . Then, there exists a constant n 0 such that for all n ≥ n 0 : k n =k. From the definition of k n it follows that:
Since z h,δ k depends continuously on (A h , y δ ) ask is fixed now, we also have:
Taking the limit in (26) yields Axk = A|zk| = y. Thus, xk is a solution of (1), and with (27), we obtain x hn,δn kn → xk as n → ∞. Now, let's consider case (ii). Without loss of generality, we assume that k n increases monotonically with n. Then, by using (24) and the inequality
By the choice of k * in (25) and the assumption that k * → ∞ as h, δ → 0, we deduce that for n > m,
From Corollary 2 we deduce that we can fix m to be so large that the last term on the right-hand side of (29) is sufficiently close to zero; now that k m is fixed, we can apply (27) to conclude that the left-hand side of (29) must go to zero when n → ∞. Finally, let's show the stopping rule (25) is well-posed, i.e. k * < ∞ for any fixed (h, δ) ∈ R + × R + . Otherwise, there exists a pair of positive numbers (h, δ) such that for all k,
Combine (28) and (69) to obtain that for k >
which contradicts the assumption (69).
Remark 1. According to the proof of Theorem 3.3, we know that the strong convergence of Algorithm 1 can be obtained according to the stopping rule (25) without assumptions on the injectivity of forward operators. These facts will be emphasized in Section 4 (cf. Theorem 4.5) for our second approach.
3.2.
Convergence rates under the a priori stopping rule. By the proof of Theorem 3.2, cf. (21) , we know that the regularization error of Algorithm 1 can be controlled by an explicit linear formula, which allows us to derive convergence rate results by using the general linear regularization theory. The goal in this subsection is to realize this idea. For investigating the convergence rates of illposed problems, additional smoothness assumptions on the exact unknown solution x † in correspondence with the forward operator and the regularization method under consideration should be satisfied. Otherwise, the rate of convergence of x h,δ k * (h,δ) → x † as δ, h → 0 might be arbitrarily slow (cf. [17] ). In this work, we consider the following range-type source condition
where ϕ :
The concept of index function extends the conventional Hölder-type source condition of exact solutions to a more general source condition, including the logarithmic source conditions for exponential illposed problems. This terminology has been frequently used recently for studying convergence rate results, see e.g. [22, 23] . Let's first consider the power-type source conditions, i.e.
For the concision of the discussion, we introduce:
and for the compact operator A * A with singular system {λ j ; u j } ∞ j=1 , we define: (see [10, § 34 ] for a more rigorous definition for general continuous function g k (λ) and arbitrary bounded self-adjoint operators)
The following lemma indicates that function g k can be viewed as a qualification of regularization methods [13, 22, 23] . 
Proof. The lemma follows from the following inequalities:
Before discussing the convergence rates results, we need the following lemma, which can be obtained by Lemma 3.1 and [20, § 4.1, Lemma 1.1].
Lemma 3.5. Let A and A h satisfy the inequality (2) . Then, there exists a positive number C 5 = C 5 (A, p, v ) such that:
Theorem 3.6. Let (x h,δ k ) ∞ k=1 ⊂ L 2 + (Ω) be the sequence generated by Algorithm 1. Then, under the source condition (32), if the iterative number is chosen by k * ∼ (h min(1,p) + δ) −1/(p+1) 2 , we have the convergence rate:
Proof. It follows from Theorem 3.2, Lemmas 3.4 and 3.5 and source condition (32) that:
which yields the required convergence rate by using the definition of k * . Now, let's consider the logarithmic source conditions, i.e.
where ν > 0 is a fixed number. It is not difficult to verify that ϕ ν is a concave index function for all exponents ν > 0, and the following inequality holds for small enough h > 0:
where C ν is a positive constant. If a benchmark source condition ϕ is satisfies inequality (35) in Lemma 3.4, then other index functions ψ also satisfy inequality (35) whenever they are covered by ϕ, and we refer to [13, Def. 2] for the following definition, which is originally introduced for the qualification of a class of linear regularization methods. ∈ (0, 1) is a fixed number, we have the estimate:
Proof. By Proposition 3, a constant γ 2 exists such that:
Then, according to (37), cf. Theorem 3.6, we deduce together with (39) that:
which yields the required estimate by combining the definition of k and the fact that ϕ ν (C 5 h) ≤ h for small enough h.
4.
The second non-negativity preserving iterative regularization method.
4.1.
Construction of Algorithm 2. In this section, we do not assume the injectivity of A h , and we are interested in the unique x 0 -minimum norm solution x † ∈X for arbitrary starting point x 0 ∈ L 2 (Ω). For algorithmic reasons we introduce an output map f + : L 2 (Ω) → L 2 + (Ω) obeying the stability inequality:
where C f > 0 is a fixed constant. Now we are in a position to provide the second approach based on the fixed point equation (10) .
Algorithm 2 Second non-negativity preserving iterative regularization method for ill-posed operator equation (1) under non-negativity constraints.
Input: Imperfect forward model A h and noisy data y δ with noise levels h and δ.
Parameters:
Start: k ← 1.
While: k does not satisfy the stopping rule, i.
Output: the obtained non-negative approximate solution x h,δ k := f + (z h,δ k+1 ).
We list some choices of α k , satisfying conditions (41) in the following example.
Remark 2. It is clear that our first approach in Section 3 can be viewed as a specific case of Algorithm 2 with α k ≡ 0 and f + (x) = |x|.
4.2.
Convergence analysis for exact forward model and data. Let (z k ) ∞ k=1 be the sequence generated by iteration (42) with h = δ = 0. Then, it exhibits the following properties. Proof. We prove it by induction. For k = 1, the lemma holds since:
Now, assume that z k −x ≤ x 0 −x holds for all k ≤ k 0 − 1, and let's check the case where k = k 0 . Indeed, this can be done according to the following inequalities:
Proof. By using the iteration (42) and the definition ofx ∈X, we have:
which implies together with Lemma 4.1 that:
(43) Therefore, for any n < k we get:
On the other hand, since k i=1 α i → ∞ as k → ∞, we deduce that for any fixed n: lim k→∞ k i=n (1 − α i ) = 0. This limit together with (44) yields:
With the help of Lemmas 4.1 and 4.2, we are ready to show the main result in this subsection. Proof. By Lemma 4.1, sequence (z k ) is uniformly bounded. Then, according to Lemma 4.2 and the following inequalities,
we deduce together with the property of α k that,
We show next that,
We prove this by contradiction. Assume that there exist a subsequence (k j ) and a number d > 0 such that for all j ∈ N,
Since (z kj ) is uniformly bounded, without loss of generality, we may also assume that (z kj ) is weakly convergent to an element, say,z. By (46), the sequence ((G + A * A) −1 (G − A * A)|z kj | + 2A * y ) also converges weakly toz. Hence,z is a solution of (9). On the other hand, by the definition of x † , i.e. x † = arg min x∈X x − x 0 2 , for any solution of (9), sayz, we have the following variational inequality,
Combining (48) and (49) we get the contradiction:
By (47) and the definition of α k , for any fixed ǫ > 0, there exists a number k ′ = k ′ (ǫ) such that for all k ≥ k ′ , the following two inequalities holds simultaneously:
Then, for all k ≥ k ′ + 1 we have:
which yields the required result as ǫ > 0 can be made arbitrarily small.
Remark 3.
By the definition of f + in (40), we have immediately the strong convergence of Algorithm 2 for exact operator A and right-hand side y, i.e. x k → x † as k → ∞.
Regularization property of Algorithm 2.
In this section, we prove the convergence of Algorithm 2 with respect to the noise levels under both a priori and a posteriori stopping rules.
and (z k ) ∞ k=1 be two sequences, generated by iteration (42) with noisy information {A h , y δ } and exact information {A, y}, respectively. Then, there exists a constant C 7 such that:
Proof. By Lemma 4.1, we have z k ≤ x + x 0 −x for all k ≥ 1, which implies together with Lemma 3.1 that: (Ω) be the sequence generated by Algorithm 2 with general type of G, defined in (7) . Then, if the iterative number k * = k * (h, δ) is chosen such that: k * → ∞ and (h + δ)k * → 0 as h, δ → 0, the approximate solution x h,δ k * converges to x † as δ, h → 0. Similar to Theorem 3.3, Algorithm 2 yields a regularization scheme under the modified discrepancy principle (25), i.e. the following theorem holds. 
Then, (i) if f + (·) = | · |, the approximate solution x h,δ k * converges, up to a subsequence, to the unique minimum norm solution of (1) as h, δ → 0.
(ii) In the case k * → ∞ as h, δ → 0, assertion (i) holds for arbitrary f + satisfying (40).
Proof. According to the proof of Theorem 3.3, we only need to show assertion (ii). By (42) and the assumption x 0 = 0, we have:
By using (54), we obtain together with the definition ofG in (23) and the positivity of x † that:
55) by noting the choice of k * in (25). Let (h n , δ n , A n , y n , k n ) n be the sequence as defined in the proof of Theorem 3.3. Then, for n > m,
(56) According to the requirement (53) of α k and Theorem 4.3, one can fix m so large that the first two terms on the right-hand side of (56) are sufficiently close to zero; now that k m is fixed, we can apply inequality (52), cf. Proposition 4, to conclude that the left-hand side of (56) must go to zero when n → ∞.
5.
Application in biosensor tomography. Over the last few decades, biosensorbased techniques have made a significant impact in many fields, such as antibody engineering, virology, immunology, and the pharmaceutical industry. To design an efficient biosensor instrument that is specifically functionalized, scientists must know the physical chemistry of biomolecular surface interactions. The study of interaction information from biosensor data is called Biosensor Tomography. In our experiments, we collect biosensor data that measures the analyte biomolecules of several different concentrations on a sensor chip with immobilized ligand molecules that form complexes with analytes. Such measured data is termed as a sensorgram, where the systems response, proportional to total complex concentration, is measured over time for different analyte injections. Recently, a mathematical model, named Rate Constant Map Theory, has been developed in [21] to describe the relationship between biosensor data and the rate constants distribution (RCD). In this theory, the number of local peaks of RCD and their positions are interpreted as the interaction numbers and the corresponding rate constants. However, RCD cannot be measured directly, and from the rate constant map theory, reconstructing the RCD from biosensor data is an imaging tomography problem, which is a typical ill-posed inverse problem.
To be more precise, let's recall the kinetics for biosenors. For a single kinetic model, the binding of the analyte to the ligand on the sensor chip consists two steps. First, the analyte is transferred out of the bulk solution towards the sensor chip surface. Second, the binding of the analyte to the ligand takes place. Since the second step is dominant in the binding process, we can only consider the equilibrium:
by assuming that the mass transfer kinetics are extremely fast. Here, [D], [L], and [DL] denote the concentrations of the analyte, ligand, and complex, respectively. k a and k d represent the association and dissociation rate constants. Then, the rate of complex formation can be described by:
where t is the analysis time. Suppose that the analyte D is injected and flushed over the surface in such a way that the concentration can be assumed to be fixed during the study, i.e. [D](t) ≡ C (C > 0 is a constant). Then, the amount of free ligand will decrease with time according to [L](t) = [L](0) − [DL](t). Assume that the sensor response R is proportional to the complex concentration [DL](t), i.e. R(t) = σ · [DL](t), where σ is a positive number. Then, Equation (57) becomes:
where R max = σ · [L](0). Set R(t 0 ) = 0, by solving (58) we obtain that:
Now, suppose that in the whole chemistry reaction there are m analytes and n binding sites on the biosensor surface and first order kinetics. Denote by (k a,i , k d,j ) the pair of association and dissociation constants for the interaction between the ith analyte and jth binding site. Let R i,j (t) be the response at time t of a complex with association constant k a,i and dissociation constant k d,j . Then, according to (59) we have:
where constant C is the concentration of the analyte, t 0 is the time when the injection of the analyte begins, and t inj is the injection time. The adjustment parameter ∆t is a time delay that accounts for the fact that it usually takes some time for the detector to respond to the injection. Constant R max i,j is the total surface binding capacity, corresponding to association and dissociation constants k a,i and k d,j , i.e., the detector response when every binding site on the biosensor surface has formed a complex with the analyte.
In Rate Constant Map Theory, we assume that the total measured response, y, of a system can be written as a linear combination of some individual responses R i,j , namely y = m,n i,j=1 R i,j . If we let m, n → +∞ in the above equation, we obtain the final continuous model of the biosensor tomography,
where Ω, Θ ⊂ R 2 + denote the interested domain of rate constants and the measurement domain for variables t and C, respectively, and the kernel function K(·) is defined as:
Here the function x(k a , k d ), which is the generalization of the total surface binding capacity {R max i,j } in our model, is known as the (continuous) rate constant map; see [18] for details.
In practice, besides the noise in the measurement data y δ , the forward model is also known inexactly. The main uncertainty in our model (61) is the adjustment parameter ∆t, which is usually estimated by experience according to the shape of the response curve. Let K h be the inexact kernel function of K with the adjustment parameter ∆t replaced by a perturbed one ∆t h . Then, for the inexact forward operator A h with perturbed kernel function K h , we have:
Proof. Define by H = K h − K the difference between exact and inexact kernel functions. Then, we have:
which implies together with the Cauchy-Schwarz inequality that:
≤ Ω H 2 (t, C; k a , k d )dk a dk d ≤ h, which yields the required inequality.
In order to apply Algorithms 1 and 2 for solving (61), at the end of this section, we derive the explicit formulas for quantities A * h A h x and A * h y δ for our 2D integral operator as follows:
6. Computer simulations.
6.1. Tests for model problems. In this section, we present some artificial examples to demonstrate the effectiveness of the proposed non-negativity preserving iterative regularization methods -Algorithms 1 and 2. We take the biosensor tomography considered in Section 5 as an example. The simulation consists of two steps. First, a simulated signal y (input signal) is generated by computer according to equation (61) for a given solution x(k a , k d ) (input rate constant map). Then, the polluted data y δ , which is generated by adding the artificial noise, is processed through our algorithms, and the retrieved rate constant map is compared with input map. To this end, we divide both sides of integral equation (61) by the constant 2 Θ Ω K 2 (t, C; k a , k d )dk a dk d dtdC. Then, the newly defined integral operator, denoted also by A, satisfies A L 2 (Ω)→L 2 (Θ) ≤ 1/2. If the inexact adjustment parameter ∆t h fulfills the inequality |∆t h − ∆t| ≤ h ′ with h ′ ≤ 1/ √ 8, the corresponding noisy operator A h satisfies A h L 2 (Ω)→L 2 (Θ) ≤ A L 2 (Ω)→L 2 (Θ) + √ 2h ′ ≤ 1. The main parts in Algorithms 1 and 2 are iterations in (13) and (42), which are updated by solving the following equations,
It should be noted that for G = µI, (64) and (65) are actually the Fredholm integral equations of the second kind, which can be solved by various numerical approaches, see e.g. [2, Chapter 12] . In this work, we apply linear finite elements to solve equations (64) and (65). To this end, let Y n be the n dimensional approximation of Y with an orthonormal basis {φ i (t, C)} n i=1 ⊂ L 2 + (Ω). Denote by P n the orthogonal projection operator acting from Y into Y n . Define A n := P n A and X n := A * n Y n ⊂ L 2 (Ω). Denote by ψ j (k a , k d ) = Θ K(t, C; k a , k d )φ j (t, C)dtdC ∈ L 2 + (Ω). Then, the finite element solutionx n (k a , k d ) ∈ X n and the finite approximation of dataŷ n (t, C) ∈ Y n have the decompositionsx n (k a , k d ) = n j=1 [x] j ψ j (k a , k d ) and y n (t, C) = n i=1 [y] i φ i (t, C) with the coefficient vectors x and y, respectively. Consequently, the finite element approximation of integral equation (61) can be written as the following system of linear algebraic equations,
where
Uniformly distributed noises with the magnitudes h ′ ∈ (0, 1/ √ 8) and δ ′ > 0 are added to the accuracy adjustment parameter and discretized exact right-hand side:
where Rand(·) returns a pseudo-random value drawn from a uniform distribution on [0,1]. The noise level of perturbed operator and measurement data are simply calculated by h = A h − A 2 and δ = y δ − y 2 , respectively, where · 2 denotes the standard matrix or vector norm in Euclidean space. Here, A h is defined in (67) with ∆t in K(t, C; k a , k d ) replaced by ∆t h . Now, let's consider the numerical solution of equations (64) and (65). For clarity of statement, we only consider the equation (64), whose finite element solution can be obtained by solving the following system of linear equations,
Here G is a positive-definite matrix of size n × n.
In this section, we investigate our two approaches with the general type of G, which is assumed to be a strictly positive definite and self-adjoint bounded linear operator. It is not difficult to show that if G has the type of (7) , and there exists an associated invertible operatorG h : Y → Y of G such that,
h ) * G 1/2 h , both Theorems 3.3 and 4.5 still hold under the following modified discrepancy principle: find k * such that for all k ≤ k * ,
where τ 0 > 1 is a fixed number. It is clear that the stopping rule (25) yields a specific case of (69) with G = µI and τ 0 = τ · µ. The numerical realization for (69) takes the following form: (k ≤ k * )
To assess the accuracy of the approximate solutions, we define the L 2 -norm relative error for an approximate solutionx h,δ k * := f + n j=1 [z k * ] j ψ j (k a , k d ) :
, where x † is the the phantom, which has been used to generate data. In all simulations, we set f + (·) = | · | and f + (·) = (· + | · |)/2 for Algorithms 1 and 2, respectively.
All the computations were performed on a dual core personal computer with 8.00 GB RAM with MATLAB version R2019b. All experiments in this subsection are implemented for the following two examples: . The measurements are computed on a mesh with 100 nodes and 162 elements. 6.1.1. Influence of the preconditioning operator G. The purpose of this subsection is to explore the dependence of the solution accuracy and the convergence speed on the preconditioning operator G (for simplicity, we only consider its finite dimensional analogue G), and thus to give a guide on the choices for it in practice. For focusing on the effect of these model parameters on the Algorithms 1 and 2, we fix h ′ = δ ′ = 0.1% in this subsection. Further, we set x 0 = 0, C † = 1.1, τ 0 = 1.1 and N max = 1, 000, 000.
Let n be the dimensionality of the finite element space for the approximate solution. We study the following examples of the finite dimensional analogue G of G: G 1 = 10 −6 λ max I n , G 2 = 10 −4 λ max I n , G 3 = 10 −3 λ max I n , G 4 = 10 −2 λ max I n , G 5 = diag n (10 −4 λ max ), G 6 = diag n (10 −3 λ max ), G 7 = U n G 5 U T n , G 8 = U n G 6 U T n , where λ max = A T h A h 2 is the maximal eigenvalue of A h , diag n (a) denotes a diagonal matrix with the minimal diagonal element a > 0 and n − 1 random number between a and n · a. U n denotes a random orthogonal matrix of size n. The detailed L2-norm relative errors 'L2Err' and the corresponding iterative numbers k * for both examples are shown in Table 1 , which show that the regularized approximate solution by our method not only depends on the spectral of parameter operator G, but also depends on its detailed structure. For the trade-off between the solution accuracy and the iterative number, it is indicated in Table 2 that the best choice of G is in the form of G 7 = U n diag n (10 −4 λ max )U T n for Example 1 and G 2 = 10 −4 λ max I n for Example 2, which will be adapted in the following simulations.
6.1.2. Comparison with the projected Landweber iteration. In this subsection, we compare the behaviors regarding the solution accuracy and the convergence rate between our methods (Algorithms 1 and 2 with the stopping rule (69)) and the projected Landweber iteration (3) with both Morozov's conventional discrepancy principle with the same τ 0 = 1.1: ("Landweber P1" for short)
and the newly developed discrepancy principle (69) ("Landweber P2" for short). The consideration of "Landweber P2" is mainly used for a fair comparison with our approaches under the same stopping rule. The relaxation parameter in projected Landweber methods, cf. (3), is set as ω = 1. The parameters in our methods are:
x 0 = 0, G = G 7 for Example 1 and G = G 2 for Example 2, C † = 1.1, α k = 1/k and τ 0 = 1.1. The results of the simulations are presented in Table 2 , from which we conclude that compared with the conventional Landweber method, Algorithms 1 and 2 provide better accuracy with considerably fewer iterations. It should be noted that the use of N max and the large value of obtained errors "L2Err" for projected Landweber methods P1 and P2 do not imply the divergence of the employed methods. Indeed, the numerical experiments in this work, see e.g. Fig. 1 , indicate that all four methods are convergent. For the investigated model problems, though the approximate solutions by the projected Landweber methods converge monotonically to an exact solution, the convergence speed is extremely slow. Unlike projected Landweber methods, the two newly introduced nonnegativity preserving iterative methods belong to another class of regularization methods. The resulting approximate solutions are not monotonically convergent to the exact solution; there are oscillatory phenomena in the desired approximate solutions. Fortunately this oscillation can speed up the convergence of the designed regularized solution, see the upper two figures in Fig. 1 . 6.2. Real data application. In this section, Algorithms 1 and 2 are tested on actual experimental data -parathyroid hormone (PTH) -of the Biosensor tomography, discussed in Section 5. In the experiments the human PTH1R receptor was immobilized on a LNB-carboxyl biosensor chip using amine coupling according to manufacturer's instructions. Using the flow rate 50 µL/min at 20.0 • C we did injections of the peptide PTH(1-34) at 10 concentration levels from 5 to 220 nM. The sensorgrams were measured using a QCM biosensor Attana Cell 200 instrument. With the same preconditioning parameter G, Algorithms 1 and 2 produce almost the same approximate RCD. Here, for the concision of the statement, we only present the results by Algorithms 1. The parameters used in this simulation are: h ′ = δ ′ = 1%, G = G 2 and τ 0 = 1.1. Algorithm 1 requires 42,943 iterations and takes 417.0469 seconds of CPU time. The total residual error equals 1.6773. The estimated RCD and difference between the simulated individual responses and experiment data are displayed in Figures 2 and 3 , respectively. By Fig. 2 , our method offers more than one local peak in the reconstructed RCD, and hence one can conclude from the reconstructed RCD that there exist additional interactions in the studied chemical system. Furthermore, according to Fig. 2 one finds three local peaks in the reconstructed RCD, and hence there may exist a third reaction. This is the first time that a mathematical/computer theory supports the existence of three interactions for a PTH biological system. Though biologists have already predicted that more than two interactions could exist for a PTH biological system, due to the limitations of existing software, this prediction could not be verified in practice. It should be noted that in comparison with regression analysis (also known as the parallel reactions model), our methods could accurately resolve the three underlying interactions without a priori assuming the existence of parallel reactions. Although more experiments are needed to fully understand the potential as well as the limitations of our approaches, their initial applications in several artificial problems and the real PTH system are quite promising. Hence, the proposed approaches in this paper offer a useful mathematical tool for the theoretical study of biosensor tomography. 7. Conclusions. In this paper, we have presented two novel iterative regularization methods for linear ill-posed problems under non-negativity constraints. Unlike projection based methods, our new approaches preserve the non-negativity of approximate solutions x h,δ k during iterations. Strong convergence of the suggested iterative methods has been shown. Moreover, under appropriate source conditions, convergence rate results are presented for one of the approaches. The developed methods are applied for the solution of a two dimensional linear Fredholm integral equation of the first kind, which is a model of biosensor tomography. Numerical experiments of two model problems demonstrate that the presented methods are clearly faster than the projected Landweber iteration. A real data problem also indicates that our methods are able to produce a meaningful featured approximate solution that can be used in practice. Similar to the projected Landweber iteration, the two new non-negativity preserving iterative regularization methods that are introduced should also be applicable to solve non-linear ill-posed problems. This will be one of the topics of our future work.
