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Abstract
All wearable centric location sensing technologies must
address the issue of clock synchronisation between signal
transmitting systems and signal receiving systems. GPS re-
ceivers, for example, compensate for synchronisation er-
rors by incorporating a model of the receiver clock offset
in the navigation solution. Drift between satellite clocks is
also monitored to keep signal data in synch with GPS time.
Most ultrasonic positioning systems solve the synchronisa-
tion problem by using a second medium for communica-
tion between transmitter and receiver devices. The trans-
mitters in these systems emit RF signals (pings) to indicate
the transmission of subsequent ultrasound signals (chirps).
By subtracting the arrival time of the ping from that of the
chirps, the receiver is able to compute the distance to each
transmitter.
In this paper, we describe an ultrasonic positioning sys-
tem that does not use RF signals to achieve synchronisation.
Instead, it exploits a periodic chirp transmission pattern to
model the receiver’s position using chirp reception times
exclusively. Not only does the system improve on the accu-
racy of previous technologies but it also eliminates bulky RF
circuitry – a deﬁnite advantage for wearable applications
where component size and weight are critical for usability.
1 Introduction
Our goal is to develop a passive, wearable centric posi-
tioning system. Building on the University of Bristol’s pre-
vious solution [11], we maintain that cost, weight and size
are of critical importance for use within a wearable frame-
work. Our new approach improves on its predecessor in
two important ways. First, by eliminating the need for RF
we are able to reduce the size and weight of the ultrasonic
receiver considerably. Large RF chips and cumbersome an-
tennae, that quite often consume more than ﬁfty percent of
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the receiver conﬁguration, are no longer required. The re-
ceiver is reduced to a single ultrasonic microphone and its
accompanying ampliﬁcation circuitry.
The second improvement achieved with an RF free so-
lution is the elimination of clock synchronisation errors.
These errors are particularly evident in systems that use
pings to indicate the start of a chirp transmission sequence.
For example, rather than use a ping to indicate the transmis-
sion of a single chirp [10, 15], Bristol’s system uses a ping
to indicate the start of a transmission cycle, within which
four or more chirps may be transmitted. There is an agree-
ment between the transmitter and receiver as to the length
of delay between transmission of the ping and subsequent
chirps. We have been able to demonstrate that the actual de-
lay used by the transmitter and the delay experienced by the
receiver are not consistent, especially for chirps late in the
sequence. This observation is a direct result of the differ-
ent frequencies of the transmitter and receiver clocks, pro-
ducing errors in the calculation of transmitter-receiver dis-
tances. By eliminating the RF synchronisation mechanism
and the associated assumption of equal clock frequencies
we are able to eliminate these errors.
The RF free transmitter transmits chirps at regular inter-
vals and in a known pattern. This, along with knowledge
of transmitter locations, is all that a receiver needs to cal-
culate its position. GPS receivers face a similar challenge,
where the position of the satellites is also known. The major
difference between the two systems, however, is that GPS
receivers have access to signal transmission times encoded
in the signal [5]. They need only compensate for receiver
synchronisation issues (offset from GPS time) to determine
distance to the satellites. Our receivers, on the other hand,
must extract transmission times by exploiting the periodic
nature of the transmitter system.
2 Problem
The transmitter used in the RF free system is constructed
in a similar fashion to the system designed at the University
of Bristol [11]. Four transmitters are placed in a square on
the ceiling of a room and are activated in a cyclic pattern as0 1
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Figure 1. Transmitter Operation
shown in Figure 1. This arrangement is used for trials dis-
cussed in Section 3 while we generalise the system to use
a non-planar, non-square conﬁguration in Section 4. The
40kHz speakers transmit 1ms chirps in turn, with a constant
delay between each transmission. This delay is deﬁned as
50ms on the transmitter although the receivers evaluate it
on their local, real-time clocks, arriving at slightly different
values. The wearable receiver is constructed from an ultra-
sound microphone and an ampliﬁcation circuit. Note that
placing the receiver on the wearable enables the wearable
to locate itself without a central governing system. This is
a wearable centric system, known in the GPS community
as a receive-only passive system [5]. Unlike the commer-
cial tracking solutions available today [7], our system does
not rely on an omnipotent infrastructure to co-ordinate chirp
transmissions and track mobile devices. It draws more of a
parallel with GPS, where the position of a receiver is cal-
culated on, and known only to, that receiver. This is an
advantage for applications where user privacy is an issue.
Our task is to design a receiver that is capable of mod-
elling its position based on chirp reception times only. It
must incorporate a number of different known and unknown
variables, including the following:
U transmission time of a chirp
R reception time of a chirp
P transmission interval
t time-of-ﬂight for a chirp
(x,y,z) receiver position
(Xi,Yi,Zi) position of transmitter i
A subscript k is used to denote a state or measurement at
chirp number k. Since chirps are transmitted at an interval
of P, k is linearly related to time.
The Kalman ﬁlter (KF) [8] has distinguished itself as
a powerful tool for modelling time-varying random pro-
cesses. It is used extensively in tracking and navigation
applications as well as applications that require complex
sensor fusion. We apply the KF to our problem in several
different ways. In the next section, we discuss how the ﬁl-
ter is used to model only the transmitter process while the
following section examines its use in modelling a complete
system, including the position of the receiver.
3 Transmitter Model
The transmitter follows the time varying process de-
scribed below:
Uk = U0 + kP (1)
Here, transmission times, Uk, are linearly related to the
transmission period, P, and the transmission time of the
ﬁrst chirp in the endless sequence, U0. In this section of the
paper we only model this process, providing a base upon
which we develop the full system in later sections.
3.1 Filter Design
In order to model the simple linear relationship of Equa-
tion 1 we do not require a Kalman ﬁlter (a least square ﬁt
will sufﬁce). However, to set the stage for the following
sections where a KF is required, we choose to use one here.
To make the design of the KF simple, we assume that the
receiver is stationary for the duration of a four-chirp trans-
mission cycle. Doing this allows us to relate the transmitter
process in Equation 1 to the reception times of the chirps,
in four-chirp sequences. The following set of equations re-
lates the position of the receiver to the reception times of a
sequence of chirps using simple trilateration:
v2(t0)2 = (x − g)2 + (y − g)2 + z2
v2(r1 − P + t0)2 = (x − g)2 + (y + g)2 + z2
v2(r2 − 2P + t0)2 = (x + g)2 + (y + g)2 + z2
v2(r3 − 3P + t0)2 = (x + g)2 + (y − g)2 + z2
(2)
where v, ri and g are deﬁned as:
v = speed of sound at room temperature
ri = reception times relative to chirp 0, ri =
Ri − R0, i = 1..3
g = transmitter grid size (distance from axes)
Solving these equations for the time-of-ﬂight of the ﬁrst
chirp in the sequence, t0, gives:
t0 =
(r1 − P)2 − (r2 − 2P)2 + (r3 − 3P)2
−2(r1 − P) + 2(r2 − 2P) − 2(r3 − 3P)
(3)
Furthermore, the chirp transmission time for the kth chirp
is related to its time-of-ﬂight and reception time by the fol-
lowing equation:
Uk = Rk − tk (4)Combining this result with Equation 1, we are able to cal-
culate U0:
U0 = Rk − tk − kP (5)
In this equation, k refers to the ﬁrst chirp in any four chirp
sequence (labelled t0 in Equation 3). Because we incorpo-
rate four chirps at every step of the KF, k is incremented by
four after each step.
The two variables P and U0 completely describe the
time-varying transmitter process. The system tracks them
as the states of the KF. The state equations are as follows:
P = Pprevious
U0 = U0previous
(6)
The KF measures U0 indirectly by pre-processing the chirp
reception times using Equations 3 and 5. It also measures
P indirectly by subtracting reception times of subsequent
chirps originating from the same transmitter.
4P = Uk − Uk−4
= (Uk + tk) − (Uk−4 + tk−4)
= Rk − Rk−4 (7)
As before, this equation assumes that the receiver does not
move between successive measurements, ie. tk = tk−4.
3.2 Results
The KF was tested with two ten-minute data sets: one
with a stationary receiver and one with the receiver moving
around the room. Figure 2 shows plots of measured values
for P and U0 versus their ﬁltered equivalents for the station-
ary data set. It illustrates how the KF is able to converge on
values that are much more accurate than the raw measure-
ments. The top ﬁgure shows that the measured values for P
are accurate to within ±2µs while ﬁltered P in the middle
diagram is accurate to within ±20ns after 40 seconds. The
lowest plot shows the measured value for U0 – accurate to
within ±200µs – with its ﬁltered counter-part performing
signiﬁcantly better.
During the second trial, the receiver was moved around
the room at random. Figure 3 illustrates how the values of
P and U0 converge as they did in the ﬁrst trial but are dis-
turbed by the movement of the receiver. The spikes in the
plots result from the assumption in the measurement equa-
tions (2 and 7) that the receiver is motionless. When the
receiver moves, the equations become inconsistent and the
ﬁlter attempts to compensate by adjusting P and U0. In the
next section we demonstrate a solution that eliminates this
undesirable behaviour.
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Figure 2. Transmitter Model: Stationary Re-
ceiver
4 Position Model
To improve on the results of the previous section, we
incorporate some of the hidden dynamics neglected in the
previous design. In particular, the relationship between the
receiver position and the transmitter operation are unknown
to the ﬁlter in the Transmitter Model, where the dynamics
areconcealedinthemeasurementpre-processingequations.
By deﬁning the time-of-ﬂight of chirp k (originating from
transmitter i) as:
tk =
p
(x − Xi)2 + (y − Yi)2 + (z − Zi)2 (8)0.049786
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Figure3.TransmitterModel: MovingReceiver
and manipulating Equation 5, we are able to formulate an
equation that expresses chirp reception times in terms of
ﬁve unknown variables (P, U0, x, y, z):
Rk =
p
(x − Xi)2 + (y − Yi)2 + (z − Zi)2
+ U0 + kP (9)
Again, in this equation, U0 refers to the transmission time of
the ﬁrst chirp since the start of the system. For simplicity,
we omit the speed of sound by redeﬁning position in terms
of time-distances. In the case of the x-axis, for example,
we observe x = xactual/v where v is the speed of sound.
Transmitter positions are represented in this form as well.
4.1 Filter Design
The state vector contains the ﬁve unknown random vari-
ables.
x = [ P U0 x y z ]T (10)
For this iteration of the ﬁlter design, we assume that move-
ments of the receiver are a result of noise in the process
dynamics. In other words, we hide receiver velocity from
the ﬁlter. As a result, the state transition matrix, A, is the
identity matrix, deﬁning the state – which includes position
– as constant over time.
Theconvenientconsequenceofincludingtheprocessdy-
namics in the KF is that measurement pre-processing is no
longer required. The chirp reception times are passed di-
rectly to the ﬁlter as the measurements. We use Equation 9
to deﬁne the relationship between chirp reception times and
the state, nominating it as the KF measurement sensitivity
equation. However, in order to use this non-linear equation
in our model, we must linearise it by applying the Extended
Kalman Filter (EKF) method. In an EKF, the measurement
sensitivity matrix, Hk (a Jacobian matrix), is derived from
the partial derivatives of the measurement sensitivity equa-
tion, evaluated at the current state. In our design, Hk is
computed from the partial derivatives of Equation 9 at ev-
ery time-step.
Our problem is also specially suited for a technique of
measurement integration known as single constraint at a
time (SCAAT) [17]. This method allows reception times
to be incorporated into the ﬁlter as they are observed (in-
stead of waiting for a complete chirp sequence), improving
the response time of the system as well as reducing com-
putational overhead (see [17]). Employing SCAAT means
that the step counter of the ﬁlter is equal to k, which counts
chirps originating from transmitters identiﬁed by k mod n,
where n is the number of transmitters.
It is also important to note that this solution does not
depend on the orientation of the transmitters. Unlike the
Transmitter Model, which relies on Equation 2, the Position
Model only requires that the location of the transmitters be
known. In the next section we describe results from trials
using a six-transmitter system where the square topology
shown in Figure 1 is supplemented with two transmitters
located outside of the plane.
4.2 Results
Again, the EKF was tested with two data sets, the sta-
tionary test with two minutes of data and the moving test
with approximately three minutes of data.
The ﬁrst test is the stationary test, where the receiver
was left at position (0.21m,-0.40m,-1.53m). The top two
graphs of Figure 4 illustrate how the ﬁlter closes in on val-
ues for P and U0 during this test. Figure 5 shows the posi-
tion of the receiver in terms of its co-ordinates in the room
(x, y, z). With regards to accuracy, the calculated standard
deviations are 6mm, 5mm, and 40mm in the x, y, and z
directions, respectively.
The second test was done with a moving receiver.
Throughout the test, the receiver height (z) was held con-
stant at -1.53m while x and y were varied within a 2m0.049771
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Figure 4. Convergence of P, U0
square area. The two graphs at the bottom of Figure 4 show
the convergence of P and U0 during this test. As expected,
the results are better than those achieved with just the Trans-
mitter Model (Figure 3). It is also apparent that the Position
Model converges to more accurate values for P and U0 in
the stationary test than it does for the moving test. This is a
predicted observation where, in the case of the moving test,
the unmodelled receiver motion results in an increase in the
system error. The increase in error affects the stability of
all of the state variables, including P and U0. We expect
that improving the dynamic model – by including velocity
– will enhance the ﬁlter’s performance in this respect.
The x, y, and z co-ordinates for the moving receiver path
are displayed in Figure 6. The standard deviation for z in
this test is 10cm. To calculate the error in the x and y direc-
tions, we use the Projected Standard Deviation method [12]
over the variances displayed in Figure 7 (a close-up of the
region highlighted in Figure 6 where our system performs
the worst). The Projected Standard Deviation over this re-
gion of maximum variance is approximately 5cm.
The deﬂections or variances in the path are caused by
the SCAAT method, where the state is updated one mea-
surement at a time. There are certain locations on the path
where these variances are larger than others, for example,
the region illustrated in Figure 7. We have determined that,
at these locations, the chirps arrive at the receiver from shal-
low angles, resulting in degraded chirps and skewed mea-
surements of reception time. A better transmitter topology
and a model of measurement degradation based on angle
and distance from the transmitters should reduce the size of
these variances. Again, we also expect that improving the
dynamic model will help with this as well.
The error along the z axis is noticeably larger than that
CPU % of Real-time
Athlon (1.6GHz) 0.05
StrongARM (200MHz) 4.08
Table 1. Percentage of Real-time Execution
of the x and y axes for both the stationary and moving tests.
This is a result of a higher dilution of precision (DOP) in
the z direction, a characteristic inherent to the placement
of the transmitters. For the conﬁguration used in this sec-
tion, thespacebetweenthetransmittersismuchlargeralong
the x and y axes and, therefore, provides better accuracy in
these directions [5]. The result gives motivation for avoid-
ing transmitter arrangements that are planar, such as that
discussed in Section 3. In a planar conﬁguration the DOP
in the z direction is extremely high.
For all of the tests, the ﬁlter is able to compute the re-
ceiver’s location in real-time. Table 1 shows the execution
time of the moving test as a percentage of real-time execu-
tion. The test was performed on two different machines: a
PC with a 1.6GHz Athlon processor and a wearable com-
puter with a 200MHz StrongARM processor. The results
show that both processors are able to comfortably handle
the computational load. Additionally, the performance of
the algorithm can be improved further by optimising the
matrix operations executed during each step of the Kalman
ﬁlter.
Execution time, and hence computational complexity, is
inversely related to the period of chirp transmission, P. De-
creasing P increases the number of step operations that the
Kalman ﬁlter performs for a ﬁxed period of time. How-
ever, P has a physical lower bound beyond which collisions-1.5
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Figure 5. Stationary Receiver Path
between sequential transmissions becomes highly probable.
The bound imposed by processor resources is much lower
than this physical bound and is thus ignored. The number
of transmitters used in the system does not affect computa-
tional complexity. For example, adding transmitters to the
system only decreases the frequency at which each trans-
mitter is activated – the time between the processing of each
chirp (P) is not affected. For six transmitters the storage re-
quirements is around 180 bytes. The code is 8.7 kilobytes
binary. We hope that it will ﬁt on the dsPICr devices that
Microchip are expected to release at the end of 2003.
5 Conclusion
We have demonstrated that it is not necessary to use RF
in an ultrasonic positioning system for wearable computers.
Our system shows that it is possible to model the position of
a wearable receiver using chirp reception times only. This
is achieved by exploiting the periodic transmission interval
in the RF free transmitter. The system is able to extract x,
y, and z co-ordinates with a fairly high degree of accuracy
(∼10cm for the moving tests).
Eliminating the RF components on the receiver circuit
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gives advantages in terms of wearability, price and power
consumption. As a sensor, the receiver is smaller and eas-
ier to embed in a wearable framework. Fewer components
means that the cost of the overall system is reduced as well.
In terms of power consumption, an RF free receiver offers
increased battery longevity. Although the computational
load on the receiver is greater with the introduction of a
Kalman ﬁlter, this is more than accounted for by the reduc-
tion in the number of powered components in the circuit.
We hope to run the system on a low power DSP such as the
Microchip dsPICr.
There are also privacy advantages to our system. Unlikeother ultrasonic solutions available today, our system is not
a tracker. The infrastructure is unintelligent. It provides
only simple reference points that the receiver uses to com-
pute location; very much in the same way that GPS works.
This information is proprietary to the wearable system, an
important feature for applications where privacy is a con-
cern.
6 Future Work
All narrowband ultrasonic positioning systems are faced
with the problem of in-band noise, occlusions and chirp col-
lisions. Although excellent work has been done to alleviate
these problems using broadband ultrasound [6], we believe
that narrowband systems can still be improved. In future
versions of the system design we hope to use our model to
handle missing or anomalous measurements from noise or
reﬂections. By observing measurement residuals, for ex-
ample, the Kalman ﬁlter can be used to determine measure-
ment quality. We hope that, at the very least, residual anal-
ysis will allow us to identify outliers so as to prevent them
from corrupting the system.
Other improvements to the system will involve develop-
ing the dynamic position model further. Augmenting the
state with higher order dynamics, such as velocity, should
improve the system’s response to receiver movement. In-
troducing a model for measurement error with respect to
transmitter angle and distance should also improve perfor-
mance and, hopefully, eliminate unwanted deﬂections in the
receiver path.
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