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ABSTRACT
Type Ia supernovae (SNe Ia) are among preeminent distance ladders for precision cosmology due
to their intrinsic brightness, which allows them to be observable at high redshifts. Their usefulness as
unbiased estimators of cosmological distances crucially depends on accurate understanding of their in-
trinsic brightness. This knowledge is based on calibrating their distances with Cepheids. Gravitational
waves from compact binary coalescences, being standard sirens, can be used to validate distances to
SNe Ia, when both occur in the same galaxy or galaxy cluster. The current measurement of distances
by the advanced LIGO and Virgo detector network suffers from large statistical errors (∼ 50%). How-
ever, we find that using a third generation gravitational-wave detector network, standard sirens will
allow us to measure distances with an accuracy of ∼ 0.1%-3% for sources within ≤ 300 Mpc. These
are much smaller than the dominant systematic error of ∼ 5% due to radial peculiar velocity of host
galaxies. Therefore, gravitational-wave observations could soon add a new cosmic distance ladder for
an independent calibration of distances to SNe Ia.
Subject headings: gravitation—gravitational waves—galaxies: supernovae—cosmology: observations—
cosmology
1. INTRODUCTION
The geometry and dynamics of the universe can be
inferred by two key ingredients obtained for a popu-
lation of cosmological sources: precise measurement of
their redshift and accurate estimation of their luminos-
ity distance. The luminosity distance DL to a source at
a redshift z depends on a number of parameters such as
the Hubble-Lemaˆıtre parameter H0, dimensionless dark
matter and dark energy densities ΩM and ΩΛ, dark en-
ergy equation of state parameter w(z) (which may itself
depend on redshift), and the curvature of space Ωk. One
can fit a cosmological model DL(z; ~p) to a set of, say
k, measurements {DkL, zk} and hence determine the pa-
rameters ~p = (H0,ΩM ,ΩΛ,Ωk, w). It is apparent that to
do so one must obtain an unbiased measurement of the
distances and redshifts at cosmological scale.
Distances can be measured using a standard candle —
a source whose intrinsic luminosity is well constrained,
so that its measured flux can be used to infer its dis-
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tance. Calibration of distance to astronomical sources
typically uses a “distance ladder” of multiple steps to get
from nearby sources to those at cosmological distances.
For example, in the most precise recent approach, nearby
Type Ia supernovae (SNe Ia) are calibrated via the “stan-
dard candle” behavior of Cepheid variable stars (Riess
et al. 2019). The Leavitt Law enabling determination
of Cepheid luminosities from their periods is calibrated
in the Milky Way galaxy, via Cepheid parallaxes (Riess
et al. 2018); in the Large Magellanic Cloud, via obser-
vations of detached eclipsing binary systems (Pietrzyski
et al. 2013); and in the “megamaser” galaxy NGC 4258,
which has a known geometric distance from radio ob-
servations (Humphreys et al. 2013). Cepheid-based cali-
bration of the nearby sample of SNe Ia then enables the
use of their counterpart SNe Ia on cosmological scales to
measure the Hubble constant (Riess et al. 2016, 2019).
This approach currently gives H0 = 74.03± 1.42 km s−1
Mpc−1 (Riess et al. 2019).
An alternative geometric approach to distance mea-
surement (by H0LiCOW team), independent of the dis-
tance ladder, uses gravitational lensing time delays and
careful modeling to derive a somewhat less precise single-
step measurement of the Hubble constant, H0 = 73.3
+1.7
−1.8
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2km s−1 Mpc−1 (Wong et al. 2019).
Both of these H0 values are larger than those derived
from the Planck Collaboration’s observations of the cos-
mic microwave background (CMB), H0 = 67.4± 0.5 km
s−1 Mpc−1 (Aghanim et al. 2018), and from the z . 2
measurements of the Baryon Acoustic Oscillation (BAO)
peak of the galaxy correlation function, as calibrated
against the physical scale of the CMB acoustic peak.
The Dark Energy Survey (DES), for example, recently re-
ported H0 = 67.77±1.30 km s−1 Mpc−1 (Macaulay et al.
2018), while a joint analysis of several recent BAO results
by Addison et al. (2018) gives H0 = 66.98± 1.18 km s−1
Mpc−1. Thus, present H0 estimates can be divided into
two categories: early universe estimates (CMB, BAO)
which tend low, and late universe estimates (SNe Ia,
H0LiCOW) which tend high, with the difference between
the two potentially reflecting new physics on cosmologi-
cal scales (Riess et al. 2019), either at low redshift or in
the early universe (Aylor et al. 2019).
Observation of gravitational waves (GWs) has opened
up the possibility of accurately measuring distances on
all scales independent of the cosmic distance ladder. In-
deed, binary black holes and binary neutron stars are now
being used to infer both the absolute and apparent lumi-
nosity of the source: the rate at which the emitted wave’s
frequency chirps up as it sweeps through the sensitivity
band of a detector gives the source’s intrinsic luminos-
ity and the measured wave’s amplitude gives the source’s
apparent luminosity. Combining the two we can infer the
source’s luminosity distance. The frequency evolution of
the wave is completely determined by general relativity:
it depends on the source’s masses and spins, which are
also measured via the wave’s amplitude and frequency
evolution in a network of detectors. Apart from general
relativity, no detailed modeling of the source is required
in this measurement. The apparent luminosity of the
source (basically the strain amplitude) depends not only
on the luminosity distance but also the source’s position
on the sky and the orientation of the binary’s orbit rela-
tive to the line of sight from the detector to the source.
With a network of three or more detectors it is, in prin-
ciple, possible to infer all the unknown parameters of the
source. In practice, however, the source’s inclination is
difficult to measure, especially when the orbital plane is
close to face-on or face-off relative to the detector. This
causes the biggest uncertainty in the estimation of lumi-
nosity distance of the source. In Sec. 2 of this paper, we
briefly discuss various uncertainties in the measurement
of the source’s luminosity distance from their GW signal.
Gravitational wave observations should be able to cali-
brate all the rungs of the cosmic distance ladder for every
galaxy or galaxy cluster that hosts a binary merger, and
have potential to deliver new insights into the physics
of these rungs. For example, one can ask if the Dn–
σ relationship, one of the rungs of the distance ladder,
is metallicity-dependent. Moreover, are there system-
atic variations due to the inclination of the galaxy that
could be resolved from GW observations? Among all the
rungs of distance ladder, currently SNe Ia are the only
ones that can estimate extragalactic distances at very
high redshifts (z ∼ 2.26, Rodney et al. (2015)) and hence
have immense importance in measuring cosmological pa-
rameters (Betoule et al. 2014; Scolnic et al. 2018). Accu-
rate measurement of distances to SNe Ia at high redshifts
requires correct profiling of their light curves, which in
turn requires accurate calibration of their distances in
the local universe. SNe Ia are believed to be the result of
accretion induced collapse and explosion of white dwarfs.
It is likely, however, that some of the SNe Ia come from
mergers of binary white dwarfs instead of collapse of ac-
creting white dwarfs (Raskin et al. 2012). Distinguishing
between different subclasses of SNe Ia would be one of
the applications of standard sirens.
If SNe Ia and binary neutron star mergers occur in
the same galaxy or galaxy cluster then it is possible to
directly calibrate SNe Ia luminosities with distances in-
ferred from GW observations. It is this approach that we
focus on in the present work. While it is highly unlikely
for a binary neutron star merger to occur in the same
galaxy as a SN Ia in a given year, every merger event
in a rich galaxy cluster will typically be accompanied by
multiple SNe Ia from the galaxies in that cluster. Con-
sidering only clusters rich enough to host on average one
or more SNe Ia per year, we expect ∼3.7 binary neu-
tron star mergers per year from the nearest 34 such clus-
ters (Girardi et al. 2002), located at redshifts z < 0.072
(DL . 300 Mpc). Thus, GW observations from binary
neutron star mergers provide a unique opportunity to
calibrate SNe Ia and to look for subclasses of SNe Ia,
which could improve the precision of using them as stan-
dard candles.
Consistency of the Hubble diagram determined from
GW and SNe Ia would confirm that calibration of SNe
Ia is unlikely to have any systematic errors. On the con-
trary, any discrepancy in the Hubble flow determined by
the two methods could point to systematics in either.
One could, in principle, use the Hubble-Lemaˆıtre param-
eter as a proxy for distance to SNe Ia hosts and calibrate
their luminosities. Such a calibration would work well
on average but would not be useful for any one galaxy
or galaxy cluster, as there are radial velocity departures
from the Hubble flow that are unknown. Thus, it is nec-
essary to know the peculiar velocity of the galaxy to infer
the luminosity distance from H0. However, if standard
sirens and SNe Ia are both present in the same galaxy
or galaxy cluster, the knowledge of the radial velocity is
not needed for calibrating SNe Ia.
In this paper, we investigate the possibility of using
GWs from compact binary coalescences to calibrate the
luminosity of SNe Ia. In a future publication we will
explore application of standard sirens to other outstand-
ing problems in astrophysics related to distance measure-
ment, including traditional extragalactic scaling relation-
ships such as the Tully-Fisher method and Fundamental
Plane.
The rest of the paper is structured as follows. We ex-
plain how GWs are used for precision cosmology and how
it can be used as a distance calibrator for SNe Ia while
giving supporting arguments in Sec. 2 and 3. In Sec. 4,
we compute statistical error in the distance measurement
using various networks of GW detectors and show that
a good enough accuracy can be achieved in future such
that GWs will be able to calibrate distances to the local
SNe Ia better than any of the previously known distance
measures. In Sec. 5, we discuss various sources of sys-
tematic error in the distance estimation of SNe Ia from
GWs. Finally, we conclude the paper in Sec. 6 with a
3brief summary of our findings.
2. GRAVITATIONAL WAVES AS STANDARD SIRENS
In late 1980’s it was noted that GWs from compact
binary coalescences could be used to infer the source’s
luminosity distance (Schutz 1986; Krolak & Schutz 1987)
and hence opened up a novel method of measuring
the Hubble-Lemaˆıtre parameter H0. The redshift z to
a merger event is degenerate with the binary’s total
mass M and it is only possible to infer the combination
(1+z)M from GW measurements alone1. Unfortunately,
the sky position error-box containing a merger event typ-
ically contains thousands of galaxies (Gehrels et al. 2016;
Nair et al. 2018). Assuming the merger came from any of
the galaxies within the error-box would lead to multiple
values of H0 for a single merger. With a large enough
population of events one gets a distribution of measured
values of H0 which will peak at its true value. This way
of estimating H0 is known as statistical method and it
does not require GW events to have an electromagnetic
counterpart. Alternatively, if electromagnetic follow-up
observations in the sky position error-box of a merger
identify a counterpart then it would be possible to di-
rectly obtain source’s redshift (Dalal et al. 2006) and
hence directly infer the Hubble-Lemaˆıtre parameter. Ei-
ther of these methods requires accurate knowledge of the
sky position of the source, which could be obtained with
a network of three or more GW detectors.
Following Schutz (1986), there were many studies, in-
volving realistic binary waveform models and advanced
data analysis techniques, on how GW events with or
without electromagnetic counterparts could help in mea-
suring H0 precisely (Holz & Hughes 2005; Dalal et al.
2006; MacLeod & Hogan 2008; Sathyaprakash et al. 2010;
Del Pozzo 2012; Chen et al. 2018). After the detection
of GW170817 (Abbott et al. 2017b) and identifying its
host galaxy NGC 4993 as an optical counterpart, the
H0 is estimated to be 70
+12
−8 km s
−1 Mpc−1 (Abbott
et al. 2017c). As a proof-of-principle demonstration of
the statistical method, the Hubble-Lemaˆıtre parameter
is found to be H0 = 77
+37
−18 km s
−1 Mpc−1 without using
the knowledge of NGC 4993 but the distance information
from GW170817 alone (Fishbach et al. 2018).
Gravitational wave driven inspiral of compact binaries
carry information of the masses and spins of the binary
components as well as its luminosity distance, position
on the sky, and the orbital inclination with respect to the
observer. Today we have highly accurate waveform mod-
els as well as parameter estimation techniques to extract
these information from binary’s GW signal. We refer the
readers to Veitch et al. (2015) and Abbott et al. (2016c)
for the details on how distances to binaries along with
other parameters are inferred from the GW signals. In
Holz & Hughes (2005), it was argued that the planned
space-based GW observatory LISA (Audley et al. 2017)
will be able to measure luminosity distance to supermas-
sive binary black hole mergers at z ∼ 1 with ∼ 1− 10%
accuracy. It was also noted that this accuracy is largely
limited by the poor localization of GW sources on the
1 In the case of binary neutron stars, tidal effects allow the de-
termination of the redshift of a merger event (Messenger & Read
2012; Messenger et al. 2014) albiet measurement errors based on
current methods are too large to be useful for cosmography.
sky. However, Arun et al. (2009) found that inclusion
of higher modes in the waveform models could signifi-
cantly reduce the errors on luminosity distance, although
LISA’s ability to measure cosmological parameters will
be limited by weak lensing effects (Van Den Broeck et al.
2010)
The strong degeneracy between the luminosity dis-
tance DL and inclination angle ι and its effect on the
measurement of both these parameters are well known
in the literature (see e.g., Ajith & Bose (2009); Usman
et al. (2018) for details). This is because both distance
and inclination, along with the sky position angles, ap-
pear together in the amplitude of the GW polarization
states (see, e.g., Eqs. (2) in Apostolatos et al. (1994)).
Due to this degeneracy, a face-on (ι = 0◦) or a face-off
(ι = 180◦) binary far away has a similar GW amplitude
to a closer edge-on (ι = 90◦) binary. This degeneracy
can be broken to some extent by using a network hav-
ing as many detectors as possible, as far away from each
other on Earth as possible (Cavalier et al. 2006; Blair
et al. 2008; Fairhurst 2011; Wen & Chen 2010). Employ-
ing accurate waveform models that incorporate higher
harmonics and spin-precession also help break this de-
generacy (Arun et al. 2009; Tagoshi et al. 2014; Vitale &
Chen 2018). Measuring the event electromagnetically, if
the binary coalescence has an electromagnetic counter-
part, partially breaks the DL − ι degeneracy (Nissanke
et al. 2010). Moreover, if one can constrain the orbital
inclination from the electromagnetic observations (Evans
et al. 2017), the uncertainty in the distance measurement
is greatly reduced as we will see below.
Gravitational waves just like electromagnetic waves get
lensed when they propagate through the intervening mat-
ter (Ohanian 1974; Bliokh & Minakov 1975; Bontz &
Haugan 1981; Deguchi & Watson 1986; Nakamura 1998).
The dark matter distribution along the line of sight as
a GW propagates from its source to the detector can
amplify or de-amplify signal’s amplitude without affect-
ing its frequency profile (Wang et al. 1996; Dai et al.
2017; Hannuksela et al. 2019). This ‘weak lensing’ results
in an additional random error in the distance measure-
ment using GWs (Van Den Broeck et al. 2010). Kocsis
et al. (2006) showed that, in the case of super-massive
black hole binaries, distance measurement error due to
weak lensing dominates over other uncertainties leading
to ∼ 6% error for sources at z = 2. This translates to
∼ 0.1% error for sources in the local universe (< 300
Mpc) considered in this paper. We shall see below that
this is less than the average error measured by a network
of third generation GW detectors. Though there are pro-
posals to remove the weak lensing effects substantially
by mapping the mass distribution along the line of sight
(Gunnarsson et al. 2006; Shapiro et al. 2010), degrada-
tion of parameter estimation accuracy due to weak lens-
ing will remain an issue for some time.
It is important to note that the distance measurement
is also affected by the detector calibration errors (Abbott
et al. 2017d). The uncertainty in the detector calibration
implies an error in the measured amplitude and phase of
the signal as a function of frequency. At present, the
calibration error is between 5%− 10% in amplitude and
3◦ − 10◦ in phase over a frequency range of 20 − 2048
Hz (Abbott et al. 2016b,a, 2017f,g,h,b). As we will see
in Sec. 4, the median uncertainty in the measurement
4of distance to neutron star binary coalescences located
at distances ∼ 10 − 300 Mpc is ∼ 0.1% − 3%, signifi-
cantly smaller than the current calibration uncertainty in
the amplitude. In addition to statistical errors, detector
calibration may also suffer from small systematic errors.
While these errors are expected to be small, there is cur-
rently no estimate of how large they might be. There is
ongoing effort to improve the calibration of LIGO and
Virgo detectors using alternative methods and it is ex-
pected that calibration errors will be sufficiently small to
not significantly affect distance measurements (Acernese
et al. 2018; Abbott et al. 2017d; Tuyenbayev et al. 2017;
Viets et al. 2018; Karki et al. 2016). These alternative
methods should also help in understanding the system-
atic errors.
In summary, GWs are ‘one-step’ standard sirens (i.e.,
they do not require a calibrator at any distance), and
hence, can provide unambiguous measurement of dis-
tance to the host galaxies and galaxy clusters in the
local universe. This implies that GWs can be used as
a distance indicator to calibrate nearby SNe Ia occur-
ring in the same galaxy or galaxy cluster as the binary
merger. An additional effect that we expect to corrupt
the measurement accuracy is due to weak lensing. Up
to distances of ∼ 300 Mpc, weak lensing effects could be
of the same order (i.e., about 0.1%) as statistical errors
from GW observations.
In the next section we investigate how probable is it to
have binary merger and SNe Ia events in the same galaxy
or galaxy cluster.
3. SPATIAL COINCIDENT OBSERVATION OF A BINARY
NEUTRON STAR MERGER AND A TYPE IA
SUPERNOVA EVENT
Gravitational waves from a binary neutron star merger
in the same galaxy as a SNe Ia could help calibrate the
light curve of the latter and hence allow us to infer the
luminosity function of SNe Ia. How likely is it to observe
a binary coalescence in the same galaxy or galaxy cluster
as a SNe Ia event?
The current estimates of the local (z = 0) SNe Ia rate
are in the range [2.38, 3.62]× 104 Gpc−3yr−1 with a me-
dian of 3.0×104 Gpc−3yr−1 (Li et al. 2011), while that of
binary neutron star mergers are [110, 3840] Gpc−3yr−1
with a median of ∼1000 Gpc−3yr−1 (Abbott et al. 2018).
Using the SDSS r′-band luminosity function of Blanton
et al. (2003), the number density of galaxies in the local
universe is ≈ 107 Gpc−3, when integrated down to LMC-
type (0.1L∗) galaxies. Hence, SNe Ia occur at roughly
once every 300 years per galaxy and binary neutron star
coalescences occur at a rate ∼ 30 times smaller. There-
fore, the chance of observing both of these events in a
single galaxy, over a ten year period, is roughly 1 in 103
per galaxy.
However, for every binary neutron star merger in a
galaxy cluster one expects to find a number of recent
SNe Ia. Although the binary neutron star merger rate in
rich galaxy clusters is yet to be measured, we assume it
will track the SNe Ia rate, as both populations originate
in compact object mergers. Hence, we anticipate the ra-
tio of SNe Ia and binary Neutron star merger volumetric
rates RSNIa : RBNS ∼ 30 : 1 (estimated 90%-confidence
range of 8:1 to 300:1) will carry over to rich clusters di-
rectly. Given an SNe Ia rate in z < 0.04 rich galaxy
clusters of RSNIa ∼ [0.9, 1.4] × 10−12 L−1B, yr−1, with a
median of 1.2×10−12 L−1B, yr−1 (Dilday et al. 2010), this
implies that there will be ≈ 6 SNe Ia and ∼ 0.2 binary
neutron star mergers per year in a Coma-like cluster of
total luminosity LB ≈ 5.0 × 1012 LB, (Girardi et al.
2002).
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Fig. 1.— Projected number of rich galaxy clusters with dis-
tances calibrated by GW observation of binary neutron star merg-
ers (BNS), as a function of the ratio of rates of SNe Ia to BNS
mergers (8:1 in orange; 30:1 in light blue; 300:1 in magenta)
and duration of active GW observations with appropriate sen-
sitivity (DL ≤ 300 (h/0.72)−1 Mpc). Illustrated ranges are at
90%-confidence. Upper panel: Number of rich galaxy clusters at
z < 0.072 (out of 34 in the sample) which will host BNS mergers.
Lower panel: Rates of detection for SNe Ia in the BNS host clus-
ters, quoted as rates per cluster per year of optical observations.
Plot x positions have been adjusted for clarity; all simulations were
evaluated at integer years only. See text for discussion.
In order to explore the implications of binary dis-
tance measurements for calibration of SNe Ia luminosi-
ties, we consider a catalog of the 34 nearest (z < 0.072;
DL ≤ 300 (h/0.72)−1 Mpc) galaxy clusters having lumi-
nosities LB & 8 × 1011 LB,, sufficiently rich that each
is expected to host one or more SNe Ia per year. Draw-
ing cluster identifications and luminosities from Girardi
et al. (2002), with redshifts from the NASA/IPAC Extra-
galactic Database2, we carry out numerical simulations
of the number of binary neutron star mergers observed
in each cluster for active GW observing campaigns of
duration 1 year to 5 years. Each simulation assumes a
ratio of SNe Ia to binary merger rates of either 30:1 (me-
dian), 300:1 (pessimistic), or 8:1 (optimistic), spanning
the current 90%-confidence range in binary neutron star
merger rates. Uncertainties in this ratio dominate over
the present uncertainty in the SNe Ia rate for rich clus-
ters.
These simulations seek to answer two questions: (1)
how many cluster distances can be calibrated by GW
observation of binary neutron star mergers; and (2) how
many SNe Ia luminosities can be calibrated, in turn, via
these cluster distances. Results are presented in Fig. 1:
The mean number of clusters with BNS-based (GW-
2 NASA/IPAC Extragalactic Database: https://ned.ipac.
caltech.edu
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Description of various detector networks used in this paper.
Network Detector location Detector sensitivity flow (Hz)
2G Hanford-USA, Livingston-USA, Italy, India, Japan aLIGO, aLIGO, AdV, aLIGO, KAGRA 10, 10, 10, 10, 1
3G Utah-USA, Australia, Italy CE, CE, ET 5, 5, 1
Hetero Utah-USA, Livingston-USA, Italy, India, Japan CE, Voyager, ET, Voyager, Voyager 5, 5, 1, 5, 5
derived) distance measurements after 5 years of GW ob-
servation is 1.8, 13.2, and 26.6 clusters (of 34 in the sam-
ple) for the pessimistic, median, and optimistic cases,
respectively. The 90%-confidence ranges on these esti-
mates are roughly ±4 in the median and optimistic cases,
and ±1 in the pessimistic case. In the pessimistic case,
it is possible (with ≈1.6% probability) that we do not
observe any cluster that hosts any binary neutron star
event even after 5 years of GW observation.
The number of SNe Ia that can be calibrated via these
binary merger host clusters depends on the total dura-
tion of any associated optical observing campaign capa-
ble of discovering and characterizing SNe in these clus-
ters. We therefore estimate the rate of calibrated SNe Ia
per cluster per year of optical observation, a metric that
is relatively robust both to the ratio of SNe Ia to binary
neutron star merger rates (whether optimistic, median,
or pessimistic), and to the duration of the GW observ-
ing campaign. To estimate the total number of calibrated
SNe Ia, one multiplies the per cluster per year rate (lower
panel) by the number of merger host clusters for the given
GW year scenario (upper panel), and by the duration of
optical observations in years.
The main survey of the Large Synoptic Survey Tele-
scope (LSST Science Collaboration et al. 2017) is
planned to extend for ten years, and this facility will be
capable of discovering and characterizing the majority of
SNe Ia in most of these clusters. We consider a five year
period of observation to be reasonable for the ca. 2030
time frame of the GW campaigns. As seen in Fig. 1,
such a five year baseline of optical observations typically
enables calibration of ≈ 38 SNe Ia per binary neutron
star merger host cluster. In the upper panel, the number
of BNS unique host clusters doesn’t quite raise linearly
with time since we have a finite number of clusters and
mergers repeatedly occur in some of the clusters; we note
that multiple mergers in the same cluster would help to
improve the statistical uncertainty in the calibration of
supernovae.
We note that 90%-confidence ranges on these numbers
are larger than the Poisson error on the number of SNe Ia
would suggest, because fluctuations in the number of bi-
nary neutron star host clusters with GW distance mea-
surements typically dominates the overall uncertainty.
Overall, as a robust lower bound, Fig. 1 shows that the
binary merger approach can anticipate successful calibra-
tion of >1 SNe Ia per cluster per year, or >10 SNe Ia
per cluster for ten years of optical observation.
In the next section, we compute the error in the mea-
surement of distance to the nearby galaxy clusters host-
ing binary neutron star mergers and see how accurately
we can estimate distances using various future networks
of GW detectors.
4. DISTANCE MEASUREMENT ACCURACY USING
STANDARD SIRENS
Let us consider a population of binary neutron stars
is uniformly distributed in the co-moving volume be-
tween luminosity distance DL of 10 Mpc and 300 Mpc.
As we shall see below, for binary neutron star merg-
ers closer than about 300 Mpc the statistical error in
the distance measurement is well below systematic er-
rors. Moreover, at such distances we can approximate
the luminosity distance-redshift relation to be given by
the Hubble-Lemaˆıtre law DL = cz/H0 and we don’t need
to worry about cosmological effects. Also, since we will
be using GWs to calibrate distance to SNe in the local
universe, this distance range is more relevant.
We assume neutron stars in the binaries to be non-
spinning, have fixed masses m1 = 1.45M and m2 =
1.35M and be located randomly on the sky; that is,
their declination θ and right ascension φ obey uniform in
[−1, 1] in sin θ and uniform in [0◦, 360◦] in φ, respectively.
Further, we assume that the cosine of the inclination an-
gle ι (the angle between binary’s orbital angular momen-
tum L and the line of sight N) is uniform in [−1, 1]. The
antenna pattern functions of GW detector also depend
on the polarization angle ψ, which sets the inclination of
the component of L orthogonal to N (see Sec. 4.2.1 in
Sathyaprakash & Schutz (2009)). We choose ψ to be uni-
form in [0◦, 360◦]. This constitutes the parameter space,
{m1,m2, DL, ι, θ, φ, ψ, tc, φc}, for our target binary neu-
tron stars, where tc and φc are the time and phase at the
coalescence of the binary and we set them to be zero in
our calculations. As binary neutron stars have long in-
spirals, we use 3.5PN accurate TaylorF2 waveform (Buo-
nanno et al. 2009) to model their GWs.
Currently we have three second generation (2G) GW
detectors that are operational: advanced LIGO (aLIGO)
in Hanford-USA, aLIGO in Livingston-USA, and ad-
vanced Virgo (AdV) in Italy (Aasi et al. 2015; Acernese
et al. 2015). The Japanese detector KAGRA (Aso et al.
2013; Somiya 2012) is expected to join the network in the
third observing run, and the detector in the Indian conti-
nent, LIGO-India, is expected to be online by 2025 (Iyer
et al. 2011). Therefore, in a few years time we will have a
network of 2G detectors fully operational, observing the
GW sky. We call such a network of second generation de-
tectors the “2G network”. At present, significant efforts
are on-going to put forward the science case for the third
generation (3G) GW detectors such as Cosmic explorer
(CE) (Abbott et al. 2017e) and Einstein telescope (ET)
(Punturo et al. 2010). These 3G detectors will not only
let us ‘hear’ deeper in the universe, allowing more and
more detections, but will also help us study each source
in great detail. These 3G detectors are expected to be
online sometime in 2030s. Therefore, by that time we
will have a network of 3G detectors, say, ET in Italy, one
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Fig. 2.— Cumulative distribution of network SNR for 2G, 3G,
Hetero networks, summarized in Tab. 1. A population of binary
neutron stars with fixed masses m1 = 1.45M and m2 = 1.35M
have isotropic sky-locations and orbital inclinations and are uni-
formly distributed in the co-moving volume between 10 Mpc and
300 Mpc.
CE in Utah-USA and another CE in Australia. It has
been found that by placing 3G detectors on the globe in
this manner, we will be able to achieve maximum science
goals (Hall & Evans 2019). We term such a network of
detectors as “3G network”. Furthermore, there are also
plans to improve the sensitivity of existing detectors at
LIGO sites by a factor two by using high power lasers and
better and bigger test masses, these are called ‘LIGO
Voyager’3. Given this we will have LIGO Voyager, as
well, by the time 3G detectors come online. Therefore,
we assume a hypothetical network of detectors consti-
tuting 3G and Voyager detectors: CE in Utah-USA, one
Voyager in Livingston-USA, ET in Italy, one Voyager in
India and one Voyager in Japan, and we name this as
“Heterogeneous network”. Table 1 lists the detector net-
works used in this paper to measure binary distances,
along with their location on Earth and the associated
noise sensitivity curves4. Figure 2 presents the cumula-
tive distribution of network signal-to-noise ratios (SNR)
for the binary neutron star population we considered in
this paper while using 2G, 3G and Hetero networks.
To measure the errors in the distance we use the Fisher
information matrix technique (Rao 1945; Cramer 1946).
This is a useful semi-analytic method that employs a
quadratic fit to the log-likelihood function and derives
1 − σ error bars on the binary parameters from its GW
signal (Cutler & Flanagan 1994; Arun et al. 2005). Given
a frequency-domain GW signal h˜(f ;θ), described by the
set of parameters θ, the Fisher information matrix is
given as
Γij = 〈h˜i, h˜j〉, (1)
where h˜i = ∂h˜(f ;θ)/∂θi, and the angular bracket,
3 https://dcc.ligo.org/LIGO-T1500290/public
4 We use the an analytical fit given in Ajith (2011)
for the power spectral density (PSD) of aLIGO. The
PSD for AdV, KAGRA and Voyager are taken from
https://dcc.ligo.org/LIGO-T1500293/public. For ET we
use the data given in Abbott et al. (2017a) and for CE we use the
analytical fit given in Kastha et al. (2018).
〈..., ...〉, denotes the noise-weighted inner product defined
by
〈a, b〉 = 2
∫ fhigh
flow
a(f) b∗(f) + a∗(f) b(f)
Sh(f)
df . (2)
Here Sh(f) is the one-sided noise power spectral density
(PSD) of the detector and [flow, fhigh] are the limits of
integration. The variance-covariance matrix is defined by
the inverse of the Fisher matrix, Cij = (Γ−1)ij , where
the diagonal components, Cii, are the variances of θi.
The 1− σ errors on θi is, therefore, given as
∆θi =
√
Cii . (3)
In the case of a network of detectors, one computes Fisher
matrices ΓA corresponding to each detector A and adds
them up
Γnet =
∑
A
ΓA . (4)
The error in the parameters is then given as ∆θi =
√
Cii
where C is now the inverse of Γnet.
As the chirp mass, M = (m1m2)3/5/(m1 + m2)1/5
and symmetric mass ratio, η = m1m2/(m1 + m2)
2
are the best measured mass parameters by GW
observations during the inspiral phase of a bi-
nary, we assume our parameter space to be
θ = {lnM, lnη, lnDL, cos(ι), cos(θ), φ, ψ, tc, φc}. Fisher
matrix based parameter estimation in the context of
third generation detectors have been done the past
(Zhao & Wen 2018; Chan et al. 2018). In this paper, we
compute fractional error in the distance measurement,
∆DL/DL, using the detector networks listed in Tab. 1,
and the results in various observational scenarios are as
follows:
(i) Unknown sky position and inclination: In this
scenario, we assume that nothing is known about the
binaries and compute errors in all the parameters
using 9-dimensional Fisher matrix. This scenario is
relevant when we can not identify the electromagnetic
counterpart of the binary neutron stars and all the
information about the source is coming from GW
observation alone. We compute 1 − σ error in the
parameters {lnM, lnη, lnDL, cos(ι), cos(θ), φ, ψ, tc, φc}
and the cumulative distribution of fractional error in the
distance measurement, ∆DL/DL, is shown on the right
most panel of Fig. 3. We observe that the 3G network
performs slightly better than the Hetero network, con-
straining distances with a median of ∼ 1.6% accuracy
(90% sources have error < 10%). The network of second
generation detectors, on the other hand, performs very
poorly providing distance estimates with ∼ 44% error
(90% sources have error < 200%). On the left panel of
Fig. 4, we present the distribution of 1 − σ error in the
measurement of cosine of the inclination angle ι. Again,
3G and Hetero networks achieve similar accuracies with
a median error of ∼ 0.01 whereas 2G network performs
an order of magnitude worse, constraining cos ι with
median error of 0.4. Figure 5 presents the cumulative
distribution of 90% credible area of binaries on the sky.
The 3G network gives the best estimate for the sky
location followed by Hetero network. For instance, the
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Fig. 3.— Cumulative distribution of 1 − σ distance errors measured with various networks of detectors, 2G, 3G, Hetero, summarized
in Tab. 1. A population of binary neutron stars with fixed masses m1 = 1.45M and m2 = 1.35M have isotropic sky-locations and
orbital inclinations and are uniformly distributed in the co-moving volume between 10 Mpc and 300 Mpc. Left panel shows the errors when
sky-location and orbital inclination of the binaries are not known to us. Middle panel shows the error when sky-location of the binaries are
known and the right panel demonstrates distance errors when both sky-location and orbital inclination of binaries are known to us. All
the sources plotted here have network SNR ≥ 10.
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Fig. 4.— Cumulative distribution of 1− σ inclination errors measured with various networks of detectors, 2G, 3G, Hetero, summarized
in Tab. 1. A population of binary neutron stars with fixed masses m1 = 1.45M and m2 = 1.35M have isotropic sky-locations and
orbital inclinations and are uniformly distributed in the co-moving volume between 10 Mpc and 300 Mpc. Left panel shows the errors when
sky-location and orbital inclination of the binaries are not known to us. Right panel shows the error when sky-location of the binaries are
known to us. All the sources plotted here have network SNR ≥ 10.
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Fig. 5.— Cumulative distribution of 90% credible sky-area mea-
sured with various networks of detectors, 2G, 3G, Hetero, sum-
marized in Tab. 1. A population of binary neutron stars with
fixed masses m1 = 1.45M and m2 = 1.35M have isotropic sky-
locations and orbital inclinations and are uniformly distributed in
the co-moving volume between 10 Mpc and 300 Mpc. All the
sources plotted here have network SNR ≥ 10.
3G network will be able to locate binary neutron star
merger within ∼ 1 deg2 whereas the Hetero network
can have the 90% credible sky area ∼ 1.4 deg2, whereas
the 2G network could only pinpoint the binary neutron
stars with ∼ 170 deg2 sky-area.
(ii) Known sky position but unknown inclination:
In this scenario, we assume that the sky position of
the binary neutron stars are known through their
electromagnetic observations. We, therefore, use the
information of θ and φ of the sources and compute
only 7-dimensional Fisher matrix for parameters:
{lnM, lnη, lnDL, cos(ι), ψ, tc, φc}. The cumulative
distribution of error in the distance measurement is
shown in the middle panel of Fig. 3 and we notice
that the accuracy has slightly improved now for all the
networks. This is because the knowledge of source’s
sky position breaks down the degeneracy between the
sky-location angles (θ, φ) and distance DL and allow
us to measure source distance relatively better. The
3G and Hetero networks are still performing far better
than the 2G network. The right panel of Fig. 5 shows
the distribution of error in cos(ι) and it has slightly
improved as compared to the case when the sky-position
of the source is not known.
(iii) Known sky-position and inclination: This sce-
nario assumes that the sky-position as well as the
inclination angles of the binary neutron stars are known
purely from their electromagnetic counterparts. This
scenario is possible as we already have seen in the
case of GW170817. The sky position of GW170817
was constrained by finding the host galaxy NGC 4993
through numerous optical and infrared observations
(Abbott et al. 2017i) whereas the inclination angle or
the so-called “opening angle” was constrained from
the X-ray and ultraviolet observations (Evans et al.
2017). This scenario has a merit as the error in the
distance measurement can be significantly reduced
as shown in the right most panel of Fig. 3. In this
scenario, we use the information of θ, φ and ι and
compute 6-dimensional Fisher matrices for parameters,
{lnM, lnη, lnDL, ψ, tc, φc}. All the degeneracies between
the distance DL and θ, φ and ι are now broken which
give us highly accurate distance measurement with
median error of ∼ 0.5% for 3G and Hetero networks
(90% sources have error < 0.8%).
Given the measurement capabilities of the different de-
tector networks we can now assess whether it will be pos-
sible to localize a merger event uniquely to a galaxy clus-
ter. As we shall argue unique identification of a galaxy
cluster associated with a binary neutron star merger will
be possible in a 3G or a heterogeneous network for 80%
of the sources. From Fig. 3, left panel, we see that in the
3G (heterogeneous) network, for 80% of binary mergers
the 90% credible interval in the measurement of the lumi-
nosity distance is 4% (respectively, 5%) at distances up
to 300 Mpc. The corresponding 90% uncertaintly in the
sky position of the source is ∼ 3 (∼ 5) square degrees for
a 3G (respectively, heterogeneous) network (see Fig. 5).
These numbers correspond to a maximum error in dis-
tance of ∆DL ∼ 12 Mpc and an angular uncertaintly of
∆Ω ∼ 9× 10−4 str, which correspond to an error box in
the sky of
∆V ' D2L∆DL∆Ω ' 103 Mpc3
(
DL
300 Mpc
)2
.
Given that the number density of galaxies is 3 ×
106 Gpc−3, the error box ∆V will contain ∼ 3 field galax-
ies; if the merger occurs in a cluster, it will be localized
to a unique cluster as the number density of clusters is
far smaller than those of field galaxies. However, without
an electromagnetic counterpart it will not be possible to
associate a merger to a unique galaxy within a cluster,
as the number density of galaxies in a cluster will be far
greater than the number density of field galaxies.
In summary, given that we have restricted our anal-
ysis to rich clusters that are a sixth of Coma or larger,
gravitational wave observations alone will associate most
mergers in clusters to a unique galaxy cluster; an electro-
magnetic counterpart will be needed to further associate
the event to a specific galaxy within a cluster.
5. CALIBRATING TYPE IA SUPERNOVAE WITH BINARY
NEUTRON STAR MERGERS IN A GALAXY CLUSTER
When a binary neutron star merger event occurs in
a galaxy cluster we can be certain that there will be
tens of SNe Ia in the same cluster. How do we calibrate
SNe Ia in one of these galaxies given the distance to
the host galaxy of the binary merger? The problem is
that we would not know the relative positions of SNe
Ia and binary merger host galaxy. In this section we
derive the distribution of the error one would make
if one assumed that both transients occurred in the
same galaxy. In other words, we investigate how the
dispersion of galaxies throughout the cluster might affect
the distance estimation of SNe Ia calibrated through
GW events in the same cluster. An additional source of
error arises from the peculiar velocity of host galaxies of
the transient events. In the second part of this section
we provide a rough estimate of how large this effect
might be.
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Fig. 6.— Cumulative distribution of , the fractional difference between binary neutron star mergers and SNe Ia distances in Coma
supercluster. The cyan curves are 100 realization of sampling radial positions of galaxies in Coma using halotools and the black curve
represents the median. Left, middle and right panel is for assuming 2, 13 and 27 binary neutron star mergers in Coma.
(i) Error due to position uncertainty of SNe Ia
hosts: To this end, we take the example of the Coma
supercluster. The Coma supercluster is roughly 100
Mpc away from Earth and contains more than 3000
galaxies. Following several studies (Lokas & Mamon
2003; Brilenkov et al. 2017) we assume that the matter
density in Coma can be well approximated by the
Navarro-Frenk-White profile (Navarro et al. 1996). To
simulate positions of galaxies within this cluster we
use the publicly available python-package halotools
(Hearin et al. 2017) which requires the number of
galaxies in a cluster, their concentration, and the mass
of the cluster as input parameters. We simulate 1000
galaxies and assume the concentration and mass of the
cluster to be 9 and 1.4 × 1015M h−1, respectively, as
reported in Lokas & Mamon (2003). We consider h to
be 0.701.
In Sec. 3, we learned that ten years of optical observa-
tion would allow us to calibrate roughly 38 SNe Ia per
binary neutron star merger host galaxy cluster. Further-
more, we expect to observe between 1.8 and 26.6 such
clusters within 300 Mpc in five years of GW observation
period. For simplicity in our calculations, we assume that
all these clusters are Coma-like, i.e., they all have same
matter density profile and each contains 1000 galaxies.
Let us consider that one detects a binary neutron star
merger in a particular galaxy cluster, it will then be ac-
companied by 38 SNe Ia within a year. We distribute
1 binary neutron star and 38 SNe Ia randomly among
cluster’s 1000 simulated galaxies, and calculate the frac-
tional difference  in the luminosity distances of binary
neutron star merger and SNe Ia as
 =
|DBNS −DSNeIa|
DBNS
, (5)
where DBNS and DSNeIa are the true distances of binary
neutron star mergers and SNe Ia, respectively, in our
simulation. With one galaxy cluster we obtain 38
samples of , and since all the clusters are the same it is
easy to scale this number with the number of clusters.
More explicitly, having two clusters with each containing
1 binary neutron star merger and 38 SNe Ia is equivalent
to have one cluster containing 2 binary neutron star
mergers and 76 SNe Ia. Following this argument, in
Fig. 6 we plot the cumulative distribution of  for 2,
13 and 27 binary neutron star mergers in a cluster (we
round the number of clusters to the nearest integer).
The cyan colors show 100 realization of sampling radial
positions of galaxies in Coma using halotools and the
black curve represents the median. From Fig. 6 we
note that 90% (99%) of the times  < 0.9% (< 1.5%)
which implies that there will be O(1%) error in the
distance estimation of SNe Ia if calibrated through
binary neutron star mergers in the same galaxy cluster.
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Fig. 7.— Cumulative distribution of magnitude of the line of
sight peculiar velocity, |~vp · nˆ|, of galaxies in the Coma cluster.
The cyan curves are 100 realization of sampling radial velocities of
galaxies in Coma using halotools and the black curve represents
the median.
(ii) Error due to peculiar velocities of host galax-
ies: In a rich cluster, galaxies can have quite a large
peculiar velocity. For example, Lokas & Mamon (2003)
quote that the peculiar velocity ~vp in the Coma cluster
can be as large as ∼ 104 km s−1, while typical rich
clusters are known to have |vp| ∼ 750 km s−1 (Bahcall
1995). What is relevant is the peculiar velocity projected
along the line-of-sight nˆ, namely ~vp · nˆ, because it is this
velocity that affects the apparent luminosity of SNe Ia
10
and binary neutron star mergers due to the Doppler
effect. For ~vp of a constant magnitude but distributed
isotropically in space we would expect the line of
sight RMS velcoity to be ~vp/
√
3. However, ~vp varies
throughout the cluster, and for Coma using halotools
we find v ≡ 〈(~vp · nˆ)2〉1/2 ∼ 103 km s−1, as shown in
Fig 7, where 〈. . . 〉 stands for average over all directions.
The luminosity distance inferred to a binary system
is affected by the local peculiar velocity. The error in-
duced in the luminosity distance due to the RMS line-
of-sight velocity v is δDL = v/H0. Hence, for H0 =
70 km s−1 Mpc−1, the error in binary’s distance is δDL '
14 Mpc. This is the typical error we make in the estima-
tion of distance due to peculiar velocity and it remains
the same for a cluster of given concentration. Thus, at
the distance of the Coma cluster, this error is ∼ 14%
while it reduces to ∼ 5% for clusters at 300 Mpc. As
seen in Fig. 3, the error in luminosity distance of bina-
ries due to GW measurements alone (assuming that the
host’s sky position is known) is ∼ 1.2%, which is far less
compared to the error due to peculiar motion. However,
it is comparable to the error due to the position uncer-
tainty relative to binary neutron star merger of SNe Ia
that we discussed above. Thus, the calibration uncer-
tainty of SNe Ia up to 300 Mpc is largely due to the
peculiar motion of galaxies.
However, what is the typical error in the distance mea-
surement of the binary merger itself in these Coma-like
clusters? We compute the error in the distance mea-
surement of galaxies in Coma using different networks of
detectors.5 Figure 8 shows the cumulative distribution
of network SNR for this population of binary neutron
stars in Coma for 2G, 3G and Hetero detector networks.
We compute the error in binary’s distance measurement
in all the three observational scenarios we discussed in
the previous section and the results are shown in Fig. 9.
The 3G network performs the best in constraining dis-
tances with median of ∼ 2% error (90% sources have er-
ror < 10%) when the electromagnetic counterpart of the
binary neutron star merger can not be identified. The er-
ror reduces to ∼ 0.3% (90% sources have error < 0.5%)
when both the sky-position and inclination angle are
known from the electromagnetic observations. Figure 10
and 11 depict the cumulative distribution of errors in
the measurement of cos(ι) and 90% credible sky area,
respectively.
This shows that the error in the estimation of SNe
Ia distance due to GW calibration is comparable to the
statistical error in the measurement of the calibrator’s
distance itself for the galaxies in the Coma cluster.
6. CONCLUSIONS—GRAVITATIONAL WAVES AS A
COSMIC DISTANCE LADDER
In this paper we explored the possibility of calibrating
type Ia supernovae using gravitational waves from coa-
lescing binary neutron stars as standard sirens. Accord-
ing to the current best estimates, the volumetric rate of
SNe Ia is 30 times larger than binary neutron star merg-
ers. Even so, there is a very little chance that a SNe Ia
would occur in the same galaxy as a binary neutron star
5 In order to sample the sky positions with respect to Earth, we
assume that the center of Coma supercluster is located on the sky
with θ = 27.98◦ and φ = 194.95◦.
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Fig. 8.— Cumulative distribution of network SNR of BNSs in
galaxies in Coma supercluster measured with various networks of
detectors. The binary neutron stars in these galaxies have fixed
masses m1 = 1.45M and m2 = 1.35M and isotropic orbital
inclinations.
merger. However, when a neutron star merger occurs in
a galaxy cluster it is guaranteed that more than one SNe
Ia would have occurred in the same cluster within a year.
As shown in Fig. 1 in a typical rich cluster within 300
Mpc, such as Coma, a binary neutron star merger will be
accompanied by a few SNe Ia each year, providing am-
ple opportunity to calibrate supernovae using standard
sirens.
To accomplish this task it is necessary to control the
error in the measurement of distance to merging binary
neutron stars to well below the other sources of error,
such as the unknown relative positions of SNe Ia and the
peculiar velocity of galaxies within a cluster. One makes
an error of ∼0.9% in distance of SNe Ia, for 90% of the
supernovae, when one does not know the host galaxies
of either SNe Ia or binary merger in a Coma-like cluster
and assume both of them to occur in the same galaxy.
On the other hand, one makes an error of ∼14% due to
the peculiar velocities of galaxies in the Coma-like clus-
ter. Note that Coma is 100 Mpc away from Earth and
both these errors translate to ∼0.3% and ∼5%, respec-
tively, for galaxies at 300 Mpc. In contrast, we find that
the next generation of GW detector network (one Ein-
stein Telescope and two Cosmic Explorers) will be able
to obtain distance error for the standard sirens to be
less than 1% for 90% of the binary neutron star merg-
ers whose sky position and inclination are known from
electromagnetic observations within 300 Mpc. Thus, the
prospect of calibrating SNe Ia using a completely inde-
pendent method and establishing a new cosmic distance
ladder looks bright.
SNe Ia are expected to remain a key tool for distance
estimation and cosmology through the next decade and
beyond. A particularly exciting near-term prospect is
the ten-year LSST survey (LSST Science Collaboration
et al. 2017), due to begin in 2021. LSST will discover
and characterize ∼50,000 SNe Ia per year out to redshift
z ≈ 0.7 in its main survey fields, and an additional ∼1500
per year out to redshift z ≈ 1.1 in its “deep drilling”
fields. Although spectroscopic characterization of all but
a fraction of LSST SNe Ia will not be feasible, photo-
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Fig. 9.— Cumulative distribution of 1− σ distance errors of galaxies in Coma supercluster measured with various networks of detectors.
The binary neutron stars in these galaxies have fixed masses m1 = 1.45M and m2 = 1.35M and isotropic orbital inclinations. Left
panel shows the errors when sky-location and orbital inclination of the binaries are not known to us. Middle panel shows the error when
sky-location of the binaries are known and the right panel demonstrates distance errors when both sky-location and orbital inclination of
binaries are known to us. All the sources plotted here have network SNR ≥ 10.
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Fig. 10.— Cumulative distribution of 1 − σ errors in measurement of orbital inclination of binary neutron stars residing in galaxies in
Coma supercluster. The binary neutron stars in these galaxies have fixed masses m1 = 1.45M and m2 = 1.35M and isotropic orbital
inclinations. Left panel shows the errors when sky-location and orbital inclination of the binaries are not known to us. Right panel shows
the error when sky-location of the binaries are known to us. All the sources plotted here have network SNR ≥ 10.
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Fig. 11.— Cumulative distribution of 90% credible sky-area of
galaxies in Coma supercluster measured with various networks of
detectors. The binary neutron stars in these galaxies have fixed
masses m1 = 1.45M and m2 = 1.35M and isotropic sky-
locations and orbital inclinations. All the sources plotted here
have network SNR ≥ 10.
metric analyses of the SNe Ia and their host galaxies, in
the context of the sheer number of events, are expected
to enable high-quality constraints on cosmology, partic-
ularly the matter density Ωm and Dark Energy equation
of state w. (For LSST’s ultimate cosmological studies,
the SNe Ia analysis will be combined with weak lensing
measurements of mass clustering and the growth of struc-
ture, and a cosmic scale factor analysis from the baryon
acoustic oscillations feature of large scale structure, to
yield joint constraints on all cosmological parameters.)
A GW-based calibration of the LSST sample of SNe Ia
can be achieved at low redshift via binary neutron
star detections from the jointly-observed redshift range
0.02 ≤ z ≤ 0.07 (85 Mpc . DL . 300 Mpc). Over this
range, binary neutron star mergers will be detectable by
next-generation GW facilities, while at the same time
the effects of galaxy peculiar velocities will be minimal
(<5% per object for field galaxies). LSST simulations
(LSST Science Collaboration et al. 2017) project high-
quality characterization of ≈ 200 SNe Ia per year in this
redshift range, and the estimated binary neutron star
merger rates are 12 to 420 (median 110) per year for
this 0.11 Gpc3 volume. This suggests that a high-quality
GW-based calibration of SNe Ia luminosities in the field
should also be possible in the LSST era.
In conclusion, the fundamental advance considered in
this paper is provided by the application of precision
GW-based distance measurements (Schutz 1986) to the
calibration of type Ia SN luminosities – specifically, in
cases where events of both types are hosted by a single
galaxy cluster. Considering the broader picture, the im-
pending realization of a longstanding astronomical dream
of precise distance estimates on near-cosmological scales
can be expected to yield many additional applications.
For example: Precision studies of galaxy and galaxy
cluster peculiar velocities; three-dimensional mapping of
galaxies in the context of their host clusters and groups;
and the fully tomographic use of galaxies and active
galactic nuclei to characterize the gas, stellar, and dark
matter contents of their host groups and clusters. Given
the implications of precise distance measurements for
nearly every branch of astronomy and astrophysics, a
mere refinement of our present understandings would be
in some sense a disappointment. We choose to hope,
instead, for at least a few genuine surprises.
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