Abstract. We define and study the counterpart of the Wiener algebra in the quaternionic setting, both for the discrete and continuous case. We prove a Wiener-Lévy type theorem and a factorization theorem. We give applications to Toeplitz and Wiener-Hopf operators.
Introduction and preliminaries
The Wiener algebra W n×n consists of the functions of the form f (t) = u∈Z f u e iut where f u ∈ C n×n and u∈Z f u < ∞, where · denotes the operator norm. The space W n×n with pointwise multiplication and the norm defined above is a Banach algebra. We denote by W n×n + (resp. W n×n − ) the subalgebra of functions f ∈ W n×n for which f u = 0 for u < 0 (resp. f u = 0 for u > 0). When n = 1 we will denote the Wiener algebra by W.
The Wiener algebra is important both in harmonic and complex analysis. The celebrated Wiener-Lévy theorem characterizes the invertible elements of W n×n : an element is invertible in W n×n if and only if it is pointwise invertible (in C n×n ). For n = 1, this result was first proved by Wiener, see [13] . It is also a consequence of the theory of commutative Banach algebras, see [12] , and for the case of coefficients in a normed ring see [3] . In this paper we discuss how to generalize the Wiener algebra to the quaternionic setting, and we prove an analogue of the Wiener-Lévy theorem and the Wiener-Hopf factorization. The fact that the quaternions are a skew field requires tools different from those used in the complex case. Here we consider the case of quaternionic-valued functions, while the case of quaternionic matrix-valued functions will require other methods. In the sequel, by H we denote the real algebra of quaternions. A quaternion p is an element of the form p = x 0 + x 1 e 1 + x 2 e 2 + x 3 e 3 where e 2 1 = e 2 2 = e 1 e 2 e 3 = −1. We will denote by S the sphere of unitary purely imaginary quaternions. Any element i ∈ S is such that i 2 = −1 and any two orthogonal elements i, j ∈ S form a new basis i, j, ij of H. Given a quaternion p 0 , it determines a sphere [p 0 ] consisting of all the points of the form q −1 p 0 q for q = 0.
A quaternionic valued function f (p) belongs to the (discrete) quaternionic Wiener algebra W H if it is of the form u∈Z p u f u where u∈Z |f u | < ∞. The sum of two elements in W H is defined in the natural way while their product, denoted by ⋆, is obtained by taking the convolution of the coefficients (see [8] and Section 2). In order to relate the ⋆-product of two elements in W H with the pointwise product it is necessary to introduce a suitable map, that we denote by ω which allows to associate to the values of a quaternionic function to a 2 × 2 matrix with complex entries. This map is suitably defined by using the more classical map χ which, once that one fixes an imaginary unit i and another imaginary unit, say j, orthogonal to i, associates to p = z + wj the matrix z w −w z .
The new map ω is crucial to characterize the invertible elements in the Wiener algebra, see Theorem 2.5. It is interesting to note a specific feature of the class of functions we are considering: one of the equivalent conditions in this result is required only on one specific complex plane (so on a subset of H) while another condition is required to hold globally. A similar result can be proved also for the subalgebra W H,+ (resp. W H,− ) of elements such that f u = 0 for u < 0 (resp. u > 0). The definition of quaternionic Wiener algebra in the continuous case is somewhat more complicated, see Section 4. Also in this case we can define in a suitable way a map, still denoted by ω, which allows to translate the image through ω of the ⋆-product of two elements in the algebra with the pointwise product of the images of the two elements. Also in this case, we characterize the invertibility in the algebra. In this case, see Theorem 4.3, we still have equivalent conditions, and one condition holds on one specific complex plane if and only if it holds for any complex plane. Unlike the discrete case, the notions of positivity and of factorization depends on the choice of an imaginary unit. Our study shows that the Wiener algebra in the quaternionic case not only requires suitable tools but also shows features which do not appear in the complex case. The paper consists of four sections besides the introduction. Sections 2 and 3 are devoted to the discrete case, respectively the study of the discrete Wiener algebra and Toeplitz operators. Sections 4 and 5 deal with the continuous case. Specifically, in Section 4 we study the continuous Wiener algebra and in Section 5 we recall results on the quaternionic Hardy space of the half space and give an application to Wiener-Hopf operators.
The Wiener algebra
In this section we define the counterpart of the Wiener algebra in the quaternionic setting.
Definition 2.1. We denote by W H the set of functions of the form
where the f u , u ∈ Z, are quaternions such that
Remark 2.2. Quaternionic power series have been considered, though in a different context, namely in the framework of slice hyperholomorphic functions, in [5] and [10] .
The elements of W H are continuous functions on the closed unit ball B. The set W H be endowed with the multiplication (see [8] )
By extending the analogous result for polynomials with coefficients in a non commutative ring to power series (see [11] ) we have the formula
which holds for f (p) = 0 while for f (p) = 0 we have (f ⋆ g)(p) = 0.
Proposition 2.3. W H endowed with the ⋆-multiplication is a real algebra.
Proof. The claim follows from
We will call W H the quaternionic Wiener algebra.
Let i, j ∈ S be orthogonal (that is, such that ij + ji = 0). Then any quaternion p can be written as p = z + wj, where z, w complex numbers belonging to the complex plane C i = {x + iy : x, y ∈ R}. In the sequel, we will sometimes write C, for short. We have an injective homomorphism of rings χ = χ i,j : H → C
2×2
defined by
Let f be as in (2.1). Then, restricting p = e it to the unit circle, writing f (e it ) = a(e it ) + b(e it )j we obtain 
It is easy to verify that the map χ is not multiplicative with respect to the ⋆-product, in fact in general χ((f ⋆ g)(e it )) = χ((f )(e it ))χ((g)(e it )).
We now introduce another map depending on the choice of two orthogonal imaginary units i, j ∈ S and denoted for simplicity by ω := ω i,j , which acts from the values of functions (belonging to a given set of functions) to the set of 2×2 matrices whose elements are complex-valued functions when restricted to the complex plane C and it is defined by
Note that the definition of ω makes sense if one substitutes z with any p ∈ B.
Lemma 2.4. Let f, g ∈ W H . Then it holds that
and we have
and similarly
More generally, if f (p) = n∈Z p n a n ∈ W H , then
Theorem 2.5. Let f ∈ W H . The following are equivalent:
Proof. The implication (i) =⇒ (ii) is a direct consequence of (2.7): if there exists g ∈ W H such that f ⋆ g = 1 then
and so ω(f )(e it ) is invertible for every t ∈ [0, 2π).
To prove the converse we first note that ω(f )(z) ∈ W 2×2 . By the classical matricial Wiener-Lévy theorem the condition det ω(f )(e it ) = 0 for all t ∈ [0, 2π) implies that
By the formula for the inverse of a 2 × 2 matrix we have that G is of the form
, where c(e −it ) = a(e −it )/(det ω(f ))(e it ) and d(e −it ) = −b(e it )/(det ω(f ))(e it ) so they belong to W. Thus we can write
Hence (f ⋆ g)(e it ) = 1 and thus f ⋆ g = 1 everywhere, since the latter is uniquely determined by its values on the unit circle.
We now show that (ii) and (iii) are equivalent. An easy computation, using the notation in (2.6), shows that for some fixed i ∈ S
where the functions a and b are defined by (2.4).
has real coefficients, thus the zeros of its restriction (f ⋆ f c ) |C (z) to C has zeros which are real points and/or complex conjugate points. By the validity of the representation formula for power series, see [5] , it follows that (f ⋆ f c )(p) has zero set consisting of real points and/or spheres. By formula (2.2) we have that 
where the functions s u , t u are real valued. Similarly, Remark 2.6. Note that condition (ii) holds on a fixed plane while condition (iii) refers to the whole boundary of B. Consider, for example, f (p) = p − j. It is immediate that f does not have any zero on the complex plane C i . However, det(ω(f ))(e ±iπ ) = 0.
Definition 2.7. We denote by W H,+ (resp. W H,− ) the set of elements f (p) = n∈N p n f n ∈ W H, for which f n = 0 for n < 0 (resp. for n > 0). 
Proof. The proof is very similar to the proof of Theorem 2.5. We will only provide details for the implication (ii) =⇒ (i). We begin by noting that ω(f ) ∈ W 2×2 + . By the result for invertiblity of matrix-valued functions in the Wiener algebra W 2×2 + (see, e.g., [9] ), the condition det
be so that ω(f )G = I 2 on B ∩ C. Similar to the proof of Theorem 2.5 we get that
where
The rest of the argument is as in the proof of Theorem 2.5. Definition 2.9. We say that f ∈ W H is strictly positive if Let (2.8)
A simple computation shows that
from which we deduce
The function
is an invertible element of W and (2.9) leads to U = I 2 . With A(z) = ∞ n=0 z n A n we have
where a + (p) = ∞ n=0 p n a n and χ(a n ) = A n .
Toeplitz operators
Let ℓ 2 (H) denote the Hilbert space of all H-valued sequences a = (a n ) ∞ n=0 so that
The inner product for a, b ∈ ℓ 2 (H) is given by
Let L 2 (∂B) denote the Hilbert space of all functions
As in the complex case, elements of L 2 (∂B) are defined almost everywhere on ∂B. It is worth noting that (3.2) does not depend on i ∈ S. Thus, any i ∈ S can be used in (3.1). The inner product for L 2 (∂B) is given by
We let H 2 (∂B) and H 2 (∂B) ⊥ denote the set of functions f ∈ L 2 (∂B) so that f n = 0 for n < 0 and f n = 0 for n ≥ 0, respectively. Let p and q denote the orthogonal projections of L 2 (∂B) onto H 2 (∂B) and L 2 (∂B) onto (H 2 (∂B)) ⊥ , respectively. Note that (p+q)f = f for f ∈ L 2 (∂B). The operators p and q are given by the rules
respectively, where
we define the Toeplitz operator T ϕ by the rule
The Toeplitz operator T ϕ can also be defined as an operator from ℓ 2 (H) → ℓ 2 (H) given by
Theorem 3.1 and Corollary 3.2 are natural analogs of results established for Toeplitz operators in the classical setting (see [4] ).
Theorem 3.1. If ϕ, ψ ∈ W H , then T ϕ T ψ is Toeplitz if and only if ϕ ∈ W H,− or ψ ∈ W H,+ . In this case,
Proof. If ψ ∈ W H,+ , then
If ϕ ∈ W H,− , then
Indeed, if there exists g ∈ W H so that
Thus g = ϕ ⋆ ψ. Finally, it follows from (3.5) that pM ϕ qM ψ f = 0 for f ∈ H 2 (∂B). It follows from (3.6) that ϕ ∈ W H,− or ψ ∈ W H,+ . Proof. The converse statement is obvious. If T ϕ T ψ = 0 = T 0 , then we may use (3.1) to deduce that (ϕ ⋆ ψ)(p) = 0 for all p ∈ ∂B. But then we must have that ϕ(p) = 0 for all p ∈ ∂B or ψ(p) = 0 for all p ∈ ∂B.
The Wiener algebra in the continuous case
Let L 1 (R, H) denote the space of functions f : R → H so that
We denote by W(R, H) the set of functions of the form (4.1)
where f 1 ∈ L 1 (R, H) and c 1 ∈ H. The set W(R, H) can be endowed with the multiplication
where f 1 • f 2 denotes the convolution of f 1 and f 2 and
If F 1 is as above, we also define
We have:
Proposition 4.1. W(R, H) endowed with the ⋆-multiplication is a real Banach algebra.
Proof. The proof follows from
The completeness follows just as in the complex case.
We now define a map ω = ω i,j depending on the choice of an imaginary unit i ∈ S and of a j ∈ S orthogonal to i. In what follows, we will omit to specify the imaginary units i and j, but we keep the imaginary unit while writing the variables to make it explicit that we work on a specific complex plane (this leads to a different notation than in the classical case, where the imaginary unit is unique and can be understood). Then, by setting p = it, we define
where χ is defined as in (2.3), that is if
It is immediate that a, b ∈ L 1 (R, C) and so ω(F 1 )(it) belongs to the continuous Wiener algebra W 2×2 (R) with values in C 2×2 .
Proof. We have
Moreover,
where the last equality follows from the case of functions in W 2×2 (R).
Our main result as follows:
Theorem 4.3. Let F ∈ W(R, H). The following are equivalent:
(ii) For any i ∈ S we have det ω(F )(it) = 0, for all t ∈ R; (iii) There exists an i ∈ S such that det ω(F )(it) = 0, for all t ∈ R; (iv) The function F (p) = 0 for all p ∈ RS.
Proof. Assume that (i) holds, and denote by F −1 the inverse of F in W(R, H). Since (F ⋆ F −1 )(p) = 1, p ∈ SR, Lemma 4.2 gives ω(F )(it)ω(F −1 )(it) = I 2 and so det ω(F )(it) = 0 and (ii) holds. To show the converse, let us assume that det ω(F )(it) = 0, for all t ∈ R, for some fixed i ∈ S. Thus the function ω(F )(it) admits an inverse in W 2×2 (R), where F is as in formula (4.1), given by
Since c 1 = 0, and so χ(c 1 ) is invertible, we have M = χ(c −1 1 ). It is not reductive to assume that M = I 2 , (in the general case the computations below are slightly longer but they are essentially the same). By considering the product ω(F )ω(F ) −1 , we obtain
With J 1 given by (2.8), let us take the conjugate of equation (4.2) and multiply in a suitable way by J 1 and J
Since equation (4.2) admits a unique solution we deduce that
from which it follows e(u) = −d(u) and f (u) = c(u). Thus ω(F ) −1 = ω(G) with
It is trivial to show that (ii) implies (iii). We now show that (iii) implies (iv). Let us fix i and rewrite ω(F )(it) in the form
where c 1 = α + βj.
Suppose to the contrary that there exists t 0 ∈ R such that F (it 0 ) = 0. Then A(it 0 ) = B(it 0 ) = 0 and so we have det(ω(F ))(it 0 ) = 0 a contradiction.
Let us now assume (iv), and prove that (i) is in force. Since F (it) is invertible for all t ∈ R and all i ∈ S, the matrix χ(F )(it) is invertible for every i ∈ S and t ∈ R and so the function χ(F ) is invertible in W 2×2 (R) for every i ∈ S. Let us write
and since χ(F ) is invertible in W 2×2 (R), there exists H such that (χ(F )(it))H(it) = I 2 . Let us write
and, up to a normalization we assume that χ(c 1 ) = χ(c −1
is uniquely solvable. Reasoning as in the proof of (ii) implies (i), we can take the conjugate of (4.3) and suitably multiplying by J 1 and J T 1 we obtain:
We deduce that
and
The function 1 + (
is, by construction the inverse of F in W(R, H) and thus (i) holds. This concludes the proof.
Unlike in the discrete case, the notion of positivity and the associated factorization is slice dependent. To illustrate this fact, fix some i ∈ S and consider the function
1+t 8 belongs to the classical Wiener algebra (since it is real valued and has no no poles on the real line; see for instance [2] ) and there exists M > 0 such that G(t) = M + F (it) > 0 for all t ∈ R. So the function G(t) admits a spectral factorization. On the other hand for j ∈ S different from ±i the function F (jt) is not real valued, and, in particular, is not positive on the real line. We note that if F ∈ W(R, H) is strictly positive on iR it admits a spectral factorization with factor in W + (iR, H). The arguments are similar and omitted.
Hardy spaces and Wiener-Hopf operators
We will begin by recalling some classical facts from the theory of Hardy spaces. Let i ∈ S. We shall identify as usual the complex plane C i with C. Let Π + = {z ∈ C : Re z > 0}. The Hardy space H 2 (Π + ) consists of functions f which are holomorphic on Π + and satisfy
Recall that f ∈ H 2 (Π + ) has nontangential limits f (iy) for almost all (with respect to the Lebesgue measure) iy, f | iR ∈ L 2 (R) and
An important fact is that f ∈ H 2 (Π + ) if and only if there existsf ∈ L 2 (R) such that
Upon identifying functions f ∈ H 2 (Π + ) with their boundary values, it can be checked that H 2 (Π + ) is a closed subspace of L 2 (iR), i.e., the Hilbert space of complex-valued functions f defined on iR so that
The inner product ·, · L2(iR) is given by
It can also be checked that H 2 (Π − ) := H 2 (Π + ) ⊥ consists of functions f which are holomorphic on Π − = {z ∈ C : Re z < 0} and satisfy
An important fact is that f ∈ H 2 (Π − ) if and only if there existsf ∈ L 2 (R) such that
Finally, upon identifying functions H 2 (Π + ) and H 2 (Π − ) via their boundary values with functions in L 2 (iR),
follows from (5.1) and (5.2).
Returning to the quaternionic setting, see [1] , let H + = {p ∈ H : Re p > 0} and Π +,i = H + ∩ C i for any i ∈ S. Let f i = f | Π+,i , where f is a function defined on H + . We let H 2 (Π + , i) denote the space of slice hyperholomorphic functions on H + so that
where f i (iy) denote the nontangential limit at iy of f i .
Given f ∈ H 2 (Π +,i ), the restriction f i can be written as
where j ∈ S so that ij = −1, i.e., i and j are orthogonal and f 1 , f 2 are C i -valued holomorphic functions. Note that (5.5) f i (iy) = f 1 (iy) + f 2 (iy)j a.e. and (5.6) |f i (x + iy)| 2 = |f 1 (x + iy)| 2 + |f 2 (x + iy)| 2 .
Thus, making use of (5.5) and (5.6) we get Let j ∈ S be orthogonal to i ∈ S. We let L 2 (iR, H) consist of all functions g of the form g(iy) = g 1 (iy) + g 2 (iy)j, where g 1 and g 2 belong to L 2 (iR), with norm where x > 0,f 1 andf 2 belong to L 2 (R) and j ∈ S is orthogonal to i ∈ S.
Proof. Assertion (5.9) follows easily from Theorem 5.2 and (5.1).
With these definitions and results at hand we turn to an application to the theory of Wiener-Hopf operators. Fix i ∈ S and let j ∈ S be orthogonal to i, i.e., ij = −1. Let P i and Q i denote the orthogonal projections of L 2 (iR, H) onto H 2 (Π +,i ) and H 2 (Π +,i ) ⊥ . Note that P i and Q i are well-defined due to Theorem 5.1. If Φ ∈ W(R, H) and F ∈ H 2 (Π +,i ), then there exist a constant c 1 , φ ∈ L 1 (R) and f ∈ L 2 (iR) so that Proof. Theorem 5.4 is proved in much the same way as Theorem 3.1.
