We establish necessary and sufficient conditions for the stability of the finite section method for operators belonging to a certain C * -algebra of operators acting on the Hilbert space l 2 H (Z) of H-valued sequences where H is a given Hilbert space. Identifying l 2 H (Z) with the L 2 H -space over the unit circle, the C * -algebra in question is the one which contains all singular integral operators with flip and piecewise quasicontinous L(H)-valued generating functions on the unit circle. The result is a generalization of an older result where the same problem, but without the flip operator was considered. The stability criterion is obtained via C * -algebra methods and says that a sequence of finite sections is stable if and only if certain operators associated with that sequence (via * -homomorphisms) are invertible.
Introduction
Let X be a Banach space and A n be a sequence of bounded linear operators on X. The sequence (A n ) ∞ n=1 is said to be stable if there exists an n 0 such that for all n ≥ n 0 the operators A n are invertible on X and if
The notion of stability is very fundamental in numerical analysis and for questions where asymptotic invertibility plays a role. Our setting is that of X = l a n = 1 2π Let us remark that if we identify the space l 2 H (Z) with the Lebesgue space L 2 H (T) in the usual way, then P becomes the Riesz projection, 2P − I = S T is the singular integral operators on T, the flip operator J maps a function f (t) to a function t −1 f (t −1 ) where t ∈ T, and the Laurent operators correspond to the operators of multiplication by the function a(t), i.e., f (t) is sent to a(t)f (t), t ∈ T. Note also that the algebra generated by I, P , J, and Laurent operators L(a) contains the following operators of interest, namely, singular integral operators with flip
and, in particular, Toeplitz-plus-Hankel operators P L(a)P + P L(b)JP + Q.
The last two classes of operators have been studied regarding Fredholmness and, to some extend, also invertiblity in the case of finite dimensional H (see, e.g., [2, 1, 28, 10] and the references given there).
The class of Laurent operators L(a) with arbitrary a ∈ L ∞ L(H) is still too large to be handled, and therefore we restrict ourselves in this paper to L(H)-valued piecewise quasicontinuous symbols. This class, P QC L(H) , is defined as the smallest closed subalgebra of Let us give an outline of the paper. In Section 2 we introduce basic notation, and in Section 3 we modify the notions of compact operators and of strong convergence on l 2 H (Z) in order to be able to use them in the operator-valued setting. The proofs of stability result rely on expressing stability as an invertibility problem in a certain C * -algebra and applying a lifting theorem. This is done in Section 4, which simplifies the stability problem in such a way that a localization principle can be applied in Section 5. Until this point the line of proof is basically the same as in [15] . However, while in [15] the localization is done over the maximal ideal space M(QC) of (scalar) quasicontinuous functions q ∈ QC, the localization here must be taken over M( QC), the maximal ideal space of all even quasicontinuous functions q ∈ QC, q(e ix ) = q(e −ix ). The reason is that the flip operator J only commutes with even functions. We are thus required to take a closer look at M( QC) and to put it in relation with M(QC). It is well-known M(QC) that decomposes into fibers M τ (QC) over τ ∈ T, and each of these fibers decomposes further into three disjoint sets: Similarly, the maximal ideal space M( QC) can be decomposed into fibers M τ ( QC) over τ ∈ T + := { τ ∈ T : Im(τ ) ≥ 0 }. In the paper [16] these fibers have been analysed and it turned out that each of them decomposes into either two or three disjoint disjoint sets depending on whether τ = ±1 or τ ∈ T + := { τ ∈ T : Im(τ ) > 0 } (see formulas (6.12)-(6.14)). We will recall the corresponding results in Section 6. In some cases short proofs are provided for sake of illustration.
The most difficult part is to identify the local algebras obtain from the localization done in Section 5. Corresponding to the afore-mentioned decomposition of M( QC) we are led to several cases and we show that local quotient algebras are *-isomorphic to certain algebras of concrete operators. In one case, the concrete identification is actually despensible in view of the stability problem. This will be done in Section 7-9. The results of Section 6 are used therein. After having done the identification, we summarize what we have obtained so far and state the main result in Section 10. As mentioned above, the stability criterion is established in Theorem 10.2 and it involves *-homomorphism which are explicitly given in Theorem 10.1 as well as in Propositions 4.5 and 4.6.
There are intersections of our results with previous work. In the preprint [23] a stability criterion is established for certain sequences which include the finite sections of operators from the algebra generated by I, P , J, and L(a) with a ∈ P C. It does not include quasicontinuous functions and does not cover the operator-valued setting (i.e., it corresponds to dim H < ∞). On the other hand, it is more general in the sense that it covers operators on l p -spaces (p = 2) and the finite sections can be of a more general form P nk AP kn for (fixed) positive integers k. Another related work can be found in [25] . There the stability of the finite truncations of operators on L 2 (R) taken from the algebra generated by the operator of multiplication χ [0,∞) , the flip on the real line, and convolution operators with piecewise continuous generating functions on R is established. Apart from the quasicontinuous and operator-valued ingredient, this means that our results are the "unit circle version" instead of the "real line version" done in [25] .
The current paper also has applications. In the paper [3] the asymptotics (as n → ∞) of determinants of certain Toeplitz + Hankel matrices T n (a) + H n (b) with singular symbols are determined. The proof requires as an auxiliary result the stability not of the underlying Toeplitz + Hankel matrices T n (a) + H n (b), but of the finite sections
where the symbols ψ, c, d are piecewise continuous (see also [4] ). For this application the operator-valued and quasicontinuous part of our result are not essential, and in fact, the needed result can be obtained also from [23] .
Let us mention some further connections. In [8] (see also [6] ) an operator-valued version of the Szegö-Widom limit theorem was established. In other words, the asymptotics of the determinants of Toeplitz matrices with operator-valued entries is established. The stability results of the current paper could be useful to prove an operator-valued version for the asymptotics of determinants of Toeplitz + Hankel matrices with operator-valued entries.
Furthermore, in [7] the asymptotics of the finite truncations of Wiener-Hopf operators (with piecewise continuous symbols) were established, by identifying them with Toeplitz matrices with operator-valued entries. Our results could be useful for establishing an analogue for finite truncations of Wiener-Hopf-Hankel operators.
Preliminaries
In this section we define some notation and introduce basic results, which we need subsequently. Some of the results can be found in [15] . Throughout the paper let H stand for a (given) arbitrary Hilbert space.
Let T = {z ∈ C : |z| = 1} be the unit circle, let Z (resp., Z + ) stand for the set of integers (resp., non-negative integers), and set Z n = {−n, −n + 1, · · · , n − 1}. By l 2 H (Z) we denote the Hilbert space of all two-sided sequences x = (x n ) n∈Z with x n ∈ H for which
Similarly, one can define the Hilbert spaces l
In the case when H = C, we omit the index H.
For a Banach space X, let L(X) denote the space of all bounded linear operators on X, and by K(X) we refer to the ideal of all compact operators on X. In particular, L(H) is a C * -algebra, and we denote its unit element by e. Let L ∞ L(H) stand for the C * -algebra of all Lebesgue measurable and essentially bounded functions a on T with values in L(H) and with the norm defined by
consisting of constant functions or functions whose values are multiples of the unit element e, respectively.
The
where a n ∈ L(H) is the n-th Fourier coefficient of a:
In [20] , it is shown that L(a) is a bounded linear operator on l
. Conversely, suppose that (a n ) n∈Z is a sequence with a n ∈ L(H). Then the linear operator defined by (2.1) is bounded only if there is a (uniquely determined) function a ∈ L ∞ L(H) whose Fourier coefficients are a n . Moreover,
). We will use this identification without citing, and for brevity we will frequently write a instead of L(a).
Furthermore, define the following bounded linear operators on l 2 H (Z):
We denote the identity mapping on l 2 H (Z) by I, and define Q := I − P . Note that the following relations hold:
For n ∈ Z + , introduce the following bounded linear operators acting on l 2 H (Z):
Further, set Q n := I − P n . We introduce the following
exist for all τ ∈ T, where the limit is taken in the operator norm of L(H). It can be shown easily that
By C L(H) (T) we refer to the set of all L(H)-valued continuous functions on T, and denote by H ∞ L(H) (resp., H ∞ L(H) ) the Hardy space consisting of all a ∈ L ∞ L(H) whose Fourier coefficients a n vanish for all n < 0 (resp., n > 0).
The class QC of (scalar) quasicontinuous functions is defined as QC :
* -subalgebra of L ∞ and that a ∈ QC if and only if both Hankel operators H(a) and H(ã) are compact. As discussed in [14] , there exist several possibilities of defining quasicontinuous functions in the L(H)-valued setting. In particular, we introduce the following two:
(2.7)
We refer to P QC L(H) as the class of L(H)-valued piecewise quasicontinuous functions. Let M(QC) denote the maximal ideal space of QC. It was shown in [14] 
is the smallest closed ideal in QC s L(H) containing the "scalar ideal" ξ. Furthermore, a is uniquely determinined and we will write
is the largest * -subalgebra of QC L(H) which is locally trivial at each ξ ∈ M(QC).
A generalization of compactness and of strong convergence
In order to study stability, we will follow a general scheme introduced in [5] . Specifically, in the scalar case, this method relies heavily on the compactness of Hankel operators with continuous generating functions and on the notion of strong convergence. However, if dim H = ∞, a Hankel operator of continuous L(H)-valued function fails to be compact in general, and as a consequence we need a modification of "compactness" and "strong convergence". The following definitions were given already in [7] and were also used in [15] .
Furthermore, let A stand for the set of all operators A ∈ L(l 2 H (Z)) for which both AK ∈ K and KA ∈ K whenever K ∈ K.
The following basic properties were proved in [15] , Section 3.
, and K is a * -ideal of A.
In particular, P n ∈ K and W n ∈ K. The following proposition describes the connection between Hankel operators with quasicontinuous generating functions and the concept of "Q n -compactness" introduced above. It is the immediate consequence of the L(H)-valued version of the Hartman Theorem (see [7] , Proposition 3.2, and [18] ).
Then f ∈ QC L(H) if and only if P f Q ∈ K and Qf P ∈ K. Next we introduce the modified version of "strong convergence" for operators contained in A. Let (A n ) ∞ n=1 be a sequence of operators A n ∈ A. We say that A n converges K-strongly to an operator A, if, for all K ∈ K, both
In this case we will also write
(c) If A n → A K-strongly and λ ∈ C, then A * n → A * and λA n → λA K-strongly.
Proof. See [15] , Propositions 3.7 and 3.8. ✷
Algebraization of stability and lifting theorem
In this section we restate the stability problem in an algebraic language. More precisely, we construct a C * -algebra F , such that a sequence of operators is stable if and only if a specifically assigned element of F is invertible. Note that all the algebras constructed subsequently are C * -algebras. Later, we consider a * -subalgebra F 0 of F , to which we will apply a "lifting theorem".
To start with, let F be the set of all sequences (A n )
With the above norm and the algebraic operations
F is a C * -algebra with the unit element (P n )
* -ideal of F , and hence the quotient algebra F /N is also a C * -algebra. The following result is well-known (see, e.g., [5, 15] ) and easy to prove.
Let F 0 be the set of all elements (A n ) ∈ F for which the K-strong limits
exist. By J we denote the set
The following properties can be shown by straightforward computations (see also [15] ).
The preceding proposition ensures that F 0 /J is a C * -algebra. Furthermore, N is a * -ideal of F 0 , the quotient algebra F 0 /N is a * -subalgebra of F /N and hence inverse closed. 
We see that A n B ′ n equals to
where
In order to proceed, we restrict again our considerations to a smaller algebra F J (P QC L(H) ) for which the final stability result will be established.
As already mentioned in the introduction, let S(P QC L(H) ) stand for the smallest closed subalgebra of L(l (c) P is a
Localization
In view of Theorem 4.7, the question now is when is (A n ) + J invertible. We will investigate the structure of the C * -algebra F J (P QC L(H) )/J to answer this problem. Fortunately, this algebra possesses a sufficiently large center, thus the "Local Principle" by Allan/Douglas (see [13] , Proposition 4.5, or [5] ) can be used.
Theorem 5.1 (Local principle by Allan/Douglas) Let B be a unital C * -algebra, and let C be a central subalgebra of B, i.e., a closed * -subalgebra of the center of B which contains the identity element. For each maximal ideal ξ of C, let I ξ denote the smallest closed two-sided ideal of B which contains ξ. Then an element b of B is invertible if and only if the cosets b + I ξ are invertible in B/I ξ for all ξ.
A proof of the local principle can be found in [5, Section 1.34]. In order to apply it, we still need couple preliminary results. Denote by QC the space of all even (scalar) quasicontinuous functions, i.e., all f ∈ QC such that f =f , wheref (t) := f (1/t), t ∈ T (see also (2.2)).
, it suffices to check the assertion for all the generating elements of
We show that (P n AQ n f P n ) ∈ J . In fact, V −n (P f P + Qf Q)W n = (P U −n P + QU n Q)(P f P + Qf Q)(P U n JP + QU −n JQ)P n = (P f JP + Qf JQ)P n .
It follows that
Furthermore, P f Q + Qf P ∈ K, Q n → 0 and W n AV n →Ã K−strongly, whereÃ ∈ A is a certain operator. Therefore,
Proof. We first show that C is contained in the center of F J (P QC L(H) )/J . It suffices to prove that (P n f P n ) commutes with (P n AP n ) for all A ∈ S J (P QC L(H) ) and f ∈ QC modulo J . In fact, P n f P n AP n − P n AP n f P n = P n (f A − Af )P n − P n f Q n AP n + P n AQ n f P n , and therefore (P n f P n AP n − P n AP n f P n ) belongs to J by the previous lemma.
To show the remaining, construct the * -homomorphism mapping 6 The maximal ideal space M ( QC)
In this section we recall some results about the maximal ideal space M( QC) which have been established recently by the authors in [16] . Note that the classical results about the maximal ideals space M(QC) go back to Sarason [29, 30] (see also [5] ). If B is a * -subalgebra of a commutative C * -algebra A, the restriction map from M(A) to M(B) is surjective (see, e.g., Proposition 1.26(b) in [5] ). For β ∈ M(B) the fiber of M(A) over β is defined by
The fibers M β (A) are non-empty compact subsets of M(A), and M(A) is the disjoint union of all M β (A). Since one has corresponding embeddings of various C * -algebras as shown in the first diagram below, what has just been said implies natural (continuous) restriction maps between their maximal ideal spaces as shown in the second diagram:
is the C * -algebra of continuous functions on T, and C(T) is the C * -algebra of all even continous functions. Here T + := {t ∈ T : Im(t) ≥ 0}. Trivially, the map Ψ ′ is defined such that the pre-image of τ ∈ T + equals the set {τ, τ }, which consists of one or two points. We also note that M(P C) can be identified with the set T × {−1, +1}.
Corresponding to the 'vertical' restriction maps we have the following fibers spaces:
Repeating what was said above in general, these are non-empty compact sets, and
|f (t)| = 0 and f ∈ QC , which are closed subsets of M τ (QC). Sarason also introduced M 0 (QC) whose definition requires some preparations.
Let A be a C * -subalgebra of L ∞ , Λ := [1, ∞), and let {k λ } λ∈Λ be an approximate identity generated by K in the sense of Section 3.14 in [5] . Then, each pair (λ, τ ) ∈ Λ × T induces a functional δ λ,τ ∈ A * given by
Therefore Λ × T can be regarded as a subset of A * . Examples of approximate identities in the above sense are the moving average
or the Poisson kernel (̺ r a)(e iθ ) = 1 2π
To make a connection with QC, note that we have the following result. Therein, the dual space QC * is equipped with the weak- * topology (see [5, Prop. 3.29] ).
Now we are able to define
Here any approximate identities (in the sense of Section 3.14 in [5] ) can be used (see [5, Lemma 3.31] ). Clearly, M 0 τ (QC) is a compact subset of the fiber M τ (QC). The following result was originally proved by Sarason [29] (see also [5, Proposition 3 .34]).
Now, define χ + (resp., χ − ) as the characteristic function of the upper (resp., lower) semi-circle, i.e.,
The following properties of quasicontinuous functions are needed subsequently. We refer to [16] for its proof. 
To prepare for it, for a given ξ ∈ M(QC), we define its "conjugate"
Here recall the definition (2.2). It is clear thatξ =ξ ′ ∈ M( QC). Furthermore, the following statements are obvious:
Consider functionals δ λ,τ ∈ QC * associated with the moving average {m λ } given by (6.4),
In analogy to (6.5), define
To procced further, we have to distingish whether η ∈ M τ ( QC) with τ ∈ {+1, −1} or with τ ∈ T + := {τ ∈ T : Im(τ ) > 0}. Note that this relates to (6.1).
Fibers over
For the description of M η (QC) with η ∈ M ±1 ( QC), the following property is crucial.
Proof. Each q ∈ QC admits a unique decomposition
where q e is even and q o is odd. By Proposition 6.3(c), we have q o χ − ∈ QC, and
In other words, for η ∈ M ±1 ( QC), there are only two possibilities for M η (QC):
This leads to the following characterization, which was proved in [16, Theorems 3.2 and 3.3].
Now we consider the fibers of M η (QC) over η ∈ M τ ( QC) with τ ∈ T + . Proposition 6.6 Ifξ 1 =ξ 2 for ξ 1 , ξ 2 ∈ M τ (QC) with τ ∈ T + , then ξ 1 = ξ 2 .
Proof. Otherwise, there exists a q ∈ QC such that ξ 1 (q) = 0, ξ 2 (q) = 0. Since τ ∈ T + , one can choose a smooth function c τ such that c τ = 1 in a neighborhood of τ and it vanishes on the lower semi-circle. Define q = qc τ + qc τ ∈ QC, and note that q − q is continuous at τ and vanishes there, hence ξ 1 (q − q) = ξ 2 (q − q) = 0. But then, we have
since q ∈ QC andξ 1 =ξ 2 , which is a contradiction. ✷ Combined with the statements (i)-(iii) listed previously, the above proposition implies that for any η ∈ M τ ( QC) with
The following proposition characterizes the structure of M τ ( QC) in a way similar to Proposition 6.2. We refer to [16, Prop. 3.7] for its proof.
Proposition 6.7 For τ ∈ T + , we have
To summarize the structure of M( QC), we have the following disjoint unions:
(6.14)
Furthermore, for each η ∈ M( QC) we have either
The first case happens if and only if
In order to study the local algebras F J η (P QC L(H) ), we have to consider two cases separately. Namely, when η ∈ M τ ( QC) \ M 0 τ ( QC) and when η ∈ M 0 τ ( QC). It turns out that, in the first case, for the purpose of establishing the stability result, it is redundant to identity F J η (P QC L(H) ). For that reason, we will just give the invertibility criterion for the first case without identifying the local structures. The second case is more complicated, and we will analyze the structure of the local algebras in a constructive way. Note that in each of these cases we have to further distinguish whether τ = ±1 or τ ∈ T + .
Invertibility in local algebras for
We start with the case where τ ∈ T + .
. Then, one can find an f ∈ QC such that η(f ) = 0 and lim sup 
′ is continuous at τ and vanishes there. By an approximation argument, we have η(f ) = ξ(f ) = ξ(f ′ ) = 0, hence f has the desired property. Now, choose a ∈ L(H) such that lim sup
) and the operators P, Q and J. Based on the above argument, we have
Using Proposition 3.2 and Lemma 5.2, from the above presentation, we obtain by straightforward computations that Φ ′ is multiplicative, and thus we have shown that it is a * -homomorphism.
We claim that the 
Choose an odd function c ∈ P C ∩ C(T \ {1}) such that
We have c = cf + c(1 − f ) = cf mod I
Identification of local algebras (τ ∈ T + )
In the sequel, we analyze the local algebras F J η (P QC L(H) ) in the case where η ∈ M 0 τ ( QC) for τ ∈ T + . To identify these algebras, we will eliminate the flip by doubling up the dimension. In fact, by [27, Scheme 3.3] , one has the following lemma: Lemma 8.1 Let X be a C * -algebra with identity e whose center contains a self-adjoint projection p. Let Y be generated by X and a self-adjoint flip j with the properties that jX j ⊆ X and, in particular, jpj = e − p. Then any element of Y can be written uniquely as a sum a 1 + a 2 j with a 1 , a 2 ∈ X , and the mapping L :
2×2 which maps a = a 1 + a 2 j to pa 1 p pa 2 p pã 2 p pã 1 p ,
In view of our goal of identifying the local algebras S J η (P QC L(H) ) and F J η (P QC L(H) ), we have reduced the problem to identifying the C * -algebras p S X S p S and p F X F p F , respectively. Note that whenever X is unital C * -algebra with a self-adjoint projection p, pX p is a unital C * -algebra with unit element p.
Denote by S(P C L(H) ) the smallest closed subalgebra of L(l 2 H (Z)) which contains all Laurent operators L(f ) with f ∈ P C L(H) , the operators P and Q, and the ideal K. Define F (P C L(H) ) as the smallest closed subalgebra of F which includes the ideal J and all sequences (P n AP n ) with A ∈ S(P C L(H) ). Then, S(P C L(H) ) is a *-subalgebra of S(P QC L(H) ) containing K, and F (P C L(H) ) is a *-subalgebra of F (P QC L(H) ) including J .
Proof. The inclusions "⊇" are trivial. Note that
Let us focus on the first identity. In order to show the inclusion "⊆", it suffices to show that each element of the form p S a 1 · · · a N p S belongs to the right hand side where a 1 , . . . , a N are generating elements of X S . Since p S commutes with every a k , it is enough to show that p S ap S belongs to the right hand side for every generating element a. Note that this is trivially the case if a ∈ Φ η,S (S(P C L(H) )). Therefore we are left with showing that
. It suffices to consider f = qa with a ∈ L(H) and q ∈ QC. Let q ∈ QC be given. By Proposition 6.6 and Proposition 6.7, there is a unique ξ ∈ M 0 τ (QC) such thatξ = η. Define q := c τ q + c τ q − ξ(q) where c τ was introduced above. Then q ∈ QC and
is continuous at τ and 1/τ and vanishes there, and it belongs to the ideal in QC generated by η by an approximation argument. It follows that
followed by an approximation argument. Here Φ ξ (f ) ∈ L(H) is given by (2.9), i.e., we are using the fact that f is locally trivial at ξ. This completes the proof of (8.3). For the inclusion "⊆" of (8.4), we argue as in the first lines of above and observe that it is sufficient to prove that
for A ∈ S(P QC L(H) ), noting that (P n AP n ) are the generating elements of F (P QC L(H) ).
Thus let A ∈ S(P QC L(H) ) be given. Using the identity (8.3), it follows that there exists B ∈ S(P C L(H) ) such that c τ (A−B)c τ ∈ I J η,S . Using Lemma 5.2(b) and Lemma 5.5 it follows that
Now we are going to make connections between the C * -algebras p S X S p S and p F X F p F on the one hand, and between C * -algebras S 1 (P C L(H) ) and F 1 (P C L(H) ) on the other hand. The latter C * -algebras already occurred in [15] and are being introduced next. Define the following * -ideals
and let
be the corresponding quotient C * -algebras. Furthermore, for τ ∈ T, define the operators Y τ by
are well-defined, surjective *-homomorphisms.
Proof.
Note that the algebras S(P C L(H) ) and F (P C L(H) ) as well as the ideal K and J are rotation invariant. It can be easily verified since (
, where a τ (t) := a(t/τ ), t ∈ T, for the generating elements of the algebras mentioned above. In particular,
These are *-homomorphisms, for which the multiplicativity follows from the fact that p S and p F are commuting with all elements of X S and X F , respectively. To show that Φ τ,S and Φ τ,F are well-defined, consider f ∈ C(T) with f (1) = 0. Then the first map sends A = L(f ) into p S Φ η,S (f τ ) = Φ η,S (c τ f τ ) = 0 since c τ f τ is continuous at τ and 1/τ and vanishes there. Indeed, f τ (τ ) = f (1) = 0 and c τ (1/τ ) = 0 by the choice of c τ . Therefore, the generating elements of I 1,L(H) are mapped to zero. Using rotation invariance, it follows that all of I 1,L(H) are mapped to zero by (8.10) , and thus Φ τ,S is a well-defined *-homomorphism. Along the same lines it can be shown that J 1,L(H) is sent to zero by (8.11) , which implies that the *-homorphism Φ τ,F is well-defined as well.
The statement that Φ τ,S and Φ τ,F are surjective follows immediately from Lemma 8.2, together with the rotation invariance of S(P C L(H) ) and F (P C L(H) ). ✷ The next step is to show that the 'local algebras' S 1 (P C L(H) ) and F 1 (P C L(H) ) are *-isomorphic to certain C * -algebras of operators Σ L(H) and Ξ L(H) , respectively. These are algebras of operators acting on the space L 
H (R), the singular integral operator S R on the real line,
and all constants a ∈ L(H), considered as operators
Here χ [−1,1] stands for the operator of multiplitation with the characteristic function. Note that Σ L(H) and Ξ L(H) are C * -algebras. Let E n and E −n stand for the bounded linear operators given by (n ≥ 1)
Evidently, E * −n = E n and E −n E n = I.
which map onto the corresponding algebras, and for which
and E F ,L(H) are given by the following strong limits:
are well-defined * -isomorphisms. The inverses are given bỹ
Proof. Parts (a) and (b) are stated and proved in Proposition 7.2 of [15] . The fact that E S andẼ F are well-defined follows from the inclusions of the kernels stated in (8.16) and (8.17) . The definitions of Σ L(H) and Ξ L(H) together with (8.18)- (8.20) imply that the *-homomophisms are surjective. The statement thatẼ S andẼ F are *-isomorphisms will thus follow from (c). Statement (c) is proved in Proposition 9.7 of [15] for the scalar case H = C. For the general Hilbert space case, it follows immediately by a general tensorization argument for short exact sequences, which is stated in Proposition 9.8 of [15] (see also Corollaries 9.9 and 9.10 therein). The formulas for the inverses in (d) also follow from the just-mentioned results.
✷
As an aside to the previous proposition let us point out that we will not use part (b). Its purpose is rather to serve as a construction of the *-homomorphisms E S and E F in the scalar case. In the general case, they can be obtained via a tensorization argument (as done in [15] ). Alternatively, one could also define them via (8.21) and (8.22) as 'generalized' strong limits in the same manner as it has been done in Section 3. Notice that the underlying space is L 2 H (R) rather than ℓ 2 H (Z). We will not pursue the details at this point.
Let us summarize what kinds of *-homomorphism and *-isomorphims between the various C * -algebras we have constructed so far. We can illustrate this in the following diagram:
By the previous proposition, we already know that E S,L(H) and E S,L(H) are * -isomorphism, and our next goal is to show that also Φ τ,S and Φ τ,F are * -isomorphisms. The 'vertical' mappings were mentioned only for completeness sake:
while Φ Z is defined in (87) of [15] . These mappings are all *-homomorphisms. We will not make use of them.
In view of Proposition 8.3 we need to prove that ther kernels of Φ τ,S and Φ τ,F are trivial in order to show that these mappings are *-isomorphism. We follow essentially the method used in [15] with necessary modification. We need a lemma and the following definition.
For a function f ∈ L ∞ , let σ n f denote the Fejer-Cesaro mean
Lemma 8.5 Let τ ∈ T and ξ ∈ M 0 τ (QC). Then, for all p, q ∈ QC, there is a sequence
Proof. For the proof, see Lemma 9.11 in [15] . Note that here we have two quasicontinuous functions p, q. Therefore, one has to choose the corresponding neighborhood U ǫ of ξ in QC * as
where χ 1 is the function χ 1 (t) = t, t ∈ T. ✷ Proposition 8.6 The kernels of Φ τ,S and Φ τ,F are trivial.
Proof. First we consider Φ τ,F . Assume that ker Φ τ,F = {0}. By (8.24),
, and the ideal ker Φ τ,F corresponds to a non-trivial ideal
Now take A ∈ J \ {0}, and choose 1] ) and choose any h ∈ H, h = 1. Then
and hence K xh,xh ∈ J. From (8.26) it follows that
and by applying the homomorphism Φ τ,F we get
We are going to prove that this leads to a contradiction. Let 0 < ε < 1/5. By the definition of J J η,L(H) , there is a sequence (A n ) of the form
where (A
Consider the open neighborhood U of η in M( QC),
By the Gelfand-Naimark Theorem, there exists an f ∈ QC for which η(f ) = 1, ζ(f ) ∈ [0, 1] if ζ ∈ U, and ζ(f ) = 0 if ζ / ∈ U. Hence f = 1, and
Therefore, multiplying the above equation with (P n f P n ) from the left, we get with some (B
Now, choose a sufficiently large κ such that Q κ K A ≤ ǫ and Q κ L A ≤ ǫ, and define
We have
Observing that (R n ) = 1 and estimating
Next let z n and z * n be the bounded linear operators (n ≥ 1)
Then z n = z * n = 1 and (E −n K xh,xh E n ) = (z n z * n ). Therefore, for n ≥ 2κ, we have
Denote the k-th Fourier coefficients of c τ by (c τ ) k . Observe that
, there exists a unique ξ ∈ M 0 τ (QC) such thatξ = η. Since ξ(c τ ) = ξ(c τ f ) = 1, we obtain from Lemma 8.5 and (8.30) that
which contradicts the choice of ε. This completes the proof that ker Φ τ,F is trivial. Now we consider the kernel of Φ τ,S . Let 
which implies (P n AP n ) ∈ J 1,L(H) by what we just proved. Now we apply the homomorphism P to this sequence (see (4.5)). As P maps J 1,L(H) into I 1,L(H) , we obtain that P(P n AP n ) = A ∈ I 1,L(H) . Thus we have shown that also the kernel of Φ τ,S is trivial. ✷
Now, consider the induced mappings Φ
Evidently, they are * -isomorphisms by Proposition 8.6 and Proposition 8.4(c). Further, define the * -isomorphisms
9 Identification of local algebras (τ = ±1)
Finally, we consider S We remark thatĴ is defined by (Ĵf )( For that purpose, we start investigating with the case when H = C. Again, we will employ some of the results from [15] with necessary modifications. Denote by ω the mapping f → (f 1 , f 2 )
T with f 1 (x) = f (x) and
2×2 . Furthermore, let P denote the operator χ [0,1] of multiplication, let S = S R + stand for the singular integral operator on the positive semi-axis, and N be the Hankel operator:
Then we have (with I refers to the identity operator on
A straightforward computation shows the following.
Therefore, we will analyze Σ 
. For more properties,we refer to [5] .
Let P C ∞ (R) stand for the set of all continuous functions f on R for which the limits lim 
A straightforward computation shows that Σ 1 is a C * -algebra. By considering the generating elements, we obtain the following. Similarly, define
As a consequence of Proposition 9.4 and (9.13), we immediately get the following result.
Corollary 9.5
Now we are ready to construct the inverses of E J S and E J F . Note that, the mappings E n and E −n defined in (8.14) and (8.15) can also be considered as acting on
is called discretized Mellin convolution operator. The basic facts about G(b) are introduced in [19] . Let F + stand for the set of all sequences (A n ) ∈ F with (P A n P ) = (A n ). Regard to Σ 1 and Ξ 1 , we define the bounded linear operators
For A ∈ Σ 1 and B ∈ Σ 1 , it is shown in Lemma 9.2 in [15] 
Hence part (a) immediately follows since I 1 ⊆ I J 1 . Part (b) can be treated analogously by using Lemma 9.3 in [15] . ✷ Similar to Lemma 5.5, we have Lemma 9.7 (P n BP n ) ∈ J J 1 whenever B ∈ I Recall that, the mappings we have constructed so far act between the following C * -algebras: Simple computation shows that they are * -homomorphisms, and
By Proposition 8.4, Corollary 9.3 and Lemma 9.6, we have A simple computation shows that there exists some (C n ) ∈ N such that (R n )(B n ) − (C n ) F ≤ 2ǫ.
Observing that (R n ) = 1, f = 1, we obtain lim sup n→∞ R n K n P n f P n L(l 2 H (Zn)) ≤ 4ǫ. (9.24) On the other hand, let z n and z * n be the bounded linear operators introduced in (8.31) and (8.32) . Then z n = z * n = 1, and it yields that (E −n K xh,xh E n ) = (z n z * n ).
(9.25) Therefore, for n ≥ 2κ, R n K n P n f P n ≥ |z * n R n K n P n f P n z n | ≥ |z * n R n z n | · |z * n P n f P n z n | = 2n − 4κ 2n · |σ 2n−1 f (1)|.
For η ∈ M To summarize what we have so far, the next result directly follows from Proposition 9.1, Proposition 9.2, Corollary 9.13 and Proposition 9.14 Corollary 9.15 For η ∈ M 0 1 ( QC), the map
is a * -isomorphism.
Remark 9.16
Let us consider the case where η ∈ M 0 −1 ( QC). Similarly, (9.1) and (9.2) still hold, and one can define the mappings which are * -isomorphisms as well. By Proposition 9.14, the mapping
is a * -isomorphism as desired.
Summary and main results
In summary, for η ∈ M 0 τ ( QC) where τ = ±1, we have the following diagram constructed: When η ∈ M 0 ±1 ( QC), the * -homomorphisms act between C * -algebras in the following diagram:
Combining Proposition 9.2 and Corollary 9.13, we see E F ,L(H) (and E S,L(H) ) are * -isomorphisms. And it follows from Proposition 9.1, Proposition 9.14 and Remark 9.16 that Φ ±1,S as well as Φ ±1,F are also * -isomorphisms. Now, we are able to define * -homomorphisms from S J (P QC L(H) ) and F J (P QC L(H) ) onto the desired C * -algebras respectively. Recall that, for each η ∈ M 
