This paper presents an approach to study initial-boundary value (IBV) problems for integrable nonlinear differential-difference equations (DDEs) posed on a graph. As an illustrative example, we consider the Ablowitz-Ladik system posed on a graph that is constituted by N semi-infinite lattices (edges) connected through some boundary conditions. We first show analyzing this problem is equivalent to analyzing a certain matrix IBV problem; then we employ the unified transform method (UTM) to analyze this matrix IBV problem. We also compare our results with some previously known studies. In particular, we show that the inverse scattering method (ISM) for the integrable DDEs on the integers can be recovered from the UTM applied to our N = 2 graph problem as a particular case, and the nonlocal reductions of integrable DDEs can be obtained as local reductions from our results.
Introduction
In recent years, the subject of nonlinear evolution equations on graphs has attracted increasing attentions due to its rich mathematical structures as well as wide physical applications; see for example [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and references therein. In comparison with the problem on the full-line or the problem on the half-line, the problem on a graph is more complicated and is not a fully developed subject yet. However the study on this subject is currently fast growing; see for example [2] [3] [4] [5] [6] for recent developments regarding the integrable nonlinear Schrödinger (NLS) equation on various simple graphs.
In this paper we show how to analyze initial-boundary value (IBV) problems for integrable nonlinear differential-difference equations (DDEs) on a graph by using the unified transform method (UTM) [19] . The illustrative example we choose is the Ablowitz-Ladik (AL) system [33] [34] [35] : i dqn dt + q n+1 − 2q n + q n−1 − p n q n (q n+1 + q n−1 ) = 0, i dqn dt − p n+1 + 2p n − p n−1 + p n q n (p n+1 + p n−1 ) = 0, (1.1) where q n = q(n, t) and p n = p(n, t) are complex functions. We consider this integrable DDE on a graph G that is made of N ≥ 1 semi-infinite lattices (edges) connected through some boundary conditions at n = 0 and at n = −1.
In order to analyze such a problem, we follow the following idea from the paper [37] about the problem of integrable partial differential equations (PDEs) on a star graph: mapping the problem on a graph to a matrix IBV problem and then extending the UTM for analyzing IBV problems in scalar case to the one in matrix case. The present paper provides a discrete analogue of the main results of papers [37, 38] by Caudrelier. We note that the UTM, introduced by Fokas [15, 19] for analyzing IBV problems of integrable PDEs, provides an important generalization of the inverse scattering method (ISM). The UTM has been implemented to analyze IBV problems for both integrable PDEs and integrable DDEs; see for example [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] for this method on integrable PDEs and see [28] [29] [30] [31] [32] for this method on integrable DDEs.
The main results derived in the present paper are stated in Proposition 1 and Theorem 1. Proposition 1 implies that the analysis of the AL lattice system (1.1) on the graph G is equivalent to the analysis of a certain matrix IBV problem. Thus we can analyze the AL lattice system on the graph G by extending the UTM for integrable DDEs in the scalar case to the one in the matrix case. Theorem 1 shows that the solution of the AL lattice system on the graph G can be expressed in term of the solution of an appropriate matrix Riemann-Hilbert (RH) problem. Moreover, we compare our results with some previously known studies for integrable DDEs and illustrate how our results embrace these studies as a particular case. In particular, we show in detail that the standard ISM for the AL system on the integers (see [35] ) can be recovered as a special case of the UTM applied to our N = 2 graph problem; see Theorem 3. We also show that both the integrable discrete NLS (IDNLS) equation (see [35] ) and the nonlocal IDNLS equation (see [43] ) can be obtained as standard local reductions of our matrix AL system on the non-negative integers; see Proposition 3. Thus, in addition to the ISM for the IDNLS equation, the ISM for the nonlocal IDNLS equation (see [43] ) can be also recovered from our results; see Proposition 4.
The paper is organized as follows: in Section 2, we introduce the problem of the AL system on a graph and then we formulate this problem into a certain matrix IBV problem. In Section 3, we implement the UTM to analyze the matrix IBV problem formulated in Section 2. In Section 4, we compare our results with some previously known studies and show how these previous studies can be recovered from our results. We discuss further our results in Section 5.
Problem formulation 2.1 AL system on a graph
We consider the AL lattice system (1.1) on the graph G. Recall that the graph G is the union of N edges: each edge is made of semi-infinite lattice N 0 , the set of non-negative integers, namely N 0 = {0, 1, 2, · · · }; these edges are connected to each other through some boundary conditions. We introduce N -copies of the AL lattice system (1.1) for functions {q α (n, t), p α (n, t)}, α = 1, 2, · · · , N . The AL lattice system on the graph G is equivalent to a system of N AL systems such that each {q α (n, t), p α (n, t)} lives on edge α, is a pair of functions of n ∈ N 0 and 0 < t < T , and the edges meet one another through some boundary conditions at n = 0 and at n = −1. Therefore the problem reads, for α = 1, 2, · · · , N , i dq α n dt + q α n+1 − 2q α n + q α n−1 − p α n q α n q α n+1 + q α n−1 = 0, n ∈ N 0 , 0 < t < T, i dp α n dt − p α n+1 + 2p α n − p α n−1 + p α n q α n p α n+1 + p α n−1 = 0, n ∈ N 0 , 0 < t < T, (2.1)
where q α 0 (n), p α 0 (n) denote the initial data, and g α j (t), h α j (t), j = −1, 0, denote the boundary values. For each α, equation (2.1) is the discrete compatibility condition
of the following linear systems (called Lax pair) [31, 36] :
where µ α (n, t, z) is a 2 × 2 matrix, 4) and the symbolẐµ α (n, t, z) stands for Zµ α (n, t, z)Z −1 .
Remark 1. At this step we describe the problem of the AL lattice system on the graph G by the IBV problem (2.1) and (2.2). We should point out that we cannot view (2.1) and (2.2) as N disconnected copies of the semi-infinite lattice problem, instead, we should consider (2.1) and (2.2) for all α as a whole, since in our context the N semi-infinite lattices (edges of G) are connected to each other through some boundary conditions. The purpose of this section and the following section is to present the general framework for the lattice graph problem and thus we will not focus on the connections between the edges of the graph in these two sections; it is the purpose of Section 4 to discuss these nontrivial connections between the edges of the graph G.
Mapping the problem on the graph to a certain matrix IBV problem
We have formulated the AL lattice system (1.1) on the graph G into the IBV problem (2.1) and (2.2). We next show that analyzing such an IBV problem is equal to analyzing a certain matrix IBV problem.
We introduce the N × N diagonal-matrices
We note that (2.1) is equivalent to the matrix valued AL system
where Q n = Q(n, t) and P n = P (n, t) are chosen to be the diagonal-matrices in the form of (2.5a) and (2.5b). Moreover, the initial and boundary conditions (2.2) is equivalent to Q(n, 0) = Q 0 (n), P (n, 0) = P 0 (n),
where
The matrix AL system (2.6) is the discrete compatibility condition of the following linear systems
where µ(n, t, z) is a 2N × 2N matrix, 10) and the symbolẐµ(n, t, z) stands for Zµ(n, t, z)Z −1 .
We need to introduce some notations. Denote by M m the algebra of m × m matrices over C.
For M ∈ M 2N , we write M =denote the diagonal and the off-diagonal parts of M jk , respectively. We denote
} the corresponding sets. Consider the isomorphism θ :
where {E jk } N j,k=1 is the canonical basis of M N , and the algebra structure of N j=1 M 2 is defined by the pointwise operations. We find the following result [37] :
In analogy with the problem in continuum case [37] , the key observation is that the fundamental solution of (2.9) with an appropriate normalization, is an M d -valued function of n, t, z in the domain where it is defined. More precisely, we have Proposition 1 Let µ(n, t, z) be the fundamental solution of (2.9) with normalization µ(n 0 , t 0 , z) = I 2N at a fixed point (n 0 , t 0 ) ∈ N 0 ×R + . Then µ(n, t, z) ∈ M d in the domain wherever it is defined. Proof This conclusion is deduced by using Lemma 1 and the linearity of equations (2.9) for µ(n, t, z).
We recall that all the ingredients required for the implementation of the UTM can be derived from the fundamental solutions of the associated Lax pair by algebraic manipulations; see for example [19, 31] for details. We therefore deduce from Proposition 1 that the implementation of the UTM to the matrix AL system (2.6) and thus to the AL system on the graph G can be entirely formulated in M d .
3 Unified transformation method for the AL system on a graph
In the above section, we have mapped the problem of the AL lattice system on the graph G to a M d -valued matrix IBV problem. In this section, we show how to analyze such a M d -valued matrix IBV problem via the UTM. The detailed derivations regarding the implementation of the UTM in the present matrix case can be obtained easily via a similar manner as presented in the scalar case [28, 31] . For economy of presentation, here we will skip several details on these derivations and only present the main and essential steps about the implementation of the UTM. We refer the reader to Section 4 of [31] for more details on these derivations.
3.1
Direct part of the UTM
The eigenfunctions
We define three different 2N × 2N matrix-valued eigenfunctions {µ j (n, z, t)} 3 1 as simultaneous solutions of the linear systems (2.9). These three eigenfunctions are normalized respectively at (n, t) = (0, 0), at (n, t) = (∞, t), and at (n, t) = (0, T ). They are given by:
where I 2N denotes the 2N × 2N identity matrix, and
and the symbol eΣ 3 acts on a 2N × 2N matrix A as follows
Note that Proposition 1 implies that {µ j (n, z, t)} 3 1 are M d -valued functions. Thus the spectral functions corresponding to {µ j (n, z, t)} 3 1 are also M d -valued functions; this fact will become clear in Section 3.1.2.
We introduce the following domains for the AL system (see Figure 1 ):
and we denote byD in ,D out ,D ± ,D ±in ,D ±out the closure of these domains. We will use the notations:
where µ L j (n, t, z) is the 2N × N left block and µ R j (n, t, z) is the 2N × N right block of the matrix µ j (n, t, z). From (3.1), we deduce that
• µ 1 (n, t, z) is analytic for z ∈ C \ {0}; µ L 1 (n, t, z) is continuous and bounded for z ∈D −out , and µ R 1 (n, t, z) is continuous and bounded for z ∈D +in .
• µ L 2 (n, t, z) is analytic for D in and it is continuous and bounded for z ∈D in , and µ R 2 (n, t, z) is analytic for D out and it is continuous and bounded for z ∈D out .
• µ 3 (n, t, z) are analytic for z ∈ C \ {0} (in the case of finite T).
is continuous and bounded for z ∈D +out , and µ R 3 (n, t, z) is continuous and bounded for z ∈D −in .
The spectral functions
The matrices {µ j (n, t, z)} 3 1 are related:
Evaluating equation (3.6a) at n = 0, t = 0, and evaluating equation (3.6b) at n = 0, t = T , we obtain We introduce the notations: • the entries of a(z), b(z) are analytic for |z| > 1 and continuous and bounded for |z| ≥ 1.
• the entries ofã(z),b(z) are analytic for |z| < 1 and continuous and bounded for |z| ≤ 1.
• the entries of A(z), B(z) are analytic for z ∈ C \ {0} and continuous and bounded for z ∈D − (in the case of finite T). If T = ∞, the functions A(z) and B(z) are defined and analytic for z ∈ D − .
• the entries ofÃ(z),B(z) are analytic for z ∈ C \ {0} and continuous and bounded for z ∈D + (in the case of finite T). If T = ∞, the functionsÃ(z) andB(z) are defined and analytic for z ∈ D + .
The Lax pair (2.9) implies that
These identities immediately yield
The symmetry properties
In analogy to the scalar case [28, 31] , from equations (3.1), (3.7) and (3.8), we find the following symmetry relations regarding the spectral functions:
Let us introduce the following functions:
(3.12)
It follows from (3.11) that
(3.13)
A Riemann-Hilbert problem
We define M (n, t, z) = M + (n, t, z), for z ∈D + , and M (n, t, z) = M − (n, t, z), for z ∈D − , where
(3.14)
From (3.1) and (3.14) one can deduce that
Here the notation O N ×N (z 2 , even) (O N ×N (z −2 , even)) indicates that the remaining terms are
indicates that the remaining terms are N × N diagonal-matrices with odd powers of z (z −1 ) in diagonal-elements; the symbol z → (∞, 0) means z → ∞ for the 2N × N left block, while z → 0 for the 2N × N right block of the 2N × 2N matrix M (n, t, z). Using (3.6), we can formulate (3.14) into the following 2N × 2N matrix RH problem
, and these jump matrices are defined by
and the contours L j , j = 1, 2, 3, 4, are defined by (see Figure 2 ):
The blocks (12) and (21) of (3.15) induce the following expressions: 19) where the indexes "12" and "21" denote the blocks (12) and (21) in the natural decomposition of a matrix in M d .
If the spectral functions a(z),ã(z), d(z) andd(z) can have zeros, then M (n, t, z) is a meromorphic function of z. In this case, the RH problem (3.16) is singular, thus, one has to consider the corresponding residue relations. For details on these zeros and residue relations for the AL system in scalar case, one can refer to [28, 31] , in which the same derivation goes over to the matrix case in the present paper. For economy of presentation, here we will not consider the possibility of such zeros for spectral functions since this respect is not essential for the main results of the present paper.
The Global relation
Using (3.7b) in (3.6a) with n = 0, t = T , we obtain
Using the definition of µ 2 (n, t, z) (the second equation of (3.1)) in the above formula, we obtain
The (12)-block and (21)-block of equation (3.21) yield the following global relation
where G 12 (z, T ) and G 21 (z, T ) are (12)-block and (21)-block of the matrix G(z, T ). As T = ∞, the global relation (3.23) becomes
Inverse part of the UTM
Consider the initial data Q 0 (n) and P 0 (n), and the boundary values G l (t) and H l (t), l = −1, 0; see (2.8) . Denote by l 1 (N 0 ) the space of sequences {a n } n∈N 0 , such that n=+∞ n=0 |a n | < ∞. Denote by U 0 (n) the matrix U (n, 0), in which Q(n, 0) and P (n, 0) are replaced respectively by Q 0 (n) and P 0 (n). Denote by F 0 (n) the matrix F (n, 0), in which F(n, 0) is replaced by
Denote by W l (t) the matrix U (l, t), l = −1, 0, in which Q(l, t) and P (l, t) are replaced respectively by G l (t) and H l (t); denote
Motivated by Section 3.1, we define the spectral functions as follows.
Definition 1 Given Q 0 (n), P 0 (n) such that the entries of them belong to l 1 (N 0 ), define the 2N × 2N matrix valued function φ(n, z) by the unique solution of
Furthermore, we define the N × N diagonal-matrix valued spectral functions a(z), b(z),ã(z) and 27) where the indexes "11", "12", "21" and "22" denote respectively the blocks (11), (12), (21) and
such that the entries of them are smooth functions for 0 < t < T , define the 2N × 2N matrix valued function ϕ(t, z) by the unique solution of
where, as before, the indexes "11", "12", "21" and "22" denote respectively the blocks (11), (12) , (21) and (22) in the natural decomposition of 2N × 2N matrices in M d .
If T = ∞, we assume that the entries of G l (t), H l (t), l = −1, 0, belong to the Schwartz class, and we use an alternative definition of the spectral functions {A(z), B(z),Ã(z),B(z)} based on the solution µ 3 (0, t, z); namely we let
is the unique solution of
The main result for the AL equation on the graph G is the following:
Theorem 1 Let spectral functions {a(z), b(z),ã(z),b(z)}, corresponding to {Q 0 (n), P 0 (n)}, be defined according to Definition 1. Suppose that there exist {G l (t), H l (t)}, l = −1, 0, such that the spectral functions {A(z), B(z),Ã(z),B(z)} defined by Definition 2, satisfy the global relation (3.23). Define M (n, t, z) as the solution of the following 2N × 2N matrix RH problem 1 :
, and {L j } 4 1 are defined by (3.18); see Figure 2 for these contours.
•
, and the jump matrices J j (n, t, z) are defined in terms of spectral functions by (3.17); see Figure 1 and Figure 2 for these domains and contours.
Then M (n, t, z) exists and is unique. Furthermore, let
then Q(n, t), P (n, t) solves the matrix AL system (2.6) as well as satisfies initial-boundary value conditions (2.7).
Proof Similarly with the problem in the continuum case [37] , we transform the proof of this theorem in the matrix case to the proof of N -copies of the analogous theorem in the scalar case. We consider the isomorphism θ defined by (2.11) . For this θ, we denote by
is defined as the solution of the 2×2 RH problem that takes the same form as the above one but formulated by the spectral functions {a α (z), b α (z),ã α (z),b α (z)} corresponding to {q α 0 (n), p α 0 (n)}, and by the spec-
Note that the formula (3.34) is equivalent to setting q α (n, t) = lim z→0 (z −1 M α (n + 1, t, z)) 12 , p α (n, t) = lim z→∞ (zM α (n + 1, t, z)) 21 for α = 1, · · · , N . For the latter scalar case, it follows from [31] that each M α (n, t, z) exists uniquely, and q α (n, t), p α (n, t) solves the AL equation with the initial-boundary conditions:
Hence, Q(n, t), P (n, t) defined by (3.34) , solves the AL equation (2.6) and satisfies the initial-boundary conditions (2.7).
Analysis of the global relation
For the matrix version of AL equation (2.6), the matrix-valued unknown boundary values G 0 (t), H 0 (t) can be characterized as follows. (12), (21), (22) in the natural decomposition of ϕ(t, z). The unknown boundary values G 0 (t), H 0 (t) associated with the AL equation (1.1) are given by
Proposition 2
Proof By employing Lemma 1 and Proposition 1, we can map the proof of the formulae (3.35) for G 0 (t), H 0 (t) in matrix version to the proof of the analogous formulae for each g α 0 (t), h α 0 (t), α = 1, · · · , N , in scalar version. For α = 1, · · · , N , the analogous formulae for each g α 0 (t), h α 0 (t) in scalar version can be derived by the analysis of the global relation and by the use of certain asymptotic considerations of the eigenfunctions; for details see Section 5.2 of [31] .
Comparison with Previous Results
In the above two sections, by an algebraic formulation and then by implementing the UTM to the resulting matrix IBV problem, we have presented a framework to analyze the problem of the AL system (1.1) on the graph G. For the scalar case N = 1, we immediately recover the results for the problem of AL system on the set of non-negative integers [31] . For N ≥ 2, as mentioned earlier, for a genuine graph, the N edges are not separated, instead, they are connected to each other through appropriate boundary conditions. It is the goal of this section to discuss these nontrivial connections and show how some previously known studies fit within our framework.
Recovering the problem on the integers
In this subsection, we show that the standard ISM for the AL system on the set of integers can be recovered as a special case of UTM applied to our N = 2 graph problem with the two edges of the graph connected through the following boundary condition
ISM on the integers
In order to compare the ISM on the integers with our N = 2 matrix UTM on the non-negative integers, it is very convenience to put the two problems in the same size. More precisely, we will use a redundant 4 × 4 Lax pair formulation instead of the standard 2 × 2 one for the implementation of ISM for the AL equation.
We consider the following 4 × 4 Lax pair formulation
where µ int (n, t, z) is a 4 × 4 matrix, and
with f (n, t) = 1 − q(n, t)p(n, t),
The compatibility condition of (4.3) gives rise to the following 2 × 2 matrix AL equation
where Q int n = Q int (n, t) and P int n = P int (n, t). It is clear that reconstructing q(n, t), p(n, t) is equivalent to reconstructing Q int (n, t), P int (n, t). The standard ISM for AL equation in the case of 2 × 2 Lax pair formulation [31, 35] can be easily generalized to the above (redundant) 4 × 4 case. Here we only present the essential results; for details see [31, 35] .
We need to define two particular solutions of equation (4.3a) with normalizations as n → ∓∞. They are given by the following summation equations:
These two solutions are related:
where Theorem 2 Given the initial data {q 0 (n), p 0 (n)} belong to l 1 (Z) (here Z denotes the set of integers), define the associated spectral functions {a int (z), b int (z),ã int (z),b int (z)} according to (4.9) and (4.10). Let M int (n, t, z) be the unique solution of the following RH problem 2
• M int (n, t, z) is an analytic function for |z| > 1 and |z| < 1.
where M int (n, t, z) = M int − (n, t, z) for |z| ≤ 1, M int (n, t, z) = M int + (n, t, z) for |z| ≥ 1, and J int (n, t, z) is defined via the spectral functions {a int (z),
12)
Define Q int (n, t), P int (n, t) by
Then Q int (n, t), P int (n, t) solves the AL system (4.6) with the initial condition
(4.16)
ISM as a special case of UTM
Equipped with the above results, we are now able to demonstrate that the problem on the set of integers is a special case of our N = 2 graph problem. We choose the initial data of the N = 2 graph problem as (4.17) and assume the two edges of the graph are connected via the boundary condition in the form of (4.1).
Lemma 2 In the case of initial-boundary conditions satisfying (4.1) and (4.17), the associated spectral matrices s(z), S(z) and s int (z) satisfy the following relations
Proof Using symmetry relations 20) we can deduce that, if µ int (n, t, z) solves (4.3a), then so does Σµ int (−n, t, For n ≥ 0, using (4.17) we find that µ 2 (n, 0, z) and µ int + (n, 0, z) satisfy the same equation and have the same normalization as n → ∞. Thus, for n ≥ 0, we have
Evaluating equation (4.23) at n = 0 and using µ 2 (0, 0, z) = s(z), we obtain
Evaluating equation (4.22) at n = t = 0 and using (4.24), we find (4.18a). We now turn to the proof of the symmetry (4.18b). Using (4.1) we find that µ 1 (0, t, z) and Σµ 1 (0, t, 1 z )Σ satisfy the same equation and have the same normalization as t → 0. Thus, we have
Similarly, we find
Evaluating at n = 0 for the following formula 27) we obtain
Letting z → 1 z in (4.28) and using the symmetries (4.25) and (4.26), we obtain
Equations (4.28) and (4.29) yield (4.18b).
Theorem 3 Consider the RH problem defined in Theorem 1 subject to N = 2 and particular initial-boundary values satisfying (4.1) and (4.17) . Denote by M red (n, t, z) the unique solution of this RH problem and let Q red (n, t), P red (n, t) be defined by (3.34) but with M (n, t, z) replaced by M red (n, t, z). Then
We find that M red (n, t, z) only has a jump across the unit circle:
We can deduce thatγ
Indeed, the symmetry (4.18b) impliesB(z)Ã −1 (z) = −σB(
Using the global relation (3.24), we obtainB(z)Ã −1 (z) = −σb(
Using this relation we can write
Using (4.35) and the identity a(z)ã(z) − b(z)b(z) = I 2 , we can writẽ
The symmetry (4.18a) implies
(4.37)
Inserting (4.37) into (4.36), we find (4.34a). Similar calculations yield (4.34b). It follows from (4.34) that
Moreover, (4.31) implies that the normalization (4.14) also holds for M red (n, t, z). Therefore, M red (n, t, z) and M int (n, t, z) satisfy exactly the same RH problem. Thus
Finally, using
we find (4.30). The formula (4.30) implies that the problem on the set of integers can be recovered from our N = 2 matrix problem on the set of non-negative integers as a special case by the following very intuitive formula
where θ(n) is defined by the following Heaviside theta function
Remark 2. Our result presents a relationship between the ISM and UTM for the integrable DDEs. Other aspects regarding the connection between the two approaches have been studied in [27, 30, 38] .
The IDNLS and nonlocal IDNLS equations as standard local reductions
In the case of continuum problem, Caudrelier has established in [38] that both the classical NLS equation and the nonlocal NLS equation [40] [41] [42] can be obtained as standard local reductions of a matrix AKNS system with an appropriate boundary condition. Here we show this is also the case for the discrete problem: both the IDNLS equation [35] and the nonlocal IDNLS equation [43] can be obtained as standard local reductions of our matrix AL system on the non-negative integers with the boundary values satisfying (4.1). Thus the ISM for the IDNLS equation and especially for the nonlocal IDNLS equation fit naturally within our results on the graph problem.
Reductions in the potentials
It can be checked directly that the matrix AL system (2.6) in the case N = 2 admits the following two local reductions between the potentials:
where Q † (n, t) denotes the Hermitian of Q(n, t), and σ are defined by (4.2). We note that, as in the continuum case [38] , the reductions (4.42) admit an interpretation in the reduction group theory [39] : they arise as two different representations of a local Z 2 reduction imposing on the 4 × 4 Lax pair of the matrix AL equation (2.6) in the case of N = 2.
We first consider the reduction (4.42a). In this case, the matrix AL system (2.6) in the case
The above equation holds for n ∈ N 0 and t > 0, since we deal with an IBV problem for the lattice equation on the non-negative integers. Note that we require that the reduction is compatible with the boundary condition (4.1), thus we can apply (4.41a), namely Q n = diag(q n , q −n−1 ), n ∈ N 0 , to (4.43 ). This in turn yields
Equations (4.44a) and (4.44b) can be combined into 45) which is nothing but the IDNLS equation [35] on the integers. Next we consider the reduction (4.42b). In this case, the matrix AL system (2.6) in the case N = 2 becomes
which holds for n ∈ N 0 and t > 0 as before. By applying (4.41a), namely Q n = diag(q n , q −n−1 ), n ∈ N 0 , to (4.46), we obtain
Equations (4.47a) and (4.47b) can be combined into the following nonlocal IDNLS equation on the integers:
In summary, we find 
The nonlocal term appearing in the nonlinear terms of our equation (4.48) is q * (−n − 1, t), while the nonlocal term appearing in the nonlinear terms of equation (4.49) is q * (−n, t). We note that, in general, the nonlocal term can be taken as q * (−n − n 0 , t), and the resulting nonlocal IDNLS equation reads
where n 0 is an arbitrary fixed integer. Indeed, the AL system (1.1) admits a general nonlocal reduction p(n, t) = νq * (−n − n 0 , t), ν = ±1. Using this reduction, we immediately find the above general nonlocal IDNLS equation (4.50).
Reduction symmetries in the spectral functions
The reductions in the potentials induce important symmetries in the spectral functions. For the nonlocal IDNLS equation, it was shown in [43] that the resulting symmetries of the spectral functions are very different from those of classical IDNLS equation. We will show in the following that these two different symmetries associated with the two equations also appear naturally from the reductions (4.42) imposed on the matrix AL system (2.6) in the case N = 2. We first write the symmetry reductions (4.42) as
where, for the IDNLS equation (4.45), 52) while for the nonlocal IDNLS equation (4.48),
Lemma 3 Under the reduction (4.51), the associated spectral matrices s(z) and S(z) satisfy symmetry relations:
Proof It can be checked directly that under the reduction (4.51), if µ(n, t, z) solves (2.9) in the case N = 2, then µ −1 (n, t, z) and Dµ † (n, t, 1 z * )D satisfy the same equations
Applying this to µ 2 (n, 0, z) and using uniqueness of a normalized solution, we find
Applying this to µ 3 (0, t, z) and using uniqueness of a normalized solution, we find
Evaluating equation (4.56) at n = 0, we find (4.54a). Evaluating equation (4.57) at t = 0, we find (4.54b).
Proposition 4
The matrix of spectral functions of the IDNLS equation (4.45) is of the generic form
The matrix of spectral functions of the nonlocal IDNLS equation (4.48) is of the generic form
where α(z) andα(z) satisfy extra symmetries
Proof From (4.18a), we find
The formula (4.54a) implies
For D being defined by (4.52), from (4.61) and (4.62) we find
In view of the structure of (4.5), from the above redundant 4 × 4 matrix we extract the following 2 × 2 matrix for spectral functions of the IDNLS equation (4.45):
For D being defined by (4.53), from (4.61) and (4.62) we find
In view of the structure of (4.5), from the above redundant 4 × 4 matrix we extract the following 2 × 2 matrix for spectral functions of the nonlocal IDNLS equation (4.48) :
where a int (z) andã int (z) satisfy extra symmetries (4.60).
AL lattice system with an integrable defect
In classical integrable field theories, a defect for an integrable system in space can be viewed as an internal boundary condition on the fields and their time and space derivatives at a given point (defect location) [47] [48] [49] [50] . A crucial observation was that the integrability of a defect system could survive if one defines defect boundary conditions for the system as Bäcklund transformations (BTs) frozen at the defect location [50] . Using this observation, a generating function for the defect contributions to the conserved quantities was explicitly constructed in [51] for integrable PDEs associated with AKNS spectral problem, and furthermore the integrability of the defect system was studied in [52] . However, for the integrable DDEs, to our knowledge, the analogous result for the AL lattice system (1.1) has not been reported in the literature. We will present this important result in Appendix A.
Here we note that the problem on the line with a defect fits within the framework of the problem on a simple graph. Indeed, for the problem in the continuum case, the line with a defect at a fixed point can be seen as a graph with two half-lines attached to a vertex, and the associated defect condition can be interpreted as a boundary condition representing a connection between two edges of the graph [37] . For the problem in the discrete case, by freezing at n = 0 the BT (A.9) of the AL system derived in Appendix A, we find the following defect boundary condition
where the dot denotes derivative with respect to time, c 1 , c 2 , c 3 and c 4 are arbitrary constants, and
In our present context, this defect condition represents a connection between two semi-infinite lattices of the N = 2 graph. In particular, for the IDNLS equation (4.45) , the additional symmetry p(n, t) = νq * (n, t) reduces the above defect condition to
where c 1 and c 2 are arbitrary constants, and
The defect conditions (4.68) and (4.69) look very complicated, however they emerge naturally from the BT of AL system. This implies that specific soliton solutions may be constructed explicitly. For the problem in the continuum case, this was done for the NLS equation in [50] by direct ansatz on the one and two soliton solutions. The analogous issue for the present discrete case will be studied in the future.
Case N ≥ 2: Kirchhoff boundary conditions
The connections between the edges of the graph presented in previous subsections are in the case of N = 2. For N ≥ 2, an interesting nontrivial connection between the N edges of a graph is described by the so-called Kirchhoff boundary conditions [3, 53, 54] . By analogy with the integrable PDEs case, in the simple case of a Kirchhoff boundary condition [3] , the connection between the edges of the graph G for the AL system is given by
(4.70)
In particular, for N = 2, (4.70) becomes
which coincides with the boundary condition (4.1). For N = 3, (4.70) becomes
which defines a boundary condition for the AL system on a graph constituted of trilete lattices [9, 10] . We note that, for the problem in continuum case, the analogous boundary problem on the N = 3 star-graph (called Y -junction in the literature) is of special physical interest [12] . For the NLS equation, the global well-posedness and the behaviour of solitary wave solution of this problem were studied recently in [3] . It is unclear whether similar considerations can be applied to the present discrete case.
Concluding remarks
We have presented an approach to analyze IBV problems for integrable DDEs on a graph that is composed of N semi-infinite lattices (edges). As in the continuum case, we first formulated the problem on the graph into a certain matrix IBV problem. Then we analyzed such a matrix IBV problem by extending the UTM for integrable DDEs in the scalar case to the one in the matrix case. We also discussed the connections between the edges of the graph and compared our results with some previously known studies. In particular, we discussed three interesting boundary conditions that represent nontrivial connections between the edges of the graph. The first one, corresponding to a linearizable boundary condition for N = 2, was given by (4.1).
Regarding this boundary condition, we demonstrated in detail that how our results reproduce the standard ISM on the set of integers as particular case and how a nonlocal reduction of an integrable DDE can be obtained as a standard local reduction. The second one, corresponding to an integrable defect boundary condition, was given by (4.68); the third one, corresponding to a discrete analogue of Kirchhoff type boundary conditions for integrable PDEs, was given by (4.70). Regarding these two boundary conditions, despite some impressive results on the problems in continuum case [3, 50, 51] , the study of the related problems in the present discrete case is just at its beginning (we addressed several interesting issues concerning this subject at the end of Section 4.3 and Section 4.4).
Although the approach was illustrated for the AL lattice system, it is clear that the same approach can be applied to other integrable nonlinear DDEs.
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A AL lattice system with an integrable defect
We now derive a defect condition for the AL system that can preserve the integrability of the system. This result provides a discrete analogue of the integrable defect condition for the integrable PDEs [51] . We first derive a BT for AL system. Then, by fixing the BT at n = 0, we obtain the desired integrable defect boundary conditions. Finally, we construct explicitly a generating function for the infinite number of conserved quantities for the defect AL system.
A.1 Bäcklund transformations for the AL system
Let q 1 (n, t), p 1 (n, t) and q 2 (n, t), p 2 (n, t) be two solutions of the AL system (1.1) for n ∈ Z; let Φ j (n, t, z) = Φ j 1 (n, t, z), Φ j 2 (n, t, z) T , j = 1, 2, be the corresponding eigenfunctions that satisfy the following auxiliary problems, for j = 1, 2,
with Z, f j (n, t), U j (n, t), V j (n, t, z), j = 1, 2, being defined by (2.4). Suppose that Φ 1 (n, t, z) and Φ 2 (n, t, z) are related by gauge transformation Φ 2 (n, t, z) = D(n, t, z)Φ 1 (n, t, z), (A .3) where D(n, t, z) is a 2 × 2 matrix. The matrix D(n, t, z) satisfies the following equations D(n + 1, t, z)W 1 (n, t, z) = W 2 (n, t, z)D(n, t, z), (A.4a) D t (n, t, z) = T 2 (n, t, z)D(n, t, z) − D(n, t, z)T 1 (n, t, z).
(A.4b)
We look for D(n, t, z) in the form of D(n, t, z) = zD 2 (n, t) + 1 z D 1 (n, t) + D 0 (n, t), (A.5)
where the 2 × 2 matrices D 0 (n, t), D 1 (n, t) and D 2 (n, t) are dependent on q j (n, t), p j (n, t), j = 1, 2, but independent on z. By substituting (A.5) into (A.4) and equating the coefficients of powers of z, we find Lemma 4 Let a solution of (A.4) be in the form of (A.5). Then
(A.6) where, for all n ∈ Z, d 11 2 (n, t) = c 1 E(t)∆(n, t), d (1 − q 2 (m, t)p 2 (m, t)) (1 − q 1 (m, t)p 1 (m, t)) 1 2 , n ≥ 1, (A.8)
Lemma 5 (BT for the AL system) Let q 1 (n, t), p 1 (n, t) and q 2 (n, t), p 2 (n, t) be two solutions of the AL system (1.1); let the corresponding eigenfunctions be related by gauge transformation (A.3) with D(n, t, z) being given by Lemma 4. Then q 1 (n, t), p 1 (n, t) and q 2 (n, t), p 2 (n, t) are related by the following difference and differential equations d 11 2 (n, t)q 1 (n, t) − d (n, t) q 1 (n, t) − q 1 (n − 1, t)
2 (n, t)q 1 (n, t) q 1 (n − 1, t)p 1 (n, t) + q 2 (n, t)p 2 (n − 1, t)
2 (n, t)q 2 (n, t) q 1 (n, t)p 1 (n − 1, t) + p 2 (n, t)q 2 (n − 1, t) , (n, t)p 1 (n, t) q 1 (n, t)p 1 (n − 1, t) + p 2 (n, t)q 2 (n − 1, t) − d 11 1 (n, t)p 2 (n, t) p 1 (n, t)q 1 (n − 1, t) + q 2 (n, t)p 2 (n − 1, t) ,
where d jj k (n, t), j, k = 1, 2 are given by (A.7).
Proof By substituting (A.5) and (A.6) into (A.4), we find that the off-diagonal entries of the resulting equation of (A.4a) yield the first two equations of (A.9), while the off-diagonal entries of the resulting equation of (A.4b) yield the last two equations of (A.9).
A.2 Defect conditions as frozen Bäcklund transformations
As in the continuum case, we define defect conditions for the AL system (1.1) as the BT (A.9) "frozen" at n = n 0 , the position of the defect. More precisely, for a fixed point n 0 ∈ Z we suppose q 1 (n, t), p 1 (n, t) satisfies the AL lattice system (1.1) for n < n 0 ; q 2 (n, t), p 2 (n, t) satisfies the AL system (1.1) for n > n 0 ; at n = n 0 , they are connected by the relations (A.9). For the associated auxiliary problem, we suppose the system (A.1) with j = 1 exists for n < n 0 , while the one with j = 2 exists for n > n 0 , and the two systems are connected by the relations (A.3) at n = n 0 . Following the terminology of the analogous problem for integrable PDEs [47] [48] [49] [50] [51] [52] , we refer to the matrix D(n 0 , t, z) as the defect matrix and the relations (A.9) at n = n 0 as defect conditions. We note that such defect conditions preserve the integrability of the AL system in the sense that there exists an infinite set of conserved quantities. Indeed, we find the following conclusion. 
