Abstract. We consider systems of stochastic fixed point equations that arise in the asymptotic analysis of random recursive structures and algorithms such as Quicksort, large Pólya urn processes, and path lengths of random recursive trees and split trees. The main result states sufficient conditions on the fixed point equations that imply the existence of bounded, smooth, rapidly decreasing Lebesgue densities.
Introduction
The contraction method is an approach to derive limit theorems for a broad class of random recursive structures and algorithms. It was introduced by Rösler [36] in 1991 for the distributional analysis of the complexity of Quicksort. Over the last 25 years this approach has been extended to a variety of random variables with underlying recursive structures. Some examples are: recursive algorithms [38, 29, 31, 34] , data structures [21, 31, 32] , Pólya urn models [18, 27] , and random tree models [1, 20] .
Limit distributions derived by the contraction method are given implicitly as solutions to stochastic fixed point equations. A stochastic fixed point equation is an equation µ = T (µ), where µ ∈ M and T : M → M for some set M of probability distributions. A random variable X is called solution to the stochastic fixed point equation µ = T (µ) if its distribution µ is a fixed point of T . In many cases an explicit description of such a solution (e.g. in terms of its distribution function) is unknown. In particular a lot of limits in Pólya urn models are not known explicitly and thus any further properties of these limits need to be derived from their stochastic fixed point equations.
The aim of this paper is a better understanding of solutions to stochastic fixed point equations. We will discuss several examples in which the fixed point equation implies that the limit distribution is 'smooth' in the sense that it has an infinitely differentiable, rapidly decreasing Lebesgue density.
The stochastic fixed point equations in this paper are of the following type: Let X 1 , . . . , X m be R d -valued random variables for some m ≥ 1 and d ≥ 1. Here and subsequently, R d denotes the set of column vectors of dimension d. The distributions of
Research fellow at TU Dortmund, Germany. Contact: kevin.leckey@tu-dortmund.de. This article was written during a research fellowship at Monash University, Australia. ℓr (1) , X (2) ℓr (2) , . . . and ((A r,j ) j≥1 , b r ) are independent. The infinite sum in (1) denotes the a.s. limit of the partial sums, thus we assume implicitly that the sequences The main result (Theorem 3.3) states sufficient conditions on ((A r,j ) j≥1 , b r ) for the existence of bounded (Lebesgue-) densities for the distributions of X 1 , . . . , X m . These densities are shown to be smooth (i.e. all derivatives exist). Moreover, they are Schwartz functions if all moments of X 1 , . . . , X m are finite (f is a Schwartz function if f (t) and all its derivatives decay faster than any polynomial in t −1 ).
The methods in this article are based on known results for branching processes [22] , Quicksort [11] and Pólya urns [5, 26] . Aside from improving some of these results, we manage to provide a general framework that covers other examples such as limit laws in several random tree models and multivariate limit laws. In particular, most of the previous results only studied one dimensional (d = 1) cases with one equation (m = 1). The only notable exception are the results on Pólya urns [5, 26] , which dealt with more than one equation of possibly complex valued random variables. However, the methods used for Pólya urns [5, 26] were not as powerful as the ones for Quicksort [11] in the sense that they could not prove that the limit densities are Schwartz functions.
There are several reasons to derive properties of distributions from their fixed point equations. First of all we want to provide a better understanding of stochastic fixed point equations in general since they appear naturally in various areas such as recursive algorithms, random trees and Pólya urns (more details are given in the next paragraph). The second reason is to reduce redundancy in future works: The existence (and sometimes smoothness) of densities has been shown for some examples [22, 11, 5, 26] using similar methods. This article not only merges those approaches but also covers a variety of other limits, some of them presented in Section 4. The last reason is connected to the contraction method itself 1 . In the one dimensional case (d = 1) the existence of a bounded density is useful to derive rates of convergence: The contraction method deals with distances in a rather abstract metric, often in the so-called Wasserstein metric ℓ p (cf., e.g., [36] ). Usually it is not hard to extract a rate of convergence in this abstract metric, that is an upper bounds on ℓ p (Y n , Y ) for a sequence (Y n ) n≥1 that converges to Y . Now suppose Y n and Y are real valued and let F n denote the distributional function of Y n and let F denote the distributional function of Y . Assume that Y admits a bounded density f Y . Then one can show that
Thus, the existence of a density for Y is crucial to transfer a rate of convergence of (ℓ p (Y n , Y )) n≥1 to an upper bound on ( F n − F ∞ ) n≥1 . We continue the introduction with some examples where equations like (1) appear. More details on these examples are given in Section 4.
• Branching processes. Limit distributions in several branching processes [23] can be characterized by an equation of type (1) with:
. . In a supercritical Galton Watson process (Z n ) n≥0 , for example, let N be the offspring distribution and µ = E[N ]. Then (Z n /µ n ) n≥0 converges to a limit that solves this kind of distributional equation with A ′ 1,j = 1/µ. Note that the limit distribution has an atom in 0 unless P(N = 0) = 0. Hence it cannot be absolutely continuous on its entire support.
If P(N = 0) = 0, then Liu [23] states sufficient conditions on (N, A ′ 1,1 , A ′ 1,2 , . . .) for the existence of a density for X 1 . We extend this approach to obtain similar results for the general equation (1) (see Lemma 3.6 and Proposition 3.7). Although these result are insufficient to obtain smooth densities for the other examples listed below, they provide a basis for inductively gaining better bounds on the characteristic functions of X 1 , . . . , X m . These bounds finally lead to a result (Theorem 3.3) that implies the existence of infinitely differentiable densities for all examples below.
We will not discuss branching processes in this paper although it improves Liu's result [23, Corollary (Absolute continuity I)] in some situations where the largest element among {|A ′ 1,1 |, . . . , |A ′ 1,N |} is bounded from below but
Note that with (2) Liu's result may still yield the existence of a density f , but cannot ensure that the a-th derivative of f exists for a > b. The result in this paper uses a different approach that yields the existence of all derivatives of f (under conditions introduced in Definition 3.2).
• Quicksort. The Quicksort limit X [36] satisfies an equation of type (1) with
where U is uniformly distributed on [0, 1] and g : [0, 1] → R is some function. Based on this equation Fill and Janson [11] show that X has a density which is a Schwartz function. Parts of the proofs in Section 5 (Lemma 5.7 and Lemma 5.8) are largely inspired by the work of Fill and Janson.
Note that the joint distribution of key comparisons and key exchanges in Quicksort also converges to a limit that can be described by an equation of type (1) (see [29] ). Theorem 3.3 yields that this joint limit (as a random variable in R 2 ) has an infinitely differentiable density. To the best of this author's knowledge this is the first 2 result on densities for solutions to (1) 
• Pólya urns. Consider a Pólya urn with q colors and some replacement rule
(cf. Section 4 for details). A lot of replacement rules (often called large Pólya urns) are known to lead to non-normal limit laws; see Janson [15] . Usually limit distributions in this context can be characterized by equations of type (1); see [18] for some examples. These cases are in general multidimensional (m ≥ 2), which make them fall out of Liu's framework [23] .
It is known that in the case of two colors these limits have smooth densities [5] . For more than two colors, similar arguments show that at least the projections of the limits to the eigenspaces of R have densities [26] . Theorem 3.3 provides a general framework for these examples (and others such as random replacement rules) and yields the existence of infinitely differentiable density functions for the limits.
Note that similar distributional equations appear in the context of B-urns [6] and m-ary search trees [4] since the analysis of both processes is closely related to Pólya urns.
Finally note that the Pólya urn process has a well-known continuous time embedding (related to multitype branching processes; cf., e.g., [15] for Pólya urns or [4] for m-ary search trees ). Limits of these continuous time counterparts can also be characterized by equations of type (1); see [5, 2, 26] for some examples. In some cases it is known that the limits have densities [2] , which, however, explode at 0 [2, Proposition 4.2]. Since the methods in this paper are based on Fourier transformation (leading to continuous densities), we cannot hope to extend our methods to continuous time models.
• Path length of random trees. The (total) path lengths of several random trees, in particular the class of random split trees [7] , converge to limits that can be described by equations like (1) . To the best of this author's knowledge the limit distribution in split trees has not been analyzed regarding absolute continuity. Under some mild assumption on the split vector (which are fulfilled in all examples given by Devroye [7] ) Theorem 3.3 yields that these limits have infinitely differentiable densities. Another advantage of the general setting in (1) is that it also covers multivariate limits: The joint distribution of path length and Wiener index in a split tree converges to a limit distribution [28] given by an equation of type (1) (in R 2 ). Again Theorem 3.3 implies that the limit distribution has an infinitely differentiable density (in R 2 ). To wrap up the advantages of this paper: One of the main advantages is the generality of the framework. Aside from Liu's result [23] , all known results listed above are derived for an explicit type of (A r,j ) j≥1 , that is either a beta-or a Dirichlet-distribution. This paper does not require such restrictive assumptions on (A r,j ) j≥1 . Another advantage is that, despite its generality, the result is as powerful as the corresponding one for Quicksort [11] , which in many examples beats the approach by Liu. Moreover, it covers systems of fixed point equations (m ≥ 2), which arise, e.g., in Pólya urns. Furthermore it is the first result on fixed point equations for random variables in higher dimensions (d ≥ 2) that arise in multivariate limit laws. We will also see in Section 4 how the main result can be applied straightforwardly to diverse examples.
The paper is organized as follows. Section 2 contains some basic notation and definitions. In particular, Schwartz functions are defined in that section. The main result (Theorem 3.3) is presented in Section 3. Section 3 also contains some results that are proven as a preparation for Theorem 3.3. Section 4 provides several examples that are covered by Theorem 3.3 such as Quicksort, Pólya urns, and path lengths in several random tree models. Full proofs for the results in Section 3 are given in Section 5. Finally, Section 6 contains a discussion on the assumptions made in Theorem 3.3 and some further directions for the analysis of stochastic fixed point equations.
Preliminaries and Notation
Throughout this paper let d be a positive integer. Let R d be endowed with the standard inner product x, y and Euclidean norm x of vectors x, y ∈ R d . The operator norm of a matrix A is denoted by A op . Let Re(z) and Im(z) denote real-and imaginary part of a complex number z. Complex numbers are embedded into R 2 as usual, that is z ∈ C is identified with the vector (Re(z), Im(z)) ∈ R 2 . In particular, Depending on the context, let 0 either denote the zero vector of
For a function f :
A function f is called n-times continuously differentiable if D β f exists and is continuous for all β with j β j ≤ n. Let C n (R d ) be the set of all n-times continuously differentiable functions f : 
Supp(X) is in general position if there are x 0 , . . . , x d ∈ Supp(X) such that
For d = 1, Supp(X) is in general position if and only if P(X = c) < 1 for all c ∈ R.
Definition 2.4. An R d -valued random variable X has a non-lattice distribution if
where 0 denotes the zero vector of R d .
Main Results
Let m be a positive integer. Let X 1 , . . . , X m be R d -valued random variables which solve a system of distributional equations introduced in Equation ( 
where X
(1)
ℓr (2) , . . . and ((A r,j ) j≥1 , b r ) are independent, and X (j) ℓr(j) has the same distribution as X ℓr(j) for all j ≥ 1. The infinite series in (DE) denote the a.s. limit of the partial sums, i.e. we assume implicitly at this point that the partial sums converge almost surely. To ensure this convergence, we make the following assumption throughout the article: There is a constant ε > 0 such that at least one of the following two conditions holds for all r ∈ [m]:
Remark 3.1. In order to see that (S.b) implies the convergence of the partial sums, note that E[ X r ε ] < ∞ implies P( X r > (j log 2 j) 1/ε ) = O(1/(j log 2 j)) by Markov's inequality. Hence, by the Borel-Cantelli Lemma and the assumption on A r,j ,
ℓr(j) < ∞ almost surely and the convergence of the series in (DE) follows from the triangle inequality.
As a preparation for the main results we introduce some notation. Let A T r,j denote the transpose of A r,j and
Moreover, let α max r ≥ α sec r denote the two largest elements in (α r,j ) j≥1 . Note that these elements are well defined since (S.a) or (S.b) imply
Recall that A r,j and thus also α r,j , α max r and α sec r are random variables. Finally, for every interval I ⊂ R and every r ∈ [m] let N r (I) be the (possibly infinite) random variable given by
The following conditions are tailored to the examples in the next section. More general conditions are discussed in Definition 3.5 after the main result. 
The main result of this paper is the following theorem:
[m] and p > 0, then X r admits a Schwartz density (see Definition 2.2).
Remark 3.4. Condition (A4) might not seem sensible at first since it refers to the (unknown) distributions of X 1 , . . . , X m rather than the coefficients (A r,j ) j≥1 and b r . However, in several examples, e.g. the two color urn limits discussed in Section 4, (DE) has a degenerate solution in addition its absolute continuous solutions. Hence, only making assumptions for the coefficients is not sufficient to ensure absolute continuity of the solution.
Checking (A4) for higher dimensions (d ≥ 2) is more tedious. We will discuss two examples (bivariate Quicksort limit and the joint distribution of path length and Wiener index in split trees) in Section 4 where (A4) can be deduced from the coefficients (A r,j ) j≥1 and b r .
The proof of Theorem 3.3 is based on Fourier analysis. We only outline the proof strategy in this section. Full proofs are given in Section 5.
Note that the set of Schwartz functions is preserved under Fourier transformation [39, Theorem 7.4(d) ]. Thus the characteristic function of a distribution is a Schwartz function if and only if the distribution has a Schwartz density. For the remainder of the section we discuss conditions on (DE) and their effect on the characteristic functions
The first step of the proof is to verify that (A1)-(A5) imply the following conditions:
Afterwards, we successively improve bounds on |φ r (t)| as indicated in the results below. The Fourier inversion formula then yields the existence and differentiability of density functions for X 1 , . . . , X m .
Proposition 3.7. Assume (C1)-(C3) and (C4)-(C6) with η > 0. Then,
Note that Lemma 3.6 and Proposition 3.7 are based on the strategy of Liu [23] , who studied (DE) with m = 1, d = 1 and b 1 = 0. However, in every example in Section 4, (C4) only holds for η up to some constant C. Thus Proposition 3.7 is either not sufficient to prove the existence of a density function at all (if C ≤ 1) or at least fails to prove its smoothness. The bound in Proposition 3.7 can often be improved by Proposition 3.8 below. To this end, let χ n denote the n-fold composition of a function χ : (0, ∞) → (0, ∞) with itself. 
In particular, X r admits a bounded density function
This results can be extended to yield a Schwartz density as follows:
Then X admits a Schwartz density (see Definition 2.2).
Remark 3.10. Rösler [37] analyzes stochastic fixed point equations for real valued random variables (i.e. d = 1 and m = 1 in (DE)) regarding exponential moments. In particular, he states [37, Theorem 6] sufficient conditions on (DE) for finite exponential moments.
Remark 3.11. Note that the results in this section can also be applied to C-valued random variables by embedding them into R 2 in the canonical way. Since some of our applications involve complex valued random variables, we briefly formalize this embedding.
Let Y 1 , . . . , Y m be C-valued random variables. Assume for every r ∈ [m] the existence of a function ℓ r : [k r ] → N and C-valued random variables V r,1 , V r,2 , . . ., B r such that:
where
ℓr (2) , . . . and ((V r,j ) j≥1 , B r ) are independent; and Y 
Note that A T r,j op and α r,j in (3) are both equal to |V r,j |.
Remark 3.12. We end the section with a discussion on the assumption E[ X r p ] < ∞ in Theorem 3.3. This assumption implies 3 that all derivatives of φ r are bounded. In combination with the tail bounds in Proposition 3.8, an argument based on Fill and Janson [11] (cf. Lemma 5.9) yields that φ r (and also f r ) is a Schwartz function. Now suppose we relax the moment condition, such that, for some p 0 ∈ N,
Similar arguments as in the proof of Theorem 3.3 yield (using Lemma 5.9) that for all α > 0 and
where λ d denotes the Lebesgue measure on R d . Hence
More generally, using, e.g., the Dominated Convergence Theorem and (8),
Applications
This section contains examples of limits given by stochastic fixed point equations. Checking Conditions (A1)-(A5) for real valued random variables (d = 1) is usually straightforward and details in most examples are left to the reader.
1. Quicksort. The Quicksort algorithm was introduced by Hoare [14] in 1962. This algorithms sorts a list by choosing a pivot element among its elements and subdividing the list into two parts: one containing the elements smaller than the pivot, the other containing the elements larger than the pivot. The algorithm then is recursively applied to both parts. If the pivot is chosen uniformly at random in the list (or if the input is considered to be random), the total number of key comparisons, properly rescaled, converges to some limit X almost surely as the number of keys tends to infinity. This convergence was first proven with martingale techniques [35] without specifying the limit X. With Rösler's contraction method the distribution of X can be characterized as a solution to the following stochastic fixed point equation [36] :
where d = denotes that both sides have the same distribution; X (1) , X (2) and U are independent; X (0) and X (1) have the same distribution as X; U is uniformly distributed on (0, 1); and g(u) := 2u log u + 2(1 − u) log(1 − u) + 1.
Based on this distributional equation, Fill and Janson show that X admits a Schwartz density [11, Theorem 3.1] . With Theorem 3.3 we can extend this result to a bivariate limit:
The joint distribution of key comparisons and key exchanges performed by Quicksort 4 also converges to a limit (X, Y ) that can be described by the following stochastic fixed point equation [29] :
where (X (1) , Y (1) ), (X (2) , Y (2) ) and U are independent; (X (j) , Y (j) ) has the same distribution as (X, Y ); U is uniformly distributed on (0, 1); and
.
To the best of this author's knowledge, the resulting limit (X, Y ) has not been studied so far. Theorem 3.3 yields the following: Theorem 4.1. Let (X, Y ) be a solution to (10) . Then (X, Y ) admits a bounded density f ∈ C ∞ (R 2 ). (A3) and (A5) can be verified easily and are left to the reader. For (A4) let (x, y) be an arbitrary element of Supp((X, Y )). Then, by (10),
The points (x, y) T , (x, y) T +g 2 (0) and (x, y) T +g 2 (1/2) are in general position. Therefore (A4) holds and Theorem 3.3 yields the assertion.
Large Pólya Urns.
Consider an urn process with balls of q different colors labeled 1, . . . , q. The process evolves in discrete time. Let X n,j denote the number of balls of color j in the urn at time step n. Given an initial composition (X 0,1 , . . . , X 0,q ) with at least one ball and a replacement matrix (ξ i,j ) i,j=1,...,q (each of them can be deterministic or random) the urn evolves in time as follows. Let X n = (X n,1 , . . . , X n,q ) be the current composition of balls in the urn. Draw a ball form the urn uniformly at random and denote its color by I. Then X n+1 := X n + (ξ ′ I,1 , . . . , ξ ′ I,q ) where (ξ ′ i,j ) i,j=1,...,q is an independent copy of the replacement matrix (ξ i,j ) i,j=1,...,q (and also independent from X n ). A replacement rule is called random, if (ξ i,j ) i,j=1,...,q has a non-degenerate distribution, and deterministic otherwise.
The literature on Pólya urns is vast. We mainly focus on the results derived by the contraction method [18, 5, 26] since such limit laws are given by stochastic fixed point equations. For more information on Pólya urns see, e.g., the monographs of Johnson and Kotz [17] , Mahmoud [25] , the papers of Janson [15] , Flajolet, Gabarró and Pekari [13] , and Pouyanne [33] , as well as the references therein. n ) n≥0 denote the urn process with that replacement rule and initial configuration X [1] 0 = (1, 0). Similarly, let (X [2] n ) n≥0 be the process with initial configuration X
The
• D has the Dirichlet 
n ) n≥0 denote the urn process with that replacement rule and initial configuration X n ) n≥0 be the process with initial configuration X [2] 0 = (0, 1). Finally, let λ = p 1 + p 2 − 1. Then, if 1/2 < λ < 1, almost surely and in L p for all p ≥ 1 [15] ,
with limiting distributions that can be characterized [18, Theorem 6.4] as the unique pair of distributions having finite second moments, E[X 1 ] = E[X 2 ] = 0, and satisfying
, where
])
To the best of this author's knowledge the distributions of X 1 and X 2 have not been studied in the literature. Theorem 3.3 yields the following: Theorem 4.5. The limits X 1 and X 2 in (13) admit bounded densities f 1 , f 2 ∈ C ∞ (R). n be the urn composition after n steps when starting with a single ball of color j. Limit theorems for X [j] n are often described by considering the projections of X [j] n to eigenspaces of the replacement matrix (ξ i,j ) i,j=1,...,q ; see, e.g., [33, 26] . Now assume the replacement matrix is deterministic and the urn is balanced, i.e. there is an integer S such that j ξ i,j = S for all colors i. Moreover, let λ be a large eigenvalue of the replacement matrix, i.e. an eigenvalue λ = S with Re(λ) > S/2. Then, properly rescaled, the projection of X [j] n to the eigenspace of λ converges to a limit X j ; cf. [33] 
with the usual independence assumptions and where D (r) is a Dirichlet distributed random vector (the explicit parameters are given in [26] ). If Im(λ) = 0 these equations can be treated in the same fashion as in Example 2.1 and we obtain: Theorem 4.7. Let λ be a large eigenvalue of the replacement matrix with Im(λ) = 0. Then the limits X 1 , . . . , X q given by (15) are real valued and admit Schwartz densities.
Proof. It is shown by Mailler [26, Theorem 11] that the support of these limits is R if Im(λ) = 0 (it is also shown that they admit densities). In particular (A4) holds. The other conditions can be verified as in Example 2.1. Since all moments of the limits are finite [33] , Theorem 3.3 yields the existence of Schwartz densities.
The case Im(λ) = 0 needs to be treated slightly differently since the limits in this case are C-valued. However, we also obtain: Theorem 4.8. Let λ be a large eigenvalue of the replacement matrix with Im(λ) = 0. Then the limits X 1 , . . . , X q given by (15) are C-valued and admit Schwartz densities 5 .
Proof. Recall that X 1 , . . . , X q can be embedded into R 2 in the canonical way (cf. Remark 3.11). It is not hard to show that Supp(X r ) = C for every r ∈ [q] if Im(λ) = 0; cf. [26, Theorem 11] . In particular, (A4) holds. The other conditions can be verified as before, noting that |(D
. Since all moments of the limits are finite [33] , Theorem 3.3 yields the existence of Schwartz densities.
Remark 4.9. Note that equations like (15) also appear in the context of m-ary search trees; see [12, 3] for some examples. Theorem 3.3 can be applied to these equations as well but details are left to the reader.
Path Length in Random
Trees. Let T be a rooted tree and let V (T ) denote the vertex-set of T . Moreover, let d v denote the distance between v ∈ V (T ) and the root of T , where the distance of two vertices is defined as the number of edges in the unique path connecting them.
If T is a tree storing data in its vertices, the total path length can be defined in two different ways: either with respect to the data, or with respect to the vertices. The total path length of T with respect to its vertices is
Now assume T stores data in its vertices, e.g. assume that T stores n(T ) numbers u 1 , . . . , u n(T ) . Let v j be the the vertex that contains u j and let d j := d v j . Then the total path length of T with respect to its data is
The contraction method has been applied to the total path length of a variety of random trees. We only list some random trees that are covered by our main result (Theorem 3.3).
Definitions and limit laws can be found in the references: 3.1. Random Recursive Trees. Let T n be a random recursive tree with n vertices (see Smythe and Mahmoud [40] for a survey on recursive trees). Then [24, 8] , as n → ∞,
where X is some non-degenerate random variable. The limit X satisfies [8] :
where X (1) , X (2) and U are independent; X (1) and X (2) have the same distribution as X; U is uniformly distributed on [0, 1]; and h(u) := u + u log u + (1 − u) log(1 − u).
This equation is very similar to Equation (9) for Quicksort. As already mentioned by Dobrow and Fill [8] , essentially the same analysis as for Quicksort show that X admits a Schwartz density. Theorem 3.3 adds a formal proof to this observation: Theorem 4.10. Let X be the limit in (16) . Then X admits a Schwartz density.
Proof. The arguments are essentially the same as in the Quicksort example (note that α max 1 and α sec 1 coincide with the coefficients in Quicksort). Details are left to the reader. For the finiteness of all moments see Dobrow and Fill [8] .
A slightly modified tree model with a weighted root (called a Hoppe tree) was defined and studied by Leckey and Neininger [20] . We do not go into detail for this variation and just point out that the limit of the total path length in Hoppe trees is also covered by Theorem 3.3.
Split Trees.
Random split trees are a class of random trees introduced by Devroye [7] . The distribution of a random split tree is determined by a branch factor b ∈ N ≥2 , a capacity s ∈ N 0 , a (random) split vector V = (V 1 , . . . , V b ), and ball distribution parameters (s 0 , s 1 ) ∈ N 2 0 . Here, V is a random variable taking values in the unit simplex of R b . We refer to Devroye [7] for a definition of a random split tree. Let T n be a random split tree storing n items. Let X n := Ψ(T n ).
Let
and assume µ = 0 (i.e. P(∃i :
Based on an unproven assumption on the asymptotic expansion of the mean, Neininger and Rüschendorf [30] show
This assumption on the mean has been verified by Broutin and Holmgren [1] for split vectors with P(C(V) = 0) > 0 (see also Munsonius [28] for split vectors where the marginals have a Lebesgue density). The limit X then satisfies (20) where X (1) , . . . , X (b) and V are independent; and X (j) has the same distribution as X.
To the best of this author's knowledge the distribution of X in (19) has not been studied in the literature. The main result in the next section yields the following: Theorem 4.11. Assume that the split vector V = (V 1 , . . . , V b ) satisfies
• P(max j V j ≥ 1 − x) ≤ λx ν for some λ, ν > 0 and all x ≥ 0, • P(C(V) = 0) > 0. Then the limit X in (19) admits a Schwartz density f .
Proof. Note that since j V j = 1,
Hence (A1) and (A2) hold by assumption on max j V j . Moreover, (A3) holds since (V 1 , . . . , V b ) is a probability vector and (A5) holds since P(max j V j = 1) = 0. Finally note that (20) and P(C(V) = 0) > 0 imply that X is non-degenerate and therefore (A4) holds. Theorem 3.3 yields that X admits a Schwartz density, since all moments of X are finite [1, Theorem 2.1].
Note that the second condition (P(C(V) = 0) > 0) is only required for the limit law by Broutin and Holmgrem. More generally, the first condition in the previous theorem implies that any non-degenerate solution to (20) admits a bounded density f ∈ C ∞ (R). If the solution has finite moments of any order, then f is Schwartz function.
Also note that the class of split trees covers several random trees appearing in context of computer science. A list of examples is given by Devroye [7, Table 1 ]. All examples satisfy the (first) condition of Theorem 4.11 and thus all limits in these examples admit Schwartz densities.
Finally note that Theorem 3.3 can also be applied to multivariate limit laws. As an example we discuss a bivariate limit law for split trees by Munsonius [28, Theorem 1.5]. Again let T n be a random split tree storing n items and let X n := Ψ(T n ). Moreover, let W n denote the Wiener index of T n (see [28] ). Assume that the marginals V j of the split vector V have Lebesgue densities. Then [28, Theorem 1.5]
for some limit (W, X). This limit satisfies E[W ] = E[X] = 0 and
for some constant c ∈ R and with C(V) as in (18) . Theorem 3.3 yields the following: Theorem 4.12. Let (V 1 , . . . , V b ) be a split vector with
• P (max j V j ≥ 1 − x) ≤ λx ν for some λ, ν > 0 and all x ≥ 0,
• P j V 2 j = x < 1 for all x ∈ R. Then the limit (W, X) in (21) admits a bounded density f ∈ C ∞ (R 2 ). 
As a preparation we need to compute A T r,j op and α r,j := min t =1 A T r,j t . Let
reveals that it is sufficient to maximize and minimize the function
The extreme points of this function in (−1, 1) are
Hence,
and therefore, for any j ∈ [b],
In particular, using (a)
With these bounds combined with the fact that (V 1 , . . . , V b ) is a probability vector it is not hard to check (A1)- (A3) and (A5) We already know P(X = 0) = 0 by the previous result on the path length. Also note that E[W ] = E[X] = 0 implies P(W = aX + b) < 1 for all b = 0. Thus, it only remains to show P(W = aX) < 1 for all a ∈ R.
Suppose for the sake of contradiction that there is an a ∈ R such that
Then Supp((W, X)) = {x(a, 1) : x ∈ Supp(X)}. However, (22) implies for any (ax, x) ∈ Supp((W, X)) and any v ∈ Supp(V) that
In particular, ζ(x ′ , v) − ζ(x, v) ∈ {y(a, 1) : y ∈ R} for any x, x ′ ∈ Supp(X) and v ∈ Supp(V), since {y(a, 1) : y ∈ R} is closed under subtraction. Hence
which for x = x ′ is equivalent to
Since P( j V 2 j < 1) = P(max j V j < 1) = 1 by assumption, this implies a = 1. Thus we may conclude P(W = aX) < 1 for all a = 1 and it only remains to show P(W = X) < 1.
As before, note that if (x, x) ∈ Supp((W, X)) then
which is only possible if η(v) ∈ {y(1, 1) : y ∈ R}. However, by assumption there is a
and thus η(v) / ∈ {y(1, 1) : y ∈ R}, a contradiction to Supp((W, X)) ⊂ {y(1, 1) : y ∈ R}. Thus we may conclude that Supp((W, X)) is in general position. Theorem 3.3 yields the assertion.
Proofs
This section contains the proofs of the results in Section 3. Recall φ r (t) 
This observation can be extended to show that the class of Schwartz functions is preserved under Fourier transformation [39, Theorem 7.4 
(d)]:
φ r is a Schwartz function ⇐⇒ X r admits a Schwartz density. (25) The upcoming bounds on |φ r | are based on the following observation:
Moreover, let ψ r (x) := sup t ≥x |φ r (t)|. Then,
Proof. Equation (DE), Jensen's inequality and the independence in (DE) imply
in which the exchange of infinite product and conditional expectation also uses the Dominated Convergence Theorem. Note that the remaining conditional expectations equal φ ℓr(j) (A T r,j t) since X (j) ℓr(j) and ((A r,j ) j≥1 , b r ) are independent. Therefore, the first bound of the claim follows since | exp(i t, b r )| = 1.
The bound on ψ r follows from the first result and A T r,j t ≥ α r,j x for all t ≥ x.
The remainder of this section contains the missing proofs of Section 3. For the reader's convenience, Conditions (C1)-(C7) and all results are restated in this section. 
Finally, let χ : (0, ∞) → (0, ∞) be a function. Condition (C7) holds for χ if for all β > 0 a constant C β > 0 exists such that for all x > 0 and r For the second part assume for the sake of contradiction that E[exp(i t, X )] = exp(iβ) for some t = 0 and β ∈ [0, 2π). Let X ′ = t, X − β. Then E[exp(iX ′ )] = 1 and thus exp(iX ′ ) = 1 almost surely, contradicting the non-lattice assumption. g r .
Lemma 5.1 implies for any r ∈ [m] and t
with I r = {j ∈ N : α r,j > 0}. Note that A T r,j t → ∞ for all j ∈ I r almost surely as t → ∞. Now let
The choice of I r yields that almost surely lim sup t→∞ j∈Ir
R be chosen in such a way that φ r (t (r) R ) = g r (R) for R ≥ 0. Then, since g r is bounded by 1, the Dominated Convergence Theorem and (26) imply
Hence (27) yields
in which the second inequality also uses ξ ∈ [0, 1] and thus ξ y ≤ ξ min(2,y) for y ∈ N. Note that P(|I r | = 0) = 0 by condition (C1) and that P(|I r | ≥ 2) > 0 by condition (C2) and the fact that |I r | ≥ N r ((0, 1]). Thus, the previous bound yields
Recalling P(|I s | = 1) < 1 and ξ ∈ [0, 1], (28) implies ξ ≤ ξ 2 and therefore ξ ∈ {0, 1}.
It remains to show ξ < 1 which is done by contradiction. Observe that condition (C3) implies g(R) < 1 for all R > 0 (29) which can be seen as follows: First note that |φ r (t)| < 1 for all t = 0 by Lemma 5.4 and (C3). Since {t ∈ R d : t = R} is a compact set and t → |φ r (t)| is continuous, one obtains (29) . Now suppose for the sake of contradiction that ξ = 1. Fix any R 0 > 0. Choose R for all integers n with 1 − 1/n ≥ g(R 0 ) in such a way that the following holds:
. This is possible since g is continuous and g(0) = ξ = 1 by assumption. Note that (R (n) 1 ) n is a nonnegative, non-increasing sequence. Thus R (n) 1
converges to a limit R * 1 . However, the continuity of g implies g(R * 1 ) = lim n→∞ g(R (n) 1 ) = 1 and therefore R * 1 = 0 by (29) . Moreover, the sequence (R (n) 2 ) n is bounded from below by R 0 and thus it cannot be convergent since this would contradict (29) and the continuity of g. Therefore,
2 ) n is non-decreasing. Hence, the sequences satisfy, as n → ∞, R
1 → 0 and R
Now let t n and r n be chosen in such a way that t n = R (n) 2 and g(R (n)
2 ) = |φ rn (t n )|. Then, by Lemma 5.1,
2 → 0. However, (31) and E[N r ((0, 1])] > 1 lead to a contraction for large n, which can be seen as follows:
First let c, n 0 ∈ N and ε > 0 be chosen in such a way that Next note that x → (1 − 1/n) x is decreasing in x and that
e.g., using the Binomial Theorem. Hence
which is less than 1 − 1/n for large n by (32) . Therefore (31) leads to a contraction and thus ξ < 1. Since ξ ∈ {0, 1}, we obtain ξ = 0 as claimed. 
Lemma 5.3 implies for any ε > 0 the existence of a constant x 0 = x 0 (ε) such that ψ(x) ≤ ε for x ≥ x 0 . Thus, (34) yields for x > 0
Let r(x) = arg max
E ψ(α max r x)1 {α sec r =0} and s(x) = arg max
E ψ(α sec s x)1 {α sec s >0} . Then, the previous bound and condition (C5) imply the existence of a constant C > 0 such that
>0} , x > 0. (35) By assumption (C4) and (C6) there are constants c 1 ∈ (0, 1) and c 2 > 0 such that
Moreover, (C2) implies the existence of another constant p < 1 such that P(α sec r = 0) ≤ p for all r ∈ [m]. Hence, Equation (35) and the trivial upper bound ψ ≤ 1 yield
We end the proof by showing by induction on n that
Note that this implies the assertion when choosing ε < min(1− p, (1− c 1 )/c 2 ) and letting n → ∞. We already deduced (37) for n = 1. Now assume the bound holds for some n. Then, using (35) and the induction hypothesis,
Hence (36) , P α sec s(x) > 0 ≤ 1 and P α sec r(x) = 0 ≤ p yield
Therefore (37) follows by induction as claimed. Finally, note that the existence of a density function and its derivatives up to order ⌈η⌉ − d − 1 follows, as already noted in (24) . In particular, X r admits a bounded density f r ∈ C ∞ (R d ) for all r ∈ [m].
Proof. The bound on |φ r (t)| follows from Proposition 5.5 and Lemma 5.7 below. The second part holds by (24) . Proof. The proof is a straightforward generalization of well known arguments for d = 1, see, e.g., Fill and Janson for Quicksort [11] . First recall that the class of Schwartz functions is preserved under Fourier transformation (25) . Thus, it is sufficient to show that φ is a Schwartz function. Note that for all (β 1 , . . . ,
A standard argument based on the Dominated Convergence Theorem reveals that D β φ exists and is given by
In remains to find constants d α,β > 0 for every α ∈ N 0 and β = (β 1 , . . . ,
Equations (39) and (40) 
Proof. We present the full proof to keep the paper self-contained, although we only need to make minor adjustments to the proof of Fill and Janson [11, Lemma 2.10] . Note that also | 
. . , t j−1 , x, t j+1 , . . . , t d ) for x ∈ R. First consider the case t j ≥ 0: Note that for any y > t j
in which the last inequality holds by assumption and by y > t j ≥ 0.
On the other hand, observe that for θ = arg(h ′ (t j )) and every x > t j :
in which the last inequality holds by the choice of θ, the Mean Values Theorem, and by the bound |h ′′ | ≤ b. Thus, for any y > t j
Combined with (42) and the choice y : For Condition (C3) recall that φ r denotes the characteristic function of X r . Note that P( s, X r ∈ Z + c) = 1 implies |φ r (2πs)| = 1. Hence, it is sufficient to show |φ r (t)| < 1 for all t = 0. Proof. Suppose for the sake of contradiction that there is a sequence (t n ) n≥1 in D d ε with |φ(t n )| = 1 for all n ≥ 1 and t n → 0. (47) Let c n = t n and α n = t n /c n . Then (47) is equivalent to
First note that (a) implies that φ(c n α n ) = exp(iθ n ) for some θ n ∈ [0, 2π) and therefore c n α n , X ∈ 2πZ + θ n a.s. (48) Now let x 0 , . . . , x d ∈ Supp(X) be points in general position. Since x 1 − x 0 , . . . , x d − x 0 is a basis of R d , every α = 0 has a j ∈ [d] such that α, x j − x 0 = 0. In particular, there is a j ∈ [d] such that α n , x j − x 0 = 0 for infinitely many n. Now let (n k ) k≥1 be a sequence in N with n k → ∞ such that α n k , x j − x 0 = 0 for all k ≥ 1. Then, by (48),
which is a contradiction to | α n k , x j − x 0 | ≤ α n k x j − x 0 and α n k = 1.
Conclusion and Remarks
We have seen sufficient conditions for solutions to (DE) that imply the existence of smooth densities. In addition we have seen that the additional assumption of finite moments of any order leads to Schwartz densities for these solutions.
We do not claim that these conditions are sharp in any sense. In fact, (A1)-(A5) are stated for convenience, whereas the slightly weaker conditions (C1)-(C7) are sufficient for the main results. The following observations below give some insight on why conditions on α max . It is known [2, Proposition 7.2] that the limit has a density which explodes at 0 and thus is not continuous (the densities are infinitely differentiable on R \ {0}, however). In particular we need to exclude such equations since our methods can only provide continuous densities. 
where B and U are independent, and P(B = 0) = P(B = 1) = 1/2. Note that (A1) and (A3)-(A5) hold in this case. However, the density of U is discontinuous at 0 and 1. Condition (A3). Bounding every coefficient in (DE) by 1 is a convenient condition to deduce (C1)-(C7) later on. It is clearly not necessary, but it holds in all 'typical' applications (e.g. the ones in Section 4).
Condition (A4). Obviously (A4) is a necessary condition to obtain a density for X r (if the condition is violated, then Supp(X r − x), x ∈ Supp(X r ), is contained in a d − 1-dimensional subspace of R d ). However, this condition cannot be solely deduced from the coefficients, as already discussed in Remark 3.4: Many one dimensional examples for (DE) also have a trivial (deterministic) solution, thus we need to assume that the solution is non-degenerate. Also in higher dimensions there are trivial examples where (A4) cannot be deduced from the coefficients: Consider, e.g. the vector (X, X) T where X is a solution to a one dimensional distributional equation that satisfies (A1)-(A5). Then (X, X) T solves a two dimensional distributional equation with the same coefficients as for X. Thus all conditions except (A4) still hold for (X, X) T but (X, X) T clearly has no density on R 2 .
Condition (A5). The last condition is made having the 'typical' applications in mind. Like (A3), this condition is convenient to deduce (C1)-(C7) later on. It is no real restriction to most applications arising in the contraction method: In order for the limit map to be a contraction, one needs to make an assumption like j E[ A r,j Moreover, bounds on P(X r ≥ x) and P(X r ≤ −x) for (large) x > 0 are desirable, especially for applications in computer science. Once again, a generalization of Rösler's approach in combination with Markov's inequality could be used to get exponential tail bounds in some applications. However, at least for Quicksort the tails of the limit distribution decay even faster: Let X be the Quicksort limit in (9). Knessl and Szpankowski [19] have found with nonrigorous methods (based on several unproven assumptions) some constants c 1 , x 2 , γ > 0 such that, as x → ∞, P(X ≤ −x) ∼ c 1 exp (−c 2 exp(γx)) , P(X ≥ x) = exp (−x ln x − x ln ln x + O(x)) .
Janson [16] showed P(X ≤ −x) ≤ exp(−x 2 /5) and P(X ≥ x) ≤ exp(−x ln x+(1+ln 2)x) rigorously for all sufficiently large x.
