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The inventory process in the ITATS Informatics Engineering library is still not optimal. This is indicated by the 
library material, especially student thesis reports in the ITATS e-library, which have not been grouped. Thesis 
report grouping in the library of the Department of Informatics will assist students in finding references or as a 
consideration in choosing a thesis topic. It is necessary to group the thesis reports in the departement based on 
the thesis topic. The method used in this thesis abstract document grouping is K-Means. This method is quite 
simple but can minimize the similarities between groups and maximize similarity in one group. The data used in 
this study were 182 thesis abstract document data in pdf format. Prior to the grouping process using the K-Means 
algorithm, data preprocessing was carried out. This process consists of case folding, tokenization, filtering and 
stemming. After the preprocessing stage the data was weighted using Tf-Idf. Evaluation of grouping results using 
the elbow method. The results showed that the optimal number of groups was at k = 3 with an SSE value of 
41977.88 
Keywords: Document clustering, text mining, K-means 
 
ABSTRAK  
Proses inventarisasi di perpustakaan jurusan Teknik Informatika ITATS masih belum optimal. Hal ini ditunjukkan 
dengan bahan pustaka khususnya laporan skripsi mahasiswa di e-library ITATS belum dikelompokkan. 
Pengelompokkan laporan skripsi di perpustakaan jurusan Teknik Informatika akan membantu mahasiswa dalam 
mencari referensi atau sebagai pertimbangan dalam memilih topik skripsi. Perlu dilakukan pengelompokkan 
laporan skripsi di Jurusan Teknik Informatika berdasarkan topik skripsi. Metode yang digunakan 
pengelompokan dokumen abstrak skripsi ini adalah K-Means. Metode ini cukup sederhana tetapi dapat 
meminimilasir kemiripan antar kelompok dan memaksimalkan kimiripan dalam satu kelompok. Data yang 
brought to you by COREView metadata, citation and similar papers at core.ac.uk
provided by e-Jurnal ITATS (Institut Teknologi Adhi Tama Surabay)
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digunakan pada penelitian adalah 182 data dokumen abstrak skripsi dengan format pdf. Sebelum proses 
pengelompokan dengan algoritma K-Means, dilakukan preprocessing data. Proses ini terdiri dari case folding, 
tokenization, filtering dan stemming.  Setelah tahap preprocessing data kemudian dilakukan pembobotan dengan 
Tf-Idf. Evaluasi hasil pengelompokan menggunakan metode elbow. Hasil penelitian menunjukan jumlah kelompok 
optimal pada k=3 dengan nilai SSE sebesar 41977,88. 




Perpustakaan menurut Undang-Undang No.43 tahun 2007 pasal 3, memiliki peran sebagai 
wahana pendidikan, penelitian, pelestarian, informasi, serta sebagai wahana rekreasi untuk 
meningkatkan kecerdasan dan keberdayaan bangsa [1]. Pengolahan bahan pustaka adalah kegiatan 
utama yang dilakukan perpustakaan. Pengolahan bahan pustaka yang baik agar proses pencarian 
informasi dapat berjalan lancar. Pengolahan bahan pustaka meliputi kegiatan inventaris, klasifikasi, 
input data, pelabelan dan shelving [2]. Proses inventarisasi sendiri meliputi kegiatan pemeriksaan 
koleksi, pengelompokkan koleksi, pengecapan dan pencatatan. 
Proses inventarisasi di perpustakaan jurusan Teknik Informatika ITATS masih belum optimal. 
Hal ini ditunjukkan dengan bahan pustaka khususnya laporan skripsi mahasiswa di e-library ITATS 
belum dikelompokkan berdasarkan topik. Pengelompokkan laporan skripsi di perpustakaan jurusan 
Teknik Informatika akan membantu mahasiswa dalam mencari referensi atau sebagai pertimbangan 
dalam memilih topik skripsi. Hal ini diharapkan agar yang sudah dikerjakan oleh mahasiswa 
sebelumnya tidak dikerjakan kembali untuk hal yang sama atau sebaliknya apa yang sudah dikerjakan 
dapat dikembangkan menjadi bahan skripsi yang baru. Berdasarkan hal tersebut pengelompokkan topik 
skripsi perlu dilakukan. 
Abstrak suatu karya ilmiah merupakan tulisan singkat yang merupakan informasi dari sebuah 
karya ilmiah. Abstrak dapat mewakili isi tulisan dalam suatu karya ilmiah. Abstrak skripsi dapat 
memberikan informasi tentang isi skripsi. Sehingga pengelompokkan topik skripsi dapat didasarkan 
pada dokumen abstrak skripsi. Abstrak skripsi umumnya berbentuk teks. Pengelompokkan teks 
umumnya melibatkan data teks yang tidak terstruktur, maka solusi untuk menemukan pola yang 
diingikan untuk dijadikan kunci pengelompokkan dapat digunakan teknik text mining [3].   
Kajian terkait text mining sudah banyak dilakukan. Penerapan text mining  diimplementasikan 
pada laman blog di internet untuk menilai kinerja suatu organisasi dalam memberikan layanan publik. 
Penilain kinerja berdasarkan pendapat yang diberikan masyarakat sebagai umpan balik yang tertuang 
di internet [4]. Text mining juga diterapkan untuk mengetahui persepsi kecenderungan masyarakat 
terhadap implementasi UU ITE di Indonesia [5].  Text mining dengan  metode clustering digunakan 
untuk mengelompokkan berita sebagai landasan untuk mengakategorikan berita informasi di provinsi 
Bali [3]. Pada penelitian tersebut algoritma yang digunakan adalah algoritma K-Means. 
Pengelompokan topik dokumen kedutaan besar Australia Jakarta juga menggunakan algortitma  K-
Means [6].  
Algoritma K-Means salah satu algoritma pengelompokan yang cukup terkenal dengan 
algoritma cukup sederhana. Tujuan pengelompokan K-Means adalah meminimilasir kemiripan antar 
kelompok dan memaksimalkan kimiripan dalam satu kelompok [7]. Penelitian [3] berhasil 
mengelompokan data teks dengan purity sebesar 0,76. Hal ini menunjukkan bahwa dari data yang 
diolah, 76% data dikelompokkan oleh sistem dengan benar. Berdasarkan hal tersebut, pada 
pengelompokan topik skripsi jurusan Teknik Informatika berdasarkan abstrak skripsi berbasis text 
mining digunakan algoritma K-Means. Untuk mempermudah proses pengelompokan menggunakan 
metode K-Means, dilakukan preprocessing dokumen dahulu. Proses ini terdiri dari case folding, 
tokenization, filtering dan stemming [3].  
 
METODE 
Algoritma pengelompokan pada penelitian ini adalah algoritma K-Means. Data yang 
digunakan adalah data dokumen abstrak skripsi mahasiswa Jurusan teknik Informatika ITATS format 
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pdf dengan jumlah 182 data. Data dalam format pdf tersebut kemudian diubah dalam bentuk TXT. 
Sebelum data dikelompokan, dilakukan tahap preprocessing data kemudian dilakukan pembobotan 
term terlebih dahulu. Setelah proses pembobotan kemudian data dikelompokkan menggunakan metode 
K-means dengan evaluasi kelompok menggunakan Sum Square Error (SSE). Gambaran keseluruhan 
sistem dijelaskan dengan flowchart pada Gambar 1. 
 
 
Gambar 1. Flowchart Sistem Pengelompokan Dokumen Abstrak Skripsi 
 Menggunakan K-means 
 
Preprocessing Data 
Tahap preprocessing data ini terdiri dari beberapa tahap yaitu case folding, tokenisasi,filtering 
dan stemming. Case folding adalah tahap merubah semua huruf kapital menjadi huruf kecil dan 
menghilangkan karakter selain huruf. Kemudian tokenisasi merupakan tahap pemisahan kata. Tahap 
filtering, tahap penghilangan kata setelah proses tokenisasi berdasarkan stopword removal. Selanjutnya 
adalah tahap stemming. Tahap ini adalah tahap pengurangan kata menjadi bentuk dasar dari setiap kata. 
Pada penelitian ini, sastrawi digunakan untuk proses stemming. 
 
Term Weighting (Pembobotan) 
 Term Weighting atau proses pembobotan tiap  kata dilakukan setelah tahap preprocessing 
data. Tahap ini dilakukan untuk mengetahui bobot tiap kata pada setiap dokumen. Dari hal tersebut 
dapat diketahui ketersediaan dan kemiripan suatu kata pada suatu dokumen [8]. Metode yang 
digunakan dalam pembobotan ini adalah metode Tf-Idf.  
Metode Tf-Idf merupakan penggabungan nilai Tf dan Idf. Tf  atau Term frequency merupakan 
penentuan bobot dokumen berdasarkan kemunculan kata atau term pada dokumen tersebut. Semakin 
sering sebuah kata muncul maka semakin tinggi bobot dokumen tersebut atau sebaliknya [3]. Idf atau 
Inverse document frequency menunjukkan hubungan ketersediaan kata dalam seluruh dokumen. Nilai 
Idf  yang semakin besar menunjukkan semakin sedikit jumlah dokumen yang mengandung kata 
tersebut [8]. Perhitungan Tf-Idf  berdasarkan persamaan berikut: 





𝑇𝑓 − 𝐼𝑑𝑓 : bobot suatu dokumen 
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𝑇𝑓   : frekuensi term pada suatu dokumen 
N   : jumlah seluruh dokumen 
df   : jumlah dokumen yang mengandung term tersebut  
 
K-Means 
Algoritma K-Means yang digunakan untuk pengelompokan topik dokumen abstrak skripsi 
adalah sebagai berikut: 
1. Tahap ini diawali dengan menentukan nilai k 
2. Menentukan centroid awal secara acak. 
3. Penghitungan jarak data ke centroid digunakan metode Cosine Similarity. Pengelompokan objek 
berdasarkan jarak terdekat objek dengan centroid.  
4. Kembali Langkah 2 hingga centroid atau pusat cluster tidak mengalami perubahan. 
Perhitungan jarak pada algoritma K-means ini dengan Cosine Similarity. Cosine Similarity 
merupakan metode pengukuran kemiripan kalimat dengan berdasarkan sudut dua vektor [3]. Kalimat 
disini dianggap vektor, dengan nilai cosinus sudut antara dua vektor tersebut sebagai parameter jarak. 
Parameter jarak sebagai parameter kemiripan dua vektor. Semakin dekat jarak antara dua vektor maka 











dengan X dan Y merupakan vektor, Xi adalah bobot suatu kata i  pada dokumen X, Yi adalah bobot suatu 
kata i  pada dokumen Y dan i adalah jumlah kata dalam suatu dokumen. 
 
Evaluasi Cluster 
Evaluasi cluster ini dilakukan untuk mengetahui nilai K yang optimal dalam pengelompokan 
menggunakan metode K-means. Metode yang digunakan pada evaluasi ini adalah metode Elbow. 
Metode ini didasarkan nilai SSE (Sum Square Error) setiap variasi K. Hasil pengelompokan yang 
optimal nantinya dijadikan dasar pelabelan tiap kelompok. Nilai k optimal diperoleh pada titik yang 
membentuk siku atau memiliki selisih nilai SSE terbesar [9].  
Algoritma metode elbow [10] adalah (1) inisialisasi nilai k, (2) menaikan nilai k, (3) 
menghitung nilai SSE dari setiap nikai k, (4) analisa nilai SSE dari nilai k. Jika terdapat penurunan 
drastis pada nilai SSE, maka nilai k tersebut merupakan nilai k yang benar. Perhitungan nilai SSE 
berdasarkan persamaan 
𝑆𝑆𝐸 = ∑ ∑ 𝑑2𝑥𝑖∈𝑆𝐾
𝐾
𝐾=1  (3) 
dengan d merupakan jarak tiap term terhadap centroid dalam satu kelompok. 
 
HASIL DAN PEMBAHASAN 
Hasil antarmuka pengelompokan abstrak skripsi dapat dilihat pada gambar 2. Pada gambar 
dicontohkan hasil pengelompokan dengan nilai k=2. Pada penelitian ini nilai k yang digunakan dengan 
variasi k= 2, 3, 4, dan 5 serta data yang digunakan adalah 182 data dokumen abstrak skripsi. Pada k=2, 
centroid kelompok 1 adalah dokumen 51 dan kelompok 2 adalah dokumen 50. Untuk k=3, centroid 
kelompok 1 adalah dokumen 90, kelompok 2 adalah dokumen 1 dan kelompok 3 adalah dokumen 11. 
Sedangkan k=4, centroid kelompok 1 adalah dokumen 95, kelompok 2 adalah dokumen 37, kelompok 
3 adalah 97 dan kelompok 4 adalah dokumen 75. Pada k=5, centroid kelompok 1 adalah dokumen 148, 
centroid kelompok 2 adalah dokumen 164, kelompok 3 adalah dokumen 150, kelompok 4 adalah 
dokumen 149 dan centroid kelompok 5 adalah dokumen 161. 
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Gambar 2. Antarmuka Sistem Pengelompokan Dokumen Abstrak Skripsi 
Evaluasi cluster berdasarkan grafik elbow ditunjukkan pada gambar 3. Berdasarkan grafik 
tersebut, siku atau nilai penurunan terbesar pada k= 3. Hal ini menunjukkan bahwa pengelompokan 
dokumen abstrak skripsi optimal pada nilai k=3 dengan nilai SSE sebesar 41977,88.  
 
Gambar 3. Grafik Elbow Pengelompokan dokumen abstrak skripsi  
dengan variasi nilai k=2, 3, 4 dan 5 
 
KESIMPULAN 
Berdasarkan hasil penelitian pengelompokan topik dokumen abstrak skripsi Jurusan Teknik 
Informatika ITATS, jumlah kelompok optimal pada k=3 dengan nilai SSE sebesar 41977,88. Hasil 
pengelompokan tersebut dapat dijadikan acuan untuk pelabelan kelompok topik. Pelabelan kelompok 
topik ini berdasarkan referensi dari pakar adalah topik sistem cerdas, rekayasa perangkat lunak dan 
jaringan komputer. Hasil pelabelan dapat dijadikan acuan dasar klasifikasi topik skripsi mahasiswa 
jurusan Teknik Informatika ITATS. 
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