Abstract Cognitive Radio (CR) equipments are radio devices that support the smart facilities offered by future cognitive networks. Even if several categories of equipments exist (terminal, base station, smart PDA, etc.), each requiring different processing capabilities (and associated cost or power consumption), these equipments have to integrate also a set of new capabilities as regards CR support, in addition to the usual radio signal processing elements. This implies real-time radio adaptation and sensing capabilities, but not only. We assert that it is necessary to add inside the radio equipments some management facilities for that purpose, and we propose in this paper a high-level design approach for the specification of a management framework. This includes a set of designing rules, based on hierarchical units that are distributed over three levels, and the associated APIs necessary to efficiently manage CR features inside a CR equipment. The proposed architecture is called HDCRAM (Hierarchical and Distributed Cognitive Architecture Management). HDCRAM is an extension of a former hierarchical and distributed reconfiguration management (HDReM) architecture, which is derived from our previous research on Software Defined Radio (SDR). The HDCRAM adds to the HDReM's reconfiguration management facilities the necessary new management features, which enable the support of sensing and decision making facilities. It consists in the combination of one Cognitive Radio Management Unit (CRMU) with each Reconfiguration Management Unit (ReMU) distributed within the equipment. Each of these CRMU is in charge of the capture, the interpretation and the decision making according to its own goals. In this Cognitive Radio context, the term ''decision'' refers to the adaptation of the radio parameters to the equipment's environment. This paper details the HDCRAM's management functionality and structure. Moreover, in order to facilitate the early design phase of the management specification, which is new in radio design, HDCRAM has also been modeled with a C. Moy (&) SUPELEC/IETR,
Introduction
The design of cognitive radio (CR) equipments will not be done efficiently if one uses the same tools as those used for the design of conventional radio equipments. One reason is that designing such a radio device is not solely a radio signal processing issue anymore. Of course, as in many other industrial domains, such as aeronautics, it becomes a hardware/software mixed issue with a plurality of capabilities and running modes on the one hand. But on the other hand, designing cognitive radio equipments also consists in designing the necessary management needed to support the real-time sensing of the environment and the real-time adaptation of the signal processing. Signal processing in our approach is not restricted to the physical layer and also includes all layers' signal processing, up to the application layer. Another reason is that the range of ways a CR equipment will have to run, will be very wide compared to that of the current radio equipment operation. Abstraction is necessary during the design phase of a CR equipment. In this respect, this paper proposes a high-level design approach, integrating the design rules needed for the management of the signal processing operators, as well as the exploration means as regards the operation modes.
Even if designing the signal processing part of a radio chain is not an easy task, it is however usual. The new design aspect lies in the management part and the associated impact on the signal processing, which has to be flexible. The aim of the approach proposed in this paper is to help the designer on that point. It is not within the scope of the proposed approach to impose design tools and technologies. However, it helps to define and refine the management architecture's Application Programming Interfaces (APIs), since the latter supports the cognitive radio signal processing. This paper differs from the majority of publication on cognitive management as they usually have a networking approach. After a justification of the importance of investigating CR equipments management in both terminal-centric and network-centric cases, this paper explains why the cognitive management (including reconfiguration management) has to be designed as being the heart of the equipment itself.
The paper is organized as follows. In the first part, we describe our view of the cognitive radio topic. In the next part, the issue of future cognitive radio equipments design is raised. The following section proposes a high-level design approach for cognitive radio equipment, and especially for the management architecture. Finally the necessary exchanges and interfaces between the elements of the management architecture are detailed in order to provide the APIs of the management architecture.
Cognitive Radio

Cognitive Radio Principles
Cognitive radio has been introduced by Mitola in [1] and [2] . Mitola argues that radio will become more and more autonomous, and that thanks to the support of flexible technology, it will acquire some degree of self-autonomy, in order to dynamically modify its functionality. As explained in the schematic displayed in Fig. 1 , this relies on a cognitive cycle. Figure 1a is from [1] and we propose to simplify it as in Fig. 1b for our purpose. Three main steps are kept:
• observe: gathers all the sensing means of a CR,
• decide: represents all that implies some degree of intelligence including learning, planning decision making, • adapt: reconfigures the radio, designed with SDR principles in order to be as flexible as possible.
In our approach, we address sensing in its largest acceptation, as in Mitola's first publications. However, because of the high financial pressure linked to spectrum issues, CR is often restricted in the research community to the spectrum management aspects as in [3, 4] . Opportunistic spectrum access approaches are explored, in order to increase the global use of the spectrum resources. In our opinion, all the information that can help the radio to better adapt its functionality for a given service in a given environment, in other words under given constraints, is worth being taking into account. Then as we make no restriction on the sensors' nature, it is possible to draw the general approach exposed in Fig. 2 .
We classify sensors in Fig. 2 in accordance with the OSI layers they correspond to, with a rough division in three layers. We can link especially all the sensing information related to the physical layer, to the lower layers of the OSI model: propagation, power consumption, coding scheme, etc. At the intermediate level lies all the information that participates to vertical handovers, or can help to make a standard choice, as a standard detection sensor for instance. The network load of the standards supported by the equipment may be of interest also. It also includes the policies concerning the vicinity, the town or the country. The highest layer is especially related to the applications and anything as regards human interaction with the communicating device. It is related to all things concerning the user, his/her habits, preferences, policies, and profile.
Note that the classification proposed here is also related to three well-known concepts, frequently referred to in the literature:
• context awareness for higher layers [5] , • inter-operability for intermediate layers [6] , • link adaptation for lower layers [7] .
All this may be combined, in order to proceed with cross-layer optimizations. According to us, this is one of the responsibilities of the cognitive engine.
Cognitive Radio in the Short Term
Cognitive radio is a revolution in the way of tackling radio processing. However, it is based on principles that have already been used in radio systems and equipments. We may consider for instance that adaptive signal processing for radio algorithm is a first introduction of cognitive radio. Adaptive signal processing indeed aims at changing the processing radio functions, such as an equalizer, or a RAKE receiver, etc., by sensing the equipment environment, the channel impulse response in these two examples, in order to adapt the function in real-time to this environment. The channel estimator required in the context of a RAKE receiver is nothing else than a sensor. From our perspective, the metrics of interest are the phase and energy of the paths to be re-injected in the taps of the RAKE filter [8] . The decision making consists in the computation (and the choice) of the combining method, such as the maximum ratio or equal gain combining, the single or largest path selection methods [9] . The implementation of the RAKE is reconfigured accordingly. We can see that we find here the 3 steps of the simplified cognitive cycle featured in Fig. 1b : observe, decide, adapt. So we may wonder if cognitive radio is bringing anything new. Cognitive radio indeed aims at:
• generalizing this to many radio features (and we'll see later that generalization can also be extended to functions through all OSI layers), • sharing the sensing information within the entire equipment instead of restricting the information to a sole extra processing block.
If we go back to the RAKE example mentioned before, we can wonder if the channel impulse response provided by the channel estimator could be used for other purposes in the cognitive equipment, and at the network level.
Inside the equipment, on the one hand, the channel impulse response could be used to extract information about a location's geographic details for instance (indoor, urban, rural area). On the basis of this information, the equipment could look for new choices of radio connectivity, which are more suited to the current service (switch from UMTS to WiFi inside a building for a video application), or could relax some processing operation in order to save some battery power (benefit from the UMTS channel estimation so as to switch off the GPS device when entering a building, as it will not be working properly anymore).
At the network level, on the other hand, the impulse response of a primary terminal can be used by the base station to null the interference, and this enables to multiplex (on the same band) information to secondary users through the use of a Vandermonde precoder known as the Vandermonde Frequency Division Multiplexing (VFDM) [10] .
In both situations, a framework has to be added inside the equipment in order to allow the support of these cognitive features and benefit from them in the equipment itself, or to send them to the network. It is the kind of facilities that have to be taken into account and which can be inserted at the very beginning of a cognitive radio equipment's design. This is exactly what the method proposed in this paper provides the designer with.
Medium Term
The introduction or the generalization of cognitive radio in the radio field is mainly a matter of regulation indeed. The reason of the recent increased interest in spectrum-related cognitive radio issues is directly linked to the FCC ''Cognitive Radio Report and Order'' published in 2005 [11] , and which follows the 2001 ''SDR Report and Order'' [12] . FCC has also been opening the door to the secondary (e.g. not licensed) users' potential insertion into the TV broadcasting bands [13] in 2004, and allows secondary users to use the primary users' spectrum when the latter is available. The condition is to never jam a primary user who pays for spectrum access.
As a consequence of the FCC momentum towards cognitive radio, IEEE standardization is very active on cognitive radio related actions. Several IEEE standards groups indeed are working on issues related to spectrum sharing. IEEE 802.22 is aiming to create Wireless Regional Area Networks (WRANs) based on cognitive radio through the secondary usage of TV bands. In the USA, WRANs will be designed to opportunistically use the 52-862 MHz VHF and UHF TV bands. IEEE SCC41 is a working group, whose goal consists in developing standards for technologies, architectures, and any facilitators, and this in order to realize dynamic spectrum access networks. Furthermore, both IEEE 802.16h and IEEE 802.11y are working on interference management and efficient resource allocation in shared (unlicensed) bands.
Long Term
Static frequency allocation was based on early twentieth century technology. It enabled the boom of radio technologies during one hundred years, but it is now holding back its future expansion. Let us forget all the existing rules. Futuristic CR scenarios may be considered in light of the spectrum management. We may even imagine in the very long term, a fully deregulated spectrum access in which all radio connections features would be defined on-the-fly: carrier frequency, modulation, data rate, coding scheme, etc. It would consist in a real-time creation and adaptation of the complete protocol stack. Regulatory issues, in addition to technological challenges, would have to be overcome. Regulators will have to state the conditions to be respected prior to using a spectrum band. How should 2 transceivers first contact and how can they evaluate the potential radio connectivity solutions? What are the differences/commonalities in the context of a terminal connecting to a base station or another terminal in an ad-hoc mode (which will be generalized in the future thanks to cognitive radio indeed)? Is a worldwide boot or pilot channel [14] necessary?
We can see that this raises both terminal and network issues. As already stated, we focus in this paper on the terminal aspect. Our current queries relate to the short term needs in terms of cognitive radio equipments design approach, but we need to keep in mind the longer term challenges in order to provide the necessary generalization, which will enable the current approach to remain meaningful and hold its characteristics.
Terminal-Centric or Network-Centric Approach of CR
Whereas past decades researches in the radio communication approach concentrated on increasing point-to-point data rate at the lowest power consumption level, the trend is now to consider the network load so as to optimize the global system capacity, or at least an entire cell or a set of cells. The results may be in total opposition: increasing the throughput on one point-to-point radio link resulted in a decrease of the surrounding users' throughput and a diminution of the global cell capacity [15] . Cognitive radio, on its ''spectrum'' side, aims at tackling the global capacity issue from the network point of view. Then cognitive radio is considered as a solution to improve the global system capacity through a better use of spectrum. Two approaches of cognitive radio are usually considered in this context: networkcentric or terminal-centric [16] .
The network-centric approach, on the one hand, derives from the current topology of wireless networks with a centralized view. The network is indeed probably the best place to centralize the metrics and send orders through the equipments to the network. As highly computational optimization algorithms will be necessary for cognitive radio, it makes sense to imagine that such a demanding processing power can only be provided by powerful processors and devices, which are not compatible with the embedded environment of a terminal. However, a CR network implies to use a sub-part of the capacity, in order to exchange cognitive information about every pieces of the network, in the air, but also in the infrastructure. We only consider in this paper the air aspect of the network. This implies a signaling overhead that diminished the global capacity for data transmission. This overhead is all the worse if the system is varying very fast, but could be acceptable in long coherence time conditions [16] .
On the other hand, a terminal-centric view may be justified this way. First of all, the terminal itself is the best place to gather information with regard to its own environment and take accurate adaptation decisions. This enables to distribute (through many terminals) the processing load of the optimization process. In order to make some decisions taking into account the surrounding terminals, the terminal can benefit from data coming from the network so as to summarize the global conditions of the area, which limits the signaling overhead compared to that of a network-centric approach. Sending the total cognitive information from all terminals to the network would be much more bandwidth consuming, especially if the system environment varies quickly. Consequently, a terminal-centric approach should be privileged in short coherence time conditions. Anyway, if you consider CR from a global point of view, and not only from its capacity/spectrum aspect, it is possible to derive cognitive features that have no impact on the network side. This is the case with battery saving features, or processing improvement. This makes sense in such scenarios. In order to improve the reception quality, more efficient algorithms could be activated (more Turbo Coding iterations for instance, etc.) without any impact on the transmitter side. An adaptation could also be launched in order to lower the communication price (switching from UMTS to WiFi when coming back home), and set as a user contract's feature. This is anyway an order coming from the user's side that does not require any order or complementary information from the network. Only the user's profile and the individual WiFi access details are necessary, the latter being known by the terminal.
As a conclusion, even if we can not decide on a network-centric or terminalcentric dominance, but we may bet on a mix of those approaches, there is in any case a need to have cognitive radio capabilities inside mobile equipments (smart terminals, PDA, etc.) and base stations so as to support the global network cognitive radio features. Cognitive radio equipments will have in all cases to send metrics to the network and to make decisions and adapt their own behavior: this will be made on the basis of their own knowledge of their environment, as stated by the cognitive cycle of Fig. 1b . The management architecture for cognitive radio equipments proposed in the rest of this paper, is an answer to both extreme cases (terminal-, network-centric) and any other intermediate approach. It is a framework, which means that it provides appropriate rules to deal with real-time adaptation (real-time decision making and reconfiguration) but the choice of these features' implementation is entirely up to the designer.
Future Radio Design
Software Defined Radio Design
The radio design experienced a rapid evolution in the 1990s, based on the military research work started in the 1970s and 1980s that gave birth to the SpeakEasy project [17] for instance. Radio design naturally turned to the implementation of radio processing in the digital domain. The advantages are numerous: ease of development, with the possibility to re-use previous designs and change the design even at a very late stage of the development, opportunity to use common hardware for different radios, turning to the possibility to design multi-standard radio, etc. Joe Mitola [18] formalized the software radio ideas in 1991 and this was the beginning of the spread of these ideas to the whole research community. Software Defined Radio (SDR) turned the concepts to more realistic implementation solutions. But as often thought, SDR is not only a matter of designing the radio within the digital domain. The real heart of SDR design is the integration of reconfiguration management features in the radio design [19] . It is a necessary solution so as to use reconfigurable or reprogrammable devices [20] , but it is not sufficient to support all desired SDR capabilities (sampling and carrier frequency switch, real-time signal processing adaptation in DSPs or FPGAs, etc.). Reconfiguration management has to be considered at the very early design phase of an SDR equipment. As a consequence, designing an SDR equipment consists in cross-designing:
• a flexible hardware platform, • the radio processing elements (in software or firmware, or wired),
• an infrastructure to support reconfiguration management.
It is out of the scope of this paper to deal with the hardware platform and radio processing (see [18, 21, 22] for that). This paper focuses on the management features for cognitive radio equipments, and SDR management is a part of this issue, from our point of view. Several levels of reconfiguration management must be distinguished in order to take advantage of the hardware's reconfiguration capacity: (1) at design time in order to facilitate the development, (2) at deployment in order to give an abstraction of the hardware devices, (3) at runtime in order to adapt the radio behavior while operating. As we move from (1) to (3), more enhanced services have to be provided by the management in terms of reconfiguration. Depending on the degree of flexibility and the targeted goal, several solutions have been proposed concerning the management side of the design.
The most famous one is the SCA (Software Communication Architecture) proposed in the USA military context [23] , [24] , [25] . The SCA is the answer to the US Department of Defense (DoD) requirements in terms of portability and inter-connectivity between SDR equipments manufactured by different providers. The way to answer this has been to propose an abstraction of the hardware for the radio software application (portability) through OS (Operating System) and ORB (Object Request Broker) techniques, and to define APIs between the management elements thanks to the IDL (Interface Description Language) language (interconnectivity). To sum-up, the idea was to transpose personal computer features, such as portability and Plug&Play, to radio equipments. Consequently the SCA provides the designer (and the user) with facilities for the deployment of radio applications whatever the underlying hardware is. It is clearly in the number (2) category given above, and does not address the real-time adaptation of the radio parameters during operation. However, it can dynamically deploy (respectively stop) a new (respectively deployed) radio protocol stack whereas another one is already running. The SCA is currently the sole industrial solution (even if restricted to the military domain) because of the advance launch of this proposal (in 1998) and the DoD funds' attraction. However it suffers from technical limitations (generated by CORBA in particular), leading to a decrease in terms of real-time performance.
On the European side, on the other hand, the lack of military demand permitted the birth of several proposals, but still at the research level. At a commercial and academic level, E2R proposed some management architecture spread at both network and equipments side [26] . This was an extension of the equipment level proposed in [19] . UPC's P-HAL goes even beyond while proposing a management and an equipment design framework, including concepts quite close to those of the SCA, but without the SCA real-time limitations [27] .
Generic approaches derived from the computer world may offer some technical solution to SDR. It helped to define the SCA, with the use of CORBA, POSIX, and XML technologies. However, the real-time (embedded) context of SDR is often too demanding. The abstraction provided par Java Virtual Machines for instance would really address the portability issue, and would allow to run, on any hardware, any radio protocol stack developed with this software. But the price to pay in terms of loss of performance (real-time, power consumption, memory, indeed cost) is too high.
That is why we argue, on the basis of the evidences provided by the analysis of the SDR's particular constraints [28] , that SDR customized solutions are needed. However we can note that all the items which can be found both in the embedded and adaptive real-time processing intensive domain, are also appropriate. Video processing for instance has very close characteristics, and consequently very close design solutions [29] . Furthermore, video processing is also investigating adapting processes. For instance, the Reconfigurable Video Coding (RVC) working group for MPEG standardization [30] is dealing with this topic. The solution we proposed in [28] for the management of reconfiguration is called HDReM for Hierarchical Distributed Reconfiguration Management. Like SCA and P-HAL, it is a reconfiguration management framework at the equipment level, but aiming at offering an architecture for the real-time reconfiguration of an SDR-oriented radio processing, e.g. implemented in a reconfigurable or reprogrammable hardware as well as ASICs.
Cognitive Radio Equipment
We can derive from the considerations of Sect. 2.1 what should be the 'components' of a CR equipment and Fig. 3 exposes schematically the view of a CR equipment structure that can be derived.
The SDR communication sub-system is composed of multiple radio protocol stacks (from the physical layer to the application layer) executed in a flexible hardware (and the corresponding necessary software such as drivers and the board support package) platform. Let us just stress that it should include in particular a reconfiguration management software architecture. At the equipment level, as much as cognitive radio is an extension of software radio towards autonomous adaptation, a cognitive management is an extension of a reconfiguration management [31] . As explained in Fig. 3 , in order to transform a SDR into a CR, two main parts need to be added: some sensing means and a smart sub-system. The term ''sensors'', in our view, refers to the combination of electronic devices, and algorithms that translate the signals into metrics of interest. For instance, we may consider that the channel estimator already evoked in Sect. 2.2 is a sensor, as well as any other set of processing functions that extract metrics from the environment. A thermometer and the power level indicator of the equipment's battery are sensors also.
This information feeds the smart or cognitive engine of the CR equipment which then takes adaptation decisions for the protocol stack at any layer (from radio to application layer) accordingly. This means that reconfiguration may be done, in order to adapt the behavior of the equipment to the situation revealed by the sensors of the equipment, or sent by the network, or both of them.
Four categories of sensing information, worth to be taken into account, are given in • network environment: telecommunication standards (GSM, UMTS, WiFi, etc.), operators and services available in the vicinity, traffic load on a link, etc.
• user-related environment: position, speed, time of day; user preferences, user profile (access rights, contract, etc.), video and audio sensor (presence detection, voice recognition), etc.
Since there is an important discussion within the community to determine whether most of the intelligence capacity should be contained in the network or in the terminal, as discussed in Sect. 2.5, we believe that a combination of both is worth. Depending on each situation, one orientation maybe privileged from time to time. Anyway, the equipment's cognitive management scheme proposed in this paper is completely compatible with both network-centric and terminal-centric cognitive radio management. Its complexity of course is lowered in the context of a mostly network-centric approach.
Cognitive Radio Equipments Design Proposal: HDCRAM
As reconfiguration management has to be considered at the very early design phase of an SDR equipment, a cognitive management architecture has to be included at the very early stage of a cognitive radio equipment's design. In accordance with the previous Sect. 3.2, cognitive radio equipments should be then composed of:
• a flexible hardware platform, • the radio processing elements (in software or firmware, or wired), • sensing processing elements or devices, • an infrastructure to support both reconfiguration and cognitive management.
This last point is what HDCRAM provides to a cognitive radio equipment, whatever the hardware composition of the platform is. HDCRAM stands for Hierarchical and Distributed Cognitive Radio Architecture Management. HDCRAM has been thought to support the management of multi-processing heterogeneous platforms composed for instance of DSPs, GPPs, FPGAs, ASICs, etc. It has been firstly introduced in [31] . The present paper does not describe in detail HDCRAM. This can be found in [33] . We briefly remind here that, in order to support the reactivity needed for a real-time cognitive behavior in an heterogeneous hardware platform, HDCRAM is composed of 3 hierarchy levels. These 3 levels offer a management framework (or architecture), on top of the processing operators, considered here in its widest acceptation, e.g. any processing function from the radio to application layer, but also processing functions for sensing purposes, hardwired devices, etc. We are clearly addressing a cross-layer view of the cognitive management as any information from any OSI layer can provide useful information to adapt the protocol stack globally. Each of the 3 HDCRAM levels is made of both a cognitive and a reconfiguration management sub-part, as shown in Fig. 4 .
A radio protocol stack may be more or less considered as a chain of processing functions or operators. In the cognitive radio context, some of these operators may be considered as sensors (as the channel estimator evoked in Sect. 2.2), and sensors can be added, e.g. operators which do not have a role in the radio chain itself, but a purely sensing role. HDCRAM is the control part of the cognitive radio equipment. In opposition to the processing part of the equipment (made of operators and sensors), HDCRAM gathers all the control functions of a radio equipment, which have to be added to the purely processing operation, in order to manage the cognitive radio features of Fig. 3 . HDCRAM clearly sets a division between the 2 aspects of the cognitive radio equipment's management:
• reconfiguration management-ReM, with exchanges from upper levels to lower levels, • cognitive radio management-CRM, with exchanges from bottom to upper levels.
Transverse exchanges can also occur from the CRM side to the ReM side. The breakdown of the management into 2 sub-parts enables to better assess the needs of each operator in terms of reconfiguration and cognitive management. This constitutes the first step in the cognitive equipment design.
It is possible to make decisions and provoke a reconfiguration for each of the 3 management stages. This is stated at design time. The designer knows and decides what kind of decisions should be made, and in which conditions. The cognitive cycle displayed in Fig. 1 may then be very small at a reduced scale (the scale of one operator) for reactiveness needs, as presented in Fig. 5a , or medium if it is at the scale of several operators: this then implies to go through level 2 as shown in Fig. 5b (at least when one information coming from a sensor is used to reconfigure one other operator), and finally large if all 3 layers of management are concerned as displayed in Fig. 5c . Note that the 3 HDCRAM levels have nothing in common with the simplified 3 OSI layers presented in Sect. 2.1. Level 1 is the wireless equipment's general manager. It is named L1_ReM for the reconfiguration management side and L1_CRM for the cognitive radio side. On the one hand, it centralizes the information necessary to manage the equipment (this does not mean all the information, it can be a selection or an integrated version). On the other hand, it is in contact with other managing entities through the network, so that it can take adequate decisions as regards the equipment's reconfiguration, in order to improve its own operation and/or the network operation in general. The Level 1 manager is responsible for large scale reconfiguration and decision making, such as a vertical handover between 2 standards.
At the lower level of HDCRAM, a level 3 management is associated with each operator and is composed of one reconfiguration management unit L3_ReMU and one cognitive management unit L3_CRMU. L3_ReMU is the low level code that enables to reconfigure the operator, in order to respect the real-time adaptation constraints of the operator. It is often partly integrated in the operator code itself. For instance, for a given operator coded with C language, a ''if/else'' condition between two behaviors may be considered as management. Another example of that is the use of partial reconfiguration of FPGA in order to reconfigure a FIR filter. Reference [34] illustrates a few between the numerous possibilities in this context. Then, L3_ReMU may be a processor core (such as a LEON or MicroBlaze) embedded in the FPGA and running the FIR's reconfiguration routine. These 2 examples illustrate the fact that level 3 managers are very close to the operator they are in charge of, and often are programmed in the same language.
So, between the level 3 low level management code and the supervising general level 1, an intermediate level 2 management is introduced. It is made of several couples of L2_ReMU/L2_CRMU. Its role is plural. It consists, first of all, in offering some degree of abstraction of the implementation to level 1. Level 1 does not need to know all the details about the implementation (for instance the binary code), but should be provided with the necessary information (for instance, the size Adding this management architecture is the price to pay in order to have an efficient cognitive management. However, it is not necessary to deploy the HDCRAM for all operators. This is therefore particularly important that cognitive radio features may be introduced step by step in future radio equipments with a limited management overhead (compared to the radio processing cost). Depending on the fact that the operator is a fixed or reconfigurable radio processing element, and/or a fixed or a reconfigurable sensor, it may have no level 3 manager at all, a L3_ReMU, and/or a L3_CRMU. This is summarized in Table 1 .
A L3_ReMU is necessary to manage a reconfigurable operator or a reconfigurable sensor. Of course, a sensor has a L3_CRMU that manages the metrics provided by the sensor. Depending on the operator nature, either it only transmits the metrics to the upper levels of the cognitive management (that will use this information to make a decision at a higher level), or it makes the decision to reconfigure the sensor itself. This is what could happen as regards a SNR measurement sensor, if we consider 2 algorithms: one featuring a good SNR estimation for a SNR above 5 dB (algoSNR1) and another one featuring a better SNR estimation for a SNR lower than 10 dB (algoSNR2). Let us consider that L3_CRMU is designed so as to switch from algoSNR1 to algoSNR2 when the SNR level goes down to 7 dB, and from algoSNR2 to algoSNR1 when the SNR level steps over 8 dB. If algoSNR1 is running and detecting a SNR level of successively 12 dB, then 10 dB, then 8 dB, then 6 dB, L3_CRMU reconfigures the SNR measurement sensor with algoSNR2. If the SNR increases afterwards to 7 dB, and then to 9 dB, the algorithm switches back to algoSNR1.
Note that reconfigurable operators have always one L3_CRMU. The reason is that one role of L3_CRMU is to check if an operator is running properly, once it has been reconfigured. There is no reason for a non reconfigurable sensor to have a L3_ReMU. An operator designed with no flexiblity feature, neither sensing capability, does not require any level 3 management facility and is out of the management framework, as are processing tasks in any usual non-SDR or non-CR radio design.
Example of Hardware Deployment
This section just aims at giving some examples, not stating a generality. We can consider indeed a bi-dimensional deployment of the HDCRAM: either a purely functional one (it is the general case this paper addresses), or a more hardwareoriented one. In fact, this section is a digression as regards this second viewpoint. Let us take the example of a platform composed of a GPP, a FPGA, 2 DSPs, an ADC and a DAC, and which is connected as shown in Fig. 6 . A very fast and first approach for the deployment of HDCRAM consists in taking into account the general properties of each device category, and consequently in placing the level 1 management in the GPP and one level 2 manager unit in each of the GPP, DSPs and FPGA. This does not prevent from deploying other level 2 managers in each of the processing devices in a purely functional view. But in addition, a hardware-oriented deployment may be added. This is particularly favorable where very few operators are managed with HDCRAM; this situation takes place when CR features are introduced into equipments, as presented in Fig. 6 . The color convention utilized in Fig. 4 is also used here. Of course, all sensing operators and reconfigurable operators have a level 3 management. At least one operator has been assigned to each processing device. Please note that the level 2 management inside the FPGA is favorably implemented within a processor core, such as a MicroBlaze (lB). The level 3 managers of ADC and DAC are on the one hand the registers and the associated logic gates that make them changeable. On the other hand, some part of L3 management is also some code executed in the MicroBlaze, so as to write into the registers.
Examples of Cognitive Decisions
Let us take some time to detail what we expect in terms of cognitive decisions inside a radio equipment. Some of them are complete new features. However already existing adaptation facilities may also be included in the cognitive framework (or architecture). We may imagine tens of cognitive decisions inside a CR equipment. But only a few of them will be included at the very beginning of CR introduction. That is the reason why it is so important to propose a design solution, which enables a step by step introduction of cognitive features, and which is compatible with this paper's approach. This means that the radio design should not turn from none cognitive radio to 100% cognitive radio. A sub-part of the design, which is not impacted by cognitive radio features, should be designed as previously. It is very important to enable the re-usability of previous designs and give the opportunity to gradually introduce cognitive radio in equipments.
Cognitive decisions inside a CR equipment can be defined in the following manner: any decision that adapts the operation of the equipment to the environment in its widest acceptation. Note that the environment may refer to the equipment's outside, the user, the internal state of the equipment, in accordance with Fig. 3 . Decisions are made on the basis of the sensing information coming from the L3_CRMUs that manage sensing operators or devices of the equipment itself, and from the information coming from the network. Depending on the impact of the metrics, the decision maybe made at level 3, level 2, or level 1 or maybe transmitted to the network by level 1, so that it can be used by the network management or other cognitive radio equipments. The different alternatives are clearly identified at design time and it is not common to have a re-organization of the cognitive cycle. The following examples will help to understand.
One of the most famous cognitive radio scenario is dealing with opportunistic spectrum access. In a simplified view scheme, a terminal has to check that the band it would like to occupy is free, before using it. Consequently, the terminal has to use several cognitive features. First of all, it consists in running a spectrum sensing operation. Sensors are needed for that. Different kinds of sensors may be necessary: a standard recognition sensor [35] if the band of interest is dedicated to a wireless standard, an energy detector (radiometer) or a cyclo-stationarity detector if the goal is to detect a hole in the spectrum [36] . Then, on the basis of the spectrum policy in the area (the position maybe provided by a GPS for instance, and the policy provided thanks to a database updated according to the place), a decision of transmission in this band is done and the radio parameters are set to the adequate values permitting this transmission (carrier frequency, data rate, etc.). Sensing means, decision algorithms and reconfiguration are the new features to integrate and manage into a cognitive radio equipment.
The cognitive architecture also comprises features that currently exist in radio equipments, but which are integrated in a larger framework in the cognitive radio context. Let us take the example of the tasks scheduling of the processing units running the radio operators. The Real-Time Operating System (RTOS) is responsible for this and can adapt the tasks priorities for instance. Dynamic scheduling adaptation and in a larger view, dynamic processing re-deployment onto processing devices would also be included as one of the decisions made by the cognitive engine. We could use partitioning and scheduling algorithms in order to update the processing distribution onto the processing devices such as DSPs, FPGAs and GPPs, depending on the real-time constraints [29] but also on power consumption constraints. In this latter example, the cognitive management would be responsible for dealing with the equipment's global power consumption. One new degree of freedom added in a CR context could be to adapt the Quality of Service (QoS) by changing the radio parameters (modulation, channel coding, pulse shaping etc.), in order to save batteries and allow a longer connectivity to the wireless network. The combination of all these features requires a general management architecture, integrating former dedicated managements, such as a RTOS. It also opens the door to new kinds of services. For instance, a user could choose an ''energy-saving'' oriented contract (a way to differentiate the contracts for operators), which would guarantee a much longer battery life despite a loss in terms of QoS from time to time, for instance. This would be included in the user profile and used by the management architecture to give a priority to the energy saving algorithms where compared to other decision choices.
Note that the previous example implies that the management architecture is aware of the devices' processing capacities as regards load, processing power, power consumption, memory size, number of gates, etc. This is also a feature provided by the management, and so is a cognitive metric extracted through the cognitive management of the proposed solution.
Many of the former control functions indeed are included in the management architecture of the equipment. However, what was somehow considered as management before, such as MAC processing, encryption, security, etc. remains a processing issue in this approach. The proposed management here is a second level of management. And it can be applied to all the processing from physical to application layers, including MAC layer.
One major research area for the next years in cognitive radio is ''learning''. At the equipment level, we foresee many opportunities from neuronal networks to Markov decision processes. A CR equipment has to estimate the environment even if only a partial knowledge is obtained [37] . This will be often the case in a CR context as we expect to take into account many different parameters. This will be the focus of future publications about our work, and is out of the scope of this paper. However, these learning algorithms will be integrated as a part of the management's decision sub-part. The complexity of such learning algorithms is a challenge. Depending on their activation frequency, more or less demanding computation will be affordable.
High Level Design Approach
Meta-Modeling
Cognitive radio equipment is becoming a complex system, which combines hardware-software co-design, mixing processing and management (some control indeed), so that solutions foreseen for complex system design are within the scope of cognitive radio design. Trends in complex systems design are clearly moving towards high level design solutions. In particular, it is not possible to get away from Unified Modeling Language (UML) techniques in the industry. The UML [38] success relies on its capacity to enable the representation of any kind of design problem, and to make the different contributors understand each other whatever their skills are (hardware, software, system, etc., engineers). As mixed design issues are combined in SDR and cognitive radio equipments, UML seems appropriate and has been used in the SCA specification [24] , studied at the OMG (Object Management Group) [39] , and has also already been investigated for SDR in general [40] . Reference [40] in particular, was the first trial to propose a design flow for SDR based on UML. UML is an object-oriented design approach, which fits quite well SDR's needs (and consequently CR) since it breaks down the design in entities (objects) that can be changed or adapted. However, UML is often only used as a documentation mean rather than a proper design tool.
Model Driven Architecture (MDA) is a design approach, which consists in dividing the design in two steps, firstly a Platform Independent Model (PIM) concerning the sole application, and then a Platform Specific Model (PSM), which adds new characteristics to the PIM specification, as regards the implementation of the application on the processing devices [41] . This approach is becoming a reference in the industry at least at the specification phase, e.g. at the beginning of the design flow. Solutions are investigated to extend this approach until the code generation. This relies on meta-modeling and transformations such as in [42] and [43] .
We do not apply the exact MDA design flow in the approach of this paper, but at least it is compatible with its philosophy and could contribute to the PIM level of MDA: a functional approach first, for a purely functional exploration. Implementation-dedicated approach is a future step, as investigated in [43] . Since a metamodel is a way to set design rules, e.g. to orient/adapt UML semantic for a specific domain, we derived the metamodel of Fig. 7 from HDCRAM, so as to consider the management sub-parts of a cognitive radio equipment.
The meta-model of Fig. 7 sets the design rules of the management architecture of cognitive radio equipments. For instance, we can read that only one L1_ReM and one L1_CRM exist in a cognitive radio equipment. It constitutes the equipment's general CR manager. Section 5 details the content of each element of the metamodel and how they exchange information.
An Executable Meta-Model
The main advantage of the HDCRAM definition, when enunciated in an objectoriented meta-language, is to offer readability, reusability and repeatability.
Classical object-oriented meta-languages such as MOF (Meta-Object Facility) [44] or EMOF (Essential Meta-Object Facilities) offer a high level of abstraction for an application, as well as facilities to specify the Domain-Specific-Language (DSL). However, these meta-languages only support structural specifications and do not support operational semantic. The Rhapsody CAD tool offers simulation facilities. This is obtained while adding some semantic to the model. This approach has the drawback to automatically add semantic artefacts to the design, out of the designer's control. Another solution is to consider the use of an executable language in order to specify actions in the meta-model structure. The Kermeta [45] language is developed by the INRIA in order to support a behavioral definition and provide an action language, which enables to specify the body of operations in meta-models. With the help of the Kermeta language, the HDCRAM can be described with both structural and behavioral definitions, since a DSL can be designed for the CR. This offers the opportunity to refine the meta-model with scenarios that ensure that the system conforms to specifications, while keeping a high level of abstraction. Then, with the help of a parser, a designer can reuse this abstract language in order to automatically generate the equivalent code in several concrete languages such as C and VHDL. In a first step, we will not offer such complete specifications. Indeed the most important point is to provide an understandable description of the architecture, and to show its functionality. This approach is innovative and gives the opportunity to model, at a high level of abstraction, a complex system and to specify the operational semantic, in order to make simulations and validate the design. The use of abstract syntax, so as to detail the system, opens new perspectives for reusability (model transformation can be used to target any kind of HW platform) and repeatability, which ensure facilities for standard test on a CR system. The Kermeta executable language is not used here to run the computational and complex cognitive algorithms. The level of abstraction of the meta-model is chosen here to study the HDCRAM at the sole structural and transfer level. The aim is to precisely detail the HDCRAM's intimacy, and illustrate its mechanisms through cognitive radio scenarios examples. In order to clearly specify the reconfiguration and cognition capabilities of the HDCRAM, it is possible to express them in a language that matches the CR domain constraints. Thus, a simulator has been developed, based on an executable meta-language that can handle the CR domain constraints (such as awareness, spectrum access, decision making, and reconfiguration achievement). This will be discussed further in the next section, as well as in Sect. 5.7, but please refer to [46] for additional information. Figure 8 offers a more detailed view of the HDCRAM metamodel than the one displayed in Fig. 7 , since it highlights the simulator facet [46] . At the top of this representation, the HDCRAM_simulator class is used only for simulation purposes. It plays the role of a Host that launches the simulation, and gives the opportunity to create a back up of played scenarios in XMI format (for exchange with other compliant XMI tools). It also instantiates the first elements of the HDCRAM: create the L1_ReM class and set its attributes. This figure shows new features in the metamodel. Those features are the StandardLibrary, FunctionLibrary and OperatorLibrary, which store functionalities needed by both CRM and ReM units deployed in the equipment. When referring to the term ''functionalities'', we mean cognitive algorithms, executable files, table's metrics, functions needed to instantiate a standard, operators needed to instantiate a function, etc. For each CRM/ReM couple, one library is created. Those libraries can be modified by self learning or under instructions of the network, and then fulfill the evolution need of a CR system. The HDCRAM simulator offers the opportunity to the designer, in a first step, to specify the CR equipment in a predefined state with parameters such as (but not limited to) the standard in use, QoS, hardware repartition of operators on the platform, etc. In a second step, the designer can set the operators' metrics via a shell command and validate the interpretation and decision taken according to those changes. The execution steps clearly underline the operations that have to be supported by both CRM and ReM parts, at each level of architecture's hierarchy.
The Cognitive Radio Simulator
A key point is that this meta-model is defined at a very high level of abstraction; this means that it does not tackle physical constraints such as time constraint, physical interface, resource limitation, etc. The purpose of this executable metamodel is to validate CR equipment's APIs and their functionalities at a high level of abstraction. This is a necessary first step in the modeling process, which helps to refine the CR specifications. In a future stage of our research, thanks to specific rules, the designer could use the model transformations in order to specify the physical constraints. This means that appropriate abstraction levels (there may be several of them), as well as a pertinent representation format (UML or SystemC), have to be defined. When all physical constraints are taken into account, the designer uses another model transformation in order to obtain a code generation. This generated code is the final code running on the execution platform. It would be validated with the classical tools to ensure the operational behavior of the CR system. 
HDCRAM Meta-Model Classes Organization
The HDCRAM meta-model featured in Fig. 7 underlines the dependencies as well as the cardinality (of each class deployed in a CR equipment) in a class diagram description. We may see that it represents the same reality than the one featured in Fig. 4 with an added-value, since new information is visible, in a standardized semantic which can be understood by the whole community. This meta-model represents a factorized view of the architecture that has to be deployed in a cognitive radio equipment, according to the functionality expected by the designer. In order to keep the figure readable, classes particularities such as attributes or operations have been hidden. The ReM and CRM classes are super classes, from which are derived the other classes (excepting the class Operator). At the bottom of Fig. 7 , the Operator class is used as the parent class for any reconfigurable and/or sensing signal processing component. A sensor indeed can be a signal processing component whose role consists in providing metrics, from the environment, to the equipment's CR engine.
The Super Class
Each class of the management architecture (with the exception of the class Operator), deployed in the meta-model, is derived from the ReM or CRM super classes. This underlines the fact that derived classes inherit from super attributes and super operations defined in the parent class. This ensures that child classes keep a generic interface, which helps as regards reusability (common features are encapsulated in modular objects). A key point is that the child operations' behaviors (such as child attributes) can be modified according to the level they are applied to. Indeed, such an object oriented programming approach defines, for the super class, the encapsulation of the object, and allows a free behavioral mechanism for the child classes.
The Child Class
At the higher level stands the equipment's general manager with the two entities L1_ReM and L1_CRM. The L1_CRM manages the cognitive radio equipment behavior, which includes the sensing and decision side of the HDCRAM. The L1_CRM can order reconfigurations of the radio equipment processing units to the L1_ReM. At L1 level, the HW considerations as regards the signal processing elements implementations are abstracted. The term ''Abstract'' refers to the fact that L1 level has no knowledge of the platform's hardware physical resources. At the bottom level, each signal processing element of the radio chain is associated with its own L3_ReMU and L3_CRMU, for local reconfiguration and cognitive purposes. The design of each group, made of a signal processing element, a L3_CRMU and a L3_ReMU is very dependent on the HW implementation imposed by the electronic device, which supports the processing operation. The intermediate level L2 is both an abstraction level between the top level L1 and the bottom level L3, as well as a local manager for the L3 units it is responsible of. Table 2 shows the ReM super class. This means that each ReM unit deployed in the system inherits from its attributes and operations. We call APIs the information that relates to each element of the architecture in terms of identification, connections, exchange means, state and behaviors (methods), etc. Table 2 sums-up the ReM super class APIs. This means that each ReM unit of the management architecture has at least these APIs (they inherit from this super class). Other features may be added afterwards in order to specialize each level.
The ReM APIs
A class derived from the ReM super class is identified by:
• an identifier which can take standard Id, function Id or operator Id
• an associated CRM unit
• an associated ReM unit (if the owner ReM(U) and owned ReMU do exist) which is referenced as an ordered collection • a state which can take a single value: idle, run, bug, reconfigure, etc.
• a status which is fixed by the owner ReM(U) or associated CRM(U).
Depending on the child class specificity, more attributes can be created. At each level (e.g. L1, L2 and L3), methods derived from the super operations defined in the super class are refined according to the need. For instance, the ''create'' super operation can be redefined as follow: The ReM part is in charge of the reconfiguration management. This means that it manages tasks executions and reconfiguration phases, as well as the construction and the destruction of:
• operators on physical resources • operator manager • functions • standards.
The reconfiguration managers L3_ReMUs can modify the behavior of their own operator with a new set of parameters (re-parameterization), loading a partialreconfiguration bitstream if the operator is implemented on a FPGA [34] , or a new binary file if the operator is implemented on a DSP [19] . L2_ReMUs (respectively L1_ReM) can modify their own L3_ReMU(s) (respectively L2_ReMU(s)) with a new instruction set. As a L2_ReMU can reassign an operator from one hardware target to another (from a DSP to a FPGA for instance) according to the need (need of throughput, consumption limitation, etc.) it can also reconfigure the data path between the L3_ReMUs it is responsible of.
The tables below detail the repartition of API ReM attributes according to the level of management:
• Table 3 for the specific APIs of L1_ReM, • Table 4 for the specific APIs of all L2_ReMUs, • Table 5 for the specific APIs of all L3_ReMUs.
The CRM APIs
The CRM part is responsible for the decision process of the equipment reconfiguration. In the HDCRAM meta-model, each CRM unit can be viewed as a software agent. The software agent has to be taken here like an autonomous entity, which is aware of its environment and can act upon it. According to the computer science definition, an agent has the authority to decide which (and if any) action is appropriate. This is clearly the definition of the functionality assigned to the CRM units. Thus, we can say that the distributed smart units of a multi agent system can be viewed as a hybrid agent, which reacts to external metrics and takes its own decisions. As smartness is distributed, HDCRAM can tackle from very fine reconfiguration (at operator level) to complete standard reconfiguration. Table 6 details the CRM super class APIs. The reconfiguration management is responsible for reconfiguring the equipment operation. That is the reason why ReM APIs stated in the previous paragraph have the Create and Finalize operations, while the CRM APIs do not.
A class derived from the CRM super class is identified by:
• an identifier which accepts a standard Id, a function Id or an operator Id • an associated ReM unit • an associated CRM unit (if the owner CRM(U) and owned CRMU do exist), which is referenced as an ordered collection, • a state which can take a single value: idle, run, bug, reconfigure, etc.
• a status which represents the result of the metric interpretation. Depending on the child class specificity, more attributes can be created. The CRM part is responsible for the sensing means and the decision-making, in order to adapt the equipment to the environment. When a CRM unit makes a decision, it sends reconfiguration parameters to its associated ReM unit. After validation of the new behavior, it sends the new configuration to its owner CRM unit. In the case of the reconfiguration process's failure, a CRM unit loads the previous backup of the reconfigured element, and has to analyze the causes of the failure and learn from it. A CRM unit is invoked or destroyed following the orders given by its associated ReM unit.
The tables below detail the repartition of API CRM attributes according to the management level:
• Table 7 for the specific APIs of L1_CRM, • Table 8 for the specific APIs of all L2_CRMUs, • Table 9 for the specific APIs of all L3_CRMUs. All these attributes and operations enable to perform the cognitive cycle of Fig. 1 at each level of the hierarchy, e.g. capture and analyze metrics, and finally make reconfiguration decisions, as shown in Fig. 9 .
The cognitive cycle is distributed through all CRM units in the hierarchy. It is the way to answer the Cognitive Radio specific issue, as many metrics can be considered. Processing distribution is a solution and enables to support hard realtime constraints. Furthermore, distributing smartness means that individuals have a degree of autonomy for solving problems that directly impact the entire system's time response. The main disadvantage, associated with the use of distributed smartness, is that the knowledge of the system's overall state is dispersed. That is the reason why L1 management is necessary, in order to obtain a coherent global behavior of the CR equipment. But only a synthesized knowledge is necessary, not all the information. This helps saving control information exchanges inside and outside the equipment, thus saving wireless capacity.
The operations are defined as follows:
• Evaluate metric: evaluate the metric's consequences on the level.
• Analyze metric: identify the metric.
The result of those operations give a performance appreciation, from which the CRM(U) can define an action.
• Define action: in a first step, the designer sets a list of actions. But in the future, this part will also benefit from self learning capabilities.
• Prioritize action: according to the impact (in reconfiguration terms) of metrics on the equipment, priority is given to action. The cognitive cycle reconfiguration sending to the corresponding ReM(U), followed by a notification on the new configuration, to the upper layer.
The decision procedure may range from a very complex to a very simple processing. The following examples may be given, but the list is not exhaustive, by order of complexity:
• simple threshold • state machine • neural networks • optimization heuristics (genetic algorithms, etc.).
The higher the level is, the more complex algorithms may be. The reason is that more metrics have to be taken into account and combined.
The operator APIs
In order to be integrated within the proposed architecture, the APIs of a processing operator or sensor are described in Table 10 . Since components are described in terms of interface and functionality, designers are free to generate classes that inherit from the Operator super class or import a predefined package.
Note that the attributes stay at a purely functional level. This meta-model is at such a level of abstraction that there is no reference to the implementation (FPGA, DSP, etc.), programming language, power consumption, execution time, etc. (the L3_ReMU Target attribute of Table 5 refers to a logical address and not a hardware related feature).
Example of Scenario
During a simulation, the attributes content can be monitored in the Eclipse environment, which supports the execution of the meta-model (thanks to the Kermeta executable language), in order to check that the meta-model meets the Figure 10 illustrates the attributes values in a standard recognition case scenario. In this scenario, a cognitive radio equipment is able to blindly identify the standards in its surroundings thanks to the sensor of [35] (in a stand alone mode, e.g. without connecting to any network). This explains why Level 1 manager is named scenario_spectrum_access here, and gets its operations in the Standard Library scenario_spectrum_access. We can see that the equipment is not in initialization mode. It is associated with the level 1 reconfiguration manager named L1_ReM_scenario_spectrum_access. The level 2 func_fusion amalgamates several metrics; one is related to Frequency Hopping (FH) detection, in order to identify the Bluetooth standard exactly when this trace's simulation is captured. We can define, with the simulator, the necessary management units, sensors and operators, as well as their features or APIs, so as to make a cognitive radio equipment support this scenario. Figure 11 gives more details. In Fig. 11a a complete view of the operators and sensors needed for this scenario is displayed, with the associated management hierarchy. Please refer to [35] for further details, but we can mention here that 4 sensing operators are used:
• Bandwidth_recognition, • Cyclostationarity, • Wigner_ville_transform, • Hole_spectrum. Figure 11b gives a view of the L2_CRMU func_fusion's management attributes and Fig. 11c features the L3_CRMU management attributes during one step of the simulation.
The simulated scenario is limited here at the sensing side (the next step would be to instantiate a protocol stack of one of the detected standard so as to establish a connection). In addition to the 4 operators, 4 level 3 managers (L3_CRMU/ L3_ReMU), and only one level 2 manager that gathers the metrics of all 4 sensors in order to make the fusion (func_fusion), have been created. It lets level 1 make the Fig. 10 L1_CRM attributes tracing during simulations decision as whether the reconfiguration will be a standard (re)configuration, which means that a large part of the equipment has to be reconfigured. Note that in this scenario, there is no hard real-time constraint since this operation occurs at the switching-on of the equipment in a new area for instance.
To conclude on this example, Table 11 gives a summarizing list of the necessary APIs for sensors and operators involved in this scenario, in order to satisfy the cognitive radio behavior of the equipment. This reflects exactly what the goal of this high-level design approach was. 
Conclusion
This paper proposes a high-level design approach for the specification of the management architecture, which is necessary to be included inside cognitive radio equipments. The approach enables to specify the APIs of this architecture and check their consistency. We argue about the high importance of integrating a management architecture into cognitive radio equipments, at the same level of importance than the signal processing. We claim that it is necessary to consider the integration of the management architecture at the very early stage of the design, since it sets the processing function degree of flexibility, and consequently its programming. The consequence of that is the need of high-level design solutions and tools, as to enable a technology for cognitive radio equipment design. We propose the HDCRAM as a solution to this design issue. HDCRAM has been meta-modeled in order to provide an industry-standard solution. It is combined with the cutting edge computer engineering results in terms of executable meta-programming, so that metamodeling can really be used beyond its usual goal, which is too often restricted to documentation generation. HDCRAM is a distributed and hierarchical management architecture, which allows to challenge cognitive radio equipment constraints in terms of real-time, multi-granularity and hardware heterogeneity. However, this work can be improved. The proposed approach will be extended in a future work towards the low level specification in the medium term, and will integrate UML profiles dedicated to real-time embedded systems such as MARTE (Modeling Analysis of Real-Time and Embedded systems) for instance, in correlation with models transformations. Another interesting possibility is to use intermediate languages between UML and the implementation code, such as SystemC. Moreover, several abstraction levels such as the Transfer Level Modeling (TLM) or the timed SystemC may help to refine a step by step approach of the specifications. However, an automatic translation from each modeling level to the lower one would really be worth, in order to avoid multiple re-programming of the same functions. The latter is also a research topic, and promising results confirm this opportunity. The ultimate goal would be of course to obtain, in the long term, an integrated environment to design both management and processing (whatever the implementation target).
