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1 Introduction
Representing the semantics of linguistic items in a
machine-interpretable form has been a major goal
of Natural Language Processing since its earli-
est days. Among the range of different linguis-
tic items, words have attracted the most research
attention. However, word representations have an
important limitation: they conflate different mean-
ings of a word into a single vector. Representa-
tions of word senses have the potential to over-
come this inherent limitation. Indeed, the repre-
sentation of individual word senses and concepts
has recently gained in popularity with several ex-
perimental results showing that a considerable per-
formance improvement can be achieved across dif-
ferent NLP applications upon moving from word
level to the deeper sense and concept levels. An-
other interesting point regarding the representation
of concepts and word senses is that these models
can be seamlessly applied to other linguistic items,
such as words, phrases and sentences.
This tutorial1 will first provide a brief overview
of the recent literature concerning word represen-
tation (both count and neural network based). It
will then describe the advantages of moving from
the word level to the deeper level of word senses
and concepts, providing an extensive review of
state-of-the-art systems. Approaches covered will
not only include those which draw upon knowl-
edge resources such as WordNet, Wikipedia, Ba-
belNet or FreeBase as reference, but also the
so-called multi-prototype approaches which learn
sense distinctions by using different clustering
techniques. Our tutorial will discuss the advan-
tages and potential limitations of all approaches,
showing their most successful applications to date.
We will conclude by presenting current open prob-
lems and lines of future work.
1Slides available at http://goo.gl/az7tBD
2 Outline
2.1 Semantic Representation: Foundations
This session provides the necessary back-
ground for semantic representation. We will
briefly cover the traditional vector space model
(Turney and Pantel, 2010) followed by the more
recent approaches based on neural networks
(Mikolov et al., 2013a). We then provide reasons
for the need to produce semantic representations
for the deeper word sense level, focusing on the
main limitation of the word-based approaches
which is their inherent ambiguity. Finally, we
show how sense-based representations are bound
to overcome these limitations, hence providing
improvements across several tasks.
2.2 Knowledge-based sense representations
We start this session by briefly introducing some
of the most popular lexical knowledge resources
that have been used by different sense represen-
tation techniques. We put emphasis on WordNet
(Miller et al., 1990), the de facto standard sense
inventory in the community, and Wikipedia, the
largest collaboratively-constructed resource of the
type, both of which have been extensively used
by many researchers in the area. We discuss the
advantages each of these resources provides and
show how they are usually viewed as semantic net-
works and exploited for representation purposes.
Then, we provide a deep review of different
techniques that learn representations for individ-
ual concepts in a target sense inventory. We cover
all the existing approaches that model concepts
in WordNet (Pilehvar and Navigli, 2015), articles
in Wikipedia (Hassan and Mihalcea, 2011),
or concepts in larger sense inventories
such as BabelNet (Iacobacci et al., 2015;
Camacho-Collados et al., 2016b) or FreeBase
(Bordes et al., 2011; Bordes et al., 2013). We
will also cover some approaches that make
use of additional external corpora (or word
representations learned on the basis of statis-
tical clues) besides the target knowledge re-
source (Chen et al., 2014; Chen et al., 2015;
Johansson and Pin˜a Nieto, 2015;
Jauhar et al., 2015; Rothe and Schu¨tze, 2015;
Pilehvar and Collier, 2016). We discuss the
advantages of these knowledge-based represen-
tations and focus on how neural network-based
learning has played a role in this area in the past
few years.
2.3 Unsupervised sense representations
In this session we cover the so-called multi-
prototype techniques that learn multiple repre-
sentations per word, each corresponding to a
specific meaning of the word. We will illus-
trate how these approaches leverage clustering
algorithms for dividing the contexts of a word
into multiple contexts for its different meanings
(Reisinger and Mooney, 2010; Huang et al., 2012;
Neelakantan et al., 2014; Tian et al., 2014;
Wu and Giles, 2015; Li and Jurafsky, 2015;
Liu et al., 2015; Vu and Parker, 2016;
ˇSuster et al., 2016).
2.4 Advantages and limitations
This session reviews some of the advantages and
limitations of the knowledge-based and unsuper-
vised techniques, describing the applications for
which they are suitable and mentioning some is-
sues such as the knowledge acquisition bottleneck.
2.5 Applications
This session focuses on different applications
of sense representations. We briefly mention
some of the main applications and tasks to which
sense representations can be applied. Sense
representations may be used in virtually every
task in which word representations have been tra-
ditionally applied. Examples of such tasks include
automatic thesaurus generation (Crouch, 1988;
Curran and Moens, 2002), information ex-
traction (Laender et al., 2002), semantic role
labelling (Erk, 2007; Pennacchiotti et al., 2008),
and word similarity (Deerwester et al., 1990;
Turney et al., 2003; Radinsky et al., 2011;
Mikolov et al., 2013b) and clustering
(Pantel and Lin, 2002). We will provide compar-
isons between word and sense representations
performance, discussing the advantages and
limitations of each approach. Moreover, we
will show how sense representations can also
be applied to a wide variety of additional tasks
such as entity linking and word sense disam-
biguation (Navigli, 2009; Chen et al., 2014;
Camacho-Collados et al., 2015b;
Rothe and Schu¨tze, 2015;
Camacho-Collados et al., 2016a),
sense clustering (Snow et al., 2007;
Camacho-Collados et al., 2015a), alignment of
lexical resources (Niemann and Gurevych, 2011;
Pilehvar and Navigli, 2014), taxonomy learning
(Espinosa-Anke et al., 2016), knowledge-base
completion (Bordes et al., 2013), information ex-
traction (Delli Bovi et al., 2015), or sense-based
semantic similarity (Budanitsky and Hirst, 2006;
Pilehvar et al., 2013; Iacobacci et al., 2015), to
name a few.
2.6 Open problems and future work
This last session provides a summary of possible
directions of future work on semantic sense rep-
resentation. We discuss various problems asso-
ciated with the current representation approaches
and propose lines of research in order to effec-
tively apply sense representations in natural lan-
guage understanding tasks.
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