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Abstract
This work brings together ideas of mixing graph colourings, discrete
homotopy, and precolouring extension. A particular focus is circular
colourings. We prove that all the (k, q)-colourings of a graph G can be ob-
tained by successively recolouring a single vertex provided k/q ≥ 2col(G)
along the lines of Cereceda, van den Heuvel and Johnson’s result for k-
colourings. We give various bounds for such mixing results and discuss
their sharpness, including cases where the bounds for circular and classical
colourings coincide. As a corollary, we obtain an Albertson-type extension
theorem for (k, q)-precolourings of circular cliques. Such a result was first
conjectured by Albertson and West.
General results on homomorphism mixing are presented, including a
characterization of graphs G for which the endomorphism monoid can be
generated through the mixing process. As in similar work of Brightwell
and Winkler, the concept of dismantlability plays a key role.
1 Introduction
Given a graph G and a k-colouring c : V (G) → {0, 1, . . . , k − 1} the mixing
process is the following:
1. Choose a vertex v ∈ V (G);
2. Change the colour of v (if possible) to yield a different k-colouring c′ :
V (G)→ {0, 1, . . . , k − 1}.
∗Research supported by the Natural Science and Engineering Research Council of Canada
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A natural problem arises: Can every k-colouring of G eventually be generated by
repeating this process? If so, we say that G is k-mixing. (As a notation conven-
tion throughout the paper, the term k-colouring refers to proper k-colouring.)
The problem of determining whether a graph is k-mixing and related prob-
lems have been studied in a recent series of papers [7, 8, 12, 13] (see also the
survey of van den Heuvel [29]). The main objective of this paper is to investi-
gate mixing problems in the more general setting of graph homomorphisms, and
specifically circular colourings. We establish bounds on the number of colours
required to ensure a graph G is mixing with respect to circular colourings. The
bounds are in terms of the colouring number and clique number, along the
lines of [12]. As a corollary, we obtain an Albertson-type extension theorem for
(k, q)-precolourings of circular cliques. Such a result was first conjectured by
Albertson and West [3] and studied in [10]. Using general results on homomor-
phism mixing, we characterize graphs for which the mixing process generates
the entire endomorphism monoid (cf. [11]).
For general graph theory terminology and notation, we follow [6]. We con-
sider finite undirected graphs without multiple edges. We are mainly interested
in loop-free graphs, with the exception of Section 3 where vertices with loops are
a natural construct. A vertex with a loop is said to be reflexive. The subgraph
induced by the reflexive vertices is the reflexive subgraph. We use both uv and
u ∼ v to indicate adjacency using the latter when needed for notational clarity.
Given graphsG andH , a homomorphism ofG toH is a mapping ϕ : V (G)→
V (H) such that ϕ(u)ϕ(v) ∈ E(H) whenever uv ∈ E(G). We write G → H to
indicate the existence of a homomorphism of G to H , and write ϕ : G → H
when referring to a specific homomorphism ϕ. We let HOM(G,H) denote the
collection of homomorphisms G → H . Within this framework, we can view a
k-colouring of G as a homomorphism G → Kk. Consequently, we refer to the
images of ϕ, i.e. vertices of H , as colours, and say G is H-colourable. We refer
the reader to [21] for an in-depth study of graph homomorphisms.
Given positive integers k, q with k ≥ 2q, the circular clique, Gk,q has vertex
set {0, 1, . . . , k− 1} with ij an edge when q ≤ |i− j| ≤ k− q. A homomorphism
ϕ : G→ Gk,q is called a circular colouring in general, and a (k, q)-colouring of
G for the specific pair (k, q). We remark that Gk,1 is isomorphic to Kk and so
a (k, 1)-colouring is simply a k-colouring. As it turns out, Gk′,q′ → Gk,q if and
only if k′/q′ ≤ k/q (see for example [5]). The circular chromatic number of a
graph G is defined analogously to the chromatic number:
χc(G) := inf{k/q : G→ Gk,q}.
It is well known [30] that χ(G) = ⌈χc(G)⌉ and χc(G) = min{k/q : G →
Gk,q}. Bondy and Hell gave a purely combinatorial proof of the latter re-
sult in [5]. In their proof, they use the fact that non-(vertex)-surjective (k, q)-
colourings cannot minimize k/q. That is, if gcd(k, q) = 1, then there is a pair
(k′, q′) such that k′/q′ < k/q and (Gk,q − 0) → Gk′,q′ . In this paper, we often
exploit this mapping. The relationship between (k′, q′) and (k, q) is captured
by the following.
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Definition 1.1. Let k, q, k′, q′ be non-negative integers where q, q′ 6= 0 and
gcd(k, q) = 1. Further, suppose that
kq′ − k′q = 1.
If q ≥ q′ ≥ 1, then (k′, q′) is said to be the lower parent of (k, q).
It can be shown that lower parents always exist and are unique. See, for
example, Lemma 6.6 of [21]. Lower parents are related to Farey sequences,
where the lower parent k′/q′ immediately precedes k/q in the Farey sequence
Fq. For more background on the circular chromatic number, we refer the reader
to the survey of Zhu [31].
As is done in [12], we view mixing problems in terms of the connectedness of
a certain auxiliary graph. Given graphs G and H such that G→ H , define the
H-colour graph ofG, denoted CH(G), to be the graph on vertex setHOM(G,H)
where f ∼ g if f(v) 6= g(v) for exactly one v ∈ V (G). The graph G is said to
be H-mixing if CH(G) is connected.
For colourings, let us define the k-colour graph and (k, q)-colour graph of G
by Ck(G) := CKk(G) and Ck,q(G) := CGk,q (G) respectively. Thus, G is k-mixing
or (k, q)-mixing if the corresponding colour graph is connected.
In [12] a family Lm,m ≥ 4, of bipartite graphs is constructed with the
property that Lm is k-mixing if and only if k ≥ 3 and k 6= m. Consider the
following definition which captures this situation.
Definition 1.2. Define the mixing number m(G) and circular mixing number
mc(G) by:
m(G) := min{k ∈ N : k ≥ χ(G) and G is k-mixing};
mc(G) := inf{k/q ∈ Q : k/q ≥ χc(G) and G is (k, q)-mixing}.
Define the mixing threshold M(G) and circular mixing threshold Mc(G) as:
M(G) := min{r ∈ N : r ≥ χ(G) and G is k-mixing for all k ≥ r};
Mc(G) := inf{r ∈ Q : r ≥ χc(G) and G is (k, q)-mixing for all k/q ≥ r}.
For the family Lm mentioned above we have χ(Lm) = 2,m(Lm) = 3, and
M(Lm) = m+1. Thus M is not bounded above by any function of m (or of χ).
Our Results
In Section 2 we show Mc(G) ≤ 2 col(G), where col(G) is the colouring number
of G (defined below). This is analogous to the result M(G) ≤ col(G) + 1
proved in [12]. The factor of 2 required for the circular colouring bound versus
the (classical) colouring bound is consistent with similar bounds on the list
chromatic number for circular and classical colourings respectively.
In Section 3 we study mixing in general homomorphisms, where we identify
a connection between mixing problems and a homotopy theory for graph homo-
morphisms. Specifically for G and H , we generalize the colouring graph of [12]
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to homomorphisms and show the connected components correspond to the con-
nected components of the reflexive subgraph of HG (see Proposition 3.2). We
obtain a characterization of graphs G which are G-mixing (i.e. G for which the
endomorphism monoid can be generated by the mixing process) using the con-
cept of dismantability. We also use dimantability to show for trees and complete
bipartite graphs Mc = mc = 2 (see Proposition 3.12).
Section 4 is devoted to investigating the role of non-surjective colourings and
lower parents in (k, q)-mixing problems with one goal being the establishment
of upper bounds on Mc. In [10] we give examples where Mc > M. Here we give
the following upper bounds: Mc ≤ 2∆(G) (provided G has at least one edge),
see Theorem 4.10. In addition, we show in Theorem 4.12
Mc(G) ≤ max
{
|V (G)| + 1
2
,M(G)
}
.
In Section 5 we establish the lower bound mc ≥ max{4, ω + 1} for non-
bipartite graphs where ω denotes the clique number. Extension problems for
homomorphisms are studied in Section 6. We show that Albertson-type exten-
sion theorems can often be deduced from results on mixing. As a result, we
obtain a better understanding of the problem of extending precolourings of cir-
cular cliques, which was first raised by a conjecture of Albertson and West [3].
Specifically we show
Theorem 6.9. For k ≥ 2q and gcd(k, q) = 1, let X be a (k, q)-colourable graph
containing disjoint copies X1, X2, . . . , Xt each isomorphic to Gk,q and suppose
that k
′
q′
≥ max
{
k+1
2 ,
⌈
k
q
⌉
+ 1
}
. Then there exists a distance d such that if
fi : Xi → Gk′,q′ is a homomorphism for i = 1, 2, . . . , t and dX(Xi, Xj) ≥ d for
i 6= j, then the precolouring f1 ∪ · · · ∪ ft extends to a (k′, q′)-colouring of X.
The final section contains examples to illustrate the sharpness of our bounds,
and indicates several questions for future study.
2 The colouring number
The colouring number of a graph G is col(G) := max{δ(H) + 1 : H ⊆ G}.
The vertices of G can be ordered v1, . . . , vn so that vi has at most col(G) − 1
neighbours in v1, . . . , vi−1. A greedy colouring of G using this ordering requires
at most col(G) colours. Recall, a k-list assignment L for a graph G is a function
which assigns to each vertex of G a set of at least k colours. An L-list colouring
f is a proper colouring of G such that f(v) ∈ L(v) for all v ∈ V (G). The list
chromatic number χℓ(G) is the minimum k such that G has an L-list colouring
for every k-list assignment L. Given any col(G)-list assignment of G, if we use
the ordering above in a greedy colouring, then when we come to colour vi it has
at most col(G) − 1 coloured neighbours. Thus, we are guaranteed to have at
least one available colour to use on vi. This implies the following well-known
bound.
χ(G) ≤ χℓ(G) ≤ col(G). (1)
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In mixing problems, one may require two available colours at vi to facilitate
a local modification. This fact was used in [12] to prove the following tight
bound.
Theorem 2.1 (Cereceda et al. [12]). For any graph G, M(G) ≤ col(G) + 1.
In fact, Choo and MacGillivrary [14] proved that if k ≥ col(G) + 2, then
Ck(G) is Hamiltonian; i.e. there is a cyclic Gray code for the k-colourings of G.
A circular analog of the list chromatic number was introduced by Mohar [24],
and subsequently studied by many authors [19, 25, 26, 32]. The circular list
chromatic number χc,ℓ of G is the infimum over t ∈ Q such that for every ⌈tq⌉-
list assignment L from {0, 1, . . . , k − 1} there is a (k, q)-colouring f of G with
f(v) ∈ L(v) for all v ∈ V (G). In [32] Zhu obtains the following bound in terms
of the colouring number
χc,ℓ(G) ≤ 2(col(G)− 1). (2)
Our main result in this section is the generalization of Theorem 2.1 to the
circular setting. As with Zhu’s result above, the bound for mixing circular
colourings requires a factor of 2 compared with classical colouring. Our result
is the following:
Theorem 2.2. For a graph G, Mc(G) ≤ 2col(G).
The proof of Theorem 2.2 is based on the mixing process for homomorphisms;
namely, given f : G→ H :
1. Choose a vertex v ∈ V (G);
2. Change f(v) (if possible) to yield a homomorphism f ′ : G→ H .
For classical colourings, one only requires that f ′(v) differs from the colours
assigned to N(v). For homomorphisms, f ′(v) must be adjacent (in H) with
all the colours assigned to vertices in N(v). That is, f ′(v) must belong to the
following set: ⋂
u∈NG(v)
NH(f(u)). (3)
In the case of (k, q)-colourings it is convenient to speak in terms of intervals
of colours. Given i, j ∈ {0, 1, . . . , k − 1} let [i, j] denote the set {i, i+ 1, . . . , j},
where colours are reduced modulo k. Let f : G→ Gk,q . Since each colour c in
Gk,q has an interval of non-neighbours [c − q + 1, c + q − 1] of size 2q − 1, we
obtain the expression for the set of available colours to recolour a vertex v:⋂
u∈NG(v)
NGk,q (f(u)) = V (Gk,q)−
⋃
u∈NG(v)
[f(u)− q + 1, f(u) + q − 1]. (4)
Hence the number of available colours for v is at least k − (2q − 1)d(v). If this
number is in turn at least 2q, we can apply an inductive argument along the
lines of [12, Theorem 3].
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Lemma 2.3. Let G be a graph with v ∈ V (G). Suppose integers k, q satisfy
k ≥ (2q − 1)d(v) + 2q. If G− v is (k, q)-mixing, then G is (k, q)-mixing.
Proof. Denote G− v by G′. Let f and g be arbitrary (k, q)-colourings of G and
let f ′ and g′ denote the restrictions of f and g to G′ respectively. We show
that there is a path from f to g in Ck,q(G). The proof is by induction on the
distance d(f ′, g′) in Ck,q(G
′). In the base case d(f ′, g′) = 0, the colourings f
and g differ on at most one vertex, namely v, and so either f = g or f ∼ g.
Now, suppose d(f ′, g′) = d ≥ 1. Let h′ be a (k, q)-colouring of G′ adjacent
to f ′ such that d(h′, g′) = d − 1. Using h′ we construct a colouring h of G
admitting paths to both f and g.
Define S := f ′(NG(v))∪h′(NG(v)). Since |N(v)| = d(v) and f ′ and h′ differ
on only one vertex, we have |S| ≤ d(v)+1. By hypotheses k ≥ (2q−1)d(v)+2q,
thus, k ≥ (2q − 1)|S| + 1. Consequently, there is a colour c adjacent (in Gk,q)
to every colour in S. Define, a proper colouring, h : G→ Gk,q by:
h(u) =
{
c if u = v,
h′(u) otherwise.
Clearly the restriction of h to G′ is h′. Since d(h′, g′) = d − 1, there exists a
path from h to g in Ck,q(G) by the inductive hypothesis.
Finally, we show that there is a path from f to h in Ck,q(G). Let w be the
unique vertex such that f ′(w) 6= h′(w). Define a colouring j : G→ Gk,q in the
following way:
j(u) =
{
c if u = v,
f ′(u) otherwise.
Again, the fact that j is a (k, q)-colouring follows from our definition of c. The
colourings f and j differ on at most one vertex, namely v. Also, j only differs
from h on w. Therefore, there is a path from f to h (through j). The result
follows.
Proof of Theorem 2.2. Suppose k/q ≥ 2col(G). We show G is (k, q)-mixing
by induction on |V (G)|, where the base case |V (G)| = 1 is considered trivial.
Suppose that |V (G)| ≥ 2. Clearly G has a vertex v such that d(v) ≤ col(G)− 1.
The graph G′ = G − v satisfies k/q ≥ 2col(G′) since col(G) ≥ col(G′). Thus
G′ is (k, q)-mixing by the inductive hypothesis. Also k ≥ 2qcol(G) ≥ 2q(d(v) +
1) = 2qd(v) + 2q ≥ (2q − 1)d(v) + 2q. This implies that G is (k, q)-mixing by
Lemma 2.3.
3 Homotopy
Note 3.1. In this section, we examine the well studied homomorphism graph
which is related to the colour graph defined above. By definition, the homo-
morphism graph has a loop on each vertex. Thus, in this section we allow loops
unless otherwise stated.
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Given graphs G and H , we recall the categorical product G×H is the graph
defined by:
• V (G×H) = V (G)× V (H);
• (g1, h1)(g2, h2) ∈ E(G×H) if and only if g1g2 ∈ E(G) and h1h2 ∈ E(H).
Following [15], we recall, for topological spaces X and Y , maps f : X → Y
and g : X → Y are homotopic if there is an appropriately defined map ϕ :
[0, 1]→ HOM(X,Y ) such that ϕ(0) = f and ϕ(1) = g. Recently an analogous
theory of homotopy has been developed for graph homomorphisms [15, 16].
Given graphs G and H , define the H-homomorphism graph of G, denoted
HH(G), to be the graph on vertex set HOM(G,H) where f ∼ g if f(u)g(v) ∈
E(H) for all uv ∈ E(G). By definition, HH(G) is reflexive. We say that
f : G → H and g : G → H are ×-homotopic if there is a path from f to
g in HH(G). As noted in [15] such a path corresponds to a homomorphism
ϕ : In → HH(G) where In is the reflexive path on n vertices. Equivalently,
such a homotopy is a homomorphism ϕ˜ : G × In → H where ϕ˜(−, 0) = f and
ϕ˜(−, n − 1) = g. This connection between HH(G) and the product G × In
indicates why we use the notation ×-homotopy.
A connection between the ×-homotopy classes of graph homomorphisms and
the topology of Hom complexes is established by Dochtermann in [15]. Lova´sz
first introduced Hom complexes in his proof of Kneser’s Conjecture [23]. The H-
homomorphism graph is perhaps better known as the reflexive subgraph of the
exponential graph HG. Exponential graphs were introduced by Lova´sz in [22]
and have been used to study and solve many interesting homomorphism and
colouring problems, see for example [9, 17]. For loop-free graphs, the connected
components of CH(G) correspond to mixing classes, whereas the connected com-
ponents of HH(G) correspond to homotopy classes. The following proposition
shows that, for loop-free graphs, these classes coincide.
Proposition 3.2. Let G and H be graphs such that G is loop-free and G→ H.
Then CH(G) is a spanning subgraph of HH(G). Moreover, there is a walk from
f to g in HH(G) if and only if there is a walk from f to g in CH(G).
Proof. Clearly the H-colour graph and the H-homomorphism graph of G have
the same vertex set, namely HOM(G,H). To see that CH(G) is a subgraph
of HH(G) let f and g be adjacent in CH(G). Suppose uv ∈ E(G). Since G
is loop-free and f and g differ on one vertex, we may assume f(u) = g(u).
It follows that f(u)g(v) ∈ E(G) since f and g are homomorphisms. Thus,
fg ∈ E(HH(G)). Hence, CH(G) ⊆ HH(G), and every walk in CH(G) is a walk
in HH(G).
Thus suppose there is a walk in HH(G) from f to g. In fact we consider the
case where fg is an edge, from which the general situation follows. We construct
an (f, g)-walk in CH(G). If f = g there is nothing to prove, thus, suppose that
f and g differ on t ≥ 1 vertices, say v1, v2, . . . , vt. For 0 ≤ j ≤ t we define the
mapping hj : V (G)→ V (H) in the following way:
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uv
G
uu
uv
vu
vv
CG(G)
uu
uv
vu
vv
HG(G)
Figure 1: A reflexive graph G such that CG(G) * HG(G). The mapping f :
G→ G is encoded as a two digit string f(u)f(v).
hj(v) =
{
g(v) if v = vi for i ≤ j,
f(v) otherwise.
Clearly we have that h0 = f , ht = g. We also observe that for 0 ≤ j ≤ t− 1
the map hj and hj+1 differ on exactly one vertex. To show that h0h1 . . . ht is
our desired (f, g)-walk, we must show each hj is a homomorphism. This is easily
done. Observe for all v ∈ V (G), hj(v) is equal to f(v) or g(v). For uv ∈ E(G)
we have f(u)f(v), f(u)g(v), g(u)g(v) ∈ E(H) since f and g are homomorphisms
and fg ∈ E(HH(G)). The result follows.
Given the equivalence between mixing classes and homotopy classes, when
studying mixing problems for loop-free graphs we may use either CH(G) or
HH(G), whichever is most convenient for the problem at hand. Observe the
above proposition does not hold for graphs with loops allowed. For example,
if G is the graph consisting of two isolated reflexive vertices u and v, then
there are precisely four functions mapping V (G) → V (G), all of which are
homomorphisms G → G. No two homomorphisms G → G are ×-homotopic,
yet CG(G) is connected, see Figure 1.
Definition 3.3. Let X and Y be graphs and let ϕ : X → Y be a homomor-
phism. Then ϕ is
(a) an endomorphism if Y = X .
(b) a retraction if there is a homomorphism ψ : Y → X , called a section (corre-
sponding to ϕ), such that ϕψ is the identity on Y . We say that X retracts
to Y , or that Y is a retract of X .
(c) a fold if Y = X − v for some v ∈ V (X), ϕ is the identity on Y , and
N(v) ⊆ N(ϕ(v)). We say that X folds to Y .
(d) a dismantling retraction if ϕ is a (possibly empty) composition of folds. We
say that X dismantles to Y .
Definition 3.4. Let X be a graph. Then X is said to be
(a) rigid if the only endomorphism of X is the identity.
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G H
F K
g f h k
x
y
Figure 2: Diagram used to define ϕfh and ϕ
g
k, where x ∈ HOM(G,H) and
y ∈ HOM(F,K).
(b) a core if X does not retract to a proper subgraph.
(c) stiff if X does not fold to a proper subgraph.
(d) dismantlable if X has a dismantling retraction ϕ : X → Y , where Y is a
rigid graph.
Remark 3.5. It can be seen that rigid ⇒ core ⇒ stiff, but the converse is false
for both implications.
We note that dismantlability is often only defined for reflexive graphs, and
so our definition is not standard. However, our definition coincides with the
standard definition when applied to reflexive graphs. That is, the only rigid
graph with loops is the graph 1 consisting of a single reflexive vertex, and
so a graph with loops is dismantlable if it has a dismantling retraction to 1.
Dismantlability is often associated with the ‘cops and robbers’ pursuit game
on graphs. It was independently proven in [27] and [28] that a reflexive graph
is cop-win (meaning that the cop has a winning strategy) if and only if it is
dismantlable.
Theorem 3.6. Let X be a graph.
(a) (Hell and Nesˇetrˇil [20, 21]) There is a unique (up to isomorphism) subgraph
Y of X such that Y is a core and X retracts to Y . The graph Y is called
the core of X, denoted Y = core(X).
(b) (Be´langer et al. [4]; Fieux and Lacaze [18]; Hell and Nesˇetrˇil [21]) There is
a unique (up to isomorphism) subgraph Y of X such that Y is stiff and X
has a dismantling retraction ϕ : X → Y .
We will be investigating the relationship between HH(G) and HK(F ) when
there are homomorphisms f, g, h, and k as in Figure 2. Of special importance
is the case where g and h are either both retractions or dismantling retractions.
Define
• ϕfh : HOM(G,H)→ HOM(F,K) by ϕ
f
h(x) = hxf , and
• ϕgk : HOM(F,K)→ HOM(G,H) by ϕ
g
k(y) = kyg.
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In this section, we include proofs of several standard lemmas for complete-
ness. In many cases, different forms of essentially the same results can be found
in work such as [15, 18, 21]. The next lemma is similar to [21, Chapter 2 Exer-
cise # 8 (b)]. Following [6] we use c(X) to denote the number of components
of a graph X .
Lemma 3.7. The mappings
ϕfh : HH(G)→ HK(F ) and
ϕgk : HK(F )→ HH(G)
are graph homomorphisms.
Proof. Let y and y′ be a pair of adjacent vertices in HK(F ) and let uv be an
edge of G. Then, ϕgk(y)(u)ϕ
g
k(y
′)(v) = kyg(u)ky′g(v) is an edge of H because
y ∼ y′ and g, k are homomorphisms. Therefore ϕgk(y) ∼ ϕ
g
k(y
′) and so ϕgk is a
homomorphism. By symmetry, ϕfh is a homomorphism as well.
Lemma 3.8. Suppose that g and h are retractions with corresponding sections
f and k. Then ϕfh : HH(G) → HK(F ) is a retraction, with ϕ
g
k as the corre-
sponding section.
Proof. Given y : F → K, we have that ϕfhϕ
g
k(y) = hkygf = y since gf and hk
are the identities on F and K respectively.
Corollary 3.9. If G retracts to F and H retracts to K, then c(HH(G)) ≥
c(HK(F )).
Proof. By Lemma 3.8, HH(G) retracts to HK(F ). Retractions are surjective.
Homomorphisms map components to components. The result follows.
The next result was proven by Fieux and Lacaze in [18]. We include a proof
here for completeness.
Lemma 3.10 (Fieux and Lacaze [18]). Suppose that g and h are dismantling
retractions with corresponding sections f and k. Then ϕfh : HH(G) → HK(F )
is a dismantling retraction, with ϕgk as the corresponding section.
Proof. We suppose that g and h are folds or isomorphisms, from which the
general case follows. By Lemma 3.8 we know that ϕfh : HH(G) → HK(F ) is
a retraction with corresponding section ϕgk. To show that ϕ
f
h is a dismantling
retraction, we proceed in two steps: first we show that HH(G) dismantles to
HH(F ), and secondly we show HH(F ) dismantles to HK(F ).
Let g : G → F be a fold that maps v′ → v and fixes all other ele-
ments of G − v′. Partition the elements of HOM(G,H) into sets A = {x ∈
HOM(G,H)|x(v) = x(v′)} and B = {x ∈ HOM(G,H)|x(v) 6= x(v′)}. We
claim HH(F ) is isomorphic to the subgraph of HH(G) induced by A. Given
y ∈ HOM(F,H), define ϕg1(y) = yg. Similarly given x ∈ A define ϕ
f
1 (x) = xf .
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Consider the composition ϕf1ϕ
g
1(y) = ygf = y since gf is the identity. Con-
versely the composition ϕg1ϕ
f
1 (x) = xfg = x when restricted to G − v
′ since
g is a fold. However xfg(v′) = x(v) = x(v′) since x ∈ A. Thus ϕg1ϕ
f
1 is the
identity on A. Consequently ϕf1 and ϕ
g
1 are both bijections which establishes
the isomorphism claim.
We now show HH(G) dismantles to the subgraph induced by A which is
equivalent to dismantling to HH(F ). Let x
′ : G→ H and define x ∈ A by
x(u) =
{
x′(u) if u 6= v′
x(v) if u = v′
Let z : G→ H such that z ∼ x′. Let wu ∈ E(G). If u 6= v′, then x(u) = x′(u).
Hence z(w)x′(u) = z(w)x(u). Since z(w)x′(u) ∈ E(H), we conclude z(w)x(u) ∈
E(H). On the other hand, if u = v′, then z(w)x(v′) = z(w)x(v) = z(w)x′(v)
and z(w)x′(v) ∈ E(H). We conclude z ∼ x. Hence, the mapping x′ 7→ x is a
fold of HH(G) to HH(G) − x
′. Continuing in this manner, we may dismantle
HH(G) to HH(F ).
Using an analogous argument, one may show HK(F ) is isomorphic to an
induced subgraph of HH(F ), and that the latter dismantles to the former using
the maps ϕ1h and ϕ
1
k.
Corollary 3.11. If G has a dismantling retraction to F and H has dismantling
retraction to K, then c(HH(G)) = c(HK(F )).
Proof. By Lemma 3.10 there is a dismantling retraction ϕfh : HH(G)→ HK(F )
with section ϕgk : HK(F ) → HH(G). For x : G → H , N(x) ⊆ N(ϕ
g
kϕ
f
h(x)).
Since HH(G) is reflexive, this implies that x ∼ ϕ
g
kϕ
f
h(x). So, the map ϕ
g
kϕ
f
h
maps each component of HH(G) to itself. In particular, ϕ
f
h must act injectively
on the components of HH(G). Thus, c(HH(G)) ≤ c(HK(F )). Conversely,
Corollary 3.9 gives c(HH(G)) ≥ c(HK(F )).
We can now calculate the circular mixing number and threshold for bipartite
graphs related to K2.
Proposition 3.12. Let G be a tree or a complete bipartite graph on at least
two vertices. Then Mc(G) = mc(G) = 2.
Proof. For any such graph G there is a dismantling retraction to K2, and so it
suffices to show that Mc(K2) = mc(K2) = 2 by Corollary 3.11. However, it is
an easy exercise to prove that K2 is (k, q)-mixing if and only if k/q > 2. The
result follows.
3.1 Self mixing graphs
In this section we examine the mixing properties of the endomorphism monoid,
i.e. the collection of homomorphisms f : G→ G. We begin with general obser-
vations about the flexibility to locally modify a homomorphism. The degree of
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a vertex f in HH(G) provides some indication of this flexibility. In this way,
the following definition describes the most inflexible homomorphisms.
Definition 3.13. For a vertex v ∈ V (G), we say that a homomorphism ϕ :
G→ H is frozen if it is an isolated (reflexive) vertex in HH(G).
Slightly different definitions of frozen homomorphisms and colourings are
given in [11, 12]. In [10] we study extensions of circular colourings and use
frozen homomorphisms in several examples. (We used the terminology uniquely
extendible homomorphisms to fit the theme of that paper.) The following is a
straightforward observation, which has been noted by several authors includ-
ing [4, 15, 18].
Lemma 3.14 (Be´langer et al. [4]; Dochtermann [15]; Fieux and Lacaze [18]).
F is stiff if and only if every automorphism ϕ : F → F is frozen.
Proof. Suppose that there is an automorphism ϕ : F → F which is not frozen.
Thus there exists ψ : F → F and v ∈ V (F ) such that ϕ ∼ ψ and ϕ(v) 6=
ψ(v). We have N(ϕ(v)) = ϕ(N(v)) since ϕ is an automorphism, and for every
edge uv we have ϕ(u) ∼ ψ(v) since ϕ ∼ ψ. Putting this together, we have
N(ϕ(v)) = ϕ(N(v)) ⊆ N(ψ(v)). Hence F is not stiff because we can define the
fold f : V (F )→ V (F ) by
f(u) =
{
u if u 6= ϕ(v),
ψ(v) if u = ϕ(v).
On the other hand, if F is not stiff, then the identity 1F on F is adjacent
to an arbitrary fold on F , which implies that 1F is not frozen. The result
follows.
We can now characterize graphs G such that HG(G) is connected. We re-
mark this characterization is similar to the result of Brightwell and Winkler [11];
however, their notion of dismantlable differs slightly from ours (for non-reflexive
graphs).
Theorem 3.15. Let G be a graph and G∗ = HG(G). The following are equiv-
alent:
(a) HG(G) is connected;
(b) G is dismantlable;
(c) HG∗(G
∗) is connected;
(d) G∗ is dismantlable.
Proof. First let us show (a) ⇔ (b). Recall by Theorem 3.6 (b) there is a dis-
mantling retraction (a sequence of folds) g : G→ F where F is stiff. If G is not
dismantlable, then by definition F is not rigid. Let ψ : F → F so that ψ 6= 1F ,
where 1F denotes the identity on F . By Lemma 3.14, the map 1F is frozen
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and so ψ is not ×-homotopic to 1F . It follows that HF (F ) is disconnected,
and thus HG(G) is disconnected by Corollary 3.11. On the other hand, if G is
dismantlable, then F is rigid. Therefore HF (F ) is composed of a single reflexive
vertex, and thus HG(G) is connected by Corollary 3.11. The same argument
proves (c) ⇔ (d) by replacing G with G∗.
Next we show (b) ⇒ (d). Indeed, let g : G→ F be a dismantling retraction
such that F is rigid. Then by Lemma 3.10 there is a dismantling retraction
ϕ : HG(G) → HF (F ). Since F is rigid we have that HF (F ) is composed of a
single reflexive vertex, and is therefore rigid. Therefore G∗ is dismantlable.
Finally, note that the only rigid graph to which a reflexive graph can dis-
mantle is a single reflexive vertex, and no fold can destroy a component. Thus
every reflexive dismantable graph is connected. We conclude, (d) ⇒ (a) since
G∗ = HG(G). The result follows.
This translates into the following result for loop-free graphs.
Corollary 3.16. A loop-free graph G is G-mixing if and only if G is dismant-
lable.
Proof. By Theorem 3.15, HG(G) is connected if and only if G is dismantlable.
By Proposition 3.2 CG(G) and HG(G) have the same components and so G is
G-mixing if and only if G is dismantlable.
4 Homotopies of non-surjective (k, q)-colourings
The goal of this section is to apply the ideas from Section 3 to (i) obtain upper
bounds on Mc which are tighter than Theorem 2.2 for certain graphs, and (ii)
provide a condition onG which impliesMc(G) ≤M(G). To achieve this goal, we
focus on (k, q)-colourings which are ×-homotopic to non-surjective colourings.
Definition 4.1. Suppose that G is (k, q)-colourable. If every (k, q)-colouring
of G is ×-homotopic to a non-surjective (k, q)-colouring, we say that G is (k, q)-
flexible.
We begin with the case that gcd(k, q) = 1 and focus on the relationship
between (k, q) and its lower parent (k′, q′).
Proposition 4.2 (Bondy and Hell [5]; Hell and Nesˇetrˇil [21]). Let (k′, q′) be the
lower parent of (k, q). Then for 0 ≤ i ≤ k − 1 there is a dismantling retraction
r : (Gk,q − i)→ Gk′,q′
Lemma 4.3. Let (k′, q′) be the lower parent of (k, q). If G is (k, q)-flexible,
then c(Hk,q(G)) ≤ c(Hk′,q′(G)).
Proof. Let S be the set of all (k, q)-colourings of G which do not map to the
colour 0. It is clear that the subgraph X of Hk,q(G) induced by S is isomorphic
to HGk,q−0(G). By Proposition 4.2 and Corollary 3.11 c(X) = c(Hk′,q′(G)).
Therefore, it suffices to show that every (k, q)-colouring of G is ×-homotopic to
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at least one element of S. (In the case that some (k, q)-colouring is homotopic to
elements of S in different components ofX , Hk,q(G) will have fewer components
than Hk′,q′(G).)
Let f : G → Gk,q be arbitrary. Since G is (k, q)-flexible, f is ×-homotopic
to a non-surjective homomorphism g. If g does not map to 0, then we are done
as g ∈ S. Otherwise, suppose that g does not map to colour i. Notice that
every vertex coloured i + q by g can be recoloured i + q − 1. This gives us a
(k, q)-colouring h which is ×-homotopic to g (and therefore ×-homotopic to f)
and does not use i + q. Continuing in this way we can construct a sequence of
colourings that do not use colour i+ 2q, i+ 3q, . . . (respectively), and are each
×-homotopic to f . Since k and q are relatively prime, we will reach an element
of S as required.
Proposition 4.4. Let k, q, d be positive integers such that gcd(k, q) = 1. Then
there is a retraction r : Gkd,qd → Gk,q.
Proof. Define r : Gkd,qd → Gk,q by r(u) = ⌊u/d⌋. Suppose qd ≤ u−v ≤ kd−qd.
It is straightforward to verify q ≤ ⌊u/d⌋ − ⌊v/d⌋ ≤ k − q.
Proposition 4.5. Let k, q, d be positive integers such that gcd(k, q) = 1. Then
for 0 ≤ i ≤ kd−1 there is a dismantling retracion r : (Gkd,qd−i)→ Gk(d−1),q(d−1).
Proof. As in the proof Lemma 4.3, we can map (Gkd,qd − i)→ (Gkq,qd − {i, i+
dq}). In fact this mapping is a fold. Continuing we can dismantle Gkq,dq − i to
Gkq,dq − {i, i+ dq, i + 2dq, . . . , i + (k − 1)dq}. One can verify this latter graph
is isomorphic to Gk(d−1),q(d−1).
Lemma 4.6. Let k, q, d be positive integers such that gcd(k, q) = 1. If G is
(kt, qt)-flexible for all t, 1 ≤ t ≤ d, then c(Hkd,qd(G)) = c(Hk,q(G)).
Proof. First, by Proposition 4.4 we have that Gkd,qd retracts to Gk,q and so
c(Hkd,qd(G)) ≥ c(Hk,q(G)) by Corollary 3.9. For the reverse inequality, we
will apply induction on d where the case for d = 1 is trivial. Now suppose
d ≥ 2 and let S be the set of all (kd, qd)-colourings of G which do not map
to the colour 0. It is clear that the subgraph X of Hkd,qd(G) induced by S is
isomorphic to HGkd,qd−0(G). By Proposition 4.5 and Corollary 3.11, c(X) =
c(Hk(d−1),q(d−1)(G)). By induction, c(X) = c(Hk,q(G)). Therefore, in order
to show that c(Hkd,qd(G)) ≤ c(Hk,q(G)) it will be enough to show that every
(kd, qd)-colouring of G is ×-homotopic to an element of S. Let us first prove
the following:
Claim 4.7. Every (kd, qd)-colouring f of G is ×-homotopic to a (kd, qd)-
colouring g such that |g(V (G))| < k.
The proof of the claim is also by induction on d. The case for d = 1 simply
follows by the fact that G is (k, q)-flexible. Now suppose d ≥ 2 and let f : G→
Gkd,qd be arbitrary. Since G is (kd, qd)-flexible, f is ×-homotopic to a (kd, qd)-
colouring g which is non-surjective. Let i be a colour which is not mapped to
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by g. As above, we construct a colouring fd−1 which does not use colours from
Ci = {i, i+ qd, . . . , i+ (k − 1)qd}.
As in Proposition 4.5, the graph Hd−1 = Gkd,qd − Ci is isomorphic to
Gk(d−1),q(d−1). Let f
′ be the homomorphism obtained by restricting the codomain
of fd−1 to Hd−1. By the inductive hypothesis f
′ is ×-homotopic to a Hd−1-
colouring g′ such that |g′(V (G))| < k. Let ι : Hd−1 → Gkd,qd be the inclusion
map. It is straightforward to show that ιf ′ is ×-homotopic to ιg′. Finally, we
have ιf ′ = fd−1 and |ιg′(V (G))| < k. This concludes the proof of Claim 4.7.
To finish the proof of the lemma, let f : G → Gkd,qd be arbitrary and let
f be ×-homotopic to g where |g(V (G))| < k. Then, in particular, there is
some j ∈ C0 = {0, qd, . . . , (k − 1)qd} such that g does not map to j. As above
we construct a sequence of colourings, each ×-homotopic to g that do not use
colours j+qd, j+2qd, j+3qd, . . . . Eventually, we will reach a (kd, qd)-colouring
h which does not use 0, i.e. h ∈ S. The result follows.
Consider the following straightforward facts about lower parents.
Proposition 4.8. Suppose k and q are relatively prime positive integers, and
let (k′, q′) be the lower parent of (k, q). If k/q > j/p for some positive integers
j and p, then
k′
q′
≥
j
p
+
q′ − p
pqq′
.
In particular k′/q′ ≥ j/p if q′ = p and k′/q′ > j/p if q′ > p.
Proof. Observe,
k/q > j/p
kp/q > j
kp/q ≥ j + 1/q
k/q ≥ j/p+ 1/(pq)
k′/q′ = k/q − 1/(qq′) ≥ j/p+ 1/(pq)− 1/(qq′) = j/p+ (q′ − p)/(pqq′)
Next, we use Lemmas 4.3 and 4.6 to prove some general upper bounds on
Mc(G). Note that the following result improves on Theorem 2.2 for the case
that G has a ∆-regular component.
Lemma 4.9. Let G be a graph with at least one edge and k
q
> 2∆(G). Then G
is (kd, qd)-flexible for all d ≥ 1.
Proof. Let f : G → Gkd,qd be arbitrary. Notice that kd ≥ 2dq∆(G) + 1 ≥
(2dq − 1)∆(G) + 2 since G contains an edge. By Eq. (4) (of Section 2), for
each v ∈ V (G) there are at least two available colours for v. Therefore, we may
perform a local modification which recolours each vertex of f−1({0}) with a
colour different from 0. The result is a non-surjective (kd, qd)-colouring g which
is adjacent to f in Hk,q(G).
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Theorem 4.10. If G is a graph with at least one edge, then Mc(G) ≤ 2∆(G).
Proof. Suppose that G contains an edge and let k
q
> 2∆(G) where gcd(k, q) = 1.
If col(G) = 2, then G is a forest and G is (k, q)-mixing by Propotion 3.12. So,
we may suppose col(G) ≥ 3.
We show by induction on q that G is (k, q)-mixing, from which it follows that
G is (kd, qd)-mixing for all d ≥ 1 by Lemmas 4.6 and 4.9. In the base case q = 1,
recall that col(G) ≥ 3 and so we have k > 2∆(G) ≥ 2(col(G)− 1) ≥ col(G) + 1.
Therefore G is k-mixing by Theorem 2.1. Now suppose q ≥ 2 and let (k′, q′) be
the lower parent of (k, q). We will be done by Lemmas 4.3 and 4.9 if we can
show that G is (k′, q′)-mixing.
Suppose that q′ = 1. In this case, we have that k
q
> 2∆(G) implies k′ ≥
2∆(G) ≥ 2(col(G) − 1) ≥ col(G) + 1 by Proposition 4.8 and the fact that
col(G) ≥ 3. (Let j = 2∆(G) and p = 1.) Therefore G is (k′, q′)-mixing by
Theorem 2.1. On the other hand, if q′ > 1, then q′ > p = 1. Hence k
q
>
2∆(G) implies k
′
q′
> 2∆(G) by Proposition 4.8. By definition of lower parent
q′ ≤ q. In this case, equality is impossible, i.e. q′ < q, otherwise q′ divides
kq′−k′q contradicting kq′−k′q = 1. Thus, G is (k′, q′)-mixing by the inductive
hypothesis. The result follows.
We now bound the circular mixing threshold in terms of the mixing thresh-
old. Given the fact that χc ≤ χ, one might expect that Mc ≤ M in general.
However the situation is more complicated. In [10] we provide examples where
the circular mixing threshold exceeds the mixing threshold. For example, by
Theorem 4 in [10] there is a homomorphism ϕ : G19,7 → G19,2 that is frozen
which implies Mc(G19,7) ≥ 19/2. However, col(G19,7) + 1 = 7 ≥ M(G19,7).
Thus, our bound requires a second term, namely (|V |+ 1)/2.
Lemma 4.11. Let G be a graph and let k
q
> max
{
M(G), |V (G)|+12
}
. Then G
is (kd, qd)-flexible for all d ≥ 1.
Proof. If qd > 1, then we have kd > |V (G)| + 1 since kd
qd
> |V (G)|+12 . In this
case, no (kd, qd)-colouring can be surjective, and so we are done. Now, if q = 1
and d = 1 we have that k > M(G) ≥ χ(G) and so there is a non-surjective k-
colouring ofG. Moreover,G is k-mixing and so every k-colouring is×-homotopic
to the non-surjective colouring.
Theorem 4.12. For a graph G,
Mc(G) ≤ max
{
|V (G)| + 1
2
,M(G)
}
.
Proof. Suppose k
q
> max
{
M(G), |V (G)|+12
}
. First we show that G is (k, q)-
mixing by induction on q. It will follow that G is (kd, qd)-mixing for all d ≥ 1
by Lemmas 4.6 and 4.11. The case for q = 1 is trivial as in this case we have
k > M(G). Now, suppose that q ≥ 2 and let (k′, q′) be the lower parent of (k, q).
We will be done by Lemmas 4.3 and 4.11 if we can show that G is (k′, q′)-mixing.
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Case 1. Suppose that q′ = 1.
Then k
q
> M(G) implies k′ ≥M(G) by Proposition 4.8. It follows that G is
k′-mixing.
Case 2. Suppose that q′ = 2.
Then k
q
> M(G) implies k
′
2 > M(G) by Proposition 4.8. Also, by Proposi-
tion 4.8 we have that k
q
> |V (G)|+12 implies
k′
2 ≥
|V (G)|+1
2 . Therefore G is (k
′, 2)-
flexible since no (k′, 2)-colouring of G can be surjective. Now, let k′′ = k
′−1
2 .
It is easy to check that (k′′, 1) is the lower parent of (k′, 2) and k′′ ≥ M(G) by
Proposition 4.8. ThereforeG is k′′-mixing, which implies that G is (k′, 2)-mixing
by Lemma 4.3.
Case 3. Suppose that q′ ≥ 3.
In this case, we have k
′
q′
> max
{
|V (G)|+1
2 ,M(G)
}
by Proposition 4.8. There-
fore G is (k′, q′)-mixing by the inductive hypothesis. The result follows.
We obtain the following corollary.
Corollary 4.13. If |V (G)| ≤ 2M(G)− 1, then Mc(G) ≤M(G).
5 A lower bound
In this section we establish a lower bound onmc for non-bipartite graphs. Specif-
ically, we prove the following bound based on the clique number.
Theorem 5.1. If G is a non-bipartite graph, then mc(G) ≥ max{4, ω(G) + 1}.
By Definition 1.2, mc ≥ χc > χ − 1. If χ > ω + 1, then χ − 1 ≥ ω + 1 and
mc > ω + 1. Thus, this result is of interest for graphs with χ ≤ ω + 1 which
includes odd cycles and perfect graphs, particularly cliques.
Theorem 5.1 generalizes a result of [12] which asserts that no 3-chromatic
graph G is 3-mixing. Their proof focuses on 3-colourings of an odd cycle within
G. They classify 3-colourings of G based on certain configurations realized on
the odd cycle, and argue that colourings corresponding to different configura-
tions must lie in different components of C3(G). We follow a similar trajectory,
except that we deal with circular colourings of both odd cycles and cliques.
First, we need a general notion to describe colourings with limited flexibility.
Recall Eq. (4) (of Section 2) where we find the set of available colours for re-
colouring the vertex v. We now examine the case where this set is a contiguous
interval of colours in Gk,q .
Definition 5.2. A (k, q)-colouring f of a graph F is said to be constricting if,
for every v ∈ V (F ), the set
⋂
u∈N(v)N(f(u)) of available colours for v is an
interval of V (Gk,q).
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Notice, for example, that every frozen colouring is constricting. As it turns
out, every (k, q)-colouring is constricting when k/q < 4. Also, in the case of an
r-clique, every (k, q)-colouring is constricting when k/q < r + 1.
Lemma 5.3. If k/q < 4, then every (k, q)-colouring f of a graph F is con-
stricting.
Proof. Let v ∈ V (F ). Recall Eq. (4): the set of available colours for v is⋂
u∈N(v)
N(f(u)) = V (Gk,q)−
⋃
u∈N(v)
[f(u)− q + 1, f(u) + q − 1].
For each u ∈ N(v), define [au, bu] = [f(u) − q + 1, f(u) + q − 1]. If the set of
available colours for v is not an interval, then there must exist u,w ∈ N(v) such
that
[au, bu] ∩ [aw, bw] = ∅.
Also, there must be at least two available colours for v, say f(v) and c. There-
fore,
k = |V (Gk,q)| ≥ |{f(v), c}|+ |[au, bu]|+ |[aw, bw]|
= 2 + (2q − 1) + (2q − 1) = 4q
contradicting the assumption that k/q < 4. The result follows.
Lemma 5.4. If k/q < r+1, then every (k, q)-colouring f of Kr is constricting.
Proof. Let v0 ∈ V (Kr) be arbitrary. Suppose, without loss of generality, that
f(v0) = 0. Label the vertices of V (Kr)− v0 by v1, v2, . . . , vr−1 so that
0 = f(v0) < f(v1) < · · · < f(vr−1) ≤ k − q.
For 1 ≤ i ≤ r − 1 define [ai, bi] = [f(vi) − q + 1, f(vi) + q − 1]. For each i,
1 ≤ i ≤ r − 2, we must have f(vi) + q ≤ f(vi+1). This implies that for any
1 ≤ s < t ≤ r − 1,∣∣∣∣∣
t⋃
i=s
[ai, bi]
∣∣∣∣∣ ≥ (2q − 1) + (t− s)q = (t− s+ 2)q − 1. (5)
If the set of available colours for v0 is not an interval, then there are at least
two colours, say f(v0) = 0 and c, which are available for v0 and for which some
i′ satisfies 1 ≤ i′ ≤ r − 2 and bi′ < c < ai′+1. This implies
 i′⋃
i=1
[ai, bi]

⋂
(
r−1⋃
i=i′+1
[ai, bi]
)
= ∅. (6)
Therefore,
k = |V (Gk,q)| ≥ |{0, c}|+
∣∣∣∣∣
r−1⋃
i=1
[ai, bi]
∣∣∣∣∣
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≥ 2 + ((i′ + 1)q − 1) + ((r − i′)q − 1) = (r + 1)q
by Eq. (5) and Eq. (6). This contradicts the assumption that k/q < r+ 1. The
result follows.
We are interested in the behaviour of constricting colourings on cycles when
moving to adjacent colourings in the colour graph. To make this precise, consider
the following definition. (Note in the following indices of vertices in C are
reduced modulo ℓ + 1.)
Definition 5.5. Suppose that C = (v0, v1, . . . , vℓ) is a cycle of length ℓ + 1 in
F . Given a (k, q)-colouring f of F and 0 ≤ i ≤ ℓ, define
τ(f, i) := f(vi+1)− f(vi) mod k.
Also, define
σ(f) :=
ℓ∑
i=0
τ(f, i).
The value of σ(f) provides information about how many times the sequence
f(v0), f(v1), . . . , f(vℓ), f(v0) wraps around V (Gk,q). For constricting colourings,
σ is invariant under moving to adjacent colourings in the colour graph.
Proposition 5.6. Let f be a constricting (k, q)-colouring of F . If f ∼ g in
Ck,q(F ), then σ(g) = σ(f).
Proof. Note that f and g differ on exactly one vertex. If that vertex is not
on C, then σ(g) = σ(f) trivially. So, suppose, without loss of generality, that
g(v0) 6= f(v0). This means that the set of available colours for v0 under f is
an interval contained in [f(vℓ) + q, f(v1) − q]. In particular, g(v0) lies in this
interval. It follows that τ(f, ℓ) + τ(f, 0) = τ(g, ℓ) + τ(g, 0), which proves the
result.
Thus, in the case that all (k, q)-colourings of G are constricting, colourings
with different values of σ must lie in different components of the colour graph.
We can show that G is not (k, q)-mixing by simply exhibiting (k, q)-colourings
which attain different values of σ. Sometimes this can be done by composing a
(k, q)-colouring f with a reflection of V (Gk,q) about 0.
Proposition 5.7. Let f be a (k, q)-colouring of F and define f ′ by f ′(v) =
k − f(v) mod k for all v ∈ V (F ). Then f ′ is a (k, q)-colouring of F and
σ(f) + σ(f ′) = (ℓ + 1)k.
Proof. The fact that f ′ is a (k, q)-colouring of F follows easily from the definition
of a (k, q)-colouring. For 0 ≤ i ≤ ℓ we have
q ≤ τ(f, i) ≤ k − q, and
q ≤ τ(f ′, i) ≤ k − q.
In particular, 0 < τ(f, i) + τ(f ′, i) < 2k. Now, notice that τ(f, i) + τ(f ′, i) = 0
mod k, and so the only possiblility is that τ(f, i) + τ(f ′, i) = k. Summing over
all i gives the desired result.
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Proposition 5.8. If f is a (k, q)-colouring of F , then k | σ(f).
Proof. Recall that for 0 ≤ i ≤ ℓ we have τ(f, i) = f(vi+1)−f(vi) mod k. Thus,
τ(f, i) = f(vi+1)−f(vi)+qi ·k. The sum
∑ℓ
i=0 τ(f, i) = σ(f) reduces to
∑
qi ·k.
The result follows.
We are now in position to prove Theorem 5.1.
Proof of Theorem 5.1. Let G be a non-bipartite graph. If ω(G) ≥ 4, then let
F be an ω(G)-clique in G. Otherwise, let F be an odd cycle in G. Let k/q <
max{4, ω(G)+1} and let g be any (k, q)-colouring of G. Let f be the restriction
of g to F . By Lemmas 5.3 and 5.4, we have that every (k, q)-colouring of F is
constricting.
Let ℓ = |V (F )| − 1 and let C = {v0, v1, . . . , vℓ} be the vertices of a cycle in
F such that
• if F is an odd cycle, then let C = F (and the vertices are labelled in the
natural order around C);
• if F is a clique, then choose the labelling such that 0 ≤ f(v0) < f(v1) <
· · · < f(vℓ) < k.
Now, let g′ be the colouring of G defined by g′(v) = k − g(v) mod k for all
v ∈ V (G), and let f ′ be the restriction of g′ to F . Then by Propositions 5.8
and 5.7 we have that k divides σ(f) and σ(f ′) and that σ(f)+σ(f ′) = |V (F )|k.
In the case that |V (F )| is odd, we get σ(f) 6= σ(f ′) immediately. Otherwise, we
have that F is a clique and |V (F )| ≥ 4. By our choice of C we get σ(f) = k,
and so σ(f) 6= σ(f ′) in general.
It follows that g and g′ are in different components of Ck,q(G). If not, a path
between g and g′ in Ck,q(G) would indicate a path between f and f
′ in Ck,q(F ).
However, no such path can exist by Proposition 5.6.
6 Extending homomorphisms
As mentioned in the introduction, the motivation for studying circular mixing
problems grew out of work on extending circular colourings. In the papers [1,
2, 3], the general question is as follows: Given d, ℓ ≥ 0 and a k-colourable
graph X containing subgraphs X1, X2, . . . , Xt together with a (k+ ℓ)-colouring
of X1 ∪ · · · ∪ Xt, can the (k + ℓ)-colouring be extended to all of X , provided
the distance dX(Xi, Xj) ≥ d for i 6= j? For example, Kostochka proves a result
in the affirmative when each Xi is complete, ℓ = 1, and d = 4k (as stated and
proved in [2]). Albertson and West [3] study circular colourings where each Xi
is a single vertex, again proving a positive result. They also conjecture such a
theorem is possible when each Xi is a circular clique. In [10], we show that for
a fixed ℓ no such theorem is possible. We now show how to use circular mixing
to find such an ℓ which depends on (k, q), provided gcd(k, q) = 1.
In [3, 10] the following product is a useful construction.
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Definition 6.1. Let G and H be graphs. The extension product G ⊲⊳ F has
as its vertex set V (G) × V (F ) with (g1, f1)(g2, f2) an edge if g1g2 ∈ E(G) and
either f1f2 ∈ E(F ) or f1 = f2.
Alternatively one may view G ⊲⊳ F as the categorical product of G with a
reflexive copy (a loop on each vertex) of F . Of particular importance for us
is the product G ⊲⊳ Pn, where Pn is the path of length n − 1 with vertex set
{1, 2, . . . , n}. It is straightforward to verify G ⊲⊳ F → G via the projection onto
the first coordinate. As a point of notation, for a fixed i ∈ V (F ), the subgraph
induced by {(v, i)|v ∈ V (G)} is isomorphic to G and is denoted by Gi. Given a
homomorphism ϕ : G ⊲⊳ F → H , the mapping defined by ϕi(u) := ϕ(u, i) is a
homomorphism ϕi : Gi → H .
Lemma 6.2. Let G be an H-colourable graph and X = G ⊲⊳ Pn. Suppose
ϕ1 : G1 → H and ϕn : Gn → H are homomorphisms. Then there exists
ϕ : X → H such that ϕ|Gi = ϕi, i ∈ {1, n}, i.e. there is an extension of ϕ1∪ϕn
to all of X, if and only if dHH (G)(ϕ1, ϕn) < n.
Proof. Given two copies of G and two homomorphisms ψi : Gi → H , i = 1, 2,
the single map ψ1∪ψ2 : G1∪G2 → H defines a homomorphism on G ⊲⊳ P2 if and
only if ψ1ψ2 is an edge of HH(G). The general result follows by induction.
We remark the above result may be rephrased as ϕ1 ∪ ϕn can be extended
to G ⊲⊳ Pn → H if and only if Pn → HH(G) where the end points of Pn map
to the precolourings ϕ1, ϕn.
Theorem 6.3. Suppose G is H-colourable and HH(G) is disconnected. Then
for any positive integer d, there exists a G-colourable graph X containing two
subgraphs X1 and X2 such that ϕ : X1 ∪X2 → H, dX(X1, X2) ≥ d, but ϕ does
not extend to a homomorphism X → H.
Proof. Let X = G ⊲⊳ Pn where n > d. Let ϕi : Gi → H , i ∈ {1, n}, be
precolourings with ϕ1 and ϕn in different components of HH(G). Then by
Lemma 6.2 there is no extension of ϕ1 ∪ ϕn to all of X .
Following the spirit of the proof in [3], we provide the general set-up for
extending homomorphisms. The graph H plays the role of Kk+ℓ and the graph
G plays the role of Kk.
Lemma 6.4. Let X be a graph containing disjoint subgraphs X1, X2, . . . , Xt
(not necessarily connected, not necessarily isomorphic). To each Xi assign a
precolouring fi : Xi → H, thus collectively define a precolouring f1 ∪ · · · ∪
ft : X1 ∪ · · · ∪ Xt → H. Suppose there exists a graph G and homomorphisms
γ : X → G and ϕ : G→ H. Let γi = γ|Xi . If
• for each i there is a homomorphism gi : G→ H such that fi = giγi; and
• dX(Xi, Xj) ≥ dHH (G)(gi, ϕ) + dHH(G)(ϕ, gj) for all i 6= j.,
then there exists an extension of f1 ∪ · · · ∪ ft to a homomorphism f : X → H.
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Proof. Let gi : Xi → G and let gi = g
(0)
i , g
(1)
i , . . . , g
(n)
i = ϕ be a shortest gi, ϕ-
path in HH(G). Given a vertex v at distance d ≤ n from Xi, map v to H by
v 7→ g
(d)
i γ(v). It is easy to check that this defines a homomorphism of all vertices
at distance at most n from Xi to H . Moreover, the vertices at distance n are
mapped to H under ϕγ. Do this for each i = 1, 2, . . . , t. For any unmapped
vertices we can use ϕγ. This defines a homomorphism of X → H which extends
f1 ∪ · · · ∪ ft.
A key requirement in the above lemma is that the precolouring fi : Xi → H
factors through G as fi = giγi. A classic situation where we can be assured of
this factoring is when each Xi is isomorphic to the core of X . Recall core(X)
is the unique (up to isomorphism) minimal subgraph of X to which X admits
a homomorphism, see [21].
Theorem 6.5. Let X be an H-colourable graph containing disjoint subgraphs
X1, X2, . . . , Xt each isomorphic to G := core(X). Further suppose fi : Xi →
H is a homomorphism for each i = 1, 2, . . . , t. If HH(G) is connected and
dX(Xi, Xj) ≥ 2rad(HH(G)), then the precolouring f1 ∪ · · · ∪ ft extends to all of
X.
Proof. Let G = core(X) and γ : X → G. (Every graph admits a retrac-
tion to its core.) Furthermore, since cores do not admit homomorphisms to
a proper subgraph, each γi : Xi → G is an isomorphism. Thus we can
let gi = fiγ
−1
i and obtain fi = giγi. Let ϕ be a centre in HH(G). Then
dHH(G)(gi, ϕ) + dHH (G)(ϕ, gj) ≤ 2rad(HH(G)) ≤ dX(Xi, Xj). By Lemma 6.4,
there is an extension of the precolouring to an H-colouring of X .
We briefly investigate the problem of extending precolourings of circular
cliques. This problem was first suggested by a conjecture of Albertson and
West [3]. In [10], the present authors disproved the conjecture and showed that
the problem is more complicated than was previously anticipated. We make
some progress in understanding these complications now. Let us begin with a
lemma from [10] rephrased in the language of this paper.
Lemma 6.6 (Brewster and Noel [10]). If k ≥ 3(q − 1) + 1, then M(Gk,q) ≤⌈
k
q
⌉
+ 1.
The following proposition provides a general upper bound on Mc(Gk,q).
Proposition 6.7. We have
Mc(Gk,q) ≤ max
{
k + 1
2
,
⌈
k
q
⌉
+ 1
}
.
Proof. By Theorem 4.12, we have that
Mc(Gk,q) ≤ max
{
k + 1
2
,M(Gk,q)
}
. (7)
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In the case that q ≤ 2, we have k ≥ 3(q − 1) + 1 trivially and so M(Gk,q) ≤⌈
k
q
⌉
+ 1 by Lemma 6.6. Thus, the result follows by Eq. (7) in this case. For
q ≥ 3, the desired bound can be deduced from the following claim.
Claim 6.8. If q ≥ 3, then k+12 ≥M(Gk,q).
We divide the proof into two cases.
Case 1. Suppose that k ≥ 3(q − 1) + 1.
By combining inequalities q ≥ 3 and k ≥ 3(q − 1) + 1, we see that k ≥ 7.
This implies that
k + 1
2
≥
k + 5
3
≥
⌈
k
3
⌉
+ 1 ≥
⌈
k
q
⌉
+ 1 ≥M(Gk,q)
by Lemma 6.6.
Case 2. Suppose that k ≤ 3(q − 1).
In this case, we have k ≤ 3(q − 1) < 4q − 5 which implies that
k + 1
2
> k − 2q + 3 = ∆(Gk,q) + 2 = col(Gk,q) + 1 ≥M(Gk,q)
by Theorem 2.1. This completes the proof of the claim and the proposition.
The next theorem follows from Theorem 6.5, Proposition 6.7, and the fact
that Gk,q is a core if gcd(k, q) = 1. (It is easy to see that the core of Gk,q must
be a circular clique homomorphically equivalent to Gk,q. By minimality of the
core, the assumption gcd(k, q) = 1 ensures that Gk,q is itself a core.)
Theorem 6.9. For k ≥ 2q and gcd(k, q) = 1, let X be a (k, q)-colourable graph
containing disjoint copies X1, X2, . . . , Xt each isomorphic to Gk,q and suppose
that k
′
q′
≥ max
{
k+1
2 ,
⌈
k
q
⌉
+ 1
}
. Then there exists a distance d such that if
fi : Xi → Gk′,q′ is a homomorphism for i = 1, 2, . . . , t and dX(Xi, Xj) ≥ d for
i 6= j, then the precolouring f1 ∪ · · · ∪ ft extends to a (k
′, q′)-colouring of X.
We remark on the importance of the condition gcd(k, q) = 1 in the theorem
to ensure Gk,q is a core. Consider the graph X := G6,2 + x, where x joins
{0, 1, 4, 5} in G6,2. The 4-colouring 0, 1, 1, 2, 2, 3 of G6,2 does not extend to a
4-colouring of the entire graph, despite X being (6, 2)-colourable and G6,2 being
4-mixing.
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7 Examples and discussion
We show that there are graphs which either attain or nearly attain the bounds
on Mc and mc given by Theorems 2.2, 4.10, 4.12 and 5.1. First, we observe that
Theorems 4.12 and 5.1 are sharp for cliques of size 3 or greater.
Proposition 7.1. We have
mc(Kr) = Mc(Kr) =
{
r if r ≤ 2,
r + 1 otherwise.
Proof. As mentioned in the proof of Proposition 3.12, the case for r ≤ 2 is an
easy exercise. For r ≥ 3 we have
r + 1 = ω(Kr) + 1 ≤ mc(Kr) ≤Mc(Kr) ≤ max
{
r + 1
2
,M(Kr)
}
= r + 1
by Theorems 4.12 and 5.1, and the fact that M(Kr) = r + 1. Thus, equality
must hold throughout.
In a similar fashion, it can be seen that Theorems 4.10 and 5.1 are sharp for
odd cycles; however, even cycles behave differently.
Proposition 7.2. We have
Mc(Cr) =
{
2 if r = 4,
4 otherwise,
and
mc(Cr) =
{
2 if r is even,
4 otherwise.
Proof. The fact that mc(C4) = Mc(C4) = 2 follows from Proposition 3.12 since
C4 ≃ K2,2. For r ≥ 5, we have Mc(Cr) ≤ 4 by Theorem 4.12. If r is odd, then
we see that mc(Cr) = Mc(Cr) = 4 by Theorem 5.1. So, we are done if we can
prove that, for even r ≥ 6,
(a) Cr is (2q + 1, q)-mixing for all q ≥
r
4 , and
(b) Cr is not (4q − 1, q)-mixing for any q ≥ 1.
In what follows, label the vertices of Cr by v0, . . . , vr−1 in cyclic order and define
τ and σ as in Definition 5.5.
Let us prove (a). Note that, for any (2q + 1, q)-colouring f of Cr, we must
have τ(f, i) ∈ {q, q + 1} for all i. Let Iq(f) := {i ∈ {0, . . . , r − 1} : τ(f, i) = q}
and Iq+1(f) := {0, . . . , r − 1} − Iq(f). We prove the following claim.
Claim 7.3. For every (2q+1, q)-colouring f of Cr, we have |Iq(f)| = |Iq+1(f)| =
r/2.
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Clearly,
σ(f) = |Iq(f)|q + |Iq+1(f)|(q + 1) = rq + |Iq+1(f)|.
Proposition 5.8 implies that 2q+1 divides σ(f). So, we let a be an integer such
that a(2q + 1) = rq + |Iq+1(f)|. We obtain
|Iq+1(f)| = (2a− r)q + a.
If a ≥ r/2 + 1, then |Iq+1(f)| ≥ 2q + (r/2 + 1) > r since q ≥ r/4, which is a
contradiction. On the other hand, if a ≤ r/2− 1, then |Iq+1(f)| ≤ −2q+(r/2−
1) < 0 which is, again, a contradiction. Therefore, |Iq+1(f)| = a = r/2, which
proves the claim.
Therefore, every (2q + 1, q)-colouring of Cr is uniquely determined by spec-
ifying the value of f(v0) and the r/2 values of i which satisfy τ(f, i) = q. It is
now not hard to see that all (2q+1, q)-colourings of Cr can be generated by the
mixing process.
Now, let us prove (b). By Lemma 5.3 and Propositions 5.6 and 5.7, it suffices
to exhibit a (4q − 1, q)-colouring f of Cr such that σ(f) 6=
r(4q−1)
2 . We define
f(vi) =


iq if 0 ≤ i ≤ 3,
1 if i ≥ 4 and i is even,
q + 1 if i ≥ 4 and i is odd.
It is easily observed that f is a (4q − 1, q)-colouring. We calculate
σ(f) = 5q +
(
r − 6
2
)
(4q − 1) + (3q − 2) =
(
r − 2
2
)
(4q − 1).
This completes the proof.
Next, we give a construction which shows that for any d ≥ 2 there are
graphs of maximum degree d which show that Theorem 4.10 is sharp and that
Theorem 4.12 is nearly sharp. In what follows, given d, q ≥ 2 we let
k := (2q − 1)d+ 1
and define a graph Fd,q on vertex set {0, 1, . . . , k − 1} such that
N(i) = {i+ q, i+ q + (2q − 1), . . . , i+ q + (d− 1)(2q − 1)}
for 0 ≤ i ≤ k− 1. We remark that Fd,q is a d-regular subgraph of Gk,q . The key
feature of Fd,q is that the identity map ϕ on {0, 1, . . . , k − 1} induces a frozen
homomorphism ϕ : Fd,q → Gk,q . In particular, this proves that Mc(Fd,q) ≥
k
q
.
Proposition 7.4. For any ε > 0 and d ≥ 2 there exists a d-regular graph G
with Mc(G) ≥ 2d− ε.
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Proof. We have that Fd,q is d-regular and
Mc(Fd,q) ≥
k
q
=
(2q − 1)d+ 1
q
→ 2d as q →∞.
The result follows.
Proposition 7.5. For any d ≥ 3 there exists a d-regular graph G with Mc(G) ≥
|V (G)|
2 > M(G).
Proof. We have that Fd,2 is a d-regular graph on k = 3d + 1 vertices. In
particular,
M(Fd,2) ≤ d+ 2 <
3d+ 1
2
=
k
2
≤Mc(Fd,2)
by Theorem 2.1 and the fact there is a frozen homomorphism mapping Fd,2 →
Gk,2. The result follows.
An example of [12] shows that for every integer m ≥ 4 there is a graph Hm
which satisfies the following:
• χ(Hm) = M(Hm) = m,
• |V (Hm)| = 2m− 1, and
• Hm contains a clique on m− 1 vertices.
By applying Theorems 4.12 and 5.1 to their example, we obtain the following.
Proposition 7.6. Let m ≥ 2 be an integer. There exists a graph Hm such that
Mc(Hm) = χ(Hm) = m
if and only if m 6= 3.
Proof. For m ≥ 4, define Hm as above. By Theorem 4.12, we have
Mc(Hm) ≤ max
{
|V (Hm)|+ 1
2
,M(Hm)
}
= m.
Also, since Hm contains a clique on m − 1 vertices, we have Mc(Hm) ≥ m by
Theorem 5.1. Thus, the result holds for m ≥ 4.
Now, by Theorem 5.1 there can be no such graph when m = 3. For the case
that m = 2 (ie. bipartite graphs), see Proposition 3.12.
7.1 Questions for future study
Given the known properties χc and χc,ℓ, one might wonder if analogous results
hold for mc and Mc. In particular, one may ask questions of the following types:
1. Is the circular mixing threshold (number) always rational?
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2. Under what conditions is the circular mixing threshold (number) an inte-
ger?
3. For which graphs is the circular mixing threshold (number) attained?
4. What is the relationship between the mixing threshold (number) and cir-
cular mixing threshold (number)?
Let us elaborate on the fourth question. We find the following problems to be
of interest. Proposition 7.4 shows that Mc(G)/M(G) can as large as 2 − ε for
any ε > 0. It is not known, however, if this ratio can be arbitrarily large.
Question 7.7. Does there exist a real number r such that Mc(G) ≤ rM(G) for
every graph G? If so, what is the smallest such r?
Recall that every graph G satisfies ⌈χc(G)⌉ = χ(G). However, the analogous
statement for the mixing number is false; as we have seen, mc = m− 1 for trees
on at least two vertices and complete bipartite graphs and mc = m− 2 for even
cycles of length at least six. However, all of these examples are bipartite; we
wonder about the relationship between the mixing number and circular mixing
number for non-bipartite graphs.
Question 7.8. Is it true that ⌈mc(G)⌉ = m(G) for every non-bipartite graph
G?
Currently, we do not know of any bipartite graphs for which mc > 2. We
conjecture the following.
Conjecture 7.9. For every bipartite graph G there exists q0 such that for every
q ≥ q0, G is (2q + 1, q)-mixing.
Graphs which dismantle to K2 are the only examples of graphs that we have
satisfying Mc < M. This suggests the following question.
Question 7.10. Does there exist a graph G which does not dismantle to K2
such that Mc(G) < M(G)?
We also wonder if the circular mixing threshold can be as small as the circular
chromatic number (cf. Proposition 7.6) for non-trivial graphs which do not
dismantle to K2.
Question 7.11. Does there exist a graph G which contains at least one edge
and does not dismantle to K2 such that Mc(G) = χc(G)?
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