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We present a new representation of a chordal graph called the clique-separator graph,
whose nodes are the maximal cliques and minimal vertex separators of the graph. We
present structural properties of the clique-separator graph and additional properties when
the chordal graph is an interval graph, proper interval graph, or split graph. We also
characterize proper interval graphs and split graphs in terms of the clique-separator graph.
We present an algorithm that constructs the clique-separator graph of a chordal graph in
O(n3) time and of an interval graph in O(n2) time, where n is the number of vertices in the
graph.
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1. Introduction
Chordal graphs and clique trees have an extensive literature and applications in areas such as computational biology,
databases, sparse matrix computation, and statistics [2,12,20]. In a clique tree T of a chordal graph G, the nodes of T are the
maximal cliques of G and the edges of T correspond to the minimal vertex separators of G. In this paper, we introduce the
clique-separator graph G of a chordal graph G. The graph G is a mixed graph where the nodes are the maximal cliques and
minimal vertex separators of G and the (directed) arcs and (undirected) edges represent the containment relations between
the maximal cliques and minimal vertex separators of G. The clique-separator graph G is unique and its structure reflects
the structure of G. We show that G has various structural properties including (a) the edges of G induce a forest, i.e., deleting
the arcs of G produces a forest, (b) contracting every tree of this forest into a single node yields a directed acyclic graph,
(c) for every minimal vertex separator S of G, the vertices of G separated by S are specified by the nodes of G separated by
the node corresponding to S.
When G is an interval graph, the clique-separator graph G has additional structural properties including (d) every node
in G has at most two predecessors and (e) every tree of the forest (with certain leaves removed) is a path that is the unique
clique path on those nodes. When G is a proper interval graph, the clique-separator graph G has exactly one tree, which is a
clique path, and no arcs. When G is a split graph, the clique-separator graph G has a simple structure centered around one
node of G. (Recall that {proper interval graphs} ⊂ {interval graphs} ⊂ {chordal graphs} and that {split graphs} ⊂ {chordal
graphs}.)
The clique tree of a chordal graph G does not appear to have structural properties when G belongs to a subclass of chordal
graphs. For example, the star K1,n is an interval graph, a split graph, and a ptolemaic graph, and yet any tree on its maximal
cliques is a clique tree of K1,n. The clique tree is not unique and very different chordal graphs can have isomorphic clique
trees. For example, the path on n+ 1 vertices has exactly one clique tree, which is isomorphic to a clique tree of K1,n, which
has more than exponentially many clique trees.
The clique-separator graph is different from the clique graph in [24], theweighted clique intersection graph in [1,2], and the
clique graph in [10]. The graph in [24] is the intersection graph of the set ofmaximal cliques of a chordal graphG, i.e., the nodes
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are the maximal cliques and two nodes are adjacent exactly when the corresponding cliques have a nonempty intersection.
The graph in [1,2] is the same except its edges are weighted by the size of the intersection. The graph in [10] is the same
except it contains only the edges corresponding to certain minimal vertex separators; this graph contains every clique tree
of G as a subgraph. Each of these is an undirected graph whose nodes are the maximal cliques of G. In contrast, the clique-
separator graph’s nodes are the maximal cliques and the minimal vertex separators of G and it has both arcs and edges.
The clique-separator graph is also different from the clique laminar tree for ptolemaic graphs [26], which are the
intersection of chordal graphs and distance hereditary graphs. The clique laminar tree is a directed tree where the nodes are
the sets of nonempty intersections of the maximal cliques and the arcs represent the containment relations between the
sets. In a ptolemaic graph, the sets have the property that for any two sets, either they are disjoint or one is contained in the
other, which ensures that the clique laminar tree is a tree. In a chordal graph, neither the maximal cliques nor the minimal
vertex separators have this property.
The structural properties of Gwhen G is an interval graph have been used to develop the first dynamic graph algorithm to
recognize interval graphs [15]. A dynamic graph algorithmmaintains a solution to a graph problem as the graph undergoes
a series of small changes, such as single edge insertions or edge deletions. For every change, the algorithm updates the
solution faster than recomputing the solution from scratch, i.e., with no previously computed information. The algorithm
in [15] maintains the clique-separator graph and supports updates (edge insertions and edge deletions) that produce an
interval graph and queries that ask whether a particular update is supported. The algorithm runs in O(n log n) time per
update or query, where n is the number of vertices in the graph. The structural properties of G when G is a proper interval
graph have been used to simplify the algorithm in [15] so that it recognizes proper interval graphs in O(log n) time per
update or query [16]. This algorithm is simpler than the algorithm in [13] and it matches its running time for edge updates
and connectivity queries. In comparison, algorithms that recognize an interval graph or proper interval graph from scratch
run in O(m+ n) time, wherem is the number of edges and n is the number of vertices in the graph [3,13]. (All the running
times in this paper are worst-case.)
We present the dynamic graph algorithm for interval graphs in a different paper [15] because it requires the introduction
of a data structure (the train tree) that makes its length substantial. Also, this paper discusses classes of graphs that are
unrelated to interval graphs.
In Section 2, we review graph terminology and properties of chordal graphs. In Section 3, we present properties of the
clique-separator graph of a chordal graph. In Sections 4–6, we present properties of the clique-separator graph of an interval
graph, proper interval graph, and split graph, respectively. In Section 7, we present an algorithm that constructs the clique-
separator graph of a chordal graph in O(n3) time and of an interval graph in O(n2) time. In Section 8, we consider other
subclasses of chordal graphs.
2. Preliminaries
Throughout this paper, let G = (V , E) = (V (G), E(G)) be a simple, undirected graph and let n = |V | and m = |E|. For a
set S ⊆ V , the subgraph of G induced by S is G[S] = (S, E(S)), where E(S) = {{u, v} ∈ E | u, v ∈ S}. For a set S ⊂ V , G− S
denotes G[V − S]. A clique of G is a set of pairwise adjacent vertices of G. A maximal clique of G is a clique of G that is not
properly contained in any clique of G. Fig. 1(a) shows a graph with maximal cliques {x, y, z}, {y, z, w}, {u, z}, and {v, z}.
Let S ⊂ V . S is a separator of G if there exist two vertices that are connected in G and not connected in G−S. S is aminimal
separator of G if S is a separator of G that does not properly contain any separator of G. For u, v ∈ V , S is a uv-separator of G if
u, v are connected inG and not connected inG−S. S is aminimal vertex separator ofG if for some u, v ∈ V , S is a uv-separator
of G that does not properly contain any uv-separator of G. Every minimal separator is a minimal vertex separator, but not
vice versa. Fig. 1(a) shows a graph with minimal separator {z} and minimal vertex separators {z} and {y, z}. For u, v ∈ V , S
separates u, v if S is a uv-separator of G. For X, Y ⊂ V , S separates X, Y if S is a uv-separator of G for every u ∈ X and v ∈ Y .
A graph is chordal (or triangulated) if every cycle of length greater than 3 has a chord, which is an edge joining two
nonconsecutive vertices of the cycle. A graph G is chordal if and only if G has a clique tree, which is a tree T on the maximal
cliques of G with the clique intersection property: for any two maximal cliques K and K ′, the set K ∩ K ′ is contained in
every maximal clique on the K–K ′ path in T [5,11,27]. The clique tree is not necessarily unique. Blair and Peyton [2] discuss
various properties of clique trees, including the following correspondence between the edges of T and the minimal vertex
separators of G. (In [2], G is a connected chordal graph and then the clique intersection property implies that K ∩ K ′ 6= ∅ for
every {K , K ′} ∈ E(T ).)
Theorem 1 ([14,19]). Let G be a chordal graph with clique tree T . Let S 6= ∅ be a set of vertices of G.
(1) S is a minimal vertex separator of G if and only if S = K ∩ K ′ for some {K , K ′} ∈ E(T ).
(2) If S = K ∩ K ′ for some {K , K ′} ∈ E(T ), then S separates K − S and K ′ − S and moreover, S is a minimal uv-separator for
any u ∈ K − S and v ∈ K ′ − S.
It follows that for any clique tree T of a chordal graph G, the nodes and edges of T correspond to the maximal cliques
and minimal vertex separators of G, respectively. A maximal clique corresponds to exactly one node of T and a minimal
vertex separator may correspond to more than one edge of T . Furthermore, since a chordal graph G has at most nmaximal
cliques [9], G has at most n− 1 minimal vertex separators.
L. Ibarra / Discrete Applied Mathematics 157 (2009) 1737–1749 1739
Fig. 1. A chordal graph G and its clique-separator graph G.
Interval graphs, proper interval graphs, and split graphs are subclasses of chordal graphs and will be defined in the
corresponding sections. Golumbic [12] and McKee and McMorris [20] discuss these classes in the context of perfect graphs
and intersection graphs, respectively. Brandstädt, Le, and Spinrad [4] also survey these classes and Johnson [17] discusses
them with respect to the hardness of problems.
We will use some terms from partially ordered set theory. Let F be a family of sets. For S ∈ F , S is a minimal element of
F if no S ′ ∈ F satisfies S ′ ⊂ S, and S is amaximal element of F if no S ′ ∈ F satisfies S ⊂ S ′. F is a chain if for any S, S ′ ∈ F ,
we have S ⊆ S ′ or S ′ ⊆ S. F is an antichain if for any distinct S, S ′ ∈ F , we have S 6⊆ S ′ and S ′ 6⊆ S.
3. The clique-separator graph of a chordal graph
3.1. The clique-separator graph
Let G be a chordal graph. The clique-separator graph G of G has the following nodes, (directed) arcs, and (undirected)
edges.
• G has a clique node K for each maximal clique K of G.
• G has a separator node S for each minimal vertex separator S of G.
• Each arc is from a separator node to a separator node. G has arc (S, S ′′) if S ⊂ S ′′ and there is no separator node S ′ such
that S ⊂ S ′ ⊂ S ′′.
• Each edge is between a separator node and a clique node. G has edge {S, K} if S ⊂ K and there is no separator node S ′
such that S ⊂ S ′ ⊂ K .
Throughout this paper, we refer to the vertices of G and the nodes of G and we use lowercase variables for vertices and
uppercase variables for nodes.We identify ‘‘maximal clique’’ and ‘‘clique node’’ and identify ‘‘minimal vertex separator’’ and
‘‘separator node’’. Fig. 1 shows a chordal graphG and its clique-separator graphG, whichhas cliquenodesK1 = {x, y, z}, K2 =
{y, z, w}, K3 = {u, z}, K4 = {v, z} and separator nodes S1 = {y, z} and S2 = {z}.
Let S and S ′ be distinct separator nodes of G. If (S, S ′) is an arc of G, then S is an immediate predecessor of S ′ and S ′ is an
immediate successor of S, denoted S → S ′. If there is a directed path from S to S ′ in G, then S is a predecessor of S ′ and S ′ is
a successor of S, denoted S  S ′. S  S ′ if and only if S ⊂ S ′. Let K be a clique node of G. If {S, K} is an edge of G, then S is
a neighbor of K and S is adjacent to K and vice versa. The number of neighbors of a node is its degree. If S is a neighbor of
K or there is a directed path from S to a neighbor of K in G, then S is a predecessor of K and K is a successor of S, denoted
S  K . S  K if and only if S ⊂ K . The set of immediate predecessors of S, the set of immediate successors of S, and the set
of neighbors of K are antichains.
Observation. For every separator node S, there are at least two edges, or two arcs, or an edge and an arc, from S. By
Theorem 1(1) S = K ∩ K ′ for some maximal cliques K and K ′, and thus S  K and S  K ′. If the observation is false,
then there is exactly one arc (S, S ′) from S, where S ′  K and S ′  K ′. But then S ⊂ S ′ ⊆ K ∩ K ′, a contradiction.
The following is a simple property of the clique-separator graph that follows from the clique intersection property of
clique trees.
Lemma 2. Let G be a chordal graph with clique-separator graph G. For any clique node K and any node N 6= K, if N ∩ K 6= ∅,
then N ∩ K is contained in some neighbor of K in G.
Proof. Let T be a clique tree of G. We have N ⊆ K ′ for somemaximal clique K ′ 6= K of G. By the clique intersection property,
N ∩ K ⊆ K ′ ∩ K ⊆ K ′′ ∩ K for some neighbor K ′′ of K in T . Since N ∩ K 6= ∅, K ′′ ∩ K 6= ∅. Then S = K ′′ ∩ K is a separator
node of G by Theorem 1(1). Since S ⊂ K , S is contained in some neighbor of K in G. 
For a set of nodes S of G, let V (S) = {v ∈ V | v ∈ N and N ∈ S}. For a subgraph H of G, let V (H) = {v ∈ V | v ∈
N and N is a node ofH}. H is connected if the underlying undirected graph of H (obtained by replacing every arc with an
edge) is connected. G is connected if and only if G is connected. If a subgraphH of G is connected, then G[V (H)] is connected,
but the converse is not true in general.
A box of G is a connected component of the undirected graph obtained by deleting the arcs of G. By Lemma 2, a box of
G contains exactly one clique node K and no separator nodes if and only if K is a complete connected component of G. We
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Fig. 2. A chordal graph G.
Fig. 3. The clique-separator graph G of the chordal graph in Fig. 2.
will show that every box is a tree and so we extend the definition of the clique intersection property to a tree T on a set of
nodes in the natural way: for any two nodes N and N ′ of T , the set N ∩ N ′ is contained in every node on the N–N ′ path in T .
Fig. 2 shows a chordal graph G and Fig. 3 shows its clique-separator graph G, where separator nodes S0, S1, S2 have size 1,
S8 has size 3, and every other Si has size 2. The boxes of G are B1, B2, B3, B4, B5, and B6.
The graph Gc is obtained from G by contracting each box into a single node and replacingmultiple arcs by a single arc.We
will denote a box ofG and the corresponding node inGc by the same variable.Wewill show thatGc is a directed acyclic graph,
whichmeans Gc has a topological sort σ . Given σ , wewill assume the boxes of G are indexed so that σ = (B1, B2, . . . , Bb(G)),
where b(G) is the number of boxes of G. Let G(σ , i) be the subgraph of G induced by the nodes in Bi, Bi+1, . . . , Bb(G).
We will write G(σ , i) as G(i) if the topological sort σ is clear and we will refer to σ as a topological sort of G. In Fig. 3,
σ = (B1, B2, B3, B4, B5, B6) is a topological sort of G.
For a separator node S of G, let Preds(S) = {S ′ | S ′ = S or S ′  S}. We say S divides nodes N and N ′ if N and N ′
are contained in the same connected component of G and in different connected components of G − Preds(S). In Fig. 3, S4
divides K5 and K7 and S5 divides K8 and K9. We use ‘‘separates’’ when referring to G and ‘‘divides’’ when referring to G.
3.2. The main theorem
Theorem 3. Let G be a chordal graph with clique-separator graph G and let G have topological sort σ . Let S be a separator node
of G.
(1) G−S has connected components G1,G2, . . . ,Gk and G−Preds(S) has connected components G1, G2, . . . , Gk such that k > 1
and for every 1 ≤ i ≤ k, V (Gi) = V (Gi)− S.
(2) Every box is a tree with the clique intersection property and the set of its separator nodes is an antichain. Gc is a directed
acyclic graph.
(3) For every 1 ≤ i < j ≤ b(G), if S divides nodes N and N ′ in G(j), then S divides N and N ′ in G(i).
(4) For every 1 ≤ i < j ≤ b(G) and every connected component H of G(j), at most one separator node of box Bi is a predecessor
of any node inH.
(5) For every 1 ≤ j ≤ b(G) and every connected component H of G(j), G[V (H)] is a connected chordal graph with clique-
separator graphH.
Proof. Since the proof applies to each connected component of G, we assume G is connected. We construct G inductively. If
G is a complete graph, then G is a single clique node and the theorem is trivially true. Otherwise, let S be aminimal separator
of G, which is also a minimal vertex separator of G. Then S is a clique [2,7,12]. Let V1, V2, . . . , Vk be the vertex sets of the
connected components of G − S, k > 1. Let G1,G2, . . . ,Gk be the subgraphs of G induced by V1 ∪ S, V2 ∪ S, . . . , Vk ∪ S,
respectively (Fig. 4).
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Fig. 4. Chordal graph G.
Fig. 5. Clique-separator graph G.
Since each of G1,G2, . . . ,Gk is connected and chordal (because an induced subgraph of a chordal graph is chordal), by
induction the theorem holds for each of the corresponding clique-separator graphs G1, G2, . . . , Gk. By the choice of S, a
separator of any Gi is a separator of G and a minimal vertex separator of any Gi is a minimal vertex separator of G.
Suppose S is amaximal clique of some Gi. Then S is adjacent to somemaximal clique K in a clique tree of Gi and S∩K ⊂ S.
Since Gi is connected, S ∩ K 6= ∅. Then by Theorem 1(1), S ∩ K is a minimal vertex separator of Gi and thus a minimal vertex
separator of G, contradicting the minimality of S. Therefore, S is not a maximal clique of any Gi, or equivalently, S is properly
contained in at least one maximal clique of each Gi.
Since S is neither a maximal clique nor a separator of any Gi, S is not a node of any Gi. Then the Gis are node-disjoint.
Consider Gi and Gj for any i 6= j. Since a minimal vertex separator of Gi contains at least one vertex of Vi, G does not contain
an edge {S ′, K ′}with S ′ and K ′ respectively in Gi and Gj. Similarly, G does not contain an arc (S ′, S ′′)with S ′ and S ′′ respectively
in Gi and Gj. Therefore, G has no edge or arc between a node of Gi and a node of Gj. It follows that we may construct G from
the Gis by creating separator node S and adding edges and arcs from S to nodes in the Gis. We do this in two steps, as follows.
Edge Step: For each i such that S is contained in exactly one maximal clique K of Gi, add an edge between S and K and
add no arcs from S. (If S is contained in a minimal vertex separator of Gi, then S is contained in at least two maximal cliques
of Gi.) Arc Step: For each i such that S is contained in maximal cliques K1, K2, . . . , Kl of Gi, l > 1, let Ti be a clique tree of Gi.
LetMi be the set of minimal vertex separators of Gi corresponding to edges on a path in Ti between any two of K1, K2, . . . , Kl.
By the clique intersection property, S is contained in each element ofMi. Add an arc from S to each minimal element ofMi
and add no edges from S. This yields the clique-separator graph G of G.
Without loss of generality, assume the Gis are indexed so that the Gis in the Edge Step are G1, . . . , Gj and the Gis in the
Arc Step are Gj+1, . . . , Gk, where 0 ≤ j ≤ k (Fig. 5). Thus, if 1 ≤ i ≤ j, we added exactly one edge from S to a clique node of
Gi, and if j + 1 ≤ i ≤ k, we added one or more arcs from S to certain separator nodes of Gi. We now prove each part of the
theorem.
1. We defined each Gi to be the subgraph of G induced by Vi ∪ S, whereas part 1 of the theorem defines each Gi to be the
subgraph of G induced by Vi. Since S = Preds(S), S satisfies part 1. Now let S ′ be a separator node of some Gi. By induction,
S ′ satisfies part 1 in Gi. We must show that S ′ satisfies part 1 in G.
Suppose 1 ≤ i ≤ j, so that G has exactly one edge from S to a clique node of Gi. Then S 6∈ Preds(S ′), which implies
Gi − Preds(S ′) and G − Preds(S ′) have the same number of connected components. Now S is a minimal separator (implying
every vertex of S is adjacent to at least one vertex of every Vi) and S is a clique. Since S 6⊂ S ′, Gi− S ′ and G− S ′ have the same
number of connected components. It follows that S ′ satisfies part 1 in G. Suppose j+ 1 ≤ i ≤ k, so that G has arcs from S to
separator nodes of Gi. If S 6∈ Preds(S ′), then S 6⊂ S ′ and the same argument shows that S ′ satisfies part 1 in G. If S ∈ Preds(S ′),
then S ⊂ S ′ and a similar argument shows that S ′ satisfies part 1 in G.
2. In the Edge Step, adding an edge between S and one box of each of G1, . . . , Gj causes these boxes to merge into a box B
containing S; since each box is a tree, B is a tree. (If j = 0, then B contains only S.) Since S is contained in each of its neighbors
in B, it follows that B has the clique intersection property. By the choice of S, B does not contain separator nodes S ′ and S ′′
such that S ′ ⊂ S ′′. Thus, the set of separator nodes of B is an antichain. Since every arc added in the Arc Step is an arc from
S, it follows that Gc is a directed acyclic graph.
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Fig. 6. A chordal graph G and its clique-separator graph G.
3. Let σ = (B1, B2, . . . , Bb(G)). Since G is connected and not complete, each box Bi has at least one separator node by
Lemma 2. A separator node of B1 has no predecessors and thus it is a minimal separator of G. Therefore, we may assume S
is a separator node of B1 without affecting the proof of parts 1 and 2. Then each of B2, . . . , Bb(G) is a box of some Gi.
Let σi be the restriction of σ to Gi, 1 ≤ i ≤ k. In other words, σi is the subsequence of σ that contains the boxes of Gi;
if 1 ≤ i ≤ j, then the box of Gi contained in B1 is named B1 in σi. Then σi is a topological sort of Gi. Observe that for l > 1,
H is a connected component of G(σ , l) if and only if H is a connected component of Gi(σi, l) for some i. We will use this
observation several times in the rest of the proof.
We now show that for every 1 ≤ i′ < j′ ≤ b(G), if a separator node S ′ divides nodes N and N ′ in G(σ , j′), then S ′ divides
N and N ′ in G(σ , i′), proving part 3. Suppose S ′ divides N and N ′ in G(σ , j′). Then N and N ′ are contained in a connected
component of G(σ , j′) and by the observation, in a connected component of G(σi, j′) for some i. It follows that S ′ divides
N and N ′ in Gi(σi, j′). By induction, S ′ divides N and N ′ in Gi(σi, i′). If i′ > 1, then by the observation, every connected
component of Gi(σi, i′) is a connected component of G(σ , i′) and thus S ′ divides N and N ′ in G(σ , i′). Suppose i′ = 1. Then S ′
divides N and N ′ in Gi(σi, 1) = Gi and we must show S ′ divides N and N ′ in G(σ , 1) = G.
If 1 ≤ i ≤ j, then the definition of the Edge Step implies that S ′ divides N and N ′ in G. If j + 1 ≤ i ≤ k, then suppose G
has arcs from S to separator nodes S1 and S2 in different connected components of Gi− Preds(S ′). (If G has no such arcs, then
S ′ divides N and N ′ in G.) Then S ⊂ S1 and S ⊂ S2. Now if there is a vertex v ∈ S − S ′, then v ∈ S1 − S ′ and v ∈ S2 − S ′.
But S ′ divides S1 and S2 in Gi and by part 1, S ′ separates S1 − S ′ and S2 − S ′ in Gi, a contradiction. Therefore, S ⊂ S ′. Then the
definition of the Arc Step implies that S  S ′ in G and thus S ∈ Preds(S ′). Then every connected component of Gi− Preds(S ′)
is a connected component of G − Preds(S ′), which implies S ′ divides N and N ′ in G.
4. LetH be a connected component of G(σ , j′), 1 < j′ ≤ b(G). By the observation,H is a connected component of Gi(σi, j′)
for some i. Consider the boxes of G. For every box Bi′ of G, 1 < i′ < j′, if Bi′ is a box of Gi, then by induction, Bi′ contains at
most one predecessor of a node inH, and otherwise, Bi′ contains no predecessor of a node inH. Lastly, B1 contains at most
one predecessor of a node inH by induction (if 1 ≤ i ≤ j) or by the definition of the Arc Step (if j+ 1 ≤ i ≤ k).
5. Let H be a connected component of G(σ , j′), 1 ≤ j′ ≤ b(G). If j′ = 1, then H = G and G[V (H)] = G and we are done.
Suppose j′ > 1. By the observation,H is a connected component of Gi(σi, j′) for some i. By induction, Gi[V (H)] is a connected
chordal graph with clique-separator graph H. Since V (H) ⊆ V (Gi) = V (Gi), it follows that G[V (H)] = Gi[V (H)]. Hence,
G[V (H)] is a connected chordal graph with clique-separator graphH. 
The Main Theorem 5 is not used in the rest of this paper, but it is necessary for [15]. Notice that G(j) is not always the
clique-separator graph of the chordal graph G[V (G(j))]. In Fig. 6, for example, G(2) is not the clique-separator graph of
G[V (G(2))] = G.
We extend the definition of divides to sets of nodes S and S ′ of G as follows: S divides S and S ′ if S − Preds(S) and
S ′− Preds(S) are contained in the same connected component of G and in different connected components of G− Preds(S).
We extend the definition of divides to subgraphs H and H′ of G in the same way. We need one more definition: S strongly
divides nodes N and N ′ if S  N and S  N ′ and S divides N and N ′. In Fig. 3, S4 divides K5 and K7 but does not strongly
divide K5 and K7, whereas S1 strongly divides K5 and K7.
Corollary 4. Let G be a chordal graph with clique-separator graph G. Let S be a separator node of G.
(1) Let N and N ′ be nodes of G. Then S divides N and N ′ if and only if S separates N − S and N ′ − S.
Let S and S ′ be sets of nodes of G. Then S divides S and S ′ if and only if S separates V (S)− S and V (S ′)− S.
Let H andH′ be subgraphs of G. Then S dividesH andH′ if and only if S separates V (H)− S and V (H′)− S.
(2) If S has distinct neighbors N and N ′, or S has neighbor N and successor N ′, then S strongly divides N and N ′.
(3) S strongly divides nodes N and N ′ if and only if S = N ∩ N ′ and S separates N − S and N ′ − S.
(4) S strongly divides clique nodes K and K ′ if and only if S = K ∩ K ′ for some edge {K , K ′} in a clique tree of G.
Proof. (1) By the Main Theorem 1.
(2) Let Bi be the box containing S in some topological sort of G. By the Main Theorem 4, S divides N and N ′ in G(i). If i = 1,
then G(i) = G, and if i > 1, then by the Main Theorem 3, S divides N and N ′ in G. Since S  N and S  N ′, it follows
that S strongly divides N and N ′ in G.
(3) (⇒) By part 1, S separates N − S and N ′ − S. Since S  N and S  N ′, it follows that S ⊆ N ∩ N ′. If S ⊂ N ∩ N ′, then
some vertex is in both N − S and N ′ − S, a contradiction. Thus, S = N ∩ N ′. (⇐) By part 1, S divides N and N ′. Since
S ⊆ N ∩ N ′, it follows that S  N and S  N ′.
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(4) (⇐) By Theorem 1(2), S separates K − S and K ′ − S. By part 3, S strongly divides K and K ′. (⇒) Let T be any clique tree
of G. If {K , K ′} is an edge of T , we are done. Otherwise, let K = K1, K2, . . . , Kj = K ′ be the K–K ′ path in T , where j ≥ 3.
Since T has the clique intersection property, S ⊂ Ki and thus S  Ki for every 1 ≤ i ≤ j. Then K1, K2, . . . , Kj are in
the same connected component of G. Now S divides K1 and Kj. Then K1 and Kj are in different connected components of
G − Preds(S) and for some 1 ≤ i ≤ j − 1, Ki and Ki+1 are in different connected components of G − Preds(S). Then S
divides Ki and Ki+1 and thus S strongly divides Ki and Ki+1. By part 3, S = Ki ∩ Ki+1 = K1 ∩ Kj. Then the tree obtained
from T by deleting edge {Ki, Ki+1} and adding edge {K1, Kj} is a clique tree of G. (A tree is a clique tree of G if and only if
it is a maximum spanning tree of theweighted clique intersection graph in [1,2]. In this graph, the nodes are the maximal
cliques of G and the graph has edge {K , K ′}with weight |K ∩ K ′| if and only if K ∩ K ′ 6= ∅.) 
Remark. Corollary 4(4) implies that for any connected chordal graph Gwith clique nodes K and K ′, G has a clique tree with
edge {K , K ′} if and only if G has a separator node that strongly divides K and K ′. (We need G to be connected because if K
and K ′ are in different connected components of G, then G has a clique tree with edge {K , K ′} but no separator node equals
K ∩ K ′ = ∅.)
4. The clique-separator graph of an interval graph
An interval graph is a graphwhere each vertex can be assigned an interval on the real line so that two vertices are adjacent
if and only if their assigned intervals intersect; such an assignment is an interval representation. A graph is an interval graph if
and only if it has a clique path, which is a clique tree that is a path [9]. Interval graphs are a proper subclass of chordal graphs.
Since interval graphs model many problems involving linear arrangements, interval graphs have as many applications as
chordal graphs. Application areas include archeology, computational biology, file organization, partially ordered sets, and
psychology [4,12,20].
In this section, we present properties of the clique-separator graph G when G is an interval graph. A path P on a set of
nodes of G (not necessarily a subgraph of G) is a c.i.p. path if P has the clique intersection property. Wewill use the following
characterization, which is straightforward to prove from the clique path characterization. Let G be a chordal graph with
clique-separator graph G. Then G is an interval graph if and only if there is a c.i.p. path on the nodes of G.
For a clique tree T of G, let ST (K) = {K ∩K ′ | {K , K ′} ∈ E(T ) and K ∩K ′ 6= ∅}, which is a set of minimal vertex separators
by Theorem 1(1). In the following lemma, part 4 is a property of clique trees that follows from part 1.
Lemma 5. Let G be an interval graph with clique-separator graph G.
(1) For every node, the set of its predecessors can be partitioned into at most two chains.
(2) Every clique node has at most two neighbors. Every separator node has at most two immediate predecessors.
(3) There are O(n) nodes, edges and arcs in G.
(4) For every maximal clique K and clique tree T of G, ST (K) can be partitioned into at most two chains.
Proof. (1) By the characterization, there is a c.i.p. path that contains every node of G. Let N be any node and let S be the
set of its predecessors. If S contains an antichain {S1, S2, S3}, then since S1 ⊂ N , S2 ⊂ N , S3 ⊂ N , there is no c.i.p. path
containing S1, S2, S3, and N , a contradiction. Thus, (S,⊆) is a partially ordered set whose largest antichain has size at
most 2. By Dilworth’s Theorem, which states that the size of the largest antichain is equal to the size of the smallest
chain decomposition, S can be partitioned into at most two chains.
(2) By part 1.
(3) Since G is a chordal graph with at most n maximal cliques and n − 1 minimal vertex separators, G has at most 2n − 1
nodes. By the Main Theorem 2, G has at most 2n− 2 edges. By part 2, G has at most 2n− 2 arcs.
(4) By part 1 because the elements of ST (K) are predecessors of K in G. 
A path P on a set of nodes of G (not necessarily a subgraph of G) is constraining if P is the unique c.i.p. path on the set of
nodes in P . For paths P and Q on sets of nodes of G, P is a subsequence of Q if, when the paths are viewed as sequences, P
or its reverse is a subsequence of Q . Then a constraining path P is a subsequence of every c.i.p. path that contains the nodes
of P .
Lemma 6. Let G be an interval graph with clique-separator graph G. Let B be a box of G.
(1) Every path in B between two separator nodes is a constraining path.
(2) Every separator node of B has at most two neighbors that are internal nodes of B.
Proof. By the Main Theorem 2, every path contained in B is a c.i.p. path and the set of separator nodes in B is an antichain.
Observe that if B contains a separator node S and a clique node K such that S ⊂ K , then S is a neighbor of K , or else S ⊂ S ′
for some neighbor S ′ of K , a contradiction.
(1) Let (S1, K1, S2, K2, S3) be a path contained in B. Then {S1, S2, S3} is an antichain. Since S1 ⊂ K1 and S2 ⊂ K1, it follows that
(S1, K1, S2) is a constraining path. By the observation, S1 6⊂ K2. Then (S1, K1, S2, K2) and (S1, K1, K2, S2) are the only c.i.p.
paths on these four nodes. Since S3 ⊂ K2, it follows that (S1, K1, S2, K2, S3) is a constraining path. Applying induction
with a similar argument shows that every path in B between two separator nodes is a constraining path.
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Fig. 7. A separator node S with three neighbors that are internal nodes.
Fig. 8. Proof of Theorem 8.
(2) Let S be a separator node with three neighbors that are internal nodes of box B (Fig. 7). Then B contains paths
(S, K1, S1), (S, K2, S2), (S, K3, S3) and {S, S1, S2, S3} is an antichain. By part 1, (S1, K1, S, K2, S2) is a constraining path and
by the observation, S1 6⊂ K3 and S2 6⊂ K3. It follows that P = (S1, K1, K3, K2, S2) is a constraining path. Since S3 ⊂ K3,
there is no c.i.p. path containing S3 and the nodes in P . But by the characterization, there is a c.i.p. path containing S3 and
the nodes in P , a contradiction. 
A leaf clique node is a clique node that has degree 1, or equivalently, a clique node that is a leaf of some box. The body
of a box B, denoted body(B), is the subgraph of B obtained by deleting the leaf clique nodes of B. Lemmas 5 and 6 yield the
following theorem, which summarizes the properties of G when G is an interval graph.
Theorem 7. Let G be an interval graph with clique-separator graph G. Then for every box B, body(B) is a constraining path whose
endpoints are separator nodes. Moreover, every separator node has at most two immediate predecessors and there are O(n) nodes,
edges and arcs in G.
Theorem 7 is used by the dynamic graph algorithm for interval graphs in [15] to decide whether G is an interval graph.
The algorithm requires additional results since the condition in Theorem 7 is necessary but not sufficient for G to be an
interval graph.
5. The clique-separator graph of a proper interval graph
A proper interval graph (or unit interval graph) is an interval graph with an interval representation where no interval is
properly contained in another. Proper interval graphs are a proper subclass of interval graphs. For example, K1,3 (the graph
consisting of one vertex adjacent to three nonadjacent vertices) is an interval graph but not a proper interval graph. In fact,
an interval graph is a proper interval graph if and only if it has no induced subgraph isomorphic to K1,3 [23]. An independent
set of G is a set of pairwise nonadjacent vertices.
The next theorem presents the properties of G when G is a proper interval graph. If G is not connected, the theorem can
be applied to each of its connected components.
Theorem 8. Let G be a connected chordal graph with clique-separator graph G. Then G is a proper interval graph if and only if
G has exactly one box and this box is a path P such that there do not exist vertices u ∈ K1 ∩ K3 and v ∈ K2 − (K1 ∪ K3) where
(K1, K2, K3) is a subsequence of P.
Proof. (⇒) Suppose G has an arc (S, S ′). By Theorem 1(1) and Corollary 4(4), there are clique nodes K1 and K2 such that
S ′ strongly divides K1 and K2 in G. Then S ′  K1 and S ′  K2 and thus K1 and K2 are in one connected component of
G − Preds(S) (Fig. 8). Then by Corollary 4(4), S  K3 for some clique node K3 such that {K1, K2} and K3 are in different
connected components of G − Preds(S). Then S divides {K1, K2} and K3. Let y1 ∈ K1 − S ′, y2 ∈ K2 − S ′, y3 ∈ K3 − S. By
Corollary 4(1), S ′ separates y1 and y2 and S separates {y1, y2} and y3. Then {y1, y2, y3} is an independent set of G. Now any
x ∈ S ⊂ S ′ is adjacent to each of y1, y2, y3, which means G has an induced K1,3, a contradiction. Thus, G has no arc. Since G
is connected, G has exactly one box.
Suppose S is a separator node with three neighbors K1, K2, K3. Let yi ∈ Ki − S, i = 1, 2, 3. By Corollary 4(1) and 4(2), S
pairwise separates y1, y2, y3. Then {y1, y2, y3} is an independent set of G. Since any x ∈ S is adjacent to each of y1, y2, y3, G
has an induced K1,3, a contradiction. Thus, every separator node has at most two neighbors. Since every clique node has at
most two neighbors (Lemma 5(2)), the box of G is a path P .
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Fig. 9. Proof of Theorem 8.
Fig. 10. Proof of Lemma 9.
Suppose there exist vertices u ∈ K1 ∩ K3 and v ∈ K2 − (K1 ∪ K3) where (K1, K2, K3) is a subsequence of P . Let S1 and S3
be the neighbors of K1 and K3 that are on the K1–K3 path in P , respectively (Fig. 9). Let x ∈ K1 − S1 and y ∈ K3 − S3. Since
v 6∈ K1 ∪ K3, it follows that v 6∈ S1 ∪ S3. By Corollary 4(1), S1 separates x and v, S3 separates v and y, and S1 (or S3) separates
x and y. Then {x, v, y} is an independent set of G. Since u ∈ K1 ∩ K3 and P has the clique intersection property, u is adjacent
to each of x, v, y. Then G has an induced K1,3, a contradiction.
(⇐) Since G has exactly one box and this box is a path P , deleting the separator nodes from P yields a clique path of
G. Then G is an interval graph. Suppose G is not a proper interval graph. Then G contains vertices u, v1, v2, v3 such that u
adjacent to each of v1, v2, v3 and {v1, v2, v3} is an independent set of G. Then v1 ∈ K1, v2 ∈ K2, v3 ∈ K3 for distinct clique
nodes K1, K2, K3 of P . Without loss of generality, assume that (K1, K2, K3) is a subsequence of P and that K1 and K3 are as close
as possible on P . Let S1 and S3 be the neighbors of K1 and K3 on the K1–K3 path in P , respectively (Fig. 9). By Corollary 4(1),
S1 separates K1 − S1 and K2 − S1. Since v1 ∈ K1 − S1 and v2 ∈ K2 − S1 and u is adjacent to v1 and v2, it follows that u ∈ S1.
The symmetric argument shows that u ∈ S3, which means u ∈ K1 ∩ K3. Now v2 is adjacent to neither v1 nor v3 and thus
v2 6∈ K1 ∪ K3. Then v2 ∈ K2 − (K1 ∪ K3), a contradiction. Hence, G is a proper interval graph. 
Theorem 8 characterizes proper interval graphs in terms of the clique-separator graph; its corollary characterizes proper
interval graphs in terms of the clique tree. The corollary requires the following lemma, which references Theorem 1(1).
Lemma 9. Let G be a connected chordal graph with clique tree T . Then T is the unique clique tree of G if and only if the family of
minimal vertex separators corresponding to the edges of T is an antichain.
Proof. We prove the contrapositive of both directions. Since G is connected, the clique intersection property implies that
K ∩ K ′ 6= ∅ for every edge {K , K ′} ∈ E(T ).
(⇐) Suppose G has distinct clique trees T and T ′. Then there are maximal cliques K and K ′ that are adjacent in T ′ and
not adjacent in T . Then S = K ∩ K ′ is a minimal vertex separator. Now the K–K ′ path in T contains (at least) two edges,
which correspond to minimal vertex separators S ′ and S ′′. Since T has the clique intersection property, S ⊆ S ′ and S ⊆ S ′′.
We claim that the family of minimal vertex separators corresponding to the edges of T is not an antichain. If S ′ = S ′′, then
the claim holds, and if S ′ 6= S ′′, then S ⊂ S ′ or S ⊂ S ′′, and again the claim holds.
(⇒) Suppose the family ofminimal vertex separators corresponding to the edges of T is not an antichain. Then T contains
distinct edges {K1, K2} and {K3, K4} such that S = K1 ∩ K2 ⊆ K3 ∩ K4 = S ′. Without loss of generality, assume that
(K1, K2, K3, K4) is a subsequence of a path contained in T ; we may have K2 = K3 (Fig. 10). Let T ′ be the tree obtained
from P by deleting edge {K1, K2} and adding edge {K1, K4}. We claim that T ′ has the clique intersection property. To show
this, let K and K ′ be maximal cliques such that the K–K ′ path in T ′ contains edge {K1, K4}. Then the K–K ′ path in T contains
edge {K1, K2}, which implies that K ∩ K ′ ⊆ S ⊆ S ′. It follows that the claim holds and thus T and T ′ are distinct clique trees
of G. 
Corollary 10. Let G be a connected chordal graph. Then G is a proper interval graph if and only if G has a unique clique tree and
this tree is a path P such that there do not exist vertices u ∈ K1 ∩ K3 and v ∈ K2 − (K1 ∪ K3)where (K1, K2, K3) is a subsequence
of P.
Proof. (⇒) Let P be the box of G satisfying the conditions of Theorem 8. Then deleting the separator nodes of P yields a
clique path P ′ of G, which is a clique tree of G. By theMain Theorem 2, the family ofminimal vertex separators corresponding
to the edges of P ′ is an antichain. By Lemma 9, P is the unique clique tree of G. The rest of the statement holds because it is
the same in Theorem 8 and in this corollary.
(⇐) By Lemma 9, the family of minimal vertex separators corresponding to the edges of P is an antichain. Let P ′ be the
path obtained from P by inserting the minimal vertex separator K ∩K ′ between every consecutive pair K and K ′ of maximal
cliques in P . Since the inserted sets form an antichain, each K ∩K ′ is not properly contained in anyminimal vertex separator
or any maximal cliques other than K and K ′. Therefore, P ′ is a box of G. Moreover, since P ′ contains every node of G, P ′ is the
only box of G. By Theorem 8, G is a proper interval graph. 
6. The clique-separator graph of a split graph
A split graph is a graph whose vertex set can be partitioned into a clique K and an independent set I , where either set
may be empty and there may be edges between vertices in K and vertices in I . A graph G is a split graph if and only if G and
its complement G¯ are chordal [8]. (The complement of G = (V , E) is G¯ = (V , E¯) where E¯ = {{u, v} | u, v ∈ V and u 6=
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(a) Split graph G. (b) Clique-separator graph of G.
Fig. 11. Example of Theorem 11(1).
(a) Split graph G. (b) Clique-separator graph of G.
Fig. 12. Example of Theorem 11(2).
v and {u, v} 6∈ E}.) Split graphs are a proper subclass of chordal graphs and are not comparable to interval graphs or proper
interval graphs.
The next theorem presents the properties of G when G is a split graph. Fig. 11 illustrates Property 1 of the theorem with
clique node Kˆ = K and Fig. 12 illustrates Property 2 of the theorem with separator node Sˆ = K . In both figures, each
Ki = N(vi)∪{vi} and each Si = N(vi), where N(v) is the set of neighbors of vertex v. A vertex is isolated if it has degree zero.
Theorem 11. Let G be a chordal graph with clique-separator graph G. Then G is a split graph if and only if G has either of the
following properties.
(1) There is a clique node Kˆ such that every separator node is a predecessor of Kˆ and every other clique node K is a leaf that
contains exactly one more vertex than its neighbor, unless K consists of one isolated vertex.
(2) There is a separator node Sˆ such that every other separator node is a predecessor of Sˆ and every clique node K is a leaf that
contains exactly one more vertex than its neighbor, unless K consists of one isolated vertex.
Proof. (⇐) Suppose G has Property 1. If G has exactly one clique node, then G is a complete graph and we are done.
Otherwise, if every clique node of G contains exactly one vertex, then G is an independent set and we are done. Otherwise,
let K1, . . . , Kl be the clique nodes that contain more than one vertex and let S1, . . . , Sl be their neighbors, respectively.
Each Ki contains exactly one vertex vi not contained in Kˆ . Since each Ki is a leaf, Si divides Ki and Kj for any i 6= j. Then
by Corollary 4(1), {vi | 1 ≤ i ≤ l} is an independent set. Therefore, the vertex set of G is partitioned into clique Kˆ and
independent set {vi|1 ≤ i ≤ l}∪ {isolated vertices}. Suppose G has Property 2. Then a similar argument shows that the
vertex set of G is partitioned into clique S and independent set {vi | 1 ≤ i ≤ l} ∪ {isolated vertices}.
(⇒) Suppose the vertex set of G can be partitioned into clique K and independent set I . Observe that for every v ∈ I ,
N(v) ∪ {v} is a maximal clique, and that K is not a maximal clique if and only if some vertex in I is adjacent to every vertex
in K .
Case 1: K is amaximal clique. Consider any v ∈ I . IfN(v) = ∅, then v is an isolated vertex. Otherwise,N(v) ⊂ K andN(v)
is a minimal uv-separator for every u ∈ K − N(v), which means N(v) is a minimal vertex separator. Then in G, separator
nodeN(v) and clique nodeN(v)∪{v} are adjacent andN(v) is a predecessor of clique node K . It follows that G has Property 1
with Kˆ = K . Case 2: K is not a maximal clique. Let v1, . . . , vj be the vertices of I that are adjacent to every vertex of K , j ≥ 1,
and let vj+1, . . . , vk be the remaining vertices of I . If j = 1, then for each j+ 1 ≤ i ≤ k, N(vi) ⊂ K and, as before, separator
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node N(vi) and clique node N(vi)∪{vi} are adjacent and N(vi) is a predecessor of clique node K ∪{v1}. Thus, G has Property
1 with Kˆ = K ∪{v1}. If j > 1, then K is a separator node adjacent to each of the clique nodes K ∪{v1}, K ∪{v2}, . . . , K ∪{vj}.
For each j+ 1 ≤ i ≤ k, N(vi) ⊂ K and, as before, separator node N(vi) and clique node N(vi) ∪ {vi} are adjacent and N(vi)
is a predecessor of separator node K . It follows that G has Property 2 with Sˆ = K . 
7. Computing the clique-separator graph
There are several algorithms that recognize a chordal graph and, if it is chordal, compute a clique tree of the graph.
Tarjan and Yannakakis [25] gave an algorithm that recognizes chordal graphs and implicitly computes a clique tree and the
maximal cliques of the graph. Lewis, Peyton, and Pothen [18] gave an algorithm that computes the same explicitly, and this
algorithm was simplified by Blair and Peyton [2]. Each of these algorithms runs inΘ(m+ n) time.
Given a chordal graph G, the following algorithm computes the separator nodes and arcs of G. We will later show how to
compute the clique nodes and edges of G. Recall that several edges of a clique tree of Gmay correspond to the sameminimal
vertex separator of G.
(1) [Preprocess.] Verify that G is chordal and compute a clique tree T of G. Compute the minimal vertex separators
S1, S2, . . . , Sp of G, where each Si = K ∩ K ′ and {K , K ′} is the ith edge of T . (Each Si can be represented by a linked
list or characteristic vector.)
(2) [Compare Sis.] Create an n× n 0–1 matrixM and initialize it to 0. For every 1 ≤ i < j ≤ p, compare Si and Sj. If Si = Sj,
then delete Sj. If Si ⊂ Sj, then setM[i, j] to 1. If Sj ⊂ Si, then setM[j, i] to 1.
(3) [Create nodes and arcs.] Sort the Sis by size. Create a separator node for every Si. Then do the following.
For l = n downto 2.
For k = l− 1 downto 1.
For every Si of size k and every Sj of size l, ifM[i, j] = 1 andM[i, j′] = 0 for every Sj′ such that (Sj′ , Sj) is an arc, then
create arc (Si, Sj).
Step 1 runs in O(n2) time since computing a clique tree of G requiresΘ(m+n) time. Step 2 runs in O(n3) time since there
are at most n Sis, each with size at most n, and so comparing any Si, Sj pair requires O(n) time. Step 3 runs in O(n3) time
because the if–then statement tests each Si, Sj pair at most once and a separator node has atmost n immediate predecessors.
Thus, the algorithm runs in O(n3) time.
We now show the algorithm correctly computes the arcs of G by showing that Step 3 creates arc (Si, Sj) if and only if
Si ⊂ Sj and there is no Si′ such that Si ⊂ Si′ ⊂ Sj. Consider iteration l = n of the l loop and let Sj be a separator node of size n.
Consider the k loop. An induction argument shows that each iteration k = k′ creates arc (Si, Sj) for every Si with size k′ such
that Si ⊂ Sj and no separator node Si′ satisfies Si ⊂ Si′ ⊂ Sj. (If Si′ exists, then a previous iteration of the k loop created either
arc (Si′ , Sj) or arc (Sj′ , Sj) for some Sj′ where Si′ ⊂ Sj′ .) Therefore, the arcs into every separator node of size n are correctly
computed. The same argument shows that after the remaining iterations of the l loop, the arcs into every separator node are
correctly computed. Thus, the algorithm correctly computes the arcs of G.
To compute the clique nodes and edges of G, we extend the algorithm so that the maximal cliques are processed in the
same way and at the same time as the minimal vertex separators. There are at most n maximal cliques and so M is now a
2n× 2nmatrix. After the algorithm halts, we replace every arc from a separator node to a clique node with an edge. Hence,
the given algorithm computes the clique-separator graph of a chordal graph in O(n3) time.
Next, we show that the running time can be improved when G is an interval graph; the faster algorithm computes the
clique-separator graph of G from a clique path of G. There are numerous algorithms that recognize an interval graph and,
if it is an interval graph, compute a clique path of the graph. Booth and Lueker [3] gave the first linear time algorithm and
Corneil, Olariu, and Stewart [6] gave amuch simpler algorithm,which computes a clique path and an interval representation
of G. Both algorithms run inΘ(m+ n) time. Given an interval representation of G, let I(v) be the interval assigned to vertex
v and let Intersect(S) be the intersection of the intervals assigned to the vertices in set S.
Theorem 12. Let G be an interval graph with clique-separator graph G. For any separator node S and any node N of G, S ⊂ N if
and only if Intersect(N) ⊂ Intersect(S).
Proof. (⇒) Suppose S ⊂ N . Then Intersect(N) ⊆ Intersect(S) and we must show that Intersect(N) ⊂ Intersect(S). Since
S  N , it follows that N is in some connected component of G−Preds(S). By Corollary 4(4), S  K for some clique node K in
a different connected component of G−Preds(S). Then S dividesN and K . By Corollary 4(1), S separates any vertex u ∈ N−S
and any vertex v ∈ K − S. Now if Intersect(N) = Intersect(S), then I(u) contains Intersect(S) (because Intersect(N) ⊆ I(u))
and I(v) intersects Intersect(S) (because v is adjacent to every vertex in S). But then I(u) intersects I(v) and thus u is adjacent
to v, a contradiction. Therefore, Intersect(N) ⊂ Intersect(S).
(⇐) Since G is an interval graph, it has a clique path (K1, K2, . . . , Kl). The maximal cliques of G define a sequence
of intervals Intersect(K1), Intersect(K2), . . . , Intersect(Kl) that are pairwise disjoint (because if Intersect(Ki) intersects
Intersect(Kj), then every vertex in Ki − Kj is adjacent to every vertex in Kj and thus Kj is not maximal, a contradiction).
By Theorem 1(1), each Si = Ki ∩ Ki+1, 1 ≤ i < l, is a minimal vertex separator of G and each minimal vertex separator of G
is some Si.
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(a) Graph G. (b) Clique-separator
graph of G.
(c) Rooted directed tree
representation of G.
Fig. 13. Example.
Suppose Intersect(N) ⊂ Intersect(S). Case 1: N is a clique node. If S 6⊆ N , then every vertex in S − N is adjacent to
every vertex in N , a contradiction. Since a minimal vertex separator cannot be a maximal clique, S ⊂ N . Case 2: N is
a separator node. Let N = Si and S = Sj. Since every vertex in Si is adjacent to every vertex in Ki and every vertex in
Ki+1, Intersect(Si) intersects Intersect(Ki) and Intersect(Ki+1). Since Intersect(Si) ⊂ Intersect(Sj), it follows that Intersect(Sj)
intersects Intersect(Ki) and Intersect(Ki+1). Then every vertex of Sj is adjacent to every vertex in Ki and every vertex in Ki+1.
Since Ki and Ki+1 are maximal cliques, Sj ⊆ Ki and Sj ⊆ Ki+1, which means Sj ⊆ Ki ∩Ki+1 = Si. Since Intersect(Si) is a smaller
interval than Intersect(Sj), we must have Sj ⊂ Si, i.e., S ⊂ N . 
Theorem 12 allows us to improve the running time of the algorithm to compute G when G is an interval graph, as follows.
In Step 1, we compute a clique path and an interval representation of G in Θ(m + n) time. Since comparing any Si, Sj pair
requires constant time, matrixM is unnecessary and Step 2 is omitted. Step 3 runs in O(n2) time because by Lemma 5(2), a
separator node has at most two immediate predecessors. Hence, the given algorithm computes the clique-separator graph
of an interval graph in O(n2) time.
Lastly, we show that the running time can be improved further when G is a proper interval graph. By Corollary 10, G has a
unique clique tree, which is a path P . By Lemma 9, the family of minimal vertex separators corresponding to the edges of P is
an antichain. Therefore, inserting the minimal vertex separator K ∩ K ′ between every consecutive pair K and K ′ of maximal
cliques in P yields the only box of G, as shown in the proof of Corollary 10. Hence, we can compute the clique-separator
graph of a proper interval graph inΘ(m+ n) time.
8. Other subclasses of chordal graphs
In the intersection graph of a family of sets, each vertex corresponds to a set in the family and two vertices are adjacent
exactly when their corresponding sets have a nonempty intersection. Thus, an interval graph is the intersection graph of
a family of intervals and a proper interval graph is the intersection graph of a family of inclusion-free intervals. A chordal
graph is the intersection graph of a family of subtrees of a tree [5,11,27] and a split graph is the intersection graph of a family
of distinct subtrees of a star [21], where each subtree is considered to be a set of vertices.
In Section 4, we showed that the clique-separator graphs of interval graphs have structural properties not shared by the
clique-separator graphs of chordal graphs. In this section, we examinewhether interval graphs are contained in a larger class
that does share these structural properties. In particular, wewant to knowwhether interval graphs are properly contained in
awell-known subclass C of chordal graphs such that the clique-separator graphs of graphs in C have the structural properties
in Lemma 5(2) and Lemma 6(2).
One candidate for C is the RDV graphs. A rooted directed vertex path (RDV) graph is the intersection graph of a family
of directed paths in an rooted directed tree (the root is the only vertex with in-degree zero, or equivalently, all edges are
directed away from the root), where each path is considered to be a set of vertices. We have {interval graphs} ⊆ {RDV
graphs}. Johnson [17] refers to RDV graphs as directed path graphs in his discussion of ‘‘algorithmically significant classes of
intersection graphs’’. Monma andWei [22] present a unified framework for studying intersection graphs of families of paths
in a tree and they characterize RDV graphs as well as larger subclasses of chordal graphs.
Fig. 13 shows (a) a chordal graphGwithmaximal cliquesK = {v1, v2, . . . , vj} andK1, K2, . . . , Kj, where eachKi = {ui, vi},
(b) the clique-separator graph of G, (c) a rooted directed tree representation of Gwhere each vi corresponds to path (K , Ki)
and each ui corresponds to path (Ki). Thus, G is an RDV graph whose clique-separator graph contains a clique node with j
neighbors. Now suppose we modify G by adding vertices x and y that are adjacent to every vertex in K and nonadjacent to
each other. Then S = {v1, v2, . . . , vj} is a minimal vertex separator and K ′ = S ∪ {x} and K ′′ = S ∪ {y} are maximal cliques.
We can readily show that the modified G is an RDV graph whose clique-separator graph contains a separator node with
j immediate predecessors. Now the clique-separator graph in Fig. 13(b) is a chordal graph. We can readily show that this
graph is an RDV graph whose clique-separator graph contains a separator node with j neighbors that are internal nodes of
the box containing them. Therefore, the clique-separator graphs of RDV graphs do not have any of the structural properties
in Lemma 5(2) and Lemma 6(2). (These examples also show that {interval graphs}⊂ {RDV graphs}.)
Johnson [17] discusses two more well-known subclasses of chordal graphs: strongly chordal graphs and undirected path
graphs. Since the RDV graphs are contained in each of these subclasses [17], their clique-separator graphs do not have the
structural properties in Lemma5(2) and Lemma6(2).We remark that the chordal graphs discussed in the previous paragraph
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are ptolemaic graphs [26], so their clique-separator graphs also do not have the structural properties in Lemma 5(2) and
Lemma 6(2).
It would be interesting to know whether the clique-separator graphs of one of these subclasses have other properties
that the clique-separator graphs of chordal graphs do not have, or to characterize them in terms of the clique-separator
graph. Similarly, it would be interesting to study the clique-separator graphs of other subclasses of chordal graphs, such as
chordal graphs that are comparability graphs.
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