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 Abstrakt 
Tématem bakalářské práce je Zálohování dat a datová úložiště. Jsou zde analyzovány 
problémy související se zálohovacím procesem a datovými úložišti v konkrétním 
zdravotnickém zařízení. Dále jsou uvedeny praktické návrhy na zlepšení stávajícího 
stavu, aby lépe reflektoval současné požadavky legislativy, zaměstnanců a zařízení. 





The topic of the Bachelor´s Thesis is Data Backup and Data Storage. Here, problems 
concerning backup process and data storage in a concrete medical institution are 
analysed. The thesis also includes practical suggestions to improve the current situation, 
thus making it more adequate for the needs of contemporary legislation, employees and 
equipment. The thesis also contains a theoretical basis, employing it to develop 
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Obchodní a finanční společnosti, průmyslové podniky i zdravotnická zařízení pracují 
dnes s obrovským množstvím informací. Většina je pro chod podniku důležitá a 
nepostradatelná. Ztráta takovýchto dat může ohrozit chod celého podniku. Dnes již 
nestačí archivovat veškeré dokumenty pouze v listinné podobě, a vzhledem 
k digitalizaci informací je nutné se starat o archivaci i takto uložených dat.  
Zálohování dat je dnes všední potřebou téměř každého podniku. Společnosti k tomuto 
procesu však přistupují různě odpovědně. Některé ignorují rizika a nepřipouští si ztrátu 
důležitých dat, jiné zálohují značně chaoticky, ale najdou se i takové, které využívají 
moderních technologií, postupů a pokročilých zálohovacích systémů. Podobně tomu je 
ve společnosti, o které je tahle bakalářská práce. Jsou zde využívány systémy a 
infrastruktura, jenž se zpravidla objevuje až v podnicích většího rozsahu. I přesto se 
společnost potýká s různými neduhy technického charakteru, které se snaží tato práce 





Vymezení problému a cíle práce 
 
Nároky na datová úložiště a celkové množství uložených dat celosvětově rostou, a tak 
jsou správci datových center postaveni před nelehký úkol. Jsou nuceni uchovávat stále 
rostoucí objem dat a zároveň k nim umožnit takový přístup, který umožní aplikacím a 
uživatelům pracovat s daty rychle a bez zbytečných prodlev. Je nutné zavádět pokročilé 
technologie, které se starají o efektivní rozložení dat v datových úložištích, kontrolují a 
odstraňují duplicitní soubory, zajišťují bezpečné a pravidelné zálohování. 
Tato bakalářská práce pojednává o procesu zálohování a ukládání dat a s tím spojených 
problémů. Cílem práce je zmapovat a popsat prostředí společnosti, interní počítačovou 
infrastrukturu, stávající proces zálohování dat, popis datových úložišť, problémy se 
zálohami, archivací a procesem obnovení dat. Dále jsou popsány problémy IT oddělení, 
které představují bezpečnostní rizika. Následující součástí této práce jsou navržená 
opatření, která pomohou minimalizovat tato rizika, zabezpečit nepřetržitý provoz sítě a 









Zkratka RAID dříve znamenala Redundant Array of Inexpensive Disks, dnes se zkratka 
překládá spíše jako Redundant Array of Independent Disks. V podstatě jde o to, že 
použitím diskového řadiče se speciálními funkcemi a více fyzickými pevnými disky 
zároveň lze získat určité speciální vlastnosti. Jsou to především rychlost, spolehlivost a 
kombinace obojího (17). 
Vzhledem k tomu, že pevný disk je složité zařízení kombinující elektroniku a jemnou 
mechaniku, je již ze svého principu náchylný k poruše. Toto je nepříjemné zejména u 
serverů, kde jednak cena uložených dat může představovat mnohamilionové částky, 
jednak, i při pravidelném zálohování, jen odstávka serveru spojená s opravou a obnovou 
dat představuje značnou ztrátu na prostojích mnoha uživatelů. Proto byla zkonstruována 
disková pole, kde se pomocí speciálního řadiče více disků fyzických navenek jeví jako 
jeden disk logický. Dalším důvodem použití pole je vytvoření větší diskové kapacity, 
než se vyrábí v podobě samostatného disku (16).  
Historie diskových polí je poměrně bohatá a tak se v minulosti objevovala různě více či 
méně úspěšná řešení. Některá se neujala z důvodu ceny, jiná měla technická omezení, a 
tak se dnes používá jen několik základních principů. Dále je popsáno pět základních a 




 RAID 0 (striping / proužkování): data jsou na disky ukládána v určitých blocích 
prokládaně. Takže například při bloku nastaveném na 4096 bytes (4 kBytes) je soubor o 
velikosti 16 kBytes rozdělen tak, že první disk obsahuje v pořadí prvních a třetích 4096 
bytes a druhý disk v pořadí druhých a čtvrtých 4096 bytes. Především je třeba řici, že 
toto pole není redundantní. Ztráta jednoho disku znamená ztrátu celého pole. Důvodem 
použití je výkon, tedy zvýšení přenosové rychlosti nebo propustnosti dat tam, kde na 
uchování dat nezáleží tak, jako na rychlosti, například při stříhání videa (17).  
RAID 1 (mirroring / zrcadlení): na disky jsou ukládána naprosto stejná data, druhý disk 
je tak věrnou kopií prvního disku. V případě poruchy jednoho z disků uživatel 
nepřichází o data. Implementace je jednoduchá, často čistě softwarová, disková kapacita 
se ale snižuje u dvou disků na polovinu. Z hlediska výkonu je zápis stejně rychlý jako 
jeden disk, zapisuje se na oba současně, čtení je pak rychlejší, protože řadič může střídat 
požadavky mezi disky a číst tak z obou současně. V praxi to ovšem vyjde nastejno a 
rychlost se nějak nezvýší (17). 
Obr. 1: Schéma uložení dat RAID 0 (17)  
Obr. 2: Schéma uložení dat RAID 1 (17) 
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Mimo těchto dvou typů se často využívá ještě RAID 5, což je pole, kde data jsou 
distribuována mezi minimálně tři disky, přičemž kapacita pole je rovna součtu dvou 
disků. Zbytková kapacita je využita pro kontrolní součty operace XOR. Protože data 
jsou na discích prokládána, má RAID 5 při čtení výhody RAIDu 0. Při zápisech ale 
nedosahuje takových výkonů, protože data se musí zapsat na tři disky. Při poruše 
jednoho z disků je možné zpětně dopočítat, jaká data obsahoval. Hlavní nevýhodou tedy 
je fakt, že pro získání dat jsou nutně potřeba všechny tři disky oproti RAIDu 1, kde 
selhání jednoho disku nezabrání samostatné práci disku druhého (17).  
 
  




RAID 6 je v podstatě pole typu RAID 5 ještě s jedním paritním diskem navíc. Je 
odolné proti výpadku dvou disků. Důvodem použití je ta skutečnost, že při 
obrovských kapacitách dnešních disků trvá rekonstrukce pole při výpadku disku dosti 
dlouho, a po dobu rekonstrukce již pole není chráněno proti výpadku dalšího disku. 
Navíc se u RAIDu 5 může stát, že právě při rekonstrukci, kdy se kvůli rekonstrukci 
chybějících dat čtou kompletní povrchy všech zbývajících disků pole, se na některém z 
těchto disků narazí na chybu čtení, která se dosud v provozu nemusela projevit, řadič 




Obr. 4: Schéma uložení dat RAID 6 (17) 
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RAID 10 je kombinace RAID 0 a RAID 1. Jedná se vlastně o zrcadlený stripe. 
Minimální počet disků jsou 4, režie je tedy u 4 disků celá polovina diskové kapacity. 
Poskytuje nejvyšší výkon v bezpečných typech polí, je podstatně rychlejší než RAID 5 
zejména při zápisu. Další výhodou je odolnost proti ztrátě až poloviny disků (17).  
 
Hot-spare je technologie využívaná právě u diskových polí. Pro aplikace, kde je velmi 
důležitá nepřetržitost provozu, se používá právě tato technologie. Ze čtyř disků 
například vytvoříme pole RAID 5 (jeho užitečná kapacita je tedy 3x kapacita disku). 
Pátý disk je zasunut a zkonfigurován jako Hot-spare, což znamená, že v případě 
výpadku kteréhokoli z disků pole, je okamžitě automaticky aktivován a jsou na něj 
dopočítána chybějící data za vypadlý disk. Hot-spare disk tak automaticky nahradí ten 
disk, který řadič označil jako vadný. Tak je minimalizováno rizikové časové okno, kdy 
pole sice funguje, ale výpadek dalšího disku již znamená ztrátu všech dat pole, protože 
není třeba čekat na příjezd technika a fyzickou výměnu disku. Disk Hot-spare je pak 
možno sdílet pro více polí současně (17). 
  
Obr. 5: Schéma uložení dat RAID 10 (17) 
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1.2  Storage Area Network 
 
Za Storage Area Network se považuje síť, která propojuje počítače se zařízeními na 
ukládání dat. Zpravidla je taková síť budována pomocí vysokorychlostních optických 
spojení a je vyhrazena k přístupu k uloženým a zazálohovaným datům. Ve zkratce je 
tedy SAN určen k ukládání a ochraně dat. Sítě SAN se nejčastěji využívají technologii 
Fibre Channel, která se staví pomocí speciálních přepínačů a rozbočovačů, které se 
propojují optickými vlákny nebo koaxiálními kabely. Na rozdíl od sítí typu TCP/IP 
využívá Fibre Channel svou vlastní sadu protokolů. V sítích SAN se zavádí 
strukturovaná architektura zvaná „fabric“, která umožňuje redundantní spojení 
úložišť (6). 
Prvky sítě SAN 
Každý SAN se skládá ze tří prvků, fyzické infrastruktury (optické vlákna, switche, 
disková pole, adaptéry, …), protokolu (FC, iSCSI, FCoE), aplikace (Oracle, DB2, …). 
Jako čtvrtý prvek by se dali zařadit také správci těchto sítí – tedy lidé, kteří odpovídají 
za provozování sítě. Tato složka je mnohdy naprosto klíčová ke správnému fungování 
celého systému (8). 
Využití SAN 
SAN se vyplatí provozovat velkým společnostem, kde provozují alespoň 25 serverů 
nebo společnostem, které provozují aplikace citlivé na rychlost přístupu k datům 
(performance sensitive), jako jsou například databáze (8). 
Výhody SAN 
Zvyšuje výkon – současné SAN sítě umožňují přístup k diskům rychlostí stovek 
megabytů za sekundu (8). 
Lepší možnosti zotavení po havárii – jedná se o asi nejčastější důvod zavádění SANu. 
Disková pole mohou zrcadlit data do jiné, nezávislé lokality, což umožňuje jednodušší 
zotavení po havárii (8). 
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Obecně vyšší spolehlivost – SAN je obecně více spolehlivý než lokálně připojené disky, 
umožňuje mít dostatek předpřipravených tzv. hot-spare disků a je navržen pro kritické 
aplikace, které si nemohou dovolit být nedostupné. SAN umožňuje také použít 
redundantní připojení k úložišti z jednoho, nebo více serverů (8). 
Propojení 
Každý SAN řadič je nějakým způsobem připojen ke svým diskům. Toho lze dosáhnout 
pomocí dvou odlišných architektur, buď může být použita sběrnicová architektura, nebo 
přepínaná architektura. V případě použití sběrnicové architektury jsou všechny disky 
připojeny do jedné smyčky (FC-AL – Fibre Channel Arbitrated loop), což způsobuje, že 
jsou všechny disky ve stejné kolizní doméně, tedy v jeden okamžik může probíhat jen 
jedna operace. Přepínaná architektura tedy umožňuje, aby v jeden okamžik probíhalo 
více operací nad různými disky. Proto je samozřejmě, co se výkonu týče, mnohem více 
škálovatelná. Můžete tak k poli připojit více serverů s vyššími požadavky na I/O 
odezvu (8). 
Obr. 6: Schéma sítě SAN (8) 
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Arbitrované smyčky FC 
FC-AL je topologie pro spojení mezi hostiteli a zařízeními úložišť. Dříve to byla 
převažující technologie v sítích SAN, ale dnes se používá hlavně k propojení mnoha 
disků ve velkých diskových polích s řadiči hostitelů. Arbitrovaná smyčka je sériovou 
sběrnicí, na které lze adresovat 2 až 127 logických zařízení. Jelikož všechna zařízení 
jsou napojena na jedné kolizní doméně, v jednu chvíli může komunikovat vždy jen 
jedno zařízení (6, s. 392).  
 
Obr. 7: Schéma sítě FC-AL (6) 
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Přepínané sítě FC typu fabric 
FC-SW síť má tu velkou výhodu, že všechna zařízení připojená do sítě mohou 
komunikovat zároveň. O jejich obsluhu se starají inteligentní přepínače, které se mohou 
dále propojovat a vytvářet tak rozsáhlou síť různých zařízení. K udržení přehledu o 
zařízeních, která jsou součástí jedné fabric, se používá databáze. Pokud chce jedno 
zařízení komunikovat s jiným, přepínač se podívá do své databáze, zjistí, jestli daná 
zařízení mají povoleno spolu komunikovat, a poté otevře komunikační kanál (6, s. 393). 
 
  
Obr. 8: Schéma sítě FC-SW (6) 
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1.2.1 Sítě Fibre Channel 
Fibre Channel je vysokorychlostní propojení, které bylo poprvé nasazeno na 
superpočítačích jako vysoce výkonné paralelní rozhraní. Od té doby se přizpůsobilo a 
rozšířilo a stalo se dominantním standardem pro síťová úložiště. Někdy se sítě Fiber 
Channel klasifikují do tříd, ta definuje typ topologie a spojení (6, s. 408). Existuje 
celkem šest tříd sítí Fibre Channel: 
Třída 1: je určena k bodovým spojením mezi dvěma prvky s tím, že každý rámec je 
ověřen. Ve třídě 1 nedochází k negociaci, každé zařízení ve spojení typu point-to-point 
ovládá data proudící v kabelu. Třída 1 nepředstavuje sdílenou síť úložišť, jedná se o 
uzavřený systém (6, s. 408). 
Třída 2: spojení jsou založená na přepínání rámců ve sdílené struktuře typu fabric. 
Doručované rámce se ověřují, ale nemusí se zasálat v předepsaném pořadí. Nezaručené 
pořadí znamená, že sítě třídy 2 nemohou přenášet data SCSI, jež vyžadují pevnou 
sekvenci toku dat. Řešením pro zaslání příkazů a dat SCSI přes síť Fibre Channel je 
protokol SCSI. Díky němu už nemusí dodavatelé zařízení představovat svoje vlastní, 
proprietární řešení přenosů SCSI v této třídě přepínačů, jak to dělali dříve (6, s. 408). 
Třída 3: nabízí přepínání rámců, ale bez potvrzení přepínačem. V této třídě se rámce 
potvrzují jen na straně hostitelských stanic v síti. Ve třídě 3 však nacházíme 
mechanismus řízení toku dat s pomocí vyrovnávací paměti. Ani ve třídě 3 sítí Fibre 
Channel se nesetkáme se zaručením pořadí přenášených dat. Navíc je zde však funkce 
všesměrového vysílání (broadcast), které se doručuje souběžně více koncovým 
zařízením (6, s. 408). 
Třída 4: poskytuje vyhrazení zlomků šířky pásma ve formě virtuálních okruhů. Spojení 
ve třídě 4 lze sdílet (6, s. 408). 
Třída 5: obsahuje návrh izochronní (souběžné) služby s garancí doručení včas (6, s. 
408). 
Třída 6: služba vícesměrového vysílání (multicast) přes vyhrazená spojení ve struktuře 




Normy Fibre Channel 
Standardy, kterými se Fibre Channel řídí, shrnuje následující tabulka. 
Tab. 1: Normy Fibre Channel (Převzato ze 6, s. 409) 
Norma Rychlost (Gb/s) Propustnost (Mb/s) 
10GFC Parallel 12,8 Proměnlivá podle zařízení 
20GFC 10,5 2000 
10GFC Seriál 10,5 1000 
8GFC 8,5 800 
4GFC 4,25 400 
2GFC 2,1 200 
1GFC 1,1 100 
 
Všechny standardy, které jsou založené na normě o rychlosti 8 Gb/s a pomalejších, jsou 
navzájem kompatibilní. Novější normy pro 10 Gb/s a 20 Gb/s již zpětnou kompatibilitu 
nemají. Kabely, spojení a konektory jsou pasivní. Signál odesílá vysílač a přijímá ho 
přijímač. Každé spojení nebo konektor obsahuje jeden vysílač a jeden přijímač s tím, že 
data putují po dvou drátech opačným směrem. Tento systém tak odstraňuje mnoho 
problémů, které nalézáme u síťových spojů, v nichž signály oběma směry putují po 
stejných drátech. To je například zvlášť problém Ethernetu, který trpí ztrátami dat kvůli 
interferencím a kolizním signálu právě díky dvoucestnému provozu. Do systému se 
proto zanášejí opatření pro vyřešení těchto problémů, a ta představují další zátěž. 
V sítích Fibre Channel se navíc zavádějí velmi často opatření potlačující efekt 
výpadků (6, s. 409). 
1.2.2 Protokol FCP 
Fibre Channel Protocol má architekturu složenou z pěti vrstev. Tři nejnižší vrstvy se 
společně nazývají fyzické vrstvy a obsahují protokoly pro média a přenos po kabelech. 
Jednotlivá zařízení mohou pokrývat různé vrstvy tohoto modelu. Rozbočovač Fibre 
Channel pracuje pouze na nejnižší vrstvě. Přepínače operují na dvou nejnižších 
vrstvách, zatímco inteligentní směrovače se zabývají protokoly na všech vrstvách. Právě 
tyhle směrovače totiž často fungují také jako směrovače vnitřního protokolu 
SCSI (6, s. 410).  
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Jednotlivé vrstvy architektury FC mají následující účely:  
FC-0: fyzická vrstva zahrnuje optické kabely, konektory a specifikaci elektrických a 
optických parametrů a požadavků na hardware (6, s. 410).  
FC-1: linková vrstva definuje kódování a dekódování příkazů a dat v 8bitovém 
sériovém formátu do 10bitových přenosových znaků FC. Malé bitové velikosti znaků 
znamenají jednodušší obnovu toku dat v případě, že dojde k chybě (6, s. 411). 
FC-2: síťová vrstva má za úkol správu datových přenosů v sítí FC. Řídí se zde tvorba a 
správa rámců, uspořádaných množin, sekvencí a výměn dat protokoly FC (6, s. 411). 
FC-3: vrstva společných služeb obsahuje mimo jiné technologii vícesměrového 
vysílání, takzvaný multicasting. V sítí FC tak lze zasílat data na více než jeden port 
paralelně (6, s. 411). 
FC-4: nevyšší vrstva je aplikačním rozhraním, které mapuje síťové protokoly na nižší 
vrstvy FC. Podporované jsou síťové a sběrnicové struktury SCSI, protokol rámců HPPI, 





1.3 IBM Tivoli Storage Manager 
IBM TSM je pokročilý software, který lze ve zkratce charakterizovat jako efektivní 
ukládání dat nové generace a jednotné řízení obnovy (13).  
Firmy v dnešní době čelí problému neustávajícího růstu dat. Schopnost data úspěšně 
spravovat se stala kompetitivní potřebou a správci datových úložišť jsou díky čím dál 
přísnějším vyhláškám a rostoucí komplexnosti datových infrastruktur stále pod větším 
tlakem. Náklady na udržování infrastruktury datových úložišť stále rostou, avšak 
rozpočet na IT zůstává stejný. IBM Tivoli Storage Manager je velký balík produktů, 
které pomáhají firmám spravovat a řídit datová úložiště centralizovaným nástrojem pro 
řízení a administraci. Tento pokročilý a snadno rozšiřitelný produkt zvyšuje efektivitu 
činnosti IT a pomáhá snížit náklady spojené se správou datového úložiště tím, že 
poskytuje široké spektrum ochran, možností správy obnovy dat a monitorovacích 
možností založených na automatizovaných funkcích využívajících předdefinovaných 
zásad. Možnosti zahrnují například zálohování a obnovu dat, ochranu online databází a 
aplikací, obnovu při ztrátě dat, redukci množství dat, obnovu kompletní instalace na 
prázdný počítač, správu prostoru datového úložiště, archivaci a obnovu z archivu. Dále 
TSM zajišťuje bezvýpadkový chod podniku, snižuje riziko ztráty dat, minimalizuje 
komplexnost, umožňuje lépe řídit náklady a umožňuje plnění bezpečnostních vyhlášek.  
TSM také pomáhá snížit množství ukládaných dat díky pokrokové technologii 
rozdílových záloh a odstranění duplicit, efektivně spravovat zálohy na více úložištích, 
automatizovat migraci dat a uchovávání archivů, vytvářet denně aktualizované krizové 
plány pro obnovu, implementovat změny zásad se zpětnou platností, automaticky 
distribuovat aktualizace Microsoft Windows klientům. Pomocí TSM mohou správci 
monitorovat a spravovat veškerou práci s daty téměř v reálném čase (13).  
Tivoli Storage Manager pomáhá čelit neúprosnému růstu uchovávaných dat množstvím 
špičkových funkcí, mezi něž patří: 
• Pokročilé rozdílové zálohy s metodou průběžných rozdílových záloh, které eliminují 
potřebu vytváření redundantních celkových záloh (13). 
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• Integrovaná funkce odstraňování duplicit eliminuje redundantní soubory a 
podsoubory. Odstraňování duplicity na straně zdroje i příjemce snižuje množství dat 
posílaných klientskými systémy do TSM serveru. Dohromady tyto dvě technologie 
omezují potřebnou šířku pásma a požadavky na kapacitu úložiště (13). 
 
  
Obr. 9: Denní režim systému TSM (6) 
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1.4 Zálohování na magnetické pásky 
Zálohování se provádí na různá média a využívá se při tom mnoho rozličných 
technologií. V náročnějším segmentu trhu se zálohováním je jednou z nejrozšířenějších 
technologií právě zálohování na magnetickou pásku. Magnetické pásky si prošly 
v historii dlouhým vývojem a dnes jsou považovány za jedny z nejbezpečnějších a 
nejlepších zálohovacích médií. Mezi hlavní výhody patří jejich dlouhá životnost a velká 
kapacita. Samotné zálohování na pásky se provádí v zařízení k tomu speciálně 
určených. Podobně jako mechaniky na optická média existují mechaniky učené ke čtení 
a zápisu na pásky. Existují také například páskové knihovny, které obsahují desítky 
pásek a celkově tak mohou uchovávat i petabajty dat. Takovým knihovnám se někdy 
říká „jukeboxy,“ protože jsou plně robotizované a jednotlivé pásky se do mechaniky 
podávají podobně, jak to známe ze starých jukeboxů. Podobné mechanické knihovny 
jsou ovšem velmi nákladné a to je jedna z největších nevýhod zálohování na magnetické 
pásky. Pořizovací cena mechaniky se pohybuje okolo 10 000 Kč, ovšem robotizovaná 
knihovna na desítky pásek stojí i miliony korun. Je tedy zřejmé, že tento způsob 
zálohování je rozšířen zejména v korporátním sektoru (23).  
Samotná data se na pásku zapisují sekvenčně. Operace vyžadují přímí přístup a to je 
nejvíce limitující faktor v rychlosti čtení, zápisu a přístupové doby k datům. Je-li ale již 
páska v mechanice a načtena na správném místě, propustnost pásky může dosahovat 
větších rychlostí, než lze dosáhnout se současnými pevnými disky (21).  




Cílem virtualizace je, aby více virtuálních serverů, systémů či stanic sdílelo prostředky 
jednoho fyzického hardware. Mezi operační systém a hardware je vložena virtualizační 
vrstva, která poskytuje hardwarové prostředky operačnímu systému, ty pak lze každému 
systému distribuovat přesně podle jeho potřeb. Velmi snadno tak lze provádět zálohy a 
úpravy takhle virtualizovaných serverů. Virtuální server můžeme snadno zazálohovat 
vytvořením bitové kopie. Vytvoříme si tak bod obnovení, který využijeme například při 
neúspěchu následných změn. Díky virtualizaci se také stává server nezávislým na 
konkrétním hardwaru. Lze jej za chodu přesunout jinam, na novější hardware nebo 
třeba do vedlejší budovy. Mezi další výhody patří dynamické změny velikostí svazků, 
optimalizace síťových aplikací, replikace dat, zrcadlení dat, lze pořizovat snímky dat 
v daném bodě časové osy, zotavovat infrastrukturu z havarijních situací, ladit 
výkonnost (22).  
 
 
Obr. 11: Schéma virtualizační infrastruktury (22) 
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2. Analýza problému a současná situace 
 
Problém zálohovacích systémů a ukládání dat bude realizován v konkrétním 
zdravotnickém zařízení.  
Nemocnice zaměstnává přibližně 850 lidí, převážně lékaře, sestry, laboranty, 
pracovníky výzkumu, administrativní a hospodářsko-technické pracovníky. Tito 
zaměstnanci pak ke svojí práci využívají celkem 800 pracovních stanic. Počítačová síť 
takto velké společnosti je již značně komplikovaná a složitá. Zabezpečit tak nepřetržitý 
provoz klíčových služeb, dostupnost dat z databáze nebo pravidelné bezpečnostní 
zálohování rozhodně není jednoduchá úloha. Existuje speciální IT oddělení, které se o 
veškeré tyhle záležitosti stará.  
 
2.1 Počítačová síť 
Typ topologie sítě SAN je Fibre Channel Switched fabric. Veškeré síťové prvky tvořící 
dohromady celou síť SAN jsou vzájemně propojeny redundantní multi-mode optickou 
linkou. Propustnost takovéhoto spojení je až 8 Gb/s.  
 
  
Obr. 12: Multi-mode optická FC linka (18) 
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2.1.1 Prvky sítě 
V nemocnici jsou, ve dvou budovách vzdálených asi 300 metrů od sebe, dvě 
serverovny. V každé se pak nachází řadič diskového pole od firmy IBM typu DS4800, 
servery, přepínače a firewall. Dodavateli těchto zařízení jsou zpravidla společnosti 
Cisco, IBM, Dell nebo Hewlett-Packard. Veškerá klíčová spojení v serverovnách a mezi 
nimi je redundantní. V případě ztráty konektivity si systém cestu automaticky najde. 
Základní topologie zobrazena na následujícím obrázku: 
 
Obr. 13: Schéma infrastruktury (Vlastní) 
 
V serverovně 1 je rozdělené diskové pole na dvě části. První má velikost 1,6 TB a je 
tvořené Fibre Channel disky. Druhá část je také tvořena z Fibre Channel disků 
s celkovou kapacitou 6 TB. V serverovně 2 je diskové pole rozděleno do tří částí. První 
dvě jsou stejné jako v serverovně 1 a tato dvě disková pole jsou plně zrcadlena. Třetí 
část má kapacitu 30 TB. Ta již není založena na Fibre Channel technologii, ale na 
SATA. Fibre Channel disky mají kapacitu 400 GB, rychlost otáčení ploten je 
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15 000 otáček za minutu. Jejich průměrná latence jsou pouhé dvě milisekundy. Na 
všech diskových polích je provozován RAID5. Zde mají všechny servery vytvořený 
diskový prostor. Pakliže některý ze serverů potřebuje více diskového prostoru, lze jej 
dynamicky navýšit. V případě havárie se diskový prostor vytvoří v jiné části pole a 
může se tak plynule pokračovat v práci. Většina serverů je vizualizovaná díky 
technologii od společnosti VMware. Tyto servery dohromady tvoří tzv. cluster. Takto 
vizualizovaných serverů je dohromady asi 35.  
Serverovny jsou odděleny kvůli bezpečnosti. Kdyby se stalo, že jedna serverovna 
například vyhoří, druhá zůstane uchráněna a nedojde k nenávratné ztrátě dat. Veškerá 
data, která jsou zapsána do úložiště v serverovně 1, jsou automaticky zapsána i do 
serverovny 2. Jedná se tak tedy o zrcadlení, neboli RAID1. Tato funkce je plně 
automatická a starají se o ni přímo řadiče diskových polí IBM DS4800. Tohle je prvek 
bezpečnosti v případě fyzické havárie, nebo když dejme tomu selže hardware. Pokud 
ale například uživatel pracující s databází omylem smaže nějaká data, tak ty se okamžitě 
smažou v obou serverovnách. Proto se musí data pravidelně zálohovat a k tomu právě 
slouží třetí část diskového pole v serverovně 2 a především pásková knihovna. Diskové 
pole zde slouží jako jakýsi zásobník dat, která se dále zálohují na pásky. K těmto datům 
lze snadno a velmi rychle přistupovat. Když se pak data zazálohují i na pásky, systém je 
označí za zazálohované a smaže je. Pásková knihovna je plně automatizovaná, obsahuje 
48 pásek typu LTO5. Každá páska má kapacitu 3 000 GB. Každý měsíc se provádí 
záloha záložního systému, který slouží pro zotavení se z výpadku právě systému 
zálohování. Tato záloha dále obsahuje i další klíčové systémy, bez kterých by v případě 
poruchy obnovování dalších částí nebylo možné. Každá takováto zálohovací páska pak 





O veškeré zálohovací procesy se stará software IBM Tivoli Storage Manager, který běží 
na samostatném serveru. Systém má nastavené různé politiky pro různé typy dat. Data 
jsou zálohována na datová úložiště v serverovně 2 a ta jsou následně ukládána na pásky. 
V případě, že dojde někde k problému a data je nutné obnovit, systém se je pokusí 
vyhledat a obnovit. Pokud byla zálohována před krátkou dobou, tak se ještě nacházejí 
v rychlém datovém poli, a data tak mohou být obnovena v řádu sekund až minut. Pokud 
ale byla data zálohována již před delší dobou, zpravidla se jedná o více než dvě hodiny, 
data je nutné načíst z páskové knihovny. I tak budou data, pochopitelně v závislosti na 
velikosti ztráty, obnovena v řádu minut až desítek minut. 
Různá data z různých databází a serverů se zálohují jinak často a na jinak dlouhou dobu. 
Každá databáze má nastavený svůj systém záloh. Databází SQL nebo Oracle je 
v nemocnici provozováno několik desítek. Tyto databáze jsou pak zálohovány každý 
den jedenkrát celé, vždy večer po pracovní době, a během pracovní doby se každou 
hodinu ukládají záznamy transakcí s databází. Ve všední dny se tedy osmkrát uloží 
transakční záznamy a každý večer a o víkendu se provede záloha celková. Zálohy 
databází se pak ukládají po dobu celých pěti let. V případě nutnosti obnovy, může dojít 
teoreticky ke ztrátě maximálně hodinové práce. Zde je ale vždy nutné zvážit, zda je 
vhodnější databázi obnovit ze zálohy nebo jen opravit chyby, které tam uživatel udělal. 
Není mnoho zaměstnanců, kteří by současně pracovali s jednou databází, a tak 
k podobným incidentům dochází jen velmi zřídka. Za posledních přibližně šest let bylo 
nutné některou z databází obnovovat pouze jednou. Zálohování souborů se provádí 
méně často, a to jednou denně přibližně ve 22 hodin. Na rozdíl od zálohování databází, 
se v tomto případě neprovádí vůbec celkové zálohy, ale pouze záloha všech změněných 
souborů. Tyto změny se pak zaznamenají do databáze zálohovacího systému. Tento 
systém má velkou výhodu v tom, že se nemusí zálohovat všechna data, tedy i ta, která 
změněna nebyla. Celkový objem takto pravidelně zálohovaných dat je několikanásobně 
menší, než kdyby se prováděly zálohy inkrementální a celkové. Různé soubory mají 
nastavené různé politiky. Pokud je soubor často upravován, tak se zálohuje aktuální 
verze a ještě i dvě verze do minulosti. Neaktivní soubory se pak zálohují jen jedenkrát. 
Je-li soubor smazán, odstraní se starší verze souboru a poslední verze se zálohuje ještě 
60 dnů. Emailová komunikace se zálohuje podobně jako databáze. S emailovou 
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komunikací přichází denně do styku nejvíce zaměstnanců, a tak se obnovování 
smazaných nebo jinak ztracených souborů provádí nejčastěji tady.  
 
2.3 Problémy se zálohováním 
V nemocnici se pracuje s citlivými daty, které se nikdy nesmějí ztratit. Způsobů, jak 
tomu zabránit, existuje mnoho, ale míra rizika nikdy nebude nulová. V předchozí 
kapitole je popsán způsob, jak se data zálohují, jak se se zálohami pracuje a jak jsou 
dlouhodobě informace uchovávány. Současný systém zálohování není bez chyby a 
v následujících odstavcích popíši důvody. 
2.3.1 Personální problémy 
Mezi hlavní problémy patří nenahraditelnost personálu, který se o IT celé nemocnice 
stará. Oddělení informatiky není velké. Než se nějaký nový zaměstnanec zapracuje, než 
si osvojí všechny činnosti, které musí vykonávat, tak to trvá více než půl roku. Celá 
struktura IT je značně komplikovaná a do detailu ji zná jen hrstka lidí. Hlavní pracovní 
náplní zaměstnanců na IT oddělení je vypořádávání se s administrativou. Motivace 
pracovníků tedy není nějak velká, a tak není divu, že když zaměstnanci získají 
zkušenosti a praxi s technologiemi, které se zde využívají, většinou hledají práci s větší 
perspektivou. Zkušenosti a právě praxe s pokročilými technologiemi, které se 
v nemocniční síti provozují, mohou hrát klíčovou roli v životopise uchazečů o místo 
v jiném podniku nebo začnou podnikat jako osoba samostatně výdělečně činná. 
2.3.2 Špatná komunikace se zaměstnanci 
Jak je dobře známo, uživatelé jsou často velmi málo otevření a ochotní ke změnám. 
V tomto případě to jsou hlavě lékaři, kteří mají již tak příliš svých jiných povinností. Ti 
ke své práci využívají služeb mnohých specializovaných programů. Jakákoli snaha je 
pak přimět k tomu, že právě některý z programů už používat nemohou, ale že je místo 
něj jiný, který má jiné ovládání, jinou vizuální stránku a hlavně neumí vše to, co uměl 
ten předchozí, je téměř nadlidský úkol. Je velmi těžké uživatelům vysvětlit, že 
kupříkladu licence na nějaký software vypršela a novou nedostanou, například z 
důvodu, že vývoj stávajícího systému byl ukončen. Pakliže je tedy potřebné provést 
podobnou úpravu, je vždy nutné proškolit uživatele, kteří s novým pracovním 
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prostředím budou pracovat. To je ovšem další v řadě problémů, protože na školení 
téměř nikdy není v pracovní době čas, nejsou na to kapacity. Z těchto důvodů to běžně 
dopadne tak, že nový systém IT zavede a proškolí na to jen jednoho zaměstnance. Ten 
by měl předat svoje zkušenosti ostatním lékařům na oddělení, kde se software používá, 
ale na to, jak jinak, zase není čas. Takže uživatelé dále využívají služeb staršího, již 
nepodporovaného systému, který je nutné stejně zachovat. IT oddělení svůj úkol 
papírově vyřešilo, ale skutečnost je jiná. Po čase se přestane starý software zálohovat, 
protože se s ním už přece neprovádí žádné změny a začne zálohovat nový. Ten je ale 
uživateli nepřijat a nevyužíván. Takže ve výsledku tu máme starý původně funkční, 
zažitý a nezálohovaný software a na druhou stranu nový, uživatelsky složitější, 
nevyužívaný, ale zálohovaný systém. Tohle je velké riziko a hrozí zde bezprostřední 
ztráta dat.  
2.3.3 Zastaralost dat v rychlém datovém poli 
Rychlé datové pole v celkové kapacitě bezmála sedm terabajtů, obsahuje přibližně 60 % 
dat, která se pravidelně nevyužívají. Některá tam jsou již řadu let a jen tak tam prostě 
zavazí. Pořizovací cena a provoz úložiště je velmi nákladné a tak je zbytečné, aby tam 
byla data, která jsou zastaralá a jsou tam jen z historických důvodů. Tato data je nutné 
v sítí mít dostupná, ale jelikož na ně nejsou kladeny nároky na rychlou dostupnost, bylo 
by vhodné je umístit na pomalejší a hlavně levnější disky. Celý problém lze snadno 
vyřešit pomocí funkce „Tiering.“ Bohužel současný řadič diskového pole tuhle funkci 
nepodporuje. Tiering je služba řadiče datového pole, která dokáže rozdělit data ideálně 
po celém úložišti v závislosti na jejich využívanosti. Často používaná data umístí do 
části, která je rychlá, stará a nevyužívaná naopak do části, kde „nebudou tolik zavazet.“ 
2.3.4 Neexistující manuály 
V případě nějaké poruchy, havárie nebo komplikace je běžné, že jsou dopředu 
vypracovány různé scénáře, návody, jak v takovýchto případech je potřeba postupovat a 
co je nutné udělat, aby se předešlo dalším problémům. Bohužel, takovéhle materiály 
v nemocnici vypracovány nejsou. Takto připravený návod, který by měl v ideálním 
případě počítat se všemi možnými scénáři poruch a problémů, vede k obnově 
infrastruktury po nastalé havárii. Příčin havárie může být fatální selhání hardware nebo 
software způsobené lidským faktorem, živelnou katastrofou nebo jiným pochybením. 
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Příprava takovéhoto návodu není vůbec triviální a vypracování si vyžádá mnoho času. 
Každý scénář opravy musí projít zkušebními testy, čímž se ověří správnost postupu. 
Dále je potřeba scénáře udržovat aktuální a veškeré změny ve struktuře je potřeba 
přenést i do manuálů. To si ovšem vyžádá mnoho nákladů a lidských zdrojů, což vede 
k podcenění významu nebo dokonce, jako v našem případě, k absenci takového scénáře. 
Jak je již popsáno výše u personálních problémů, kapacity pro vypracovávání krizových 
scénářů nejsou k dispozici. 
2.4 Problémy se sítí 
Tak jako se zálohovacím systémem se vyskytují i určitá omezení a problematické části 
v síti.  
2.4.1 Licence na softwarové funkce 
Na mnoho softwarových funkcí je nutné mít od výrobce tohoto softwaru licenci. 
Pořizování takovéhoto softwaru je značně komplikované. Nestačí, že si společnost 
zakoupí software jako balík, ale na jednotlivé pokročilé funkce je nutné mít zvlášť 
licence, které mají zpravidla časové omezení a nejsou vůbec levné. Dodavatel tohoto 
softwaru například uvádí, že jeho produkt podporuje takové a takové služby, ale již 
neuvede, že podléhají licencím. Tyhle licence jsou pak nutné dokupovat a celý projekt 
se značně prodraží.  
2.4.2 Výběrová řízení 
Zřizovatelem nemocnice je Ministerstvo zdravotnictví České republiky a tak, jako 
všude jinde ve státním sektoru, je nutné, aby každá zakázka prošla výběrovým řízením. 
Vítěz výběrového řízení je pak subjekt, který nabídne řešení za nejnižší cenu. Tento 
způsob výběru vítěze představuje velmi velký problém, protože to vede k situaci, že 
kupříkladu zařízení, na které bylo vypsáno výběrové řízení, sice splňuje podmínky, ale 
nemá žádnou perspektivu. Mnohokrát se stalo, že výběrové řízení vyhraje společnost, 
která nabízí výběhový a již nevyráběný produkt. Takový produkt se zpravidla prodává 
s nemalou slevou a díky tomu může nabídnout výslednou nejnižší cenu. To ovšem celou 
situaci značně komplikuje. Představit si to lze tak, že máme polovinu auta značky 
Mercedes a potřebujeme k ní druhou. Nelze ovšem ve výběrovém řízení nikoho 
diskriminovat, tak zakázku vyhraje podnik dodávající třeba Trabanty. Podmínky byly 
splněny, ale aby to dohromady fungovalo, vyžaduje situace další drahé kompromisy, se 
35 
 
kterými nelze dopředu počítat. Ve výsledku tak stojí stát, potažmo daňové poplatníky, 
takovéto výběrové řízení na produkt více, než kdyby se původně vybralo řešení sice 
dražší, ale moderní, s dlouholetou zárukou a perspektivou do budoucna. Počáteční 
investice by byla tedy vyšší, ale nabídka služeb, možnosti budoucích úprav a 
rozšiřitelnost produktu vyváží počáteční cenový rozdíl.  
V současné době je celý systém značně nesourodý a komplikovaný. Pokud je potřeba 
provést nějaký větší zásah do infrastruktury, je nutné, aby úpravy udělal servis od 
dodavatele. Pokud ale zásah ovlivní i další systém, což v IT  je naprosto běžné, je nutné, 
aby přišli lidé i ze servisu od dalšího výrobce a dokud se neprovede tahle změna, tak 
tamtu úpravu také nebude možné provést. Doba opravy se tak prodlužuje, komplikuje a 
v neposlední řadě značně prodražuje. Formálně je ovšem všechno v pořádku, výběrové 




3. Vlastní návrhy řešení 
3.1 Řadič diskového pole 
Současný diskový řadič IBM DS4800 byl uveden na trh již na konci roku 2005. Dnes je 
tohle řešení už překonané. Nenabízí nové funkce, které jsou pro další provozování 
řadiče nutné. Stávající řešení je z mnoha důvodů nevyhovující a je tedy potřeba vypsat 
výběrové řízení na nový diskový řadič. Požadavky na funkcionalitu jsou v tomto 
případě klíčové a musí je nabízený produkt bez výjimky splňovat. Parametry nového 
diskové pole musí být následující: 
- kapacita pole RAID minimálně 40TB, 
- trvalý výkon pro čtení a zápis na 15krpm disky minimálně 6 000 IOPS, 
- samotný řadič musí být klasického 19“ serverového provedení, 
- Fibre Channel konektivita minimálně 8 Gb/s, 
- SAS konektivita minimálně 6 Gb/s, 
- vnitřní paměť cache o velikosti alespoň 32 GB, odolná proti výpadku napájení, 
- podpora RAID 5, RAID 6, RAID 10, 
- podpora disků Fibre Channel, SAS, SATA, SSD, 
- podpora funkce automatický Tiering, 
- ochrana dat pomocí funkce Snapshot, 
- funkce Thin Provisioning, 
- kompatibilita s Windows server 2008, Hyper-V, 
- nesmí být omezený počet připojených serverů, 
- podpora a servis od výrobce nepřetržitě po dobu pěti let, 
- automatický upgrade firmware pole po celou dobu záruky, 
- rozšiřitelnost paměti cache až na 128 GB, 
- možnost zvýšení výkonu pole pomocí SSD cache, 
- možnost rozšíření pole až na 960 pevných disků bez výpadku, 
- možnost rozšířit konektivitu na iSCSI a FCoE 10 Gb/s. 
Jeden z problémů stávajícího řešení jsou zastaralá data v poli. Tento problém lze vyřešit 
pomocí funkce Tiering. Množství uložených dat celosvětově exponenciálně roste, a tak 
jsou správci datových center postaveni před nelehký úkol. Jsou nuceni uchovávat stále 
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rostoucí objem dat, a zároveň k nim umožnit takový přístup, který umožní aplikacím a 
uživatelům pracovat s daty rychle a bez čekání. V celém objemu dat je ale velká část 
statických dat. Statická data se nemění z hlediska obsahu a často se stává, že nejsou za 
dlouhou dobu ani jednou otevřena a přečtena. Obdobná situace panuje i u databází. 
Historická data, kterých bývá daleko více, nejsou na rozdíl od nových a aktuálních dat 
aplikacemi využívána. Jako přímo učebnicový příklad můžeme uvést emailovou poštu. 
Jen malou část pošty využíváme a vracíme se k ní. Celý objem dat je ovšem nutný 
zachovat, abychom měli možnost si v případě nutnosti projít historii a najít potřebné 
dokumenty. Bylo by tedy finančně výhodné, kdyby nějaký automatický systém tyto 
staré dokumenty vyhledával a umisťoval je na levnější datové médium.  
Diskové pole vybavené funkcí automatického storage tieringu dokáže samo rozpoznat, 
které části souborů či databází jsou využívány intenzivně, které méně a které nejsou 
využívány vůbec. Všechny datové segmenty se pak rozdělí do dvou skupin na takzvané 
„horké“ a „studené“. Horké segmenty diskové pole automaticky přemisťuje na rychlé 
pevné disky. Naopak studené segmenty se začnou přemisťovat na levné velkokapacitní 
disky. Zatímco většina diskových polí, která umí automatický storage tiering, zde končí, 
ta chytřejší pole jdou ještě dále: Při přesunu na levnější disky rovnou změní typ RAIDu, 
pod kterým je daný datový segment uložen. Studené segmenty se tak mohou nakonec 
dostat až na RAID5, který je sice pomalejší na zápis, nicméně poskytuje mnohem větší 
užitnou kapacitu než rychlý RAID10. Data, která jsou pak ještě delší dobu neaktivní, se 
mohou přepočítat na RAID6, který má ještě větší ztrátu výkonu při zápisu, ale poskytuje 
dvojitou ochranu před výpadkem.  
Technologie Thin Provisioning se pomocí virtualizace využívá k simulaci například 
více fyzické paměti, než kolik je opravdu k dispozici. Kupříkladu je-li na serveru 
fyzicky k dispozici 16 GB RAM paměti, lze všem virtuálním serverům na něm 
provozovaných dohromady přidělit více, třeba i 20 GB. Ta je pak sdílena podle potřeb a 
aktuálního využití mezi jednotlivými virtualizovanými servery. Díky této funkci je 
umožněno nakoupit prostředky pro právě konkrétní potřeby, a zároveň v budoucnu je 
možné dokoupit požadovanou kapacitu podle nově vzniklých nároků. 
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3.2 Vypracování manuálů pro krizové situace 
Scénáře, které popisují, jak postupovat v případě nějaké havárie, jsou právě v krizových 
situacích nedocenitelné. V případě poškození nebo zničení celé infrastruktury, ať už 
z důvodu živelné pohromy či krádeže, sabotáže, musí scénář nabízet řešení. Informuje o 
kritických místech systémů a důležitosti těchto míst. Každý ze scénářů musí obsahovat 
všechny informace, které jsou nutné znát k opravě. 
3.2.1 Zálohy 
Musí být jasně zmapováno a popsáno, kde se fyzicky nacházejí zdroje pro obnovu. Kde 
jsou uložené pásky, pevné disky a další média sloužící jako záloha.  
3.2.2 Popis záloh 
Každá záloha musí být popsána, jakou má strukturu, co všechno konkrétně obsahuje, 
jaký software ji obstarává, jakým způsobem se provádí. 
3.2.3 Stáří záloh 
Je nutné mít přesně zaznamenané, jak často se zálohy provádějí a jak stará jsou data 
v dostupných zálohách. Tento údaj nám dá odpověď na otázku, kolik dat, potažmo 
hodin práce zaměstnanců by mohlo být ztraceno. To je klíčová informace pro 
nastavování politiky pro danou sekci zálohování. 
3.2.4 Retenční politika 
Popis kolik záloh daného subjektu máme k dispozici. Jak dlouho jsou zálohy 
uchovávány a do jak vzdálené minulosti jsme schopni data obnovovat.  
3.2.5 Časová náročnost 
Bez odhadu doby potřebné pro obnovení se žádný ze scénářů neobejde. To je jedna 
z klíčových informací, jakmile je nahlášen problém, IT oddělení může sdělit, že pokud 
nenastanou další komplikace, obnovení bude provedeno za například 35 minut. Je nutné 
mít zmapovanou časovou náročnost jednotlivých kroků. Za jak dlouho budou data pro 
obnovu k dispozici, trvání instalace operačního systému, doba potřebná pro kopírování 




Je nutné mít definovanou určitou cestu obnovy. Některé klíčové funkce musí být 
obnoveny nejprve. Jsou-li v pořádku, je nutné provést test, zda jsou opravdu plně 
funkční, aby se předešlo zbytečnému plýtvání času. Vždy je nutné uvést předpoklady, 
které je nutné splnit, aby šla provést oprava dané části. V jakém pořadí je nutné servery 
obnovovat a spouštět.  
3.2.7 Školení, testování a analýza dopadu 
Součástí scénáře je také analýza dopadů případné havárie nebo kolapsu na chod 
jednotlivých služeb poskytovaných skrze infrastrukturu. Každý scénář musí procházet 
pravidelným testováním, zda je jeho popis dostačující a hlavně zda jeho návod vede ke 
správnému cíli. Je nutné uvést, kdo testování prováděl, protože právě tato osoba je 
nejvhodnější pro provedení opravy. Testováním scénářů získají zaměstnanci cenné 
zkušenosti a osvojí si tak dovednosti, které v krizové situaci je nutné rychle a bezchybně 
provést.  
3.2.8 Aktuálnost 
Scénáře je nutné udržovat aktuální a stále platné. Je tedy potřeba při každé změně 
infrastruktury provést i patřičné úpravy do scénářů. Toto opatření zabere mnoho času a 
zkomplikuje každé zavádění změn do sítě. Aktuální a přesná pomoc je pak ovšem 
v krajních situacích nedocenitelná. 
3.2.9 Evidence změn 
Každá změna ve scénáři musí být zaevidována a musí v ní být popis důvodů, proč ke 





Vypracování krizových scénářů není triviální záležitost a vyžádá si nemalé změny 
v organizaci práce na IT oddělení. Odpovědní vedoucí rozhodnou, že alespoň jednoho 
z odborníků na místní síťovou infrastrukturu dočasně uvolní ze současných pracovních 
povinností, aby se začal plně věnovat strukturování těchto návodů. Je nutné postupovat 
profesionálně s přesným metodickým vedením.  
V této souvislosti by se patřilo uvést, ačkoli to není přímo předmětem této práce, že 
mnohé personální problémy by se daly vyřešit přijetím projektového manažera. Tato 
osoba by musela mít zkušenosti jak z prostředí medicíny, tak IT a hlavně zkušenosti 
s vedením lidí. Díky manažerovi na této pozici by došlo ke zlepšení vzájemné 
komunikace se zaměstnanci, zajišťoval by školení a dělal by prostředníka mezi 
lékařským personálem nemocnice a IT zaměstnanci. Odlehčil by administrativní práci 




3.3 Přínos návrhů řešení 
Navrhovaná řešení mají přínos mimo jiné v oblastech bezpečnosti, perspektivy do 
budoucna a organizace práce. Stávající systém zálohování IBM TSM je i nadále 
vyhovující a není nutné jej upravovat. Licence na tento software bude prodloužena a 
převedena na nový diskový systém. Zprovoznění nového diskového řadiče bude 
provedeno plně za chodu a bez nutnosti odstávky. Díky pokročilé virtualizační 
technologii lze také převést data ze současného řešení na nové, plně za chodu všech 
systémů. Vyspělé funkce diskového řadiče přinesou další úspory v nákladech na provoz. 
Množství uložených dat celosvětově exponenciálně roste a nejinak je to v našem 
případě. Technologie Tiering pomůže optimalizovat využití rychlé, ale také drahé části 
datového pole. Bude tedy umožněno ekonomičtější rozložení dat po celém datovém 
úložišti. Díky podpoře moderních technologií jako Fibre Channel 10 Gb/s, SSD cache a 
dalších lze v budoucnu výkonnost systému zvyšovat postupně menšími investicemi. 
Kompletní nové řešení si tak zachová po celou dobu záruky od dodavatele perspektivu a 
možnost jednoduchého upgradu.  
Vypracováním krizových scénářů se předejde budoucím problémům s opravou 
infrastruktury nebo obnovy ztracených, poškozených dat. Pomohou jednak takovýmto 
situacím předcházet díky testování a ověřování, ale hlavně, pokud ke krizové situaci 
dojde, zaměstnanci budou mít k dispozici ověřený postup, jak nastalý problém vyřešit. 
Jak to tak bývá, poruchy a nehody se stávají v nejnevhodnější chvíli a díky krizovému 
scénáři se doba opravy podstatně zkrátí a následky škod se tak zmírní. 
3.3.1 Ekonomické zhodnocení 
Na pořízení nového datového řadiče a s ním spojené infrastruktury budou z rozpočtu 
uvolněny prostředky ve chvíli, kdy bude znám vítěz výběrového řízení. Předpokládané 
náklady na nový diskový řadič jsou 4,5 milionu Kč. Ty budou nakoupeny dva. K těmto 
řadičům bude opět ve výběrovém řízení nakoupena další pásková knihovna za 
předpokládanou cenu 500 000 Kč. V ceně řadičů je již zahrnuta i dodávka pevných 
disků, licencí a servisních prací dodavatelské společnosti. Celkové náklady na výše 






Cíle kladené v úvodu bakalářské práce jsou splněny.  
Byly analyzovány problémy související se zálohovacím procesem a datovými úložišti v 
konkrétním zdravotnickém zařízení. Na základě provedeného rozboru situace byly 
navrhnuty nové a do budoucna perspektivní technologie, které zoptimalizují a zefektivní 
využití datových úložišť a zajistí ekonomičtější využívání technických prostředků 
úložišť.  
Vypracování krizových plánů zajistí lepší součinnost a připravenost odpovědného 
personálu při řešení problémů s opravou infrastruktury nebo obnovou ztracených či 
poškozených dat.  
Plánovaná investice do infrastruktury nepředstavuje pro společnost výraznou finanční 
zátěž. Nová technologie je perspektivní a předpokládá se její dlouhodobé využití bez 
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