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Resumen
En este texto veremos algunas herramientas para estudiar sistemas no suaves aplicados
al caso particular de un sistema con impacto en el que partiendo de dos sistemas lineales
conmutados en dos zonas (uno por cada zona), se realiza un desarrollo anal´ıtico para hallar
las soluciones de cada sistema, encontrando sus puntos fijos y posiciones de equilibrio, de
igual forma con las condiciones de impacto, aplicando sistemas de Filippov encontramos
las zonas de deslizamiento los pseudo-equilibrios y cuencas de atraccio´n del sistema, luego
mediante algoritmos computacionales se pretende realizar la simulacio´n del comportamiento
del sistema, lo que nos llevara´ a un ana´lisis de bifurcaciones y mostrar sus retratos de fase,
que dara´ como resultado un modelado ma´s estructurado del sistema.
Abstract
In this text we will see some tools to study soft systems applied to the particular case
of a system where the impact from two switched linear systems in two areas (one for each
zone) is performed to find an analytical development solutions of each system, finding their
fixed points and equilibrium positions, just as with the impact conditions, applying Filip-
pov systems sliding zones are pseudo-balance and basins of attraction of the system, then
using computational algorithms is to simulation of system behavior, which will take us to
an analysis of bifurcations and phase portraits show, which will result in a more structured
system.
Palabras clave: Equilibrios, Sistemas Dina´micos, Puntos fijos, bifurcaciones, impactos,
Deslizamientos, Para´metros.
Keywords: Equilibrium, Dynamical Systems, Fixed points, forks, shocks, Landslides,
Parameters.
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1 Introduccio´n
Un sistema dina´mico es un modelo matema´tico utilizado para estudiar procesos iterativos
de naturaleza determinista o aleatoria. Todo proceso ocurre en su propio tiempo tomando
valores en un conjunto de ı´ndice τ , que usualmente se considera ya sea discreto (el conjunto
de los nu´meros enteros Z), o continuo (el conjunto de los nu´meros reales R). Los sistemas
dina´micos han servido para entender co´mo evolucionan los procesos de la naturaleza. Moder-
namente han dado lugar a importantes descubrimientos, como la existencia del caos; en los
u´ltimos an˜os el estudio de sistemas dina´micos suaves y a trozos ha incrementado un intere´s,
por su gran variabilidad de aplicaciones que se ajustan a muchos campos de la ciencia e
ingenier´ıa. Un sistema dina´mico es un sistema f´ısico cuyo estado evoluciona con el tiempo.
el comportamiento en dicho estado se puede caracterizar determinando los l´ımites del sis-
tema, los elementos y sus relaciones, de esta forma se pueden generar modelos que buscan
representar la estructura del mismo sistema. [19].
Al definir los l´ımites del sistema se hace, en primer lugar, una seleccio´n de aquellos com-
ponentes que contribuyan a generar los modos de comportamiento, y luego se determina el
espacio donde se llevara´ a cabo el estudio, omitiendo toda clase de aspectos irrelevantes.
En cuanto a la elaboracio´n de los modelos, los elementos y sus relaciones, se debe tener en
cuenta:
1. Un sistema esta´ formado por un conjunto de elementos en interaccio´n.
2. El comportamiento del sistema se puede mostrar a trave´s de diagramas causales.
Ejemplos comunes son los sistemas meca´nicos y los circuitos electro´nicos. En este contexto
tenemos un sistema suave con impacto, en el que partiendo de dos sistemas de ecuaciones
diferenciales, sistemas suaves conmutados en dos zonas (uno por cada zona), donde la Zona
1 y Zona 2 representa el espacio admisible, que partiendo de una condicio´n inicial se analiza
las soluciones de cada sistema, y a partir de una solucio´n anal´ıtica, encontramos sus estados
de equilibrio, y un retrato fase del sistema para determinar el comportamiento de sus tra-
yectorias, al realizar un cambio de zona o impacto, para el cambio de zona determinamos
unas condiciones en la evolucio´n del sistema para esto utilizamos el me´todo de modelado por
eventos, para encontrar el cambio de zona en la trayectoria de cada sistema, y a partir de la
teor´ıa de Filippov y las soluciones del sistema, encontramos la zona de deslizamiento para
determinar el comportamiento no suave, el cual nos llevara´ determinar pseudo -equilibrios
y cuencas de atraccio´n del sistema, de igual forma por ley de restitucio´n en los impac-
tos, e imponiendo condiciones en las trayectorias de cada sistema encontramos las zonas de
3impacto del sistema, Introducie´ndonos a un ana´lisis ma´s detallado, para el cambio de topo-
log´ıas del sistema luego mediante algoritmos computacionales se pretende la simulacio´n del
comportamiento del sistema, lo que nos llevara´ a un ana´lisis de bifurcaciones y mostrar sus
retratos de fase, que dara´ como resultado un modelado ma´s estructurado del del sistema [24].
Figura 1-1: Contenido de este documento en teor´ıa de sistemas dinamicos.
2 Sistemas Dina´micos
En el presente capitulo se definen formalmente los elementos sobre los cuales se desarrollan
los sistemas dina´micos. Se precisan te´rminos tales como: sistema dina´mico, o´rbita, retrato
de fase, conjunto invariante y estabilidad.
2.1. Sistemas Dina´micos
Un sistema dina´mico es, la representacio´n matema´tica de un proceso determin´ıstico, si se
conoce la ley que gobierna su evolucio´n y su estado inicial, se puede predecir cualquier estado
futuro del sistema [18, 9, 12].
Dado un sistema dina´mico y su estado inicial x0 ∈ χ, la regla de evolucio´n ϕ predice el
estado x(t) asi:
x(t) := ϕ(x0, t)
en donde ϕ : χ× τ → χ, x(0) = x0 y τ conjunto de tiempo, χ = {x : x espacio de estados }
Si el operador de evolucio´n ϕ cumple con las condiciones de identidad y grupo respectiva-
mente se tiene lo siguiente [22].
Definicio´n 1 Un sistema dina´mico es un par {χ, ϕ}, donde χ es un espacio de estados y ϕ
es una familia de operadores de evolucio´n [16, 6, 10, 4].
En este contexto partimos de un sistema lineal x˙ = Ax, donde A es una matriz de para´metros
y x(0) = x0 un vector de condicio´nes iniciales. Luego por el teorema fundamental para
sistemas lineales (El problema de Cauchy), se tiene como u´nica solucio´n la funcio´n matricial
x(t) = x0e
tA[6, 20, 5, 11]. Si λ es un valor propio complejo para la matriz A y v es un vector
propio asociado, entonces
x(t) = eλtv
es una solucio´n. Cuando los valores propios λ son complejos
λ = α± iβ con α < 0 β 6= 0
entonces la solucio´n sera´
x(t) = eαt(cos βt+ i sin βt)v.
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con v un vector complejo. Como α < 0, el te´rmino eαt tiende a cero cuando t → +∞;
mientras que los te´rminos seno y coseno alternan de valores positivos a negativos, por esta
razo´n la solucio´n oscila con un periodo de 2pi/β. Por lo tanto debido al efecto de los te´rminos
exponencial y trigonome´tricos, las solucio´nes convergen de forma espiral cuando el tiempo t
aumenta.
2.2. Dina´mica del sistema en el espacio de estados
Se describe la evolucio´n temporal de los estados (trayectorias) de un sistema dina´mico, en
funcio´n de sus caracter´ısticas topolo´gicas en el espacio de estados. Para esto se hace una
particio´n, agrupando en cada una de sus partes trayectorias equivalentes topolo´gicamente, a
partir de modelos con EDOs [18, 8].
Inicialmente partimos de la regio´n (superficie de conmutacio´n) definida como la recta x = 0
(eje y), donde la Zona 1 (S1) se define como el conjunto de puntos (x, y) cuya coordenada
x > 0, y la Zona 2 (S2) son aquellos puntos cuya coordenada x < 0. Cuando y = 0 (eje x)
la definimos como Zona de impacto.
Figura 2-1: Espacio de estados
En este caso la Zona 1 (S1) actu´a el sistema lineal X˙ = A1X+B cuando la condicio´n inicial
x0 > 0, mientras que Zona 2(S2) el sistema X˙ = A2X+C actua cuando la condicio´n inicial
x0 < 0.
2.2.1. Equilibrios
Definicio´n 2 Un equilibrio x∗ del sistema, es un punto del espacio de estados que satisface
ϕ(x∗, t) = x∗, ∀t ∈ τ .Tambie´n conocido como puntos fijos [19, 9].
Ahora por la definicio´n 2 obtenemos uno de los conjuntos invariantes de nuestro sistema.
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Para la Zona 1(S1) partimos del campo
X˙ = A1X +B (2-1)
donde
A1 =
 α1 β1
−β1 α1
 ; X =
 x
y
 ; B =
 b1
b2

luego la ecuacio´n A1X+B = 0 queda de la forma x
∗ = −A−11 B as´ı el equilibrio para la Zona
1(S1) es:
x∗1 =
1
α21+β
2
1
 −α1b1 + β1b2
−β1b1 − α1b2

Es necesario que el sistema sea de tipo a tractor por lo tanto
−α1b1 + β1b2 < 0 y − β1b1 − α1b2 > 0
α1 < 0 β1 > 0 b1 < 0 b2 < − β1α1 b1
Para la Zona 2 procedemos de la misma forma partiendo del campo
X˙ = A2X + C (2-2)
donde
A2 =
 α2 β2
−β2 α2
 ; X =
 x
y
 ; C =
 c1
c2

Asi el equilibrio para la Zona 2 es:
x∗2 =
1
α22+β
2
2
 −α2c1 + β2c2
−β2c1 − α2c2

Luego es necesario que este sistema tambie´n sea de tipo a tractor por lo tanto
−α2c1 + β2c2 > 0 y − β2c1 − α2c2 > 0
α2 < 0 β2 < 0 c1 > 0 c2 < − β2α2 c1
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2.2.2. Estabilidad
Comenzamos analizando la estabilidad de los puntos de equilibrio, tomando la matriz del
sistema que para el caso de la Zona 1 es
A1 =
 α1 β1
−β1 α1

A adema´s dicha estabilidad depende de los valores y vectores propios de la matriz de para´me-
tros, as´ı calculamos det(A1 − λI) = 0 luego
det(A1 − λI) = det
 α1 β1
−β1 α1
−
 λ 0
0 λ
 = det
 α1 − λ β1
−β1 α1 − λ

por lo tanto
det(A1 − λI) = (α1 − λ)2 + β21 = λ2 − 2λα1 + α21 + β21
hacemos λ2 − 2λα1 + α21 + β21 = 0 y calculamos las raices λ1, λ2 dadas por
λ1 =
2α1+
√
4α21−4(α21+β21)
2
=
2α1+
√
−4β21
2
= α1 +
√
−β21 = α1 + iβ1
λ2 =
2α1−
√
4α21−4(α21+β21)
2
=
2α1−
√
−4β21
2
= α1 −
√
−β21 = α1 − iβ1.
Como λ1, λ2 ∈ C, As´ı el conjunto invariante es asinto´ticamente estable pues sus trayectorias
convergen al punto de equilibrio, lo que tendremos que este sistema es tipo foco, luego para
que sea tipo atractor (estable), α1 < 0 (parte real negativa) y β1 > 0 (parte imaginaria
positiva) [19].
Para la Zona 2 procedemos de la misma forma calculando det(A2 − γI) = 0 para la matriz
de para´metros
A2 =
 α2 β2
−β2 α2

por tanto
γ1 =
2α2+
√
4α22−4(α22+β22)
2
=
2α2+
√
−4β22
2
= α2 +
√
−β22 = α2 + iβ2
γ2 =
2α2−
√
4α22−4(α22+β22)
2
=
2α2−
√
−4β22
2
= α2 −
√
−β22 = α2 − iβ2.
Asi γ1, γ2 ∈ C con α2 < 0 y β2 < 0. Con esto tenemos que tanto la Zona 1 y la Zona 2 son
tipo foco estable y sus trayectorias convergen a los puntos de equilibrio.
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2.2.3. Ana´lisis de las soluciones del sistema
Partimos del campo 1 (Zona 1) que esta´ dado por 2-1, y en su forma matricial se tiene x˙
y˙
 =
 α1 β1
−β1 α1
 x
y
+
 b1
b2

As´ı el sistema de ecuaciones diferenciales es de la forma
x˙ = α1x+ β1y + b1
y˙ = −β1x+ α1y + b2
.
Para investigar la naturaleza general de la solucio´n del sistema primero consideramos la
ecuacio´n homoge´nea asociada
X˙ = A1X
x(0) = x0
y(0) = y0
Suponemos una u´nica solucio´n por medio de valores propios
φ(t) = veλt
donde λ = [λ1, λ2], v vector propio asociado a λ y φ(t) = [x(t), y(t)].
El desarrollo del sistema nos lleva a calcular eAt, como la matriz de coeficientes A1 tiene
valores propios complejos conjugados λ1, λ2, podemos calcular la exponencial de la forma
eλ1t, eλ2t, por lo tanto
eλ1t = e(α1+iβ1)t = eα1teiβ1t = eα1t(cos(β1t) + isin(β1t))
eλ2t = e(α1−iβ1)t = eα1te−iβ1t = eα1t(cos(β1t)− isin(β1t))
Como forman un conjunto de soluciones independientes tenemos que el desarrollo general
correspondiente para el sistema homoge´neo de la Zona 1 es{
x(t) = k1e
α1t cos(β1t) + k2e
α1tsin(β1t)
y(t) = −k2eα1t cos(β1t) + k1eα1tsin(β1t)
Ahora proponemos soluciones constantes para el caso particular
xp(t) = l1
yp(t) = l2
con lo anterior formamos el sistema
0 = −l1 − l2 + b1
0 = l1 − l2 + b2
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sumando obtenemos
0 = −2l2 + b1 + b2 esto implica que l2 = 12(b1 + b2)
y restando
0 = −2l1 + b1 − b2 esto implica que l1 = 12(b1 − b2)
As´ı por el principio de superposicio´n de soluciones tenemos que
x(t) = k1e
α1t cos(β1t) + k2e
α1tsin(β1t) +
1
2
(b1 − b2)
y(t) = −k2eα1t cos(β1t) + k1eα1tsin(β1t) + 1
2
(b1 + b2)
Aplicando las condiciones iniciales x(0) = x0 y y(0) = y0 a la solucio´n
x0 = k1 +
1
2
(b1 − b2)
y0 = −k2 + 1
2
(b1 + b2)
encontramos los valores de las constantes
k1 = x0 − 1
2
(b1 − b2)
k2 = −y0 + 1
2
(b1 + b2)
As´ı al sustituir, nos da una solucio´n particular de nuestro sistema para el campo 1 (Zona 1)
x(t) =
[
x0 − 1
2
(b1 − b2)
]
eα1t cos(β1t) +
[
−y0 + 1
2
(b1 + b2)
]
eα1tsin(β1t) +
1
2
(b1 − b2)
y(t) = −
[
−y0 + 1
2
(b1 + b2)
]
eα1t cos(β1t) +
[
x0 − 1
2
(b1 − b2)
]
eα1tsin(β1t) +
1
2
(b1 + b2)
En el orden de ideas que estamos trabajando para nuestra segunda topolog´ıa que la llamamos
Zona 2 la cual esta referenciada por el sistema 2-2 en la cual su forma matricial es x˙
y˙
 =
 α2 β2
−β2 α2
 x
y
+
 c1
c2

Por lo tanto el sistema es de la forma
x˙ = α2x+ β2y + c1
y˙ = −β2x+ α2y + c2
.
Suponemos una u´nica solucio´n por medio de valores propios para el sistema homogeneo
X˙ = A1X
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ψ(t) = veγt
donde γ = [γ1, γ2], v vector propio asociado a γ y ψ(t) = [x(t), y(t)].
Luego las solucio´n general para la Zona 2 esta´ dada por
x(t) = s1e
α2t cos(β2t) + s2e
α2tsin(β2t) +
1
2
(c1 − c2)
y(t) = −s2eα2t cos(β2t) + s1eα2tsin(β2t) + 1
2
(c1 + c2)
Sustituimos las condiciones iniciales para obtener una solucio´n particular para el campo 2

x(t) =
[
x0 − 1
2
(c1 − c2)
]
eα2t cos(β2t) +
[
−y0 + 1
2
(c1 + c2)
]
eα2tsin(β2t) +
1
2
(c1 − c2)
y(t) = −
[
−y0 + 1
2
(c1 + c2)
]
eα2t cos(β2t) +
[
x0 − 1
2
(c1 − c2)
]
eα2tsin(β2t) +
1
2
(c1 + c2)
2.2.4. Retratos fase
Partiendo de la solucio´n anal´ıtica que hemos obtenido anteriormente, es necesario simular la
evolucio´n de cada sistema de ecuaciones en cada una de las zonas descritas con el objeto de
verificar que cada solucio´n converge a un punto fijo. Podemos exhibir el comportamiento de
las soluciones del sistema para la Zona 1, y para la Zona 2 en forma cualitativa bosquejando
un retrato fase [19].
Dado el punto inicial (x0, y0) podemos encontrar una trayectoria correspondiente a los sis-
temas 2-1 y 2-2 en la cual se mueva el punto (x(t), y(t)) al aumentar el tiempo t.
Podemos construir un campo de direcciones trazando vectores t´ıpicos en cada punto. Este
campo vectorial indica la direccio´n en la que debe moverse el flujo descrito por cada sistema.
Adema´s si t > 0, φ(t) → x∗1 cuando t → ∞, el sistema converge al punto de equilibrio y
sus trayectorias son estables, la figura 2-2 muestran el campo de direcciones y el retrato fase
para la Zona 1(S1). La figura 2-3 muestra el campo de direcciones y el retrato fase para Zona
2 con ψ(t)→ x∗2 cuando t→∞.
Para las siguientes simulaciones se utilizo el lenguaje de programacio´n matlab y se fijaron
los valores de los para´metros para cada uno de los sistemas.
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Figura 2-2: Retrato fase para la Zona 1 (S1)
Figura 2-3: Retrato fase para la Zona 2 (S2)
3 Dina´mica no lineal
Ahora consideramos el espacio de estados de nuestras dos topolog´ıas e introduciendo nuevos
elementos en la evolucio´n de cada sistema como lo es la conmutacio´n y el impacto.
3.1. Superficie de conmutacio´n
Definimos la funcio´n escalar H(x, y) = x con x, y ∈ R, donde la Zona 1 es
S1 = {X ∈ R2 : H(X) > 0} actu´a cuando se encuentra en el flujo φ(t)
y la Zona 2 es
S2 = {X ∈ R2 : H(X) < 0} actu´a cuando se encuentra en el flujo ψ(t).
Ahora cuando alguno de los flujos llega a la frontera definida por∑
= {X ∈ R2 : H(X) = 0} (eje y)
la llamaremos superficie de conmutacio´n.
Luego para X ∈∑, definimos
σ(X) =
〈∇H, f (1)(X)〉 〈∇H, f (2)(X)〉 (3-1)
con f (1) el campo para la Zona 1 y f (2) el campo para la Zona 2. Asi pueden ocurrir los
siguientes casos:
1. Que el sistema cambie de topolog´ıa.
Para que se experimente el cambio de topologia, es decir que el sistema pase del flujo
φ(t) a flujo ψ(t) o viceversa, es necesario definir dentro de la superficie de conmutacio´n
la zona donde hay puntos de cruce.∑
C = {X ∈
∑
: σ(X) > 0}.
Teniendo en cuenta la ecuacio´n 3-1 con ∇H = (1, 0) y
f (1)(X) = ((α1x+ β1y + b1) , (−β1x+ α1y + b2))
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f (2)(X) = ((α2x+ β2y + c1) , (−β2x+ α2y + c2))
tenemos que
σ(X) =

〈(1, 0), ((α1x+ β1y + b1) , (−β1x+ α1y + b2))〉
×
〈(1, 0), ((α2x+ β2y + c1) , (−β2x+ α2y + c2))〉
luego
σ(X) = (α1x+ β1y + b1)× (α2x+ β2y + c1)
= β1β2y
2 + (β1c1 + b1β2)y + b1c1
La zona de puntos de cruce se dara´ al resolver la desigualdad b2 − 4ac > 0, que significa
el discriminante del polinomio cuadra´tico obtenido anteriormente.
Asi el flujo para la Zona 1 φ(t) converge al equilibrio, lo que nos lleva a que el sistema
cambia de un flujo φ(t) a flujo ψ(t), es decir las trayectorias pasan de S1 a S2. Analo-
gamente si el flujo se encuentra en la Zona 2, ψ(t) experimenta el cambio de topolog´ıa
cuando va de S2 a S1.
La figura 3-1 muestra el cambio de las trayectorias dependiendo del estado que se
encuentren los flujos.
Figura 3-1: Conmutacio´n
2. Que el sistema deslice
En este estado ninguno de los flujos cambia pero entra al campo que definiremos como
deslizamiento donde la zona de puntos deslizantes es
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∑
S = {X ∈
∑
: σ(X) ≤ 0}
y la podemos obtener a partir de la ecuacio´n dada en 3-1. As´ı
σ(X) = (α1x+ β1y + b1)× (α2x+ β2y + c1)
= β1β2y
2 + (β1c1 + b1β2)y + b1c1
luego por la desigualdad b2 − 4ac ≤ 0, (discriminante del polinomio cuadra´tico) tene-
mos que la zona de deslizamiento esta´ dada por∑
S =
[
(0, y)/y ≤ mı´n
{
− b1
β1
,− c1
β2
}]
.
3.2. Zona de deslizamiento
En este caso se trata de definir el comportamiento de las trayectorias cuando no se experimen-
ta cambio de topolog´ıa, por lo tanto cuando el sistema toque la superficie de conmutacio´n,
las trayectorias se vera´n afectadas por la zona de deslizamiento que para su estudio utiliza-
remos la teor´ıa de Filippov.[1, 26, 25, 14]
Consideremos el sistema
X˙ =
 f (1)(X), X ∈ S1f (2)(X), X ∈ S2
Donde X ∈ Rn,
S1 = {X ∈ Rn : H(X) > 0} , S2 = {X ∈ Rn : H(X) < 0},
H : Rn → R es una funcio´n suave con
Σ = {X ∈ Rn : H(X) = 0}
y f (i)(X) : Rn → Rn funciones suaves.
Particularmente en el caso de estudio tenemos dos campos vectoriales f (1) y f (2), una funcio´n
H(X) = x con X ∈ R2, y frontera definida por la zona de puntos deslizantes∑
S =
[
(0, y)/y ≤ mı´n
{
− b1
β1
,− c1
β2
}]
.
S1 y S2 son la Zona 1 y Zona 2 respectivamente. Si el flujo f
(1) esta sobre S2 y el flujo f
(2)
esta sobre S1 podemos hallar un campo vectorial resultante Fs, a partir de f
(1) y f (2) con
Hξ(X) una funcio´n escalar. Luego
Fs =
f (1)+f (2)
2
+Hξ
f (2)−f (1)
2
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Figura 3-2: Zona deslizante
Ya que queremos que el campo vectorial este sobre la zona de conmutacio´n hacemos
〈∇H,Fs〉 = 0
Por lo tanto podemos escribir
Hξ(X) =
〈∇H,f (1)〉+〈∇H,f (2)〉
〈∇H,f (2)〉−〈∇H,f (1)〉
Luego el conjunto que actu´a para la Zona 1 esta´ definido como
f (1)(X) = (α1x+ β1y + b1, −β1x+ α1y + b2)
y para la Zona 2 esta dado por
f (2)(X) = (α2x+ β2y + c1, −β2x+ α2y + c2 )
Si tenemos que el campo f (1) tiene direccio´n sobre la Zona 2 y el campo f (1) tiene direccio´n
sobre la Zona 1 tenemos que Fs es el vector resultante como se muestra en la figura 3-2.
Ahora calculamos Hξ, para esto necesitamos resolver〈∇H, f (1)〉 y 〈∇H, f (2)〉
con ∇H = (1, 0) por lo tanto 〈∇H, f (1)〉 = (α1x+ β1y + b1)〈∇H, f (2)〉 = (α2x+ β2y + c1)
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donde
Hξ = −(α1x+ β1y + b1) + (α2x+ β2y + c1)
(α2x+ β2y + c1)− (α1x+ β1y + b1)
= − (α2 + α1)x+ (β2 + β1)y + (c1 + b1)
(α2 − α1)x+ (β2 − β1)y + (c1 − b1)
Con Hξ calculamos las componentes del campo Fs,
Componente 1
1
2
[(α1x+ β1y + b1) + (α2x+ β2y + c1)]
+
[
− (α2 + α1)x+ (β2 + β1)y + (c1 + b1)
(α2 − α1)x+ (β2 − β1)y + (c1 − b1)
]
∗ 1
2
[(α2 − α1)x+ (β2 − β1)y + (c1 − b1)]
=
1
2
[(α2 + α1)x+ (β2 + β1)y + (c1 + b1)]− 1
2
[(α2 + α1)x+ (β2 + β1)y + (c1 + b1)]
= 0
Componente 2
1
2
[(−β1 − β2)x+ (α2 + α1)y + (c2 + b2)]
+
[
− (α2 + α1)x+ (β2 + β1)y + (c1 + b1)
(α2 − α1)x+ (β2 − β1)y + (c1 − b1)
]
∗ 1
2
(β1 − β2)x+ (α2 − α1)y + (c2 − b2)︸ ︷︷ ︸
λ

=
1
2
[
(−β1 − β2)x+ (α2 + α1)y + (c2 + b2)− (α2 + α1)x+ (β2 + β1)y + (c1 + b1) ∗ λ
(α2 − α1)x+ (β2 − β1)y + (c1 − b1)
]
As´ı la componente 2 para el campo Fs es
=
µ1x
2 + µ2y
2 + µ3xy + µ4x+ µ5y
(α2 − α1)x+ (β2 − β1)y + (c1 − b1)
Donde los para´metros de µ estan dados por
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µ1 = (β2 − β1)(α2 + α1)
µ2 = (α1 − α2)(β2 + β1)
µ3 = [(β
2
2 − β21) + (α21 − α22)]
µ4 = [(b2 − c2) (α2 + α1)− (β2 + β1)]
µ5 = [(b2 − c2) (β2 + β1) + (α2 + α1)]
Luego el campo Fs esta´ dado por las dos componentes desarrolladas as´ı formamos un sistema
de ecuaciones diferenciales no lineales.
Fs =
 x˙ = 0y˙ = µ1x2 + µ2y2 + µ3xy + µ4x+ µ5y
Figura 3-3: Representacio´n del flujo deslizante
3.3. Superficie de impacto
Un sistema con impacto puede ser definido como el conjunto de dos sistemas dina´micos que
serian un flujo suave con un mapa de impactos, que se pude escribir de la siguiente manera:
S =
 x˙ = F (x), si x ∈ ∂Ω+ ∧ intΩx→ ρ(x), si x ∈ ∂Ω−
Donde Ω es el espacio admisible, y los estados del sistema esta´n restringidos a este conjunto
∂Ω− = {(x, y) ∈ R : HI(x, y) = 0}
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con HI(x, y) = y una funcio´n escalar, ∂Ω
− la superficie de impactos y ∂Ω+ es la zona de
restitucio´n.
La dina´mica de impacto esta´ definida ρ : ∂Ω− → ∂Ω+, que es el mapa de restitucio´n, en
donde, para el caso que estamos tratando, al dar una condicio´n inicial (x0, y0) ∈ S1, vemos
que las variables de estado determinadas por la coordenada y(t) no cambia al momento del
impacto mientras que la coordenada x(t) cambia de direccio´n (saltan) lo que nos permite ver
un cambio de topolog´ıa en el sistema. Por lo tanto con la definicio´n anterior tenemos cada
sistema de la forma
S1 =
 x˙ = A1x+B si φ(t) ∈ int{Ω} ∨ ∂Ω+φ(t) := ρ si (x, y) ∈ Ω−
S2 =
 x˙ = A2x+ C si ψ(t) ∈ int{Ω} ∨ ∂Ω+ψ(t) := ρ si (x, y) ∈ Ω−
Donde φ(t), ψ(t) son las soluciones obtenidas de cada sistema.[18, 21, 13]
La figura 3-4 muestra las trayectorias del sistema impactando y realizando el cambio de
topolog´ıa por la funcio´n de restitucio´n.
Figura 3-4: Superficie de impacto
3.4. Simulacio´n del sistema en el espacio de estado
El ana´lisis local del sistema nos ha dado como resultado los flujos para S1 y S2, zona deslizante
zona de cruce y zona de impactos. Luego a partir de una simulacio´n nume´rica, y tomando
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Figura 3-5: Simulacio´n en el espacio de estados
como condiciones iniciales una malla de puntos (x,y), podemos observar las trayectorias de
cada uno de los flujos.
En la figura 3-5 podemos observar el comportamiento de las trayectorias con respecto a cada
una de las condiciones iniciales dadas, notamos que el sistema tiene cambios importantes
cuando las condiciones iniciales esta´n lejos del valor de los equilibrios, a medida que se
acercan las trayectorias a los equlibrios son atra´ıdas por la zona deslizante.
Cuando las condiciones iniciales esta´n muy cerca al equilibrio o son casi iguales obte-
nemos la cuenca de atraccio´n del sistema, pues vemos que las trayectorias convergen
al equilibrio tal como lo vimos en los retratos de fase de cada sistema.
En la regio´n comprendida por las o´rbitas se tienen dos tipos de trayectorias, cambiando
las condiciones iniciales en una malla se puede observar una duplicacio´n del periodo
y finalmente aparecen un par de a tractores cao´ticos coexistiendo con los equilibrios
estudiados anteriormente.
En la figura 3-5 donde se muestra la simulacio´n del sistema en el espacio de estados
podemos ver que las trayectorias colisionan y se genera un cambio en su flujo, esto
nos lleva a un cambio de topolog´ıa, pues el mapa de restitucio´n definido anteriormente
permite que las trayectorias colisionen en una de las zonas y se restituya en la otra, lo
que nos ocasionan cambios cualitativos del sistema [3, 20, 23].
4 Ana´lisis de Bifurcaciones
En este cap´ıtulo entramos analizar ma´s detenidamente el sistema y donde se producen cam-
bios cualitativos del mismo, haciendo uso de el ana´lisis local que vimos en cap´ıtulos pasados
podremos interpretar mucho mejor las trayectorias, los puntos de equilibrio y las zonas de
deslizamiento e impacto.
Consideremos el campo vectorial f (1) para la Zona 1 de la forma como la definimos anterior-
mente
f (1)(x) = ((α1x+ β1y + b1) , (−β1x+ α1y + b2))
α1 < 0 β1 > 0 b1 < 0 b2 < − β1α1 b1
y el campo vectorial f (2) para la Zona 2 de la forma
f (2)(x) = ((α2x+ β2y + c1) , (−β2x+ α2y + c2))
α2 < 0 β2 < 0 c1 > 0 c2 < − β2α2 c1
Con respecto´ a los valores que tiene que tomar cada uno de los para´metros mencionados
fijemos α1, α2, β1, β2, b1, c1 y hacemos c2 = b2 = α luego el sistema que da dependiente del
para´metro α ∈ (−1,∞).
Donde la solucio´n del sistema para la Zona 1, calculado anteriormente es:
x(t) =
[
x0 − 1
2
(1 + α)
]
e−t cos(t) +
[
−y0 + 1
2
(−1 + α)
]
e−tsin(t) +
1
2
(−1− α)
y(t) = −
[
−y0 + 1
2
(−1 + α)
]
e−t cos(t) +
[
x0 − 1
2
(−1− α)
]
e−tsin(t) +
1
2
(−1 + α)
α1 = −1 β1 = 1 b1 = −1 b2 = α
Y para la Zona 2 la solucio´n la definimos de la siguiente manera:

x1(t) =
[
x0 − 1
2
(1− α)
]
e−t cos(−t) +
[
−y0 + 1
2
(1 + α)
]
e−tsin(−t) + 1
2
(1− α)
y1(t) = −
[
−y0 + 1
2
(1 + α)
]
e−t cos(−t) +
[
x0 − 1
2
(1− α)
]
e−tsin(−t) + 1
2
(1 + α)
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α2 = −1 β2 = −1 c1 = 1 c2 = α
Ahora el sistema de Filippov que da de la forma [26, 17],
x˙ =
 f (1)(x, α), x ∈ S1f (2)(x, α), x ∈ S2
El ca´lculo del campo Fs para el para´metro α a partir de lo visto anteriormente es
Fs =
 x˙ = 0y˙ = 4x2 − 4αx− 2(α + 1)y
Sea ahora H(X,α) = x+ α con X ∈ R2 y α ∈ (−1,∞) definimos lo siguiente
Frontera
H(X,α) = 0 con X ∈ R2 y α
Puntos tangentes para el campo vectorial f (i) con i = 1, 2. H(X,α) = 0〈∇H(X,α), f (i)(X,α)〉 = 0
As´ı teniendo en cuenta la definicio´n anterior, el ca´lculo de los puntos tangente es :
〈∇H, f (1)〉 = 〈(1, 0), (−x+ y − 1, −x− y + α)〉
= −x+ y − 1 = 0
〈∇H, f (2)〉 = 〈(1, 0), (−x− y + 1, x− y + α)〉
= −x− y + 1 = 0
Como x = 0 por ser la frontera luego y=1 por tanto un punto tangente calculado es
(0, 1)
Equilibrios para el campo vectorial de f (i) f (i)(x, α) = 0H(x, α) = 0
Los equilibrios esta´n calculados con respecto a lo anteriormente visto en el capitulo 2
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x∗1 =
1
2
 −1− α
−1 + α

x∗2 =
1
2
 −1− α
1− α

Ahora haciendo simulaciones nume´ricas fijando los para´metros con las condiciones mencio-
nadas anteriormente y variando −1 ≤ α < ∞ podemos tener un ana´lisis mas completo del
sistema. Las siguientes graficas son el resultado de la evolucio´n del sistema cuando varia el
para´metro α del sistema de soluciones; esto con el objeto de encontrar informacio´n sobre los
limites de operacio´n estable del sistema planteado [15, 7, 2].
Figura 4-1: Simulacio´n del sistema para α = −1,001
La fiugra 4-1 muestra la simulacio´n del sistema para α = −1,001 en el cual se observan las
trayectorias en colisio´n y por la ley de restitucio´n planteada cambian de topolog´ıa adema´s
haciendo uso de lo visto anteriormente vemos que el flujo se aproxima al punto tangente que
se encuentra en (0,1) y la trayectoria se dirige al pseudoequilibrio que esta´ en (0,0) atre-
ves de la zona deslizante por tanto se experimenta una estabilidad local pues los puntos de
equilibrio se mantienen estables, tambie´n se puede observar que el punto tangente es estable
para este valor de α.
En la figura 4-2 se observa que al realizar una pequen˜a perturbacio´n al para´metro α = −1,01
las trayectorias se mantienen estables no hay cambios significativos, lo que nos lleva a una
estabilidad local sobre los equilibrios.
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Figura 4-2: Simulacio´n del sistema para α = −1,01
Figura 4-3: Simulacio´n del sistema para α = −1,02
En la figura 4-3 al estar α = −1,02 se observa que la evolucio´n del sistema es estable frente
a los equilibrios y adema´s la zona deslizante hace que la trayectoria se traslade hacia (0, 0)
que es un pseudoequilibrio del sistema.
La figura 4-4 muestra la simulacio´n del sistema cuando el para´metro α = −1,03 vemos que
no hay cambios significativos en la estabilidad local as´ı podemos decir que es estable con
respecto a los equilibrios.
La figura 4-5 muestra la evolucio´n del sistema para α = −1,05. No hay cambios en el sistema
y se observan las trayectorias en equilibrio.
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Figura 4-4: Simulacio´n del sistema para α = −1,03
Figura 4-5: Simulacio´n del sistema para α = −1,05
La figura 4-6 se observa la evolucio´n del sistema cuando la variacio´n del para´metro es pe-
quen˜a y no hay cambios significativos para α = −1,07
En esta serie de figuras observamos que para variaciones pequen˜as del para´metro las solucio-
nes del sistema se comportan de forma cualitativamente parecida, se mantienen los puntos
equilibrio y estos mantienen una estabilidad local.
La figura 4-7 muestra la evolucio´n del sistema para α = −1,1 y se observa un cambio
en la dina´mica del sistema pues desaparece la zona deslizante y las orbitas se alejan del
pseudoequilibrio, los equilibrios siguen siendo estables.
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Figura 4-6: Simulacio´n del sistema para α = −1,07
Figura 4-7: Simulacio´n del sistema para α = −1,1
La figura 4-8 muestra la dina´mica del sistema para α = −1,15 donde se observan las orbitas
aleja´ndose del pseudoequilibrio y del punto tangente, los equilibrios siguen estables.
Si seguimos variando el para´metro en pequen˜as proporciones la dina´mica tiende alejarse
cuando hacemos ma´s y ma´s pequen˜o el para´metro α.
La figura 4-9 muestra la la dina´mica del sistema cuando α = 1, 18.
La figura 4-10 muestra las trayectorias del sistema para α = −1,2 se observa que esta´n
alejando pero el sistema sigue estable.
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Figura 4-8: Simulacio´n del sistema para α = −1,15
Figura 4-9: Simulacio´n del sistema para α = 1, 18
Las perturbaciones pequen˜as del para´metro hace que las trayectorias se alejen del pseu-
doequilibrio, pero el sistema sigue teniendo una estabilidad local pues los equilibrios siguen
estables.
La figura 4-11 muestra la dina´mica del sistema para α = −1,5.
La figura 4-12 muestra que las trayectorias se alejan y van formando un ciclo para α = −1, 7.
La figura 4-13 muestra la dina´mica del sistema para α = −1,9.
La figura 4-14 muestra la dina´mica del sistema para α = −2.
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Figura 4-10: Simulacio´n del sistema para α = −1,2
Figura 4-11: Simulacio´n del sistema para α = −1,5
A medida que α tiene valores ma´s pequen˜os las trayectorias van formando un ciclo limite
estable, pues los puntos de equilibrio no cambian.
La figura 4-15 muestra la dina´mica del sistema para α = −2, 5.
La figura 4-16 muestra la dina´mica del sistema para α = −3.
La figura 4-17 muestra la dina´mica del sistema para α = −3, 5.
La figura 4-18 muestra la dina´mica del sistema para α = −4.
En la figura 4-19 muestra la simulacio´n del sistema para −1, 07 ≤ α ≤ −1,001
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Figura 4-12: Simulacio´n del sistema para α = −1, 7
Figura 4-13: Simulacio´n del sistema para α = −1,9
En la figura 4-20 se muestra la simulacio´n del sistema para −4 ≤ α ≤ −1,1
En la figura 4-21 se observa la simulacio´n del sistema para −4 ≤ α ≤ −1,0001, donde las
trayectorias describen una estabilidad local y solo con algunas perturbaciones del para´metro
α se pueden apreciar cambios cualitativos en el sistema.
El ana´lisis nos da como resultado un cambio significativo para α < −1, 07 pues desaparece
la zona deslizante y las trayectorias comienzan alejarse hacia un ciclo limite.
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Figura 4-14: Simulacio´n del sistema para α = −2
Figura 4-15: Simulacio´n del sistema para α = −2, 5
Para−1, 07 ≤ α ≤ −1, 001 el sistema presenta deslizamiento y termina en el pseudoequilibrio
(0, 0),y para α ≥ −1 el sistema presenta caos.
Aumentando el paso de integracio´n y el tiempo se puede observar que el sistema tiende a
una o´rbita perio´dica.
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Figura 4-16: Simulacio´n del sistema para α = −3
Figura 4-17: Simulacio´n del sistema para α = −3, 5
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Figura 4-18: Simulacio´n del sistema para α = −4
Figura 4-19: Simulacio´n del sistema para −1, 07 ≤ α ≤ −1,001
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Figura 4-20: Simulacio´n del sistema para −4 ≤ α ≤ −1,1
Figura 4-21: Simulacio´n del sistema para −4 ≤ α ≤ −1,0001
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Figura 4-22: Simulacio´n del sistema para α = −4 aumentando el tiempo
5 Conclusiones
5.1. Conclusiones
Una vez concluido el desarrollo anal´ıtico en la bu´squeda de las soluciones del sistema y del
aprovechamiento de la herramienta computacional para generar las simulaciones y el ana´lisis
de bifurcaciones, es importante precisar lo siguiente.
1. Este trabajo esta´ directamente relacionado con los diferentes problemas y aspectos que
presentan los sistemas dina´micos no suaves. El modelado simulacio´n y ana´lisis de este
tipo de sistemas, que suelen ser no lineales, deben ser tratados con especial cuidado
ya que en algunas ocasiones pueden evidenciarse feno´menos dina´micos que implican
adema´s de los que se presentan en una dina´mica suave, los de la naturaleza no suave.
2. El sistema analizado localmente realmente describio´ un comportamiento de tipo espiral
con puntos atractores en cada una de las zonas denominadas Zona 1 (S1) y Zona 2
(S2), en concordancia con la teor´ıa donde los valores propios son complejos y parte real
negativa.
3. Al aplicar la teor´ıa de filippov y la funcio´n de restitucio´n para la colisio´n, en las simu-
laciones se pudo notar que el sistema sigue una dina´mica estable para los equilibrios.
4. Se describe un sistema meca´nico que utiliza varios ingredientes no suaves: conmutacio´n
de zonas, deslizamientos e impactos. Se establecio´ un modelo anal´ıtico con los tres
ingredientes anteriores y se hizo un ana´lisis inicial de cada uno por separado.
5. En el cap´ıtulo 3 se obtuvo un ana´lisis del sistema conjuntamente con el sistema de
Filippov e impacto, calculando la zona deslizante, puntos tangentes, equilibrios y pseu-
doequilibrios de forma anal´ıtica.
6. El capitulo 4, mediante simulacio´n nume´rica no suave (por eventos) se determinan
bifurcaciones que involucran equilibrios en la frontera, pseudoequilibrios y diferentes
cuencas de atraccio´n debido a la coexistencia de atractores. Tambie´n se obtuvieron
bifurcaciones no suaves de puntos de pseudoequilibrio a orbitas perio´dica, deslizante e
inestabilidad global.
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5.2. Trabajo Futuro
Para explicar con mayor detalle nuestro sistemas se pondra´ aprueba una de las aplicaciones
meca´nicas para sistemas lineales conmutados en dos zonas con impacto, se trata de un
sistema electro-meca´nico.
Donde la Zona 1 se describe el sistema x˙
y˙
 =
 0 1m
−k − b
m
 x
y
+
 0
g + E

y para la Zona 2 el sistema es x˙
y˙
 =
 0 1m
− k
m
− b
m
 x
y
+
 0
g

El modo de funcionamiento es el siguiente
La masa impacta en el suelo, inmediatamente se activan el campo electromagne´tico
generado por las bobinas.
Existe un sensor de velocidad de manera que si la velocidad es cero el circuito se abre
o se cierra.
La velocidad y la posicio´n de la masa me indica la zona de conmutacio´n y la zona de
impacto.
Figura 5-1: Masa-resorte
Bibliograf´ıa
[1] A.F.Filippov ; Academic, Kluwer (Ed.): Differential Equations with Discontinuous
Right Hand. Kluwer Academic, 1988
[2] Arne B.Nordmark, Peetri.Piiroinen: Simulation and stability analysis of Impacting
systems with complete chattering. En: Springer Science +Business Media B.V 1 (2009),
p. 85–106
[3] Bai-Lin, Hao ; I (Ed.): CHAOS. World Scientific, 1984
[4] Bai-Lin, Hao ; I (Ed.): ELEMENTARY SIMBOLIC DYNAMICS. World Scientific,
1989
[5] Baker, G.L. ; Gollub, Jerry P. ; II (Ed.): CHAOTIC DYNAMICS. Cambridge
University Press, 1996
[6] E.penney, C.Henry Edwards D. ; Pearson (Ed.): Ecuaciones Diferenciales. Pearson,
2001
[7] Gerald, Curtis F. ; Alfaomega (Ed.): Ana´lsis Nume´rico. Alfaomega, 1998
[8] Glass, Leon ; Mackey, Michael C. ; I (Ed.): FORM CLOCKS TO CHAOS. Princeton
University Press, 1988
[9] Gulick, Denny ; McGraw-Hill (Ed.): Encounters with chaos. McGraw-Hill, 1992
[10] Hilborn, Robert ; II (Ed.): CHAOS AND NONLINEAR DYNAMICS. Oxford Uni-
versity Press I, 1994
[11] Hirsch, Morris W. ; Smale, Stephen ; I (Ed.): DIFERENTIAL ECUATIONS, DY-
NAMICAL SYSTEMS AND LINEAR ALGEBRA. Academic Press Inc. , (London),
1974
[12] Holmes, John Guckenheimer P. ; I (Ed.): NONLINEAR OSCILLATION, DYNA-
MICAL SYSTEMS, AND BIFURCATIONS OF VECTOR FIELDS. Springer Verlag,
1986
[13] Kaplan, Daniel ; Glass, Leon ; I (Ed.): UNDERSTANDING NONLINEAR DYNA-
MICS. Springer Verlag, 1995
Bibliograf´ıa 37
[14] Kowalczyk, M.Champnys Hogan S.J Homer M. Piiroinen P.T Kuznetsov Y. ; Nord-
mark: Two-parameter discontinuity - induced bifurcations of limit cycles: Classification
and open problems. En: Bifurcation & Chaos 16 (2006), p. 601–629
[15] L.F.Shampine, S.Thonson ; Cambridge (Ed.): Solving Odes With Matlab. Cambrid-
ge, 2003
[16] M.di Bernardo, A. R. Champneys P. K. ; Verlag, Springer (Ed.): Piecewise smooth
Dyanamical Systems: Theory and Applications. Springer -Verlag, 2008
[17] Moon, Francis C. ; I (Ed.): CHAOTIC VIBRATIONS. Wiley Interscience, 1987
[18] Osorio, Gustavo ; de Colombia, Universidad N. (Ed.): Ana´lisis Dina´mico de Siste-
mas con Impactos. Universidad Nacional de Colombia, 2009
[19] Perko, Lawrence ; Verlag, Springer (Ed.): Differential Equations and Dyanamical
Systems. Springer -Verlag, 2003
[20] P.G.Drazin ; I (Ed.): NONLINEAR SYSTEMS. Cambridge University Press, 1994
[21] Strogatz, Steven H. ; I (Ed.): NON LINEAR DINAMICS AND CHAOS. Addison
Wesley, 1994
[22] T.M.Apostol ; Addison-wesley (Ed.): Mathematical analysis. Addison-wesley,
1987
[23] Verhulst, Ferdinand ; II (Ed.): NONLINEAR DIFFERENTIAL EQUATIONS AND
DYNAMICAL SYSTEMS. Springer Verlag, 1996
[24] Yu.A.Kuznetsov. ; III (Ed.): Elements of Applied Bifurcation Theory (Applied Mat-
hematical Sciences). Springer Verlag, 2003
[25] Yu.A.Kuznetsov.: Flippov Systems: Sliding solutions and bifurcations. En: Bifurac-
tion & chaos 13 (2010), p. 2157–2188
[26] Yu.A.Kuznetsov, S.Rinaldi y A.: ONE-PARAMETER BIFURCATIONS IN PLA-
NAR FILIPPOV SYSTEMS. En: International Journal of bifurcation and Chaos 13
(2003), p. 2157–2188
