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Abstract. Bennett has shown how to simulate arbitrary forwards-only
computations by fully reversible computation. In particular he has given
a space-efficient linear time simulation. After describing a different linear-
time reversible simulation with improved space efficiency, we initiate the
study of real-time simulations. In addition to being linear-time, these
must offer continuous progress, meaning that the delay between succes-
sive forward events must be bounded by a constant.
1 Introduction
Intel’s co-founder Gordon E. Moore famously predicted in 1965 that the com-
putational performance of modern computers would double every 18 months
(Moore’s Law). At the moment his law is being obeyed, due to continuous de-
velopment in the area of minimising elements which make up the computer.
As pointed out in [3], a linear increase in clock frequency is associated with a
quadratic increase of elementary gates per unit area, leading to a cubic increase
in heat dissipation if the energy expended per event remains constant. Thus the
increase under Moore’s Law has only been possible due to a vast increase in
energy efficiency of elementary logical gates.
However there exists a physical limit of kT ln 2 which is about 3×10−21 Joule
at room temperature. This is the minimum amount of energy that a computer
must waste to perform a calculation. With current advances following Moore’s
Law, this limit will be reached in about ten years [9]. Therefore in the near
future something drastic will need to be done for computation power to be able
to increase at the pace defined by Moore’s Law.
A possible solution to this problem was suggested by Landauer [4], who
argued that the thermodynamic limit of kT ln 2 only applies to calculation per-
formed in a irreversible way. Therefore if the calculation is performed in a re-
versible way then the cost of a calculation operation can be below the limit
kT ln 2 given by thermal noise.
Lecerf and Bennett continued this line of thought, proving independently
that an irreversible Turing Machine can be simulated by a reversible Turing
machine [6, 1].
The next development in reversible computation was more space efficient re-
versible simulation. Bennett [2] showed how to obtain a more space optimised
version of reversible computation. Li and Vita´nyi [8] also looked at trade-offs
between space and time, and trade-offs between space and irreversible erasure.
Lange, McKenzie and Tapp [5] gave a method to perform reversible simulation
in linear space; however it comes at the cost of exponential time. Williams [10]
generalised the results of [2, 5]. Buhrman, Tromp and Vita´nyi proved an up-
per bound on the trade-off between time and space, and showed that one can
simultaneously achieve sub-exponential time and sub-quadratic space [3].
In this paper we are interested in real-time reversible simulations. Such sim-
ulations must in particular be linear-time, but we identify a further stronger
property they should satisfy, which we call continuous progress. This means that
the simulation of each forward step should not be indefinitely delayed. More
precisely, there is a fixed finite bound p, independent of the time taken by the
original forwards-only computation, such that when p steps of the simulation
are performed, at least one step of advancement is made with respect to the
original forwards-only computation. As far as we are aware, real-time reversible
simulations have not been studied previously.
If interactive systems or systems that need to stream out data at constant
intervals are ever implemented in practice with reversible computation, then it is
critical that the algorithm that performs the simulation satisfies the definition of
continuous progress. For example users of said computer would quite quickly get
frustrated if the execution of their program occasionally stalled for an undefined
amount of time.
An example of a program that needs to stream out data at a constant rate
is an mp3 decoder/player. If the program stalls and fails to send frequency
information to the physical speakers at a constant rate the listening experience
will be poor. Therefore it is a necessary condition that all reversible computation
simulations for playing music and displaying video use an algorithm that satisfies
continuous progress.
Plenty of examples can also be found in computation systems in finance. For
example in algorithmic trading the trading systems emit information about the
market and if the sending of the information is delayed it might be too late to
trade based on this information.
Given that details on how exactly reversible computation will work with
programs where information is non-deterministically streamed in computation
have not yet been fully studied, it is hard to say how exactly continuous progress
will fit in. However, it can be said with high confidence that continuous progress
is a crucial requirement once a physical reversible computer can be built and
actual real world programs are run on these computers.
As far as linear-time simulations are concerned, the most efficient presently
known is due to Bennett [2]. We offer an improvement on his linear-time algo-
rithm, which we call the k-ratic algorithm. This operates at essentially the same
rate as Bennett’s algorithm, but uses roughly half as much space.
Neither algorithm satisfies the continuous progress property, since an un-
bounded amount of time is taken up in periodic releasing of memory. We show
how to modify each algorithm to ensure continuous progress, using multiple
threads.
The paper is organised as follows. In Section 2 we look at the relevant previous
work. Then in Section 3 we introduce the k-ratic algorithm. In Section 4 we
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describe changes to Bennett’s linear-time algorithm and to the k-ratic algorithm
to allow them to make continuous progress. We finish with some conclusions.
2 Previous Work on Linear-time Simulations
This section will review existing research related to linear-time reversible simula-
tions of forwards-only computation. The section starts off with Bennett’s original
1973 algorithm. We then discuss the pebble game, a tool commonly used in the
study of reversible computation. Finally we look at Bennett’s 1989 algorithm,
which has improved space efficiency compared to the original 1973 version.
2.1 Bennett’s 1973 Simulation
The basic idea of Bennett’s simulation is to construct reversible versions of all
the elementary operations of a Turing machine. Doing this for a universal Tur-
ing machine will mean that all possible computer programs can be reversibly
simulated.
We simulate a 1-tape Turing machine with a 3-tape Turing machine. The
three tapes of the simulating machine are the work tape, the history tape and the
output tape. At the beginning, the work tape contains the input of the machine
and the other two tapes are empty. In the first stage the original computation
is performed and at the same time the history tape is filled with padding from
each single computational step to make the computation reversible. In the second
stage the output is copied from the work tape onto the output tape. Finally in
the third stage the work tape is converted back to the initial input with the help
of the history tape. We are left with the input on the work tape and the output
on the output tape, with the history tape empty.
Let the original computation take space S and time T , and let the reversible
version of this computation take space S′ and time T ′. The work tape will take
up space S. The history tape will at worst take up space O(T ). Finally the
output will in the worst case take as much space as the work tape. Therefore
space usage will be in the worst case S′ = 2S + T = O(S + T ). Performing the
first stage will take time O(T ). In the worst case the output will be as big as
the amount of computation done, and so the second stage takes at most O(T ).
Finally the third stage also takes O(T ). This sums up to T ′ = O(T ).
Bennett’s simulation is very memory hungry. Note that T can be as much as
O(2S), so that S′ = O(2S) in terms of S alone. Considering that most modern
computers can perform more computations per second than they have bytes of
RAM, the simulation is infeasible in practice. Therefore a better implementation
for reversible simulation that uses less space is needed.
2.2 The Pebble Game
The pebble game was briefly introduced by Bennett in [2], and later taken up by
other researchers [8]. The pebble game has a board with an unbounded number
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of squares labelled with natural numbers from 1 upwards, and the player is given
m pebbles. Each pebble represents δ steps of computation. The kth square on
the board represents computation from the (k − 1)δth step to the kδth step in
the original forwards-only computation. If a pebble is placed on the kth square
it means that enough information is stored so that the kth segment of δ steps
can be performed reversibly using Bennett’s 1973 method.
The pebble game has the following rules.
– Initially all the squares of the board are not pebbled.
– The player can place a pebble on the board either at square 1, or at square k
if the (k − 1)th square has been pebbled.
– The player can remove a pebble either at square 1 or at a square k if the
(k − 1)th square has been pebbled.
– The objective of the game is to place a pebble as far as possible in the list
of squares and then clear the board to a situation where only the furthest
pebble (the one with the greatest advancement) remains on the board.1
– The player can have a maximum of m pebbles on the board at the same
time.
The number of pebbles allowed represents the space usage of the reversible
simulation. Bennett’s 1973 algorithm can be interpreted in the pebble game as
follows. To advance n squares with n pebbles, first lay down n pebbles in order
from square 1 to square n. Then remove the pebbles in reverse order by starting
from n− 1 and going down back to 1.
2.3 Bennett’s 1989 Simulation
In 1989 Bennett presented an algorithm to reversibly simulate a machine running
in time T and space S. Given a constant k, he shows how to place pebbles on
up to kn squares using n(k− 1)+ 1 pebbles, with (2k− 1)n moves in the pebble
game.
Bennett proved that the simulation operates in time T ′ = O(T 1+ǫ) (so non-
linear) and space O(S logT ). His analysis was later refined by Levine and Sher-
man [7], who demonstrated that there is a big constant factor in the memory
bound that grows exponentially in terms of ǫ−1. They state the time and space
bounds as T ′ = Θ(T 1+ǫ/Sǫ) and S′ = Θ(S(1 + ln(T/S)) with a constant factor
in the space bound of approximately ǫ21/ǫ.
In Bennett’s algorithm, k is constant while n varies. Bennett remarks briefly
that a linear-time variant can be obtained by holding n fixed and varying k. We
next look at this in more detail. Note that we swap over n and k to reflect their
new statuses.
Let us denote Bennett’s algorithm for parameters n and k by B(n, k). It
works as follows. Let the original forwards-only computation use space S. Each
1 In the game as described in [8] all pebbles are removed from the board, but the
present formulation, matching Bennett’s original description, is more convenient for
the algorithms considered here.
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square in the pebble game represents m ≈ S steps in the original computation.
Using the 1973 algorithm these m steps can be performed in time O(S) and
space O(S).
In order to advance by nk squares in the pebble game, we pebble n blocks
of nk−1 by calling B(n, k− 1) successively on blocks 1 to n. This gives us single
pebbles at the end of each of the n blocks. We refer to the computation so far
as the advancement phase. We then use B(n, k − 1) in reverse on blocks n − 1
down to 1. We are left with a single pebble at square nk. We refer to this latter
part of the computation as the clearing phase. For the base case k = 0 a single
pebble is placed on the first square.
Remark 2.1. The case for k = 1 is effectively Bennett’s original 1973 algorithm.
The recurrence relation for the number of steps of B(n, k) is
R(n, 0) = 1
R(n, k + 1) = (2n− 1)R(n, k) (k ≥ 0)
with solution R(n, k) = (2n− 1)k.
Remark 2.2. Note that we count the number of steps in the pebble game, even
though in fact each pebble placed represents m ≈ S steps.
The number of pebbles used by B(n, k) is given by
P (n, 0) = 1
P (n, k + 1) = P (n, k) + n− 1 (k ≥ 0)
with solution P (n, k) = k(n− 1) + 1.
The time T taken by the original computation is mnk. The time T ′ taken by
B(n, k) satisfies T ′ = O(T ), since
R(n, k)
nk
=
(
2n− 1
n
)k
≤ 2k. (1)
So the algorithm runs in linear time. The space usage is S′ = (k(n−1)+1)O(S) =
O(ST 1/k).
3 The k-ratic Algorithm
We present a new linear-time reversible simulation algorithm, which we call the
k-ratic algorithm. Like Bennett’s algorithm, it splits the computation into blocks.
However they are no longer of equal size; each successive block is smaller than
its predecessor. In a sense the algorithm is greedier in using pebbles; Bennett’s
algorithm leaves more pebbles unused when executing the earlier blocks.
Let the k-ratic algorithm with parameters n and k be denoted by K(n, k). It
will use n pebbles, and works as follows. We first call K(n− 1, k− 1) on block 1.
This will leave a single pebble at the end of the block. We then successively
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call K(n− 2, k − 1), . . . ,K(1, k− 1) on blocks 2, . . . , n− 1, respectively. We are
now left with pebbles at the end of n − 1 blocks. We place the final pebble
after block n − 1. As with Bennett’s algorithm, we refer to the computation so
far as the advancement phase. If we stop at this point we refer to this as the
advancement-only k-ratic algorithm.
For the full k-ratic algorithm we must remove the first n − 1 pebbles rep-
resenting intermediate checkpoints. We do this by successively calling each of
K(1, k − 1), . . . ,K(n− 1, k − 1) in reverse. We are left with a single pebble im-
mediately after the end of the last block. As before, we refer to this latter part
of the algorithm as the clearing phase.
In the base case for k = 0 we simply place a pebble on the first square and
terminate.
Remark 3.1. In the case for k = 1, note that K(n, 1) is the same as B(n, 1),
and is effectively Bennett’s original algorithm of [1]. Just place n pebbles on
successive squares, and then remove pebbles n − 1, . . . , 1 to leave only the last
pebble.
A graphical demonstration of the method for k = 2 can be seen in Figure 1.
advancement phase
clearing phase
Fig. 1. Performing the k-ratic algorithm with n = 7 and k = 2.
Let us call the number of the square with the last pebble the advancement
of K(n, k); we denote it by A(n, k). We get the following recurrence relation:
A(n, 0) = 1
A(n, k + 1) = 1 +
∑n−1
i=1 A(i, k) (k ≥ 0)
Thus A(n, 1) = n and
A(n, 2) = 1 +
n−1∑
i=1
A(i, 1) = 1 +
n−1∑
i=1
i =
n(n− 1)
2
+ 1 .
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The recurrence relation for the number of steps of K(n, k) is
S(n, 0) = 1
S(n, k + 1) = 1 + 2
∑n−1
i=1 S(i, k) (k ≥ 0)
Thus S(n, 1) = 2n− 1 and
S(n, 2) = 1 + 2
n−1∑
i=1
S(i, 1) = 1 + 2
n−1∑
i=1
(2i− 1) = 2(n− 1)2 + 1 .
Let us denote the running time of the advancement-only k-ratic algorithm by
SA(n, k). Then
SA(n, k) =
S(n, k) + 1
2
.
We now calculate an estimate of the advancement A(n, k), using the following
standard result.
Lemma 3.2. Let f : R → R be continuous and non-decreasing on the range
[0, n]. Then ∫ n−1
0
f(x) dx ≤
n−1∑
i=1
f(i) ≤
∫ n
1
f(x) dx .
Proposition 3.3. For any n ≥ 1, k ≥ 1 we have A(n, k) = (nk/k!) +O(nk−1).
Proof. We first show A(n, k) ≤ (nk/k!) + O(nk−1) by induction on k. Clearly
A(n, 1) ≤ n1 + O(1). Suppose that A(n, k) ≤ (nk/k!) + O(nk−1). Then using
Lemma 3.2
A(n, k + 1) = 1 +
∑n−1
i=1 A(i, k)
≤ 1 +∑n−1i=1 (ik/k!) +∑n−1i=1 O(ik−1)
≤ 1 + ∫ n
1
xk/k! dx+
∑n−1
i=1 O(i
k−1)
= 1 + (nk+1 − 1)/(k + 1)! + (n− 1)O(nk−1)
= (nk+1/(k + 1)!) +O(nk)
We now show A(n, k) ≥ (nk/k!) + O(nk−1). Clearly A(n, 1) ≥ n1 + O(1).
Suppose that A(n, k) ≥ (nk/k!) +O(nk−1). Then using Lemma 3.2
A(n, k + 1) = 1 +
∑n−1
i=1 A(i, k)
≥ 1 +∑n−1i=1 (ik/k!) +∑n−1i=1 O(ik−1)
≥ 1 + ∫ n−1
0
xk/k! dx+
∑n−1
i=1 O(i
k−1)
= 1 + (n− 1)k+1/(k + 1)! + (n− 1)O(nk−1)
= (nk+1/(k + 1)!) +O(nk)
We deduce that A(n, k) = (nk/k!) +O(nk−1) as required. ⊓⊔
The running time of K(n, k) is no more than 2k times the advancement:
7
Proposition 3.4. For any n ≥ 1, k ≥ 0 we have S(n, k) ≤ 2kA(n, k).
Proof. By induction on k. It clearly holds for k = 0. Suppose S(n, k) ≤ 2kA(n, k).
Then
S(n, k + 1) = 1 + 2
∑n−1
i=1 S(i, k)
≤ 1 + 2∑n−1i=1 2kA(i, k)
= 2k+1(1 +
∑n−1
i=1 A(i, k))− (2k+1 − 1)
= 2k+1A(n, k + 1)− (2k+1 − 1)
≤ 2k+1A(n, k + 1)
⊓⊔
The k-ratic algorithmK(n, k) achieves advancement of A(n, k) squares in S(n, k)
steps. As before, each square in the pebble game corresponds to m ≈ S steps in
the original computation. So we simulate T = O(A(n, k)) steps of the original
computation in time T ′ = O(S(n, k)). It is clear from Proposition 3.4 that the
k-ratic algorithm runs in linear time since T ′ = O(T ), just as for Bennett’s algo-
rithm. Indeed the ratio of 2k of the number of steps of the simulating algorithm to
the advancement achieved is the same in both cases, comparing Proposition 3.4
and Equation (1). The space usage is S′ = nO(S) = O(ST 1/k) as in Bennett’s
algorithm.
However if we look in more detail at space, the k-ratic algorithm improves
on Bennett’s. Let us fix values for T/S, and for k. Bennett’s algorithm uses
p1 = k(n − 1) + 1 pebbles with nk = T/S. Thus p1 ≈ (kkT/S)1/k. The k-ratic
algorithm uses p2 = n pebbles with n
k/k! ≈ T/S. Thus p2 ≈ (k!T/S)1/k. This
gives us a ratio of p1/p2 = (k
k/k!)1/k.
Proposition 3.5.
lim
k−>∞
(kk/k!)1/k = e
Proof. This is a consequence of Stirling’s formula n! ∼ √2πn(n/e)n. ⊓⊔
By Proposition 3.5, p1/p2 tends to e as k increases; in fact it has a value ≥ 2
for k ≥ 6. Thus the k-ratic algorithm uses roughly half as much space, a modest
improvement.
The improvement is larger if we consider how much advancement can be
made for a given amount of space (number of pebbles). Suppose we are given
k(n − 1) + 1 pebbles as in Bennett’s algorithm. Then B(n, k) advances by nk
squares. The k-ratic algorithm can advance by
A(k(n− 1) + 1, k) = ((k(n− 1) + 1)k/k!) +O(nk−1) = (kk/k!)nk + O(nk−1)
The ratio kk/k! is of course simply a constant, but it is quite large for even small
values of k:
Proposition 3.6. For k ≥ 1, kk/k! ≥ 2k−1.
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Proof. By induction. It clearly holds for k = 1. We have
(k + 1)k+1
(k + 1)!
=
(k + 1)k
k!
≥ k
k + k.kk−1
k!
= 2
kk
k!
Hence result. ⊓⊔
In fact 1010/10! = 2755.7. Thus even for modest values of k we get an improve-
ment on advancement for the same amount of space usage.
We now turn to the issue of how to choose a suitable value of the parameter k.
Even though the reversible simulation of T steps is linear with respect to T , the
constant factor 2k grows exponentially. This makes it in practice necessary to
choose a small value of k. This is further supported by the diminishing returns
of lower memory usage as k increases.
T ′ = Θ(2kT ) (2)
S′ = Θ(S k
√
(T/S)k!) (3)
In the formal definition of big-O notation the k! and 2k should not exist in the
notations as they are constant. However in this case they are quite large and
might in practice have a significant impact on the computation time and space
usage.
We now consider what value of k we should choose for optimal results, given
a particular value of T/S. By Proposition 3.5 we have k
√
k! = Θ(k), which using
Equation (3) gives us
S′ = Θ(kS k
√
(T/S)) .
To find the value of k for which S′ reaches a minimum, we differentiate the
function y = x(T/S)1/x:
dy/dx = (T/S)1/x(x − ln(T/S))/x
meaning that k ≈ ln(T/S) is the minimum.
As an example, if T/S = 1020, space S′ would improve up to roughly ln 1020 =
46.05. However such a value of k would be far too large as far as time is concerned,
given the 2k slowdown in Equation (2). As far as space is concerned, after about
k = 7 diminishing returns set in on the improvement in memory compared to
the extra time.
Clearly there is a trade-off between space and time when choosing the value
of k. How to resolve this will depend on the particular application. However
we can estimate a suitable value of k based on the following heuristic. For a
given value of T/S we decide on a value of k by finding the greatest k such that
increasing from k − 1 to k doubles the space usage. Increasing k further would
mean that we were doubling the time taken but not halving the space. Call this
value kM (T/S). See Figure 2 for a plot of kM for values up to 10
100, yielding
e.g. a value of 17 for T/S = 10100. Note that the horizontal axis is log-scale.
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Fig. 2. Plot of kM (T/S) against log10(T/S).
4 Continuous Progress
We are interested in real-time reversible simulations of forwards-only compu-
tations. As stated in the Introduction, we identify continuous progress as a re-
quirement for a simulation to be real-time. It will be convenient to allow multiple
threads in the simulating program. A single step of the simulation means that
each of its threads makes a step (or idles). Simulating programs can take a
variable parameter n which allows for the capacity to simulate an indefinitely
increasing number of steps depending on n (with a corresponding increase in
memory usage).
Definition 4.1. A (multi-threaded) simulation program Sim(n) makes continu-
ous progress if and only if there is some constant p ∈ N (not depending on n)
such that for every n, the program that is being simulated advances at least one
computational step for every p steps of computation performed by the simulat-
ing program Sim(n). If such a p exists, we call it the progression factor of the
simulation.
Remark 4.2. If the simulation is reversible, it may have to perform further com-
putation after reaching maximum advancement, i.e. after the forward computa-
tion has been fully simulated. We will still allow such a simulation to satisfy the
condition for continuous progress.
A progression factor greater than one does not prevent a simulation in real time,
as long as the simulating computation is run on a faster processor than the
original computation.
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From Definition 4.1 it follows that the simulation operates in linear time
compared to the program being simulated. If the latter makes T steps, then the
former makes ≤ pT = O(T ) steps. However continuous progress is a stricter
requirement than just linear time simulation, as it could be the case that on
average the simulation advances linearly, but occasionally progress hangs for
arbitrarily long time.
Example 4.3. Consider a simulation that takes the following amount of steps per
progression of the program being simulated; it is linear time but not continuously
progressing:
F (n) =
{
n if n is a power of 2
1 otherwise
Letting k = ⌊logn⌋ we have
n∑
i=0
F (i) = (n+ 1)− (k + 1) +
k∑
j=0
2j = (2k+1 − 1) + n− k ≤ 3n .
Therefore on average to progress n steps in the original computation approxi-
mately 3n steps need to be performed by the simulation. Hence the simulation
is linear time. However it is not continuously progressing due to the increas-
ing stalls in progress that happen at powers of two. Such stalls also occur in
Bennett’s algorithm B(n, k) described in Section 2.3, and in the k-ratic method
K(n, k) described in Section 3; in both cases the interval between successive
advancement steps can be as much as O(nk−1) steps of simulation.
Lemma 4.4. If a q-threaded algorithm has a progression factor of p then there
is a corresponding single-threaded algorithm with progression factor qp.
Proof. Simply schedule the q threads onto a single thread in a round-robin fash-
ion. ⊓⊔
In particular cases where different threads carry out different amounts of work,
we may be able to improve on the bound given by Lemma 4.4, of course.
Both Bennett’s 1989 linear-time algorithm (Section 2.3) and the k-ratic al-
gorithm (Section 3) fail to exhibit continuous progress, due to the interruptions
to forward progress for the clearing phases. We now look at how to reprogram
them onto multiple concurrent threads to ensure continuous progress. Multiple
threads are not essential by Lemma 4.4, of course.
A natural point to utilise multi-threading in algorithms such as we have
considered is at the point when the advancement phase for a block finishes. At
this point there is a need to backtrack and erase previously laid pebbles before
proceeding to the next block. It is possible to multi-thread this part by having
one thread continue forward while another thread frees the pebbles laid down in
the past.
We start by allowing a comparatively large number of threads, namely O(2k),
where k is the constant parameter in the algorithms described earlier. In the case
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of Bennett’s algorithm by using 2k−1 threads we can get a progression factor of
one.
Theorem 4.5. For k ≥ 1, we can program B(n, k) onto 2k−1 threads with a
progression factor of 1.
Proof. By induction. The base case k = 1 with a single thread is clear. To
perform B(n, k + 1) on n blocks, we divide the 2k threads into 2k−1 used for
advancement, and an equal number used for clearing. We start by using the
advancement threads to perform the advancement phase of B(n, k) on block 1.
We know by induction that the progression factor is 1. Then for i = 1, . . . , n−1,
we simultaneously perform the clearing phase of B(n, k) on block i and the
advancement phase of B(n, k) on block i+ 1. Again the progression factor is 1.
Hence result. ⊓⊔
By using 2k−1 threads we have improved the parallel time for the advancement
phase to be equal to the advancement nk. This is a 2k−1 speed-up compared to
the sequential version. The total number of pebbles used is given by
P ′(n, 1) = n
P ′(n, k + 1) = 2P ′(n, k) + n− 2 (k ≥ 1)
with solution P ′(n, k) = (2k−1)(n−1)+1. This may be compared with P (n, k) =
k(n− 1) + 1 for the original algorithm.
Suppose now that we have fewer than 2k−1 threads available. Let the number
of threads be 2j where 0 ≤ j < k. Then we can run the algorithm of Theorem 4.5
on 2j threads by time-sharing as in Lemma 4.4. We still get continuous progress,
with a progression factor of 2k−1−j . The pebble usage will still be P ′(n, k).
In particular, if we take the 2k−1-thread version and schedule it onto a single
processor, we get a progression factor of 2k−1. The pebble usage is of course
greater than the P (n, k) of the original algorithm, though only by a constant
factor.
If we wish to economise on memory, as an alternative to Theorem 4.5 we can
use k threads instead of 2k−1.
Theorem 4.6. For k ≥ 2, we can program B(n, k) onto k threads with a pro-
gression factor of 2k−2.
Proof. By induction on k. For k = 1 we have one thread and we have a progres-
sion factor of 1 = 2k−1.
Suppose true for k ≥ 1. The threaded algorithm for k+1 uses k+1 threads.
The algorithm divides the work into n blocks 1, 2, . . . , n, each of size nk. We
perform each successive advancement of block i using threads 1 to k, but slowed
down by a factor of 2 compared to the threaded algorithm for k, except if k = 1,
when we proceed at the usual rate. Once block i is finished we clear it up using
thread k + 1 operating at the normal rate, while threads 1 to k are advancing
through the next block i + 1. The time taken by thread k + 1 is R(i, k)/2 ≤
2k−1nk using Equation (1). The time taken by threads 1 to k on block i + 1 is
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2.2k−2nk = 2k−1nk if k ≥ 2, and 1.2k−1nk = 2k−1nk if k = 1. Hence thread k+1
will finish no later than threads 1 to k. The progression factor is 2k−1. Hence
result. ⊓⊔
When scheduling onto a single processor we get a progression factor of k2k−2,
which is not quite as good as the 2k−1 offered by Theorem 4.5. However the
space usage improves. The method of Theorem 4.6 uses P ′′(n, k) pebbles where
P ′′(n, 1) = P (n, 1)
P ′′(n, k + 1) = P ′′(n, k) + P (n, k) + n− 2 (k ≥ 1)
with solution P ′′(n, k) = k(k + 1)(n− 1)/2 + 1.
We can obtain a result similar to Theorem 4.6 for the k-ratic algorithm, but
the progression factor increases by a multiple of two, due to the blocks being of
different sizes, rather than all the same size. We first state a lemma concerning
the advancement A(n, k) of the k-ratic algorithm K(n, k).
Lemma 4.7. For n ≥ 2 and k ≥ 0 we have A(n, k) ≤ 2A(n− 1, k).
Proof. By induction on k. We easily check the case for k = 0. Suppose A(n, k) ≤
2A(n− 1, k) for all n ≥ 2.
A(n, k + 1) = 1 +
∑n−1
i=1 A(i, k)
= 1 +A(1, k) +
∑n−1
i=2 A(i, k)
≤ 1 +A(1, k) +∑n−1i=2 2A(i− 1, k)
= 1 +A(1, k) + 2
∑n−2
i=1 A(i, k)
= 1 + 1 + 2(A(n− 1, k + 1)− 1)
= 2A(n− 1, k + 1)
⊓⊔
The ratio of 2 in Lemma 4.7 is the best possible in general, since e.g. A(1, 2) = 1
and A(2, 2) = 2.
Remark 4.8. In fact for any k ≥ 0, limn→∞A(n, k)/A(n− 1, k) = 1. To see this
note that it is easy to show that A(n, k) = A(n− 1, k) +A(n− 1, k− 1) for any
k ≥ 1, n ≥ 2. Also by Proposition 3.3 we have limn→∞A(n, k − 1)/A(n, k) = 0.
Theorem 4.9. The k-ratic algorithm K(n, k) can be programmed with k threads
with a progression factor of 2k−1.
Proof. By induction on k. For k = 1 we have one thread. The progression factor
is clearly 1 = 2k−1.
Suppose true for k. The threaded algorithm for k+1 uses k+1 threads. The
algorithm divides the work into n−1 blocks 1, 2, . . . , n−1, where block i has size
A(n− i, k). We perform each successive advancement of block i using threads 1
to k, but slowed down by a factor of two compared to the threaded algorithm
for k. Once block i is finished we clear it up using thread k+1 operating at the
normal rate, while threads 1 to k are advancing through the next block i + 1.
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Fig. 3. Multi-threading with k = 4.
We illustrate this in Figure 3, which shows the way in which different erasure
threads (in red) have to operate at increasing rates in order to keep up with
forward progression (in green).
The time taken by thread k + 1 is S(i, k)/2 ≤ 2kA(i, k)/2 ≤ 2kA(i − 1, k)
using Proposition 3.4 and Lemma 4.7. The time taken by threads 1 to k on block
i+ 1 is 2.2k−1A(i− 1, k) = 2kA(i− 1, k). Hence thread k + 1 will finish no later
than threads 1 to k. The progression factor is 2.2k−1 = 2k. Hence result. ⊓⊔
The number of pebbles used by the method of Theorem 4.9 is k(n − 1) − 1,
compared to n for the original algorithm K(n, k).
5 Conclusions
We have studied real-time reversible simulations of forwards-only computations.
As far as we are aware, such simulations have not been studied previously.
The first part of this paper presented a new algorithm for reversible compu-
tation called the k-ratic method. The k-ratic method is a technique to reversibly
simulate a forward-only computation. Letting T and S be the time and space
used by the forwards-only computation, the k-ratic method uses O(2kT ) time
and O(kS k
√
T/S) space, where k is a constant. It also uses up to a factor of e
less space than Bennett’s linear-time algorithm. We considered how to pick a
suitable value for k, taking into account the trade-off between time and space.
The latter part of the paper introduced the notion of continuous progress.
For a program to satisfy the condition of continuous progress it is necessary that
a upper bound must exist on the number of steps the simulating program can
advance without the advancement of the program being simulated. The paper
then explored how Bennett’s technique and the k-ratic method can be modified
with the help of multi-threading to satisfy the definition of continuous progress.
Two different ways to achieve continuous progress are discussed. The first
method uses O(2k) threads and increases memory usage by a factor of O(2k).
However it is able to achieve an upper bound of one for continuous progress.
The second method increases memory usage by a factor of O(k). However it is
only able to provide a continuous progress upper bound of O(2k).
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