Abstract-We propose a computationally efficient and numerically reliable algorithm to compute the finite zeros of a linear discrete-time periodic system. The zeros are defined in terms of the transfer-function matrix corresponding io an equivalent lifted time-invariant stale-space system. The proposed method relies on structure preserving manipulations of the associated system pencil to extract successively lower complexity suhpencils which contains the finite zeros of the periodic system. The new algorithm uses exclusively structure preserving orthogonal transformations and for the overall computation of zerns the strong numerical stability can he proved.
I. INTRODUCTION
We consider the problem of computing zeros of periodic time-varying descriptor systems of the form (1)
where the matrices Ek E R"*+IYn*+1, As E R " L + ' x n k , Bi; E Ruk+''"*, C k E RpkYn*, Dt E R P k x m k are periodic with period K 2 1. For solvability of these equations we will assume that the dimensions of Ak and Ek fulfil the condition A general, efficient and numerically reliable algorithm to compute the zeros of such a system represents a universal analysis tool of periodic systems. Besides characterizing when the system is minimum-phase or not, the zeros provide practically information on all structural properties of a system. For instance, reachability/stabilizability and observability/detectability can be easily studied by computing the zeros of particular periodic systems without outputs or inputs, respectively. Even the poles of a periodic system can be seen as a particular type of zeros for a system with no inputs and no outputs.
For the computation of zeros it is important to consider the more general case of time-varying dimensions. Since the transmission zeros of a standard system are defined in terms of a minimal realization, a similar definition is appropriate also for the zeros of a periodic system (see for example [IO] ). However, the minimal realization theory of standard periodic systems (i.e., Ei; = Ink+,) revealed (see for example
[31, [5] ) that minimal order (i.e., reachable and observable) state-space realizations of periodic systems have, in general, time-varying state dimensions. It follows immediately that the minimal realization of a periodic descriptor system computed, for example, via a forward-backward decomposition Specific requirements for satisfactory numerical algorithms for periodic systems have been formulated in [lS]. Besides low computational complexity, the numerical stability of algorithms is a main requirement. A first general method to compute the zeros of periodic systems, belonging to the family of fast, structure exploiting algorithms, has been proposed in [191. This algorithm relies exclusively on using orthogonal transformations and it can be shown that it is numerically stable in the following restricted sense: the computed zeros in the presence of roundoff errors are exact for a slightly perturbed lifted system pencil. However, by performing row compressions of the system pencil which destroy its cyclic structure, this algorithm is not strongly numerically stable. This means that it is not possible to demonstrate for it that the computed zeros are exact for an original system with slightly perturbed system matrices.
In this paper we propose a numerical approach to compute the finite zeros of the periodic system (1) which meets the requirements formulated in [18] In order to define poles and zeros of the periodic system (1). we need the minimality of the system and of the realization (2) . This is equivalent to the notion of reachahility Definition 3: The poles of the TFM lVk(z) of the minimal periodic system (&k;dk,t?k,Ck,'Dk) are the zeros of the associated pole pencil F f -zL; defined in (3).
The above definitions of zeros and poles of a periodic system are consistent with definitions based on the lifting technique introduced in 1111 applicable to systems with Ek square and invertible. In this case, the transfer-function matrices of the two lifted systems are the same, thus the corresponding definitions of poles and zeros coincide.
From the definition of zeros follows that the transmission zeros of the periodic system (1) (finite and infinite) are those values of z where the rank of the lifted system matrix S&(z) drops below its normal rank N + L. The ''infinite zeros" and their multiplicities can be defined in terms of the "infinite eigenvalues" of the pencil $ ( z ) (see the relationship between the null zeros of Wk(l/X) and the Kronecker form of @ ( z ) [20] ). To each Jordan block of size j at the eigenvalue SI -TI 0 ...
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To reduce this pencil by preserving its structure, we will use orthogonal transformations of the form --
which corresponds to apply to S(z) from left and right, the block-dia_eonal matrices Q and 2, respectively.
The proposed algorithm to compute zeros can be applied to compute the system poles as well by defining
In a similar way, with
the zeros algorithm can be used to compute the input decouIdins rems and o u t p t decoupling zems, respectively [7]. We also discuss some computational enhancements which arise in the case of standard periodic systems (i.e., E k = In,+,).
The algorithm we propose has three main steps, which we discuss in the subsequent three subsections.
A. Computation of the compressed system
In the first step we reduce the problem to an equivalent one, but for square and non-singular periodic descriptor matrices. Let U and U be orthogonal periodic matrices such that where Ek,ll E R r k + I X r L + '
K , are square, non-singular matrices. The compression of each E k to a nonsingular can be done by computing a full orthogonal decomposition U~E~V~+ I = diag ( E k , t l , 0) using either the singular-value decomposition (SVD) or a rank-revealing QRdecomposition followed by an RQ-decomposition. In both cases, we can assume that each E~, I I results upper triangular. If we construct the new system matrices Note that in general the "compressed system" has timevarying dimensions not only for the state vector but also for the input and output vectors, even when the original system has constant input and output dimensions.
B. Isolafion of the finite pad
In the second step we isolate a periodic descriptor system The isolation of the part containing the finite zeros is done in two steps. In the first step, we isolate a part which corre- exit-2 conrnrent System has no finite zeros.
Remark. The compression of Ck,2 to a full column rank matrix can be done simultaneously with maintaining E k upper triangular by using an algorithm similar to that of [15] for standard descriptor systems. Details for achieving this are given in the next section. Obvious simplifications arise when EI. = I. In this case, it possible to devise PS-REDUCE such that the reduced E; is also the identity matrix. This amounts to reduce C k , z by performing Lyapunov similarity transformations, thus ensuring that U;) = Vi?].
~
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The PS-REDUCE algorithm determines implicitly the normal rank of the TFM CV(z). If p~ is the rank defect of the original descriptor matrix E K , then the normal rank of the
At the end of PS-P.EDUCE_ algorithm we obtain globally the reduced matrices Sk and Tk in (7) (&,d,U,C,D) .
A dual algorithm to PS-REDUCE can be devised to compute a reduced system (&C,dC,8e,CC,DC) , where EC is square invertible and Dc is full column rank. In this case, the overall reduced system pencil can be put, after row and column permutations, in the form where both S c ( z ) and S'(z) have the same structure as S(z). This time Sc(z) contains the finite and left Kronecker structure, while S'(z), having full row rank for all finite z, contains the infinite and right Kronecker structure.
By performing these two algorithms successively, we get finally (&.',drC, 8",CrC, D"), the reduced system with both &" and DrC square invertible matrices. Overall we can then show the following result.
Theorem 3:
The system ( E , d: 8, C, 27) and the reduced system (&rc,drc, Brc:Crc,Drc) have the same finite transmission zeros.
As already mentioned, the finite zeros can he computed as the characteristic multipliers of the periodic pair By this final reduction we succeeded to isolate the regular p m Sf(,) of the system pencil S ( r ) which contains the finite transmission zeros. This part has the same structure as the original system pencil, thus we can freely associate this pencil to a periodic eigenvalue problem defined by the periodic pair (&f: df). The characteristic multipliers of this pair are the finite transmission zeros of the periodic system.
C. Coinputution of the finite zeros
The third step of zeros computations consists in solving the periodic eigenvalue problem for the resulting periodic pair Thus it possible to prove that the computed finite zeros are exact for slightly perturbed initial matrices s k , T k , which satisfy
Ilff-Xll %ExIIXII, X = S k , T k
where, in each case, E,Y is a modest multiple of the relative machine precision EA,. It follows that the proposed algorithm is strongly backward stable.
Regarding the computational complexity of the proposed algorithm, we note that ail reductions are performed Ktimes on low order matrices, thus the overall computational complexity is proportional with K . To estimate the worstcase computational complexity, we assume constant dimensions n, m and p for state-, input-and output vectors, respectively, and Er are invertible. The "system compression"
performed by using either SVD-based or rank-revealing QRdecomposition based reductions requires O(Kn3) floating point operations (flops). 
V. CONCLUSION
In this paper we developed a strongly numerically hackward stable algorithm to compute the finite zeros of a stacked system matrix of a periodic system. This algorithm can be applied to find the finite zeros, finite poles and finite decoupling zeros of the system matrix and provides information to determine the orders of infinite zeros as well as the left and right nullspace structures of the corresponding lifted transfer function. These last aspects will be addressed in a separate paper. The algorithm works for matrices of varying dimension, and preserves the block cyclic structure of the corresponding lifted system pencil. This leads to two main benefits: 1) a satisfactory worst-case computational complexity, which is linear in the period K and cubic in the maximum dimension of the blocks; and 2) strong numerical stability achieved by employing exclusively structure preserving orthogonal transformations. According to [18] , this algorithm is well-suited for robust software implementations.
VI. REFERENCES
[I] T. Beelen and P. Van Dooren. An improved algorithm for the computation of Kronecker's canonical form of
