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Abstract
We present a theoretical study of light-induced phenomena in gas-phase molecules.
We explore the physical phenomena arising in two distinct contexts: using syn-
chrotron radiation and ultrashort laser pulses. This theoretical work has been
done in close collaboration with Piero Decleva, from Universita` di Trieste.
We first present a study of inner-shell photoionization of diatomic (CO)
and small polyatomic (CF4, BF3) molecules at high photoelectron energies
performed in collaboration with the experimental the groups of Edwin Kukk
(Turku University), Catalin Miron (Soleil Synchrotron), Kiyosi Ueda (SPring8
Synchrotron) and Thomas Darrah Thomas (Oregon State University). The
combination of state-of-the-art Density Functional Theory (DFT)-like calcu-
lations capable to describe photoionization accounting for the nuclear degrees
of freedom together with high-resolution third-generation synchrotron facilities
has enabled the investigation of non-Franck-Condon effects observable in vi-
brationally resolved photoionization measurements. We demonstrate that the
nuclear response to intramolecular electron diffraction is observable and can be
used to obtain structural information. As a proof-of-principle, by using the DFT
calculations as an analysis tool to fit the experimental data, we have accurately
determined the equilibrium distance of the CO molecule and the bond contrac-
tion that takes place upon C 1s ionization. This is a surplus of photoelectron
spectroscopy with respect to more conventional spectroscopic techniques, which
usually can only provide structural information of neutral molecular species.
Furthermore, we have explored the different phenomenon arising when an elec-
tron is emitted from a delocalized orbital: multicenter emission. The results on
molecular fluorine coming from our numerical simulations are in good qualita-
tive agreement with those provided by the simple formula proposed by Cohen
and Fano in the sixties.
We have employed the same DFT-based methodology together with time-
dependent first-order perturbation theory and a reduced density matrix formal-
ism to report the first demonstration of purely electron dynamics in a biological
molecule: the amino acid phenylalanine, in collaboration with the experimen-
tal groups of Mauro Nisoli (Politecnico di Milano), Luca Poletto (IFN-CNR,
Padova) and Jason Greenwood (Queen’s University, Belfast). The use of at-
tosecond pulses in combination with novel detection techniques has enabled the
capture of purely electron motion at its intrinsic time scale. Because of their
wide energy bandwidth, attosecond pulses are ideal sources to generate coherent
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superpositions of states, triggering an ultrafast electronic response that can be
later tracked with attosecond resolution. Our theoretical study enabled to in-
terpret the experimental findings in terms of charge migration, thus confirming
the first observation of purely electron dynamics in a biomolecule. The work
presented here has been extended to treat the amino acids glycine and trypto-
phan, which has allowed the investigation of radical substitution effects in the
charge migration mechanism.
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Resumen
Presentamos un estudio teo´rico de procesos inducidos por luz en mole´culas en
fase gaseosa, donde investigamos procesos f´ısicos que surgen en dos contextos
diferentes: utilizando radiacio´n sincrotro´n y pu´lsos la´ser ultracortos. Este tra-
bajo teo´rico ha sido realizado en estrecha colaboracio´n con Piero Decleva, de la
Universita` di Trieste.
En primer lugar, presentamos un estudio de fotoionizacio´n de capa interna
en mole´culas diato´micas (CO) y poliato´micas (CF4, BF3) a altas energ´ıas de
fotoelectro´n, en colaboracio´n con los grupos experimentales de Edwin Kukk
(Turku University), Catalin Miron (Soleil Synchrotron), Kiyosi Ueda (SPring8
Synchrotron) y Thomas Darrah Thomas (Oregon State University). La combi-
nacio´n de ca´lculos avanzados basados en la Teor´ıa del Funcional de la Densidad
(DFT, del ingle´s “Density Functional Theory”) capaces de describir procesos
de fotoionizacio´n teniendo en cuenta los grados de libertad nucleares, junto con
el uso de instalaciones sincrotro´n de tercera generacio´n de alta precisio´n, ha
permitido la investigacio´n de desviaciones de Franck-Condon, observables en
espectros de fotoionizacio´n resueltos vibracionalmente. Demostramos que la re-
spuesta nuclear a la difraccio´n electro´nica es observable y puede ser utilizada
para obtener informacio´n estructural. Como prueba de concepto, utilizando
ca´lculos DFT como herramienta de ana´lisis para ajustar los datos experimen-
tales, hemos determinado con precisio´n la distancia de equilibrio de la mole´cula
de CO y la contraccio´n de enlace que tiene lugar tras arrancar un electro´n del or-
bital 1s del a´tomo de carbono. Esto representa una ventaja de la espectroscop´ıa
fotoelectro´nica con respecto a te´cnicas espectrosco´picas ma´s convencionales, que
generalmente pueden proporcionar informacio´n estructural de la especie neutra.
Adema´s, hemos analizado un feno´meno distinto que tiene lugar cuando se emite
un electro´n desde un orbital deslocalizado: emisio´n multice´ntrica. Los resulta-
dos obtenidos en la mole´cula de flu´or mediante simulaciones nume´ricas esta´n
de acuerdo, de forma cualitativa, con los proporcionados por la simple fo´rmula
propuesta por Cohen y Fano en los aos sesenta.
Hemos empleado la misma metodolog´ıa basada en DFT junto con teor´ıa de
perturbaciones a primer orden y un formalismo de matriz de densidad reducida
para reportar la primera demostracio´n experimental de dina´mica electro´nica
en una mole´cula biolo´gica: el amino a´cido fenilalanina, en colaboracio´n con
los grupos experimentales de Mauro Nisoli (Politecnico di Milano), Luca Po-
letto (IFN-CNR, Padova) y Jason Greenwood (Queen’s University, Belfast).
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El uso de pulsos de atosegundos, en combinacio´n con novedosas te´cnicas de
deteccio´n, ha permitido la captura de dina´mica puramente electro´nica en su
escala de tiempo natural. Debido a sus anchos espectros energe´ticos, los pulsos
de atosegundos son ideales para generar superposiciones coherentes de estados,
induciendo una respuesta electro´nica ultrarra´pida que puede ser visualizada con
resolucio´n de atosegundos. Nuestro estudio teo´rico ha permitido interpretar los
hallazgos experimentales en te´rminos de migracio´n de carga, confirmando la
primera observacio´n de dina´mica puramente electro´nica en una biomole´cula. El
trabajo presentado aqu´ı ha sido se ha extendido al estudio de los amino a´cidos
glicina y tripto´fano, lo cual ha permitido la investigacio´n de procesos debidos a
la sustitucio´n del radical en el mecanismo de la migracio´n de carga.
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Introduction
Chemical reactions occur as a result of bond breaking and formation, a dynam-
ical process that is initiated by changes in the electronic structure of a molecule
and followed by the subsequent nuclear rearrangement. The study of the dy-
namics associated to the nuclear motion belongs to the realm of femtochemistry,
a well-established field that for more than twenty years has been able to capture
and even control the nuclear motion in chemical reactions and intramolecular
processes [1, 2]. The field obtained an important recognition in 1999, when
Ahmed Zewail was awarded the Nobel prize in chemistry “for his studies of the
transition states of chemical reactions using femtosecond spectroscopy” [3]. One
of the most common techniques to investigate the dynamics of a chemical reac-
tion is the well-known pump-probe spectroscopy. In this approach, a short pulse
of light (pump) is used to induce a process in a molecular target and, after some
time, the dynamical response of the system is monitored with a second pulse
(probe). By performing measurements with different time delays between the
two pulses, it is possible to take “snapshots” of a chemical reaction. Of course,
the durations of the light pulses employed need to be (at least) of the same order
of magnitude (or shorter) than the dynamics to observe. This is the reason why
purely electron motion, occurring in the attosecond time domain, has remained
hidden from direct experimental observation until very recently, when pulses
with durations as short as a few tens of attoseconds became available.
Attosecond science
The first attosecond pulse [4] and the first train of attosecond pulses [5] were
generated in 2001 using high-harmonic generation (HHG). HHG is a non-linear
process occurring when an atomic or molecular gas is irradiated with an intense
femtosecond laser, usually a Ti:sapphire laser, with a central wavelength of 800
nm. The target will then emit XUV light with frequencies that are high odd
multiples of the driving field [6, 7]. An interpretation of this phenomenon was
given in 1993 [8] by Paul Corkum by means of a three-step model: due to the
distortion of the Coulomb potential by the strong IR field, the electron is ionized
by tunneling through the electric barrier (see fig. 1). Then (second step), the
electron is accelerated by the laser field and driven back towards the parent
ion. In the last step, the recombination, all the energy that the electron has
absorbed from the field is released as an energetic XUV or X-ray photon [8].
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Since the first step (tunnel ionization) is a non-linear process that requires the
absorption of several photons, it is more likely to occur at the maxima of the
laser field, where the tunneling picture is valid. Thus, electrons are released in
ultrashort intervals, leading to the formation attosecond laser pulses [9].
Figure 1: Schematic representation of the three-step model [8] for HHG: (1)
tunnel ionization, (2) acceleration by the driving field and (3) recombination
with the parent ion. Image courtesy of Maria Richter.
According to the three-step model, an attosecond pulse can be generated
twice every cycle of the driving femtosecond pulse. Therefore, HHG will tend
to form attosecond pulse trains (APTs) rather than single attosecond pulses
(SAPs). A lot of work has been directed towards the generation of SAPs [10].
The first SAP was produced in 2001 by the group of Ferenc Krausz by using
the selection of cutoff harmonics generated with a 7 fs IR pulse. Because of the
short duration of the IR field, the highest harmonics were produced only during
one half-cycle, thus generating a SAP. SAPs can be characterized using the of
principle of the attosecond streak camera [11]. According to this principle, the
momentum of the photoelectrons emitted by the SAP are modified in a extent
that depends on the relative time delay between the two pulses. The first fully-
characterized SAP was generated in 2006 in the group of Mauro Nisoli [12], with
a duration of 130 as and a central frequency of 35 eV. Two years later, the 100
as barrier was broken, reaching down to 80 as with a 80 eV pulse [13]. To date,
the shortest XUV pulse ever generated is 67 as-long and has a central energy of
90 eV [14].
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These impressive achievements have enabled the real-time observation and
control of electron motion in atoms, molecules and condensed phases [15, 10, ?,
16]. The observation of the femtosecond Auger decay in krypton was the first
application of isolated attosecond pulses in 2002 [17]. This demonstration was
then followed by other important experimental results in the field of ultrafast
atomic physics, such as the real-time observation of electron tunneling [18] and
the measurement of temporal delays of the order of a few tens of attoseconds
in the photoemission of electrons from different atomic orbitals of neon [19]
and argon [20]. The unprecedented time resolution offered by attosecond pulses
has also allowed quantum mechanical electron motion and its degree of coher-
ence to be measured in atoms by using attosecond transient absorption spec-
troscopy [21]. Attosecond techniques have been applied in the field of ultrafast
solid-state physics, with the measurement of delays in electron photoemission
from crystalline solids [22] and the investigation of the ultrafast field-induced
insulator-to-conductor state transition in a dielectric [23].
In the past few years, attosecond pulses have also been used to measure
ultrafast electronic processes in simple molecules [24]. Although the study of
complex molecules is challenging, a formative measurement of the amino acid
phenylalanine has shown that ionization by a short APT leads to dynamics
on a temporal scale of a few tens of femtoseconds. This has been interpreted
as the possible signature of ultrafast electron transfer inside the molecule [25].
The application of attosecond techniques to molecules offers the possibility of
investigating primary relaxation processes, which involve electronic and nuclear
degrees of freedom and their coupling. In the case of large molecules (e.g.,
biologically relevant molecules), prompt ionization by attosecond pulses may
produce ultrafast charge migration along the molecular skeleton, which can pre-
cede nuclear rearrangement. This behavior has been predicted in theoretical
calculations by various authors [26, 27, 28, 29, 30], whose work was stimulated
by pioneering experiments performed by Weinkauf, Schlag, and co-workers on
fragmentation of peptide chains [31, 32]. This electron dynamics, evolving on
an attosecond or few-femtosecond temporal scale, can determine the subsequent
relaxation pathways of the molecule [24]. The process is induced by sudden gen-
eration of an electronic wave packet, which moves across the molecular chain
and induces a site selective reactivity, which is related to charge localization
in a particular site of the molecule [26]. Although picosecond and femtosecond
pulses are suitable for the investigation of nuclear dynamics, the study of elec-
tronic dynamics with these pulses has been made possible by slowing down the
dynamics through the use of Rydberg electron wave packets [33]. However, in
order to study the electron wave-packet dynamics in the outer-valence molecular
orbitals relevant to most chemical and biological systems, attosecond pulses are
required.
Despite the impressive progress made in the last decades, attosecond pulses
generated via HHG have two main limitations: their relatively low intensi-
ties, which can make some attosecond pump-probe experiments quite challeng-
ing, and the limited range of photon energies in which they can be produced.
These limitations have been overcome in the recently operating XUV/X-ray
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free-electron laser (FEL) facilities, which can produce bright attosecond pulses
using synchrotron light.
Synchrotron light
Synchrotron radiation is emitted when charged particles moving at velocities
close to the speed of light are forced to change direction by a magnetic field,
as dictated by the fundamental laws of electrodynamics [34]. The first obser-
vation of artificial synchrotron light occurred at the General Electric Research
Laboratory in New York in 1947 [35], opening a new era of accelerator-based
light sources. Ever since, synchrotron light sources have progress dramatically,
rapidly evolving through up to four different generations [36].
Synchrotron radiation spans a wide energy range, from infrared light up
to the highest-energy X-rays. It is characterized by high brightness, being or-
ders of magnitude brighter than that produced in conventional light sources.
Synchrotron light is also highly polarized (linearly, circularly or elliptically),
tunable, collimated (consisting of almost parallel rays) and concentrated over
a small area. These properties make synchrotron radiation one of the most
important and universal research tools, with a steadily increasing number of
applications.
The so-called first-generation light sources were high-energy physics facil-
ities were synchrotron radiation was generated as a byproduct. The interest
for the use of synchrotron light increased over the years, motivating a series of
pioneering advances. The most important one was the development of storage
rings [37], the basis for all of today’s synchrotrons. A storage ring is a type of
circular accelerator in which the beam of particles can circulate at a fixed en-
ergy during long periods of time (hours), providing more stable beam conditions
and reducing the radiation hazard. In 1975, the Synchrotron Radiation Source
(SRS) at the Daresbury Laboratory in the UK, the first synchrotron exclusively
designed to the production of light, began to be constructed [38, 39]. It be-
came operational in 1981 [40], the same year than the BESSY synchrotron [41],
in Berlin, giving birth to the second-generation light sources. Over the years,
some facilities originally developed to high-energy physics, gradually evolved to-
wards a second-generation status by means of upgrades and by dedicating more
operating time to light production. The HASYLAB (Hamburger Synchrotron-
strahlungslabor) at DESY and the Stanford Synchrotron Radiation Laboratory
at the SLAC National Accelerator Laboratory and are some examples. Spec-
troscopists and crystallographers could benefit from the brightness of the X-ray
beams produced these facilities, which enabled to perform high-resolution ex-
periments, and new experimental techniques were born, such as the well-known
extended x-ray absorption fine-structure spectroscopy (EXAFS) [42, 43] for the
measurement of local atomic structure.
The development of special magnet structures, the so-called insertion devices
[44], gave rise to the third-generation light sources. Insertion devices are arrays
of magnets with alternating polarity that, placed into the straight sections of the
storage ring, generate very bright beams and allow to shift the light spectrum
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towards higher photon energies. These devices were quickly incorporated into
existing the synchrotron facilities. Third-generation facilities, designed with
insertion devices in place from the beginning, saw the light in the 90s. The first
of them was the European Synchrotron Radiation Facility (ESRF), located in
Grenoble, France, which started operating in 1994 [45, 46].
To date there are more than 50 dedicated light sources in the world, serving
many areas of science ranging from chemistry, biology, physics, material science,
medicine to industrial applications. The BESSY II in Berlin, the ELETTRA
in Trieste, the National Synchrotron Light Source in the USA, the Spring-8
in Japan or SOLEIL in France are just a few examples. All of them present
similar configurations, with a storage ring having many ports connected to the
beamlines, small stations where the experiments are carried out. The different
beamlines, however, can be more different depending on the kinds of experiments
they are used for.
Free-electron lasers (FELs), the fourth-generation light sources, were born at
the beginning of this century, opening a new era of time-resolved experiments.
Instead of using storage rings, FELs accelerate beams of electrons in long (sev-
eral kilometers) linear accelerators, generating ultrashort and ultrabright co-
herent light pulses. The underlying principle behind FELs is the self-amplified
spontaneous emission (SASE). As in the third-generation light sources, FELs
make use of insertion devices to generate synchrotron light. The synchrotron
radiation generated inside of them interacts with the oscillating electrons, mak-
ing them drift into microbunches, which are separated by a distance equal to
one radiation wavelength. Through this interaction, the electrons start to emit
coherent light. The emitted radiation can reinforce itself, leading to high beam
intensities and laser-like properties.
The fist FEL to become operational was the Tesla Test Facility (TTF) at
DESY, in Hamburg, in 2005, operating in the XUV range, allowing pioneering
experiments on Coulomb explosion of rare gas clusters [47]. FLASH succeeded
TTF in 2005, becoming the first soft X-ray FEL [48], where the first exper-
iments on coherent diffractive imaging were perform, allowing the imaging of
structures with sub-100 nm resolution [49, 50, 51] by using the of the so-called
diffraction-before-destruction [52] approach. In 2009, the Linac Coherent Light
Source (LCLS) in Stanford became the first hard X-ray FEL, leading to ma-
jor improvements the resolution that could be achieved in coherent diffractive
imaging experiments. The use of femtosecond pulses of 1.8 keV photons pro-
duced at LCLS allowed to retrieve the structure of nanocrystals with a spatial
resolution o 8 Angstrom [53]. This number was soon improved by the use 9.4
keV hard X-ray photons, leading to a spatial resolution of only 2.1 Angstrom
[54]. The FERMI FEL, at the Elettra Sincrotrone in Trieste, came into opera-
tion in 2010 [55]. The next year, the SACLA hard X-ray FEL, embedded in the
Spring-8 accelerator and synchrotron complex in Japan became operational [56].
In addition, several hard X-ray FELs are planned all over the world, including
the the SwissFEL and the European XFEL in Hamburg, both currently under
construction and expected to start operating in 2016 and 2017, respectively.
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Theoretical methods
Advances in synchrotron- and HHG-based light sources have opened the door
for structural determination in single isolated molecules, as well as for imaging
and even controlling electron and nuclear dynamics, with exciting applications
in physics, chemistry and biology. In this context, theoretical calculations have
become crucial to guide and to understand these new generation of experiments.
The development of high-resolution third-generation synchrotron light sources,
capable of producing ultra-bright radiation, has enabled the application of tra-
ditional photoelectron X-ray diffraction techniques to small molecules in the gas
phase. Theory has allowed to understand the diffraction patterns arising in the
photoelectron spectra by combining state-of-the-art calculations with the use of
simple models, that can help to understand the most relevant features. More-
over, theoretical work has guided and motivated a large number of attosecond
experiments, such as the recent observation of ultrafast charge migration in a
biomolecule [57]. The first theoretical prediction of charge migration in complex
systems came from L. S. Cederbaum and J. Zobeley more than 15 years ago [27],
demonstrating that electron correlation can drive purely electron dynamics in
the sub-femtosecond time scale, faster than the onset of the nuclear motion.
Charge migration has become a hot topic, attracting the interest of a number
of researchers and giving rise to exciting theoretical predictions in molecules
of biological interest [58, 59, 57, 60] as large as chains of amino acids [26]. In
all these works, the initial wave packet is generated by removing an electron
from a given molecular orbital, generating a hole in the electronic structure.
Since the ionized state is not a stationary state of the ionic Hamiltonian but a
combination of stationary states, the hole moves though the molecular skeleton,
with a velocity that is dictated by the energy spacing between the interfering
states. These theoretical findings motivated the experimental observations in
[57] as well as the design of nobel experiments using FELs [61]. More recently,
theoretical approaches accounting for the interaction with a realistic attosecond
pulse have been developed [62, 63, 64]. The evaluation of electronic wave pack-
ets in the continuum becomes arduous, especially in the case of large molecules.
The role of the nuclear dynamics in charge migration has been recently ana-
lyzed [65, 66, 67] using semi-classical approaches. A full quantum description
of the coupled nuclear and electron dynamics is challenging, even for the case
small molecules. A few works on photoionization of diatomic molecules have
considered both electronic and nuclear degrees of freedom, but neglecting the
dependence of the electronic structure on the internuclear distance [68, 69].
In this context, the multi-configurational time-dependent Hartree-Fock (MCT-
DHF) method [70, 71, 72, 73, 74, 75, 76, 77] has been proved to be a powerful
tool. DFT-based methods can also very useful because of their good compro-
mise between accuracy and computational effort. The static-exchange DFT
method and a more elaborate time-dependent version have been extended to in-
clude the nuclear motion at the Born-Oppenheimer level in diatomic molecules
[78, 79, 80, 81, 82] or for the symmetric stretching mode in molecules with a
small number of atoms [83, 84, 85, 86, 87, 88], finding very good agreement
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with recent experimental results obtained with synchrotron radiation. The in-
clusion of more vibrational degrees of freedom while using a reliable description
of electron correlation remains a challenge.
Outline
The aim of this work is to investigate light-induced phenomena in simple isolated
systems, with especial emphasis in the theoretical description of processes that
can be traced and manipulated using ultrafast laser pulses. In particular, we
have focused on the investigation of (1) photoionization of small molecules using
methods that account for both nuclear and electronic degrees of freedom, and
(2) ultrafast electron dynamics in larger molecules initiated by attosecond XUV
pulses. All the work presented in this PhD thesis has been done in collaboration
with Piero Decleva, from Universita` di Trieste.
The theoretical methods employed in this work are described in chapters
1−3. Chapter 1 includes general concepts on treat light-matter interaction. How
to apply them these concepts to the special case of molecules interacting with
synchrotron radiation and attosecond pulses is presented in chapters 2 and 3.
In this work we have employed the static-exchange DFT method, developed by
Mauro Stener, Piero Decleva and collaborators, to evaluate bound and contin-
uum electronic stationary states. The nuclear motion has been accounted for at
the Born-Oppenheimer in the case of diatomic and small polyatomic molecules.
This has allowed for the computation of vibrational excitations upon ionization
and the investigation of non-Franck-Condon effects.
We have investigated the interferences arising in the photoionization of small
molecules (BF3, CF4, CO and F2) at high photoelectron energies by analyzing
the role of the nuclear motion. In collaboration with the experimental groups
of Edwin Kukk (Turku University), Catalin Miron (Soleil Synchrotron), Kiyosi
Ueda (SPring8 Synchrotron) and Thomas Darrah Thomas (Oregon State Uni-
versity), we have found evidence of intramolecular scattering occurring in the
inner-shell photoionization of CO, CF4 and BF3 imprinted the collective vibra-
tional excitation that accompanies 1s ionization from the C (CO, CF4) or the
B (BF3) atom at high photoelectron energies. The ratios between vibrationally
resolved photoionization cross sections (ν-ratios) show pronounced oscillations
as a function of the photon energy which are the fingerprint of electron diffrac-
tion by the surrounding atomic centers and therefore carry information of the
molecular target as well as of the ionization process. As a proof of principle, we
illustrated how structural information can be retrieved from the oscillations in
the v-ratios by determining the internuclear distances of the CO molecule and of
the core-hole species generated upon C 1s ionization. A different scenario occurs
when the electron is emitted not from a well confined region in the molecule but
from a delocalized orbital. In these situations, double (triple...) slit-like inter-
ferences are expected to arise. We have investigated this phenomenon in the
F2 molecule, where due to symmetry the orbitals are delocalized between the
two atomic centers. By analyzing the role of the nuclear motion upon pho-
toabsorption, we found experimentally measurable evidence of double slit-like
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interferences in the angle-integrated photoelectron spectra. These results are
presented in chapter 4 and in appendices 1− 5.
Ultrashort light pulses can create coherent superpositions of electronic states,
triggering electron motion at a speed that is determined by the energy spacing
of the interfering states. We have investigated the ultrafast electronic response
of large biological systems to attosecond XUV pulses, in collaboration with
the experimental groups of Mauro Nisoli (Politecnico di Milano), Luca Poletto
(IFN-CNR, Padova) and Jason Greenwood (Queen’s University, Belfast). Our
study, presented shown in chapter 5 and in appendices 6 and 7, includes the
amino acids glycine, phenylalanine and tryptophan, with the aim of understand-
ing the influence of the different radicals in the ultrafast dynamics. For each
molecule, we have evaluated the electronic wave packet generated by an attosec-
ond XUV pulse by means of the static-exchange DFT method and first-order
time-dependent perturbation theory. The Fourier analysis of the hole density
over different portions of the molecule reveals ultrafast beatings that are in very
good agreement with the oscillations found in a XUV/NIR pump-probe exper-
iment where the yield of different fragments is measured as a function of the
pump-probe time delay.
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Theory
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Chapter 1
Light-matter interaction
The aim of this chapter is to introduce general concepts on light-matter in-
teraction and to present theoretical approaches that can describe the behavior
of atomic and molecular systems in an electromagnetic field. We focus on the
interaction with “weak” radiation, which can be accurately described using per-
turbative approaches. The general concepts presented here will be applied to
treat particular problems in chapters 2 and 3.
1.1 Time-dependent Schro¨dinger equation
The evolution of an atomic or a molecular system is fully determined by the
time-dependent Schro¨dinger equation (TDSE) [89]:
i~
∂
∂t
Φ(t) = Hˆ(t)Φ(t) (1.1)
where Φ(t) is the corresponding wave function and Hˆ(t) is the Hamiltonian
operator. For the sake of simplicity, nor spatial or spin coordinates are explicitly
indicated. The formal solution of the TDSE is:
Φ(t) = U(t0, t)Φ(t) (1.2)
where U(t0, t) = e
− i~
∫ t
t0
Hˆ(τ)dτ
is so called the evolution operator, which prop-
agates the wave function from an initial time t0 to t. Equations 1.1 and 1.2 are
general and, in principle, applicable to any system. Our goal is to investigate
the behavior of matter upon interaction with bright light, concretely, ultrashort
laser pulses and synchrotron radiation. These are usually intense enough so that
one can describe the flux of photons as a continuum variable, i.e., by means of
Maxwell equations [89, 34]. Furthermore, in these contexts magnetic interac-
tions are usually weaker and light can be modeled as an oscillating electric field.
Neglecting spin orbit couplings, mass polarization and relativistic effects, the
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Hamiltonian operator of a set of N charged particles may be written as:
Hˆ(t) =
N∑
i=1
[
pˆ2i
2mi
+
N∑
j=1
qiqj
|ri − rj|2
]
︸ ︷︷ ︸
H0
+
N∑
i=1
qiriE(t)︸ ︷︷ ︸
Vˆ (t)
(1.3)
where ri, pi, mi and qi are position, momentum, mass and charge of the i-th
particle, respectively, and E(t) is the electric field of the electromagnetic wave
in the dipole approximation [89, 34], which neglects the spatial dependence of
the field across size of the system. This is usually a good approach for long
and medium wavelength fields and for small atomic systems as long as the
wavelength is significantly larger than the dimensions of the system. For our
purposes, it is convenient to split Hˆ into two parts (see eq. 1.3): the field-free
Hamiltonian, Hˆ0, and a term accounting for the interaction with the radiation,
Vˆ (t).
Spectral methods
Even though eq. 1.1 has not an exact analytical solution in most cases, it can
be solved approximately. For instance, one can define an initial wave function
at t = 0 in a grid of points and then propagate numerically. However, these
methods are typically expensive since one has to use a dense grid in order to
get accurate results. In quantum chemistry it is more efficient to use a spectral
method, in which the wave function is expanded onto a complete basis set of
functions. Of course, the efficiency here depends on the adequate choice of
the basis set for the particular problem. It is usually a good approach to use
the eigenstates of the field-free Hamiltonian, which are the solutions of the the
eigenvalue problem:
Hˆ0φn = Enφn (1.4)
where φn are the eigenfunctions of H0, which form a complete basis set, and En
are the corresponding eigenvalues. The total wave function can be expanded as
Φ(t) =
∑
n
cn(t)φn (1.5)
where the time dependence is contained in the spectral coefficients cn(t), which
satisfy
cn(t) = 〈φn|Φ(t)〉 (1.6)
due to the orthogonality of the basis. Inserting the spectral expansion of the
wave function (eq. 1.5) into the TDSE (eq. 1.1), we obtain
i~
∂
∂t
∑
k
ck|φk〉 =
∑
n
cn[En + Vˆ (t)]φn (1.7)
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where we have made use of eq. 1.4. By left-side projecting onto 〈φk| and
applying the orthogonality relation 〈φm|φn〉 = δmn, eq. 1.7 reads
i~
d
dt
cn(t) = cnEn +
∑
k
ck〈φn|Vˆ (t)|φk〉 (1.8)
We have obtained a set of coupled equations that describe the time-evolution
of the spectral coefficients. A more compact version of eq. 1.8 can be obtained
by performing the change of variables
cn(t) = c˜n(t)e
−iEnt/~ (1.9)
where c˜n(t) are the coefficients in the interaction picture [89], which are equiv-
alent to those in the Schro¨dinger picture cn(t) except for the corresponding
stationary phases. Inserting eq. 1.9 into eq. 1.8 and multiplying by e−iEnt/~,
we obtain
i~
d
dt
c˜n(t) =
∑
k
c˜k(t)e
iωnkt〈φn|Vˆ (t)|φk〉 (1.10)
Where we have introduced the Bohr angular frequency ωnk =
En−Em
~ . This set
of coupled equations is completely general and rigorously equivalent to eq. 1.1.
The coupling between different states arises from the existence of the external
potential Vˆ (t), which relates the evolution of c˜n(t) to that of all the other
coefficients. In general, eq. 1.10 can be solved numerically by breaking the
time domain into small steps {t1, t2, ...} and the set {c˜n(tj)}n is obtained from
{c˜n(tj−1)}n through iterative procedures [90, ?, 91]. However, this approach
might become computationally expensive in some situations. If the external
potential Vˆ (t) is weak, the time-evolution of the wave function can be evaluated
more efficiently making use of perturbation theory, as we explain in the next
section.
1.2 Time-dependent perturbation theory
Perturbation theory provides a useful approach to solve the TDSE when the
field applied to the system is weak and therefore Vˆ (t) can be treated as a
perturbation. Under this assumption, the set of coefficients c˜n(t) hardly vary
in time and their zero-th order solution is given by their initial values:
c˜(0)n (t) ' c˜n(0) (1.11)
Solutions of higher order (r > 0) can be evaluated using the recurrence relation:
i~
d
dt
c˜(r)n (t) =
∑
k
c˜
(r−1)
k (t)e
iωnkt〈φn|Vˆ (t)|φk〉 (1.12)
which enables to obtain the r-th order solution from the (r−1)-th order one. We
are interested in situations in which non linear processes are negligible and can
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thus be accurately described using first-order perturbation theory, which
approximates the exact wave function to its first-order solution. If the system
is assumed to be in the ground state at t = 0, that is, c˜n(0) = δ0n, the zero-th
order solution is c˜
(0)
n (t) = δ0n. Inserting this into the right side of eq. 1.12, we
can evaluate the first order solution:
i~
d
dt
c˜(1)n (t) ' eiωn0t〈φn|Vˆ (t)|φ0〉 (1.13)
By integrating in time and making use of the initial condition c˜n(0) = δ0n we
obtain:
c˜(1)n (t) ' δ0n −
i
~
∫ t
0
eiωn0τ 〈φn|Vˆ (τ)|φ0〉dτ (1.14)
In our particular case Vˆ (t) = µE(t), where µ =
∑
n qnrn is the dipole moment
operator. Using eq. 1.9 we can retrieve the coefficients in the Schro¨dinger
picture. For n 6= 0, we have
c(1)n (t) = −
i
~
〈φn|µε|φ0〉e−iEnt/~
∫ t
0
eiωn0τE(τ)dτ (1.15)
where µε = εˆµ is the component of the dipole operator along εˆ, the polarization
direction of the field. Eq. 1.15 can provide accurate values of the time-dependent
coefficients upon interaction with an ultrashort laser pulse provided only linear
effects come into play. The corresponding transition probabilities are given by
the square of the amplitudes
Pn←0(t) = |cn(t)|2 = |c˜n(t)|2 (1.16)
where one can use cn(t) or c˜n(t) since they are equal except for a stationary
phase.
1.2.0.1 The special case of a sinusoidal perturbation
Let us consider the case of monochromatic light in the dipole approximation,
i.e.,
E(t) = E0 sin (ωt)εˆ =
E0
2
[
eiωt − e−iωt
]
εˆ (1.17)
where ω is the frequency of the radiation. This is a reasonable approach to
model an experiment with synchrotron radiation, where the photon energy is
well defined [36]. Inserting eq. 1.17 into eq. 1.15, we obtain:
c˜(1)n (t) = −
iE0
2~
〈φn|µε|φ0〉
∫ t
0
[
ei(ωn0+ω)τ − ei(ωn0−ω)τ
]
dτ (1.18)
= − iE0
2~
〈φn|µε|φ0〉
[
1− ei(ωn0+ω)t
ωn0 + ω
− 1− e
i(ωn0−ω)t
ωn0 − ω
]
(1.19)
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By making use of eq. 1.16 we can evaluate the transition probability:
Pn←0(t) = |c˜n|2(t) = E
2
0
4~2
|〈φn|µε|φ0〉|2
∣∣∣∣∣1− ei(ωn0+ω)tωn0 + ω − 1− e
i(ωn0−ω)t
ωn0 − ω
∣∣∣∣∣
2
(1.20)
For a fixed value of t, the transition probability is a function of ω having two
pronounced maxima for ω = ω0n and ω = −ω0n due to the two terms inside the
bracket. The first term, which maximizes for ω = −ω0n, accounts for transitions
from the initial to lower energy states occurring through induced photoemission.
Here we seek to describe excitations that take place upon photoabsorption from
the ground state. These are accounted for in the second term, which maximizes
for ω = ω0n. Removing the induced photoemission term in eq. 1.20 and making
use of the identity eiα − 1 = 2ieiα/2 sin (α/2), we obtain:
Pn←0(t) =
E20
~2
|〈φn|µε|φ0〉|2
sin2
(
[ωn0 − ω]t/2
)
(ωn0 − ω)2 (1.21)
Here we are interested in finding the transition probability upon a long-time
interaction. In the limit t→∞, the function sin2(αt/2)α2 can be approximated by
pit
2 δ(α). Then, in the long-time limit, we have:
Pn←0(t) =
piE20t
2~2
|〈φn|µε|φ0〉|2δ(ωn0 − ω) (1.22)
Note that this limit corresponds to the case of perfectly monochromatic light,
where the photon energy is well defined and given by ~ω. Therefore, a transition
from the ground to an excited state n will only occur if ω = ω0n. The transition
rate, i.e., the transition probability per unit of time is obtained by integrating
over a range of frequencies (ω1, ω2) containing ωn0 and derivating with respect
to time:
Γn←0 =
d
dt
∫ ω2
ω1
Pn←0(t)dω =
piE20
2~2
|〈φn|µε|φ0〉|2 (1.23)
1.3 Photoionization cross section
The cross section is defined as the hypothetical surface of effective interaction
between a flux of particles and their targets. In the particular case of photoion-
ization, it refers to the probability of an electron to be emitted from the target
upon interaction with the field. For a transition from the ground Φ0 a to a final
Φn state, the cross section is given by [89]:
σ =
Γn←0
F
(1.24)
where F is the flux of photons per unit of area and time, which is related to the
amplitude of the electric E0 according to
F =
E20c
8pi~ω
(1.25)
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and c is the speed of light. Inserting 1.23 and 1.25 into 1.24, we obtain the
photoionization cross section for a given orientation of the system with respect
to the field:
σε =
4pi2ω
~c
|〈φn|µε|φ0〉|2 (1.26)
As can be seen in eq. 1.26, the cross section does not depend on the parameters
of the field. For this reason, it is a very useful quantity to compare results
obtained under different experimental conditions.
1.3.0.2 Randomly oriented targets
In the case of randomly oriented molecules, the total cross section can be re-
trieved by averaging incoherently over three orthogonal directions of ε, let us
call them x, y and z:
σ =
σx + σy + σz
3
(1.27)
Eq. 1.27 allows to reproduce experimental results in which targets without
spherical symmetry are are not aligned with the field.
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Chapter 2
Molecular structure
In this chapter we show how to apply the general concepts introduced in chap-
ter 1 to describe the interaction of molecules with electromagnetic radiation.
In particular, we are interested in processes involving ionization. The main
difference between atomic and molecular photoionization is that in the atomic
case the angular momentum of the emitted electron is a good quantum number.
Due to the lack of spherical symmetry, this is no longer true in the case of a
molecule, where the description of the electronic continuum requires solving a
multichannel problem [92]. Besides, there are extra degrees of freedom because
the nuclei move. Here we present approaches to describe these situations, in-
troducing reasonable approximations that can simplify the full problem, which,
as the number of degrees of freedom increases, becomes intractable.
2.1 The molecular Hamiltonian
The Hamiltonian operator representing the energy of the electrons and the nuclei
in a molecule, the field-free molecular Hamiltonian, may be written as [93]:
Hˆ = Tˆe + TˆN + Vˆee + VˆeN + VˆNN (2.1)
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where:
◦ Te = 1
2
N∑
i=1
1
me
∇2i is the kinetic energy of the N electrons,
◦ TˆN = 1
2
M∑
i=1
1
Mα
∇2α is the kinetic energy of the M nuclei,
◦ Vˆee =
N∑
i=1
N∑
j>i
e2
|ri − rj | is the electrostatic repulsion between electrons,
◦ VˆeN = −
N∑
i=1
M∑
α=1
Zαe
2
|ri −Rα| is the attraction between electrons and nuclei,
◦ VˆNN =
M∑
α=1
M∑
β>α
ZαZβe
2
|Rα −Rβ | is the repulsion energy term between nuclei,
ri and Rα stand for the coordinates of the electron i and nuclei α, respectively,
me and e are the mass and the charge of the positron, and Mα and Zα are the
mass and the atomic number of the nuclei α. In order to find the eigenstates of
H, which constitute the set of stationary solutions of the molecular system, we
can take advantage of the fact that since nuclei are more massive than the light
electrons, their motion is slower, as we explain as follows.
2.1.1 The Born-Oppenheimer approximation
Since the electromagnetic forces acting on electrons and nuclei have similar
intensity, one might assume their momenta to be of the same magnitude. Then,
as the nuclei are significantly heavier, they must accordingly have much smaller
velocities. Based on this idea, Max Born and J. Robert Oppenheimer proposed
a way to decouple electron and nuclear dynamics by splitting the total wave
function into two parts [94]. Within the Born-Oppenheimer approximation,
the stationary states of the full-system can written as product of an electronic
stationary state Ψn(x¯, R¯), depending on both the electronic and the nuclear
coordinates, and a nuclear stationary state χnν(R¯), which only depends on the
nuclear degrees of freedom:
Φnν(x¯, R¯) = Ψn(x¯, R¯)χnν(R¯) (2.2)
where n and ν are indexes (in general, sets of indexes) over the electronic and
nuclear stationary states, which label the Φnν vibronic stationary state state,
x¯ = (x1, ...,xN ) is a vector containing the spin and spatial coordinates of all
electrons and R¯ = (R1, ...,RM ) contains all nuclear spatial coordinates (nuclear
spin coordinates have been dropped). Electronic stationary states satisfy the
electronic time-independent Schro¨dinger equation:[
Tˆe + Vˆee + VˆeN + VˆNN︸ ︷︷ ︸
Hˆe
]
Ψn(x¯, R¯) = En(R¯)Ψn(x¯, R¯) (2.3)
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where He is the electronic Hamiltonian and En(R¯) is the energy of the electronic
state n, which depends on the nuclear coordinates R˜. Eq. 2.3 can be solved
parametrically in a grid of nuclear geometries and, by doing so, one obtains
the potential energy surfaces En(R¯) in which the nuclei move. Then, for each
electronic state n, the nuclear stationary states χnν can be obtained by solving
nuclear time-independent Schro¨dinger equation:[
TN + En(R¯)︸ ︷︷ ︸
HˆN
]
χnν(R¯) = Enνχnν(R¯) (2.4)
where Enν is energy of the vibronic state given by the quantum numbers n and
ν. The BO approximation assumes that Φnν(x¯, R¯) varies very smoothly with R¯
and therefore the electrons rearrange instantaneously as the nuclei move. This
assumption is valid as long as the energy spacing between electronic states, i.e.,
En(R¯)−En−1(R¯) is sufficiently large and, in a photoionization process, as long
as the photoelectron is not emitted very slowly, that is, with very low kinetic
energy. The Born-Oppenheimer approximation provides a powerful tool for the
accurate evaluation of vibronic stationary states of diatomic and small poly-
atomic molecules, and also of larger systems in which reduced-dimensionality
models are applicable.
2.1.1.1 The fixed-nuclei approximation
Purely electronic processes may occur in a time-scale which is short enough so
that they can be described without taking into account the nuclear degrees of
freedom at all. In these situations, the system can be characterized in terms of
an electronic wave function in which the nuclei remain frozen at their equilibrium
positions. The so called fixed-nuclei approximation has been widely employed,
for instance, for the evaluation of total photoionization cross sections (see, for
instance [95, 96, 97]), providing results in which are in good agreement with
full-calculations and with experimental data, or for the investigation of charge
migration in large biological systems [27, 58, 26, 59, 62, 98], where including the
nuclear degrees of freedom may become challenging.
2.2 Evaluation of electronic states
The electronic eigenvalue problem given in eq. 2.3 is a differential equation
depending on the coordinates of all the electrons which, in general, does not
have an exact analytical solution. The Hartree−Fock (HF) method can provide
a first approximation to the “exact” ground state solution in terms of a Slater
determinant constructed from HF molecular orbitals, which are obtained within
the mean field approximation through a self consistent field procedure. However,
HF solutions are usually rather poor since the mean field approximation cannot
properly describe electron correlation effects [93]. Post HF methods manage
this problem by expanding the total wave function as a linear combination
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of Slater determinants (electronic configurations), being able to yield accurate
solutions for the ground and for excited states of few electron systems. Yet, the
number of configurations one might need to include in the expansion to reach
the desired accuracy can make these methods extremely costly. In this sense,
density functional theory (DFT) provides a useful alternative to the conventional
ab initio methods, providing an excellent compromise between accuracy and
computational effort for medium and large size systems [99].
2.2.1 Density functional theory
Density functional theory (DFT) is widely used in physics, chemistry and ma-
terials science to investigate the ground state electronic structure of atoms,
molecules, and condensed phases. According to DFT, the energy (or any other
observable) of a many-electron system in the ground state can be determined
by using functionals which solely depend on the electron density. The most
essential concepts of the method are given here; for a deeper insight, see, for
instance [99], [100] or [101].
DFT is supported on the theorems proposed by Pierre Hohenberg and Walter
Kohn in 1964 [102], namely:
1. “Any observable of a stationary non-degenerate ground state can be cal-
culated, exactly in theory, from the electron density of the ground state”.
2. “The electron density of a non-degenerate ground state can be calculate,
exactly in theory, determining the density that minimizes the energy of
the ground state”.
The use of the electron density ρ(r) instead of the wave function Ψ(x1, ...,xN )
is the foundantion of DFT. Both entities are related through the equation:
ρ(r) = N
∫
. . .
∫
|Ψ(x,x2 . . . dxN )|2dsdx2 . . . dxN (2.5)
where xi = risi gathers the spatial ri and spin si coordinates of the i−th
electron 1. In 1965, Walter Kohn and Lu Jeu Sham provided a systematical
approach to evaluate the ground state electron density of a many-body system
by introducing the so-called Kohn-Sham equation [103].
The Kohn-Sham equation
The Kohn-Sham equation is the time-independent Schro¨dinger equation of a
fictitious system of non-interacting particles that generates the same density as
a given system of interacting particles. It can be written as:[
− ~
2
2me
∇2 + Veff(r)
]
φi(x) = iφi(x) (2.6)
1The parametrical dependence on the nuclear coordinates has been dropped for the shake
of simplicity.
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where φi are the so called Kohn-Sham orbitals, i are the corresponding energies
and Veff the fictitious effective potential in which the non-interacting particles
move:
Veff(r) = −
M∑
α=1
e2Zα
|r−Rα| + VH [ρ(r)] + VXC [ρ(r)] (2.7)
where VH is the Hartree (Coulomb) potential
VH [ρ(ri)] = e
2
∫
ρ(r′)
|r− r′|dr
′ (2.8)
and VXC is the exchange-correlation potential
VXC [ρ(r)] =
δEXC
δρ
(2.9)
EXC is the exchange-correlation energy. If the exact forms of EXC and VXC
where known, the Kohn-Sham strategy would provide the exact ground state
energy. Unfortunately, this is not the case and the exchange-correlation en-
ergy (potential) needs to be approximated through empirical formulations. The
central goal of modern DFT is finding better approximations to these two quan-
tities. As the particles of the Kohn-Sham system are non-interacting fermions,
the ground state wave function can be written as a Slater determinant of the
lowest energy solutions of eq. 2.6:
Ψ(x1,x2, ...,xn) =
1√
N !
∣∣∣∣∣∣∣∣∣
φ1(x1) φ2(x1) · · · φN (x1)
φ1(x2) φ2(x2) · · · φN (x2)
...
...
. . .
...
φ1(xN ) φ2(xN ) · · · φN (xN )
∣∣∣∣∣∣∣∣∣ (2.10)
By using eq. 2.5, we can evaluate the ground state electron density:
ρ0(r) = 2
N∑
i=1
|ψi(r)|2 (2.11)
where ψi(r) is the spatial part of the spin orbital φi(x), that is, φi(x) =
ψi(r)α(s) or φi(x) = ψi(r)β(s). As the Kohn-Sham Hamiltonian depends on the
Kohn-Sham orbitals (solutions of the eigenvalue problem) through the electron
density, those are numerically found by using a self-consistent field procedure
until convergency is reached.
2.2.2 Static-exchange DFT
Standard DFT methods can accurately represent the electronic ground state
many-electron systems. Here we are mainly interested in describing processes
that involve photoionization. To do so, one also needs to describe the elec-
tronic continuum. In this work we have employed the static-exchange DFT
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method [104, 105, 106, 107, 108], developed by Piero Decleva and collabora-
tors, to evaluate transitions to continuum states. The method makes use of
the Kohn-Sham DFT formalism to describe bound states and of the Galerkin
approach to evaluate photoelectron wave functions in the field of the corre-
sponding Kohn-Sham density. Over the last decades, it has been shown to
provide accurate results for the total cross sections of small molecules as well
as for medium and large size systems within the fixed nuclei approximation
[105, 109, 110, 111, 112, 113]. More recently, it has been used to evaluate
of vibrationally resolved cross sections by including the nuclear motion at the
Born-Oppenheimer level [78, 83, 79, 80, 81, 82, 84, 85, 86, 87, 88], providing
results which are in good agreement with experimental data. In this section we
explain the most relevant characteristics of the method. A detailed review of
the method is given in [107].
2.2.2.1 Electronic states within the static-exchange approximation
The method makes use of single Slater determinants to define bound and ex-
cited (continuum) electronic states, ensuring that the Pauli exclusion principle
is fulfilled. The ground state wave function may be written as:
Ψ0(x1,x2, ...,xn) =
∣∣∣φ1 φ2 . . . φN ∣∣∣ (2.12)
where, for a closed-shell system:
φn(x) =
 ψ(n+1)/2(r)α(s) if n is odd
ψn/2(r)β(s) if n is even
Continuum states are defined by promoting one electron from a bound spin or-
bital φα to a continuum orbital φεlh with kinetic energy ε and angular quantum
numbers l and h, as we explain in section 2.2.2.2, and can be written as:
Ψαεlh(x1,x2, ...,xn) =
∣∣∣φ1 φ2 . . . φα−1 φεlh φα+1 . . . φN ∣∣∣ (2.13)
Bound and continuum orbitals are expanded in a multicentric basis set of B-
splines, as we explain as follows.
2.2.2.2 Multicentric B-spline basis set
Traditional basis sets make use of Gaussian or Slater type orbital functions,
which provide fast convergence for the lowest bound states with a reduced num-
ber of basis functions [93]. However, these expansions are not adequate for the
description of the rapidly oscillating continuum states, since numerical linear
dependences rapidly come up as the basis set is increased due to the large over-
lap between functions with different centers. In this context, B-spline functions
are very flexible and due to its local nature they can describe accurately both
bound and continuum orbitals without running intro numerical dependencies
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[107]. The present method evaluates bound and continuum orbitals in a multi-
centric basis set of B-splines and symmetry adapted [114] linear combinations
of real spherical harmonics with origin over different positions in the molecule:
◦ A large one-center expansion (OCE) over the center of mass provides an
accurate description of the long-range behavior of the continuum states.
◦ Small expansions, called off-centers (OC), located over the non-equivalent
nuclei, complement the OCE. They improve dramatically the convergence
of the calculation, allowing to reduce the angular expansion in the OCE,
since they can effectively describe the Kato cusps [115] at the nuclear
positions.
In the case of symmetric molecules, a large amount of computational effort
can be saved by making use of using point group symmetry and dividing the
3-dimensional space into equivalent regions (see fig. 2.2.2.2 for a schematic
representation of in the BF3 molecule). The basis set elements may be written
as:
ξpnlhλµ =
∑
q∈Λp
1
rq
Bκn(rq)
∑
m
bqmlhλµYlm(θq, ϕq)︸ ︷︷ ︸
Xplhλµ(θq,ϕq)
(2.14)
where Λp represents a shell of equivalent centers (p = 0 refers to the OCE), q
runs over the centers in the shell, n is an index over the B-spline functions Bκn,
whose order is κ = 10, λµ are the indexes of the irreducible representation (see
[108]), h runs over the linearly independent angular functions, which are con-
structed as linear combinations of real spherical harmonics associated to a fixed
angular quantum number l, and the coefficients bqmlhλµ are determined by sym-
metry [114], defining the so called symmetry adapted spherical harmonics Xplhλµ.
In each center q, the B-spline expansion reaches a maximum value Rpmax,
can be different for non-equivalent centers (different value of p, see eq. 2.14). A
large vale of R0max is required in the OCE in order to provide a good description
of the oscillatory behavior of the continuum states. One can control the overlap
between the basis elements, avoiding running into linear dependences, by keep-
ing a small expansions over the off-centers (Rp>0max ' 1a.u.), which are usually
enough to account for of the Kato cusps. Angular expansions are truncated
so l takes values up to a maximum lpmax, which can also be different for the
non-equivalent centers. In general, small values of lmax in the OCs are enough
to complement the OCE in the description of the bound states, whereas the
a large angular expansion might be required in the OCE for the evaluation of
continuum states with high kinetic energy.
Evaluation of bound orbitals
Nowadays there are several electronic structure programs available which can
efficiently perform DFT calculations. We have employed the Amsterdam Den-
sity Functional (ADF) package [116, 117, 118] to evaluate the electronic density
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Figure 2.1: Schematic representation of the multicentric expansion in the BF3
molecule: a large OCE (R0max = 30 a.u.) with origin on the B atom and 3
equivalent OCs (R1max = 1 a.u.) placed on the F atoms. No OC is required on
the B atom as it is located at the center of mass, where the OCE has its origin.
Since the molecule belongs to the D3h point group, signifficant computational
effort is saved by dividing the 3-dimensinal space into 12 equivalent regions.
of the ground state of the molecules we have investigated using double or a
triple ζ-polarization plus basis set (taken from the ADF library). Electronic
exchange and correlation effects have been accounted for with the VWN [119]
local density approximation functional in some cases, or with the LB94 [120],
depending on each particular problem. The electron density provided by ADF
is projected into a multicentric B-spline basis set like the one described in the
previous section. The corresponding Hamiltonian H and overlap S matrices are
then constructed, and by solving the eigenvalue problem given by the secular
equation
Hc = ESc (2.15)
we obtain the set coefficients c that define the bound orbitals in the B-spline
basis.
Evaluation of continuum orbitals
The continuum spectrum of an operator constitute a family of eigenfunctions
depending of the corresponding eigenvalue as a continuum variable. The set
of discrete solutions of eq. 2.15 whose energy is higher than the ionization
threshold can be interpreted as a representation of the continuum, but with
a different (arbitrary) normalization condition: ϕ(R0max) = 0, and normalized
at the same level as the bound states: to a Kronecker delta. Of course, the
characteristics of these solutions depend on the numerical expansion and one
needs to use a dense basis set and a large value of R0max so their asymptotic
behavior is propertly represented. In order to compute measurable quantities
such as photoionization cross sections, one needs to set the proper normalization
of the continuum states: to a Dirac delta, and impose the adequate scattering
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boundary conditions of a multichannel problem. Here we have employed the
Galerkin [107] approach to evaluate photoelectron states at different energies
and the correct boundary conditions have been imposed to the solutions, as we
explain in this section.
◦ The Galerkin approach
The present method can yield the continuum wave function at any photoelectron
energy using a fixed basis set. The traditional eigenvalue problem (eq. 2.15) does
not admit non-trivial solutions (c 6= 0) for an arbitrary value of energy E = ε.
However, one can obtain approximate solutions by finding the coefficients that
minimize the residual vector (Hc− εSc), with c 6= 0 by solving the eigenvalue
problem:
A()c = ac (2.16)
where A() = H − S. The eigenfunctions corresponding to the lowest eigen-
values a0, a1, ... can be taken as an approximate solutions with energy  if their
eigenvalues are close to zero. It has been observed that, for n partial waves,
one can always find a set of n eigenvalues {ai}ni=1 whose moduli are sufficiently
small and well separated from the others, provided that the basis set is dense
and flexible enough. Due to the lack of boundary conditions, A() is not a
Hermitian matrix and therefore its eigenvalues ai and eigenvectors ci are, in
general, complex. Nonetheless since A(ε) is real they appear in conjugate pairs,
i.e., for each pair (a, c) that satisfies 2.16, so does (a∗, c∗). This later property
makes possible to avoid complex representations just by taking R(c) and I(c)
as independent solutions.
The diagonalization of A() provides, for a selected photoelectron energy ,
an orthonormal set {ϕ,i}i of real stationary solutions. However, these solutions
do not satisfy the adequate scattering boundary conditions. Nonetheless, since
they form a complete set, we recombine them to obtain linear combinations of
them that do.
◦ Renormalization of continuum sates
Photoelectron wave functions describe a particle being ejected out of an atom
or a molecule. Therefore, they must be solutions of the scattering Schro¨dinger
equation
Hˆscϕ
−(r) = εϕ−(r) (2.17)
where Hˆsc is the scattering Hamiltonian:
Hˆsc = −1
2
∇2 − Uα(r) (2.18)
and Uα(r) is the electrostatic potential generated by the residual ion. At long
distances, this potential can be approximated by that of a positive charge, i.e.:
lim
r→∞Uα(r) =
1
r
(2.19)
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where r = |r|. The scattering Hamiltonian (equation 2.17) does not admit ana-
lytical eigenfunctions in the case of complex electrostatic potentials. However,
as r increases, it tends to the Coulomb Hamiltonian, Hˆc:
lim
r→∞Hsc = Hc = −
1
2
∇2 − 1
r
(2.20)
which does have analytical solutions: the regular Fεl(r) and the irregular Gεl(r)
Coulomb functions. At long distances, they can be written as:
Fεl(r) =
√
2
pik
1
r
sin (kr − l pi
2
− η log 2kr + σl) (2.21)
Gεl(r) =
√
2
pik
1
r
cos (kr − l pi
2
− η log 2kr + σl) (2.22)
where k is the momentum and σl is the Coulomb phase shift:
σl = arg Γ(l + 1 + iη) (2.23)
and Γ is the Euler’s Gamma function. The asymptotic boundary conditions
for the photoelectron scattering wave functions can be written in terms of the
Coulomb functions as follows:
ϕ−εlh = Fεl(r)Xlh +
∑
l′
piKll′Gεl(r)Xl′h (2.24)
where the K-matrix is related to the usual scattering matrix S [92] as:
I − ipiK = (I + ipiK)S (2.25)
Continuum states resulting from the diagonalization of the Galerkin matrix
A(ε), however, satisfy arbitrary boundary conditions of the form:
ϕεlh =
∑
l′
all′Fεl′(r)Xl′h +
∑
l′
piKll′Gεl(r)Xl′h (2.26)
where the sets of coefficients {all′} and {bll′} are obtained by comparing the
radial part of the wave functions ϕεl and its first derivative at r = Rmax with
those of the Coulomb functions. They define two matrices A and B that can
be used to obtain the correct wave functions:
ϕ−εlh = A
−1ϕεlh (2.27)
The resulting wave functions ϕ−εlh have the proper K-matrix normalization,
with piK = −A−1B.
2.2.2.3 Dipole-transition matrix elements
Here we indicate how to evaluate the dipole-transition matrix element from the
electronic ground state Ψ0 (eq. 2.12) to a continuum state Ψαεlh (eq. 2.13)
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upon interaction with linearly polarized light. Since the residual ion is remain
frozen (static-exchange approximation), the problem reduces to the calculation
of the coupling between the bound orbital from where the electron is taken φα
and the continuum orbital to where is promoted φεlh, that is,
µαεlh = 〈Ψαεlh(x¯)|µe(r¯)|Ψ0(x¯)〉 = 〈φεlh(r)|r|φα(r)〉 (2.28)
where  is the polarization direction of the electric field. Dipole transition
elements can be used to evaluate cross sections, as we indicate as follows.
2.2.2.4 Photoionization cross section within the fixed-nuclei approx-
imation
Making use of equations 1.26 and 2.28 and summing incoherently all photoelec-
tron symmetries (all possible values of l and h), we can evaluate total photoion-
ization cross sections in the framework of the fixed nuclei approximation:
σα(ε) =
4pi2ω
~c
∑
lh
∣∣µαεlh ∣∣2 (2.29)
As indicated in section 1.3, for the case of randomly oriented molecules, one
needs to compute σα for three orthogonal directions of the polarization vector
of the field  and then average the results incoherently.
2.2.3 Time-dependent DFT
The static-exchange DFT method described in the previous section might be
inappropriate when the coupling between different photoionization channels is
important. In this section we present the alternative time-dependent DFT ap-
proach, is more adequate to describe these situations. Since the method makes
use of many ingredients from the static-exchange DFT, here we will only explain
the concepts that are exclusive from the time-dependent version. For a more
complete description, see [109].
The response of the electrostatic potential due to a first order change in the
electronic density can be taken into account in a self consistent way, giving rise
to a total perturbing potential VSCF , which is the sum of two contributions
[121]:
VSCF (r, ω) = VEXT (r, ω) + δV (r, ω) (2.30)
where ω is the frequency of the radiation, VEXT is the potential created by the
external field and δV (r, ω) is the induced potential, which is given by:
δV (r, ω) =
∫
δ(r, ω)
|r− r′|dr
′ +
∂VXC
∂n
∣∣∣
n=n(r)
δn(r, ω) (2.31)
Where n(r) is the unperturbed electronic density distribution and δ(r, ω) is
denotes the deviations from n(r) induced by the applied external field. Equation
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2.31 may be rewritten in terms of a kernel K acting on the induced density:
δV (r, ω) =
∫
K(r, r′)δn(r′, ω)dr′ (2.32)
In order to solve the linear response equations, we make use of the Modified
Sternheimer Approach (MSA) [122]. In the MSA formalism, the KS orbitals
perturbed to up to first order φ
(1,±)
i are calculated through the inhomogeneous
equation: (
HKS − i ± ω
)
= Pˆ VSCFφi (2.33)
Where Pˆ is a projector operator that orthogonalizes with respect to the occupied
states. The induced density can then be obtained as:
δ(r, ω) =
∑
i
ni(ϕ
∗
iϕ
(1,±)
i + (ϕiϕ
(1,∓)∗
i ) (2.34)
The linear response equations are solved numerically in a B-splines basis as the
one employed in the static-exchange DFT approach and the adequate boundary
conditions for the photoelectron wave functions are also imposed. Once VSCF
is obtained, the electronic dipole couplings are calculated making use of VSCF
instead of the dipole operator.
Although interchannel coupling and singly excited autoionizations effects
are included in the present approach, TDDFT cannot describe double or higher
excitations. For this reason, the TDDFT approach is expected to be more
suitable than the DFT one when describing the correlation due to the coupling
between different open ionization channels. It is not guaranteed that it will do
so when double excited states are involved. Note, however, that an appropriate
description of the electronic continua is achieved, eve using TDDFT, if doubly
(triply...) excited states are involved. These states define multiple excitations
and they appear as metastable states embedded in the continuum. For an
adequate description a full electron-electron correlation should be included.
2.3 Inclusion of the nuclear motion
The nuclear motion may play an important role in the photoionization of molecules
because the energy of the incident photon is usually distributed between elec-
trons and nuclei. It is reasonable to see molecular photoionization as a Franck-
Condon transition [123, 124, 125, 126], in which as the light electron is emitted
quickly, the residual ion is left in a superposition of vibronic states, which leads
to (several) vibrational excitations in the parent ion. These are experimentally
observable even in inner-shell photoionization, thanks to the advent of the third
generation of synchrotron radiation sources and high energy-resolution detec-
tion techniques [36]. Of course, in order to describe these situations, the nuclear
degrees of freedom must be taken into account. Here we present a method for
including the nuclear motion at the Born-Oppenheimer level applicable to di-
atomic molecules and to small polyatomics in which one vibrational mode is
dominant.
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2.3.1 The nuclear Hamiltonian
Within the Born-Oppenheimer approximation, the nuclear Hamiltonian (see eq.
2.4) of a diatomic AB molecule in a given electronic state n may be written
as:
HˆN = − 1
2M
∇2RCM −
1
2µ
∇2R + En(R)︸ ︷︷ ︸
Hint
(2.35)
where M and µ are the total and the reduced mass of the system, respectively,
R is the relative distance between the two nuclei, RCM is the position of the
center of mass and En is the corresponding potential energy curve in the Born-
Oppenheimer approximation. In this formulation, it is clear that the kinetic
energy is composed by a translational motion of the center of mass (first term)
and an internal motion (second term). The translational motion is not quatized
and just contributes to the total energy by adding a constant energy to the
eigenvalues. For this reason, here we will focus on finding the eigenstates of the
internal Hamiltonian Hint which, in polar coordinates, may be written as:
Hˆint = − ~
2µ
( ∂2
∂R2
+
2
R
∂
∂R
)
+
Lˆ2
2µR2
+ En(R) (2.36)
where Lˆ2 is the square of the total angular momentum operator. The eigenfunc-
tions of Hˆint can be written as a product of a radial part χnν(R), describing the
vibrational motion, and a spherical harmonic Y ml (θ, φ), that accounts for the
molecular rotation. Since the rotational energy is significantly smaller, we can
neglect it and describe the nuclear motion in terms of vibrational states χν(R),
the eigenfunctions of the vibrational Hamiltonian:
Hˆvib(R) = − ~
2µ
( ∂2
∂R2
+
2
R
∂
∂R
)
+ En(R) (2.37)
Vibrational eigenfunctions can be written as:
χnν(R) =
ζnν(R)
R
(2.38)
which simplifies the eigenvalue problem to:[
− ~
2µ
∂2
∂R2
+ En(R)
]
ζnν(R) = Enνζnν(R) (2.39)
Vibrational eigenstates are evaluated in a basis set of B-spline functions, as
explained in section 2.3.2.
Polytomic molecules. The motion of a set of particles can be decomposed
into translation and rotation of the center of mass and vibration of its parti-
cles. A n−particle system has 3n−5 vibrational degrees of freedom (vibrational
modes) if it is linear and 3n−6 otherwise [99]. In this work we have investigated
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inner shell photoionization of polyatomic ABn molecules, A being the central
atom and B the surrounding atomic centers, symmetrically displaced around A.
Recent experimental data [127, 128] clearly indicate that the totally symmetric
stretching mode (TSSM) is the most affected by the structural rearrangement
that accompanies core ionization. For this reason, we have restricted the motion
of the nuclei to this monodimensional coordinate. The dynamics of the sur-
rounding nuclei towards the central atom along the TSSM can be understood
in terms of a virtual particle moving in a mono-dimensional well V (R), defined
by the n chemical bonds, with a reduced mass2 µ = 3MB . Then, equation 2.36,
remains valid with R = |RB −RA|, the TSSM coordinate.
2.3.1.1 Potential energy curves
The potential energy curve in which the nuclei move (En(R) in eq. 2.36) can be
found by solving eq. 2.3 for different values of R. However, the energies provided
by the DFT-based method employed to solve eq. 2.3 might not be accurate
enough in some situations. In general, ab initio multi-reference methods can
produce accurate PECs of medium-size systems [93]. In the case of a core-hole
species the situation is more complex since one would need to freeze the core in
the self-consistent field procedure so inner-valence electrons do not decay, which
may result in a poor description of electron correlation. In these situations, the
harmonic and the Morse approximations can provide a good alternative for the
evaluation of En(R).
◦ The harmonic oscillator models an ideal system that when taken away
from the equilibrium position Req experiences a restoring force which is
proportional to the extent of the displacement. It allows to write the
potential energy as:
E(R) =
1
2
mω2(R−Req)2 (2.40)
where m is the mass of the system, ω si the angular frequency and Req is
the equilibrium distance. This simple formula provides an good descrip-
tion of the PEC around the equilibrium geometry, but it cannot describe
dissociation since it does not take into account the anharmonicity of the
chemical bonds. Consequently, it allows to evaluate low-energy stationary
eigenstates with accuracy [84, 86], but it should not be used to describe
the high-energy region.
◦ The Morse potential [129] provides a valid description of the PEC in
a larger range of internuclear distances in terms of a simple analytical
formula that takes into account the anharmonicity of the chemical bonds:
V (R) = V (Re) +De
[
1− eα(R−Req)
]2
(2.41)
2The mass of the central atom (mA) does not contribute to µ since it remains frozen along
the TSSM coordinate.
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where Req is the equilibrium distance, De is the dept of the potential
energy well and α is a parameter controlling its width. The Morse param-
eters are related to the usual spectroscopic ones (the oscillator strength,
ωe, and the anharmonicity parameter, ωexe) by the formulas:
De =
ω2e
4ωexe
− ωexe
4
' ω
2
e
4ωexe
(2.42)
α =
√
ke
2De
(2.43)
Although eq. 2.41 was designed for studying diatomic molecules, it can
still provide accurate results for the TSSM of small polyatomics [79, 85,
84, 88].
2.3.2 Evaluation of vibrational eigenstates
Vibrational eigenstates are evaluated by solving the eigenvalue problem given
in eq. 2.39 in a basis set of B-splines
ζ(R)nν =
Nmax∑
i=1
cnνiBi(R) (2.44)
where n and ν are the electronic and vibrational quantum numbers, respectively,
and i is an index going over the Nmax B-spline functions Bi, which are defined
up to a value of Rmax. The corresponding secular equation in its matrix form,
Hc = ESc, where H and S are the Hamiltonian and the overlap matrices in
the B-spline basis set, is the solved using a standard diagonalization procedure.
Since B-spline functions are piecewise polynomials, the elements of H and S are
computed exactly using a Gauss-Legendre integration method.
2.3.2.1 Bound states
The resolution of the secular equation provides an orthonormal set of stationary
states. Those whose energy is lower than the molecular dissociation limit con-
stitute the bound part of the spectrum. Of course, the number of bound states
and the energy spacing depends on the shape of the potential well (depth and
width) and on the reduced mass of the system, but not on the parameters of
the B-spline expansion, provided the basis set is good enough.
2.3.2.2 Continuum states
The stationary solutions of the secular equation with energy higher than the
dissociation limit constitute a discretized representation of the vibrational con-
tinuum with the arbitrary boundary condition χ(Rmax) = 0. As in the case
of the electronic states (section 2.2.2.2), the number of continuum states and
their energy spacing depend on the parameters of the numerical expansion and
one needs to employ a large value of Rmax and a dense grid of B-splines so
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the asymptotic behavior of the continuum wave functions can be properly de-
scribed. However, the situation here is more simple since this is a mono-channel
scattering problem and the adequate normalization of the true continuum states
χEν can be set by multiplying by a factor:
χEν =
√
ρ(Eν)χν (2.45)
where is ρEν is the density of states [107], which can be approximated by:
ρ(Eν) =
∣∣∣∂E(ν′)
∂ν′
∣∣∣
ν′=ν
' 2
Eν+1 − Eν−1 (2.46)
2.3.3 Vibrationally resolved cross sections
Let us consider a transition from the ground state Φ0ν(x, R), with ν = 0, to a
state Φαεlhν′(x, R) in which an electron has been emitted from the α molecular
orbital with ε kinetic energy and lh symmetry, leaving the residual ion in the
αν vibronic state. These are Born-Oppenheimer states and can be written as
Φ0ν(x, R) = Ψ0(x, R)χ0ν(R) (2.47)
Φαεlhν′(x, R) = Ψαεlh(x, R)χαν′(R) (2.48)
The corresponding dipole transition matrix element upon interaction with lin-
early polarized light is given by:
µαεlhν
′←0ν
 =
∫
〈Φf (x, R)|µ|Φi(x, R)〉dR (2.49)
where µ is the total dipole operator (ˆ is the polarization vector of the field),
which is the sum of two contributions:
µ = ˆ
∑
n
rn︸ ︷︷ ︸
µelec
+ ˆ
∑
α
ZαRn︸ ︷︷ ︸
µnuc
(2.50)
Inserting eqs. 2.47, 2.48 and 2.50 into eq. 2.49, we have
µαεlhν
′←0ν
 =
∫
〈Ψαεlh(x, R)|µelec |Ψ0(x, R)〉︸ ︷︷ ︸
µαεlh←0
χαν′(R)χ0ν(R)dR
+
∫
〈Ψαεlh(x, R)|Ψ0(x, R)〉χαν′(R)µnuc χ0ν(R)dR
where the second term is zero due to the orthogonality of electronic states.
µαεν
′lh←0ν
 =
∫
µαεlh←0 χαν′(R)χ0ν(R)dR (2.51)
An expression for the photoionization cross section upon interaction with monochro-
matic light for a given vibronic state is obtained inserting eq. 2.51 into eq. 1.26
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and summing incoherently over all photoelectron symmetries (all values of l and
h):
σα (ε) =
4pi2ω
~c
∑
lh
∣∣∣∣ ∫ µαεlh←0 χαν′(R)χ0ν(R)dR∣∣∣∣2 (2.52)
where ω is the photon energy, which is related to the photoelectron energy ε
through the equation ε = ~ω − Eνν′α , where Eνν
′
α = Eαν′ − E0ν is the energy
required to produce the ion in the αν′ vibronic state. For the case of randomly
oriented molecules, one can compute σα for three orthogonal directions of ˆ and
then the results incoherently (eq. 1.27).
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Chapter 3
Electron dynamics upon
attosecond ionization
The development of attosecond technology has enabled the real-time observa-
tion of electron motion in atoms, molecules and solids [10]. Experimentally, it is
now possible to generate laser pulses of durations of tens of attoseconds. These
durations are of the order of the period of revolution of the first Bohr orbit
which is 150 attoseconds, thus opening the way to track and to manipulate elec-
tron dynamics at its natural time scale. Due to their wide spectral bandwidth,
attosecond pulses create coherent superpositions of electronic states, inducing
an ultrafast response in the target. In the case of a molecule, prompt ioniza-
tion may produce charge migration along the molecular skeleton preceding any
nuclear rearrangement [27, 26, 62, 67, 98]. In this chapter we present a method
to evaluate the electronic wave packet generated in a molecule upon attosec-
ond ionization and the subsequent charge redistribution, applying some of the
concepts that have been previously introduced in chapters 1 and 2.
3.1 Time evolution of the wave function
Attosecond XUV pulses can efficiently ionize molecules from several shells, cre-
ating a coherent superpositions of electronic states. In general, the subsequent
dynamics can be described in the framework of the fixed nuclei approximation
since it usually occurs before the onset of the nuclear motion. Here we have ex-
panded the total wave function into a basis of electronic states that have been
computed using the static-exchange DFT method explained in section 2.2.2:
Φ(x1, ...,xN , t) = c0(t)Ψ0(x1, ...,xN ) +
∑
αlh
∫
cαεlh(t)Ψαεlh(x1, ...,xN )dε (3.1)
where Ψ0(x1, ...,xN ) is the electronic ground, Ψαεlh represents an continuum
state in which an electron has been promoted from the α orbital to a continuum
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orbital with kinetic energy ε and angular quantum numbers l and m and the
time-dependence of the wave function is included in the spectral coefficients c0
and cαlh which satisfy the normalization condition:
|c0(t)|2 +
∑
αlh
∫
|cαεlh(t)|2dε = 1 (3.2)
At t = 0 the system is assumed to be in the ground state, i.e., |c0(0)|2 = 1
and cαlh(ε, 0) = 0. If the attosecond pulse is weak, most of the population will
remain in the ground state, i.e., |c0(t)|2 ' 1, and the time-dependent coefficients
can be evaluated using first-order perturbation theory, as explained in section
1.2. We can thus make use of eq. 1.15 to evaluate the continuum spectral
coefficients which, for our particular case, reads:
cαεlh(t) = − i~ 〈Ψαεlh(x¯)|µε|Ψ0(x¯)〉e
− i~ (Eα+ε)t
∫ t
0
F (τ)e
i
~ (Eα+ε−E0)τdτ (3.3)
where ˆ is the polarization direction of the electric field E and Eα is the energy
of an ion with a hole in the α molecular orbital After the interaction with the
pulse (t > T ), the integral in eq. 3.3 can be substituted by the Fourier transform
of the electric field F{E}:
cαεlh(t > T ) = − i~ 〈Ψαεlh(x¯)|µε|Ψ0(x¯)〉e
− i~ (Eα+ε)tF{E}
(
Eα + ε− E0
~
)
(3.4)
where the dependence on time is that of the stationary phases e−
i
~ (Eα+ε)t as the
wave packet is let evolve freely. The interferences between ionic states which are
coherently populated can be imprinted in different observables. In particular,
we are interested in the electron density, which can be evaluated using eq. 2.5.
3.2 Electron dynamics in the parent ion
We seek to analyze the evolution of the hole generated in the molecular target
upon attosecond ionization. The residual ion is an open system that remains
coupled to the emitted electron. Therefore, it can be fully characterized in
terms of its reduced density matrix, whose elements can be constructed from
the spectral coefficients (eqs. 3.3 and 3.4):
γ
(ion)
αα′ (t) =
∑
l
∫
cαεlh(t)c
∗
α′εlh(t)dε (3.5)
The trace of the reduced density matrix contains the population of each ionic
state and the off-diagonal terms provide the coherence between pairs of states.
In the case of ionization with monochromatic light, all off-diagonal terms would
be zero (unless those involving degenerate states) since the parent ion would be
in an incoherent superposition of states. This is the situation one would expect
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to find, for instance, in a synchrotron radiation experiment where the energy of
the incident photons is well defined [36]. Due to their wide spectral bandwidht,
attosecond XUV pulses can generate coherent superpositions of electronic states,
allowing to investigate ultrafast dynamics with the required time resolution [10].
The reduced density matrix (eq. 3.5) quantity contains all the information
about the ionic subsystem and therefore can retrieve any observable depend-
ing on its coordinates. In particular, we are interested in the time-dependent
electron density, which can be evaluated as:
ρ(ion)(r, t) = ρ0(r)−
∑
αα′
same
spin
γ
(ion)
αα′ ϕα(r)ϕα′(r) (3.6)
where the double sum runs over ionic states from which the electron has been
emitted with the same spin, ϕα is the α molecular orbital and ρ0 is the ground
state electron density:
ρ0(r) =
∑
α
ϕ2α(r) (3.7)
An interesting observable to evaluate is the density of the hole generated upon
ionization, defined by Cederbaum and coworkers [27] as difference between the
electron density of the ion and that of the (initial) neutral molecule:
Q(r, t) = ρ0(r)− ρ(ion)(r, t) =
∑
αα′
same
spin
γ
(ion)
αα′ (t)ϕα(r)ϕα′(r) (3.8)
Fluctuations in the hole density might arise along the molecular scheleton if
several ionic states are coherently populated, i.e., if there are non-zero elements
in the off-diagonals of the reduced density matrix.
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Chapter 4
Interferences in molecular
photoionization
X-rays can matter from their inner and valence shells, producing short-wavelength
electrons that can be diffracted by the surrounding atomic centers. Conse-
quently, scattered photoelectrons convey structural information about the sys-
tem, which can be extracted by fitting experimental photoelectron spectra to
analytical formulas. Based on this principle, the NEXAFS (near-edge X-ray ab-
sorption fine structure) and the EXAFS (extended X-ray absorption fine struc-
ture) techniques [130, 131] can retrieve structural information of crystals and
of bulk amorphous materials [132, 133, 134, 135, 136, 137, 138], where the rel-
atively low intensity of standard X-rays is compensated by the large number of
particles in the sample.
However, obtaining structural information of isolated molecules is more diffi-
cult because of the low densities of the gas phase. To overcome this difficulty, in
addition to the development of the gas-phase EXAFS technique [139, 140, 141],
other methods are being explored. One of them takes advantage of the high
brightness of the X-ray free electron lasers (XFEL), which can take time-resolved
“pictures” through the so-called photoelectron holography [142]. However, its
practical applications are still very limited due to the complexity and large di-
mensions of the recently operating XFEL facilities. A more traditional method
consists of measuring molecular-frame photoelectron angular distributions in
photoionization with synchrotron radiation [143, 144, 145, 146]. In this direc-
tion, recent work on diatomic molecules [147, 78, 79, 80] has shown that even
the angle-integrated photoelectron spectra might be a valuable tool for struc-
tural determination. Here we present an overview of our most significant results
on photoionization of diatomic (CO, F2) and small polyatomic (BF3, CF4)
molecules with synchrotron radiation. We show that the interferences arising
between different ionization paths may encode structural information that can
be extracted by analyzing the role of the nuclear motion. This chapter consti-
tutes only a summary of the work attached in appendices 1-5. This work has
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been done in collaboration with Piero Decleva (University of Trieste) and with
the experimental groups of Catalin Miron (SOLEIL) Kiyosi Ueda (Spring-8),
Edwin Kukk (University of Turku) and Thomas Darrah Tomas (University of
Oregon).
4.1 Inner shell photoionization of CO, BF3 and
CF4: intramolecular scattering
We explore inner-shell photoionization of small molecules, where an electron is
ejected from a 1s orbital of a first-row atom. Fig. 4.1 shows the photoelec-
tron spectra of CO, BF3 and CF4 taken at photon energies of 425, 518 and
383 eV, respectively, at PLEIADES beamline [148] at SOLEIL Synchrotron.
The experimental spectrum of BF3 and CF4 (fig. 4.1) shows several vibrational
excitation peaks in the the totally-symmetric stretching mode (TSSM), which
is the most affected by the electronic rearrangement accompanying core ion-
ization [127, 128]. Potential energy curves of the electronic ground state and
of the core-hole species generated upon C 1s and B 1s ionization of CO, CF4
and BF3, repectively, are shown in fig. 4.2, as well as the relevant vibrational
eigenfunctions. Photoionization of CO and BF3 leads to a large progression of
vibrational levels as a consequence of the favorable Franck-Condon (FC) over-
lap between the initial and several final-state vibrational wave functions due to
the large bond contraction accompanying core-ionization (∆RBF = −0.110 a.u.
[127]). They have been evaluated using the harmonic (CF4) Morse (CO, BF3)
and approximations from reliable spectroscopic parameters available in the lit-
erature [REFS]. The progression is limited to only two vibrational levels in the
spectrum of CF4 because the potential energy curves of the neutral and the
ionic species (fig. 4.2) are very similar in the region close to the equilibrium
geometry (∆RCF = −0.0115 a.u. [128]). The spectrum of CO shows an inter-
mediate situation: 4 vibrational excitations in the only vibrational mode of the
parent ion (∆RCO = −0.0932 a.u. [149], see fig. 4.2a).
Fig. 4.3 shows the total (upper panels) and the vibrationally resolved (lower
panels) C 1s and B 1s photoionization cross sections of CO, CF4 and BF3, re-
spectively, as a function of the photon energy. They have been calculated as
explained in section 2.3.3 using the static-exchange DFT method and in the case
of BF3 and CF4 the nuclear motion has been restricted to the TSSM coordinate.
Total cross sections are obtained by summing over all vibrational contributions.
In good agreement with the spectra shown in fig. 4.1, we observe a large pro-
gression of vibrational excitations upon B 1s ionization of BF3 reaching up to
ν′ = 8, ν′ = 2 and ν′ = 3 being the dominant contributions in the entire energy
range. Only the low-lying vibrational eigenstates or the parent ion are excited
in C 1s ionization of CO and CF4, as experimentally found.
In all cases, we can distinguish that the total photoionization cross sections
(upper panels in fig. 4.3) exhibit sharp increases near the ionization threshold
due to the presence of shape resonances [150, 151, 152]. The origin of these
46
80.9 81.0 81.1 81.2 81.3 81.4
Photoelectron Energy (eV)
0
1
R
314.8 315 315.2 315.4 315.6 315.8
0
1
2
3
4
5
6
7
0
1
2
3
4
5
In
te
ns
ity
(a
rb
.u
ni
ts
)
0
3
2
1
CO BF3CF4
Figure 4.1: Photoelectron spectra of CO (left), BF3 (center) and CF4 (right)
taken SOLEIL at hν = 425, 518 and 383 eV, respectively. Experimental results:
circles. Thick blue line: fit of the experimental data. Thin blue lines enclosing
shaded areas: vibrational progression associated with the symmetric stretching
mode. Other thin lines: contribution of other modes resulting from recoil.
Peak labels indicate the vibrational quantum number ν in the BF+3 symmetric
stretching mode.
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Figure 4.2: Potential energy curves of the electronic ground state of CO (left),
BF3 (center) and CF4 (right) and of the core-hole species generated upon 1s
from C (CO and CF4) and B (BF3) along the internuclear distance (CO) and
TSSM coordinate (BF3 and CF4). They have been constructed using reliable
spectroscopic parameters available in the literature [REFS]. The relevant vibra-
tional eigenstates are shown: the ground state of the neutral molecule (orange)
and the low-lying states of the core-hole species (different colors), as well as the
FC region (dashed black lines).
structures can be understood in terms of a quasi-bound state embedded in
the electronic continuum as a consequence to the existence of a small barrier
in the molecular potential. More subtle structures arise higher energies due to
photoelectron diffraction by the surrounding atomic centers (O in CO, F in BF3
and CF4). However, the rapid decrease of the cross sections with the photon
energy usually washes out scattering effects in the high-energy region. A better
analysis can be performed by taking ratios between vibrationally resolved cross
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sections (ν−ratios), since the decay is same for each vibrational component.
Experimentally, presenting the cross sections as ν−ratios is advantageous since
certain calibration problems that one would face in case of absolute cross section
can be avoided.
Figure 4.3: Total (upper panels) and vibrationally resolved (lower panels) cross
section of CO (left) and, in the TSSM, of B 1s photoionization of BF3 (center)
and of C 1s photoionization of CF4 (right). The insets in the upper panels show
a blow up of the low energy region.
Fig. 4.4 shows the experimental and theoretical ν−ratios a function of the
photoelectron momentum. For the three systems, the ν−ratios are taking us-
ing the largest contribution as a reference, which is ν′ = 0 for CO and CF4
and ν′ = 2 for BF3. The shape resonances appear now as even sharper struc-
tures close to the ionization threshold. At higher energies, the ν−ratios exhibit
pronounced oscillations superimposed to a nearly flat background which are a
consequence of intramolecular scattering. The periodicity of the oscillations is
2keR, where ke is the photoelectron momentum and R the distance between
emitting and diffracting atoms, as in the well known EXAFS equation [153].
Our interpretation in terms of intramolecular scattering is supported by the
good agreement with a first Born model [79] (see appendices 1 and 2).
The agreement between theory and experiment is very good in all cases.
The excellent agreement between the results provided by the static-exchange
and the time-dependent DFT methods indicates that interchannel coupling does
not play an important role in core-ionization and that therefore one can rely
on the former to interpret the experimental findings. In the case of BF3, the
overall shape of the ν−ratios is very similar for all ν ≥ 3; for ν′ = 0 and ν′ = 1,
the oscillations are essentially identical but appear inverted. The reason is that
all vibrational contributions are referred to ν′ = 2. If we choose ν′ = 4 instead,
then the first four ν−ratios would be inverted. The same behavior is observed
in CO and CF4. These results suggest that, for a given molecule, all ν−ratios
carry the same structural information. In fact, as discuss in appendices 1 and
2, the information contained in each individual ν−ratio can be gathered into
a generalized ν−ratio. In the case of BF3, where the vibrational progression
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reaches up to ν′ = 7, the use of a generalized ν−ratio is very useful since it
improves dramatically the statistical significance of the experimental data.
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Figure 4.4: Ratios between inner-shell vibrationally resolved photoionization
cross sections of CO (upper left), CF4 (lower left) and BF3 (right), shown in
fig. 4.3 Circles with error bars: experimental data including statistical errors
taken at SOLEIL and Spring-8. Black dashed lines: results from the static-
exchange DFT calculations. Red full lines: results of the TDDFT calculations
(BF3 and CF4). Horizontal dashed-dotted lines: ratios predicted by the FC
approximation.
Extracting structural information
As the oscillatory patterns found in the ν−ratios are due to intramolecular scat-
tering, they convey structural information about the system. In appendix 4, we
present a systematical approach for extracting this information and, as a proof
of principle, we apply it to the simultaneous determination of the internuclear
distance of CO (R = RCO) and the bond contraction (∆R = RCO+−RCO) upon
C 1s ionization. Fig. 4.5 illustrates of how the ν−ratio I(ν′ = 1)/I(ν′ = 0)
changes when R and ∆R are modified independently. As the bond contraction
sets the overlap between the initial and the final vibrational wave functions, the
ν−ratios are shifted vertically when varying ∆R (fig 4.5a). This effect is very
sensitive because the FC overlap is strongly affected by small modifications of
∆R, as can be seen in fig. 4.2. When R is modified (fig. 4.5b), the periodicity
of the high-energy oscillations changes because they are due to intramolecu-
lar scattering and therefore depend on the distance between the emitting and
diffracting centers.
We have performed a χ-square minimization procedure in order to find the
values of R and ∆R that provide a theoretical ν-ratio that is in best agreement
with the experimental points measured at SOLEIL and Spring-8 synchrotrons
(fig. 4.6a). These values are R = 2.09± 0.03 a.u and ∆R = −0.0945± 0.00014
a.u. Details of the fitting procedure can be found in appendix 4. The ν−ratios
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computed using these values and those taken from the literature [149, ?, ?]:
Rlit = 2.1322 a.u. and ∆Rlit = −0.0932 a.u. are shown in figure 4.6b as well
as the experimental points. We note that the literature values lay inside the
confidence intervals provided by the method. The χ-square function of the fit is
shown in 4.6b as a function of R and ∆R, as well as the and the isocurves that
determine the bidimensional confidence regions for different confidence levels.
Due to the lack of local minima in the χ-square function, we note that the fitting
procedure always converges to the same values, regardless the initial guess.
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Figure 4.5: Vibrational branching ratio ν−ratio I(ν′ = 1)/I(ν′ = 0) correspond-
ing to C 1s photoionization of CO, calculated using the bibliographic values of R
and ∆R as in fig. 4.4 (both panels: black lines), increasing and decreasing ∆R
in steps of 0.2% (left pannel: pink and red lines), and increasing and decreasing
R in steps of 1% (right pannel: green and blue lines).
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Figure 4.6: a) vibrational branching ratio ν′ = 1 versus ν′ = 0: experimental
values from Spring-8 (red points) and from SOLEIL (blue points), theoretical
values using the bibliographic values taken from [149, ?, ?] and the ones that
minimize χ-square with the experimental points (straight line). b) χ2 function
as a function of R and ∆R. The black lines correspond to the limits of the
confidence regions for confidence levels: 68.3% (1σ), 95.4% (2σ) and 99.7%
(3σ).
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4.2 Photoionization of F2: multicenter emission
Young’s double slit interferences are expected to arise when an electronic wave
is coherently emitted from two (several) atomic centers. As found by Cohen
and Fano in the sixties [154], these interferences are imprinted in the angle-
integrated photoelectron spectra of homonuclear diatomic molecules. Over the
last years, this phenomenon has attracted the interest of various authors [155,
147, 156, 157, 78, 83, 80]. We have investigated it in the fluorine molecule by
analyzing dissociative and non-dissociative ionization from inner and valence
shells. Here we present a brief summary of our work, which is explained in
detail in Appendix 5.
Fig. 4.7 shows some ν−ratios corresponding to ionization from the 3σg or-
bital as a function of the photoelectron momentum. We have chosen ν′ = 7 as
the common denominator because it constitutes the largest contribution to the
total cross section. As in fig. 4.4, the ν−ratios show pronounced oscillations
around the FC value as a function of the photoelectron momentum. However,
in this case they are not due to photoelectron diffraction but to multicenter
emission as the electron is ejected from an orbital which is delocalized between
the two fluorine atoms. In order to confirm this assumption, we have extended
formula developed by Cohen and Fano in the sixties [154] to account for the
vibrational motion, as is [78]. The results of the model are included in fig. 4.7,
where we can see that the agreement with the static-exchange theory is very
good. As discussed in Appendix 5, the agreement is not so good in the case
of 1pig and 1piu ionization because pi orbitals concentrate most of the electron
density outside the molecular axis. However, even in those situations, the ampli-
tudes and periodicities of the oscillations predicted by the Cohen-Fano formula
are close to the ones provided by the static-exchange DFT theory. Only the
phases are not properly described.
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Figure 4.7: Ratios between vibrationally resolved 3σg photoionization cross sec-
tions photoionization of F2. Black line: DFT theory; blue dashed line: Cohen-
Fano model; orange dashed line: FC values.
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4.3 Conclussions
In summary, we have found measurable evidence of intramolecular scattering
and multicenter emission occurring in the photoionization of small molecules
at high photoelectron energies. The details of the work presented here can be
found in appendices 1 − 5. When an electron is emitted from a localized part
of a molecule, such as the C 1s (B 1s) orbital in CO or CF4 (BF3), effects
due to photoelectron diffraction are expected to arise, whereas in the case of
ionization from a delocalized orbital, such as those in F2, one should expect to
see Cohen-Fano-like interferences.
Vibrationally resolved photoelectron spectroscopy allows to detect these
high-energy interferences in an elegant and consistent way, because (i) the prob-
lem of the rapid decrease of the ionization probability with photon energy can
be avoided by monitoring the ratios between vibrationally resolved cross sec-
tions, and (ii) the effect of the interferences manifest differently in different final
vibrational states. The combination of state-of-the-art DFT-like calculations
and high-resolution third-generation synchrotron facilities has enabled to ex-
plore these non-Franck-Condon effects both theoretically and experimentally,
demonstrating that the nuclear response to intramolecular electron diffraction
/ multicenter emission is observable and can be used to obtain structural in-
formation of both, the neutral molecule and the parent ion generated upon
ionization.
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Chapter 5
Ultrafast electron dynamics
in aminoacids
Intramolecular charge transfer is the trigger of important chemical and biolog-
ical processes, such as photosynthesis [158], cellular respiration [159] or DNA
damage [160]. The study of charge transfer within isolated complex molecules
was pioneered by Weinkauf and coworkers in the 90s [161, 31, 32]. They were
able to track the motion of a positive hole through up to 12 sigma bonds of
a tetrapeptide by removing and electron from a chromophore group in the C
terminal and analyzing light absorption shifts. However, the time resolution
in their experiments was limited by the duration of the pulses they employed,
around 200 ns. A decade later [162], by using femtosecond pulses, they were able
to measure how long it took for a positive charge to move from the phenyl to
the amino group in the PENNA molecule: (80±20) fs. Because of the timescale
of the measured dynamics, the suggested that it occurred as a consequence of
a transfer between electronic states mediated by the nuclear motion through
a conical intersection. Motivated by this pioneering work [161, 31, 32], L. S.
Cederbaum and coworkers demonstrated at the end of the 90s that electron
correlation can drive ultrafast charge dynamics in a time scale that is faster
than the onset of the nuclear motion [27]. This phenomenon has been refer-
enced to as charge migration to distinguish it from charge transfer mediated by
nuclear motion and, over the last two decades, it has been widely investigated
in a large number of molecules of biological interest [26, 27, 28, 29, 30, 58, 59].
The application of attosecond technology to the study of complex molecules
has lead to the experimental demonstration of charge migration in a biomolecule:
the amino acid phenylalanine [57, 60]. The α−amino acids consist of a central
carbon atom (α carbon) linked to an amino (−NH2) group, a carboxyl group
(−COOH), a hydrogen atom, and a side chain (R), which in the case of pheny-
lalanine is a benzyl group. A two-color pump-probe technique was used in the
experiment. Charge dynamics were initiated by isolated XUV sub-300-as pulses,
with photon energy in the spectral range between 15 and 35 eV and probed by
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4-fs, waveform-controlled visible/near infrared (VIS/NIR, central photon en-
ergy of 1.77 eV) pulses (see appendix 6). Ionization induced by the attosecond
pulse occurred in a sufficiently short time interval to exclude substantial elec-
tron rearrangement during the excitation process. The yield for the production
of doubly charged immonium ions was measured as a function of the time delay
between the attosecond pump pulse and the VIS/NIR probe pulse. Figure 5.1a
shows the results on a 100-fs time scale. The experimental data display a rise
time of (10 ± 2) fs and an exponential decay with time constant of (25 ± 2) fs
(this longer relaxation time constant is in agreement with earlier experimental
results reported in [25]). Figure 5.1b shows a 25-fs-wide zoom of the pump-
probe dynamics, obtained by reducing the delay step between pump and probe
pulses from 3 to 0.5 fs. An oscillation of the dication yield is clearly visible. For
a better visualization, figure 5.1c shows the same yield after subtraction of an
exponential fitting curve. The data have been fitted with a sinusoidal function
of frequency 0.234 PHz (corresponding to an oscillation period of 4.3 fs), with
lower and upper confidence bounds of 0.229 and 0.238 PHz, respectively (see
supplementary materials). The ultrafast oscillations in the temporal evolution
of the dication yield cannot be related to nuclear dynamics, which usually come
into play on a longer temporal scale, ultimately leading to charge localization
in a particular molecular fragment. Therefore, these measurements constitute
the first experimental observation of purely electron dynamics in a biomolecule.
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Figure 5.1: Experimental data from the group of Mauro Nisoli. (A) Yield of
doubly charged immonium ion (mass/charge = 60) as a function of pump-probe
delay, measured with 3-fs temporal steps. The red line is a fitting curve with an
exponential rise time of 10 fs and an exponential relaxation time of 25 fs. (B)
Yield of doubly charged immonium ion versus pump-probe delay measured with
0.5-fs temporal steps, within the temporal window shown as dotted box in (A).
Error bars show the standard error of the results of four measurements. The
red line is the fitting curve given by the sum of the fitting curve shown in (A)
and a sinusoidal function of frequency 0.234 PHz (4.3-fs period). (C) Difference
between the experimental data and the exponential fitting curve displayed in
(A). Red curve is a sinusoidal function of frequency 0.234 PHz
In order to confirm that the observed oscillations are not related to any
nuclear dynamics, we have calculated the vibrational frequencies and the corre-
sponding periods of phenylalanine using Density Functional Theory (DFT) and
the B3LYP functional [163, 164] in a 6−311+g(3df,2p) basis set, implemented in
the quantum chemistry package Gaussian09 [165]. The results are given in table
5.3. Our calculations show that the highest vibrational frequency is 0.11 PHz,
which corresponds to a period of 9 fs, associated with X-H stretching modes,
whereas skeleton vibrations are even slower, so that one can rule out that the
observed beatings are due to vibrational motion. In any case, some influence
of the nuclear motion cannot be completely excluded, because, for example,
stretching of the order of a few picometers of carbon bonds can occur in a few
femtoseconds, and this could modify the charge dynamics [166, 65].
We aim to describe the oscillations found in the experiment, explain its origin
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and determine the response of other biological molecules. Figure 5.2 shows an
energy-level diagram with the electronic states of singly charged phenylalanine
(phe+) accessible by the XUV pulse, all the states of doubly-charged phenylala-
nine (phe++) and those for the system doubly-charged immonium + carboxyl.
The energies of the latter two systems have been evaluated within the static-
exchange approximation, which is accurate enough to provide a qualitative pic-
ture of the full process. As can be seen, one can go from a highly excited state
of phe+ to the lowest states of the phe++ or the dissociated system by absorb-
ing just a few VIS/NIR photons (photon energy around 1.77 eV). Of course,
one cannot know how likely this transition will be, but one can unambiguously
say that the process only requires absorption of very few VIS/NIR photons.
Even if these transitions were unlikely, e.g., due to unfavorable overlap between
initial and final orbitals, the transition should be much more likely than oth-
ers involving many photons even with favorable overlap. Since HOMO orbital
of phenylalanine is substantially localized on the amino group, one would ex-
pect that ionization by the VIS/NIR pulse is more likely to occur this site and
therefore be sensitive to charge localization on the amino group.
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Figure 5.2: Energy level diagram containing all the states of singly charged
phenylalanine populated by the XUV pulse, whose energy distribution is in-
cluded as a shadowed area in the axis bar, all the states of doubly-charged
phenylalanine and those for the system doubly-charged immonium + neutral
carboxyl.
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In order to understand better the origin of the ultrafast oscillations found in
the experiment, we have evaluated the electronic wave packet generated upon
ionization by an attosecond pulse similar to that used in the experiment and
the subsequent evolution of the electron density in phenylalanine. We aim to
understand the influence of the different radicals in the amino acids, we have
performed a systematical study including glycine and tryptophan. For the eval-
uation of the ionization amplitudes and the wave packet dynamics make use
of the static-exchange DFT method within the formalism of first-order time-
dependent perturbation theory, as explained in chapter 3. The geometries of
the most the stable conformers [167, 168, 169] are shown in figure 5.4. This
chapter is organized as follows: first, we give the details about the evaluation
of the electronic stationary states and show the relevant molecular orbitals of
the three amino acids (section 5.1) and the corresponding photoionization cross
sections (section 5.2); then we show the evolution of the hole generated by an
attosecond pulse similar to that used in the experiment (section 5.3), presenting
the results of a Fourier analysis over different parts of the molecule, comparing
our results with those coming from experimental and previous theoretical work,
when available. We conclude by analyzing the effect of molecular conformation
and present the results for the evolution of the all-electron system.
Figure 5.3: Vibrational frequencies of phenylalanine. Frequency (PHz) and
corresponding periods (fs) of vibrational modes of phenylalanine.
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Gly
Phe Trp
Figure 5.4: Geometry of the most abundant conformers of glycine [167], pheny-
lalanine [168]and tryptophan [169] at 430 K, the temperature of the pump-probe
experiment in fig. 5.1.
5.1 Evaluation of electronic states
We employ Slater determinants to represent electronic stationary states, as ex-
plained in section 2.2. The corresponding bound (Kohn-Sham) and continuum
orbitals have been evaluated in a basis set of B-splines and spherical harmon-
ics. In particular, we used a large one-center expansion (OCE) of 120 B-spline
functions enclosed in a sphere of 30 a.u. with origin in the center of mass, using
spherical harmonics up to l = 20 (see eq. 2.14). The OCE was complemented
with small off centers, one on each atom, with sizes varying from 0.2 to 1.6
a.u., larger for the heavier nuclei. The angular expansion in each off-center was
limited up to l = 2. The LB94 [120] functional was employed to account for
electronic exchange and correlation effects. An initial guess for the electronic
density of the three amino acids was generated with the Amsterdam Density
Functional (ADF) package [116, 117, 118] using a double ζ-polarization plus
(DZP) basis set in the case of glycine and a triple ζ-polarization plus (TZP)
[99] for phenylalanine and tryptophan. Since it is well known that the LB94
functional overestimates the molecular orbital eigenvalues, the first ionization
potential of glycine was calculated by means of the outer-valence Green’s func-
tion (OVGF) [170] method implemented in Gaussian09 [165], which can provide
accurate values of the ionization potentials of the outer-valence shells. Then, the
DFT/LB94 eigenvalues were shifted according to the energy difference between
the first IP provided by the OVGF and the DFT/LB94 calculations. In order
to obtain reliable values of the ionization energies of phenylalanine and trypto-
phan, we have employed the VWN [119] local density approximation functional
within the Slater transition state procedure [171] using ADF with a TZP basis
set. The molecular geometries where optimized at the DFT/B3LYP [163, 164]
level in a 6311+g(3df,2p) basis set (6-31+g(d) in the case of tryptophan) using
Gaussian09 [165], from the optimized geometries reported in [167, 168, 169].
Figs. 5.8, 5.9 and 5.10 show the occupied Kohn-Sham orbitals of the ground
state of glycine, phenylalanine and tryptophan, respectively, which were used
to evaluate the corresponding wave functions according to equations 2.12 and
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2.13. Glycine has planar symmetry and therefore belongs to the Cs point group
and its orbitals have either a′ or a′′ symmetry. As can be seen in fig. 5.5, a′
orbitals are symmetric with respect to reflection thought the mirror plane and
a′′ orbitals are antisymmetric and thus contain a nodal plane. Phenylalanine
and tryptophan belong to the C1 point group because they are not invariant
under any symmetry transformation except for the identity operation E and
therefore all their orbitals have A symmetry.
1a'' 2a''
3a'' 4a''
1a' 2a' 3a' 4a' 5a'
6a' 7a' 8a' 9a' 10a'
11a' 12a' 13a'
16a'15a'14a'
Figure 5.5: Occupied Kohn-Sham orbitals of the glycine molecule. They have
been calculated using the LB94 [120] functional in a basis set of B-spline func-
tions as explained in the text.
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Figure 5.6: Same as fig. 5.5 for the phenylalanine molecule.
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16A 17A 18A 19A 20A 21A 22A 23A
24A 25A 26A 27A 28A 29A 30A 31A
39A38A37A36A35A34A33A32A
40A 41A 42A 43A 44A 45A 46A 47A
48A 49A 50A 51A 52A 53A 54A
Figure 5.7: Same as fig. 5.5 for the tryptophan molecule.
Neutral glycine, phenylalanine and tryptophan have 40, 88 and 108 electrons,
respectively. Therefore, the corresponding electronic ground states are closed-
shell systems that can be accurately described using 20, 44 and 54 molecular
orbitals in each case. Core orbitals are those constituted by the 1s orbitals of
the “heavy” atoms (C, N and O). The energy required to remove an electron
from a core orbital in these molecules ranges from around 290 eV in the case of
C 1s, to 400 eV for N 1s and 535 eV for O 1s. They are thus not accessible with
usual attosecond pulses generated via HHG.On the contrary, valence orbitals,
with ionization potentials ranging from around 10 eV to 20 eV, are the easiest to
ionize and usually highly delocalized. Whereas a core-hole is very localized hole
around a given atom, valence-holes shells are highly delocalized. Inner-valence
orbitals present an intermediate situation.
5.2 Photoionization cross sections
We have evaluated photoionization cross sections of glycine, phenylalanine and
tryptophan from all valence and inner-valence shells in the framework of the
fixed nuclei approximation (FNA), as explained in 1.3. The results are shown
if figs. 5.8, 5.9 and 5.10 in the energy range accessible by the attosecond XUV
pulse used in the experiment that produced the results shown in fig. 5.1. The
energy spectrum of the pulse is represented in the figures by a thick orange curve
lying over a shaded area. As expected, we can see a general decay of the cross
sections with the photon energy. In some ionic channels we can see sharp struc-
tures near the threshold that can be understood in terms of shape resonances
[150, 151, 152] due to the existence of small barriers in the complex molecu-
lar potentials. Unfortunately, the use of a single excitation approach prevents
us from observing any possible signature coming from multiple (doubly, triply)
excited electronic states of the molecule embedded in the ionization continuum.
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From the figures, it is clear that the three molecules will be efficiently ionized
from all valence and inner-valence shells upon interaction with the attosecond
pulse. Only core electrons will remain unaffected. Since the contribution from
most open channels is comparable, the hole created in the electronic structure of
the amino acids upon ionization will be completely delocalized. In this scenario,
one would expect that the interferences arising between the coherently populated
states induce charge dynamics along the molecular skeleton, similar to that
found in previous theoretical work [27, 58, 26, 59, 62, 98]. This is analyzed in
detail in section 5.3.
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Figure 5.8: Photoionization cross sections of glycine from different molecular
orbitals calculated using the static-exchange DFT method. Numbers and colors
denote the molecular orbitals from where the electron is emitted in each case
(see 5.5). The energy spectrum of the attosecond pulse used as a pump in the
experimental results shown in 5.1 is represented by a thick orange curve lying
over a shaded area.
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Figure 5.9: Same as fig. 5.8 for the phenylalanine molecule (the corresponding
molecular orbitals are shown in 5.6).
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Figure 5.10: Same as fig. 5.8 for the tryptophan molecule (the corresponding
molecular orbitals are shown in 5.7).
Comparison with experimental photoelectron spectra
In order to test the validity of our description of the ionization process, we
have calculated the photoelectron spectra of phenylalanine for photon energies
of 21.2 and 45 eV using the cross section values at those energies (shown in fig.
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5.9) and the corresponding ionization potentials. Then, we have compared our
results with synchrotron [172] and He(I) [173, 174] radiation spectra available
in the literature. For the comparison with the experiments, we have convoluted
our infinitely resolved lines with a Lorentzian function of 0.3−eV width at half
maximum to account for the vibrational broadening and experimental energy
resolution, which is rather limited in these and earlier experiments (the exper-
iments cannot resolve the individual peaks). The comparison between theory
and experiment is shown in fig. 5.11. As can be seen, the agreement is rea-
sonably good. We notice however that the experiment of Plekan et al. [172]
was performed at a photon energy of 100 eV, which is substantially higher than
ours. The other two earlier experiments [173, 174] were performed at a photon
energy of 21.2 eV. Our results are in better agreement with the most recent
experiment, especially for binding energies below 15 eV. This energy range in-
cludes the most relevant states in the ultrafast charge dynamics that is initiated
in the molecule by an attosecond pulse similar to that represented in fig. 5.9,
as we show in section 5.3. The photoelectron spectra are expected to be more
sensitive to the choice of photon energy as we approach the threshold. The
reason is that the ionization amplitudes can strongly vary with photon energy
for values below 25 − 30 eV, while the variation becomes smother for larger
values, as can be seen in fig. 5.9. This is most likely the reason to find a better
agreement between the high-energy spectra.
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Figure 5.11: Comparison between calculated and experimental [172, 173, 174]
photoelectron spectra of phenylalanine.
63
5.3 Ultrafast electron dynamics initiated by at-
tosecond pulses
The first theoretical predictions of the possibility of observing ultrafast charge
migration upon prompt ionization of an organic molecule can be attributed to
L. Cederbaum and collaborators [27]. In that work, an electronic wave packet
is generated by sudden electron removal from a Hartree Fock (HF) molecular
orbital of the difluoropropadienone molecule. Then, the hole generated in the
electronic structure moves though the molecular skeleton because the prepared
state is not a stationary state of the ionic Hamiltonian but a linear combination
of several. Over the last years, they have been able to investigate charge migra-
tion in a large number of biological molecules (refs). Here we consider a different
scenario: (i) we are using an ultrashort pulse with a broad energy bandwidth to
create an electronic wave packet in the parent ion, and (ii) we compute the scat-
tering states to obtain the actual photoionization amplitudes. In order to verify
the validity of our time-propagation method, we have performed calculations
in order to compare our results with those obtained by Kuleff, Breidbach and
Cederbaum [58] for the case of glycine. To perform a meaningful comparison,
we have started from the same initial wave function as in [58]. The correspond-
ing HF orbitals have been evaluated using Gaussian09 [165] with a DZP basis
set. Then, to study the time evolution of the hole density, we have projected
the initial state onto the Slater determinants built from the KS orbitals (shown
in fig. 5.5) that we use to represent the ionic stationary states. The projection
leads to a coherent superposition of ionic states that is let evolve freely as dic-
tated by the relative phases resulting from the energy differences between the
states. The evolution of the hole dynamics is shown in figs. 5.12 and 5.12 for
the cases of sudden ionization from the 11a′ and the 14a′ HF orbitals, respec-
tively. As can be seen, the agreement between our results and those previously
reported [58] is quite satisfactory. In the latter reference, 2h1p configurations
were explicitly included in the time propagation, so a direct comparison with
their results provides an answer about the role played by those configurations,
which are not included in our time propagation scheme.
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t = 0.0 fs
t = 1.7 fs
t = 3.4 fs t = 8.4 fs
t = 6.8 fs
t = 5.1 fs
Figure 5.12: Time evolution of the hole generated in the glycine molecule upon
sudden ionization from the 11a′ HF orbital (at t = 0 the hole is completely
localized in the 11a′ HF orbital). Left figure: natural charge orbitals, as a
function of time (the square of the natural orbitals provides the hole density).
Reprinted with permission from [58]. Copyright 2005, AIP Publishing LLC.
Right figure: hole density, evaluated using the present approach.
t = 0.0 fs
t = 0.7 fs
t = 1.4 fs t = 3.5 fs
t = 2.8 fs
t = 2.1 fs
Figure 5.13: Same as fig. 5.12 for the case of sudden ionization from the 14a′ HF
orbital of glycine. Left figure reprinted with permission from [58]. Copyright
2005, AIP Publishing LLC.
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If we considered sudden ionization from inner-shell HF orbitals of glycine
instead, as in [59], the agreement would not be so spectacular, because in that
case 2h1p configurations are expected to play an a role. However, as we show
in this chapter, these are not expected to be important in the dynamics studied
here. The main reason is that a transition from the ground to a shake-up state
is a 2-electron process and therefore less likely to occur via 1 photon absorption
than a direct transition to a 1h state.
We have calculated the evolution of the hole generated in the electronic
structure of the amino acids glycine, phenylalanine and tryptophan upon in-
teraction with an attosecond XUV pulse similar to that used in for experiment
illustrated in fig. 5.1. Because of the high central frequency and large spectral
width of the pulse (see figs. 5.8, 5.9 and 5.10), a manifold of ionization channels
is open in the three amino acids, thus leading to coherent superpositions of many
one-hole (1h) states, i.e., to electronic wave packets. Ionization amplitudes have
been evaluated for all open channels (15 for glycine, 32 for phenylalanine and
39 for tryptophan) using the static-exchange density functional theory method
[104, 105, 106, 107, 108] (see section 2.2.2), which has been thoroughly tested
in systems of similar complexity, and time-dependent first-order perturbation
theory (see section 1.2). From the ionization amplitudes, we have evaluated the
reduced density matrix of the ionic subsystem using eq. 3.5. Then, the hole
density was calculated as the difference between the electronic density of the
neutral molecule, which does not depend on time, and the electronic density of
the cation (eq. 3.8). Because in the experiments the molecules are not aligned,
we performed calculations considering three orthogonal orientations with re-
spect to the polarization vector of the attosecond pulse. The results were then
averaged assuming randomly oriented molecules.
Figs. 5.14, 5.15 and 5.16 display snapshots of the relative variation of the
hole density with respect to the time-averaged values for glycine, phenylalanine
and tryptophan, respectively. In spite of the very delocalized nature of the hole
density resulting from the broadband XUV excitation, a substantial redistribu-
tion of this density observed on a sub-femtosecond scale. This charge dynamics
cannot be associated with a simple migration from one side of the molecule to
the other, as found in most previous theoretical work [27, 58, 26, 59, 98]. How-
ever, despite the complexity of the charge configuration calculated in a realistic
(i.e., experimentally accessible) situation, the concept of charge migration is still
valid. We note that this dynamics occurs in a time scale which is faster than
the nuclear vibrations (the fastest vibrational period phenylalanine is 9 fs, see
table 5.3).
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0.0 fs 1.6 fs 3.7 fs 4.4 fs 4.7 fs
Figure 5.14: Relative variation of the hole on glycine density with respect to
its time-averaged value as a function of time. Isosurfaces of the relative hole
density are shown for cutoff values of 10−4 a. u. (yellow) and −10−4 (purple).
Time is with reference to the end of the XUV pulse (first snapshot).
Figure 5.15: Same as fig 5.14 for phenylalanine. To guide the eye, time intervals
between snapshots showing a similar accumulated density over the amino group
are indicated. These time intervals are close to the dominant periods associated
with the electronic wave-packet motion shown in figure 5.1. The location of the
amino group is highlighted in the first snapshot with a shaded contour.
0.0 fs 2.6 fs 4.3 fs 6.1 fs 8.5 fs
Figure 5.16: Same as fig 5.14 for tryptophan.
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5.3.1 Fourier analysis on the amino group
In order to perform a more quantitative analysis of the charge dynamics, we
have integrated the hole density around different portions of the molecule. In
particular, we have focused on the amino group since in the pump-probe experi-
ment on phenylalanine presented in figure 5.1, absorption of the VIS/NIR pulse
is expected to be more likely to occur from that part of the molecule since the
HOMO orbital is significantly localized there. Consequently, the fragmentation
yield of doubly charge immonium is expected to be sensitive to charge localiza-
tion on the amino group. A full analysis including different atomic centers is
shown in the section 5.3.2. Figs. 5.17, 5.18 and 5.19 show the Fourier power
spectra of the hole density on the amino group of glycine, phenylalanine and
tryptophan, respectively, for three orthogonal orientations of the molecules with
respect to the polarization vector of the field (indicated in the figures) and for
the case of randomly oriented molecules. The peaks appearing in the Fourier
spectra provide information about the frequency and the intensity of the charge
fluctuations observed in figs. 5.14, 5.15 and 5.16. As expected, the complexity
of the spectra increases with the number electrons in the molecule as so does
the number of 1h states are accessible by the pulse.
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Figure 5.17: Fourier power spectra of the hole density integrated over the amino
group of glycine. Results are shown for three orthogonal orientations of the
molecule with respect to the polarization vector of the electric field associated
to the attosecond XUV pulse and for the case of randomly oriented molecules.
In order to obtain well resolved peaks in frequency, the hole density has been
evaluated up to 500 fs. The states that give rise to the dominant peaks are
indicated in the spectra by labels that denote the molecular orbitals where the
holes have been created (see molecular orbitals in fig. 5.5).
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Figure 5.18: Same as fig. 5.17 for phenylalanine (molecular orbitals are shown
in fig. 5.6).
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Figure 5.19: Same as fig. 5.17 for tryptophan (molecular orbitals are shown in
fig. 5.7).
To better understand the observed dynamics, we have identified the 1h states
that are responsible for the most important beatings (they are indicated in figs.
5.17, 5.18 and 5.19). The frequency at which each peak appears is dictated by
the energy difference between the ionic states that give rise to it. As can be
seen, the dominant beatings always involve two states that have holes in orbitals
with significant density around the amino group and another common part of
the molecule, which allows charge migration between the two sites.
The analysis of figs. 5.17, 5.18 and 5.19 also reveals that the dominant
beatings involve states which are close in energy. In fact, the greater the energy
spacing between two ionic states, the lower the intensity of the interference
is expected to be. This can be easily understood in terms of the coherence
between the ionic substates (states of the ionic subsystem) populated by the
attosecond pulse, which is given by the off-diagonal terms of reduced density
matrix (see eq. 3.5). If the energy spacing ∆Eαα′ = |Eα − Eα′ | between
two ionic states α and α′ is large, then the kinetic energy ranges in which the
photoelectron is emitted when the two states are populated are very different
and therefore the corresponding element in the reduced density matrix γαα′
is small. If ∆Eαα′ were greater than the energy bandwidth of the pulse, the
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two ionic states would be populated incoherently because the photoelectron
kinetic energy ranges would not overlap at all and therefore γαα′ would be
zero. Because of the large energy bandwidth of the attosecond pulse considered
here, all 1h states are populated coherently, but coherences between states with
similar energy are, in general, higher.
We can only see interferences between states having the same symmetry
in the spectrum of glycine (fig. 5.17) because states with different symmetry
are populated incoherently. The reason is that, for a given orientation of the
field, electrons emitted from orbitals with different symmetry have, in general,
different symmetry and therefore the coherence term γαα′ is zero (see eq. 3.5).
In the case of phenylalanine and tryptophan (figs. 5.18 and 5.19), although no
electron selection rules strictly apply due the lack of global symmetry elements,
of course approximate local symmetries will apply. For instance, one of the
most intense beatings in the amino group of phenylalanine occurs between the
states with holes in the A41 and the A44 orbitals, both having nodal planes
that contain the C−N and the C=N bonds with very similar orientations.
It is clear from the Fourier analysis presented here that the hole density
not only provides information about energy spacings between different quan-
tum states responsible of the electronic beatings, but also probes the specific
dynamics generated by the attosecond pulse. This is further illustrated in fig.
5.20 for the case of phenylalanine, in which the calculated Fourier spectrum is
compared with a similar one containing all possible energy spacings with an
equal weight. The dynamics of the electronic wavepacket generation by the at-
tosecond pulse is responsible for the fact that only a few beatings are observed.
These depend on the dipole matrix elements (i.e., the ionizing transition in-
duced by the XUV attosecond pulse) and the interference between the different
amplitudes, which are imprinted in the time evolution of the hole density.
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Figure 5.20: Fourier power spectra of the calculated hole density integrated
over the amino group of phenylalanine. Upper panel: results from the actual
calculation (as in the lower panel of fig. 5.18). Lower panel: results obtained
by using an equal weight for all ionic states accessible by the XUV pulse.
To illustrate that the observed dynamics in the amino group can almost be
entirely explained in terms of some of the ionic states that are populated by
the attosecond XUV pulse, we have carried out calculations for phenylalanine
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in which only ionic states resulting from removing an electron from the A24,
A25, A28, A29, A31, A32, A35, A36, A41, and A44 orbitals are included in
the free propagation of the electronic wave packet. Conversely, we have also
performed calculations in which all 1h states but the above mentioned ones are
included. The results of these two calculations are shown and compared with
the full calculations in fig. 5.21. As can be seen, the full spectrum is almost
entirely reproduced by only including the above ten states. In contrast, the
dynamics resulting from excluding these states is almost inexistent.
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Figure 5.21: Fourier power spectra of the hole density integrated over the amino
group of phenylalanine: results from the full calculation (black curves in all
panels), from a calculation in which only the ionic states resulting from removing
an electron from the 24A, 25A, 28A, 29A, 31A, 32A, 35A, 36A, 41A, and 44A
orbitals are included (red curves, left panels), and from a calculation in which
all ionic states but the above mentioned ones are included (green curves, right
panels).
5.3.2 Fourier analysis on different atoms
Charge fluctuations on the amino group are most likely to be responsible for the
observed beatings in the experimental results shown in 5.1. In order to perform
a complete analysis of the charge fluctiations on different sites of the molecule,
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we have performed a Fourier analysis also on different atoms of the three amino
acids. Figs. 5.22, 5.23 and 5.24 show the Fourier power spectra of the hole
density integrated over various atoms of the three molecules. As expected,
charge fluctuations occur with different frequencies on different atoms because
they are due to interferences between different pairs of 1h states. Indeed, it is a
requirement for a beating to be observed on a specific site (atom) of the molecule
that two states involved contain a significant part of their hole localized on that
particular site.
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Figure 5.22: Fourier power spectra of the calculated hole density integrated over
various atoms of glycine for the case of randomly oriented molecules. In order
to obtain well resolved peaks in frequency, the hole density has been evaluated
up to 500 fs.
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Figure 5.23: Same as 5.22 for phenylalanine.
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Figure 5.24: Same as 5.22 for tryptophan.
In the case of phenylalanine, beating frequencies in agreement with the ex-
perimental observations were observed when the charge density was integrated
around the nitrogen atom in the N atom (amino group). The hole densities
at different positions do not show clear and clean frequency components, with
the exception of the doubly bonded O atom in the carboxyl group. We note
that the VIS/NIR probe pulse is not locally absorbed only by the amino group,
but also by other sites of the molecule. However, the simulations indicate that
the periodic modulations observed in the experiment are mainly related to the
absorption of the probe pulse by the amino group.
5.3.3 Comparison with the experiment: Gabor profiles
The hole density on the amino group has been also analyzed by using a sliding-
window Fourier transform, which, at the expense of frequency resolution, shows
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frequency and time information on the same plot. The same sliding-window
Fourier transform procedure has been applied to the experimental fragmentation
yield of doubly-charged immonium measured as a function of the pump-probe
time delay, shown in figure 5.1. Figure 5.25 shows the resulting spectrograms
in a temporal window up to 45 fs. A dominant peak around 0.25 PHz is visible,
which forms in about 15 fs and vanishes after about 35 fs, in close agreement
with the results of the Fourier analysis of the experimental data. A higher
frequency component is visible around 0.36 PHz in the delay intervals below
' 15 fs and above ' 30 fs. At short delays, this component favorably compares
with the experimental observation of the frequency peak around 0.30 PHz in the
same window of pump-probe delays. The temporal evolution of the main Fourier
components is a consequence of the complex interplay among several beating
processes initiated by the broadband excitation pulse. Despite the agreement
with the experimental results, we cannot exclude that the nuclear dynamics,
which are not included in the simulations, also play a role in the temporal
evolution of the measured oscillation frequencies.
Figure 5.25: Fourier analysis of charge dynamics. Spectrograms calculated for
the measured data of 5.1 (A) and for the calculated hole density integrated over
the amino group of phenylalanine (B), shown in fig 5.15. The sliding window
Fourier transforms have been calculated by using a Gaussian window function
g(t − td) = e−(t−td)2/t20 , with t0 = 10 fs and peak at td (gate delay time). The
spectrogram (B) was calculated considering an experimental temporal resolution
of about 3 fs.
The good agreement between simulations and experimental results is rather
remarkable in light of the fact that simulations do not take into account the
interaction of the VIS/NIR probe pulse. The fact that the effects of the probe
pulse are not included in the simulations can explain why the calculated inten-
sities of the different beatings differ from the experimental ones. We note that
the beating frequencies have been observed experimentally even though the ini-
77
tial hole density is highly delocalized. An important result of the simulations is
that the measured beating frequencies originate from charge dynamics around
the amino group. This leads to the conclusion that the periodic modulations
measured in the experiment are mainly related to the absorption of the probe
pulse by the amino group. The mechanism that makes the probe pulse sensi-
tive specifically to the charge density on this group is still not well understood.
Moreover, we observe that, in spite of the large number of potential frequency
beatings associated to the wave packet motion induced by the attosecond pulse,
only a few ones manifest in the experiment, thus reducing the impact of the
modulations introduced by the probe pulse in the analysis of the wave packet
motion. The good agreement between our simulations of the temporal evolution
of the electronic wave packet created by the attosecond pulse strongly supports
the interpretation of the measured data in terms of charge migration, thus con-
stituting the first experimental measurement of purely electron dynamics in a
biomolecule.
5.3.4 What about molecular conformation?
It is well known that amino acids exist in many conformations as a result of
their structural flexibility. Typically, the energy barrier to interconversion be-
tween different conformers is small, of the order of a few kcal/mol, so that,
even at room temperature, thermal energy is sufficient to induce conforma-
tional changes. Theoretical investigations have shown that such changes can
affect the charge migration process [59]. In the case of phenylalanine, 37 con-
formers have been found by ab initio calculations [168], with a conformational
distribution that depends on temperature. However, in the experiment illus-
trated in fig. 5.1, performed at an average temperature of about 430 K, only
the six conformers are substantially present [168]. Figures 5.26, 5.27 and 5.28
show the most stable conformations of glycine, phenylalanine and tryptophan
at 430K. The relative populations of the phenylalanine conformers have been
calculated using statistical mechanics methods based on DFT/B3LYP quantum
chemistry calculations of the geometries, energies, vibrational frequencies and
rotational constants of the 37 lowest conformers of phenylalanine [168]. In the
case of glycine [167, 175] and tryptophan [169], the relative populations were
estimated assuming Boltzman distributions.
The ultrafast temporal evolution of the wave packet generated by the at-
tosecond pump pulse has also been calculated for the most stable conformers of
the tree amino acids. The corresponding Fourier spectra are shown in figures
5.26, 5.27 and 5.28, together with the results for the thermal average obtained
by taking into account the estimated populations (given in figures 5.26, 5.27 and
5.28). We have found that although the precise frequencies of the relevant peaks
in the calculated Fourier spectra depend on the particular conformer, in gen-
eral, there are no substantial differences and the spectrum of the most abundant
conformer is very similar to that of the thermal average. In the case of the most
populated conformers of phenylalanine (and therefore for the averaged results),
the frequencies at which the dominant peaks appear are in good agreement with
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those observed experimentally.
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Figure 5.26: Fourier power spectra of the hole density on the amino group of the
most abundant conformers of glycine at 430 K. The relative populations have
been calculated assuming a Boltzman distribution. The lower panel shows the
averaged results and the corresponding geometries are shown in the right.
79
0.2 0.4 0.6 0.8 1
0.5
1
0.5
1
0.5
1
0.5
1
0.5
1
0.2 0.4 0.6 0.8 1
0
0.5
1
0.2 0.4 0.6 0.8 1
Frequency (PHz)
0
0.5
1
Fo
ur
ie
r p
ow
er
 sp
ec
tru
m
 (a
rb
. u
ni
ts
)
10.6%
18.1%
6.0%
5.7%
11.1%
15.4%
THERMAL AVERAGE
Conf. 1
Conf. 1
Conf. 2
Conf. 3
Conf. 5
Conf. 6
Conf. 4
Conf. 2
Conf. 3
Conf. 5 Conf. 6
Conf. 4
Figure 5.27: Same as fig. 5.26 for the most stable conformers of phenylala-
nine, rescaled with their relative weights for a better illustration. Their relative
populations according to Huang et al. [168] are indicated.
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Figure 5.28: Same as fig. 5.26 for the most stable conformers of tryptophan. The
relative populations have been calculated assuming a Boltzman distribution.
5.4 Time-evolution of the full electron system
The evaluation of the hole density generated upon ionization in terms of the
reduced density matrix of the ionic subsystem has allowed to describe the ul-
trafast response of the parent ion. In order to visualize the time-evolution of
the electron emitted to the continuum, we have evaluated the electron density
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of the full system, including all the electrons. Figure 5.29 (upper panels) shows
snapshots of the relative variation of the electron density of the full system.
For the seek of comparison, snapshots of the relative variation of the electron
density of the ionic subsystem is also represented in figure 5.29 (lower panels).
Propagating the full electronic system in time allows to see the photoionization
dynamics, which is superimposed to the ultrafast beatings in the parent ion.
By comparing the results obtained with the two approaches, we can clearly see
that the photoelectron cloud vanishes gradually as time goes by and, at around
0.7 fs, ionization is complete.
0.00 fs 0.10 fs 0.20 fs 0.30 fs 0.40 fs
0.50 fs 0.60 fs 0.70 fs 0.80 fs 0.90 fs
Figure 5.29: Relative variation of the hole on glycine density with respect to
its time-averaged value as a function of time. Upper rows: dynamics of the
full-system, containing all electrons. Lower rows: dynamics of the residual ion.
Isosurfaces of the relative hole density are shown for cutoff values of 10−3 a. u.
(yellow) and −10−3 (purple). Time is with reference to the end of the XUV
pulse (first snapshots).
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Conclusions
The advent of ultrabright light sources based on synchrotron radiation and ul-
trafast pulses based on high-harmonics generation (HHG) opened the door to
image molecular structures and to monitor and even control electron and nu-
clear dynamics in their intrinsic time scales. In this quest, theoretical modeling
and numerical simulations have been probed to be fundamental in the design of
new experimental schemes and to understand the complex outcomes of those.
Methods based on the Density Functional Theory (DFT) provide an excellent
compromise between accuracy and computational effort. In this work, we have
employed the static-exchange DFT method to compute the electronic structure
of molecules (from CO or F2 up to large amino acids) in order to predict and
to understand recent experiments performed in two well-defined contexts: using
third-generation light sources and using attosecond pulses generated via HHG.
High-resolution third-generation synchrotron facilities have enabled the inves-
tigation of vibrationally-resolved inner-shell photoionization in small molecules
made of first-row atoms. In chapter 4 and in appendices 1 − 5 we have pre-
sented C 1s and B 1s vibrationally resolved photoionization cross sections of
CO, CF4 and BF3, which have been evaluated using the static-exchange and
the time-dependent DFT methods including the nuclear motion at the Born-
Oppenheimer levels. By comparing our results with photoelectron spectra mea-
sured at SOLEIL and Spring-8 synchrotron light sources, we have found theoret-
ical and experimental evidence non-Franck-Condon effects arising in inner-shell
photoionization. When the de Broglie wave length of the photoelectron is com-
parable to the dimensions of the molecular target, i.e., for photon energies of the
order of a few hundreds of eVs, the undulatory nature of the electron manifests
as diffraction interferences by the surrounding atomic centers. These interfer-
ences are imprinted in the ratios between vibrationally resolved cross sections
(ν−ratios) as clear oscillations as a function of the photoelectron momentum.
As a proof-of-principle, we have used the C 1s photoelectron spectra of CO
to determine the internuclear distance of the neutral molecule and the bond
contraction accompanying C 1s ionization. This is a surplus of photoelectron
spectroscopy with respect to more conventional spectroscopic techniques, which
usually can only provide structural information of neutral molecular species.
Near the photoionization threshold, where the continuum waves are sensitive to
the details of the molecular potentials, the cross sections show sharp features
due to the presence of shape resonances. From the theoretical calculations,
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and the angular momentum decompositions, we have also confirmed the exis-
tence of confinement effects as those previously found in more simple molecules.
In the future, molecules such as BF3, CF4 or CO could provide an interesting
workbench to study the photoelectron scattering phenomenon in a time-resolved
(pump-probe) scheme using novel ultrahigh intensity photon sources like seeded
FELs, which now become available.
We have also investigated photoionization of molecular fluorine, by consider-
ing electron ejection from different molecular orbitals using the static-exchange
DFT method. For the outermost shells, we have included the nuclear degrees of
freedom, which has allowed to describe dissociative and non-dissociative ioniza-
tion channels. The photoionization cross sections show an oscillatory behavior
as a function of the photoelectron momentum, which is the result of the coher-
ent emission from two equivalent centers. The observed interference patterns
are similar to those already explained by Cohen and Fano [154] in the early
sixties. These interferences can be described by using very simple expressions
that account for both the ratio between total photoionization cross sections as-
sociated to different orbitals and to the branching ratios between vibrationally
resolved cross sections associated to the same electronic ionic state. Both effects
were demonstrated in previous works [78] for other diatomic molecules, so the
present work reinforces the general validity of those findings. The fact that there
is a non-negligible probability of dissociation accompanying valence-ionization
could be exploited experimentally to obtain molecular frame photoelectron an-
gular distributions by using multi coincidence techniques, since detection of the
charged atomic fragments provides information about the orientation of the
molecule at the instant of ionization.
Since the generation of the first isolated attosecond pulses at the very be-
ginning of the present century, tracing ultrafast phenomena using attosecond
pump-probe techniques became a reality. The observation of charge migra-
tion in complex molecular structures and, in particular, in biologically relevant
molecules, is one of the main targets of attosecond science. Although charge
migration was predicted in the late nineties in the theoretical works of L. S.
Cederbaum and coworkers, experimental evidence or reliable simulations on the
initial electronic wave packet that could be created were inexistent. We have in-
vestigated the electronic response of molecules of biological relevance, the amino
acids glycine, phenylalanine and tryptophan, to attosecond ionization. We have
found that attosecond pulses induce ultrafast charge fluctuations over large re-
gions of these complex molecules on a temporal scale much shorter than the
vibrational response of the system. The work presented here differs to most
previous theoretical work on charge migration, where charge dynamics is initi-
ated by removing an electron from a given molecular orbital. Here, the use of
the static-exchange DFT method in the framework of time-dependent first-order
perturbation theory has allowed to evaluate the actual wave packet generated
upon attosecond ionization. Because of the broad bandwidth of experimental at-
tosecond pulses, in a realistic experiment electrons are coherently emitted from
various (many) molecular orbitals and thus the initial hole is highly delocalized
along the molecular skeleton. Our analysis of the wave packet dynamics reveals
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ultrafast beatings on the electron density occurring on a sub-femtosecond tem-
poral scale, which is shorter than the vibrational response of the molecule. The
application of isolated attosecond pulses to prompt ionization of the amino acid
phenylalanine has allowed the subsequent detection of ultrafast dynamics on
a sub4.5-femtosecond temporal scale, which is shorter than the vibrational re-
sponse of the molecule. The good agreement with our numerical simulations of
the temporal evolution of the electronic wave packet created by the attosecond
pulse strongly support the interpretation of the experimental data in terms of
charge migration resulting from ultrafast electron dynamics preceding nuclear
rearrangement.
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Conclusiones
El advenimiento de fuentes de luz ultrabrillantes basadas en radiacio´n sincrotro´n
y pulsos la´ser ultracortos basados en la generacio´n de altos armo´nicos (HHG, del
ingle´s “high-harmonics generation”), ha abierto la puerta para la visualizacio´n
de estructuras moleculares y el seguimiento e incluso el control de dina´mica
electro´nica y nuclear en sus escalas de tiempo intr´ınsecas. En esta misio´n, el
modelado teo´rico y las simulaciones teo´ricas han demostrado jugar un papel
fundamental en el diseo de nuevos experimentos as´ı como en la comprensio´n
de los complejos resultados obtenidos en los mismos. Los me´todos basados en
la Teor´ıa del Funcional de la Densidad (DFT) proporcionan un compromiso
excelente entre precisio´n y esfuerzo computacional. En este trabajo, hemos em-
pleado el me´todo “static-exchange DFT” para evaluar la estructura electro´nica
de mole´culas (desde CO o F2 hasta grandes amino a´cidos) con el objetivo de
predecir y comprender experimentos recientes realizados bajo condiciones bien
distintas: utilizando fuentes de luz de tercera generacio´n y pulsos generados me-
diante HHG. Las instalaciones sincrotro´n de u´ltima generacio´n han permitido
la investigacio´n de procesos de fotoionizacio´n en mole´culas pequeas constituidas
por a´tomos del primer periodo con resolucio´n vibracional. En el cap´ıtulo 4 y en
los ape´ndices 1−5 hemos presentado secciones eficaces de fotoionizacio´n de capa
interna en las mole´culas CO, CF4 and BF3, que han sido calculadas utilizando el
me´todo “static-exchange DFT” y su versio´n dependiente del tiempo, incluyendo
el movimiento nuclear a nivel de Born-Oppenheimer. Comparando nuestros
resultados con espectros fotoelectro´nicos medidos en los sincrotrones SOLEIL
y Spring-8, hemos encontrado evidencias teo´ricas y experimentales de desvia-
ciones de Franck-Condon en procesos de ionizacio´n de capa interna. Cuando
la longitud de onda de de Broglie del fotoelectro´n es comparable a las dimen-
siones de la mole´cula, es decir, para energ´ıas del fotoelectro´n del orden de unos
cientos de eVs, la naturaleza ondulatoria del fotoelectro´n se manifiesta como
interferencias de difraccio´n por los a´tomos circundantes. Estas interferencias se
hacen visibles en los ratios entre secciones eficaces resueltas vibracionalmente
(ν−ratios), ocasionando claras oscilaciones en funcio´n del momento del foto-
electro´n. Como prueba de concepto, hemos utilizado espectros fotoelectro´nicos
de la mole´cula de CO para determinar la distancia internuclear de la especie
neutra y la contraccio´n del enlace tras arrancar un electro´n del orbital 1s del
a´tomo de carbono. Cerca del umbral de ionizacio´n, donde las funciones del
continuo son mas sensibles a los detalles de los potenciales moleculares, las sec-
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ciones eficaces se manifiestan como estructuras agudas que tienen su origen en
resonancias de forma. Adema´s, la descomposicio´n en momento angular permite
confirmar la existencia de efectos de confinamiento, similares a los que se han en-
contrado previamente en mole´culas ma´s simples. En el futuro, mole´culas como
BF3, CF4 or CO prodr´ıan propocionar un punto de referencia en el estudio del
feno´meno de difraccio´n fotoelectro´nica utilizando me´todos bombeo-sonda con
pulsos ultraintensos de la´seres de electrones libres.
Tambie´n hemos investigado la fotoionizacio´n de la mole´cula de fluor, con-
siderando emisio´n fotoelectro´nica desde distintos orbitales mediante el me´todo“static-
exchange DFT”. Para las capas ma´s externas, hemos incluido los grados de
libertad nucleares, lo cual ha nos ha permitido describir canales disociativos y
no disociativos. Las secciones eficaces de fotoionizacio´n muestran oscilaciones
en funcion del momento del fotoelectron, lo cual es resultado de un proceso de
emisio´n multice´ntrica desde dos centros equivalentes. Estos patrones de inter-
ferencia son similares a los que Cohen y Fano [154] dieron explicacio´n en los
aos 60. Efectos similares han sido observados en trabajos previos [78] en otras
mole´culas diato´micas, as´ı que este trabajo refuerza la validez general de esos
hallazgos. El echo de que existe una probabilidad no despreciable de que la
mole´cula de flu´or disocie tras ser ionizada desde sus capas de valencia, podr´ıa
ser utilizada experimentalmente para obtener distribuciones angulares del foto-
electro´n utilizando te´cnicas de coincidencia, ya que la deteccio´n de fragmentos
ato´micos cargados proporciona informacio´n sobre la orientacio´n de la mole´cula
en el instante de la ionizacio´n.
Desde la generacio´n del primer pulso de atosegundos al comienzo de este
siglo, la observacio´n de dina´mica electro´nica mediante el uso de pulsos de atose-
gundos es posible. La observacio´n de migracio´n de carga en estructuras molec-
ulares complejas y, en particular, en mole´culas con relevancia biolo´gica, es uno
de los objetivos fundamentales de la ciencia de atosegundos. Los procesos de
migracio´n de carga fueron predichos a finales de la de´cada de los noventa en
los trabajos teo´ricos de L. S. Cederbaum y sus colaboradores. En este trabajo
hemos investigado procesos de respuesta electro´nica a ionizacio´n ultrarra´pida
en mole´culas de relevancia biolo´gica: los amino a´cidos glicina, fenilalanina
y tripto´fano. Hemos descubierto que los pulsos de atosegundos induce fluc-
tuaciones de carga ultrarra´pida en estas mole´culas complejas que preceden al
movimiento vibracional. El trabajo presentado aqu´ı es distinto de otros traba-
jos previos sobre migracio´n de carga, donde la dina´mica es iniciada arrancando
un electro´n de un orbital molecular determinado. El uso del me´todo static-
exchange DFT y de teor´ıa de perturbaciones a primer orden ha permitido la
evaluacio´n del paquete de onda electro´nico que se genera mediante un pulso
de atosegundos. Debido a los anchos espectros energe´ticos de los pulsos ex-
perimentales de atosegundos, en estos experimentos se emiten electrones desde
muchos orbitales moleculares de forma coherente y, por lo tanto, se genera un
hueco que esta´ completamente deslocalizado en el esqueleto molecular. Nuestro
ana´lisis del paquete de ondas electro´nico revela fluctuaciones ultrarra´pidas de
la densidad electro´nica que ocurren en una escala de tiempo en el orden de los
sub-femtosegundos, mucho ma´s ra´pida que el movimiento nuclear. La aplicacio´n
87
de pulso de atosegundos aislados a la ionizacio´n del aminoa´cido fenilalanina ha
permitido la deteccio´n experimental de dina´mica electro´nica ultrarra´pida. El
buen acuerdo con nuestros resultados teo´ricos apoya la interpretacio´n de los
datos experimentales en te´rminos de migracio´n de carga.
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