ABSTRACT
INTRODUCTION
A computer network is simply a system of interconnected computers. The article emphasizes the design and implementation of one type of computer network -the local area network (LAN). It is a group of computers and associated devices that share a common communication line or wireless link and typically share the resources of a single processor or server within a limited geographic area. Usually, the server has applications and data storage that are shared by multiple computer users.
Major local area network technologies include Ethernet, Token Ring, and Fiber Distributed Data Interface (FDDI). Ethernet is by far the most commonly used LAN technology. A number of corporations use the Token Ring technology. FDDI is sometimes used as a backbone LAN interconnecting Ethernet or Token Ring LANs. Another LAN technology, ARCNET, was the most commonly installed LAN technology and is still used in the automation industry.
At UOB, a suite of application programs is kept on the LAN server. Users who need an application frequently can download it once and then run it on their local hard drives. Users in each department can order printing and other services as needed through applications run on the LAN server. A user can share files with others at the LAN server, and a LAN administrator maintains read and write access. A LAN server also may be used as a Web server.
The proposed network design has a wireless LAN that is sometimes preferable to a wired LAN, because it is cheaper to install and to maintain. The implementation supports a Resilient Packet Ring (RPR), a network topology developed as a new standard for fiber optic rings. The Institute of Electrical and Electronic Engineers (IEEE) began the RPR standards (IEEE 802.17) development project in December 2000 with the intention of creating a new Media Access Control layer for fiber optic rings (IEEE, 2000) .
In order to provide readers with more information on network models, we sketch the interfaces, which identify seven layers of communication types as in Figure 1. Each layer depends on the services provided by the layer below it down to the physical layers, which define network hardware such as the network interface cards and the wires that connect the cards.
The motivation is to design and build a network infrastructure to solve scalability issues for a network to scale for future upgrade leveraging high-speed gigabit infrastructure with the ability to grow to 10 gigabits per second. The result is that UOB has a network ready for future technologies such as IPv6 and MPLS. Another motivation is the manageability power Physical added to the network with a enterprise management system, which will result in better productivity of the IT staff, faster fault isolation and response, as well as proactive management planning for future applications.
The rest of the article is organized as follows. The second section provides background details on the UOB network organization; related work to high performance and resiliency has been discussed in the third section. The fourth section discusses the physical connectivity and topology of the network at UOB; the fifth section provides discussion details of WAN connectivity. The IP addressing and VLANs -layer 3 design -is outlined in the sixth section. The seventh section discusses network management issues at UOB; and the eighth section gives a brief conclusion with some discussion of future research directions in this area.
BACKGROUND
The Internet is a network of networks, and it is not a network of hosts. For example, the UOB network is connected to one of the Batelco networks, which has a backbone that is connected to other networks. This concept is outlined in Figure 2 .
This research study describes a project that aims to design and implement a LAN infrastructure for the UOB upgrading from the legacy ATM network to a state-of-the-art gigabit and a 10/100 desktop network in the two university sites, Sukhair and Issa-town. The university's two campuses, located near the capital of Manama, offer a full range of study in subjects ranging from electrical engineering to business and education. UOB also is undergoing rapid growth, having added several institutes and expanded from four to nine colleges in the past four years. During this time, enrollment has doubled from 10,000 to 20,000 students, with continued growth projected well into the future.
To facilitate this expansion, UOB originally invested more than $1.3 million to network its campuses with Asynchronous Transfer Mode (ATM) technology from Nortel Networks. Recently, however, increased traffic seriously decreased network throughput, hampering administrative and e-learning applications. Students had difficulty registering online; grades could not be submitted and processed in a timely fashion; and access to e-libraries was sporadic. Moreover, the Nortel ATM infrastructure was incapable of creating additional virtual LANs (VLANs) and otherwise scaling to satisfy UOB's rapidly escalating needs, rendering the network obsolete in just four years.
For these reasons, we started our system by planning, designing, and implementing a network topology that provides the highest application performance and network availability. Furthermore, the system is based wholly on (3Com) core and edge switches technology. The aim is to support local switching on modules, reducing congestion and enabling intensive applications to run faster. Multiple VLANs segregate network traffic and ensure maximum efficiency. Hardware routing reduces packet loss and latency time, allowing flawless transfer of mis-sion-critical data as well as enterprise resource management applications and videoconferencing.
There are a total of 19 Intermediate Distribution Interface (IDF) wiring closets in Sukhair and 18 in Issa-town; each terminates the end user connections. There is one new switch (3Com) in each IDF, which works as an aggregator to the existing L2 switches that provide user connectivity. The switch also provides connectivity to some users at 10/100/1000 Mbps (in some sites, its 10/100 Mbps using 4400 switches).
Two core switches (3Com 7700R) are to be used at the core of the network, one as a core of Sukhair site and the other as an Issa-town core switch. Both will provide connectivity between the wiring concentrator and server farm switches. Whenever available, the wiring closets with 4,924 switches are connected to the core with two gigabit links as link aggregates to the related core.
All of the equipment is managed by a management system, the 3Com Network Director (3ND).
RELATED WORK
Networks have proliferated in many walks of life and have become an integral part of the corporate world. Ubiquitous computing and Internet-capable cellular phones have provided people with the ability to remain connected with individuals, even if they are away from a wired office environment. Numerous researchers continue to develop and to outline new design technologies, including software, hardware, routers, and countless other products (Netcraft, 2004; Tanenbaum, 1996) . With wide use of computers in the The deployment of networked service applications, such as collaborative tools and LAN-based videoconferencing, created the need for a cost-effective and high-performance network infrastructure (Netcraft, 2004) . This led to the advancement of network technologies from ATM to Gigabit Ethernet (GbE) (Chowdhry, 1997) , which is the latest in a line of successful Ethernet technologies. It is very similar to its predecessors, but it is faster. Data travels across GbE at 1000 Mbps, which is 100 times faster than the original Ethernet.
Intel (2005) discussed the emergence of multi-gigabit Ethernet and showed how it enabled data centers to accept more transactions and to provide faster responses. To take full advantage of this network capacity, Intel advised data center managers to consider the impact of high-traffic volume on server resources. A compelling way to efficiently translate high bandwidth into increased throughput and enhanced quality of service is to rely on Intel I/O Acceleration Technology (Intel, 2005) .
Network availability plays a crucial role in the design of network systems today, especially given the popularity of distributed applications facilitated by the Internet. The all-IP network essentially acts as the system bus to these applications. An article published by ZNYX Networks (2001) claims that a preferable design would include an automated system that circumvents faults in order to reduce challenges facing system designers.
As applications became more network-intensive and as user connection speeds grew, network administrators recognized the need to connect switches to each other at higher speeds in order to prevent congestion on the interswitch links. Initially, this was done with technologies such as Fiber Distributed Data Interface (FDDI) and later with ATM.
In 1992, work began on a higherspeed version of Ethernet, keeping the same basic characteristics of the original but working at 100 Mbps. This was originally designed not to replace the backbone technologies of FDDI and ATM but to give servers a higher-speed connection to the network. It became very popular as a backbone technology, however, because it did not require any kind of translation or conversion of format. It was Ethernet all the way from the desktop to the server and made network administration much easier (Gigabit, 1999; Krunz, 1998) .
Nortel Networks (2004a) has engineered a network infrastructure to pro-vide sufficient bandwidth resources to end users. The network was designed for the mission-critical function of an information transfer system. The resiliency network aimed to ensure that those resources are consistently available. Resiliency and redundancy, however, are not the same thing. Redundant networks often have two of every network element. Resilient networks are comprised of network devices that provide reliable failover mechanisms, either within the device or by working in concert with other network elements, so that all network devices can be utilized simultaneously.
A redundant network, as defined by Nortel, is not always the most resilient. Redundant network elements can increase network complexity and can be expensive to implement. A truly resilient network provides the maximum amount of network uptime without requiring an entire duplicate network. As a result, Nortel designed a healthcare network infrastructure with a network resiliency in order to maximize network uptime. Healthcare organizations, furthermore, seek proper implementation and operation in order to ensure sustainable operational performance of the network. In this case, a framework for planning, implementing, operating, and maintaining such a network must be incorporated (Nortel Networks, 2004b) .
The article produced by Cisco Systems and Network Appliance (NetApp) highlights key market drivers for IP-connected network-attached storage and elaborates on some common deployment scenarios in customer environments (Ahmed, Godbole, & Vishwanathan, 2005) . Faster online response for users is one of the key drivers for customer retention and loyalty in an e-business environment. For example, the eight-second-rule states that if a Web page does not completely load within eight seconds, customers might not return to the Web site, which leads to lost revenue. While performance typically is addressed at several levels in the infrastructure design, networked storage, in the meantime, plays an important role in meeting overall performance goals (Ahmed et al., 2005; Houdt & Blondia, 2000) .
IDC (2000) confirmed that networked storage grew from $6 billion in 1999 to approximately $32 billion in 2004 (CAGR = 51.3%), while direct-attached storage shrunk from $14 billion in 1999 to approximately $9 billion in 2004 (CAGR = -10%). Liu and Yang (2004) claim that the widespread use of the Internet and the maturing of digital video technology have led to the increase in various streaming media applications. In order to support multimedia communication, it is necessary to develop routing algorithms that make decisions based on multiple Quality of Service (QoS) parameters achievable. However, the problem of QoS routing is difficult, because finding a feasible route with two independent path constraints is NP-complete problem (Koyama et al., 2004) . Liu and Yang (2004) confirmed that QoS routing algorithms for broadband networks must be adaptive, flexible, and intelligent for efficient network management. Some researchers proposed a multi-purpose optimization method for QoS routing based on Genetic Algorithm (GA). The simulation results (Koyama et al., 2004) show that the proposed method has a good performance and, therefore, is a promising method for QoS routing.
Hadzic and Szurkowski (2005) discussed Ethernet as deployed in metropolitan area networks (MANs) as a lowercost alternative to SONET-based infrastructures. MANs usually are required to support common communication services such as voice and frame relay based on legacy synchronous TDM technology in addition to asynchronous packet data transport. The article by Hadzic and Szurkowski (2005) addressed the clock synchronization problem that arises when transporting synchronous services over an asynchronous packet infrastructure such as Ethernet.
A novel algorithm for clock synchronization is presented, which combines time-stamp methods used in the network time protocol (NTP) with signal processing techniques applied to measured packet interarrival times. The algorithm achieves the frequency accuracy, stability, low drift, holdover performance, and rapid convergence required for viable emulation of TDM circuit services over Ethernet (Liu & Yang, 2004; Koyama et al., 2004; Hadzic & Szurkowski, 2005) .
Resilient links protect network against an individual link or device failure by providing a secondary backup link that is inactive until it is needed. A resilient link comprises a resilient link pair that contains a main link and a standby link. If the main link fails, the standby link immediately takes over the task of the mail link. Herbert (2003) , in his article "Issues in Resilient Network Design," outlined the misleading possibilities of packet flooding. The packet flooding effect can contrive to mislead network administrators and engineers about the true utilization levels on the switches and cause unnecessary hardware upgrades to take place.
PHYSICAL CONNECTIVITY AND TOPOLOGIES
The University of Bahrain is located at two different sites: Sukhair and Issatown. The Sukhair site consists of many buildings spread over 10 km. Issa-town has more than 40 detached buildings.
Topology Diagrams
A network topology is the method in which nodes of a network are connected by links. A given node has one or more links to others, and the links can appear in a variety of different shapes. The simplest connection is a one-way link between two devices. A second return link can be added for two-way communication. Modern communication cables usually include more than one wire in order to facilitate this, although very simple busbased networks have two-way communication on a single wire.
Network topology is determined only by the configuration of connections between nodes; it is, therefore, a part of a graph theory. Distances between nodes, physical interconnections, transmission rates, and/or signal types are not a matter of network topology, although they may be affected by it in an actual physical net-work. Figure 3 shows a number of topologies (Wikipedia, 2005) .
Real-life topology applications consist of hybrid network topology. Hybrid networks use a combination of two or more topologies in such a way that the resulting network does not have one of the standard forms. For example, a tree network connected to a tree network is still a tree network, but two star networks connected together exhibit hybrid network topologies. A hybrid topology always is produced when two different basic network topologies are connected.
The design of the network at UOB also is based on hypoid topologies. The hybrid topologies are required because we deal with different network technologies, different network architecture, and different distribution switch layers with different speeds and load sizes.
UOB Network Interconnectivity
Connectivity mechanisms between various UOB sites are outlined in Figure  4 and Figure 5 . The figures show, for example, the interconnectivity between the IDF wiring closets and the Switch 7700R cores in both sites (Sukhair and Issa-town) as well as the server farm closet.
The server farm aggregation is designed and implemented using two Giga ports per 4924 switch to provide redundant connectivity for servers. The server aggregators are linked to the Switches 7700R core with 2Gbps.
In Sukhair, we designed the network to be 99 VLANs. Each VLAN has 253 nodes. The VLANs distribute traffic load using either 1 Gigabit links or aggregated links. In Issa-town, the network design follows similar principles adopted in the Sukhair site, in which connectivity uses single links or aggregated links as in buildings 15, 28, and the library. Wherever two links are connected, the traffic between edge stacks and core is utilizing two aggregate links to the core. Core switches in Sukhair and Issa-town are connected to each other via ATM links on Nortel switches.
Sukhair Campus Switches Setup
Each building at the Sukhair site has one or more 4924 distribution layer switches acting as an aggregator for current building edge switches. As in Figure  4 , Sukhair core terminates connections of different buildings at the Sukhair campus. Today, most of these buildings are connected with 1 Gigabit link. Some buildings with high-density users act as distribution links for two or more buildings. High-density buildings are connected by dual links as an aggregated link.
Sukhair 4924 distribution switches are set to have all front ports untagged in user VLAN. They also are used to terminate users and user edge switchesNortel, 3Com, and Cisco. The Gigabit uplink from the back is tagged on the Interconnect VLAN. VLAN and IP design will be described in detail in the fifth section.
Issa-town Campus Switches Setup
Each of Issa-town's buildings has a 4924 distribution switch that acts as an aggregator for current building edge switches and terminates some power users. As Figure 5 shows, Issa-town core terminates connections of different buildings in the Issa-town campus. Most of these buildings are connected by 1 Gigabit link. Some of the high-density users' buildings are connected by dual links as an aggregated link or acting as distribution switches for more than one building Similar to Sukhair, the Issa-town core switch has been equipped with dual switch fabric for redundancy as well as 2 × 20 port 1000 BaseX and 1 × 20 port 10/100/1000 for servers and routers connectivity.
Issa-town 4924 distribution switches are set to have all front ports untagged in user VLAN and shall terminate users and user edge switches -Nortel, 3Com, and Cisco. The Gigabit uplink from the back is tagged on the Interconnect VLAN. VLAN and IP design will be described in detail in the fifth section.
WAN INTERCONNECTIVITY SETUP
Wan Interconnectivity includes an intercampus link between Issa-town and Sukhair as well as Internet connectivity. The intercampus link uses ATM to connect the two campus locations via Batelco at OC3 (155 Mbps speed). As the connection is established through Nortel C5000 and C1400 switches, 3Com network design keeps the connectivity via WAN VLAN connects directly to Nortel on both sides. WAN VLAN is an isolated network on VLAN 1 on each 4007R that connects at 100 Mbps speed to the C5000 on both sides. A Gigabit speed also can be used instead. However, the limitation will be in Batelco connection to 155 Mbps. Figure 6 illustrates WAN connectivity based on ATM.
The WAN link is divided into 2 VCIs (Virtual Circuits); one carries Normal In-tercampus data, and the other carries data with regard to the registration and Oracle access VLAN. Filtering is implemented on the C5000 on both sides in order to classify and to manage routing through the two VCIs.
IP ADDRESSING AND VLANS -LAYER 3 DESIGN
In order to understand the modification carried out on the IP schema, a brief description is introduced next. TCP/IP (Transport Control Protocol/Internet Protocol) is the language of the Internet. Agents can perform assigned tasks on the Internet when they learn to speak TCP/ IP. A host, for example, that has TCP/IP functionality (such as Unix, OS/2, MacOs, or Windows NT) easily can support applications that use the network.
IP is a network layer protocol that allows the host to actually talk to each other. Such things as carrying datagram; mapping the Internet address (e.g., 10.2.3.4 to a physical network address such as 08:00: 69:0a:ca: 88); and routing ensures that all of the devices that have Internet connectivity can find the way to each other (CISCO SYSTEMS, 2005) .
In our design, some changes have been applied to the IP scheme in both the Sukhair and Issa-town sites. The key characteristic is to have the IP scheme reflect the building number as conveniently , where x is the building number. Some buildings have names, not numbers, or have extended numbers such as A20, S18, and in this case, the IP scheme of these buildings will not reflect the geo-location.
As the design employs Layer 3, additional VLANs are used as Interconnect VLANs. Interconnect VLANs are used to carry the RIP routing information. The Interconnect VLANs are in IP range of 172.16.x.0, and they only exist between 7700 Core and 4924 Layer 3 Distribution.
The distribution switches update the cores through the communications with routing information protocol. However, alternative default route has been implemented in each 4924 distribution switch to the core.
The IP addressing of the Interconnect VLAN carries the same third octet number in the native user VLAN. However, LAN ID is the third octet number plus 1000 (e.g., Building 39 has a user VLAN (39) 192.168.39.0, and its interconnect VLAN (1039) to the core is 172.16.39.0).
At the Issa-town campus, the VLANs start with 100 in order to avoid repetitive VLANs across the two campuses (e.g., Building 11 has a VLAN 111). Also, for interconnect, VLANs start with 1100; therefore, the associated interconnect VLAN to the same Building 11 will be 1111.
The Interconnect VLANs have only two IP addresses each.
The Routing Information Protocol (RIP) is only enabled on these two interfaces.
For Users of VLANs, the 4924 distribution switches act as a Gateway L3 border. The 4924 addressing for VLAN users (VLAN Interface L3 address) would be 192.168.x.1. Figure 7 shows RIP routing at the Sukhair site. Issa-town RIP routing also will follow a similar concept.
Servers reside in VLAN 100 and VLAN 19 Public VLANs. They utilize 4924s as distributed server VLANs and route through the 7700. In addition to the server VLANs, the 7700 core will have two server VLANs including the following:
• VLAN 3 Oracle VLAN • VLAN 4 DHCP VLAN Both servers utilize the UTP 10/100/ 1000 modules.
There is only one exception for Building 22, which is a distribution for Buildings S20, S21, and S20A. Therefore, the RIP domain has been extended to carry Layer 3 information across the 4950 to the 4924s.
The Issa-town IP scheme follows the same concept with a small change of add- ing a 100 to the building number. Some buildings with high density have more than one VLAN. These buildings are not numbered in sequence and have been set after consultation with Issa-town network administrator. The network is primed to support planned improvements with a minimum additional cost when network upgrading is needed. However, in addition to converging voice and data, the design process took into consideration future expansions, so we planned 3Com wireless systems to connect students in dormitories, cafeterias, and meeting rooms.
The administration and management of network processes within an organization can dramatically reduce cost and increase efficiency of the network. Management can properly support applications ranging from registration to instructional material delivery planning. This can help to show a significant saving in teacher and administrative time and can benefit the university, as staff can spend less time on routine tasks and more time helping the university to reach its key objectives (Barrett & King, 2005) . A security plan must be put into place, and users need to be educated and trained. Access control lists confine users to areas of the network for which they are authorized, and layer 3 protocol authentication prevents unauthorized users from entering the network, ensuring that sensitive students' data and payroll are safe from prying eyes.
As UOB is growing rapidly, the new design will sufficiently be able to extend for new requirements in the near future. The design addresses capacity/performance and protocols. In terms of capacity, the new network supports upgrade capacity in certain ways: ability to move forward to 10 Gigabit in the Network Core and ability to scale for 100% upgrade capacity within the current equipment. The building block approach opens the limit for scalability with multi-tier network architecture. In terms of applications, UOB is planning to gradually renew and update its infrastructure in order to support new educational-based real-time applications such as videostreaming, IP telephony, elearning, and so forth. As networking technology changes in order to cope with new application demands, the new network supports current and near future technologies such as IPv6 and MPLS for open Internet world, Internet 2.
NETWORK MANAGEMENT
All of the network devices should be managed from a single console, which should display graphical topology information and provide details of switch configuration, status, and link utilization. The used network management tools provide proactive management for the whole network with comprehensive real-time as well as historical reporting mechanisms. 3Com 3ND is used to manage the network. The Network Management workstation is supplied by ABK as per the specification shown in Figure 8 . The recommended specification is advisable. The PCs are stand-alone and are used for the sole purpose of the network management.
Network management also includes grouping and grouping policies and methods for keeping the network running smoothly and efficiently. Knowing what to look for and how to fix it is a necessary skill (Curtin, 2004) .
The design of the network at UOB campuses provided a manageable solution to network growing problems by integrating network resilience into core networking devices. This resiliency integration into the network core enables user access points to remain connected to the network even in the event of a failure. By Minimum Recommended  -------------------------------------- ensuring the availability of the network, core converged applications can provide the services and benefits for which they were designed without impediments (Nortel Networks, 2004b) .
Having the new network equipment will extend high-speed Internet everywhere and increase global outreach in order for students to access the Internet for education. The network is now ready for e-learning application, including video and audio multicast with real-time applicationaware network devices.
CONCLUSION AND RECOMMENDATIONS
This article described our experience in designing and implementing LAN infrastructure at the University of Bahrain. The research showed how the switching mechanisms were set up at both campuses. The server farm aggregation was implemented by using two Giga ports per 4924 switches. This approach was aimed to provide redundant connectivity for servers.
This article also emphasized the importance of network resiliency, which is a multi-layered process that allows UOB services to support current applications while providing a solid foundation for their future network growth. Working toward five 9s resiliency starts in the network core with network hardware elements, design, and protocols working together to ensure reliability. By ensuring the maximum amount of resiliency in the most heavily used area of the network, network managers can feel confident that applications like IP telephony, multicasting, and collaboration tools can provide the network resources when and where they are needed.
There are two issues that need to be tackled in future upgrading.
1. RIP Routing Update. In post-implementation testing, an issue of RIP updates from 7700 are inconsistent, and sometimes information may be lost. This has been experienced with VLANs 10xx, where xx is from 24 to 99. This drawback has been dealt with in the current design by implementing a static default router in the 4924 switch to forward the traffic to the 7700, which is an alternative to RIP routing. We recommend fixing this issue in the upcoming release of the 7700 distribution layer switch. 2. Intercampus Routing. The intercampus routing over Batelco ATM utilizes the legacy old equipment of Nortel C5000 and C1400 switches. Upgrading these switches to ATM routers (3Com 6000) is necessary in order to provide a framework for end-to-end 3Com environment, fully manageable environment, and the ability to set endto-end QoS and filtering.
