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In the area of survey-data analysis, benchmarking has long been recognised as an 
important problem faced by statistical agencies and economic research institutions. For 
a target socio-economic variable, two different sources of data with different precisions 
and collecting frequencies may be available. Typically, the one with less frequent data 
is more reliable, and we call them benchmarks. The process of using the two sources of 
data to adjust the more frequent but less reliable data to obtain a better prediction of 
the variable is called benchmarking. Recently, two advanced benchmarking methods 
have developed based on statistical models, namely the regression method and the 
signal-extraction method. Chen and Wu (2006) carried out a simulation study of 
comparison for various benchmarking methods and showed that the prediction error 
may be greatly reduced by using the advanced benchmarking method. However, current 
benchmarking methods rely the time series model of the survey error. Chen and Wii 
(2000, 2006) proposed a way to model survey error assuming AR(1) model of the 
error. In this thesis, the first objective is to extend the result to the case when the 
survey errors follow an MA(1). On the other hand, many series are processed without 
providing survey error models. Users are expected a simple way to choose survey error 
model provided by software. The second objective is to propose some useful guidelines 
of choosing a default model of survey error in real application. 






作基本來建出兩個進階的運用基準方法，它們是迴歸方法及訊號提取方法� C h e n 
and Wii (2006)對不同的運用基準方法作出了模擬研究，發現如果運用了進階的基準 
方法，可以大大減低預測的誤差。但是，現時的運用基準方法需要依靠調查誤差的 
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Chapter 1: Introduction 
In survey-data analysis, benchmarking has long been recognised as an important area 
and is crucial for statistical agencies and economic research. For a target socio-economic 
variable, two different sources of data with different precisions and collecting frequen-
cies may be available. Typically, the one with less frequent data is more reliable, and 
we call them benchmarks. Another one is a more frequent but less reliable data. The 
process of using the two sources of data to adjust the more frequent but less reliable 
(lata is called benchmarking. Examples of beiichmarking include monthly retail sales 
that can be found in Trabelsi and Hillrner (1987) and Daguin, Cholette and Chen 
(1997). 
Usually, statistical agencies published the variance of the sampling error in the sur-
vey process. However, for repeated survey data, there is a serious problem in which 
the same sampling unit may appear in more than one occasion of sampling, which is 
so-called the overlap. It is an important problem because it may affect, for example, 
month to month data, or quarter to quarter data to be correlated, which is called the 
autocorrelation of the survey data. The estimate of the autocorrelation is rarely given. 
In the literature, the primary analysis of survey error (Scott, Smith and Jones, 1977; 
PfefFermann, 1991) refers that if all of the values of individual units are available. It 
is easy to handle but rarely happen due to various reasons, for example, due to confi-
dentiality. In such cases, the autocorrelation needs to be estimated based on published 
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survey data, and this method is called the secondary analysis of survey data (Scott, 
Smith and Jones, 1977; Pfefferinann, 1991). However, this method requires a condi-
tion that the modelling survey error must fit a particular type of times series model 
called the integrated autoregressive moving-average model (ARIMA). Unfortunately 
this condition is very restrictive. For example, see Scott, Smith and Jones (1977). 
Chen and VVii (2000) thus relaxed the model assumption of the target variable and 
considered a very general iionstatioiiary model which is called the difference stationary 
(DS) model. They proposed a benchmarking method, they called the extended sec-
ondary analysis of survey error. In addition, Chen and Wii (2006) compared the per-
formance of three benchmarking methods, namely the Denton method (Denton 1971; 
Cholette, 1984)，the regression method (Cholette and Dagum 1994) and the signal ex-
traction method (Hillmer and Tsahelsi, 1987; Chan, Cholette and Dagum 1997; Dm,bin 
and Quenneville 1997). Denton method is numerical and non-statistical and has lots of 
drawbacks (see for example Chen and Wu, 2006). Both the regression method and the 
signal extraction method were developed based on statistical models and are consid-
ered as advanced benchmarking methods. Many statistical agencies are in the process 
of moving to use the regression method. Chen and Wu (2006) showed that by using 
the advanced benchmarking method, the root-mean-squared error may be reduced for 
more than 40%, and both the regression method and the signal extraction method may 
provide much better predictions than those from the numerical Denton method during 
the years of without benchmarks. Unfortunately, both the regression method and the 
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signal-extraction method require the autocovariance, Ve{k) of the survey error e{t) but 
it is most likely not provided as we have already mentioned. In practice, only the esti-
mate of ？;e(0), which is the variance of the survey error is given. Chen and Wu (2000, 
2006), Chow and Lin (1971) assumed the survey error, e⑴，follows an AR(1) model 
and estimates the model parameters (/) and cr^  using the data and the benchmarks as-
suming fe(0) is known or an estimate of ？;e(0) is given. However, when the model of 
the survey error is not an AR(1) model, the problem remains open. In this thesis, the 
first objective is to estimate the unknown moving average parameter 0 when the survey 
error is assumed to follow a MA(1) model. We find that both methods based on Chen 
and Wu (2000, 2006) and Chow and Lin (1971) work well if the iiuinber of observations 
is extremely large (say 500 years). If we only have data for say 10 years, both methods 
do not work well with monthly data with annual benchmarks and monthly data with 
quarterly benchmarks. 
On the other hand, it is still inconvenience for users of benchmarking software to 
provide a model for survey error. They hope that the software designers can provide 
some default models for their choices with appropriate guidelines. In practice, the 
benchmarking method requires to input a default value of AR parameter 4> when the 
survey error is assumed to follow an AR(1) model. In this thesis, the second objective 
we will do is to compare the performance of using different default value of 小 in the 
benchmarking methods. By doing so, we will have an idea of how to choose the best 
default value of 小 for monthly data with annual benchmarks, and monthly data with 
3 
quarterly benchmarks, while the latter case is considered to be more precise as the 
information provided is much more. 
Suppose we have observations y[t)\ 
y{t) = ri(t) + e(t) t = l,--,n E[e{t)] = 0 (1.1) 
where r / � is the target-economic variable and e{t) is the survey error which is assumed 
to be stationary. Moreover, suppose the more reliable source annual benchmark z(T), 
with survey error denoted as ip(T) is as follow: 
2(T) = � + '0(T) T = 1,---,N n > sN. (1.2) 
ter 
where t eT means that month t is in year T. The notation s is called the seasonality, 
which is the number of observations per benchmark, s = 12 may represent monthly 
data with annual benchmarks, s = 2> may represent monthly data with quarterly 
benchmarks. e[t) and ？/'(T) are usually assumed to be mutually independent because 
the survey data are come from two different sources (Cholette and Dagum, 1994). Usu-
ally, the variance of the error of the less frequent but more reliable source, '0(T), is 
much smaller than the variance of the more frequent but less reliable source, e⑴，and 
it is normally ignored, i.e. '0(T) ？a 0. In this case, the formula (1.2) becomes 
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z{T) = Y,r](t) T = l,…，N n>sN (1.3) 
teT 
and z(T) is called binding benchmarks. If 功(T) / 0，z(T) is called non-binding bench-
marks. In this thesis, only the case of binding benchmarks will be considered. Thus, 
the problem now is to use the annual binding benchmarks z(T) and the survey data 
'i/(t) to predict r;(t). The predictions, is called the benchmarking predictions or 
the beiiclirnarked values. If we assume the survey error, e(t), follows the AR(1) model, 
then the model is 
e � = 如 ( t - l ) + 《 力 ） （1.4) 
where 0 < 0 < 1 for the AR(1) model to be stationary and ((t) is a white noise series 
with mean 0 and variance a^. The autocovariance function of e(t) for AR(1) model is 
given by 
VeW = A： = 0,1，2，... (1.5) 
However, an AR(1) may not fit well the survey error while some survey error may 
be fitted by a time series model in another form. If we assume the survey error, e{t) 
follows an MA(1) model, then the model is 
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e{t)=at)-Oat-l). (1.6) 
The autocovariance function of e � for the MA(1) model is given by 
'.e(0) = (l + 6 / ' V (1.7) 
Ve(l) = -ea" (1.8) 
' " e � = 0 A； > 2. 
For an AR(1) model,小 is the parameter of interest which has to be estimated from y 
and z for benchmarking, while for MA(1), the parameter 6 is the parameter of interest 
which has to be estimated from y and z for benchmarking. 
Also, we assume the variable of interest ' " � follow a difference stationary (DS) model 
(Nelson and Plosser, 1982) 
V V . ^ W - C W - (1-9). 
After d i f f e r e n c i n g , ( � is a stationary and invertible aiitoregressive moving average 
(ARMA) time series model with mean zero and possibly over-differenced. • = 1 — B 
and V s = 1 - B is the backshift operator defined by B^?]{t) = 'rj(t - k). The DS 
6 
model is a very general nonstatioiiary model which can fit many real series very well 
and is widely used. 
In Chapter 2, two benchmarking methods are introduced, namely the regression method 
and the signal extraction method. In Chapter 3, a simulation study on survey error 
modeling for MA(1) model, using a method proposed by Chow and Lin (1971) and an 
alternative method proposed by Chen and VVii (2000, 2006) is performed. In Chapter 
4, we will compare the performance of the regression method and the signal extraction 
method so that to find the best default value of Chapter 5 provide an conclusion of 
this thesis. 
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Chapter 2: Review of benchmarking methods 
Equation (1.1) and (1.3) can be represented in matrix form as 
y = ^ + e 
< (2.1) 
z = Ltj 
\ 
where 
y = ( y � , … , y ( j t ) y 
V = (r/(l),---,'//(n))' 
z 二（机….，训)' 
e = (e( l)， . . . ,e(AO) ' 
for n > sN where s is the seasonality. L is a matrix which contains 0 and 1 values 
only, which relates the monthly values to the benchmark. For example, when n = sN, 
/ \ 
1' … 0 
L = 丨 . . . 丨 ， where 1'= (1 ,…， l ) ixs . 
0 … 1 ' 
\ / Nxn 
Benchmarking approaches are often based on the minimization of a penalty function 
8 
subject to a given benchmark constraints. To do this, the technique of Lagrangian 
multipliers are often used: 
L(jh X) = { y - r7)'A(y 一 ry) + A'(z - Ly) (2.2) 
where A depends on the benchmarking method and A is the Lagrangian multipliers 
(Trabelsi and Hillmer, 1990). 
In the coming sections, two advanced benchmarking methods are introduced. They 
are the regression method and the signal extraction method. The regression method 
regards rj as a set of constants, while the signal extraction method regards it as a 
stochastic series and thus considered the stochastic model as (1.9). The General Bencli-
rnarking System developed in Statistical Canada is based on the regression method 
assuming that the survey error series follows an AR(1) model using a default value of 
(f), say (J) = 0.9. 
2.1 Regression Method 
Cholette and Dagum (1994) introduced a benchmarking method based on regression. 
Let V e be the covariance matrix of e. If we assume that Vg is known, we can regard 
(2.1) as a regression model with rj and errors e. If e has mean zero, regarding rj as 
parameters in the linear regression model (2.1), Cholette and Dagum (1994) showed 
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that, using the generalized least squares solution i) as the benchmarking prediction of rj, 
f) = y + V e L ' ( L V e L ' ) - i ( z - L y ) (2.3) 
which is the generalized least square (GLS) solution for the regression model, i) is the 
best linear unbiased estimate (BLUE) of ry. 
Note that the covariance matrix Vg of the survey error e = y — rj can be explic-
itly written in the form 
/ \ 
”e(0) '"e(l) . . . Ve{n " 2) - 1) 
^e(O) … 卜 3) Ve(n - 2) 
V e - •： : ••. : ； (2.4) 
Vein - 2) Vein -3) ••• 
^ Vein - 1) V2{n - 2 ) … Ve{l) ) 
If we assume that e(t) follows an AR(1) model for 0 < 0 < 1 as in (1.4)，the aiito-
covariances of e{t) are then given as in (1.5). In this case, Vg in (2.4) can be replaced by 
/ \ 
1 (f) .•• 
4> 1 … r — 2 cj^ 
• • • • 
乂 r - ' r-^ ••• 1 乂 
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Using the matrix L ,少 with a given (f) defined above, the prediction r) can be obtained 
from the observations y and the benchmarks z. 
2.2 Signal extraction method with known autocovariance of signal 
If we do not regard (7/(1), • • •, as a set of constants, as Hillrner and Trabelsi 
(1987) suggested, we may regard r](t) as a stochastic series and propose a beiicliinark-
iiig procedure ])ased on signal extraction. One may at first obtain the signal extraction 
7/0(^ ) of ij{t) from y{t) without involving z[T), then adjust i]o(t) by z{T) to get the 
final beiichiiiarkiiig prediction � . A s a result, they obtained the following prediction 
formula for y: 
力 = � 0 + ^V; (2-6) 
where 
rio = f ^ V e - l y (2.7) 
rfc = iloL'(L12oL') — i(z — L � o ) (2.8) 
Ho = ( V e - i + V ” - i ) - i (2.9) 
Vry-1 = D ' V ^ - ^ D (2.10) 
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where V r j is covariance matrix of rj. Chen, Cholette and Dagum (1997) further as-
sume that ri{t) follows a difference stationary (DS) model as in (1.9). For s = 12, 
D is an (n — 13) x n matrix with entries 1 , - 1 and 0 according to the formula in 
(1.9) and V ^ is the covariance matrix for C. In other words, D is a matrix such that 
we multiply it to will yield V f j - � S o it can also be defined in this way: for 
monthly data with annual benchmark, D is determined by the polynomial expansion 
of V V i 2 = ( 1 - B ) ( 1 - B i 2 ) = (1 - B - + ^13). So, at the zth row, in the (z, z) and 
(z, i + 13) entries, the elements equal to 1 and at the (z, i + 1) and (z, z + 12) entries, the 
elements equal to -1 and all other entries are zero. So for monthly data with annual 
heiiclirnaiks, the (z, j) entry in D is given by 
1 for every (z, i), (?:，i + 13) 
Dij = \ —1 for every (z, i + 1)，(?:’ i + 12) 
0 otherwise 
V 
or in matrix form, 
/ \ 
1 — 1 0 … — 1 1 . . . 0 0 
0 1 一 1 … 0 一 1 … 0 0 
D s = i 2 = ： 丨 丨 • • • 丨 丨 • • • 丨 丨 . (2.11) 
0 0 0 • • • 0 0 . . . 1 0 
, 0 0 0 ••• 0 0 ••• - 1 1 , 
\ / (n-13)xn 
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For other seasonality, Vry, D , V ^ are also defined as in the same way of (2.10). For 
example, for s 二 3，i.e. monthly data with quarterly benchmark, D can be determined 
by V V 3 = (1 - - B^). Therefore in the zth row, the (i, i) and (z, i + 4) entries 
will be 1 and (i, i + 1) and (i, 2 + 3) entries will be -1 and other entries are zero. That 
is the (i, j ) entry of D is given by 
( 
1 for every (z, z), (2•，i + 4) 
Dij = —1 for every (z, i + 1), (i, z + 3) 
0 otherwise 
or in matrix form, 
/ \ 
1 - 1 0 - 1 1 0 ••• 0 0 
0 1 - 1 0 - 1 1 ••• 0 0 
Ds=3 = : : ： • • . ： ： ••. : : . (2.12) 
0 0 0 0 0 0 … 1 0 
, 0 0 0 0 0 0 ••• - 1 1 , 
\ / (n-4)xn 
Furthermore, for s = 12, V ^ is a (n - 13) x (n — 13) Toeplitz matrix with elements 
v^d i — j I), the autocovariance function of C⑷，in its (z, j ) entry. For example, for 
( � j ) = (l,5)，then the entry is 1*^(4). For (i，j)=(8,7), the entry will be So the 
(i, j ) entry of V ^ for s = 12 is represented by: 
13 
= I ) (2.13) 
or in matrix form, 
( \ 
… ( ( n - 1 5 ) v ^ { n - U ) 
?;((0) ••• ？;((n —16) 15) 
V 广 = : : .. : ： . (2.14) 
S.s=12 • . . . . \ ’ 
- 15) - 1 6 ) … ’"((0) v j l ) 
� ” ((71 — 14) v^(n-Vo)… � ’ " ( ( 0 ) ) 
For other seasonality, the Toeplitz matrix can be expressed in a similar way. For ex-
ample, for s = 3，V^ is represented by 
/ \ 
” ( � . . . - 6) - 5) 
…v((n — 7) - 6) 
V ^ _ = : : ••• : ： . (2.15) 
、S一o 
- 6 ) Vc_(n - 7)… ？;“0) 
The benchmarked prediction f j is the best unbiased estimate of ？7 given y and z. (2.6) 
consists of two parts, r ? � i s the extracted signal, which is the best unbiased estimate 
of f) if y is given, rf�is the correction originating from the benchmarks z. Qq is the 
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covariance matrix of the difference f) —77. For the implementation of this procedure, Vg 
and V ^ must be provided. However, they are usually unknown in practical situation. 
We now assume that V ^ is known. We need to specify a model so as to calculate 
V ^ . Ill this thesis we assume ( � follows the following seasonal MA model 
C ⑴ = ( 1 一 6VB)(1 — ⑴ (2.16) 
where ft"� is a white noise with mean zero and variance For the seasonal MA 
model, the elements in V ^ are given as follow: 
= + (2.17) 
”c(l) 二 - 咖 1 + e:) (2.18) 
明 = 胁 ， (2.19) 
v^{12) = ^ el) (2.20) 
V(;{k) = 0 for k ^ 0 , 1 , 1 1 , 1 2 , 1 3 . (2.21) 
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Similarly, the elements in V ^ are: 
+ + (2.22) 
”C(1) = — � � ( 1 + e ? � (2.23) 
VcC )^ = vd4) = a ^ O r , (2.24) 
” ( ( 3 ) = a , ] e , ( l + � (2.25) 
v^{k) = 0 for k ^ 0,1 ,2 ,3 ,4. (2.26) 
Chen, Cliolette and Daguin (1997) stated that when both the first order moment and 
the second order moment of both rj and e were known, the variance of the estimation 
error of benchmarking via signal extraction was smaller than that of via the regression 
model, as signal extraction also consider the nature of � given by its covariance 
matrix, as in the signal extraction method, we define r]{t) follow an DS model. 
2.3 Signal extraction method with unknown aiitocovariance of signal 
Benchmarking via signal extraction has its advantage. However, it requires the aiito-
covariance structure of the signal, which is V ^ in (2.10) which is unknown in practice. 
Chen, Cholette and Daguin (1997) introduced a nonpararnetric method to estimate 
V ^ . For monthly data with annual benchmarks, the method is described as follows: 
16 
1. Denote 
w{t) = V Vi2 y{t) = C � + e* ⑴，力= 1 4 , . . .， n . (2.27) 
The estimator for sample covariance Vyj{k) = Vw{—k) of w(k) is 
1 n—k 
Vr,{k) = ——— iu{t)iu(t + A;), A： = 0，1,…，7i — 14. (2.28) 
Let /u;(A) be an estimate of the spectral density of w(t), 
1 71-14 
LW = — K ( 0 ) + 2 y D“K) COS(/L-A)], (2.29) 
ZTT ^ ‘ 
k-\ 
and the values of /„；(/\) at A = Aj 二 7rj/10n, j = 0,1，• • •，lOn can be calculated. 
2. Calculate the theoretical spectral density of e*{t) 
, 、 、 — 入 服 ） | 2 。 2 
謂 = ~ I 1 _小e认丨2 
_ 4 ( 1 - c o s A ) [ l - c o s ( 1 2 A ) ] a 2 
— 1 -2(/)cosA + (/)2 27r ^ ‘ ‘ 




and therefore, we can obtain the estimate of /^(A) as / ( ( A ) = 以 X ) - /e*(A). 
Because a spectral density is always non-negative, the spectral density of ( � is 
given by 
/c(A) = m a x { / “ A ) - A . (,、)，。}. (2.31) 
3. The corresponding estimate of v^{k) is calculated by 
v^{k) = 2 [ /^(A) cos(kX)dX 
Jo 
= 10^ • (左"^ 。 
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4. The estimate of is calculated by 
< 
= M (2.33). 
0， M <k< 71- 14 
where u(x) is the Parzen window given by 
1 - + 6 I .T I 1’ |< 0.5 
= 2(1— I ;r 1)3， 0 . 5 < | . T | < 1 (2.34). 
0， otherwise. 
Chen, Cholette and Da,gum (1997) suggested that M is taken as about n/3 and we vise 
M = 40 in the simulation. 
For monthly data with quarterly benchmarks, the method is generally the same. What 
we need to do is to adjust the above (2.27)-(2.30) and (2.33) formulae. We replace 
(2.27) by 




Vw{k) = — + /c = 0， l ’ . . .，n —5. (2.36) 
(2.29) by 
1 n—5 




人 = 「 二 W 二 ( 2 . 3 8 ) 
1 — 20 cos A + 2n 
and finally (2.33) by 
力 | 嚇 ⑷ ， . (2.30) 
0， M <k <n-b 
\ 
20 
Chapter 3: Survey error modelling for MA(1) model 
In benchmarking problem, we need the model of the survey error series e � which 
is normally unknown. Scott, Smith and Jones (1977) stated that when all panels are 
retained for surveys in all months, then the survey error should be modeled by AR(1) 
as in (1.4). Also, in the literature, AR(1) is often used as model assumption for the 
survey-error series when no more information about the survey error is available. How-
ever it may not be the true model. In this chapter, we will replace the AR(1) b}^  a 
MA(1) , to see if the estimation methods suggested by Chow and Lin (1971) and Chen 
arid Wii(2000, 2006) work well. 
3.1 A method proposed by Chow and Lin 
Put PeW — (]] where Vs(k) is the autocovariance of £{T). Chow and Lin (1971) 
suggested that if the coefficient, q, of the AR(1) model for £[i) can be estimated, then 
an estimate of (j) can be obtained using the relationship between (f) and q. Similar ap-
proach can be done if we replace AR(1) by MA(1) model. The following will show that 
for monthly data with annual benchmarks or monthly data with quarterly benchmarks, 
this method works well only when the series length is extremely large. 
The autocorrelation function of e(T) is given by 
21 
Pe[k) = v,[k)lvM- (3.1) 
In general, it can be estimated by the following estimator 
N-k 
ve[k) = Y.MT) — e)[e(T + k ) - 柳 - k ) . 
T=l 
Therefore, Pe(k) can be estimated by 
从k) = 'h人k)剛. 
For an AR(1) model, since q is a function of (f), we denote them as (j)) = q[(j)). In 
the case of Chow arid Lin, the coefficient q[(f)) = " “ 1 ) can be estimated by 
)二 EU(e(T)-e-m (3.2) 
where e is the sample mean of e(T), T = 1,..., N. 
For MA(1) model, it is only possible to compute the case of as Ve(k) = 0 for 
A; > 1. The estimation method is provided as follow: 
22 
a. For annual benchmarks, 
e{T) = e(12T - 11) + e(12T - 10) + ... + e(12T) 
= ( 6 2 T - I I — O^UT-u) + (€l2r —10 — ^62T-1I) + ... + (Cl2T 一 ^62T-l) 
= + (1 — + ... + (1 — + (l2T-
Therefore, 
7;e(0) = Cov(e(T),£(T)) = [(—0)2 + (1 — 602 + — + 1]一 
=(126>2 - 22(9 + 12)cr2. 
For k > 1， 
Ve[k) = C O V ( £ ( 7 V ( T + A;)) 
= C 0 V ( —叱 12T-12 + … + —没 12T+12A:-12 + (1 —没)Cl2r+12fc-ll + ... + 62T+12)-
For k = 1’ Ve(l) = 
For k > 1, Ve{k) = 0 
Thus, we have 
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剩 、 炉 - — 2 : + 12 (3.3) 
Pe{k,e) = 0 for k > l . 
To obtain the estimate of 0, that is 9, we minimize the following function 
s[e) = {p,{i) - (3.4) 
The simulation procedure is as follows: 
1. Simulate the survey error series e � with parameter 二 1 and ^=-0.9,-0.6,• • -,0.9 
according to (1.6). 
2. Calculate e(T) = e(12T - 11) + e(12T - 10) + . . . + e(12T) and then obtain the 
estimate /^“l) according to (3.2). 
3. By grid search, for the range —0.99 < 9 < 0.99,妒）is obtained by minimizing 
(3.4). 
4. Repeat steps 1-3 for 1000 times, thus we have 尔”，..•，识腦。).§ is the mean of 
the values of 6 we get in step 3, that is 
~ 识 1) + ... + 识 1000) 
1000 . 
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Some simulation result is shown below: 
Table 3.1 
Statistics of 9 with different N for monthly data with annual benchmarks 
true e -0.9 -0.6 -0.3 0 0.3 0.6 0.9 
7V=50000 Mean -0.80 -0.73 -0.41 -0.02 0.29 0.60 0.90 
SD 0.25 0.29 0.25 0.06 0.02 0.01 0.01 
7V=5()0() Mean -0.57 -0.51 -0.35 -0.01 0.31 0.60 0.90 
SD 0.39 0.38 0.37 0.17 0.05 0.02 0.02 
iV=500 Mean -0.49 -0.45 -0.39 -0.19 0.30 0.62 0.92 
SD 0.59 0.58 0.59 0.55 0.16 0.04 0.05 
iV=100 Mean -0.33 -0.34 -0.27 -0.22 -0.05 0.44 0.90 
SD 0.67 0.67 0.64 0.66 0.66 0.50 0.10 
7V=10 Mean 0.29 0.29 0.28 0.24 0.35 0.42 0.69 
SD 0.77 0.77 0.77 0.81 0.70 0.64 0.44 
Table 3.1 lists the mean and the standard deviation SD of 9 when true 9 are -0.9, 
-0.6, -0.3, 0, 0.3, 0.6，0.9 with miinber of years iV=10, 100, 500，5000，50000. We can 
see that the SD increases as N, the number of years decreases. That is, as we get fewer 
data, the accuracy of the estimation become worse. Also, for small N (say iV=10 or 
100)，the estimation performs badly. For example, when N = 10, if the true G is 0.3, 
then the estimate, 9 is 0.35 and the SD is 0.70. It is a bad estimation because the 
standard deviation is very large and it shows that this method does not work well for 
small N. As number of years N becomes larger, the estimate becomes better. However, 
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even if 7V=50000, the estimate is not good for negative value of 9. For example, when 
N=50000 and true 知-0.3, the estimate is -0.41 and the SD is 0.25 which is not a good 
estimate. On the other hand, the estimate is acceptable for true 9 is positive. But the 
estimate is good only when N is extremely large, say iV=5000 or 50000, which is not 
possible in practice. So we conclude that for monthly data with annual benchmark, 
Chow and Lin method works well when we estimate 9 with range 0 < 0 < 0.99 for very 
large N, and for -0.99 < ^ < 0, Chow and Lin method does not work well for all N. 
b. For quarterly benchmarks, 
The computing method for the formulae is similar to that of annual benchmarks. Note 
that ill this case 
£{T) = e(3T — 2) + e(3T - 1) + e(3T) 
and the autocovariance function is given by 
= (4 沪—66> + 4)a2 
Ve[k) = 0 for /c> 1. 
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and 
测 二 (3.5) 
Pe{k,e) - 0 f o r /c > 1 ( 3 . 6 ) 
Some Simulation result is shown below: 
Table 3.2 
Statistics of 0 with different N for morithl}^ data with quarterly benchmarks 
true 0 -0.9 -0.6 -0.3 0.0 0.3 0.6 0.9 
yV=50000 Mean -0.86 -0.62 -0.30 -0.1 0.30 0.60 0.90 
SD 0.14 0.09 0.03 0.30 0.01 0.00 0.01 
7V=5()00 Mean -0.79 -0.68 -0.31 -G.15 0.30 0.60 0.92 
SD 0.25 0.26 0.11 0.36 0.02 0.01 0.04 
iV=500 Mean -0.75 -0.68 -0.51 -0.05 0.29 0.60 0.92 
SD 0.32 0.33 0.38 0.13 0.05 0.03 0.07 
A^=100 Mean -0.55 -0.54 -0.38 -0.08 0.32 0.63 0.90 
SD 0.48 0.49 0.47 0.41 0.13 0.09 0.10 
N=10 Mean -0.25 -0.24 -0.15 0.02 0.25 0.66 0.84 
SD 0.55 0.56 0.57 0.56 0.56 0.20 0.16 
Table 3.2 lists the mean and the SD when true 9 are -0.9, -0.6, -0.3, 0, 0.3’ 0.6, 0.9 with 
number of years 7V=10, 100, 500, 5000, 50000. We can see that the estimation result of 
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Table 3.2 is better than that of Table 3.1, although for small TV, the estimation is still 
not good. However, for large N , say 7V=50000, the estimation for true 0=-O.9, -0.6, 
-0.3 improved a lot. But when true ^=0, the situation is still not good. So we conclude 
that for monthly data with quarterly benchmark, Chow and Lin's method work well 
only for large N , except the case with true 0=0. 
3.2 A n alternate method proposed by Chen and W u 
3.2.1 Original sketch for estimating 0 using annual benchmarks 
Let s{T) 二 e ( 1 2 T — l l ) + - . . + e(12T), which is the sum of monthly survey data, 
in year T , assume n = sN, and thus 
£ = (e( l)r-- ,e(N )r 
= L e 
=L(y_r7) 
= L y — z. 
By considering the cross-covariance between e(t) and £(1), we can obtain 
( ^ e e ( l ) , … , y e e W r = F j a < ' ( V e ( 0 ) , … . ’讽 ' “ 1 ) ) ' (3.7) 
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where K is a suitable number we need to choose. F/</(/ is a K x K' with elements 
containing 0,1 and 2. The value of K' depends on K. It is decided according to Ve{k), 
where A: = 0, • • • .K' — 1 are involved in the expression Vee^k), k = 1，...，/(. Thus, for 
K < 12, K' = 12 and for K > 13，K' = K. For example, if we take K 二 4, then Ykk' 
is a 4 X 12 matr ix as below: 
/ \ 
1 1 1 1 1 1 1 1 1 1 1 1 
1 2 1 1 1 1 1 1 1 1 1 0 
= (3.8) 
1 2 2 1 1 1 1 1 1 1 0 0 
, 1 2 2 2 1 1 1 1 1 0 0 0 , 
\ / 4x12 
Or equivalently, we can write it explicitly as follows: 
Vee{l) = Co'"(e( l) ,e( l ) + e(2) + … + e(12)) 
Vee{2) = Cm;(e(2)’e(l) + e(2) + … + e(12)) 
Vee{k) = ^ ; “ | A : - 1 | ) + V e ( | " � 2 | ) + . . . + Ve(|A;-12|) . 
So what we need is Vee[k). However, it is usually unknown, so we need an estimate of 
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Vee{k)- Suppose caii be estimated by the corresponding sample covariance tQ“A:). 
By using (1.7) and (1.8), we can substitute them into (3.7) directly in terms of 9 and 
a^. Then by adding an error term to each resulting equation in (3.7), we can form a 
nonlinear regression model. So, we can use the least-square estimate to estimate 6, but 
K must be greater than two since there are two unknown parameters in the regression 
model. 
However, in practice, dee(k) is usually iiiikriown. To overcome this problem, we can 
assume e(t) and � are mutually iiiicorrelated, then vl^lk) can be replaced by 
This issue will be further discussed in sub-section 3.2.3. 
3.2.2 Nonstationary assumption for ?](t) 
It is not good enough to assume ?](t) to be stationary as it is not the case in prac-
tice for many important time series, especially for most socio-economic series. In this 
thesis, we consider a kind of very general nonstationary series following the model 
� = V V i 2 r K 力） (3.9) 
where '/f (t) is a stationary series with mean zero. (3.9) can fit many real series very 
well and have been widely used. It may be called the difference stationary, denoted by 
DS (Nelson and Plosser, 1982). 
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From (1.1) and (3.9), we get 
y*{t) = V Vi2 y{t) = 7 7 * � + e * � ’力= 1 4，… .， n (3.10) 
where 
= y{t) - y(t - 1) - y{t-12) ^ yit-13) 
’ m = Vit) - Ti(t - 1) - ?jit - 12) + r}(t - 13) 
e*(t) = e{t) - e{t - 1) - e{t - 12) + e(t - 13) 
where y*(t), r}*{t) and e*{t) are all stationary with mean zero. Moreover, we assume 
ri*(t) and e*{t) are miituall}^ iiricorrelated, and hence if{t) and e{t) will also be mutu-
ally uiicorrelated. So similar approach can be done as in sub-section 3.2.1, define 
Ve'eik) = Cov(e*(A;),e(l)) = E[e*{k)e(l)] k = 14,15，… （3.11) 
and thus 
{Ve'siU).….，Ve'eiK + 13))' = … , V e { K ' — 1))'. (3.12) 
If we can get some estimate of Ve'eik), that is we can obtain some Ve*£{k), we may form 
31 
a nonlinear regression model by adding a residual term in each equation in (3.12) to 
get a least square estimate of 6. FJ^ is constructed similar as Fk,k' as follows: 
(0) (1) (5) (6) (7) (11) (12) (13) 
(14) - 2 1 1 
； . . 
(18) - 2 1 
(19) - 1 
(20) 1 - 2 
； . . 
； • . 
(24) 1 - 2 
(25) 1 - 2 
(26) 1 一 2 
All the missing elements are zero. The following example shows how the matrix can 
be constructed: 
ve'eil^) = C m ; ( e ( 1 4 ) - e ( 1 3 ) — e(2) + e(l)，e(l) + … + e(12)) 
= - 2 v , ( l ) + v , ( l l ) + ve(13) 
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However, for MA(1) model, Ve[k) = 0 for all k > 2. So, by (1.7) and (1.8), we get the 
following result: 
Ve^ e = p{k,e)a^ (3.13) 
where 
( 
20 k = 14 
-e k = 24, 26 
" ( M ) = 
1 + 6/2 k = 25 
0 k ^ 14,24,25,26. 
v 
Note that cr^  = ？;e(0)/l + (P and ？;e(0) is assumed to be known as mentioned in previ-
ous section. Now, to estimate Ve'e(f^), from (3.13), we may form a nonlinear regression 
model by adding an error term, denoted by iy(k). The regression model can be repre-
sented by: 
Ve'e(k) = p{k, 0)a2 + iy(k) k = 14, 24,25, 26. (3.14) 
To estimate Q, we use the least square method and it can be done by minimizing the 
following function 
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S W = E (3.15) 
A:=14,24,25,26 
over a region of 9. 
3.2.3 Estimating Ve-eik) from data 
In this subsection, we will show the steps for estimating Ve*e{k) fiom data. To ob-
tain such an estimate, we assume that e*[t) = e(i) — e{t - 1) - e{t - 1) + e{t — 13) are 
known. Note that 
E[en2(T - 1) + /lXT)]=丑[e*(A:)£(l)] = Ele*12(T - 1) - (k 一 2)^(T)] (3.16) 
Since both e*(t) and £ are stationary, for A; = 14, 24, Ve*s{k) can be estimated by 
1 N-l N 
ve^sik) = { Y , ^ ' * m T - l ) + k)e{T) + Y ^ e % 1 2 ( T ^ l ) - ( k - 2 ) ) 8 ( T ) } (3.17) 
( ) T = 1 T=2 
For k = 25, 26, the estimation formulae need to be adjusted as in the following: 
1 N-2 N 
ve*e{k) = {^e^l2{T-l)^k)s(T) + Y^e%12(T+l)-(k-2))s(T)} (3.18) 
^ ) T=1 T=3 
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However, in practice, e{T) can be obtained from y{t) and z{T) but not by e*(t). Hence 
the estimate of Ve'e cannot be obtained by the formulae. However, by assuming r / � 
and e{t) mutually uncorrelated, and assume both of them are stationary with mean 
zero, we can obtain an estimate of 6. By the two assumptions, we know that the mean of 
1 N-l N 
2(Ar _ ] _ ) { � , ( 1 2 ( 了 — 1) + k M T ) + E + 1 ) — ( � — 2 ) ) s ( T ) } (3.19) 
is zero for A; = 14, 24. And the mean of 
1 N-2 N 
2(iv — 陣 — 1 ) + 咖⑴ + E + 1) — {k — 2MT)} (3.20) 
^ — 7，=1 T = 3 
is zero for k = 25, 26. Since y*(t) = ? / * � + e*⑴，hence 
. N-\ N 
vre{k) = 2 ( i V — 了 - 1 ) + 幻 + — (3.21) 
� )T=1 T=1 
is also an unbiased estimate of Ve-eik). So, we can use dy,八k) to estimate 9 instead 
of using Ve*e{k). Uiider commonly used conditions, when N -> oo, (3.21) converges 
to zero in probability or almost surely. So, asymptotically, using Vy*e[k) and Ve*e{k) 
in (3.14) are the same. However, in practice, N may not be large, or commonly it is 
small, so the assumption is no longer valid in that case. There must be an impact of 
rj{t) oil the estimate of 6. To see this, we provide some simulation results. 
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3.2.4 Simulation results 
Without loss of generality, we first let = 1. Then we generate e � according to 
model (1.6) with Q= -0.9,-0.6, . .•，0.6,0.9. ”{£) is then added to e(亡）to provide y(t). 
Table 3.3 shows the mean and the standard deviation (denoted by Mean and SD re-
spectively) of the estimated value 9 from 1000 replications. A replication involves using 
the same set of white noise ^ { t ) � i V ( 0 , 1 ) to obtain e(力)as defined in (1.6) by recursion, 
with a given 0 (defined by true 6). For each replication, the estimate of 0 are obtained 
by rniniiniziiig (3.15) in the range defined by -0.99 < ^ < 0.99. i]{t) is assumed to be 
zero for all t. (i.e. y(t) = e{t)) 
Table 3.3 
Statistics of 0 with different N for monthly data with annual benchmarks 
true 0 -0.9 -0.6 -0.3 0.0 0.3 0.6 0.9 
yV=50000 Mean -0.90 -0.60 -0.30 0.00 0.30 0.60 0.89 
SD 0.04 0.03 0.03 0.04 0.05 0.05 0.04 
iY=5000 Mean -0.89 -0.59 -0.29 0.01 0.31 0.60 0.88 
SD 0.08 0.10 0.13 0.15 0.13 0.10 0.08 
yV=500 Mean -0.70 -0.48 -0.17 0.15 0.42 0.66 0.86 
SD 0.45 0.41 0.45 0.45 0.42 0.34 0.20 
7V=100 Mean -0.51 -0.35 -0.13 0.12 0.36 0.52 0.61 
SD 0.73 0.68 0.64 0.58 0.53 0.51 0.50 
7V=10 Mean 0.13 0.15 0.32 0.21 0.35 0.61 0.51 
SD 1.54 1.46 1.42 1.25 1.20 1.10 1.13 
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Table 3.3 shows the simulation results with different number of years N. We can see 
that for small N , say N=1Q or 100, the estimation performs poorly. Both the estimate 
and the SD shows the estimation is not acceptable. For example, for iV二 10，with true 
没==-0.9，the estimate is 0.13 and the SD is 1.54, which is far from the true (9=-0.9. The 
case becomes better as N increases. We can see that the estimation becomes better 
and the SD becomes smaller as N increase. For very large N say iV=5000 or 50000, the 
estimation is good. For example, for N=50000, for true 6>=-0.9, the estimate is -0.90 
and the SD is 0.04, which is a very good estimate. So we conclude that the alternate 
method proposed by Chen and Wu works well for very large N, but not for small N. 
We can continue to use the method proposed by Chen and Wii for monthly data 
and quarterly benchmarks. The method are nearly the same but we need to adjust 
some of the formulae. 
In this case, we let e{T) = e(3T — 2) + e(3T — 1) + e(3T) and the autocovariance, 
Vee{^) will be 
Vee[k) = Ve{\ /c - 1 |) + /c - 2 |) + Ve{\ A； - 3 |) (3.22) 
(3.10) needs to be adjusted to 
3 7 
y*{t) = V V 3 y(t) = rf � + e *⑴，力= 5，… ’ n (3.23) 
where 
？/ � = y ( t ) - y ( t - V j - y ( t - 3 ) + , i A t - 4 ) 
7 广 ⑴ = i } ( t ) - r](t - 1) - 77(t - 3) + Ji{t - 4) 
e* � = e { t ) - e { t - l ) - e ( t - 3 ) + e(t-4) 
arid in (3.11) and (3.12) will be re-defined as 
= Cov(e*(A:),£(l)) = E[e*{k)s(l)] A; 二 5，6,… （3.24) 
+ 4))' = F ; t M O ) ， v , ( K ' - 1))'. (3.25) 
And the matrix F]；(八"will become 
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(0) (1) (2) (3) (4) (5) (6) (7) 
(5) - 2 1 1 
(6) 1 - 2 1 
(7) 1 —2 1 
(8) 1 —2 1 
； . . . 
； . 
and the condition for f)(k, 9) in (3.13) will become 
29 A; 二 5 
- 0 A; 二 6’ 8 
p{k,e)= < 
1 + 02 k 二 7 
0 A; 5,6, 7,8. 
V 
So, the condition for k in (3.14) and (3.15) will be changed to k = 5 ,6 ,7 ,8 instead of 
k 二 14，24，25, 26. The estimation formulae for '^VeW also needs to be adjusted. For 
A：〒 5, 6, the estimation formula becomes 
Ve'e{k) = � { £ — 1) + m T ) + E + 1 ) — — (3.26) 
( ) T = 1 T = 2 
and for k = 7,8, the estimation formula is 
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1 N-2 N 
Ve^ e{k) = 一 + + f e*(12(7^+l) — (/c — 2))£(T)} (3.27) 
^ J T=1 T=3 
By replacing all these formulae, we can then do the simulation study same as before. 
The simulation results are shown below: 
Table 3.4 
Statistics of 9 with different N for monthly data with quarterly benchmarks 
true e -0.9 -0.6 -0.3 0.0 0.3 0.6 0.9 
iV 二50000 Mean -0.90 -0.60 -0.30 0.00 0.29 0.60 0.89 
SD 0.04 0.04 0.03 0.04 0.04 0.03 0.03 
7V=5000 Mean -0.89 -0.59 -0.29 0.00 0.29 0.60 0.89 
SD 0.13 0.12 0.07 0.04 0.06 0.05 0.06 
A^=500 Mean -0.75 -0.51 -0.23 0.03 0.23 0.51 0.84 
SD 0.23 0.15 0.10 0.13 0.14 0.20 0.21 
7V=100 Mean -0.64 -0.41 -0.14 0.10 0.32 0.51 0.67 
SD 0.33 0.25 0.26 0.28 0.30 0.32 0.38 
7V=10 Mean -0.40 -0.41 -0.26 0.01 0.17 0.38 0.40 
SD 0.68 0.44 0.38 0.50 0.51 0.50 0.72 
From Table 3.4, we can make similar conclusion with Table 3.3. However, with more 
benchmarks are available, the estimation is better for Table 3.4, although for small TV, 
the estimations still are not acceptable. As comparing with Table 3.3，for _/V=10, true 
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0二-0.9，Table 3.3 gives SD 1.54 while Table 3.4 gives SD 0.68 which has been greatly 
reduced. However, it works well only for large N. So we conclude that for monthly 
data with quarterly benchmarks, Chen and Wii method only works well for large N. 
To make a brief conclusion on both methods, Chen and Wii method seems give better 
results as for Chow and Lin method, the estimation with true 9 is not good, especially 
for monthly data with annual benchmarks, when true 9 is negative or zero, the esti-
mates are quite bad. Chen and Wu method does not have such problems. But both 
method works well only for large N but not small N. 
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Chapter 4: Simulation studies on Benchmarking 
This chapter shows how we choose a default model for survey error modelling. A simula-
tion study is provided to compare the two benchmarking methods described in Chapter 
2: namely the regression method and the signal extraction method. We will provide 
the ratio of the root-mean-sqiiarecl error (RMSE) of true (^=0.3,0.5,-. -,0.975,0.999 and 
0=0.5,0.9,0.975 based on the regression method and the signal extraction method with 
known V ^ and estimated V ^ with and 3. 
In this chapter, we always assume the following: 
1. The survey error series e{t) follows an AR(1) model as in (1.4) with 0 < 0 < 1. 
2. Without loss of generality, assume o'^ = 1. 
3 . ' " � follows a DS model as in (1.9) with ((t) follows a stationary multiplicative 
seasonal MA model as in (2.16) with � = 0 . 8 and 6；, 二 0.6 and a" = 1,3 re-
spectively. 
4.1 Simulation procedure 
1. For selected 0=0.5,0.9,0.975, we. first generate e(t) according to (1.4). Note that 
we always use the true (f), i.e. (j) in (1.4), to generate data. In the tables, we will 
try true (/)=0.3，0.5，. • -,0.975,0.999. 
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2. Generate 7]{t) according to (1.9) and (2.16) with parameter � = 0 . 8 and 0” = 
O.Gand cr" = 1, 3 respectively. Note that for the regression method, ri{t) has no 
effect and we may simply assume iri{t) = 0 for all t. 
3. y{t) and z(T) are then obtained according to (1.1) and (1.3). But now, the 
condition for (1.3) is changed to n = sN. For example, if s=3 means that the 
data is monthly with quarterly benchmarks, s = 12 means the data is monthly 
with annual benchmarks. Note that we assume year 11 has no benchmark. This 
is a very common situation in practice as the report for the last year may be 
unavailable due to different reasons, for example, due to delay of the report. 
4. Conduct the beiichmaikiiig prediction. Note that the bencliinarking prediction 
via: 
(a) Regression method is obtained according to (2.3) and Vg is replaced by $ 
ill (2.5). 
(b) Signal extraction method is obtained according to (2.6) to (2.10) with V e 
is replaced by 屯 in (2.5). If we assume V ^ is known, V ^ is defined as in 
(2.14) for monthly data with animal benchmarks and (2.15) for monthly 
data with quarterly benchmarks, where the elements in the matrix of V ‘ 
is defined in (2.17) to (2.21) for monthly data with annual benchmarks and 
(2.22) to (2.26) for monthly data with quarterly benchmarks. If we assume 
V ^ is unknown, we follows the procedure in section 2.3 to estimate V ^ . 
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5. Repeat the above data generation for 10,000 times. The data of the 产 replica-
tion, we denote it by 7 7 � � . S i m i l a r l y , the corresponding benchmarking predic-
tion (BMPs) are denoted by 乃⑴⑴. 
6. The root-mean-squared error (RMSE) for month t and year T can be calculated 
respectively by the formula below: 
10000 
-糊 n i / 2 , 力 = 1 ’. . . ,力 1 (4.1) 
and 
10000 
{ ！ ^ ！ ： ！ ： 问 ⑴ ⑴ - ‘ “ ⑴ ⑴ 尸 产 ， r = l , . . . ， T i (4.2) 
teT j=i 
where i^ i = 132 a n d � 1 = 1 1 for monthly data with annual benchmarks, and 力i = 123 
and Ti=41 for monthly data with quarterly beiidimarks. Thus we obtain the 
RMSE based on 
7. To obtain the RMSE based on true we just replace 添 with true (p in step 1-6. 
Finally, RMSE((^)/RMSE(tnie (/)) is calculated. 
The ratio of RMSE(<^)/RMSE(true (j)) can be used to measure the deviation if we 
wrongly selected the value of Note that all the ratios are all greater than or equal 
to 1，as the RMSE((^) > RMSE(true (/»). 
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We will include four cases in the simulation results, each with default value 0=0.5, 
0.9 and 0.975. 
1. Benchmarking Prediction for monthly data with annual benchmarks with known 
vc 
2. Benchmarking Prediction for monthly data with quarterly benchmarks with known 
Vc 
3. Benchmarking Prediction for monthly data with annual benchmarks with uii-
kiiowii V ^ 
4. Benchmarking Prediction for monthly data with quarterly benchmarks with un-
known 
In case 3 and 4, we set a,,=1/3,1 and 3 to represent low, medium and high signal-to-
iioise ratio respectively. The signal-to-noise ratio (S/N) is denoted by a^/cr'^ . Signal 
means the stochastic variation in ? / � . T h e (S/N) has a huge impact on the results 
when the signal extraction method is used. Trabelsi and Hillrner (1990) pointed out 
that the lower the S/N is, the greater the reduction of the error of the benchmarking 
prediction via signal extraction is. As we set <7^ ^=1/3,1 and 3, the S/N is 1/9,1 and 9 
respectively. Note that signal has no impact on regression method, so only cases with 
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The notation y/y.m in the first column of Table 4.1-3 and Table 4.7-9 stands for year 
or year.month. For example, 11 means the 11th year. 11.1 means 1st month of the 
n t h year. 11.4 means the 4th month of the 11th year. Similarly, the notation q/q.rn 
in Table 4.4-6 and Table 4.10-12 stands for quarter or quarter.month. For example, 41 
means the the 41th quarter. As 1 year has 4 quarters, so 10 years will have totally 40 
quarters. So the 41th quarter stands for the quarter without benchmarks. 41.1 means 
the 1st month of the 41th quarter. 41.3 means last month of the 41th quarter. 
According to Chen and Wu (2000), we can divide true cj) in three different cases: 
1. 0.3 < (j) < 0.8, the low cj) case 
2. 0.6 < (/) < 0.96, the high (f) case 
3. Q.95 < (/> < 0.999, the very high • case. 
Chen and Wu (2000) noted that the use of any (j) between (/)=0 and (/)=0.3 almost 
makes no difference for benchmarking. So in the following part, we will divide the 
observations into three parts to suggest the default value for 小 for each case. 
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For monthly data with annual benchmarks, refer to Table 4.1-4.3 and 4.7-4.9: 
1. For low 4> case: 
(a) For the beginning year, i.e. year 1 and 1.1，regression method makes nearly 
110 different if we use 添=0.5, 0.9 or 0.975. For signal extraction method, 
if V ^ is given, using ^=0.5 or 0.9 makes no big different but it is observed 
that if we wrongly used 0 = 0.975, it is significantly larger than using 0.5 
f)r 0.9. If V ^ is not provided, ^=0.5 seems the best choice among the three 
cases as the iiiforinatioii lost is at most, about 10%, but for ^=0.9 or 0.975, 
the lost can he more than 40%. 
(b) For the middle year, i.e. year 6 and 6.1, again, there is no big different for 
regression method if we use 0.5, 0.9 or 0.975 as default value. For signal 
extraction method, if V ^ is given, using ^=0.9 seems slightly better than 
0.5, as ill table 4.2, it is observed that the iiifonnation lost is at most about 
17% but for 知0.5，the information lost is at most 25%. If V ^ is not 
provided, 0=0.5 is the best choice, as the information lost is much lower 
than the other two cases. 
(c) For the ending year, i.e. year 10 and 10.12, using (^=0.5 or 0.9 is slightly 
better than 0.975 for regression method. For signal extraction method, for 
given V ^ , there is no big different if we use $=0.5 or 0.9, but if we use 
(^=0.975，it is a little bit worse than 0.5 or 0.9. If V ^ is not given, once 
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again, it is much better if we use 0=0.5 because the information lost is 
at most 11%, but for the other two cases, we may take a risk to have a 
maximum of 53% of infotmatioii lost. 
(d) For year without benchmarks, i.e. year 11 and 11.1-12，for regression method, 
it is better to choose (^=0.5 or 0.9. For signal extraction method with known 
V ^ , using (^=0.5 seems the best among the three cases. And if V ^ is not 
！ 
given, we will suggest to choose 0=0.5. 
To conclude, for low 小 case, it is better to use default value of <^=0.5 or 0.9 
for regression method. For signal extraction method with known V^, 0=0.5 is 
suggested as in the case with no benchmarks, which is the most important case 
ill benchmarking modeling, ^ is better than 0.9. If V ^ is not given,圣二0.5 is 
suggested. 
I 
2. For high 4> case: 
(a) For the beginning year, for regression method and signal extraction with 
known V ^ , it is better to use 0=0.9 or 0.975. If V ^ is not given, <^=0.5 
is slightly better than the other two cases for low and medium signal. But 
if the signal is high, it seems not a good choice. So it is suggested to use 
either 0.9 or 0.975 as the default value. 
(b) For the middle year, Similar conclusion can be made as the beginning of 
year, (^=0.9 or 0.975 is suggested for all methods. Note that for regression 
method, using these two 0 provide nearly no information lost. 
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(c) For the ending year, 0=0.9 and 0.975 makes nearly no different for regression 
method. But for signal extraction method with known V � ( ^ = 0 . 9 7 5 is 
slightly better than 0.9. If V ^ is unknown, <^=0.9 is a little bit better than 
the other two cases. 
(d) For year without benchmarks, for regression method, we can choose either 
^=0.9 or 0.975. For both signal extraction method with known or unknown 
V ^ , using default value of 0.9 are better than 0.5 and 0.975. 
To make a brief conclusion for high (f) case, we may choose either 0.9 or 0.975 
as default value for regression method. For signal extraction method, for either 
known or unknown V ^ , it is better to use 0.9 as default value as the prediction, 
i.e. year 11, is the most important issue for benchmarking modeling. Although it 
seems there is no big different for using 0.9 or 0.975 as default value for beginning, 
middle and the ending year, ^=0.9 is the best case for year without benchmarks. 
So a default value of 知0 . 9 suggested for high (j) case. 
3. For very high 小 case: 
(a) For the beginning year, for regression method, if we wrongly use 0.5 or 0.9 
as default value, the information lost is huge. For example, if we use 0.9 to 
be default value but the true (j) is actually 0.999, we will suffer highest about 
176% information lost. So (^=0.975 is suggested. Also, for signal extraction 
method with known V � $ = 0 . 9 7 5 is a little bit better than the other two 
cases. However, if V ^ is unknown, if the signal is low or medium, 0.975 
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may be the best case. But if the signal is high, we may need to take a risk 
of getting a high information lost (about 122%). So choosing default value 
of 0.9 is better. 
(b) For the middle year, using default value of 0.9 or 0.975 will give nearly no 
information lost for regression method. For signal extraction method, no 
matter V ^ is known or miknowii, similar conclusion can be made as in the 
s I 
I 
beginning year. ！ 
I 
(c) For the ending year, same conclusion can be made for all cases as we observe ‘ 
similar trend of the previous two cases. 
(d) For year without benchmarks, same conclusion can be made for all cases 
again. However, it is note that for signal extraction method with unknown 
V ^ , although default value of 0.9 is the best case among the three cases, 
the information lost is still very high. 
‘ i 
To conclude, we will chose 0=0.975 for both regression and signal extraction 
method with known V^. For unknown V^, we will suggest 0=0.9 but as the 
information lost may be high, we need to be caution when use it as default value 
for all methods. 
4. If we do not know it is low (j) case, high • case or very high 0 case, we will suggest 
to use 0.9 as the default value. As generally, using default value 0.9 will give a 
small information lost. But we need to be caution for regression method, if the 
true (j) is actually very very high, for example, 0.999, using ^=0.9 will give a very 
62 
high information lost. If we want to avoid such cases, we may choose 0.975 to be 
the default value instead. 
For monthly data with quarterly benchmarks, refer to Table 4.4-4.6 and 4.10-4.12: 
1. For low (f) case; all the three methods give similar trend as in monthly data with 
annual benchmarks. So the conclusion are actually nearly the same with them. 
So for both signal extraction method with known or unknown V ^ , it is suggested 
to use default value of 0.5. The only different is that for monthly data, with 
annual benchmark, there is no big different if we use 0.5 or 0.9 as default value 
for regression method. But in this case, using 0.5 as default value seems better 
than 0.9 and so we conclude that for all 3 methods, we suggest to use 0=0.5. 
Also note that for the case with of signal extraction method with unknown V ^ , if 
we wrongly used 0.9 or 0.975 as default value, the influence is much higher than 
the case with annual benchmarks. 
2. For high case; the conclusion is also similar to that of monthly data with annual 
benchmarks. It is suggested to use 0.9 or 0.975 as default value for regression 
method, and for signal extraction method with known or unknown V(，0=0.9 
is suggested. But compare with the case in with annual benchmarks, where 0.9 
is only slightly better than 0.975, it is easier to observe that in the case with 
quarterly benchmarks, 0.9 is better as the different in the ratio is much higher. 
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However, it is noted that even if 0.9 is the best case, the ratio is much higher than 
monthly data with annual benchmarks. With unknown V ^ , previous case gives 
highest ratio 1.43 with true (/)=0.8 in year 6, while the case now gives highest 
ratio 1.69 in 41.3 with true (f>=0.8. 
3. For very high (j) case; for regression method and signal extraction method with 
known V ^ , same conclusion can be made as in the case of monthly data with 
aiiiiiial benchmarks, i.e. we will choose 0.975 as default value as it is much 
I)etter than the other two cases. For signal extraction method with unknown 
V ^ , 0=0.975 seems better as in average, it is better than default value of 0.9. 
But we need to be caution that if the true (j) is 0.999, that will give a very high 
information lost. This case cannot be avoided as even if we use other 0 to be 
default value, the ratio is still high. But if we use 0.9 as default value, the ratio 
is lower than default value of 0.975. 
4. If we do riot know the if it is low (f), high </> or very high (j) case, it is suggested 
to use 0.975 as default value for regression method. It is mainly because for 
0=0.9, the ratio is too high for true (/)=0.999. For signal extraction method with 
both known or unknown V ^ , it is suggested to use 0.9 as default value. For V ^ 
〜 〜 
is known, although the ratio for 0=0.9 is higher than that of 0=0.975 for true 
(^=0.999，ill most other cases 0.9 is much better than 0.975. And it is observed 
that for year without benchmarks, 0.9 does not give a very high ratio, so it is 
preferred. For V ^ is unknown, it is observed that 0.975 is better than 0.9 only 
64 
when true (f) is very high. But for other cases, the ratio for 0.975 is much worse 
than 0.9. 
65 
Chapter 5: Conclusion 
In most benchmarking problems, the survey error series e(t) plays an important role 
and we need the model of the series. There is a lot of research related to it and many of 
them assumed the survey error series to be an AR(1) model. However, AR(1) does not 
fit all series. In this thesis, we have replaced AR(1) by MA(1) and try to use two meth-
ods to model the model parameters. The first method is proposed by Chow and Lin 
(1971) and the second is proposed by Chen and Wu (2000, 2006). We assume we get 
monthly data with animal benchmarks, and monthly data with quaitedy benchmarks 
and try to estimate the model parameters. Unfortunately, both methods can estimate 
the parameter 9 well only if we get many years of data, for example, N 二 50000, with 
Chen and Wu method can model a bit better than Chow and Lin method. Chow and 
Lin method does not work well for tlie range -0.9 < < 0 if we get monthly data 
with annual benchmarks, while Chen and Wu method does not have this problem. 
For further research, one may try other time series model, for example, the AR(2) or 
ARMA( 1,1) model. However, the number of parameters in the model would increase 
in these models. 
In the second part, we try to give out some suggestions and guidelines on the default 
value of 小 in AR(1) model in benchmarking problems. Two benchmarking methods 
are presented, the regression method and the signal extraction method, while in signal 
extraction method, it is divided into two cases. One is assuming V ^ is known and an-
66 
other is assuming it is unknown. Again, we assume we get monthly data with annual 
benchmarks, and monthly data with quarterly benchmarks. 
According to Chen and Wu (2000), we can divide the range of 4> into three cases: 
low (j) case, high (j) case and ver}^  high 4> case. Table 5.1 and Table 5.2 provide the sug-
gested default value of (f) for monthly data with annual benchmarks and for monthly 
data with quarterly benchmarks respectively imder the three cases based on the re-
gression method and the signal extraction method with known or unknown V^. 
Table 5.1: Suggested default value of 小 for monthly data with annual benchmark 
Method low (j) high (j) very high (f) no information on 4> 
Regression 0.5/0.9 0.9/0.975 0.975 0.9 
SE with known V ^ 0.5 0.9 0.975 0.9 
SE with unknown V ^ 0.5 0.9 0.9 0.9 
Table 5.2: Suggested default value of 小 for monthly data with quarterly benchmark 
67 
Method low 小 high 小 very high • no information on • 
Regression 0.5 0.9/0.975 0.975 0.975 
SE with known V ^ 0.5 0.9 0.975 0.9 
SE with unknown V ^ 0.5 0.9 0.975 0.9 
68 
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