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iRésumé
Dans cette thèse, nous étudions la mauvaise réduction de variétés de Shimura.
Plus précisément, nous construisons un modèle local des schémas de Hilbert-Siegel
de niveau Γ1(p) sur SpecZq lorsque p est non-ramiﬁé dans le corps totalement réel,
où q est le cardinal résiduel au-dessus de p. Notre outil principal est une variante sur
le petit topos de Zariski du complexe de Lie anneau-équivariant Aℓ
∨
G déﬁni par Illusie
dans sa thèse, où A est un anneau commutatif et G est un schéma en A-modules.
Nous montrons aussi une compatibilité entre le complexe de Lie de G équivariant
par l’anneau A, et celui équivariant par le monoïde multiplicatif sous-jacent de A.
Ce complexe nous permet de calculer le complexe de Lie Fq-équivariant d’un schéma
en groupes de Raynaud, donc de relier le modèle entier et le modèle local.
Abstract
In this thesis, we study the bad reduction of Shimura varieties. More precisely, we
construct a local model of Hilbert-Siegel moduli schemes in level Γ1(p) over SpecZq
when p is unramiﬁed in the totally real ﬁeld, where q is the residue cardinality over
p. Our main tool is a variant over the small Zariski topos of the ring-equivariant
Lie complex Aℓ
∨
G deﬁned by Illusie in his thesis, where A is a commutative ring
and G is a scheme of A-modules. We also prove a compatibility result between the
ring-equivariant Lie complex and the Lie complex equivariant by the multiplicative
monoid underlying this ring. With this complex, we calculate the Fq-equivariant Lie
complex of a Raynaud group scheme, then relate the integral model and the local
model.
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2 TABLE DES MATIÈRES
Chapitre 1
Introduction
1.1
Deux sujets sont abordés dans cette thèse. Premièrement nous étudions la mau-
vaise réduction de variété de Shimura. Plus précisément nous construisons un modèle
entier et un modèle local des variétés de Hilbert-Siegel de niveau Γ1(p) lorsque p est
non-ramiﬁé dans le corps totalement réel, généralisant le travail antérieur de Haines
et Stroh sur les variétés de Siegel. En même temps nous déﬁnissons une variante
du complexe de Lie d’un schéma en modules construit par Illusie dans sa thèse.
Ce complexe est un outil indispensable pour notre construction du modèle local
mais nous espérons aussi qu’il trouvera des applications dans diﬀérents problèmes
de déformation équivariante.
La mauvaise réduction des variétés de Shimura a été étudiée par beaucoup
d’auteurs. Une attention toute particulière est portée aux niveaux parahoriques parce
qu’une large classe de modèles entiers est construite dans [RZ]. Un des problèmes
centraux est alors le calcul de la fonction zêta. Le modèle local est utile pour ce
problème car il possède le même faisceau de cycles proches—la donnée locale clé de
la fonction zêta. La théorie des modèles locaux parahoriques est établie par [dJ],
[DP], [RZ], plus récemment par [PZ] en toute généralité via la théorie des groupes.
Au contraire, la théorie des modèles entiers et modèles locaux aux niveaux plus
profonds est moins développée à présent. Dans le cas de niveau Γ1(p) (c’est-à-dire que
le sous-groupe de niveau est le radical pro-unipotent d’un sous-groupe d’Iwahori),
des modèles entiers sont construits et étudiés par [Pap1] pour les schémas de Hilbert-
Blumenthal, et par [HR] pour les variétés de Shimura de type Harris-Taylor. Plus
récemment dans le travail [HS], les auteurs ont étudié les variétés de Siegel de niveau
Γ1(p) ; ils ont établi une théorie du modèle local pour ces variétés. Les modèles locaux
en niveau Γ1(p) pour les variétés de Siegel (et certaines variétés de Shimura unitaires)
sont aussi considérés par [Sh].
3
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1.2
Dans cette thèse nous tentons également d’étudier des niveaux non-parahoriques.
Plus précisément nous généralisons la théorie de [HS] aux variétés de Hilbert-Siegel,
qui paramètrent certains schémas abéliens munis d’une action d’un ordre d’un corps
totalement réel. Pour décrire les diﬃcultés, nous rappelons d’abord la construction
du modèle entier et modèle local de [HS]. Notons Y0/SpecZp le schéma de Siegel de
niveau Γ0(p). Par déﬁnition Y0 est le schéma de module des familles
(A,H1 ⊂ ... ⊂ Hg),
où A est un schéma abélien de genre g (avec d’autres structures qui garantissent
la représentabilité), et Hi est un sous-groupe ﬁni plat isotrope de A[p], tel que
rg(Hi) = p
i pour tout i. Soit S/ SpecZp un schéma, et (A,H1 ⊂ ... ⊂ Hg) un S-
point de Y0. Alors pour tout i, le schéma en groupes Hi/Hi−1 est de rang p, donc
classiﬁé par Oort-Tate ([OT]). Pour simpliﬁer les notations on note H = Hi/Hi−1.
D’après [OT], le schéma en groupes H admet un paramètre (L, a, b), où L est un
ﬁbré en droites sur S, et
a : L⊗p −→ L b : L −→ L⊗p
sont des morphismes de ﬁbrés en droites tel que ab = wp. (Ici wp ∈ pZ×p est un
élément particulier déﬁni dans [OT].) On appelle un générateur d’Oort-Tate de H
un morphisme de ﬁbré en droites
z : L → OS
tel que
z⊗(p−1) = a.
(Voir §3.1 pour une explication de cette notion et sa généralisation sur un schéma
en groupes de Raynaud.) Le modèle entier Y1/SpecZp de niveau Γ1(p) est déﬁni
comme le schéma de module des systèmes
(A,H1 ⊂ ... ⊂ Hg, z1, ..., zg)
où zi est un générateur d’Oort-Tate de Hi/Hi−1. (Il est également nécessaire de
choisir des générateurs d’Oort-Tate pour les duaux de Cartier (Hi/Hi−1)
∨, cf. [HS]
ou la déﬁnition 3.8 dans §3.2 de cette thèse.)
Pour décrire les modèles locaux, on note d’abord M0/SpecZp le modèle local en
niveau Γ0(p), cf. [dJ], [RZ]. Par déﬁnition M0 est le schéma de module des systèmes
(W0, ...,Wg),
1.2. 5
où Wi ⊂ O
2g
S est un sous-ﬁbré vectoriel de rang g (plus certaines conditions d’isotro-
pie), tel que la matrice diag(1, ..., p, ..., 1) avec p en la i-ième place envoie Wi dans
Wi−1. Dans ce cas il existe un diagramme de modèle local
Y0
π
←− Z0
f
−→M0,
où π et f sont lisses de même dimension relative. Un point (A,H1, ...,Hg) de Y0
correspond via ce diagramme au point (ωA, ωA/H1 , ..., ωA/Hg) de M0 en choisissant
une trivialisation de H1(A/Hi).
La construction par [HS] sur le modèle local de niveau Γ1(p) dépend de la théorie
du complexe cotangent ([Ill1]). Soit S un schéma sur SpecZp, et
(A,H1 ⊂ ... ⊂ Hg, z1, ..., zg)
un S-point de Y1. On note H = Hi/Hi−1, z = zi, (L, a, b) le paramètre d’Oort-
Tate de H comme précédemment, et B = A/Hi−1 le schéma abélien. D’après [OT],
l’algèbre aﬃne de H est canoniquement isomorphe à
p−1
⊕
r=0
L⊗r,
où la multiplication est déﬁnie par le paramètre a. Si l’on note X le schéma aﬃne
sur S déﬁni par le faisceau d’algèbres Sym
OS
L, alors il existe une immersion fermée
naturelle
i : H →֒ X.
On note I ⊂ OX l’idéal de i, et e la section neutre de H. On considère le complexe de
co-Lie ℓH deH, cf. [Ill1]. La théorie de [Ill1] implique qu’il existe deux isomorphismes
canoniques dans Db(OS) :
[e∗(I/I2)→ e∗i∗ΩX ] ∼= ℓH ∼= [ωB/H → ωB]. (∗)
Le premier isomorphisme existe parce queX est lisse et i est une immersion régulière,
et le deuxième isomorphisme est un corollaire du triangle fondamental du complexe
cotangent.
L’observation de [HS] est que, premièrement il existe un isomorphisme naturel
de complexe
[e∗(I/I2)→ e∗i∗ΩX ] ∼= [L
⊗p a−→ L];
deuxièmement par le diagramme de modèle local, on trouve que le complexe
[ωB/H → ωB]
descend sur M0. Le déterminant de complexe parfait ([KM]) nous fournit, d’après
(∗), un isomorphisme de ﬁbré en droites
det[L⊗p
a
−→ L] ∼= det[ωB/H
d
−→ ωB],
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qui commute avec les sections canoniques, i.e. les sections induites par a et d,
respectivement. La déﬁnition ([HS]) de modèle local de niveau Γ1(p) est de la manière
suivante : d’abord on déﬁnit un Ggm-torseurM
+
0 surM0, qui est le schéma de module
des trivialisations
vi : det[Wi
di−→Wi−1]
∼
−→ OS , i = 1, ..., g;
puis on déﬁnit un schémaM+1 ﬁni surM
+
0 par le système d’équations de variables si :
sp−1i = vidi, i = 1, ..., g,
où on note (par l’abus de notation) di la section canonique du ﬁbré en droites
det[Wi −→Wi−1]. On doit aussi considérer les équations associées aux sections duales
des di, cf. §5.3, la déﬁnition 5.7. Le schéma M
+
1 est un modèle local de Y1 : il existe
un diagramme de modèle local
Y1
π′
←− Z+1
f ′
−→M+1 ,
où π′ et f ′ sont lisses tel que dimM+1 = dimY1 + g. (Ici π
′ et f ′ n’ont pas la même
dimension relative, néanmoins c’est suﬃsant pour comparer les cycles proches.)
1.3
Le nouveau phénomène pour les schémas de Hilbert-Siegel est la Fq-action. Plus
précisément, soit F/Q un corps totalement réel degré n, OF son anneau des entiers,
et p un nombre premier non-ramiﬁé dans F . Dans cette introduction et la plupart de
cette thèse, on suppose que p est inerte (avec le cas non-ramiﬁé général traité dans
§5.4). On note q = pn. Comme le modèle localM+1 ne sera construit que sur SpecZq,
on suppose que S est un schéma sur SpecZq. La déﬁnition du schéma de Hilbert-
Siegel Y0/SpecZp (resp. Y1/SpecZq) en niveau Γ0(p) (resp. Γ1(p)) est exactement
comme les précédentes, sauf qu’on suppose que rgHi = q
i, et on ajoute une OF -
action sur A et (Hi) avec la condition de Kottwitz. Soit (A,H1 ⊂ ... ⊂ Hg) un
S-point de Y0. Alors H = Hi/Hi−1 est un schéma en Fq-vectoriels de dimension
1 qui est classiﬁé par Raynaud ([Ray]). D’après [Ray], H admet un paramètre
(Lk, ak, bk)k=0,...,n−1, où pour tout k, Lk est un ﬁbré en droites sur S, et
ak : L
⊗p
k−1 −→ Lk bk : Lk −→ L
⊗p
k−1
sont des morphismes de ﬁbrés en droites tels que akbk = wp. L’algèbre aﬃne de H
est isomorphe à
⊕
0≤rk≤p−1
(
n−1
⊗
k=0
L⊗rkk ).
1.3. 7
On déﬁnit un schéma X par son algèbre aﬃne Sym
OS
(
n−1
⊕
k=0
Lk). On obtient une
immersion naturelle i : H →֒ X, et on note I ⊂ OX l’idéal de i. Dans ce cas, le
complexe
[e∗(I/I2)→ e∗i∗ΩX ]
est muni d’une F×q -action car F
×
q agit sur X et i est équivariante, et les paramètres de
Raynaud ak de H se trouvent comme les composantes F×q -isotypiques de ce complexe
(cf. §4.1, le lemme 4.1).
Les diﬃcultés apparaissent quand on considère les actions sur d’autres objets
d’un diagramme analogue à (∗), i.e. on résout H par un schéma abélien B d’une
façon OF -équivariante. En fait,
(1) il faut déﬁnir une «F×q -action» sur ℓH et la «F
×
q -équivariance» des isomor-
phismes de (∗) dans la catégorie dérivée ;
(2) il n’existe pas de F×q -action évidente sur le complexe [ωB/H → ωB], parce que
F×q n’agit pas sur le schéma abélien B.
On peut résoudre le problème (1) par le complexe cotangent F×q -équivariant déﬁni
dans [Ill1]. En fait, dans [Ill1] il existe un objet 1
ℓ
F×q
H ∈ D
b(Z[F×q ]⊗OSfpqc)
associé à H, qui est un relèvement de ℓH ∈ D
b(OS), où on note Z[F×q ] l’algèbre de
groupe de F×q sur Z, Sfpqc le grand site fpqc de S, et ⊗ = ⊗Z. Comme S est au-dessus
de SpecZq, les projecteurs dans Zq[F×q ] déﬁnissent les composantes F
×
q -isotypiques
de ℓ
F×q
H . Par [Ill1] on obtient un isomorphisme canonique
[e∗(I/I2)→ e∗i∗ΩX ] ∼= ℓ
F×q
H
dans Db(Z[F×q ] ⊗ OSfpqc), qui induit des isomorphismes sur les composantes F
×
q -
isotypiques.
Pour le problème (2), on peut considérer la OF -action sur [ωB/H → ωB]. Dans
[Ill1] est déﬁni un autre complexe équivariant : le complexe de Lie d’un schéma en
OF -modules. Pour le schéma en groupes H c’est un relèvement
OF ℓ
∨
H ∈ D
b(OF ⊗OSfpqc)
de ℓ∨H ∈ D
b(OS), où ℓ
∨
H = RHom(ℓH ,OS) est le complexe de Lie de H. Il existe un
isomorphisme canonique
OF ℓ
∨
H
∼= [ωB/H → ωB]
∨
1. La déﬁnition de [Ill1] est plus générale et vaut pour tout schéma en groupes muni d’une action
d’un monoïde, cf. §4.2.1. La même remarque vaut pour le paragraphe suivant.
8 CHAPITRE 1. INTRODUCTION
dans Db(OF ⊗OSfpqc), qui induit des isomorphismes de composantes OF -isotypiques
(c’est bien déﬁni car OF ⊗ Zq =
n−1
⊕
k=0
Zq).
La question de retrouver les paramètres de Raynaud de H dans [ωB/H → ωB]
se réduit à trouver un isomorphisme entre les composantes isotypiques de ℓ
F×q
H et
OF ℓ
∨
H . Comme l’action de OF sur H se descend à Fq, il est naturel de considérer le
complexe de Lie de schéma en Fq-modules ([Ill1])
Fqℓ
∨
H ∈ D
b(Fq
L
⊗OSfpqc)
associé à H. Grâce aux morphismes évidents
F×q →֒ Fq և OF ,
où à gauche c’est un morphisme de monoïde et à droite c’est une surjection d’anneau,
on peut essayer de relier les composantes isotypiques de ℓ
F×q
H et OF ℓ
∨
H via celles pour
Fqℓ
∨
H . On remarque que
Fq
L
⊗OSfpqc
est un dg-anneau (§4.3), dont la déﬁnition dépend d’un choix d’une résolution de Fq
ou OSfpqc par un dg-anneau plat. On peut bien sûr calculer Fq
L
⊗OSfpqc en utilisant
la résolution évidente de Fq :
0→ Zq
p
−→ Zq → Fq → 0;
néanmoins, il ne nous semble pas évident d’en déduire une notion de composante
isotypique qui soit compatible avec celle dans Db(Z[F×q ] ⊗ OSfpqc). On a donc fait
le choix de remplacer partout le faisceau structurel OSfpqc du grand site fpqc par le
faisceau structurel OS du petit site de Zariski, en vériﬁant que les constructions de
[Ill1] s’adaptent bien à ce nouveau cas. On obtient la proposition suivante (cf. §4.7,
la proposition 4.18) :
Proposition 1.1. Soit A un anneau commutatif, S un schéma plat sur SpecZ,
et G un schéma en A-modules, plat et de présentation ﬁnie sur S. On note OSfpqc
( resp. OS) l’anneau structurel du grand site fpqc ( resp. petit site de Zariski) de S.
Alors la construction de [Ill1] sur le complexe
Aℓ
∨
G ∈ D
b(A
L
⊗OSfpqc)
reste valable si l’on remplace OSfpqc par OS. On obtient un objet
Aℓ
∨
G ∈ D
b(A⊗OS)
qui est un relèvement de ℓ∨G ∈ D
b(OS).
1.3. 9
On remarque que la platitude de S sur SpecZ implique la platitude de OS , donc
l’isomorphisme (cf. §4.3)
A
L
⊗OS ∼= A⊗OS .
Cela n’implique pas la platitude de OSfpqc parce que Sfpqc est un grand site. Nous
renvoyons le lecteur au premier paragraphe de §4.2.2 pour savoir pourquoi un
grand site est nécessaire dans [Ill1]. Dans l’application au modèle local, on prend
S = Y0,Zq , A = Fq, et G = H le schéma en groupes de Raynaud universel sur S. On
obtient le complexe
Fqℓ
∨
H ∈ D
b(Fq ⊗OS).
Comme Fq ⊗ Zq =
n−1
⊕
k=0
Fq et S est au-dessus de SpecZq, il existe une notion
naturelle de composante Fq-isotypique de Fqℓ
∨
H , qui est compatible avec celle dans
Db(Z[F×q ]⊗ OS), cf. §4.2.1.
On obtient aussi la proposition suivante (cf. §4.9, la proposition 4.27) sur la
compatibilité des complexes de Lie équivariants par un anneau et par le monoïde
multiplicatif sous-jacent. Cette proposition nous permet de relier les composantes
isotypiques de Fqℓ
∨
H et ℓ
Fmonq ,∨
H , où F
mon
q est le monoïde multiplicatif sous-jacent de
Fq. (Le lecteur trouvera dans §4.2.1 pourquoi on utilise Fmonq au lieu de F
×
q .)
Proposition 1.2. Soit A un anneau commutatif, S un schéma plat sur SpecZ, et
G un schéma en A-modules, plat et de présentation ﬁnie sur S. On note Amon le
monoïde multiplicatif sous-jacent de A, et Z[Amon] la Z-algèbre libre engendrée par
Amon. On note
Com : Db(A⊗OS)→ D
b(Z[Amon]⊗OS)
le foncteur induit par le morphisme d’anneau évident Z[Amon] → A. Alors il existe
un isomorphisme canonique
Com(Aℓ
∨
G)
∼= ℓ
Amon,∨
G
dans Db(Z[Amon] ⊗ OS), où ℓ
Amon,∨
G est le complexe de Lie A
mon-équivariant de G
déﬁni dans §4.8.
On remarque que le même énoncé reste valable pour les complexes Aℓ
∨
G et
ℓA
mon,∨
G déﬁnis dans [Ill1]. Cet isomorphisme, bien que d’apparence évidente, n’est
pas énoncé dans [Ill1], et sa démonstration demande de se plonger dans les déﬁnitions
compliquées de Aℓ
∨
G par [Ill1].
On peut déduire le corollaire suivant (cf. §5.2, le corollaire 5.5, et §4.2.1 pour
une stratégie). Ce corollaire est une généralisation de (∗) au cas de Hilbert-Siegel,
donc nous permet de construire le modèle local par la même méthode que [HS] (cf.
§5.3).
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Corollaire 1.3. Soit S un schéma sur SpecZq qui est plat sur SpecZ, et H/S un
schéma en groupe de Raynaud de paramètre (Lk, ak, bk). Soit
0→ H → B → B/H → 0
une résolution équivariante de H par un OF -schéma abélien B, avec la condition de
Kottwitz sur B et B/H. Alors il existe un isomorphisme canonique
[L⊗pk−1
ak−→ Lk] ∼= ek[ωB/H → ωB]
dans Db(OS), où pour k = 0, ..., n−1, ek est le projecteur sur la k-ième composante
isotypique d’un objet de Db(OF ⊗OS), cf. §5.2.1.
Nous rajoutons dans §4.2.2 des sorites sur le complexe Aℓ
∨
G d’Illusie. Il nous
semble que ce complexe est un objet non-trivial et que sa généralisation au topos de
Zariski n’est pas tout à fait évidente. Nous croyons néanmoins que cette généralisa-
tion était déjà connue par Illusie.
Le théorème suivant est notre théorème principal sur le diagramme de modèle
local pour les schémas de Hilbert-Siegel (cf. §5.3, le théorème 5.8).
Théorème 1.4. Notons Y1/SpecZq le schéma de Hilbert-Siegel de niveau Γ1(p).
Alors Y1 admet un modèle local M
+
1 /SpecZq déﬁni par les déﬁnitions 5.6, 5.7 de
§5.3. Il existe un diagramme de modèle local
Y1
π′
←− Z+1
f ′
−→M+1
tel que les morphismes π′ et f ′ sont lisses, et dimM+1 = dimY1 + ng.
Chapitre 2
Schémas de Hilbert-Siegel de
niveau Γ0(p)
2.1 Le schéma Y0
Dans cette section, on déﬁnit le schéma de Hilbert-Siegel de niveau Γ0(p). Fixons
d’abord les notations. Soit n un entier positif. Soit F un corps de nombres totalement
réel de degré n sur Q. On note OF l’anneau des entiers de F . Soit p un nombre
premier, non-ramiﬁé dans F . Pour simpliﬁer les notations, on suppose d’abord que
p est inerte, avec le cas général traité en §5.4. Soit g ≥ 1 un autre entier.
On note 〈 , 〉 : F 2g × F 2g → F la forme symplectique standard sur F 2g. Elle est
normalisée par 〈ei, e2g+1−j〉 = δi,j pour tout i, j ∈ {1, ..., 2g}, où ei est le i-ième élé-
ment dans la base canonique de F 2g. Le groupe de similitudes symplectiques GSp2g,F
est un groupe algébrique sur F , tel que pour toute F -algèbre R,
GSp2g,F (R) = {(h, c) ∈ GL2g(R)×R
×|〈hv, hw〉 = c〈v, w〉,∀v, w ∈ R2g}.
On déﬁnit le sous-groupe algébrique G/Q de ResF/QGSp2g,F par
G = {(h, c) ∈ ResF/QGSp2g,F | c ∈ Gm,Q}.
Si l’on note ( , ) := trF/Q〈 , 〉, alors ( , ) est une forme Q-bilinéaire sur F
2g, et G
est le groupe de similitude de ( , ).
Soit S un schéma, et A,A′ des schémas abéliens sur S. On appelle une quasi-
isogénie f : A → A′ au-dessus de S une Z×(p)–isogénie si le degré de f appartient à
Z×(p). Lorsque A
′ = A∨ est le dual de A, on dit que f est une Z×(p)–polarisation s’il
existe de plus N ∈ N∗ tel que Nf est une polarisation. On note que si f est une Z×(p)-
isogénie, alors elle induit un isomorphisme de schémas en groupes f : A[p] → A′[p]
sur les p-torsions. On note End(A) l’anneau des endomorphismes de A. On note
ωA = e
∗ΩA/S l’algèbre de co-Lie de A, où e la section unité.
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On note (Sch/Z(p)) (resp. (Ens)) la catégorie des schémas sur Z(p) (resp. des
ensembles). On note Apf les adèles ﬁnies de Q hors de p, et on ﬁxe un sous-groupe
ouvert compact Kp de G(Apf ) suﬃsamment petit.
Dans cette thèse, le bi-foncteur ⊗Z (resp. HomZ) de Z–module sera noté par ⊗
(resp. Hom).
Définition 2.1. On déﬁnit le foncteur Y0 : (Sch/Z(p)) → (Ens), tel que pour
tout schéma S/Z(p), Y0(S) est égal à l’ensemble des classes d’isomorphismes de
(A, λ, ι, η¯,H), où
– A/S est un schéma abélien de genre ng ;
– λ : A→ A∨ est une Z×(p)–polarisation ;
– ι : OF ⊗Z(p) → End(A)⊗Z(p) est un morphisme d’anneau, tel que pour tout a
qui appartient à OF ⊗ Z(p), ι(a) commute avec λ. On suppose que localement
sur S, ωA est un OF ⊗OS -module libre (avec l’action de OF induite par ι).
– η¯ est une Kp-structure de niveau au sens de Kottwitz. Plus précisément η¯
est une Kp-orbite de similitudes symplectiques F -linéaires η : F 2g ⊗ Apf →
Het1 (As¯,A
p
f ) qui est aussi π1(S, s¯)-invariante. Ici s¯ est un point géométrique
de S, et Het1 (As¯,A
p
f ) est muni la forme symplectique induite par λ. (Cette
notion ne dépend pas du choix de s¯ lorsque S est connexe.)
– H = (H1 ⊆ ... ⊆ Hg) est un drapeau de sous-groupes ﬁnis plats de A[p] stables
par l’action de OF , tel que rgHi = p
ni pour tout i, et Hg est λ-isotrope. On
suppose que localement sur S, ωA/Hi est un OF⊗OS -module libre pour tout i.
Un isomorphisme f entre (A, λ, ι, η¯,H) et (A
′, λ′, ι′, η¯′, H ′

) est une Z×(p)–isogénie
f : A→ A′, telle que
– sur chaque composante connexe de S, on a λ = r · f∨λ′f pour une constante
r ∈ Z×(p) ;
– pour tout a ∈ OF ⊗ Z(p), fι(a) = ι
′(a)f ;
– f∗η¯ = η¯′ ;
– pour tout i, f : Hi → H
′
i est un isomorphisme de schémas en groupes.
Le foncteur Y0 est déﬁni dans [RZ] la déﬁnition 6.9. Ici on utilise aussi le langage
de [Lan]. On remarque que dans [RZ], la condition imposée sur ωA (resp. ωA/Hi)
est la condition de déterminant de Kottwitz ([Kot] §5). Elle est équivalente à notre
déﬁnition. En fait, ici on suppose que S est un schéma sur Z(p), donc pour tout point
s ∈ S son corps résiduel k(s) est de caractéristique 0 ou p. Comme p est non-ramiﬁé
dans F , alors OF ⊗ k(s) est une algèbre séparable sur k(s), donc elle est égale à
un produit ﬁni d’extensions de k(s). On en déduit facilement que dans ce cas la
condition de Kottwitz est équivalente à «localement sur S, ωA (resp. ωA/Hi) est un
OF ⊗OS -module libre».
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D’après [RZ], [Kot], le foncteur Y0 est représentable par un schéma quasi-projectif
sur Z(p). On le note aussi par Y0. La ﬁbre générique de Y0 est la variété de Shimura
pour le groupe G de niveau KpK
p avec Kp le sous-groupe d’Iwahori standard de
G(Qp) ⊂ GSp2g(Qq), où Qq est l’extension non-ramiﬁée de Qp de degré n. On appelle
donc Y0 le schéma de Hilbert-Siegel de niveau Γ0(p).
2.2 Le modèle local M0
2.2.1
Nous rappelons d’abord la notion de chaîne polarisée déﬁnie dans [RZ]. On donne
une déﬁnition équivalente, qui est similaire à la déﬁnition dans [dJ] pour les variétés
de Siegel. La notion de chaîne polarisée sera utilisée dans la déﬁnition du modèle
local.
Soit S un schéma sur Z(p). Pour tout OS-module M localement libre de type
ﬁni, on note M∨ le OS-module HomOS (M,OS). La déﬁnition suivante est une
reformulation de [RZ] la déﬁnition 3.14 dans le cas de Hilbert-Siegel.
Définition 2.2. On appelle une chaîne de OF ⊗OS-modules polarisée, ou simple-
ment une chaîne polarisée sur S, la donnée
M = (M0 ←M1 ← . . .←Mg, q0, qg),
où
– Pour i = 0, ..., g, Mi est un faisceau de OF ⊗ OS-modules qui est localement
sur S libre de rang 2g, et le morphisme Mi−1 ←Mi est OF ⊗OS-linéaire.
– Pour j = 0 ou g, qj : Mj × Mj → OS est une forme alternée parfaite, et
qj(ax, y) = qj(x, ay) pour tout a ∈ OF et x, y ∈Mj .
– Pour j = 0 ou g, en identiﬁant Mj avec M
∨
j via qj , on obtient une chaîne
2g-périodique
. . .←Mg ≃M
∨
g ← . . .←M
∨
0 ≃M0 ←M1 ← . . .←Mg ← . . .
On suppose que la composée des ﬂèches dans chaque période est égale à la
multiplication par p.
– Pour i = 1, ..., g, localement sur S le OF /p⊗OS-module Mi−1/Mi est libre de
rang 1.
Exemple 2.3. La chaîne polarisée standard sur Z(p) est la chaîne
St = (St0 ← St1 ← . . .← Stg, q0, qg),
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où Sti = O
2g
F ⊗Z(p) pour tout i, et pour i = 1, ..., g la ﬂèche Sti−1 ← Sti est déﬁnie
par la matrice diag(1, ..., p, ..., 1) avec p en la i-ième place.
On déﬁnit q0 = qg = trF/Q〈 , 〉 ; c’est une forme alternée parfaite sur O
2g
F ⊗Z(p).
En fait, si l’on note D−1F la diﬀérence inverse de F , alors on a des isomorphismes
D−1F
∼
−→ HomOF (OF ,D
−1
F )
∼
−→ Hom(OF ,Z)
a 7→ a· 7→ trF/Q(a·)
Comme p est non-ramiﬁé dans F , on a OF ⊗ Z(p) = D
−1
F ⊗ Z(p). On en déduit un
isomorphisme
HomOF (O
2g
F ⊗ Z(p),OF ⊗ Z(p))
tr
−→ Hom(O2gF ⊗ Z(p),Z(p)).
l 7→ trF/Q ◦l
La forme q0 (resp. qg) est égale à la composée de tr avec l’isomorphisme
O2gF ⊗ Z(p)
∼
−→ HomOF (O
2g
F ⊗ Z(p),OF ⊗ Z(p)),
x 7→ 〈x, 〉
donc elle est aussi un isomorphisme.
Pour tout schéma S sur Z(p), on déﬁnit la chaîne polarisée standard sur S par le
produit tensoriel St ⊗OS .
Nous proposons un analogue de [dJ] la proposition 3.6 sur la forme standard
d’une chaîne polarisée arbitraire. La proposition est démontrée en toute généralité
par [RZ] le théorème 3.16, en supposant p localement nilpotent sur S. Cette condition
est enlevée par [Pap2] le théorème 2.2 et [Hai] le théorème 6.3. Nous choisissons de ré-
écrire la démonstration en suivant [dJ] parce que nous la trouvons plus élémentaire.
Proposition 2.4. Soit M une chaîne polarisée sur S. Alors localement sur S
(pour la topologie de Zariski), M est isomorphe à St ⊗ OS. De plus, le groupe
d’automorphisme de St est un schéma en groupes lisse sur Z(p).
Démonstration. Pour j = 0 ou g, on note qj la forme alternée sur Mj . D’après le
lemme 1.1.4.5 de [Lan] et l’égalité OF ⊗Z(p) = D
−1
F ⊗Z(p), il existe une unique forme
alternée OF ⊗OS-linéaire q
′
j :Mj ×Mj → OF ⊗OS telle que qj = trF/Q q
′
j . Alors
M ′ = (M0 ←M1 ← . . .←Mg, q
′
0, q
′
g)
est un système de OF ⊗ OS-modules de type II au sens de [dJ] la deﬁnition 3.2. Il
suﬃt de montrer que localement sur S, M ′ est isomorphe à S˜t ⊗OF ⊗OS , où S˜t
est le système de Z–modules de type II standard au sens de [dJ] l’example 3.3.
2.2. LE MODÈLE LOCAL M0 15
On peut se réduire à [dJ] la proposition 3.6. Soit s un point de S, OS,s son anneau
local, et k(s) le corps résiduel. Comme dans [dJ] on suppose que le caractéristique de
k(s) est égale à p, qui est le cas essentiel. Alors il existe un nombre ﬁni d’extensions
ﬁnies kj/k(s) tel que OF ⊗ k(s) = ⊕kj . Tout point fermé t ∈ Spec(OF ⊗ OS,s) est
envoyé sur le point fermé s ∈ SpecOS,s par la ﬂèche Spec(OF ⊗OS,s)→ SpecOS,s,
parce que ce dernier morphisme est ﬁni (donc propre). On en déduit que les points
fermés de Spec(OF ⊗ OS,s) sont les Spec kj . Comme la caractéristique de kj est
égale à p, on sait que p appartient à rad(OF ⊗ OS,s). On peut donc appliquer la
démonstration de [dJ] la proposition 3.6 pour R = OF ⊗OS,s (car dans [dJ] l’auteur
a supposé que R est un anneau local de caractéristique résiduelle p, mais la seule
propriété utilisée dans la démonstration est la propriété p ∈ rad(R)).
2.2.2
Nous donnons la déﬁnition du modèle local M0 et de son diagramme de modèle
local. Soit (A, λ, ι, η¯,H) un S-point de Y0. On obtient une chaîne de schémas abéliens
sur S avec OF -action
A→ A/H1 → . . .→ A/Hg.
Si l’on note H0 = 0, alors A = A/H0. Pour tout i, on note H
1(A/Hi) la première
cohomologie de de Rham de A/Hi. Comme λ : A → A
∨ est une Z×(p)-polarisation,
elle induit un isomorphisme H1(A)
∼
←− H1(A∨) de OF ⊗ OS-module. L’argument
de [dJ] §2 montre que pour j = 0 et g, λ déﬁnit une forme alternée parfaite qj sur
H1(A/Hj).
Lemme 2.5. La chaîne
H1(A/H) = (H
1(A)← H1(A/H1)← . . .← H
1(A/Hg), q0, qg)
est une chaîne polarisée sur S.
Démonstration. On doit vériﬁer les quatre conditions de la déﬁnition 2.2. La pre-
mière condition est montrée dans [DP] §2.8. La deuxième condition est automatique.
La troisième condition est vériﬁée par [dJ] la proposition 1.7. Et la dernière condition
est montrée par [dJ] le lemme 2.3 ou [RZ] §3.23 d).
On construit maintenant le diagramme de modèle local. On déﬁnit d’abord un
schéma Z0 sur Z(p), tel que pour tout schéma S sur Z(p), Z0(S) est égal à l’ensemble
des classes d’isomorphismes de
(A, λ, ι, η¯,H, φ)
où (A, λ, ι, η¯,H) est un S-point de Y0, et
φ : H1(A/H)
∼
−→ St ⊗OS
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est un isomorphisme de chaînes polarisées. On note la projection canonique par
π : Z0 → Y0.
La proposition 2.4 implique que π est un torseur pour la topologie de Zariski sous
un schéma en groupes lisse.
Définition 2.6. Le modèle localM0 est le schéma sur Z(p) tel que pour tout schéma
S sur Z(p), M0(S) est égal à l’ensemble des classes d’isomorphismes de
(W0, . . . ,Wg),
où
– Pour i = 0, ..., g, Wi ⊂ Sti ⊗ OS est un sous-OF ⊗ OS-module, qui est un
OS-facteur direct, et localement sur S il est isomorphe à O
g
F ⊗OS .
– La ﬂèche Sti−1 ⊗OS ← Sti ⊗OS envoie Wi dans Wi−1.
– Pour j = 0 et g, Wj est isotrope pour qj .
Par déﬁnition M0 est un sous-schéma fermé d’un produit de (g + 1) Grassman-
niennes. On déﬁnit un morphisme
f : Z0 →M0
tel que, soit (A, λ, ι, η¯,H, φ) un S-point de Z0, alors son image par f est égale à
(φ(ωA), ..., φ(ωA/Hg)). On remarque que la propriété d’isotropie de ωA et ωA/Hg est
prouvée par [dJ] §2, donc (φ(ωA), ..., φ(ωA/Hg)) est bien un S-point de M0.
Proposition 2.7. Le morphisme f est lisse.
Démonstration. D’après le critère inﬁnitésimal de lissité, on se ramène à vériﬁer
la propriété suivante : supposons qu’on a un S-point (A, λ, ι, η¯,H, φ) de Z0, un
épaississement nilpotent S → S′, et une déformation de (ωA, ..., ωA/Hg) sur S
′. On
veut montrer que le point (A, λ, ι, η¯,H, φ) se déforme aussi sur S
′.
On applique les arguments de [dJ] §2, où la déformation de A, λ et H est un
corollaire de la théorie de Grothendieck-Messing sur la déformation des schémas
abéliens. Il faut aussi vériﬁer la déformation de ι, η¯ et φ. En fait, par la théorie de
Grothendieck-Messing, ι se déforme via la déformation de la structure de OF -module
sur ωA. Pour la structure de niveau η¯, on note que par la déﬁnition 2.1, η est déﬁni
en choisissant un point géométrique s¯. Comme le point s¯ et le groupe fondamental
étale basé sur s¯ sont indépendants d’un épaississement nilpotent, la déﬁnition de η¯
l’est aussi. Donc η¯ se déforme automatiquement. Finalement, la déformation de φ
est garantie par la lissité du morphisme π.
Chapitre 3
Schéma de Hilbert-Siegel de
niveau Γ1(p)
3.1 Théorie de Raynaud
3.1.1
La construction de schémas de Hilbert-Siegel en niveau Γ1(p) est basée sur la
théorie de Raynaud ([Ray]), qui classiﬁe les schémas en Fq-vectoriels de dimension 1
vériﬁant une certaine hypothèse sur une base au-dessus de SpecD, où D est un
anneau de Dedekind déﬁni dans [Ray] §1.1. On note q = pn, Qq l’extension non-
ramiﬁée de degré n de Qp, et Zq l’anneau des entiers de Qq. Nous rappelons la
théorie de [Ray] en supposant que la base est au-dessus de SpecZq.
Soit S un schéma au-dessus de SpecZq. Dans [Ray] §1.3 (17), un élément parti-
culier
wp ∈ pZ
×
q
est déﬁni. Cet élément apparaît dans l’énoncé de la classiﬁcation. On note
χ : F×q → Z
×
q
le caractère de Teichmüller. C’est un relèvement du morphisme de Frobenius
Fr : F×q → F
×
q , x 7→ x
p.
Par le lemme de Hensel, χ est en fait déterminé par son image modulo p. Pour tout
m ∈ Z, on note χm : F×q → Z
×
q la m-ième puissance de χ. On en déduit que tout
caractère de F×q vers Z
×
q est de la forme χ
m pour m ∈ {1, ..., q − 1}.
Soit H un schéma en groupes ﬁni plat de rang q sur S muni d’une action de Fq.
On note A l’algèbre de Hopf de H. Alors A est une OS-algèbre localement libre de
rang q, et il existe une décomposition A = OS ⊕J , où J est l’idéal d’augmentation
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de H (i.e. J est le faisceau des fonctions sur H qui s’annulent en l’élément neutre).
L’action de Fq sur H induit une action de F×q sur J , donc on peut décomposer J
en composantes F×q -isotypiques :
J =
q−1⊕
m=1
Jχm .
La déﬁnition suivante est signalée dans [Ray] §1.2, la condition (⋆⋆).
Définition 3.1. On dit que H est un schéma en groupes de Raynaud si pour tout
m ∈ {1, ..., q− 1}, le faisceau Jχm est un ﬁbré en droites sur S (i.e. il est de rang 1).
Le théorème suivant est le théorème principal de [Ray] (cf. le théorème 1.4.1)
qui classiﬁe les schémas en groupes de Raynaud.
Théorème 3.2 (Raynaud). Soit S un schéma sur SpecZq. Il existe une bijection
canonique entre les classes d’isomorphismes de schémas en groupes de Raynaud sur
S et les classes d’isomorphismes des systèmes
(Lk, ak, bk)k=0,...,n−1,
où L0,L1, ...,Ln−1 sont des ﬁbrés en droites sur S, et
ak : L
⊗p
k−1 → Lk, bk : Lk → L
⊗p
k−1, k = 0, ..., n− 1
sont des morphismes de ﬁbrés en droites (avec L−1 = Ln−1) tels que
akbk = wp, k = 0, ..., n− 1.
On appelle (Lk, ak, bk)k=0,...,n−1 le paramètre du schéma en groupes de Raynaud
associé.
Remarque 3.3. La bijection dans le théorème 3.2 est construite de la manière sui-
vante. Soit H/S un schéma en groupes de Raynaud. On note A (resp. J ) l’algèbre
de Hopf (l’idéal d’augmentation) de H. Alors le paramètre de H est déﬁni par
Lk = Jχpk , k = 0, ..., n− 1,
et pour tout k,
J
χp
k−1 ⊗ ...⊗ J
χp
k−1
ak−→ J
χp
k J
χp
k
bk−→ J
χp
k−1 ⊗ ...⊗ J
χp
k−1
sont des morphismes induits par la multiplication et la comultiplication de A,
respectivement. (Ici on note ⊗ = ⊗OS pour simpliﬁer la notation.)
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Réciproquement, si (Lk, ak, bk) est un système dans le théorème 3.2, alors la
OS-algèbre
A =
⊕
0≤rk≤p−1
(L⊗r00 ⊗ L
⊗r1
1 ⊗ ...⊗ L
⊗rn−1
n−1 )
est localement libre de rang q. Les morphismes ak (resp. bk) déﬁnissent naturellement
une multiplication (resp. comultiplication) sur A. La projection de A sur le premier
facteur L⊗00 ⊗ ... ⊗ L
⊗0
n−1 = OS déﬁnit une co-unité de A. Le groupe F
×
q agit
naturellement sur A : pour tout λ ∈ F×q , λ agit sur L
⊗r0
0 ⊗ ... ⊗ L
⊗rn−1
n−1 par la
multiplication par χr0+r1p+...+rn−1p
n−1
(λ). Le schéma en groupes correspondant est
donc H = Spec
OS
A. (On remarque que l’action de 0 ∈ Fq sur A est induite par la
multiplication par 0 sur tous les Lk.)
3.1.2
Nous donnons la déﬁnition d’un générateur de Raynaud d’un schéma en groupes
de Raynaud. Soit S un schéma sur SpecZq, et H/S un schéma en groupes de Ray-
naud. On note (Lk, ak, bk)k=0,...,n−1 le paramètre de H. On considère le morphisme
composé
L⊗p
n
0
a⊗p
n−1
1−−−−−→ L⊗p
n−1
1
a⊗p
n−2
2−−−−−→ L⊗p
n−2
2 → ...→ L
⊗p2
n−2
a⊗pn−1
−−−→ L⊗pn−1
a0−→ L0,
où pour tout morphisme de ﬁbré en droites ϕ : L → M et tout entier m, ϕ⊗m :
L⊗m →M⊗m est la m-ième puissance de ϕ. On note
a0 · a
⊗p
n−1 · ... · a
⊗pn−2
2 · a
⊗pn−1
1 ∈ HomOS (L
⊗(pn−1)
0 ,OS)
l’élément qui correspond à cette ﬂèche composée.
Définition 3.4. On appelle un générateur de Raynaud de H un élément
x ∈ HomOS (L0,OS)
qui vériﬁe l’équation
x⊗(p
n−1) = a0 · a
⊗p
n−1 · ... · a
⊗pn−2
2 · a
⊗pn−1
1 .
Exemple 3.5. Supposons S = SpecC (ou plus généralement le spectre d’un corps
algébriquement clos de caractéristique diﬀérente de p). Soit H un schéma en groupes
de Raynaud sur S. Comme tous les ﬁbrés en droites Lk sont triviaux sur S, on peut
regarder les ak, bk comme des éléments de C (en choisissant une base de Lk pour
tout k). On note A l’algèbre de Hopf de H. D’après la remarque 3.3, on a
A = C[t0, ..., tn−1]/(t
p
0 − a1t1, t
p
1 − a2t2, ..., t
p
n−1 − a0t0).
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Comme wp est inversible dans C, on a ak 6= 0 pour tout k. Dans ce cas H est
un schéma en groupes étale sur SpecC, et H(C) est un espace vectoriel sur Fq de
dimension 1. Un générateur de Raynaud x de H déﬁnit un point non-nul de H(C)
en prenant t0 = x (puis t1, ..., tn−1 sont déterminés uniquement) et vice-versa. On
en déduit que, dans ce cas la notion de générateur de Raynaud et de générateur naïf
coïncident.
Remarque 3.6. Soit H un schéma en groupes de Raynaud sur S, et (Lk, ak, bk) son
paramètre. On note A l’algèbre de Hopf de H. On note H∨ le dual de Cartier de
H. Alors l’algèbre de Hopf de H∨ est égale à A∨ (voir §2.2.1 pour la notation ∨), et
la multiplication (resp. la comultiplication) de A∨ est déﬁnie par la comultiplication
(resp. la multiplication) de A. Il est facile de voir que A∨ vériﬁe aussi la déﬁnition
3.1, donc H∨ est un schéma en groupes de Raynaud. Le paramètre de H∨ est égal à
bk : L
∨,⊗p
k−1 → L
∨
k , ak : L
∨
k → L
∨,⊗p
k−1 , k = 0, ..., n− 1.
Supposons
x ∈ HomOS (L0,OS), y ∈ HomOS (L
∨
0 ,OS)
des générateurs de Raynaud de H et H∨, respectivement. Alors y déﬁnit un élément
de HomOS (OS ,L0), qu’on note aussi par y. On peut considérer la composée
OS
y
−→ L0
x
−→ OS .
Elle déﬁnit un élément de Γ(S,OS), qu’on note par xy. Cette notion de composition
de générateurs de Raynaud sera utilisée dans la déﬁnition du schéma Y1 dans la
section suivante.
3.2 Le schéma Y1
Nous déﬁnissons le schéma de Hilbert-Siegel Y1/SpecZq de niveau Γ1(p). On
note Y0,Zq le changement de base du schéma Y0 (cf. §2.1) sur SpecZq. Dans la suite
de cette thèse, on ﬁxe un isomorphisme OF /p ∼= Fq.
Lemme 3.7. Soit S un schéma sur SpecZq, et (A, λ, ι, η¯,H) un S-point de Y0,Zq .
Alors pour i = 1, ..., g, Hi/Hi−1 est un schéma en groupes de Raynaud (avec la
notation H0 = 0).
Démonstration. On voit facilement que la déﬁnition 3.1 est préservée par tout chan-
gement de base, donc il suﬃt vériﬁer le lemme pour le point universel (A, λ, ι, η¯,H)
de Y0,Zq . Dans ce cas S = Y0,Zq .
On rappelle que, dans [Ray] la proposition 1.2.2, Raynaud a montré que si S est
un schéma intègre de corps des fractions de caractéristique 0, alors tout schéma en Fq-
vectoriels, ﬁni plat de rang q au-dessus de S est un schéma en groupes de Raynaud.
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D’après [PZ] le théorème 0.1 (qui dépend des résultats de Görtz, cf. [G]), le modèle
localM0 est normal, i.e. tous ses anneaux locaux sont intègres et intégrallement clos.
Comme la normalité est préservée par tout morphisme lisse, on déduit du dia-
gramme de modèle local que Y0 (donc Y0,Zq) est aussi normal. Donc chaque compo-
sante connexe de Y0,Zq est intègre, et on peut appliquer [Ray] la proposition 1.2.2.
Définition 3.8. On déﬁnit le schéma Y1 sur SpecZq tel que pour tout S sur SpecZq,
Y1(S) est égal à l’ensemble des classes d’isomorphismes de
(A, λ, ι, η¯,H, x1, ..., xg, y1, ..., yg),
où A, λ, ι, η¯,H sont comme dans la déﬁnition 2.1, et pour tout i, xi (resp. yi) est un
générateur de Raynaud de Hi/Hi−1 (resp. (Hi/Hi−1)
∨) tel que
x1y1 = x2y2 = ... = xgyg
au sens de la remarque 3.6.
Remarque 3.9. On ﬁxe une injection Qq →֒ C. On montre que Y1(C) est une variété
de Shimura pour le groupe G (§2.1). Le point clé est que, d’après la remarque
3.3, xi (resp. yj) déﬁnit un point non-nul de (Hi/Hi−1)(C) (resp. (Hi/Hi−1)∨(C)).
La condition x1y1 = ... = xgyg implique que, en identiﬁant (Hi/Hi−1)
∨(C) avec
Hom((Hi/Hi−1)(C),C×), l’élément yi(xi) ∈ C× est indépendant de i. En appliquant
l’argument de [Kot] §8, on voit que Y1(C) est un espace localement symétrique pour
le groupe G, et son niveau en p est égal au radical pro-unipotent de Kp déﬁni dans
§2.1.
Remarque 3.10. Le schéma Y1 est plat sur Zq. En fait, d’après [PZ] et [G], le modèle
local M0 est plat, donc il suﬃt de montrer que le morphisme Y1 → Y0,Zq est plat.
On note Hi/Hi−1 les schémas en groupes universels sur Y0,Zq , et (Li,k, ai,k, bi,k) le
paramètre de Hi/Hi−1. On choisit un ouvert U →֒ Y0,Zq sur lequel tous les Li,k sont
triviaux. En ﬁxant les trivialisations, on peut identiﬁer les ai,k, bi,k avec des éléments
de Γ(U,OU ). Alors le faisceau structurel de U ×Y0,Zq Y1 est isomorphe à
OU [x1, y1, ..., xg, yg]/(x
pn−1
i −
∏
k
ap
n−k
i,k , y
pn−1
i −
∏
k
bp
n−k
i,k , xiyi − xjyj),
où i, j parcourent 1, ..., g. C’est un OU -module libre avec une base
∏
i=1,...,g
xrii y
si
i
pour tout ri, si ≤ p
n − 2 tel que r2s2 = ... = rgsg = 0. On en déduit que U ×Y0,Zq Y1
est plat sur U , d’où la platitude de Y1.
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Chapitre 4
Complexes de Lie
4.1 Un lemme
Nous montrons un lemme sur la F×q -action sur le complexe [e
∗(I/I2)→ e∗i∗ΩX ]
de l’introduction (nous rappelons les notations dans la suite). Ce lemme est un point
de départ pour généraliser la méthode de [HS] aux schémas de Hilbert-Siegel.
Soit S un schéma sur SpecZq, et H un schéma en groupe de Raynaud sur S. On
note (Lk, ak, bk) le paramètre de H. On déﬁnit deux OS-algèbres
S =
⊕
rk≥0
(L⊗r00 ⊗ L
⊗r1
1 ⊗ ...⊗ L
⊗rn−1
n−1 )
A =
⊕
0≤rk≤p−1
(L⊗r00 ⊗ L
⊗r1
1 ⊗ ...⊗ L
⊗rn−1
n−1 ).
On rappelle que A est isomorphe à l’algèbre de Hopf de H. Les morphismes ak :
L⊗pk−1 → Lk déﬁnissent une surjection
S ։ A,
et on note I son noyau. D’après la remarque 3.3, l’action de F×q sur A s’étend à
une action de F×q sur S par la même formule, i.e. pour tout λ ∈ F
×
q , λ agit sur
L⊗r00 ⊗ ...⊗L
⊗rn−1
n−1 par multiplication par χ
r0+r1p+...+rn−1pn−1(λ). Avec cette action,
les morphismes ak sont F×q -équivariants, donc la surjection S ։ A l’est aussi. On
déﬁnit l’action de F×q sur I comme l’action induite.
On déﬁnit X = Spec
OS
(S), qui est l’espace total d’un ﬁbré vectoriel sur S. On
obtient une immersion fermée F×q -équivariante i : H → X. On note e : S → H la
section unité. La diﬀérentielle
d : I/I2 → i∗ΩX/S
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est induite par l’injection I →֒ S, donc elle est F×q -équivariante. On considère la F
×
q -
action sur le complexe de OS-modules [e
∗(I/I2)
d
−→ e∗i∗ΩX/S ]. Pour k = 0, ..., n− 1,
on note la composante χp
k
-isotypique par
[e∗(I/I2)
d
−→ e∗i∗ΩX/S ]χpk .
Lemme 4.1. Il existe un isomorphisme canonique de complexe
[L⊗pk−1
ak−→ Lk] ∼= [e
∗(I/I2)
d
−→ e∗i∗ΩX/S ]χpk
pour k = 0, ..., n− 1.
Démonstration. On note N le noyau de la projection e∗i∗ : S → OS sur le premier
facteur dans la déﬁnition de S. Alors e∗(I/I2) = e∗i∗(I) = I/IN . Donc on peut
remplacer e∗(I/I2) par I/IN dans le complexe à droite.
Pour k = 0, ..., n− 1, on déﬁnit un morphisme de OS-modules
ϕk : L
⊗p
k−1 → S =
⊕
rk≥0
(L⊗r00 ⊗ L
⊗r1
1 ⊗ ...⊗ L
⊗rn−1
n−1 )
tel que sa projection sur Lk est ak, sa projection sur L
⊗p
k−1 est −1, et ses projections
sur les autres facteurs sont 0. Par déﬁnition on a ϕk(L
⊗p
k−1) ⊂ I. On note
ϕ : L⊗pn−1 ⊕ L
⊗p
0 ⊕ ...⊕ L
⊗p
n−2 → I/IN
le morphisme déﬁni par la somme de tous les ϕk.
On montre que ϕ est un isomorphisme. Comme la question est d’une nature
locale, on peut supposer que tous les Lk sont triviaux sur S. En choisissant des
trivialisations, on peut identiﬁer les ak avec des éléments de Γ(S,OS). On obtient
des isomorphismes naturels
S = OS [x0, ..., xn−1]
A = OS [x0, ..., xn−1]/(x
p
0 − a1x1, x
p
1 − a2x2, ..., x
p
n−1 − a0x0)
I = (xp0 − a1x1, x
p
1 − a2x2, ..., x
p
n−1 − a0x0)
N = (x0, x1, ..., xn−1)
ϕk : OS → OS [x0, ..., xn−1], 1 7→ akxk − x
p
k−1.
Par la déﬁnition de ϕ, on voit directement qu’il est surjectif. L’injectivité de ϕ vient
d’une comparaison de degré des éléments dans I et IN .
Comme S = Sym(L0 ⊕ L1 ⊕ ...⊕ Ln−1) , il existe un isomorphisme canonique
ψ : L0 ⊕ L1 ⊕ ...⊕ Ln−1
∼
−→ ΩX/S ⊗S OS = e
∗i∗ΩX/S .
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On obtient un diagramme
⊕L⊗pk−1
⊕ak //
ϕ
∼

⊕Lk
ψ
∼

e∗(I/I2)
d // e∗i∗ΩX/S
,
où les ﬂèches verticales sont des isomorphismes. En prenant des coordonnées locales
comme précédemment, on voit que ce diagramme est en fait commutatif. Par ailleurs,
par déﬁnition ϕ et ψ sont F×q -équivariants. Donc l’isomorphisme du lemme est obtenu
en prenant les composantes F×q -isotypiques du diagramme précédent (on rappelle que
F×q agit sur Lk via χ
pk).
Remarque 4.2. Dans la démonstration on voit qu’en fait le complexe
[e∗(I/I2) −→ e∗i∗ΩX/S ]
ne possède que des composantes isotypiques pour les caractères χp
k
. Les caractères
χp
k
sont appelés les caractères fondamentaux. Ils sont tous les caractères de F×q à Z
×
q
dont la réduction mod p s’étend à un endomorphisme d’anneau de Fq. Le phénomène
de cette remarque sera réexpliqué dans §4.2.1, la remarque 4.3 à l’aide du complexe
Fqℓ
∨
H qui est un objet clé de cette thèse.
4.2 La stratégie
4.2.1
Suite à l’introduction, nous expliquons comment la construction du complexe Aℓ
∨
G
dans la proposition 1.1 permettra de déduire le corollaire 1.3. Ce dernier corollaire
est un ingrédient nécessaire dans la déﬁnition du modèle local M+1 (cf. §5.3).
Nous rappelons d’abord les complexes de Lie (ou de co-Lie) équivariants sur les
grands topos fpqc construits par [Ill1]. Soit S un schéma, et K/S un schéma en
groupes plat et de présentation ﬁnie, muni d’une action d’un monoïde (discret) M .
On note OS l’anneau structurel (i.e. pour le petit topos de Zariski) du schéma S,
Sfpqc le grand site fpqc de S, et OSfpqc le faisceau structurel de Sfpqc. On note Z[M ]
l’algèbre libre sur Z engendrée par M , i.e.
Z[M ] =
⊕
m∈M
Zm,
et la loi de multiplication et l’élément unité sont déﬁnis par ceux pour M . On note
ℓK ∈ D
b(OS) le complexe de co-Lie de K, i.e. ℓK = L e
∗ LK/S , où LK/S ∈ D
b(OK)
est le complexe cotangent de K, et e : S → K est la section unité.
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Dans [Ill1] VII 2, Illusie a déﬁni un objet 1
ℓMK ∈ D
b(Z[M ]⊗OSfpqc),
qui est un relèvement de ℓK dans D
b(Z[M ] ⊗ OSfpqc). Le complexe ℓ
M
K vériﬁe les
propriétés usuelles du complexe de co-Lie, e.g. le triangle distingué fondamental, mais
dans un contexteM -équivariant. Le complexe ℓMK permet de décrire les déformations
M -équivariantes de K, cf. [Ill1] VII 2.3.
Soit d’autre part A un anneau commutatif, et G un schéma en A-modules, plat
et de présentation ﬁnie sur S. On note ℓ∨G ∈ D
b(OS) le complexe de Lie de G, i.e.
ℓ∨G = RHom(ℓG,OS), où ℓG est le complexe de co-Lie de G déﬁni précédemment.
Dans [Ill1] VII 4.1 Illusie a déﬁni un autre objet
Aℓ
∨
G ∈ D
b(A
L
⊗OSfpqc).
Ici A
L
⊗OSfpqc est le produit tensoriel dérivé des anneaux de faisceaux fpqc. Le
module A
L
⊗OSfpqc est muni d’une structure de dg-anneau (cf. §4.3), donc la catégorie
dérivée Db(A
L
⊗OSfpqc) a un sens. Le complexe Aℓ
∨
G est un relèvement de ℓ
∨
G dans
Db(A
L
⊗OSfpqc). Ce complexe est utilisé par Illusie pour décrire la déformation de G
comme un schéma en A-modules, cf. [Ill1] VII 4.2 et §4.2.2.
Les objets qui nous intéressent sont les contreparties de ℓMK et Aℓ
∨
G sur le petit
topos de Zariski. On expliquera dans §4.2.2 pourquoi Illusie considère le grand topos
fpqc mais pas seulement le petit, et on décrira les modiﬁcations apportées aﬁn de
considérer le petit topos de Zariski. Pour une raison technique (qui est relative à la
structure de monoïde de C S1, cf. §4.4), la même construction de Aℓ
∨
G ne donne pas
directement le complexe de co-Lie AℓG. Donc on considère plutôt la contrepartie de
ℓM,∨K sur le topos de Zariski, i.e. on travaille partout avec les complexes de Lie. Pour
la simplicité, dans la déﬁnition de Aℓ
∨
G on va supposer que S est plat sur SpecZ. On
note Amon le monoïde multiplicatif sous-jacent de A.
On va déﬁnir (les propositions 4.18, 4.25) deux complexes
ℓM,∨K ∈ D
b(Z[M ]⊗OS)
Aℓ
∨
G ∈ D
b(A⊗OS)
par la même construction que celle de ℓM,∨K et Aℓ
∨
G dans [Ill1], sauf qu’on remplace
OSfpqc par OS . On montre que ce changement de topos est possible dans §4.6. (Cela
1. Ici l’objet déﬁni dans [Ill1] est en fait le complexe cotangent équivariant LMK . Le complexe ℓ
M
K
est alors égal à L e∗ LMK .
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permet d’éliminer
L
⊗ donc d’avoir des projecteurs canoniques dans Fq ⊗ OS sur les
composantes isotypiques.)
Ensuite, on construit le foncteur Com déﬁni dans la proposition 1.2 de l’intro-
duction (cf. §4.9), qui décrit la compatibilité du complexe de Lie avec le morphisme
Amon → A de changement de coeﬃcient. Autrement dit, soit G un schéma en A-
modules, plat et de présentation ﬁnies sur S. Alors G est muni d’une action du
monoïde Amon. On montre qu’il existe un isomorphisme
Com(Aℓ
∨
G)
∼= ℓ
Amon,∨
G
dans Db(Z[Amon]⊗OS).
On considère aussi la compatibilité avec des morphismes d’anneaux A′ → A.
Ce morphisme déﬁnit un foncteur de restriction des scalaires Res (cf. §4.7.2, la
proposition 4.22). On montre un isomorphisme canonique
Res(Aℓ
∨
G)
∼=A′ℓ
∨
G
dans Db(A′⊗OS). La compatibilité de Res est énoncée dans [Ill1] pour le complexe
Aℓ
∨
G.
Dans le contexte des variétés de Hilbert-Siegel, soit S un schéma sur SpecZq qui
est plat sur SpecZ. Soit H/S un schéma en groupes de Raynaud. Associé à H, on
peut déﬁnir un schéma X et un idéal I ⊂ OX comme dans §4.1. L’action de Fmonq
sur H déﬁnit le complexe de Lie équivariant 2
ℓ
Fmonq ,∨
H ∈ D
b(Z[Fmonq ]⊗OS).
On montre (cf. §4.8.2, la proposition 4.26) que
ℓ
Fmonq ,∨
H
∼= [e∗(I/I2)→ e∗i∗ΩX/S ]
∨ (4.1)
dans Db(Z[Fmonq ] ⊗ OS). (Ici on utilise le fait que i : H →֒ X est une immersion
régulière.)
Soit de plus B/S un OF -schéma abélien, et
0→ H → B → B/H → 0
une résolution OF -équivariante de H (avec la condition de Kottwitz sur B et B/H).
L’action de OF sur H déﬁnit
OF ℓ
∨
H ∈ D
b(OF ⊗OS).
2. On peut utiliser Fmonq au lieu de F
×
q parce que tout F
mon
q -module V s’écrit comme V0 ⊕ V1,
où V0 est annulé par 0 et V1 est un Fmonq -module trivial.
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On montre (cf. §4.7.2, la proposition 4.20) que
OF ℓ
∨
H
∼= [ωB/H → ωB]
∨ (4.2)
dans Db(OF ⊗OS).
On peut considérer le troisième complexe
Fqℓ
∨
H ∈ D
b(Fq ⊗OS).
Les foncteurs de compatibilité nous donnent des isomorphismes
Com(Fqℓ
∨
H)
∼= ℓ
Fmonq ,∨
H , Res(Fqℓ
∨
H)
∼= OF ℓ
∨
H . (4.3)
CommeOS est au-dessus de Zq, il existe des projecteurs bien déﬁnis dans les anneaux
Z[Fmonq ]⊗OS , OF ⊗OS , Fq ⊗OS
sur les composantes isotypiques (cf. §5.2.1 pour les détails). On montre que ces
projecteurs commutent avec les foncteurs Com et Res. Le corollaire 1.3 se déduit
des isomorphismes 4.1, 4.2, 4.3 précédemment et du lemme 4.1.
Remarque 4.3. On peut expliquer le phénomène de la remarque 4.2 de §4.1. On note
Com : Db(Fq ⊗OS)→ D
b(Z[Fmonq ]⊗OS)
le foncteur décrit précédemment. On rappelle que OS est au-dessus de Zq, donc il
existe un isomorphisme
Fq ⊗OS =
n−1
⊕
k=0
OS/pOS
où pour tout k, le k-ième facteur dans la somme directe est associé à l’endomorphisme
λ 7→ λp
k
de Fq, i.e. la réduction mod p de χp
k
. Par déﬁnition, les composantes isoty-
piques d’un objet de Db(Fq ⊗OS) sont déﬁnies par les éléments ek = (0, ..., 1, ..., 0)
de
n−1
⊕
k=0
OS/pOS , avec 1 en la k-ième place.
Or, l’isomorphisme
Com(Fqℓ
∨
H)
∼= ℓ
Fmonq ,∨
H
implique que chaque composante isotypique de ℓ
Fmonq ,∨
H vient d’une composante iso-
typique de Fqℓ
∨
H . On déduit que ℓ
Fmonq ,∨
H , donc le complexe dans la remarque 4.2,
n’admet que des composantes isotypiques pour les caractères fondamentaux.
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4.2.2
Nous expliquons comment le complexe Aℓ
∨
G est construit et utilisé par Illusie dans
[Ill1]. En fait, comme tous les complexes cotangents, Aℓ
∨
G est construit pour étudier
la déformation de G. Plus précisément Illusie a obtenu le théorème suivant ([Ill1] le
théorème VII 4.2.1). Soit S un schéma, et S 9 S′ un épaississement nilpotent de S
déﬁni par un idéal I ⊂ OS′ . Alors l’obstruction à la déformation de G sur S
′ comme
un schéma en A-modules est caractérisée par un élément
ω(G, i) ∈ Ext2A(G,Aℓ
∨
G
L
⊗OSfpqc I).
(C’est dans la démonstration de ce théorème que l’on a besoin du grand topos. Pour
expliquer on va utiliser les notations Ner et C –(1) déﬁnies dans le reste de §4.2.2.
Nous conseillons le lecteur de lire d’abord le reste de §4.2.2. En fait, pour décrire
la déformation A-équivariante de G, Illusie construit un diagramme de schémas
Ner(CA(1),CG(1)), tel que la A-déformation de G est équivalente à la déformation
du diagramme Ner(CA(1),CG(1)). Par la théorie du complexe cotangent usuel,
la déformation de Ner(CA(1),CG(1)) est caractérisée par un groupe Ext
2 du
complexe cotangent LNer(C

A(1),C

G(1)). Le complexe LNer(C

A(1),C

G(1)) est un objet
de Db(TopX) avec X un topos ﬁbré simplicial (§4.6) associé à Ner(CA(1),CG(1)).
Pour calculer ce groupe Ext2, on applique le théorème [Ill1] VI 8.4.2.1 (cf. §4.4.1)
à Ner(CA(1),CG(1)). C’est à ce moment que le grand topos apparaît : notons
qu’en général les morphismes di de Ner(CA(1),CG(1)) ne sont pas plats (cf. le
paragraphe pour LKM dans la suite), donc le petit topos fpqc de Ner(CA(1),CG(1))
ne suﬃt pas pour appliquer [Ill1] VI 8.4.2.1.) Une application du théorème d’Illusie
apparaît dans l’étude de la déformation de groupes ﬁnis plats de rang p (ou groupes
de Barsotti-Tate) en prenant A = Fp (ou Z/pn), cf. [Ill2].
En général, la déformation équivariante est étudiée à l’aide d’un schéma simpli-
cial, appelé le nerf. Soit S un schéma, K un schéma en groupes, plat et de présen-
tation ﬁnie sur S, et M un monoïde agissant sur K. On peut construire le complexe
de co-Lie équivariant ℓMK (cf. §4.2.1) et étudier la déformation M -équivariante de K
via le nerf associé au couple (M,K). C’est le schéma simplicial Ner(M,K) déﬁni par
· · · // //
//
//
M ×M ×K
d2
//d1
//
d0 //
M ×K d1 //
d0 //
s0nn
s1
nn
K
s0
mm
;
on décrit les morphismes entre degré 1 et 0 : d0 est le morphisme d’action de M
sur K, d1 est la projection sur K, et s0 est la section déﬁnie par l’élément neutre de
M . Les morphismes di et sj en tout degré sont déﬁnis dans [Ill1] VI 2.5. On obtient
un autre schéma simplicial Ner(M,S) lorsqu’on remplace K par S (muni de l’action
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triviale de M). Il existe un morphisme naturel Ner(M,K)→ Ner(M,S) de schémas
simpliciaux.
On peut considérer le complexe cotangent du morphisme Ner(M,K)→ Ner(M,S)
au sens de [Ill1] VII 1.2 (c’est déﬁni plus généralement pour tout morphisme de dia-
grammes de schémas). On obtient un complexe LNer(M,K)/Ner(M,S), qui est équivalent
à la donnée suivante : sur chaque sommetMn×K de Ner(M,K), on met le complexe
cotangent usuel LMn×K/Mn×S ; pour tout morphisme di, resp. sj dans le diagramme
Ner(M,K), on lui associe le morphisme naturel de complexe cotangent
d∗i LMn×K/Mn×S → LMn+1×K/Mn+1×S , s
∗
j LMn+1×K/Mn+1×S → LMn×K/Mn×S
déﬁni par di et sj respectivement. Dans le langage de [Ill1] VII 1.2, le complexe
LNer(M,K)/Ner(M,S) est un complexe de faisceaux sur le site total de Zariski de
Ner(M,K).
On note ℓNer(M,K) le complexe de co-Lie de Ner(M,K), i.e. l’image inverse de
LNer(M,K)/Ner(M,S) par la section unité. On note ℓNer(M,K) le complexe de faisceaux
sur le grand topos fpqc associé à ℓNer(M,K). Le complexe ℓNer(M,K) appartient à
Db(Ner(M,S)fpqc), où Ner(M,S)fpqc est le site total du grand site fpqc de Ner(M,S).
On note ℓK le complexe de Lie deK. L’idée est que l’on peut mettre uneM -structure
sur ℓK par le complexe ℓNer(M,K). Pour cela Illusie déﬁnit un foncteur (cf. [Ill1] VI
8.1)
ner : Db(Z[M ]⊗OSfpqc)→ D
b(Ner(M,S)fpqc)
de la manière suivante : pour tout objet U de Db(Z[M ]⊗OSfpqc), on pose
nern(U) = p
∗
n(U)
où nern(U) est la restriction de ner(U) sur M
n × K, et pn est la projection de
Mn × K sur K ; les morphismes de transition de ner(U) (i.e. des morphismes
d∗i nern(U)→ nern+1(U) et s
∗
j nern+1(U)→ nern(U) pour tout n, i, j qui vériﬁent la
condition de cocyle usuelle) sont induits par laM -structure de U . Illusie montre que
(cf. [Ill1] VI 8.4.2.1) : ner est pleinement ﬁdèle, et son image essentielle se compose
des objets quasi-cartésiens de Db(Ner(M,S)fpqc).
Ce dernier théorème implique que ℓNer(M,K) appartient à l’image essentielle du
foncteur ner. Grâce à la pleine ﬁdélité on peut déﬁnir ℓMK comme l’unique objet de
Db(Z[M ]⊗OSfpqc) tel que
ner(ℓMK )
∼= ℓNer(M,K).
Les propriétés (e.g. le triangle fondamental) de ℓMK se déduisent des mêmes pro-
priétés de ℓNer(M,K). La déformation M -équivariante de K est caractérisée par ℓ
M
K ,
parce qu’elle est équivalente à la déformation de Ner(M,K) donc caractérisée par
ℓNer(M,K), cf. [Ill1] VII 2.3.
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On remarque que l’objet déﬁni dans [Ill1] est en fait le complexe cotangent
équivariant LMK . Il est déﬁni plus généralement pour tout schéma K muni d’une
action parM , i.e. K n’est pas nécessairement un schéma en groupes. La déﬁnition de
LMK est similaire de celle de ℓ
M
K : à chaque étape on remplace le complexe de co-Lie ℓ
par le complexe cotangent L, et le foncteur ner de Ner(M,S) par celui de Ner(M,K).
La déﬁnition de LMK n’est valable que sur le grand topos fpqc. En fait, pour la pleine
ﬁdélité de ner on doit appliquer [Ill1] VI 8.4.2.1 (cf. §4.6.1) à Ner(M,K). En général
les morphismes di de Ner(M,K) ne sont pas plats,
3 donc l’hypothèse de [Ill1] VI
8.4.2.1 n’est pas vériﬁée pour le petit topos fpqc de Ner(M,K).
Ici nous rappelons la déﬁnition de ℓMK sur le grand topos fpqc d’une manière
similaire à celle de LMK . On verra dans §4.8 qu’en fait on peut déﬁnir ℓ
M
K sur le petit
topos de Zariski (car les di et sj de Ner(M,S) sont des isomorphismes locaux au
sens de §4.6.3).
La situation est plus compliquée pour les schémas en modules. Soit A un anneau
commutatif, et G un schéma en A-modules, plat et de présentation ﬁnie sur S.
Comme A contient plus de structure qu’un monoïde, la construction précédente ne
s’applique pas directement. Nous expliquons la déﬁnition de Aℓ
∨
G par Illusie, et nous
renvoyons le lecteur à [Ill1] pour la relation avec la théorie des déformations. Le point
est qu’une résolution particulière de A, appelée le «complexe de Eilenberg-MacLane
stable», permet de décrire la A-structure sur Aℓ
∨
G par l’action d’un anneau Z[CA(1)]
dans la catégorie des diagrammes. Ici CA(1) est un diagramme de Z–modules
qui est muni d’une structure de monoïde, et Z[CA(1)] est le diagramme obtenu
en appliquant Z[−] en chaque sommet. Cela nous permet d’imiter la construction
précédente de ℓMK pour M = CA(1).
Plus précisément, dans [Ill1] VI 9.2 et 11.1 (voir aussi §4.4 de cette thèse), Illusie
construit le foncteur C –(1), qui est un foncteur de la catégorie des Z–modules dans
celle des diagrammes de Z–modules. Soit V un Z–module. Alors tous les sommets
de C V (1) sont de type V ⊕ ... ⊕ V . Le nom de C –(1) vient de sa relation avec la
résolution standard. Dans [Ill1] VI 9.5 et 11.5.2.2, Illusie déﬁnit un autre foncteur
∆2–red(−1) de la catégorie des diagrammes de Z–modules de type C –(1), dans
celle des Z–modules simpliciaux. Ici ∆ est l’opérateur de sous-objet diagonal, red
est l’objet simplicial réduit associé, et (−1) est la translation. Il existe un quasi-
isomorphisme canonique
∆2(C V (1))
red(−1)→ V (4.4)
qui est fonctoriel en V .
On note Z[−] le foncteur de Z–module libre engendré par un ensemble. Dans
3. Par exemple, si A est un anneau, K est un schéma en A-modules non-trivial, et M = Amon
est le monoïde multiplicatif sous-jacent de A, alors l’action par l’élément 0 de A sur K n’est pas
plat.
32 CHAPITRE 4. COMPLEXES DE LIE
[Ill1] VI 9.5, Illusie considère le foncteur
Zst[−] := ∆2(C Z[−](1))
red(−1) (4.5)
(c’est la composition de Z[−] avec le foncteur dans l’équation 4.4), et l’appelle le
stabilisé de Z[−]. Alors Zst[V ] n’est plus quasi-isomorphe à V , mais la troncation
τ≥−1NZst[V ] en degré −1 de NZst[V ] est une résolution de V . (Ici NZst[V ] est le
complexe associé au Z–module simplicial Zst[V ] via Dold-Kan.) Ce dernier résultat
était démontré par Henri Cartan, et utilisé dans un article antérieur de L.Breen. On
remarque que, par déﬁnition les composantes de Zst[V ] sont libres sur Z.
La structure de monoïde de CA(1) est induite par la multiplication de A. Cela
implique que Zst[A] est un anneau simplicial. Si V est un A-module, alors C V (1)
devient naturellement un CA(1)-module. Les équations 4.4 et 4.5 déﬁnissent un
diagramme ([Ill1] VI 11.5.2.2) commutatif à isomorphisme près :
D(A
L
⊗OSfpqc)
C

–(1)
//
res
))
D(Z[CA(1)]⊗OSfpqc)
∆2–red(−1)

D(NZst[A]⊗OSfpqc)
,
où res est la restriction de scalaire par NZst[A]→ A. La propriété de τ≥−1NZst[A]
implique une équivalence de catégorie
res : D[0,1](A
L
⊗OSfpqc)
∼
−→ D[0,1](NZst[A]⊗OSfpqc).
(On remarque que c’est ici le
L
⊗ apparaît : il vient de l’isomorphisme
A
L
⊗OSfpqc
∼= τ≥−1NZ
st[A]⊗OSfpqc .)
A partir de cela, l’image essentielle de la restriction de C –(1) sur D
[0,1](A
L
⊗OSfpqc)
est facile à déterminer : L ∈ D(Z[CA(1)]⊗OSfpqc) appartient à cette image essen-
tielle si et seulement si c’est le cas quand on oublie l’action de CA(1) sur L, cf.
[Ill1] VI 11.5.2.4 ou §4.4.2, la proposition 4.7 de cette thèse.
Maintenant on construit le complexe Aℓ
∨
G. Le foncteur C –(1) déﬁnit le dia-
gramme de schémas CG(1), qui est muni d’une action de CA(1). On considère le
nerf Ner(CA(1),CG(1)). D’après [Ill1] VI 8.1 il existe un foncteur
ner◦ : Db(Z[CA(1)]⊗OSfpqc)→ D
b(Ner(CA(1),CG(1))fpqc)
similaire de ner, tel que son image essentielle est caractérisé d’une manière similaire.
Le même argument que précédemment déﬁnit L ∈ Db(Z[CA(1)] ⊗ OSfpqc) par
l’équation
ner◦(L) ∼= ℓ∨Ner(C

A(1),C

G(1)),
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où ℓ∨Ner(C

A(1),C

G(1)) est le complexe de Lie de Ner(CA(1),CG(1)). Or le résultat du
paragraphe précédent caractérise l’image essentielle de C –(1), et on voit facilement
que L lui appartient (car G est d’intersection complète donc L appartient à D[0,1]).
On peut donc déﬁnir Aℓ
∨
G ∈ D
[0,1](A
L
⊗OSfpqc) tel que
C Aℓ
∨
G(1)
∼= L.
Quelques remarques sur la généralisation Aℓ
∨
G de Aℓ
∨
G au petit topos de Zariski. Le
point est que les foncteurs C –(1) et Zst[−] ne dépendent pas du choix du topos. En
fait, comme la déﬁnition originelle de complexe cotangent est sur le topos de Zariski
(mais parfois on considère le complexe fpqc associé), au point de vu de complexe de
Lie c’est même plus naturel de considérer Aℓ
∨
G (on remarque qu’on ne considère pas
la relation de Aℓ
∨
G avec la déformation). Dans ce cas il faut redémontrer le théorème
sur la pleine ﬁdélité et l’image essentielle de ner◦. Le théorème [Ill1] VI 8.4.2.1 ne
s’applique pas directement pour le petit site de Zariski (cf. §4.6.2 pour la raison),
mais on contourne ce problème par une astuce (on construit dans §4.6 un autre site
dont le topos est équivalent au topos de Zariski, et sur lequel on peut appliquer [Ill1]
VI 8.4.2.1). Les propriétés de Aℓ
∨
G qu’on utilise sont de nature plus élémentaire, e.g.
le triangle distingué fondamental ou l’isomorphisme Aℓ
∨
G = ω
∨
G pour G lisse. Tout
vient facilement des mêmes propriétés pour ℓ∨Ner(C

A(1),C

G(1)).
4.3 Les dg-anneaux
Dans cette section on rappelle les rudiments sur les dg-anneaux (anneaux diﬀé-
rentiels gradués) utilisés dans [Ill1], qui sont essentiels dans la construction de Aℓ
∨
G.
Dans cette thèse on ne considère que des dg-anneaux de degré ≤ 0. Par déﬁnition,
un dg-anneau P est un complexe de Z–modules
...→ P2 → P1 → P0
muni d’une multiplication
P ⊗ P → P
et un élément unité dans P0, tel que les axiomes usuels d’anneau sont vériﬁés. (Ici
P⊗P est le complexe total d’un double complexe.) Un P–moduleM est un complexe
de Z–modules muni d’une action de P (i.e. d’un morphisme P⊗M →M vériﬁant
les axiomes usuels). On note C(P) la catégorie des P–modules.
4 La catégorie
dérivée D(P) est déﬁnie comme la localisation de C(P) par l’ensemble des quasi-
isomorphismes. La même déﬁnition vaut pour D+(P),D
−(P) et D
b(P).
4. Attention, ce n’est pas la catégorie des complexes de P

–modules.
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Soient A et B deux anneaux (commutatifs) usuels. Alors la déﬁnition de
A
L
⊗B
dépend du choix d’une résolution de A (ou de B). Soit P est une résolution plate
de A qui est muni d’une structure de dg-anneau tel que P → A est un morphisme
de dg-anneau. Alors le complexe P ⊗B est aussi un dg-anneau. On peut déﬁnir
D(A
L
⊗B) := D(P ⊗B).
La catégorie D(A
L
⊗B) est bien déﬁnie à équivalence près, car la proposition [Ill1] VI
10.3.15 implique qu’un quasi-isomorphisme de dg-anneaux induit une équivalence
entre leurs catégories dérivées. Comme Z est de tor-dimension 1, on peut prendre P
d’une forme plus simple :
P = [P1 → P0]
où P0 est un anneau plat sur Z, la ﬂèche est injective, et l’image de P1 est un idéal
de P0 ; la multiplication de P est induite par celle de P0 parce que P1 est un idéal,
cf. [Ill1] VI 10.3.19.
Soit maintenant A un anneau commutatif et S un schéma. On note OS le faisceau
structurel du petit site de Zariski de S.
Lemme 4.4. Si S est plat sur SpecZ, alors A⊗OS est un représentant canonique
de A
L
⊗OS.
Démonstration. On prend une résolution [P1 → P0] de A de la forme précédente.
Alors [P1 ⊗OS → P0 ⊗OS ] est un représentant de A
L
⊗OS . Il suﬃt de montrer que
la suite
0→ P1 ⊗OS → P0 ⊗OS → A⊗OS → 0
est exacte. Pour cela on peut localiser en chaque point de S. Soit s un point de S.
Par hypothèse, OS,s est plat sur Z. Donc la suite est exacte après tensorisation par
OS,s.
Corollaire 4.5. Si S est plat sur SpecZ, alors il existe une équivalence de catégorie
triangulée canonique D∗(A
L
⊗OS) ∼= D
∗(A⊗OS) pour ∗ = ∅,+,−, b.
On remarque que dans [Ill1], la résolution de A qui est essentielle dans la déﬁni-
tion de D(A
L
⊗OS) est le complexe τ≥−1NZst[A] de §4.2.2.
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4.4 Le foncteur C –(1)
4.4.1
Dans §4.4 on rappelle la déﬁnition du foncteur C –(1) de [Ill1]. Le foncteur C –(1)
est déﬁni comme la composition de deux foncteurs –(1) et C –. Commençons par le
foncteur –(1). On ﬁxe d’abord quelques notations pour les objets (multi-)simpliciaux
et les (multi-)diagrammes.
On note ∆ la catégorie des simplexes standards ([Ill1] I 1.1). Par déﬁnition les
objets de ∆ sont tous les ensembles ﬁnis [n] := {0, 1, ..., n}, où n ∈ N. Les morphismes
de ∆ sont engendrés (par la composition) par les ﬂèches
di : [n]→ [n+ 1], i = 0, ..., n+ 1
sj : [n+ 1]→ [n], j = 0, ..., n
pour tout n, i, j, où di est le morphisme croissant en oubliant i, et sj est le morphisme
croissant en répétant j. On note ∆◦ la catégorie opposée de ∆.
On note ∆ la catégorie des simplexes standards augmentés. Par déﬁnition les
objets de ∆ sont tous les objets de ∆, avec un objet supplémentaire : l’ensemble
vide ∅. Les morphismes de ∆ sont engendrés par les di, sj comme précédemment et
l’unique morphisme ∅→ [0]. On note ∆
′
la catégorie des simplexes stricts augmentés
([Ill1] VI 4.1). C’est la sous-catégorie de ∆ en gardant les mêmes objets mais en
oubliant tous les morphismes non-injectifs (i.e. les morphismes composés par au
moins un sj).
Soit T une catégorie, et r ∈ N. Par déﬁnition, un objet r-simplicial de T est un
foncteur de (∆◦)r dans T . On note Simpr(T ) la catégorie des objets r-simpliciaux
de T .
On utilise aussi la langage des (multi-)diagrammes de [Ill1] VI 5.6 b). Par dé-
ﬁnition, un 1-diagramme de T est un foncteur d’une petite catégorie dans T . Soit
X : I → T un tel foncteur. La catégorie I est appelée le type de X. Pour deux
1-diagrammes X : I → T et Y : J → T de T , un morphisme de X vers Y consiste
en un couple (u, v), où u est un foncteur de I vers J , et v est un morphisme de
foncteur entre X et Y ◦ u. On obtient la catégorie des 1-diagrammes de T , et on
la note par Diag1(T ). Par récurrence, on peut déﬁnir la catégorie Diagr(T ) des r-
diagrammes de T (avec la notion de type) pour tout r ≥ 1. En fait, par déﬁnition
un r-diagramme de T est juste un 1-diagramme de Diagr−1(T ). Le foncteur de type
s’étend en un foncteur de Diagr(T ) à Diagr−1(Cat), où (Cat) est la catégorie des
petites catégories. On dit un multi-diagramme ou simplement un diagramme pour
un r-diagramme pour un certain r ≥ 1 (chaque fois la valeur de r sera claire dans le
contexte).
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Supposons que T est une catégorie abélienne. On va déﬁnir le foncteur
–(1) : T → Diag2(T ),
tel que pour tout objet X de T , le type du 2-diagramme X(1) est égal à un 1-
diagramme particulier S1. En fait,
S1 : ∆
′
→ (Cat)
est un 1-diagramme de (Cat) de type ∆
′
déﬁni dans [Ill1] VI 9.2. Par déﬁnition,
S1([n]) = (∆
◦)n+1, ∀n ∈ N ∪ {−1}
où [−1] := ∅ et (∆◦)0 = pt en tant que catégorie pointée. Pour tout n ∈ N ∪ {−1}
et i = 0, ..., n+ 1, on déﬁnit le morphisme di : S1([n])→ S1([n+ 1]) par la formule
di(x0, ..., xn) = (x0, ..., xi−1, [1], xi, ..., xn),
où (x0, ..., xn) est un élément de (∆
◦)n+1 = S1([n]). Les morphismes d
i vériﬁent bien
la loi de composition de ∆
′
, donc S1 est un foncteur. Voici un dessin pour S1 :
pt
d0 // ∆◦
d0 //
d1
// ∆◦ ×∆◦ //
//
// ...
Soit X un 2-diagramme de T de type S1. On a la description concrète de X
comme suivant : la donnée de X est équivalente à la donnée du système
(Xr,dr,i)r∈N,0≤i≤r
où pour tout r et tout i, Xr ∈ Simpr(T ) et d
r,i : Xr → ∂1iX
r+1 un morphisme de
Simpr(T ) dont la loi de composition est déterminée par celle de ∆
′
. Ici ∂1i est le
foncteur de la i-ième face de degré 1 : il est égal à la composition avec di : (∆◦)r →
(∆◦)r+1 déﬁni précédemment. En fait, par déﬁnition on a Xr = X([r−1]) pour tout
r ∈ N. Voici un dessin pour un 2-diagramme de type S1. (Les sommets de Xr sont
notés par Xrp1,...,pr , et on ne dessine que des X
0, X1, X2 avec les sommets de degré
≤ 2. Il existe aussi un morphisme d1,0 : X1 → ∂10X
2 qui n’est pas décrit dans le
dessin.)
X11

d1,1 //

X211
//
//
 
X201
 
X0
d0,0
>>
X10
d1,1 // X201
//
//
X200
Comme la catégorie T est abélienne, pour tout r on peut déﬁnir le foncteur de
translation des objets r-simpliciaux
[1, ..., 1] : Simpr(T )→ Simpr(T ).
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Via la correspondance de Dold-Kan, il devient la translation usuelle des complexes.
Voir [Ill1] VI 9.1.7 pour la déﬁnition précise. Le lecteur trouvera aussi dans [W] 8.4
la déﬁnition des foncteurs de Dold-Kan. La déﬁnition suivante apparaît dans [Ill1]
9.2.
Définition 4.6. On déﬁnit le foncteur
–(1) : T → Diag2(T )
tel que pour tout objet X de T , X(1) est le 2-diagramme de T de type S1 qui vériﬁe
(avec la description précédente)
X(1)r = X[1, ..., 1]
pour tout r ∈ N, où le X à droite est l’objet r-simplicial constant de T de valeur X ;
pour i = 0, ..., r, on déﬁnit
dr,i = idX(1)r .
Voici un dessin pour X(1), où on trouve X(1)r pour r = 0, 1, 2. Le 0 dans le dessin
est l’objet initial de T .
X ⊕X
id //
 
X ⊕X //
//
 
0
 
X
id //
 
X
 
//
//
0
 
X
id
;;
0
id // 0 //
//
0
On rappelle la déﬁnition du foncteur C – dans [Ill1] VI 11.1.2. Soit T
′ une caté-
gorie qui possède des sommes quelconques. Alors C – est un foncteur de Diag1(T
′)
dans Simp1(T
′) déﬁni comme la suite. Soit U : I → T ′ un 1-diagramme de T ′. Alors
C U est un objet simplicial de T
′, dont le n-ième étage est
Cn U =
⊔
r0→...→rn
Ur0
pour tout n ∈ N, où r0 → ... → rn parcourt toutes les chaînes de longueur n de
ﬂèches dans I, et
⊔
est la somme dans T ′. On décrit les morphismes di dans C U .
Pour i = 0, ..., n+1, di : Cn+1 U → Cn U envoie le facteur indexé par r0 → ...→ rn+1
vers celui indexé par r0 → ... → ri−1 → ri+1 → ... → rn+1, où on a composé les
ﬂèches ri−1 → ri → ri+1. Sur le facteur Ur0 de Cn+1 U , d0 est le morphisme fonctoriel
Ur0 → Ur1 , et di est le morphisme identité Ur0 → Ur0 pour i = 1, ..., n+1. On obtient
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une description similaire pour les morphismes sj , i.e. on répète rj dans l’index. On
voit que les di et sj vériﬁent la loi de composition dans ∆
◦, donc C U est un objet
simplicial.
Soit T une catégorie abélienne. Le foncteur
C –(1) : T → Simp1(Diag1 T )
est alors déﬁni comme la composition de –(1) et C –, i.e. dans la déﬁnition de C –,
on prend U égal à
X(1) : ∆
′
→ Diag1(T ), [n] 7→ X(1)
n+1
pour tout objet X de T . On rappelle la déﬁnition de la somme dans Diag1(T ). Soient
X : I → T et Y : J → T deux objets de Diag1(T ). Leur somme X ⊔ Y : I ⊔ J → T
est l’extension évidente de X et Y à I ⊔ J , la réunion disjointe des catégories I et
J . On obtient pour tout objet X de T et tout n ∈ N,
CnX(1) =
⊔
[m0]→...→[mn]
X(1)m0+1
où [m0] → ... → [mn] parcourt toutes les chaînes de longueur n des ﬂèches de ∆
′
(on rappelle que mi ∈ N ∪ {−1}). Voici un dessin pour (la partie de degré ≤ 2) de
C0X(1) :
X
 
X
 
//
//
0
 
X 0 0 //
//
0
.
On remarque que CX(1) est un 2-diagramme de T de type C S1.
4.4.2
On note ModZ la catégorie des Z–modules. Soit A un anneau commutatif.
Comme A est un objet de ModZ, on peut considérer les 2-diagrammes A(1) et
CA(1) de ModZ. On rappelle leur structures de monoïde déﬁnies dans [Ill1] VI
11.1.
On rappelle que A(1) est un 2-diagramme de ModZ de type S1, où S1 est le 1-
diagramme de (Cat) de type ∆
′
déﬁni dans §4.4.1. Il existe une structure de monoïde
évidente sur la catégorie ∆
′
: la multiplication est déﬁnie par le foncteur
∆
′
×∆
′
→ ∆
′
, ([m], [n]) 7→ [m+ n+ 1],
où le morphisme (di,dj) sur ([m], [n]) est envoyé sur le morphisme di dm+j+1 sur [m+
n+1] ; l’élément neutre de ∆
′
est l’objet [−1]. Au-dessus de ∆
′
il existe une structure
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de monoïde pour S1 : la multiplication S1×S1 → S1 est juste les identiﬁcations
(∆◦)m+1 × (∆◦)n+1 = (∆◦)m+n+2 pour tout m,n ∈ N ∪ {−1}. Finalement on peut
déﬁnir le monoïde A(1). Il suﬃt de déﬁnir la multiplication A(1) × A(1) → A(1)
dans Diag2(ModZ), qui est équivalente aux morphismes d’objets (r+ s)-simpliciaux
A(1)r ×A(1)s → A(1)r+s
pour tout r, s ∈ N. En fait, d’après la déﬁnition 4.6 pour A(1)r, on voit qu’un tel
morphisme est induit par lamultiplication de A de façon évidente. Par la fonctorialité
de C –(1) et la commutativité de C –(1) avec ×, la multiplication de A(1) déﬁnit une
multiplication sur CA(1) tel que CA(1) est aussi un monoïde. (On remarque que les
déﬁnitions de produit sont diﬀérentes dans Diag1(T ) et dans Simp1(T ) : le produit
de deux objets de Diag1(T ) de type I et J respectivement est un 1-diagramme de T
de type I × J , or le produit de deux objets Z,W de Simp1(T ) est l’objet simplicial
déﬁni par (Z ×W )n = Zn ×Wn. La déﬁnition de produit de Diag1(T ) s’étend à
Diagr(T ) pour tout r ∈ N.)
On note Z[CA(1)] l’objet de Simp1(Diag1ModZ) obtenu en appliquant Z[–] sur
chaque sommet de CA(1). La multiplication de CA(1) induit un morphisme
Z[CA(1)]⊗ Z[CA(1)]→ Z[CA(1)]
où ⊗ est déﬁni comme × de Simp1(Diag1ModZ) mais en chaque sommet on rem-
place × par ⊗. Alors Z[CA(1)] est muni d’une structure d’anneau au sens de
[Ill1] VI 11.2.2, et on peut considérer les Z[CA(1)]-modules. Par déﬁnition, un
Z[CA(1)]-module est un objet de Simp1(Diag1ModZ) de type C S1 muni d’une ac-
tion de Z[CA(1)] (par ⊗ comme plus haut). Par exemple Z[CA(1)] lui-même est
un Z[CA(1)]-module.
Soit S un schéma. On note OS l’anneau structurel de S, et Mod(OS) la catégorie
des faisceaux de OS-modules. On note
Mod(C S1,OS)
la catégorie des 2-diagrammes de Mod(OS) de type C S1, et
Mod(Z[CA(1)]⊗OS)
la catégorie des Z[CA(1)] ⊗ OS-modules (au sens du paragraphe précédent). En
oubliant l’action de Z[CA(1)], on obtient un foncteur naturel de Mod(Z[CA(1)]⊗
OS) dans Mod(C S1,OS).
Le foncteur C –(1) déﬁnit un foncteur exact
C –(1) : Mod(A⊗OS)→ Mod(Z[C.A(1)]⊗OS), V 7→ C. V (1).
La propriété clé de C –(1) est montrée dans la proposition suivante, où D
∗(...) est
la catégorie dérivée de Mod(...). Sa démonstration par [Ill1] dépend de la résolution
τ≥−1NZst[A], voir §4.2.2.
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Proposition 4.7. Supposons que S est plat sur SpecZ. Alors le foncteur
C –(1) : D
[0,1](A⊗OS)→ D
b(Z[CA(1)]⊗OS)
est pleinement ﬁdèle, et son image essentielle se compose des objets Y tels que,
en tant qu’objet de Db(C S1,OS), Y est dans l’image essentielle de C –(1) :
D[0,1](OS)→ D
b(C S1,OS).
Démonstration. Via le corollaire 4.5, c’est un cas particulier de [Ill1] VI 11.5.2.4 en
prenant O = OS .
4.5 Le foncteur ner◦
4.5.1
Soit S un schéma quelconque et A un anneau commutatif. Dans §4.5 on considère
l’action de CA(1) sur C S(1), et on déﬁnit le diagramme Ner et le foncteur ner
◦
associé.
On déﬁnit d’abord C S(1). On applique la déﬁnition 4.6 lorsque T est égal à la
catégorie des faisceaux fpqc abéliens sur S, et X = S. On obtient le 2-diagramme
S(1) de T . Notons que les sommets de S(1) sont représentables par des schémas sur
S. En fait, comme S est l’objet ﬁnal de T , tous les sommets de S(1) sont isomorphes
à S. En particulier, pour tout r ∈ N, S(1)r est le schéma r-simplicial constant de
valeur S. Si l’on note (Sch /S) la catégorie des schémas sur S, alors S(1) est un
2-diagramme de (Sch /S). En appliquant C –(1) on obtient le 2-diagramme C S(1).
On considère l’action triviale de A sur S. Elle induit une action de A(1) sur S(1)
dans Diag2(Sch /S), puis une action de CA(1) sur C S(1) dans Simp1(Diag1 Sch /S).
L’action de A(1) sur S(1) n’est plus «triviale» : en fait, en chaque sommet cette ac-
tion est triviale, mais le type de cette action est la multiplication de S1 qui est
non-triviale. La même remarque vaut pour l’action de CA(1) sur C S(1).
4.5.2
On rappelle la déﬁnition du diagramme Ner par [Ill1] VI 2.5.1, 11.1.2.4. Soit T
une catégorie qui possède des produits ﬁnis et un objet ﬁnal. Soit K un objet de
T , M un monoïde de T qui agit sur K, i.e. il existe un morphisme M × K → K
vériﬁant la condition de cocyle usuelle. On lui associe l’objet simplicial
Ner(M,K) ∈ Simp1(T )
dont on explique la déﬁnition. Pour tout n ∈ N le n-ième étage de Ner(M,K) est
égal à Nern(M,K) = M
n × K. On déﬁnit le morphisme di : Nern+1(M,K) →
Nern(M,K) comme suit : pour tout (a0, ..., an, x) ∈M
n+1 ×K,
d0(a0, ..., an, x) = (a1, ..., an, a0x)
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di(a0, ..., an, x) = (a0, ..., ai+1ai, ...an, x), i = 1, ..., n− 1
dn(a0, ..., an, x) = (a0, ..., an−1, x).
Pour les morphismes sj : Nern(M,K)→ Nern+1(M,K), on a :
sj(a0, ..., an−1, x) = (a0, ..., aj−1, 1, aj , ..., an−1, x), j = 0, ..., n.
(On prétend que T est la catégorie des ensembles, mais ces formules sont valables
en toute généralité.) Avec les di et sj , Ner(M,K) est un objet simplicial.
On prend T = Simp1(Diag1 Sch /S). L’action de CA(1) sur C S(1) dans T
déﬁnit l’objet
Ner(CA(1),C S(1)) ∈ Simp2(Diag1 Sch /S).
En particulier, on a Nern(CA(1),C S(1)) = CA(1)
n × C S(1) pour tout n ∈ N.
Soit X un (multi-)diagramme de schémas. On va déﬁnir une catégorie appelée
Mod(X), qui est similaire (mais diﬀérente !) au topos total Top◦ de [Ill1] VI 5.2.
La catégorie Mod(X) est importante pour nous car le complexe de Lie appartient
à la catégorie dérivée de Mod(X) pour un certain X. On ﬁxe d’abord la notation
d’image inverse.
Notation. Soit f : X → Y un morphisme de schéma. On note f−1 le foncteur
d’image inverse ensembliste, et f∗ l’image inverse de OX -module, dans tous les
topos : Zariski, fpqc, etc..
Une remarque pour cette notation dans la littérature. Dans [SGA4] le foncteur
d’image inverse ensembliste est noté par f∗ lorsque le topos ambiant n’est pas annelé ;
quand il est annelé c’est f−1 qui représente l’image inverse ensembliste, et f∗ pour
celui de OX -module. Dans [Ill1] VI, VII, Illusie travaille avec un grand site, donc
tout morphisme de schéma est un morphisme de localisation. Dans ce cas il n’y a
pas de diﬀérence entre l’image inverse ensembliste et de OX -module, donc Illusie
utilise f∗ partout. Dans notre cas, comme on travaille avec le petit topos de Zariski,
f−1 et f∗ sont bien diﬀérents. En particulier, les théorèmes dans [Ill1] VI 8 qui sont
écrits avec f∗, ne sont valables que pour notre f−1.
Maintenant on déﬁnit la catégorie Mod(X). Soit I une (petite) catégorie, et X
un 1-diagramme de schémas de type I. Pour toute ﬂèche f : i → j de I, on note
f : Xi → Xj le morphisme de schémas associé. On note Mod(OY ) la catégorie des
faisceaux de OY -modules pour tout schéma Y . On note ob I l’ensemble des objets
de I, et ﬂ I l’ensemble des ﬂèches de I.
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Définition 4.8. Soit X un 1-diagramme de schémas de type I. On note
Mod(X)
la catégorie des systèmes (Mi,Mf )i∈ob I,f∈fl I , où
Mi ∈ Mod(OXi)
pour tout i, et
Mf :Mi → f
∗Mj
est un morphisme de Mod(OXi) pour toute f : i→ j. On suppose que lesMf vériﬁent
la condition de cocyle évidente. Les morphismes de Mod(X) sont les morphismes de
système (Mi) compatibles avec tous les Mf .
On appelle Mf les morphismes de transition de (Mi,Mf ). La déﬁnition de
Mod(X) s’étend facilement aux r-diagrammes de schémas pour tout r ∈ N. La
catégorie Mod(X) est une catégorie abélienne lorsque tous les f : Xi → Xj sont
plats. Dans ce cas on note D∗(X) la catégorie dérivée de Mod(X).
Remarque 4.9. La catégorie D(X) est la bonne catégorie pour déﬁnir le complexe
de Lie d’un diagramme de schémas en groupes sur le topos de Zariski. En eﬀet, soit
S un schéma, G,H deux schémas en groupes sur S, et f : G → H un morphisme
de schémas en groupes sur S. Alors il existe un morphisme naturel de complexe
cotangent
f∗ LH/S → LG/S .
On note ℓG = L e
∗ LG/S le complexe de co-Lie de G (où e est la section unité), et
ℓ∨G = RHomOS (ℓG,OS) le complexe de Lie de G ; on utilise les mêmes notations
pour H. Alors le morphisme précédent induit des morphismes
L f∗ℓH → ℓG, ℓ
∨
G → L f
∗ℓ∨H .
Si l’on note X le diagramme de schémas associé à f , i.e. X possède deux sommets
G et H et une ﬂèche f , alors le complexe de Lie de X (au sens de §4.7.1) est un
objet de D(X). Voir §4.7.1 pour les détails.
4.5.3
Maintenant on déﬁnit le foncteur ner◦. On remarque que notre déﬁnition est
similaire mais diﬀérente de celle dans [Ill1] VI 8.1.5, parce que dans notre déﬁnition,
f∗ est l’image inverse de OX -module, mais dans [Ill1] VI 8.1.5 f
∗ représente l’image
inverse ensembliste.
On rappelle que, dans le diagramme Ner(CA(1),C S(1)) de §4.5.2 il existe deux
morphismes
d0,d1 : CA(1)× C S(1)⇒ C S(1)
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entre le 0-ième et le premier étage. Le morphisme d0 est déﬁni par l’action de CA(1)
sur C S(1), et le morphisme d1 est la projection sur C S(1). Pour tout n ∈ N, on
note
pn : CA(1)
n × C S(1)→ C S(1)
la projection sur C S(1). On a en fait pn = d1 d2 ...dn.
Soit M un objet de Mod(Z[CA(1)] ⊗ OS). Alors M est un faisceau sur le
diagramme C S(1). L’action de CA(1) sur M est équivalente à un morphisme
aM : d
∗
1M → d
∗
0M
qui vériﬁe la condition de cocyle de [Ill1] VI 8.1. Cette notation sera utilisée dans la
déﬁnition suivante.
Définition 4.10. On déﬁnit le foncteur
ner◦ : Mod(Z[CA(1)]⊗OS)→ Mod(Ner(CA(1),C S(1)))
comme suit. Pour tout M ∈ Mod(Z[CA(1)] ⊗ OS) et tout n ∈ N, le n-ième étage
de ner◦(M) est égal à
ner◦n(M) = p
∗
nM.
Les morphismes de transition de ner◦(M) sont déﬁnis de la manière suivante ([Ill1]
VI 8.1.5) : ner◦n+1(M) → d
∗
i ner
◦
n(M) est égal à l’identité pour i = 1, ..., n + 1, et
à (d2 ...dn+1)
∗aM pour i = 0 ; ner
◦
n(M) → s
∗
j ner
◦
n+1(M) est égal à l’identité pour
j = 0, ..., n.
D’après §4.5.1, chaque sommet de C S(1) est isomorphe à S. La restriction de pn
à chaque sommet de CA(1)
n × C S(1) est isomorphe à la projection A
m × S → S
pour un certain m, donc pn est plat. Donc ner
◦ est exact, et on utilise la même
notation pour le foncteur dérivé.
Proposition 4.11. Le foncteur
ner◦ : Db(Z[CA(1)]⊗OS)→ D
b(Ner(CA(1),C S(1)))
est pleinement ﬁdèle, et son image essentielle se compose des objets Y de la catégorie
à droite, tels que pour tout i ∈ Z, Hi(Y ) est un objet de Mod(Ner(CA(1),C S(1)))
qui est dans l’image essentielle de ner◦ de la déﬁnition 4.10.
La démonstration est l’objectif de la section suivante.
44 CHAPITRE 4. COMPLEXES DE LIE
4.6 Preuve de la proposition 4.11
4.6.1
La démonstration de la proposition 4.11 se ramène (d’une manière non-évidente)
au théorème [Ill1] VI 8.4.2.1. Rappelons d’abord le contexte de [Ill1] VI 8.4.2.1.
On appelle un topos ﬁbré simplicial (ou topos ﬁbré au-dessus de ∆◦) X la donnée
suivante : un topos Xn pour tout n ∈ N , et les morphismes de topos
di : Xn+1 → Xn sj : Xn → Xn+1
pour i = 0, ..., n + 1 et j = 0, ..., n. On suppose que les di, sj vériﬁent la loi de
composition dans ∆◦.
Soit X un topos ﬁbré simplicial. On appelle le topos classiﬁant BX de X la
catégorie des couples (M,aM ), où M est un objet de X0, et aM est un morphisme
aM : d
−1
1 M → d
−1
0 M
dans X1, qui vériﬁe la condition de cocyle usuelle (cf. la déﬁnition de aM dans §4.5
ou [Ill1] VI 8.1.1). Les morphismes de BX sont les morphismes deM qui commutent
avec aM .
On appelle le topos total Top◦X deX la catégorie des systèmes (Mn,Mf )n∈N,f∈fl∆◦ ,
où pour tout n ∈ N, Mn est un objet de Xn, et pour tout f : [m]→ [n] dans ∆◦,
Mf :Mm → f
−1Mn
est un morphisme de Xm qui vériﬁe la condition de cocyle usuelle. Ici f : Xm → Xn
est le morphisme qui apparaît dans la déﬁnition d’un topos ﬁbré simplicial. Les
morphismes de Top◦X sont les morphismes de Mn commutant avec les Mf . La
déﬁnition de Top◦ est similaire à la déﬁnition 4.8, sauf qu’ici on utilise f−1. Il existe
une version duale Top, qui consiste en les systèmes (Mn,M
′
f ) oùM
′
f : f
−1Mn →Mm
est dans le sens inverse, cf. [Ill1] VI 5.2.
La déﬁnition d’un topos ﬁbré simplicial et de Top◦ se généralise facilement aux
topos ﬁbrés quelconques. Par déﬁnition, un topos ﬁbré sur une catégorie I est l’objet
obtenu en remplaçant ∆◦ par I dans la déﬁnition d’un topos ﬁbré simplicial. Les
exemples de topos ﬁbrés sont fournis par les diagrammes de schémas. Soit S un
1-diagramme de schémas de type I. On considère par exemple S˜Zar le petit topos
de Zariski de S, qui consiste en la donnée suivante : pour tout i ∈ ob I, le petit
topos de Zariski S˜i,Zar de schéma Si, et pour tout f : i→ j, le morphisme de topos
f : S˜i,Zar → S˜j,Zar induit par f : Si → Sj . On obtient une déﬁnition similaire pour
S˜fpqc le grand topos fpqc.
D’après la déﬁnition 4.10 il existe un foncteur
ner◦ : BX → Top◦X
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déﬁni par les mêmes formules, sauf qu’à chaque fois on remplace ∗ par −1.
Soit O un anneau de BX tel que aO est un isomorphisme. On note Mod(BX) la
catégorie des O-modules dans BX. On note Mod(Top◦X) la catégorie des ner◦O-
modules dans Top◦X. Le foncteur ner◦ déﬁnit un foncteur exact
ner◦ : Mod(BX)→ Mod(Top◦X)
(car f−1 est exact pour tout morphisme de topos f).
Avant d’énoncer le théorème [Ill1] VI 8.4.2.1 on rappelle deux conditions tech-
niques qui apparaissent dans [Ill1]. Soit X un topos ﬁbré simplicial. On dit que X
est bon si tous les d−1i et s
−1
j admettent des adjoints à gauche. On dit que X est une
pseudo-catégorie si pour tout n ∈ N, le morphisme de changement de base
(d0 ...d0)
−1d1∗ → dn+1∗(d0 ...d0)
−1
relatif au carré
Xn+1
d0 ... d0 //
dn+1

X1
d1

Xn
d0 ... d0 // X0
est un isomorphisme.
Théorème ([Ill1] VI 8.4.2.1). Soit X un topos ﬁbré simplicial, et O un anneau
de BX qui vériﬁe la propriété dans la déﬁnition de ner◦. Supposons que X est une
bonne pseudo-catégorie, telle que pour tout n ∈ N, (d0 ...d0)−1 envoie les injectifs
de Mod(X0) sur des injectifs de Mod(Xn). Alors
ner◦ : Db(BX)→ Db(Top◦X)
est pleinement ﬁdèle, et son image essentielle se compose des objets Y de Db(Top◦X),
tels que pour tout i ∈ Z, Hi(Y ) est dans l’image essentielle du foncteur ner◦ :
Mod(BX)→ Mod(Top◦X).
4.6.2
On veut appliquer [Ill1] VI 8.4.2.1 pour montrer la proposition 4.11. L’idée
naïve est de construire un topos ﬁbré simplicial X, tel que pour tout n ∈ N, Xn
est le Top◦ du petit topos de Zariski du diagramme Nern(CA(1),C S(1)). Cette
idée ne marche pas parce que dans la déﬁnition de Mod(Ner(CA(1),C S(1))) (cf.
déﬁnition 4.8), les morphismes de transition sont des morphismes à valeur dans
f∗Mn, mais dans Mod(Top
◦X) c’est remplacé par f−1Mn. Donc les catégories
Mod(Ner(CA(1),C S(1))) et Mod(Top
◦X) ne coïncident pas.
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L’observation est que pour tout morphisme de schéma f , les foncteurs f−1 et f∗
coïncident lorsque f est un morphisme de localisation pour le topos ambiant, i.e. f
appartient au site ambiant. Le topos ambiant du diagramme Ner(CA(1),C S(1))
n’est pas le petit topos de Zariski mais le topos engendré par les morphismes dans
Ner(CA(1),C S(1)). Ces morphismes sont d’un type très simple : ils sont égaux à
Am×S → An×S comme morphismes de schémas sur S pour certains m,n ∈ N. On
appelle ces morphismes des isomorphismes locaux, cf. §4.6.3. Le topos engendré par
les isomorphismes locaux d’un schéma est en fait équivalent au topos de Zariski :
c’est un corollaire du lemme de comparaison de [SGA4]. Donc quand on applique
[Ill1] VI 8.4.2.1 au site des isomorphismes locaux, on trouve la bonne notion d’image
inverse et l’égalité Mod(Top◦X) = Mod(Ner(CA(1),C S(1))).
4.6.3
On déﬁnit la notion d’isomorphisme local, et on montre la comparaison entre le
topos des isomorphismes locaux et le topos de Zariski.
Soit f : Y → X un morphisme de schéma. On dit que f est un isomorphisme
local (pour la topologie de Zariski), s’il existe un recouvrement ouvert (Vi)i∈I de Y ,
tel que pour tout i, f|Vi : Vi → X est une immersion ouverte.
Définition 4.12. Pour tout schémaX, on déﬁnit le siteXloc de la manière suivante :
comme une catégorie, on a
Xloc = {f : Y → X isomorphisme local};
les familles couvrantes d’un objet Y deXloc sont toutes les familles (fα : Yα → Y )α∈A
de morphismes dans Xloc telles que
⋃
α
fα(Yα) = Y . On appelle Xloc le site loc de X.
On note XZar le petit site de Zariski de X. On note X˜loc, X˜Zar les topos associés
aux sites Xloc, XZar, respectivement. Il existe un morphisme de site naturel
u : XZar → Xloc
qui envoie un objet U → X de XZar (donc c’est une immersion ouverte) vers le même
objet dans Xloc. On note
δ : X˜loc → X˜Zar
le morphisme de topos induit par u. La donné de δ consiste en deux foncteurs
δ∗ : X˜loc → X˜Zar
δ−1 : X˜Zar → X˜loc
où δ∗ est la restriction d’un faisceau sur Xloc à XZar, et δ
−1 est la faisceautisation
d’un faisceau sur XZar (comme un préfaisceau sur Xloc). Le foncteur δ
−1 est un
adjoint à gauche canonique de δ∗.
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Proposition 4.13. Les foncteurs δ∗ et δ−1 sont quasi-inverses entre eux.
Démonstration. C’est un cas particulier de [SGA4] III, théorème 4.1. On rappelle
que la condition clé de ce théorème est que tout objet de Xloc est recouvert par
des objets de XZar, et c’est déduit directement de la déﬁnition. Dans la preuve du
théorème on trouve une construction explicite d’un quasi-inverse, et c’est δ−1 dans
notre cas.
Pour tout schéma X, on note OX le faisceau structurel de X (pour le topos de
Zariski), et Mod(OX) la catégorie des OX -modules. On note le faisceau δ
−1OX sur
Xloc par OXloc . On note Mod(OXloc) la catégorie des OXloc-modules.
Corollaire 4.14. Le foncteur δ∗ : Mod(OXloc)→ Mod(OX) est une équivalence de
catégorie, et δ−1 est un quasi-inverse de δ∗.
Soit f : Y → X un morphisme de schéma quelconque. Comme les isomorphismes
locaux sont stables par changement de base, f induit un morphisme de site
v : Xloc → Yloc.
Le foncteur v est un foncteur continu au sens de [SGA4] III 1.1, i.e. pour tout
faisceau F sur Yloc, F ◦ v est un faisceau sur Xloc. D’après [SGA4] III 1.2, v induit
un morphisme de topos f : Y˜loc → X˜loc, i.e. il existe un couple de foncteurs (f
−1, f∗),
f−1 : X˜loc → Y˜loc f∗ : Y˜loc → X˜loc,
tel que f−1 est un adjoint à gauche de f∗. (On remarque que f∗ est la restriction
d’un faisceau de Yloc à Xloc par v, et f
−1 est déﬁni de façon similaire à l’image
inverse ensembliste usuelle pour le site de Zariski.)
Lorsque f est un isomorphisme local, on a f−1OXloc = OYloc , donc f
−1 induit
un foncteur f−1 : Mod(OXloc) → Mod(OYloc). On note f
∗ : Mod(OX) → Mod(OY )
le foncteur d’image inverse de OX -modules comme dans §4.5.
Lemme 4.15. Si f : Y → X est un isomorphisme local de schémas, alors le
diagramme suivant
Mod(OX)
f∗
−−−−→ Mod(OY )yδ−1 yδ−1
Mod(OXloc)
f−1
−−−−→ Mod(OYloc)
est commutatif.
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Démonstration. Soit M un objet de Mod(OX). On déﬁnit d’abord un morphisme
fonctoriel dans Mod(OYloc) :
ϕ : f−1δ−1M → δ−1f∗M.
Via la propriété d’adjonction de f−1 et δ−1, il est équivalent de déﬁnir
ϕ′ :M → δ∗f∗δ
−1f∗M
dans Mod(OX). En fait, on a δ∗f∗δ
−1f∗M = f∗δ∗δ
−1f∗M = f∗f
∗M . D’ailleurs, si
on note f−1 : X˜Zar → Y˜Zar l’image inverse ensembliste, alors il existe un morphisme
naturel M → f∗f
−1M . La composition de ce morphisme avec f−1M → f∗M
déﬁnit ϕ′.
On montre que ϕ est un isomorphisme. Il suﬃt de le vériﬁer pour tout ouvert
V de Y tel que f|V : V → X est une immersion ouverte. Or, f
−1δ−1M(V ) =
δ−1M(V ) = f∗M(V ) parce que f|V est une immersion ouverte, donc δ
−1f∗M(V ) =
f∗M(V ) = f−1δ−1M(V ).
4.6.4
A l’aide du site loc, on peut ramener la proposition 4.11 à [Ill1] VI 8.4.2.1.
Rappelons que Ner(CA(1),C S(1)) est l’objet de Simp2(Diag1 Sch /S) déﬁni
dans §4.5.2. On déﬁnit un topos ﬁbré simplicial X = (Xn)n∈N, tel que pour tout
n ∈ N,
Xn = Top
◦Nern(CA(1),C S(1))loc
le topos total de topos loc du diagramme Nern(CA(1),C S(1)) (où le tilde sur
Nern(...) est négligé). Les morphismes di, sj de X sont induits par les morphismes
correspondants dans le diagramme Ner(CA(1),C S(1)).
On note
O ∈ X0
le faisceau structurel de C S(1)loc, i.e. O est égal à OSloc sur chaque sommet de
C S(1)loc, et les morphismes de transition de O sont idOSloc . Alors d
−1
0 O et d
−1
1 O
sont canoniquement isomorphes au faisceau structurel de (CA(1)×C S(1))loc. Avec
cet isomorphisme, O est un objet de BX. Par ailleurs il existe un isomorphisme
canonique
Top◦X = Top◦Ner(CA(1),C S(1))loc,
tel que ner◦O est égal au faisceau structurel de Ner(CA(1),C S(1))loc, où ner
◦ est
déﬁni dans §4.6.1. On utilise la notation
Mod(Ner(CA(1),C S(1))loc)
pour la catégorie des ner◦O-modules.
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Proposition 4.16. Soit X le topos ﬁbré simplicial associé à A et S par §4.6.4.
Alors le foncteur
ner◦ : Db(BX)→ Db(Ner(CA(1),C S(1))loc)
est pleinement ﬁdèle, et son image essentielle se compose des objets Y tels que pour
tout i, Hi(Y ) est dans l’image essentielle du foncteur ner◦ pour les modules.
Démonstration. D’après [Ill1] VI 8.4.2.1 il suﬃt de montrer :
a) X est un bon topos ﬁbré ;
b) X est une pseudo-catégorie ;
c) (d0 ...d0)
−1 envoie les injectifs dans les injectifs.
On a déjà vu dans §4.6.2 que les morphismes dans le diagramme Ner(CA(1),C S(1))
sont des morphismes de localisation pour le topos loc, donc ils possèdent des adjoints
à gauche. Donc a) est vrai.
Pour c), il suﬃt de montrer que
(d0 ...d0)
−1 : Mod(X0)→ Mod(Xn)
admet un adjoint à gauche exact. Par le même argument que précédemment, sur
chaque sommet (d0 ...d0)
−1 admet un adjoint à gauche exact (d0 ...d0)!. En général,
cela n’implique pas que
(d0 ...d0)! : Mod(Xn)→ Mod(X0)
est exact. Mais ici le morphisme
d0 ...d0 : CA(1)
n × C S(1)→ C S(1).
possède une propriété très particulière : soient x1, x2 deux sommets de CA(1)
n ×
C S(1), si d0 ...d0 envoie x1, x2 sur le même sommet, alors il n’y a pas de ﬂèche
entre x1 et x2. Alors l’exactitude de (d0 ...d0)! sur chaque sommet implique bien
l’exactitude de (d0 ...d0)! (on doit utiliser une formule pour (d0 ...d0)! similaire à
celle de m∗ dans [Ill1] VI 5.8.2).
Pour b), on montre l’isomorphisme (d0 ...d0)! d
−1
n+1 = d
−1
1 (d0 ...d0)!. Notons que
dans le diagramme
CA(1)
n+1 × C S(1)
d0 ... d0−−−−→ CA(1)× C S(1)ydn+1 yd1
CA(1)
n × C S(1)
d0 ... d0−−−−→ C S(1),
la première ligne est une réunion disjointe de la deuxième ligne indexée par les
sommets de CA(1), et les morphismes verticaux sont les projections. Cela implique
l’isomorphisme dont on a besoin.
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Preuve de proposition 4.11. Supposons queX est le topos ﬁbré simplicial déﬁni dans
la proposition 4.16. On peut montrer facilement (ou on applique [Ill1] VI 11.5.3.2)
que
Db(BX) = Db(Z[CA(1)]⊗OSloc)
(dans [Ill1] VI 11.5.3.2, BX est noté comme BA). Il existe un diagramme commutatif
Db(Z[CA(1)]⊗OS)
ner◦
−−−−→ Db(Ner(CA(1),C S(1)))yδ−1 yδ−1
Db(Z[CA(1)]⊗OSloc)
ner◦
−−−−→ Db(Ner(CA(1),C S(1))loc).
Les deux foncteurs verticaux sont des équivalences d’après le corollaire 4.14. Le
foncteur ner◦ en haut est déﬁni par p∗n, et celui en bas est déﬁni par p
−1
n . La
commutativité du carré se déduit du lemme 4.15. Donc la proposition 4.11 pour
le ner◦ en haut se déduit de la proposition 4.16 sur les mêmes propriétés du ner◦ en
bas.
Remarque 4.17. Une remarque sur le théorème [Ill1] VI 8.4.2.1. Dans [Ill1], ce théo-
rème est obtenu comme un corollaire du théorème VI 8.4.2 qui décrit HomDb(Top◦X)(ner
◦M, ner◦N)
pour deux objets M,N de Db(BX). En général, le foncteur Hom dans la catégorie
dérivée est calculé par le foncteur dérivé de Hom total dans la catégorie des com-
plexes, cf. [W] 10.7. Le théorème VI 8.4.2 de [Ill1] est plus compliqué : il dépend de
la théorie des modules induits et coinduits de [Ill1] VI 8.3.
Dans notre cas, nous ramenons la proposition 4.11 à [Ill1] VI 8.4.2.1 par une
astuce élémentaire. Il existe très probablement une démonstration directe pour la
proposition 4.11. Mais nous croyons que la théorie de [Ill1] VI 8.3 est toujours
essentielle.
4.7 Le complexe Aℓ
∨
G
4.7.1
A l’aide de la proposition 4.7 et 4.11, on peut déﬁnir Aℓ
∨
G par la même méthode
que pour Aℓ
∨
G, cf. [Ill1] VII 4.1.4.1 ou §4.2.2. On rappelle d’abord la notion de
complexe cotangent usuel.
Soit X → Y un morphisme de schéma. Le complexe cotangent LX/Y est le OX -
module simplicial
LX/Y = ΩP

(OX)/OY ⊗P(OX) OX
où P(OX) est la résolution standard ([Ill1] I 1.5) de OX sur OY . L’objet de D
≤0(OX)
qui correspond (via Dold-Kan) à LX/Y sera aussi noté par LX/Y .
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La notion de complexe cotangent s’étend aux morphismes de (multi-)diagrammes
de schémas ([Ill1] VII 1.2.1). On les rappelle pour les morphismes de 1-diagrammes
(et la généralisation aux r-diagrammes pour tout r sera évidente). Soit X un 1-
diagramme de schémas de type I. On note XZar le petit site de Zariski de X (c’est un
site ﬁbré au-dessus de I), et X˜Zar le petit topos de Zariski de X (§4.6.1). On rappelle
la déﬁnition de Top X˜Zar dans §4.6.1 : les objets de Top X˜Zar sont les systèmes
(Mi,Mf )i∈ob I,f∈fl I , où pour tout i, Mi est un faisceau sur Xi,Zar, et pour tout
f : i→ j, Mf : f
−1Mj →Mi est un morphisme de faisceaux sur Xi,Zar qui vériﬁe la
condition de cocyle. On note OXZar ∈ Top X˜Zar le faisceau structurel de XZar : pour
tout i, la restriction de OXZar sur Xi est égale à OXi , et les morphismes de transition
sont les morphismes induits par f : Xi → Xj . On appelle un OXZar-module un objet
de Top X˜Zar muni d’une structure de OXZar-module.
Soit X → Y un morphisme de 1-diagramme de schémas. Par déﬁnition, le
complexe cotangent LX/Y est le OXZar-module simplicial, tel que pour tout i, la
restriction de LX/Y sur Xi est égale à LXi/Yα(i) , où Yα(i) est le sommet de Y au-
dessous de Xi ; le morphisme de transition f
−1 LXj/Yα(j) → LXi/Yα(i) est déﬁni par
la fonctorialité du complexe cotangent relative au carré
Xi
f
//

Xj

Yα(i)
f
// Yα(j)
,
cf. [Ill1] II 1.2.7.2.
Maintenant on suppose que S est un schéma, et G est un schéma en groupes, plat
et de présentation ﬁnie sur S. On peut considérer le complexe de Lie et de co-Lie
associé à G. Par déﬁnition, le complexe de co-Lie de G est l’objet de D≤0(OS) déﬁni
par
ℓG = L e
∗ LG/S ,
où e est la section unité de G. En fait, comme G est localement d’intersection
complète sur S ([Ill1] VII 2.4.1), ℓG est un complexe parfait ([SGA6] I, [Ill1] III
3.2.6) d’amplitude [−1, 0]. On appelle
ℓ∨G = RHomOS (ℓG,OS)
le complexe de Lie de G.
On peut étendre la déﬁnition de ℓG et ℓ
∨
G aux diagrammes de schémas en groupes.
Pour cela, il faut d’abord déﬁnir les «schémas en groupes» sur un diagramme de
schémas. Comme précédemment, on le déﬁnit seulement pour les 1-diagrammes,
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donc on suppose que S est un 1-diagramme de schémas de type I. Soit G un 1-
diagramme de schémas au-dessus de S, i.e. G est aussi de type I et G → S est un
morphisme de 1-diagramme de type idI . On dit que G est un schéma en groupes plat
et de présentation ﬁnie sur S si pour tout objet i de I, Gi est un schéma en groupes
plat et de présentation ﬁnie sur Si, et pour tout f : i→ j, dans le diagramme
Gi
f
//

Gj

Si
f
// Sj
le morphisme Gi → Gj est un morphisme de schémas en groupes sur Sj .
On peut utiliser les déﬁnitions suivantes :
ℓG = L e
∗ LG/S ∈ D
≤0(OS)
ℓ∨G = RHomOS (ℓG,OSZar) ∈ D
≥0(S),
où OS ∈ Top S˜Zar est l’anneau structurel de SZar, et D
≥0(S) est la catégorie déﬁnie
dans la déﬁnition 4.8. (SiM est un objet de Mod(OS), alors son dualM
∨ est un objet
de Mod(S) parce que le morphisme de transition f−1Mj → Mi de M , qui est un
morphisme de faisceau ensembliste, est équivalent à un morphisme de OSi-modules
f∗Mj →Mi.)
Pour tout objet i de I, la restriction de ℓG à Si est isomorphe à ℓGi , donc est
un complexe parfait de D≤0(OSi) d’amplitude [−1, 0]. On en déduit que H
n(ℓG) est
isomorphe à 0 pour tout n 6= −1, 0, et que ℓG est isomorphe dans D
≤0(OS) à sa
troncation τ≥−1ℓG en degré −1. Comme ℓG est seulement déﬁni à isomorphisme
près, il est raisonnable de regarder ℓG comme un objet de D
[−1,0](OS). On remarque
qu’en général, on ne sait pas si ℓG est un complexe parfait dans D
≤0(OS).
4.7.2
Soit A un anneau commutatif, S un schéma, et G un schéma en A-modules, plat
et de présentation ﬁnie sur S. On note S(1) le 2-diagramme de (Sch /S) déﬁni dans
§4.5.1. Quand on remplace S par G dans la déﬁnition de §4.5.1, i.e. on prend dans
la déﬁnition 4.6 T égal à la catégorie des faisceaux abéliens fpqc sur S et X = G,
on obtient le 2-diagramme G(1) de (Sch /S) de type S1. Le diagramme G(1) vériﬁe
la propriété suivante : pour tout r ∈ N, G(1)r est le translaté de l’objet r-simplicial
constant de valeur G.
Le même argument que §4.5.1 nous fournit une action de A(1) sur G(1) dans
Diag2(Sch /S), puis une action de CA(1) sur CG(1) dans Simp1(Diag1 Sch /S). On
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considère l’objet nerf
Ner(CA(1),CG(1)) ∈ Simp2(Diag1 Sch /S)
déﬁni dans §4.5.2. Comme G est un schéma en groupes sur S, on voit facilement
que Ner(CA(1),CG(1)) est un schéma en groupes plat et de présentation ﬁnie
sur Ner(CA(1),C S(1)) au sens de §4.7.1. On montre la proposition suivante, qui
déﬁnit le complexe de Lie A-équivariant Aℓ
∨
G sur le topos de Zariski.
Proposition 4.18. Supposons que S est plat sur SpecZ. Rappelons que le foncteur
C –(1) ( resp. ner
◦) est déﬁni dans §4.4.3 ( resp. la déﬁnition 4.10). Alors il existe
un objet
Aℓ
∨
G ∈ D
[0,1](A⊗OS),
unique à isomorphisme unique près, tel que
ner◦(C Aℓ
∨
G(1))
∼= ℓ∨Ner(C

A(1),C

G(1))
dans Db(Ner(CA(1),C S(1))).
Démonstration. On montre d’abord que ℓ∨Ner(C

A(1),C

G(1)) est dans l’image essen-
tielle de
ner◦ : Db(Z[CA(1)]⊗OS)→ D
b(Ner(CA(1),C S(1))).
D’après la proposition 4.11, c’est équivalent à montrer que les Hi de ℓ∨Ner(C

A(1),C

G(1))
sont dans l’image essentielle de ner◦ pour les modules. On remarque que, par [Ill1]
VI 8.1.6, un module E sur un objet nerf est dans l’image essentielle de ner◦ si son
premier décalé ([Ill1] VI 1.3)
Dec1(E)
est un diagramme cartésien ([Ill1] VI 5.2.4). On se ramène à montrer que les Hi de
Dec1 ℓ
∨
Ner(C

A(1),C

G(1)) = ℓ
∨
Dec1 Ner(C A(1),CG(1))
sont cartésiens. Or, le diagramme
Dec1Ner(CA(1),CG(1))
est déﬁni en oubliant tous les d0 de Ner(CA(1),CG(1)). Donc le diagramme de
schéma Dec1Ner(CA(1),CG(1)) est cartésien au-dessus de Dec1Ner(CA(1),C S(1)).
Cela implique que ℓ∨Dec1 Ner(C A(1),CG(1)) est quasi-cartésien d’après la compatibilité
du complexe de Lie avec le changement de base ([Ill1] VII 3.1.1.4).
On a vu qu’il existe
L ∈ Db(Z[CA(1)]⊗OS)
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tel que
ner◦(L) ∼= ℓ∨Ner(C

A(1),C

G(1)).
On doit vériﬁer que L est dans l’image essentielle de
C –(1) : D
[0,1](A⊗OS)→ D
b(Z[CA(1)]⊗OS).
D’après la proposition 4.7, il suﬃt de montrer la même propriété pour l’image de L
dans Db(C S1,OS). Or, la déﬁnition de L implique que son image dans D
b(C S1,OS)
est isomorphe à ℓ∨C

G(1). On vériﬁe que la version Zariski de [Ill1] VII 4.1.3 est encore
vraie. En fait, via sa démonstration, il n’est pas diﬃcile de voir que la version Zariski
de [Ill1] VII 3.1.3.1 pour un schéma en groupes commutatif est vraie. D’après [Ill1]
VII 4.1.3.1, on a
ℓ∨C

G(1)
∼= C ℓ
∨
G(1).
Donc l’hypothèse de la proposition 4.7 est vériﬁée.
On obtient un objet Aℓ
∨
G ∈ D
[0,1](A⊗OS) tel que
C Aℓ
∨
G(1)
∼= L.
Cet objet est unique à un unique isomorphisme près parce que C –(1) et ner
◦ sont
pleinement ﬁdèles.
Proposition 4.19. Soit G un schéma en A-modules sur S comme précédemment.
Si G est lisse sur S, alors il existe un isomorphisme canonique
Aℓ
∨
G
∼= ω∨G
dans Db(A⊗OS), où la structure de A-module de ω
∨
G est induite par celle de G.
Démonstration. D’après la déﬁnition de Aℓ
∨
G, il suﬃt de montrer
ℓ∨Ner(C

A(1),C

G(1))
∼= ω∨Ner(C

A(1),C

G(1)).
Or, le schéma en groupes Ner(CA(1),CG(1)) est lisse sur Ner(CA(1),C S(1)),
donc son complexe cotangent coïncide avec son module diﬀérentiel. On en déduit
que son algèbre de Lie et son complexe de Lie sont isomorphes.
Proposition 4.20. Soit A et S comme précédemment, et
0→ G→ B → C → 0
une suite exacte de schémas en A-modules, plats et de présentation ﬁnie sur S, telle
que B et C sont lisses sur S. Alors il existe un isomorphisme canonique
Aℓ
∨
G
∼= [ω∨B → ω
∨
C ]
dans Db(A⊗OS), où le complexe à droite est placé en degrés 0 et 1.
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Démonstration. La suite dans la proposition induit une suite exacte de schémas en
groupes sur Ner(CA(1),C S(1)) :
0→ Ner(CA(1),CG(1))→ Ner(CA(1),CB(1))→ Ner(CA(1),CC(1))→ 0,
d’où un triangle distingué
ℓ∨Ner(C

A(1),C

G(1)) → ℓ
∨
Ner(C

A(1),C

B(1)) → ℓ
∨
Ner(C

A(1),C

C(1)) 9
dans Db(Ner(CA(1),C S(1))) d’après [Ill1] VII 3.1.1.5. Via la proposition 4.19, on
en déduit un isomorphisme
ℓ∨Ner(C

A(1),C

G(1))
∼= [ω∨Ner(C

A(1),C

B(1)) → ω
∨
Ner(C

A(1),C

C(1))],
où le complexe à droite est placé en degré 0 et 1. Mais ℓ∨Ner(C. A(1),C.G(1)) (resp.
ω∨Ner(C. A(1),C.B(1)), ω
∨
Ner(C. A(1),C. C(1))
) est l’image essentielle de Aℓ
∨
G (resp. ω
∨
B, ω
∨
C)
par ner◦ ◦C –(1). Comme Aℓ
∨
G et [ω
∨
B → ω
∨
C ] sont de degré cohomologique 0, 1, et
ner◦ ◦C –(1) est pleinement ﬁdèle sur D
[0,1] (cf. les propositions 4.7, 4.11) on obtient
Aℓ
∨
G
∼= [ω∨B → ω
∨
C ]
dans Db(A⊗OS).
Remarque 4.21. En général, sans l’hypothèse de lissité il n’est pas clair que le triangle
Aℓ
∨
G→Aℓ
∨
B→Aℓ
∨
C 9
existe dans Db(A⊗OS), car dans la démonstration le point clé est la pleine ﬁdélité de
la restriction de C –(1) sur D
[0,1]. Néanmoins il existe toujours un triangle distingué
canonique dans D(NZst[A]⊗OS), cf. [Ill1] VII 4.1.5 c).
Proposition 4.22. Soit G/S un schéma en A-modules comme précédemment. Soit
A′ → A un morphisme d’anneau. On note
Res : Db(A⊗OS)→ D
b(A′ ⊗OS)
le foncteur de restriction des scalaires induit par A′ → A. Alors il existe un isomor-
phisme canonique
Res(Aℓ
∨
G)
∼=A′ℓ
∨
G
dans Db(A′ ⊗OS).
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Démonstration. Cette propriété est énoncée dans [Ill1] VII 4.1.5 a) pour Aℓ
∨
G. Pour
démontrer la proposition, on considère le diagramme commutatif
Db(A⊗OS)
C

–(1)
−−−−→ Db(Z[CA(1)]⊗OS)
ner◦
−−−−→ Db(Ner(CA(1),C S(1)))yRes y y
Db(A′ ⊗OS)
C

–(1)
−−−−→ Db(Z[CA′(1)]⊗OS)
ner◦
−−−−→ Db(Ner(CA
′(1),C S(1)))
,
où la deuxième ﬂèche verticale est induite par le morphisme d’anneau Z[CA′(1)]→
Z[CA(1)], et la troisième est l’image inverse relative à
Ner(CA
′(1),C S(1))→ Ner(CA(1),C S(1)).
Par la déﬁnition de Aℓ
∨
G il suﬃt de montrer que la ﬂèche verticale à droite envoie
ℓ∨Ner(C

A(1),C

G(1)) sur ℓ
∨
Ner(C

A′(1),C

G(1)). Or, comme le diagramme
Ner(CA
′(1),CG(1)) //

Ner(CA(1),CG(1))

Ner(CA
′(1),C S(1)) // Ner(CA(1),C S(1))
est cartésien, cette propriété se déduit de la compatibilité du complexe de Lie avec
tout changement de base ([Ill1] VII 3.1.1.4).
4.7.3
La proposition suivante ne sera utilisée que dans §5.4.
Proposition 4.23. Soit S un schéma plat sur SpecZ, A,A′ deux anneaux, et
G ( resp. G′) un schéma en A-modules ( resp. schéma en A′-modules), plat et de
présentation ﬁnie sur S. Munissons le schéma en groupes G ×S G
′ de la structure
de A⊕A′-module naturelle. Alors il existe un isomorphisme canonique
A⊕A′ℓ
∨
G×G′
∼= Aℓ
∨
G ⊕ A′ℓ
∨
G′
dans Db((A⊕A′)⊗OS).
On montre d’abord le lemme suivant.
Lemme 4.24. Soit B le schéma de base. On note × = ×B,⊗ = ⊗OB dans la suite.
Soient S, T deux schémas plats sur B, et X → S, Y → T deux morphismes plats de
schémas sur B. Alors il existe un isomorphisme canonique
(LX/S ⊗OY )⊕ (OX ⊗ LY/T )
∼
−→ LX×Y/S×T
dans D≤0(OX×Y ).
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Démonstration. Via le triangle fondamental du complexe cotangent ([Ill1] II 2.1.2),
c’est un corollaire direct de [Ill1] II 2.3.11, le deuxième isomorphisme (appliqué à
X × Y et S × T respectivement).
On remarque que le lemme précédent reste valable lorsque B est un diagramme
de schémas, et X,Y, S, T sont des diagrammes de schémas sur B de même type. Cela
résulte du fait que [Ill1] II 2.3.11 est démontré plus généralement lorsque la base est
un topos annelé.
Preuve de la proposition 4.23. On applique le lemme 4.24 aux produits ﬁbrés
Ner(CA(1),CG(1)) ×
SNer(C

S1,C S1)
Ner(CA
′(1),CG
′(1)) = Ner(C(A⊕A
′)(1),C(G⊕G
′)(1))
Ner(CA(1),C S(1)) ×
SNer(C

S1,C S1)
Ner(CA
′(1),C S(1)) = Ner(C(A⊕A
′)(1),C S(1)),
où SNer(C

S1,C S1) est le diagramme de type Ner(C S1,C S1) de valeur constante
S. Alors l’isomorphisme dans la proposition vient de la déﬁnition de Aℓ
∨
G,A′ℓ
∨
G′ et
A⊕A′ℓ
∨
G×G′ .
4.8 Le complexe ℓ
M,∨
K
4.8.1
Soit M un monoïde commutatif, S un schéma, et K/S un schéma en groupes,
plat et de présentation ﬁnie muni d’une M -action. On va déﬁnir le complexe de Lie
M -équivariant de K,
ℓM,∨K ∈ D
b(Z[M ]⊗OS)
par une méthode similaire à [Ill1] VII 2 (pour le complexe cotangent équivariant).
On note Ner(M,K),Ner(M,S) les objets simpliciaux de (Sch /S) déﬁnis dans
§4.5.2, où l’action de M sur S est l’action triviale. La même formule que dans la
déﬁnition 4.10 nous fournit un foncteur
ner◦ : Db(Z[M ]⊗OS)→ D
b(Ner(M,S)).
On remarque que la proposition 4.11 est vraie dans ce contexte, parce que la dé-
monstration de §4.6 reste valable. La proposition suivante est démontrée par le même
argument que la proposition 4.18.
Proposition 4.25. Soit K un schéma en groupes sur S muni d’une M -action
comme précédemment. Alors il existe un objet ℓM,∨K de D
b(Z[M ] ⊗ OS), unique à
isomorphisme unique près, tel que
ner◦(ℓM,∨K )
∼= ℓ∨Ner(M,K)
dans Db(Ner(M,S)).
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4.8.2
On donne une formule pour ℓM,∨K lorsqueK s’injecte dans un schéma lisse par une
immersion fermée régulièreM -équivariante. Cette formule est bien connue quandM
est trivial ([Ill1] III 3.2.6), et elle est démontrée dans [Ill1] VII 2.2.5 pour le complexe
cotangent équivariant sur le grand topos fpqc. Notre démonstration suit le même
argument que [Ill1] VII 2.2.5. Remarquons que dans la démonstration, le complexe
cotangent d’un topos annelé ([Ill1] II) est utilisé d’une façon essentielle.
La notion d’une immersion fermée régulière est déﬁnie dans [SGA6] VII 1.4 et
[Ill1] III 3.2.2 en utilisant le complexe de Koszul. Dans le cas noethérien, elle est
équivalente à la déﬁnition usuelle qu’on rappelle ici. Soit i : Y → X une immersion
fermée de schémas. On note I ⊂ OX l’idéal de i. On dit que i est régulière si
localement sur X, I est engendré par une suite régulière de OX .
Pour tout complexe de OS-modules N , on note N
∨ le complexe déﬁni par
N∨i = Hom(N−i,OS) pour tout i ∈ Z.
Proposition 4.26. Soit K/S un schéma en groupes muni d’une M -action comme
précédemment. Soit X/S un schéma lisse muni d’une M -action, et i : K → X une
immersion fermée régulière M -équivariante sur S. On note I ⊂ OX l’idéal de i, et
e la section unité de K. Alors il existe un isomorphisme canonique
ℓM,∨K
∼= [e∗(I/I2)→ e∗i∗ΩX/S ]
∨
dans Db(Z[M ]⊗OS), où le complexe de droite est placé en degrés 0, 1 et muni de la
M -action naturelle (induite par les M -structures de K et X).
Démonstration. Comme l’immersion fermée i est M -équivariante, elle déﬁnit une
immersion fermée de schéma simplicial
i : Ner(M,K)→ Ner(M,X)
au-dessus de Ner(M,S). On considère le triangle fondamental de complexe cotangent
([Ill1] II 2.1.2) associé à i. On obtient un triangle distingué
i∗ LNer(M,X)/Ner(M,S) → LNer(M,K)/Ner(M,S) → LNer(M,K)/Ner(M,X) 9
dans D≤0(ONer(M,K)), où ONer(M,K) ∈ TopNer(M,K)Zar est le faisceau structurel
de Ner(M,K)Zar. Comme X est lisse sur S, on a
LNer(M,X)/Ner(M,S) ∼= ΩNer(M,X)/Ner(M,S).
D’autre part, on note
INer ⊂ ONer(M,X)
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l’idéal de l’immersion fermée i entre schémas simpliciaux, et on applique [Ill1] III
1.2.8 pour A = ONer(M,X), B = ONer(M,K). On obtient un morphisme de complexes
de ONer(M,K)-modules
ϕ : LNer(M,K)/Ner(M,X) → INer/I
2
Ner[1].
Par hypothèse, pour tout n
Nern(M,K)→ Nern(M,X)
est une immersion fermée régulière. Si l’on note ϕn la restriction de ϕ sur Nern(M,K),
alors par [Ill1] III 3.2.4, ϕn est un quasi-isomorphisme. Ceci implique que ϕ est aussi
un quasi-isomorphisme.
Par le triangle distingué, on obtient un isomorphisme
LNer(M,K)/Ner(M,S) ∼= [INer/I
2
Ner → i
∗ΩNer(M,X)/Ner(M,S)],
dans D≤0(ONer(M,K)), où le complexe à droite est placé en degré −1, 0. On en déduit
que
ℓ∨Ner(M,K)
∼= [e∗(INer/I
2
Ner)→ e
∗i∗ΩNer(M,X)/Ner(M,S)]
∨.
On voit facilement qu’il existe un isomorphisme
ner◦([e∗(I/I2)→ e∗i∗ΩX/S ]
∨) ∼= [e∗(INer/I
2
Ner)→ e
∗i∗ΩNer(M,X)/Ner(M,S)]
∨.
Comme ner◦ est pleinement ﬁdèle, la proposition se déduit de la déﬁnition de
ℓM,∨K .
4.9 La compatibilité des complexes de Lie
Soit A un anneau commutatif, S un schéma plat sur SpecZ, et G un schéma
en A-modules, plat et de présentation ﬁnie sur S. On a déﬁni le complexe Aℓ
∨
G ∈
Db(A ⊗OS) dans la proposition 4.18. On note A
mon le monoïde multiplicatif sous-
jacent à A, et on considère l’action de Amon sur G. La proposition 4.25 déﬁnit le
complexe
ℓA
mon,∨
G ∈ D
b(Z[Amon]⊗OS).
Le morphisme d’anneau Z[Amon]→ A déﬁnit un foncteur naturel
Com : Db(A⊗OS)→ D
b(Z[Amon]⊗OS).
Le but de cette section est de montrer la proposition suivante, qui est très naturelle
mais qui ne ﬁgure pas dans [Ill1].
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Proposition 4.27. Soit G un schéma en A-modules sur S comme précédemment.
Alors il existe un isomorphisme canonique
Com(Aℓ
∨
G)
∼= ℓ
Amon,∨
G
dans Db(Z[Amon]⊗OS).
Démonstration. On rappelle (cf. proposition 4.18) que la A-structure de Aℓ
∨
G est
déﬁnie par l’action de CA(1) sur CG(1). Quand on se restreint au premier sommet
de CG(1), on va retrouver l’action de A
mon sur G, donc la compatibilité de Aℓ
∨
G et
ℓA
mon,∨
G .
Plus précisément, on note C S(1) l’objet de Simp1(Diag1 Sch /S) déﬁni dans
§4.5.1. Par déﬁnition, on a
C0 S(1) =
⊔
r∈N
S(1)r,
où S(1)r est l’objet constant de Simpr(Sch /S), et
⊔
est la somme de 1-diagramme.
En prenant r = 0, on obtient un morphisme
iS : S → C S(1)
dans la catégorie Diag2(Sch /S), où S est le 2-diagramme pointé de valeur S. Le
morphisme iS est équivariant par rapport à l’action triviale de A
mon sur S et l’action
de CA(1) sur C S(1). Donc iS induit un morphisme
iS : Ner(A
mon, S)→ Ner(CA(1),C S(1))
dans Simp1(Diag2 Sch /S).
On considère le diagramme commutatif suivant
Db(A⊗OS)
C

–(1)
//
Com
))
Db(Z[CA(1)]⊗OS)
ner◦ //
i∗
S

Db(Ner(CA(1),C S(1)))
i∗
S

Db(Z[Amon]⊗OS)
ner◦ // Db(Ner(Amon, S))
.
Par déﬁnition de Aℓ
∨
G et ℓ
Amon,∨
G , on a
ner◦(C Aℓ
∨
G(1))
∼= ℓ∨Ner(C

A(1),C

G(1))
ner◦(ℓA
mon,∨
G )
∼= ℓ∨Ner(Amon,G).
Comme ner◦ est pleinement ﬁdèle, d’après le diagramme commutatif il suﬃt de
montrer
i∗S(ℓ
∨
Ner(C

A(1),C

G(1)))
∼= ℓ∨Ner(Amon,G).
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Pour cela, on considère le diagramme cartésien
Ner(Amon, G)
iG−−−−→ Ner(CA(1),CG(1))y y
Ner(Amon, S)
iS−−−−→ Ner(CA(1),C S(1))
,
où iG est déﬁni de façon similaire de iS , qui envoie G au premier sommet de CG(1).
Alors l’isomorphisme qu’on cherche est un corollaire de la compatibilité du complexe
de Lie avec le changement de base ([Ill1] VII 3.1.1.4).
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Chapitre 5
Modèle local de niveau Γ1(p)
5.1 Le déterminant d’un complexe parfait
5.1.1
Nous rappelons la théorie du déterminant de Knudsen-Mumford développée dans
[KM]. Le déterminant est un foncteur qui transforme un isomorphisme (dans la
catégorie dérivée) entre complexes parfaits en un isomorphisme de ﬁbrés en droites.
Ce foncteur sera utilisé dans la construction du modèle local (§5.3), où on l’applique
à l’isomorphisme obtenu dans le corollaire 1.3 de l’introduction. Dans cette section
on montre aussi quelques lemmes relatifs à la section canonique du déterminant d’un
complexe de modules localement libres, concentré en degré −1 et 0.
Soit S un schéma, et F un complexe de OS-modules. On dit que F est un
complexe parfait ([SGA6] I 4.7) si localement sur S, F est quasi-isomorphe à un
complexe borné de OS-modules libres de type ﬁni. On note
Parf(S)
la sous-catégorie pleine de D(OS) qui consiste en tous les complexes parfaits. On
note Parf-is(S) la sous-catégorie de Parf(S) avec les mêmes objets mais seulement
les isomorphismes comme morphismes. On note Pic(S) la catégorie des ﬁbrés en
droites sur S, et Pic-is(S) la sous-catégorie de Pic(S) avec les mêmes objets mais
seulement les isomorphismes comme morphismes.
Un déterminant est la donnée (det, i), où
det : Parf-is(S)→ Pic-is(S)
est un foncteur, et pour tout suite exacte de complexes parfaits
0→ G
α
−→ F
β
−→ H → 0,
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iα,β est un isomorphisme de ﬁbrés en droites (avec ⊗ = ⊗OS )
iα,β : detG⊗ detH
∼
−→ detF ;
la donnée (det, i) doit vériﬁer les axiomes i) à v) de [KM] déﬁnition 1. Ici on ne répète
pas les axiomes ; le lecteur trouvera dans [KM] la liste complète. Juste quelques
remarques : l’axiome i) concerne la fonctorialité de iα,β par rapport à la suite exacte
(via des morphismes de Parf-is(S)) ; l’axiome v) implique que, si F,G,H sont des
OS-modules localement libres de type ﬁni, alors detF =
∧max F (et de même pour
G,H), et si l’on suppose que F,G,H sont libres, alors iα,β est déﬁni par
(x1 ∧ ... ∧ xr)⊗ (y1 ∧ ... ∧ ys) 7→ x1 ∧ ... ∧ xr ∧ y1 ∧ ... ∧ ys,
où xi (resp. yj) est une base de G (resp. H). La donnée du déterminant existe et est
unique à isomorphisme canonique près, cf. [KM] theorem 1.
5.1.2
Dans cette thèse, on considère des complexes d’un type particulier.
Hypothèse (⋆⋆). Soit F un complexe de OS-modules. On dit que F est de type (⋆⋆)
si F = [F1
dF−−→ F0] est concentré en degrés −1, 0, tel que F1, F0 sont des OS-modules
localement libres de type ﬁni, et rgF1 = rgF0 sur chaque composante connexe de S.
Nous rappelons la déﬁnition du foncteur det dans [KM] pour les complexes de
type (⋆⋆). Soit F = [F1
dF−−→ F0] un complexe de type (⋆⋆). Alors par la déﬁnition de
[KM] page 31, on a
detF := (detF1)
−1 ⊗ detF0,
où la notion d’inverse (detF1)
−1 sera déﬁnie dans la démonstration du lemme 5.1
plus bas (car il faut faire attention aux signes). 1
Soit G = [G1
dG−−→ G0] un complexe du même type, et
λ : F → G
un isomorphisme dans D(OS). (On ne suppose pas que les rangs de Fi et de Gi sont
égaux.) On déﬁnit à présent un isomorphisme de ﬁbrés en droites
det(λ) : detF
∼
−→ detG.
1. En fait, dans [KM] la déﬁnition est detF0 ⊗ (detF1)
−1, qui n’est pas naïvement isomorphe
à (detF1)
−1
⊗ detF0 à cause de la convention de signe de Koszul. Mais on peut vériﬁer que notre
déﬁnition est aussi valable (en particulier, le diagramme commutatif de [KM] page 33 est vrai).
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D’abord, il existe un quasi-isomorphisme de complexe
λ˜ : F → G
tel que l’image de λ˜ dans D(OS) est égale à λ, cf. [KM] proposition 4 a). Pour déﬁ-
nir det(λ), on va utiliser le cylindre d’un morphisme de complexe. Nous suivons la
convention de [KM] page 26 ou [GM] III 3.2 pour le cône et le cylindre. 2 Par déﬁni-
tion, le cône et le cylindre de λ˜ sont les deux complexes suivants, respectivement :
C = [F1
(λ˜,−d)
−−−−→ G1 ⊕ F0
d⊕λ˜
−−→ G0]
Z = [F1
(− id,λ˜,−d)
−−−−−−−→ F1 ⊕G1 ⊕ F0
(d⊕0⊕(− id),0⊕d⊕λ˜)
−−−−−−−−−−−−−→ F0 ⊕G0]
où les modules sont placés en degrés −2,−1, 0, et d est égal à dF ou dG. Il existe
deux suites exactes naturelles
0→ F
α
−→ Z → C → 0
0→ G
β
−→ Z → D → 0,
où D est le cône de − idF :
D = [F1
(− id,−d)
−−−−−−→ F1 ⊕ F0
d⊕(− id)
−−−−−→ F0].
En appliquant le foncteur i, on obtient des isomorphismes
iα : detF ⊗ detC
∼
−→ detZ
iβ : detG⊗ detD
∼
−→ detZ
dans Pic(S). Comme λ˜ et − idF sont des quasi-isomorphismes, C et D sont acy-
cliques. Donc les quasi-isomorphismes évidents
0C : 0→ C 0D : 0→ D
induisent des isomorphismes
det(0C) : OS
∼
−→ detC det(0D) : OS
∼
−→ detD
dans Pic(S). L’isomorphisme det(λ˜) est déﬁni par le diagramme commutatif suivant :
detF
det(0C)
∼
//
det(λ˜)

detF ⊗ detC
iα
∼
// detZ
detG
det(0D)
∼
// detG⊗ detD
iβ
∼
// detZ
.
En fait, la déﬁnition de det(λ˜) ne dépend que de λ, cf. [KM] proposition 2, propo-
sition 4 a). On peut donc déﬁnir det(λ) := det(λ˜).
2. Il existe des conventions diﬀérentes, par exemple dans [W] §1.5.
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5.1.3
La description de det(λ) dans §5.1.2 nous permet de montrer des lemmes sur la
section canonique du déterminant d’un complexe de type (⋆⋆), i.e. la section induite
par la diﬀérentielle. Ces lemmes sont implicites dans [KM] lorsque la diﬀérentielle est
un quasi-isomorphisme. Le lemme suivant est une généralisation de la fonctorialité
de det, cf. [KM] page 30.
Lemme 5.1. Soient F,G deux complexes de OS-modules de type (⋆⋆), et λ : F →
G un isomorphisme dans D(OS). On note dF la section de detF induite par le
déterminant de la diﬀérentielle, et de même pour dG. Alors le diagramme
OS
dF //
dG ##
detF
det(λ)
∼

detG
est commutatif.
Démonstration. On suppose que S est connexe. Par la déﬁnition de det(λ), il suﬃt
de vériﬁer que le diagramme
OS
dF //
dG ##
detF
det(0C)
// detF ⊗ detC
iα // detZ
detG
det(0D)
// detG⊗ detD
iβ
// detZ
est commutatif.
On note F = [F1 −→ F0], et de même pour G. On va calculer les morphismes
dans le diagramme comme des morphismes entre les ﬁbrés detFi,detGi. Pour cela,
on doit ﬁxer la règle de signe et les inverses de ﬁbrés en droites :
(i) la loi de «signe de Koszul» : soient V,W deux OS-modules localement libres
de type ﬁni, alors on déﬁnit un isomorphisme (cf. [KM] page 20)
ψ : detV ⊗ detW
∼
−→ detW ⊗ detV, x⊗ y 7→ (−1)rg V ·rgW y ⊗ x.
(ii) l’inverse de detV pour V ∈ {F0, F1, G0, G1} : on note V
∨ = Hom(V,OS), et
on déﬁnit
δV : detV
∨ ⊗ detV
∼
−→ OS
(f1 ∧ ... ∧ fn)⊗ (v1 ∧ ... ∧ vn) 7→
∑
σ∈Sn
sgn(σ) · f1(vσ(1))...fn(vσ(n)),
alors l’inverse de detV est déﬁni par (detV )−1 := detV ∨ muni de l’isomor-
phisme δV , i.e. quand on identiﬁe (detV )
−1 ⊗ detV avec OS , (detV )
−1 est
toujours devant detV .
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(iii) pour tout V,W ∈ {F0, F1, G0, G1}, l’inverse de detV ⊗ detW est déﬁnie par
(detV ⊗ detW )−1 := detV ∨ ⊗ detW∨ muni de l’isomorphisme
detV ∨⊗detW∨⊗detV⊗detW
id⊗ψ⊗id
−−−−−→ detV ∨⊗detV⊗detW∨⊗detW
δ⊗δ
−−→ OS .
(iv) pour tout V,W , on identiﬁe detV ⊗ detW et det(V ⊕W ) en appliquant le
foncteur i à la suite exacte 0 → V
(id,0)
−−−→ V ⊕ W
0⊕id
−−−→ W → 0, i.e. par
l’isomorphisme
detV ⊗ detW
∼
−→ det(V ⊕W )
(v1 ∧ ... ∧ vn)⊗ (w1 ∧ ... ∧ wm) 7→ (v1, 0) ∧ ... ∧ (vn, 0) ∧ (0, w1) ∧ ... ∧ (0, wm).
On peut commencer le calcul. On note r = rgFi, s = rgGi. D’abord, dans le
diagramme i−1α ◦ iβ est calculé par(
(detG1)
−1 ⊗ detG0
)
⊗
(
detF1 ⊗ (detF1)
−1 ⊗ (detF0)
−1 ⊗ detF0
)
(−1)r
2+rs
−−−−−−→
(
(detF1)
−1 ⊗ detF0
)
⊗
(
detF1 ⊗ (detG1)
−1 ⊗ (detF0)
−1 ⊗ detG0
)
en échangeant les termes via la loi de Koszul. C’est un corollaire de l’axiome v) de
§5.1.1 et la dernière équation de [KM] page 31 pour la déﬁnition de det. 3
Maintenant on calcule det 0D. Comme D est un complexe acyclique de lon-
gueur 3, det 0D se calcule via le diagramme de [KM] page 34, étape 2 pour H = D.
Ce diagramme devient
F1
id //
id

F1 //
(− id,−d)

0

F1
(− id,−d)
//

F1 ⊕ F0
d⊕(− id)
//
d⊕(− id)

F0
id

0 // F0
id // F0
où les trois lignes sont HI , H,HII de loc.cit. respectivement, et les colonnes sont
exactes. Dans ce cas le morphisme iα,β de [KM] page 34, carré en bas est égal à
(
detF1⊗(detF1)
−1
)
⊗
(
(detF0)
−1⊗detF0
)
id
−→ detF1⊗(detF1)
−1⊗(detF0)
−1⊗detF0.
En fait, comme les ﬂèches verticales de coordonnée (1, 1) et (2, 3) sont les identités,
il suﬃt de montrer que l’isomorphisme i associé à la deuxième colonne est aussi
3. Le premier isomorphisme dans cette équation de [KM] n’est pas décrit explicitement, mais on
déduit de la commutativité de [KM] page 33, carré IV qu’il est égal à ψ.
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l’identité, et c’est un calcul facile via l’axiome v) de §5.1.1. Donc par [KM] page 34,
carré en bas, det 0D est égal à la composition
OS
δ−1⊗δ−1
−−−−−→ (detF1)
−1 ⊗ detF1 ⊗ (detF0)
−1 ⊗ detF0
ψ⊗id
−−−→ detF1 ⊗ (detF1)
−1 ⊗ (detF0)
−1 ⊗ detF0.
On note det 0D simplement par (−1)
r2 .
On peut utiliser un diagramme similaire pour calculer det 0C . C’est le diagramme
F1
id //
id

F1 //
(λ˜,−d)

0

F1
(λ˜,−d)
//

G1 ⊕ F0
d⊕λ˜
//
d⊕λ˜

G0
id

0 // G0
id // G0
.
L’isomorphisme i associé à la suite exacte de la deuxième colonne est égal à (cf.
l’axiome v) de §5.1.1)
detF1 ⊗ detG0
∼
−→ det(G1 ⊕ F0) = detG1 ⊗ detF0
(x1 ∧ ... ∧ xr)⊗ ((dy1 + λ˜z1) ∧ ... ∧ (dys + λ˜zs))
7→ (λ˜x1,−dx1) ∧ ... ∧ (λ˜xr,−dxr) ∧ (y1, z1) ∧ ... ∧ (ys, zs).
On note cet isomorphisme par ϕ. D’après [KM] page 34, carré en bas, det 0C se
calcule par
OS
(ψδ−1)⊗δ−1
−−−−−−−−→ detF1 ⊗ (detF1)
−1 ⊗ (detG0)
−1 ⊗ detG0
id⊗ϕ−1⊗id
−−−−−−−→ detF1 ⊗ (detG1)
−1 ⊗ (detF0)
−1 ⊗ detG0 = detC.
On le note par (−1)r
2
· id⊗ϕ−1 ⊗ id.
On se ramène à montrer que le diagramme
OS
dF //
dG ''
(detF1)
−1 ⊗ detF0 detF ⊗ detC
(−1)r
2
·id⊗ϕ⊗id
oo
(detG1)
−1 ⊗ detG0
(−1)r
2
// detG⊗ detD
(−1)r
2+rs
OO
est commutatif, où on note
detF ⊗ detC = (detF1)
−1 ⊗ detF0 ⊗ detF1 ⊗ (detG1)
−1 ⊗ (detF0)
−1 ⊗ detG0
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detG⊗ detD = (detG1)
−1 ⊗ detG0 ⊗ detF1 ⊗ (detF1)
−1 ⊗ (detF0)
−1 ⊗ detF0.
Pour cela on peut supposer que Fi, Gi sont libres sur S. On ﬁxe pour tout V ∈
{F0, F1, G0, G1}, un couple de générateurs
ωV ∈ detV ω
−1
V ∈ (detV )
−1
tel que
δV (ω
−1
V ∧ ωV ) = 1.
On va montrer que, via le diagramme précédent, 1 ∈ OS est envoyé sur
1 ✤ //✞
##
ω−1F1 ∧ dωF1 (−1)
rs · ω−1F1 ∧ ωF0 ∧ ωF1 ∧ ω
−1
G1
∧ ω−1F0 ∧ dωG1
✤oo
ω−1G1 ∧ dωG1
✤ // (−1)r
2
· ω−1G1 ∧ dωG1 ∧ ωF1 ∧ ω
−1
F1
∧ ω−1F0 ∧ ωF0
❴
OO
,
où dωF1 ∈ detF0 est l’image de ωF1 par dF , et la même pour dωG1 . Toutes ces ﬂèches
sont évidentes sauf celle notée par (−1)r
2
· id⊗ϕ⊗ id. Il suﬃt de montrer
(id⊗ϕ⊗ id)(ω−1F1 ∧ ωF0 ∧ ωF1 ∧ ω
−1
G1
∧ ω−1F0 ∧ dωG1) = (−1)
r2+rs · ω−1F1 ∧ dωF1 ,
où dans la partie à gauche, ϕ est appliqué à ω−1G1 ∧ ω
−1
F0
. En fait, soit e1, ..., er une
base de F1, et f1, ..., fs une base de G1, telles que
e1 ∧ ... ∧ er = ωF1 f1 ∧ ... ∧ fs = ωG1 .
Par la déﬁnition de ϕ, on a
ϕ(ωF1 ∧ dωG1) = ϕ(e1 ∧ ... ∧ er ∧ df1 ∧ ... ∧ dfs)
= (λ˜e1,−de1) ∧ ... ∧ (λ˜er,−der) ∧ (f1, 0) ∧ ... ∧ (fs, 0)
= (0,−de1) ∧ ... ∧ (0,−der) ∧ (f1, 0) ∧ ... ∧ (fs, 0)
= (−1)r+rs · f1 ∧ ... ∧ fs ∧ de1 ∧ ... ∧ der
= (−1)r
2+rs · ωG1 ∧ dωF1 .
Donc
(id⊗ϕ⊗ id)(ω−1F1 ∧ ωF0 ∧ ωF1 ∧ ω
−1
G1
∧ ω−1F0 ∧ dωG1)
=(−1)r
2+rs · (id⊗ϕ⊗ id)(ω−1F1 ∧ ωF0 ∧ ω
−1
G1
∧ ω−1F0 ∧ ωF1 ∧ dωG1)
=(−1)r
2+rs · ω−1F1 ∧ ωF0 ∧ (ω
−1
G1
∧ ω−1F0 ) ◦ ϕ ∧ (ωF1 ∧ dωG1)
=(−1)r
2+rs · ω−1F1 ∧ ωF0 ∧ (ω
−1
G1
∧ ω−1F0 ) ∧ ϕ(ωF1 ∧ dωG1)
=ω−1F1 ∧ ωF0 ∧ ω
−1
G1
∧ ω−1F0 ∧ ωG1 ∧ dωF1
=(−1)r
2+rs · ω−1F1 ∧ ω
−1
F0
∧ ωF0 ∧ ω
−1
G1
∧ ωG1 ∧ dωF1
=(−1)r
2+rs · ω−1F1 ∧ dωF1 .
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5.1.4
Le lemme suivant est une généralisation du diagramme commutatif de [KM] page
33.
Lemme 5.2. Soient F,G,H des complexes de OS-modules de type (⋆⋆), et
0→ G→ F → H → 0,
une suite exacte. Alors le diagramme
OS ⊗OS
dG⊗dH

OS
dF

detG⊗ detH
∼
i
// detF
est commutatif.
Démonstration. On suppose que S est connexe, et on note s = rgGi, t = rgHi. On
peut supposer comme précédemment que tous les ﬁbrés sont libres. On prend ωG1
(resp. ωH1) une base de detG1 (resp. detH1). On note ω
−1
G1
, ω−1H1 leur bases duales.
L’image de ωG1 ∧ ωH1 dans detF1 via l’isomorphisme
i : detG1 ⊗ detH1
∼
−→ detF1
est aussi notée par ωG1 ∧ ωH1 , et on déﬁnit ωF1 := ωG1 ∧ ωH1 . On note ω
−1
F1
∈
(detF1)
−1 la base duale de ωF1 . Alors on a
ω−1F1 = (−1)
stω−1G1 ∧ ω
−1
H1
.
En eﬀet,
(ω−1G1 ∧ ω
−1
H1
) ∧ ωF1 = (ω
−1
G1
∧ ω−1H1) ∧ (ωG1 ∧ ωH1)
= (−1)stω−1G1 ∧ ωG1 ∧ ω
−1
H1
∧ ωH1
= (−1)st.
On calcule l’image de 1⊗ 1 ∈ OS ⊗OS via les ﬂèches dans le diagramme. On a
dG ⊗ dH(1⊗ 1) = ω
−1
G1
∧ dωG1 ∧ ω
−1
H1
∧ dωH1 .
Donc
i(dG ⊗ dH(1⊗ 1)) = (−1)
stω−1G1 ∧ ω
−1
H1
∧ dωG1 ∧ dωH1
= ω−1F1 ∧ dωF1
= dF (1).
Donc le diagramme est commutatif.
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5.1.5
Soit [F1
dF−−→ F0] un complexe de OS-modules de type (⋆⋆). En prenant le dual
pour les modules, on obtient le complexe
[F∨0
d∨
F−−→ F∨1 ].
Ici on suppose que ce complexe est placé aussi en degrés -1 et 0 (cela est en conﬂit
avec notre déﬁnition du complexe dual dans §4.8.2). Si l’on déﬁnit (detF∨0 )
−1 par
detF0, alors on obtient un isomorphisme
ψ : det[F1
dF−−→ F0]
∼
−→ det[F∨0
d∨
F−−→ F∨1 ],
où on échange les deux facteurs dans la déﬁnition de det[F1 −→ F0] via ψ. On montre
que :
Lemme 5.3. Avec les notations précédentes, le diagramme
OS
dF //
d∨
F &&
det[F1 → F0]
ψ
∼

det[F∨0 → F
∨
1 ]
est commutatif.
Démonstration. Supposons que S est connexe, tous les ﬁbrés sont libres, et que
e1, ..., er (resp. f1, ..., fr) est une base de F1 (resp. F0). On note e
∨
i , f
∨
i les bases
duales de F∨1 , F
∨
0 respectivement. On note
ωF1 = e1 ∧ ... ∧ er.
Alors ωF1 est une base de detF1 dont la base duale est égale à
ω−1F1 = e
∨
1 ∧ ... ∧ e
∨
r .
Donc
dF (1) = ω
−1
F1
∧ dωF1
= e∨1 ∧ ... ∧ e
∨
r ∧ de1 ∧ ... ∧ der
et
ψ(dF (1)) = (−1)
r2de1 ∧ ... ∧ der ∧ e
∨
1 ∧ ... ∧ e
∨
r
= (−1)r
2
det(d) · f1 ∧ ... ∧ fr ∧ e
∨
1 ∧ ... ∧ e
∨
r ,
où det(d) est le déterminant usuel de l’application linéaire d.
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D’autre part on considère la base
ωF∨0 = f
∨
1 ∧ ... ∧ f
∨
r
de detF∨0 . Quand on calcule det[F
∨
0 → F
∨
1 ] = (detF
∨
0 )
−1 ⊗ detF∨1 , (detF
∨
0 )
−1 est
regardé comme un inverse à gauche de detF∨0 , i.e. on identiﬁe (detF
∨
0 )
−1 ⊗ detF∨0
et OS par δF∨0 cf. le lemme 5.1, démonstration, ii). Par déﬁnition on a (detF
∨
0 )
−1 =
detF0. Donc la base duale de ωF∨0 dans (detF
∨
0 )
−1 est égale à
ω−1F∨0
= (−1)r
2
f1 ∧ ... ∧ fr
comme un élément de detF0, parce que δF∨0 = (−1)
r2 · δF0 . Donc
d∨F (1) = ω
−1
F∨0
∧ d∨ωF∨0
= (−1)r
2
f1 ∧ ... ∧ fr ∧ d
∨f∨1 ∧ ... ∧ d
∨f∨r
= (−1)r
2
det(d∨) · f1 ∧ ... ∧ fr ∧ e
∨
1 ∧ ... ∧ e
∨
r .
La commutativité du diagramme vient de l’égalité det(d) = det(d∨).
5.2 Complexe de Lie d’un schéma de Raynaud
5.2.1
On utilise le complexe Aℓ
∨
G de §4.7 pour calculer le complexe de Lie équivariant
d’un schéma en groupes de Raynaud, et on montre le corollaire 1.3 de l’introduction.
Soit F/Q un corps totalement réel de degré n, et p un nombre premier inerte dans
F . On note q = pn, et on ﬁxe un isomorphisme OF /p ∼= Fq. On note χ : F×q → Z
×
q
le caractère de Teichmüller. Il s’étend en un morphisme de monoïde multiplicatif
χ : Fq → Zq
en posant χ(0) = 0. On note le morphisme de Frobenius par
Fr : Fq → Fq x 7→ x
p.
Alors on a un diagramme commutatif
Zq

Fq
χp
k ??
Fr(k)// Fq
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pour k = 0, ..., n − 1, où Fr(k) est la composée k-fois de Fr, et χp
k
est la pk-ième
puissance de χ. Comme SpecOF est étale sur SpecZ en p, par le critère inﬁnitésimal
on sait que pour k = 0, ..., n− 1, il existe un unique relèvement de Fr(k), noté par
Fr(k) : OF → Zq,
tel que le diagramme
OF
Fr(k) //

Zq

Fq
Fr(k) // Fq
commute.
On déﬁnit pour k = 0, ..., n− 1, l’élément
ek =
1
q − 1
∑
λ∈F×q
[λ]⊗ χ−p
k
(λ)
de Z[Fmonq ] ⊗ Zq, qui est le projecteur sur la composante χ
pk -isotypique. D’autre
part, les morphismes Fr(k) induisent deux isomorphismes naturels
Fq ⊗ Zq = Fq ⊗Fp Fq
∼
−→
n−1
⊕
k=0
Fq, OF ⊗ Zq
∼
−→
n−1
⊕
k=0
Zq
par la même formule x⊗ y 7→ (xy,Fr(x)y, ...,Fr(n−1)(x)y). On note (par un abus de
notation)
ek ∈ Fq ⊗ Zq ek ∈ OF ⊗ Zq
les projecteurs déﬁnis par les décompositions précédentes, i.e. ek est égal à (0, ..., 1, ..., 0)
avec 1 en la k-ième place. On vériﬁe aisément que, via les morphismes naturels
Z[Fmonq ]⊗ Zq → Fq ⊗ Zq ← OF ⊗ Zq,
on a la correspondance
ek 7→ ek ←p ek.
Maintenant on suppose que S est un schéma sur SpecZq qui est plat sur SpecZ,
et que H est un schéma en groupes de Raynaud sur S. Les projecteurs ek déﬁnissent
un diagramme commutatif
Db(Z[Fmonq ]⊗OS)
ek
((
Db(Fq ⊗OS)
Res //Comoo
ek

Db(OF ⊗OS)
ek
vv
Db(OS)
,
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où les trois ﬂèches ek sont déﬁnies par la multiplication par les trois éléments
ek respectivement, et Res (resp. Com) est déﬁni dans la proposition 4.22 (resp.
proposition 4.27). D’après la proposition 4.25, 4.18, on obtient deux complexes
ℓ
Fmonq ,∨
H ∈ D
b(Z[Fmonq ]⊗OS)
OF ℓ
∨
H ∈ D
b(OF ⊗OS).
Proposition 5.4. Pour k = 0, ..., n− 1, il existe un isomorphisme canonique
ek(ℓ
Fmonq ,∨
H )
∼= ek(OF ℓ
∨
H)
dans Db(OS).
Démonstration. Par la proposition 4.27 et 4.22, on a
ek(ℓ
Fmonq ,∨
H )
∼= ek(Com(Fqℓ
∨
H)) = ek(Fqℓ
∨
H) = ek(Res(Fqℓ
∨
H))
∼= ek(OF ℓ
∨
H).
5.2.2
Soit H/S un schéma en groupes de Raynaud comme précédemment. On note
i : H → X l’immersion fermée canonique de H déﬁnie dans §4.1. On va utiliser
les mêmes notations que dans §4.1 : l’algèbre aﬃne de H (resp. X) est notée par
A (resp. S), et i est déﬁni par l’idéal I ⊂ S. Alors X est l’espace total d’un ﬁbré
vectoriel sur S ; en particulier il est lisse sur S.
On note (Lk, ak, bk)k=0,...,n−1 le paramètre de Raynaud de H, cf. théorème 3.2.
On rappelle que l’immersion fermée i est Fmonq -équivariante, cf. §4.1 et la remarque
3.3. Par ailleurs, i est une immersion fermée régulière au sens de §4.8.2. En eﬀet,
localement sur S on peut supposer que tous les ﬁbrés Lk sont libres. En choisissant
les trivialisations, on peut regarder les ak comme des éléments de Γ(S,OS). On a
des isomorphismes naturels
S = OS [x0, ..., xn−1]
A = OS [x0, ..., xn−1]/(x
p
0 − a1x1, x
p
1 − a2x2, ..., x
p
n−1 − a0x0)
comme dans la démonstration du lemme 4.1. Alors xp0−a1x1, x
p
1−a2x2, ..., x
p
n−1−a0x0
est une suite régulière dans OS [x0, ..., xn−1] pour des raisons de dimension ([AK] III
4.3 ii)).
On voit que l’hypothèse de la proposition 4.26 est vériﬁée. Cette proposition
implique qu’il existe un isomorphisme
ℓ
Fmonq ,∨
H
∼= [e∗(I/I2)→ e∗i∗ΩX/S ]
∨
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dans Db(Z[Fmonq ]⊗OS), qui induit des isomorphismes de composantes isotypiques
ek(ℓ
Fmonq ,∨
H )
∼= [e∗(I/I2)→ e∗i∗ΩX/S ]
∨
χp
k
pour k = 0, ..., n− 1. D’après le lemme 4.1, on a
[L⊗pk−1
ak−→ Lk]
∨ ∼= [e∗(I/I2)→ e∗i∗ΩX/S ]
∨
χpk
,
donc un isomorphisme
ek(ℓ
Fmonq ,∨
H )
∼= [L
⊗p
k−1
ak−→ Lk]
∨
dans Db(OS).
Soit
0→ H → B → B/H → 0
une résolution OF -équivariante de H, où B est un schéma abélien sur S muni d’une
OF -action, telle que localement sur S, ωB/H et ωB sont des OF ⊗OS-modules libres.
D’après la proposition 4.20, il existe un isomorphisme
OF ℓ
∨
H
∼= [ωB/H → ωB]
∨
dans Db(OF ⊗OS), donc un isomorphisme
ek(OF ℓ
∨
H)
∼= [ekωB/H → ekωB]
∨
dans Db(OS) pour tout k. La proposition 5.4 implique que
Corollaire 5.5. Soit S un schéma sur SpecZq qui est plat sur SpecZ, et H/S un
schéma en groupe de Raynaud de paramètre (Lk, ak, bk). Soit B un schéma abélien
qui résout H comme précédemment. Alors il existe un isomorphisme canonique
[L⊗pk−1
ak−→ Lk] ∼= [ekωB/H → ekωB]
dans Db(OS) pour k = 0, ..., n− 1.
On remarque que, dans le corollaire on a eu besoin de supposer que S est plat
pour appliquer la proposition 4.18. Néanmoins on peut conjecturer que le corollaire
reste vrai pour tout schéma S sur SpecZq. Dans la suite on n’utilisera le corollaire
que pour le modèle entier Y0,Zq , qui est plat sur SpecZ. Par changement de base on
peut obtenir le même résultat pour tout schéma au-dessus de Y0,Zq , mais ce ne sera
pas utilisé dans notre application.
On déduit du corollaire 5.5 que pour tout k, L
⊗(−p)
k−1 ⊗ Lk est isomorphe au
déterminant det[ekωB/H → ekωB], tel que la section canonique ak de L
⊗(−p)
k−1 ⊗
Lk est envoyée sur la section canonique de det[ekωB/H → ekωB]. Ainsi on peut
presque entièrement reconstituer les paramètres de Raynaud de H à l’aide des
formes diﬀérentielles de schémas abéliens qui résolvent H. Les paramètres bk se
trouvent d’une manière similaire par la dualité de Cartier. Visiblement on ne peut
pas retrouver les Lk (mais juste leur puissances (p− 1)-ièmes) avec B et B/H.
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5.3 Les modèles locaux M+0 et M
+
1
5.3.1
Dans cette section, on va déﬁnir le modèle local M+1 pour le schéma de Hilbert-
Siegel Y1 de niveau Γ1(p), cf. §3.2. Comme décrit dans l’introduction, on construit
d’abord un Gngm -torseur M
+
0 au-dessus du modèle local M0,Zq de niveau Γ0(p), puis
on déﬁnit le modèle local M+1 qui est un schéma ﬁni ramiﬁé sur M
+
0 . La nécessité
de ce Gngm -torseur vient du fait qu’on connaît les ﬁbrés en droites Lk sur Y1, mais
que sur M0,Zq on ne connaît que L
⊗(p−1)
k . On aurait pu remplacer le G
ng
m -torseur
par une µp−1-gerbe sur M0,Zq (celle des racines (p− 1)-ièmes d’un ﬁbré en droites)
mais cela introduit des champs et ne simpliﬁe pas la présentation. On montre dans
le théorème 5.8 que Y1 et M
+
1 sont localement isomorphes pour la topologie lisse.
On rappelle que dans l’exemple 2.3, on a déﬁni la chaîne polarisée standard St
sur Z(p). On note St,Zq le changement de base de St sur Zq. On déﬁnit une nouvelle
chaîne polarisée
St′
,Zq ,
tel que St′i,Zq = Sti,Zq pour tout i ∈ {0, ..., g}, mais dans la déﬁnition des ﬂèches
St′i,Zq → St
′
i−1,Zq , on remplace p par l’élément wp de §3.1.1. En remplaçant St,Zq
par St′
,Zq dans la déﬁnition de M0,Zq (cf. déﬁnition 2.6), on obtient un schéma
M ′0,Zq
au-dessus de SpecZq. L’élément up =
wp
p ∈ Z
×
q déﬁnit un isomorphisme de chaînes
polarisées St,Zq
∼= St′,Zq , donc un isomorphisme
M0,Zq
∼=M ′0,Zq
de schémas sur SpecZq. Dans la suite on identiﬁe M0,Zq avec M
′
0,Zq via cet isomor-
phisme, i.e. dans la déﬁnition de M0,Zq on utilise wp pour les ﬂèches.
5.3.2
On rappelle (déﬁnition 2.6) que pour tout schéma S sur SpecZq, M0,Zq(S) est
égal à l’ensemble des (classes d’isomorphismes de) diagrammes
O2gF ⊗OS O
2g
F ⊗OS
diag(wp,...,1)
oo ......oo O2gF ⊗OS
diag(1,...,wp,...,1)
oo
W0
?
OO
W1
?
OO
oo ......oo Wg
?
OO
oo
,
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où pour tout i,Wi est un sous-OF⊗OS-module de O
2g
F ⊗OS qui vériﬁe les hypothèses
de la déﬁnition 2.6. On note pour i = 0, ..., g et k = 0, ..., n− 1,
Wi,k := ekWi,
où ek ∈ OF ⊗ Zq est le k-ième projecteur déﬁni dans §5.2.1. On a donc les isomor-
phismes
O2gF ⊗OS =
n−1
⊕
k=0
O2gS et Wi =
n−1
⊕
k=0
Wi,k.
L’hypothèse de la déﬁnition 2.6 implique que le OS-module Wi,k est localement un
facteur direct de O2gS de rang g. On en déduit que le complexe
[Wi,k →Wi−1,k]
est de type (⋆⋆), cf. §5.1.2.
Définition 5.6. On déﬁnit le schéma M+0 au-dessus de M0,Zq , tel que pour tout
schéma S sur SpecZq et tout élément W ∈M0,Zq(S), l’ensemble de S-points de M
+
0
au-dessus de W est égal à l’ensemble des trivialisations de ﬁbré en droites
vi,k : det[Wi,k →Wi−1,k]
∼
−→ OS , i = 1, ..., g, k = 0, ..., n− 1.
5.3.3
On note di,k la diﬀérentielle du complexe [Wi,k → Wi−1,k] pour tout i, k. Même
notation pour la section induite
di,k : OS −→ det[Wi,k →Wi−1,k].
Comme Wi,k est un facteur direct de O
2g
S , le complexe (concentré en degré −1, 0)
[(O2gS /Wi−1,k)
∨ → (O2gS /Wi,k)
∨]
est aussi de type (⋆⋆). On note d∨i,k sa diﬀérentielle et la section induite
d∨i,k : OS −→ det[(O
2g
S /Wi−1,k)
∨ → (O2gS /Wi,k)
∨].
On déﬁnit pour tout i et k, un accouplement canonique
can : det[Wi,k →Wi−1,k]⊗ det[(O
2g
S /Wi−1,k)
∨ → (O2gS /Wi,k)
∨]
∼
−→ OS
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comme suit. Par déﬁnition, can est égal à la composition des ﬂèches
det[Wi,k →Wi−1,k]⊗ det[(O
2g
S /Wi−1,k)
∨ → (O2gS /Wi,k)
∨]
id⊗ψ
∼

det[Wi,k →Wi−1,k]⊗ det[O
2g
S /Wi,k → O
2g
S /Wi−1,k]
i
∼

det[O2gS
diag(1,...,wp,...,1)
−−−−−−−−−−→ O2gS ]
,
où la première ﬂèche est déﬁnie par le lemme 5.3, et la deuxième ﬂèche est associée
à la suite exacte
0 //Wi,k //
di,k

O2gS
//

O2gS /Wi,k
//
di,k

0
0 //Wi−1,k // O
2g
S
// O2gS /Wi−1,k
// 0
par le foncteur i (§5.1.1). Par le lemme 5.3 et lemme 5.2, la section canonique
OS
di,k⊗d
∨
i,k
−−−−−→ det[Wi,k →Wi−1,k]⊗ det[(O
2g
S /Wi−1,k)
∨ → (O2gS /Wi,k)
∨]
est envoyée par l’accouplement can sur l’élément wp ∈ OS .
Soit S un schéma sur Zq, et (Wi, vi,k) un S-point de M
+
0 . A l’aide de l’accouple-
ment can, on peut déﬁnir la trivialisation duale
v∨i,k : det[(O
2g
S /Wi−1,k)
∨ → (O2gS /Wi,k)
∨]
∼
−→ OS
de vi,k par l’équation
vi,k ⊗ v
∨
i,k = can .
On note vi,kdi,k (resp. v
∨
i,kd
∨
i,k) la composition de vi,k (resp. v
∨
i,k) avec di,k (resp. d
∨
i,k).
Ce sont des éléments de Γ(S,OS).
Définition 5.7. Le modèle local M+1 est le M
+
0 -sous-schéma de A
2g ×M+0 déﬁni
par les équations (de variables s1, ..., sg, t1, ..., tg)
sp
n−1
i = vi,0di,0 · (vi,n−1di,n−1)
p · ... · (vi,1di,1)
pn−1 , i = 1, ..., g
tp
n−1
i = v
∨
i,0d
∨
i,0 · (v
∨
i,n−1d
∨
i,n−1)
p · ... · (v∨i,1d
∨
i,1)
pn−1 , i = 1, ..., g
s1t1 = ... = sgtg.
Ici vi,k, v
∨
i,k, di,k, d
∨
i,k sont des objets universels sur M
+
0 , donc les vi,kdi,k, v
∨
i,kd
∨
i,k
appartiennent à Γ(M+0 ,OM+0
).
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Le théorème suivant est notre théorème principal sur le diagramme de modèle
local.
Théorème 5.8. Le schéma M+1 est un modèle local du schéma Y1 (§3.2), i.e. il
existe un diagramme
Y1
π′
←− Z+1
f ′
−→M+1 ,
où Z+1 est un schéma sur SpecZq, et π
′, f ′ sont des morphismes lisses. De plus, on
a dimM+1 = dimY1 + ng.
5.3.4
Le reste de §5.3 est consacré à la démonstration du théorème 5.8. Nous déﬁnissons
d’abord Z+1 et π
′. Soit S un schéma sur Zq. Prenons un S-point
(A,Hi, xi, yi)
de Y1 (voir la déﬁnition 3.8 pour la notation complète). Pour tout i ∈ {1, ..., g}, on
note (Li,k, ai,k, bi,k)k=0,...,n−1 le paramètre de Raynaud de Hi/Hi−1. Par déﬁnition,
les générateurs de Raynaud xi, yi sont des morphismes de ﬁbrés en droites
Li,0
xi−→ OS OS
yi−→ Li,0
qui vériﬁent les équations
x
⊗(pn−1)
i = ai,0 · a
⊗p
i,n−1 · ... · a
⊗pn−1
i,1 ∈ HomOS (L
⊗(pn−1)
i,0 ,OS)
y
⊗(pn−1)
i = b
⊗pn−1
i,1 · ... · b
⊗p
i,n−1 · bi,0 ∈ HomOS (OS ,L
⊗(pn−1)
i,0 ).
On déﬁnit le schéma Z+1 comme suit : l’ensemble des S-points de Z
+
1 au-dessus
de (A,Hi, xi, yi) est égal à l’ensemble des systèmes
(φ, ui,k),
où i (resp. k) parcourt {1, ..., g} (resp. {0, ..., n− 1}), tels que
– φ : H1(A/H)
∼
−→ St′
,Zq ⊗Zq OS est un isomorphisme de chaînes polarisées
(§2.2) ;
– pour tout i et k, ui,k : Li,k
∼
−→ OS est une trivialisation de ﬁbré en droites.
Le morphisme π′ : Z+1 → Y1 est la projection vers Y1. Par déﬁnition π
′ est un torseur
sous un schéma en groupes lisse (proposition 2.4), donc il est lisse.
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5.3.5
On va déﬁnir le morphisme f ′ dans §5.3.5-§5.3.7. On suppose toujours que S est
un schéma sur SpecZq. Soit (φ, ui,k) un S-point de Z
+
1 comme dans §5.3.4. Il suﬃt
de déﬁnir l’élément f ′(φ, ui,k) de M
+
1 (S). D’après la déﬁnition 5.7 pour le schéma
M+1 , f
′(φ, ui,k) est un système
(Wi, vi,k, si, ti).
D’abord on déﬁnit Wi. Pour tout i, on pose
Wi := φ(ωA/Hi) ⊂ O
2g
F ⊗OS .
Par la suite spectrale de Hodge-de Rham pour les schémas abéliens ([BBM] le lemme
2.5.3), il existe une suite exacte
0→ ωA/Hi → H
1(A/Hi)→ ω
∨
(A/Hi)∨
→ 0.
Donc φ induit un isomorphisme
φ : ω∨(A/Hi)∨
∼
−→ (O2gF ⊗OS)/Wi.
5.3.6
On déﬁnit la partie vi,k de f
′(φ, ui,k). On va appliquer le corollaire 5.5 pour le
schéma Y0,Zq . On note A,Hi,Li,k les objets universels sur Y0,Zq . En appliquant le
déterminant, le corollaire 5.5 nous fournit un isomorphisme canonique
ci,k : det[L
⊗p
i,k−1
ai,k
−−→ Li,k]
∼
−→ det[ekωA/Hi → ekωA/Hi−1 ]
dans Pic(Y0,Zq). Par changement de base, on obtient un isomorphisme de la même
forme dans Pic(S), pour tout schéma S sur SpecZq et tout S-point (A,Hi) de Y0,Zq
(où Li,k sera le paramètre de Hi/Hi−1). On note cet isomorphisme aussi par ci,k.
On a les mêmes isomorphismes pour les groupes duaux. En eﬀet, on peut ap-
pliquer le corollaire 5.5 pour la suite exacte 0 → (Hi/Hi−1)
∨ → (A/Hi)
∨ →
(A/Hi−1)
∨ → 0, et on obtient un isomorphisme de ﬁbrés en droites
c∨i,k : det[L
∨,⊗p
i,k−1
b∨
i,k
−−→ L∨i,k]
∼
−→ det[ekω(A/Hi−1)∨ → ekω(A/Hi)∨ ].
Soit maintenant (A,Hi, xi, yi, φ, ui,k) un S-point de Z
+
1 . Par déﬁnition de Wi,k
dans §5.3.5, φ induit des isomorphismes
φ : det[ekωA/Hi → ekωA/Hi−1 ]
∼
−→ det[Wi,k →Wi−1,k]
φ−1 : det[ekω(A/Hi−1)∨ → ekω(A/Hi)∨ ]
∼
−→ det[(O2gS /Wi−1,k)
∨ → (O2gS /Wi,k)
∨].
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La déﬁnition de vi,k est donnée par l’équation
vi,k · φ · ci,k = u
⊗(−p)
i,k−1 ⊗ ui,k,
où u
⊗(−p)
i,k−1 ⊗ ui,k est la trivialisation de det[L
⊗p
i,k−1 −→ Li,k] = L
⊗(−p)
i,k−1 ⊗ Li,k induite
par ui,k−1 et ui,k de façon évidente.
Lemme 5.9. Supposons que vi,k est la trivialisation de det[Wi,k → Wi−1,k] déﬁnie
précédemment, et que v∨i,k est sa trivialisation duale déﬁnie dans §5.3.3. Alors on a
v∨i,k · φ
−1 · c∨i,k = (u
−1
i,k ⊗ u
⊗p
i,k−1) · ψ,
où le morphisme à droite est la composition de
det[L∨,⊗pi,k−1 → L
∨
i,k] ∼
ψ
// det[Li,k → L
⊗p
i,k−1] = L
−1
i,k ⊗ L
⊗p
i,k−1 ∼
u−1
i,k
⊗u⊗p
i,k−1
// OS .
Démonstration. On considère la ﬂèche composée suivante :
det[L⊗pi,k−1 → Li,k]⊗ det[L
∨,⊗p
i,k−1 → L
∨
i,k]
id⊗ψ
∼

det[L⊗pi,k−1 → Li,k]⊗ det[Li,k → L
⊗p
i,k−1]
∼
θ

OS ,
où θ est l’isomorphisme de ﬁbrés en droites
θ : L
⊗(−p)
i,k−1 ⊗ Li,k ⊗ L
−1
i,k ⊗ L
⊗p
i,k−1
∼
−→ OS ,
qui envoie t−1⊗ s⊗ s−1⊗ t sur 1, où s (resp. t) est un générateur local de Li,k (resp.
L⊗pi,k−1). On voit facilement que
u
⊗(−p)
i,k−1 ⊗ ui,k ⊗ u
−1
i,k ⊗ u
⊗p
i,k−1 = θ.
Par déﬁnition de v∨i,k, il suﬃt de montrer que le diagramme
det[L⊗pi,k−1 → Li,k]⊗ det[L
∨,⊗p
i,k−1 → L
∨
i,k]
θ(id⊗ψ)
//
φci,k⊗φ
−1c∨
i,k

OS
det[Wi,k →Wi−1,k]⊗ det[(O
2g
S /Wi−1,k)
∨ → (O2gS /Wi,k)
∨]
can
33
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est commutatif.
Comme toutes ces ﬂèches sont compatibles au changement de base, il suﬃt de
le montrer pour S = Z+1 . On note ai,k ⊗ b
∨
i,k la section canonique du ﬁbré en droites
det[L⊗pi,k−1 → Li,k]⊗ det[L
∨,⊗p
i,k−1 → L
∨
i,k]. Par le lemme 5.1 et le lemme 5.3 et §5.3.3,
on a
θ(id⊗ψ)(ai,k ⊗ b
∨
i,k) = θ(ai,k ⊗ bi,k) = ai,kbi,k = wp
can ·(φci,k ⊗ φ
−1c∨i,k)(ai,k ⊗ b
∨
i,k) = can(di,k ⊗ d
∨
i,k) = wp.
Mais wp est un élément régulier de OZ+1
, cf. remarque 3.10. On en déduit que
θ(id⊗ψ) = can ·(φci,k ⊗ φ
−1c∨i,k).
5.3.7
Pour ﬁnir la déﬁnition de f ′, il suﬃt de déﬁnir les racines si, ti. On déﬁnit pour
tout i, les éléments si, ti ∈ Γ(S,OS) par les équations
xi = si · ui,0 yi = ti · u
−1
i,0 .
L’équation de xi dans §5.3.4 implique que
sp
n−1
i = ui,0 · (ai,0a
⊗p
i,n−1...a
⊗pn−1
i,1 ) · u
⊗(−pn)
i,0
= ui,0ai,0u
⊗(−p)
i,n−1 · (ui,n−1ai,n−1u
⊗(−p)
i,n−2 )
p · ... · (ui,1ai,1u
⊗(−p)
i,0 )
pn−1
= (u
⊗(−p)
i,n−1 ⊗ ui,0)ai,0 · ((u
⊗(−p)
i,n−2 ⊗ ui,n−1)ai,n−1)
p · ... · ((u
⊗(−p)
i,0 ⊗ ui,1)ai,1)
pn−1 ,
où pour tout k, l’élément (u
⊗(−p)
i,k−1 ⊗ ui,k)ai,k est la composition des deux ﬂèches à
gauche dans le diagramme suivant :
OS
ai,k

di,k
))
det[L⊗pi,k−1 → Li,k]
u
⊗(−p)
i,k−1
⊗ui,k
))
∼
φci,k
// det[Wi,k →Wi−1,k]
vi,k

OS
.
Par déﬁnition de vi,k le triangle en bas est commutatif, et on a déjà vu (§5.3.6) que
le triangle en haut est commutatif. Donc si vériﬁe l’équation
sp
n−1
i = vi,0di,0 · (vi,n−1di,n−1)
p · ... · (vi,1di,1)
pn−1
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qui coïncide avec la déﬁnition 5.7.
On peut considérer la même équation pour ti. Par le même argument on a :
tp
n−1
i = ((u
−1
1 ⊗ u
⊗p
i,0 )bi,1)
pn−1 · ... · ((u−1i,n−1 ⊗ u
⊗p
i,n−2)bi,n−1)
p · (u−1i,0 ⊗ ui,n−1)
⊗pbi,0.
Par le lemme 5.9 le diagramme
OS
b∨
i,k

d∨
i,k
++
det[L∨,⊗pi,k−1 → L
∨
i,k]
(u−1
i,k
⊗u⊗p
i,k−1
)ψ
++
∼
φ−1c∨
i,k
// det[(O2gS /Wi−1,k)
∨ → (O2gS /Wi,k)
∨]
v∨
i,k

OS
est commutatif. On en déduit que
tp
n−1
i = (v
∨
i,1d
∨
i,1)
pn−1 · ... · (v∨i,n−1d
∨
i,n−1)
p · v∨i,0d
∨
i,0
qui coïncide avec la déﬁnition 5.7.
Comme xiyi = siti, on sait que les produits siti sont indépendants de i, comme
les xiyi. On conclut que (Wi, vi,k, si, ti) déﬁni par §5.3.5-§5.3.7 est bien un S-point
de M+1 .
5.3.8
On montre que f ′ est lisse. Comme le morphisme f : Z0 →M0 déﬁni dans §2.2.3
est lisse, il suﬃt de montrer que le morphisme
Z+1
f ′
−→ Z0 ×M0 M
+
1
est étale.
En fait, Z0 ×M0 M
+
1 est l’espace de module des systèmes
(A,H., φ, vi,k, si, ti),
où vi,k est une trivialisation de det[ekφ(ωA/Hi)→ ekφ(ωA/Hi−1)], et si, ti sont déﬁnis
par les équations dans la déﬁnition 5.7. On déﬁnit un schéma Z+0 sur SpecZq, qui
est l’espace de module des systèmes
(A,Hi, φ, ui,k),
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où ui,k sont les trivialisations déﬁnies dans §5.3.4. On obtient un diagramme cartésien
Z+1
//
f ′

Z+0
h

Z0 ×M0 M
+
1
// Z0 ×M0 M
+
0
.
Il suﬃt de montrer que h est étale. En fait, h envoie (A,Hi, φ, ui,k) sur (A,Hi, φ, vi,k),
où vi,k est associé à ui,k de la même manière de §5.3.6. Localement sur la base (et
après une translation), h est égal à
Gngm → G
ng
m
(ui,k) 7→ (u
−p
i,k−1ui,k),
où i (resp. k) parcourt 1, ..., g (resp. 0, ..., n−1). C’est un morphisme de groupe donc
il suﬃt de prouver qu’il est étale en l’origine. La diﬀérentielle de h en l’origine est
égale à l’application linéaire
(ui,k) 7→ (−p · ui,k−1 + ui,k),
dont le déterminant est égal à 1 − pn. Comme 1 − pn est inversible dans Zq, par le
critère Jacobien on sait que h est étale. Donc f ′ est lisse.
5.4 Le cas p décomposé
Dans cette section, on étend la construction de M+1 dans §5.3 au cas non-ramiﬁé
général. On suppose que F/Q est un corps totalement réel de degré n, et p un
nombre premier non-ramiﬁé dans F , tel que le cardinal résiduel de p dans OF est
égal à q = pn
′
(donc p est décomposé comme un produit de n/n′ idéaux premiers).
On considère d’abord la construction de Y1 dans §3.2. Soit S un schéma sur SpecZq,
et (A,Hi) un S-point de Y0. Pour i = 1, ..., g, le schéma en groupes Hi est muni
d’une action de l’algèbre
OF /p =
n/n′⊕
r=1
Fq,
donc décomposé comme le produit
Hi =
∏
r
Hi,r.
Pour tout i et tout r,Hi,r/Hi−1,r est un schéma en groupes de Raynaud. La déﬁnition
de générateur de Raynaud s’étend à Hi/Hi−1 : un générateur zi de Hi/Hi−1 est la
donnée
zi = (zi,1, ..., zi,n/n′)
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où pour tout r, zi,r est un générateur de Raynaud de Hi,r/Hi−1,r . Donc on peut
déﬁnir le modèle entier Y1 de la même façon que dans la déﬁnition 3.8.
Pour déﬁnir le modèle local M+1 , il suﬃt de trouver les paramètres de Raynaud
de chaque schéma en groupes Hi,r/Hi−1,r dans le complexe [ωA/Hi → ωA/Hi−1 ], où
r = 1, ..., n/n′. C’est réalisé par la proposition 4.23. En eﬀet, d’après la proposition
4.20 il existe un isomorphisme
OF ℓ
∨
Hi/Hi−1
∼= [ωA/Hi → ωA/Hi−1 ]
dans Db(OF ⊗OS). Par la proposition 4.22, OF ℓ
∨
Hi/Hi−1
est isomorphe à l’image de
OF /pℓ
∨
Hi/Hi−1
∈ Db(OF /p⊗OS)
par le foncteur Res. La proposition 4.23 implique qu’il existe une décomposition
OF /pℓ
∨
Hi/Hi−1
∼=
n/n′⊕
r=1
Fqℓ
∨
Hi,r/Hi−1,r
dans Db(OF /p ⊗ OS). Si l’on note pour tout r, εr le r-ième projecteur dans les
anneaux OF ⊗ Zp = ⊕
r
Zq et OF /p = ⊕
r
Fq, alors on a
Res(Fqℓ
∨
Hi,r/Hi−1,r
) ∼= εr Res(OF /pℓ
∨
Hi/Hi−1
) ∼= εr(OF ℓ
∨
Hi/Hi−1
) ∼= εr[ωA/Hi → ωA/Hi−1 ]
dans Db(Zq ⊗Zp OS). Par la preuve de la proposition 5.4 et le corollaire 5.5, on sait
que le k-ième paramètre de Raynaud de Hi,r/Hi−1,r est isomorphe à
ekεr[ωA/Hi → ωA/Hi−1 ],
où ek est le projecteur déﬁni dans §5.2, k = 0, ..., n
′ − 1.
Donc on peut utiliser les mêmes idées de §5.3 pour déﬁnir les schémas M+0 et
M+1 (pour déﬁnir M
+
0 il suﬃt de trivialiser tous les ﬁbrés det[ekεrWi → ekεrWi−1]),
et l’analogue du théorème 5.8 reste valable.
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Résumé
Dans cette thèse, nous étudions la mauvaise réduction de variétés de Shimura.
Plus précisément, nous construisons un modèle local des schémas de Hilbert-Siegel
de niveau Γ1(p) sur SpecZq lorsque p est non-ramiﬁé dans le corps totalement réel,
où q est le cardinal résiduel au-dessus de p. Notre outil principal est une variante sur
le petit topos de Zariski du complexe de Lie anneau-équivariant Aℓ
∨
G déﬁni par Illusie
dans sa thèse, où A est un anneau commutatif et G est un schéma en A-modules.
Nous montrons aussi une compatibilité entre le complexe de Lie de G équivariant
par l’anneau A, et celui équivariant par le monoïde multiplicatif sous-jacent de A.
Ce complexe nous permet de calculer le complexe de Lie Fq-équivariant d’un schéma
en groupes de Raynaud, donc de relier le modèle entier et le modèle local.
Abstract
In this thesis, we study the bad reduction of Shimura varieties. More precisely, we
construct a local model of Hilbert-Siegel moduli schemes in level Γ1(p) over SpecZq
when p is unramiﬁed in the totally real ﬁeld, where q is the residue cardinality over
p. Our main tool is a variant over the small Zariski topos of the ring-equivariant
Lie complex Aℓ
∨
G deﬁned by Illusie in his thesis, where A is a commutative ring
and G is a scheme of A-modules. We also prove a compatibility result between the
ring-equivariant Lie complex and the Lie complex equivariant by the multiplicative
monoid underlying this ring. With this complex, we calculate the Fq-equivariant Lie
complex of a Raynaud group scheme, then relate the integral model and the local
model.
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