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Patterns of Chromatin-Modifications Discriminate
Different Genomic Features in Arabidopsis
Anuj Srivastava, Xiaoyu Zhang, Sal LaMarca ,
Liming Cai, and Russell L. Malmberg
Abstract: Dynamic regulation and packaging of genetic information is achieved by the organization of DNA into
chromatin. Nucleosomal core histones, which form the basic repeating unit of chromatin, are subject to various
post-translational modifications such as acetylation, methylation, phosphorylation, and ubiquitinylation. These
modifications have effects on chromatin structure and, along with DNA methylation, regulate gene transcription.
The goal of this study was to determine if patterns in modifications were related to different categories of genomic
features, and, if so, if the patterns had predictive value. In this study, we used publically available data (ChIP-chip)
for different types of histone modifications (methylation and acetylation) and for DNA methylation for Arabidopsis
thaliana and then applied a machine learning based approach (a support vector machine) to demonstrate that
patterns of these modifications are very different among different kinds of genomic feature categories (protein, RNA,
pseudogene, and transposon elements). These patterns can be used to distinguish the types of genomic features.
DNA methylation and H3K4me3 methylation emerged as features with most discriminative power. From our analysis
on Arabidopsis, we were able to predict 33 novel genomic features, whose existence was also supported by analysis
of RNA-seq experiments. In summary, we present a novel approach which can be used to discriminate/detect
different categories of genomic features based upon their patterns of chromatin modification and DNA methylation.
Key words: chromatin modification; DNA methylation; support vector machine; machine learning; Arabidopsis
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Introduction

In eukaryotic nuclei, DNA associates with proteins to
form chromatin. The structure of chromatin plays an
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essential role in organization of genome, transcriptional
activity, and developmental state memory[1] . The basic
unit is the nucleosome in which 146 base pairs of DNA
are wrapped around an octamer of four core histone
proteins (H2A, H2B, H3, and H4)[2] . The structures
of core histone protein are predominantly globular
with the exception of an unstructured amino-terminal
“tail” of 25-40 residues. A variety of post-translational
modifications (acetylation, phosphorylation, and
methylation) occurs on these unstructured tails[3] and
have effects on gene expression. These changes are
referred to as epigenetic modifications as changes in
gene expression are caused by mechanisms other than
changes in the underlying DNA sequence.
A second type of epigenetic modification is the
addition of methyl groups to the DNA (DNA
methylation), primarily at CpG sites, to convert cytosine
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to 5-methylcytosine. Cytosine DNA methylation is a
conserved epigenetic silencing mechanism involved in
many important biological processes including defense
against transposon proliferation, heterochromatin
formation, control of genome imprinting, regulation
of endogenous gene expression, and silencing of
transgenes[4-6] . Another type of epigenetic data (but
not a modification) is the enrichment of RNA Pol II
in different genic regions[7] . Relating the multitude
of epigenetic modifications to their regulatory effects
poses a complex and fascinating challenge.
In recent years, the use of modification-specific
antibodies in Chromatin Immune-Precipitations (ChIP)
coupled to gene array technology (ChIP on chip) has
become an important experimental tool to determine
these modifications[8] . An advance on ChIP-chip
technology is ChIP-Seq which involves chromatin
immune-precipitations followed by sequencing. ChIPSeq offers greater coverage, less noise, and higher
resolution than its predecessor ChIP-chip, owing
largely to advances in next generation sequencing
technology[9] .
In this research, we used chromatin modification
data to test their ability to be markers to discriminate
or detect different classes of genomic features
(protein coding, RNA, pseudogene, and transposable
elements). The two main questions that we asked
here are: (1) Are there differences between the
epigenetic modification patterns of different genomic
feature types? (2) Can these patterns be used to
find the new instances of these features from the unannotated regions of genome? To perform this analysis,
we gathered data for different kinds of epigenetic
modifications (DNA methylation, H3 methylation, and
H4 acetylation at different lysine residue) and also
RNA Pol II occupancy of Arabidopsis thaliana and
then used a machine learning based approach (support
vector machine) to distinguish/detect different genomic
features.
Support Vector Machines (SVMs)[10] are machine
learning techniques widely used to solve classification
problems[11-13] . In bioinformatics, the SVM is a widely
used classification method in studies such as prediction
of DNA-binding proteins[12] , gene function[11] , and
protein subcellular localization[13] . We implemented an
SVM which found that there are substantial differences
between modification patterns of genomic feature types
which can be readily used to distinguish them. We also
showed that these patterns can be used to classify novel
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genomic features from the genomic background whose
existence was then confirmed by RNA-seq experiment.

2
2.1

Methods
Datasets

We obtained data for 7 different types of chromatin
modifications for Arabidopsis thaliana. These datasets
were generated using biochemical methods in
combination with whole-genome tiling microarrays
at 35 bp resolution[6, 7, 14-16] . The datasets came in the
form of probabilities of modification of particular
genomic region. These probabilities were obtained
by a two-state Hidden Markov Model (HMM) based
on probe-level t statistics by tool tilemap[17] . Prior to
analysis, we converted the 35 bp region probability
values in the dataset into base specific probabilities. The
region ˙20 bp were assigned the same modification
probabilities and values in adjacent overlapping regions
were averaged together. The detailed methodology
used in obtaining datasets can be found in these
articles[6, 7, 14-16] .
In addition, we also had expression information
obtained by an RNA-seq experiment for Arabidopsis
thaliana (obtained from 2-week-old seedlings). RNAseq was performed as previously described by Lister et
al.[18] Image analysis and base calling were performed
with the standard Illumina pipeline (Firecrest v1.3.4 and
Bustard v.1.3.4). The resulting reads were aligned to
the Arabidopsis genome (TAIR9) using Tophat (version
1.0.13)/Bowtie (version 0.12.3) with the following
commands: –solexa1.3-quals -F 0 -g 1 -I 5000[19, 20] .
2.2

Obtaining the genomic features

Prior to obtaining the genomic features, we adjusted the
coordinates of the epigenetic modification probabilities
(which was based on TAIR5) using the assembly update
information file obtained from TAIR database, ftp://
ftp.arabidopsis.org/home/tair/Software/UpdateCoord/.
This enabled us to use feature coordinates based
upon the latest TAIR release, i.e., TAIR10. We
obtained General Feature Format (GFF) file containing
coordinates of genomic features (protein, RNA,
pseudogene, and transposable element gene) of
Arabidopsis from the TAIR database (TAIR10) and
assigned epigenetic modification probabilities to
genomic features. Overlapping genomic features and
features with less than 30% of the regions covered with
modification probabilities were ignored. This cut-off
was decided by plotting the number of features against
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different spanning thresholds.
2.3

Feature selection

We used the feature selection tool provided in
LIBSVM[21] to determine which of the initially
considered epigenetic features are actually useful
in discriminating different genomic features. An F score[21] was used to measure the discriminating
power of each feature value to our classification
problem in different categories. The code used
and information regarding the F -score can be
found at the LIBSVM website, http://www.csie.
ntu.edu.tw/cjlin/libsvmtools/#feature selection tool.
2.4

Creating datasets for SVM classification

The 24 872 proteins, 806 RNAs, 803 pseudogenes,
and 3006 transposons with their corresponding 7
epigenetic feature modification probabilities were
used to create datasets for 5-fold cross-validation
experiments, for 2-class and 4-class SVMs. The
datasets for 5-fold cross-validation for the 4-class
SVMs were created by randomly shuffling the data for
proteins, RNAs, pseudogenes, and transposons. After
the random shuffling, the first 20% of proteins, RNAs,
pseudogenes, and transposons were extracted and a
union of these 4 extractions was used to create the
first validation set; the union of the remaining 80%
from each class was used to create the first training
set. Similarly, the second 20% of each class was
extracted and combined for the second validation
dataset, and the remaining 80% were used as the second
training dataset, and this was continued until there were
5 independent validation sets and 5 training sets for
the 5-fold cross-validation experiments for the 4-class
SVM.
To equalize the number of features of each type,
oversampling was applied by copying all RNAs (30
times), pseudogenes (30 times), and transposons (8
times) in each dataset, to roughly equalize the number
of proteins, RNAs, pseudogenes, and transposons in
each validation and training dataset for the 4-class
SVMs. Thus, 5 validation and 5 training oversampled
datasets were created that had the properties that the
validation sets were independent of their corresponding
training sets, and each set had roughly an equal number
of data points consisting of each class. The all dataset
for the 4-class SVM was created by taking the union of
the 5 validation sets. The training sets were used to train
the 4-class SVMs to predict that a set of 7 epigenetic
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feature modifications belong to one of the 4 classes
for 5-fold cross-validation experiments, the validation
sets were used as an unbiased testing set for the trained
4-class SVMs for 5-fold cross-validation experiments,
and the all dataset was used to train the 4-class SVM on
100% of the oversampled data.
For the 2-class SVMs and the 4-class SVM
training and validation, all oversampled datasets
were split into 6 subsets consisting of 6 binary
combinations of the 4 different classes: fprotein,
RNAg, fprotein, pseudogeneg, fprotein, transposong,
fRNA, pseudogeneg, fpseudogene, transposong, and
fRNA, transposong. For example, the fprotein, RNAg
validation datasets consisted of subsets of the 4-class
SVM validation datasets that contained all of the protein
and RNA data points, but no data points from the other
classes. This was also used to create the training and all
datasets for the 2-class SVMs that were used to predict
if a sequence is protein or RNA. This process was
repeated to create validation, training, and all datasets
for the other binary combinations.
2.5

SVM classification experiments

6, 2-class SVM classifiers were created using the
LIBSVM package[21] that was trained on the 2-class
training datasets for each of the 6 binary combinations
for 5-fold cross-validation experiments. The radial basis
kernel function and SVM probability estimates were
used in the LIBSVM package. The 4-class SVM was
built in a similar fashion using LIBSVM, but it used
the majority vote multi-label class SVM that splits the
problem of 4-classification into a 6-part, 2-classification
problem.
The training of the 4-class SVM-based classifier
was performed using a standard procedure provided in
LIBSVM[21] to find values of two parameters C and ,
where C controls the trade-off between training errors
and classification margins, and determines the width
of the radial basis kernel[21] . A grid search using 5-fold
cross-validation was used on the training and validation
sets for the 4-class SVM to find the optimal parameters
of C D 1 and = 2 that yielded the lowest average error
(1 - average accuracy) on their independent validation
sets without showing signs of over-fitting as shown
in Fig. 1. The optimal parameters of C and were
used for training the 2-class and 4-class SVMs with
LIBSVM using the radial basis kernel and modification
probability estimates aforementioned.
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intergenic transcribed/non-transcribed categories.

3

Fig. 1 Five-fold cross-validation results (for the 4-class SVM
with = 2) indicate the lack of over fitting which might occur
due to oversampling of the data. At the optimal parameters,
the average error (1 - average accuracy) is close to being
equal for the training and validation sets. These parameters
were used during feature discrimination and detection.

2.6

Prediction of novel genomic features

The coordinates and sequences of intergenic regions
were obtained from the TAIR database. Intergenic
sequences were divided into two parts — intergenic
transcribed/non-transcribed, based on RNA-seq
expression data. The intergenic regions with at
least 2 RNA-seq reads covering at least 20% of the
total intergenic region length were considered to be
transcribed. This threshold was decided after plotting
different combinations, i.e., number of reads/spanning
length against the number of sequences. We further
ignored the intergenic regions which are less than
200 bp and also ignored the sequences ˙50 bp from
both ends of the intergenic region.
Afterwards, we extracted the chromatin modification
probabilities of the intergenic regions and used them to
identify novel features. Potential novel features were
identified by using genomic feature probabilities and
intergenic region probabilities as training and testing
datasets during classification, respectively. The multilevel classifier provides the probability estimates for
a test data instance of it belonging to each of four
feature classes. We chose a probability threshold of
0.70 (determined after plotting the distribution of values
of each feature classes) to assign the data instance to
particular feature type. To make our prediction more
reliable, we took the sequences of intergenic regions
and checked the coding potential of predicted features
by Coding Potential Calculator (CPC)[15] . The regions
predicted as protein coding genes and also predicted as
coding by CPC were considered as protein coding and
vice-versa. A similar analysis was performed for both

Results

We gathered datasets on different types of epigenetic
modifications (DNA methylation, H3 methylation, and
H4 acetylation at different lysine residue and RNA Pol
II occupancy) for Arabidopsis thaliana; these were in
the form of probabilities for each type of modification
for regions of the Arabidopsis chromosomes. Scripts
were developed which convert the experimentally
determined feature probabilities for regions of the
genome to basepair coordinates to match the coordinate
system of the features in the Arabidopsis GFF files. We
performed two analyses: first determining the level
of bias in chromatin modification pattern which exists
between different feature classes using an SVM, and
then second predicting novel genomic features by
applying the SVM classification method to regions
currently labeled as intergenic.
3.1

Binary and multi-level classifiers

Binary classifiers (two-class SVMs) were used to
determine discrimination in epigenetic modification
patterns of different genomic features and multiple
way classifiers (four-class SVMs) were used to assign
the intergenic regions to different feature classes. We
performed 6 different comparisons among 4 different
feature classes (protein, RNA, pseudogenes, and
transposon element genes) using two-class SVMs. We
obtained modification probabilities for 24 872 protein
codings, 806 RNAs, 803 pseudogenes, and 3006
transposable element genes. In each classification,
SVM-based classifiers were used to separate two
feature classes and an F -score was calculated to
determine the discrimination power of each epigenetic
feature in every comparison (Table 1). Over-sampling
was used by the SVMs to balance the number of data
points for the modification probabilities for the four
classes.
In general, the larger an F -score, the more
discriminative the corresponding feature is. Based
upon F -scores, DNA methylation and H3K4me3
emerged as the features with most discriminative power
(Fig. 2). The average value of each type of epigenetic
modifications in every feature class determined using
their genomic coordinates is shown in Table 2, and
the results of the two-class SVMs, showing the
discrimination between different feature classes, are
given in Table 3. Table 1 and Table 2 values are also
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F-score result for each binary classification category.

Epigenetic feature

Protein
RNA

Protein
pseudo

Protein
trans

RNA
pseudo

RNA
trans

Pseudo
trans

H3K27me3
H4K5ac
DNA methylation
RNA Pol II
H3K4me1
H3K4me2
H3K4me3

0.000 945
0.000 098
0.003 920
0.001 991
0.008 662
0.002 330
0.000 388

0.000 305
0.000 042
0.015 529
0.001 688
0.004 281
0.005 418
0.013 048

0.011 745
0.000 689
0.632 277
0.014 568
0.033 849
0.031 830
0.062 806

0.021 394
0.000 639
0.142 858
0.031 097
0.013 567
0.007 523
0.135 458

0.015 270
0.000 642
0.601 012
0.071 851
0.001 405
0.032 187
0.285 946

0.075 851
0.001 500
0.213 082
0.006 889
0.025 655
0.010 474
0.019 144

Table 2

Average value ˙ SEM (standard error of mean) of each feature obtained using their genomic coordinates.

Epigenetic feature

Protein

RNA

Pseudogene

Transposon

H3K27me3
H4K5ac
DNA methylation
RNA Pol II
H3K4me1
H3K4me2
H3K4me3

0.0728 ˙ 0.000 03
0.0018 ˙ 0.000 003
0.1231 ˙ 0.000 04
0.0778 ˙ 0.000 03
0.1414 ˙ 0.000 04
0.1164 ˙ 0.000 03
0.2051 ˙ 0.000 05

0.0748 ˙ 0.0003
0.0013 ˙ 0.000 02
0.0723 ˙ 0.0003
0.1083 ˙ 0.0004
0.0364 ˙ 0.0002
0.1000 ˙ 0.0004
0.2532 ˙ 0.0006

0.1206 ˙ 0.0003
0.0014 ˙ 0.000 02
0.2467 ˙ 0.0004
0.0460 ˙ 0.0002
0.0384 ˙ 0.0001
0.0546 ˙ 0.0002
0.0473 ˙ 0.0002

0.0161 ˙ 0.000 04
0.0006 ˙ 0.000 006
0.6569 ˙ 0.0001
0.0175 ˙ 0.000 04
0.0116 ˙ 0.000 03
0.0196 ˙ 0.000 05
0.0094 ˙ 0.000 03

Table 3 Two-class SVM results with C = 1 and = 2. Protein (P), RNA (R), Pseudogene (Ps), Transposon (T), Accuracy (Acc),
Precision (Prec), Sensitivity (Sens), Specificity (Spec), Matthews correlation coefficient (MCC).
+
P

R

P

Ps

P

T

Ps

R

Ps

T

T

R

Dataset

TP

FP

FN

TN

Acc

Prec

Sens

Spec

MCC

Validation
Training
All
Validation
Training
All
Validation
Training
All
Validation
Training
All
Validation
Training
All
Validation
Training
All

18 352
73 603
18 723
16 873
67 654
17 007
23 199
92 853
23 217
15 270
64 140
16 050
16 440
67 740
16 860
21 184
85 144
21 304

6030
20 670
5580
5160
17 160
4260
3312
12 880
3232
5130
18 210
4620
4144
16 152
4032
1650
5460
1380

6520
25 885
6149
7999
31 834
7865
1673
6635
1655
8820
32 220
8040
7650
28 620
7230
2864
11 048
2744

18 150
76 050
18 600
18 930
79 200
19 830
20 736
83 312
20 816
19 050
78 510
19 560
19 904
80 040
20 016
22 530
91 260
22 800

0.7441
0.7627
0.7609
0.7312
0.7498
0.7524
0.8981
0.9003
0.9001
0.7110
0.7388
0.7377
0.7550
0.7675
0.7660
0.9064
0.9144
0.9145

0.7527
0.7807
0.7704
0.7658
0.7977
0.7997
0.8751
0.8782
0.8778
0.7485
0.7789
0.7765
0.7987
0.8075
0.8070
0.9277
0.9397
0.9392

0.7379
0.7398
0.7528
0.6784
0.6800
0.6838
0.9327
0.9333
0.9335
0.6339
0.6656
0.6663
0.6824
0.7030
0.6999
0.8809
0.8851
0.8859

0.7506
0.7863
0.7692
0.7858
0.8219
0.8232
0.8623
0.8661
0.8656
0.7878
0.8117
0.8089
0.8277
0.8321
0.8323
0.9318
0.9435
0.9429

0.4884
0.5265
0.5220
0.4665
0.5064
0.5113
0.7977
0.8019
0.8016
0.4269
0.4826
0.4802
0.5156
0.5396
0.5369
0.8138
0.8302
0.8303

Note: The “+” and “–” denote labels for the positive and negative classes respectively for the SVM’s results. For example, when “+” is P
(Protein) and “–” is R (RNA), then the TP (true positives) are the number of proteins predicted correctly by the SVM, and the TN (true
negatives) are the number of RNAs predicted correctly by the SVM.

shown in the form of bar plots in Figs. 2 and 3.
Our testing strategy used a 5-fold cross-validation
scheme where the validation dataset was independent
of the training dataset. The validation row in Table
3 shows the results from 5 independent validation
datasets used in 5-fold cross-validation on the SVMs

trained on their corresponding 5 training datasets;
the rows containing training show the results on the
training datasets used in 5-fold cross-validation. The
rows labeled as “all” are the results from the SVM
trained on all of the oversampled data. The two-class
SVM has the highest accuracy (0.90) and MCC (0.81)
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Fig. 2 The power of each epigenetic feature in
discriminating (normalized F-score) different genomic
classes. In the normalized F-score plot, DNA methylation
has the maximum F-score so it is defined to be 1.0 and
other feature F-scores were divided by the DNA methylation
values.
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on its validation sets for transposon/ncRNA
classification. The protein/transposon and protein/
ncRNA classification have accuracies of 0.90, 0.74
and MCC of 0.80, 0.49, respectively and finally, the
ncRNA/pseudogenes classification has the lowest
accuracy (0.71) and MCC (0.43) on its validation sets.
We developed a multi-level classifier by combining
the binary SVMs after exploring the optimum
parameters for doing this. We first tested the ability
of the SVMs to discriminate between genomic features
using a cross-validation approach similar to that used
previously. The results from the 4-class SVM, which is
built from 6, 2-class SVMs, are shown in Table 4. In
the 4-class SVM, for each data point, each of the 6, 2class SVMs makes a prediction and the final prediction
from the 4-class is the majority vote from the 6, 2-class
SVMs. In the case of a tie, the 4-class SVM will predict
the class with the highest probability[22] .
Table 4 contains three results of the 4-class SVMs in
confusion matrix form, i.e., validation sets, training sets
results (in 5-fold cross-validation), and the 4-class SVM
results (trained on all oversampled data). As shown in
Table 4, the 4-class SVM (trained on 5 training sets)
on the validation datasets has an accuracy of 0.587,
0.709, 0.219, and 0.832 for protein, RNA, pseudogenes,
and transposon, respectively. The overall accuracy on
the 4-class SVMs on validation set was 0.587, which
is 0.337 above randomly classifying one class out of
the four classes (i.e., 0.25). The 4-class SVMs had the
highest and lowest accuracies/reliabilities for predicting
transposons and pseudogenes, respectively.
3.2

Fig. 3 The average value of each epigenetic feature
in protein, RNA, pseudogene, and transposon element
regions. The overall mean and SEM (standard error of
mean) values were obtained using the coordinate of genomic
features. The standard error is indicated by a fuzzy area at
the top of the bar.

Novel feature prediction

We used the multi-level classifier to detect novel
genomic features by analysis of the chromatin
modification probabilities of Arabidopsis genomic
regions currently annotated as intergenic in the data
set. Based upon the number of RNA-seq reads covering
the region, the intergenic data for Arabidopsis was
divided into two parts, i.e., intergenic transcribed
(617 sequences) and non-transcribed (25 331
sequences). Afterwards, these two datasets were
used as a testing set in multi-level classification. The
predicted features from the multi-level classification
were further filtered by checking their potential
for coding by a CPC[15] . The consensus results of
SVM prediction and CPC were included in the final
prediction. In all, we were able to identify 4 protein, 21
ncRNA, 1 pseudogene, and 7 transposons, respectively,
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Table 4 Four-class SVM results (C = 1 and
the over-sampled datasets.

Validation dataset

Training dataset

All data

= 2) showing the confusion matrices resulting from a 5-fold cross-validation from

Protein

RNA

Predicted by SVM
Pseudogene

Transposon

Accuracy

Protein
RNA
Pseudogene
Transposon
Reliability
Avg. class accuracy:

14 600
3720
4020
1024
0.624
0.505

5409
17 160
7440
1776
0.539
Avg. class reliability:

3539
2280
5280
1232
0.428
0.566

1324
1020
7350
20 016
0.673
Overall accuracy:

0.587
0.709
0.219
0.832

Protein
RNA
Pseudogene
Transposon
Reliability
Avg. class accuracy:

58 591
13 260
13 560
3976
0.655
0.527

21 508
70 620
28 500
6960
0.553
Avg. class reliability:

14 118
8670
25 290
5056
0.476
0.590

5271
4170
29 010
80 200
0.675
Overall accuracy:

0.588
0.730
0.262
0.833

Protein
RNA
Pseudo gene
Transposon
Reliability
Avg. class accuracy:

14 715
3360
3420
1008
0.653
0.526

5380
17 640
7140
1736
0.553
Avg. class reliability:

3464
2130
6240
1232
0.477
0.590

1313
1050
7290
20 072
0.675
Overall accuracy:

0.591
0.729
0.259
0.834

in intergenic transcribed category (supplementary
file 1) and 15 protein, 479 ncRNA, 8 pseudogenes,
and 734 transposons, respectively, in the intergenic
non-transcribed category (supplementary file 2).

4
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Discussion

We used data for different types of epigenetic
modification from Arabidopsis and then used binary
SVM classifiers to discriminate the patterns of
epigenetic modification among different genomic
features.
For protein/RNA binary classification, the feature
with the most discriminative power is H3K4me1. From
the determination of probabilities within the feature
region (Table 2), we found that average modification
probabilities for H3K4me1 are higher for protein
coding genes compared to ncRNA genes. Previously,
it has been found that H3K4me1 modification occurs
predominantly in the transcribed region of genes and
has positive correlation with length of the genes[16] . The
low value of H3K4me1 for RNA genes could be due to
their length as in our dataset 65% of the RNAs are less
than 200 bp in length, compared to 2% of protein coding
genes being this short.
In the protein/transposon comparison, DNA
methylation emerged as the feature with the

0.587

0.603

0.603

most discriminative power (Table 1) and was
associated with transposons (Fig. 3f). A strong
pattern of methylation is known to be associated
with transposable element genes[4-6] and it serves
as a defense mechanism against proliferation of
transposons in the genome. In the protein/pseudogene
classification, DNA methylation was the top feature
with high F -score (Table 1). Pseudogenes also have
overall high DNA methylation value comparing
to protein coding genes (Fig. 3f). Similar to
transposable element genes, their high value of
DNA methylation is related to transcriptional silencing
of pseudogenes[6] . However, unlike transposable
element genes which are methylated to prevent their
deleterious effects, pseudogenes might be methylated
to prevent the cost of transcription of a non-functional
unit of genome.
A strong DNA methylation pattern associated with
transposons has also the most discriminative power in
ncRNA/transposon classification (Table 1). The second
best feature, H3K4me3, also has a high F -score
and was associated with ncRNA (Fig. 3e). Several
categories of ncRNA genes (tRNA, miRNA, snoRNA)
were previously shown to have higher H3K4me3
methylation compared to DNA methylation and the
H3K4me2 type of modifications in rice[23] ; sixty-nine
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percent of the ncRNA in our dataset were comprised of
these 3 types of RNA which explains the high value of
H3K4me3.
The H3K4me3 type of modification is found in
genes known to be highly expressed[16] and these
ncRNA genes are likely to be highly expressed. In
the ncRNA/pseudogene comparison,
the two
features, DNA methylation and H3K4me3, have
the most discriminative power and, based on average
modification probabilities, they are found to be
associated with pseudogenes and RNA, respectively
(Table 2).
For pseudogenes/transposons, DNA methylation also
emerged as a feature with most power in separating
two classes, similarly to the other comparisons
involving transposons. The second best feature in
this classification is H3K27me3, which is associated
with gene silencing in Arabidopsis[15] , and has high
average modification probabilities (along with DNA
methylation) for pseudogenes (Fig. 3a). To determine
whether DNA methylation and H3K27me3 occur
in tandem or mutually exclusively in pseudogenes,
we calculated the correlation coefficient (Spearman)
value for the pseudogenes from data extracted from
the SVM feature file and found that these two
modifications are inversely related (r = 0.20, p-value
< 0.01). The existence of two alternate mechanisms of
gene silencing which occur largely exclusively suggests
the importance of silencing pseudogenes.
In the normalized F -score plot in Fig. 2, H4K5ac
has the lowest value. This epigenetic feature also
has the lowest average value compared to other
epigenetic modifications in all four feature classes
(Fig. 3c). Acetylation patterns are positively correlated
with gene expression and in particular H4K5ac
modification is elevated in transcribed regions of active
genes in human[24] ; there is also enrichment of this
modification at origin of replications[14] . The lower
average values indicate that this modification is not
frequent as compared to others and particularly is rare in
transposons which makes sense as genomes in general
try to silence transposon not activate them.
We predicted novel genomic features from epigenetic
modification patterns of intergenic using the multi-level
SVM. Data from an RNA-seq experiment and CPC was
used to further verify the predicted features. The higher
number of ncRNA genes in the intergenic transcribed
dataset (RNA-seq reads present) makes biological sense
as protein coding genes are already well annotated in
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Arabidopsis and therefore transcribed reads has more
likelihood to be associated with ncRNA. In the nontranscribed class (RNA-seq reads absent), transposon
element genes were predicted the most out of the four
types (protein coding gene, ncRNA gene, pseudogene,
and transposon element gene), and ncRNA genes were
predicted the second most out of the four types. This
is reasonable due to the abundance of transposons in
genomes and the lack of transcription evidence in the
RNA-seq data.
In conclusion,
we provided support for
distinctive patterns of chromatin modifications
being associated with different kinds of genomic
features, and we demonstrated a novel approach
for discriminating/detecting different genomic
features based upon these modifications. We did
not predict many new features in Arabidopsis as it has
already being extensively studied. However, with the
continuous progress in the field of high-throughput
sequencing, generating this kind of data is become
simpler and cheaper, and this approach might be used
to discriminate/detect novel features in many newly
sequenced plant species such as Populus and Vitis.
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