for all the parameters of a probabilistic model to be themselves probabilities, though they may have, as is the case here, very clearcut interpretations. K & M's vehemence on this point extends to a critique of Cedergren & Sankoff (1974) for 'being undoubtedly aware but [having] unaccountably failed to point out' this supposed drawback of the additive model, though these latter authors do in fact explicitly refer to '. . .additive models, where the coefficients are not automatically interpretable as probabilities' (339).
In the early work, it was of course obvious that the tendency of the additive model to .predict frequencies greater than i00% or less than o%/ would have to be limited by truncation or some other device.4 Some of the earlier data suggested that a geometlic model of constraint relations did in fact hold for the data, as described in K & M. But it quickly became clear that such a geometric relation, with a stable hierarchy of internal constraints, could not apply generally. Even in the first analysis of -t,d deletion, it appeared that there were speakers who had the two major constraints evenly balanced. Wolfram, however, has continued to make effective use of the postulate of geometric ordering in a number of analyses and Fasold (1978) claims that it is a widely valid principle.
A more important limitation of the earlier work was the absence of any mode 
I92 ON THE USES OF VARIABLE

RULES
of multivariate analysis, which could take into account the large number of intersecting constraints that apply simultaneously. Sometimes the effects of competing constraints could be controlled by subdividing categories to the point where the effect of one constraint could be examined separately while the rest were held fixed. But in many cases, the data ran out before reaching that point. Categories were then collapsed which afterwards proved to be quite distinct (Baugh, to appear), or percentages were shown across categories without taking into account the possibility of skewed distributions within those categories (Labov 1975) . The South Harlem work, then, served to prove the desirability and significance of incorporating quantitative considerations into grammatical description, to discover rule application frequencies as the fundamental data of variation study, to show how the quantitative effect of the linguistic environment on a rule can and should be decomposed into a combination of effects from the various constraints present in this environment, and to propose terminology and notation enabling variable rules to be easily integrated into the formalism of generative grammar. The statistical and probabilistic aspects we have alluded to were not really investigated before the analysis of Cedergren's data on Panamanian Spanish (Cedergren 1973a ).
The sheer volume of the Panamanian data necessitated a systematic and computer-implemented analysis. Statisticians generally use analysis of variance (ANOVA) or multiple regression when trying to decompose a quantitative phenomenon into a number of cross-cutting effects. These methods consist of:
(i) a model for such decompositions, namely an additive, linear model, (ii) a parameter estimation criterion, namely the minimization of the sum of squared differences between the observed quantities and their respective values predicted by the linear additive formula, (iii) a rapid computational formula for finding the estimates satisfying this criterion -especially rapid in the case of ANOVA, and (iv) a series of tests for the significance of parameter differences -especially sensitive and revealing in the case of ANOVA.
Because of the particular nature of linguistic data, both (i) and (ii) were felt to be inapplicable. Frequencies of rule application range only between o% and ioo%, but the usual additive model mentioned in (i) does not necessarily predict values respecting this constraint, formalized above as (i.i), and so other models which do must be tried. As for (ii), data on a linguistic variable collected from a speech sample tend to be very unevenly distributed among the various possible contexts, a situation in which the least-squares type of criterion loses its good statistical properties, becoming subject to considerable and unpredictable inaccuracies. Even when the sample can be gathered under controlled experimental conditions, gaps in the data usually prevent any even distribution, since I93 many combinations of contextual features are not realized in the language. This forces us to rely on a more fundamental estimation criterion, that of maximum likelihood, which retains its statistically desirable properties despite poorly distributed data, but whose computation is much more difficult. Thus aspect (iii) of ANOVA and regression analysis is also lost, and with it the tests mentioned in (iv), these being byproducts of the computational procedure.
In the next section we discuss the various solutions adopted to provide an analysis similar to regression and ANOVA but particularly adapted to the peculiarities of linguistic variation data. It goes without saying that the methods in question do not apply to all linguistic data. On one hand, there are qualitative data which concern the existence or non-existence of certain forms which are particularly important in the study of little-known languages, the first steps in historical reconstruction, and the quest for linguistic universals. On the other hand, the study of vowel shifts in progress provides continuous quantitative data as the dependent variable. Here multiple regression and ANOVA are particularly appropriate, especially for the study of social influences on linguistic change (Labov et al. 1978) . Our discussion here concerns the very large field of linguistic variation where the dependent variable is a discrete choice, usually binary, and usually formalized as a rule with variable application.
DATA ANALYSIS
Models
In what follows we will conserve as much as possible the notation of K & M except that it will be clearer to use Pa rather than Pa to denote the effect of parameter a. In addition, while we will use /3a to represent the effect of an unspecified member of family 'a', we will also use fla, a2'. .'to represent the effects of particular constraints ai, a2,. . in that family.
As model. Under the null hypothesis that the extra constraints have no effect, twice the difference in the logarithms of these likelihoods is distributed as a chi-square, with degrees of freedom equal to the differences in number of parameters estimated in one run as compared to the other. Thus Weiner and Labov's analysis of the passive (I977) showed that preceding clauses with subjects coreferent to the underlying object of a sentence favored the application of the passive transformation as against an active sentence with a generalized pronoun. One such analysis compared all cases with a preceding coreferent subject against cases where the preceding subject was different. The resulting weights9 in the factor group were 0.42 for the same subject cases and o. 58 for different subjects, with an overall log likelihood of -888.97. A second run distinguished sentences with a coreferent subject in only one preceding clause against those with strings of coreferent subjects in two or more clauses. The results were: o.39 no coreferent subject preceding; 0.49 one clause with coreferent subject preceding; o.62 two or more clauses with coreferent subject preceding and a log likelihood of -885.54.
Twice the difference in these log likelihoods is 6.8, and a chi-square test with one degree of freedom shows that this difference is significant at the o.i level. Thus the additional precision in the description of the effect of a preceding string Turning to the second variable, on/nous, in which change has almost gone to completion, we see that a trace of this change remains in the highly significant age factor. Here, however, the sociolinguistic index shows a clearcut social stratification of the variable. The effect of educational level when used as the single extralinguistic factor is largely due to its correlation with the sociolinguistic index and perhaps its negative correlation with age, as it loses most of its significance when used together with the other factors. In contrast to on/tu-vous, there is no effect whatsoever of speaker's sex on the on/nous variable. The on/ils variable is the most stable of the three as can be seen from the relative insignificance of its age effect. There is clear social stratification as indicated by the significance of the sociolinguistic index and some degree of differentiation according to sex. Note that here we are assessing the importance of factors in terms of t.he statistical significance of their effects rather than the size (relative values of f,B or pi) of their effects. Generally the two go together, but sometimes an effect appears larger or smaller than it should as an accident of statistically poorly distributed data, a problem which is controlled by examining significance levels.
Another capability of Rousseau's program, as used by Laberge, is the incorporation of continuous factors. Thus, rather than dividing the sample of speakers into age groups and a number of sociolinguistic or educational levels, with a separate factor assigned to each group and level, the actual age, years of schooling and sociolinguistic index can be incorporated directly into the model. Suppose z is a continuous variable such as speaker's age. Then (2.5) can be modified as follows The log-likelihood test is based on certain approximations, but this does not limit its applicability to linguistic data sets with cells containing only one or a few tokens. This is an important improvement over earlier 'observed-versusexpected' chi-square tests. K & M's 'handy, though vague, quick check' is of no discernible value in these cases.
Choice of models K & M's critique, though logically incorrect as concerns mathematical questions, brings up an important point concerning the disadvantage of postulating two alternative models for variable rules and choosing independently, for each data set, the one which fits best. However, K & M's discussion puts far too much emphasis on the selection of a 'best' model, which was in practice never a primary consideration. On the contrary, the main use of the various models was to locate stable and robust effects that appear in all models, and any data giving results that were highly model-dependent were considered insufficient for analysis. It is true that Cedergren and Sankoff did try to motivate the two models (2.3) and (2.4) in terms of probabilistic independence of constraints, rather than the broader type of data-analytic consideration which led to the adoption of (2.5), but these motivations have not proved to be instructive or to have any verifiable empirical consequence. It has been found that one particular model normally proves best for a given rule; model (2.4) consistently showed the best fit of observation and prediction for the aspiration and deletion of Spanish /s/, and for the contraction and deletion of the copula. Model (2.3) consistently showed the best fit for -t,d deletion. It is probable, however, that this sort of result is due to the distribution of one type of data towards ioo% rule application and another towards o%, rather than any more profound linguistic mechanism.
Returning to mathematical considerations, in their reductio ad absurdum exercise envisaging an arbitrarily large set of models (which is somewhat exaggerated, given that Cedergren and Sankoff only proposed two), K & M make a serious error. It is not scientifically unjustifiable, as they intimate, to start with an infinitely large class of models and use the data to single out the most appropriate. In fact, this is the basis for the MONANOVA procedure of Kruskal (I965) which actually selects from the infinite set of all continuously increasing functions of p, the one which leads to a best fit of a linear-additive model to a specific data set. This is done in a least-squares rather than a maximumlikelihood context, though an analogous procedure can be defined for linguistic data. The idea would be to compare the functions obtained for a series of data sets in the hope of finding some linguistically meaningful generalization.
For the present, however, the uniform use of the logistic model (2.5) seems the best strategy for systematic variation analysis suitable for comparison across different data sets and in different speech communities. The statistical and computational developments to date on variable rule models have brought us steadily closer to standard statistical approaches to the analysis of variation, still preserving the ability to deal with the special characteristics of linguistic data.
THE INDIVIDUAL AND THE SPEECH COMMUNITY
K & M's discussion of variable rules, generally quite lucid, becomes less than clear when they turn to the issues involving the individual and the community. They consider here jointly two 'assumptions': one described as the 'variable-ruleas-community-grammar assumption' and the other that 'linguistic constraints and social constraints operate independently'. Both of these assumptions are linguistic interpretations of a mathematical assumption used in the estimation of constraint effects as evidenced by the data. As such, they are not correctly interpretable as linguistic hypotheses, tacit or otherwise, on the part of variable rule users. The assumption of the additivity of constraints may be correctly thought of as a statistical null hypothesis, which is methodologically necessary even when linguistically we are convinced there are ncin-additive interactions, and we want to prove and evaluate these from the data. Given the inapplicability of ANOVA and related methods to linguistic data, and hence the inaccessibility of their detailed recipes for detecting and unraveling constraint effects, significant differences, second-order interactions, and higher-order effects, the assumption of additivity has been treated by variable rule users more as a working hypothesis than a formal null hypothesis. In the first versions of the variable rule program, no step-by-step procedure was available for carrying out a sequence of statistical evaluations and modifications of the null hypothesis. Instead, various heuristic and ad hoc approaches were used, as we will document below. The unfamiliarity of K & M with the role of statistical hypotheses in theory building is excusable, but their attempt to impute a rigid theoretical dogma to variable rule users is not, especially when this is contradicted by the spirit of that work and by explicit statements in it.
The notion of community grammar which K & M impute to users of variable rule methodology is not that suggested by any of the latter, who would agree with other sociolinguists on the definition of a speech community as a group of people who share a given set of norms of language: norms of referential interpretation as well as norms of social evaluation (Labov 1966: ch. ii; Hymes I967). Variable rules are rules of production, and it is unfortunately true that very little of the work has been done which would establish the perceptual and evaluative correlates of the variation they record. We know that every speaker is a member of many nested and intersecting speech communities. We might be able to clarify the issue by asking whether the group of people whose speech production is described by a given set of variable rules share a uniform set of inter- [II] Angled brackets in the environment indicate features which favor the rule; the convention followed here is that factors with angled brackets are ordered in strength from top to bottom. For the sake of clarity, the least favored factor is also included in rule (3.I), although that is normally omitted as the residual case. A more systematic form of (3,I) would be This does not mean that this assumption is expected to hold for any new case, or that variable rule analysis is based on the belief that a given set of internal constraints are independent. On the contrary, a variable rule program is a device for finding out if this is the case, and rather more can be learned about the grammar when it turns out not to be true. Cedergren's study of aspiration of Spanish /s/ (I973b) is a classic study of such lack of independence. The effect of determiner status on aspiration was not independent of whether or not the syllable was stressed; as a result, the rule for aspiration of stressed determiners had to be separated from the main rule for aspiration, a result which fitted well our understanding of the special semantic load carried by these pronouns.
Labov and Labov's study of the acquisition of the inversion rule by their daughter Jessie (I977) shows how the assumptions of the variable rule program are used to disprove the existence of rules as well as prove them. The analysis began with the assumption that early questions such as What's this? were produced by the adult rules of WH-fronting and inversion, as were such later questions of the form Why did you do that? It should be emphasized that the authors had no reason to believe that this was the case. They were interested in discovering the point in Jessie's development where the assumption did hold.
The successive variable rule analyses provided a number of grounds for rejecting the notion of an inversion rule in the early stages. One such indication was that in the early period, a preliminary variable rule analysis showed contraction favoring the putative inversion rule. Since contraction occurs at a much later stage in the derivation than an inversion rule, such an effect actually demonstrates that no such rule was applying, but that forms such as What's this? were Rather than isolated exceptions, as K & M's footnoting would suggest, these examples show that the introduction of computer programs for calculating rules immediately led to an exploration of uniformity versus heterogeneity, and ways for testing for, estimating, and explaining heterogeneity when it exists. Indeed, the longstanding controversy over the relative homogeneit) of individual rule forms, initiated by Bickerton (1971) , has led to considerable methodological advance. In addition to the empirical studies of individuals and groups mentioned above, a more systematic approach to the problems of heterogeneity has culminated recently in a statistically powerful and original methodology, developed and programmed by Rousseau (1978) and also described by Rousseau & Sankoff (I978b). The idea here is to take data on a variable from a large number of individuals and to find the most likely way to divide these individuals into groups so that a single variable rule holds for the individuals within a group, showed that though some statistically significant grouping is detectable, the two groups found did not involve any dramatic constraint differences and the entire set of speakers could well be considered as homogeneous with respect to the relative tendencies of the different verbs to take avoir.
Rousseau applied the grouping procedure to Laberge's (I977) data on the variants on and tu (vous) as indefinite subject clitics, and discovered that the speakers fell into at least two and possibly three distinct groups. All three groups shared the same constraint pattern for a 'pragmatic' constraint family, in which a proverb-like, or moral, utterance strongly favors on, measured by a coefficient of o.65 as compared to 0.35 for other uses of the indefinite. But a syntactic effect, involving the favoring of tu in pairs of implicationally related clauses, and the favoring of on in clauses imbedded in presentative heads is clearly neutralized among one group of speakers, and possibly even reversed among a small third group, though this latter grouping is of doubtful validity.
From various points of view, Rousseau's method seems the most appropriate way of dealing with heterogeneity within a community with respect to a variable. We have already mentioned an alternative method, the statistically more familiar method of simply adding interaction terms to the model, to take account of different weights given by different individuals to constraints in the same family. This latter method, however, is often impractical with linguistic variation data, especially when we wish to consider the data from each of a large number of DAVID SANKOFF AND WILLIAM LABOV individuals separately, rather than as lumped together according to some sociodemographic parameters. The large number of speaker parameters can give rise to a prohibitively large number of interaction parameters, particularly if a systematic search is to be made of possible interactions, and this will tend to overload the capacity of the computing system. Rousseau's method, on the other hand, while its search for possible groupings is systematic and exhaustive, (loes not require too many parameters -just one per linguistic constraint per group, and only one per individual speaker irrespective of the number of groups. The two methods we have discussed for detecting and evaluating heterogeneity would seem to lead to different types of results. In the traditional statistical method, we obtain one equation, possibly including a number of interaction terms. With Rousseau's method, we obtain a number of equations, one per group, with no interaction terms necessary. Each of these forms has its advantages, but there is no logical difference, since either representation is mathematically convertible into the other.
Chtange and variation in the speech community
We have seen that the notion that the uniformity of variable rule patterns is 'tacitly assumed' in sociolinguistic studies is based on a lack of familiarity of K & M with those studies. The assumption 'that there is no interaction between linguistic and social constraints' is almost entirely due to K & M, and has little relation to the theory and practice of variable rule analyses.
So far, we have been discussing the independence and relative uniformity of internal linguistic constraints. At the outset, it was noticed that this relative uniformity applies only to the direction of the major constraints, and less attention was paid to the relative ordering of those constraints, and even less to their precise strength. Studies of the contraction and deletion of the copula within the Jets and Cobras then showed that the central core could be differentiated from the secondary and peripheral members and from those outside the groups ('lames') (Labov I973). Other studies of -t,d deletion, cited by K & M, show shifts in the ordering of constraints that differentiated speakers according to age and social allegiance.
Here we are dealing with interaction between a social fact -age -and the internal linguistic constraints. Though their ordering can be established for the entire community as a whole, their values and relative strengths cannot be stated independently of the age of the speaker.
The most dramatic example of the interaction of age and internal constraints arises in the most recent analysis of the 'ambiguous' clusters in lef+ t, kep + t, tol? d, etc. Here the + boundary registers the existence of a derivational suffix, which is opposed to the inflectional suffix in roll# d by (i) regiessive assimilation, and then apply a standard multivariate analysis program like ANOVA which requires evenly distributed data, but which handles interaction in a very detailed and rigotous way.
At present, a linguistic analyst has a wide variety of options in approaching external linguistic variables. By incorporating them into a variable rule program, one runs little risk of losing the precision of the analysis of internal variables. As in (3 3), simple cases of interaction can be measured by adding an additional factor group which represents the interaction of the two categories concerned. For example, to account for the typical acceleration of style-shifting on the part of female, lower-middle-class speakers, one can add a factor group which registers the co-presence or absence of female gender and lower-middle-class status, in addition to the sex and class groups already present. On the other hand, one.can run separate variable rule programs for subgroups or for individuals as in Fig. 2 , or for stages in the acquisition of language by one individual, as in Fig. I , or even find the relevant subgroups in the population using Rousseau's method.
When it comes to the writing of the variable rules, the presence of interaction does create a problem. As pointed out above, the absence of independence of the internal constraints is justification for writing separate rules. It follows that interaction of social constraints with internal constraints and with each other makes it less meaningful to simply add on sex, class, or ethnicity as 'wider' constraints on a variable rule such as (3.I).
Having documented the capacity of variable rules to study interaction, we should point out some recent results indicating a tendency towards independence of linguistic and social constraints for a certain range of variables.
In Weiner and Labov's investigation of the choice between agentless passive and active with generalized pronouns (p. I99), a number of strong internal constraints were derived through cross-tabulations and VARBRUL 2. A stylistic factor was located, which might indeed have been stronger if more formal styles were investigated. But social factors such as sex, class and ethnicity, which might have been expected to influence the choice, proved to have very little effect. More importantly, the entire set of external factors, including style and age, remained almost invariant under the most radical re-organizations of the internal factors. Table 2 Thus independence from social constraints takes two forms: first, a reduction in the types and strengths of social factors which influences the output of the rule itself, and secondly, an absence of interaction with internal constraints.
It is likely that we will encounter this situation with increasing frequency as we examine higher alternations in the grammar. Emirkanian (I978) has studied gapping and other conj unction-reduction phenomena in French. These high-level syntactic processes vary widely amongst themselves, but showed relatively less socially conditioned variability among the diverse speakers Emirkanian sampled.
The strongest social effect appears to be attributed to the words and sounds of the language -that is, the output of the rule system. The more abstract the variation, the less apt we are to find social influences exerted upon it. Though formalisms are necessary to focus an analysis on particular linguistic relations, it would be foolhardy to put too much stock on any one formalism. The theory that we are constructing is not a new form of model-building, and we do not make the error of confusing the set of rules we write with the grammatical processes that people use.
Indeed, the notational and formal questions surrounding variable rules have receded in importance, much as have analogous questions in many areas of linguistic theory. Though the methodology of variable rules was motivated by and developed in conjunction with the project to incorporate variability in generative grammar, it would be a mistake to think that this methodology is logically tied to a particular grammatical formalism, or a particular domain of grammar such as phonology or morphology. Whenever a choice process is postulated in linguistic performance, especially choice which is conditioned by a number of cross-cutting linguistic and/or extralinguistic factors, a variable rule analysis, which is after all a statistically general way for handling conditioned binomial variables of all types, can be fruitfully undertaken. This applies, for To conclude, the concept of variable rule has notational (formal), theoretical, data-analytic and substantive empirical aspects. Its evolution through various empirical studies as well as its notation has been largely tied to specific questions within the generative approach to grammar. The results of these studies have been extensions, improvements and clarifications of knowledge gained through, or accessible through, previous qualitative work. On the theoretical level, variable rules as probabilistic models reflect and render mathematically and logically rigorous this extension or generalization of grammar to include probability as well as possibility. This aspect is not, of course, specific to generative grammars although we argue (against K & M) that it is eminently meaningful for that model. It is pertinent in any grammatical theory which incorporates choice as a mechanism for theoretically relating and differentiating sentences. So, of course, are the data-analytic aspects, the methods for gathering data, statistically fitting and testing the models. This attitude to linguistic analysis is not limited to the range of variables discussed here, but is being extended on the one hand to the mechanism of sound change and on the other to increasingly more abstract areas of phonological and grammatical variation. In this fashion, we hope to move steadily from the known to the unknown, deriving principles of increasing generality, using the insights of generative grammar wherever helpful without being governed by its dogma.
