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Abstract. In this short paper, we give a result on scalarization of nmltiobjective optimization. 
Any local weakly efficient solution of a multiobjective progr amming problem is a locally optimal 
solution of the corresponding weighted optimization problem if and only if one of the three 
conditions proposed in this paper is satisfied. 
The multiobjective optimization problem considered in this paper is as follows: 
(VP) 
minimize f(z) (with respect to A) (I) 
subject to I E X, (2) 
where X is a nonempty subset of R*, f : R” - R” and A is a convex cone in Rm with 
int A # 0 and ho # (0). H ere ho = {d E R”( (d,X) >, 0,VX E A}. 
A point f is called a local weakly efficient solution of (VP) if there is a neighborhood N(F) 
of Z such that no z E N(f) rl X satisfies 
f(z) - f(T) E intA. (3) 
Corresponding to (VP), we have the following scalar minimization problem: 
(I?) 
minimize AT f (z) (4) 
subject to z E X, (5) 
where A E A’\(O). A n interesting question arises: what is a necessary and sufficient 
condition for a local weakly efficient solution of (VP) to be a locally optimal solution of 
(PA) for some J E A”\(O)? S everal authors have investigated this problem [l-4] and they 
proposed some sufficient conditions for a weakly efficient solution to be an optimal solution 
of its minimization weighted problem, such as the A-convexity off [l]. But those sufficient 
conditions are quite strong. 
In this paper, we shall give several necessary and sufficient conditions for the existence of 
such a weight vector X. First, we introduce a few notations. Let 20 E X. We denote 
Cl: there exists a neighborhood N(Q) of tc such that 
conv{f(X n N(Q)) - f(tO)} n(-inth) = 0; (6) 
where conv{A} means the convex hull of set A; 
C2: there exists a neighborhood N(ro) of z. such that 
conv{f (X n N(ro))} n (f (to) - intA) = 0; (7) 
C3: there exists a convex set B c R” and a neighborhood N(Q) of zc such that 
f(N(20) n x> c B and B n (f(xo) - intA) = 0; (8) 
C4: there exists a )r E ho\(O) such that ~0 is a locally optimal solution of the weighted 
problem (PA). 
Next we prove a theorem which explores the relationship among Cl-C4. 
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THEOREM 1. Cl- C2w C3e C4. 
PROOF: It is obvious that Cl- C2 since 
convU(X n N(x0)) - f(x0)) = conv{f(X n N(x0))) - f(x0). (9) 
Now we show that C2 implies that C3. Suppose that C2 is satisfied. Let B = conv{f(X n 
N(Q))}. Then B is convex, B fl (f(zo) - intA) = 0 and f(X n N(xo)) C B. Therefore, 
C3 holds. 
Next we suppose that C3 holds. Since B and f(zc) - intll are two separate nonempty 
convex sets, by the separation theorem of two convex sets [5], there exists A E R”‘\(O) such 
that 
A*y > A*,z, Vy E B, Vz E f(zc) - inth. (10) 
Noting that f(zc) E f(X tl N(Q)) c B and X *Z is a continuous function of z, we have 
Ff(zc) 1 XT(f(re) - s), vs E imA. (11) 
Hence, 
X*s > 0, Vs E A. (12) 
Therefore, X E A”\(O). By f(X tl N(Q)) c B and (9), we get 
XTf(z) 2 AT 
( 
1 
f(go) - -so k > 
, VX E X n iV(xo), k = 1,2,. . . 
where sc is a fixed vector in intA. Letting k - 00, we get immediately 
A*f(z) L JTf(xO), VX E X n N(xo), 
which means that C4 holds. 
(13) 
(14) 
Last, we prove that C4 implies Cl. Suppose that C4 is satisfied, i.e., there exists 
A E A’\(O) and a neighborhood N(Q) of zs such that 
Add 1 ATf(xO), VZ E x n N(x~). (15) 
So, 
X*Y 2 0, VY E f(X n N(xo)) - f(xO). (16) 
Hence, 
A*Y 1 0, VY E conv{f(X n N(x0)) - f(x0)). (17) 
Since X E ho\(O), XT z > 0 for any z E inth. Therefore, 
conv{f(X n N(xo)) - f(zo)} n (-inth) = 0, (18) 
i.e., Cl is satisfied. This completes the proof. 
C5: there exists a convex subset B of Rm and a neighborhood N(f(zs)) of f(zs) such 
that 
N(f(lo)) n f(X) c B and B n (f(xo) - intA) = 0. (19) 
LEMMA 1. If f is continuous on R”, then C5 implies C3. 
PROOF: Suppose that f is continuous on R” and C5 holds. By the continuity off, for any 
neighborhood N(f(xo)) of f(zo), th ere exists a neighborhood N(zc) of xc such that f(X rl 
WO)) c W(co)) n f(X). S ince C5 is satisfied, there exists a convex set B C Rm and 
a neighborhood N(f( zo)) of f( zc such that (19) holds. So a corresponding neighborhood ) 
N(Q) of 10 exists and satisfies j(X n N(xo)) C N(f(ro)) n f(X). This implies that C3 
holds. 
C5 is just the locally convex inclusion condition proposed in [4] which weakens the re- 
quirement of the A-convesity off in [l]. 
Prom the definition of a local weakly efficient solution, we can easily show the following 
lemma. 
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LEMMA 2. If there exists some X E A’\(O) such that CO is locally optimal to (PA), then to 
is a local weakly efficient solution of (VP). 
By Theorem 1, we get immediately, 
THEOREM 2. Suppose that z. is a local weakly efficient solution of (VP). There exists a 
X E A0 \ (0) such that 20 is locally optimal to (PA) if and only if one of Cl, C2 and C3 is 
satisfied. 
This theorem extends the sufficient conditions for the existence of such a A proposed in 
D,3,41. 
THEOREM 3. If one of Cl, C2, C3 and C4 holds, 20 is a local weakly efficient solution of 
(VP). 
PROOF: It follows directly from Theorem 1 and Lemma 2. 
From Lemma 1, we have a corollary as follows, 
COROLLARY. Suppose that f is continuous on R”. If C5 holds at x0 E X, then there exists 
a X E A’(O) such that 10 is a locally optimal solution of (PA), and in turn, x0 is a local 
weakly efficient solution of (VP). 
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