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Abstract—Many determinantal inequalities for positive definite
block matrices are consequences of general entropy inequalities,
specialised to Gaussian distributed vectors with prescribed co-
variances. In particular, strong subadditivity (SSA) yields
ln detVAC + ln detVBC − ln detVABC − ln detVC ≥ 0
for all 3 × 3-block matrices VABC , where subscripts identify
principal submatrices. We shall refer to the above inequality as
SSA of log-det entropy. In this paper we develop further insights
on the properties of the above inequality and its applications to
classical and quantum information theory.
In the first part of the paper, we show how to find known and
new necessary and sufficient conditions under which saturation
with equality occurs. Subsequently, we discuss the role of the
classical transpose channel (also known as Petz recovery map) in
this problem and find its action explicitly. We then prove some
extensions of the saturation theorem, by finding faithful lower
bounds on a log-det conditional mutual information.
In the second part, we focus on quantum Gaussian states,
whose covariance matrices are not only positive but obey addi-
tional constraints due to the uncertainty relation. For Gaussian
states, the log-det entropy is equivalent to the Re´nyi entropy
of order 2. We provide a strengthening of log-det SSA for
quantum covariance matrices that involves the so-called Gaussian
Re´nyi-2 entanglement of formation, a well-behaved entanglement
measure defined via a Gaussian convex roof construction. We
then employ this result to define a log-det entropy equivalent of
the squashed entanglement measure, which is remarkably shown
to coincide with the Gaussian Re´nyi-2 entanglement of formation.
This allows us to establish useful properties of such measure(s),
like monogamy, faithfulness, and additivity on Gaussian states.
I. INTRODUCTION
The idea of using information theoretical reasoning to
prove determinantal inequalities for positive definite matrices
has been the subject of growing interest in the last decades
(see e.g. the reviews given in [1], [2]). The key of the
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above correspondence is to associate, to each positive matrix1
A ∈ Mn(R), an n-dimensional Gaussian random variable
X ∈ Rn with mean 0 and variance (aka covariance matrix)
VarX = E XXᵀ = A. The density of X is given by
pA(x) =
e−
1
2x
ᵀA−1x√
(2pi)n detA
. (1)
This has the nice feature that for two independent Gaussian
random variables X and Y with mean 0 and covariance
matrices A and B, respectively, the sum A + B is the
covariance matrix of X + Y .
Under the density (1), the differential entropy h(X) ..=
− ∫ dnx pA(x) ln pA(x) of (1) takes the form
h(X) =
1
2
ln detA+
n
2
(ln 2pi + 1) , (2)
while the relative entropy D(pA‖pB) ..=
∫
dnx pA(x) ln
pA(x)
pB(x)
is given by
D(pA‖pB) = 1
2
ln
detB
detA
+
1
2
Tr(B−1A)− n
2
. (3)
Here and in the remainder of the paper we denote by ln
the natural logarithm. The positivity of (3) as a function of
the matrices A and B can be seen as an instance of Klein’s
inequality applied to the natural logarithm [3].
In this picture, general inequalities involving entropies can
be turned into inequalities involving determinants thanks to (2)
and (3). A prominent example of the usefulness of this ap-
proach is constituted by strong subadditivity (SSA), the basic
“Shannon-type” entropy inequality [4]. Consider a Gaussian
distributed vector XABC = (XA, XB , XC)ᵀ ∈ RnA+nB+nC
with covariance matrix VABC :
VABC =
 A X YXᵀ B Z
Y ᵀ Zᵀ C
 ≥ 0. (4)
The SSA inequality I(XA : XB |XC) ≥ 0 then reads
ln detVAC +ln detVBC− ln detVABC− ln detVC ≥ 0, (5)
where the local reductions VAC , VBC and VC are the principal
submatrices of VABC corresponding to the components AC,
BC and C, respectively:
VAC =
(
A Y
Y ᵀ C
)
, VBC =
(
B Z
Zᵀ C
)
, VC = C. (6)
1In this paper we consider only real matrices since they are more relevant
for the applications we are interested in, but all the results we find apply also
to the Hermitian case with minor modifications.
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2Let us observe that since (5) is balanced, the contribution of
the inhomogeneous second terms of (2) cancel out.
Inequality (5) was considered in [5] (see also [6, Sec. 4.5]),
although it has been known long before under the name of
Hadamard-Fisher inequality. From the point of view of matrix
analysis, (5) lends itself to straightforward generalisations.
In fact, inequalities of the same form have recently been
investigated. In particular, the problem of determining all the
continuous functions f : R+ → R such that for all block
matrices VABC ≥ 0,
Tr f(VAC) + Tr f(VBC)−Tr f(VABC)−Tr f(C) ≥ 0, (7)
was considered in full generality in [7], where a sufficient
condition was found: (7) holds as soon as −f ′ is matrix
monotone. Later on, it was shown that this condition is also
necessary [8]. By virtue of Lo¨wner’s theorem characterising
matrix monotone functions [9], this yields an explicit char-
acterisation of all the functions f obeying (7). Here we are
mainly concerned with the particular choice f(x) = lnx,
that turns (7) into (5). Incidentally, the differential Re´nyi-α
entropy of a Gaussian random variable X with density pA(x),
i.e. Hα(X) ..= 11−α ln
∫
dnx pA(x)
α, is given by
hα(X) =
1
2
ln detA+
n
2
(
ln 2pi +
1
α− 1 lnα
)
,
showing that all the differential Re´nyi entropies of Gaussian
random vectors are essentially equivalent to the differential
Shannon entropy, up to a characteristic universal additive
offset. In view of this and the above remarks, we are motivated,
given a vector valued random variable X with covariance
matrix V , to refer from now on to the quantity
M(X) ..= M(V ) ..=
1
2
ln detV, (8)
as the log-det entropy of V . Likewise, for a bipartite covariance
matrix VAB > 0 we refer to
IM (A : B)V ..=
1
2
ln
detVA detVB
detVAB
= M(VA) +M(VB)−M(VAB),
(9)
as the log-det mutual information, and for a tripartite covari-
ance matrix VABC > 0 we refer to
IM (A : B|C)V ..= 1
2
ln
detVAC detVBC
detVC detVABC
= M(VAC) +M(VBC)
−M(VABC)−M(VC),
(10)
as the log-det conditional mutual information.
Every (balanced) entropic inequality thus yields a corre-
sponding log-determinant inequality for positive block matri-
ces [10]. Thanks to the work of Zhang and Yeung [11] and
followers [12], [13], infinitely many independent such inequal-
ities, so-called “non-Shannon-type inequalities”, are known by
now. The question of what are the precise constraints on the
determinants of the 2n principal submatrices of a positive
matrix of size n × n has been raised much earlier, either
directly in a matrix setting [14] or more recently in the guise of
the balanced entropy inequalities of Gaussian random variables
(both real valued or vector valued) [15], [16]. Remarkably,
the latter papers show that while the entropy region of three
Gaussian real random variables is convex but not a cone,
the entropy region of three Gaussian random vectors is a
convex cone and that the linear log-det inequalities for three
Gaussian random variables (and equivalently Gaussian random
vectors) are the same as the inequalities for the differential
entropy of any three variables – which in turn coincide with
the Shannon inequalities, cf. [4], [10]. It is conjectured that
the same identity between Gaussian vector inequalities and
general differential inequalities holds for any number parties.
In the present paper, we will focus on a deeper investigation
of the SSA inequality (5). Our analysis rests crucially on the
connection between Gaussian random variables and positive
definite matrices we have outlined here, which allows us to
use tools taken from matrix analysis [17] to explore properties
of the log-det conditional mutual information (10). This route
has been already undertaken in our recent work [18], in which
we have shown that the inequality (5) can be strengthened
significantly to the following matrix inequality (with respect to
the semidefinite, or Lo¨wner, ordering on symmetric matrices):
VABC/VBC ≤ VAC/VC , (11)
using the powerful concept of Schur complement of a 2× 2-
block matrix V =
(
A X
Xᵀ B
)
with respect to the principal minor
A, denoted as
V/A ..= B −XᵀA−1X. (12)
We will go into more detail about the properties of the Schur
complement in the next section.
Our concrete interest in (5) is partly motivated by its
applications in quantum information theory with continuous
variables [19], as first explored in [20], [21]. Every continuous
variable quantum state ρ of n modes, subject to mild regularity
conditions, has a 2n × 2n-covariance matrix V of the phase
space variables. By slight abuse of terminology, we shall call
M(V ) = 12 ln detV the log-det entropy of ρ, and denote it
equivalently as M(ρ),
M(ρ) ..= M(V ) ..=
1
2
ln detV. (13)
Analogously, quantities like the log-det conditional mutual in-
formation can be defined for an arbitrary (sufficiently regular)
state via its covariance matrix, i.e.
IM (A : B|C)ρ ..= IM (A : B|C)V
=
1
2
ln
detVAC detVBC
detVC detVABC
(14)
where ρABC is a tripartite state and VABC its covariance
matrix. Thus, by construction the log-det conditional mutual
information quantifies correlations encoded in the second
moments of the state. Observe how the above combination
of log-det entropies mimics that appearing in the celebrated
SSA of the quantum von Neumann entropy S [23], [24], [25],
S(ρAC) + S(ρBC)− S(ρC)− S(ρABC) ≥ 0, (15)
which is nowadays widely regarded as one of the cornerstones
upon which quantum information theory is built [22].
3Remarkably, in the particular case of interest in which ρ is
a quantum Gaussian state, that is, a state with Gaussian phase
space Wigner function [19], the log-det entropy reduces to the
quantum Re´nyi-2 entropy S2 of ρ,
S2(ρ) ..= − ln Tr ρ2 = 1
2
ln detV = M(V ). (16)
Therefore, in the relevant case of tripartite quantum Gaussian
states, the general inequality (5) for log-det entropy takes
the form of a SSA inequality for the Re´nyi-2 entropy [20],
[21], [26], holding in addition to the standard one for Re´nyi-1
entropy aka von Neumann entropy, which is valid for arbitrary
(Gaussian or not) tripartite quantum states.
The usefulness of inequalities like (5) in quantum optics
and quantum information was acknowledged in a series of
recent papers. In [26] (see also [27]) it was proven that an
alternative (non-balanced) formulation of (5), obtained via
a conventional purification procedure, leads to a remarkable
limitation on the quantum steerability of tripartite states via
Gaussian measurements. Namely, it is not possible for a single-
mode system to be steered simultaneously by two multimode
parties via Gaussian measurements. As one could expect,
operator inequalities like (11) have even stronger implications
for quantum correlations in tripartite systems, leading for in-
stance to a fundamental monogamy constraint on the Re´nyi-2
Gaussian entanglement of formation [18].
The rest of the present paper is structured as follows. In
Section III we derive various characterisations of the case
of saturation of SSA (5) with equality. Then, in Section IV
we turn to the case of near-saturation, which leads to the
theory of recovery maps; in Section V we exploit those results
to derive simple and faithful lower bounds on the log-det
conditional mutual information. Up to that point, all results
hold for general covariance matrices V > 0. After that, in
Section VI we turn our attention to quantum Gaussian states
and their phase space covariance matrices, which need to
satisfy additional constraints stemming from the uncertainty
principle and the canonical commutation relations. There, we
introduce a measure of entanglement for quantum Gaussian
states based on the log-det conditional mutual information
defined in (14) and prove its faithfulness and additivity.
Quite remarkably, we show that the measure coincides with
the Re´nyi-2 Gaussian entanglement of formation introduced
in [20], equipping the latter with an interesting operational
interpretation in the context of recoverability. We conclude in
Section VII with a number of open questions.
II. MATHEMATICAL TOOLS: SCHUR COMPLEMENT AND
GEOMETRIC MEAN
Two of the elementary tools we will use in the remainder of
this paper are the Schur complement and the geometric mean
between positive definite matrices. In this section we will state
some useful properties and observations.
Let’s start with the Schur complement [28]. First we recall
its definition: given a 2 × 2-block matrix V = ( A XXᵀ B ), the
complement with respect to the principal minor A is given by
V/A as defined in (12).
Its significance relies on the (elementary) fact that V as a
quadratic form is congruent to SᵀV S = A ⊕ V/A, via the
unideterminantal transformation S =
(
1 −A−1X
0 1
)
. From this
the factorisation formula
detV = (detA)(detV/A) (17)
follows, which shows how (11) implies the SSA inequality (5).
From a point of view of linear algebra, Schur complements
arise naturally when one wants to express the inverse of a
block matrix in a compact form. Namely, for a matrix V
partitioned as above one can prove the useful formula [29]
V −1 =
(
A−1+A−1X(V/A)−1XᵀA−1 −A−1X(V/A)−1
−(V/A)−1XᵀA−1 (V/A)−1
)
. (18)
Naturally, an analogous expression holds with A and B
interchanged. Incidentally, from this latter fact many useful
matrix identities can be easily derived.
Schur complements of positive definite matrices enjoy nu-
merous other useful relations. First of all, the positivity con-
dition itself can be expressed in terms of Schur complements
as
V =
(
A X
Xᵀ B
)
> 0 ⇐⇒ A > 0 and V/A > 0. (19)
From this the variational representation
V/A = max
{
B˜ : V ≥ 0⊕ B˜}, (20)
follows easily. The meaning of (20) is that the matrix set on the
right hand side has a unique maximal element with respect to
the Lo¨wner partial order (a nontrivial fact in itself) and that this
maximum coincides with the left hand side. Another useful
property is the additivity of ranks under Schur complements:
rankV = rankA+ rank(V/A). (21)
We shall make use of these properties in the sequel. For
more details on Schur complements and applications thereof
in matrix analysis and beyond we refer the reader to the
book [29].
Another fundamental tool we shall take from matrix analysis
is the concept of geometric mean between two positive definite
matrices A,B > 0, usually denoted by A#B [30], [31]. As
done in (20) for the Schur complement, also the geometric
mean is most conveniently defined using a variational ap-
proach. Namely, one has
A#B ..= max{X = Xᵀ : A ≥ XB−1X} , (22)
the maximum being taken with respect to the semidefinite
order. From (22) it is apparent, how A#B is covariant with
respect to matrix congruence, i.e.
(SASᵀ) # (SBSᵀ) = S(A#B)Sᵀ (23)
for all invertible S. Moreover, through standard algebraic
manipulations it is possible to write the explicit solution
of (22) as
A#B = A1/2
(
A−1/2BA−1/2
)1/2
A1/2. (24)
An excellent introduction to the theory of matrix means can be
found in [17, Chapter 4]. Here, we limit ourselves to briefly
4discuss an interesting interpretation of the geometric mean.
We can turn the manifold of positive definite matrices into
a Riemannian manifold by introducing on the tangent space
the metric ds2 ..= Tr[(A−1dA)2] (sometimes called “trace
metric”). It turns out the geodesic connecting two positive
matrices A and B in this metric, parametrised by t ∈ [0, 1], is
given by
γ(t) = A1/2
(
A−1/2BA−1/2
)t
A1/2 =: A#tB, (25)
sometimes called the weighted geometric mean. From this
we see in particular that A#B is nothing but the geodesic
midpoint between A and B. An easy consequence of the above
expression is the determinantal identity
det(A#tB) = (detA)
1−t(detB)t. (26)
For more on this connection between geometric mean and
Riemannian metric, see [17, Chapter 6].
III. SSA SATURATION AND EXACT RECOVERY
Now we turn to studying the conditions under which (5) is
saturated with equality. A necessary and sufficient condition
was already found in [5] (for a comprehensive discussion,
see [6]), but here we present new proofs as well as alternative
formulations, which may provide new insights.
Let us start by fixing our notation concerning classical
Gaussian channels, whose action can be described as follows.
Denote the input random variable by X , and consider an
independent Gaussian variable Z ∼ PK , where PK is a normal
distribution with covariance matrix K and zero mean. Then
the output variable Y of the Gaussian channel N is given by
N(X) ..= Y ..= HX + Z for some matrix H of appropriate
size. At the level of covariance matrices this translates to
N : V 7−→ V ′ = HVHᵀ +K, (27)
where the only constraint to be obeyed is K ≥ 0.
The following theorem gathers some notable facts concern-
ing log-det conditional mutual information, and provides a neat
example of how useful the interplay between matrix analysis
and information theory with Gaussian random variables can
be. We are going to employ these results extensively through-
out the paper, and some of them play an important role already
in the proof of the main theorem of this section.
Theorem 1. For all positive, tripartite matrices V = VABC >
0, the following identities hold true:
IM (A : B|C)V = IM (A : B)VABC/VC , (28)
IM (A : B|C)V = IM (A : B)V −1 . (29)
Furthermore, for all pairs of positive definite matrices
VAB ,WAB > 0, the log-det mutual information is convex on
the geodesic connecting them as in (25), i.e.
IM (A : B)V#tW ≤ (1− t)IM (A : B)V + tIM (A : B)W .
(30)
Proof. Let us start by showing (28). Using repeatedly the
determinant factorisation property (17), we find
IM (A : B)VABC/VC
=
1
2
ln
det(VAB/VC) det(VBC/VC)
det(VABC/VC)
=
1
2
ln
(detVAB)(detVC)
−1(detVBC)(detVC)−1
(detVABC)(detVC)−1
=
1
2
ln
(detVAB)(detVBC)
(detVABC)(detVC)
= IM (A : B|C)V .
We now move to (29). The block inverse formulae (18) give
us
(V −1)AB = (VABC/VC)−1,
(V −1)A = (VABC/VBC)−1,
(V −1)B = (VABC/VAC)−1.
Putting all together we find
IM (A : B)V −1
=
1
2
ln
det(V −1)A det(V −1)B
det(V −1)AB
=
1
2
ln
det(VABC/VBC)
−1 det(VABC/VAC)−1
det(VABC/VC)−1
=
1
2
ln
det(VABC/VC)
det(VABC/VBC) det(VABC/VAC)
=
1
2
ln
(detVABC)(detVC)
−1
(detVABC)(detVBC)−1(detVABC)(detVAC)−1
=
1
2
ln
detVAC detVBC
detVABC detVC
= IM (A : B|C)V ,
which is what we wanted to show.
Finally, let us consider (30). A preliminary observation
uses the monotonicity of the geometric mean under positive
maps [31, Theorem 3], written as Φ(V#W ) ≤ Φ(V )#Φ(W ).
Iterative applications of this inequality show that the same
monotonicity property holds also for the weighted geometric
mean (25) when t is a dyadic rational, and hence (by con-
tinuity) for all t ∈ [0, 1]. This standard reasoning is totally
analogous to the one normally used to show that mid-point
convexity and convexity are equivalent for continuous func-
tions. Applying this to the positive map Φ(X) ..= ΠAXΠ
ᵀ
A,
where ΠA is the projector onto the A components, yields
(V#tW )A = ΠA(V#tW )Π
ᵀ
A ≤ VA#tWA. Taking the
determinant of both sides of this latter inequality and using
for the right hand side the explicit formula (26) we obtain
det (V#tW )A ≤ det (VA#tWA) = (detVA)1−t(detWA)t.
5Together with the analogous inequality for the B system, this
gives
IM (A : B)V#tW
=
1
2
ln
(det(V#tW )A) (det(V#tW )B)
det(V#tW )AB
≤ 1
2
ln
(detVA)
1−t(detWA)t(detVB)1−t(detWB)t
(detVAB)1−t(detWAB)t
= (1− t)IM (A : B)V + tIM (A : B)W ,
concluding the proof.
Remark. Inequality (30) is especially notable because in
general the log-det mutual information is not convex over the
set of positive matrices. However, it is convex when restricted
to geodesics in the trace metric, as we have just shown.
Moreover, we note in passing that an analogous inequality
to (30) does not seem to hold for the log-det conditional mutual
information.
Theorem 2. For an arbitrary VABC > 0 written in block form
as in (4), the following are equivalent:
1) IM (A : B|C)V = 0, i.e. (5) is saturated;
2) VABC/VBC = VAC/VC , i.e. (11) is saturated;
3) (V −1)AB = (V −1)A ⊕ (V −1)B;
4) X = Y C−1Zᵀ (see [5] or [6, Thm. 4.49]);
5) there is a classical Gaussian channel NC→BC such that
(IA ⊕NC→BC)(VAC) = VABC .
Proof.
1⇔2. Saturation of (5) and (11) are equivalent concepts,
since it is very easy to verify that if M ≥ N > 0
then M = N if and only if detM = detN .
1⇔3. It is well-known that WAB > 0 satisfies detWAB =
detWA detWB iff its off-diagonal block is zero, i.e.
iff WAB = WA⊕WB . For instance, this can be easily
seen as a consequence of (17). Thanks to Theorem 1,
identity (29), applying this observation with W =
V −1 yields the claim.
2⇒4. This is known in linear algebra [5], but for the sake
of completeness we provide a different proof that fits
more with the spirit of the present work. Namely,
we see that the variational representation of Schur
complements (20) guarantees that (11) is saturated if
and only if
VABC − (VAC/VC)⊕ 0BC =
(
A−VAC/VC X Y
Xᵀ B Z
Y ᵀ Zᵀ C
)
=
(
Y C−1Y ᵀ X Y
Xᵀ B Z
Y ᵀ Zᵀ C
)
≥ 0 .
(31)
A necessary condition for (31) to hold is obtained
by taking suitable matrix elements:
0 ≤
( v
w
−C−1Y ᵀv
)ᵀ ( Y C−1Y ᵀ X Y
Xᵀ B Z
Y ᵀ Zᵀ C
)( v
w
−C−1Y ᵀv
)
= 2vᵀ(X − Y C−1Zᵀ)w + wᵀBw.
This can only be true for all v and w if X =
Y C−1Zᵀ. Moreover, this latter condition (together
with the positivity of VABC) is enough to guarantee
that (31) is satisfied. Indeed, we can write(
Y C−1Y ᵀ Y C−1Zᵀ Y
ZC−1Y ᵀ B Z
Y ᵀ Zᵀ C
)
=
(
0
B−ZC−1Zᵀ
0
)
+
(
Y C−
1
2
ZC−
1
2
C
1
2
)(
Y C−
1
2
ZC−
1
2
C
1
2
)ᵀ
≥ 0,
where B−ZC−1Zᵀ ≥ 0 follows from ( B ZZᵀ C ) ≥ 0.
4⇒5. If in (27) we define
H = HR ..=
1 00 ZC−1
0 1
 and
K = KR ..=
0 B − ZC−1Zᵀ
0
 ,
(32)
we obtain straightforwardly
(IA ⊕NC→BC)(VAC) = HR
(
A X
Xᵀ C
)
HᵀR +KR
=
(
A X Y
Xᵀ B Z
Y ᵀ Zᵀ C
)
= VABC ,
provided that X = Y C−1Zᵀ. We will see in the next
section that this map is nothing but a specialisation
to the Gaussian case of a general construction known
as transpose channel, or Petz recovery map.
5⇒2. Since it is known that classical Gaussian channels
acting on C always increase VAC/VC [18], it is clear
that the equality in (11) is a necessary condition for
the existence of a Gaussian recovery map NC→BC .
IV. GAUSSIAN RECOVERABILITY
Here, we discuss the role of some well-known remainder
terms for inequalities of the form (5). These terms have been
introduced recently in the context of sufficient statistics [32]
and its approximate variants [33], or so-called “recoverability”.
In [34], a form involving recovery maps was proposed for such
a term in the fully quantum case (i.e., considering the SSA for
von Neumann entropy) based on the fidelity of recovery, and
subsequently strengthened to a bound involving the measured
relative entropy [35]; in both cases the given bounds turn out to
be operationally meaningful quantities [36]. The much simpler
classical reasoning (with a better bound) was presented in [33].
We will translate these results into the Gaussian setting in
order to find an explicit expression for a remainder term to be
added to (5).
For classical probability distributions p and q over a discrete
alphabet, in [33] the following inequality was shown, which
6improves on the monotonicity of the relative entropy under
channels:
D(p‖q)−D(Np‖Nq) ≥ D (p‖RNp) , (33)
where N = (Nji) is any stochastic map (channel) and the
action of the transpose channel (also known as Petz recovery
map [6], [37]) R = Rq,N on an input distribution r is uniquely
defined via the requirement that Njiqi = Rij(Nq)j for all i
and j. Explicitly,
(Rq,N r)i ..=
∑
j
qiNji
(Nq)j
rj . (34)
Observe that Rq,N is a bona fide channel, since∑
i
(Rq,N )ij =
∑
i
qiNji
(Nq)j
=
(Nq)j
(Nq)j
= 1.
For obvious reasons, we will call the right hand side of (33)
the relative entropy of recovery. The proof of (33) is a
simple application of the concavity of the logarithm, and we
reproduce it here for the benefit of the reader.
D (p‖Rq,NNp) =
∑
i
pi
(
ln pi − ln(Rq,NNp)i
)
=
∑
i
pi
(
ln pi − ln
∑
j
qiNji
(Nq)j
(Np)j
)
(35)
≤
∑
i
pi
(
ln pi −
∑
j
Nji ln
qi
(Nq)j
(Np)j
)
(36)
= D(p‖q)−D (Np‖Nq) .
Although we wrote out the proof only for random vari-
ables taking values in a discrete alphabet, all of the above
expressions make perfect sense also in more general cases,
e.g. when i and j are multivariate real variables. If N is a
classical Gaussian channel acting as in (27), it can easily be
verified that the ‘transition probabilities’ N(x, y) satisfying
(Np)(x) =
∫
dy N(x, y)p(y) (37)
take the form
N(x, y) =
e−
1
2 (x−Hy)ᵀK−1(x−Hy)√
(2pi)n detK
. (38)
Following again [33], we observe that if the output of the
random channel N is a deterministic function of the input,
then (33) is always saturated with equality. This can be seen
by noticing that in that case for all i there is only one index
j such that Nji 6= 0 (and so Nji = 1). Therefore, the step
from (35) to (36) is an equality. There is a very special
case when this remark is useful. Consider a triple of random
variables XY Z distributed according to p(xyz), a second
probability distribution q(xyz) = p(x)p(yz), and the channel
N consisting of discarding Y . Obviously, in this case the
output is a deterministic function of the input. It is easily seen
that the reconstructed global probability distribution Rq,NNp
is
p˜(xyz) = p(xz)p(y|z). (39)
Then the saturation of (33) allows us to write
I(X : Y |Z) = D(p‖q)−D(Np‖Nq) = D(p‖p˜). (40)
A. Gaussian Petz recovery map
From now on, we will consider the case in which N is a
classical Gaussian channel transforming covariance matrices
according to the rule (27). As can be easily verified, if also q
is a multivariate Gaussian distribution, then Rq,N becomes a
classical Gaussian channel as well. We compute its action in
the case we are mainly interested in, that is, when the left–
hand side of (33) corresponds to the difference of the two
sides of (5), and verify that it coincides with the recovery map
introduced in Section III (via the general action (27) with the
substitutions (32)).
Proposition 3. Let q be a tripartite Gaussian probability
density with zero mean and covariance matrix
VA ⊕ VBC =
A 0 00 B Z
0 Zᵀ C
 ,
and let the channel N correspond to the action of discarding
the B components, i.e. H = ΠAC = ( 1 0 00 0 1 ) and K = 0
in (27). Then, the action C → BC of the Petz recovery
map (34) on Gaussian variables with zero mean can be written
at the level of covariance matrices as (27), where HR and KR
are given by (32).
Proof. The Petz recovery map (34) is a composition of
three operations: first the pointwise division by a Gaussian
distribution, then the transpose of a deterministic channel,
and eventually another pointwise Gaussian multiplication. It
should be obvious from (1) that a pointwise multiplication
by a Gaussian distribution with covariance matrix A is a
Gaussian (non–deterministic) channel that leaves the mean
vector invariant and acts on covariance matrices as V 7→
V ′ = (V −1 + A−1)−1. Furthermore, it can be proven that
the transpose Nᵀ of the channel N in (27) sends Gaussian
variables with zero mean to other Gaussian variables with zero
mean, while on the inverses of the covariance matrices it acts
as
Nᵀ : V −1 7−→ (V ′)−1 = Hᵀ(V +K)−1H. (41)
A way to prove the above equation is by using (38) to compute
directly the action of Nᵀ on a Gaussian input distribution.
After the preceding discussion, it should be clear that under
our hypotheses the action of the Petz recovery map can be
written as
σAC 7−→ σ′ABC =
(
V −1A ⊕ V −1BC
+ (σ−1AC − V −1A ⊕ V −1C )⊕ 0B
)−1
.
(42)
The Woodbury matrix identity (see [38], or [29, Equation
(6.0.10)]),
(S + UTV )−1 = S−1 − S−1U (V S−1U + T−1)−1 V S−1,
(43)
7can be used to bring (42) into the canonical form (27):
σ′ABC =
(
V −1A ⊕ V −1BC + (σ−1AC − V −1A ⊕ V −1C )⊕ 0B
)−1
=
(
V −1A ⊕ V −1BC
+ ΠᵀAC(σ
−1
AC − V −1A ⊕ V −1C )ΠAC
)−1
= VA ⊕ VBC
− (VA ⊕ VBC)ΠᵀAC
·
(
(σ−1AC− V −1A ⊕ V −1C )−1
+ ΠAC(VA ⊕ VBC)ΠᵀAC
)−1
·ΠAC(VA ⊕ VBC)
= VA ⊕ VBC − (VA ⊕ VBC)ΠᵀAC
·
(
− VA ⊕ VC
− (VA ⊕ VC)(σAC − VA ⊕ VC)−1(VA ⊕ VC)
+ VA ⊕ VC
)−1
·ΠAC(VA ⊕ VBC)
= VA ⊕ VBC
+ (VA ⊕ VBC)ΠᵀAC(V −1A ⊕ V −1C )
· (σAC − VA ⊕ VC)
· (V −1A ⊕ V −1C )ΠAC(VA ⊕ VBC)
= HRσACH
ᵀ
R +KR ,
where we have employed the definitions
HR = (VA ⊕ VBC)ΠᵀAC(V −1A ⊕ V −1C ) =
(
1 0
0 ZC−1
0 1
)
and
KR =
(
0
B−ZC−1Zᵀ
0
)
.
B. Gaussian relative entropy of recovery
We are ready to employ the classical theory of recoverability
in order to find the expression of the relative entropy of
recovery in the Gaussian case.
Proposition 4. For all tripartite covariance matrices VABC >
0 written in block form as in (4), we have
IM (A : B|C)V = 1
2
ln
detVAC detVBC
detVABC detVC
= D
(
VABC‖V˜ABC
)
,
(44)
where
V˜ABC ..=
 A Y C−1Zᵀ YZC−1Y ᵀ B Z
Y ᵀ Zᵀ C
 (45)
and the relative entropy function D(·‖·) is given by (3).
Proof. This is just an instance of (40) applied to the continu-
ous Gaussian variable (XA, XB , XC).
The identity (44) is useful in deducing new constraints
that will be much less obvious coming from a purely ma-
trix analysis perspective. For instance, it is well known that
D(p‖q) ≥ − lnF2(p, q) (see e.g. [39], [40]), where the fidelity
is given by F(p, q) = ∑i√piqi in the discrete case. In case
of Gaussian variables with the same mean, it holds
F2(pA, pB) = det(A!B)√
detA detB
, (46)
where (A!B) ..= 2
(
A−1 +B−1
)−1
is the harmonic mean of
A and B. Inserting this standard lower bound into (44) we
obtain
detVAC detVBC
detVABC detVC
≥ detVABC det V˜ABC(
det(VABC !V˜ABC)
)2 , (47)
leading to
IM (A : B|C)V ≥ 1
2
ln
detVABC det V˜ABC(
det(VABC !V˜ABC)
)2 . (48)
Using furthermore
det V˜ABC = det V˜BC det(V˜ABC/V˜BC)
= detVBC det(V˜AC/V˜C)
= detVBC det(VAC/VC),
we also arrive at the inequality
detVABC ≤ det(VABC !V˜ABC). (49)
To illustrate the power of this relation, we note that inserting
the harmonic-geometric mean inequality for matrices [31,
Corollary 2.1]
A!B ≤ A#B
yields again SSA (5) in the form det V˜ABC ≥ detVABC .
V. A LOWER BOUND ON IM (A : B|C)V
Throughout this section, we explore some ways of strength-
ening Theorem 2 by finding a suitable lower bound on the
log-det conditional mutual information IM (A : B|C)V . The
expression we are seeking should have two main features: (a)
it should be easily computable in terms of the blocks of VABC ;
and (b) the explicit saturation condition in Theorem 2(4)
should be easily readable from it. This latter requirement can
be accommodated, for example, if the lower bound involves
some kind of distance between the off-diagonal block X and
its ‘saturation value’ Y C−1Zᵀ. We start with a preliminary
result.
Proposition 5. For all matrices
VAB =
(
A X
Xᵀ B
)
≥ 0,
we have
IM (A : B)V ≥ 1
2
Tr[A−1XB−1Xᵀ]
=
1
2
∥∥A−1/2XB−1/2∥∥2
2
.
(50)
8Proof. Using, in this order, the standard factorisation of the
determinant in terms of the Schur complement, the identity
ln detV = Tr lnV (where V > 0), and the inequality ln(1+
∆) ≤ ∆ (for Hermitian ∆ > −1), we find
IM (A : B)V =
1
2
ln
detVA detVB
detVAB
= −1
2
ln detV
−1/2
A (VAB/VB)V
−1/2
A
= −1
2
ln det(1−A−1/2XB−1XᵀA−1/2)
= −1
2
Tr ln(1−A−1/2XB−1XᵀA−1/2)
≥ 1
2
TrA−1/2XB−1XᵀA−1/2
=
1
2
TrA−1XB−1Xᵀ
=
1
2
∥∥A−1/2XB−1/2∥∥2
2
,
and we are done.
Theorem 6. For all VABC > 0 written in block form as in (4),
we have the following chain of inequalities:
IM (A : B|C)V ≥ 1
2
Tr
[
(VAC/VC)
−1(X − Y C−1Zᵀ)
· (VBC/VC)−1(X − Y C−1Zᵀ)ᵀ
]
(51)
≥ 1
2
Tr
[
A−1(X − Y C−1Zᵀ)
·B−1(X − Y C−1Zᵀ)ᵀ
]
(52)
=
1
2
∥∥∥A−1/2(X − Y C−1Zᵀ)B−1/2∥∥∥2
2
.
(53)
Proof. We want to use the identity (29) to lower bound
IM (A : B|C)V . In order to do so, we need to write out
the A-B off-diagonal block of the inverse (VABC)−1. With
the help of the projectors onto the A and B components,
denoted by ΠA and ΠB respectively, we are seeking an explicit
expression for ΠA(VABC)−1Π
ᵀ
B . Remember that the block-
inversion formula (18) gives
Π1(W12)
−1Πᵀ1 = (W12/W2)
−1, (54)
Π1(W12)
−1Πᵀ2 = −W−11 (Π1W12Πᵀ2)(W12/W1)−1, (55)
for an arbitrary bipartite block matrix W12. This allows us to
write
ΠA(VABC)
−1ΠᵀB = ΠAΠAB(VABC)
−1ΠᵀABΠ
ᵀ
B
= ΠA(VABC/VC)
−1ΠᵀB
= −(VAC/VC)−1
(
ΠAVABC/VCΠ
ᵀ
B
)
· ((VABC/VC)/(VAC/VC))−1
= −(VAC/VC)−1
(
X − Y C−1Zᵀ)
· (VABC/VAC)−1.
Exchanging A and B in this latter expression and taking
subsequently the transpose we arrive also at
ΠA(VABC)
−1ΠᵀB = −(VABC/VBC)−1
(
X − Y C−1Zᵀ)
· (VBC/VC)−1.
Now we are ready to invoke Proposition 5 to write
IM (A : B|C)V
= IM (A : B)V −1
≥ 1
2
Tr
[
(V −1)−1A (ΠAV
−1ΠᵀB)
· (V −1)−1B (ΠᵀBV −1ΠA)
]
=
1
2
Tr
[
(VABC/VBC)
· ((VABC/VBC)−1(X − Y C−1Zᵀ)(VBC/VC)−1)
· (VABC/VAC)
· ((VAC/VC)−1(X − Y C−1Zᵀ)(VABC/VAC)−1)ᵀ]
=
1
2
Tr
[
(VAC/VC)
−1(X − Y C−1Zᵀ)
· (VBC/VC)−1(X − Y C−1Zᵀ)ᵀ
]
.
Since on the one hand VAC/VC ≤ VA = A, and on the
other hand the expression TrRKSKᵀ is clearly monotonic
in R,S ≥ 0, we finally obtain
IM (A : B|C)V ≥ 1
2
Tr
[
A−1(X − Y C−1Zᵀ)
·B−1(X − Y C−1Zᵀ)ᵀ]
=
1
2
∥∥A−1/2(X − Y C−1Zᵀ)B−1/2∥∥2
2
.
It can easily be seen that the above result satisfies the
requirements stated in the beginning of the section, i.e. it is
easily computable in terms of the blocks of VABC and it is
faithful.
We are now ready to start the investigation of quantum
covariance matrices in the next section.
VI. STRENGTHENINGS OF SSA FOR QUANTUM
COVARIANCE MATRICES
AND RE´NYI-2 GAUSSIAN SQUASHED ENTANGLEMENT
A. Gaussian states in quantum optics
In this final section we show how to apply results on
log-det conditional mutual information to infer properties
of Gaussian states in quantum optics. Before doing so, let
us provide a very brief introduction to quantum optics,
a framework of great importance for practical applications
and implementations of quantum communication protocols.
The set of n electromagnetic modes that are available for
transmission of information translates to a set of n pairs
of canonical operators xi, pj (i = 1, . . . , n) acting on an
infinite-dimensional Hilbert space and obeying the canonical
commutation relations [xi, pj ] = iδij (in natural units with
9~ = 1). These operators are the non-commutative analogues
of the classical electric and magnetic fields. By introducing
the vector notation r ..= (x1, p1, . . . , xn, pn)ᵀ we can rewrite
the canonical commutation relations in the more convenient
form
[r, rᵀ] = iΩ ..= i
(
0 1
−1 0
)⊕n
= i
(
0 1
−1 0
)
, (56)
where Ω is called the standard symplectic form. The an-
tisymmetric, non-degenerate quadratic form identified by Ω
is called standard symplectic product, and the linear space
R2n endowed with this product is a symplectic space. In
what follows, the symplectic space associated with a quantum
optical system A will be denoted with ΣA. For an introduction
to symplectic geometry, we refer the reader to the excellent
monograph [41].
Following the formalism of quantum mechanics, we rep-
resent states as density matrices, i.e. positive semidefinite,
trace class operators acting on the background Hilbert space.
For the probabilistic interpretation of measurements to be
consistent, we assume any density matrix ρ to have unit trace,
i.e. Tr ρ = 1. Exactly as in the classical case, also for quantum
electromagnetic fields the Hamiltonian is quadratic in the
canonical operators. Thus, not surprisingly, the states that are
most frequently produced in the laboratories are thermal states
of quadratic Hamiltonians of the form H = 12rᵀHr, where
H > 0 is a 2n×2n real, positive definite matrix. These states
are so special that they deserve a name on their own, being
called Gaussian states [42], [43], [19]. The reason is intuitively
clear: since a thermal state of a system with Hamiltonian H
is well-known to be representable as ρ = e
−βH
Z , where Z
is a normalisation constant and β = 1/kT is the inverse
temperature, it is clear how a quadratic Hamiltonian produces
an expression resembling a Gaussian function.2
For a quantum state described by a density matrix ρ the first
moments are given by the expected value of the field operators,
in turn expressible as s = Tr[ρr]. However, as expected, the
information-theoretical properties of Gaussian states can be
fully understood in terms of the second-moment correlations
they display, encoded in the 2n × 2n covariance matrix V
whose entries are
Vij ..= Tr [ρ {(r − s)i, (r − s)j}] , (57)
where the anticommutator {H,K} ..= HK + KH is needed
in the quantum case in order to make the above expression
real, and s ..= s · id as operators on the Hilbert space.3
Any quantum state ρ of an n-mode electromagnetic field
can be equivalently described in terms of phase space quasi-
probability distributions, such as the Wigner distribution [44].
Hence Gaussian states can be defined, in general, as the
continuous variable states with a Gaussian Wigner distribution,
given by
Wρ(ξ) ..=
1
pin
√
detV
e−(ξ−s)
ᵀV −1(ξ−s), (58)
2This intuitive reason is in fact supported by more substantial arguments.
Namely, Gaussian states are also identified by a Gaussian Wigner function,
as written in (58).
3It is customary not to divide by 2 when defining the covariance matrix in
the quantum case. The reason will become apparent in a moment.
in terms of the vector of first moments s and the QCM V ,
with ξ ∈ R2n a phase space coordinate vector.
Let us have a closer look at the set of matrices arising
from (57). Differently from what happens in the classical case,
not every positive definite matrix V > 0 can be the covariance
matrix of a Gaussian state. In fact, Heisenberg’s uncertainty
principle imposes further constraints, quantum mechanical in
nature. It turns out [45] that covariance matrices of quantum
states (not necessarily Gaussian) must obey the inequality
V ≥ iΩ. (59)
Furthermore, all 2n × 2n real matrices satisfying (59), col-
lectively called quantum covariance matrices (QCMs) can be
covariance matrices of suitably chosen Gaussian states. There-
fore, according to our convenience, we can think of Gaussian
states as operators on the background Hilbert space, or we
can adopt the complementary picture at the symplectic space
level, and parametrise Gaussian states with their covariance
matrices.
Clearly, linear transformations r → Sr that preserve the
commutation relations (56) play a special role within this
framework. Any such transformation is described by a sym-
plectic matrix, i.e. a matrix S with the property that SΩSᵀ =
Ω. Symplectic matrices form a non-compact, connected Lie
group that is additionally closed under transposition, and is
typically denoted by Sp(2n,R) [46]. The importance of these
operations arises from the fact that for any symplectic S
there is a unitary evolution US on the Hilbert space such
that U†SrUS = Sr. When a unitary conjugation ρ 7→ USρU†S
is applied to a state ρ, its covariance matrix transforms as
V 7→ SV Sᵀ. Accordingly, observe that (59) is preserved
under congruences by symplectic matrices. It turns out that
under such congruences positive matrices can be brought into
a remarkably simple form.
Lemma 7 (Williamson’s decomposition [47], [48]). Let K >
0 be a positive, 2n × 2n matrix. Then there is a symplectic
transformation S such that K = S∆Sᵀ, where according to
the block decomposition (56) one has ∆ = (D 00 D ), and D is a
positive diagonal matrix whose nonzero entries depend (up to
their order) only on K, and are called symplectic eigenvalues.
Thanks to Williamson’s decomposition, we see that (59)
can be cast into the simple form D ≥ 1, and that the minimal
elements in the set of QCMs are exactly those matrices V for
which one of the following equivalent conditions is met: (a)
D = 1; (b) detV = 1; (c) rank(V ± iΩ) = n (i.e. half the
maximum). These special QCMs are called “pure”, since the
corresponding Gaussian state is a rank-one projector.
When the system under examination is made of several
parties (each comprising a certain number of modes), the
global QCM will have a block structure as in (4). The
symplectic form in this case is simply given by the direct sum
of the local symplectic forms, e.g. for a composite system
AB one has ΩAB = ΩA ⊕ ΩB . This can be rephrased by
saying that the symplectic space associated with the system
AB is the direct sum of the symplectic spaces associated
with A and B, in formula ΣAB = ΣA ⊕ ΣB [41, Equation
(1.4)]. Conversely, discarding a subsystem corresponds to
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performing an orthogonal projection of the QCM onto the
corresponding symplectic subspace [41, Section 1.2.1], in
formula VA = ΠAVABΠ
ᵀ
A.
Pure Gaussian states enjoy many useful properties that we
will exploit multiple times throughout this section. To explore
them, a clever use of the complementarity between the two
pictures at the Hilbert space level and at the QCM level is
of prime importance. Let us illustrate this point by presenting
three lemmas we will make use of in deriving the main results
of this section.
Lemma 8. Let VAB be a QCM of bipartite system AB. Denote
by VA = ΠAVABΠ
ᵀ
A the reduced QCM corresponding to the
subsystem A, and analogously for VB . If VA is pure, then
VAB = VA ⊕ VB .
Proof. The statement becomes obvious at the Hilbert space
level. In fact, the reduced state on A of a bipartite state ρAB is
given by ρA = TrB ρAB , where TrB denotes partial trace [22].
Evaluating the ranks of both sides of this equation shows that
if ρA is pure then the global state must be factorised.
Extending the system as to include auxiliary degrees of
freedom is a standard technique in quantum information,
popularly referred to as going to the “Church of the larger
Hilbert space” [49]. Such a technique can be most notably
employed in order to purify the system under examination, as
detailed in the following lemma [50].
Lemma 9. For all QCMs VA pertaining to a system A there
exists an extension AE of A and a pure QCM γAE such
that ΠAγAEΠ
ᵀ
A = VA, where ΠA is the projector onto the
symplectic subspace ΣA ⊂ ΣAE .
Proof. See [50, Section III.D].
Let us present here another useful observation.
Lemma 10. For all QCMs VA ≥ iΩA of a system A, there is
a decomposition ΣA = ΣA1 ⊕ ΣA2 of the global symplectic
space into a direct sum of two symplectic subspaces such that
VA = VA1 ⊕ ηA2 , (60)
where VA1 > iΩA1 and ηA2 is a pure QCM. Furthermore,
for every purification γAE of VA (see Lemma 9) there is a
symplectic decomposition of E as ΣE = ΣE1⊕ΣE2 such that:
(a) γAE = γA1E1 ⊕ ηA2 ⊕ τE2 , with ηA2 , τE2 pure QCMs; (b)
nA1 = nE1 ; and (c) γE1 > iΩE1 .
Proof. The first claim is a direct consequence of Williamson’s
decomposition, Lemma 7. The subspace ΣA2 corresponds to
those symplectic eigenvalues of VA that are equal to 1.
Now, let us prove the second claim. Consider an arbitrary
pure QCM γAE that satisfies γA = VA = VA1 ⊕ηA2 . Since in
particular γA2 = ηA2 , we can apply Lemma 8 and conclude
that γAE = γA1E ⊕ ηA2 . The first claim of the present lemma
tells us that γE = γE1 ⊕ τE2 , with γE1 > iΩE1 and τE2
pure. Again, Lemma 8 yields γAE = γA1E1 ⊕ ηA2 ⊕ τE2 ,
corresponding to statement (b). Hence, we have only to show
that nA1 = nE1 . In order to show this, let us write
γA1E1 =
(
VA1 L
Lᵀ γE1
)
.
We can invoke [18, Equation (8)] to deduce the identity
VA1 − Lγ−1E1Lᵀ = ΩV −1A1 Ωᵀ, that is, Lγ−1E1Lᵀ = VA1 −
ΩV −1A1 Ω
ᵀ. Since the right hand side has maximum rank 2nA1
thanks to the strict inequality VA1 > iΩ (see the forthcoming
Lemma 11), we conclude that 2nE1 ≥ rank
(
Lγ−1E1L
ᵀ) =
2nA1 , and hence nE1 ≥ nA1 . But the same reasoning can be
applied with A1 and E1 exchanged, thus giving nA1 ≥ nE1 ,
which concludes the proof.
If one wants to use Gaussian states to transmit and ma-
nipulate quantum information, the role of measurements is
of course central. We remind the reader that a measurement
in quantum theory is represented by a positive operator-
valued measure (POVM) E(dx) over a measurable space
X . Performing this measurement on a quantum state with
density matrix ρ yields an outcome in X according to the
probability distribution p(dx) = Tr[ρE(dx)] [51]. Therefore,
it is of prime importance for us to understand how Gaussian
states behave under measurements. Of course, the most natural
and easily implementable measurements are Gaussian as well,
meaning that the X = R2n and the positive operators
E(d2nx) = E(x)d2nx are positive multiples of Gaussian
states with a fixed covariance matrix σ and varying first
moments Tr[E(x)r] ∝ x. Implementing such a Gaussian
measurement on a Gaussian state ρ with a vector of first
moments s and a QCM V yields an outcome x distributed
according to a Gaussian probability distribution
p(x) =
2ne−(x−s)
ᵀ(V+γ)−1(x−s)√
det(V + σ)
. (61)
Furthermore, it can be shown that if a bipartite system AB is in
a Gaussian state ρAB described by a QCM VAB and only the
second subsystem B is subjected to a Gaussian measurement
described by a seed QCM σB , the state of subsystem A after
the measurement, given by ρ′A ∝ TrB [ρAB (idA ⊗ EB(x))],
is again Gaussian, and described by first moments depending
on the measurement outcome, but by a fixed QCM, given by
the Schur complement [52], [53], [54]
V ′B = (VAB + 0A ⊕ σB)/(VB + σB). (62)
Equation (61) shows how quantum Gaussian states re-
produce classical Gaussian probability distributions when
measured with Gaussian measurements. Thus, thanks to the
connection outlined in Section I, log-det entropies become
relevant in the quantum case as well, since they reproduce
Shannon entropies of the experimentally accessible measure-
ment outcomes. One could also wonder, whether the log-det
entropy given in (8) can be interpreted directly at the density
operator level. To understand how this can be done, let us
recall the notion of quantum Re´nyi-α entropy of a state ρ,
given by
Sα(ρ) ..=
1
1− α ln Tr[ρ
α]. (63)
Interestingly, it can be shown that for an arbitrary Gaussian
state with QCM V it holds
S2(ρ) =
1
2
ln detV = M(V ) = h(ξ)− n(lnpi + 1), (64)
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i.e. the Re´nyi-2 entropy coincides with the log-det entropy
defined in (8) [20], and these quantities in turn coincide, up
to an additive constant, with the differential entropy h(ξ) of
the classical Gaussian variable ξ ∈ R2n whose probability
distribution is precisely the Wigner function Wρ(ξ) of the
quantum Gaussian state ρ. In fact, Re´nyi-2 quantifiers have
repeatedly been shown to be useful in quantum optics, the
underlying reason being that Gaussian states are particularly
well-behaved when measures respecting their quadratic nature
are employed [43].
Note that in general it is not advisable to form entropy
expressions from Re´nyi entropies, since they do not obey any
nontrivial constraints in a general multi-partite system [55].
In information theory, this is addressed by defining directly
well-behaved notions of conditional Re´nyi entropy and Re´nyi
mutual information [56]. Here, we evade those issues as we
are restricting to Gaussian states. In fact, as discussed in
Section I, thanks to their special structure Gaussian states sat-
isfy also Re´nyi-2 entropic inequalities. Not surprisingly, such
inequalities find several applications in continuous variable
quantum information, in particular limiting the performances
of quantum protocols with Gaussian states. For example, as
demonstrated in [26], [27], there is no Gaussian state of a
(nA + nB + nC)-mode system ABC that is simultaneously
A → C and B → C steerable by Gaussian measurements
when nC = 1. At the level of QCMs, this is a consequence
of the (non-balanced) inequality
M(VAC) +M(VBC)−M(VA)−M(VB) ≥ 0, (65)
to be obeyed by all tripartite QCMs VABC . We stress that (65)
can not hold for all positive definite V (that is, for all classical
covariance matrices), as it can be easily seen by rescaling
it via V 7→ kV , for k > 0. However, the new matrix V
becomes unphysical for sufficiently small k, as it violates the
uncertainty principle (59).
B. Applications to SSA and entanglement quantification
We are now ready to apply our results to strengthening
the SSA inequality (5) in the quantum case. This subsection
is thus devoted to finding a sensible lower bound on the
log-det conditional mutual information for all QCMs. This
bound will be given by a quantity called Re´nyi-2 Gaussian
entanglement of formation, already introduced and studied
in [20]. In general, for a bipartite quantum state ρAB , the
Re´nyi-α entanglement of formation is defined as the convex
hull of the Re´nyi-α entropy of entanglement defined on pure
states [57], i.e.
EF,α(A : B)ρ ..= inf
∑
i
pi Sα
(
ψAi
)
s.t. ρAB =
∑
i
piψ
AB
i ,
(66)
where ψABi are density matrices of pure states, ψ
A
i =
TrB ψ
AB
i is the reduced state (marginal), and Sα is defined
in (63).
For quantum Gaussian states, an upper bound to this quan-
tity can be derived by restricting the decompositions appearing
in the above infimum to be comprised of pure Gaussian
states only. One obtains what is called Gaussian Re´nyi-α
entanglement of formation, a monotone under Gaussian local
operations and classical communication, that in terms of the
QCM VAB of ρAB is given by the simpler formula [58]
EGF,α(A : B)V = inf Sα(γA)
s.t. γAB pure QCM and γAB ≤ VAB ,
(67)
where with a slight abuse of notation we denoted with Sα(W )
the Re´nyi-α entropy of a Gaussian state with QCM W , and
γAB stands for the QCM of a pure Gaussian state, i.e. with
det γAB = 1. Incidentally, it has been proven [59], [60] that
for some 2-mode Gaussian states the formula (67) reproduces
exactly (66), i.e. Gaussian decompositions in (66) are globally
optimal.
The most commonly used EF,α is the one corresponding
to the von Neumann entropy, α = 1. However, as we already
saw, Re´nyi-2 quantifiers arise quite naturally in the Gaussian
setting, because by virtue of (64) they reproduce Shannon
entropies of measurement outcomes, cf. (61). Thus, from now
on we will focus on the case α = 2. Under this assumption,
thanks to (64) we see that (67) becomes
EGF,2(A : B)V = inf M(γA)
s.t. γAB pure QCM and γAB ≤ VAB .
(68)
We will find it convenient to rewrite the above equation
in a slightly different form. Using the well-known fact that
M(γA) = M(γB) =
1
2IM (A : B)γ when γAB is the QCM
of a pure state [19], we obtain
EGF,2(A : B)V = inf
1
2
IM (A : B)γ
s.t. γAB pure QCM and γAB ≤ VAB .
(69)
The entanglement measure (67) is known to be faithful on
quantum Gaussian states, i.e. it becomes zero if and only if
the Gaussian state with QCM VAB is separable. Furthermore,
in [18] it was proven that the Gaussian Re´nyi-2 entanglement
of formation obeys the notable inequality
EGF,2(A : B)V ≤
1
2
IM (A : B)V , (70)
that in turn allows to prove useful monogamy properties
of (68), captured by the inequality
EGF,2(A : B1 . . . Bn)V ≥
n∑
j=1
EGF,2(A : Bj)V , (71)
for any multipartite Gaussian state with QCM VAB1...Bn .
We are now in position to apply some of the tools we
have been developing so far to prove a generalisation of the
inequality (70) that is of interest to us since it constitutes
also a strengthening of (5). Before coming to the main result
of this subsection, we remind the reader of a useful result
that extends [18, Lemma 13 (Supplemental material)]. Besides
being a versatile tool to be employed throughout the rest of
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this section, the following lemma starts to show how fruitful
the application of matrix analysis tools in quantum optics can
be.
Lemma 11. Let K > 0 be a positive matrix. Then γ#K ≡
K#(ΩK−1Ωᵀ) is a pure QCM. Furthermore, K > iΩ if and
only if K > ΩK−1Ωᵀ, if and only if K > γ#K .
Proof. We can follow the same steps as in the proof of [18,
Lemma 13 (Supplemental material)]. Namely, we apply
Lemma 7 to decompose K = S∆ST , where S is symplectic
and ∆ diagonal. Then, we deduce that
γ#K = (S∆S
ᵀ)#
(
ΩS−ᵀ∆−1S−1Ωᵀ
)
(i)
= (S∆Sᵀ)#
(
SΩ∆−1ΩᵀSᵀ
)
(ii)
= (S∆Sᵀ)#
(
S∆−1Sᵀ
)
(iii)
= S
(
∆#∆−1
)
Sᵀ
(iv)
= SSᵀ,
where we used, in order: (i) the identity ΩSᵀ = S−1Ω, valid
for all symplectic S; (ii) the fact that [Ω,∆] = 0, which is a
consequence of Lemma 7; (iii) the congruence covariance of
the geometric mean, (23); and (iv) the elementary observation
that ∆#∆−1 = 1, as follows from the explicit formula (24).
Then, it is easy to observe that γ#K is the QCM of a pure
Gaussian state. The inequality K > iΩ translates to ∆ > 1,
and in turn to K = S∆Sᵀ > SSᵀ = γ#K , or alternatively to
∆ > ∆−1 and thus to K = S∆Sᵀ > S∆−1Sᵀ = ΩK−1Ωᵀ.
This latter condition can already be found in [61, Lemma 1].
Theorem 12. For all tripartite QCMs VABC ≥ iΩABC , it
holds that
1
2
IM (A : B|C)V ≥ EGF,2(A : B)V . (72)
Proof. We employ a similar trick to the one used in [18]: for
any QCM VABC , using the notation of Lemma 11 define
γAB ..= γ
#
VABC/VC
. (73)
Since VABC/VC > 0 by the positivity conditions (19), we see
that γAB is a pure QCM. Now we proceed to show that γAB ≤
VAB . On the one hand, the very definition of Schur comple-
ment implies that VABC/VC ≤ VAB , while on the other hand a
special case of [18, Theorem 3] gives us the general inequality
VABC/VC ≥ ΩV −1ABΩᵀ, i.e. Ω(VABC/VC)−1Ωᵀ ≤ VAB .
Since the geometric mean is well-known to be monotonic [31],
we obtain γAB ≤ VAB . This shows that γAB can be used as
an ansatz in (69). We can write
EGF,2(A : B)V
≤ 1
2
IM (A : B)γ
=
1
2
IM (A : B)(VABC/VC)#(Ω(VABC/VC)−1Ωᵀ)
(i)
≤ 1
4
IM (A : B)VABC/VC +
1
4
IM (A : B)Ω(VABC/VC)−1Ωᵀ
(ii)
=
1
4
IM (A : B)VABC/VC +
1
4
IM (A : B)(VABC/VC)−1
(iii)
=
1
4
IM (A : B|C)V + 1
4
IM (A : B|C)V
=
1
2
IM (A : B|C)V ,
where we employed, in order: (i) the convexity of log-det
mutual information on the trace metric geodesics (30), (ii)
the obvious fact that since ΩAB = ΩA ⊕ ΩB , the equality
IM (A : B)ΩWΩᵀ = IM (A : B)W holds true; and (iii) the
identity (28) for the first term and (29) followed again by (28)
for the second.
C. Gaussian Re´nyi-2 squashed entanglement
In finite-dimensional quantum mechanics, the positivity of
conditional mutual information allows to construct a powerful
entanglement measure called squashed entanglement, defined
for a bipartite state ρAB by [62]
Esq(A : B)ρ ..= inf
ρABC
1
2
I(A : B|C)ρ, (74)
where the infimum ranges over all possible ancillary quantum
systems C and over all the possible states ρABC having
marginal ρAB . We are now in position to discuss a similar
quantity tailored to Gaussian states. First, we can restrict
the infimum by considering only Gaussian extensions, which
corresponds to the step leading from (66) to (67). Secondly, as
it was done to arrive at (68), we can substitute von Neumann
entropies with Re´nyi-2 entropies. The result is
EGsq,2(A : B)V
..= inf
VABC
1
2
IM (A : B|C)V , (75)
where the infimum is on all extended QCMs VABC satisfying
the condition ΠABVABCΠ
ᵀ
AB = VAB on the AB marginal
(and (59)). We dub the quantity in (75) Gaussian Re´nyi-2
squashed entanglement, stressing that it is a quantifier specif-
ically tailored to Gaussian states and different from the Re´nyi
squashed entanglement defined in [63] for general states,
where an alternative expression for the conditional Re´nyi-α
mutual information is adopted instead.
Despite the complicated appearance of the expression (75),
it turns out that the Gaussian Re´nyi-2 squashed entanglement
coincides with the Gaussian Re´nyi-2 entanglement of forma-
tion for all bipartite QCMs. This unexpected fact shows once
more that Re´nyi-2 quantifiers are particularly well behaved
when employed to analyse Gaussian states, while at the same
time it provides us with a novel, alternative expression of
EGF,2 that can be used to understand its basic properties in
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a different, and sometimes more intuitive, way. Before stating
the main result of this subsection, we need some preliminary
results.
Lemma 13. Let γAB be a pure QCM of a bipartite system
AB such that nA = nB = n and γA > iΩA. Then
(γAB + iΩAB)
/
(γA + iΩA) = 0B .
Proof. From Williamson’s decomposition, Lemma 7, we
see that whenever γAB is pure one has rank(γAB +
iΩAB) = nA + nB = 2n (i.e. half the maximum).
Since already rank(γA + iΩA) = 2n, the additivity
of ranks under Schur complements (21) tells us that
rank
(
(γAB + iΩAB)
/
(γA + iΩA)
)
= 0, concluding the
proof.
Proposition 14. Let VAB be a QCM of a bipartite system, and
let γABC be a fixed purification of VAB (see Lemma 9). Then,
for all pure QCMs τAB ≤ VAB there exists a one-parameter
family of pure QCMs σC(t) (where 0 < t ≤ 1) on C such that
γ′AB(t) ..= (γABC + 0AB ⊕ σC(t))
/
(γC + σC(t)) (76)
is a pure QCM for all t > 0, and limt→0+ γ′AB(t) = τAB .
Equivalently, there is a sequence of Gaussian measurements
on C, identified by pure seeds σC(t), such that the QCM of
the post-measurement state on AB is pure and tends to τAB
(see (62)).
Proof. Let us start by applying Lemma 10 to decompose the
symplectic space of AB as ΣAB = ΣR ⊕ ΣS in such a way
that VAB = VR⊕ηS , where VR > iΩR and ηS is a pure QCM.
According to Lemma 10, the purification γABC can be taken
to be of the form γABC = γRC1⊕ηS⊕δC2 , with γC1 > iΩC1 ,
nC1 = nR, and δC2 pure. If τ ≤ V is a pure QCM, a projection
onto ΣS reveals that τS = ΠSτΠ
ᵀ
S ≤ ηS . Since τS must be
a legitimate QCM, and pure states are minimal within the
set of QCMs, we deduce that τS = ηS . Then, an application
of Lemma 8 allows us to conclude that τ = τR ⊕ ηS , and
accordingly τR ≤ VR.
We claim that for all pure τR < VR there is a pure QCM
σC1 such that
(γRC1 + 0R ⊕ σC1)
/
(γC1 + σC1) = τR. (77)
Constructing the extension σC ..= σC1 ⊕ σ˜C2 , where σ˜C2 is an
arbitrary pure QCM, we see that (77) can be rewritten as
(γABC + 0AB ⊕ σC)
/
(γC + σC) = τR ⊕ ηS . (78)
In fact, adding the ancillary system C2 does not produce
any effect on the Schur complement, since there are no off-
diagonal block linking C2 with any other subsystem. Analo-
gously, the S component of the AB system can be brought
out of the Schur complement because it is in direct sum with
the rest.
In light of (78), we know that once (77) has been es-
tablished, in (76) we can achieve all QCMs γ′ that can be
written as τR ⊕ ηS , with τR < VR. It is not difficult to see
that this would allow us to conclude. Before proving (77),
let us see why. The main point here is that every pure QCM
τR ≤ VR can be thought of as the limit of a sequence of pure
QCMs τR(t) < VR. An explicit formula for such a sequence
reads τR(t) = τR#tγ
#
VR
, where γ#VR is the pure QCM
defined in Lemma 11, and #t denotes the weighted geometric
mean (25). Observe that: (i) τR(t) is a QCM since it is known
that the set of QCMs is closed under weighted geometric
mean [64, Corollary 8]; (ii) τR(t) is in fact a pure QCM,
because according to (26) its determinant satisfies det τR(t) =
(det τR)
1−t (
det γ#VR
)t
= 1; (iii) limt→0+ τR(t) = τR as can
be seen easily from (25); and (iv) τR(t) < VR for all t > 0.
This latter fact can be justified as follows. Since VR > iΩR,
from Lemma 11 we deduce γ#VR < VR. Taking into account
that τR ≤ VR, the claim follows from the strict monotonicity
of the weighted geometric mean, in turn an easy consequence
of (25).
Now, let us prove (77). We start by writing
γRC1 =
(
VR L
Lᵀ γC1
)
,
where VR > iΩR, γC1 > iΩC1 , and the off-diagonal block
L is square. As a matter of fact, more is true, namely that L
is also invertible. The simplest way to see this involves two
ingredients: (a) the identity ΩV −1R Ω
ᵀ = γRC1/γC1 = VR −
Lγ−1C1 L
ᵀ, easily seen to be a special case of [18, Equation (8)];
and (b) the fact that VR > ΩV −1R Ω
ᵀ because of Lemma 11.
Combining these two ingredients we see that
VR > ΩV
−1
R Ω
ᵀ = VR − Lγ−1C1 Lᵀ,
which implies Lγ−1C1 L
ᵀ > 0 and in turn the invertibility of
L. Now, for a pure QCM τR < VR, take σC1 = L
ᵀ(VR −
τR)
−1L− γC1 . On the one hand,
(
γRC1 + 0R⊕σC1
)/(
γC1 + σC1
)
= VR − L (γC1 + σC1)−1Lᵀ
= τR
by construction. On the other hand, write
σC1− iΩC1 = Lᵀ(VR − τR)−1L− (γC1 + iΩC1)
= Lᵀ(VR − τR)−1L− Lᵀ(VR + iΩR)−1L
= Lᵀ
(
(VR − τR)−1 − (VR + iΩR)−1
)
L
= Lᵀ(VR − τR)−1
· ((VR + iΩR)− (VR − τR))
· (VR + iΩR)−1L
= Lᵀ(VR − τR)−1 (τR + iΩR) (VR + iΩR)−1L,
where we employed Lemma 13 in the form γC1 + iΩC1 =
Lᵀ(VR + iΩR)−1L and performed some elementary alge-
braic manipulations. Now, from the third line of the above
calculation it is clear that σC1 − iΩC1 ≥ 0, since from
VR − iΩR ≥ VR − τR > 0 we immediately deduce
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(VR − τR)−1 ≥ (VR + iΩR)−1. This shows that σC1 is a
valid QCM. Moreover, observe that
rank (σC1 − iΩC1)
= rank
(
Lᵀ(VR − τR)−1 (τR + iΩR) (VR + iΩR)−1L
)
= rank (τR + iΩR)
= nR
= nC1 ,
which tells us that σC1 is also a pure QCM.
Now, we are ready to state the conclusive result of the
present paper.
Theorem 15. For all bipartite QCMs VAB ≥ iΩAB , the
Gaussian Re´nyi-2 squashed entanglement coincides with the
Gaussian Re´nyi-2 entanglement of formation, i.e.
EGsq,2(A : B)V = E
G
F,2(A : B)V . (79)
Proof. The inequality EGsq,2(A : B)V ≥ EGF,2(A : B)V is
an easy consequence of (72) together with (75). To show the
converse, we employ the expression (69) for the Gaussian
Re´nyi-2 entanglement of formation. Consider an arbitrary
purification γABC of VAB , and pick a pure state τAB ≤ VAB .
By construction, we have γAB = VAB . Now, thanks to
Proposition 14 one can construct a sequence of measurements
identified by σC(t) such that (77) holds. Then, we have
1
2
IM (A : B)τ
=
1
2
IM (A : B)limt→0+ (γABC+0AB⊕σC(t))/(γC+σC(t))
(i)
= lim
t→0+
1
2
IM (A : B)(γABC+0AB⊕σC(t))/(γC+σC(t))
(ii)
= lim
t→0+
1
2
IM (A : B|C)γABC+0AB⊕σC(t)
(iii)
≥ EGsq,2(A : B)V ,
where we used, in order: (i) the continuity of the log-det
mutual information; (ii) the identity (28); and (iii) the fact that
the QCMs γABC + 0AB ⊕ σC(t) constitute valid extensions
of VAB , thus being legitimate ansatzes in (75).
Remark. A by-product of the above proof of Theorem 15 is
that in (75) we can restrict ourselves to systems of bounded
size nC ≤ nAB = nA + nB . Moreover, up to limits the
extension can be taken of the form γABC + 0AB ⊕σC , where
γABC is a fixed purification of VAB and σC is a pure QCM.
This surprising identity between two seemingly very dif-
ferent entanglement measures, even though tailored to Gaus-
sian states, is remarkable. On the one hand, it provides an
interesting operational interpretation for the Gaussian Re´nyi-2
entanglement of formation in terms of log-det conditional
mutual information, via the recoverability framework. On the
other hand, it simplifies the notoriously difficult evaluation of
the squashed entanglement, in this case restricted to Gaussian
extensions and log-det entropy, because it recasts it as an
optimisation of the form (68), which thus involves matrices
of bounded instead of unbounded size (more precisely, of
the same size as the mixed QCM whose entanglement is
being computed). In general, Theorem 15 allows us to export
useful properties between the two frameworks it connects.
For instance, it follows from the identity (79) that the Gaus-
sian Re´nyi-2 squashed entanglement is faithful on Gaussian
states and a monotone under Gaussian local operations and
classical communication; in contrast, proving the property of
faithfulness for the standard squashed entanglement was a very
difficult step to perform [65]. On the other hand, the arguments
establishing many basic properties of the standard squashed
entanglement can be imported from [62] and applied to (75),
providing new proofs of the same properties for the Gaussian
Re´nyi-2 entanglement of formation. Let us give an example
of how effective is the interplay between the two frameworks
by providing an alternative, one-line proof of the following
result [18]
Lemma 16. [18, Corollary 7] The Gaussian Re´nyi-2 entan-
glement of formation is monogamous on arbitrary Gaussian
states, i.e.
EGF,2(A : BC) ≥ EGF,2(A : B) + EGF,2(A : C), (80)
and analogously for more than three parties.
Proof. Thanks to Theorem 15, we can prove the monogamy
relation (80) for the Gaussian Re´nyi-2 squashed entanglement
instead. We use basically the same argument as in [62,
Proposition 4]. Namely, call VABC the QCM of the system
ABC. Then for all extensions VABCE of VABC one has
IM (A : BC|E)V = IM (A : B|E)V + IM (A : C|BE)
≥ 2EGsq,2(A : B)V + 2EGsq,2(A : C)V ,
where we applied the chain rule for the conditional mutual
information together with the obvious facts that VABE is a
valid extension of VAB and VABCE a valid extension of VAC .
A monogamy inequality is a powerful tool in dealing with
entanglement measures. For instance, when combined with
monotonicity under local operations, it leads to the additivity
of the measure under examination.
Corollary 17. The Gaussian entanglement measure EGF,2 =
EGsq,2 is additive under tensor products (equivalently, direct
sum of covariance matrices). In formulae,
EGF,2(A1A2 : B1B2)VA1B1⊕WA2B2 = E
G
F,2(A1 : B1)V
+ EGF,2(A2 : B2)W .
(81)
Proof. Applying first (80) and then the monotonicity of EGF,2
under the operation of discarding some local subsystems, we
obtain
EGF,2(A1A2 : B1B2)VA1B1⊕WA2B2
≥ EGF,2(A1A2 : B1)VA1B1⊕WA2
+ EGF,2(A1A2 : B2)VA1⊕WA2B2
≥ EGF,2(A1 : B1)V + EGF,2(A2 : B2)W .
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The opposite inequality follows by inserting factorised
ansatzes γA1B1 ⊕ τA2B2 into (67).
As established in this section, the Gaussian Re´nyi-2 en-
tanglement of formation alias Gaussian Re´nyi-2 squashed
entanglement also emerges as a rare example of an addi-
tive entanglement monotone (within the Gaussian framework)
which satisfies the general monogamy inequality (71). We
remark that the conventional (Re´nyi-1) entanglement of for-
mation cannot fundamentally be monogamous [66], while the
standard squashed entanglement is monogamous on arbitrary
multipartite systems [67].
VII. CONCLUSIONS
In this paper, we analysed the SSA inequality for the log-
det entropy from a matrix analysis viewpoint and explored
some of its applications. We first derived new necessary and
sufficient conditions for saturation of said inequality. In the
context of classical recoverability, we then provided an explicit
form for the Gaussian Petz recovery map and further obtained
a strengthening of SSA by constructing a faithful lower bound
to a log-det entropy based conditional mutual information. We
finally specialised to quantum Gaussian states, for which the
log-det entropy reduces to the Re´nyi-2 entropy, and defined a
corresponding Gaussian version of the squashed entanglement
measure. Surprisingly, we showed that the latter measure
coincides with the Re´nyi-2 entanglement of formation defined
via a Gaussian convex roof construction [20]. In turn, this
allows us to build a bridge connecting the two frameworks,
that can be used to establish new properties of a measure by
looking at the other, or to provide simpler and more instructive
proofs of known properties.
This manuscript, following a recent series of contribu-
tions [20], [26], [18], casts further light on the connections be-
tween matrix analysis (in particular determinantal inequalities)
and information theory in both classical and quantum settings.
In future work, within the context of continuous variable
quantum information with Gaussian states [19], it could be
interesting to establish whether the equivalence between the
Gaussian Re´nyi-2 squashed entanglement defined here and the
Gaussian Re´nyi-2 entanglement of formation defined in [20]
further extends to a third measure of entanglement, namely the
recently introduced Gaussian intrinsic entanglement [68]. It
could also be worth exploring whether, for states where Gaus-
sian decompositions attain the global convex roof optimisation
for the entanglement of formation (such as symmetric 2-mode
Gaussian states), one could extend our techniques to show that
even the standard squashed entanglement defined in terms of
von Neumann conditional mutual information [62] may be op-
timised by Gaussian extensions and perhaps coincide with the
conventional entanglement of formation; this would constitute
a unique instance of computable squashed entanglement on
states very relevant for applications in quantum optics. Finally,
while we have studied the classical Gaussian Petz recovery
map here, a very recent study has investigated the quantum
Petz map for Gaussian states, showing it to be a Gaussian
channel [69]. The results and techniques in [69] are however of
somewhat different nature than those presented here, since they
involve quantum states instead of classical random variables.
In this context, it will be interesting to investigate Gaussian
measures of more general quantum correlations [70] based on
the fidelity of recovery after Gaussian entanglement-breaking
channels, in analogy to the finite-dimensional case [71].
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