Conventional ultrasound imaging probes typically comprise finite-sized arrays of periodically spaced transducer elements which, in the case of phased arrays, can result in severe grating and sidelobe artifacts. Whereas side lobes can be effectively suppressed through amplitude apodization ("AmpA"), grating lobes arising from periodicity in transducer placement can only be suppressed by decreasing the element pitch, which is technologically challenging and costly. In this work, we present source density apodization ("SDA") as an alternative apodization scheme, where the spatial source density (and, hence, the element pitch) is varied across the imaging aperture. Using an alloptical ultrasound imaging setup capable of video-rate 2-D imaging as well as dynamic and arbitrary reconfiguration of the source array geometry, we show both numerically and experimentally how SDA and AmpA are equivalent for large numbers of sources. For low numbers of sources, SDA is shown to yield superior image quality as both side and grating lobes are effectively suppressed. In addition, we demonstrate how asymmetric SDA schemes can be used to locally and dynamically improve the image quality. Finally, we demonstrate how a nonsmoothly varying spatial source density (such as that obtained for randomized arrays or in the presence of source positioning uncertainty or inaccuracy) can yield severe image artifacts. The application of SDA can, thus, yield high image quality even for low channel counts, which can ultimately result in higher imaging frame rates using acquisition systems of reduced complexity.
element pitch obeys the spatial Nyquist limit (i.e., the pitch is less than half the central acoustic wavelength) [2] , such arrays can yield images of high quality and low artifact levels. However, for high-frequency imaging probes, achieving the Nyquist-dictated maximum element pitch is technologically challenging and costly. As a result, many current highfrequency imaging probes comprise transducer elements that are larger than half the central acoustic wavelength [2] . Combined with a periodic transducer element spacing, this results in the formation of grating lobes that can lead to image artifacts. In addition, imaging arrays have necessarily finite spatial extents. The resulting discontinuities at the edges of the imaging aperture result in the formation of side lobes [2] , which can result in further image artifacts.
Side lobes are commonly suppressed through the application of amplitude weighting functions [dubbed here as amplitude apodization ("AmpA")] that reduce the contribution of the elements located toward the edges of the aperture to the image. This method of apodization is effective [2] , but typically results in a reduced lateral resolution due to an apparent reduction in the aperture dimensions. However, grating lobes are unaffected by AmpA and can only be suppressed by decreasing the element pitch or by avoiding spatial periodicity; both solutions are technologically challenging using conventional electronic transducers.
Recently, an all-optical alternative to electronic ultrasound transducers has been presented that uses light to both transmit and receive ultrasound. Using fiber optic technology, optical ultrasound sources [3] [4] [5] [6] [7] [8] and detectors [9] [10] [11] [12] [13] [14] are readily miniaturized, exhibit high bandwidths and sensitivities, and are immune to electromagnetic interference. Recently, a benchtop system has been demonstrated that used a single fiber optic ultrasound detector and a centimeter-scale monolithic photoacoustic ultrasound generator membrane to achieve video-rate 2-D imaging [15] . By using lenses and a rapidly steerable mirror, arbitrary control over the location of the optical focus (and, hence, over the location of the ultrasound source) was achieved, which enabled the synthesis of ultrasound source arrays of arbitrary and reconfigurable configuration, including arrays comprising spatially overlapping sources. In previous work, this benchtop system was used to show how tapering the spatial source density toward the edges of the aperture [a technique dubbed source density apodization ("SDA")] significantly improved the image quality compared to conventional periodic source spacing [15] , [16] . In this work, we present the theoretical framework behind both AmpA and SDA, and compare AmpA and SDA for a range of apodization windows using both numerical and experimental phantom data. In addition, we explore whether asymmetric SDA schemes can improve the image quality locally and dynamically.
II. METHODS

A. Optical Ultrasound Generation and Detection
Ultrasound was generated optically via the photoacoustic effect [17] . Pulsed excitation light (wavelength: 1064 nm, pulse duration: <5 ns, pulse energy: 76 μJ, pulse repetition rate: 3 kHz, beam diameter: 1.0 mm; FQS-400-1-Y-1064, Elforlight, U.K.) was delivered to an ultrasound generator membrane (comprising a nanocomposite of multiwalled carbon nanotubes and polydimethylsiloxane (PDMS) [5] , [15] ), where it was converted into ultrasound (pressure at the membrane surface: 0.98 ± 0.06 MPa; center frequency: 15.0 MHz; −6-dB bandwidth: 27.1 ± 2.2 MHz). Using a cylindrical lens (focal length: 50 mm; LJ1695RM-C, Thorlabs, Germany), the excitation light was confined to an eccentric focal spot, resulting in an eccentric optical ultrasound source (dimensions: 224 ± 53 μm laterally by 1.1 mm ± 82 μm elevationally) that generated an elevationally collimated ultrasound field to maximize the signal-to-noise ratio (SNR) at depth. Using a steerable mirror, the optical focus (and correspondingly the ultrasound source) was scanned across the generator membrane to synthesize a 1-D source aperture of arbitrary geometry (aperture width: 13 mm; synthesis rate: 2 000 ultrasound source locations per second). Each source location was excited sequentially to synthesize the imaging aperture, and the backscattered ultrasound was detected and digitized for each source location (250 MSa/s, 14-bit, no signal averaging; M4i.4420-x8, Spectrum, Germany) using a single, stationary fiberoptic detector positioned centrally within the imaging plane at an axial offset of 0.4 mm. This detector comprised a plano-concave Fabry-Pérot cavity at its distal end (noise-equivalent pressure: 40 Pa, bandwidth: 80 MHz, near-omnidirectional response for frequencies up to 20 MHz, [18] ), of which the optical reflectivity was modulated by impinging ultrasound waves [14] . The backscattered pressure was recorded by accurately monitoring the sensor's optical reflectivity, as described in detail by Alles et al. [15] . The experimental setup was controlled using a custom LabVIEW script (LabVIEW 2014, National Instruments, TX, USA) and is shown schematically in Fig. 1 .
B. Numerical Simulations
Numerical simulations of the pulse-echo wave propagation were performed using the spatial impulse response method. The source transducers were approximated by rectangles measuring 200 μm × 1 mm in size, and their impulse responses were computed using the FOCUS package [19] , [20] . The temporal excitation of the acoustic source was modeled as a Hann-weighted tone burst (center frequency: 15 MHz; duration: 4 cycles) that was matched to the power spectrum of the generated ultrasound. The pressure field generated by source i scatters off point scatterers located in r j , and the backscattered pressure is recorded by a point Fig. 1 . Schematic of the experimental setup (not to scale). Excitation light is focused onto an ultrasound generator membrane through a cylindrical lens, and a steerable mirror is used to translate the focal spot across the membrane and, thus, synthesize a 1-D ultrasound source aperture of arbitrary geometry. The two optical paths shown correspond to two separate ultrasound source locations that are sequentially excited. Backscattered ultrasound waves are recorded using a single stationary fiberoptic detector. detector (assuming omnidirectionality and a flat frequency response) located in r r . For source i , the recorded pulse-echo pressure trace is, hence, given by
where R j is the reflectivity of the j th point scatterer, the summation extends over all N scat point scatterers, c is the homogeneous speed of sound, and p i ( r j , t) is the pressure generated by source i as computed using the impulse response method. B-scans were simulated by computing separate pulse echo pressure traces p r,i (t) for all sources i . White noise was added to all simulated pulse-echo pressure traces computed in this work at an SNR of 20 dB to match the SNR observed experimentally after envelope detection.
C. Image Reconstruction
Images were reconstructed through dynamic focusing using the delay-and-sum (DAS) algorithm [21] , [22] , in which the image amplitude I ( r ) in image position r is given by
where p r,i (t) is the pressure generated by the i th source located in r s,i as detected by a single detector located in r r , W i is an optional AmpA window function, and N src is the number of sources distributed across the source aperture. The speed of sound c was estimated from the continuously monitored temperature of the water bath (USB-TC01, National Instruments, TX, USA) [23] . Equation (2) represents the coherent summation of the pulse-echo pressures detected for all sources; as such, amplitude and phase effects (such as attenuation, source directionality, and temporal signatures of the sources and detector) are omitted. Equation (2) was implemented on a Quadro P6000 graphical processing unit (GPU) (Nvidia Corporation, CA, USA) using the compute unified device architecture (CUDA) 10.0 parallel computing platform. Parallelization was achieved by distributing the computation of the image pixels to individual threads. The computation was performed in single precision using 128 blocks and 1024 threads per block; these parameters were determined empirically to yield the best performance. To ensure responsiveness of the custom LabVIEW user interface during image reconstruction, the image was divided in subsets of 2 17 pixels that were sequentially reconstructed using multiple CUDA function calls. Compared to the same code run on a single CPU (Core i7-6700, 3.4 GHz, Intel, CA, USA), the GPU implementation reduced the time required to reconstruct an image by a factor of 89.6. To further improve the image frame rate, image reconstruction of the current frame and acquisition of the next B-scan were performed in parallel.
III. APODIZATION SCHEMES
For a 1-D source array [i.e., r s,i = (x s,i , 0, 0)], the contribution of a narrow lateral strip m of width δ to the total image (see Fig. 2 ) is given by
where set σ m = {k | x s,m ≤ x s,k < x s,m + δ}, and the notation τ i = (| r − r r | + | r − r s,i |)/c was introduced for brevity. When this strip is sufficiently narrow, pressure p r,i (τ i ) ≈ p r,m (τ m ) and AmpA apodization window
are approximately constant across the strip, hence
where D m ≡ D(x s,m ) is the spatial source density (i.e., the number of sources per unit distance), which is computed in practice by counting the number of sources within each strip. The total image is now obtained by summing the contributions of all strips m:
where M = A/δ is the total number of strips and A is the aperture size. For a periodically spaced source array,
If, in addition, δ = A/N src is set to the source pitch, (5) reduces to the classical DAS expression of (2), as each strip contains exactly one source. Equation (5) reveals how apodization can be achieved through two separate mechanisms: either by applying a weighting function W (x) (corresponding to conventional AmpA) or by applying a spatially varying spatial source density D(x) (corresponding to SDA). The two mechanisms can be combined to obtain hybrid apodization schemes. In the limiting case where N src → ∞, the AmpA and SDA schemes are equivalent: changing either the weighting function W (x) or the spatial source density D(x) by some amount results in the same difference in contribution of strip m to the total image.
However, for finite numbers of sources, the discretely sampled pressure p r,i (τ i ) depends on the lateral source coordinate x s,i , which in turn depends on the spatial source density D(x). As a result, the total image I ( r ) obtained using just AmpA will differ from that obtained using SDA alone, regardless of the apodization functions, aperture size, and number of sources. This difference is more pronounced for arrays comprising small numbers of sources, where the difference in the set of source coordinates x s,i between arrays employing either AmpA or SDA is larger.
Common choices for apodization windows include top hat (W = 1, corresponding to no AmpA), Hamming, Hann, Gaussian, Blackman, cosine [2] , and an exponentiated normalized hyperbolic sine function [24] , each of which results in a different trade-off between lateral resolution and sidelobe level. These windows can be applied to achieve both AmpA and SDA: for AmpA, the window W is applied as a weighting function during image reconstruction. For SDA, the window D is computed for N src equidistantly distributed positions across a normalized aperture ranging between ±1. The nonequidistantly spaced lateral source coordinates are then obtained through numerical integration of the reciprocal of the spatial source density, followed by normalization and scaling to the physical aperture width.
In the case of AmpA, the imaging performance of these apodization windows can for monochromatic waves be predicted from the power spectrum of the apodization window function W [2] . Since AmpA and SDA were shown above to be mathematically equivalent, the imaging performance of an SDA apodization function D can, hence, similarly be predicted from its power spectrum. However, due to the large ultrasound bandwidths generated in this work, the achieved imaging performance will deviate from monochromatic predictions based on power spectra.
As an illustration, the apodization windows and corresponding power spectra of five apodization schemes are shown in Fig. 3 . For this comparison, the following apodization windows were used: top hat (resulting in a constant source pitch), random (where the lateral source coordinate x s,i is randomized across the aperture to avoid periodicity and the associated grating lobes), circular (where the apodization window is given by the circle equation D 2 (x) + x 2 = 1, yielding the previously considered array geometry where the lateral source coordinates are given by the trigonometric asin function [15] ), triangular, and Hamming (a window commonly applied in AmpA). As can be observed, each apodization scheme results in a different main lobe width (resulting in a different lateral resolution) and different sidelobe level (resulting in a different image clutter level). As a trend, the sidelobe level and main lobe width were observed to be inversely proportional, and lower sidelobe levels are generally achieved at the expense of a reduced lateral resolution. The use of randomized source coordinates results in very high sidelobe levels (in this instance −6.2 dB), and, hence, very poor image contrast is expected for this apodization function.
IV. RESULTS
A. Amplitude Apodization Versus Source Density Apodization
Simulated all-optical ultrasound images of a single point scatterer reveal that, for top hat AmpA and top hat SDA, increasing the number of sources (and, hence, reducing the spatially invariant source pitch) improves the image quality as grating lobes are suppressed when the spatial Nyquist condition is met (see Fig. 4 ). However, the side lobes are unaffected by the source pitch and can only be suppressed by applying additional AmpA. On the contrary, when SDA is applied, both grating lobes and side lobes are strongly suppressed, even for very low numbers of sources. The remaining image artifacts are due to the image reconstruction algorithm, as DAS works by virtue of coherent summation across the aperture. Noise and other artifacts are assumed to be zeromean and incoherent, so that they sum to zero amplitude. This assumption is increasingly inaccurate for low numbers of sources; in practice, reconstruction artifacts will appear in addition to grating and sidelobe artifacts. A finite bandwidth contributes to these artifacts, as does a low spatial source density, either locally or globally.
B. Performance of Various Source Density Apodization Schemes
Applying different SDA schemes while imaging the same cross section of a phantom allowed for direct comparison of the performance of these apodization schemes. Using an array of point scatterers as an imaging phantom (see Fig. 5 ), the resolution and clutter level were compared for the five apodization functions considered in Fig. 3 in both the simulated and experimentally obtained images. As can be observed, top hat SDA achieved the best lateral resolution, and increasingly lower lateral resolutions were achieved using random, circular, triangular and Hamming SDA. On the contrary, circular, Hamming, and triangular SDA achieved similar image contrasts, whereas top hat and especially random SDA yielded significantly higher artifact levels. Good agreement was observed between simulation and experiment for the image resolution; however, experimentally obtained images consistently yielded lower image contrast. The additional artifacts in experimentally obtained images were due to slight inaccuracies and uncertainty in the source locations, which are investigated in greater detail in Section IV-C. In simulations, point scatterers were modeled as mathematical points; in experiments, point scatterers were approximated by placing two parallel layers of tungsten wires (diameter: 27 μm; lateral wire separation: 1 mm; axial layer separation: 3 mm) orthogonal to the image plane.
The same observations could be made when a tissuemimicking phantom was used (see Fig. 6 ). For these experiments, a solid phantom with a geometry based on the vasculature of a human placenta was fabricated in gelwax (comprising a mixture of mineral oil and glass microspheres to achieve physiological ultrasound speckle patterns) [25] and imaged using the same five apodization functions. The highest resolution was observed for top hat SDA, followed by circular, triangular, and Hamming SDA. For Hamming and triangular SDA, significant blurring in the lateral direction was observed. Remaining panels: Simulated and experimentally obtained all-optical ultrasound images using, in clockwise orientation, top hat, circular, random, triangular, and Hamming SDA. For each image, 260 sources were distributed across the source aperture. Each panel is displayed using a dynamic range of 40 dB, normalized separately to each image, and shows both simulated (left-hand side of each panel) and experimentally obtained images (right-hand side). Small regions were magnified (green inserts) to improve visibility. All images were reconstructed using top hat AmpA. The spatial source distribution for each SDA scheme is shown in Fig. 3 .
The image contrasts obtained using circular, Hamming, and triangular SDA were similar, while that obtained using top hat SDA was significantly lower. Random SDA resulted in strong image artifacts that dominated the image and, hence, rendered the phantom nearly invisible.
C. Spatial Smoothness of the Apodization Function
The poor imaging performance of random SDA observed in Figs. 5 and 6 can be understood from the properties of the corresponding spatial source density D: for randomized source positioning, D is likely to fluctuate strongly across the aperture (D is likely to be "spiky," see Fig. 3 ). The power spectrum of D, which (as discussed in Section III) is predictive of the imaging performance of an apodization scheme, is, hence, very broad as D contains a wide range of spatial frequencies, which leads to strong side lobes and corresponding image artifacts. Conversely, this implies that to achieve low sidelobe levels, an apodization function should mainly contain low spatial frequencies to ensure that the majority of the energy within its power spectrum is contained inside the main lobe. This Fig. 6 . Performance of SDA for a tissue-mimicking phantom. Top left: Schematic of a tissue-mimicking phantom modeled after human placental vasculature. Remaining panels: Experimentally obtained all-optical ultrasound images using, in clockwise orientation, top hat, circular, random, triangular, and Hamming SDA. For each image, 260 sources were distributed across the source aperture. Each image was reconstructed using top hat AmpA and is displayed using an individually normalized dynamic range of 40 dB. The spatial source distribution for each SDA scheme is shown in Fig. 3 . requirement imposes limits on the tolerance of the source positioning, however, as significant deviation from the desired apodization function introduces nonsmoothness in the spatial source density. To illustrate this, the simulated images of a point scatterer phantom were generated using circular SDA at various levels of source positioning inaccuracy (see Fig. 7 ). For this experiment, B-scans were generated using laterally perturbed source coordinates, and images were reconstructed using the known and exact perturbed coordinates. As can be observed, image artifact levels increase with increasing source positioning perturbations. Further image artifacts can originate from the finite accuracy of the spatial calibration of the experimental setup and the associated uncertainty in the achieved source positions. Additional simulation studies (data not shown) revealed that imposing perturbations of the same magnitude as positioning uncertainty instead (i.e., Bscans were generated using the desired source locations, but images were reconstructed using perturbed source locations) yielded image artifacts of comparable shape and level, and in addition resulted in reduced image resolution. The discrepancy between images obtained from simulations and experiments observed in Fig. 5 can, hence, be attributed in part to spatial inaccuracy during source array synthesis, uncertainty in source locations during image reconstruction, and a difference in noise characteristics.
D. Asymmetric Apodization
Most of the apodization functions considered above were symmetric around the axial axis and, hence, yielded symmetric imaging performance. However, to achieve low sidelobe levels, the apodization function is only required to be smoothly varying; asymmetry might, hence, be used to control the image quality locally. As a final demonstration, a smoothly varying asymmetric SDA scheme is compared with a symmet- Fig. 7 . Impact of small perturbations in the source positioning. Simulated all-optical ultrasound images of the phantom displayed in Fig. 5 , obtained using 260 sources and circular SDA. For these four images, the lateral coordinate of each source was slightly perturbed by adding a randomized offset generated from a uniform distribution. The range of this uniform distribution was set to, in clockwise orientation, 0 (corresponding to no perturbation), ±10, ±30 and ±20 μm. Each image is shown at an individually normalized dynamic range of 40 dB. ric scheme to assess its usefulness for all-optical ultrasound imaging.
As symmetric SDA scheme, circular SDA is chosen for which the normalized lateral source coordinates are given by the trigonometric asin function: x s,i = 2asin(χ i )/π, with χ i a uniformly sampled quantity ranging between ±1. For the asymmetric SDA scheme, an asymmetric source distribution is considered that is based on a stretched and laterally offset circular SDA scheme. For this asymmetric scheme, the normalized lateral source coordinates are given by x s,i = 2asin(ψ i )/π , where ψ i = χ i + 0.8(χ i + 10/13) 3 is normalized to range between ±1, resulting in the spatial source density shown in Fig. 8(a) . The parameters of ψ i were chosen such that the maximum spatial source density of the asymmetric scheme occurred at a lateral coordinate of −3.5 mm, which coincides with the center of the left half of the phantom.
Using asymmetric SDA, the left half of the resulting image shown in Fig. 8 (lateral coordinate ≤0 mm) exhibits better contrast [+8 and +5 dB at the left protrusion (solid arrow head) and far-left edge (open arrow head) of the image, respectively] and better fill-in than that obtained using circular SDA, and limited view artifacts (such as signal dropout at lateral coordinates ≤−5 mm, and poor definition of the outer edges of the vessels) have been partially overcome. However, these improvements are spatially localized: in the right half of the image, the contrast is reduced [by up to 4 dB at the far-right edge (denoted by the asterisk) of the image] due to stronger artifacts, and limited view artifacts are more severe resulting in less fill-in. Asymmetric SDA schemes require the same number of pulse-echo acquisitions and, hence, the same acquisition time, but can provide superior local image quality in regions that can be dynamically positioned or even tracked across the image.
V. CONCLUSION AND DISCUSSION
In this work, we demonstrated how SDA is a viable alternative for conventional AmpA. Using an all-optical ultrasound imaging setup capable of dynamically synthesizing source apertures of arbitrary geometry, we showed both numerically and experimentally how SDA (resulting in nonuniform source pitch) and AmpA (applied to an array comprising periodically spaced sources) are equivalent in terms of sidelobe suppression and resolution for large numbers of sources. However, for low number of sources, SDA yields superior image quality as grating lobe artifacts are largely avoided. SDA could, therefore, be used to achieve high image quality at higher frame rates and lower data rates. These observations were shown in simulations (not reported here) to remain valid for highly directional sources generating only ultrasound with frequencies ≥20 MHz. In addition, we demonstrated how asymmetric SDA patterns can be used to locally and dynamically optimize image quality. Furthermore, SDA and AmpA could be combined to obtain hybrid apodization schemes that could further reduce the image artifacts.
The all-optical ultrasound imaging system used in this work allowed for arbitrary and nonperiodic positioning of ultrasound sources with a lateral extent of 224 μm. However, even the most sparsely populated arrays considered in this work resulted in an average source pitch of 100 μm. For all source arrays considered, consecutive source locations, thus, exhibited significant spatial overlap, which can reduce grating lobes [26] , [27] . Spatially overlapping transducers can be achieved using conventional electronic transducers (e.g., using intricate electrode patterning with kerfless arrays, synthetic aperture scanning with a single transducer, or interleaved transducer elements [26] ). However, the all-optical ultrasound imaging setup used here is, to the authors' knowledge, the only system capable of both video-rate 2-D imaging and dynamic and arbitrary reconfiguration of the source array geometry, including asymmetric array geometries and spatially overlapping sources.
The best image quality was obtained when spatially smoothly varying apodization windows were used. Deviating from such smooth source densities, either deliberately through source position randomization (to avoid grating lobes) or unintentionally due to positioning uncertainty or inaccuracy, was shown to lead to strong image artifacts. This observation is expected to extend to high-dimensional applications such as 3-D imaging or high-intensity focused ultrasound (HIFU), where sparsely populated 2-D arrays are increasingly investigated to reduce the probe complexity and data transfer rates [28] , [29] . A commonly used method of achieving sparsity is to simply disregard or disconnect particular transducer elements within a periodically spaced array; however, this approach is equivalent to applying a spatially nonsmooth binary AmpA function, which might result in strong side lobes and associated artifacts. In general, it can be expected that optimal image quality will be achieved with nonequidistantly spaced sparse arrays that incorporate SDA based on smoothly varying source density functions.
The SDA paradigm presented here could be beneficial for imaging probes comprising piezoelectric, capacitive, and alloptical transducers alike, including ultra-fast imaging systems utilizing plane wave excitation. However, it is especially well suited for all-optical ultrasound imaging, where typically low numbers of optical receivers are used (in this work, a single receiver) and image artifacts could, hence, be more significant. In addition, the absence of distal electronics in all-optical ultrasound imaging probes greatly facilitates the synthesis of arbitrarily shaped imaging apertures, including those comprising spatially overlapping sources. The ability to dynamically and asymmetrically vary the source aperture geometry will enable dynamic, localized image optimization to improve the visualization of spatially dynamic procedures such as needle tracking. In addition, the dynamic reconfigurability of the source aperture will allow for the application of SDA to imaging probes based on linear arrays as well as to the phased arrays considered in this work. Through the use of a nonuniform source pitch, grating and side lobes can be simultaneously suppressed even for low channel counts, which enables highquality imaging at high frame rates using acquisition systems of reduced complexity. SDA will be especially valuable in contexts where the use of densely sampled and fully populated transducer arrays is not feasible due to size or cost constraints.
