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Eradication is a radical form of contraction that removes not only a sentence but also
all of its non-tautological consequences from a belief set. Eradication of a single sentence
that was included in the original belief set coincides with full meet contraction, but
if the sentence is external to the belief set then the two operations differ. Multiple
eradication, i.e. simultaneous eradication of several sentences, differs from full meet
contraction even if the sentences to be contracted are all included in the original belief
set. Eradication is axiomatically characterized and its properties investigated. It is shown
to have close connections with the recovery postulate for multiple contraction. Based on
these connections it is proposed that eradication rather than full meet contraction is the
appropriate lower limiting case for multiple contraction operators.
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1. Introduction
The standard operation of contraction in belief revision is partial meet contraction, the major innovation in the classic 1985
paper by Carlos Alchourrón, Peter Gärdenfors, and David Makinson [3]. An operator of partial meet contraction employs a
selection function that selects the “best” elements of K ⊥ p, where K is a logically closed set of sentences (“belief set”)
representing the agent’s beliefs, and K ⊥ p is the set of inclusion-maximal subsets of K that do not imply p. More precisely,
a selection function for K is a function γ such that if K ⊥ p is non-empty, then γ (K ⊥ p) is a non-empty subset of K ⊥ p.
If K ⊥ p is empty, then γ (K ⊥ p) = {K }. The partial meet contraction based on γ is denoted ∼γ and deﬁned by the identity
K ∼γ p =⋂γ (K ⊥ p). The selection function γ such that γ (K ⊥ p) = K ⊥ p whenever K ⊥ p is non-empty gives rise to
full meet contraction, denoted ∼. In other words:
K ∼ p =
⋂
(K ⊥ p) if p is non-tautologous
= K if p is a tautology
Full meet contraction satisﬁes the following property:
Observation 1. If p ∈ K then (K ∼ p) ∩ Cn({p}) = Cn(∅).
In other words, full meet contraction by a sentence p removes not only p itself but also all its non-tautologous conse-
quences. This property can be used to construct a new type of operator, that of eradication. To eradicate a sentence means
to remove it along with all its non-tautological consequences.1
E-mail address: soh@kth.se.
1 Eradication, i.e. complete removal of a sentence, is related to the notion of deletion as investigated by Gabbay et al. [5,6]. However, deletion of a
sentence does not necessarily imply removal of all its non-tautological consequences. Eradication of p corresponds to deletion of Cn({p}) \ Cn(∅).1570-8683/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
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drastic form of contraction can be a useful building-block in constructing more realistic operators. As was shown in [11,12]
all partial meet contractions in a ﬁnite-based framework2 can be constructed as full meet contractions, i.e. for all sentences
p there is some sentence f (p) such that K ∼γ p = K ∼ f (p). ( f (p) is typically logically implied by p and can be interpreted
as the part of p that is completely removed in order to ensure that the resulting belief set does not imply p.) Eradication
can be used as a building-block in a similar way. In addition, just like full meet contraction, eradication can be used as a
limiting lower case for contraction operators. As will be seen below, it is in certain respects a more appropriate choice for
that purpose than full meet contraction.
Formal preliminaries are given in Section 2. Eradication of single sentences is explored in Section 3, and eradication of
sets of sentences in Section 4. Section 5 is devoted to the recovery postulate and Section 6 to the relationship between
eradication and full meet contraction. All formal proofs are deferred to Appendix A.
2. Formal preliminaries
The belief-representing sentences form a language L. Sentences, i.e. elements of this language, are represented by low-
ercase letters (a,b, . . .) and sets of sentences by capital letters (A, B, . . .). The language contains the usual truth-functional
connectives: negation (¬), conjunction (&), disjunction (∨), implication (→), and equivalence (↔).
A Tarskian consequence operator Cn expresses the logic. Intuitively speaking, for any set A of sentences, Cn(A) is the set
of logical consequences of A. Cn is a function from sets of sentences to sets of sentences. It satisﬁes the standard conditions:
inclusion (A ⊆ Cn(A)), monotony (If A ⊆ B , then Cn(A) ⊆ Cn(B)) and iteration (Cn(A) = Cn(Cn(A))). Furthermore, Cn is
supraclassical (if p follows from A by classical truth-functional logic, then p ∈ Cn(A)) and compact (if p ∈ Cn(A) then there
is a ﬁnite subset A′ of A such that p ∈ Cn(A′)), and it satisﬁes the deduction property (q ∈ Cn(A ∪ {p}) if and only if
(p → q) ∈ Cn(A)). Zorn’s lemma will be assumed in one of the proofs.3
Cn(∅) is the set of tautologies. X  p is an alternative notation for p ∈ Cn(X),  p for p ∈ Cn(∅), and X ∃ Y for
Y ∩ Cn(X) =∅.
A set A of sentences is a (consistent) belief set if and only if it is consistent and logically closed, i.e. A = Cn(A). K denotes
a belief set. A logically closed set A is ﬁnite-based if and only if there is some ﬁnite set A′ such that A = Cn(A′). For any set
A such that Cn(A) is ﬁnite-based, &A is a sentence such that Cn(A) = Cn({&A}).
For any sets A and B of sentences, the remainder set A ⊥ B consists of those sets X for which X ⊆ A, X ∃ B , and there
is no X ′ such that X ⊂ X ′ ⊆ A and X ′ ∃ B .
A multiple operation ◦ on the belief set K is a function that assigns to each set A ⊆ L a belief set K ◦ A. Similarly, a
ﬁnitely multiple operation assigns a belief set to each ﬁnite set A and a singleton operation assigns a belief set to each
singleton {p}. The symbol ÷ is used generically for operators constructed to remove the input set from the belief set. Set
brackets are deleted from singleton inputs, i.e. we write K ÷ p instead of K ÷ {p}.
Full meet contraction, denoted ∼, is the multiple operation such that if K ⊥ B is non-empty, then K ∼ B =⋂(K ⊥ B)
and otherwise K ∼ B = K [2].
3. Singleton eradication
Full meet contraction satisﬁes the postulate of Vacuity, i.e. if p /∈ K then K ∼ p = K . A thoroughgoing eradication operator
should remove all non-tautologous consequences of p from K even if p itself is not included in K . In other words, it should
satisfy the following property:
Eradication Success (singleton version)
(K ÷ p) ∩ Cn({p})= Cn(∅)
An operator  of eradication can be constructed as follows:
Deﬁnition 1. Let K be logically closed. Then K  p = K ∩ Cn({¬p}).
K  p is effectively a multiple contraction, since it removes not only p but also all the other elements of Cn({p})\Cn(∅).
The following observation shows that K  p is the unique maximal subset of K that satisﬁes Eradication Success.
Observation 2. Let K be a logically closed set and X a logically closed subset of K . Then X ∩Cn({p}) = Cn(∅) if and only if X ⊆ K  p.
Observation 3. Let K be a belief set and p a sentence such that p /∈ K . Then:
2 By this is meant that K is ﬁnite-based and that the same applies to all outcomes of contractions obtained from K .
3 Observation 10 employs Zorn’s lemma through Lemma 3.
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Fig. 2. When p /∈ K , then K ∼ p and K  p do not coincide. K ∼ p is represented by the shaded area in the left diagram and K  p by that in the right
diagram.
(1) It does not hold in general that there is some p′ ∈ K such that K  p = K  p′ .
(2) If K is ﬁnite-based, then there is some p′ ∈ K such that K  p = K  p′ .
In the alternative representation introduced by Grove [7], a belief set is represented by the set of possible worlds in
which all its elements are true, and a sentence by the set of worlds in which it is true. This can be illustrated with diagrams
in which each point inside the (rectangular) frame is said to represent a possible world. In the diagram in Fig. 1, the circle
represents the original belief set K whereas the semi-elliptic form represents ¬p. In this case, p ∈ K , and K ∼ p = K  p
is represented by the shaded area. The diagrams in Fig. 2 represent the case when p /∈ K . Here, K ∼ p and K  p do not
coincide.
The revision operation obtained from eradication via the Levi identity has the following starkly implausible property:
K ∗ p = Cn((K  ¬p) ∪ {p})
= Cn((K ∩ Cn({p}))∪ {p})
= Cn({p})
Alchourrón and Makinson [2] showed that the revision operator based on full meet contraction has the property K ∗ p =
Cn({p}) whenever ¬p ∈ K . This makes full meet revision implausible. The eradication-based revision operator satisﬁes this
property for all p and is therefore an even more implausible operation.
4. Multiple eradication
Eradication Success can be straight-forwardly generalized to multiple eradication, i.e. simultaneous eradication by several
sentences:
Eradication Success:
If p ∈ A then (K ÷ A) ∩ Cn({p})= Cn(∅)
If Eradication Success is restricted to eradication of ﬁnite sets of input sentences, then it coincides with a condition that can
be expressed in terms of singleton eradication:
Observation 4. Let X be logically closed and A a ﬁnite set. Then the following two conditions are equivalent:
(i) It holds for all p ∈ A that X ∩ Cn({p}) = Cn(∅), and
(ii) X ∩ Cn(&A) = Cn(∅).
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case, i.e. when p ∈ K . However, a generalization of singleton eradication to cover multiple or ﬁnitely multiple inputs should
not be expected to coincide with full meet contraction even in the “internal” case when A ⊆ K . To see this it is suﬃcient
to consider the set {p, p&q}. Let {p, p&q} ⊆ K . Then a subset K ′ of K satisﬁes Eradication Success for {p, p&q} if and
only if it satisﬁes Eradication Success for p&q, hence we should expect a generalized eradication operator ÷ to satisfy
K ÷ {p, p&q} = K ∼ {p&q}. But on the other hand, K ⊥ {p, p&q} = K ⊥ {p}.4 Hence, K ∼ {p, p&q} = K ∼ {p}.
The following construction yields the desired properties for an operator of multiple eradication:
Deﬁnition 2. The operator of multiple eradication is the operator  such that for all logically closed sets K and non-empty
sets A of sentences:
K  A = K ∩
⋂{
Cn({¬p} ∣∣ p ∈ A}
This is the unique maximal operation that satisﬁes Eradication Success:
Observation 5. If X is a logically closed subset of K , then X ∩ Cn({p}) = Cn(∅) for all p ∈ A if and only if X ⊆ K  A.
Multiple eradication has the following properties:
Observation 6.
(1) K  A =⋂{K  p | p ∈ A}.
(2) If A is either (a) ﬁnite or (b) ﬁnite-based and logically closed, then
K  A = K  &A
(3) K  A = Cn(∅) if and only if there is some sentence x such that A ⊆ Cn({x}) and K  Cn({x}).
(4) If A is ﬁnite-based then K  A = Cn(∅) if and only if K ⊆ Cn(A).
An axiomatic characterization of multiple eradication can be obtained by combining Eradication Success with two ad-
ditional postulates: the standard Inclusion postulate and a new postulate saying that nothing is excluded from K in the
eradication of A unless retaining it would preclude the eradication of some element of A:
Observation 7. Let ÷ be a multiple operation on a belief set K . Then ÷ coincides with  (multiple eradication) if and only if it satisﬁes
the three postulates:
K ÷ A ⊆ K (Inclusion),
If p ∈ A then (K ÷ A) ∩ Cn({p}) = Cn(∅) (Eradication Success), and
If q ∈ K \ K ÷ A, then Cn((K ÷ A) ∪ {q}) ∩ Cn({p}) = Cn(∅) for some p ∈ A (Eradication Relevance).
5. Recovery
Recovery, K ⊆ Cn((K ÷ p)∪ {p}), is the most discussed of the classic AGM postulates. Its intuitive plausibility has repeat-
edly been questioned, but contraction operators for belief sets that do not satisfy Recovery tend to have other implausible
properties [9, pp. 71–74] In order to obtain a plausible contraction operator not satisfying Recovery, it seems necessary to
include additional structure, for instance in the form of belief bases. The multiple version of Recovery is as follows:
Recovery
K ⊆ Cn((K ÷ A) ∪ A)
Multiple recovery has been investigated for instance in Hansson [8], Fuhrmann and Hansson [4], and Li [13]. The operator of
multiple eradication, as deﬁned above, has a close connection to the recovery postulate: It is the unique minimal operation
that satisﬁes recovery in ﬁnite contractions.
Observation 8. Let K be logically closed. Let A be ﬁnite and let X be a logically closed subset of K . Then K ⊆ Cn(X ∪ A) if and only if
K  A ⊆ X.
Corollary. Let K be a logically closed set and ÷ a ﬁnitely multiple operation on K that satisﬁes Inclusion (K ÷ A ⊆ K ). Then ÷
satisﬁes Recovery if and only if K  A ⊆ K ÷ A for all ﬁnite A.
4 This can be seen from Lemma 4.
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characterization:
Observation 9. Let ÷ be a ﬁnitely multiple operation on a belief set K . Then K ÷ A = K  A for all ﬁnite A if and only if the following
three postulates are satisﬁed for all ﬁnite A:
K ÷ A ⊆ K (Inclusion),
If p ∈ A then (K ÷ A) ∩ Cn({p}) = Cn(∅) (Eradication Success), and
K ⊆ Cn((K ÷ A) ∪ A) (Recovery).
6. Eradication and full meet contraction
Finally, let us return to (multiple) full meet contraction and investigate its relation to (multiple) eradication. A close
connection can be shown to hold between the two operators. To express it, the following function is useful:
Deﬁnition 3. (See [10].) For any set A of sentences:
nimp(A) = {x ∈ A ∣∣ (∀y ∈ A)(If x  y then y  x)}
In other words, a sentence is in nimp(A) (the “non-impliers” in A) if and only if it is an element of A that implies no
other element of A than itself (or elements to which it is equivalent). Using the nimp function, full meet contraction can be
reduced to eradication:
Observation 10. K ∼ A = K  nimp(K ∩ A).
Using this identity, it is easy to show that the outcome of multiple eradication is a subset of the outcome of the
corresponding multiple full meet contraction, whereas the converse is not always the case:
Observation 11. Let K be a belief set. Then:
(1) K  A ⊆ K ∼ A.
(2) If A is a ﬁnite subset of K , then:
K  A = K ∼ A if and only if A ⊆ Cn(nimp(A)).
Singleton full meet contraction, that is usually taken to be the lower limit of singleton contraction on belief sets, is the
unique minimal operation that satisﬁes recovery in ﬁnite contractions. As we saw above, multiple eradication is the unique
minimal operation that satisﬁes recovery in ﬁnite contractions. It is therefore proposed that multiple eradication, rather
than multiple full meet contraction, is the appropriate lower limit of multiple contraction on belief sets.
We now have the results needed to compare Grove diagrams for the two multiple operations. Grove diagrams for mul-
tiple eradication are easily constructed: K  {p1, p2, . . .} is represented by the union of the area representing K and all
those areas that represent the negation ¬pk of some element pk of the contractee.5 The construction of Grove diagrams for
multiple full meet contraction is less obvious: K  {p1, p2, . . .} is represented by the union of the area representing K and
all the areas representing the negation ¬pk of some element pk of the contractee such that this area (i) does not intersect
with the area representing K and (ii) is not a proper superset of an area representing ¬pm where pm is another element of
the contractee.6 Fig. 3 illustrates how this leads to differences between K ∼ A and K  A even in cases when A ⊆ K . Fig. 4
shows how additional differences can arise when A  K .
Appendix A. Proofs
Lemma 1. Let K be a belief set and let p ∈ K . Then K ∼ p = K ∩ Cn({¬p}).
Proof. See Alchourrón and Makinson [2] or Hansson [9, pp. 125–126]. 
Lemma 2. Cn({a ∨ b}) = Cn({a}) ∩ Cn({b}).
5 This follows directly from Observation 6. For any set X of sentences, let [X] be the set consisting of all possible worlds that include it. Then [K 
{p1, p2, . . .}] = [K ∩ Cn({¬p1}) ∩ Cn({¬p2}) . . .] = [K ] ∪ [¬p1] ∪ [¬p2] ∪ · · · .
6 This can be concluded from Observation 10 from which it follows that
K ∼ A = K  nimp(K ∩ A) = {x ∈ K ∩ A ∣∣ (∀y ∈ A)([¬y] ⊂ [¬x])}
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{p&q,q, r} such that A ⊆ K . K ∼ A is represented by the shaded area in the left diagram and K  A by that in the right diagram.
Fig. 4. The left diagram shows multiple full meet contraction (K ∼ A) and the right diagram multiple eradication (K  A), in both cases by a set A =
{p&q,q, r} such that p&q ∈ K but r /∈ K . K ∼ A is represented by the shaded area in the left diagram and K  A by that in the right diagram.
Proof. See Hansson [9, p. 28]. 
Lemma 3 (Upper bound property). If compactness and Zorn’s lemma hold, then: If X ⊆ A and X ∃ B, then there is some X ′ such that
X ⊆ X ′ ∈ A ⊥ B.
Proof. See Alchourrón and Makinson [1, p. 129]. 
Lemma 4. If z ∃ B for all z ∈ Z , then A ⊥ (B ∪ Z) = A ⊥ B.
Proof. Hansson [9, pp. 39–41]. 
Lemma 5. Let K be logically closed and let p,q ∈ K \ Cn(∅). Then:
K ∼ p ⊆ K ∼ q if and only if  p → q
Proof. For one direction we have:
 p → q
 ¬q → ¬p
Cn
({¬p})⊆ Cn({¬q})
K ∩ Cn({¬p})⊆ K ∩ Cn({¬q})
K ∼ p ⊆ K ∼ q (Lemma 1)
For the other direction:
K ∼ p ⊆ K ∼ q
K ∩ Cn({¬p})⊆ K ∩ Cn({¬q}) (Lemma 1)
p → q ∈ K ∩ Cn({¬q}) (since q ∈ K )
p → q ∈ Cn({¬q})
 p → q 
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Lemma 2 yields r ∈ Cn(∅). 
Proof of Observation 2. Let X be a logically closed subset of K .
(1) Let X ⊆ K  p. In order to prove that X ∩ Cn({p}) = Cn(∅) it is suﬃcient to show that (K  p) ∩ Cn({p}) = Cn(∅).
Let x ∈ (K  p) ∩ Cn({p}). It follows from Deﬁnition 1 that x ∈ Cn({¬p}). We also have x ∈ Cn({p}), and Lemma 2 yields
x ∈ Cn(∅).
(2) For the other direction, let X  K  p and let x ∈ X \ (K  p). It follows from Deﬁnition 1 that ¬p  x, hence  x∨ p.
Since x∨ p ∈ X ∩ Cn({p}) this is suﬃcient to prove that X ∩ Cn({p}) = Cn(∅). 
Proof of Observation 3. Part 1: Let S = {s1, s2, . . .} be an inﬁnite series of atoms and let p be another atom of the language.
Let K = Cn(S) and suppose that K  p = K  p′ for some p′ ∈ K . Then:
p′ → sk ∈ K ∩ Cn
({¬p′}) for all sk ∈ S
p′ → sk ∈ K  p′ for all sk ∈ S
p′ → sk ∈ K  p for all sk ∈ S
p′ → sk ∈ K ∩ Cn
({¬p}) for all sk ∈ S
¬p  p′ → sk for all sk ∈ S
¬p & p′  sk for all sk ∈ S
 ¬(¬p & p′) (due to the atomic structure of the language)
 p′ → p
K  p (since p′ ∈ K )
contrary to the conditions.
Part 2:
K  p = Cn({&K ∨ ¬p}) (Lemmas 1 and 2)
= Cn({&K ∨ ¬(&K ∨ p)})
= K  (&K ∨ p) (Lemmas 1 and 2) 
Proof of Observation 4. Let A = {p1, . . . , pn}. Then:
It holds for all pk ∈ A that X ∩ Cn
({pk}
)= Cn(∅).
iff : It holds for all pk ∈ A and all z ∈ X that  z ∨ pk. (Lemma 2)
iff : It holds for all z ∈ X that  (z ∨ p1) & · · ·&(z ∨ pn).
iff : It holds for all z ∈ X that  z ∨ (p1 & · · ·&pn).
iff : X ∩ Cn({p1& · · ·&pn}
)= Cn(∅). (Lemma 2)
iff : X ∩ Cn(&A) = Cn(∅). 
Proof of Observation 5.
X ∩ Cn({p})= Cn(∅) for all p ∈ A
iff X ⊆ K  p for all p ∈ A (Observation 2)
iff X ⊆
⋂
{K  p | p ∈ A}
iff X ⊆ K  A (Deﬁnition 2). 
Proof of Observation 6. Part 1 follows directly from Deﬁnition 2.
Part 2: If A is ﬁnite, A = {a1, . . . ,an}, then:
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)∩ · · · ∩ Cn({¬an}
)
= K ∩ Cn({¬(a1& · · ·&an)
})
(Lemma 2)
= K ∩ Cn({¬&A})
= K  &A 
If A is ﬁnite-based and logically closed, then it holds for all a ∈ A that  &A → a, thus Cn({¬&A}) ⊆ Cn({¬a}). Thus:
K  A = K ∩
⋂{
Cn({¬a} ∣∣ a ∈ A}
= K ∩ Cn({¬&A}) (since Cn({¬&A})⊆ Cn({¬a}) for all a ∈ A)
= K  &A
Part 3: For the right-to-left direction, let A ⊆ Cn({x}) and K  Cn({x}). Then:
x  a for all a ∈ A
Cn
({¬x})⊆ Cn({¬a}) for all a ∈ A
Cn
({¬x})⊆
⋂{
Cn
({¬a}) ∣∣ a ∈ A}
K ∩ Cn({¬x})⊆ K ∩
⋂{
Cn
({¬a}) ∣∣ a ∈ A}
K  x ⊆ K  A
It follows from K  Cn({x}) that there is some z ∈ K such that x  z, thus ¬x ∨ z /∈ Cn(∅). We also have ¬x ∨ z ∈
K ∩ Cn({¬x}) ⊆ K  A, hence K  A = Cn(∅).
For the left-to-right direction, let it be the case that there is no sentence x such that A ⊆ Cn({x}) and K  Cn({x}).
Case (i), there is no consistent sentence x such that A ⊆ Cn({x}): Let v ∈ K  A. Then:
v ∈ K ∩
⋂{
Cn
({¬a}) ∣∣ a ∈ A}
v ∈ Cn({¬a}) for all a ∈ A
a ∈ Cn({¬v}) for all a ∈ A
A ⊆ Cn({¬v})
It follows from the conditions for this case that ¬v is inconsistent, thus v ∈ Cn(∅). Since this holds for all v ∈ K  A we
can conclude that K  A ⊆ Cn(∅).
Case (ii), there is some consistent sentence x such that A ⊆ Cn({x}): Then it must be the case for all x that if A ⊆ Cn({x})
then K ⊆ Cn({x}). Let v ∈ K  A. Then:
v ∈ K ∩
⋂{
Cn
({¬a}) ∣∣ a ∈ A}
v ∈ K and v ∈ Cn({¬a}) for all a ∈ A
v ∈ K and a ∈ Cn({¬v}) for all a ∈ A
v ∈ K and A ⊆ Cn({¬v})
v ∈ K and K ⊆ Cn({¬v}) (due to the condition for this case)
v ∈ Cn({¬v})
v ∈ Cn(∅)
Since this holds for all v ∈ K  A we can conclude that K  A ⊆ Cn(∅).
Part 4:
K  A = Cn(∅) iff A ⊆ Cn({x}) and K  Cn({x}) for some x (Part 3)
iff x  &A and K  Cn({x}) for some x
iff K  Cn(A) 
Proof of Observation 7. Construction to postulates: Inclusion follows directly from Deﬁnition 2. Eradication Success follows
from Observation 5. For Eradication Relevance, let q ∈ K \ K  A. It follows from Deﬁnition 2 that there is some p ∈ A such
that ¬p  q, hence  p ∨ q, and clearly p ∨ q ∈ Cn((K  A) ∪ {q}) ∩ Cn({p}).
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K ÷ A ⊆ K  A, follows from Eradication Success, Inclusion, and Observation 5. For the other direction, suppose to the
contrary that q ∈ K  A but q /∈ K ÷ A. Since K  A ⊆ K it follows from Eradication Relevance that there is some p ∈ A
such that Cn((K ÷ A) ∪ {q}) ∩ Cn({p}) = Cn(∅). Since q ∈ K  A and (as we have just shown) K ÷ A ⊆ K  A it follows that
(K  A) ∩ Cn({p}) = Cn(∅), contrary to Observation 5. This contradiction completes the proof. 
Proof of Observation 8. Let A = {a1, . . . ,an}. We then have:
K ⊆ Cn(X ∪ A)
iff for all z ∈ K , X  &A → z
iff for all z ∈ K ,¬z → ¬&A ∈ X (since X is logically closed)
iff {z ∨ ¬a1 ∨ · · · ∨ ¬an | z ∈ K } ⊆ X
iff K ∩ Cn({¬a1}
)∩ · · · ∩ Cn({¬an}
)⊆ X (Lemma 2 and X = Cn(X))
iff K  A ⊆ X (Deﬁnition 2) 
Proof of Observation 9. Directly from Observations 5 and 8. 
Proof of Observation 10. It follows from the deﬁnition of remainders and the logical closure of K that K ⊥ A = K ⊥ (K ∩ A),
thus K ∼ A = K ∼ (K ∩ A). It follows from Lemma 4 that K ⊥ (K ∩ A) = K ⊥ nimp(K ∩ A), thus K ∼ (K ∩ A) = K ∼ nimp(K ∩
A). To complete the proof we need to show that if A = nimp(A) ⊆ K , then K ∼ A = K  A. Let A = nimp(A) ⊆ K .
In order to prove that K ∼ A ⊆ K  A, suppose to the contrary that there is some e ∈ (K ∼ A) \ (K  A). It follows from
Deﬁnition 2 and K ∼ A ⊆ K that there is some x ∈ A such that e /∈ Cn({¬x}), thus x∨ ¬e  x.
Suppose that x∨ ¬e  y for some y ∈ A \ {x}. Then x  y, contrary to our condition that A = nimp(A). Thus x∨ ¬e ∃ A.
It follows from the upper bound property (Lemma 3) that there is some X such that x∨¬e ∈ X ∈ K ⊥ A. Furthermore, since
{x∨ ¬e} ∪ {e}  x, we have e /∈ X . It follows that e /∈⋂(K ⊥ A), i.e. e /∈ K ∼ A, contrary to the conditions.
In order to prove that K  A ⊆ K ∼ A, suppose to the contrary that there is some e ∈ (K  A) \ (K ∼ A). It follows from
e ∈ K \ (K ∼ A) that there is some Y such that e /∈ Y ∈ K ⊥ A. Since e ∈ K this means that Y ∪ {e} ∃ A. Let z be an element
of A such that Y ∪ {e}  z.
Since z ∈ A and e ∈ K  A it follows from Deﬁnition 2 that ¬z  e, thus ¬e  z. From this and Y ∪ {e}  z it follows that
Y  z, contrary to our assumption that Y ∈ K ⊥ A and z ∈ A. We can conclude from this contradiction that K  A ⊆ K ∼
A. 
Proof of Observation 11. Part 1:
K  A = K ∩
⋂{
Cn
({¬p}) ∣∣ p ∈ A} (Deﬁnition 2)
⊆ K ∩
⋂{
Cn
({¬p}) ∣∣ p ∈ nimp(K ∩ A)} (since nimp(K ∩ A) ⊆ A)
= K  nimp(K ∩ A)
= K ∼ A (Observation 10)
Part 2: It follows from Observation 6, part 2, that K  A = K  &A. Since &A ∈ K it follows from Deﬁnition 1 and
Lemma 1 that K  &A = K ∼ &A. Hence K  A = K ∼ &A.
It follows from Observation 10 that K ∼ A = K  nimp(A). Since A is ﬁnite, so is nimp(A). It follows from Observa-
tion 6, part 2, that K  nimp(A) = K  &nimp(A). Since &nimp(A) ∈ K it follows from Deﬁnition 1 and Lemma 1 that
K  & nimp(A) = K ∼ &nimp(A). Hence, K ∼ A = K ∼ &nimp(A).
We can conclude that K  A = K ∼ A if and only if K ∼ &A = K ∼ &nimp(A). It follows from Lemma 5 that K ∼ &A =
K ∼ &nimp(A) holds if and only if  &A ↔ &nimp(A), i.e. if and only if Cn(A) = Cn(nimp(A)). Since nimp(A) ⊆ A, this holds
if and only if A ⊆ Cn(nimp(A)). 
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