Kernel approximation methods have been popular techniques for scalable kernel based learning. They create explicit, lowdimensional kernel feature maps to deal with the high computational and memory complexity of standard techniques. This work studies a supervised kernel learning methodology to optimize such mappings. We utilize the Discriminant Information criterion, a measure of class separability, which is extended to cover a wider range of kernels. By exploiting the connection of this criterion to the minimum Kernel Ridge Regression loss, we propose a novel training strategy that is especially suitable for stochastic gradient methods, allowing kernel optimization to scale to large datasets. Experimental results on 3 datasets showcase that our techniques can improve optimization and generalization performances over state of the art kernel learning methods.
INTRODUCTION
The main innovation of kernel methods is the mapping of the data onto a high-dimensional feature space without having to compute the expansions explicitly [1, 2] . This is achieved via the kernel trick, which only requires a Gram (kernel) matrix to be computed in the original feature space. Given N training samples, the kernel matrix is N × N . Hence, although this may be advantageous for small-scaled applications, for large-scaled learning -where N can be massive -the size of the kernel matrix quickly becomes an obstacle. One of the prominent approaches to address this challenge is kernel matrix approximation [3, 4, 5] . These methods lead to explicit, low-dimensional, approximate representations of the implicit, high-dimensional mappings for the data. Problems such as classification and regression can then be solved via the primal domain algorithms working in the approximate feature space for the kernel, as opposed to the dual domain algorithms usually used in the kernel machines.
Kernel approximation methods are most commonly a variant of the data dependent Nyström method [3, 4] or the data independent Random Fourier method [5, 6] . A recent approach to kernel learning involves the parametrization and subsequent optimization of these kernel mappings [7, 8] . Though one needs to consider the possibility of overfitting when optimizing a kernel mapping, (stochastic) gradient methods have been found to lead to solutions that generalize well [9, 10] , and previous work has achieved impressive results through gradient based training of kernels [11, 12] . Thus, we follow this direction to learn low-dimensional kernel mappings in a supervised fashion.
Due to the relation of this objective to Discriminant Analysis, we propose the Discriminant Information (DI) criterion [13] to optimize the Random Fourier features, and we derive an equivalent criterion for the Nyström features. We show that a kernel with the maximal DI also achieves the minimum Kernel Ridge Regression (KRR) loss. Combining the DI objective with mini-batch training can thus be interpreted as an efficient method to learn a kernel using a large ensemble of predictors. Our experimental results on 3 datasets demonstrate that, not only can such a training methodology lead to better objective values compared to traditional algorithms, but it can also lead to models that generalize better to unseen examples despite similar fits on the training set.
RELATED WORK
The Standard Nyström algorithm can be viewed as the application of KPCA to a small, randomly chosen subset of training samples [3] . Various works have altered this method to achieve better approximations with less memory/computation. Zhang et al. use k-means centroids to perform KPCA, instead of a random subset of the data [14] . Kumar et al. combine multiple smaller scale KPCAs [15] . Li et al. utilize randomized SVD to speed up KPCA for the Nyström algorithms [16] . Additionally, non-uniform sampling schemes have been explored to improve the memory performance of Nyström [17] for the cost of higher computational complexity.
Many data independent approximations of kernel based features have also been proposed. Rahimi and Recht introduced random features to approximate shift invariant kernels [5, 6] . The most well-known of such techniques is the Random Fourier Features. These methods were later extended to achieve improved complexity and versatility. For example, Le et al. approximate the frequency sampling step via a series of cheap matrix products [18] , and Yang et. al further optimize the resulting feature mappings via Gaussian Processes [7] . A more recent data dependent approach, which can incorporate both Nyström and Random Fourier features involves optimizing these low-dimensional kernel maps based on an objective function. In [19] , a squared error criterion is used in an attempt to approximate the original (infinite-dimensional) kernel in multiple layers of a Convolutional Neural Network (CNN). An alternating minimization approach is proposed in [8] , where the kernel mapping is trained jointly with a linear model specifically for Inductive Matrix Completion, though extensions of this methodology are presented for multiclass/multilabel learning and semi-supervised clustering.
We follow the optimization approach in this paper based on supervised learning criteria, though, in lieu of training linear models, we directly apply measures of class separability to Nyström and Random Fourier features. Furthermore, we only apply these measures with small subsets (i.e. mini-batches) of the data during the course of training. As another alteration from previous works, which mainly focus on minimizing mean squared error (MSE), we additionally implement and test margin maximizing kernel learning objectives to be used in the classification setting.
PRELIMINARIES

Notation:
We denote by X an N -columned data matrix and by Y an N -rowed target matrix. K denotes the full, N × N kernel matrix and Φ denotes the full, N -columned data matrix in the kernel induced feature space. C = I − 1 N 1 denotes the data centering matrix. For a matrix M, we denote its best rank-k approximation by M k , its Moore-Penrose inverse by M + and its Frobenius norm by M F . With slight abuse of notation, we denote by k(X 1 , X 2 ) the N 1 × N 2 kernel matrix that results from evaluating the kernel function k(·, ·) on the N 1 and N 2 -columned data matrices X 1 and X 2 .
Kernel Approximation
The method we shall present is applicable with any appropriately parametrized kernel approximation. Here, we briefly discuss the approximation methods we consider.
Nyström [3] algorithm projects the data into a kernel induced feature subspace spanned by n ≪ N representative data points. Using X r and Φ r to denote the representative data points and their feature space projections, respectively, the resulting rank-k approximation of the kernel matrix is given by
. This is equivalent to applying the non-centered KPCA feature mapping to the training data;
Usually, the representative data points are sampled randomly from the training data or obtained via kmeans clustering of the training samples.
Random Fourier [5] method approximates a kernel mapping by sampling components from the Fourier transform of a (shift-invariant) kernel function. A J-dimensional approximation of this form can be obtained via the transformation 
Discriminant Analysis
The classical Linear Discriminant Analysis (LDA) was developed by Fisher [20] , with its multiclass extension presented in [21] . The method projects L classes of data onto L − 1 directions in such a way that maximizes the ratio of between class separation and within class separation. These directions can be found by solving the optimization problem
where
T are the within and betweenclass scatter matrices, respectively, µ is the dataset mean, µ c the class mean, and N c the number of samples in the class c. Kernel based extensions of LDA were presented in [22] , which can project the data onto the L − 1 directions in a kernel induced feature space. Kung later proposed a similar optimization objective to (1) named Discriminant Component Analysis (DCA) [23] . DCA is defined as
whereS = S B + S W is the scatter matrix, and ρ is a regularization term. When ρ = 0, the optimal solution of DCA is also optimal for LDA. This new formulation, however, leads to a more immediate connection to Principal Component Analysis (PCA). If we consider every data sample to be the sole member of its own class, then S B =S. In this case, the solution of DCA is also the solution of PCA up to the scaling of the columns of W. Hence, DCA can be considered as a supervised generalization of PCA. The kernelized version of this objective called Kernel DCA (KDCA) was also presented in [23] ,
whereK is the centered kernel matrix and K B is a kernelized counterpart of S B . KDCA can in turn be considered as a supervised generalization of Kernel PCA (KPCA). Methods such as KPCA and KDCA are suitable for extracting low-dimensional kernel mappings. However, they all suffer from O(N 3 ) computational complexity in their original form, with N being the number of training samples. Therefore, it is necessary to combine such objectives with kernel approximation methods to scale to large datasets. We present methods to optimize such low-dimensional kernel mappings for specific supervised learning tasks in the following section.
METHODOLOGY
The Discriminant Information Criterion
The Discriminant Information (DI) criterion [13] is closely related to DCA, LDA and Ridge Regression (RR) [24] . To establish this connection, let us first write the RR objective,
F , (4) For a fixed weight matrix W, the optimal bias vector is given
Since the optimal bias term equalizes the mean predictions and the mean targets, we can remove it by centering the data and target matrices:
whereΦ = ΦC,Ȳ = CY. The optimal solution W * is then given by S + ρI −1ΦȲ , withS =ΦΦ ⊤ representing the scatter matrix in the kernel induced feature space. Notice thatΦȲ = ΦCCY = ΦCY =ΦY. Upon plugging in the solution to the objective in (5) , one obtains the minimum regularized least squares error (MRLSE)
where S B =ΦYY ⊤Φ ⊤ . S B is the same as the previously defined between-class scatter matrix, when Y is a one-hot encoded version of class labels with each column scaled to be unit norm. However, this new definition naturally encompasses the regression setting with arbitrary Y, hence, we will use it for the rest of this paper. Ignoring the constant term, we see that MRLSE can be minimized by maximizing the quantity we refer to as the Discriminant Information (DI),
This is a natural multiclass/multilabel extension of Fisher Discriminant Ratio (FDR), a useful measure for evaluating class separability [2, 25, 26] . We can plug in the Random Fourier (RF) feature mapping (7) , resulting in the objective function
with θ := (W f , b f ) representing the optimization parameters.
To use DI as an optimization objective with Nyström (Nys) features, we incorporate the orthogonalization procedure into this metric. We start with an alternative definition of DI.
where the second equality is due to the trace of a symmetric matrix being equal to the sum of its eigenvalues, and the third equality is due to change of variables W = S + ρI
Since the Nyström projection places the data Φ in the span of Φ r , we can assume that a maximizer of the above (DCA) objective satisfies W = Φ r A for some matrix A. Using this observation with the kernel trick we obtain
By plugging the above results into the last expression in (9), we derive an equivalent expression for the Nyström (Nys) features named the Kernel DI (KDI),
whereḠ = CG and the proof of the second equality is analogous to (9) . Further plugging in G = k(X, X r ) and B = k(X r , X r ) into (13) results in the objective function
with θ := X r representing the optimization parameters.
If we allow the feature dimensionality to be the same as the number of training samples (i.e., n = N ), we can optimally set X r = X, yielding G = B = K. This reduces KDI to KDCA, though, it makes KDI computation an O(N 3 ) operation. When n ≪ N , KDI can be computed in O(N n 2 ), but, the resulting KDCA is restricted to a small subspace. KDI based kernel optimization can thus be thought of as a way to search for the best n-dimensional subspace to efficiently perform KDCA.
Algorithm 1 KDI Based Nyström Feature Optimization
Input: Training data: (X, y); model parameters: ρ, J, batch size and the kernel parameters. Initialize J representative samples X r by randomly sampling or k-means clustering the training samples X repeat
Algorithm 2 DI Based Fourier Feature Optimization
Input: Training data: (X, y); model parameters: ρ, J, batch size and the kernel parameters.
Initialize (W f , b f ) by sampling W f from the Fourier transform of the kernel function and b f uniformly from
The Optimization Procedure
Both the NysDI in (14) and RFDI in (8) are differentiable with respect to the optimization parameters θ as long as k(·, θ) and φ(·; θ) are differentiable with respect to θ. This requirement is satisfied by a wide range of kernel functions k and feature maps φ, though, we restrict ourselves to Nys and RF features in this paper. Our gradient based optimization method is summarized in Algorithms 1 and 2.
We parametrize Nys features by the representative data points X r and RF features by the linear projection weights and bias (W f , b f ). We apply NysDI gradients to optimize Nys features and RFDI gradients to optimize RF features. As a regularizer, we keep the batch sizes larger than the feature dimensionalities, which ensures that NysDI and RFDI operate in under-parametrized settings. We stop the training when the average minibatch NysDI/RFDI saturates.
With batch size N b and feature dimensionality J, the pro- posed optimization strategies lead to O(N b J + J 2 ) memory and O(N b J 2 + J 3 ) computational cost per iteration. For commonly used kernels such as Gaussian, the gradient computations mainly consist of matrix products and linear system solutions, thus they can be sped up significantly with GPUaccelerated linear system solvers. For instance, our implementation took less than 80 miliseconds to compute DI/KDI gradients on an nVidia P100 GPU with feature dimensionalities up to 2000 and batch sizes up to 4000 using Gaussian kernels on the 3 datasets considered.
In common learning methodologies, where a linear predictor is trained in conjunction with a parametric non-linear mapping, the overall objective is to minimize a loss function averaged over the entire training sample, i.e., to minimize the expected loss over a single empirical distribution. Since DI directly measures the loss of the best linear predictor on a batch, however, stochastic gradient methods have a different interpretation when utilizing this objective. Since each minibatch represents a different empirical distribution, DI based training instead aims to find a feature mapping that adapts to various empirical distributions, which can reduce overfitting analogous to how bagging can improve generalization [27] .
In addition, each stochastic gradient is computed through a separate weak predictor optimized over a different subset of samples. This results in a more dynamic output layer, which can help avoid convergence to local optima. Hence, as we show in our experiments, the proposed approach can be desirable from both optimization and generalization perspectives.
EXPERIMENTS
Experimental Setup
The datasets used in our experiments are presented in Table  1 . We used the pre-defined train/test splits for the Letter and MNIST datasets and left out 25% of the CovType data as the test set. We scaled the original feature values of MNIST and CovType to be in [0, 1] and used Gaussian (RBF) kernels, i.e., K(x i , x j ) = exp(−γ x i − x j 2 2 ), for all the experiments. The Gaussian kernel parameters (γ) were pre-determined via 3-fold cross-validation grid search utilizing Kernel SVM with the standard Nyström approximation using 1000-dimensional feature mappings. We found that the optimal kernel parameters stay consistent when different dimensionalities are used.
Our initial experiments on the 3 datasets determined that both LSE and DI based training of kernels are robust to changes in the value of the ridge regularizer ρ (in terms of the MSEs achieved on validation sets) as long as this parameter is sufficiently small. Therefore, we set ρ = 10 −4 throughout our experiments. We also found the choice between random sampling and k-means initializations to have minimal impact on the quality of the optimized Nyström kernels. For this reason, we simply initialize X r to be a random subset of training samples. For Random Fourier features, our choice of Gaussian kernels leads to W being initialized by sampling from the Gaussian distribution with mean 0 and variance 2γ.
We tried various optimization strategies for the kernel learning methods evaluated in the following sections (differing batch sizes using SGD, momentum SGD, AdaGrad, RMSProp and Adam optimizers, as well as backtracking line search with full-batch gradients). Overall, we achieved the most competitive optimization performances by utilizing the Adam optimizer [31] with stochastic gradients and decaying learning rates. Accordingly, we set the initial learning rate to 10 −3 and multiply it with a factor of 10 −1 as the objective value saturates. We stop the training when the loss fails to decline after a learning rate decay. We set the batch size to 1000 throughout our experiments. For DI based training with feature dimensionalities greater than 500, we distinctly set the batch size to twice the feature dimensionality as a regularizer.
We perform two evaluations on the DI based kernel learning methodology. We first compare the training and generalization performances of our method to the LSE based kernel learning methodology as presented in [8] . Next, we evaluate DI's effectiveness in learning good kernels for classification tasks. The reported values are produced by averaging over 10 random experiments.
Comparison of DI and LSE Based Training
In Section 4.1, we established the connection between DI and LSE. Indeed, in full-batch training, both objectives attempt to learn a kernel that minimizes the overall ridge regression loss, with DI necessitating a different interpretation when used in mini-batch training.
In the multiclass/multilabel learning extension of the algorithm presented in [8] , a ridge regression (RR) predictor is trained jointly with the kernel. The general process is presented in the form of alternating gradient steps. However, since LSE provides a closed form expression for the optimal predictor when the kernel is fixed, the gradient step for the RR predictor can be replaced by the computation of its optimal parameters. We confirmed that this strategy outperforms alternating gradient steps, hence, we use it as our baseline. Figure 1 displays the train and test MSEs achieved by KRR, when LSE and DI based training is performed on the kernel. With Nyström features, DI based training consistently leads to better optimization performances on the training sets, an observation we also make on CovType with Random Fourier features. This is despite the fact that LSE based training explicitly minimizes MSE on the training set and both methods are trained until saturation 1 .
These results indicate that DI based training with stochastic gradients is capable of leading to better solutions. This seems especially true while training representative data points for Nyström features, which, due to our kernel choice, may otherwise suffer from structural difficulties associated with training RBF layers [29] . 
Evaluation of DI for Classification
We focused on DI's ability to minimize MSEs in the previous section due to its direct link to the LSE criterion. In this section, we evaluate how DI based optimization performs when training kernels for classification tasks. To this end, we augment the joint optimization baseline in the previous section with a margin maximizing training objective, namely, the softmax cross-entropy (CE) loss. We also report the accuracies achieved by standard Nyström (Std Nys), K-Means Nyström (KM Nys) and standard Random Fourier features (Std RF).
We evaluate the kernels by training SVMs on the learned feature maps and reporting the prediction accuracies, which are presented in Figure 2 . We see that DI based optimization yields significantly better results with Nyström features and generally outperforms LSE based optimization with both types of features. However, it under-performs compared to CE training with Random Fourier features on Letter and Cov-Type data. Considering the Random Fourier features resemble a hidden layer both structurally and initialization-wise, this result is perhaps unsurprising with CE being the preferred optimization objective of Neural Networks for classification tasks.
Overall, we observe that DI tends to be a better alternative to LSE for training kernel mappings and can also outperform CE in some settings, as demonstrated by our results from MNIST and the Nyström experiments. For kernel mappings that obey a more traditional Neural Network structure, CE seems to remain a good general choice for classification. Nonetheless, DI proves to be another suitable classification objective for kernels, which is in line with its application as a measure of class separability.
DISCUSSION
In our experiments, we considered training kernel mappings in a standalone fashion. Nevertheless, the DI based training procedure can in principle be applied to any parametric non-linear mapping. The kernel mappings themselves can be used in conjunction with other elements, for instance, convolutional or recursive layers, which would be better suited for application areas such as image and speech processing. Furthermore, the training procedure can be enhanced with techniques including batch normalization and data augmentation, similar to the training routines in deep learning.
Another possibility is to extend our kernel optimization procedure to approximation methods involving a combination of matrices, which enable faster computations. Such kernel mappings as Fastfood Expansions [18, 7] lead to lower memory and computational complexity, making them especially useful for processing data with high input dimensions.
Since margin maximizing losses tend to be more suitable for classification applications, it is also of interest to extend training with mini-batch optimal linear predictors to such objectives. Even though the minimum values of these objectives may not have closed form expressions, it is a possibility to train a separate linear predictor on each mini-batch to form the gradients. We found that this approach performs similarly to DI based training when the regularized least squares objective is used, and we leave it as future work to implement such a methodology with more general loss functions.
Finally, DI/KDI trained kernels can be applied for purposes other than supervised learning. For example, Eric et al. utilize the Kernel Fisher Discriminant Ratio, a specific instance of the proposed Kernel DI, in two sample tests of homogeneity as an alternative to the commonly used measure called Maximum Mean Discrepancy (MMD) [26] . Thus, maximal DI over a class of kernels can potentially serve as a generative model training objective following the usage of maximal MMD for training generative networks [32] .
CONCLUSION
We have proposed a novel methodology for training lowdimensional kernel mappings to improve their performances at supervised learning tasks. Our objective, by allowing the computation of gradients through weak, mini-batch optimal predictors, successfully improves the optimization and generalization performances over existing kernel optimization techniques. In the future, we hope to extend our kernel learning methodology to objective functions that do not allow for closed form expressions of the minimum loss. In addition, we plan to utilize our methodology with an extended class of feature mappings and learning settings for added versatility.
