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We give necessary and sufficient conditions for a Gaussian quantum channel to have a
dilation involving a passive, i.e., number-preserving unitary. We then establish a normal
form of such channels: any passively dilatable channel is the result of applying passive
unitaries to the input and output of a Gaussian additive channel. The latter combine the
state of the system with that of the environment by means of a multi-mode beamsplitter.
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1 Introduction
It is a fortunate fact of nature that many physical systems are well-described by a quadratic
approximation. Harmonic oscillators are ubiquitous in physics, and are the basis for our un-
derstanding of a variety of phenomena in the domain of classical mechanics, electrodynamics,
solid state physics, quantum field theory and gravity. Gaussian processes are also essential
in probability theory and information theory as a source of non-trivial yet exactly solvable
scenarios of interest. Arguably one of the most promiment examples is Shannon’s capacity
formula for the additive white Gaussian noise (AWGN) channel [10]. The latter constitutes a
realistic model for fiberoptic communication. It transforms an analog input signalX (modeled
by a random variable on Rn) into the output Y = X +Z by adding an independent centered
unit-variance Gaussian random variable Z representing the noise. More generally, Z may be
replaced by an arbitrary random variable Z, in which case we refer to this as an additive noise
channel.
In quantum mechanics, Gaussian states arise naturally as thermal states of Hamiltonians
which are quadratic in the mode operators of a bosonic system. The latter provide an accurate
description of many systems of interest. Restricting to such Hamiltonians, Gaussian channels
result whenever a system interacts with an environment in a Gaussian state. A typical example
is a channel of the form
E(ρ) = trE (Uλ(ρ⊗ ρE)U∗λ) , (1)
where Uλ is a beamsplitter with transmissivity λ ∈ [0, 1], and ρE is a Gaussian state of the
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environment (see Example 2 below). This channel constitutes a natural quantum counterpart
of the classical additive noise channel, and, correspondingly, we refer to it as a (quantum)
additive Gaussian noise channel. In the special case where ρE is the thermal state of the har-
monic oscillator Hamiltonian, it is also called a thermal noise channel (and is the counterpart
of the AWGN channel).
The channel (1) also arises naturally from the viewpoint of resources in e.g., quantum
optics. The unitary Uλ obeys a special property: it cannot generate squeezing. More generally,
a unitary U acting jointly on n modes of a system and l environment modes is called passive
if it commutes with the total number operator Nˆ =
∑n+l
k=1 a
∗
kak. Here ak = (Qk + iPk)/
√
2 is
the usual annihilation operator associated with the k-th mode. The unitary Uλ describing the
beamsplitter is an example of such a passive unitary. In fact, a Gaussian unitary is passive if
and only if it is the composition of beamsplitters and phase shifters [9]. Thus passive Gaussian
unitary operations are experimentally easy to implement. Physically, such operations neither
introduce nor remove photons and are thus implementable without expending energy.
Considering squeezing as a resource, it is natural to try to separate preexisting squeezing
(in the form of a potentially squeezed state of the environment) from evolutions generating
squeezing. One is then led to consider the class of passively dilatable channels: these are
channels possessing a dilation with a passive unitary. Motivated by the decomposition [9] of
passive Gaussian unitaries, we ask if passively dilatable channels also have a special structure.
The main result of our paper is such a normal form: we establish a close connection between
additive channels and the class of passively dilatable channels. That is, any passively dilatable
channel is the composition of (i) a passive unitary applied to the input, (ii) an additive
Gaussian noise channel and (iii) a passive unitary applied to the output.
Our result thus provides an alternative characterization of quantum additive channels as
canonical examples of non-unitary channels which do not generate squeezing. It is a further
manifestation, but in a non-unitary context, of the well-known fact that non-linear optical
elements are generally required for the generation of squeezed states [1]. We refer to [6] for a
recent study of the operational quantification of squeezing, and a more detailed discussion of
its role in quantum optics.
Our work also establishes simple necessary and sufficient criteria for deciding when a given
passively dilatable channel has a dilation with l environment modes. Our considerations cover
all cases, including rank-deficient ones. Using these criteria, we compute the minimal number
of required environment modes for a passive dilation to exist. These results are similar, in
spirit, to those of [2, 3], but in contrast to the latter, geared towards characterizing non-
squeezing resources. Specifically, [2] constructs a unitary dilation of an arbitrary Gaussian
quantum channel, and presents a number of applications to weak degradability. In [3], the
minimal number of environment modes required to provide a unitary Gaussian dilation with
pure state environment is identified, and bounds for the case of mixed state enviroments are
given (see Remarks 2 and 3 below).
2 Preliminaries
We begin by introducing some of the basic relevant terminology associated with continuous
variable quantum information (for longer reviews of the material see for instance [4, 11]). This
will also serve to introduce our notation.
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2.1 Gaussian states and operations
We consider n-mode bosonic systems with n pairs of quadratures (or modes) given by R =
(Q1, P1, Q2, P2, . . . , Qn, Pn), or, equivalently, the annihilation and creation operators
ak =
1√
2
(Qk + iPk) and a
∗
k =
1√
2
(Qk − iPk)
for k = 1, . . . , n. The commutators
[Rj , Rk] = iσjk id (2)
are given by the standard symplectic form
σ :=
n⊕
i=1
(
0 1
−1 0
)
.
To simplify notation, it is often convenient to work in the permuted basis (Q1, . . . , Qm, P1,
. . . , Pm, Qm+1, . . . , Qm+l, Pm+1, . . . , Pm+l), where σ takes the form σ = σ2m ⊕ σ2l with
σ2k :=
(
0k×k 1k
−1k 0k×k
)
.
For concreteness, we will henceforth assume that the CCR-relations (2) are realized by un-
bounded operators acting on the tensor product H⊗n where H ∼= L2(R) is the Hilbert space
associated with a single mode. When convenient, we will also use the notationHA1···An = H⊗n
to denote multipartite Hilbert spaces.
An important subset of states is given by the Gaussian states: such a state ρ is fully
characterised by its first and second moments
dk = tr(ρRk) and γkℓ = tr(ρ{Rk − dkid, Rℓ − dℓid}) ,
where {A,B} = AB + BA denotes the anticommutator. Here d ∈ R2n is the displacement
vector, whereas the symmetric matrix γ = γT ∈ R2n×2n is referred to as the covariance
matrix. By Heisenberg’s uncertainty principle, the covariance matrix of any state satisfies the
operator inequality
γ ≥ iσ2n . (3)
Conversely, any pair (d, γ) with d ∈ R2n and γ = γT ∈ R2n×2n satisfying (3) uniquely defines
a Gaussian n-mode state.aAs a consequence, we may identify the set of Gaussian states with
the set of such pairs.
2.2 Gaussian operations
A quantum operation (or channel) acting on an n-mode system is described by a completely
positive trace-preserving map Φ : B(H⊗n) → B(H⊗n). Here B(H⊗n) is the set of bounded
aWe emphasize, however, that passive dilatability (as defined below) of the channel (X, Y, 02n) is not equivalent
to passive dilatability of the channel (X, Y, v) with v 6= 02n. For example, in the case of pure translations
(X, Y ) = (12n, 02n×2n), the corresponding unitary channel is passively dilatable if and only if v = 02n.
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linear operators on H⊗n. Again, the subset of Gaussian channels is distinguished by the
property that such channels map Gaussian states to Gaussian states. Such a channel is
completely characterized by its action on Gaussian states, and the latter has a convenient
description: for a Gaussian state ρ with displacement vector d and covariance matrix γ, the
Gaussian state Φ(ρ) resulting from application of the channel is described by the pair (d′, γ′)
obtained from the map
γ 7→ XγXT + Y
d 7→ Xd+ v ,
where the matrices X,Y ∈ R2n×2n and the vector v ∈ R2n determine the action of the
channel. Clearly, Y = Y T has to be symmetric for this to map covariance matrices to
covariance matrices. The map is completely positive if and only ifb(cf. [4])
Y ≥ iσ2n − iXσ2nXT . (4)
Conversely, and similarly as for Gaussian states, any triple (X,Y, v) with Y = Y T symmetric,
(X,Y ) satisfying (4) and v ∈ R2n arbitrary uniquely determines a Gaussian n-mode channel.
We will thus identify the set of Gaussian channels with the set of such triples.
In fact, the displacement vector v ∈ R2n has no influence on operational properties of
the channel such as capacities since it can be changed arbitrarily by applying a displacement
operator (a Gaussian, but non-passive unitary) to the output of the channel (see e.g., [4]).
In contrast, the matrices (X,Y ) determine all important characteristics of the channel. As a
consequence, we will henceforth assume that v = 0 (as in [2, 3]), and write ΦX,Y : B(H⊗n)→
B(H⊗n) for the Gaussian channel determined by the pair (X,Y ).
2.3 Gaussian unitaries and passive unitaries
A Gaussian unitary channel is one of the form ΦX,0 (i.e., Y = 0). For such channels, the
constraint (4) implies that X preserves the symplectic form (i.e., Xσ2nX
T = σ2n), i.e., X is
an element of
Sp(2n) = {S ∈ R2n×2n | Sσ2nST = σ2n} ,
the group of real symplectic matrices. It can be shown that any element S ∈ Sp(2n) defines
a unitary US on H⊗n such that
ΦS,0(ρ) = USρU
∗
S .
Furthermore, S 7→ US defines a representation called the metaplectic representation of Sp(2n).
In more physical terms, a Gaussian unitary describes the evolution (for a fixed amount
of time) generated by a Hamiltonian H which is quadratic in the creation- and annihilation
operations, i.e., one that has the form
H =
n∑
j,k=1
hj,ka
∗
jak + h.c. (5)
bNote that in [4], the condition is stated with a minus sign, but since σT = −σ and Y is symmetric, this
conditions is equivalent.
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A Hamiltonian of the form (5) which commutes with the total number operator, i.e.,
satisfies
[H,
n∑
j=1
a∗jaj ] = 0
is called passive. A passive Hamiltonian generates Gaussian unitaries which are associated
with orthogonal symplectic matrices S ∈ Sp(2n) ∩O(2n), where
O(2n) = {O ∈ R2n×2n | OOT = 12n} .
We call such Gaussian unitaries passive. It can be shown that passive Gaussian unitaries can
be realized using beamsplitters and phase shifters only [9].
2.4 On the orthogonal symplectic group
Let us collect a few facts about the group Sp(2n)∩O(2n). Crucially, there is an isomorphism
U(n) ∼= Sp(2n) ∩O(2n) between this group and the group
U(n) = {U ∈ Cn×n | U †U = 1n}
of unitary n×nmatrices. For our purposes, it will be convenient to write out this isomorphism
for the case of n+ l modes (associated with a system and its environment), as follows:
Lemma 1 The map
φ : U(n+ l) → Sp(2(n+ l)) ∩O(2(n+ l))
U =
(
u1 u2
u3 u4
)
7→ φ(U) = S =
(
s1 s2
s3 s4
)
where si =
(
Re(ui) Im(ui)
− Im(ui) Re(ui)
)
and where u1 ∈ Cn×n, u2 ∈ Cn×l, u3 ∈ Cl×n, u4 ∈ Cl×l is an isomorphism.
Proof. The existence of the isomorphism is well-known (see [8]). We need to show that S is
symplectic:
Sσ2(n+l)S
T =
(
s1σ2ns
T
1 + s2σ2ls
T
2 s1σ2ns
T
3 + s2σ2ls
T
4
s3σ2ns
T
1 + s4σ2ls
T
2 s3σ2ns
T
3 + s4σ2ls
T
4
)
Note that
siσ2ns
T
j =
(
Re(ui) Im(uj)
T − Im(ui)Re(uj)T Re(ui)Re(uj)T + Im(ui)Re(uj)T
−(Re(ui)Re(uj)T + Im(ui)Re(uj)T ) Re(ui) Im(uj)T − Im(ui)Re(uj)T
)
and that
Re(ui)Re(uj)
T + Im(ui)Re(uj)
T = Re(uiu
†
j)
Re(ui) Im(uj)
T − Im(ui)Re(uj)T = Im(uiu†j).
Therefore, since U is unitary, it follows that Sσ2(n+l)S
T = σ2(n+l). Similarly,
SST =
(
s1s
T
1 + s2s
T
2 s1s
T
3 + s2s
T
4
s3s
T
1 + s4s
T
2 s3s
T
3 + s4s
T
4
)
= 12n
using the unitarity of U . To prove that this is an isomorphism, one then has to consider the
inverse map. This is well-defined because any matrix S ∈ Sp(2n) ∩ O(2n) is of the form of
the image of the map φ in (1) (see [8]). .
The following lemma will be an important tool in what follows.
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Lemma 2 For any matrix X ∈ R2n×2n, [X, σ2n] = 0 if and only if X has the form
X =
(
A B
−B A
)
for some matrices A,B ∈ Rn×n. In particular, any matrix X ∈ Sp(2n) ∩ O(2n) commutes
with σ2n.
Furthermore, any eigenvalue of a matrix of form (2) has even multiplicity.
In fact, it can be shown (see [8]) that any two of the three properties Xσ2nX
T = σ, [X, σ2n] =
0 and XXT = 12n implies the third, a feature known as the 2-out-of-3 property.
Proof. The proof is straightforward. The fact that this holds for X ∈ Sp(2n) ∩O(2n) is
clear from Lemma 1 (specialized to l = 0).
For the eigenvalue multiplicity, note that if v ≡ (v1, v2)T with v1, v2 ∈ Rn is an eigenvector
to the eigenvalue λ of X , then σ2nv = (v2,−v1)T is an eigenvector to the same eigenvalue and
σ2nv ⊥ v. Now, if {v, σ2nv}⊥ contains another eigenvalue w ∈ R2n with eigenvalue λ, then
σ2nw is again an eigenvector of X with eigenvalue λ. We claim that {v, σ2nv, w, σ2nw} is an
orthonormal set of eigenvectors to eigenvalue λ. By construction, we have w ⊥ {v, σ2nv} and
σ2nw ⊥ w. Finally, σ2nw ⊥ v as 〈σ2nw, v〉 = −〈w, σ2nv〉 = 0. Iteratively, we can construct
an orthonormal basis of every eigenspace, which will necessarily have even multiplicity. .
The next lemma is an extension theorem for orthogonal symplectic matrices:
Lemma 3 Assume that s1 ∈ R2n×2n and s2 ∈ R2n×2l satisfy
s1σ2ns
T
1 + s2σ2ls
T
2 = σ2n
s1s
T
1 + s2s
T
2 = 12n .
(6)
Then there are s3 ∈ R2l×2n and s4 ∈ R2l×2l such that
S =
(
s1 s2
s3 s4
)
∈ Sp(2(n+ l)) ∩O(2(n+ l)) . (7)
Furthermore, if S is of the form (7) and
S′ =
(
s1 s2
s′3 s
′
4
)
∈ Sp(2(n+ l)) ∩O(2(n+ l)) ,
then there is an orthogonal symplectic matrix o ∈ Sp(2l) ∩O(2l) such that
S′ =
(
12n 02n×2l
02l×2n o
)
S . (8)
Proof. This is essentially saying that one can always extend suitable matrices to orthogo-
nal symplectic matrices. It is clear by symplectic Gram-Schmidt (see [8]) that it is always
possible to find s3, s4 to construct a symplectic matrix S, which however is not necessarily
orthogonal. Therefore, we take the isomorphism to unitary matrices: Since s1 and s2 satisfy
the relations (6), we can choose u1, u2 from the isomorphism in Lemma 1. In particular, the
matrix V :=
(
u1 u2
)
fulfills V V † = 12n, hence we can extend it to a unitary matrix U
and use the isomorphism again to find s3 and s4. The corresponding S is now orthogonal
symplectic by construction.
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For the second statement, let S, S′ ∈ Sp(2(n+ l)) ∩ O(2(n + l)) be given by (7) and (8),
respectively. Then
S′ST =
(
12n s1s
T
3 + s2s
T
4
s′3s
T
1 + s
′
4s
T
2 s
′
3s
T
3 + s
′
4s
T
4
)
(9)
by the orthogonality relation (6). But S′ST ∈ Sp(2(n+ l))∩O(2(n+ l)), hence it follows that
S′ST =
(
12n 02n×2l
02l×2n o
)
=: O
for some o ∈ Sp(2l) ∩ O(2l). Combining this with (9) immediately gives OTS′ST = 12(n+l).
The claim follows by left- and right-multiplying the latter identity with O and S, respectively.
.
2.5 Dilations of Gaussian channels
Consider the Gaussian n-mode channel ΦX,Y as defined in Section 2.1. It is well-known
(see [2]) that one can find a Gaussian state ρE of l ≤ n environment modes and a Gaussian
unitary matrix U acting on n+ l modes such that ΦX,Y can be written as
Φ(ρ) = trE(U(ρ⊗ ρE)U∗) . (10)
Note that we do not demand ρE to be a pure state (if it is, this is referred to as the Stinespring
representation, see Remark 3 below). In Eq. (10), U = US is the image under the metaplectic
representation of a symplectic matrix S ∈ Sp(2(n+ l)).
The relationship between S and (X,Y ) is obtained by analyzing the action on covariance
matrices: if the l-mode Gaussian state ρE has covariance matrix γE , then the channel’s action
is given by
γ 7→ (S(γ ⊕ γE)ST )2n×2n = XγXT + Y
where (·)2n×2n means that we restrict to the upper left block of the size 2n × 2n. More
precisely, writing
S =
(
s1 s2
s3 s4
)
with s1 ∈ R2n×2n and s4 ∈ R2l×2l, we have
(
s1 s2
s3 s4
)(
γ 02n×2l
02l×2n γE
)(
s1 s2
s3 s4
)T
=
(
s1γs
T
1 + s2γEs
T
2 ∗
∗ ∗
)
and therefore
XγXT + Y = s1γs
T
1 + s2γEs
T
2 (11)
for all covariance matrices γ. Thus the pair (X,Y ) and (s1, s2, γE) are related by
X = ±s1 and Y = s2γEsT2 . (12)
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3 Passively dilatable Gaussian channels
Given a Gaussian channel ΦX,Y , we ask if there is a passive unitary associated with an element
S ∈ Sp(2n) ∩O(2n) and an (arbitrary) Gaussian state ρE of the environment constituting a
dilation of the channel. We shall call any channel with this property passively dilatable. Our
main result is the following.
Theorem 1 Let ΦX,Y be an n-mode Gaussian channel. The following conditions are
equivalent:
(i) There exists a passive dilation with l environment modes and S ∈ Sp(2(n+ l))∩O(2(n+
l)).
(ii) The matrices X,Y satisfy 12n−XXT ≥ 0, [X, σ2n] = 0, ker(Y ) = ker(12n−XXT ) and
2l ≥ rank(12n −XXT ).
We defer the proof of this theorem to Section 3.2, and first discuss some examples.
Remark 1 Note that if [X, σ2n] = 0, then rank(12n − XXT ) is even (see Lemma 2) and
therefore also rank(Y ).
Example 1 Consider the classical noise channel given by X = 1 and Y ≥ 0, Y 6= 0. Ac-
cording to Theorem 1, this channel is not passively dilatable because the condition ker(Y ) =
ker(1 − XXT ) is not met. A dilation of this channel with two environment modes is given
in [5].
Example 2 Let Uλ be the two-mode beamsplitter with transmissivity λ ∈ [0, 1], i.e., the
Gaussian unitary given by the symplectic matrix
Sλ =
( √
λI2
√
1− λI2√
1− λI2 −
√
λI2
)
with respect to the ordering (Q1, P1, Q2, P2) of the modes. Let ρE be a one-mode Gaussian
state with covariance matrix γE. Consider a channel of the form
Φ(ρ) = trE Uλ(ρ⊗ ρE)U∗λ . (13)
We call this an additive Gaussian channel.
Since Uλ is passive, Φ is clearly passively dilatable. To see that the conditions of the
theorem are satisfied, observe that
X =
√
λ12 and Y = (1− λ)γE .
Assume that λ ∈]0, 1[. Then it is easily verified (using the fact that covariance matrices are
positive definite) that the conditions of (ii) are satisfied for any l ≥ 1. In particular, the
theorem implies that there is a dilation with l modes for all l ≥ 1. This is consistent with
expression (13). The theorem also implies that at least one environment mode is necessary.
On the other hand, assume that λ = 1. Then the conditions of (ii) are satified for any
l ≥ 0, implying the existence of a dilation with no environment modes. Indeed, in this case,
the channel is simply the identity channel, with trivial dilation Φ(ρ) = ρ for all states ρ.
Finally, consider the case where λ = 0. Here the conditions (ii) apply with l ≥ 1, which is
also consistent with (13).
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In most cases, the theorem can be stated in a simpler fashion.
Corollary 1 Let ΦX,Y be an n-mode Gaussian channel such that X,Y and 12n−XXT have
full rank. Then there exists a passive dilation with n modes if and only if 12n − XXT ≥ 0
and [X, σ2n] = 0.
In fact, we remark that this Corollary can be shown directly by constructing an orthogonal
symplectic unitary from s1 = X , s2 = (12n − XXT )1/2 and using the covariance matrix
γE = s
−1
2 Y (s
−1
2 )
T .
3.1 General observations about dilations
We can now make a first step towards proving the theorem:
Lemma 4 Let ΦX,Y be an n-mode Gaussian channel. Using the notation of equation (10),
such a Gaussian channel can be passively dilated with l environment modes if and only if there
exists a tuple (s2, γE) with s2 ∈ R2n×2l, γE ∈ R2l×2l and γE ≥ iσ2l such that
s2σ2ls
T
2 = σ2n −Xσ2nXT =: Σ
s2s
T
2 = 12n −XXT =: Σˆ
s2γEs
T
2 = Y
(14)
Any dilation satisfies s1 = X or s1 = −X.
Proof. Given a passive dilation of the channel with a matrix S ∈ Sp(2(n+ l))∩O(2(n+ l)),
we know that XγXT + Y = s1γs
T
1 + s2γEs
T
2 for all γ by equation (11). Therefore it must
hold that s1γs
T
1 = XγX
T for all γ ≥ iσ2n and s2γEsT2 = Y , which is the third equation of
(14).
In particular we have s1s
T
1 = XX
T , hence s1O = X for some orthogonal matrixO ∈ O(2n)
and we have s1γs
T
1 = s1OγO
T sT1 for all covariance matrices γ ≥ iσ. This is equivalent to
QγQ = QOγOTQ
if Q = s+1 s1 denotes the projection onto ker(s1)
⊥. Since this holds for all covariance matrices
γ it also holds for all symmetric matrices, in particular the orthogonal projection Q. Since
OQOT is a projection itself QOQOTQ = Q can only hold if OQOT = Q. This implies that
in the basis where Q is diagonal, O must be block diagonal and we can write O = O˜1 ⊕ O˜2
with O˜1 a matrix onto ker(s1)
⊥ and O˜2 onto ker(s1).
Since O commutes with Q, we also find QγQ = O(QγQ)OT and O commutes with all
symmetric matrices A with ker(A) ⊇ ker(s1). This implies that O˜1 must be a multiple of the
identity on ker(s1)
⊥. Since s1O = s1(O˜1 ⊕ 0) by construction, this implies that we can find
O′ ∈ O(2n) such that s1O = s1O′ and O′ is a multiple of the identity. Since O′ is orthogonal,
O′ = ±1. Hence s1γsT1 = XγXT for all γ ≥ iσ if and only if s1 = ±X .
In addition, we need that S is symplectic and orthogonal, which means that the following
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conditions must always hold:
s1σ2ns
T
1 + s2σ2ls
T
2 = σ2n
s1s
T
1 + s2s
T
2 = 12n
s1σ2ns
T
3 + s2σ2ls
T
4 = 0
s1s
T
3 + s2s
T
4 = 0
s3σ2ns3 + s4σ2ls
T
4 = σ2l
s3s
T
3 + s4s
T
4 = 12n
If we plug in ±s1 = X , the first two conditions are exactly equations (6) so that it is necessary
to satisfy system (14) in order to have a passive dilation.
Conversely, using Lemma 3, having a solution to (14), we can always choose s3 and s4 to
extend S to an orthogonal symplectic matrix. .
This lemma implies that proving Theorem 1 is equivalent to characterizing the solvability
of the system of equations (14). From the fact that s2s
T
2 is positive semidefinite, it is imme-
diately clear that the system can only be solvable if Σˆ ≥ 0, which is one of the conditions
stated in Theorem 1. To recover the other conditions, we will need the next lemma:
Lemma 5 In the notation of Lemma 4, for any passive dilation of an n-mode passively
dilatable Gaussian channel ΦX,Y we have Σ = σ2nΣˆ and both Σ and Σˆ commute with σ2n.
Proof. By definition, we need s2σ2ls
T
2 = Σ and s2s
T
2 = Σˆ. Since s2 is derived from an
orthogonal symplectic matrix, it is of the form (see Lemma 1)
s2 =
(
Re(u2) Im(u2)
− Im(u2) Re(u2)
)
.
Setting
µ := Re(u2)Re(u2)
T + Im(u2) Im(u2)
T
ν := Im(u2)Re(u2)
T − Re(u2) Im(u2)T ,
we obtain:
s2s
T
2 =
(
µ ν
−ν µ
)
!
= Σˆ
s2σ2ls
T
2 =
(− ν µ
−µ −ν
)
!
= Σ
Since Σ and Σˆ are of the form specified in Lemma 2, they commute with σ2n. .
3.2 Proof of Theorem 1
3.2.1 Characterization of passively dilatable channels ((i)⇒(ii))
We begin by proving the first part of Theorem 1, namely that the stated conditions are
necessary:
Lemma 6 Let ΦX,Y be an n-mode Gaussian channel. The conditions 12n − XXT ≥ 0,
[X, σ2n] = 0 and 2l ≥ rank(12n −XXT ) are necessary for the existence of a passive dilation
of the channel with 2l environment modes.
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Proof. By Lemma 4, in order for a dilation to exist, the system of equations (14) must be
satisfied. In particular, s2s
T
2 = 12n−XXT . Due to the fact that s2sT2 is positive semidefinite,
12n −XXT must be positive semidefinite. In addition, if s2 ∈ R2n×2l, then rank(s2sT2 ) ≤ 2l,
which implies that s2s
T
2 = 12n − XXT can only have a solution if rank(12n − XXT ) ≤
2l. Finally, for a passive dilation we have S ∈ Sp(2n) ∩ O(2n) by definition. The 2-out-
of-3 property of the unitary group (Lemma 2) then implies [S, σ2(n+l)] = 0 and therefore
[s1, σ2n] = 0. Hence [X, σ2n] = 0 is a necessary condition as X = s1. .
Lemma 7 Let ΦX,Y be a Gaussian channel. The condition ker(12n − XXT ) = ker(Y ) is
necessary for the existence of a passive dilation of the channel.
Proof. We suppose that we have found (s2, γE) such that s2s
T
2 = 12n−XXT and γE ≥ iσ2l
such that s2γEs
T
2 = Y . First note that for every y ∈ ker(sT2 ) we have s2γEsT2 y = 0, hence
y ∈ ker(Y ) or ker(sT2 ) ⊆ ker(Y ). Now, on the other hand
rank(sT2 ) ≥ rank(s2γEsT2 ) ≥ rank(s+2 s2γEsT2 s+T2 )
with the pseudoinverse s+2 (see Appendix 1 for definition and basic properties), using that the
rank of a product of matrices is always smaller than the rank of its factors. Now note that
s+2 s2 = Q is the orthogonal projection onto the range of s
T
2 . Since γE ≥ iσ2l, one can easily
see that γE ≥ 0 has full rank, which means that there is ε > 0 such that γE ≥ ε12l. Then we
have that QγEQ ≥ εQ2 = εQ, hence
rank(s+2 s2γEs
T
2 s
+T
2 ) ≥ rank(Q) = rank(sT2 )
But then, rank(Y ) = rank(s2γEs
T
2 ) = rank(s
T
2 ) and therefore ker(Y ) = ker(s
T
2 ). Finally, since
ker(s2) = im(s
T
2 )
⊥, ker(s2s
T
2 ) = ker(s
T
2 ) and hence ker(12n −XXT ) = ker(Y ) is a necessary
condition. .
Lemmas 6 and 7 show that the conditions stated in Theorem 1 are necessary for a passive
dilation to exist. This proves the implication (i)⇒(ii).
3.2.2 Existence of unitary dilations ((ii)⇒(i))
We now consider the converse direction, i.e., we assume that (X,Y ) satisfy the conditions
stated in (ii) of Theorem 1 and show that these are sufficient to imply the existence of a
passive dilation (as in (i)).
Lemma 8 Let ΦX,Y be an n-mode Gaussian channel satisfying 2l ≥ rank(1−XXT ), 12n −
XXT ≥ 0, ker(12n −XXT ) = ker(Y ) and [σ2n, X ] = 0. Then there is a passive dilation with
l environment modes.
Proof. From the spectral theorem, it is known that if [A,B] = 0 and A is normal, then
also [Pλ(A), B] = 0 for any spectral projection Pλ(A) of A and therefore [A
1/2, B] = 0, where
A1/2 denotes the unique positive square root of A. Define Σˆ = 1 − XXT ≥ 0 and Σ =
σ2n −Xσ2nXT . Using [σ2n, X ] = 0, we have σ2nΣˆ = Σ and σ2nΣˆ = Σˆσ2n, i.e. Σˆ commutes
with σ2n. Therefore
[Σˆ1/2, σ2n] = 0 (15)
and thus (see Lemma 2) the matrix Σˆ1/2 is of the form
Σˆ1/2 =
(
µ ν
−ν µ
)
(16)
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and
Σ = Σˆ1/2σ2nΣˆ
1/2 . (17)
Furthermore, by definition of the square root (and since Σˆ is symmetric), we have
(Σˆ1/2)T = Σˆ1/2 . (18)
We divide the proof into three cases:
1. Consider the case where l = n. We proceed by constructing a pair (s2, γE) satisfying
the conditions of Lemma 4, implying the existence of a passive dilation of (X,Y ).
Setting s2 = Σˆ
1/2 we have s2s
T
2 = Σˆ and s2σ2ns
T
2 = Σ. Thus the first two conditions
of (14) (Lemma 4) are satisfied, and it remains to construct a covariance matrix γE
satisfying s2γEs
T
2 = Y . Let s
+
2 be the Moore-Penrose pseudoinverse of s2. We set
γE = s
+
2 Y s
+T
2 + Pker(s2) , (19)
where Pker(s2) is the projection onto ker(s2). Then
s2γEs
T
2 = s2s
+
2 Y s
+T
2 s
T
2 = Pim(s2)Y P
T
im(s2)
(20)
where we used the fact that s2Pker(s2) = 0 in the first identity and the properties of the
Moore-Penrose-pseudoinverse (Lemma A.1) in the second step, and where we denoted
the projection onto the range im(s2) of s2 by Pim(s2).
Since im(Y ) = im(Σˆ) by assumption and im(Σˆ) = im(s2s
T
2 ) ⊂ im(s2), we have Pim(s2)Y =
Y and since Y = Y T is symmetric, it follows that
Pim(s2)Y P
T
im(s2)
= Y .
Inserting this into (20) yields s2γEs
T
2 = Y , as claimed (cf. (14)).
We next verify that γE is a valid covariance matrix. This is done using equation (4):
we have
s+2 Y s
+T
2 + Pker(s2) ≥ (Σˆ1/2)+(iσ2n − iXσ2nXT )(Σˆ1/2)+ T + Pker(s2)
= i(Σˆ1/2)+Σ(Σˆ1/2)+ T + Pker(s2)
= i(Σˆ1/2)+Σˆ1/2σ2n(Σˆ
1/2)T (Σˆ1/2)+ T + Pker(s2)
= iPim(sT
2
)σ2nP
T
im(sT
2
) + Pker(s2)
where we used (17) in the third step and introduced the projection Pim(Σˆ1/2) onto the
range of the symmetric matrix sT2 = (Σˆ
1/2)T in the fourth step. Since s2 is symmetric
we have
Pker(s2) = 12n − Pker(s2)⊥ = 12n − Pim(s2) = 12n − Pim(sT2 ) .
Using 12n ≥ iσ2n, we thus obtain
s+2 Y s
+T
2 + Pker(s2) ≥ iPim(s2)σ2nPTim(s2) + i(1− Pim(s2))σ2n(1− PTim(s2)) = iσ2n.
Here we used that Pim(s2) commutes with σ2n as a consequence of (15) and the fact that
it is the projection onto the range of Σˆ1/2. This concludes the proof that (19) defines a
valid covariance matrix.
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2. The claim for l > n then follows immediately by using the established claim for l = n:
since 2n ≥ rank(1 − XXT ), there is a dilation Φ(ρ) = trE(U(ρ ⊗ ρE)U∗) involving
n environment modes. For an arbitrary (l − n)-mode state ρE˜ , we then have
Φ(ρ) = trEE˜((U ⊗ 1E˜)(ρ⊗ (ρE ⊗ ρE˜))(U ⊗ 1E˜)∗) ,
providing us with a passive dilation using l modes.
3. Finally, consider the case l < n. Then we have rank(Σˆ) ≤ 2l by assumption. We can
assume that rank(Σˆ) = 2l without loss of generality (cf. Remark 1), since otherwise we
can proceed as in step (2) to increase the number of environment modes.
We exploit the form (16) of Σˆ1/2. Because Σˆ1/2 is symmetric (cf. (18)), we have µT = µ
and νT = −ν, hence the complex matrix Σˆ1/2
C
:= µ + iν is Hermitian. We can thus
diagonalise Σˆ
1/2
C
with a unitary u ∈ U(n), which corresponds (see Lemma 1) to a matrix
o ∈ Sp(2n) ∩O(2n) such that uΣˆ1/2
C
u† corresponds to oΣˆ1/2oT . In particular,
oΣˆ1/2oT = diag(d1, . . . , dl, 0, . . . , 0︸ ︷︷ ︸
n−l
, d1, . . . , dl, 0, . . . , 0︸ ︷︷ ︸
n−l
)
This implies that Σˆ1/2oT has the form
Σˆ1/2oT =
(
A 02n×(n−l) B 02n×(n−l)
)
for two matrices A,B ∈ R2n×l. We now define s2 to be the matrix where we erase the
2(n− l) zero columns, i.e. we choose
s2 =
(
A B
) ∈ R2n×2l .
By construction, this implies that s2s
T
2 = Σˆ as before, and since o
T commutes with σ2n
(Lemma 2), we also have s2σ2ls
T
2 = σ2ns2s
T
2 . Again, γE is defined as in the case l = n
by (19) and we have a solution to the system (14) with γE ≥ iσ2l by the same argument
as in case 1.
.
3.3 Minimal dilations
In the following, we show that under the assumptions of Corollary 1, any pair of dilations are
related by orthogonal symplectic matrices acting on the environment. More generally, let us
define a minimal dilation as one with the least number of environment modes. We then have
the following uniqueness property of minimal dilations.
Theorem 2 Let ΦX,Y be a passively dilatable n-mode Gaussian channel. Then
(i) A dilation is minimal if and only if l = 12 rank(Y ). There is a minimal dilation given
by the construction of Theorem 1.
(ii) Let
S =
(
s1 s2
s3 s4
)
(21)
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be the orthogonal symplectic matrix describing the passive Gaussian unitary associated
with a minimal dilation. Then rank(s2) = 2l = rankY . In particular, s2 ∈ R2n×2l is
injective.
(iii) Consider two minimal dilations
ΦX,Y (ρ) = trE U(ρ⊗ ρE)U∗ = trE U ′(ρ⊗ ρ′E)U ′∗ ,
of ΦX,Y , where U,U
′ are passive Gaussian unitaries on H⊗(n+l). Then there are two
passive Gaussian unitaries V˜ , V on H⊗l such that
U ′ = (1H⊗n ⊗ V˜ )U(1H⊗n ⊗ V ) and ρ′E = V ∗ρEV .
Note that a statement analogous to (iii) was given in [2, Appendix D] for general (non-passive)
dilations.
Remark 2 Let us compare these statements to the results of [2, 3]. For a channel ΦX,Y ,
let lmixedmin (ΦX,Y ) denote the minimal number of environment modes such that a dilation with
a (potentially mixed) state of the environment exists. By explicit construction, it was shown
in [2] (see also [3, Section 2]) that lmixedmin (ΦX,Y ) ≤ 2n−rank(Σ)/2, where Σ is defined by (14).
This result was later improved to
lmixedmin (ΦX,Y ) ≤ rank(Y )− rank(Σ)/2 (22)
in [3], and this is conjectured to be optimal (a matching lower bound is not known, but
see Remark 3). To compare to our results, assume that ΦX,Y is passively dilatable. Let
lmixedmin,passive(ΦX,Y ) denote the minimal number of environment modes such that a dilation with
a passive unitary exists. By definition, we clearly have
lmixedmin (ΦX,Y ) ≤ lmixedmin,passive(ΦX,Y ) .
According to Theorem 2, we have
lmixedmin,passive(ΦX,Y ) =
1
2
rankY . (23)
But since rank(Y ) ≥ rank(Σ) (see e.g., [3, Eq. (10)] – this follows immediately from the
positivity condition (4)), this means that
lmixedmin,passive(ΦX,Y ) = rankY −
1
2
rankY ≤ rank(Y )− rank(Σ)/2 .
Thus our result is consistent with (22). We emphasize that in contrast to the case where
passivity is not imposed on the dilating unitary, the exact minimal number lmixedmin,passive(ΦX,Y )
of environment modes is known, i.e., given by expression (23).
Remark 3 The authors of [2, 3] also consider dilations where the state ρE is pure. These
are referred to as Stinespring dilations. Correspondingly, they consider the minimal num-
ber lpuremin (ΦX,Y ) of environment modes for a Stinespring dilation with a pure Gaussian envi-
ronment state ρE to exist. Imposing Gaussianity here is crucial to get a non-trivial problem,
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since any mixed state can be purified with only a single additional mode otherwise. By defi-
nition, we clearly have lmixedmin (ΦX,Y ) ≤ lpuremin (ΦX,Y ). Improving an upper bound of [2], and by
providing a new lower bound, the identity
lpuremin (ΦX,Y ) = rank(Y − iΣ)
was shown in [3]. We have not considered the analogous question for passive dilations, since
our focus is on establishing an equivalence with additive Gaussian channels (see Theorem 3).
At least in one direction, the analysis of [3, Appendix B] should be useful: here the minimal
number of modes needed to find a Gaussian purification of a generic multimode Gaussian
state is computed.
Proof. Proof of Theorem 2
Statement (ii) of Theorem 1 implies that there is a dilation with l = 12 rank(Y ) environ-
ment, and this number is minimal. This proves statement (i).
To prove statement (ii), fix a minimal dilation with orthogonal symplectic matrix S and
covariance matrix γE . By (i), the number of environment modes is ℓ =
1
2 rankY , i.e., s2 ∈
R2n×rank(Y ) and γE ∈ RrankY×rankY . By the minimality and (12), we have 2l = rank(Y ) =
rank(s2γEs
T
2 ), but since γE ≥ iσ2l, the covariance matrix γE is full rank and it follows that
rank(s2) = 2l. In particular, this implies that s2 ∈ R2n×2l is injective.
Finally, we can prove statement (iii): Consider two minimal dilations of ΦX,Y with or-
thogonal symplectic matrices
S =
(
s1 s2
s3 s4
)
and S′ =
(
s′1 s
′
2
s′3 s
′
4
)
and covariance matrices γE and γ
′
E , respectively. In particular, s2, s
′
2 ∈ R2n×2l and
s1 = s
′
1 = X (24)
by (12). Using the orthogonality of S and S′ (in the form (6)) therefore gives
s2s
T
2 = s
′
2s
′T
2 . (25)
Since s2 is injective, s
+
2 s2 = 12l by the properties of the pseudoinverse. Multiplying (25) from
the left by s+2 therefore gives s
T
2 = s
+
2 s
′
2s
′T
2 and multiplying this from the right with s
+ T
2
yields sT2 s
+ T
2 = s
+
2 s
′
2s
′T
2 s
+T
2 which is equivalent to
s+2 s
′
2(s
+
2 s
′
2)
T = 12l .
Hence
s+2 s
′
2 =: o ∈ O(2l) (26)
is orthogonal. Multiplying Eq. (26) from the left by s2 and using that s2s
+
2 = Prange(s2) is
the projection onto the range of s2 we obtain Prange(s2)s
′
2 = s2o, hence
s′2 = s2o (27)
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because Prange(s2)s
′
2 = s
′
2. The latter identity follows from the fact that the images of s2
and s′2 coincide as a consequence of the assumption s2s
T
2 = s
′
2s
′T
2 and the fact that s
T
2 and
s′T2 are surjective (since s2, s
′
2 are injective, as argued above).
Furthermore, using the symplecticity condition (6), we have
s2σ2ls
T
2 = s
′
2σ2ls
′T
2 = s2oσ2lo
T sT2 (28)
Since s2 is minimal it is injective and hence s
T
2 is surjective. Because of the injectivity of s2
and the surjectivity of sT2 , Eq. (28) implies
σ2l = oσ2lo
T ,
i.e., o is orthogonal symplectic, o ∈ O(2l) ∩ Sp(2l). Similarly, Y = s2γEsT2 = s′2γ′Es′ T2 by
assumption, we have
γ′E = o
T γEo . (29)
using once again the injectivity of s2 and s
′
2 (and correspondingly, the surjectivity of s
T
2 and
sT2 ).
Finally, we claim that S and S′ only differ by an orthogonal symplectic matrix applied to
the environment modes. Indeed, it follows from (24) and (27) that
S
(
12n 02n×2l
02l×2n o
)
=
(
s′1 s
′
2
s′′3 s
′′
4
)
for some matrices s′′3 ∈ R2l×2n and s′′4 ∈ R2l×2l. The second part of Lemma 3 thus implies
that there is an orthogonal symplectic matrix o′ ∈ Sp(2l)∩O(2l) acting on the l environment
modes such that (
12n 02n×2l
02l×2n o
′
)
S
(
12n 02n×2l
02l×2n o
)
= S′ . (30)
Combining (30) with (29) yields the claim. .
3.4 Passive channels
To conclude this section, we combine Theorem 1 and Theorem 2 to characterize passive chan-
nels. The latter are defined by having a dilation with a passive unitary U and an environment
state ρE which is also passive. Here passivity of a state ρE is defined physically by the condi-
tion that ρE is the Gibbs state of a passive Hamiltonian H at some inverse temperature β, i.e.,
ρE = e
−βH/ tr(e−βH). Mathematically, passivity of a state ρE is equivalent to the statement
that its covariance matrix γE satisfies
[γE , σ2l] = 0 (31)
as argued in [7]. In other words, a passive channel is one which has no “hidden” squeezing:
both the system-environment interaction and the state of the environment are associated with
passive Hamiltonians. We have the following simple characterization of such channels:
Corollary 2 Let ΦX,Y be a passively dilatable Gaussian channel. Then the following are
equivalent:
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(i) [Y, σ2n] = 0.
(ii) ΦX,Y is passive.
Proof. Suppose ΦX,Y is passively dilatable. We first remark that any orthogonal symplectic
matrix S as in (21) satisfies
s2σ2l = σ2ns2 . (32)
Indeed, this follows immediately using the block structure of S and σ2(n+l) = σ2n ⊕ σ2l by
taking the upper right block matrix of the identity [S, σ2(n+l)] = 0.
We prove the two implications: (i)⇒(ii): Assume that [Y, σ2n] = 0. Consider the minimal
dilation constructed in Theorem 2, with orthogonal symplectic matrix S as in (21) and an en-
vironment state of ℓ modes with covariance matrix γE given by expression (19). According to
Theorem 2, s2 is injective, hence ker(s2) = {0} and thus γE = s+2 Y s+T2 . We will show that γE
satisfies (31), which implies that ΦX,Y can be passively dilated with a passive environment
state ρE .
We use (32) to establish the identity
σ2ls
+
2 = s
+
2 σ2nPrange(s2) . (33)
Indeed, we have
s+2 σ2nPrange(s2) − σ2ls+2 = s+2 σ2ns2s+2 − σ2ls+2 s2s+2
where we used the fact that s2s
+
2 = Prange(s2) and (s
+
2 s2)s
+
2 = Prange(sT
2
)s
+
2 = s
+
2 by the
properties of the pseudoinverse and the fact that sT2 is surjective (as s2 is injective). That is,
s+2 σ2nPrange(s2) − σ2ls+2 = (s+2 σ2ns2 − σ2ls+2 s2)s+2
= (s+2 s2σ2l − σ2ls+2 s2)s+2
= (Prange(sT
2
)σ2l − σ2lPrange(sT
2
))s
+
2 = 0
where we used (32) in the second step and the fact that sT2 is surjective (and thus Prange(sT
2
) =
12l) in the last step. This establishes (33).
We will also need the transpose of (33), which reads
s+T2 σ2l = Pker(sT
2
)⊥σ2ns
+T
2 (34)
because PTrange(s2) = Pker(sT2 )⊥ . We can then compute
σ2lγE = σ2ls
+
2 Y s
+T
2
= s+2 σ2nPrange(s2)Y s
+T
2 by (33)
= s+2 σ2nY s
+T
2 because Y = s2γEs
T
2
= s+2 Y σ2ns
+T
2 by the assumption [Y, σ2n] = 0
= s+2 Y Pker(sT
2
)⊥σ2ns
+T
2 since Y = s2γEs
T
2
= s+2 Y s
+T
2 σ2l by (34)
= γEσ2l .
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A1
...
An
E1
...
En
Φ
ρE
W V
Fig. 1. This figure shows how a general passively dilatable channel can be understood as an additive
noise Gaussian channel composed with passive unitaries (two modes are drawn completely). This
defines a normal form of passively dilatable channels.
Thus [γE , σ2l] = 0, as claimed.
(ii)⇒(i): Suppose ΦX,Y is passive. Assume S is an orthogonal symplectic matrix and γE
a covariance matrix of a passive state such that S and γE define a dilation of the channel
ΦX,Y . Then Y = s2γEs
T
2 and thus
σ2nY = s2σ2lγEs
T
2 by (32)
= s2γEσ2ls
T
2 because ρE is passive, that is, (31)
= s2γEs
T
2 σ2n by the transpose of (32)
= Y σ2n ,
hence [Y, σ2n] = 0 as claimed. .
4 Passively dilatable channels are additive noise channels
Consider a (one-mode) channel of the form
Φ(ρ) = V (trE Uλ(WρW
∗ ⊗ ρE)U∗λ)V ∗ ,
where Uλ is the beamsplitter of transmissivity λ (see Example 2) and V,W are passive
Gaussian (one-mode) unitaries. That is, Φ is obtained by applying passive unitaries to the
input and output of an additive Gaussian channel. Since Φ(ρ) = trE(U(ρ ⊗ ρE)U∗) for
U = (V ⊗ 1E)Uλ(W ⊗ 1E), this channel is passively dilatable. Here we show the converse:
any passively dilatable is equivalent (up to passive unitaries) to a (multi-mode) additive nois
Gaussian channel. The following result is illustrated in Fig. 1.
Theorem 3 Let Φ : B(A1 . . . An) → B(A1 · · ·An) be a passively dilatable n-mode Gaus-
sian channel. Then there is an n-mode Gaussian state ρE = ρE1···En , n-mode Gaussian
unitaries V , W and transmissivities λ = (λ1, . . . , λn) ∈ [0, 1]n such that for the multi-mode
beamsplitter Uλ = U
A1E1
λ1
⊗ · · · ⊗ UAnEnλn , we have
Φ(ρ) = V (trE Uλ(WρW
∗ ⊗ ρE)U∗λ)V ∗ for all states ρ .
Proof. Assume that Φ = ΦX,Y is specified by the pair (X,Y ) of matrices. As in the proof
of Theorem 1, consider l = n. Let (S, γE) be the dilation constructed in case 1 of the proof
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of the theorem, i.e., S =
(
s1 s2
s3 s4
)
satisfies
s1 = X and s2 = Σˆ
1/2 = (1−XXT )1/2 (35)
and the covariance matrix γE is given by the expression (19). Since [X, σ2n] = 0, we can
decompose X as in Lemma 2. Let D = (G1 + iG2)(X1 + iX2)(F1 + iF2) be the singular
value decomposition of the complex matrix X1 + iX2. The matrix D is nonnegative but not
necessarily full rank. By definition and the isomorphism of Lemma 1, the unitaries G1 + iG2
and F1 + iF2 define passive symplectic elements F,G ∈ Sp(2n) ∩O(2n). Define
S˜ =
(
G 0
0 12n
)
S
(
F 0
0 GT
)
=
(
Gs1F Gs2G
T
s3F s4G
T
)
=:
(
s˜1 s˜2
s˜3 s˜4 .
)
(36)
With (35) we obtain
s˜1 = GXF = D ⊕D
s˜2 = G(12n −XXT )1/2GT = (12n −D2 ⊕D2)1/2 . (37)
Here we exploited thatXXT is equivalent to (X1+iX2)(X1+iX2)
† = (G1+iG2)
†D2(G1+iG2)
under the isomorphism and hence 12n−XXT = GT (12n−D2⊕D2)G. Since G is orthogonal
we have (12n −XXT )1/2 = GT (12n −D2 ⊕D2)1/2G.
We conclude from (36) that
s1 = G
T s˜1F
T and s2 = G
T s˜2G ,
i.e., the action of the channel on a covariance matrice γ is given by (cf. (11))
XγXT + Y = GT s˜1F
TγF s˜T1G+G
T s˜2GγEG
T s˜T2 G .
Clearly, this means that the channel can be written as the composition
Φ = Φs1,s2γEsT2 = ΦGT ,0 ◦Φs˜1,s˜2γ˜E s˜T2 ◦ ΦFT ,0 ,
where γ˜E = GγEG
T is a valid covariance matrix. It is clear from (37) and the fact that
(S˜, γ˜E) give a dilation that Φs˜1,s˜2γ˜E s˜T2 is an additive noise channel, hence the claim follows.
.
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Appendix A
In this appendix, we collect a few well-known facts about the Moore-Penrose pseudoinverse.
Let A ∈ Rk×m be a not necessarily invertible matrix. Using the singular value decomposition,
we can find unitaries U ∈ U(k), V ∈ U(m) and a diagonal matrix D ∈ Rk×m with A = UDV .
Define A+ = V †D+U † with D+ ∈ Rm×k and D+ii = 1Dii for all Dii 6= 0 and zero otherwise.
Then A+ is called the Moore-Penrose pseudoinverse.
Lemma A.1 Let A ∈ Rk×m and let A+ be its pseudoinverse. Then:
1. P = AA+ is the orthogonal projection onto the range of A.
2. Q = A+A is the orthogonal projection onto the range of AT .
A proof can be found in any introductory book on linear algebra.
