Abstract. This article is concerned with the question of constructing efficient multigrid preconditioners for the linear systems arising when applying semismooth Newton methods to large-scale linear-quadratic optimization problems constrained by smoothing operators with box-constraints on the controls. It is shown that, for certain discretizations of the optimization problem, the linear systems to be solved at each semismooth Newton iteration reduce to inverting principal minors of the Hessian of the associated unconstrained problem. As in the case when box-constraints on the controls are absent, the multigrid preconditioner introduced here is shown to increase in quality as the mesh-size decreases, resulting in a number of iterations that decreases with mesh-size. However, unlike the unconstrained case, the spectral distance between the preconditioners and the Hessian is shown to be of suboptimal order in general.
then e(y, u) = 0 if and only if y = Ku. This way we obtain an equivalent formulation of (1.1) that has become standard in the PDE-constrained optimization literature [13] :
subj. to : e(y, u) = 0, u ∈ U ad = {u ∈ U : a u b} .
In this formulation u is the control and we shall call y the state. We shall also refer to (1.1) as the reduced form of (1.3). Due to the availability of increasingly powerful parallel computers, the scientific community has shown a growing interest over the last decade in developing scalable solvers for large-scale optimization problems with PDE constraints. Multigrid methods have long been associated with large-scale linear systems, the paradigm being that the solution process can be significantly accelerated by using multiple resolutions of the same problem. However, the exact embodiment of the multigrid paradigm depends strongly on the class of problems considered, with multigrid methods for differential equations (elliptic, parabolic, flow problems) being significantly different from methods for integral equations. To place our problem in the context of multigrid methods we consider the simplified version of (1.1) obtained by removing the inequality constraints on the control, e.g., U ad = U, case in which (1.1) reduces to the linear system Beginning with the works of Hackbusch [8] (see also [9] ) much effort has been devoted to developing efficient multigrid methods for solving equations like (1.4) and (1.5), e.g., see [15, 16, 10, 14, 1, 6] and the references therein. For example, Drȃgȃnescu and Dupont [6] have constructed a multigrid preconditioner M h which satisfies
where h is the mesh-size, G h is the discretized version of (K * K + βI), and p is the order of the discretization (p = 2 for piecewise linear finite elements). We regard (1.6) as optimal-order scalability since it implies that the condition number of the unpreconditioned system cond(G h ) = O(1/β) is been reduced by a factor of h p in the M h -preconditioned system, namely cond(M
−1
h G h ) = O(h p /β); this reduction is of optimal order given that the discretization order is p. A similar situation is encountered in classical multigrid for elliptic problems where multigrid is used to reduce the condition number from O(h −2 ) to O(1), the latter implying the desired meshindependence property. We should point out that (1.6) implies that the number of iterations actually decreases with h ↓ 0 to the point where, asymptotically, only one iteration is needed on very fine meshes.
The presence of explicit box constraints on the controls and/or states in PDEconstrained optimization problems is sometimes critical both for practical (design constraints) and theoretical reasons (e.g., states representing densities or concentrations of substances have to be nonnegative). Methods for solving optimization problems with inequality constraints are fundamentally different and more involved than those for unconstrained problems and generally fall into two competing categories: interior point methods (IPMs) and active-set methods such as semismooth Newton methods (SSNMs). Both types of methods exhibit superlinear local convergence and can be formulated and analyzed both in finite dimensional spaces as well as in function spaces [17, 18, 19] , the latter being a critical step towards proving mesh-independence for the number of optimization steps. Both IPMs and SSNMs are iterative procedures that require the equivalent of a few PDE solves (i.e., applications of K) for each iteration -called here outer iteration -and the solution of one or two inner linear systems at each outer iteration. Efficiency of the solution process is measured by the number of outer iterations needed to solve the problem to a desired tolerance (ideally mesh-independent) and by the ability to solve the inner linear systems efficiently. In this work we concentrate on the latter. Even though they essentially solve the same problem, the linear algebra requirements for IPMs are different from those of SSNMs. If formulated in the reduced form (1.1), that is, with the PDE constraints eliminated (application of K treated as a black-box) the structure of the systems arising in the IPM solution process is shown to be similar to the system (1.4) for the unconstrained problem [7] . More precisely, for IPMs we need to solve systems of the form
where D λ is the multiplication operator with a relatively smooth function λ. Moreover, under specific conditions and for a natural discrete formulation of (1.1), Drȃgȃnescu and Petra [7] have constructed multigrid preconditioners for the linear systems (1.7) that exhibit a certain degree of optimality similar to the one multigrid preconditioners in [6] : the resulting multigrid preconditioner M h for the G h,λ satisfies
We recognize in (1.8) the optimal-order h 2 -term (linear splines were used for discretization), but also remark that the quality of the preconditioner normally is affected by the non-smoothness of λ, which is generally expected to happen when the solution approaches the boundary.
In this article we use similar ideas to design preconditioners for SSNMs. In this sense the present work should be regarded as a companion of [7] . We will show that the linear systems to be solved are essentially principal subsystems of (1.4) where the selected rows (and columns) correspond to the constraints that are deemed inactive at some point in the solution process. The constructed multigrid preconditioner is shown to essentially satisfy (1.6) with p = 1 2 . While this order of approximation is clearly suboptimal, it still brings a significant reduction of the condition number if √ h ≪ β, and still results in a solution process that requires fewer and fewer iterations as h ↓ 0.
We should point out that the strategies described above apply in general to the reduced problem (1.1). However, a significant amount of literature is devoted to multigrid methods applied to the complementarity problem representing the KKT system of (1.3). Of these techniques we mention the collective smoothing strategy of Borzì and Kunisch [2] . For further references we refer the reader to the review article [3] of Borzì and Schulz. This article has the following organization: in Section 2 we give the formal introduction of the problem, briefly discuss semismooth Newton methods, and present the main results. Section 3 is essentially devoted to proving the main result, Theorem 2.2. In Section 4 we show some numerical results to support our theoretical work, and we formulate some conclusions in Section 5.
2. Problem formulation and main results. Our solution strategy will follow the discretize-then-optimize paradigm, where we first formulate a discrete optimization problem associated with (1.1), which we then solve using semismooth Newton methods. After introducing the discrete framework in Section 2.1 we give the details of the optimization method and its linear algebra requirements in Section 2.2. We define the two-grid preconditioner in Section 2.3 and state the main results. Furthermore, we discuss the multigrid preconditioner in Section 2.4. 
The space of bounded linear operators on a Banach space X is denoted by L(X).
We regard square n × n matrices as operators in L(R n ) and we write matrices and vectors using bold font. If A is a symmetric positive definite matrix, we denote by (u, v) A = v T Au the A-dot product of two vectors u, v, and by |u| A = (u, u) A the A-norm; if A = I we drop the subscript from the inner product and norm. The space of m × n matrices is denoted by M m×n ; if m = n we write M n instead of M m×n . Given some norm || · || s on a vector space X , and T ∈ L(X ), we denote by ||T || s the induced operator-norm
The defining elements of the discrete optimization problem are: the discrete analogues of K, discrete norms, and discrete inequality constraints, all of which we introduce below.
In the interest of the presentation we will make a few more specific choices for our optimization problem, namely we let U = Y = L 2 (Ω), and reduce the constraints on the control to non-negativity, so that problem (1.1) becomes
To discretize the problem we consider a sequence of quasi-uniform (in the sense of [5] ) meshes T j , j = 0, 1, 2, . . . , which we assume to be either simplicial (triangular if d = 2, tetrahedral if d = 3) or rectangular, and let
It is assumed that there are mesh-independent constants 0 < f f < 1 (usually
We define the standard finite element spaces: for simplicial elements let
and for rectangular we use piecewise tensor-products of linear polynomials
We assume that T j+1 is a refinement of T j so the associated spaces are nested
Since the algorithms and results are the same for both types of finite element spaces we will denote by
Nj the nodes of T j that lie in the interior of Ω, and define J j : C(Ω) → V j to be the standard interpolation operator
. . , N j are the standard nodal basis functions. If we replace exact integration on an element T with vertices P 1 , . . . , P ν by the cubature
then the L 2 -inner product is approximated by the mesh-dependent inner product
The discrete norms are then given by
Since the quadrature/cubature is exact for linear functions, or tensor-products of linear functions, respectively, we have
Moreover, due to quasi-uniformity, there exist positive constants C 1 , C 2 independent of j 0 such that
We should point out that the norm-equivalence (2.3) extends to show mesh-independent equivalence of the associated operator-norms. We say that the weights w are uniform with respect to the mesh T j if there exists w j > 0 independent of i so that
We call a triangulation locally symmetric if for every vertex P the associated nodal basis function ϕ is symmetric with respect to the reflection in P , that is,
If a mesh is uniform then it is locally symmetric and the weights w (j) i are uniform. On each space V j consider an operator K j ∈ L(V j ) representing a discretization of K. For the discrete operators we denote K * j to be the adjoint of K j with respect to ·, · j , that is,
We assume that the operators satisfy the following condition:
Condition 2.1. There exists a constant C = C(K) depending on K, Ω, T 0 and independent of j so that the following hold:
[a] smoothing:
[b] smoothed approximation:
[c] uniform boundedness of discrete operators and their adjoints:
We now formulate the discrete optimization problem using the discrete norms and non-negativity at the vertices:
The formulation (2.7) is identical to the one described in [7] , except for we retained only one inequality constraint for simplicity. It is worth noting that the pointwise imposed non-negativity constraints at the nodes imply the non-negativity of the control everywhere. This is not the case with higher order elements where nodal basis functions can have negative values. If K j is the matrix representation of K j in the nodal basis and W j is the diagonal matrix with diagonal entries w
where
We also point out that the adjoint operator K * j is represented by the matrix W
Throughout the remainder of this article we will omit the subscript j when focusing on a single grid. Since J β is strictly convex and quadratic, (2.8) has a unique solution u, which is given by the Karush-Kuhn-Tucker (KKT) conditions: there exists a vector
Semismooth Newton methods.
To ease notation, throughout the first part of this subsection we leave out the subscripts "j" if there is no chance of confusion. The KKT complementarity problem (2.10) can be formulated as
As shown by Hintermüller and Ulbrich in [12] , the semismooth nonlinear system (2.11) can be solved very efficiently using semismooth Newton methods, also shown in [11] to be equivalent to the primal-dual active set method which we now describe briefly. An immediate consequence of the second equation in (2.11) is that λ, u 0. A second consequence is that if for some index i we have λ i − βu i > 0 then u i = 0, so the i th constraint is active. Instead, if λ i − βu i 0 then λ i = 0, and the constraint is deemed inactive. Hence we define the active index-set by
and the inactive index-set by
The semismooth Newton method produces a sequence of active/inactive sets (A k , I k ) k=1,2,... that approximate (A, I). Given (A k , I k ), we set the system
We divide the vectors u = u (k+1) and λ = λ (k+1) into their active and inactive components, and we also block-divide the matrix C accordingly: let C II = (C rs ) r,s∈I k be the principal minor associated with the inactive constraints,
the solution of which is
The new active and inactive sets are given by
Hence the critical system to be solved is at each semismooth Newton iterate is
After dividing the i th equation in (2.14) by w
we obtain the system
where G in j is the principal minor of the matrix (W
corresponding to the inactive constraints indexed by I k . We should point out that for large-scale problems the matrices K j are expected to be dense and are not formed. Thus we can solve (2.15) only by means of iterative solvers, and therefore efficient, matrix-free preconditioners are necessary for accelerating the solution process. Also note that if A k = ∅, then the multigrid preconditioners developed in [6] can be used. Our main contribution in this work is the design of two-and multigrid preconditioners for (2.15) for the case when A k = ∅.
A final remark to related to the system (2.15) refers to the use of the diagonal matrices W j . These should be viewed as diagonal mass matrices obtained via the discrete inner products ·, · j . If we used the exact L 2 -norms instead of the meshdependent norms in (2.7), then (2.14) would still be the correct system to solve, but it would not be reduced to (2.15). As will be shown in the Section 2.3, it is precisely the form (2.15) that lends itself to efficient multigrid preconditioning.
2.3. The two-grid preconditioner. Let j 1 be a fixed level, to which we shall refer as the fine level. We will first define a two-grid preconditioner for G in j that will involve inverting G in j−1 . To design the two-grid preconditioner we will regard the matrix G in j as an operator between finite element spaces. 2.3.1. Construction of two-grid preconditioner. Let I (j) ⊆ {1, . . . , N j } be the set of indices corresponding to inactive constraints at some outer iterate considered fixed (this set will change at each outer iteration). We will call a node or a vertex inactive if the corresponding constraint is inactive. Define the fine inactive space by
and the fine inactive domain
where supp(u) is the support of the function u. The critical component of the preconditioner is the definition of the coarse inactive index set:
If i f is the index in the fine numbering associated to the coarse index i c , that is, P
, the definition above is equivalent to saying that i c ∈ I (j−1) if i f together with all its neighbouring fine indices are inactive. In Figure 2 .1 we depict a set of inactive fine nodes by filled circles, and the associated coarse inactive nodes by hollow circles. The coarse nodes that are not inactive are shown with a square hollow marker. The coarse inactive space is now defined to be 18) and the coarse inactive domain is now
Note that V 
j → V j be the natural embedding obtained by extending a function with zero outside of Ω in j . We may occasionally skip the explicit use of the embedding operators to ease notation. We also define the restriction R j−1 : V j → V j−1 as the adjoint with respect to ·, · j to the embedding of 19) and let P in j : V j → V in j the projection with respect to ·, · j given by
Furthermore, denote by π j the orthogonal L 2 -projector onto the space V j . From the equivalence (2.3) of the discrete norms with the L 2 -norm it follows that
for some mesh-independent constant C. The matrix G in j in (2.15) represents the operator and thus matrix-vector products for G in j are computed accordingly. We define a two-grid preconditioner M in j for G in h as in Drȃgȃnescu and Dupont [6] for the unconstrained case:
Note that the inverse S in j of the preconditioner M in j has the explicit form
Since none of the matrices representing G in j or M in j are formed, it is the operator S in j that we need to apply in practice, so the explicit formula (2.
be the restriction operator. We assume that the inactive indices on level j are stored in the vector i j , and define the matrices 
We should point out that, due to the presence of Π I j−1 , the matrices M I j and S I j are slightly nonsymmetric, hence one has to employ solvers for nonsymmetric systems in connection with the M I j preconditioner. We found that conjugate gradient squared (CGS) is quite efficient (see Section 4).
Spectral distance estimation.
To quantify the quality of the two-grid preconditioner M in j we will estimate the spectral distance d σ between (G in j ) −1 and its inverse S in j given by (2.23). The use of the spectral distance ensures that such estimates extend automatically to multigrid preconditioners, as shown in [6, 7] (see Section 2.4). We briefly recall the definition of the spectral distance, as introduced in [6] . Given a Hilbert space (X , ·, · ) we denote by L + (X ) the set of operators with positive definite symmetric part:
Let the joined numerical range of S, T ∈ L + (X ) be given by
, is a measure of spectral equivalence between S and T , and it is defined by
where ln is the branch of the logarithm corresponding to C \ (−∞, 0]. Following Lemma 3.2 in [6] , if W (S, T ) ⊆ B α (1) = {z ∈ C : |z − 1| < α} with α ∈ (0, 1), then
which offers a practical way to estimate the spectral distance when it is small. The spectral distance serves both as a means to quantify the quality of a preconditioner and also as a convenient analysis tool for multigrid algorithms. Essentially, if two operators S, T satisfy
(quantities which are are equal if G, N are symmetric) are shown to control the spectral radius ρ(I − N G) (see [7] ) which is an accepted quality-measure for a preconditioner. The advantage of using d σ over ρ(I − N G) is that the former is a true distance function.
The main result of this article is Theorem 2.2. If the operators K and K j satisfy Condition 2.1 and the weights w 
We postpone the proof of Theorem 2.2 until Section 3. 
26) which is consistent with the numerical experiments in Section 4.
In case the grid is quasi-uniform but not uniform we apply Theorem 2.2 to the matrix K j def = W j K j . The important aspect in the estimate is the verification of Condition 2.1 by K j . Following [7] we introduce the following indirect measure of grid-smoothness: for each j we consider a C 2 -function w j : Ω → R so that given by (2.2). With this notation the matrix K j represents the operator K j ∈ L(V j ) defined by
(2.28)
Note that, because the grids are hierarchical (T j is obtained from T j−1 by adding nodes), the function w j can serve for defining all operators K l , for l = 0, 1, . . . , j. Consider j fixed, and define K ∈ L(L 2 (Ω)) by
By Proposition 4.8 in [7] , the operators ( K l ) l=0,1,...,j together with the continuous operator K satisfy Condition 2.1 with
Thus we establish the following
Corollary 2.4. If the operators K and K j satisfy Condition 2.1 and w j ∈ C 2 (Ω) satisfies (2.27), then there exists δ > 0 and a constant C(K) independent of j and the inactive set so that 
We should remark that the power of h j is 1 as opposed to 2 in Theorem 2.2. This fact is due to the nonuniformity of the grid as can be seen in the analysis of Section 3. However, in general the larger of the two terms in (2.29) is µ in j , so the main effect of the nonuniformity on the estimate is the presence of the factor ||w j || W ∞ 2 (Ω) . 2.4. The multigrid preconditioner. We now assume the levels j − 1 j 0 0 to be fixed (we refer to j 0 as the base-level), and the goal is to construct a multigrid operator Z in j,j0 so that Z . In order to construct Z in j,j0 we must first specify, starting at the finest level j, the coarser inactive domains Ω in k , inactive index-sets I (k) , and inactive spaces V in k for k = j − 1, . . . , j 0 . All these entities are defined recursively using (2.16), (2.17), and (2.18) and are essentially specified by the sets I (k) . Hence we give below the algorithm for computing the inactive-index sets I (k) for k = j −1, . . . , j 0 (note that I (j) is given by the semismooth Newton method iteration). Given a vertex P
be its fine label. we define the "fine neighbourhood" of P
Algorithm 2.5 ( (Inactive set definition) ).
1. for k = j : −1 : j 0 + 1
2.
5.
2 -projection and we define the operator
We should point out that the operator S in j can be written as
In light of equality (2.30) and the continuity of the affine operator I j j−1 it is tempting to define the following multigrid preconditioner:
As pointed out in [6] , the V -cycle type preconditioner Z in j,j0 does not satisfy condition (ii) above. In fact one can see numerically that, under the conditions set in Remark 2.3, Z in j,j0 satisfies (2.26) with h j replaced by h 0 . As a result the number of preconditioned iterations would no longer be decreasing with h j ↓ 0, as is the case for the two-grid preconditioner, but would be fixed. Instead of the definition (2.31), we employ the same strategy adopted in [6, 7] , which guarantees that the estimate for the multigrid preconditioner will essentially be the same as the one for the two-grid preconditioner (except for a constant factor). In order to do so we define the operator
Note that N k is the Newton iterator for the operator-equation
as shown by Drȃgȃnescu and Dupont in [6] . This implies that, if X 0 is a good approximation of (G
is the first Newton iterate of the above operatorequation starting with X 0 , and so X 1 is significantly closer to (G in k ) −1 than X 0 . This idea was also used in [7] to construct multigrid preconditioners of the same quality as the two-grid preconditioners.
Since the behaviour the two-grid preconditioner is less than the optimal, as noted in Remark 2.3, we choose not to present an ellaborate analysis for the multigrid preconditioner; suffice it to say that, under the setup of Remark 2.3 and by using similar heuristical arguments together with the formal arguments in [6] , we argue that the following estimate holds
provided the coarsest mesh-size h j0 is sufficiently fine. Naturally, the cost of applying Z in j,j0 is lowest if j 0 is minimized, yet a larger j 0 ensures that Z in j,j0 has an efficiency that is comparable to S in j . However, for truly large-scale applications, e.g., for d = 3 or 4, a choice of j 0 = j − 2 brings a significant reduction in size for the coarsest problem and may be sufficient.
3. Analysis. The main step in the analysis is to evaluate the norm-distance between the operators G in j and M in j which is done in Proposition 3.4. The plan of the analysis generally resembles that of the analysis of multigrid preconditioners for interior point methods from [7] , however, certain critical estimates related to the projection π 
We also recall Lemma 4.4 in [7] : Lemma 3.2. If K, K j satisfy Condition 2.1 there exist constants C(K) and C ′ = C ′ (Ω) independent of j such that the following hold:
(b) smoothing of negative-index norm:
(c) negative-index norm approximation of the identity by π j−1 , R j−1 :
where p = 1 on a quasi-uniform grid, and p = 2 on a locally symmetric grid; (d) K diminishes high-frequencies:
7)
where p = 1 on an unstructured grid, and p = 2 on a locally symmetric grid; (e)
The main difference between the two-grid preconditioners for the unconstrained case versus the constrained case is in the properties of the projectors on the coarse spaces. While the projector π j−1 on the entire coarse space V j−1 satisfies (3.4), the projector on the inactive space V in j−1 satisfies the weaker estimate below. Lemma 3.3. If d 3 there exists a constant C depending on the domain Ω and the base triangulation T 0 so that
where µ in j is the Lebesgue measure of ∂ n Ω in j . The constant C is independent of j and of the inactive set
(Ω) be arbitrary, and let
On a coarse element T that satisfies T ⊆ ∂ n Ω in j , if v j−1 is not identically zero on T then v j−1 and v agree at least for one vertex of T and potentially disagree at a vertex corresponding to an active constraint. In either case the bound
by Sobolev's inequality. We have
Since ||π in j−1 u|| ||u||, the result now follows after dividing by ||v|| H 2 (Ω) and taking the supremum over all v ∈ H 2 (Ω). 14) where µ in j is the Lebesgue measure of
The argumentation has a structure similar to the proof of Proposition 4.5 in [7] with changes due to the specific approximation properties of P 
where we used that (I −P
and that v is zero outside of Ω in j . Since for w ∈ V j−1 and x ∈ Ω the function value (I − P in j−1 )w(x) lies between 0 and w(x) we have
By (3.16)
|A 0 | C µ in j ||u|| · ||v|| .
For A 1 and A 5 we use (3.1), (3.2), and (2.20) to conclude that
Estimation of A 2 , A 4 , essentially involving (3.8), is handled exactly as in [7] to give
Finally the term A 3 is estimated by
We conclude that
, and the result follows from the equivalence of the operator-norms ||| · ||| j , || · ||. Theorem 2.2 now follows easily from Proposition 3.4:
, which implies, due to the symmetry of G in j with respect to ·, · j and the equivalence of the operator-norms ||| · ||| j , || · ||, that
The remainder of the argument proceeds as in the proof of Theorem 4.9 in [7] .
Numerical experiments.
We test our algorithm on the standard linear elliptic-constrained distributed optimal control problem
where ∆ is the Laplace operator acting on
The problem (4.1) is often used as a test example for multigrid algorithms (e.g., see [3, 7] ). Parts [a, b] of Condition 2.1 follow from standard estimates for finite element solutions of elliptic equations, while condition [c] follows from standard L ∞ -estimates [4] . Note that the L ∞ -stability in [c] does not require optimal L ∞ -convergence rate of the discrete solutions to their continuous counterparts, but merely convergence
We test our multigrid preconditioner in two contexts. First we consider an "in vitro" experiment where we artificially fix a nontrivial subset of the domain Ω based on which we construct (artificial) inactive sets on all grids. The goal of this experiment is to assess the change in quality of the two-grid preconditioner while varying only the mesh-size. For each grid we then construct the two-grid preconditioner and we estimate numerically the decay rate of the spectral distance
. The advantage of this approach is that we can isolate the effect of the inactive set on the quality of the preconditioner, since in the context of actually applying the semismooth Newton method the inactive sets are expected to change from one resolution to another. The second test is an actual, "in vivo" application of the multigrid preconditioner in the context of solving (4.1) using the semismooth Newton method. as the set where "inactive vertices" reside; this set is used for all grids. Let n j = 16 · 2 j , j = 0, 1, 2, . . . , and define T j to be the uniform grid with n j intervals on Ω with mesh-size h j = 1/n j . The "inactive indices" are given by where σ(A, B) is the set of generalized eigenvalues of the matrices A, B. In general we have
, but if both matrices are symmetric then the above inequality becomes an equality. In this case G in j is symmetric and M in j is close to being symmetric, so we expect that d j is a good approximation of 
Another advantage of the one-dimensional example is that we can easily compute numerically all the generalized eigenvalues of G in j and M in j . What may be surprising, is that, while the largest of them decay a the predicted rate of h j as h j ↓ 0, for each grid most of the generalized eigenvalues are very close to 1. In fact, for a fixed grid, if we order the generalized eigenvalues according to their distance from 1, we notice an exponential decay of |λ i − 1| (see Figure 4 .1). We also plot in Figure 4 .2 the function u ∈ V in 2 associated with the generalized eigenvector u that corresponds to the generalized eigenvalue which is furthest from 1. What we notice is that u is large around the boundary of Ω in . These facts suggest that, with the exception of a limited number of generalized eigenvalues associated with eigenvectors strongly related to the boundary of Ω in , the generalized eigenvalues G in j and M in j are in fact quite close 1. We revisit this idea in Section 4.3.
4.2. Two-dimensional "in-vivo" experiments.. We now consider the twodimensional version of (4.1) with Ω = [0, 1] 2 . To construct uniform triangular grids T j , j = 0, 1, . . . , we first divide each side of Ω uniformly in n j = 64 · 2 j intervals to obtain a uniform rectangular grid, and we further divide each resulting grid-square in two triangles along the diagonal of slope −1; the mesh-size is thus h j = 1/n j , and the number of variables is N j = (n j − 1)
2 . The Poisson problem is then discretized using standard continuous piecewise linear elements on a triangular grid. We solve the problem using grid-sequencing, that is, the solution on level (j − 1) is used as an initial guess for the semismooth Newton iteration at level j. More precisely, if Ω in j−1 denotes the coarse inactive domain as defined in Section 2.3, we define the initial guess at the inactive set on level j by Then we apply the semismooth Newton iteration described in Section 2.2, and we solve the reduced linear systems (2.14) at each outer iteration using the conjugate gradient squared (CGS) method preconditioned by the two-grid explicit preconditioner M in j . For comparison we also solve the same systems using unpreconditioned conjugate gradient (CG). Since the process is matrix-free (we solve the Poisson problem using classical multigrid) we use the explicit form S in j of the inverse of M in j as given in (2.23). For each outer iteration we record the number of preconditioned CGS iterations required for solving the linear system (2.14). For the numerical example we choose as "target" control the function defined by
for some x 0 ∈ Ω (see Figure 4. 3), and let y be the solution of the Poisson equation
The "data" y d entering the control problem (4.1) is obtained by adding a random perturbation to y, namely
If u d 0, and if δ and β are small then the solution u min of (4.1) is expected to be close to u d . Therefore, by letting the parameter α to be slightly negative we expect to find a localized u min with nontrivial active and inactive sets, as desired for testing the performance of our algorithm. In Figure 4 The data in Table 4 .2 shows the iteration count for the two-level preconditioned CGS method for β = 10 −4 and for unpreconditioned CG. For example, on the third grid (n 2 = 256) the semismooth Newton method converged in 4 iterations, the first converging after 4 preconditioned CGS iterations T(or 13 CG iterations), while the remaining three outer iterations required 5 CGS iterations each (or 13 CG iterations). First we should point out that the results shown in Table 4 for the very first iterate on the coarest mesh we used as initial guess I (0) 0 = {1, . . . , N 0 }, so the two-grid preconditioner is the same as for the unconstrained problem, thus very efficient. In order to answer the question of whether the two-grid preconditioned CGS is more efficient than CG we adopt the point of view that in a truly large-scale context (three or four dimensional problems, or when applying the operators K j requires a complicated sequence of operations) the cost of the solution process is largely given by fine-grid matrix vector multiplications (matvecs). If we accept the number of finespace matvecs as a measure of efficiency we notice that the two-grid preconditioned CGS solves required a total of 11 CGS iterations, hence 22 matvecs at the finest level of n 5 = 2048, compared to 36 matvecs needed by CG. As can be inferred from the table, the ratio (# multigrid matvecs / # CG matvecs) is decreasing with mesh-size. However, the above ratio would decrease much faster if d σ ((G in j )
−1 , S in j ) would decay at a faster rate, as it does in the unconstrained case. Finally we should remark that the algorithm performed surprisingly well considering that β was in fact chosen quite small compared to what the theory suggested (β ≈ C √ h).
Further remarks.
We return to the numerical results from Section 4.1, which suggest that the two-grid preconditioner is closer to being of optimal order than Theorem 2.2 predicts, in the following sense: if restricted to subspaces of functions supported away from the boundary of Ω , and therefore the numerical-boundary term in (3.12) from the proof of Lemma 3.3 can be almost be dropped. Since (3.9) was the source of the largest term in the estimate (3.14) we expect that
While is is not difficult to formalize the above argument we should point out its main consequence: the number of generalized eigenvalues in σ(G in j , M in j ) that are significantly far from 1 is proportional to the number of nodes supported near the boundary of Ω in j . If the dimension d is greater than 1, then this number normally increases with resolution, and certainly exceeds the relatively low number of iterations we found in Section 4.2. This indicates that the number of generalized eigenvalues which are O( h j ) away from 1 dominate the computations. While the two-level preconditioner does not have optimal order, the above argument together with the analysis from Section 3 also suggest that in order to improve the presented preconditioning technique one has to tackle the diverging action of the two operators on the nodal basis functions that are supported near ∂Ω in j . 5. Conclusions. We have constructed two-level preconditioners for the linear systems arising in the semismooth Newton solution process for a control problem constrained by smoothing linear operators with non-negativity inequality constraints on the control. The preconditioner is similar to the one constructed by Drȃgȃnescu and Dupont in [6] for the problem without inequality control-constraints, and it maintains some of its qualitative behaviour: its approximation properties improve with increasing resolution. However, even though the approximation qualities of the constructed preconditioner are of suboptimal order, the construction and the analysis form an important stepping stone towards finding optimal order preconditioners for the systems under scrutiny. The question of their practical importance and how they compare in efficiency with the similar preconditioners developed by Drȃgȃnescu and Petra in [7] for systems arising in interior point methods requires a more involved study and forms the subject of current research.
