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Kapitel 1
Einleitung
Autonome Roboter stellen eine Verbindung von Disziplinen aus Maschinenbau
und Elektrotechnik einerseits und Informatik andererseits dar.
Maschinenbau und Elektrotechnik liefern hierbei Lo¨sungen fu¨r die Konstruk-
tion des physikalischen Roboters mitsamt Sensorik und Aktorik sowie Techniken
zur Integration der Rechner, welche den Roboter ansteuern. Außerdem liefert die
Regelungstechnik Konzepte zur gezielten Ansteuerung der Aktoren, wenn das
Modell der Umwelt und das Ziel der Aktion hinreichend pra¨zise mathematisch
beschrieben werden ko¨nnen.
Aus der Informatik liefert das Gebiet der Ku¨nstlichen Intelligenz (KI) au-
genscheinlich die no¨tige Autonomie und Intelligenz eines solchen Roboters. Pla-
nungsalgorithmen ko¨nnen komplexe Aktionsfolgen mit Weitsicht planen und sind
dabei dem Menschen sogar auf vielen Gebieten, wie z.B. im Schach oder beim
Planen von Routen oder Platinen-Layouts, u¨berlegen. Jedoch muss auch hier
zuna¨chst ein pra¨zises Modell vorliegen.
Das Problem ist demnach die Beschaffung eines vollsta¨ndigen, pra¨zisen Welt-
modells. Eine wesentliche, wenn nicht die wichtigste, Komponente im Weltmodell
eines mobilen Roboters ist die Position des Roboters. Folgerichtig befassen sich
viele wichtige Arbeiten mit der pra¨zisen Lokalisierung mobiler Roboter. Doch
obwohl hier schon Lo¨sungen existieren, ist die Modellierung der Umwelt damit
bei weitem nicht pra¨zise und vollsta¨ndig.
Mobile Roboter bewegen sich frei durch ihre Umwelt. Ist die Umwelt komplex,
dynamisch und nicht explizit fu¨r autonome Roboter ausgelegt, so wird das Pro-
blem der pra¨zisen Weltmodellierung unu¨berwindlich. Sensoren und Aktoren sind
ungenau und zu viele Vera¨nderungen der Umwelt lassen sich nicht vorausbestim-
men und ko¨nnen deshalb nur u¨ber unsichere Sensorik erfasst werden. Die Fehler
summieren sich und machen eine pra¨zise Modellierung praktisch unmo¨glich. Um
die Umwelt pra¨zise und vollsta¨ndig zu erfassen, mu¨ssten Unmengen von Sensor-
daten verarbeitet werden. Die Rechenzeit, die hierfu¨r beno¨tigt wu¨rde, ist jedoch
nicht vorhanden, weil Echtzeitbedingungen einzuhalten sind.
Auf der Suche nach alternativen Lo¨sungen verlagert sich angesichts dieser
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Probleme der Fokus der Anstrengungen in der autonomen mobilen Robotik vom
reinen, mo¨glichst pra¨zisen Modellieren der Umwelt auf andere Probleme wie
Datenselektion, Vereinfachung des Weltmodells und Zerlegung des Problems in
Teilprobleme. Statt perfekte Pla¨ne zu berechnen, muss die Steuerung in ande-
rem Sinne intelligent sein. Es gilt, wesentliche Sensordaten und Berechnungen
von weniger wichtigen zu trennen, optimierte Lo¨sungen gegen zeitgerechte Re-
aktion und sichere Lo¨sungen abzuwa¨gen. Die Planungsalgorithmen mu¨ssen mit
unvollsta¨ndigen und unsicheren Weltmodellen auskommen.
Gefragt ist eine enge Synthese aus reaktiven, sensorbasierten Mechanismen
und planerischen, weitsichtigen Methoden. Die reaktiven Mechanismen sollten
dabei schnell und robust nach einfachen Regeln effektive Entscheidungen tref-
fen. Die planerischen Methoden sind abstrakterer Natur und u¨bernehmen die
deliberative Planung der Aktionen.
Jede der Methoden verwendet ihr eigenes, speziell auf die Aufgabe zuge-
schnittenes Modell der Umwelt. Fu¨r eine Kollisionsvermeidung ist ein Stuhl
beispielsweise kein Stuhl, sondern einfach nur ein Hindernis. Fu¨r ein topologi-
sches Navigationsverfahren ist jedoch ein Durchgang evtl. eine bestimmte Tu¨r im
topologischen Plan. Ein bewegtes Hindernis ist zwar z.B. fu¨r die Kollisionsver-
meidung wichtig, wird aber in einem Map-Matching-Verfahren vo¨llig ignoriert.
Die Verfahren haben auch sehr heterogene Zeitverhalten: Einige Aufgaben
sind an enge Echtzeitanforderungen geknu¨pft, andere nicht. Einige Verfahren
beno¨tigen immer sofort nur die aktuellsten Sensordaten und andere mo¨glichst
vollsta¨ndige Datenaufzeichnungen.
Das Zusammenspiel der Verfahren unabha¨ngig von den speziellen reaktiven
und deliberativen Methoden zu ermo¨glichen, ist Aufgabe der in dieser Arbeit
entwickelten Steuerungsarchitektur. Die Prozesse, welche diese Verfahren um-
setzen, indem sie Sensordaten auswerten und Aktionen veranlassen, nennen wir
Verhalten. Die U¨berlagerung der Verhalten soll dabei mo¨glichst zur simultanen
Erfu¨llung der Aufgaben der einzelnen Verhalten fu¨hren.
Die Architektur entha¨lt dazu Konzepte zur Lo¨sung der folgenden Problem-
stellungen:
• Wie werden die Sensordaten effektiv und den Echtzeitanforderungen ent-
sprechend an die Verhalten verteilt?
• Wie wird der priorisierte, synchrone Zugriff mehrerer Verhalten auf die
Aktoren geregelt? Wie gestaltet sich die Kooperation und Konkurrenz der
Verhalten?
• Wie lassen sich deliberative Verfahren mit reaktiven Verhalten kombinie-
ren?
Die Arbeit ist wie folgt gegliedert:
3InKapitel 2 wird zuna¨chst das Forschungsgebiet der autonomen mobilen Ro-
boter beschrieben. Es wird pra¨zisiert, welche Umgebungen und Randbedingungen
betrachtet werden sollen. Das Kapitel zeigt spezielle Probleme der autonomen
mobilen Robotik auf. Der fu¨r diese Arbeit als Forschungsplattform verwendete
mobile Roboter ARS wird vorgestellt. Das Ende des Kapitels entha¨lt Beschrei-
bungen einiger anderer autonomer mobiler Roboter.
Kapitel 3 bescha¨ftigt sich mit einer Kernaufgabe der autonomen mobilen
Robotik: der Navigation. Verschiedene Verfahren der Navigation werden vorge-
stellt und eingeordnet. Es wird deutlich, dass lokale und globale Navigation sehr
unterschiedliche Eigenschaften besitzen. Die Unterschiede zwischen topologischen
und geometrischen Verfahren werden aufgezeigt.
Kapitel 4 gibt eine U¨bersicht u¨ber verhaltensbasierte und hybride Steue-
rungsarchitekturen. Die Methode zur Koordination von Verhalten wird als Kri-
terium zur Klassifikation der Steuerungsarchitekturen herangezogen. Weiterhin
werden die Architekturen danach unterschieden, wie sich deliberative Kompo-
nenten in das System integrieren lassen. Anhand der verschiedenen Klassen von
Steuerungsarchitekturen und einiger spezieller Steuerungsarchitekturen werden
Vor- und Nachteile der verschiedenen Ansa¨tze in Hinsicht auf die Anforderungen
aus den vorigen Kapiteln diskutiert.
In Kapitel 5 wird aufbauend auf die vorhergehenden Kapitel eine verhal-
tensbasierte Steuerungsarchitektur namens Behavior- and Utility-based Control
Architecture (BUCA) entwickelt. Die einzelnen Elemente der Steuerungsarchitek-
tur werden beschrieben. Schließlich wird die neue Architektur mit existierenden
Ansa¨tzen verglichen.
Kapitel 6 stellt die Implementierung der Steuerungsarchitektur BUCA und
einiger Verhalten zur Navigation auf dem mobilen Roboter ARS vor. Einerseits
werden Implementierungen der Server, welche Teil der Architektur selbst sind,
na¨her beschrieben, andererseits werden auch die Implementierungen der wichtig-
sten Verhalten vorgestellt, welche das durch die Steuerungsarchitektur gegebene
Rahmenwerk mit Leben fu¨llen.
Kapitel 7 schließt die Arbeit mit einer Zusammenfassung und einem Ausblick
ab.
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Kapitel 2
Autonome mobile Roboter
Im Lexikon [Mey99] findet man zu autonom:
”
autonom: selbsta¨ndig, unabha¨ngig, nach eigenen Gesetzen le-
bend; speziell in der Biologie soviel wie nicht willku¨rlich beeinflussbar,
durch innere Ursachen erfolgend.“
Ein autonomer Roboter handelt also nach eigenen Gesetzen. In unserem Fall
sind allerdings mit eigenen Gesetzen des Roboters Gesetze bzw. Regeln aus der
Entwicklung der Software des Roboters gemeint. Diese Software muss nicht fu¨r
jeden Anwendungsfall neu programmiert werden, sondern bedient sich externer
Sensorik, um auf vera¨nderte Umweltbedingungen und dynamische Umgebungen
zu reagieren. Der Roboter hat mittels dieser Software und einiger Daten u¨ber die
Umgebung die Fa¨higkeit, selbsta¨ndig zu navigieren und einfache Aufgaben aus-
zufu¨hren. Im Gegensatz dazu sind automatische Systeme zwar fa¨hig, selbstta¨tig
Aufgaben ohne manuellen Eingriff durchzufu¨hren, ko¨nnen sich jedoch nur sehr
begrenzt an verschiedene Umweltbedingungen anpassen und auf dynamische
Umgebungen reagieren. Diese Systeme verwenden im Allgemeinen nur interne
Sensorik aber keine oder nur wenig externe Sensorik. Trotz dieser versuchten
Abgrenzung ist der U¨bergang von automatisch zu autonom fließend zu sehen.
Der Begriff der Autonomie eines Roboters kann dahin gehend verscha¨rft wer-
den, dass die angewandten Regeln und Gesetze durch Lernverfahren erworben
werden mu¨ssen und so im engeren Sinne eigene Gesetze und Regeln sind. Au-
tonomie soll hier jedoch nicht ausschließlich in diesem engeren Sinne verstanden
werden.
Auch soll der Roboter Auftra¨ge von außen entgegennehmen. Andernfalls
bewegt man sich auf das Gebiet
”
Artificial Life“, wo ku¨nstliche Kreaturen,
welche im Speziellen Roboter sein ko¨nnen, nur nach grundsa¨tzlichen Bedu¨rfnissen
handeln. Roboter dieser Art sind fu¨r die Anwendung nur nu¨tzlich, wenn ihre
Bedu¨rfnisse genau das Verhalten hervorbringen, welches fu¨r die jeweilige Aufgabe
nu¨tzlich ist. Dies ist jedoch nur schwer zu realisieren. Die Anpassungsfa¨higkeit an
die Umwelt kann hier gut sein, der Zugriff von außen durch Auftragserteilungen ist
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jedoch normalerweise nicht vorgesehen. Diese Kreaturen besitzen also in diesem
Sinne zu viel Autonomie fu¨r die Anwendung. Interpretiert man jedoch Auftra¨ge
von außen einfach als Teil der Umwelt und verknu¨pft man die grundsa¨tzlichen
Bedu¨rfnisse damit, so wird die obige Abgrenzung wieder verwischt und
”
Artificial
Life“ wieder interessant fu¨r Anwendungen.
Ein Roboter ist mobil, wenn er Aktoren zur Vera¨nderung seiner Position in
der Umwelt besitzt und nicht physikalisch an einem festen Bezugspunkt befestigt
ist. Die Art des Fortbewegungsmechanismus’ ist beliebig. Durch die Mobilita¨t
ergibt sich fu¨r den Roboter eine offene Umgebung, d.h. der Aktionsraum ist
zuna¨chst einmal nicht beschra¨nkt. Beschra¨nkungen ko¨nnen jedoch beispielsweise
durch die Umgebung oder begrenzte Energieressourcen des Roboters entstehen.
Das Fehlen eines festen Bezugspunktes fu¨hrt dazu, dass die relative Position zur
Umgebung nur ungenau durch interne Sensorik hergestellt werden kann. Deshalb
beno¨tigt der Roboter zur Bestimmung seiner relativen Position zur Umwelt oder
zu einzelnen Objekten in der Umwelt externe Sensorik. Somit ha¨ngt die Mobilita¨t
und die Autonomie eines Roboters eng mit der Nutzung von externen Sensoren
zusammen.
2.1 Einsatzbereiche
Die denkbaren Einsatzbereiche fu¨r autonome mobile Roboter sind sehr viel-
fa¨ltig. Zuna¨chst sei das Feld der automatischen mobilen U¨berwachung und
Inspektion genannt. Durch intelligente Nutzung von Sensoren ko¨nnten mobile
Roboter Sto¨rungen, Unregelma¨ßigkeiten oder bestimmte Ereignisse in den zu
u¨berwachenden Doma¨nen melden. In diesem Anwendungsfeld sind gute senso-
rische Fa¨higkeiten gefragt, die Umgebung ist jedoch meist weniger dynamisch,
und Handhabungsfa¨higkeiten werden im Allgemeinen weniger gebraucht. Dabei
rechtfertigen insbesondere schwer zuga¨ngliche Doma¨nen den Einsatz von autono-
men Robotern. Hierunter fallen z.B. Rohrsysteme, Kanalsysteme, kontaminierte
Gebiete und Anwendungen der Raumfahrt.
Ein weiteres großes Anwendungsfeld stellt der flexible Transport von Gu¨tern
dar. Dieses Anwendungsfeld wird momentan von fahrerlosen Transportsystemen
(FTS) dominiert. Autonome mobile Roboter ohne Handhabungsfa¨higkeiten un-
terscheiden sich im Prinzip von diesen Systemen nur durch erho¨hte Autonomie
und Flexibilita¨t. Ist ein autonomer mobiler Roboter zusa¨tzlich fa¨hig, Hand-
habungsarbeiten durchzufu¨hren, ero¨ffnen sich weitere Anwendungsfelder in der
Wartung, allgemein in der Automatisierungstechnik und im Bereich Service-
Robotik.
Grundlage fu¨r alle Anwendungen ist eine robuste, autonome Navigation. Die
Umsetzung einer robusten Navigation fu¨r verschiedene Einsatzumgebungen erfor-
dert sicherlich auch unterschiedliche Navigationsmethoden. Um die Autonomie in
der Anwendung als Pluspunkt verbuchen zu ko¨nnen, muss das Roboter-System
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sehr robust funktionieren, da jede Notwendigkeit zum manuellen Einschreiten
den Vorteil der Autonomie schma¨lert. Deshalb ist die Robustheit der Verfahren
bei autonomen Systemen von besonderer Bedeutung.
In vielen potentiellen Anwendungsfeldern fu¨r autonome Roboter, in denen eine
drahtlose Verbindung zum Roboter hergestellt werden kann, ist die Telerobotik
eine ernst zu nehmende Konkurrenz. Der Vorteil, dass in der Telerobotik eine
Person mit
”
gesundem Menschenverstand“ das Handeln bestimmen oder auch
nur regelma¨ßig in die Entscheidungsfindung eingreifen kann, ist durch intelligente
Software meist nicht aufzuwiegen. Deshalb ist fu¨r viele komplexere Anwendungen
zuna¨chst nur eine Teilautonomie des Roboters sinnvoll.
2.2 Randbedingungen und Anforderungen
Dieser Abschnitt beschreibt Randbedingungen und Anforderungen, die sich aus
den Anwendungen mobiler Roboter, der Einsatzumgebung und den hardware-
technischen Mo¨glichkeiten ergeben.
Die Beschaffenheit der Umwelt wirkt sich wesentlich auf die Anforderungen
an den Roboter aus. Gerade die Eigenschaften des Einsatzgebietes und die Mobi-
lita¨t des Roboters fu¨hren zu den Kernproblemen, die in dieser Arbeit behandelt
werden. Funktionsweise und Fehlertoleranzen von realen Sensoren sind wichtige
Faktoren, weil die Umgebung eine extensive Nutzung von Sensorik erfordert.
Weiterhin ist auch die Rechenleistung an Bord des Roboters begrenzt, was zeitli-
che Bedingungen nach sich zieht. Nicht zuletzt spielen fu¨r die Einsetzbarkeit des
Roboters auch finanzielle Beschra¨nkungen eine Rolle. Wobei auch bemerkt sei,
dass, wie sich in den letzten Jahrzehnten gezeigt hat, eine bloße Steigerung der
Rechenleistung nicht von ganz allein die Kernprobleme lo¨st. Aus diesem Fehl-
schluss begru¨nden sich sicherlich auch viele falsche, zu optimistische Prognosen
der vergangenen Jahrzehnte, was die Fa¨higkeiten von heutigen Robotern betrifft.
2.2.1 Dynamische Industrie- und Bu¨roumgebungen
Die no¨tigen Eigenschaften und Fa¨higkeiten eines mobilen Roboters ha¨ngen we-
sentlich von seiner Einsatzumgebung ab. Stationa¨re Roboter arbeiten fu¨r gewo¨hn-
lich in einer bekannten, gut modellierbaren Umgebung. In diesen Arbeitszellen
sind Position, Bedeutung und Erscheinungsbild der meisten Objekte im Voraus
bekannt. Unter diesen Umsta¨nden ist ein Weltmodell, in dem Aktionen geplant
und Wirkungen vorausgesehen werden ko¨nnen, die richtige Grundlage fu¨r eine
zielorientierte autonome Steuerung des Roboters. Ein gutes Weltmodell kann in
einfachen Fa¨llen den Einsatz von Sensoren u¨berflu¨ssig machen, indem Vera¨nde-
rungen der Umgebung allein aus den durchgefu¨hrten Aktionen des Roboters
gefolgert werden.
Weiterhin gibt es Arbeitsumgebungen, in denen wichtige Vera¨nderungen zwar
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nicht vollsta¨ndig aus den Aktionen des Roboters hervor gehen, der Roboter
aber u¨ber Sensorik verfu¨gt, die es ermo¨glicht, alle wichtigen Vera¨nderungen der
Umwelt
”
wahrzunehmen“. Es ist hier also weitgehend mo¨glich, ein Weltmodell
zu erstellen und anhand von Sensordaten aktuell zu halten.
In diese Kategorie lassen sich beispielsweise die Internationalen Robot-Soccer-
Wettbewerbe einordnen. Diese Wettbewerbe werden oft als
”
Benchmarks fu¨r
mobile Roboter“ bezeichnet. Autonome mobile Roboter spielen bei diesen Wett-
bewerben
”
Fußball“ gegeneinander. Dabei sind die Gro¨ße und Beschaffenheit des
Spielfeldes sowie des Balles festgelegt und bekannt. Auch ist bekannt, welche
Objekte sich auf dem Spielfeld bewegen, na¨mlich ausschließlich eigene Spieler,
Gegenspieler und der Ball. All diese Vorgaben vereinfachen die Erstellung und
Pflege eines Weltmodells erheblich. Beispielsweise wird durch die Vorgabe der
Feldgro¨ße und -geometrie sowie der Farbe der Tore die Bestimmung der eigenen
Position im Spielfeld enorm erleichtert. Andererseits kommt der erschwerende
Faktor dazu, dass die Roboter im Idealfall kooperieren sollten.
Wenn wir jedoch einen mobilen Roboter in einer dynamischen Industrie- oder
Bu¨roumgebung betrachten, kommen weitere Probleme hinzu. Insbesondere wenn
der mobile Roboter flexibler sein soll als die heutigen fahrerlosen Transportsys-
teme (FTS) (engl.: Automated Guided Vehicles (AGV) [Hol87]), ist es nicht
mo¨glich, die Arbeitszelle des Roboters einfach auf die gesamte Einsatzfla¨che
auszudehnen und somit das gesamte Gebiet den strengen Bedingungen einer
Arbeitszelle zu unterwerfen.
In Industrieumgebungen und Bu¨rora¨umen bewegen sich Personen und evtl.
Fahrzeuge. Stu¨hle, Tische, Kartons und andere Objekte werden bewegt und
vera¨ndern die Umgebung. Außerdem sind beispielsweise die Belichtungsverha¨lt-
nisse von Tageszeit, Beleuchtung und anderen Faktoren abha¨ngig. So vera¨ndert
sich die Umwelt des Roboters, ohne dass dies von einem geeigneten Weltmodell
vorausgesehen werden ko¨nnte. Es ist sogar so, dass selbst mit Sensoren an Bord
des Roboters nicht alle wichtigen A¨nderungen in der Arbeitsumgebung wahr-
genommen werden ko¨nnen, da diese einen beschra¨nkten Wahrnehmungsbereich
besitzen. Und obwohl es theoretisch evtl. mo¨glich wa¨re, die gesamte Umgebung
mit entsprechenden Sensoren auszustatten, um fast alle Vera¨nderungen erfassen
zu ko¨nnen, wa¨re erstens der technische Aufwand extrem hoch und zweitens die
Auswertung dieser Menge von Daten sehr aufwendig ([BCD+97]).
Trotzdem sind Industrie- und Bu¨roumgebungen meist strukturiert und sogar
in großen Teilen statisch. Wa¨nde, Ra¨ume und Korridore bewegen sich nicht
und verschwinden auch nicht. Tu¨ren ko¨nnen geo¨ffnet und geschlossen werden,
bleiben aber an ihrer Position. So gibt es immer einige Objekte in der Umgebung,
welche die Orientierung erleichtern ko¨nnen. Es handelt sich also um strukturierte
Umgebungen, die nicht fu¨r den Roboter erstellt oder abgea¨ndert wurden. Somit
ergibt sich ein Unterschied zu Robot-Soccer und Laborumgebungen. Manche
Umgebungen sind besonders stark strukturiert und bestehen z.B. nur noch aus
einem einfachen System von Korridoren und Ra¨umen. Hier sollen jedoch auch
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Abbildung 2.1: Die Versuchshalle des Europa¨ischen Zentrums fu¨r Mechatronik
als Testumgebung fu¨r den mobilen Roboter ARS.
Umgebungen beru¨cksichtigt werden, die eine weniger starke Struktur aufweisen,
wie z.B. Fabrikhallen und verwinkelte Ra¨ume (siehe Abbildung 2.1).
In dieser Art von Umgebung kann ein Weltmodell offensichtlich nicht die
Sensoren ersetzen. Weiterhin ist es unmo¨glich, ein vollsta¨ndiges Weltmodell
anhand von Sensordaten zu erstellen und zu pflegen. So ko¨nnen nur noch Teile der
Umgebung durch Teilmodelle akkurat beschrieben werden. Statische Elemente
der Umgebung ko¨nnen in Weltmodelle gefasst werden, was im Allgemeinen
zu abstrakteren Objekten im Weltmodell fu¨hrt. Um diese Weltmodelle jedoch
nutzen zu ko¨nnen, muss der Bezug zwischen Sensordaten und den Objekten im
Weltmodell hergestellt werden. Die Kluft zwischen Weltmodell und Sensordaten
wird jedoch gro¨ßer, je abstrakter das Modell beschaffen ist. Die Verbindung
dennoch zu erhalten, erweist sich als eines der Schlu¨sselprobleme in der mobilen
Robotik.
2.3 Sensoren und Aktoren
Sensoren dienen zur Erfassung von Eigenschaften der Umgebung und des Robo-
ters selbst. Dabei kann man Sensoren und Aktoren danach klassifizieren, ob sie
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intern oder extern sind. Interne Sensoren messen Eigenschaften
”
an Bord“ des
Roboters, externe Sensoren liefern dagegen Messwerte aus der Umgebung. Inter-
ne Aktoren vera¨ndern nur den Zustand des Roboters, nicht jedoch die Umwelt
an sich. Externe Aktoren, u¨blicher Weise auch Manipulatoren genannt, manipu-
lieren hingegen Objekte in der Umwelt. Bei Aktoren verla¨uft diese Grenze relativ
unscharf, da Manipulatoren in gewisser Weise immer auch interne Aktoren sind.
Im Allgemeinen sind interne Aktoren besser zu u¨berwachen, da der Zustand des
Roboters meist durch interne Sensorik gut bestimmt werden kann und die interne
Sensorik weitgehend unabha¨ngig von Umwelteinflu¨ssen realisiert werden kann.
In dieser Arbeit werden nur kurz einige wichtige Sensoren und Aktoren vor-
gestellt. Weitaus detailliertere, technische Beschreibungen von weiteren Sensoren
und Aktoren fu¨r mobile Roboter findet man beispielsweise in Everetts
”
Sensors
for Mobile Robots“ [Eve95], in
”
Where am I“ [BFE94] von Borenstein oder
”
Mobile Robots“ [JF93] von Jones und Flynn.
Fu¨r einen mobilen Roboter za¨hlt zu den wichtigsten Eigenschaften in seiner
Umwelt die befahrbare Fla¨che, d.h. der Raum, in dem sich der Roboter ohne
Kollisionen und andere Sicherheitsrisiken bewegen kann. Hierbei genu¨gt es im
Allgemeinen, die Bewegung des Roboters zur Vereinfachung nur zweidimensio-
nal zu betrachten. Weiterhin beno¨tigt das System Sensordaten, um sich in der
Umgebung orientieren zu ko¨nnen. Sensoren messen hierbei nur sehr selten die
gefragte Eigenschaft direkt, sondern ermitteln sie anhand einer physikalischen
Eigenschaft, die damit zusammen ha¨ngt. So wird freie Fla¨che z.B. auf Grund
der Ausbreitungs- und Reflektionseigenschaften von Ultraschallwellen, Infrarot-
oder Laserlicht gemessen. Dies fu¨hrt zu systematischen Messfehlern, z.B. bei
Objekten, die nicht die passenden Reflektionseigenschaften zeigen. Da weiter-
hin der Abstand u¨ber die Zeit ermittelt wird, gehen auch Eigenschaften des
Ausbreitungsmediums (Luft) systematisch in die Messung ein. Dies ist bei der
Verwendung von Sensordaten zumindest stets im Hinterkopf zu behalten.
Um Fehlmessungen zu erkennen und zu korrigieren, werden redundante Senso-
ren eingesetzt, d.h., mehrere Sensoren messen die gleiche Umgebungseigenschaft.
Insbesondere bei der Erstellung und Aktualisierung eines Weltmodells fu¨hren
Messfehler und daraus resultierende widerspru¨chliche Sensordaten zu erhebli-
chen Problemen.
2.3.1 Abstandssensoren
In diesem Abschnitt werden kurz einige Sensoren vorgestellt, welche Informatio-
nen zum freien Raum bzw. zur freien Fla¨che liefern. Die Daten von Abstands-
sensoren eignen sich zur Kollisionsvermeidung sowie zur Extraktion der
”
Form“
der Umgebung, was u.a. zur Lokalisierung und Navigation genutzt werden kann.
Wie exakt und in welcher Reichweite dabei die Form der Umgebung erfasst
werden kann, ha¨ngt vom jeweiligen Sensor ab. Bis auf die Bumper messen alle
diese Sensoren die Signallaufzeit. Die Signallaufzeit ist die Zeit, die ein Signal
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braucht, um sich bis zu einem Objekt in der Umgebung und zuru¨ck zu bewegen.
Hieraus wird der Abstand zum Objekt bestimmt. Diese Sensoren werden auch
als aktiv bezeichnet, da sie im Gegensatz zu passiven Sensoren, wie zum Beispiel
einer Kamera, aktiv Signale aussenden. Aktive Sensoren haben grundsa¨tzlich den
Nachteil, dass beim Einsatz von mehreren Robotern die Signale eines Roboters
die Sensorik eines anderen sto¨ren ko¨nnen. Als Signale kommen hier nur Schall
und elektromagnetische Wellen verschiedener Frequenzen in Frage, da dies die
einzig praktikablen Mo¨glichkeiten sind, Signale kontaktlos zu u¨bertragen. Dar-
unter fallen Licht (insbesondere Infrarotlicht und Laserlicht) und Radiowellen
(Radar) sowie Schall mit hohen Frequenzen, also Ultraschall.
Bumper
Bumper sind unmittelbare Kollisionssensoren. Sie werden durch den direkten
Kontakt mit dem Hindernis aktiviert. Zur Kollisionsvermeidung sind sie jedoch
offensichtlich nicht geeignet, sie werden jedoch z.B. eingesetzt, um bei erfolgter
Kollision die Folgescha¨den gering zu halten. Des Weiteren sind sie wertvoll als
Feedback, um Kollisionsvermeidung mittels Lernverfahren zu realisieren (Reinfor-
cement Learning [VKP92]). Hierbei ist es von Nutzen, wenn der Sensor nicht nur
eine Kollision, sondern auch den Ort des Kontaktes zum Hindernis am Roboter
meldet.
Ultraschall
Ultraschallsensoren sind wohl die zur Zeit gebra¨uchlichsten Entfernungsmesser
in der mobilen Robotik. Oft wird dabei zum Senden und Empfangen ein und
derselbe Ultraschallwandler benutzt. Die kombinierte Sende-Empfangs-Schaltung
sendet zuna¨chst einen so genannten Burst aus (mit z.B. 20 Schwingungen bei
ca. 40 kHz) und schaltet dabei die Empfangsschaltung fu¨r einige Millisekunden
tot, um Missinterpretationen des ausgesendeten Signals zu vermeiden. Dies fu¨hrt
zu gewissen Mindestreichweiten von ca. 30-40 cm. Hindernisse, die na¨her liegen,
ko¨nnen nicht sicher erkannt werden. Die Empfangsschaltung
”
horcht“ anschlie-
ßend mit einem Bandpass auf der Tra¨gerfrequenz. Dabei wird die Empfindlichkeit
der Schaltung mit zunehmender Laufzeit des ausgesendeten Signals erho¨ht und so
die abnehmende Intensita¨t des Bursts kompensiert. Gleichzeitig erho¨ht sich dabei
aber auch die Gefahr, ein Fremdsignal als reflektierten Burst zu interpretieren.
Detektiert die Empfangsschaltung ein Signal, wird die Laufzeitmessung gestoppt
und der Wert zuru¨ckgeliefert. Andernfalls wird die Messung nach einer vorbe-
stimmten Zeit proportional zur maximalen Reichweite abgebrochen. Typische
maximale Reichweiten liegen zwischen 4 und 10 Metern.
Die Gro¨ße der O¨ffnungswinkel der Ausbreitungskegel u¨blicher Ultraschall-
wandler (α = 35◦, Polaroid Sensor) sind einerseits geeignet fu¨r Kollisionsvermei-
dung, weil die Sensoren quasi
”
automatisch“ den Abstand zum na¨chstgelegenen
12 KAPITEL 2. AUTONOME MOBILE ROBOTER
Hindernis innerhalb des Kegels liefern. Andererseits wird aber die genaue Erfas-
sung der Form der Umgebung erschwert, weil die Winkelauflo¨sung dementspre-
chend grob ist. Bessere Winkelauflo¨sungen wa¨ren zwar mit entsprechend ho¨heren
Frequenzen im MHz Bereich zu erreichen, mit denen sich ein besser fokussiertes
Signal realisieren ließe, Signale dieser hohen Frequenzen werden jedoch stark von
der Luft absorbiert und fu¨hren deshalb zu deutlich kleineren Reichweiten.
Trifft ein Burst schra¨g auf ein Hindernis, so kann er bei bestimmten Materia-
lien unter spitzeren Winkeln total reflektiert werden. Das Hindernis wird dann
nicht erkannt und wirkt stattdessen wie ein akustischer Spiegel. Weichere Mate-
rialien ko¨nnen das Signal unter Umsta¨nden fast vollsta¨ndig absorbieren und so
das Objekt fu¨r den Ultraschallsensor unsichtbar machen. Der Vorteil gegenu¨ber
Laser-Scannern liegt darin, dass nicht nur in einer Ebene gescannt wird, sondern
ein Raumbereich mit horizontaler und vertikaler Ausdehnung, ohne dass der
Sensor dabei bewegt werden muss.
Infrarot
Infrarot-Entfernungssensoren messen typischerweise die Phasenverschiebung ei-
nes aufmodellierten Signals (Frequenz: z.B. 5 MHz→Wellenla¨nge ca. 60 m!). Die
Entfernungsgenauigkeit dieser Sensoren liegt bei ca. 30 cm bei Reichweiten um 5
Meter. Der Vorteil gegenu¨ber Ultraschallsensoren besteht in der Mo¨glichkeit, die
Ausbreitungskegel relativ schmal zu halten und so eine bessere Winkelauflo¨sung
zu erreichen. Hauptgru¨nde fu¨r Fehlmessungen sind auch hier Absorption, Total-
reflektion und Fremdsignale (wie z.B. direktes Sonnenlicht).
Laser
Auf dem Roboter ARS sowie auf vielen anderen mobilen Robotern kommt als
Laser-Entfernungssensor der PLS (Proximity Laser Scanner) der Firma SICK
Optic Electronic Company zum Einsatz. Der Sensor wurde urspru¨nglich zur
U¨berwachung von gefa¨hrlichen Regionen, etwa dem Arbeitsbereich eines In-
dustrieroboters, entwickelt. Der Scanner hat eine Reichweite von 20 m, eine
Winkelauflo¨sung von 0.5 Grad bei einem Scanbereich von 180 Grad in einer
Ebene und eine Entfernungsgenauigkeit von 5 cm. Der Sensor kann nach Wahl
360, 180, 90, 45, 30, 15, 10 oder 9 Entfernungswerte pro Scan u¨ber die serielle
RS 232 Schnittstelle senden. Dabei wird fu¨r jeden Sektor jeweils der kleinste
Messwert ermittelt. Je nach eingestellter Winkelauflo¨sung werden bis zu 6 Scans
pro Sekunde gesendet. Die genaue Funktionsweise des Scanners wurde nicht
vero¨ffentlicht. Der Sensor arbeitet mit Laufzeitmessung des reflektierten Lichts.
Eine hochauflo¨sende Uhr misst die Zeit zwischen der Aussendung eines extrem
kurzen Lichtimpulses und der Detektion eines Signals durch den Empfa¨nger.
Ein Spiegel leitet den Laserstrahl um und rotiert dabei mit einer Frequenz von
12 Hz. Das reflektierte Signal gelangt durch den halbdurchla¨ssigen Spiegel zum
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Empfa¨nger.
2.3.2 Kamera
Eine Kamera ist ein Sensor mit großem Potential. Gemessen wird der Einfall
von Licht aus verschiedenen Richtungen, so dass ein zweidimensionales Bild der
Umwelt entsteht. Eine Kamera arbeitet rein passiv, ist aber dadurch auf eine aus-
reichende externe Beleuchtung der Umwelt angewiesen. Jeder Pixel repra¨sentiert
also einen bestimmten Einfallswinkel und gibt an, mit welcher Intensita¨t und
Frequenz (bei Farbkameras) aus dieser Richtung Licht einfa¨llt. Da die mensch-
liche Wahrnehmung stark visuell gepra¨gt ist, erscheint die Verwendung eines
visuellen Sensors fu¨r Roboter, die sich in menschlich gepra¨gten Umgebungen
bewegen sollen, naheliegend. Die Verarbeitung von Bilddaten stellt jedoch hohe
Anforderungen an einen Rechner. Im menschlichen Gehirn werden visuelle Ein-
dru¨cke massiv parallel in ihrer Gesamtheit verarbeitet. Schon bevor das Bild in
das Bewusstsein dringt, werden Formen und Farben, Licht und Schatten, die
Bilder der beiden Augen und zeitlich vorhergehende Bilder in Zusammenhang
gebracht. Diese unbewusste Vorverarbeitung wird von vielen Wissenschaftlern
oft u¨bersehen, was dazu fu¨hrt, dass der Aufwand der Bildverarbeitung ha¨ufig
unterscha¨tzt wird.
Man halte sich vor Augen, dass ein Prozessor immer nur einen einzelnen Pixel
eines Bildes gleichzeitig verarbeiten kann. Als Gedankenexperiment stelle man
sich dazu eine große schwarze Pappe mit einem winzigen Loch vor. Direkt unter
der Pappe liegt ein unbekanntes Bild. Man soll nun erkennen, was auf dem Bild
zu sehen ist, darf das Bild aber nur durch das Loch in der Pappe betrachten,
indem man die Pappe u¨ber das Bild fu¨hrt. Wenn man jetzt noch bedenkt, dass
auf diese Art mehrere Bilder pro Sekunde ausgewertet werden mu¨ssen, werden
die hohen Anforderungen der Bildverarbeitung deutlich.
Dennoch ko¨nnen bestimmte Eigenschaften der Umwelt mit der heutigen Tech-
nik in Echtzeit aus dem Datenstrom einer Kamera extrahiert werden. Wegen der
großen Datenmengen ist jedoch eine fru¨he Datenselektion erforderlich. Fokussiert
man die Auswertung der Bilddaten auf ein spezielles Ziel, so wird die Auswertung
in Echtzeit mo¨glich. Durch entsprechende Auswertung der Daten ist eine Stereo-
kamera beispielsweise auch als Abstandssensor verwendbar. Dieser wird jedoch
nicht so robust arbeiten wie ein spezieller Abstandssensor. Auch das Verfolgen
von auffa¨lligen Objekten ist in Echtzeit mo¨glich.
Bei der Auswahl von Sensoren fu¨r einen Roboter sollte man also bedenken,
dass eine Kamera zwar ein sehr universeller Sensor ist, die Extraktion von
einzelnen Eigenschaften der Umwelt jedoch schnell aufwendig wird. Speziellere
Sensoren sind hier oft die bessere Wahl, gerade fu¨r schnelle Prozesse.
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2.3.3 Sensoren fu¨r Dead-Reckoning
Sensoren, die die Bestimmung kleiner Positionsvera¨nderungen des Roboters zu-
lassen, sind geeignet, um die Roboterposition per Dead-Reckoning1 zu bestim-
men ([Eve95]). Dazu werden alle Positionsvera¨nderungen u¨ber die Zeit aufsum-
miert. Oft sind Sensoren fu¨r die Dead-Reckoning direkt im Antrieb des Roboters
integriert. Dienen als Antrieb des Roboters Ra¨der oder Ketten, so wird Dead-
Reckoning in diesem Fall Odometrie genannt. Geeignete Sensoren sind z.B.
Drehgeber, die an den Antriebsachsen des Roboters platziert sind. Da auch die
Kraftu¨bertragung u¨ber die Antriebsachsen erfolgt, besteht hier die Gefahr, dass
ein evtl. auftretender Schlupf die Messungen verfa¨lscht. Fu¨r Odometrie sind har-
te, schmale Ra¨der am besten geeignet. Breite Ra¨der oder Kettenantriebe fu¨hren
zu Schlupf und somit zu Ungenauigkeiten. Weiche Ra¨der ko¨nnen je nach Bela-
stung den Umfang vera¨ndern und deshalb ebenfalls die Odometrie verfa¨lschen.
Deshalb werden in manchen Fa¨llen passiv mitlaufende Ra¨der benutzt, um die
Positionsvera¨nderung zu messen.
Weiterhin eignen sich fu¨r Dead-Reckoning alle Sensoren, die die Geschwin-
digkeit des Roboters relativ zur Umwelt messen. Beispielsweise la¨sst sich dazu
der Doppler-Effekt ausnutzen, bei dem Schall einer bestimmte Frequenz in die
Umgebung ausgesendet wird und aus der Messung der Frequenzverschiebung des
reflektierten Signals die relative Geschwindigkeit bestimmt wird ([Sch93]).
Einen weiteren interessanten Sensor fu¨r Dead-Reckoning hat O. Kubitz in
[Kub97], Kapitel 8.4 vorgestellt. Dazu ist eine Fotozelle hinter einer Maske
mit Streifenmuster und einer Optik platziert. Es wird der Effekt ausgenutzt,
dass beim Bewegen eines regelma¨ßigen Streifenmusters mit einer bestimmten
Geschwindigkeit u¨ber eine strukturierte Fla¨che, hinter diesem Streifenmuster
Helligkeitsschwankungen zu beobachten sind, die proportional zu der Geschwin-
digkeit sind. Durch Kombination der Messungen mehrerer dieser optischen Git-
tersensoren, welche unter dem Roboter angebracht werden und auf den Boden
ausgerichtet sind, la¨sst sich die momentane Geschwindigkeit des Roboters in der
Ebene messen.
Eine andere Variante von Dead-Reckoning ist die inertiale Positionsbestim-
mung. Als Sensoren dienen hier Beschleunigungsmesser und Gyroskope. Mit
einem Gyroskop, welches die Rotationsgeschwindigkeit der Hochachse des Ro-
boters misst, kann durch einfache Integration die Ausrichtung des Roboters
verfolgt werden. Einen absoluten Bezug, wie beispielsweise bei einem Kompass,
erha¨lt man hier jedoch nicht. Dadurch akkumulieren sich auch hier die Fehler
unbeschra¨nkt. Die Werte der Beschleunigungsmesser mu¨ssen zweifach integriert
werden, um eine Position zu erhalten, dadurch wirken sich Messungenauigkeiten
hier besonders negativ aus [BFE94].
1engl., abgeleitet von
”
deduced reckoning“.
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2.3.4 Aktoren
Unter Aktoren versteht man die Teile eines Roboters, die physikalische Aktionen
durchfu¨hren ko¨nnen. Eine spezielle Form von Aktoren sind Manipulatoren, die
Vera¨nderungen der Umwelt zulassen (Handhabungsaufgaben wie z.B. Objekte
greifen und absetzen, bohren, schweißen). Einige Aktoren besitzen eine inter-
ne Regelung, die die gegebenen Soll-Werte bestmo¨glichst umzusetzen versucht.
Dennoch kann man davon ausgehen, dass jeder Aktor fehlerbehaftet ist und dass
einige Aktionen unter bestimmten Bedingungen nicht korrekt ausgefu¨hrt werden
ko¨nnen.
Ein mobiler Roboter besitzt insbesondere Aktoren zur Vera¨nderung seiner
Position in der Umgebung. Dies ko¨nnen ein Fahrwerk mit Ra¨dern, Ketten, Beine
zum Laufen oder Springen oder andere Fortbewegungsmechanismen zum Schwim-
men, Fliegen, Rollen, Kriechen o.A¨. sein. Es gibt sehr viele Fortbewegungsarten,
welche alle ihre Vor- und Nachteile haben. Beine ermo¨glichen z.B. eine sehr
flexible Fortbewegung und sind insbesondere in unwegsamem Gela¨nde nu¨tzlich.
Die Ansteuerung ist jedoch sehr komplex. Außerdem lassen sich mit Ra¨dern auf
glattem Untergrund im Allgemeinen ho¨here Geschwindigkeiten erreichen. Vie-
le Arbeiten bescha¨ftigen sich eingehend mit speziellen Fortbewegungssystemen
und deren Kontrolle. In dieser Arbeit soll jedoch darauf nicht weiter eingegan-
gen werden, sondern es werden beispielhaft nur rollende Roboter, die vorwa¨rts
und ru¨ckwa¨rts fahren und sich dabei drehen ko¨nnen, betrachtet. Dies schließt
jedoch nicht aus, dass sich die hier vorgestellten Konzepte auf Roboter mit an-
deren Fortbewegungssystemen und sogar mit vo¨llig anderen Aktoren u¨bertragen
lassen.
Einige mobile Roboter sind mit einem Omni-Directional-Drive ([DKW93,
Eve95]) ausgeru¨stet, der es ihnen ermo¨glicht, sich direkt, d.h. ohne Drehung
des Torsos, in eine bestimmte Richtung zu bewegen. Dies ist insbesondere fu¨r
Roboter mit nicht kreisfo¨rmigen Grundfla¨chen nu¨tzlich, da ein solches Fahrwerk
die kollisionsfreie Bewegung in engen Umgebungen stark vereinfacht. Man denke
an ein Auto, das seitwa¨rts einparken kann.
Das Fahrwerkdesign kann auch bereits direkt auf die Aufgabe des Roboters
angepasst sein. So benutzte die Iranische Robot-Soccer Mannschaft ein Fahrwerk,
welches sowohl normales Fahren wie mit einem Auto ermo¨glichte als auch das
seitwa¨rtige Umkreisen eines Objektes, welches in diesem Fall typischerweise der
Spielball ist ([Jam99]). Dabei bleibt die Schussvorrichtung des Soccer-Roboters
wa¨hrend der Umkreisung des Balles auf den Ball ausgerichtet. Durch dieses Fahr-
werkdesign verschaffte sich die Iranische Mannschaft einen eindeutigen Vorteil
gegenu¨ber den Mitstreitern, welche einige Rangiermano¨ver durchfu¨hren mussten,
um einen Roboter mit konventionellem Fahrwerk in eine gu¨nstige Schussposition
zu bringen.
Hier zeigt sich, dass Anpassung und
”
Intelligenz“ bereits beim mechanischen
Design der Plattform beginnen kann und beginnen sollte. Hierzu sei bemerkt,
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dass unsere Plattform ARS in dieser Hinsicht ebenfalls einiges an Optimierungs-
spielraum offen la¨sst.
2.3.5 Vollsta¨ndigkeit der Sensor- und Aktorsysteme
Autonome mobile Roboter sollen Aufgaben in sich vera¨ndernden, nicht vollsta¨n-
dig bekannten, jedoch strukturierten Umgebungen sicher und zuverla¨ssig durch-
fu¨hren. Das Robotersystem wird dabei mit nicht vorhersehbaren Situationen
konfrontiert und sollte in der Lage sein, damit umzugehen und zumindest sicher
zu agieren. Dies ist jedoch unabha¨ngig von der Qualita¨t der Software des Systems
nur mo¨glich, wenn Sensoren und vorgegebenes Wissen alle wichtigen Daten
liefern, um Gefahren sowie aufgabenrelevante Objekte und Ereignisse erkennen
zu ko¨nnen. Um dies zu gewa¨hrleisten und den Aufwand an Sensorik vertretbar zu
halten, ist eine Spezialisierung der Sensorik auf das Einsatzgebiet des Roboters
fast unumga¨nglich. Es ist nahezu unmo¨glich, Sensorik und Aktorik fu¨r beliebige
Einsatzgebiete zu konstruieren.
Man betrachte beispielsweise einen mobilen Roboter mit einem Lasersensor,
welcher in horizontaler Ebene die Absta¨nde zu Objekten abtastet. Dieser Sensor
wird abwa¨rts fu¨hrende Treppen nicht direkt detektieren ko¨nnen. Wenn der Robo-
ter u¨ber keinen anderen Sensor verfu¨gt, der fa¨hig ist, abwa¨rts fu¨hrende Treppen
zu erkennen, und der Roboter nicht fa¨hig ist, sicher Treppen herunter zu fahren,
dann wa¨re sein Sensorsystem nicht vollsta¨ndig.
Die obige Aussage ist unpra¨zise, denn die Definition, welche Sensoren abwa¨rts
fu¨hrende Treppen
”
direkt“ detektieren, ist problematisch. So wird das Vorhan-
densein einer Treppe immer auf Grund von Zusatzwissen aus den Sensordaten
gefolgert. Ist beispielsweise ein Infrarot-Abstandssensor in geneigtem Winkel vor-
ne am Roboter montiert. Die Detektion einer abwa¨rts fu¨hrenden Treppe basiert
hier auf dem Zusatzwissen, dass der Sensor sich eben dort befindet und die
fu¨r einen Infrarot-Sensor typischen Merkmale hat. Dieses Zusatzwissen betrifft
vorerst nur Eigenschaften der Roboterplattform und ist damit umgebungsun-
abha¨ngig. Zusa¨tzlich wird aber z.B. auch angenommen, dass der Boden die
Infrarot-Emission zumindest meistens geeignet reflektiert, also aus geeignetem
Material besteht. Dies wa¨re eine Annahme bzgl. der Umgebung. Weiterhin er-
kennt die Sensorik in diesem Fall die prima¨ren Merkmale, die zu der Gefahr
fu¨hren: freier Raum, wo eigentlich Boden sein sollte. So erfu¨llt der Sensor auch
seinen Zweck, falls statt einer Treppe ein Loch im Boden die Gefahr darstellt.
Diese Messung kann man als ziemlich
”
direkt“ bezeichnen, denn das beno¨tig-
te Zusatzwissen ist begrenzt und hauptsa¨chlich umweltunabha¨ngig. Außerdem
werden prima¨re Merkmale physikalisch gemessen.
Andererseits ko¨nnte in einer bestimmten Einsatzumgebung die Erkennung von
Treppen z.B. durch Erkennung der angrenzenden Gela¨nder mittels eines Laser-
Sensors erfolgen. Hier werden jedoch nur sekunda¨re Merkmale gemessen und
daraus mittels weiteren Zusatzwissens das Vorhandensein der Treppe gefolgert.
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Das Zusatzwissen bezieht sich hierbei zu großen Teilen auf die Einsatzumgebung.
Die Einsatzumgebung ist aber weniger kontrollierbar als die Plattform des Robo-
ters. Fehlt beispielsweise aus irgendwelchen Gru¨nden das Gela¨nder einer Treppe,
so wird diese mit diesem Ansatz nicht erkannt. Weiterhin wird auch ein Loch im
Boden nicht als Gefahr erkannt. Der Sensor erkennt also nur sekunda¨re Merkma-
le, aus denen durch Zusatzwissen die prima¨ren Merkmale gefolgert werden. Hier
messen die Sensoren die Eigenschaft der Umgebung nur indirekt.
Hierbei sei bemerkt, dass eine Kamera zwar ein sehr universeller Sensor ist,
jedoch nur die Farben (oder Helligkeit) der Umgebung direkt misst. Alle ande-
ren Eigenschaften der Umwelt ko¨nnen nur abha¨ngig von der Beleuchtung und
den Reflektionseigenschaften der Objekte gefolgert werden. Um beispielsweise
Abstandsinformationen aus den Daten einer Kamera (oder einer Stereo-Kamera)
zu folgern, ist bereits ein erheblicher Aufwand no¨tig, es sein denn, das Erschei-
nungsbild des betreffenden Objektes ist bekannt und entsprechend geeignet.
Ein noch sta¨rker modellbasierter Ansatz wa¨re das
”
Erkennen“ der Treppen
durch Bestimmung der Position. Es wird angenommen, dass die Position des
Roboters ermittelt wurde und die Positionen der Treppen bzw. allgemeiner
Gefahrenstellen bekannt ist. So ist es mo¨glich, den Roboter von Treppenabsa¨tzen
fern zu halten. Das Zusatzwissen fu¨r die Erkennung der Treppen umfasst in
diesem Fall die Position der Treppen sowie sa¨mtliches Zusatzwissen, das fu¨r
die Ortung genutzt wird. Alle sensorischen Informationen fließen hier durch das
”
Positionsnadelo¨hr“, bevor aufgabenbezogene Schlu¨sse gezogen werden. Dadurch
entsteht im Allgemeinen ein massiver Informationsverlust.
Betrachten wir jetzt eine Aufgabe, die mit Objekten und Eigenschaften in
der Umgebung verknu¨pft ist. Diese Aufgabe la¨sst sich nur dann als reaktives
Verhalten implementieren, wenn die Objekte oder Eigenschaften, auf die sie sich
bezieht, direkt durch Sensoren erkennbar sind. Hierbei sei bemerkt, dass sich
das Erkennen von Objekten dabei oft auf das Messen von einfachen Eigenschaf-
ten reduzieren la¨sst, wenn die Situation aufgabenorientiert betrachtet wird. Je
vollsta¨ndiger also die Sensorik wichtige Eigenschaften der Umgebung erkennen
kann, desto reaktiver und robuster kann die Steuerung des Roboters gestaltet
werden.
2.4 Der Mobile Roboter ARS
Als experimentelle Plattform dient in diesem Projekt der mobile Roboter ARS
(Autonomous Robot System), siehe Abbildung 2.2. Der Roboter wurde schon in
Arbeiten von Kubitz [Kub97] und Berger [Ber97] sowie zuvor von Strunz [Str93]
als Forschungsplattform zur praktischen Verifikation der entwickelten Konzepte
benutzt. Ein Teil der bereits implementierten Software wurde fu¨r diese Arbeit
u¨bernommen und u¨berarbeitet. Auch die Hardware des Roboters wurde fu¨r die
vorliegende Arbeit erweitert und u¨berarbeitet. Der Roboter wurde zusa¨tzlich mit
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Abbildung 2.2: Der mobile Roboter ARS.
Lasersensoren und einem RFID-Sensor (RFID: radio frequency identification)
ausgestattet, was unter Anderem auch eine U¨berarbeitung der Stromversorgung
und Elektrik nach sich zog. Außerdem wurde der Hauptrechner gegen ein neueres
Modell ausgetauscht (s.u.).
Weitere Optimierungen der Hardware an der verwendeten Forschungsplatt-
form ARS sind denkbar und ko¨nnen die Ergebnisse wahrscheinlich auch quantita-
tiv verbessern. Dennoch konzentriert sich diese Arbeit vornehmlich nicht auf die
optimale Auswahl und Verbesserung der Hardware, sondern auf den intelligenten
Umgang mit ungenauen Sensoren und Aktoren sowie begrenzten Rechenkapa-
zita¨ten. Die Qualita¨t der Hardware ist deshalb fu¨r den Kern dieser Arbeit nicht
von zentraler Bedeutung. Die praktische Verifikation der Ergebnisse an sich spielt
jedoch eine große Rolle, da in der Praxis immer wieder Probleme auftauchen,
welche in Simulationen nicht erfasst sind. Deshalb wurden alle in der Arbeit neu
entwickelten Konzepte auf diesem Roboter implementiert und getestet.
ARS ist ein von zwei Gleichstrommotoren angetriebenes Kettenfahrzeug. Die
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Plattform besitzt eine rechteckige Grundform, wodurch prinzipiell auch Rota-
tionsbewegungen zu Kollisionen fu¨hren ko¨nnen. Der Roboter verfu¨gt u¨ber drei
Bleiakkus, welche teilweise u¨ber DC-DC-Wandler die Rechner sowie die Senso-
ren, Motoren und andere Komponenten mit Strom versorgen. Dabei existieren
zwei getrennte Stromkreise, um den Einfluss der an den Motoren auftretenden
Stromspitzen auf die Versorgungsspannung empfindlicher Verbraucher, wie z.B.
die Rechner, zu vermeiden. Die Plattform ist ca. 120 cm lang und 75 cm breit.
Die Ho¨he betra¨gt ca. 45 cm ohne und ca. 60-90 cm mit Sensoren. Die Plattform
wiegt je nach eingesetztem Batterietyp etwa 110-120 kg.
Einige der Sensoren sowie die Aktoren werden von Mikrocontrollern ange-
steuert, die eine geeignete Schnittstelle zum Hauptrechner zur Verfu¨gung stellen.
Der Hauptrechner la¨uft unter dem Betriebssystem QNX und ist u¨ber ein Funk-
Ethernet mit weiteren Rechnern vernetzt. Die Software des Roboters ist jedoch
so ausgelegt, dass der Roboter allein mittels der
”
Bordrechner“ agieren kann. Die
Plattform ist somit ein autarkes System. Im Allgemeinen wird die drahtlose Ver-
bindung zu den weiteren Rechnern genutzt, um Daten aus dem laufenden System
zu u¨bertragen und zu visualisieren. Dennoch ko¨nnen mit Einschra¨nkungen durch
die Kapazita¨t der drahtlosen Netzverbindung auch Teile der Steuerungssoftware
dank der QNX-Netzwerkarchitektur und dem benutzten Client-Server-Konzept
problemlos auch auf anderen Rechnern im Netzwerk ausgefu¨hrt werden.
2.4.1 Sensoren und Aktoren
ARS ist mit den folgenden Sensoren und Aktoren ausgeru¨stet (siehe Abb. 2.5,
Seite 23):
• zwei Ketten, angetrieben von DC-Motoren,
• ein fernsteuerbarer Not-AUS (stoppt die Motoren und bremst die Ketten),
• ein optischer Drehgeber pro Kette fu¨r die Odometrie (siehe Abbildung 2.4),
• 16 Ultraschallwandler, kreisfo¨rmig angeordnet, Reichweite ca. 5 m, O¨ff-
nungswinkel ca. 35◦,
• 2 SICK Laser-Sensoren, ein Sensor vorne, einer hinten, ein Sensor erfasst
180◦ in einer Ebene, Reichweite ca. 20 m,
• RFID, Reichweite ca. 4 m, Keulencharakteristik, System zur Erkennung
von RFID-Karten, die somit als Landmarken eingesetzt werden ko¨nnen
(siehe auch topologische Navigation mit RFIDs, Abschnitt 3.4.5, Seite 60).
In Abbildung 2.2 (Seite 18) ist ARS zur Demonstration einer Telerobotik-
Anwendung zusa¨tzlich mit einer Schwarz-Weiß- und einer Wa¨rmekamera aus-
geru¨stet.
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Abbildung 2.3: Der Ultraschallsensor des Roboters ARS mit 16 Ultraschallwand-
lern. Auf dem Ultraschallmodul ist links die Ethernet-Bridge und rechts der
Funk-Not-AUS zu sehen.
Der Ultraschallsensor aus 16 Polaroid-Ultraschallwandlern (siehe Abb. 2.3)
wird durch ein SICO/02 Board mit einem 6502-Controller angesteuert. U¨ber
eine serielle Schnittstelle (RS232) wird dem Controller mitgeteilt, welche Mes-
sungen er durchfu¨hren soll. Dabei kann eine Messreihenfolge angegeben werden,
die besagt, in welcher Reihenfolge die einzelnen Ultraschallwandler Messungen
durchfu¨hren sollen. Hierbei ko¨nnen auch mehrere Ultraschallwandler gleichzeitig
messen. Außerdem kann die maximale Zeit einer Einzelmessung und somit die
Reichweite eingestellt werden. Im
”
automatischen“ Modus fu¨hrt der Controller
periodisch alle Messungen in der gegebenen Reihenfolge durch und sendet nach
jedem Durchgang die ermittelten Absta¨nde u¨ber die serielle Schnittstelle an den
Hauptrechner zuru¨ck.
Die Lasersensoren der Firma SICK sowie das RFID-Lesegera¨t von Confident
sind herstellerseitig ebenfalls mit einem Controller und einer seriellen Schnitt-
stelle ausgestattet, die die Konfiguration, die Ansteuerung und das Auslesen der
Sensordaten auf a¨hnliche Art ermo¨glichen.
Die Plattform erreicht bei gerader Vorwa¨rtsfahrt eine Ho¨chstgeschwindigkeit
von ca. 80 cm/s. Bei maximaler Rotationsgeschwindigkeit kann sich die Plattform
innerhalb von ca. 2 Sekunden um 360◦ auf der Stelle drehen. Zur Ansteuerung
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Abbildung 2.4: Die Drehgeber an den Antriebsachsen des Roboters.
der Ketten ist ein SICO-68/2-Board mit einem Motorola 68000 Prozessor u¨ber
eine serielle Schnittstelle (RS232) mit dem Hauptrechner verbunden. Der Haupt-
rechner schickt mittels eines einfachen Protokolls Soll-Zusta¨nde des Not-AUS und
Soll-Geschwindigkeiten an den Controller, welcher diese einregelt, indem er aus
den Daten der Drehgeber die aktuelle Ist-Geschwindigkeit berechnet und die Mo-
toren entsprechend ansteuert. Ist eine Soll-Geschwindigkeit nicht erreichbar (weil
z.B. eine Kette blockiert ist), wird eine U¨berlastmeldung fu¨r diese Kette generiert.
Der Controller sendet sta¨ndig die Drehgeberwerte, den Batterie-Ladezustand so-
wie eventuelle U¨berlastmeldungen mit einem zugeho¨rigen Zeitstempel an den
Hauptrechner zuru¨ck.
Der Not-AUS hat zwei Zusta¨nde:
• Not-AUS
”
AUS“ - der Roboter kann fahren
• Not-AUS
”
EIN“ - der Roboter wird gestoppt, die Ketten werden blockiert.
Der Not-AUS wird von vier Quellen angesteuert, um in jedem Fall ein sicheres
Stoppen des Roboters zu ermo¨glichen:
1. Die Stromversorgung. Das Relais des Not-AUS zieht nur an, wenn diese
eingeschaltet ist.
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2. Ein manueller Not-AUS-Schalter am Roboter.
3. Ein ferngesteuerter Not-AUS-Schalter, bestehend aus einem Sende- und
einem Empfangsteil. (Dabei muss der Zustand
”
AUS“ vom Sendeteil peri-
odisch besta¨tigt werden. Wird dieser Zustand nicht besta¨tigt oder empfa¨ngt
das Empfangsteil ein
”
EIN“-Kommando, so schaltet das Empfangsteil auf
”
EIN“ und stoppt den Roboter.)
4. Der Ketten-Controller. Dies ermo¨glicht den Zugriff auf den Not-AUS durch
Software auf dem Hauptrechner.
Wenn nur eine der Quellen auf
”
EIN“ geschaltet wird, so wird der Roboter
gestoppt.
Da der Roboter ARS als Fahrwerk einen Kettenantrieb besitzt und die Dreh-
geber an den Antriebsachsen messen, verfu¨gt er nur u¨ber eine relativ schlechte
Odometrie, da die Ketten bei Rotationsbewegungen des Roboters zwangsla¨ufig
Schlupf aufweisen und der Drehmittelpunkt des Roboters nicht fest ist, sondern
von der aktuellen Gewichtsverlagerung abha¨ngt. So dreht der Roboter beispiels-
weise wa¨hrend einer Bremsung um einen anderen Punkt als wa¨hrend einer
Beschleunigung. Das Augenmerk dieser Arbeit soll in diesem Zusammenhang
jedoch nicht darauf liegen, die Odometrie zu verbessern, sondern mit fehlerhafter
Odometrie auszukommen, da durch die Verbesserung der Odometrie das grund-
legende Problem dieser Technik, der sta¨ndig wachsende Positionsfehler, nicht
behoben wird.
2.4.2 Der Hauptrechner
Der Hauptrechner an Bord von ARS ist ein handelsu¨bliches PC-Board mit In-
tel Pentium III 600 MHz Prozessor, Festplatte, Grafikkarte, Soundkarte mit
Game-Port (fu¨r den Joystick) und Netzwerkkarte. Auf dem Hauptrechner la¨uft
das Echtzeitbetriebssystem QNX [QNX95]. Die Anbindung an das Wireless-LAN
wurde u¨ber eine Ethernet-Access-Bridge realisiert, weil Treiber fu¨r PCMCIA Kar-
ten unter QNX nicht erha¨ltlich waren und auch sonst keine integrierte Lo¨sung
fu¨r Wireless-LAN fu¨r QNX verfu¨gbar war. Die Ethernet-Access-Bridge kommu-
niziert drahtlos mit einem erreichbaren Access-Point und verha¨lt sich im Grunde
wie ein weiterer Rechner. Sie ist u¨ber ein einfaches Twisted-Pair-Kabel mit der
Netzwerkkarte des Hauptrechners verbunden. Der Rechner verfu¨gt weiterhin u¨ber
eine Karte, die ihm zusa¨tzlich zu den zwei internen seriellen Schnittstellen weitere
acht serielle Schnittstellen zur Verfu¨gung stellt (siehe Abb. 2.5).
Das Betriebssystem QNX ist ein Echtzeitbetriebssystem nach POSIX Stan-
dard. POSIX ist eine Gruppe von Standards, welche eine portierbare Schnittstel-
le zum Betriebssystem fu¨r UNIX-kompatible Betriebssysteme definieren. Da-
bei definiert POSIX.1 Basisoperationen [Lew91] und POSIX.4 die Echtzeit-
Erweiterungen [Gal95].
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Abbildung 2.5: Hardware-Architektur der mobilen Plattform ARS und stationa¨re
Hardware.
QNX stellt alle wichtigen Konzepte fu¨r die Echtzeitprogrammierung und
Multitasking zur Verfu¨gung: synchrone und asynchrone Kommunikation, prio-
rita¨tsbasiertes Scheduling, Shared Memory, Semaphoren und schnelles Kontext-
Switching mit garantierter Reaktionszeit. Der Kern des Betriebssystems ist auf
das Wesentliche reduziert; er entha¨lt nur den Scheduler und die Prozesskom-
munikation. Zusa¨tzliche Dienste eines typischen Betriebssystems werden durch
weitere Module bereitgestellt. Dazu geho¨ren Module wie Filesystem Manager,
Device Manager und Network Manager. Dadurch ist dieses Betriebssystem ei-
nerseits fu¨r minimale Embedded Systems geeignet, andererseits aber gleichzeitig
auch fu¨r große komplexe Systeme, da bis zu 2000 Prozesse parallel laufen ko¨nnen
und mehrere QNX-Rechner (Knoten) in einem transparenten, lokalen QNX-
Netzwerk zusammen gefasst werden ko¨nnen. Das Message-Passing ist dann auch
zwischen den Knoten auf die gleiche Art mo¨glich wie lokal auf einem Rechner.
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2.5 Andere autonome mobile Roboter
In diesem Abschnitt wird eine kurze U¨bersicht u¨ber einige andere autonome
mobile Roboter gegeben. Dabei handelt es sich um Roboter, die fu¨r Umgebun-
gen entwickelt wurden, die den hier vorgestellten dynamischen Industrie- und
Bu¨roumgebungen entsprechen oder zumindest a¨hnlich sind. Die Aufza¨hlung ist
nur eine kleine Auswahl, entha¨lt aber wichtige und erfolgreiche Repra¨sentanten
verschiedener Ansa¨tze fu¨r Steuerungsarchitekturen und Navigation.
• Rhino, Minerva, Carl, Flo und Pearl, Albert
Rhino [Thr94] ist wohl einer der bekanntesten autonomen mobilen Ro-
boter in Deutschland. Er wurde in Zusammenarbeit der Carnegie Mellon
Universita¨t mit der Universita¨t Bonn entwickelt. Bekannt wurde er vor
allem durch den Betrieb als Tour-Guide im Deutschen Museum in Bonn,
und das auch u¨ber Deutschland hinaus. Dort fu¨hrte er Besucher durch das
Museum. Rhino ist ein mobiler Roboter der Bauart B21 der Firma Real
World Interface (RWI), ausgestattet mit Ultraschall-, Laser-, und Infrarot-
sensoren, sowie Bumpern und einer Stereokamera. Der B21 hat eine runde,
zylindrische Form und kann sich auf der Stelle drehen. Die Kinematik ist
somit holonomisch.
Der Navigationssoftware liegen drei wichtige Konzepte zugrunde. Erstens
das TCX Kommunikationssystem [Fed94], das die Kommunikation zwi-
schen den einzelnen Steuerungssoftwaremodulen organisiert. Zweitens der
”
Dynamic Window Approach“ [FBT97], welcher die Kollisionsvermeidung
und kinematische Randbedingungen mit zielorientiertem Fahren verbin-
det. Und drittens die Markov-Lokalisation [FBT99, Fox98, KS97, TFB98],
ein probabilistisches Verfahren zur geometrischen Positionsbestimmung des
Roboters innerhalb einer teilweise bekannten Umgebung mittels Sensorda-
ten.
Ein weiterer Roboter dieser Familie namens Carl ist am Lehrstuhl fu¨r
Informatik 5 in Betrieb. Dort wird untersucht, wie sich deliberative Ansa¨tze
wie Aktionsbeschreibungssprachen und plausibles Schließen sowie effizientes
Schließen, auf bestehende Navigationssoftware aufsetzen lassen ([GL01,
GL00]).
Minerva [TBB+99] ist der Nachfolger von Rhino und unterscheidet sich
einerseits durch das a¨ußere Erscheinungsbild und andererseits durch Soft-
wareverfeinerungen von Rhino. Der Roboter operierte bereits als Muse-
umsfu¨hrer im Smithsonian’s National Museum of American History. Mi-
nerva hat ein angedeutetes Gesicht, durch das die Interaktion mit Menschen
intuitiver gestaltet werden soll [SRT99]. Außerdem wurde der Rechenauf-
wand fu¨r die Markov-Lokalisierung durch einen so genannten
”
Monte-
Carlo“-Ansatz verringert [FBDT99], und es wurde eine Strategie namens
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Abbildung 2.6: Der Roboter Minerva (Carnegie Mellon University).
”
Costal Navigation“ [RBFT99] entwickelt, welche bei der Pfadauswahl die
Qualita¨t der Lokalisierung beru¨cksichtigt, so dass Pfade gewa¨hlt werden,
auf denen eine stabilere Lokalisierung mo¨glich ist.
Unter der Leitung von Wolfram Burgard wird an der Weiterentwicklung
der Ansa¨tze gearbeitet. Plattform ist hier neben anderen wiederum ein
Roboter vom Typ B21 mit Namen Albert. Unter Anderem soll auch die
Kooperation mehrerer Roboter untersucht werden.
An weiteren Nachfolgemodellen wird in letzter Zeit an der Carnegie Mellon
University in Zusammenarbeit mit der University of Pittsburgh im Rahmen
des Projektes
”
Nursebot“ gearbeitet. Zu nennen sind die Roboter
”
Flo“
und
”
Pearl“. Der Fokus liegt hier auf der Anwendung der Roboter als
perso¨nliche Service Roboter fu¨r hilfsbedu¨rftige Menschen. Dabei spielt die
einfache Interaktion der Menschen mit den Robotern eine Schlu¨sselrolle.
• Xavier und Amelia
Xavier ([KS97]) wurde an der Carnegie Mellon University parallel zu Rhino
und Minerva entwickelt. Im Gegensatz zu Rhino und Minerva beruht die
Steuerung dieses Roboters nicht auf einem geometrischen, sondern auf ei-
nem topologischen Modell der Umwelt. Das Verfahren zur Kollisionsvermei-
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AmeliaXavier
Abbildung 2.7: Die Roboter Xavier und Amelia der Carnegie Mellon University.
dung, die Curvature-Velocity Method [Sim96], ist dem Dynamic Window
Approach [FBT97] jedoch a¨hnlich. Die Einsatzumgebung ist als Graph aus
Korridoren, Kreuzungen und Tu¨ren modelliert. Zur Planung wird ein Par-
tially Observable Markov Decision Process (POMDP) benutzt, wodurch
Unsicherheiten bzgl. der aktuellen, topologischen Position des Roboters,
der Aktionen des Roboters und der Zusta¨nde der Tu¨ren und Durchga¨nge
beru¨cksichtigt werden ko¨nnen. Einer der Vorteile dieser Methode ist, dass
Pla¨ne bevorzugt werden ko¨nnen, welche evtl. zwar nicht am schnellsten,
dafu¨r aber mit gro¨ßerer Sicherheit zum Ziel fu¨hren. Das Gesamtverhalten
des Roboters wird dadurch robuster. Nachfolger von Xavier ist Amelia,
welcher schneller fa¨hrt als Xavier und eine verbesserte Odometrie besitzt.
• LiAS
Der mobile Roboter LiAS (Leuven intelligent Autonomous System) [Van97]
ist eine Eigenentwicklung der Universita¨t Leuven. Er ist mit Laser-,
Infrarot- und Ultraschallsensoren sowie mit einem Gyroskop ausgestattet.
Das System arbeitet mit einem Weltmodell, das die Objekte der Umge-
bung durch Linien und Kreise approximiert. Fu¨r die Lokalisierung werden
die Ergebnisse der Odometrie mittels eines Kalmanfilters mit Daten ex-
terner Sensoren verknu¨pft. Als Sensoren fu¨r die Odometrie dienen hierbei
Drehgeber an den Achsen sowie Gyroskope. Wa¨hrend der Lokalisierung
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wird außerdem die Genauigkeit der berechneten Position bestimmt und
durch eine Kovarianz-Matrix ausgedru¨ckt. Fu¨r die Korrektur der durch die
Odometrie ermittelten Position werden Baken oder natu¨rliche Landmarken
benutzt.
Durch die rechteckige Bauform des Roboters muss er fu¨r die Navigation in
engen Umgebungen
”
Rangiermano¨ver“ beherrschen. Die Universita¨t Leuven
stellt hierzu entsprechende Ansa¨tze fu¨r die Planung der nicht holonomischen
Navigation vor.
• Hermes
FlakeyHermes
Abbildung 2.8: Die Roboter Hermes der Bundeswehr-Universita¨t Mu¨nchen und
Flakey von SRI International.
Der Serviceroboter Hermes [Bis97] ist eine Entwicklung der Bundeswehr
Universita¨t Mu¨nchen. Die Plattform wurde mit der Intention gestaltet,
einen menschena¨hnlichen Roboter zu konstruieren, um so die Interaktion
des Roboters mit Menschen und den Einsatz in Umgebungen, die fu¨r
Menschen geschaffen sind, zu erleichtern. Hermes bewegt sich mittels eines
so genannten Omnidrives, besitzt zwei Arme mit jeweils 6 Freiheitsgraden
und einem Zwei-Finger-Greifer sowie einen abknickbaren Oberko¨rper. Am
”
Kopf“ des Roboters befindet sich eine Stereokamera (siehe Abb. 2.8).
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Der Roboter bewegt sich in einer Umgebung aus Ga¨ngen und Ra¨umen und
navigiert mit Hilfe seiner Stereokamera. Die Navigation beruht unter Ande-
rem darauf, dass im Kamerabild der Boden eindeutig von den Wa¨nden und
anderen Hindernissen unterschieden werden kann. Durch “visual servoing“
ist unter Anderem das Andocken an einen Tisch o.A¨. mo¨glich. Ein weiterer
Augenmerk der Forschung liegt in diesem Projekt auf der Interaktion mit
Menschen, wie unter Anderem der natu¨rlichsprachlichen Steuerung.
• Helpmate
Der Serviceroboter Helpmate ist vor allem deshalb interessant, weil er sich
bereits in der praktischen Anwendung befindet. Inzwischen ist Helpma-
te u¨ber die Firma Pyxis in San Diego kommerziell erha¨ltlich. Helpmate
wird als Transportroboter im medizinischen Bereich zum Transport von
Medikamenten, Proben und Mahlzeiten eingesetzt. Fru¨here Versionen von
Helpmate lo¨sten das Problem der Lokalisierung durch eine an die Decke
gerichtete Kamera, wodurch die Deckenbeleuchtungen als natu¨rliche Land-
marken genutzt werden konnten [KW90, PWK97]. Inzwischen wurde Help-
mate jedoch offensichtlich kommerziell weiterentwickelt. Die verwendeten
Methoden sind jedoch nicht zuga¨nglich, da neuere wissenschaftliche Doku-
mentationen fehlen.
• Flakey
Der Roboter Flakey (siehe Abb. 2.8) und seine Software wurden bei SRI
International von Konolige, Saffiotty, Gutmann und einigen weiteren Wis-
senschaftlern entwickelt ([SRK93, SKR95, Rus90]). Interessant an Flakey
ist vor allem seine auf Fuzzy-Logik basierende Steuerungsarchitektur Sa-
phira, auf die im na¨chsten Kapitel noch na¨her eingegangen wird. Diese
wurde auch vom Roboter Distributor RWI (Real World Interface) u¨ber-
nommen und teilweise als Standard-Software mit dem Roboter vom Typ
B21 ausgeliefert.
2.6 Zusammenfassung
In diesem einfu¨hrenden Kapitel wurde beschrieben, was in dieser Arbeit unter
einem autonomen mobilen Roboter verstanden wird. Auch die Beschaffenheit der
Einsatzumgebung wurde beleuchtet. Daraus ergeben sich bereits besondere An-
forderungen, welche fu¨r stationa¨re oder nicht autonome Roboter nicht zutreffen.
Ebenso fu¨hrt die Wahl von dynamischen Industrieumgebungen als Einsatzumge-
bung zu bestimmten Anforderungen an den Roboter. So muss der Roboter sehr
robust agieren, echtzeitfa¨hig sein und extensiven Gebrauch von Sensorik machen.
Es wurden typische Sensoren und Aktoren fu¨r mobile Roboter beschrie-
ben. Typische Messungenauigkeiten und Fehlmessungen dieser Sensoren wurden
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erla¨utert und einige Vor- und Nachteile verschiedener Sensoren angerissen. Insge-
samt lassen sich Fehlmessungen nicht vermeiden. Deshalb ist die Minimierung von
Messfehlern zwar sehr hilfreich, um jedoch eine robuste Steuerung zu erhalten,
ko¨nnen die mo¨glichen Messfehler nicht ignoriert werden.
Außerdem wurde der Roboter ARS vorgestellt, welcher in dieser Arbeit zur
praktischen Verifikation der entwickelten Steuerungsarchitektur und Navigati-
onskomponenten verwendet wurde.
Eine kurze U¨bersicht u¨ber andere Roboter schloss das Kapitel ab. Damit ist
das hier betrachtete Spektrum der Roboter, Sensoren und Aktoren sowie der Um-
gebung und Anwendungsfelder, in der diese Roboter agieren sollen, abgesteckt.
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Kapitel 3
Navigation
Navigation ist eine der grundlegendsten Aufgaben eines mobilen Roboters. Ein
mobiler Roboter sollte fa¨hig sein, einen Auftrag in der Art:
”
Fahre zum Zielort
x“, ausfu¨hren zu ko¨nnen. Hierbei ist jedoch noch nicht festgelegt, was mit einem
”
Zielort x“ gemeint ist. Es ko¨nnte eine einfache Koordinate, eine Koordinate
plus Ausrichtung des Roboters, eine einfache Richtung, eine relative Position
zu einem anderen Objekt, eine Landmarke, ein Raum, ein Knoten in einem
topologischen Graphen oder etwas anderes gemeint sein. Diese verschiedenen
Auffassungen eines Zielpunktes fu¨hren auch zu verschiedenen Lo¨sungsansa¨tzen
fu¨r die Navigation des Roboters.
So fu¨hrt die Auffassung des Zielpunktes als Position in einem globalen kar-
tesischen Koordinatensystem natu¨rlicherweise zu Lo¨sungsansa¨tzen, die mit einer
globalen geometrischen Karte und einer globalen geometrischen Position des Ro-
boters arbeiten. Viele der Arbeiten zur geometrischen Navigation gehen dabei
jedoch entweder ausdru¨cklich oder auch stillschweigend von der Annahme aus,
dass die Position des Roboters in der globalen Karte sicher und genau bekannt
ist [FHB93, Pau96, KRR96, BKL01, LS90, NSL99, LP81]. Dies ru¨hrt unter An-
derem daher, dass diese Annahme fu¨r die Bewegungsplanung des Effektors eines
stationa¨ren Roboters meist zutrifft und oftmals Verfahren aus diesem eng ver-
wandten Gebiet auf die mobile Robotik u¨bertragen werden. Eine U¨bersicht u¨ber
Verfahren aus diesem verwandten Gebiet findet man beispielsweise in [HA92].
Die Navigation wird so in die Teilprobleme geometrische Navigation und Posi-
tionsbestimmung zerlegt. Die Schwierigkeiten der Positionsbestimmung werden
bei Betrachtung der geometrischen Navigation oft ausgeklammert. Ist neben der
Position des Roboters auch die Geometrie der Umwelt bekannt, so spricht man
von
”
off-line planning“ oder
”
static planning“.
Das Problem ist, dass mobile Roboter die eigene geometrische Position nicht
ohne weiteres immer und u¨berall robust feststellen ko¨nnen. Das bekannte Navstar
Global Positioning System (GPS) (siehe z.B. [BFE94], Abschnitt 3.2) funktioniert
leider innerhalb von Geba¨uden nicht. Viel Forschungsarbeit wurde und wird
deshalb seit weit u¨ber 25 Jahren auch auf dem Gebiet der Positionsbestimmung
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geleistet. Einige der neuen Verfahren zeigen gute Ergebnisse, sind jedoch auch
dementsprechend aufwendig (siehe z.B. [FBT99]). Außerdem fa¨llt auf, dass diese
Zerlegung der Navigation sich nicht fu¨r lokale Navigation zwischen unbekannten
oder dynamischen Objekten eignet und viele der Verfahren darauf angewiesen
sind, dass die Geometrie der Objekte im Einsatzbereich des Roboter apriori
bekannt ist.
Der Umweg u¨ber eine Karte und die Position des Roboters fu¨hrt zudem zu
Ungenauigkeiten und Verzo¨gerungen in der Steuerung. Auch Menschen scheinen
nicht auf diese Weise zu navigieren (Wie viele Menschen kennen Sie, die ihnen
spontan ihre geometrische Position sagen ko¨nnten?). Dies fu¨hrt zu der U¨berle-
gung, ob die Zerlegung der Navigation in Positionsbestimmung und geometrische
Navigation der richtige Ansatz ist. Hier bewa¨hrt sich vielmehr eine direkte Kopp-
lung zwischen Sensordaten und Ansteuerung des Roboters (reaktive Steuerung).
Indes haben alle mobilen Roboter, die sich erfolgreich in realen Umgebungen
bewegen, zumindest eine reaktive Komponente zur Kollisionsvermeidung.
Weiterhin unterscheidet sich die Navigation in der unmittelbaren Umgebung,
die lokale Navigation, von der globalen Navigation (z.B. zwischen verschiedenen
Ra¨umen) in einigen Punkten. Diese Unterscheidung wird im folgenden Abschnitt
pra¨zisiert.
3.1 Lokale und globale Navigation
Navigation kann zerlegt werden in lokale und globale Navigation. Lokale Naviga-
tion ist dabei die Navigation in der nahen Umgebung des Roboters, d.h. in etwa
innerhalb der Reichweite der Sensoren des Roboters. Hierbei wird ein lokales
Navigationsziel angestrebt. Dies kann das Erreichen eines nahen Zielpunktes, das
Fahren in eine Zielrichtung, das Durchfahren einer Engstelle, das Folgen eines
Korridors o.A¨. sein.
Globale Navigation hingegen soll hier als Navigation im Groben verstanden
werden. Hierzu geho¨ren Planungsfa¨higkeiten, die Umwege und Sackgassen auf
dem Weg zum Ziel vermeiden helfen. Diese Planung bezieht sich meist auf ein
Weltmodell und ist nur lose an die Sensorik gekoppelt, da hier auch entfernte
Regionen, welche nicht von den Sensoren erfasst werden ko¨nnen, betrachtet
werden.
Diese Zerlegung begru¨ndet sich aus den Unterschieden der beiden Navigati-
onsarten:
• Konfrontation mit der Dynamik:
Fu¨r die lokale Navigation sind lokale Vera¨nderungen der Umgebung (z.B.
die Bewegung eines Stuhls oder eine Person, die vorbeila¨uft) von großer
Bedeutung, fu¨r die globale Navigation jedoch normalerweise nicht. Vera¨n-
derungen dieser Art sind fu¨r die globale Navigation nur von Bedeutung,
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wenn sie die topologische Struktur der Umgebung vera¨ndern (z.B. wenn
ein Korridor blockiert oder eine Tu¨r verschlossen wird).
• Kopplung mit dem Zielpunkt:
Wenn der Zielpunkt des Roboters sich a¨ndert, dann wirkt sich dies nicht
unmittelbar auf die lokale Navigation aus, da das lokale Ziel (z. B. einem
Gang zu folgen) evtl. unvera¨ndert bleibt. Fu¨r die globale Navigation ist
eine Zielpunkta¨nderung jedoch stets relevant. Die lokale Navigation ist also
weniger stark an den Zielpunkt gekoppelt.
• Vorausplanung:
Fu¨r die globale Navigation ist es wichtig und sinnvoll im Voraus zu planen,
etwa um lokale Sackgassen vermeiden zu ko¨nnen. Die lokale Navigation
muss sich hingegen stets auf aktuelle Sensordaten beziehen. Zwar ist es
von Vorteil gewisse Erwartungen zu haben, wie die Umgebung aussehen
wird, und danach zu handeln, letztendlich muss aber immer auch mit
unerwarteten Situationen gerechnet werden. Deshalb ist das Vorausplanen
in der lokalen Navigation nur sehr bedingt sinnvoll.
• Zeitbedingungen:
Die lokale Navigation hat im Allgemeinen scha¨rfere Zeitbedingungen als
die globale Navigation.
Es fa¨llt deshalb sehr viel leichter, nur die lokale oder nur die globale Naviga-
tion zu realisieren. Das Zusammenspiel macht jedoch meist Probleme. So ist
im Allgemeinen unklar, wie die deliberativen Komponenten, die fu¨r die globale
Navigation zusta¨ndig sind, mit den reaktiven Komponenten der lokalen Navi-
gation zusammen arbeiten sollen. In diesem Zusammenspiel zwischen lokaler
und globaler Navigation spielt die Steuerungsarchitektur eine wesentliche Rolle.
Die Navigation stellt also genau eine Instanz des Problems dar, reaktive und
deliberative Methoden zu kombinieren.
Die spa¨ter vorgestellte Behavior and Utility-based Control Architecture (BU-
CA) sowie andere neuere Steuerungsarchitekturen sind unter Anderem genau
auf die Lo¨sung dieses allgemeinen Problems ausgerichtet. In der in dieser Arbeit
entwickelten Verhaltenskoordination der Steuerungsarchitektur BUCA ko¨nnen
Pra¨ferenzen der globalen Navigation in Form von Bewertungsfunktionen in die
lokale Navigation einfließen. Dazu steuern Verhalten, die Aufgaben der globalen
Navigation verfolgen, abstrakte Aktoren an, welche ihrerseits mit Verhalten der
lokalen Navigation mittels Bewertungsfunktionen konkurrieren und kooperieren
(vgl. Kapitel 5). So wird erreicht, dass die Aufgaben der lokalen und globa-
len Navigation sich in einzelnen Verhalten nicht vermischen und so leichter zu
implementieren sind.
Um ein Bild davon zu bekommen, welche reaktiven und deliberativen Verfah-
ren fu¨r die Navigation integriert werden mu¨ssen, werden im Folgenden typische
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Verfahren zur Navigation kurz vorgestellt. Dazu wird zuna¨chst auf ga¨ngige Welt-
modelle eingegangen, da diese zumeist eng mit den anwendbaren Verfahren
verknu¨pft sind.
3.2 Weltmodelle fu¨r Navigation
Weltmodelle fu¨r Navigation mobiler Roboter sind zumeist zwei-dimensionale,
geometrische oder topologische Karten. Die dritte Dimension in die Karten mit
aufzunehmen, macht das Modell fu¨r die Navigation meistens unno¨tig komplex.
Geometrische Karten lassen sich dabei grob einteilen in gerasterte und vek-
torielle Karten (siehe na¨chster Abschnitt). Die topologischen Modelle beruhen
typischerweise auf planaren Graphen (siehe Abschnitt 3.2.2).
Außer dieser Repra¨sentation der Umwelt geho¨ren aber weitere Komponenten
zu einem Weltmodell. So muss ein Verfahren existieren, mit dem der aktuelle
Zustand des Weltmodells mittels der Sensordaten aktualisiert werden kann,und
es mu¨ssen entsprechende Algorithmen zur Planung der globalen Navigation an-
wendbar sein.
3.2.1 Geometrische Weltmodelle
Unter geometrischen Weltmodellen werden hier positionsbezogene Modelle ver-
standen. Die Eigenschaften der Umwelt werden jeweils ’an’ einer bestimmten
Position bzw. mit einer Positionsangabe gespeichert, so dass sie sich in einer
zwei-dimensionalen geometrischen Karte mit euklidischen Koordinaten platzie-
ren lassen. Bei gerasterten Karten wird die Umwelt in eine Menge von Bereichen
eingeteilt - im einfachsten Fall in gleich große Quadranten (Raster) - und die Ei-
genschaften der Umwelt fu¨r jeden der Bereiche gespeichert. Ein typisches Beispiel
hierfu¨r sind Occupancy Grid-Maps. Vektorielle Karten dagegen speichern eine
Menge von Objekten jeweils mit Positionsangabe, wobei die Positionsangabe hier
nicht an ein Raster gebunden sein muss und die Objekte selbst neben anderen
Eigenschaften typischerweise auch eine geometrische Beschreibung beinhalten.
Vektorielle Karten mit geometrischen Primitiven
Als geometrische Grundformen zur Beschreibung der Umwelt werden hier Lini-
ensegmente, Kreise, Polygone oder andere geometrische Primitive benutzt.
Der Rand eines Polygons ist eine Liste von Liniensegmenten. Oft werden
insbesondere konvexe Polygone zur Modellierung von Hindernissen verwendet
(siehe z.B. [NSL99, Lat91]). Polygone eignen sich besonders in manuell erstellten
Weltmodellen kombiniert mit Off-Line-Planung. Der Nachteil dieser Methode
besteht unter Anderem darin, dass die Sensoren eines mobilen Roboters immer
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nur eine Seite eines Polygons erfassen ko¨nnen und deshalb eine dynamische
Erstellung und Pflege eines solchen Modells schwer fa¨llt.
Ein Modell mit Liniensegmenten verwenden beispielsweise Crowley [Cro89],
Gonzales [GOR94] oder Fortarezza [GOUV95]. Vandrope modelliert die Umwelt
des Roboters LiAS in [Van97] z.B. mit Liniensegmenten und kleinen Kreisen
(so genannte Cluster). Dabei werden zu jedem Element im Weltmodell auch
Varianzen gespeichert, welche die Positionsgenauigkeit der Elemente angibt. So
kann das Matching der detektierten Elemente mit Elementen im Weltmodell
probabilistisch durchgefu¨hrt werden. Das Weltmodell wird dynamisch erstellt
und aktualisiert.
Um effektive Pfadplanung durchzufu¨hren, werden diese geometrischen Kar-
ten typischerweise in planare Graphen transformiert, welche die Topologie der
Umgebung wiedergeben (T-Graph, V-Graph, Voronoi-Diagram, siehe Abschnitt
3.4.2). Hieran sieht man auch, dass topologische Karten fu¨r Planungsaufgaben
geeigneter sind.
Occupancy Grid-Maps
Occupancy Grid-Maps eignen sich nicht nur als Weltmodell, sondern sind auch
als Methode zur Sensor-Fusion bekannt.
Fu¨r die lokale Navigation ist vor allem die freie, befahrbare Fla¨che in der
Umgebung des Roboters interessant. Sind mehrere verschiedene Sensoren zum
Messen der freien Fla¨che vorhanden, so stellt sich zwangsla¨ufig die Frage nach
einer geeigneten Sensor-Fusion. Die Messungen der verschiedenen Sensoren sind
von unterschiedlichen Zeitpunkten und haben unterschiedliche Charakteristika,
was die Genauigkeit, die Reichweite und sonstige Eigenschaften betrifft. Selbst
wenn nur ein Abstandssensor benutzt wird, ist zumindest die Zusammenfassung
mehrerer zeitlich aufeinander folgender Messungen von Interesse. Ein bekannter
Ansatz zur Sensor-Fusion sind Occupancy Grid-Maps [ME85, Mor88].
Fu¨r die Erstellung einer Occupancy Grid-Map wird die lokale Umgebung des
Roboters eingeteilt in Regionen, im einfachsten Fall durch ein Raster (engl.: grid)
in Quadranten.
Die Daten der Sensoren werden zusammen gefasst, indem fu¨r jede dieser
Regionen in der Umgebung festgehalten wird, zu welchem
”
Grad“ diese besetzt
(engl.: occupied), d.h. also nicht frei befahrbar ist. Bei speziellen Occupancy
Grid-Maps entspricht dieser
”
Grad“ z.B. der Wahrscheinlichkeit, dass die gesam-
te Region frei ist. Es sind jedoch weitere Interpretationen mo¨glich, z.B. der Anteil
der besetzten Fla¨che in der Region oder die Wahrscheinlichkeit, dass sich ein sta-
tisches Hindernis in der Region befindet. Die Grid-Map wird dabei zyklisch oder
bei jeder Ankunft eines neuen Messwertes aus den Messwerten und der vorher-
gehenden Grid-Map berechnet. Werden in der Grid-Map Wahrscheinlichkeiten
bestimmt, kommt hier typischerweise die Bayes-Regel zur Anwendung.
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Je nachdem, welche spezielle Ausformung eine Grid-Map hat, eignet sie sich
als globales Weltmodell oder als Sensorfusion fu¨r sehr spezielle Aufgaben.
Eine groß ausgelegte Grid-Map, die den gesamten Einsatzbereich des Robo-
ters erfasst, kann sich z.B. als Karte zur Routenplanung eignen. Dabei sollten
dynamische Objekte in dieser Karte nicht verzeichnet sein. Die Auflo¨sung der
Grid-Map kann hier relativ grob sein, muss aber die Topologie des Terrains wider
spiegeln. Typische Planungsalgorithmen beruhen hier auf Floodingverfahren und
Gradienten-Abstiegsverfahren. Anschließend mu¨ssen die Pfade im Allgemeinen
noch gegla¨ttet werden.
Im Gegensatz dazu kann eine lokale Grid-Map z.B. zur sicheren Erkennung
von Hindernissen mittels Sensorfusion genutzt werden. Hier mu¨ssen dynamische
Objekte verzeichnet werden und die Auflo¨sung muss entsprechend feiner gewa¨hlt
werden.
Nachteile von Occupancy Grid-Maps sind der hohe Speicheraufwand und die
fehlende Abstraktion.
In Abschnitt 6.2.3 wird die Berechnung einer lokalen Grid-Map beschrieben,
welche zur nachfolgenden Re-Klassifikation von Kreuzungen verwendet wird.
3.2.2 Topologische Weltmodelle
Diese Weltmodelle geben hauptsa¨chlich die Topologie1 der Umwelt wieder. Sie
besitzen im Allgemeinen einen ho¨heren Abstraktionsgrad als geometrische Karten
und werden typischerweise als Graph mit Objekten und Beziehungen zwischen
diesen Objekten dargestellt. Im weitesten Sinne ko¨nnen manche topologische
Karten auch als geometrische Karten interpretiert werden. Auch hier ist der
U¨bergang fließend. Der ho¨here Abstraktionsgrad pra¨gt sich darin aus, dass Be-
reiche in der Umgebung zu Objekten wie Kreuzungen, Abzweigen, Ra¨umen, Kor-
ridoren o.A¨. zusammen gefasst werden und teilweise semantische Beziehungen
zu benachbarten Objekten erfasst sind. Planungsalgorithmen lassen sich dadurch
auf topologischen Weltmodellen im Allgemeinen direkter implementieren.
3.2.3 Probabilistische Weltmodelle
Da die Sensorik, auf welche alle Verfahren zur Aktualisierung eines Weltmodells
angewiesen sind, fehlerbehaftet ist, ist auch ein bestimmter Zustand immer
fehlerbehaftet. Mittels eines Fehlermodells la¨sst sich dieser Fehler des Zustands
zumindest anna¨hernd quantitativ eingrenzen. Unabha¨ngig von der Ungenauigkeit
der Sensorik kommen jedoch weitere Fehlerquellen hinzu:
Erstens sind durch die ungenaue Modellierung der Umwelt Fehlinterpretatio-
nen der Sensordaten mo¨glich. Dies kommt daher, dass sich in der Umwelt Objekte
(z.B. Personen oder andere dynamische Objekte) befinden, welche im Weltmodell
1Topologie: Lehre von der Lage u. Anordnung geometrischer Gebilde im Raum.
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nicht oder nur unzureichend modelliert werden ko¨nnen. Diese Objekte ko¨nnen
bei der Auswertung der Sensordaten mit Objekten im Weltmodell verwechselt
werden oder die Erkennung von Objekten im Weltmodell verhindern.
Zweitens kann die Umwelt z.B. von verschiedenen Positionen aus die gleichen
Sensoreindru¨cke vermitteln. Dadurch wird eine eindeutige Positionsbestimmung
und somit auch die Zuordnung der Sensordaten zum globalen Modell nur aus
den momentanen Sensordaten unmo¨glich.
Die hierdurch entstehenden Fehler des Weltmodells ko¨nnen nicht mehr als
einfache Ungenauigkeit, im Sinne von quantitativer Abweichung, ausgedru¨ckt
werden.
Da viele Aktualisierungsverfahren fu¨r Weltmodelle einen eindeutigen, zuvor
bestimmten Zustand des Modells zur Bestimmung des neuen aktuellen Zustandes
benutzen, wird in vielen nicht probabilistischen Verfahren nur der wahrschein-
lichste alte Zustand als Grundlage fu¨r die Berechnung der neuen Zusta¨nde
verwendet. Weicht dieser alte Zustand von dem echten Zustand ab, so wirkt sich
dies natu¨rlich negativ auf die Berechnung des Folgezustandes aus. Das Verfol-
gen von nur einer Hypothese, kann hier zu starken Abweichungen des internen
Zustands des Weltmodells vom reellen Zustand der Umwelt fu¨hren.
Probabilistische Weltmodelle ko¨nnen auf geometrischen oder topologischen
Weltmodellen basieren. In probabilistischen Weltmodellen wird nicht ein be-
stimmter Zustand gespeichert, sondern eine Wahrscheinlichkeitsverteilung u¨ber
alle mo¨glichen Zusta¨nde oder zumindest u¨ber einer Teilmenge der mo¨glichen
Zusta¨nde. Dadurch steigt der Aktualisierungsaufwand aber auch der Informa-
tionsgehalt. Die probabilistisch erfassten Zustandsvariablen im Weltmodell be-
treffen hier meistens nur wenige Objekte im Weltmodell. Typischerweise wird
sogar nur die Position des Roboters mit einer probabilistischen Zustandsvariablen
beschrieben. (siehe probabilistische Lokalisierungsverfahren, in Abschnitt 3.4.1).
Um die Wahrscheinlichkeitsverteilung der Zustandsvariablen aktualisieren zu
ko¨nnen, beno¨tigt man ein probabilistisches Sensor- und Aktormodell. Das Sensor-
modell beinhaltet Informationen, wie wahrscheinlich es ist, bei einem bestimmten
realen Zustand eine bestimmte Sensormessung zu erhalten.
Das Aktormodell beschreibt andererseits wie wahrscheinlich es ist, einen
bestimmten realen Folgezustand zu erreichen unter der Bedingung, dass versucht
wurde eine bestimmte Aktion auszufu¨hren.
Sensor- und Aktormodelle ko¨nnen teilweise durch statistische Versuche er-
mittelt werden. Um die Zahl der Experimente zu reduzieren, ist es wichtig zu
bestimmen, von welchen Faktoren der Ausgang der Messungen bzw. der Aktion
wesentlich abha¨ngt. Die Wahrscheinlichkeitsverteilung der Entfernungen einer
Entfernungsmessung ha¨ngt global gesehen beispielsweise mit der Position des
Sensors und der momentanen Beschaffenheit der Umgebung zusammen.
In diesem Fall la¨sst sich die Abha¨ngigkeit aber praktisch auf den Abstand des
na¨chsten Objektes in Richtung der Messung reduzieren. Fu¨r jede feste Entfer-
nung, ko¨nnte die Wahrscheinlichkeitsverteilung experimentell ermittelt werden.
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Werden die Hindernisse im Modell als statisch angenommen, so la¨sst sich die
Wahrscheinlichkeitsverteilung einer Entfernungsmessung eines Sensors also als
Funktion der Position des Roboters angeben.
So ha¨ngt also die Wahrscheinlichkeitsverteilung der Sensormessung nur von
der Entfernung zum na¨chsten Objekt ab und diese Entfernung wiederum von der
Position des Roboters.
Die Bayes-Regel ist die Grundlage zur Aktualisierung des Weltmodells. Sind
geeignete Sensor- und Aktormodelle vorhanden, so kann der probabilistische
Zustand des Weltmodells anhand der Sensor- und Aktordaten mittels der Bayes-
Regel aktualisiert werden.
Zur Aktualisierung der probabilistischen Zustandsvariablen geht man davon
aus, dass die Markov-Annahme2 gilt, d.h., die Wahrscheinlichkeitsverteilungen
der Zufallsvariablen zum Zeitpunkt t + 1 ha¨ngen nur von den aktuellen Sensor-
oder Aktordaten und den Wahrscheinlichkeitsverteilungen zum Zeitpunkt t ab.
Das bedeutet aber auch, dass vorhergehende Sensormessungen vollsta¨ndig im
momentanen probabilistischen Zustand des Weltmodells enthalten sind. Dadurch
werden die Berechnungen erheblich reduziert, denn es mu¨ssen so nur die letzten
gemessenen Daten und die letzten durchgefu¨hrten Aktionen anstatt aller bishe-
riger Daten zur Aktualisierung verrechnet werden. Aus Sensor- und Aktormodell
lassen sich so die Transitionswahrscheinlichkeiten bestimmen.
Da reale, dynamische Umgebungen jedoch diese Bedingung nicht erfu¨llen,
mu¨ssen zusa¨tzliche Techniken angewendet werden, um ein gutes Lokalisierungs-
verfahren zu erhalten. Abgesehen davon wird die Aktualisierung schon unter
diesen Annahmen sehr aufwendig, wenn die betrachteten Zustandsra¨ume groß
sind. Aus diesem Grund werden auch entsprechende Techniken zur Reduktion
des Aktualisierungsaufwandes beno¨tigt.
Kalman-Filter Kann die Wahrscheinlichkeitsverteilung einer Zustandsvaria-
blen mittels einer Normalverteilung beschrieben werden, so bietet sich die Ver-
wendung des Kalmanfilters zur Aktualisierung der Wahrscheinlichkeitsverteilung
an. Anstatt die Wahrscheinlichkeitsverteilungen Punkt fu¨r Punkt zu berechnen,
kann die neue Verteilung hier anhand der Parameter der Verteilung, Varianz und
Mittelwert berechnet werden.
Mit dem statischen, eindimensionalen Kalmanfilter [May90] lassen sich zwei
normalverteilte Zufallsvariablen X1, X2 mit den Verteilungen N(x1, σ1) und
N(x2, σ2) zu einer Zufallsvariablen X mit der Verteilung N(x, σ) zusammen
fassen. Fu¨r die Erwartungswerte x1, x2, x und die Varianzen σ1, σ2, σ gilt dabei:
2benannt nach dem russischen Statistiker Andrei A. Markov.
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Interpretiert man die erste Verteilung als apriori-Wahrscheinlichkeit und die
zweite als Ergebnis einer Messung, so gibt die zusammen gefasste Verteilung
die neue verbesserte Scha¨tzung der Verteilung wieder. Diese Eigenschaft des
Kalmanfilters wird in folgender Schreibweise der obigen Gleichungen fu¨r den
Erwartungswert deutlich:
x = x1 +K[x2 − x1] (3.3)
K =
σ21
σ21 + σ
2
2
(3.4)
Der neue Erwartungswert x nach der Messung berechnet sich aus dem alten
Erwartungswert x1 plus einen von den Varianzen abha¨ngigen Korrekturterm
K und skaliert mit dem Abstand zwischen dem alten und dem gemessenen
Erwartungswert.
Ist z.B. die Position des Roboters zu einem Startzeitpunkt bekannt, so kann
sie mit dieser Methode (in zwei-dimensionaler Variante) verfolgt werden.
Der Nachteil dieser Methode ist, dass die Wahrscheinlichkeitsverteilungen hier
nur die Form von Normalverteilungen annehmen ko¨nnen. Insbesondere haben
diese Verteilungen immer nur genau ein Maximum. Ist die zugeho¨rige Zustands-
variable z.B. die Position, so ist dies eine ernst zu nehmende Einschra¨nkung.
Befindet sich der Roboter beispielsweise in einer Umgebung mit zwei a¨hnlichen
Ra¨umen, so kann mit diesem Ansatz nicht dargestellt werden, dass es sicher ist,
dass der Roboter sich genau in der Mitte einer der beiden Ra¨ume befindet, aber
unsicher, in welchem der beiden Ra¨ume er sich befindet. Das unzureichende Mo-
dell forciert hier die Auswahl einer der beiden Hypothesen, wodurch die andere
Hypothese vo¨llig verloren geht.
Nimmt also eine die Wahrscheinlichkeitsverteilung einer Zustandsvariablen
typischerweise eine Verteilung mit mehreren lokalen Maxima an, so ist die Mo-
dellierung mit Normalverteilung und damit die Verwendung eines Kalmanfilters
offensichtlich problematisch. Deshalb mu¨ssen zur korrekten Modellierung solcher
probabilistischen Zusta¨nde entweder andere parametrisierte Verteilungen verwen-
det werden oder die Verteilung muss fu¨r alle mo¨glichen Zusta¨nde explizit betrach-
tet werden. Ein Beispiel hierfu¨r ist die spa¨ter vorgestellte Markov-Lokalisierung
(siehe Abschnitt 3.4.1, Markov-Lokalisierung).
In diesem Abschnitt wurden verschiedene Klassen von Weltmodellen kurz
vorgestellt, welche die Grundlage fu¨r die entsprechenden Navigationstechniken
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bilden. Im Folgenden werden wir auf lokale und globale Navigationstechniken
eingehen. Globale Navigationstechniken sind hierbei sta¨rker auf komplexe Welt-
modelle angewiesen, dementsprechend werden die vorgestellten Weltmodelle erst
dort wieder aufgegriffen. Lokale Navigation ist dagegen typischerweise eher sen-
sorbasiert und reaktiv.
3.3 Lokale Navigation
Unter lokaler Navigation eines autonomen, mobilen Roboters soll hier die Navi-
gation in der unmittelbaren, d.h. direkt durch Sensoren erfassbaren Umgebung
verstanden werden. Eine der Hauptaufgaben der lokalen Navigation ist die Kol-
lisionsvermeidung. Die Sensorik muss hierfu¨r mindestens Informationen liefern,
die auf die befahrbare Fla¨che schließen lassen, damit der Roboter sich sicher
bewegen kann. Insbesondere sollen auch Kollisionen mit bewegten Objekten ver-
mieden werden. Weiterhin muss die lokale Navigation den Roboter so lenken
oder es zulassen, dass der Roboter so gelenkt wird, dass die Teilziele der globalen
Navigation, die lokalen Navigationsziele, erfu¨llt werden.
3.3.1 Reaktive Kollisionsvermeidung
Die Kollisionsvermeidung soll unabha¨ngig von der momentanen Navigationsauf-
gabe des Roboters Zusammensto¨ße des Roboter mit anderen Objekten in der
Umgebung verhindern. Ausnahmen hiervon bilden Aufgabenstellungen, in denen
der Kontakt mit anderen Objekten erwu¨nscht ist, z.B. das Aufdru¨cken einer Tu¨r
oder das Schieben einer Kiste.
Reaktiv wird die Kollisionsvermeidung dann, wenn sie direkt auf gemessene
Sensordaten mit entsprechenden Ansteuerungen der Aktoren reagiert. Im Ge-
gensatz dazu ist eine Kollisionsvermeidung, welche darauf beruht, im Voraus
einen kollisionsfreien Pfad im Weltmodell zu planen und diesem anschließend zu
folgen, nicht reaktiv. Schnell auftauchende Hindernisse stellen bei nicht reaktiven
Ansa¨tzen im Allgemeinen ein Problem dar, weil diese erst in das Weltmodell
eingearbeitet werden mu¨ssen und ein neuer Pfad geplant werden muss, damit der
Roboter darauf reagiert.
Am Beispiel der Kollisionsvermeidung wird die Notwendigkeit, verschiedene
Aufgaben gleichzeitig zu verfolgen, deutlich. Soll der Roboter einerseits ein
bestimmtes Ziel anfahren und andererseits reaktiv Kollisionen vermeiden, so
sind dies zwei parallel laufende Prozesse, welche beide Zugriff auf die Aktoren
beno¨tigen.
Hat die Kollisionsvermeidung fast alleinige Kontrolle u¨ber den Roboter, so
bieten sich fu¨r kollisionsfreies Herumfahren recht einfache reaktive Lo¨sungen an.
Beispielsweise stellt Braitenberg [Bra84] ein Fahrzeug vor, welches zwei parallele
Antriebsra¨der und zwei Abstandssensoren besitzt. Die Abstandssensoren sind
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rechts und links montiert und messen in Fahrtrichtung. Verknu¨pft man die
Messwerte der Sensoren mit der Ansteuerung der Geschwindigkeit der Ra¨der in
bestimmter Weise, so wird eine einfache Kollisionsvermeidung erreicht. In anderen
Konfigurationen kann dieses Braitenberg Vehicle z.B. auch einer Lichtquelle
folgen.
Dieser einfache Ansatz zur Realisierung einer Kollisionsvermeidung lenkt das
Fahrzeug zwar tendenziell immer von den Hindernissen weg, vermeidet jedoch
nicht sicher Kollisionen, denn es wird nicht explizit u¨berpru¨ft, ob die gewa¨hlte
Aktion eine Kollision verursachen ko¨nnte, sondern es wird nur eine Aktion
gewa¨hlt, die tendenziell am Hindernis vorbeifu¨hrt.
A¨hnlich, aber schon etwas differenzierter, agieren Ansa¨tze mittels Fuzzy-Lo-
gik. Hier werden verschiedene grundlegende Situationen mit Hilfe von Fuzzy-
Regeln behandelt. Ist in der Mitte ein Hindernis, rechts aber keines, so wird
nach rechts gesteuert. Ist rechts zusa¨tzlich ein Hindernis, so wird nach links
ausgewichen usw. Je na¨her das Hindernis, desto scha¨rfer die Ausweich- oder
Bremsreaktion. Auch hier ist ein Nachweis, dass nach Mo¨glichkeiten der Sensorik
und Aktorik alle Kollisionen vermieden werden, meist schwierig.
In den obigen Ansa¨tzen u¨bernimmt die Kollisionsvermeidung praktisch die
gesamte Kontrolle des Fahrzeugs. Die Ansa¨tze sind meistens so ausgelegt, dass
der Roboter sich mo¨glichst schnell und ohne viele Kursa¨nderungen kollisionsfrei
bewegt. Zielorientiertes Fahren kann erst durch Modifikation oder Erweiterung
einer solchen Kollisionsvermeidung erreicht werden. Hier ergibt sich das allgemei-
ne Problem der sich u¨berlagernden Verhalten, welches noch ausfu¨hrlich in den
na¨chsten Kapiteln behandelt werden wird.
Einige Arbeiten betrachten hier nur speziell die U¨berlagerung der Kollisions-
vermeidung mit einem zielorientierten Verhalten und nicht die U¨berlagerung von
Verhalten im Allgemeinen. Dazu geho¨rt z.B. der
”
Dynamic Window Approach“
[FBT97], in dem zusa¨tzlich die kinematischen Eigenschaften des Roboters beru¨ck-
sichtigt werden. Dazu geho¨rt z.B., dass der Roboter nicht ohne Verzo¨gerung jede
beliebige Soll-Geschwindigkeit realisieren kann und fu¨r Kurvenfahrten bestimmte
Maximalgeschwindigkeiten gelten.
Im Dynamic Window Approach wird eine Bewertungsfunktion berechnet,
welche verschiedenen Kurse, sprich Geschwindigkeiten und Kurvenradien, nach
drei verschiedenen Kriterien bewertet. Das erste Kriterium erfasst, wie weit der
Roboter den gewa¨hlten Kurs nach momentanen Sensorinformationen kollisions-
frei befahren kann. Das zweite Kriterium bewertet die Kurse um so besser, je
schneller und na¨her sie zum Zielpunkt fu¨hren. Das dritte Kriterium ist schließ-
lich ein
”
K.O.-Kriterium“ und eliminiert alle Kurse, welche nach kinematischen
Gesichtspunkten nicht realisierbar sind. Aus der Menge der mo¨glichen Kurse
wird schließlich der Kurs mit bester Bewertung ausgewa¨hlt. Dieser Ansatz ist
unserem Ansatz zur U¨berlagerung von Verhalten a¨hnlich, ist jedoch nicht direkt
auf andere Verhalten als Kollisionsvermeidung und Zielfahrt u¨bertragbar.
Durch die Verwendung von Bewertungsfunktionen in BUCA kann ein Verhal-
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ten fu¨r Kollisionsvermeidung wirklich als
”
vermeidendes“, sprich als Verhalten,
welches bestimmte Aktionen unterdru¨ckt, implementiert werden. Hierzu gilt es
lediglich festzustellen, welche Aktionen wahrscheinlich zu einer Kollision fu¨hren
werden und diese in der berechneten Bewertungsfunktion entsprechend schlecht
zu bewerten und damit zu unterdru¨cken. Weitere Strategien zum Ausweichen
sind hier zuna¨chst nicht no¨tig, da es nur um die Vermeidung von Kollisionen
geht. Hat kein anderes Verhalten ho¨here Priorita¨t als die Kollisionsvermeidung,
so ist gesichert, dass keine Aktion durchgefu¨hrt wird, welche die Kollisionsver-
meidung als gefa¨hrlich erkannt hat. Das Verhalten ist vo¨llig passiv. Ist nur die
Kollisionsvermeidung auf dem Roboter aktiv, so tut der Roboter das, was im
Sinne der Kollisionsvermeidung am effektivsten und sichersten ist: Er steht still.
Diese aufgabenorientierte, fokussierte Sichtweise erleichtert die Auswertung
der Sensoren und die Implementierung des Verhaltens erheblich. Die Pflege eines
Weltmodells entfa¨llt hier praktisch, denn alle wichtigen Daten ko¨nnen direkt von
den Sensoren bezogen werden. Die Welt selber ist ihr bestes Modell. Siehe dazu
auch die Beschreibung des Verhaltens ’Avoid’ in Abschnitt 6.2.1. Um zielorien-
tiertes aktives Fahren zu ermo¨glichen, werden auf der gleichen Hierarchieebene
abstrakte Aktoren realisiert, welche die Einflussnahme zielorientierter Verhalten
ermo¨glichen.
3.3.2 Lokale Navigation eines nicht holonomischen Robo-
ters
Die Forschungsplattform ARS hat eine rechteckige Grundform und besitzt einen
typischen Kettenantrieb, wird also durch zwei parallel laufende Ketten angetrie-
ben. Der Roboter kann dadurch z.B. auf der Stelle drehen, indem die Ketten
gegenla¨ufig angesteuert werden. Dadurch ist er grundsa¨tzlich fa¨hig, sich in eine
beliebige Fahrtrichtung auszurichten.
Da jedoch Hindernisse in der Umgebung des Roboters sein ko¨nnen, mu¨ssen
wichtige Einschra¨nkungen bedacht werden. Hindernisse blockieren na¨mlich offen-
sichtlich nicht nur Vorwa¨rts- und Ru¨ckwa¨rtsbewegungen des Roboters, sondern
auch Drehungen, da das Heck und der Bug des Roboters beim Drehen ausschwen-
ken. So wird beispielsweise eine Rechtsdrehung durch ein Hindernis hinten links
am Roboter blockiert. Kollisionen dieser Art werden vom Verhalten ’Avoid’
erkannt und verhindert.
Die Bewegungsgleichungen sind durch diese Eigenschaften nicht mehr holo-
nomisch. Praktisch bedeutet dies, dass der Roboter bei der Bewegungsplanung
nicht als Punkt angenommen werden kann, welcher in Lage ist, sich spontan in
jede Richtung zu bewegen.
Viele Arbeiten zur Steuerung von nicht-holonomischen mobilen Robotern
bescha¨ftigen sich mit
”
automobil-a¨hnlichen“ Fahrwerken, d.h., es existieren vier
Ra¨der, von denen zwei wie bei einem normalen Auto gelenkt werden ko¨nnen.
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Der Lenkeinschlag wird dabei normalerweise beschra¨nkt. Die Frage ist nun, wie
ein solches Vehikel Zielpunkte anfahren und Pfade verfolgen kann. In vielen
Arbeiten wird hier von einer hindernisfreien Umgebung ausgegangen, da schon
die optimale Steuerung eines solchen Vehikels im freien Raum genu¨gend Probleme
aufwirft. Der Anwendung solcher Verfahren geht dann in der Praxis eine Planung
mit holonomischen Annahmen voraus, in der zuna¨chst der grobe Pfad ohne
Beru¨cksichtigung der nicht-holonomischen Eigenschaften der Plattform geplant
wird. Dieser wird dann entweder in Form von via-Punkten oder als geometrischer
Pfad als Vorgabe an die nicht-holonomische Steuerung weitergegeben.
Insbesondere aus dem Gebiet der Industrie-Robotik, die sich vornehmlich mit
stationa¨ren, mehrachsigen Robotern bescha¨ftigt, stammen Verfahren zur Pfad-
planung im Konfigurationsraum, welche jedoch von einer geometrisch pra¨zisen
Modellierung der Umwelt ausgehen. Die Form und Position der Hindernisse wird
hier bereits vor der Planung als bekannt vorausgesetzt.
Diese Voraussetzungen treffen auf dem Gebiet der mobilen Robotik in Umge-
bungen, wie sie hier betrachtet werden, nicht zu. Hindernisse sind im Allgemeinen
nicht im Voraus bekannt und ko¨nnen nur durch unsichere, ungenaue Sensorik er-
fasst werden. Außerdem ko¨nnen Hindernisse sich bewegen und auch die Position
des Roboters muss durch Sensorik bestimmt werden. Gerade wenn der Roboter
sich in unmittelbarer Na¨he von Hindernissen bewegt, mu¨ssen sehr pessimistische
Annahmen u¨ber den aktuellen Ort von Hindernissen zugrunde gelegt werden.
Das heißt insbesondere, dass man sich hier nicht auf ein zuvor festgelegtes Welt-
modell verlassen kann. Zudem sind die meisten Verfahren, welche Planungen
im Konfigurationsraum durchfu¨hren, sehr rechenaufwendig und deshalb nicht
echtzeitfa¨hig, zumal in dynamischen Umgebungen ha¨ufige Neuplanungen no¨tig
wa¨ren.
Dennoch musste fu¨r den Roboter ARS eine praktikable Lo¨sung gefunden
werden. Das Verhalten ’Avoid’ verhindert zwar Kollisionen, stellt aber keine
Strategie zur lokalen nicht-holonomischen Navigation zur Verfu¨gung. Dies ist je-
doch dringend no¨tig, da der Roboter ansonsten in engen Umgebungen nicht fa¨hig
ist, sich effektiv zu bewegen und sich im schlechtesten Fall trotz ausreichendem
Platz fu¨r Rangierbewegungen festfa¨hrt. Mathematisch gesehen befindet sich der
Roboter dann in einem lokalen Minimum im Konfigurationsraum.
Die nicht-holonomische Navigation ist im Verhalten ’Cruise’ (Abschnitt 6.2.2)
integriert und beruht auf einfachen, reaktiven Komponenten. ’Cruise’ hat als
Verhalten die Aufgabe, den Roboter grob in eine bestimmte Richtung zu steuern
und dabei die nicht-holonomischen Eigenschaften des Roboters sozusagen zu
verbergen.
Die erste Komponente stu¨tzt sich auf das spa¨ter vorgestellte Konzept von
Bewertungsfunktionen und sorgt dafu¨r, dass stets beide mo¨glichen Drehrichtun-
gen unterstu¨tzt werden. Im Zusammenspiel mit ’Avoid’ wa¨hlt der Roboter so
automatisch die alternative Drehrichtung, falls die sta¨rker pra¨ferierte Drehung
vom Verhalten ’Avoid’ blockiert wird.
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Die zweite Komponente der nicht-holonomischen Navigation ist ein einfaches
Verhaltensmuster, welches in bestimmten Situationen angwendet wird. Das Ver-
haltensmuster ist eine typische Rangierbewegung, wie sie jeder Autofahrer beim
Ausparken aus einer engen Parklu¨cke durchfu¨hrt. Der Roboter bewegt sich durch
jede Rangierbewegung ein Stu¨ck seitwa¨rts. Dadurch kann Abstand zu engstehen-
den Hindernissen gewonnen werden, um mehr Bewegungsfreiheit zu gewinnen
und zum Beispiel eine Drehung auf der Stelle kollisionsfrei durchzufu¨hren. Die-
ses Verhaltensmuster wird dementsprechend dann aktiviert, wenn erwu¨nschte
Drehungen durch eng stehende Hindernisse blockiert sind.
Um schließlich auch in sehr engen Situationen letzte Rangiermo¨glichkeiten zu
nutzen, werden von ’Cruise’ beliebige Bewegungen erzwungen, falls alle zielgerich-
teten Bewegungen durch Hindernisse blockiert sind (siehe auch Abschnitt 6.2.2).
3.4 Globale Navigation
Die globale Navigation hat die Aufgabe, das globale Navigationsziel zu ver-
folgen und dabei bekannte lokale Sackgassen und Umwege zu vermeiden. Hier
wird hauptsa¨chlich die grobe Topologie des Einsatzgebietes betrachtet. Dyna-
mische Objekte sind erst dann von Interesse, wenn sie la¨ngerfristig Durchga¨nge
versperren und somit die Topologie vera¨ndern. Ein Navigationsziel kann hier
entweder das Erreichen eines Zielortes oder auch eine andere Aufgabe sein, z.B.
das regelma¨ßige Befahren einiger oder aller Regionen des Gebietes. Die globale
Navigation beno¨tigt hierzu ein globales Weltmodell und planerische Fa¨higkeiten.
Alle Navigationsverfahren beruhen im Prinzip auf Lokalisierung und Pfadpla-
nung. Dabei wird Lokalisierung hier jedoch ausdru¨cklich nicht nur geometrisch
verstanden. Allgemeiner ausgedru¨ckt ist die Lokalisierung ein Teil der Aktuali-
sierung des Zustandes im Weltmodell: Die Zustandsvariable, welche die Position
des Roboters repra¨sentiert, wird bestimmt bzw. aktualisiert.
Mit Kenntnis des Zustandes ko¨nnen Planungsalgorithmen einen entsprechen-
den Pfad planen, der den Roboter nach dem Weltmodell und dem aktuellen
Kenntnisstand zum
”
Zielort x“ fu¨hrt. Je nach Weltmodell hat die gelieferte
Positionsinformation eine andere Beschaffenheit und fu¨hrt zu verschiedenen
Planungsalgorithmen. Geometrische Weltmodelle liefern Positionen der Form
(x, y, φ). Eine entsprechende geometrische Pfadplanung plant Pfade z.B. in Form
von Wegpunkten oder zweidimensionalen Kurven. Liegt ein topologisches Welt-
modell zu Grunde, so wird der Pfad auf einem topologischen Graphen geplant.
Wird ein probabilistisches Weltmodell zu Grunde gelegt, so liefert die Lo-
kalisierung eine Wahrscheinlichkeitsverteilung der Position des Roboters, was in
entsprechenden probabilistischen Planungsalgorithmen mu¨ndet. Dabei kann die
Grundlage des probabilistischen Weltmodells wiederum entweder geometrisch
oder topologisch orientiert sein.
Die Idee liegt nahe verschiedene Weltmodelle fu¨r Lokalisierung und Pla-
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nung zu verwenden. So eignen sich geometrische Weltmodelle im Allgemeinen
besser zur Lokalisierung und topologische besser zur Planung. Probleme treten
hier jedoch, wie so oft, bei der Konvertierung der Informationen zwischen den
verschiedenen Weltmodellen auf. Wa¨hrend die Umsetzung von geometrischer In-
formation in topologische Information, sprich vom Weltmodell der Lokalisierung
zum Weltmodell der Planung, meistens noch gelingt, so fa¨llt der umgekehrte Weg
meistens schwer. Da jedoch nach der Planung die Aktionen im lokalen Kontext
umgesetzt werden mu¨ssen, muss der konkrete geometrische Bezug zur Umgebung
wieder hergestellt werden.
3.4.1 Lokalisierungsverfahren
Die lokale Navigation, die fast ausschließlich auf Sensor-Daten beruht, verwendet
kein globales Weltmodell. Die globale Navigation beno¨tigt jedoch ein globales
Weltmodell, um global planen zu ko¨nnen. Lokalisierungsverfahren bilden im Prin-
zip die Bru¨cke zwischen lokaler und globaler Navigation. Die Lokalisierung schafft
den Zusammenhang zwischen den aktuellen Sensordaten und dem Weltmodell
in der Art, dass den aktuellen Sensordaten Objekte im Weltmodell zugeordnet
werden ko¨nnen. Aus den Sensordaten wird auf einen Zustand im Weltmodell
geschlossen. Dieser Zustand wird in geometrischen Weltmodellen hauptsa¨chlich
durch die Position und Orientierung des Roboters in demselben beschrieben. Die
Lokalisierung wird dann zur Positionsbestimmung.
Es sind jedoch auch andere Zustandsbeschreibungen mo¨glich, die z.B. nur
einen relativen Bezug zwischen dem Roboter und einem Objekt im Weltmo-
dell herstellen, beispielsweise die Aussage, der Roboter befinde sich in einem
bestimmten Gang oder Raum, oder rechts vom Roboter befinde sich eine be-
stimmte Wand. Durch Kenntnis des Zustandes ko¨nnen Aktionen im Weltmodell
geplant werden und an die lokale Navigation weitergegeben werden.
Dabei ist es wichtig, dass die Anweisungen an die lokale Navigation relativ
zur aktuellen Position sind oder sich auf aktuelle Sensordaten beziehen, so dass
die lokale Navigation die Absicht der globalen Navigation verfolgen kann, ohne
sich dabei direkt auf das Weltmodell zu beziehen.
In
”
Where am I“ [BFE94] gibt Borenstein einen detaillierten U¨berblick
u¨ber Lokalisierungsverfahren. Im Folgenden werden einige wichtige Konzepte
herausgestellt.
Dead-Reckoning
In Abschnitt 2.3.3 wurden bereits Sensoren fu¨r Dead-Reckoning vorgestellt. Die
internen Sensoren messen kleine Positionsvera¨nderungen des Roboters, welche
zur Bestimmung der Position aufsummiert werden. Da alle Sensoren fehlerbe-
haftet sind und die Werte kontinuierlich summiert werden, wa¨chst der Fehler
der bestimmten Position unbeschra¨nkt mit der Zeit. Um den Positionsfehler
46 KAPITEL 3. NAVIGATION
bzgl. eines globalen Weltmodells u¨ber la¨ngere Zeit klein zu halten, muss mit
Hilfe von externen Sensoren ein geometrischer Bezug zur Umwelt hergestellt
werden, welcher im Weltmodell verifiziert werden kann. Dies wird im Folgenden
beispielsweise durch Landmarken erreicht.
Dennoch ist Dead-Reckoning ein a¨ußerst wichtiger Teil der globalen Po-
sitionsbestimmung. Ist die Position des Roboters ungefa¨hr bekannt, so kann
mit Dead-Reckoning Verfahren die Folgeposition relativ genau bestimmt wer-
den. Selbst wenn die Position nicht bekannt ist, bietet erst Dead-Reckoning die
Mo¨glichkeit, zeitlich aufeinander folgende Sensoreindru¨cke wa¨hrend der Fahrt
pra¨zise in Beziehung zu setzen. Wendet man nun ein Lokalisierungsverfahren an,
welches externe Sensoren benutzt, um die Position bzgl. der Umwelt zu ermitteln,
so ist die Information daru¨ber, welche Positionsa¨nderung der Roboter ungefa¨hr
vollzogen hat, extrem wertvoll. Dadurch wird die Menge der mo¨glichen Interpre-
tationen der Sensordaten na¨mlich wirkungsvoll eingeschra¨nkt. Dead-Reckoning
bildet also die Grundlage fu¨r die anderen, globalen Lokalisierungsverfahren.
Lokalisierung mittels Landmarken
Bei der Lokalisierung mit Landmarken werden natu¨rliche oder ku¨nstliche Land-
marken in der Umgebung verwendet, deren Position im globalen Weltmodell
bekannt ist. Ein globales Weltmodell kann in diesem Zusammenhang z.B. ein
Graph oder eine geometrische Karte sein. Positionen ko¨nnen deshalb auch je
nach Weltmodell anders aufgefasst werden. Zu einigen dieser Landmarken wird
durch ein entsprechendes Verfahren die relative Position des Roboters bestimmt,
welche, verknu¨pft mit der globalen Position der Landmarken, auf die globale Po-
sition des Roboters im Weltmodell schließen la¨sst. Unter ku¨nstlichen Landmarken
werden hier Landmarken verstanden, die zusa¨tzlich zur normalen Infrastruktur
in der Einsatzumgebung des Roboters platziert werden, um so die Lokalisierung
zu erleichtern. Natu¨rliche Landmarken sind Objekte oder Merkmale, die in ei-
ner typischen Einsatzumgebung des Roboters bereits vorhanden sind, und deren
Position im Weltmodell verzeichnet wurde.
Um Landmarken zur Lokalisierung nutzen zu ko¨nnen, mu¨ssen verschiedene
Bedingungen erfu¨llt sein. Erstens mu¨ssen die Landmarken mittels der erfassten
Daten der Sensoren des Roboters erkennbar sein. Zweitens muss der Roboter auf
Grund der Sensordaten auf einen relativen Positionsbezug zu den Landmarken
schließen ko¨nnen. Dies kann z.B. die Entfernung zur Landmarke, ein Winkel,
eine Entfernungsdifferenz zwischen zwei Landmarken, ein Bereich, in dem die
Landmarke u¨berhaupt detektiert werden kann, oder A¨hnliches sein. Weiterhin
ko¨nnen natu¨rlich auch mehrere dieser Informationen vorhanden sein. Je nach
Information und Anzahl der detektierten Landmarken la¨sst sich dann die relative
Position zu den Landmarken mehr oder weniger genau bestimmen. Drittens muss
aus dieser relativen Position ein Bezug des Roboters zum globalen Weltmodell
hergestellt werden ko¨nnen, d.h. die Zustandsvariable fu¨r die Position des Roboters
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muss anhand des Bezuges aktualisiert werden ko¨nnen. Dazu wird die Information
u¨ber die Landmarken im Weltmodell beno¨tigt. Durch diese drei Schritte wird der
Bezug von den aktuellen Sensordaten zum Weltmodell hergestellt.
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Abbildung 3.1: Lokalisierung durch Landmarken. Durch Erfassung und Erken-
nung der Landmarke kann ein Bezug des realen Roboters zur realen Landmarke
in einen Bezug des Roboters zur Landmarke im Weltmodell umgesetzt werden.
Natu¨rliche Landmarken Natu¨rliche Landmarken werden prinzipiell nach den
genannten Kriterien ausgewa¨hlt, d.h. sie mu¨ssen gut zu erkennen sein, es muss
ein Positionsbezug zu ihnen hergestellt werden ko¨nnen und ihre Position im
globalen Weltmodell muss bekannt sein. Dabei stellt das erste Kriterium im
Allgemeinen bei natu¨rlichen Landmarken das gro¨ßte Problem dar. Insbesondere
die Verwechslung verschiedener, aber a¨hnlicher Landmarken stellt ein Problem
dar.
Jede natu¨rliche Landmarke hat bestimmte Eigenschaften, welche sie von der
restlichen Umwelt unterscheiden, und bestimmte Merkmale, welche als Unter-
scheidungskriterien zwischen verschiedenen Landmarken dienen. Als Landmarken
werden z.B. Sa¨ulen, Tu¨rrahmen oder die Deckenbeleuchtung genutzt. Merkmale
sind beispielsweise bestimmte Maße wie Durchmesser oder La¨nge von Teilen der
Landmarke. Dabei ist es wichtig, dass die Landmarken und deren Merkmale weit-
gehend unabha¨ngig von Blickwinkel und Entfernung erkannt werden ko¨nnen. Um
die Verwechslung verschiedener Landmarken zu verhindern, mu¨ssen fu¨r die Er-
kennung der Landmarken Sensoren gewa¨hlt werden, welche genu¨gend Daten fu¨r
Unterscheidungskriterien liefern. Hier eignet sich beispielsweise eine Kamera oder
eine Kombination von mehreren Sensoren. Als weiteres Unterscheidungsmerkmal
ko¨nnen topologische Zusammenha¨nge zwischen den Landmarken dienen, z.B.,
welche Landmarken benachbart sind.
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Ku¨nstliche Landmarken Als ku¨nstliche Landmarken werden typischer Weise
Objekte benutzt, die die Detektion und die Bestimmung der relativen Position
auf einfache Art ermo¨glichen, um so die Probleme mit natu¨rlichen Landmarken zu
umgehen. Ku¨nstliche Landmarken werden in der Einsatzumgebung des Roboters
platziert und ins Weltmodell eingetragen. Solche Landmarken lassen sich in
aktive und passive Landmarken einteilen.
Aktive ku¨nstliche Landmarken werden auch Baken genannt. Zur Informa-
tionsu¨bertragung werden verschiedene Frequenzen von Schall (z.B. Ultraschall)
oder elektromagetischen Wellen (z.B. Radar, Infrarot, Laser) sowie magnetische
Felder genutzt. In [Kub97] werden z.B. US-Baken und IR-Baken vorgestellt. Auch
das Navstar Global Positioning System (GPS) (siehe z.B. [BFE94], Abschnitt
3.2) arbeitet in diesem Sinne mit aktiven ku¨nstlichen Landmarken, die in diesem
Fall die Satelliten sind.
Passive ku¨nstliche Landmarken senden von sich aus keine Signale aus und ver-
arbeiten keine Informationen. Beispiel hierfu¨r sind visuelle Landmarken, welche
ein bestimmtes Erscheinungsbild haben, das ihre Detektion (z.B. grelle seltene
Farben, bestimmte Muster) und die Bestimmung der relativen Position erleich-
tert (feste Gro¨ße bestimmter Elemente der Landmarke, bestimmtes Muster).
Zur Identifizierung von Landmarken werden diese beispielsweise mit Barcodes
versehen. Weitere Beispiele sind Magnetpillen und Induktionsschleifen.
In unserem Projekt werden so genannte RFID-Karten als Landmarken be-
nutzt, welche eindeutig identifiziert werden ko¨nnen, jedoch nur eine grobe relative
Positionsbestimmung zulassen. Die RFID-Karten werden hierbei an topologisch
wichtigen Punkten platziert, so dass eine grobe Positionsinformation ausreicht
um anhand der Sensordaten die topologisch wichtigen Merkmale zu extrahie-
ren. Dazu geho¨rt z.B. die Erkennung eines bestimmten Abzweiges (siehe auch
Abschnitt 3.4.5).
Probabilistische Lokalisierungsverfahren
Probabilistische Lokalisierungsverfahren arbeiten mit probabilistischen Weltmo-
dellen und benutzen die Bayes-Regel, um den Zustand des Weltmodells und
insbesondere die Positionsvariable mittels Sensordaten zu aktualisieren. Bei der
Markov-Lokalisierung ist das Weltmodell geometrisch gewa¨hlt. Koenig und Sim-
mons [KS97] benutzen ein abstrakteres, topologisches Modell. Diese topologisch-
probabilistischen Lokalisierungsverfahren werden im Abschnitt 3.4.4 im Zusam-
menhang mit den entsprechenden probabilistischen Navigationsverfahren noch
na¨her vorgestellt.
Markov-Lokalisierung Bei der Markov-Lokalisierung [Fox98] wird die Men-
ge der Positionen in der gesamten Einsatzumgebung des Roboters diskretisiert.
Sei [0..xL] × [0..yL] die rechteckige Einsatzumgebung in kartesischen Koordina-
ten, dann wird die Menge der mo¨glichen Positionen des Roboters inklusive der
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Orientierung φ z.B. wie folgt definiert:
Ω = {x1, . . . , xn} × {y1, . . . , ym} × {φ1, . . . , φk} (3.5)
mit
xi =
i
n
xL, yi =
i
m
yL, φi =
i
k
2pi. (3.6)
Die Werte n,m und k werden in der Praxis so gewa¨hlt, dass ein Quadrant
[xi . . . xi+1]× [xi . . . xi+1] etwa die Gro¨ße 15×15 cm
2 besitzt. Die Winkelauflo¨sung
wird zu ca. 2◦ gewa¨hlt, also k = 180. Bei einer Einsatzumgebung der Gro¨ße
30× 30m2 ergibt sich damit eine Menge von 7.200.000 mo¨glichen Positionen.
Fu¨r jede dieser diskreten Positionen wird fortlaufend die Wahrscheinlich-
keit, dass der Roboter sich dort befindet, berechnet und gespeichert. Jedoch
nur im Prinzip, denn durch entsprechende Techniken und die Beschra¨nkung auf
die Berechnung wahrscheinlicherer Positionen, kann diese Zahl drastisch redu-
ziert werden. Dies lohnt sich besonders, wenn die Position des Roboters bereits
einigermaßen gut bekannt ist. Erst dadurch wird dieses aufwendige Verfahren
praktikabel. Verteilungen mit mehreren lokalen Maxima ko¨nnen so dargestellt
werden. Das Verfahren ist auch zur globalen Lokalisierung ohne Vorwissen u¨ber
die Position des Roboters geeignet.
In den Sensormodellen ist die Struktur der Umgebung eingearbeitet. So
beinhaltet das Sensormodell fu¨r einen Laserscanner beispielsweise eine Karte mit
Objekten, welche vom Laser erfasst werden. Dabei werden nur statische Objekte
in der Karte verzeichnet. Die Karte setzt sich aus Rechtecken und Kreisen
zusammen. Anhand dieser Karte ko¨nnen fu¨r jede Position des Scanners bzw. jede
Position des Roboters die erwarteten Entfernungen berechnet werden. Daraus
wiederum la¨sst sich die Wahrscheinlichkeit bestimmen, dass der Scanner einen
bestimmten Scan misst. Da Objekte, welche nicht in der Karte verzeichnet sind,
stets zu ku¨rzeren Messungen fu¨hren, werden Messungen, welche deutlich kleiner
als erwartet ausfallen, durch den so genannten Distance-Filter herausgefiltert,
d.h. nicht bei der Positionsbestimmung beru¨cksichtigt.
Im Rahmen dieser Arbeit wurde dieses Verfahren auch auf die mobile Platt-
form ARS portiert. Das Verfahren lief auf dieser Plattform nicht so zuverla¨ssig
wie auf dem B21, wo es urspru¨nglich implementiert wurde. Dies ist wahrscheinlich
auf die ungenauere Odometrie des Roboters ARS zuru¨ckzufu¨hren, bei welchem
durch den Kettenantrieb bei Kurvenfahrten unvermeidlich starker Schlupf an den
Ketten auftritt.
Die Markov-Lokalisierung eignet sich nicht zur Planung mit probabilistischen
Verfahren, wie sie in Abschnitt 3.4.4 vorgestellt werden, da der Zustandsraum hier
zu groß ist. Dennoch kann man die Wahrscheinlichkeitsverteilung der Position
nutzen, um die Navigation an die aktuelle Unsicherheit der Position anzupassen.
Abschnitt 3.4.4 wird darauf nochmals zuru¨ckkommen. Außerdem wird dort ein
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weiteres Verfahren zur probabilistischen Lokalisierung vorgestellt, welches ab-
straktere Zusta¨nde betrachtet und besser fu¨r probabilistische Planung geeignet
ist.
3.4.2 Geometrische Navigationsverfahren
Geometrische Navigationsverfahren sind typischerweise in zwei Phasen zerlegt:
Planung und Ausfu¨hrung. Die Verfahren zur Planung und zur Ausfu¨hrung be-
ruhen darauf, dass die geometrische Position des Roboters (etwa in der Form
(x, y, φ) mit Koordinaten und Orientierung) und die Geometrie der befahrbaren
Fla¨che F bekannt sind. Ein entsprechendes Verfahren zur Pfadplanung kann
so aus der Ist-Position einen genauen geometrischen Pfad zum Erreichen der
Zielposition berechnen.
Die Art des Planungsverfahrens ha¨ngt dabei unter Anderem auch wesentlich
vom verwendeten Weltmodell ab, wobei bei geometrischen Navigationsverfahren
auch ein geometrisches Weltmodell zugrunde liegt. Man unterscheidet zwischen
holonomischer und nicht-holonomischer Planung.
Bei holonomischer Planung wird der Roboter als Punkt angenommen, der
sich frei und kontinuierlich in jede Richtung bewegen kann, solange dort kein
Hindernis ist. Die Hindernisse in der Karte werden entsprechend der Gro¨ße des
Roboters vergro¨ßert.
Bei der nicht-holonomischen Planung werden zusa¨tzliche nicht-holonomische
Eigenschaften des Fahrwerks beru¨cksichtigt, wie z.B. ein begrenzter Wenderadius.
Außerdem sto¨ßt man auf das sogenannte Piano Mover’s Problem, falls der Ro-
boter keine runde Grundform besitzt. Bei dem Piano Mover’s Problem wird ein
2-dimensionales Objekt von einer Startkonfiguration (x, y, φ) nach Mo¨glichkeit
in eine Zielkonfiguration gebracht, ohne dabei mit Hindernissen zu kollidieren.
Die Planung kann hier auf eine Pfadplanung im ho¨herdimensionalen Konfigurati-
onsraum zuru¨ckgefu¨hrt werden, indem die Orientierung des Roboters als weitere
Dimension betrachtet wird. Dazu muss auch die freie Fla¨che F im Konfigurati-
onsraum berechnet werden und kann dort schnell komplexe Formen annehmen.
So wird das Piano Mover’s Problem schnell sehr komplex, selbst wenn die Be-
schaffenheit der Umwelt im Voraus genau bekannt ist.
Deshalb wird die geometrische Planung fu¨r nicht-holonomische Roboter u¨bli-
cherweise zweistufig durchgefu¨hrt. Zuna¨chst wird ein mo¨glicher holonomischer
Pfad mit zusa¨tzlicher Toleranz gesucht, welcher dann durch nicht-holonomische
Verfahren unter Nutzung der verbleibenden Toleranz verfeinert wird. Dieser
Ansatz findet teilweise sogar die ku¨rzesten Pfade.
Die meisten geometrischen Pfadplanungsverfahren reduzieren das Problem
der Pfadplanung im kontinuierlichen Raum auf ein Problem auf einem planaren
Graphen mit geometrischen Informationen. Dabei entsprechen Knoten entweder
bestimmten Positionen oder bestimmten Regionen. Kanten sind Verbindungs-
wege zwischen diesen Positionen bzw. Regionen. Der Graph sollte zumindest so
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detailliert sein, dass jede Position im Raum von mindestens einem Punkt des
Graphen aus einfach erreichbar ist. Der Graph spiegelt also die Topologie der
freien Fla¨che wieder. Die Umwandlung der mehrdimensionalen Navigationsauf-
gabe in einen Graphen sollte nach Mo¨glichkeit die optimale oder zumindest eine
effektive Lo¨sung der Navigationsaufgabe enthalten.
Die Qualita¨t des resultierenden Graphen kann nach zwei Kriterien beurteilt
werden: erstens, wie stark das Ausgangsproblem reduziert wird, und zweitens,
wie gut die enthaltenen Lo¨sungen sind. Je sta¨rker das Problem reduziert wird,
desto leichter und effektiver kann die optimale Lo¨sung des reduzierten Problems
innerhalb des Graphen gefunden werden. Diese stimmt jedoch i.A. nicht mit
der optimalen Lo¨sung des Ausgangsproblems u¨berein. Deshalb ist es außerdem
wichtig, dass mo¨glichst gute Lo¨sungen im reduzierten Problem enthalten sind.
Diese beiden Kriterien sind offensichtlich gegensa¨tzlicher Natur, denn je
sta¨rker vom Ausgangsproblem abstrahiert wird, desto wahrscheinlicher gehen
auch einige gute Lo¨sungen dadurch verloren. Es gibt viele Arten zur Transfor-
mation der freien Fla¨che in einen Graphen. Im Folgenden seien exemplarisch nur
einige bekannte vorgestellt:
Abbildung 3.2: Der Visibility-Graph fu¨r ein einfaches Szenario. Die dicke Linie
markiert den ku¨rzesten Weg vom Startpunkt zum Zielpunkt. Der gestrichelte
Umweg vermeidet den Engpass.
Der Visibility-Graph la¨sst sich fu¨r Weltmodelle berechnen, in denen die be-
setzte Fla¨che durch Polygone approximiert wird. Jede Kante im Visibility-Graph
verbindet zwei Ecken der Polygone, die sich einander
”
sehen“ ko¨nnen, d.h. es
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befindet sich kein Hindernis auf der ku¨rzesten Verbindung zwischen den beiden
Ecken. Dabei werden sinnvollerweise nur konvexe Ecken der Polygone betrachtet,
da Verbindungen zu konkaven Ecken fu¨r den ku¨rzesten Weg uninteressant sind.
Fu¨r jedes Paar von konvexen Ecken ist der ku¨rzeste Pfad zwischen den Ecken im
Visibility-Graph enthalten, soweit er existiert. Der ku¨rzeste Pfad ist jedoch nicht
unbedingt der beste, denn er fu¨hrt gro¨ßtenteils direkt an der Kante der Hin-
dernisse entlang, was bzgl. der Kollisionsvermeidung und der Bewegungsfreiheit
des Roboters negativ zu bewerten ist. In Abbildung 3.2 ist der gestrichelte Pfad
durchaus eine gute Alternative, da die Engstelle hierdurch vermieden werden
ko¨nnte, ohne einen großen Umweg in Kauf zu nehmen. Um Pfade fu¨r ein belie-
biges Paar von Start und Zielpunkt in der freien Fla¨che zu berechnen, wird der
Graph um diese Punkte erweitert, indem Start und Zielpunkt durch Kanten mit
allen direkt sichtbaren konvexen Ecken verbunden werden. Ein Visibility-Graph
la¨sst sich mit geeigneten Algorithmen mit dem Aufwand O(n log n + |V G|) be-
rechnen, wobei |V G| die Anzahl der Kanten des resultierenden Visibility-Graphs
ist.
Das Voronoi-Diagramm ist eine weitere Mo¨glichkeit, eine freie Fla¨che auf
einen Graphen zu reduzieren, dabei bleibt die topologische Struktur der Fla¨che
erhalten. Das Voronoi-Diagramm zerlegt die freie Fla¨che in mehrere Regionen.
Jede Region geho¨rt dabei zu einem Hindernis. Alle Punkte einer solchen Region
liegen dem zugeho¨rigen Hindernis na¨her als allen anderen Hindernissen. Die
Hindernisse werden dabei i.A. als konvex angenommen und Punkte mit Abstand
Null aus dem Diagramm ausgeschlossen. Die Linien, welche diese Regionen
separieren, entsprechen den Kanten des Graphen und haben den selben Abstand
zu zwei Hindernissen. Die Pfadplanung findet entsprechend immer Pfade, die
den Abstand zu den Hindernissen maximieren, im Gegensatz zu Pfaden des
Visibility-Graphen. Dies ist zwar von Vorteil fu¨r die Kollisionsvermeidung, fu¨hrt
aber besonders in weitla¨ufigeren Umgebungen zu Umwegen.
In den vorigen Ansa¨tzen entsprechen die Knoten also Positionen. In anderen
Ansa¨tzen wird die freie Fla¨che in adjazente Regionen unterteilt und diese als
Knoten in einem Graphen interpretiert. Die Kanten spiegeln dementsprechend
die Adjazenzbeziehungen der Regionen wider. Die Pfadplanung liefert eine Liste
von Regionen, die zu durchqueren sind.
Das einfachste Beispiel solcher regionsorientierten Verfahren sind gerasterte
Karten. Auf gerasterten Karten finden sogenannte Floodingverfahren3 Anwen-
dung. Jeder Region in der Karte wird dabei eine Menge von Nachbarregionen
zugeordnet. Im einfachsten Fall sind dies bei quadratischen Regionen einer Ra-
sterkarte die vier Nachbarregionen, welche an die vier Seiten des Quadrates
grenzen, sofern sie zur freien Fla¨che geho¨ren. Ein entsprechendes Verfahren fin-
det dann jedoch nur rechtwinklige Pfade mit minimaler Manhatten-Distanz4.
3flood (engl.): U¨berschwemmung.
4Die Bezeichnung ist angelehnt an die rechtwinklige Straßenstruktur in Manhatten.
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Die Manhatten-Distanz ist ein Abstandsmaß im 2-dimensionale, euklidischen
Vektorraum und ist als die Summe der absoluten Differenzen definiert:
d((x1, y1), (x2, y2)) = |x2 − x1|+ |y2 − y1|; (3.7)
freie Region
besetzte Region
Manhatten-Pfad
(vier Nachbarn)
Diagonal-Pfad
(acht Nachbarn)
Startpunkt
Zielpunkt
Abbildung 3.3: Geometrische Pfade auf einer Rasterkarte. Weder der Manhatten-
Pfad noch der Diagonal-Pfad entspricht dem ku¨rzesten Pfad, welcher durch die
Linie gekennzeichnet ist.
Werden beispielsweise die diagonalen Nachbarn dazu genommen, ergeben
sich entsprechend bessere Lo¨sungen, welche auch diagonale Teilstu¨cke enthal-
ten ko¨nnen. Entsprechend ko¨nnen weitere Nachbarn hinzugenommen werden.
Ku¨rzeste Pfade erha¨lt man jedoch erst durch eine Nachbearbeitung der Pfade
aus dem Floodingverfahren (siehe Abbildung 3.3).
Nachdem der Pfad berechnet wurde, versuchen die ausfu¨hrenden Komponen-
ten (oft Pilot genannt) dem Pfad so exakt wie mo¨glich zu folgen. Die Kom-
munikation zwischen der Planung und der Ausfu¨hrung entha¨lt also einzig und
allein geometrische Positionen. Wa¨hrend dieser Ausfu¨hrung des Plans mu¨ssen
außerdem dynamische A¨nderungen der Umgebung und die fehlerhafte Sensorik
und Aktorik beru¨cksichtigt werden. Kann der Plan nicht ausgefu¨hrt werden, der
Pfad also nicht
”
exakt genug“ verfolgt werden, so wird im Allgemeinen ein neuer
Plan errechnet.
Problematisch ist hier vor allem das Kriterium, nach dem entschieden wird,
ob die Ausfu¨hrung gescheitert ist. Ist dieses zu eng gesteckt, so kann es zu
sehr ha¨ufigen Neuplanungen kommen. Werden jedoch zu große Abweichungen
toleriert, wird zu spa¨t oder evtl. u¨berhaupt nicht bemerkt, dass der Roboter von
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seiner Route abgekommen ist. Dabei ha¨ngt es unter Anderem von der Topologie
der lokalen Umgebung ab, wie genau der Pfad in bestimmten Regionen verfolgt
werden muss. Ungu¨nstigerweise sind jedoch in einem geometrischen Pfad keinerlei
Informationen mehr u¨ber die Topologie enthalten. Diese Informationen gehen an
der Schnittstelle zwischen Planung und Ausfu¨hrung verloren. Auch mo¨gliche
alternative Pfade werden im Allgemeinen zuna¨chst verworfen und erst durch
evtl. Neuplanung beru¨cksichtigt.
3.4.3 Topologische Navigationsverfahren
Auch topologische Navigationsverfahren gliedern sich typischerweise in Planungs-
und Ausfu¨hrungsphase. Als Schnittstelle dienen hier jedoch nicht nur geometri-
sche Informationen, sondern auch abstraktere Informationen. So bekommt der
Pilot wa¨hrend der Ausfu¨hrungsphase nicht einen Pfad, dem er mo¨glichst genau
folgen soll, sondern die Anweisungen an den Piloten ko¨nnen z.B. umweltbezogen
sein.
Die Topologie der Umgebung kann in einem planaren Graphen dargestellt
werden. Planungsalgorithmen auf topologischen Weltmodellen sind im Allgemei-
nen einfach von bekannten Algorithmen zur Pfadplanung fu¨r planare Graphen
abzuleiten. Mit den Knoten sind entsprechende Verfahren und Informationen
verknu¨pft, die es dem Piloten ermo¨glichen, von einem Knoten aus die richtige
Kante anzufahren. Kanten enthalten Informationen daru¨ber, wie der Roboter
vom Start- zum Endknoten gelangt. Dies sind z.B. Verweise auf bestimmte Ver-
haltensmuster (z.B. Korridorverfolgung, Wandverfolgung, Anna¨herung an ein
bestimmtes Objekt), die evtl. mit passenden Parametern und geometrischen In-
formationen u¨ber den Pfad, wie z.B. Breite, La¨nge und Kosten der Durchfahrt
versehen wurden. Schließlich beno¨tigt man außerdem Strategien um die Ankunft
an einem Knoten festzustellen. Soll der Pilot von einem Knoten zum na¨chsten
navigieren, bedient er sich der Informationen der entsprechenden Kante und
zugeho¨riger Knoten.
Verschiedene topologische Navigationsverfahren unterscheiden sich haupt-
sa¨chlich durch die Auswahl der Informationen in Knoten und Kanten und der
Verfahren zur Erkennung von Knoten und dem Durchfahren der Kanten.
Die Lokalisierung, sprich die Erkennung von Knoten mittels der Sensorik,
ist besonders problematisch. Insbesondere ist es meistens nicht mo¨glich nur
aus den aktuellen Sensordaten heraus festzustellen, an welchen Knoten sich der
Roboter befindet. Erst durch entsprechende spezielle Sensorik in Verbindung mit
ku¨nstlichen Landmarken oder speziellen Eigenschaften der Kreuzungen wird die
Erkennung sicher. Sind diese Voraussetzungen nicht vorhanden, mu¨ssen andere
Lo¨sungen gefunden werden.
Oft werden hierzu probabilistische Verfahren eingesetzt, um vorhergehende
Sensormessungen und Aktionen des Roboters in einer Wahrscheinlichkeitsvertei-
lung zu verrechnen und so die Qualita¨t der Lokalisierung zu erho¨hen.
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Im na¨chsten Abschnitt wird noch na¨her auf andere probabilistische Naviga-
tionsverfahren eingegangen, welche nicht nur fu¨r die Lokalisierung einen proba-
bilistischen Ansatz verwenden, sondern auch unter Unsicherheit agieren ko¨nnen.
In Abschnitt 3.4.5 wird ein spezielles topologisches Navigationsverfahren genauer
vorgestellt, welches das Problem der Verwechslung von Knoten durch spezielle
Sensorik umgeht.
3.4.4 Probabilistische Navigationsverfahren
Wurde die Position probabilistisch bestimmt, so ergibt sich das Problem wie an-
hand dieser Wahrscheinlichkeitsverteilung der Position geplant werden kann. Die
einfachste Mo¨glichkeit ist, die wahrscheinlichste Position als Ist-Position anzu-
nehmen und damit klassisch zu planen. Dadurch gehen zwar fu¨r die Planung die
probabilistischen Informationen verloren, sie werden jedoch bei der Bestimmung
der na¨chsten Position nach wie vor einbezogen.
Als eine etwas bessere Lo¨sung bietet sich an, aus der Wahrscheinlichkeit ein
Maß dafu¨r zu berechnen, wie sicher die aktuelle Position des Roboter momentan
ist und das Verhalten des Roboters dementsprechend anzupassen. Bei diesem
Ansatz wird davon ausgegangen, dass der Roboter sich im Allgemeinen bei
entsprechendem Verhalten nach relativ kurzer Zeit recht sicher lokalisieren und
deshalb wiederum klassisch planen kann.
Außerdem empfiehlt es sich, das Verhalten des Roboters in der Art zu modi-
fizieren, dass der Zustand im Weltmodell mo¨glichst sicher bestimmt bleibt. Ein
gutes Maß dafu¨r, wie sicher ein Zustand bestimmt ist, liefert beispielsweise die
Entropy H(P ) einer Wahrscheinlichkeitsverteilung P :
H(P ) = −
∑
x
P (X = x) logP (X = x). (3.8)
In [RBFT99] beschreiben Roy, Burgard und weitere Wissenschaftler beispielswei-
se einen Ansatz namens Coastal Navigation fu¨r den Roboter Minerva zur Navi-
gation u¨ber große freie Fla¨chen. Das zugrunde liegende Lokalisierungsverfahren,
die Markov-Lokalisierung, wurde in Abschnitt 3.4.1 beschrieben. Hier werden bei
der Planung Pfade bevorzugt, welche am Rand von großen Freifla¨chen entlang
fu¨hren. Durch diese Pfadwahl wird die Wahrscheinlichkeit erho¨ht, dass der La-
serscanner in der Karte verzeichnete Objekte wahrnimmt. Dadurch erho¨ht sich
wiederum die Qualita¨t der Lokalisierung.
Außerdem beschreibt Fox in [Fox98] wie anhand der Entropy aktive Loka-
lisierung realisiert werden kann. Ist die Position des Roboters nach der Wahr-
scheinlichkeitsverteilung mehrdeutig, d.h. hat diese mehrere lokale Maxima, so
kann anhand der Entropy eine Entscheidung getroffen werden, welche Zielpunkte
angefahren werden mu¨ssen, um diese Mehrdeutigkeiten effektiv zu beseitigen.
Dazu wird festgestellt, an welchem Ort die erwarteten Sensorinformationen die
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Entropy der Positionsinformation am sta¨rksten reduzieren; dem zugrunde liegen
die im Folgenden beschriebenen POMDPs.
Partial Observable Markov Decision Process Will man die Wahrschein-
lichkeitsverteilungen vollsta¨ndig in die Planung einfließen lassen, so begibt man
sich auf das Gebiet der Partial Observable Markov Decision Processes (POMDP).
Zusta¨nde und Transitionen werden hier durch Wahrscheinlichkeiten beschrie-
ben. Die Zusta¨nde sind also im Gegensatz zum Markov Decision Process (MDP)
nicht sicher, sondern nur partiell beobachtbar (partial observable). Die Beobach-
tungsfunktionen O und Transitionsbeziehungen T folgen hier in natu¨rlicherweise
aus den probabilistischen Sensor- und Aktormodellen.
Formal la¨sst sich ein Markov Decision Process (MDP) durch einen Vektor
(S,A, T,R) definieren:
• S ist eine endliche Menge von Zusta¨nden.
• A ist eine endliche Menge von Aktionen.
• T : S × A −→ Π(S) ist die U¨bergangs- oder Transitionsfunktion und
T (state, act, state′) bezeichnet die Wahrscheinlichkeit, dass bei der Aktion
act aus Zustand state der Zustand state′ folgt.
• R : S × A −→ IR ist die Belohnungsfunktion (engl.: reward), R(state, act)
ist die erwartete Belohnung fu¨r Aktion act im Zustand state.
• Das System besitzt die Markov-Eigenschaft.
Anschaulich la¨sst sich ein MDP durch einen Graphen darstellen. Die Knoten
stellen die Zusta¨nde S des Systems an, die Kanten sind Transitionen hervorgeru-
fen durch Aktionen. Die Wahrscheinlichkeiten fu¨r bestimmte Transitionen ha¨ngen
von der durchgefu¨hrten Aktion ab. Nach jeder Transition kann der tatsa¨chliche,
neue Zustand des Systems sicher bestimmt werden.
La¨sst sich zu jedem Zustand die beste Aktion bestimmen, so ist das beste
Gesamtverhalten dadurch eindeutig bestimmt. Nach Feststellung des aktuellen
Zustands kann immer die beste na¨chste Aktion bestimmt werden. Dabei bein-
haltet die Bewertung der Aktion nicht nur unmittelbare Belohnung der Aktion,
sondern auch die Belohnungen aller mo¨glichen, besten Folgeaktionen in mo¨glichen
Folgezusta¨nden.
Eine daraus folgende Abbildung von Zusta¨nden auf Aktionen nennt man
Policy. Sind die einzelnen Aktionen der Policy fu¨r die jeweiligen Zusta¨nde optimal,
so ist die Policy optimal.
Die bekanntesten Verfahren zur Berechnung einer optimalen Policy sind
”
value
iteration“ und
”
policy iteration“, diese sind mit Techniken der dynamischen
Programmierung verwandt. Fu¨r eine Beschreibung dieser Verfahren sei hier auf
die Kapitel 17.2 und 17.3 in [RN95] verwiesen.
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In MDP la¨sst sich also der aktuelle Zustand des Weltmodells immer sicher
bestimmen. Diese Eigenschaft entspricht nicht den Eigenschaften der eines proba-
bilistischen Weltmodells. Deshalb wird der nachfolgende U¨bergang zum POMDP
vollzogen.
Ein Partial Observable Markov Decision Process (POMDP) la¨sst sich mit
einem Vektor (S,A, T,R,Ω, O) wie folgt definieren [CKK96, RN95]:
• (S,A, T,R) ist ein MDP.
• Ω ist eine endliche Menge von Beobachtungen (Sensor-Datensatz).
• O : S×Ω −→ Π(S) ist die Beobachtungsfunktion und O(observ, act, state′)
bezeichnet die Wahrscheinlichkeit, dass nach der Beobachtung observ und
der Aktion act der Zustand state′ folgt.
Der Hauptunterschied zum MDP besteht darin, dass der Zustand (im Allge-
meinen) nicht sicher bestimmt werden kann, stattdessen ist nur die Wahrschein-
lichkeitsverteilung des Zustandes anhand der bisher gemachten Beobachtungen
berechenbar. Diese Wahrscheinlichkeitsverteilung heißt
”
believe state“.
Ist bel(state) die momentan bestimmte Wahrscheinlichkeit, sich im Zustand
state zu befinden, so berechnet sich unter Ausnutzung der Markov-Annahme und
Anwendung der Bayes-Regel die Wahrscheinlichkeitsverteilung des Folgezustan-
des wie folgt:
bel′(state) = P (state|observ, act, bel) (3.9)
=
O(observ, act, state)
∑
state′∈S T (state
′, act, state)bel(state′)
P (observ|act, bel)
.
(3.10)
Je genauer der momentane Zustand bestimmt werden kann, desto pra¨ziser
ko¨nnen auch die mo¨glichen na¨chsten Aktionen bewertet werden. Ist der Zustand
nur unzureichend sicher bekannt, so mu¨ssen evtl. riskante Aktionen vermieden
werden. Dadurch ko¨nnen Aktionen, die fu¨r einen potentiell mo¨glichen Zustand
optimal wa¨ren, nicht gewa¨hlt werden. Hier wird deutlich, dass nicht nur der
Zustand an sich einen bestimmten Wert birgt, sondern auch die Genauigkeit
der Information u¨ber den Zustand, die Entropy. Man spricht hier vom Wert der
Information (englisch: value of information), welcher mit in die Entscheidung
einfließt. Dadurch werden z.B. Aktionen automatisch wertvoller, wenn sie einen
Informationsgewinn bringen.
Wird die Wahrscheinlichkeitsverteilung einer Zustandsvariable als Zustand
aufgefasst, so la¨sst sich aus dem POMDP wieder ein MDP konstruieren. Al-
lerdings hat dieser MDP dann einen unendlich großen Zustandsraum, da die
Wahrscheinlichkeiten mit reellen Zahlen dargestellt werden. Die exakte Lo¨sung
ist damit nur noch mit sehr hohem theoretischem und praktischem Aufwand zu
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erhalten, was die sinnvolle Anwendung in der Robotik, wo Echtzeitbedingungen
zu erfu¨llen sind, unmo¨glich macht. Stattdessen reichen hier gute, approximierte
Lo¨sungen meistens aus. Ein Ansatz, die Lo¨sung eines POMDPs zu bestimmen,
sind
”
Dynamic Decision Networks“, welche aus der dynamischen Form der
”
Belief
Networks“, den
”
Dynamic Belief Networks“ (DDN) hervor gehen, siehe hierzu
wiederum [RN95], Kapitel 17.5 und 17.6.
Es zeigt sich, dass auch die approximativen Lo¨sungskonzepte, wie z.B.
”
Dy-
namic Decision Networks“ (DDN) fu¨r POMDPs mit gro¨ßeren Zustandsra¨umen
sehr aufwendig werden. Deshalb muss das Weltmodell hier entsprechend ab-
strakt gefasst werden, um das System u¨berhaupt noch in praktikabler Zeit lo¨sen
zu ko¨nnen. Auch kommt der Zerlegung des Zustandsraumes in geeignete Zufalls-
variablen eine große Bedeutung zu, da so die Komplexita¨t erheblich reduziert
werden kann. Wichtig ist hier die Variablen so zu wa¨hlen, dass mo¨glichst wenig
Abha¨ngigkeiten entstehen und die Umwelt dennoch gut modelliert wird.
Hinderlich ist hier besonders, dass wichtige Konzepte fu¨r die Abstraktion des
Weltmodells, und somit fu¨r die Reduktion der Zusta¨nde, bisher nicht mit dem
probabilistischen Charakter der DDNs vereinbar sind. Die Konzepte in einem
DDN sind propositioneller5 Natur, d.h. die Objekte bzw. Zufallsvariablen u¨ber
die bestimmte probabilistische Aussagen gemacht werden ko¨nnen, sind im Modell
statisch festgelegt. Die Menge der Objekte, fu¨r die eine solche Aussage gilt,
kann nicht durch variable Eigenschaften beschrieben werden. Dies verhindert
insbesondere die dynamische, an die Situation angepasste Konstruktion von
Zufallsvariablen, welche an Objekte gebunden sind.
Hat der Roboter beispielsweise einen Durchgang erkannt der potentiell eine
bestimmte Tu¨r sein ko¨nnte, so kann keine Aussage formuliert werden, welche
den Durchgang als Objekt entha¨lt, wie z.B. die Wahrscheinlichkeit, dass der
entdeckte Durchgang mit einer bestimmten Tu¨r im Weltmodell identisch ist.
Stattdessen muss jede einzelne Aussage u¨ber diese bestimmte Tu¨r als Knoten
im DDN enthalten sein, um probabilistische Berechnungen diesbezu¨glich durch-
zufu¨hren. Sollen Aussagen u¨ber andere Tu¨ren oder sogar Gruppen von Tu¨ren
gemacht werden ko¨nnen, so mu¨sste jede dieser Aussage explizit als Knoten im
DDN enthalten sein. So wu¨rde das DDN schnell viel zu groß werden.
Navigation mit POMDPs Im Folgenden wird kurz ein probabilistisches Lo-
kalisierungsverfahren und Weltmodell, wie es von Roboter Xavier der Carnegie
Mellon University benutzt wird [GS95, KS97] vorgestellt. Dieses Weltmodell er-
laubt wegen seines kleineren Zustandsraums auch die Planung probabilistisch
durchzufu¨hren. Allerdings kann auch hier die Theorie der POMDPs aus Effizi-
enzgru¨nden nicht voll ausgescho¨pft werden.
Eine Position in diesem Weltmodell entspricht einem Knoten in einem topolo-
gischen Graphen und einer Orientierung aus der Menge {Nord, Su¨d, Ost, West}.
5propositionell: Begriff aus der Logik, etwa lehrsatzartig.
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Zu jedem topologischen Knoten wird pro Himmelsrichtung ein Merkmal aus der
Menge {Wand, Tu¨r, offen, unbekannt} gespeichert (siehe Abbildung 3.4).
Tür
Korridor
Knoten
Abbildung 3.4: Das topologische Weltmodell des Roboters Xavier. Jeder Knoten
entha¨lt vier Zusta¨nde, die die Orientierung des Roboters diskretisiert in vier
Kompass-Richtungen wider spiegeln.
Anhand von Sensormodellen sind diese Merkmale durch bedingte Wahr-
scheinlichkeiten mit mo¨glichen Sensordaten verknu¨pft. Die Sensormodelle wer-
den hier virtuelle Umgebungssensoren und virtuelle Bewegungssensoren genannt.
Die virtuellen Umgebungssensoren beruhen unter Anderem auf einer Occupancy-
Grid-Map, die virtuellen Bewegungssensoren sind praktisch eine Abstraktion der
Odometrie.
Anhand dieser Sensormodelle la¨sst sich ein Sensormodell konstruieren, welches
die Wahrscheinlichkeit berechnet, dass der Roboter sich an einem bestimmten
Knoten mit einer bestimmten Orientierung befindet. Aktionen in diesem Welt-
modell sind: {move forward, move backward, turn left, turn right}. Unter diesen
abstrakten Aktoren liegen Mechanismen zur lokalen Navigation, d.h. Kollisions-
vermeidung und Geschwindigkeitssteuerung [Sim96].
Obwohl die Anzahl der mo¨glichen Zusta¨nde in einer mittelgroßen Bu¨roumge-
bung noch relativ klein ist (Gro¨ßenordnung 100), lo¨sen Koenig und Simmons das
POMDP nicht als solches. So wird nicht eine optimale Policy berechnet, sondern
mittels des A*-Algorithmus kombiniert mit probabilistischen Betrachtungen wird
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ein Pfad minimaler, erwarteter Ausfu¨hrungszeit bestimmt. Aus diesem Pfad wird
dann eine entsprechende Policy generiert. Dabei muss allerdings davon ausge-
gangen werden, dass eine wahrscheinlichste Position des Roboters bekannt ist,
damit fu¨r den Algorithmus u¨berhaupt eine Startposition gegeben ist. Das heißt,
falls die Position zu unsicher ist, liefert diese Methode keine sinnvolle Policy.
Ein sehr a¨hnliches Weltmodell mit entsprechendem Lokalisierungsverfahren
wurde von Cassandra, Kaelbling und Kurien vorgeschlagen. In [CKK96, Cas98]
werden weitere mathematisch motivierte, heuristische Verfahren zur Approxi-
mation der Lo¨sung des POMDPs und somit zur probabilistischen Navigation
vorgeschlagen und verglichen. Besonders gut schneidet hier das sogenannte MLS-
Verfahren ab, welches auf der Lo¨sung des unterliegenden MDPs, ausgehend vom
wahrscheinlichsten Zustand des Modells (Most Likely State), beruht.
Beide Weltmodelle stellen scharfe Anforderungen an die Geometrie der Um-
gebung. So wird angenommen, dass die Umgebung hauptsa¨chlich aus Ga¨ngen
und Ra¨umen besteht und die Wa¨nde stets rechtwinklig zueinander sind.
Insgesamt zeigt sich, dass sich ein POMDP fu¨r realistische Navigationsaufga-
ben mobiler Roboter nicht in annehmbarer Zeit exakt lo¨sen la¨sst. Die Forschung
auf diesem Gebiet geht weiter [CKL94, MKKC99, Cas98]. Dennoch lassen sich
bereits brauchbare Approximationsverfahren finden, welche sich auf einfache,
abstraktere Weltmodelle anwenden lassen.
3.4.5 Topologische Navigation mit
Karten-IDENT-System
In [Kub97] stellt Kubitz ein topologisches Navigationsverfahren vor, welches auf
der Mo¨glichkeit der eindeutigen Erkennung von topologischen Entscheidungs-
punkten beruht. Diese Erkennung ist fu¨r diesen Ansatz durch ein Karten-IDENT-
System realisiert.
Topologische Entscheidungspunkte entsprechen Knoten in einem topologi-
schen Graphen und sind Punkte typischerweise Kreuzungen oder andere Orte,
an denen eine Entscheidung zwischen mehr als zwei Richtungen mo¨glich ist. Das
Problem der globalen Navigation kann praktisch als gelo¨st betrachtet werden,
wenn zu einem gegebenen Zielpunkt an jedem topologischen Entscheidungspunkt
die richtige Entscheidung bekannt ist und korrekt umgesetzt werden kann. Dazu
mu¨ssen die Entscheidungspunkte erkannt und den entsprechenden Knoten im
topologischen Graphen zugeordnet werden, und der Roboter muss fa¨hig sein, in
einen gewu¨nschten Abzweig abzubiegen.
Ist die topologische Struktur, also der topologische Graph der Umgebung
und die Position des Roboters und des Zielpunktes in diesem Graphen bekannt,
so kann mittels des A* Algorithmus ein ku¨rzester bzw. kostengu¨nstigster Pfad
gefunden werden. Alternativ kann auch eine Policy bestimmt werden, welche
fu¨r jeden Knoten den gu¨nstigsten Abzweig vorgibt. Handelt es sich um ein
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probabilistisches Weltmodell, so kann auch schon die Bestimmung einer optimalen
Policy schwierig werden, wie bereits im letzten Abschnitt dargestellt wurde.
Dennoch wollen wir in diesem Absatz davon ausgehen, dass sich zumindest eine
effiziente Policy finden la¨ßt.
Wurden ein Knoten und seine Abzweige mittels der Sensoren in der Umgebung
korrekt erkannt, so stellt das Abbiegen in einen bestimmten Abzweig mittels der
lokalen Navigation keine große Schwierigkeit dar. Die Verhalten ’Avoid’ und
’Cruise’ sind hierfu¨r gut geeignet.
Um eine funktionsfa¨hige globale Navigation zur erhalten, gilt es noch das
Problem der topologischen Lokalisierung zu lo¨sen, d.h. hier das Zuordnen der
aktuellen Umgebung zu einem Knoten im Graphen und das Erkennen und
Zuordnen der Abzweige des Knotens. Um dieses Problem zu vereinfachen wird
in diesem Ansatz ein Karten-IDENT-System eingesetzt.
Das Karten-IDENT-System
Die Forschungsplattform ARS ist mit dem Ident-M System T [PFG96] aus-
geru¨stet. Dieses System besteht aus einem
”
Interrogator“ und beliebig vielen
”
Tags“ in Form von Karten, etwa so gross wie eine Kreditkarte. Diese Tags
nennen wir im Folgenden auch RFID-Karten (RFID fu¨r
”
Radio Frequency IDen-
tifikation“).
Der Interrogator beinhaltet einen Sender und einen Empfa¨nger fu¨r Radiowel-
len im Giga-Hertz-Bereich (2.435-2.465 GHz). Der Interrogater sendet ein konti-
nuierliches Tra¨gersignal aus, welches von den RFID-Karten reflektiert wird. Die
RFID-Karten kodieren dabei unter Anderem ihre eindeutige Identifikationsnum-
mer (ID) in das reflektierte Signal. Sie beno¨tigen dazu keine Stromversorgung,
sondern nutzen allein die Energie des Signals vom Interrogator. Der Interrogator
empfa¨ngt die reflektierten Signale und kann so feststellen, welche Tags mit wel-
cher ID sich in seiner Na¨he befinden, da die Reichweite der Signale begrenzt ist
(siehe Abbildung 3.5).
Befinden sich mehrere RFID-Karten in der Umgebung des Interrogators, so
kann es natu¨rlich zu Kollisionen zwischen den reflektierten Signalen kommen.
Deshalb wird die Konsistenz des reflektierten Signals vom Interrogator mittels
einer Check-Summe u¨berpru¨ft. Inkonsistente Signale werden verworfen. Außer-
dem reflektieren die Tags die Signale wiederholt und mit bestimmten Pausen,
um Kollisionen zu verhindern. Diese La¨nge der Pausen ist je nach Konfiguration
der Tags entweder zufa¨llig oder individuell fu¨r jedes Tag. Ist die Check-Summe
des empfangenen Signals am Interrogator korrekt, so ist sehr sicher, dass die
Karte korrekt erkannt wurde. Die Wahrscheinlichkeit ein fehlerhaftes Signal zu
akzeptieren liegt bei weniger als 1 zu 5 · 109. Fu¨r ausfu¨hrliche Beschreibungen
des Systems sei hier auf [PFG96] und [Kub97] verwiesen.
Das RFID-System wird durch den RFID-Server in die Steuerungsarchitektur
integriert, welcher jeweils eine Liste von detektierten RFID-Karten liefert. Dabei
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Abbildung 3.5: Kommunikation zwischen Interrogator und RFID-Karte
werden Karten, die eine bestimmte Zeit (ca. 2-3 Sekunden) nicht detektiert
wurden, automatisch aus der Liste gelo¨scht. Der Server triggert seine Clients
immer dann, wenn sich die Liste der detektierten Karten vera¨ndert.
Zur Anwendung dieses Systems ist der Interrogator auf dem Roboter montiert
und kann von dort aus in der Umgebung platzierte Tags detektieren. Ist der Ort
dieser Tags im Weltmodell bekannt, so kann aus der Detektion einer RFID-Karte
die grobe Position des Roboters gefolgert werden. Die Orientierung des Roboters
kann dadurch jedoch nicht bestimmt werden. Die RFID-Karten werden dazu
beispielsweise an der Decke von Kreuzungen platziert. So kann eine Kreuzung
eindeutig identifiziert werden. Die Montage der RFID-Karten ist denkbar einfach,
da keine Verkabelung o.A¨. no¨tig ist und die Karten klein und leicht sind.
Die Re-Klassifikation
Durch den Einsatz der RFID-Systems ist der Roboter also in der Lage, eine
Kreuzung eindeutig zu identifizieren, oder genauer: Er kann erkennen, ob er
sich in der Na¨he einer bestimmten RFID-Karte, die eine bestimmte Kreuzung
markiert, befindet oder nicht.
Um an einer Kreuzung richtig abzubiegen, sind jedoch noch mehr Informa-
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tionen no¨tig. Die lokale Information der Sensorik muss mit den Informationen
im topologischen Graphen identifiziert werden, damit die globale Navigation die
Anweisung, in einen bestimmten Abzweig einzubiegen, lokal formulieren kann.
Dieses Matching ist Aufgabe der Re-Klassifikation.
Das Verfahren zur Re-Klassifikation von Kreuzungen wurde von Kubitz und
Berger entwickelt. Eine detaillierte Beschreibung des Verfahrens findet sich in
[Kub97], Kapitel 7.3. Bei der Anfahrt auf eine Kreuzung mit bekannter Anzahl
von Abzweigungen liefert das Verfahren lokale Ortsvektoren relativ zum Roboter,
welche angeben, wo die tatsa¨chlich erfassten Abzweige liegen. Diese Information
wird in Form eines abstrakten Sensors zur Verfu¨gung gestellt.
Die Re-Klassifikation setzt auf einer Occupancy-Grid-Map auf, es bedient
sich dazu des entsprechenden abstrakten Sensors. Um das Verfahren anzuwen-
den, muss die Umgebungsklasse bekannt sein. Dazu wird im topologischen Gra-
phen fu¨r jeden Knoten eine grobe Beschreibung der Kreuzung gespeichert. Diese
Beschreibung wird als Umgebungsklasse der Kreuzung bezeichnet. Sie entha¨lt
die Anzahl der Abzweige der Kreuzung, sowie ein sogenanntes Center-Polygon,
dessen Seitenanzahl der Anzahl der Abzweige entspricht. Kreuzungen und an-
dere topologische Entscheidungspunkte werden mit RFID-Karten des Karten-
IDENT-Systems markiert. Die IDs der Karten sind in einer topologischen Karte
den entsprechenden Umgebungsklassen zugeordnet. So kann durch Zugriff auf
die topologische Karte die Umgebungsklasse aus der detektierten RFID-Karte
gefolgert werden.
Aus der Grid-Map wird zuna¨chst ein so genanntes Feature-Polygon gewonnen,
welches in etwa die freie Fla¨che um den Roboter u¨berdeckt. Dieses Polygon wird
mittels der Delaunay-Triangulation in Dreiecke zerlegt. Die Dreiecke werden
analysiert und einige, nach verschiedenen Kriterien ausgewa¨hlte, zentral liegende
Dreiecke werden zu dem so genannten Center-Polygon zusammen gefasst. Dieses
Polygon liegt in der Mitte der Kreuzung und seine Seitenanzahl entspricht
der Anzahl der Abzweige, die durch die Klasse der Kreuzung vorgegeben ist.
Anhand von weiteren Berechnungen werden die genauen Einfahrtsrichtungen fu¨r
die Abzweige bestimmt und als lokale Ortsvektoren angegeben.
Die topologische Navigation ist damit komplett. Dennoch eignet sich dieser
Ansatz nur fu¨r Umgebungen, in denen sich die Umwelt in Korridore und Abzweige
strukturieren la¨sst, ohne wesentliche topologische Eigenschaften der Umgebung
zu unterschlagen. Fu¨r weitla¨ufige Hallen mit mehreren Ein- und Ausga¨ngen
mu¨ssen z.B. andere Strategien gefunden werden. Dies gilt jedoch ebenso fu¨r
die anderen vorgestellten topologischen Ansa¨tze. Trotzdem ko¨nnen Teile der
Umgebung, die sich nicht fu¨r topologische Ansa¨tze eignen, in den topologischen
Ansatz integriert werden, indem diese Regionen als entsprechende Knoten mit
Verweis auf das zu verwendende, alternative Navigationsverfahren modelliert
werden.
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3.5 Zusammenfassung
In diesem Kapitel wurden bekannte lokale und globale Navigationsverfahren
vorgestellt.
Aus dieser U¨bersicht u¨ber existierende Navigationstechniken wird deutlich,
dass lokale und globale Navigation sehr unterschiedliche Eigenschaften besit-
zen. Wa¨hrend globale Navigationsmethoden auf abstrakten, teilweise probabi-
listischen Weltmodellen basieren, stu¨tzen sich lokale, reaktive Techniken zur
Navigation hauptsa¨chlich auf Sensordaten und einfache Weltmodelle.
Da die konkrete Situation des Roboters mit allen Einzelheiten in einem glo-
balen Weltmodell nicht in Echtzeit modelliert werden kann, ist die unmittelbare
Steuerung des Roboters durch eine globale Navigationsmethode nicht mo¨glich.
Der reaktiven Navigation fehlt hingegen die globale Sicht der Umwelt, um vor-
ausschauend agieren zu ko¨nnen. Fu¨r eine vollsta¨ndige Navigation mu¨ssen deshalb
lokale und globale Navigation integriert werden.
Der Ansatz, die Verbindung zwischen lokaler und globaler Navigation durch
die geometrische Position des Roboters herzustellen, wurde kritisch beleuch-
tet. Geometrische Pla¨ne, die mit globalen Weltmodellen gewonnen wurden, sind
oft u¨berspezifiziert und ko¨nnen die lokalen Begebenheiten und Ereignisse nicht
beru¨cksichtigen. Dies fu¨hrt bei der Durchfu¨hrung eines solchen Plans zu Proble-
men.
Alternativ wurden globale Navigationsverfahren vorgestellt, welche keine geo-
metrische Pfadplanung durchfu¨hren, sondern auf topologischen Modellen arbei-
ten. Die Idee ist, die Planung abstrakter zu halten, um den reaktiven Kom-
ponenten mehr Handlungsspielraum zu lassen. Allgemein ist es gu¨nstiger, die
deliberative Planungskomponente nicht einen konkreten Plan erstellen zu lassen,
sondern nur Bewertungen fu¨r verschiedene Pfade oder Aktionen zu berechnen. Da
viele Verfahren vor der Auswahl eines bestimmten Pfades sowieso eine Bewertung
der Alternativen vornehmen, stellt dies oft keinen Mehraufwand dar. Auf dieses
Konzept stu¨tzt sich auch die spa¨ter vorgestellte neue Steuerungsarchitektur.
Im folgenden Kapitel werden Steuerungsarchitekturen klassifiziert und dar-
aufhin analysiert, ob sie sich zur Integration von lokaler und globaler Navigation
oder allgemeiner, zur Integration von reaktiven und deliberativen Steuerungen
eignen.
Kapitel 4
Analyse von
Steuerungsarchitekturen
Unter einer Steuerungsarchitektur versteht man die Struktur der Steuerung eines
Systems. Sie soll die Implementierung undWartung von komplexen Anwendungen
erleichtern und typische Fehler von vornherein vermeiden helfen. Dabei sollten
Steuerungsarchitekturen fu¨r mobile Roboter auf die speziellen Anforderungen
dieser Steuerungsaufgabe zugeschnitten sein. Hierzu geho¨ren die Anforderungen,
die durch ungenaue Sensorik und Aktorik entstehen, sowie Zeitanforderungen
durch die Interaktion mit einer realen Umwelt.
Die Gesamtsteuerung wird in verschiedene Module evtl. verschiedener Klassen
eingeteilt. Sie legt deren Interaktion, semantische Bedeutung und Beziehung
zueinander fest. Dazu geho¨ren z.B. die Kommunikation und Hierarchie zwischen
den Modulen. Weiterhin wird evtl. festgelegt, wie der interne Zustand des Systems
strukturiert ist, gespeichert wird und wie die Module darauf zugreifen ko¨nnen.
Die Steuerungsarchitektur ist also eine Art Rahmenwerk und stellt selbst
keine lauffa¨hige Anwendung dar, sondern wird erst durch die Implementierung
mit Funktionalita¨t gefu¨llt.
In diesem Kapitel wird zuna¨chst der Einsatz von hybriden Steuerungsarchi-
tekturen motiviert. Hybride Steuerungsarchitekturen zielen auf eine Symbiose
von verhaltensbasierten (oder reaktiven) Ansa¨tzen mit klassischen, funktionsba-
sierten Ansa¨tzen ab. Es ist der Versuch, die Vorteile beider Ansa¨tze in Einklang
zu bringen. Im Rahmen einer Klassifikation werden typische hybride Steuerungs-
architekturen vorgestellt und analysiert. Die daraus gewonnenen Erkenntnisse
fließen im folgenden Kapitel in die im Laufe dieser Arbeit entwickelte Steue-
rungsarchitektur ein.
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4.1 Prozessdatenverarbeitung
Etwas abstrakter betrachtet handelt es sich bei einem Roboter um ein System,
das Prozessdaten verarbeitet. Die Daten werden von Sensoren geliefert und
Ergebnisse u¨ber Aktoren in physische Reaktionen umgesetzt.
x→ Black-Box → y (4.1)
Der aktuelle Ausgang y der Black-Box wird bestimmt von der Sequenz aller
Wahrnehmungen x bis zum aktuellen Zeitpunkt, das bedeutet, dass die Box im
Allgemeinen auch ein Erinnerungsvermo¨gen hat. Die gewa¨hlte Steuerungsarchi-
tektur beantwortet dann die Frage nach der Struktur der Black-Box.
Ein Großteil der Forschungsarbeiten der ku¨nstlichen Intelligenz bescha¨ftigt
sich mit der Lo¨sung von Problemstellungen, bei denen zum Zeitpunkt, wenn der
Lo¨sungsprozess gestartet wird, alle no¨tigen Informationen vorliegen. Lo¨sungs-
methoden beruhen hier im Allgemeinen auf intelligenten Suchstrategien im
Zustandsraum des Problems. Lo¨sungen sind dabei vollsta¨ndige Pfade (Folgen
von Zusta¨nden bzw. Folgen von Aktionen) vom Ausgangszustand zum Zielzu-
stand, welche die Zielbedingungen des Problems erfu¨llen und evtl. zusa¨tzlich
eine Kostenfunktion minimieren [NSS60]. Hierbei werden im Normalfall einige
Voraussetzungen angenommen, die diese Vorgehensweise rechtfertigen:
• Bestimmte Aktionen bewirken bestimmte, bekannte Zustandsa¨nderungen
und nur diese.
• Wa¨hrend des Lo¨sungsprozesses a¨ndert sich der Zustand des Weltmodells
nicht.
4.1.1 Zeitbedingungen
Im Gegensatz zur Verarbeitung von Daten aus einer Datenbank ko¨nnen die
Daten vom System nicht bei Bedarf abgeholt werden, sondern mu¨ssen ausgelesen
werden, wenn sie vom Sensor gemessen werden. Insbesondere fallen natu¨rlich
kontinuierlich weitere Daten an, und auch die Verarbeitung muss kontinuierlich
erfolgen. Dabei werden im Allgemeinen auch Daten und Ergebnisse aus den
vorhergehenden Zeitschritten beno¨tigt.
Sensordaten fallen in teilweise sehr unterschiedlichen Zeitintervallen an. Na-
tu¨rlich ko¨nnen die Daten gespeichert bzw. gepuffert werden. Handelt es sich
jedoch um wichtige Daten, die z.B. fu¨r die Kollisionsvermeidung relevant sind,
mu¨ssen sie innerhalb einer engen Zeitspanne bearbeitet und ausgewertet werden.
Andererseits fallen auch andere Daten an, die zwar ebenfalls wichtig sind, auf die
jedoch nicht besonders schnell reagiert werden muss.
Auch die Verarbeitungszeit der Daten ist je nach Ziel der Verarbeitung un-
terschiedlich. So ist die Pru¨fung, ob ein Messwert eine Schwelle u¨berschreitet,
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in wenigen Prozessortakten erledigt, jedoch kann die Erkennung eines Objektes
sehr aufwendig werden und die Akkumulation vieler Daten erfordern. Weiterhin
ko¨nnen auch verschiedene Verarbeitungsergebnisse bestimmter Datenquellen ver-
schiedene Dringlichkeiten besitzen. Auch auf der Ausgangsseite sind zeitliche Be-
dingungen zu beachten. So mu¨ssen manche Steuerkommandos nicht unmittelbar,
sondern erst zu einem bestimmten Zeitpunkt oder auch nach einer bestimmten
Verzo¨gerungszeit, ausgefu¨hrt werden.
Die oben genannten gemischten Echtzeitanforderungen an die Datenverarbei-
tung sind ein wesentlicher Grund fu¨r den Entwurf von neuen Architekturen zur
Verarbeitung der Daten eines mobilen Roboters.
4.2 Funktionale versus reaktive Ansa¨tze
In der klassischen Datenverarbeitung werden diese zeitlichen Bedingungen nicht
beru¨cksichtigt. Die aktuellen Daten werden gelesen und sequentiell verarbeitet
(siehe z.B. [RN95]). In jedem Zeitschritt werden einmal Daten gelesen (senset),
zusammen mit gespeicherten Daten (memt−1) verarbeitet (think(. . .)) und die
Ergebnisse intern gespeichert (memt) bzw. in Form von Kommandos an die
Aktoren ausgegeben (actt):
(actt,memt) = think(senset,memt−1) (4.2)
Zur weiteren Strukturierung der Verarbeitung wird diese in mehrere sequen-
tielle Verarbeitungsschritte eingeteilt:
think(senset,memt−1) = f1 ◦ · · · ◦ fn(senset,memt−1) (4.3)
= f1(. . . fn(senset,memt−1) . . .) (4.4)
Es zeigt sich, dass die Ungenauigkeit der Sensoren zu ungenauen Zusta¨nden im
Weltmodell fu¨hrt. Probabilistische Weltmodelle versuchen, diese Ungenauigkeiten
ins Weltmodell mit aufzunehmen. Je umfassender das Weltmodell ist, desto gro¨ßer
wird der Aufwand zur Aktualisierung des Modells. Gerade bei probabilistischen
Weltmodellen steigt dieser Aufwand explosionsartig an, wenn die Modellierung
umfassender wird. Deshalb wird das Modell entsprechend abstrakter gefasst.
Je abstrakter das Weltmodell gefasst ist, desto mehr vereinfachende Annahmen
werden getroffen. Dabei werden ungenaue oder unsichere Sensordaten oft zur
Vereinfachung als korrekt angenommen.
Die Planung findet nun auf dem abstrakten, umfassenden Weltmodell statt
(memt) und wird anschließend wieder in primitive Aktionen (actt) herunter ge-
brochen. Falsche oder unsichere Sensordaten werden in diesem Stadium nicht
mehr beru¨cksichtigt, von der Information, wie genau der Zustand im Weltmodell
erfasst wurde, wurde meistens bereits zuvor abstrahiert. Treten nun Unstimmig-
keiten wa¨hrend der Planung oder Ausfu¨hrung auf, stehen diese Informationen
nicht mehr zur Verfu¨gung. Dies fu¨hrt zu Fehlentscheidungen und Fehlverhalten.
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Erann Gat behauptet in einem unvero¨ffentlichtem, fast reaktiona¨rem Artikel
”
On the Role of Theory in the Control of Autonomous Mobile Robots“ [Gat94]
sogar, dass eine allgemeine Modellierung einer wenig strukturierten Umgebung
eines mobilen Roboters, die vorausschauende Aussagen u¨ber die Umwelt treffen
kann, mit mathematischen Mitteln nicht mo¨glich ist. Gat sieht auf der einen Seite
theoretische Lo¨sungen, welche von Voraussetzungen ausgehen, die im allta¨glichem
Leben sehr unrealistisch sind, und auf der anderen Seite praktische Lo¨sungen fu¨r
Anwendungen in speziellen Umgebungen, die auf sehr speziellen Eigenschaften
der Umgebung und der Aufgabe beruhen, und nur so lange funktionieren, wie
nichts Wesentliches an der Aufgabe oder der Umgebung vera¨ndert wird. Gat
macht klar, dass Theorie und Praxis auf dem Feld der mobilen Robotik weit
auseinander klaffen.
In realen Systemen mit offiziell
”
rein“ funktionalem Ansatz wird die funktio-
nale Struktur deshalb meist dadurch durchbrochen, dass neben dem Hauptrech-
ner ein oder mehrere Controller eine Vor- oder Nachbearbeitung verrichten oder
eine parallele Verarbeitung von Daten in Interruptroutinen stattfindet (siehe z.B.
[Van97, Thr94]).
So wird in diesen Systemen den Zeitanforderungen und einem evtl. zu hohen
Abstraktionsgrad des Weltmodells Rechnung getragen. In vielen Systemen wer-
den einige Teilprobleme so mit kleinen, parallel laufenden Regelschleifen gelo¨st,
ohne dass diese in der Architektur entsprechend eingeordnet werden. In komple-
xen Systemen kann diese Vorgehensweise zu unu¨bersichtlichen und unflexiblen
Implementierungen fu¨hren.
Ein mobiler Roboter muss zu jeder Zeit verschiedene Bedingungen erfu¨llen
und bestimmte Ziele verfolgen. Diese Bedingungen und Ziele kann man auch
als Teilaufgaben auffassen. Dabei werden diese Teilaufgaben am einfachsten in
teilweise verschiedenen Abstraktionsebenen und Weltmodellen beschrieben. Jede
Teilaufgabe fu¨r sich stellt ein gut zu modellierendes System dar und kann auf einer
geeigneten Abstraktionsebene modelliert werden. So lassen sich einige Teilaufga-
ben, wie z.B. einfache Kollisionsvermeidung, rein reaktiv lo¨sen und andere, wie
z.B. die Planung, in welcher Reihenfolge verschiedene Auslieferungen am besten
zu erledigen sind, bedienen sich eines komplexen, abstrakten Weltmodells, um
vorausschauend zu planen.
Gerade sehr reaktive Prozesse sind dabei fa¨hig, mit unsicherer Sensorik und
Aktorik umzugehen und durch enge Regelschleifen auf die dynamische Umgebung
zu reagieren. Sie stellen sich daher als sehr robust heraus. Das Zusammenspiel
von mehreren verschiedenen reaktiven Prozessen mit der Umgebung kann dabei
sogar ein recht komplexes Gesamtverhalten hervorrufen (z.B. [Mat97, Bro89,
PRS+00, OKC98]).
Fu¨r eine ausfu¨hrliche Abwa¨gung zwischen verhaltensbasierten und funkti-
onsbasierten Ansa¨tzen sei hier auch auf die Arbeit von Olaf Kubitz [Kub97]
verwiesen.
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4.3 Verhaltensbasierte Steuerungsarchitekturen
Verhaltensbasierte Ansa¨tze erfuhren einen großen Aufschwung als Brooks 1986
seinen Artikel
”
A robust layered control system for a mobile robot“ [Bro86]
vero¨ffentlichte und gleichzeitig demonstrierte, dass dieser Ansatz u¨berzeugende
Ergebnisse auf dem Gebiet der robusten Steuerung von sechsbeinigen Robotern
zeigte [Bro89]. Außerdem lieferte Brooks theoretische Hintergru¨nde des Erfolgs
[Bro89, Bro91b, Bro91a]. Parallel hierzu fanden Wissenschaftler aus dem Gebiet
der Kybernetik und Biologie anhand von Studien an Insekten (u.a. Stabheu-
schrecken) heraus, dass das Geheimnis hinter der so komplex anmutenden Fort-
bewegung auf sechs Beinen durch unebenes Gela¨nde wahrscheinlich das Zusam-
menwirken von mehreren recht einfachen Regelmechanismen in Wechselwirkung
mit der Umwelt ist [CBB+95, CDK+99].
Dies war deshalb erstaunlich, weil vorhergehende Ansa¨tze zur Steuerung
sechsbeiniger Roboter, die versuchten die Bewegung aller sechs Beine zentral
zu steuern, auf erhebliche Probleme gestoßen waren. Problematisch waren vor
allem die große Anzahl der Freiheitsgrade einer solchen Laufmaschine, die Un-
genauigkeit der Sensorik und die harten Echtzeitbedingungen. Offensichtlich
war man mit dem verhaltensbasierten Ansatz auf eine Methode gestoßen, die
gerade in der Robotik Vorteile gegenu¨ber dem konventionellen funktionalen
Ansatz birgt und die zusa¨tzlich ihr Vorbild in der Natur fand. Weitere Wissen-
schaftler gelangten mehr oder weniger unabha¨ngig zu a¨hnlichen Erkenntnissen
([PV92, PS94, Ste94, Smi94, MB93, Bee90, Sac87]).
Es folgten verschiedene Studien zu verhaltensbasierten, reaktiven mobilen
Robotern ([Bra84, VKP92, Kub97, SP95, SB95, Ste97b, Ste97a, Mat97, FS95,
GIM94]). Es fiel jedoch auf, dass verhaltensbasierte Roboter zwar sehr reaktions-
schnell und robust agierten, es mangelte ihnen jedoch an planerischen Fa¨higkeiten
[BKSW95b, BK95b, BK95a]. Dadurch wurden die Pra¨missen von Brooks, kein
Weltmodell zu benutzen und keinen internen Zustand zu speichern, in Frage
gestellt. Wie auch Erann Gat in [Gat93] herausstellt, entstehen Probleme mit
Weltmodellen und internen Zusta¨nden immer dann, wenn implizit Folgerungen
und Vorhersagen aus den gespeicherten Zusta¨nden generiert werden, welche nicht
zutreffen. Deshalb sind viele Probleme zu beseitigen, indem darauf geachtet wird,
dass das Weltmodell und der intern gespeicherte Zustand nur Informationen ent-
halten, die zutreffende Vorhersagen zulassen. Dies ist zumeist fu¨r abstraktere
Informationen der Fall. Diese Informationen ko¨nnen zwar genutzt werden, um
die Aktionen des Roboters grob zu leiten, sind jedoch nicht geeignet, um ihn zu
steuern. Verhaltensbasierte Steuerungsarchitekturen mu¨ssen nun festlegen, wie
dieses Leiten der Aktionen realisiert wird, ohne die reaktiven Fa¨higkeiten der
Verhalten zu unterbinden. Um diesen Problemen zu begegnen, wurden eine Viel-
zahl von hybriden Steuerungsarchitekturen entwickelt, von denen einige wichtige
im na¨chsten Abschnitt vorgestellt werden.
Einige Begriffe in der verhaltensbasierten Robotik werden nicht einheitlich
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verwendet, insbesondere wird der Begriff ’Verhalten’ unterschiedlich aufgefasst.
Um Missversta¨ndnissen vorzubeugen, wird hier zuna¨chst die Bedeutung einiger
Begriffe fu¨r diese Arbeit umrissen.
Ein einfaches Modul, welches gelesene Eingangsdaten bzw. Sensordaten mit
Algorithmen und Funktionen auf Ausgangsdaten bzw. Aktionen abbildet, nennen
wir ’Verhalten’.
Dabei ist von einem ’Reflex’ die Rede, wenn das Modul mit bestimmten
Ausgabemustern direkt und sehr schnell auf wenige, bestimmte Ereignisse oder
Muster von Eingangsdaten reagiert, vo¨llig unabha¨ngig vom internen Zustand.
Ein Reflex ist also ein besonders einfaches und schnelles Verhalten und rea-
giert nur in bestimmten Situationen (Stimulus - Response). Dagegen bezeichnen
wir Verhalten, die kontinuierlich alle Eingangsdaten auswerten und auf einen
kontinuierlichen Strom von Ausgangsdaten abbilden, als ’Kontrollverhalten’.
Der Begriff ’Verhalten’ stimmt somit in dieser Arbeit mit dem Begriff ’behavi-
or’ u¨berein, wie er in den meisten Arbeiten verwendet wird. Andererseits benutzt
beispielsweise L. Steels den Begriff ’behavior’ in [Ste94] mit einer anderen Be-
deutung. Dort ist ein Verhalten (behavior) eine Abfolge von beobachteten und
interpretierten Aktionen eines Roboters in seiner Umgebung. Ein Verhalten ist
dort demnach kein spezielles Modul oder ein Algorithmus, sondern es erwa¨chst
aus dem Zusammenspiel von einem oder mehreren reaktiven Modulen unterein-
ander sowie mit der Umwelt. Obwohl dieser Begriff von Verhalten na¨her an der
biologischen Definition liegt und vielleicht sogar treffender ist, werden wir hier
den Begriff ’Verhalten’ so verwenden wie oben beschrieben, denn er wird auch
in der Mehrzahl der Arbeiten zu verhaltensbasierten Steuerungsarchitekturen so
benutzt.
4.4 Stand der Forschung und Klassifikation
Im Folgenden wird eine U¨bersicht u¨ber verhaltensbasierte und hybride, also teil-
weise verhaltensbasierte und teilweise funktionsbasierte Steuerungsarchitekturen,
gegeben. Einfache verhaltensbasierte Systeme erfu¨llen so genannte
”
low-level
tasks“,
”
einfache“ Teilaufgaben, die durch eine enge Kopplung von Sensoren und
Aktoren realisiert werden. Ohne weiteres sind diese Systeme nicht fa¨hig lang-
fristige, komplexe Aufgaben auszufu¨hren. Ihre Fa¨higkeiten sind auf Verhalten
wie Kollisionsvermeidung, Lichtverfolgung, Wandverfolgung, Durchfahren einer
Engstelle und A¨hnliches beschra¨nkt. Es wird jedoch oft u¨bersehen, dass diese
Verhalten unter Verwendung eines komplexen Weltmodells oder mit einem posi-
tionsbasierten Ansatz, sehr schwer so robust zu realisieren wa¨ren. Weiterhin sind
diese einfachen Fa¨higkeiten sehr nu¨tzlich fu¨r Anwendungen. Das Problem ist, die
Robustheit der grundlegenden Verhalten zu erhalten und zusa¨tzliche deliberative,
zielorientierte Fa¨higkeiten dazu gewinnen.
Verhalten, die auf einer engen Kopplung von Sensoren und Aktoren beruhen,
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sind im Allgemeinen sehr robust und teilweise auch anpassungsfa¨hig. Zur Steue-
rung von Aktionen, die von dynamischen, lokalen Eigenschaften der Umgebung
abha¨ngen, ist eine Kombination von einfachen Verhalten meist effektiver als ein
deliberativer Ansatz. Da die dahinter liegenden Mechanismen reaktiv sind und
nicht von einem internen Zustand des Systems abha¨ngen, ko¨nnen Sto¨rungen in
der Umwelt und Messfehler das Verhalten zwar beeinflussen, die Mechanismen
arbeiten jedoch unvera¨ndert weiter und halten die Verhaltensweise stabil. Diese
Stabilita¨t ist bei Systemen, die extensiv auf interne Zusta¨nde zuru¨ckgreifen, nicht
gegeben. Deliberative Verfahren sind jedoch auf interne Zusta¨nde angewiesen,
um lokale Minima jeglicher Art erkennen zu ko¨nnen. Fu¨r den Fall der Navigation
sind dies z.B. lokale Sackgassen. Um Umwegverhalten zeigen zu ko¨nnen, braucht
das System ein Weltmodell und einen internen Zustand.
Betrachtet man verschiedene verhaltensbasierte Architekturen, so kristallisiert
sich heraus, dass sich der Hauptunterschied der verschiedenen Ansa¨tze aus der
Methode der Koordination der Verhalten ergibt. Weiterhin wird durch die Wahl
der Methode zur Verhaltenskoordination bestimmt, ob und wie sich deliberative
Konzepte direkt in die Architektur einbringen lassen. Da die Kombination von
reaktiven und deliberativen Modulen ein wichtiges Problem darstellt, ist die
Verhaltenskoordination bei neueren Architekturen genau auf diese Integration
hin ausgelegt.
Will man deliberative Verfahren anwenden und gleichzeitig robuste Verhalten
einsetzen, so stellt sich die Frage, wie diese beiden Quellen von Steuerungsinfor-
mationen koordiniert werden sollen. Wird die Kontrolle allein den deliberativen
Komponenten u¨berlassen, so besteht die Gefahr, dass das System auf Grund
der zu geringen Reaktionsfa¨higkeit beispielsweise eine Kollision verursacht oder
allgemein auf eine Vera¨nderung der Situation nicht schnell genug reagiert. Die
Verhalten allein agieren dagegen nicht weitsichtig genug.
Die Idee ist nun, den Verhalten die Steuerung der Aktoren nicht zu entreißen,
sondern sie nur durch die deliberativen Komponenten so zu beeinflussen, dass sie
die globale Aufgabe sozusagen
”
nebenbei“ mit erfu¨llen.
Die Mo¨glichkeiten der Beeinflussung lassen sich grob, wie folgt, einteilen in
(siehe dazu Abbildung 4.1):
(A) Auswahl von Verhalten,
(B) Beeinflussung der Verhalten,
(C) Beeinflussung der Verhaltenskoordination,
(D) deliberative Methoden neben bzw. in den Verhalten.
Die erste Mo¨glichkeit (A) ist im Spezialfall der Verhaltensselektion a¨hnlich. Im
Gegensatz zur Verhaltensselektion ko¨nnen hier jedoch fu¨r eine Operationsphase
mehrere Verhalten gleichzeitig ausgewa¨hlt werden.
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Abbildung 4.1: Mo¨gliche Platzierungen von deliberativen Komponenten in einer
verhaltensbasierten Steuerungsarchitektur
Im Fall (B) werden die Verhalten direkt von den deliberativen Komponenten
beeinflusst. Dieser Fall wird im Folgenden nicht genauer betrachtet. Hier sind
sehr verschiedene Ansa¨tze denkbar, so dass dieser Fall zu allgemein ist, um sich
eingrenzen und analysieren zu lassen. Ein Ansatz dieser Art wa¨re beispielsweise,
die Verhalten zu parametrisieren und mit den deliberativen Komponenten die
Parameter der Verhalten zu steuern. Die Mo¨glichkeiten und Eigenschaften, welche
sich daraus ergeben, ha¨ngen dann wieder stark von der Wahl der Parametrisierung
ab.
Im Fall (C) greifen die deliberativen Komponenten in die Koordination der
Verhalten ein. Damit ergeben sich je nach dem Verfahren, mit dem die Verhalten
koordiniert werden, andere Mo¨glichkeiten das Gesamtverhalten zu beeinflussen.
Auf verschiedene Arten der Koordination wird spa¨ter genauer eingegangen.
In den Fa¨llen (A) und (C) werden die deliberativen Komponenten als u¨berge-
ordnete, plangebende Instanzen betrachtet. Ein erstellter Plan wird jedoch nicht
mehr als Sequenz von konkreten Handlungen verstanden, sondern als Sequenz
von Verhaltensweisen oder als Sequenz von Pra¨ferenzen fu¨r bestimmte Verhalten
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bzw. Teilziele. Die Handlungen werden nicht konkret vorgegeben, sondern bleiben
abha¨ngig von der jeweiligen Situation, werden also sozusagen fu¨r jede mo¨gliche
Situation vorgegeben. Da dies fu¨r die Vielzahl von denkbaren Situationen nicht
mo¨glich ist, bedient man sich der Verhalten und ihrer Koordination, um den
gewu¨nschten Gesamtablauf zu beschreiben.
Im letzten Fall (D) werden die deliberativen Komponenten wie ein Verhalten
in die Steuerung integriert, indem sie am Koordinationsprozess teilnehmen. Hier-
bei ist wichtig, dass die Koordination der Verhalten eine sinnvolle Integration
von reaktiven und deliberativen Verhalten ermo¨glicht. Dabei werden die deli-
berativen Komponenten den reaktiven fast gleichgestellt. Das System arbeitet
nicht mehr in den Phasen Planerstellung und -ausfu¨hrung, sondern die delibera-
tiven Komponenten laufen kontinuierlich mit und kontrollieren die Aktionen in
Kooperation und Konkurrenz mit den reaktiven Komponenten. Dennoch werden
wir sehen, dass es sich auch hier anbietet, eine Hierarchie einzufu¨hren. Obwohl in
der schematischen Zeichnung nur eine deliberative Komponente dargestellt ist,
ko¨nnen hier auch mehrere deliberative Komponenten parallel agieren.
Im Folgenden werden die verschiedenen Architekturen, wie bereits angeku¨n-
digt, nach Art der Verhaltenskoordination klassifiziert (siehe Abb. 4.2). Eine
a¨hnliche Klassifizierung wurde bereits von Pirjanian in [Pir99] vorgeschlagen.
Dabei werden jeweils die oben bereits vorgestellten Mo¨glichkeiten zur Einbrin-
gung von deliberativen Komponenten diskutiert.
In der obersten Ebene werden die Verfahren zur Verhaltenskoordination
in selektive und parallele Verfahren eingeteilt. Selektive Verfahren wa¨hlen ein
Verhalten aus mehreren aus und u¨bergeben diesem die alleinige Kontrolle u¨ber
das System (bzw. den Roboter) bis ein anderes Verhalten ausgewa¨hlt wird. Im
Unterschied dazu kombinieren parallele Verfahren Anforderungen von parallel
arbeitenden Verhalten zu einer gemeinsamen Aktion. Es sei bemerkt, dass die
Selektion auch als Spezialfall der parallelen Verfahren interpretiert werden kann,
was umgekehrt jedoch nicht mo¨glich ist.
4.4.1 Verhaltensselektion
Bei diesen Verfahren wird die Verhaltenskoordination durch Auswahl eines ak-
tiven Verhaltens realisiert. Eine Fusion der Ausgangsdaten der Verhalten ist
hier nicht vorhanden. Die Verhalten greifen direkt auf die entsprechenden (evtl.
abstrakten) Aktoren zu. Die Selektion kann hierbei durch einen u¨bergeordneten
Mechanismus oder aber durch verteilte Verfahren erfolgen. Beispiele sind die Sub-
sumption Architecture, zuerst vorgeschlagen von Brooks [Bro86], die Activation
Networks von P. Maes [Mae90a, Mae90b] und die Animated Agent Architecture
von Firby and Slack [FS95].
Die Einschra¨nkung dieser Ansa¨tze besteht darin, dass Verhalten nur zeitlich
nacheinander arbeiten ko¨nnen und somit die Ziele, die die einzelnen Verhalten
anstreben, immer nur nacheinander erfu¨llt werden ko¨nnen. Kompromisse zur
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Verfahren zur Verhaltenskoordination
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Abbildung 4.2: Klassifikation der Koordinationsverfahren fu¨r verhaltensbasierte
Steuerungsarchitekturen.
Optimierung von Kriterien verschiedener Verhalten werden von einem selektiven
Koordinationsverfahren nicht unterstu¨tzt. Deshalb ko¨nnen Verhalten, die z.B.
permanente Ziele verfolgen, keinen Einfluss auf das Geschehen nehmen, wenn ein
anderes Verhalten die Kontrolle hat.
Sollen zeitweise zusa¨tzliche Bedingungen eingehalten werden, die eine Modifi-
kation der Aktionen nach sich ziehen, wie zum Beispiel ein Rechtsfahrgebot oder
eine Geschwindigkeitsbegrenzung, so mu¨ssen jeweils die einzelnen Verhalten an-
gepasst werden. In Architekturen mit parallelen Verhalten la¨sst sich diese Anpas-
sung durch kooperierende Verhalten realisieren, in Architekturen mit selektiver
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Koordination mu¨ssen entsprechend viele bzw. komplexe Verhalten implementiert
werden.
Sich zufa¨llig ergebende Gelegenheiten ko¨nnen mit diesem Ansatz nicht genutzt
werden, sofern sie das aktive Eingreifen erfordern: Ein Roboter soll beispielsweise
gerade einen Ordner in einen bestimmten Raum zuru¨ckstellen. Gleichzeitig tra¨gt
er jedoch noch einen wichtigen Brief bei sich, den er bisher nicht ausliefern
konnte, weil die Tu¨r zum Zielraum bisher verschlossen war. Nun fu¨hrt ihn seine
Route in die Na¨he an dieses Raumes und die Tu¨r ist geo¨ffnet. Um dies erkennen
und so die Gelegenheit nutzen zu ko¨nnen, mu¨sste jedoch mindestens ein paralleler
Monitoring-Prozess aktiv sein, der den Zustand der Tu¨r feststellt. Er mu¨sste den
Roboter besonders nahe an der Tu¨r vorbeifahren und evtl. kurz anhalten lassen,
um anschließend je nach Situation evtl. die Auslieferung des Briefes einzuleiten.
Somit mu¨ssen andere Verhalten ebenfalls wichtige permanente Ziele beru¨ck-
sichtigen, oder sie werden sta¨ndig von den Verhalten, die diese Ziele verfolgen,
unterbrochen. Kooperation und Konkurrenz zwischen Verhalten treten hier nur
auf der Ebene der Vergabe der Gesamtkontrolle auf und dies nur bei verteilt
gesteuerten Verfahren (wie z.B. bei Maes).
Bei sequentiell laufenden Verhalten bietet es sich geradezu an, deliberative
Komponenten zu verwenden, um die Sequenz der Verhalten zu bestimmen (siehe
Abb. 4.1, Seite 72, (A), (C)). Die Varianten (A) und (C) fallen in diesem Fall
zusammen. Die Verhalten werden dann oft sogar als komplexe Aktionen inter-
pretiert, deren Ausfu¨hrungssequenz mittels deliberativer Komponenten geplant
wird. Die Ausfu¨hrung des Plans entspricht dann der sequentiellen Ausfu¨hrung
der Verhalten. Dabei werden kontinuierlich bestimmte Bedingungen u¨berpru¨ft,
die festlegen, wann das aktuelle Verhalten von einem Nachfolgeverhalten abgelo¨st
wird. Der Unterschied zum funktionalen Ansatz besteht hier also nur darin, dass
die Aktionen durch Verhalten ersetzt wurden.
Verhalten ko¨nnen jedoch ebenso fehlschlagen wie einzelne Aktionen. Entwe-
der, weil sie unerwu¨nschte Nebeneffekte hervorrufen, oder weil sie den Zielzu-
stand nie erreichen und somit die na¨chste Transitionsbedingung nicht wahr wird.
Außerdem ist die Bestimmung der Transitionsbedingungen von unsicheren Sen-
soren abha¨ngig, was dazu fu¨hren kann, dass ein Verhalten zu fru¨h oder zu spa¨t
abgebrochen wird. Einige Architekturen setzen deshalb zusa¨tzliche Monitoring
Komponenten ein, welche das Fehlschlagen eines Verhaltens erkennen ko¨nnen und
Gegenmaßnahmen einleiten, wie z.B. Neuplanung. Diese Komponenten ko¨nnen
Teil des Verhaltens oder separate Komponenten sein. Im schlechtesten Fall fu¨hrt
dies dazu, dass die deliberative Komponente die Aufgabe in immer kleiner
gestu¨ckelte Verhaltenssequenzen zerlegt und schließlich den Roboter fast direkt
steuert. Damit gehen jedoch die Vorteile einer verhaltensbasierten Steuerung
wieder verloren.
Deliberative Komponenten als Verhalten zu betrachten und mit in den Ko-
ordinationsprozess einzubinden (Abb. 4.1, Seite 72, (D)), ist in diesem Fall
ungu¨nstig, da die deliberativen Komponenten den Roboter somit zeitweise allei-
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ne direkt steuern mu¨ssten.
Activation Networks Einige dieser Nachteile werden umgangen, wenn keine
u¨bergeordnete Instanz existiert, welche die Sequenz der Verhalten bestimmt,
sondern die Verhalten untereinander abstimmen, welches Verhalten aktiv wird.
Diesen Ansatz verfolgt P. Maes [Mae90a] mit
”
Activation Networks“. In dieser
Architektur werden die Verhalten als
”
competence modules“ bezeichnet, welche
bestimmte Fa¨higkeiten auf reaktive Art implementieren. Ein solches Verhalten
Vi wird durch einen Tupel (ci, ai, di, αi) beschrieben. ci ist eine Liste von Vor-
bedingungen, welche erfu¨llt sein mu¨ssen, damit das Verhalten operieren kann.
Der Effekt des Verhaltens wird durch eine Liste ai (englisch: add) der hinzu-
kommenden Bedingungen und eine Liste di (englisch: delete) der wegfallenden
Bedingungen dargestellt. Zusa¨tzlich besitzt jedes Verhalten einen Aktivierungs-
level αi. Ein Verhalten ist bereit zur Ausfu¨hrung, wenn seine Vorbedingungen
erfu¨llt sind.
Die Verhalten sind zu einem Netz verbunden. Dabei gibt es verschiedene
Arten von Verbindungen.
• Successor Link
Hat ein Verhalten V1 in seinen Effekten eine hinzukommende Bedingung,
also eine Bedingung in ai, welche in den Vorbedingungen ci eines anderen
Verhalten V2 auftaucht, so verbindet diese Verhalten eine solche Verbindung
vom ersten zum zweiten Verhalten.
• Predecessor Link
Diese Verbindung ist die umgekehrte Verbindung zum Successor Link.
• Conflictor Link
Hat ein Verhalten V1 in seinen Effekten eine wegfallende Bedingung, also
eine Bedingung in di, welche in den Vorbedingungen ci eines anderen Ver-
haltens V2 auftaucht, so verbindet diese Verhalten eine solche Verbindung
vom ersten zum zweiten Verhalten.
Diese Verbindungen legen fest, wie sich die so genannte
”
Aktivierungsenergie“
unter den Verhalten verteilt bzw. zwischen den Verhalten
”
fließt“. U¨berschreitet
ein Aktivierungslevel eines Verhaltens eine bestimmte Schwelle und ist dieses
Verhalten bereit zur Ausfu¨hrung, so wird es aktiv und fu¨hrt reale Aktionen aus.
Es werden verschiedene Quellen und Senken von
”
Aktivierungsenergie“ definiert:
• Aktivierung durch den Zustand
Jedes Verhalten, dessen Vorbedingungen zu einem Teil erfu¨llt sind, erha¨lt
Aktivierungsenergie.
• Aktivierung durch Ziele
Jedes Verhalten, welches globale Ziele wahr macht, erha¨lt Aktivierungs-
energie.
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• Deaktivierung durch geschu¨tzte Ziele
Jedes Verhalten, welches globale, bereits erreichte Ziele ru¨ckga¨ngig macht,
verliert Aktivierungsenergie.
Das Netzwerk wird nun als kontinuierliches System betrachtet, in dem sich die
Aktivierungsenergie u¨ber die Verbindungen nach vorgegebenen Regeln verteilt.
Wird ein Verhalten aktiv, so agiert es in der realen Welt und vera¨ndert diese
somit. Dadurch vera¨ndern sich auch die Flu¨sse im Activation Network, und gege-
benenfalls wird ein anderes Verhalten aktiviert. Maes zeigt, dass dieses Netzwerk
einerseits robust auf die aktuelle Situation reagiert und z.B. gu¨nstige, unerwar-
tete Situationen nutzen kann und dass es andererseits auch vorausschauende
Fa¨higkeiten besitzt. Zudem kann die Auspra¨gung dieser beiden, teilweise ge-
gensa¨tzlichen Eigenschaften mit einem Parameter ausbalanciert werden, so dass
das Netzwerk entweder eher reaktiv agiert oder eher weitsichtig, bzw. deliberativ.
4.4.2 Parallel laufende Verhalten
Wir betrachten nun Architekturen, in denen mehrere Verhalten simultan in die
Steuerung eingreifen; sie laufen parallel. Um eine Ansteuerung der Aktoren zu
ermo¨glichen, mu¨ssen die Ausgaben der verschiedenen, parallel laufenden Verhal-
ten zu resultierenden Aktionen zusammen gefasst werden.
’Single-Vote’-Verfahren
Man kann die Koordination verschiedener Verhalten als Abstimmungsprozess
auffassen. Jedes der Verhalten gibt seine Stimme in einer geeigneten Form ab,
und nach einer Abstimmungsregel wird die Ergebnisaktion bestimmt. In den
folgenden Verfahren besteht die Stimme eines Verhaltens aus einer bestimmten,
gewu¨nschten Aktion oder Aktionsa¨nderung sowie evtl. einer zugeho¨rigen Gewich-
tung. Die Verhalten haben keine Mo¨glichkeit fu¨r mehrere Aktionen gleichzeitig
zu stimmen oder gegen eine Aktion zu stimmen oder sogar beides gleichzeitig zu
tun. Wir nennen diese Verfahren hier deshalb ’Single-Vote’-Verfahren.
Superposition In Steels Superpositionsansatz [Ste95] modifizieren die Ver-
halten die Aktion durch Inkrementierung oder Dekrementierung des aktuellen
Soll-Wertes des entsprechenden Aktors. Aktoren werden in diesem Ansatz durch
eindimensionale Soll-Werte angesteuert (z.B. Geschwindigkeit einer Kette). Grei-
fen mehrere Verhalten auf einen Aktor zu, so summieren sich die A¨nderungen des
Soll-Wertes. Der Aktor ruft regelma¨ßig den aktuellen Soll-Wert ab und setzt ihn
um. Durch diesen Mechanismus bewirkt nicht nur die Gro¨ße der A¨nderungen eine
Gewichtung der Verhalten, sondern auch die Ha¨ufigkeit, mit der sie den Soll-Wert
modifizieren. Langsame Verhalten verlieren somit an Einfluss, was nicht immer
wu¨nschenswert ist.
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Motor-Schemata, Autonomous Robot Architecture (AuRA) In Arkins
”
Motor-Schemata“ [Ark89b, Ark89a, Ark98] werden die Verhalten durch so ge-
nannte Motor-Schemata definiert. Motor-Schemata fu¨r Navigation sind Vektorfel-
der, die fu¨r jede Situation die jeweilige bevorzugte Bewegungsrichtung angeben.
Dabei wird die Situation streng aufgabenorientiert mittels eines so genannten
Wahrnehmungsschemas ermittelt. Die Verhalten geben die Vektoren des zugeord-
neten Motor-Schemas abha¨ngig von Sensordaten aus. Fu¨r einen mobilen Roboter,
der sich auf einer Fla¨che bewegt, sind dies beispielsweise Vektoren der Form v
= (x,y). Die Richtung der Vektoren gibt dabei die vom jeweiligen Verhalten
gewu¨nschte Bewegungsrichtung des Roboters oder des Effektors an. Die La¨nge
der Vektoren legt jedoch nicht den Betrag der Geschwindigkeit fest, sondern die
Gewichtung der Ausgabe in Bezug auf Ausgaben anderer Verhalten. Die Zusam-
menfassung von Ausgaben verschiedener Verhalten und somit die Koordination
der Verhalten wird durch Summation der Ausgabevektoren bewerkstelligt. Der
resultierende Vektor gibt somit die resultierende Richtung an, die La¨nge dieses
Vektors ist ohne Bedeutung.
(a) ohne Rauschen (b) mit Rauschen
Abbildung 4.3: Resultierendes Vektorfeld nach Arkin aus den Verhalten Zielfahrt
und Kollisionsvermeidung. (a) ohne und (b) mit zusa¨tzlich erzeugtem Rauschen.
Der dunkle Kreis ist jeweils ein Hindernis, der kleinere leere Kreis der Zielpunkt
(aus [Ark98]).
Schon bei formaler Betrachtung fa¨llt auf, dass ein resultierender Null-Vektor
ein Problem darstellen ko¨nnte, da hier keine Richtung ermittelt werden kann.
Tatsa¨chlich stellt dieser Fall auch ein praktisches Problem dar, wie wir spa¨ter in
Abschnitt 4.4.2 erla¨utern werden. Ein Null-Vektor als Ausgabe eines einzelnen
Verhaltens stellt hingegen treffend die Passivita¨t des betreffenden Verhaltens in
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der aktuellen Situation dar.
Die
”
Motor-Schemata“ sind der reaktive Teil der Autonomous Robot Archi-
tecture (AuRA). Hierarchisch daru¨ber sind drei weitere Ebenen angeordnet:
• Der
”
Plan Sequencer“ oder Pilot, welcher die reaktive Komponente an-
steuert, indem er die Motor-Schemata fu¨r die aktuelle Operationsphase
aktiviert,
• der
”
Spatial Reasoner“ oder Navigator, welcher die globale Navigation mit
Hilfe von Karteninformationen auf Basis von Motor-Schemas bewerkstelligt,
und schließlich auf ho¨chster Abstraktionsebene
• der
”
Mission Planner“, welcher die Interaktion mit dem Benutzer und die
Planung der Auftragsdurchfu¨hrung u¨bernimmt.
Die Bru¨cke zu den deliberativen Ebenen wird hier also durch Auswahl von
Gruppen von Verhalten bzw. Motor-Schemata fu¨r bestimmte Operationsphasen
geschlagen (Variante (A) in Abb. 4.1, Seite 72).
ATLANTIS, Erann Gat Die Architektur ATLANTIS (A Three Layered Ar-
chitecture for Navigating Through Intricate Situations) [Gat93, Gat92] besteht
aus drei Ebenen. Der Controller ist eine reaktive Komponente, die kontinuier-
liche Aktionen ausfu¨hrt, ohne dabei Entscheidungen im abstrakteren Sinn zu
treffen. Der Sequencer ist eine Art spezielles Betriebsystem, das reaktive sowie
deliberative Prozesse startet und beendet. Die deliberativen Prozesse geho¨ren
dabei zum Deliberator, welcher fu¨r Weltmodellierungs- und Planungsaufgaben
zusta¨ndig ist.
Die Verhalten, welche vom Controller durchgefu¨hrt werden, werden mittels
einer LISP-a¨hnlichen Programmiersprache namens ALFA (A Language for Ac-
tion) [Gat91] spezifiziert. Einfache Rechenmodule (modules) werden hier durch
Kana¨le (channels) zu einem Netzwerk verbunden. Die Kana¨le transportieren hier
entweder Sensordaten oder Ergebnisse aus vorhergehenden Berechnungen. ALFA
stellt Designkonzepte fu¨r Datenfluss und Zustandsautomaten zur Verfu¨gung. Die
Verarbeitung ist hier nicht ereignisorientiert. Alle Kana¨le im Netzwerk werden
gleichzeitig in einem festen Takt aktualisiert, d.h. in jedem Takt werden die
neuen Daten durch alle Kana¨le gleichzeitig transportiert.
Mehrere Module ko¨nnen Ausgaben in einen Kanal schreiben. Wie die auf-
tretenden Konflikte gelo¨st werden, kann fu¨r den entsprechenden Kanal definiert
werden. Beispiele sind Mittelwertbildung, Priorisierung oder Maximumsbildung.
Das System benutzt damit typische ’Single-Vote’-Verfahren zur Koordination
von konkurrierenden Verhalten.
Der Sequencer startet, u¨berwacht und beendet bzw. unterbricht Prozesse nach
bestimmten Regeln. Zur U¨berwachung der Prozesse dient hier das Konzept des
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”
Cognizant Failure“. Cognizant Failure sind Fehler in der Ausfu¨hrung eines Ver-
haltens, die von einem Monitoring-Prozess erkannt werden ko¨nnen. Kriterien fu¨r
die Erkennung von Fehlern sind zum Beispiel Timeouts fu¨r bestimmte Vorga¨nge
oder o¨rtliche Beschra¨nkungen fu¨r Aktionen. Bei Auftreten eines Fehlers leitet
der Sequencer entsprechende Maßnahmen ein, um den Fehler zu beheben, bzw.
die Verhalten neu aufzusetzen. Außerdem hat der Sequencer die Mo¨glichkeit,
Parameter in die Kana¨le von laufenden Verhalten einzuspeisen und die Verhalten
so zu beeinflussen (Variante (B) in Abb. 4.1, Seite 72).
Der Deliberator entha¨lt Prozesse zur Planung und Weltmodellierung. Die
Ergebnisse dieser Berechnungen sind im Prinzip Auftra¨ge an den Sequencer, die
beschreiben, welche Verhalten auszufu¨hren sind. Durch den Deliberator findet
also eine Auswahl der zu aktivierenden Verhalten statt (Variante (A) in Abb. 4.1,
Seite 72 ). Eine Besonderheit ist, dass der Sequencer auch die Kontrolle u¨ber die
deliberativen Prozesse u¨bernimmt, d.h. auch die deliberativen Prozesse ko¨nnen
auf Grund von Cognizant Failures abgebrochen und gestartet werden.
Nachteile der ’Single-Vote’-Verfahren Wie bereits erwa¨hnt, ist es bei dieser
Klasse von Verfahren nicht mo¨glich, Aktionen zu unterdru¨cken oder mehrere
alternative Aktionen gleichzeitig positiv zu bewerten. Dies fu¨hrt zu einigen
Nachteilen:
Stellen wir uns zwei konkurrierende Verhalten vor: erstens ein Verhalten
zur Kollisionsvermeidung und zweitens ein Verhalten, welches Kurs auf einen
Zielpunkt ha¨lt. Implementiert man beide Verhalten einfach und strikt aufgaben-
orientiert, so wird die Kombination der Verhalten mittels eines ’Single-Vote’-
Verfahren nicht das gewu¨nschte Gesamtverhalten zeigen. Beispielsweise tritt die-
ses Problem in Arkins
”
Motor-Schema“-Ansatz auf, wie bereits Latombe [Lat91]
gezeigt hat: Man betrachte ein Hindernis und einen Zielpunkt (attractor). Das
Motor-Schema fu¨r Kollisionsvermeidung gibt Vektoren aus, die vom Hindernis
weg zeigen, wa¨hrend das Motor-Schema fu¨r Zielfahrt Vektoren auswirft, die di-
rekt zum Ziel fu¨hren. Folglich gibt es in der Umgebung des Hindernisses auf der
gegenu¨berliegenden Seite zum Ziel einen Punkt, wo sich die Vektoren zu Null
addieren. Ist der Roboter an diesem Punkt, dann liefert der Ergebnisvektor keine
Information, in welche Richtung der Roboter fahren soll.
Arkin schla¨gt in seinem Buch
”
Behavior-Based Robotics“ [Ark98] vor, das
Problem zu lo¨sen, indem ein Motor-Schema (bzw. ein Verhalten) hinzugefu¨gt
wird, das
”
Rauschen“ produziert, d.h. zufa¨llige, schwach gewichtete Vektoren
ausgibt. Das Ergebnis ist jedoch nicht sehr befriedigend. Denn nehmen wir an,
der Roboter befindet sich etwa auf einer Linie mit dem Ziel und dem Hindernis
und das Hindernis liegt zwischen Roboter und Ziel, dann wird das resultierende
Vektorfeld den Roboter zuna¨chst frontal auf das Hindernis zu fahren lassen, bis
er endlich von dem zufa¨lligen Feld in eine zufa¨llige Richtung abgeleitet wird,
wie in Arkins Abbildung zu sehen ist (siehe Abb. 4.3, Seite 78). Dabei ist die
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Situation, in der die ersten zwei Verhalten nur einen Nullvektor produzieren,
nicht gerade komplex. Der Roboter muss nur entweder rechts oder links am
Hindernis vorbeifahren. Warum also fu¨hrt dies hier zu einem Problem?
Der Grund ist, dass die Kollisionsvermeidung, wie der Name schon sugge-
riert, ein vermeidendes Verhalten ist. D.h. die Intention dieses Verhaltens ist
eigentlich, bestimmte Aktionen zu unterdru¨cken, na¨mlich die, die zu einer Kolli-
sion fu¨hren. Da das Koordinationsverfahren jedoch nur die positive Wahl einer
Aktion zula¨sst, wird aus der Kollisionsvermeidung eine Hindernisflucht! Neben
der Kollisionsvermeidung gibt es weitere Verhalten, die einen solchen Charakter
aufweisen. Dies sind typischerweise Verhalten, die die Einhaltung permanenter
Bedingungen bewirken sollen.
Um dennoch mit dieser Art von Koordination gute Ergebnisse zu erzielen,
werden die einzelnen Verhalten oft nicht mehr strikt aufgabenorientiert imple-
mentiert. Stattdessen werden Teile der Kollisionsvermeidung in die Verhalten
zur Zielfahrt integriert und umgekehrt. Die Modularita¨t und Einfachheit der
Verhalten geht damit verloren.
Schon vor der Zusammenfassung der Ausgaben verschiedener Verhalten fin-
det hier ein Informationsverlust statt. Falls die eigentliche Intention eines Ver-
haltens beispielsweise die Unterdru¨ckung einer bestimmten Aktion ist, so kann
dieses Verhalten in ’Single-Vote’-Ansa¨tzen am Ausgang nur eine der nicht zu
unterdru¨ckenden Aktionen ausgeben. Die Intention der Unterdru¨ckung einer be-
stimmten Aktion ist verloren. Eine a¨hnliche Situation ergibt sich, wenn ein
Verhalten eigentlich mehrere verschiedene Aktionen etwa gleich bewerten wu¨rde,
die restlichen jedoch schlechter. Am Ausgang kann dieses Verhalten nur eine
der mo¨glichen Alternativen unterstu¨tzen. Der Verlust dieser Informationen fu¨hrt
bei der Koordination von Verhalten dazu, dass das Gesamtverhalten des Sy-
stems nicht den kombinierten Intentionen der Einzelverhalten entspricht, weil
schon die Beitra¨ge der Einzelverhalten zum Koordinationsprozess nicht mehr der
vollsta¨ndigen Intention der Verhalten entsprechen.
Man kann jedoch die Modularita¨t und Einfachheit der Verhalten erhalten,
indem mehr Informationen an den Koordinationsmechanismus weitergereicht
werden, wie das in den folgenden Ansa¨tzen sowie auch in unserem Ansatz der
Fall ist.
’Multiple-Vote’-Verfahren
Die folgenden Ansa¨tze zur Verhaltenskoordination benutzen detailliertere Ausga-
beformate fu¨r Verhalten. Diese Formate erlauben den Verhalten, alle mo¨glichen
Aktionen eines Aktors zu bewerten. Die Koordination wird hier als Abstimmungs-
bzw. Bewertungsprozess gesehen, in dem jedes Verhalten die Aktionen bewer-
ten kann. Die resultierende Aktion stellt somit einen Kompromiss bzgl. der
Pra¨ferenzen der verschiedenen Verhalten dar. Die in dieser Arbeit vorgestellte
Steuerungsarchitektur, Behavior- and Utility-based Control Architecture (BU-
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CA) basiert ebenfalls auf einer solchen Verhaltenskoordination. Das in BUCA
verwendete Verfahren zur Koordination der Verhalten heißt Distributed Actua-
tor Control (DIAC) und wurde sicherlich durch die hier vorgestellten Verfahren
inspiriert. Dennoch bestehen einige Unterschiede.
Saphira In dieser Architektur [SRK93, SKR95] werden die Ausgaben reakti-
ver Verhalten und deliberativer Verhalten mittels Fuzzy Logik kontextsensitiv
ineinander u¨bergeblendet, was zu einer kontinuierlichen Ansteuerung der Ak-
toren fu¨hrt. Die Verhalten in Saphira sind als Fuzzy-Controller realisiert. Ein
Fuzzy-Controller arbeitet in vier Schritten:
• Fuzzifizierung:
Die Zugeho¨rigkeit der aktuellen Sensordaten zu Fuzzy-Mengen wird be-
stimmt.
• Anwendung der Fuzzy-Regeln:
Anschließend werden anhand der ermittelten Zugeho¨rigkeiten Fuzzy-Regeln
aus der Regelbasis angewandt, welche die Fuzzy-Mengen der Sensordaten
auf Fuzzy-Mengen zur Aktoransteuerung abbilden. Dabei bestimmt der
Grad, mit dem die Bedingung der jeweiligen Regel zutrifft, die Gewichtung,
mit der die Ergebnismenge der Regel in die Interferenz eingeht.
• Interferenz:
Im Allgemeinen werden hierbei mehrere Regeln angewandt, deren Ergeb-
nismengen dann in einer Fuzzy-Menge unter Anwendung der so genannten
Interferenzregel (in diesem Fall eine T-Norm) zusammen gefasst wird.
• Defuzzifizierung:
Die Defuzzifizierung dieser Menge resultiert dann in einem konkreten An-
steuerungswert fu¨r den jeweiligen Aktor.
Die Ergebnismengen, die durch Anwendung der Fuzzy-Regeln fu¨r jedes Ver-
halten entstehen, werden in diesem Ansatz auch ’desirability functions’ (hier:
Bewertungsfunktion) genannt, da sie wider spiegeln, welche Aktionen in der ak-
tuellen Situation und in Bezug auf das Ziel des jeweiligen Verhaltens besonders
nu¨tzlich sind. Fu¨r jedes Verhalten gibt es eine Kontextbedingung. Diese ist wie-
derum eine Fuzzy-Regel, welche anhand von Sensordaten entscheidet, inwiefern
das Verhalten momentan anwendbar ist und somit, wie stark das jeweilige Ver-
halten aktiviert wird. So ist ein Verhalten zur Wandverfolgung nur dann aktiv,
wenn auch der entsprechende Kontext aktiv ist. Das heißt fu¨r diesen Fall z.B.,
dass die Wand auch erkannt wurde und in der Na¨he ist. Diese Elemente werden
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zu einer so genannten Kontrollstruktur (Control structure) CS zusammen gefasst:
ControlStructure =< Object, Behavior, Context > (4.5)
Dabei ist Object ein Objekt im lokalen Wahrnehmungsraum (local perceptual
space, LPS). Der lokale Wahrnehmungsraum ist eine Art Blackboard mit aufbe-
reiteten Sensordaten. Dies ermo¨glicht das Verhalten auf ein bestimmtes Objekt
zu beziehen. Behavior ist das Verhalten in Form einer Regelbasis, die beschreibt,
wie das System reagieren soll, wenn das Object detektiert wurde. Eine Kon-
trollstruktur entha¨lt also ein Verhalten, welches wiederum als Fuzzy-Controller
realisiert wird. Context ist schließlich die Kontextbedingung fu¨r das Verhalten
und bestimmt, wie stark das Verhalten unter bestimmten Bedingungen aktiviert
sein soll. Der Kontext hat im Allgemeinen einen engen Bezug zum Object.
Die Koordination mehrerer Verhalten und somit Fuzzy-Controller, die gleich-
zeitig auf einen Aktor zugreifen, geschieht durch Zusammenfassung der Bewer-
tungsfunktionen aller beteiligten Verhalten in einer weiteren Fuzzy-Interferenz.
Das kontextsensitive U¨berblenden von Verhalten ergibt sich dadurch, dass die
Bewertungsfunktion (’desirability function’) eines jeden Verhaltens abha¨ngig vom
Kontext verschieden stark aktiviert ist. Fu¨r die Defuzzifizierung wird die Cen-
troid- oder Center-of Maximum-Methode angewandt (siehe [JM96], Seite 273).
Die Idee hinter diesen Kontrollstrukturen ist, dass ein u¨bergeordnetes, de-
liberatives Modul Kontrollstrukturen erzeugt, wobei auf eine Menge von vor-
definierten abstrakten Beschreibungen von Verhalten, so genannten Templates,
zuru¨ckgegriffen wird. Templates enthalten folgende Elemente:
• Vorbedingungen
• Laufbedingungen
• Effekt
• Verhalten
• Objekt
• Objektbedingungen
Die Vorbedingungen sind die Bedingungen, die zutreffen mu¨ssen, damit das
Verhalten aktiv werden kann. Die Laufbedingungen mu¨ssen wa¨hrend der ge-
samten Ausfu¨hrungszeit des Verhaltens zutreffen (oder zumindest ein wenig,
Fuzzy-Logik!). Der Effekt beschreibt das Ziel des Verhaltens, also den Zustand,
der nach Ausfu¨hrung des Verhaltens zutreffen sollte. Die Objektbedingungen
enthalten Bedingungen an die Objekte (beispielsweise, dass das Objekt ein Kor-
ridor sein muss). Vor- und Laufbedingung sowie der Effekt sind im Allgemeinen
von Objekten abha¨ngig. Durch Einsetzen dieser Objekte entsteht eine Instanz
des Templates. Hieraus wiederum la¨sst sich eine Kontrollstruktur generieren, in
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die das Verhalten sowie das Objekt eingetragen werden. Die Kontextbedingung
berechnet sich aus dem negierten Effekt des Templates verknu¨pft mit den Vor-
bedingungen durch eine Und-Operation. Dies bewirkt, dass Verhalten aktiviert
werden, wenn ihre Vorbedingungen erfu¨llt sind, und automatisch deaktiviert
werden, wenn ihr Ziel erreicht ist.
Ein u¨bergeordnetes, deliberatives Modul kann mit Ru¨ckgriff auf diese Tem-
plates fu¨r ein in Fuzzy-Logik formuliertes Ziel einen Plan erstellen, indem es
die passenden Kontrollstrukturen erzeugt. Dabei wird zuerst nach Verhalten
gesucht, die als Effekt das gegebene Ziel haben, dann nach Verhalten, die die
Vorbedingungen zu diesem Verhalten erzeugen usw. Dabei entsteht allerdings kein
sequentieller Plan, sondern eine Menge von Kontrollstrukturen, die wa¨hrend der
Ausfu¨hrung allein durch ihre Vor- und Laufbedingungen sequentiell ineinander
u¨bergeblendet werden und so zum Ziel fu¨hren sollen. Dabei treten vornehmlich
wa¨hrend der U¨berblendphasen parallel laufende Verhalten auf. Grundsa¨tzlich
ko¨nnen Verhalten aber beliebig parallel laufen und kooperieren, sofern die Vorbe-
dingungen mehrerer Verhalten gleichzeitig erfu¨llt sind. Diese Architektur bedient
sich also der Variante (A) in Abb. 4.1 (Seite 72) um deliberative Komponenten
einzubringen. Das Konzept zur Auswahl der zu aktivierenden Verhalten a¨hnelt
dem bereits in Abschnitt 4.4.1 vorgestellten Ansatz
”
Activation Networks“ von
Maes.
Die Funktionen, die in Saffiottys Ansatz ’desirability functions’ genannt wer-
den, entsprechen weitgehend den in unserem Ansatz verwendeten Bewertungs-
funktionen. Trotzdem gibt es wichtige Unterschiede (a) bei der Konstruktion der
Funktionen und (b) in der Art wie Priorita¨ten definiert, verwaltet und verwendet
werden. Wa¨hrend die Bewertungsfunktionen in Saphira durch Fuzzy Controller
erzeugt werden, erlaubt unsere Architektur eine freie Definition der Bewertungs-
funktionen abha¨ngig von den Sensordaten. Welche Vorteile das bringt, wird
spa¨ter in Abschnitt 5.10.2 erla¨utert. (c) Die Verarbeitung der Bewertungsfunk-
tionen geschieht in einem festen Takt, im Gegensatz dazu ist die Verarbeitung in
BUCA ereignisorientiert.
Distributed Architecture for Mobile Navigation (DAMN) In DAMN
[PRK90, Ros95, RP95, RT95] wird der Aktionsraum eines jeden Aktors diskre-
tisiert. Die Verhalten bewerten jede Aktion im Aktionsraum mit einem Wert
zwischen -1 und 1. Positive Werte bedeuten eine Bevorzugung einer Aktion,
negative eine gewu¨nschte Unterdru¨ckung. Jedem Verhalten wird ein Gewicht
zugeordnet, welches seiner Priorita¨t entspricht. Der so genannte
”
Schiedsrichter“
(arbiter) berechnet eine gewichtete Summe der Bewertungen fu¨r jede Aktion
eines Aktors. Die Aktion mit der ho¨chsten Bewertung wird bestimmt und an den
Aktor als Soll-Wert weitergeleitet. Die Aktion wird dabei
”
subpixel-genau“ be-
stimmt, d.h. die gewa¨hlten Aktionen ko¨nnen auch zwischen den diskreten Werten
liegen. Dazu wird in der zusammen gefassten Bewertungskurve durch den Punkt
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mit maximaler Bewertung und die beiden Nachbarpunkte eine Parabel gelegt
und deren Maximalwert als Ergebniswert bestimmt.
Dabei ko¨nnen die einzelnen Verhalten mit sehr unterschiedlichen Frequen-
zen Bewertungen an den Schiedsrichter schicken. Der Schiedsrichter arbeitet in
einem festen Zeittakt und fasst die jeweils letzten Bewertungen der Verhalten
zusammen. Dadurch ko¨nnen auch langsame deliberative Prozesse in der Rolle
eines Verhaltens auf die Steuerung einwirken (Variante (D)).
Zusa¨tzlich existiert ein so genannter
”
Mode Manager“, welcher die Gewich-
tungen der Verhalten anpassen und so in die Steuerung durch Einwirkung auf den
Koordinationsmechanismus eingreifen kann. Der Mode Manager stellt damit eine
weitere Mo¨glichkeit dar, deliberative Komponenten in die Steuerung eingreifen
zu lassen. Die deliberativen Komponenten greifen damit hier nach Variante (A)
und nach Variante (D) in die Steuerung ein (siehe Abb. 4.1, Seite 72).
Dieser Ansatz ist unserem Ansatz zur Koordination der Verhalten, der Dis-
tributed Actuator Control (DIAC) wohl am a¨hnlichsten. An dieser Stelle seien
nur kurz die Unterschiede zu DIAC bzw. BUCA angerissen: (a) Die Kombination
der Bewertungen geschieht in DIAC durch Multiplikation bzw. T-Norm statt
durch Summation, wie in diesem Ansatz, was zu weiteren Unterschieden in der
Behandlung von Priorita¨ten fu¨hrt und insbesondere eine sichere Unterdru¨ckung
von Aktionen erlaubt. (b) Dieser Ansatz unterstu¨tzt keine Priorita¨tenvererbung
oder etwas analoges. (c) Er weist ebenfalls keine Hierarchie auf, wie das in BUCA
der Fall ist. (d) Die Verarbeitung der Bewertungen geschieht auch hier in einem
festen Takt. Im Gegensatz dazu ist die Verarbeitung in BUCA ereignisorientiert.
Einen weiteren a¨hnlichen Ansatz schlagen Hoff und Bekey in [HB95] vor: Hier
werden einzelne Aktionen ebenfalls entweder unterstu¨tzt (positive Bewertung)
oder unterdru¨ckt (negative Bewertung). Zusa¨tzlich wird dort ein Konzept zum
Lernen der Gewichtungen verschiedener Verhalten vorgestellt.
4.5 Zusammenfassung
In diesem Kapitel wurden einige verhaltensbasierte Steuerungsarchitekturen vor-
gestellt und klassifiziert. Die Klassifizierung wurde dabei anhand des verwendeten
Verfahrens zur Koordination der Verhalten vorgenommen. Weiterhin wurden die
jeweiligen Mo¨glichkeiten zur Einbringung von deliberativen Komponenten aufge-
zeigt.
Es wurde gezeigt, dass Ansa¨tze, die als Ausgabe der einzelnen Verhalten nur
einzelne, evtl. gewichtete Aktionen zulassen, einige Schwa¨chen aufweisen. Da sol-
che ’Single-Vote’-Koordinationsverfahren die Unterdru¨ckung von Aktionen sowie
die Angabe von Alternativ-Lo¨sungen als Ausgabe der Verhalten nicht zulassen,
erschweren sie die unabha¨ngige Implementierung von unterdru¨ckenden Verhalten
(wie z.B. Kollisionsvermeidung), weil schon vor der eigentlichen Koordination ein
Informationsverlust eintritt.
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Ausgehend von diesen Betrachtungen wird im na¨chsten Kapitel eine Steue-
rungsarchitektur mit einem ’Multiple-Vote’-Verfahren zur Koordination der Ver-
halten vorgestellt.
Kapitel 5
BUCA
5.1 Einleitung
Die in dieser Arbeit entwickelte Behavior- and Utility-based Control Architecture
(BUCA) [Ste00] ist eine Steuerungsarchitektur fu¨r mobile Roboter bzw. fu¨r Syste-
me, die mittels fehlerbehafteten Sensordaten und Aktoren in einer dynamischen
Umgebung in Echtzeit autonom agieren sollen.
Forschungsergebnisse aus den letzten 20-30 Jahren haben gezeigt, dass verhal-
tensbasierte Ansa¨tze fu¨r die Interaktion mit komplexen, dynamischen Umgebun-
gen einige Vorteile gegenu¨ber funktionsbasierten Ansa¨tzen haben. Verhaltens-
basierte Ansa¨tze, welche auch als reaktiv bezeichnet werden, beruhen nicht wie
u¨bliche funktionsbasierten Ansa¨tze auf einem einzigen komplexen Weltmodell,
sondern verwenden viele aufgabenorientierte Teilmodelle. Die Gesamtkomplexita¨t
der Planungs- und Steuerungsaufgaben wird in reaktiven Systemen in mehrere
aufgabenorientierte Prozesse aufgespalten, wobei jeder dieser Prozesse einen kom-
pletten Steuerungskreis darstellt. Diese Prozesse werden in der Literatur auch
als Verhalten (engl.: behavior) bezeichnet. Jedes dieser Verhalten sammelt Infor-
mationen, verarbeitet diese und veranlasst Aktionen. Durch die Spezialisierung
auf eine Aufgabenstellung ko¨nnen die verwendeten Daten hier sta¨rker selektiert
und die Komplexita¨t der Verarbeitung reduziert werden. Jedes Verhalten hat
gewissermaßen sein eigenes spezielles Weltmodell, auf dem es arbeitet.
Die einzelnen Verhalten sollten mo¨glichst einfach gehalten werden. Ihre Auf-
gaben sollten sich dabei so wenig wie mo¨glich u¨berschneiden. Insbesondere soll-
ten die Teilaufgaben eines Verhaltens dabei nicht von den Zielen eines anderen
abha¨ngig sein. Diese Anforderungen mu¨ssen bei der Implementierung von Ver-
halten beachtet werden. Erst das Zusammenspiel von mehreren Verhalten ergibt
dann in der Interaktion mit der Umwelt ein komplexes Gesamtverhalten.
Im Folgenden sind die wichtigsten Aufgaben einer verhaltensbasierten Steue-
rungsarchitektur aufgefu¨hrt:
1. Verteilung der Sensordaten an die Verhalten,
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2. Verhaltenskoordination,
3. Integration deliberativer Komponenten.
Die Verhaltenskoordination sollte so beschaffen sein, dass nach Mo¨glichkeit
bei gleichzeitiger Aktivita¨t mehrerer Verhalten auch die Ziele der Verhalten
gleichzeitig erfu¨llt werden (Superpositionsprinzip). Dies ist natu¨rlich meistens
nicht mo¨glich. Deshalb werden den einzelnen Zielen und somit den ausfu¨hrenden
Verhalten Priorita¨ten zugewiesen. Angetsrebt wird dann, mo¨glichst viele Teilziele
gleichzeitig zu erfu¨llen, wobei solche mit niedrigerer Priorita¨t zugunsten von
wichtigeren Teilzielen evtl. ignoriert oder zumindest behindert werden ko¨nnen.
Diese Abstimmung zwischen den Verhalten sollte von der Steuerungsarchitektur
geleistet werden, nicht von den Verhalten selbst, denn diese sollen ja unabha¨ngig
implementiert werden ko¨nnen. Um dies zu realisieren, ist es unter Anderem
no¨tig, aus einem Verhalten heraus Aktionen nicht nur auswa¨hlen, sondern auch
unterdru¨cken zu ko¨nnen (vgl. Abschnitt 4.4.2).
Im letzten Kapitel wurden verhaltensbasierte Steuerungsarchitekturen an-
hand des Verfahrens zur Verhaltenskoordination klassifiziert. BUCA fa¨llt in die
Klasse der Architekturen mit ’Multiple-Vote’-Verfahren (vgl. Abschnitt 4.4.2).
Dadurch wird die Auslagerung der eigentlichen Koordination der Verhalten in die
Steuerungsarchitektur mo¨glich. Deliberative Komponenten laufen parallel und in
Kooperation und Konkurrenz zu den reaktiven Verhalten und ko¨nnen zusa¨tzlich
die Priorita¨ten bestimmter Verhalten steuern.
Erst durch die Implementierung von Servern und Verhalten wird aus dem
Geru¨st der Steuerungsarchitektur eine spezielle Robotersteuerung. In Kapitel 6
werden einige Beispiel-Implementierungen von Servern und Verhalten beschrie-
ben, welche die Navigation des mobilen Roboters ARS realisieren.
Im Folgenden werden zuna¨chst zwei Beispielverhalten vorgestellt. Anschlie-
ßend wird kurz das in BUCA verwendete Konzept zur Verteilung der Sensordaten
beschrieben. In Abschnitt 5.4 wird eine U¨bersicht u¨ber die Einzelkomponenten
von BUCA gegeben, deren Zusammenspiel nachfolgend beschrieben wird. Im
Zentrum der Betrachtungen stehen in Abschnitt 5.5 die Bewertungsfunktionen,
welche eine Schlu¨sselrolle bei der Koordination der Verhalten spielen. Aus dem
Konzept der Verhaltenskoordination werden anschließend die weiteren Konzepte
der Steuerungsarchitektur entwickelt. Dazu geho¨ren das Priorita¨tsmanagement
(Abschnitt 5.6), die Hierarchie (Abschnitt 5.7) und das Feedback (Abschnitt 5.8).
Durch diese Konzepte wird die Verhaltenskoordination sowie die Integration
von deliberativen Komponenten ermo¨glicht. Abschließend wird BUCA im Ab-
schnitt 5.10 mit zwei anderen Steuerungsarchitekturen verglichen, die ebenfalls
ein ’Multiple-Vote’-Verfahren verwenden.
5.2. BEISPIELVERHALTEN: ’AVOID’ UND ’CRUISE’ 89
5.2 Beispielverhalten: ’Avoid’ und ’Cruise’
In diesem Abschnitt werden zuna¨chst exemplarisch ein Verhalten zur Vermeidung
von Kollisionen, genannt ’Avoid’, sowie ein Verhalten zum Fahren in eine vor-
gegebene Richtung, genannt ’Cruise’, ansatzweise vorgestellt. In den folgenden
Abschnitten werden wir immer wieder auf diese Beispielverhalten zuru¨ckkommen
und sie weiter pra¨zisieren. Zuna¨chst seien nur die Aufgabenstellung und einige
Charakteristika der Verhalten angerissen.
5.2.1 Avoid
Das Verhalten ’Avoid’ ist von der Aufgabenstellung her ein passives, blockierendes
Verhalten. Es verhindert Aktionen, die mit hoher Wahrscheinlichkeit zu einer
Kollision fu¨hren wu¨rden. Die Vermeidung von Kollisionen hat im Normalfall
eine recht hohe Priorita¨t, da es hier um die Sicherheit der Umgebung und des
Roboters selbst geht. ’Avoid’ greift auf die Aktoren zur Steuerung der Ketten
und auf den Not-AUS zu. Als Sensoren nutzt ’Avoid’ die Ultraschallsensoren, die
Lasersensoren und die Ist-Geschwindigkeiten der Ketten. Da der Roboter keine
kreisfo¨rmige Grundform besitzt, sind z.B. auch Kollisionen durch Ausschwenken
des Hecks beim Rotieren zu beachten.
5.2.2 Cruise
Das Verhalten ’Cruise’ liest eine Soll-Richtung von einem abstrakten Aktor ’Di-
rection’ im Internal-Server ein und sorgt dafu¨r, dass der Roboter sich in diese
Soll-Richtung bewegt; es ist damit ein Aktor-Verhalten. Die Soll-Richtung wird
relativ zur Ausrichtung des Roboters gegeben und ist ein Abstimmungsergebnis
anderer Verhalten. ’Cruise’ greift ebenfalls auf die Aktoren zur Steuerung der
Ketten und den Not-AUS zu und liest die Ultraschall- und Lasersensoren aus.
’Cruise’ erbt seine Priorita¨t u¨ber den abstrakten Aktor Direction von anderen
Verhalten. Da der Roboter abha¨ngig von seiner momentanen Ausrichtung nur
bestimmte Richtungen direkt anfahren kann und die Rotation auf der Stelle
evtl. von Hindernissen blockiert sein kann, muss ’Cruise’ auch einfache Rangier-
mano¨ver beherrschen.
5.3 Die interne Client-Server-Kommunikation
In BUCA laufen mehrere Verhalten als parallele Prozesse. Die Verhalten mu¨ssen
mit Sensordaten versorgt werden und Zugriff auf die Aktoren haben. Dabei sind
die Anforderungen an die Aktualita¨t der Sensordaten teilweise unterschiedlich.
Um einerseits einen schnellen Zugriff auf aktuelle Daten zu ermo¨glichen und
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andererseits das System nicht unno¨tig mit Anfragen und Inter-Prozess-Kom-
munikation zu belasten, wird die interne Kommunikation in BUCA mit einem
institutseigenen, von Kubitz, Berger und weiteren entwickelten Client-Server-
Modell realisiert ([KBS98, BKDP97, KB97, Pos96, BKSW95a, Kub97]). Die
Verhalten sind in diesem Zusammenhang die ’Clients’. Die Sensoren und die
Aktoren sind die ’Server’. Das System wurde um das Konzept der Kana¨le und
weitere Funktionen erweitert und die Implementierung vollsta¨ndig u¨berarbeitet.
Außerdem wurde die spa¨ter vorstellte Komponente zur Verhaltenskoordination
(DIAC, siehe Abschnitt 5.5) integriert.
Ein Server ist typischerweise fu¨r ein physikalisches Gera¨t (z.B. ein Ultraschall-
Modul oder ein SICK-Laser-Scanner) zusta¨ndig und stellt dessen Funktionalita¨t
als abstrakte Sensoren und Aktoren zur Verfu¨gung. Da viele Gera¨te gleichzeitig
Sensoren und Aktoren enthalten, vereinen viele Server ebenfalls Sensor- und
Aktor-Funktionalita¨ten. Die Sensor- und Aktor-Server abstrahieren gleichzeitig
von den speziellen Hardware-Eigenschaften der betriebenen Sensoren und Akto-
ren und beinhalten somit auch eine Art Gera¨tetreiber. Neben diesen hardware-
gebundenen Servern gibt es noch interne Server, welche Daten von Clients ent-
gegennehmen und an andere Clients weiter verteilen. Weiterhin bieten die Server
die Mo¨glichkeit, Datenstro¨me zu simulieren und somit simulierte Testszenarios
zu erzeugen.
Server fu¨r Aktoren beinhalten zusa¨tzlich die Komponente zur Koordination
der Verhalten, in der das ’Multiple-Vote’ Verfahren implementiert ist. Die Ver-
halten schicken ihre berechneten Bewertungen - die Bewertungsfunktionen - an
den Aktor-Server und dieser sorgt dafu¨r, dass ein entsprechender Kompromiss
gefunden und ausgefu¨hrt wird. Das Verfahren zur Koordination wird im Detail
spa¨ter beschrieben.
Das Client Server-System abstrahiert also von speziellen Hardware-Eigen-
schaften und bildet die Plattform fu¨r Verhalten, die auf dem System laufen.
Jedes Verhalten folgt dabei dem gleichen schematischen Ablauf:
• Warten auf Sensordaten,
• Lesen der neuen Daten,
• Verarbeitung der Daten,
• U¨bermitteln der Bewertungen an die entsprechenden Aktoren.
Die Verhalten laufen dabei nicht synchron. Ihr jeweiliger zeitlicher Ablauf
wird vom Zeitpunkt neu ankommender Daten und der Laufzeit der Berechnungen
bestimmt. Alternativ ko¨nnen die Verhalten auch durch Timer getriggert werden.
Sie arbeiten also vo¨llig ereignisgetrieben. Die Quelle der Ereignisse sind Server
oder Timer.
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5.3.1 Administration
Die Server werden nach Bedarf gestartet und beendet. Meldet sich ein Client
fu¨r einen Server an, der noch nicht gestartet wurde, so startet der so genannte
Adminserver diesen; meldet sich der letzte Client eines Servers ab, so wird
der Server beendet, die entsprechenden Ressourcen werden wieder frei und die
zugeho¨rige Hardware kann vom Server z.B. in Standby-Modus geschaltet werden.
Der Adminserver fu¨hrt Buch daru¨ber, welche Server bereits gestartet wurden
und startet bzw. beendet die Server. Dadurch wird verhindert, dass unbeab-
sichtigt mehrere Instanzen eines Servers im System parallel laufen. Die Server
beno¨tigen hierfu¨r den Adminserver, da das U¨berpru¨fen, ob schon ein anderer
Server la¨uft und das Melden des Servers selbst im System sich nicht zu einer
atomaren Aktion zusammen fassen lassen. Deshalb ko¨nnte es passieren, dass ein
Server startet, dann u¨berpru¨ft, ob bereits eine eigene Instanz la¨uft, und feststellt,
dass dies nicht der Fall ist, und sich dann anmeldet, wa¨hrend eine weitere Instanz
des Servers gerade dasselbe tut. So wu¨rden je nach Implementierung entweder
zwei Instanzen des Servers oder gar keine laufen.
5.3.2 Kommunikation im Client-Server-System
Jeder Server besteht grundsa¨tzlich aus vier Prozessen, welche auf demselben
Rechner laufen: IPC-Modul, In-Child, Out-Child und Watchdog. Das IPC-Modul
ist der Teil des Servers, der die Kommunikation mit den Clients abwickelt. In- und
Out-Child kommunizieren mit der Hardware des entsprechenden Sensors bzw.
Aktors. Das IPC-Modul und die Childs kommunizieren u¨ber Shared-Memory und
Ereignismitteilungen (Events) miteinander. Je nach Art des Protokolls zwischen
Rechner und Sensor bzw. Aktor ko¨nnen die Prozesse In-Child und Out-Child
auch zu einem Prozess zusammen gefasst werden. Dies ist z.B. dann der Fall,
wenn ein Sensor einen Datensatz jeweils nur auf Anfrage u¨bertra¨gt. Der Watchdog
u¨berwacht die drei anderen Prozesse und die Kommunikation zwischen den Child-
Prozessen und dem IPC-Modul mit Hilfe von Timeouts und Alive-Meldungen
der beteiligten Prozesse. So ko¨nnen Ausfa¨lle der Hardware oder der Ansteuerung
der Hardware auch dann detektiert werden, wenn die In/Out-Child-Prozesse sich
fehlerhaft beenden oder das System u¨berlastet ist.
Die Server sind ereignisorientiert. Die entsprechenden Sensoren sind die Quelle
der Ereignisse. Fu¨r jeden in dem physikalischen Gera¨t enthaltenen Sensor wird
ein Kommunikationskanal zwischen In-Child und IPC-Modul eingerichtet. Jeder
Kanal besteht aus einem Shared Memory, einem Proxy, einem Time-out und
einer Semaphore.
Zur folgenden Beschreibung, wie ein Client neue Daten vom Server erha¨lt,
siehe Abbildung 5.1 und die dort gekennzeichneten Schritte (1)-(6) der Kommuni-
kation: Der In-Child-Prozess wartet an der entsprechenden Schnittstelle auf neue
Daten des Sensors und verteilt sie auf die Kana¨le. Sind neue Daten angekommen
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(1), stellt er fest, zu welchem Kanal die Daten geho¨ren und schickt sie an den
Kanal. Dazu schreibt er die Daten in das entsprechende Shared-Memory (2) und
benachrichtigt mittels des Proxies asynchron das IPC-Modul (3), dass die Daten
auf diesem Kanal erneuert wurden. Falls das IPC-Modul gerade bescha¨ftigt ist,
wird der In-Child-Prozess davon nicht aufgehalten und kann die Kommunikation
mit der Hardware sofort fortsetzen. Wa¨hrend des Schreibvorgangs wird der Kanal
durch die Semaphore geschu¨tzt.
In-Child
IPC-Modul
Out-Child
physikalischer
Sensor/Aktor
Kanal
Proxy
Kanal
Verhalten
Proxy
Verhalten
Proxy
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4 4
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Abbildung 5.1: Kommunikation im Client-Server-System bei Ankunft neuer Sen-
sordaten. (Erkla¨rung siehe Text.)
Das IPC-Modul horcht auf Anfragen der Clients und Benachrichtigungen
seines In-Child-Prozesses. Erha¨lt er eine Benachrichtigung seines In-Childs (3),
so schickt er Benachrichtigungen an alle Clients, die sich fu¨r die Sensordaten
dieses Kanals angemeldet haben (4). Auch diese Benachrichtigungen werden
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asynchron per ’Proxy’ verschickt, so dass der Server nicht auf evtl. bescha¨ftigte
Clients warten muss, sondern sofort wieder in Bereitschaft gehen kann. Die
Aufgabe der Clients ist es dann, die beno¨tigten neuen Daten vom Server beim
IPC-Modul abzufragen (5). Diese Abfrage geschieht synchron, d.h. der Client
muss warten, bis der Server ihn bedient (6). Durch dieses Konzept arbeiten die
Verhalten genau dann, wenn neue Daten von einem der Sensoren empfangen
werden.
Wollen Verhalten bzw. Clients auf einen Aktor zugreifen (nicht in der Abbil-
dung), so stellen sie pro Zugriff eine Anfrage an den entsprechenden Server. Dabei
wird eine Bewertung der mo¨glichen Aktionen des Aktor zum Server geschickt. Da
der Zugriff der verschiedenen Verhalten auf die Aktoren nicht gleichzeitig erfolgt,
die Bewertungen verschiedener Verhalten aber zusammen gefasst werden sollen,
werden die jeweils letzten Bewertungen jedes Clients auf dem Server gehalten.
Immer wenn eine neue Bewertung eines Verhaltens eintrifft, wird diese mit den
letzten aktuellsten Bewertungen der anderen gemeldeten Verhalten zusammen
gefasst. Eine an den Aktor gesendete Bewertung hat also solange Gu¨ltigkeit, bis
sie durch eine neue ersetzt wird, sich das Verhalten vom entsprechenden Aktor-
Server abmeldet oder bis die Bewertung durch einen evtl. Timeout ungu¨ltig
wird.
Die Kommunikation vom Server zum Out-Child funktioniert genauso wie die
Kommunikation vom In-Child zum IPC-Modul. Hier schreibt das IPC-Modul in
den entsprechenden Kanal, und der Out-Child wird dadurch geweckt und fu¨hrt
die entsprechende Aktion aus.
5.3.3 Interne Server
Zur Kommunikation zwischen den Verhalten dienen ausschließlich abstrakte Sen-
soren und abstrakte Aktoren. Abstrakte Aktoren dienen dabei zur Kommuni-
kation zwischen Verhalten, die auf einen abstrakten Aktor zugreifen, mit dem
zugeho¨rigem Aktor-Verhalten (vgl. Abschnitt 5.4). Abstrakte Sensoren stellen
Ergebnisse von Vorverarbeitungen anderer Sensoren zur Verfu¨gung.
Abstrakte Sensoren und Aktoren werden durch interne Server realisiert. Diese
Server bestehen im Gegensatz zu normalen Servern nur aus einem IPC-Modul
und einem Watchdog, da sie nicht mit einem externen Gera¨t kommunizieren. Die
internen Server stellen Daten in Form von abstrakten Sensoren zur Verfu¨gung,
welche von Verhalten geliefert werden. Auch hier geschieht die Kommunikation
ereignisorientiert. Liefert ein Verhalten Daten fu¨r einen abstrakten Sensor oder
Aktor, so werden sofort asynchron alle Verhalten informiert, die sich fu¨r den
entsprechenden abstrakten Sensor angemeldet haben. Im Fall eines internen
Servers sind also die Verhalten, welche die Daten liefern, die Quelle der Ereignisse.
Das IPC-Modul verarbeitet hier sowohl Anfragen fu¨r eingehende Daten als
auch Leseanforderungen der Verhalten. Fu¨r die Verhalten, welche auf abstrakte
Sensoren und Aktoren zugreifen, besteht kein Unterschied zwischen abstrakten
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und echten Sensoren bzw. zwischen abstrakten und echten Aktoren.
5.3.4 Echtzeitverhalten
Grundsa¨tzlich verwaltet ein Server mehrere Sensoren, um die Anzahl der Server
klein zu halten. Sensoren ko¨nnen unterschiedliche Eigenschaften haben. Einige
Sensoren bestehen nur aus wenigen Daten, werden aber mit sehr hoher Frequenz
aktualisiert und abgefragt (z.B. Positionsdaten der Odometrie). Andere Sensoren
werden weniger oft aktualisiert und abgefragt, bestehen aber aus einer großen
Datenstruktur (z.B. globale Kartendaten). Damit diese langsamen Sensoren die
Sensoren mit hoher Zugriffsfrequenz nicht ausbremsen, ko¨nnen sie in verschie-
denen internen Servern realisiert werden. Durch diese Aufteilung lassen sich die
verschiedenen Echtzeitanforderungen verschiedener Sensoren besser realisieren.
Ab einer bestimmten Gro¨ße ko¨nnen Datenstrukturen nicht mehr mittels
einem einfachen Reply-Aufruf gesendet werden, sondern mu¨ssen in mehrere Teile
zerlegt und sukzessive verschickt werden. Hierdurch wu¨rde der Server durch
schlechte Kommunikationsverbindungen aufgehalten werden ko¨nnen. Um dies zu
verhindern, werden fu¨r Sensoren mit großen Datenstrukturen Server verwendet,
welche fu¨r die U¨bertragung der Daten an die entsprechenden Verhalten jeweils
einen Child-Prozess starten.
Fu¨r Verhalten mit harten Echtzeitbedingungen (z.B. die Kollisionsvermei-
dung) empfiehlt es sich, das Verhalten mit den beno¨tigten Servern zusammen auf
einem Rechner laufen zu lassen. Im Allgemeinen ko¨nnen Verhalten und Server
im System jedoch auf verschiedenen Rechnern laufen. Dies ist unproblematisch,
solange die Netzverbindung zwischen den Rechner ausreichend schnell ist.
Will man kabellos zwischen Rechnern auf dem Roboter und stationa¨ren
Rechnern kommunizieren, so ist mit Verzo¨gerungen auf den Funkstrecken zu
rechnen. Die drahtlose Datenverbindung wird hier zum Flaschenhals.
Kommuniziert ein Server nun mit einem Client auf einem anderen Rechner
u¨ber eine fehlerhafte oder schlechte Netzverbindung, so darf der Server dadurch
nicht gebremst werden. Dies ko¨nnte sich sonst auch auf andere Clients auswirken,
die auf dem gleichen Rechner wie der Server laufen und Anfragen an den Server
stellen. Das wu¨rde damit auch ein Sicherheitsproblem bergen. Die Kommunika-
tion mit Clients wird deshalb so gewa¨hlt, dass der Server nicht auf einen Client
warten muss, wenn er Daten an ihn ausliefert, d.h. selbst wenn die Daten noch
nicht vollsta¨ndig an den Client ausgeliefert sind, kann der Server bereits weitere
Anfragen von anderen Clients verarbeiten.
5.3.5 Mirror-Server
Durch die Verwendung von Mirror-Servern ko¨nnen die zu u¨bertragenen Daten
auf einer langsameren Netzverbindung (z.B. einer Funkstrecke) durch Bu¨ndelung
reduziert werden, wenn mehrere Verhalten innerhalb kurzer Zeitspannen die
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gleichen Daten abrufen. Fu¨r eine genauere Beschreibung des Konzepts sei hier
auf [Kub97], Kapitel 6.4 verwiesen.
5.3.6 Andere Systeme zur Inter-Prozess-Kommunikation
Das Client-Server-System dient zur Kommunikation zwischen den verschiede-
nen Prozessen in der Steuerungsarchitektur. In anderen Steuerungsarchitekturen
existieren diverse a¨hnliche Komponenten zur Inter-Prozess-Kommunikation.
Beispielsweise verwendet die Carnegie Mellon University ein System namens
TCX [Fed94]. TCX regelt die Kommunikation zwischen Modulen mit Hilfe von
Message Queues. Dabei ko¨nnen Prozesse Message Queues erstellen. Nachrichten
werden stets zu Message Queues gesendet oder aus ihnen gelesen. Dabei ko¨nnen
Nachrichten auch gleichzeitig an mehrere Queues verschickt werden. Analog dazu
kann eine bestimmte Nachricht auch von einer Menge von Queues empfangen
werden.
Einer Nachricht wird hierbei eine gewissermaßen semantische Bedeutung
zugeordnet, so dass einzelne Prozesse nicht wissen mu¨ssen, von welchem speziellen
Modul die Nachricht kommt bzw. zu welchem sie die Nachricht verschicken
mu¨ssen. Beno¨tigt ein Prozess beispielsweise Ultraschalldaten, so fordert er die
entsprechende Nachricht an, er beno¨tigt aber keine Information daru¨ber, woher
die Daten stammen.
Weitere Konzepte wie Nachrichtenweiterleitung, das Versenden von Nach-
richtenkopien an andere Prozesse und die Umleitung von Nachrichten sind im
Kommunikationssystem integriert. Dabei kann die Kommunikationsstruktur zwi-
schen den Modulen auch wa¨hrend der Laufzeit des Systems modifiziert werden.
Ein a¨hnliches System wird auch in der unteren Ebene der Steuerungsarchi-
tektur ATLANTIS verwendet (siehe [Gat93, Gat92] und Abschnitt 4.4.2).
Eine weiteres typisches Konzept sind Blackboard-Architekturen, welche alle
Informationen, die von mehreren Prozessen genutzt werden, zentral speichern.
Dabei existieren Prozesse, welche fu¨r die Aktualisierung der Daten auf dem
”
schwarzen Brett“ zusta¨ndig sind, und konsumierende Prozesse, welche diese
Informationen ablesen und nutzen. Beispiele fu¨r Blackboard-Architekturen findet
man z.B. in [NDB89] und [Vel92].
5.4 Beschreibung der Architekturkomponenten
BUCA basiert auf einem modularen, echtzeitfa¨higem Client-Server-System (siehe
Abschnitt 5.3), welches die Sensordaten ereignisorientiert verteilt. Dazu geho¨rt
zum einen, dass mehrere Prozesse Sensordaten konsumieren ko¨nnen und zum
anderen, dass Ergebnisdaten eines Prozesses auch fu¨r die anderen Prozesse als
Sensordaten zur Verfu¨gung gestellt werden ko¨nnen. Sensoren und Aktoren eines
physikalischen Gera¨tes sind jeweils in einem Server zusammen gefasst. Sieht man
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Abbildung 5.2: Komponenten von BUCA.
von dieser Gruppierung von Sensoren und Aktoren durch die zusta¨ndigen Server
ab, so stellt das Client-Server-System einfach nur eine Menge von Sensoren
und Aktoren zur Verfu¨gung, auf die u¨ber die entsprechenden Server zugegriffen
werden kann. Genauer kann man die Architektur in die folgenden Komponenten
zerlegen (siehe Abb. 5.2):
• Sensoren
• Aktoren
• Abstrakte Sensoren
• Abstrakte Aktoren
• Verhaltenskoordination
• Verhalten
5.4.1 Sensoren und Aktoren
Sensoren und Aktoren werden durch Server implementiert. Dabei besitzen Akto-
ren eine zusa¨tzliche Komponente namens Distributed Actuator Control (DIAC)
[Ste98], welche den koordinierten Zugriff auf den Aktor mit Hilfe von Bewer-
tungsfunktionen ermo¨glicht, wie in Abschnitt 5.5 beschrieben. Dabei werden die
Pra¨ferenzen verschiedener Verhalten in Form von Bewertungsfunktionen zu einer
bestimmten Soll-Aktion zusammen gefasst und der ada¨quate physikalische Aktor
entsprechend angesteuert.
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5.4.2 Abstrakte Sensoren und Aktoren
Abstrakte Sensoren sind Sensoren, deren Daten nicht von einem physikalischen
Sensor stammen, sondern von Sensor-Verhalten aus anderen Sensorwerten be-
rechnet und u¨ber einen internen Server als Sensor zur Verfu¨gung gestellt werden.
Diese Sensor-Verhalten sind folglich keine Verhalten im eigentlichen Sinne, da sie
keine Aktionen durchfu¨hren. Trotzdem werden sie hier Verhalten genannt, um
deutlich zu machen, dass die Sensor-Verhalten gleichberechtigt und parallel zu
den restlichen Verhalten laufen und auch eine sehr a¨hnliche Struktur aufweisen.
Auf abstrakte Aktoren wird genauso zugegriffen wie auf echte Aktoren. Hin-
ter einem abstrakten Aktor verbirgt sich jedoch nicht ein physischer Aktor,
sondern ein Aktor-Verhalten, an welches die Soll-Aktionen geschickt werden (sie-
he Abb. 5.3). Dabei erscheinen die Soll-Aktionen des abstrakten Aktors fu¨r das
Aktor-Verhalten wie normale Sensordaten. Das Aktor-Verhalten ist nun dafu¨r
zusta¨ndig, die gewu¨nschte Aktion durch Ansteuerung anderer echter und ab-
strakter Aktoren umzusetzen.
Bewertungsfunktionen
Aktor-Verhalten
Aktion
&
Priorität
Verhalten VerhaltenVerhalten
abstr. Aktor
DIAC
Abbildung 5.3: Abstrakter Aktor.
Jeder abstrakte Aktor ist somit immer auch ein Sensor. Die realen und
abstrakten Aktoren sind in einer hierarchischen Struktur angeordnet, wobei die
realen Aktoren die unterste Ebene bilden. Ein abstrakter Aktor ist dann
”
von
oben gesehen“ ein Aktor und
”
von unten gesehen“ ein Sensor. Ein abstrakter
Aktor fu¨hrt mehr oder weniger komplexe Aktionen durch und ist immer einem
Aktor-Verhalten zugeordnet, welches die Aktion durch Ansteuerung von Aktoren
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auf niedrigerem Level realisieren soll.
Ein Beispiel hierfu¨r ist das Verhalten ’Cruise’, welches den abstrakten Aktor
Direction realisiert. ’Cruise’ setzt die Soll-Aktionen durch Zugriff auf die echten
Aktoren zur Ansteuerung der Ketten um. Der abstrakte Aktor Direction ist
hier also von oben gesehen ein Aktor, um den Roboter in eine Richtung zu
fahren. Fu¨r das Aktor-Verhalten ’Cruise’ ist Direction jedoch ein Sensor, der die
Soll-Richtung angibt.
Jeder abstrakte Aktor besitzt wie jeder physische Aktor einen Aktionsraum.
Der Aktionsraum einiger abstrakterer Aktoren ist nicht immer vollsta¨ndig be-
kannt bzw. ha¨ngt von der Umgebung ab.
Ein Beispiel aus der topologischen Navigation ist ein Aktor ’Branch’ zum Ab-
biegen in einen Abzweig. Der diskrete Aktionsraum dieses Aktors ist die Menge
der vorhandenen Abzweige. Da die Anzahl der Abzweige jedoch von der aktuellen
Kreuzung abha¨ngt und diese wiederum von der Position des Roboters, muss der
Aktionsraum entsprechend angepasst werden. Die Information, wie viele Abzwei-
ge aktuell vorhanden sind, liefert ein abstrakter Sensor, in unserem Fall z.B.
die Re-Klassifikation in Verbindung mit den RFID-Sensor. Mit dieser Informati-
on kann die Struktur bzw. Gro¨ße des aktuellen Aktionsraums definiert werden.
Dieser Aktor hat also einen dynamischen Aktionsraum. Will ein Verhalten auf
den abstrakten Aktor zugreifen, so ruft es vorher die Struktur bzw. Gro¨ße des
aktuellen Aktionsraums ab und liefert dann die entsprechenden Bewertungen.
5.5 Bewertungsfunktionen fu¨r Aktoren
Das in BUCA verwendete Konzept zur Koordination des verteilten Zugriffs auf
Aktoren durch Verhalten nennt sich Distributed Actuator Control (DIAC) [Ste98,
Ste00] und wurde im Rahmen dieser Arbeit entwickelt. Nach der Klassifikation im
vorigen Kapitel (4.4) geho¨rt DIAC zu den ’Multiple-Vote’-Verfahren. Zentrales
Element von DIAC sind Bewertungsfunktionen. Jedes Verhalten Vi erzeugt fu¨r
jeden Aktor A, auf den es Einfluss nehmen will, sta¨ndig eine aus den aktuellen
Sensordaten berechnete Bewertungsfunktion ΥiA fu¨r den entsprechenden Aktor.
Die Bewertungsfunktionen ΥiA verschiedener Verhalten Vi werden in DIAC zu
einer resultierenden Bewertungsfunktion ΥA des Aktors A zusammen gefasst,
eine resultierende Soll-Aktion wird ermittelt und zur Ausfu¨hrung an den Aktor
geschickt.
Die Idee der Bewertungsfunktionen entstammt der Entscheidungstheorie
[Bam72]. Dort werden Bewertungsfunktionen benutzt, um Entscheidungen unter
Sicherheit oder Unsicherheit und bei Betrachtung eines oder mehrerer Kriterien
zu treffen.
Ein Aktor la¨sst sich durch die Menge der mo¨glichen Aktionen beschreiben.
Meistens haben die Mengen eine einfache Struktur, so dass ihre Elemente ent-
weder aufgeza¨hlt (einem Schalter kann man z.B. die Aktionen
”
ein“ und
”
aus“
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zuordnen) oder durch einen oder mehrere kontinuierliche Parameter beschrieben
werden ko¨nnen (z.B. die Soll-Geschwindigkeit eines Antriebsrades oder einer Ket-
te). Die Aufgabe einer autonomen Steuerung ist es nun, fu¨r jeden Aktor zu jeder
Zeit zu entscheiden, welche der mo¨glichen Aktionen die verschiedenen Kriterien
am besten erfu¨llt (siehe auch [LS00]).
Die in DIAC benutzten Bewertungsfunktionen bilden Aktionen aus einer
Menge von Aktionen eines Aktors auf einen reellen Wert im Intervall [0..1] ab, was
semantisch einer Bewertung entspricht. Ist die Bewertungsfunktion eines Aktors
gegeben, so ist die beste Aktion die, welche die Bewertungsfunktion maximiert.
In unserem Modell geht aus der Bewertungsfunktion außerdem die Priorita¨t
hervor, mit der eine Aktion unterdru¨ckt oder befu¨rwortet werden soll. Eine
Entscheidung fu¨r eine Aktion hoher oder mittlerer Bewertung ist dann wichtig
und no¨tig, hat also hohe Priorita¨t, wenn alle alternativen Aktionen schlecht oder
gar gefa¨hrlich, also sehr niedrigen Bewertungen zugeordnet sind. Die Priorita¨t
einer Entscheidung ha¨ngt somit nicht nur von der Bewertung der besten oder
schlechtesten Aktion ab, sondern von der gesamten Bewertungsfunktion.
Betrachtet man nur eine Bewertungsfunktion, so sind lediglich die Relatio-
nen zwischen den Bewertungen jeweils zweier Aktionen ausschlaggebend. Daher
kann man hier viele Bewertungsfunktionen angeben, die prinzipiell das Gleiche
ausdru¨cken. Wenn eine Entscheidung von nur einem Kriterium abha¨ngt, so wird
einfach die Aktion mit maximaler Bewertung ausgewa¨hlt. Damit ist hier sogar
nur noch die am besten bewertete Aktion interessant.
Werden jedoch mehrere Kriterien betrachtet, so mu¨ssen die Bewertungs-
funktionen in gewisser Weise zueinander passen. Sie mu¨ssen nach der gleichen
Bewertungsskala erstellt worden sein. Man kann auch sagen, die Priorita¨ten der
einzelnen Kriterien mu¨ssen einbezogen werden. Ist eine Aktion z.B. hinsichtlich
eines bestimmten Kriteriums als schlecht zu bewerten, dann muss sie insgesamt
gesehen nicht schlecht sein, insbesondere wenn das betreffende Kriterium global
gesehen keine hohe Priorita¨t besitzt.
Betrachten wir zum Beispiel Aktionen, die gefa¨hrlich sind oder sogar mit
großer Sicherheit zu einem Unfall fu¨hren wu¨rden, so mu¨ssen diese Aktionen
mit sehr hoher Priorita¨t unterdru¨ckt werden. Eine sehr niedrige Bewertung
von Aktionen sollte also die Sicherheit geben, dass diese Aktionen nicht zur
Ausfu¨hrung kommen, selbst wenn diese Aktionen im Blickwinkel von evtl. sogar
vielen anderen Kriterien sehr gut abschneiden. Andererseits ist Optimierung von
Aktionen nach weiteren Kriterien zwar erwu¨nscht, jedoch weniger wichtig als die
eben beschriebene Unterdru¨ckung schlechter Aktionen.
Mit diesem Konzept der Kopplung von Bewertungen und Priorita¨ten las-
sen sich in DIAC beide gekoppelten Begriffe durch Bewertungsfunktionen aus-
dru¨cken. Bewertungsfunktionen beinhalten damit die wichtigsten Eigenschaften
zur Koordination von Verhalten.
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5.5.1 Kombinieren von Bewertungsfunktionen
In diesem Abschnitt wird beschrieben, wie die Bewertungsfunktionen ΥiA ver-
schiedener Verhalten Vi, welche die mo¨glichen Aktionen des Aktors A nach
unterschiedlichen Kriterien bzw. Aufgabenstellungen bewerten, in DIAC zu einer
resultierenden Bewertungsfunktion ΥA des Aktors A zusammen gefasst werden.
Dabei wird die letztendliche Wahl einer recht einfachen Lo¨sung durch eine vor-
hergehende Analyse begru¨ndet. In der im letzten Kapitel vorgenommenen Klas-
sifizierung la¨sst sich der hier vorgestellte Ansatz als ’Multiple-Vote’-Verfahren
klassifizieren.
In der Entscheidungstheorie wird das Zusammenfassen von mehreren Be-
wertungsfunktionen ebenfalls betrachtet. Die Kriterien nach denen entschieden
werden soll, die Objektiven, lassen sich hier mit den Verhalten identifizieren,
welche eine bestimmte Aufgabe verfolgen. Fu¨r viele praktische Entscheidungssi-
tuationen ist charakteristisch, dass wenigstens einige der Objektiven und somit
der Bewertungsfunktionen partiell in Konflikt stehen. Ohne weitere Annahmen
u¨ber den Zusammenhang zwischen den einzelnen Objektiven ko¨nnen zuna¨chst
nur ineffiziente Aktionen als Lo¨sung aus dem Aktionsraum eliminiert werden.
Eine Aktion ist ineffizient, wenn es mindestens eine andere Aktion gibt, die bzgl.
mindestens einer Objektive besser bewertet wurde, wa¨hrend die Bewertungen
bzgl. der restlichen Objektiven sich nicht verschlechtern. Eine korrekte Ent-
scheidungsstrategie sollte offensichtlich immer nur effiziente (nicht ineffiziente)
Aktionen als Lo¨sung liefern.
Eine einfache Strategie, die dieses Kriterium erfu¨llt, ist z.B. die Diktatur
einer Objektive. Diese Strategie kann verbessert werden, indem eine Rangfolge
der Objektiven eingefu¨hrt wird. Fu¨hrt die Entscheidung auf Basis der wichtigsten
Objektive nicht zu einer eindeutigen Entscheidung, so wird die na¨chstwichtigere
zur Entscheidung zwischen den verbleibenden Alternativen herangezogen, usw.
Diese Strategie fu¨hrt zu einer Ordnung der Alternativen nach der Rangfolge der
Objektiven, a¨hnlich wie die Ordnung von Wo¨rtern in einem Lexikon. Sie wird
deshalb auch lexikographische Ordnung genannt.
Sind die Objektiven auch nur ansatzweise substituierbar, kann also ein gro¨ße-
rer Nutzen bzgl. einer Objektive den geringen Nutzen einer anderen Objektive
zu einem gewissen Grad ausgleichen, so tritt die Schwa¨che der lexikographischen
Ordnung zu Tage. Denn ist eine Aktion a1 bzgl. der wichtigsten Objektive einer
Aktion a2 auch nur geringfu¨gig u¨berlegen, bzgl. aller anderen Objektiven jedoch
weit unterlegen, so wird dennoch immer a1 als beste Aktion gewa¨hlt.
Fu¨r unsere Anwendung erscheint uns die Substituierbarkeit von verschiede-
nen Objektiven jedoch plausibel und wichtig. Wir verfolgen deshalb hier den
Ansatz der Gewichtung der Objektiven, welche die anschließende Zusammenfas-
sung der Bewertungsfunktionen verschiedener Objektiven zu einer Gesamtbewer-
tungsfunktion erlaubt.
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Das Theorem von Keeney und Raiffa
In ihrem Artikel
”
Decisions with Multiple Objectives“ [KR76] zeigen Keeney
und Raiffa, dass eine Gesamtnutzenfunktion durch Addition oder Multiplikation
der einzelnen Bewertungsfunktionen berechnet werden kann, wenn die einzelnen
Bewertungsfunktionen in gewisser Weise unabha¨ngig sind und passend
”
skaliert“
wurden. Diese Skalierung kann hier Multiplikation und Addition von Konstanten
beinhalten. Durch diese Skalierung der einzelnen Bewertungsfunktionen wird
praktisch die Priorita¨t der einzelnen zugeho¨rigen Kriterien aneinander angepasst.
Sei der Aktionsraum eine rechteckige Teilmenge eines n-dimensionalen, eukli-
dischen Vektorraums:
X = X1 ×X2 × · · · ×Xn, (5.1)
dann kann eine bestimmte Aktion durch x = (x1, . . . , xn) beschrieben werden.
Die entsprechende Konsequenz habe den Nutzen (engl.: utility) u(x) ∈ IR. Die
Nutzenfunktion u(x) wird als stetig und beschra¨nkt angenommen und ist defi-
nitiv abha¨ngig von jeder Komponente xi (andernfalls ko¨nnte diese Komponente
entfallen). Xij− bezeichne die Menge
Xij− = X1 × · · · ×Xi−1 ×Xi+1 × · · · ×Xj−1 ×Xj+1 × · · · ×Xn (5.2)
ohne die Dimensionen i und j und xij− sei ein Element dieser Menge. Analog
seien auch Xi− und xi− definiert. Es wird angenommen, dass die Bedingungen
fu¨r die Existenz einer Nutzenfunktion, wie beispielsweise von Neumann und
Morgenstern definiert, erfu¨llt sind.
Zur Beschreibung der Voraussetzungen fu¨r das Theorem definieren Keeney
und Raiffa die folgenden Unabha¨ngigkeiten:
Xi × Xj heißt pra¨ferenzunabha¨ngig (engl.: preferentially independent) von
Xij−, wenn die Pra¨ferenzordnung fu¨r Aktionen und zugeho¨rige Konsequenzen
(xi, xj, xij−) bei festen restlichen Komponenten xij− nicht von dem festen Wert
xij− abha¨ngt.
Xi heißt nutzenunabha¨ngig (engl.: utility independent) von Xi−, wenn die
Pra¨ferenzordnung von Zufallsverteilungen auf Xi, mit Xi− fest, nicht von den
Gewa¨hlten restlichen Komponenten xi− abha¨ngt.
Mit diesen Definitionen formulieren wir das
Theorem 1 von Keeney und Raiffa: Sei X = X1 × X2 × · · · × Xn wie oben
definiert, mit n ≥ 3. Wenn ein i existiert, fu¨r das fu¨r alle j 6= i, Xi × Xj pra¨-
ferenzunabha¨ngig von Xi ist und Xi nutzenunabha¨ngig von Xi− ist, dann gilt
entweder
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u(x) =
i=n∑
i=1
kiui(xi) (5.3)
oder (5.4)
1 + ku(x) =
i=n∏
i=1
(1 + kkiui(xi)), (5.5)
wobei u und ui Nutzenfunktionen, skaliert von Null bis eins sind. Die k und
ki sind Skalierungskonstanten mit k > −1, k 6= 0 und 0 < ki < 1.
In der ersten Gleichung im Theorem ist u eine einfache Linearkombination
der Komponentenfunktionen ui. In der zweiten Gleichung ist die rechte Seite
ein Produkt von umskalierten Komponentenfunktionen u∗i . Denn sei k > 0,
u∗(x) = 1 + ku(x) und u∗i (x) = 1 + kkiui(x), dann ist
u∗(x) =
i=n∏
i=1
u∗i (xi). (5.6)
Sei andererseits k < 0 und u∗(x) = −(1+ku(x)) und u∗i (x) = −(1+kkiui(x)),
dann gilt
u∗(x) = (−1)n
i=n∏
i=1
u∗i (xi). (5.7)
In der Entscheidungstheorie, wo die Bewertungsfunktionen normalerweise von
Menschen gegeben werden, sto¨ßt man auf die Problematik eines interpersonellen
Nutzenvergleichs. Dieses Problem tritt beispielsweise auch bei der Benotung von
Arbeiten durch mehrere Korrektoren ein. Selbst wenn die Korrektoren jeder fu¨r
sich gerecht bewerten, kann es unter bestimmten Umsta¨nden zu Verzerrungen
der Bewertung kommen. Benoten verschiedene Korrektoren verschiedene Arbei-
ten, so muss absolut gesehen die gleiche Benotung verschiedener Arbeiten von
verschiedenen Korrektoren nicht die gleiche Qualita¨t der benoteten Arbeit bedeu-
ten, da jeder Korrektor seine individuelle Wertvorstellung der Notenskala besitzt.
Dies fu¨hrt insbesondere zu Problemen, wenn nicht alle Korrektoren alle Arbeiten
bewerten. Im Fall der Verhaltenskoordination wird allerdings jede Aktion von
jedem beteiligtem Verhalten bewertet. Es kommt aber trotzdem zu Problemen,
weil - u¨bertragen auf Arbeiten und Korrektoren - bei der Verhaltenskoordination
jeder Korrektor einen anderen Aspekt der Arbeit bewertet und am Ende die
beste Arbeit bzgl. aller Aspekte mit bestimmter Gewichtung gesucht ist. Wird
die Gewichtung der Aspekte durch die unterschiedlichen Korrektoren verzerrt,
so kann es zu falschen Gesamtbewertungen kommen.
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Falls die Bewertungsfunktionen jedoch in einer kompatiblen Skalierung vorlie-
gen, reduziert sich deren Kombination nach Keeney und Raiffa auf eine einfache
Multiplikation oder Addition der Bewertungsfunktionen. Um also Keeneys und
Raiffas Theorem anwenden zu ko¨nnen, beno¨tigen wir nur eine Strategie, die uns
kompatibel skalierte Bewertungsfunktionen liefert. Es muss also fu¨r jedes Krite-
rium aus einer Menge von a¨quivalenten Bewertungen ein passender Repra¨sentant
gesucht werden, welcher kompatibel zu den anderen gewa¨hlten Repra¨sentanten
bzgl. der anderen Bewertungskriterien ist.
A¨quivalente Bewertungsfunktionen
Wir gehen zuna¨chst davon aus, dass alle Verhalten die Aktionen bzgl. ihres
Kriteriums korrekt bewerten. Eine solche korrekte Bewertung ist jedoch nicht
eindeutig. Deshalb definieren wir zuna¨chst A¨quivalenzklassen von Bewertungs-
funktionen. Jede dieser Klasse beschreibt dann genau eine bestimmte Bewer-
tung der Aktionen. Bewertungsfunktionen Υ1,Υ2 sind a¨quivalent, wenn fu¨r alle
x, y ∈ Ω die folgende A¨quivalenzbedingungen gelten:
Υ1(x) > Υ1(y)⇔ Υ2(x) > Υ2(y), (5.8)
wenn die Pra¨ferenzen also erhalten bleiben. Der paarweise Vergleich von zwei
Alternativen bleibt also erhalten. Mit der obigen Beziehung 5.8 gelten auch sofort
die folgenden Beziehungen:
Υ1(x) = Υ1(y)⇔ Υ2(x) = Υ2(y), (5.9)
Υ1(x) < Υ1(y)⇔ Υ2(x) < Υ2(y). (5.10)
Allgemein ausgedru¨ckt gilt die folgende A¨quivalenz: Sei Φ eine streng monoton
steigende Funktion
Φ : IR→ IR, (5.11)
dann ist
Υ ∼= Φ(Υ), (5.12)
weil Φ die A¨quivalenzbedingungen erha¨lt. Wa¨hlt man z.B.
Φ(u) = au+ b mit a > 0, b ∈ IR, (5.13)
dann erha¨lt man
Υ ∼= aΥ+ b fu¨r alle a > 0, b ∈ IR. (5.14)
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Will man mehrere Bewertungsfunktionen zusammen fassen, so mu¨ssen die Bewer-
tungen in Relation gesetzt werden ko¨nnen. Dazu wa¨hlt man einen Fusionsoperator
F , welcher Repra¨sentanten von verschiedenen Klassen von Bewertungsfunktionen
”
fair“ zusammen fasst. Es zeigt sich, dass hierfu¨r die A¨quivalenzklassen zu lose
gefasst sind.
Ersetzt man beliebig viele Bewertungsfunktionen durch a¨quivalente Bewer-
tungsfunktionen, so wird die Ergebnisfunktion nur selten auch a¨quivalent bleiben,
d.h. falls
Υ1 ∼= Υ1
′
, . . . ,Υn ∼= Υn′, (5.15)
dann gilt nur selten auch
F (Υ1 . . .Υn) ∼= F (Υ1
′
. . .Υn′). (5.16)
Diese Tatsache spiegelt im Prinzip das Problem des interpersonellen Nutzen-
vergleichs wider. Verschiedene Instanzen bewerten zwar in sich korrekt, jedoch
nicht mit dem gleichen Maß. So bewirkt die Auswahl des Repra¨sentanten dabei
oft auch die relative Priorisierung der Bewertungsfunktionen und muss demnach
abha¨ngig von dem gewa¨hlten Fusionsoperator vorgenommen werden.
Insofern mu¨ssen die verschiedenen Bewertungsfunktionen durch Wahl des
geeigneten Repra¨sentanten auf eine kompatible Skalierung gebracht werden. Ge-
sucht ist also erstens ein geeigneter Fusionsoperator F zur Zusammenfassung von
den Bewertungsfunktionen Υi der Verhalten Vi mit i = 1 . . . n
Υ = F (Υ1 . . .Υn) (5.17)
und zweitens eine passende Strategie zur Auswahl bzw. zur gezielten Erzeugung
kompatibler Repra¨sentanten verschiedener Klassen von Bewertungsfunktionen. Je
nach Fusionsoperator F mu¨ssen deshalb die A¨quivalenzklassen weiter untersucht
werden.
Einfache Fusionsoperatoren: Addition und Multiplikation
Im Folgenden werden als Fusion-Operation die Multiplikation und die Addition
untersucht. Es sind natu¨rlich weitere, beliebig komplexe Fusionsoperatoren denk-
bar, diese werden jedoch hier aus verschiedenen Gru¨nden nicht weiter untersucht.
Erstens muss die Fusion transparent bleiben, um bei Bewertung eines einzelnen
Kriteriums die Wirkung auf das Ergebnis abscha¨tzen zu ko¨nnen, und sollte
deshalb einfach gestaltet werden. Zweitens lassen sich viele andere Fusionsopera-
toren durch Transformation der Bewertungsfunktionen mittels einer monotonen
Funktion auf diese zwei einfachen Operatoren zuru¨ckfu¨hren. Wir werden sogar
sehen, dass sich Addition und Multiplikation unter Einschra¨nkungen ineinander
u¨berfu¨hren lassen.
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Nimmt man als Fusionsoperator z.B. eine einfache Summation, also
Υ =
∑
i=1...n
Υi, (5.18)
so ist die Multiplikation nicht mehr klassenerhaltend. Insbesondere gibt es x, y
in Ω und a > 0 reel und Υ1, so dass mit
Υ1
′
= aΥ1,Υi
′
= Υi, i = 2..n (5.19)
folgendes gilt: ∑
i=1...n
Υi(x) >
∑
i=1...n
Υi(y), (5.20)
aber
∑
i=1...n
Υi
′
(x) ≤
∑
i=1...n
Υi
′
(y). (5.21)
Die Addition hingegen bleibt klassenerhaltend, denn sei
Υi
′
= Υi + bi, fu¨r i = 1, . . . , n (5.22)
mit beliebigen bi ∈ R, dann sind die folgenden Ungleichungen a¨quivalent:∑
i=1...n
Υi(x) >
∑
i=1...n
Υi(y) (5.23)
⇔
∑
i=1...n
bi +
∑
i=1...n
Υi(x) >
∑
i=1...n
bi +
∑
i=1...n
Υi(y) (5.24)
⇔
∑
i=1...n
Υi
′
(x) >
∑
i=1...n
Υi
′
(y). (5.25)
Damit gilt also: ∑
i=1...n
Υi ∼=
∑
i=1...n
Υi
′
. (5.26)
Die Multiplikation eignet sich deshalb hier zur Priorisierung oder Gewichtung
der einzelnen Bewertungsfunktionen. So bietet sich der folgende gewichtete Fusi-
onsoperator mit den Gewichtungen wi ∈ IR
+ an:
Υ =
∑
i=1...n
wiΥ
i. (5.27)
Sei nun Υi(x) > 0 fu¨r alle x ∈ Ω, dann kann man auch die Multiplikation als
Fusionsoperator wa¨hlen:
Υ =
∏
i=1...n
Υi. (5.28)
Damit ist dann die Multiplikation klassenerhaltend, die Addition jedoch nicht,
denn, sei
Υ1
′
= a1Υ
1, . . . ,Υn′ = anΥ
n, ai > 0, (5.29)
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dann sind fu¨r alle x, y in Ω die folgenden Ungleichungen a¨quivalent:∏
i=1...n
Υi(x) >
∏
i=1...n
Υi(y) (5.30)
⇔
∏
i=1...n
ai
∏
i=1...n
Υi(x) >
∏
i=1...n
bi
∏
i=1...n
Υi(y) (5.31)
⇔
∏
i=1...n
Υi
′
(x) >
∏
i=1...n
Υi
′
(y). (5.32)
Deshalb kann jede Bewertungsfunktion mit einem beliebigen Faktor multipliziert
werden, ohne das Gesamtergebnis zu vera¨ndern:∏
i=1...n
Υi ∼=
∏
i=1...n
Υi
′
. (5.33)
Addition fu¨hrt jedoch sehr wohl zur Vera¨nderung des Ergebnisses. Das heißt
anders ausgedru¨ckt, dass der Fusionsoperator invariant gegen Multiplikationen
der einzelnen Bewertungsfunktionen ist, gegen Addition jedoch nicht. Die Varianz
bzgl. Addition la¨sst sich hier zur Priorisierung der Kriterien nutzen. Die Invarianz
gegen Multiplikation ermo¨glicht eine Normierung der Funktionen.
Die Fusion
Anknu¨pfend an die U¨berlegungen u¨ber den Zusammenhang von Priorita¨ten und
Nutzen im letzten Abschnitt definieren wir unsere Bewertungsfunktionen nun
wie folgt: Ohne Beschra¨nkung der Allgemeinheit werden alle Bewertungsfunk-
tionen auf das Intervall [0..1] beschra¨nkt. Dies ist deshalb unproblematisch, weil
zumindest jede positive Bewertungsfunktion durch Multiplikation in dieses In-
tervall gebracht werden kann. Damit ist 1 die bestmo¨gliche Bewertung und 0 die
schlechteste:
Υ : ΩA −→ [0, 1] ⊂ IR, (5.34)
wobei ΩA der Aktionsraum des Aktors A ist.
Die Kombination mehrerer Bewertungsfunktionen fu¨r einen Aktor erfolgt
durch Multiplikation:
ΥA =
∏
i=1...n
ΥiA. (5.35)
Die Ergebnisaktion xresultA fu¨r den Aktor wird wie folgt bestimmt:
ΩresultA = {x ∈ ΩA|ΥA(x) = max
z∈ΩA
ΥA(z)}
xresultA = rand(Ω
result
A ).
Der Operator ’rand’ liefert einen Zufallswert aus der angegeben Menge. Diese
etwas kompliziert anmutende Definition tra¨gt lediglich der Tatsache Rechnung,
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dass natu¨rlich durchaus mehrere gleich gut bewertete Aktionen auftreten ko¨nnen.
In diesem Fall wird die Entscheidung unter diesen gleichwertigen Alternativen
dem Zufall u¨berlassen. Ga¨be es noch ein sinnvolles Kriterium, nach welchem
diese Auswahl getroffen werden soll, so ha¨tte man dieses durch eine weitere
Bewertungsfunktion bereits mit einbeziehen ko¨nnen.
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Abbildung 5.4: Fusion der Bewertungsfunktionen von ’Avoid’ und ’Cruise’ fu¨r
die Aktoren Geschwindigkeit und Rotationsgeschwindigkeit.
Abbildung 5.4 zeigt beispielhaft wie Bewertungsfunktionen der Verhalten
’Avoid’ und ’Cruise’ fu¨r die Aktoren Geschwindigkeit und Rotationsgeschwin-
digkeit zusammen gefasst werden. ’Avoid’ blockiert hier hohe Vorwa¨rts- und
Ru¨ckwa¨rtsgeschwindigkeiten, wa¨hrend ’Cruise’ eine mittlere Ru¨ckwa¨rtsgeschwin-
digkeit pra¨feriert, welche auch durchgefu¨hrt wird. Die von ’Cruise’ bevorzugte
Rechtsdrehung wird jedoch wegen des Hindernisses hinten links am Roboter durch
’Avoid’ blockiert, stattdessen wird alternativ eine Linksdrehung ausgefu¨hrt.
5.5.2 Priorita¨t von Bewertungsfunktionen
Durch die Multiplikation werden schlechte und gefa¨hrliche Aktionen in DIAC
zuverla¨ssig unterdru¨ckt. So ist eine Aktion, die von einer der Bewertungsfunk-
tionen mit Null bewertet wurde, unwiderruflich auch in der zusammen gefassten
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Bewertungsfunktion mit Null bewertet, selbst wenn Bewertungen aller anderen
beteiligten Bewertungsfunktionen sehr gut ausfallen. Dies entspricht den U¨berle-
gungen bezu¨glich Priorisierung und Nutzen im letzten Abschnitt. Wir definieren
deshalb die Priorita¨t einer Bewertungsfunktion zu:
p(ΥA) = min
z∈ΩA
ΥA(z).
Die Priorita¨t einer solchen Bewertungsfunktion la¨sst sich also steuern, indem
der Wertebereich von unten her weiter eingeschra¨nkt wird, z.B. auf [0.5 . . . 1.0].
Eine so beschra¨nkte Bewertungsfunktion ΥiA
′
des Verhaltens Vi hat weniger
Einfluss auf das Gesamtergebnis. Die urspru¨ngliche Funktion ΥiA wird also je
nach Priorita¨t Prio nach oben gestaucht:
ΥiA
′
= 1− (1− Prio)(1−ΥiA).
Dabei entspricht Prio = 0 der ho¨chsten Priorita¨t und Prio = 1 der niedrigsten.
Im ersten Extremfall ist Prio = 0 und die Bewertungsfunktion ΥiA bleibt durch
die Einberechnung der Priorita¨t unvera¨ndert: ΥiA
′
≡ ΥiA. Im anderen Extrem ist
Prio = 1 und die Bewertungsfunktion Υ′i hat u¨berhaupt keinen Einfluss mehr,
sie wird dann konstant 1: ΥiA
′
≡ 1.
Fu¨r p < 1 bleibt die priorisierte Bewertungsfunktion in der gleichen A¨quiva-
lenzklasse wie die Ausgangsfunktion:
ΥiA
∼= ΥiA
′
= aΥiA + b, mit a = (1− p), b = p.
Fu¨r p = 1 wird sie jedoch konstant, und sa¨mtliche Pra¨ferenzen gehen verloren,
was aber in diesem Fall erwu¨nscht ist. Damit ist es mo¨glich, jedes Kriterium
zuna¨chst fu¨r sich zu betrachten, eine entsprechende Bewertungsfunktion zu be-
rechnen und anschließend dem Kriterium im Lichte der Gesamtmission eine
Priorita¨t zuzuordnen. Mittels dieser Priorita¨t wird die Bewertungsfunktion wie
gezeigt angepasst, bevor sie mit den anderen Bewertungsfunktionen zusammen
gefasst wird. Der modifizierte Fusion-Operator fu¨r Bewertungsfunktionen, wel-
che die Priorita¨t der Bewertungsfunktionen bzgl. der Gesamtmission noch nicht
enthalten, lautet also:
ΥA =
∏
i=1...n
(1− (1− pi)(1−Υ
i
A)). (5.36)
5.5.3 Transformation von Multiplikation zu Addition
Der multiplikative Fusionsoperator la¨sst sich in einen additiven u¨berfu¨hren,
indem die Bewertungsfunktionen Υ mittels eines Logarithmus’ transformiert
werden. Eine Bewertungsfunktion Υ mit dem Wertebereich ]0..1] wird so auf eine
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a¨quivalente Bewertungsfunktion Υ′ mit dem Wertebereich [−∞..0[ abgebildet
(denn die Funktion ’ln’ ist monoton steigend):
Υ ∼= Υ′ = ln(Υ).
Auch hier ließe sich den Bewertungsfunktionen durch Beschra¨nkung des Mini-
malwertes eine Priorita¨t zuweisen. Eine unwiderrufliche Blockade einer Aktion,
die bei dem multiplikativen Fusionsoperator der Bewertung mit 0 entspricht,
wa¨re hier jedoch nur durch Bewertung der Aktion mit dem theoretischen Wert
ln(0) = −∞ mo¨glich. Daher wa¨re der Wertebereich der Bewertungsfunktionen
unbeschra¨nkt und dadurch auch recht unhandlich. Die Implementierung wu¨rde
dadurch wesentlich erschwert. In der multiplikativen Version treten diese Pro-
bleme nicht auf, da sie praktisch durch die Floating-Point-Arithmetik gelo¨st
sind.
Auch aus diesen Gru¨nden wird hier der Ansatz der Multiplikation als Fusions-
Operator verfolgt.
5.5.4 Konstruktion von Bewertungsfunktionen
Grundsa¨tzlich ko¨nnen die Bewertungsfunktionen auf beliebige Art berechnet
werden. In einigen Verhalten kann die Bewertungsfunktion auch direkt aus ge-
messenen Sensordaten berechnet werden.
Oft la¨sst sich die Bewertungsfunktion jedoch mittels einiger Eckpunkte ausrei-
chend charakterisieren. Zur Vereinfachung bedienen wir uns dann Operatoren und
parametrisierter Funktionen, aus denen die Bewertungsfunktionen so konstruiert
werden ko¨nnen, dass sie die Intention des jeweiligen Verhaltens wiedergeben. Wir
betrachten hier nur eindimensionale Aktionsra¨ume.
Operatoren fu¨r Bewertungsfunktionen
Betrachtet man eine Bewertungsfunktion als Bedingung, die an die Aktion gestellt
wird, so kann man die Multiplikation nach dem Prinzip der Fuzzy-Logik als
UND-Verknu¨pfung interpretieren: Es wird die Aktion gut bewertet, die in allen
beteiligten Bewertungsfunktionen gut bewertet wurde. Wird eine Aktion nur in
einer beteiligten Funktion schlecht bewertet, so fa¨llt auch die Gesamtbewertung
dieser Aktion schlecht aus. Fu¨r zwei Bewertungsfunktionen definieren wir deshalb
den UND-Operator als Multiplikation:
NΩ = {Υ|Υ : Ω −→ [0 . . . 1]} (Bewertungsfunktionen u¨ber Ω), (5.37)
¯ : NΩ ×NΩ −→ NΩ, (5.38)
(Υ1 ¯Υ2)(a) = Υ1(a)Υ2(a). (5.39)
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Analog la¨sst sich ein ODER-Operator definieren:
⊕ : NΩ ×NΩ −→ NΩ, (5.40)
(Υ1 ⊕Υ2)(a) = 1− (1−Υ1(a))(1−Υ2(a)). (5.41)
Hier wird eine Aktion gut bewertet, falls sie nur in einer der Funktionen gut
bewertet wurde. Sie erfu¨llt also die Bedingungen der einen ODER der anderen
Bewertungsfunktion.
Weiterhin ist auch die Minimums- oder Maximumsbildung zwischen Bewer-
tungsfunktionen fu¨r die Konstruktion nu¨tzlich. Semantisch entspricht das Mini-
mieren eher einer UND-Verknu¨pfung und das Maximieren eher einer ODER-Ver-
knu¨pfung:
(Υ1minΥ2)(a) = min(Υ1(a),Υ2(a)), (5.42)
(Υ1maxΥ2)(a) = max(Υ1(a),Υ2(a)). (5.43)
Mittels einer ODER-Verknu¨pfung lassen sich innerhalb eines Verhaltens al-
ternative Lo¨sungen fu¨r die Aufgabe des Verhaltens modellieren.
Funktionen zur Konstruktion
Die folgenden Funktionen mu¨ssen nicht genau wie hier definiert werden, sie haben
sich jedoch bewa¨hrt.
Die erste Funktion ist eine glockenfo¨rmige Funktion, a ist das Argument der
Funktion, extruty, convuty, σ und aˆ sind Parameter:
Φextrutyconvuty(σ, aˆ)(a) = convuty + (extruty − convuty)e
−(a−aˆ
σ
)2 . (5.44)
Diese Funktion hat ihr Extremum an der Stelle a = aˆ mit dem Wert
Φextrutyconvuty(σ, aˆ)(aˆ) = extruty
und konvergiert rechts und links davon gegen den Wert convuty. Der Parameter σ
legt dabei die
”
Breite“ des Extremums fest. Je gro¨ßer σ, desto breiter und flacher
ist das Extremum (siehe Abb. 5.44). Mit dieser Funktion lassen sich bestimmte
Aktionen und deren Nachbar-Aktionen, also a¨hnliche Aktionen, entweder pra¨fe-
rieren oder unterdru¨cken, je nachdem ob das Extremum ein Maximum oder
Minimum ist.
Die zweite Funktion teilt den Aktionsraum praktisch in zwei Teile und be-
wertet den einen Teil mit leftuty und den anderen mit rightuty. Der U¨bergang
ist hart (
”
Heavysite-Funktion“):
Γleftutyrightuty(aˆ)(a) =
{
leftuty , fu¨r a <= aˆ,
rightuty , sonst .
(5.45)
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Abbildung 5.5: Die parametrisierte Glockenfunktion Φextrutyconvuty(σ, aˆ) fu¨r verschiede-
ne Parameter.
Die na¨chste Funktion ist a¨hnlich. Hier ist der U¨bergang jedoch durch eine
Sinuskurve weich realisiert und erstreckt sich von a = aˆ− σ bis a = aˆ+ σ (siehe
Abb. 5.6):
Γleftutyrightuty(σ, aˆ)(a) =

leftuty , fu¨r a <= aˆ− σ,
rightuty , fu¨r a >= aˆ+ σ,
g(a) , sonst ,
(5.46)
wobei g(a) den U¨bergang wie folgt definiert:
g(a) = leftuty + (rightuty − leftuty)
1
2
(sin
(a− aˆ)pi
2σ
+ 1). (5.47)
Manche Aktionsra¨ume, z.B. insbesondere winkelbezogene, sind periodisch,
d.h., fu¨r alle Aktionen gilt a = a+ periode. Fu¨r diese Aktionsra¨ume mu¨ssen die
Funktionen zur Konstruktion dementsprechend angepasst werden. Einfache Site-
und Heavysite-Funktionen machen hier keinen Sinn. Vielmehr mu¨ssen bei peri-
odischen Aktionsra¨umen fu¨r solche Funktionen zwei U¨bergangsstellen definiert
werden.
Um in periodischen Aktionsra¨umen eine glockenfo¨rmige Funktion mit Extre-
mum bei aˆ zu erhalten, wird in die normale Glockenfunktion fu¨r Werte zwischen
aˆ − 1
2
periode und aˆ + 1
2
periode berechnet und diese Werte entsprechend den
Werten im Intervall [0..periode] zugeordnet.
Φ˜extrutyconvuty(σ, aˆ)(a) =

Φextrutyconvuty(σ, aˆ)(a+ periode) fu¨r a < aˆ−
1
2
periode
Φextrutyconvuty(σ, aˆ)(a− periode) fu¨r a > aˆ+
1
2
periode
Φextrutyconvuty(σ, aˆ)(a) sonst.
(5.48)
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Abbildung 5.6: Die parametrisierte Site-Funktion Γleftutyrightuty(σ, aˆ) fu¨r verschiedene
Parameter.
Man erha¨lt so mit Φ˜ eine Glockenfunktion fu¨r periodische Aktionsra¨ume.
Diese wird beispielsweise fu¨r den abstrakten Aktor Direction verwendet. Analog
lassen sich auch andere symmetrische Funktionen an periodische Aktionsra¨ume
anpassen.
5.6 Priorita¨tsmanagement
Ordnet man den einzelnen Verhalten Priorita¨ten zu, so beno¨tigt man auch eine
Methode, um diese Priorita¨ten in der Kooperation der Verhalten zu realisieren.
Dies leistet DIAC (Distributed Actuator Control) durch das im Abschnitt 5.5
vorgestellte Konzept von Bewertungsfunktionen im Zusammenspiel mit dem
multiplikativen Fusionsoperator. Die Einflussnahme eines Verhalten kann durch
Limitierung des Wertebereiches der Bewertungsfunktion gesteuert werden. Da-
zu werden die Priorita¨ten mit reellen Werten im Intervall [0..1] ausgedru¨ckt:
Prio(Vi) = 0.0 bedeutet die ho¨chste Priorita¨t, Prio(Vi) = 1.0 die niedrigste.
Wir haben damit also zwei Arten von Priorita¨ten. Der Wert Prio(Vi) wird
im Folgenden
”
Verhaltenspriorita¨t“ des Verhaltens Vi genannt, diese wird dem
Verhalten zugewiesen. Im Gegensatz dazu wird die Priorita¨t prio(Υi) der aktuel-
len Bewertungsfunktion eines Verhaltens die
”
aktuelle Priorita¨t“ des Verhaltens
genannt.
Ein Verhalten Vi mit Verhaltenspriorita¨t Prio(Vi) erzeugt nun zuna¨chst ei-
ne Bewertungsfunktion, die den gesamten Wertebereich [0..1] ausnutzen kann.
Anschließend wird diese jedoch, wie im Abschnitt 5.5.2 u¨ber Priorita¨ten von
Bewertungsfunktionen gezeigt, umgewandelt in eine Bewertungsfunktion, de-
ren Bewertungen sa¨mtlich gro¨ßer als Prio(Vi) sind. Die aktuelle Priorita¨t eines
Verhaltens ist also stets niedriger (bzw. ihrem Wert nach ho¨her) als die Verhal-
tenspriorita¨t:
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prio(Υi) ≥ Prio(Vi).
Ein Verhalten sollte seine Verhaltenspriorita¨t immer nur so weit ausscho¨pfen,
wie es angemessen ist. Wird das entsprechende Ziel des Verhaltens durch sa¨mtli-
che Aktionen zumindest einigermaßen erfu¨llt, so sollte sich dies in der erzeugten
Bewertungsfunktion wider spiegeln, indem keine der Aktionen mit dem Minimal-
wert bewertet wird. Diese Verhaltensweise la¨sst anderen Verhalten dann mehr
Spielraum, ihre Interessen zu verfolgen. Damit also das Gesamtsystem effektiv
arbeiten kann, mu¨ssen die einzelnen Verhalten in dieser Hinsicht fair sein. Die
Kollisionsvermeidung hat beispielsweise eine sehr hohe Verhaltenspriorita¨t (klei-
ner Wert). Falls aber weit und breit kein Hindernis detektiert wurde, wird die
Kollisionsvermeidung diese Priorita¨t nicht ausscho¨pfen und alle Aktionen nahezu
gleich gut bewerten. Die aktuelle Priorita¨t ist dann also gering und la¨sst anderen
Verhalten Spielraum, ihre Ziele zu erreichen. Anders ausgedru¨ckt, spiegelt die
aktuelle Priorita¨t die Aufmerksamkeit oder Aktivita¨t eines Verhaltens wider.
5.6.1 Priorita¨tenvererbung fu¨r Aktor-Verhalten
Generell ha¨ngt die Verhaltenspriorita¨t von der Wichtigkeit des Verhaltens oder
genauer seines Zieles fu¨r die Gesamtmission ab. Die Priorita¨tenvererbung sorgt
dafu¨r, dass dies auch fu¨r Aktor-Verhalten zutrifft. Einem Aktor-Verhalten ist
immer ein abstrakter Aktor zugeordnet, und das Verhalten verfolgt das Ziel, die
gewa¨hlte Aktion in die Tat umzusetzen. Das Aktor-Verhalten ist genauso wichtig
wie das Ziel, das es verfolgt: In diesem Falle also genauso wichtig wie die Aktion,
die es in die Tat umzusetzen versucht. Die Priorita¨t dieser Aktion wiederum la¨sst
sich aus den Priorita¨ten der Bewertungsfunktionen am Eingang des abstrakten
Aktors ableiten. Diesen Mechanismus nennen wir
”
Priorita¨tenvererbung“, da die
Verhalten, welche in den abstrakten Aktor schreiben, ihre aktuelle Priorita¨t an
das ausfu¨hrende Aktor-Verhalten weitergeben oder auch
”
vererben“ (siehe auch
Abb. 5.3, Seite 97).
Seien also ΥiA die Bewertungsfunktionen am Eingang des Aktors A, dann
berechnet sich die Verhaltenspriorita¨t Prio(VA) des Aktor-Verhaltens VA mit
Aktor A folgendermaßen:
Prio(VA) = min{p(Υ
i
A)|i = 1, . . . , n} (5.49)
= min{min
z∈ΩA
ΥiA(z)|i = 1, . . . , n}. (5.50)
Statt durch Minimumsbildung ko¨nnten die aktuellen Priorita¨ten hier beispiels-
weise auch durch eine T-Norm verknu¨pft werden. In einer Hierarchie mit vielen
Ebenen wu¨rden die Priorita¨ten der Aktor-Verhalten dadurch jedoch sehr hoch
werden.
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5.6.2 Abstimmen u¨ber Verhaltenspriorita¨ten
Neben den Aktor-Verhalten gibt es natu¨rlich auch aktive Verhalten, die keine
Aktionen von abstrakten Aktoren einlesen und ausfu¨hren. Die Verhaltensprio-
rita¨t fu¨r diese Verhalten muss deshalb mit einer anderen Methode festgesetzt
werden. Diese Verhalten sind typischerweise nicht zielorientiert, da sie ja nicht
Kommandos von einem u¨bergeordneten Modul entgegennehmen, stattdessen sind
sie eher fu¨r die Einhaltung von Nebenbedingungen oder U¨berwachungsaufgaben
zusta¨ndig oder sie fu¨hren Handlungen durch, die direkt in das Verhalten kodiert
wurden. Im letzten Fall liegt der Unterschied zu einem Aktor-Verhalten lediglich
im fehlenden Zugriff auf das Verhalten u¨ber den abstrakten Aktor.
Die Verhaltenspriorita¨ten werden in BUCA wie abstrakte Aktoren behan-
delt. Andere Verhalten bewerten verschiedene Priorita¨ten fu¨r das entsprechen-
de Verhalten. Die entsprechenden Bewertungsfunktionen ΥiPrio(j) des Aktors
SetPrio(j) (setze Priorita¨t des Verhaltens j ) bilden also die mo¨glichen Prio-
rita¨ten Prio ∈ [0..1] des Verhaltens Vj auf den Nutzen ab:
ΥiSetPrio(j) : [0..1]→ [0..1].
Grundsa¨tzlich ko¨nnte ein Verhalten auch bei der Wahl der eigenen Priorita¨t mit
abstimmen. Wir gehen aber davon aus, dass sich die Verhalten fair und ehrlich
verhalten und ihre eigene Priorita¨t nicht unno¨tig erho¨hen. Außerdem ist es nor-
malerweise grundsa¨tzlich nicht sinnvoll, die eigene Priorita¨t anzupassen, denn die
Verhaltenspriorita¨t ha¨ngt ja allein von der Bedeutung des Verhaltens im Kontext
der Gesamtmission ab. Dieses Wissen sollte das Verhalten eigentlich gar nicht
haben. Man betrachte beispielsweise ein Verhalten zur Kollisionsvermeidung: In
den meisten Fa¨llen wird dieses Verhalten eine sehr hohe Priorita¨t genießen. Ist
es fu¨r die Mission jedoch sinnvoll, die meisten Objekte in der Umgebung platt
zu fahren, so wird die Kollisionsvermeidung weniger wichtig sein. Dies ist bei der
Implementierung einer Kollisionsvermeidung jedoch nicht bekannt.
5.7 Hierarchie
Durch das Konzept der abstrakten Aktoren ergibt sich eine Hierarchie in der
Steuerungsarchitektur. Rudimenta¨re Verhalten greifen direkt auf reale Aktoren
zu. Abstraktere Verhalten steuern abstrakte Aktoren an, welche durch Aktor-
Verhalten realisiert werden. Aktor-Verhalten ko¨nnen ihrerseits wiederum auf ab-
strakte Aktoren zugreifen, um ihre Aufgabe zu erfu¨llen. Hierbei ist zu beachten,
dass Aktor-Verhalten hierarchisch angeordnet sein mu¨ssen. Verhalten ko¨nnen je-
doch prinzipiell recht frei auf jede Ebene der Hierarchie zugreifen, ohne dass sich
dadurch grundsa¨tzliche Probleme ergeben. Vom softwaretechnischen Standpunkt
aus empfiehlt es sich jedoch, ebenenu¨bergreifende Zugriffe mo¨glichst zu vermei-
den. Durch die Einfu¨hrung von Aktoren und entsprechenden Aktor-Verhalten
wird die Hierarchie weitgehend definiert.
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Fu¨r die Implementierung der Navigation des mobilen Roboters ARS wurde
die Gesamtsteuerung beispielsweise in die folgenden drei Ebenen eingeteilt:
• globale Navigation,
• lokale Navigation,
• nicht holonomische Navigation.
Die unteren beiden Ebenen, nicht holonomische und lokale Navigation, werden
hier durch den abstrakten Aktor ’Direction’, die Ebenen lokale Navigation und
globale Navigation durch die Aktoren ’Branch’ und ’Target’ unterteilt (siehe
Abbildung 5.8, Seite 118).
5.8 Feedback
In der im letzten Abschnitt beschriebenen Hierarchie werden Aktionen abstrak-
terer Aktoren durch die Aktorverhalten stets an weniger abstrakte weitergeleitet,
der Informationsfluss verla¨uft also von oben nach unten. Falls bestimmte Aktio-
nen auf niedrigerer Ebene nicht ausgefu¨hrt werden ko¨nnen, wird dies zuna¨chst
nicht von den daru¨ber liegenden Ebenen bemerkt. Ein typischer Ansatz, dieses
Problem zu beheben, sind Monitoring-Prozesse, die den Fortschritt der Aktio-
nen u¨berwachen und gegebenenfalls eingreifen und alternative Lo¨sungen finden
und forcieren. Etwas A¨hnliches leistet der Feedback-Mechanismus in BUCA.
Wa¨hrend Monitoring-Prozesse jedoch meistens auf die U¨berwachung eines be-
stimmten Verhaltens zugeschnitten sind, ist der Feedback-Mechanismus auf alle
abstrakten Aktoren in BUCA anwendbar. Dabei muss jedoch von der folgenden
Annahme ausgegangen werden: Ein Aktor-Verhalten erfu¨llt seine Aufgabe, solan-
ge es nicht von anderen ho¨her priorisierten Verhalten daran gehindert wird. Tritt
eine solche Behinderung auf, so ist dieser Konflikt auf der entsprechenden Ebene
normalerweise nicht aufzulo¨sen, da in den Bewertungsfunktionen der beteiligten
Verhalten bereits Alternativen beru¨cksichtigt sind.
Der Konflikt kann jedoch evtl. auf ho¨herer Ebene gelo¨st werden, da hier
evtl. Alternativen zu der gewa¨hlten Aktion des abstrakteren Aktors vorhan-
den sind. Diese mo¨glichen Alternativen ko¨nnen mittels der zusammen gefassten
Bewertungsfunktion des Aktors bestimmt werden. Um diese Alternativen zu
aktivieren, wird die Bewertung der aktuell gewa¨hlten Aktion im Konfliktfall ab-
geschwa¨cht. Das Feedback unterdru¨ckt also Aktionen, deren Folgeaktionen bei
der Ausfu¨hrung auf niedrigerer Ebene unterdru¨ckt wurden.
Um diesen Ansatz zu pra¨zisieren, definieren wir zuna¨chst eine Funktion
obey(Υ, aˆ) (engl.: gehorchen), welche ein Maß dafu¨r sein soll, wie stark die
Bewertungsfunktion Υ bei Auswahl der Aktion aˆ beru¨cksichtigt wurde.
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NΩ = {Υ|Ω −→ [0 . . . 1]} (Bewertungsfunktionen u¨ber Ω), (5.51)
obey : NΩ × Ω −→ [−1 . . . 1]. (5.52)
Die Funktion sollte folgende Eigenschaften haben: Die Auswahl einer maximal
bzw. minimal bewerteten Aktion ergibt Maximal- und Minimalwerte in der
Funktion obey:
obey(Υ, aˆ) =

−1 , falls Υ(aˆ) = mina∈ΩΥ(a),
+1 , falls Υ(aˆ) = maxa∈ΩΥ(a),
∈]− 1 . . . 1[ , sonst.
(5.53)
Eine besser bewertete Aktion ergibt auch einen gro¨ßeren Wert der Funktion obey
(Monotonie):
Υ(aˆ1) > Υ(aˆ2)⇒ obey(Υ, aˆ1) > obey(Υ, aˆ1). (5.54)
Ein einfaches Beispiel einer solchen Funktion wa¨re die Bewertungsfunktion Υ
selbst, nur umskaliert auf das Intervall [-1. . . 1], also
obey1(Υ, aˆ) = 2Υ(a)− 1. (5.55)
Diese Funktion erfu¨llt zwar die oben genannten Kriterien, wird aber der Intention
der Funktion obey nicht ganz gerecht. Sei die Bewertungsfunktion na¨mlich z.B.
von folgender Form:
Υ(a) =

1.0 fu¨r a = a1,
0.1 fu¨r a = a2,
0.0 sonst.
(5.56)
Wird die Aktion a2 ausgewa¨hlt, so liefert die obige Funktion einen sehr niedrigen
Wert:
obey1(Υ, a2) = −0.8. (5.57)
Dabei wurden alle Aktionen außer a1 noch schlechter bewertet als die gewa¨hlte
Aktion a2. Insofern wurde die Bewertungsfunktion Υ in diesem Fall sehr wohl
beru¨cksichtigt, was der Wert −0.8 jedoch nicht wider spiegelt. Im Gegensatz
dazu kann man den komplementa¨ren Fall betrachten:
Υ(a) =

0.0 fu¨r a = a1,
0.9 fu¨r a = a2,
1.0 sonst.
(5.58)
Hier liefert die Funktion obey1 den Wert 0.8, obwohl alle anderen Aktionen außer
der Aktion a1, besser als die gewa¨hlte Aktion a2 bewertet wurden.
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Ein gutes Maß fu¨r die Beru¨cksichtigung einer Bewertung bei der Auswahl
einer bestimmten Aktion muss also den Verlauf der Bewertungsfunktion einbe-
ziehen. Wurde eine von wenigen gut bewerteten Lo¨sungen gewa¨hlt, so wurde
die Bewertungsfunktion stark beru¨cksichtigt. Je mehr Alternativen es gibt, die
besser als die gewa¨hlte Aktion bewertet wurden, desto weniger wurde die Bewer-
tungsfunktion beru¨cksichtigt. In BUCA wird folgende Obey-Funktion verwendet,
welche diesen U¨berlegungen gerecht wird:
obey(Υ, aˆ) =
∫
Ω
(Υ(a)−Υ(aˆ))da∫
Ω
|Υ(a)−Υ(aˆ)|da
. (5.59)
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Abbildung 5.7: Schematische Darstellung des Feedback Mechanismus. Das Feed-
back liest die aktuelle Bewertungsfunktion ΥV des Aktor-Verhaltens sowie die
gewa¨hlten Aktionen aout der Aktoren unter dem Aktor-Verhalten und berechnet
daraus eine Bewertungsfunktion ΥF , die als Feedback an den daru¨ber liegenden
abstrakten Aktor geschickt wird.
118 KAPITEL 5. BUCA
lokale
Navigation
nicht holonomische,
lokale
Navigation
Aktor-
ansteuerung
globale
Navigation
Umgebung
Cruise
Ultraschall
Odometer
Laser
control vel control rot
RotationGeschw.
Direction
TurnStabilize Freedir
Avoid
Ist-Geschw. Ist-Rotation
Branch
Explore ApproachNode???
Approach
Reclass Target
???
Keepright
Abbildung 5.8: Hierarchisches Zusammenspiel von Verhalten und Servern in der
Steuerungsarchitektur BUCA.
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Sei also VA ein Aktor-Verhalten mit zugeho¨rigem Aktor Ain, von dem dieses
Verhalten die Soll-Werte liest. Sei weiter Aout einer der Aktoren, welche das
Aktor-Verhalten VA ansteuern. Das Aktor-Verhalten liest die beste Aktion (Soll-
Wert) ain vom Aktor Ain sowie andere Sensordaten und sendet eine berechnete
Bewertungsfunktion ΥV an den Aktor Aout. Greifen nun weitere Verhalten auf
den Aktor Aout zu, so fu¨hrt dieser die Aktion aout mit der maximalen Gesamt-
bewertung durch. Diese Aktion ist im Allgemeinen nicht die beste Aktion bzgl.
der Bewertungsfunktion ΥV . Aus der gewa¨hlten Aktion aout und der Bewer-
tungsfunktion ΥV des Aktor-Verhaltens wird der Grad der Unterdru¨ckung β des
Aktor-Verhaltens VA bestimmt:
β = max(0,−obey(ΥV , aout)) (5.60)
Je sta¨rker die Unterdru¨ckung ist, d.h. je weniger die Bewertung ΥV des
Aktor-Verhaltens beru¨cksichtigt wurde, desto sta¨rker greift das Feedback in die
Bewertung des Aktors Ain ein, um dort Alternativen zu aktivieren. Bei der
obigen Definition von β greift das Feedback erst ein, wenn die Obey-Funktion
negative Werte liefert. Das Feedback beteiligt sich dabei wie ein Verhalten auf der
Ebene u¨ber dem Aktor Ain an der Bewertung der Aktionen dieses Aktors. Das
Feedback sendet also Bewertungsfunktionen ΥF an den Aktor Ain. Dabei wird die
Bewertungsfunktion ΥFt+1 zum Zeitpunkt t+1 aus der letzten Bewertungsfunktion
ΥFt , dem aktuellen Grad der Unterdru¨ckung β und aus dem aktuellen Soll-Wert
ain des Aktor Ain bestimmt. Zur Konstruktion verwenden wir wiederum die
glockenfo¨rmige Funktion Φ aus Gleichung 5.44.
ΥFt+1 = (Φ
1.0−β
1.0 (σ, ain)¯Υ
F
t )⊕ Φ
regenerate
0.0 (σ, ain)⊕ priority (5.61)
Dabei dient die erste Funktion der Unterdru¨ckung der Aktion ain. Falls diese
Aktion in der Obey-Funktion negative Werte lieferte, also nicht durchgesetzt
werden konnte, ist β > 0 und die Funktion hat ein Minimum bei ain. Diese Funk-
tion wird mit der Feedback-Bewertung ΥFt aus dem vorhergehenden Zeitschritt
mittels des UND-Operators verknu¨pft. Es werden also Unterdru¨ckungen aus den
vorhergehenden Zeitschritten u¨bernommen und gegebenenfalls an der Stelle ain
versta¨rkt. Der dritte Term dient der Regeneration, d.h. Unterdru¨ckungen werden
wieder abgeschwa¨cht. Dies geschieht prinzipiell fu¨r alle Aktionen außer Aktionen
nahe bei oder gleich ain. Hierzu wird der ODER-Operator verwendet. Schließlich
wird noch die Priorita¨t priority des Feedbacks in die Bewertung eingerechnet.
Die resultierende Bewertungsfunktion ΥFt+1 wird an den Aktor Ain geschickt.
Abbildung 5.7 zeigt das Feedback u¨ber drei Ebenen, die mittlere Ebene ist
hervorgehoben. In der mittleren Ebene sind am Ausgang des Aktor-Verhaltens
zwei abstrakte Aktoren dargestellt, fu¨r die jeweils in gleicher Weise das Feed-
back berechnet wird, d.h. das Feedback kann auf einer Ebene mehrere Aktoren
behandeln. Man erkennt hier außerdem, dass die Feedbackmechanismen der ver-
schiedenen Ebenen ineinander greifen und das Feedback sich so von unten nach
oben u¨ber die Ebenen hinweg fortsetzen kann.
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5.9 Koordination von Aktoren
Eine Steuerungsarchitektur kontrolliert im Allgemeinen mehrere Aktoren. Ziel
der gesamten Steuerung ist es, jeweils eine Gesamtaktion aˆ = (a1, . . . , an) zu
berechnen, die maximalen Nutzen hat.
Die Bewertungsfunktion wird zuna¨chst nach dem hier vorgestellten Konzept
pro Aktor berechnet und ausgewertet. Es wird hier also angenommen, dass die
resultierende Gesamtaktion genau dann den maximalen Nutzen hat, falls die
Aktionen der einzelnen Aktoren maximalen Nutzen haben. Wenn Ωi die Ak-
tionsra¨ume und Υi die Bewertungsfunktionen der einzelnen Aktoren sind und
weiter Ω = Ω1 × · · · × Ωn der Gesamtaktionsraum und Υ die Gesamtnutzen-
funktionen fu¨r alle Aktoren sind, so wird davon ausgegangen, dass folgendes
gilt:
argmaxa∈Ω = (aˆ1, . . . , aˆn)
mit
aˆi = argmaxai∈Ωifu¨r alle i = 1 . . . n.
Trifft dies zu, so nennen wir die Aktoren unabha¨ngig. Insbesondere sind Akto-
ren unabha¨ngig, falls sich die Gesamtbewertungsfunktion z.B. als Produkt der
einzelnen Bewertungsfunktionen darstellen la¨sst oder zumindest a¨quivalent dazu,
im Sinne der A¨quivalenz aus Abschnitt 5.5.1, ist:
Υ(u1, . . . , un) ∼= Υ1(u1) · · ·Υn(un).
Dies ist offensichtlich nicht immer der Fall. Betrachtet man beispielsweise
die Aktoren Translations- und Rotationsgeschwindigkeit, so sind diese in vielen
Situationen nicht unabha¨ngig voneinander, wie ein einfaches Beispiel zeigt: Befin-
det sich vor dem Roboter ein Hindernis und wird die Rotationsgeschwindigkeit zu
Null gewa¨hlt, so ist eine hohe Translationsgeschwindigkeit unerwu¨nscht. Ist die
Rotationsgeschwindigkeit aber nicht Null und fu¨hrt den Roboter am Hindernis
vorbei, so sind evtl. ho¨here Fahrtgeschwindigkeiten erwu¨nscht. Es zeigt sich aber
auch, dass bestimmte Aktoren unter bestimmten Gesichtspunkten unabha¨ngig
sein ko¨nnen, unter anderen jedoch nicht. So werden manche Verhalten bestimmte
Aktoren unabha¨ngig bewerten ko¨nnen, andere Verhalten jedoch nicht.
Um diese Konflikte bei der Bewertung abha¨ngiger Aktoren aufzulo¨sen, kann
aus zwei Aktoren A,B auf einfache Art ein kombinierter Aktor mit dem Aktions-
raum ΩA×ΩB konstruiert werden. Die Bewertungsfunktionen mu¨ssen dann jedoch
fu¨r jede kombinierte Aktion (aA, aB) berechnet werden. Dies fu¨hrt zwangsla¨ufig
zu mehr Berechnungsaufwand in den Verhalten. Die Gro¨ße eines kombinierten
Aktionsraums steigt mit der Anzahl der abha¨ngigen Aktoren exponentiell.
Um den Aufwand gering zu halten, bietet sich bei vielen Aktoren beispiels-
weise eine Master-Slave Lo¨sung an. Hier wird die Bewertungsfunktion des Slave-
Aktors abha¨ngig von der bestbewerteten Aktion des Master-Aktors berechnet.
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Dieses Verfahren wird auf der Forschungsplattform ARS fu¨r die Geschwindig-
keiten angewendet. Master-Aktor ist hier die Rotationsgeschwindigkeit, Slave-
Aktor die Translationsgeschwindigkeit. Folglich wird die Bewertungsfunktion der
Translationsgeschwindigkeit abha¨ngig von der gewa¨hlten Rotationsgeschwindig-
keit berechnet. Dazu wird entweder der berechnete Soll-Wert oder noch besser
der Ist-Wert der Rotationsgeschwindigkeit wie ein normaler Sensor ausgelesen
und bei der Berechnung der Bewertungsfunktion beru¨cksichtigt.
Dennoch ko¨nnen in BUCA auch echte mehrdimensionale Bewertungen fu¨r
kombinierte Aktoren behandelt werden. Dabei ko¨nnen Bewertungen von Verhal-
ten, die einzelne Aktoren unabha¨ngig bewerten, einfach durch Multiplikation mit
kombinierten Bewertungen zusammen gefasst werden.
Bewertet Verhalten V1 die Aktoren A und B abha¨ngig voneinander durch
eine kombinierte Bewertungsfunktion Υ1 und Verhalten V2 bewertet die Akto-
ren unabha¨ngig voneinander durch zwei Bewertungsfunktionen Υ2A und Υ
2
B, so
berechnet sich die fusionierte Bewertungsfunktion beider Verhalten wie folgt:
Υ(uA, uB) = Υ
1(uA, uB)Υ
2
A(uA)Υ
2
B(uB).
So ko¨nnen Einzelbewertungen und kombinierte Bewertungen zusammen gefasst
werden.
5.10 Vergleich von BUCA mit anderen Ansa¨t-
zen
Aus der Klassifikation im letzten Kapitel leiten sich sofort die wichtigsten Unter-
schiede zu anderen Ansa¨tzen ab, welche nicht unter die Steuerungsarchitekturen
mit ’Multiple-Vote’-Verfahren fallen. Die Vor- und Nachteile, die sich daraus
ergeben, wurden bereits dort erla¨utert (siehe Abschnitte 4.4.1 bzw. 4.4.2). Es
existieren jedoch einige Ansa¨tze, welche zur Verhaltenskoordination ebenfalls
’Multiple-Vote’-Verfahren benutzen. Fu¨r diese soll im Folgenden ein genauerer
Vergleich gezogen werden.
5.10.1 DAMN
Die Distributed Architecture for Mobile Navigation (DAMN) [PRK90, Ros95,
RP95, RT95] wurde bereits in Abschnitt 4.4.2 vorgestellt. Dabei wurde schon
kurz auf die wichtigsten Unterschiede hingewiesen: (a) die Kombination der
Bewertungen geschieht in DIAC durch Multiplikation bzw. T-Norm, statt durch
Summation wie in DAMN, (b) DAMN unterstu¨tzt keine Priorita¨tenvererbung
oder etwas Analoges und (c) weist ebenfalls keine Hierarchie auf.
Wie bereits in Abschnitt 5.5 gezeigt, lassen sich Addition und Multiplikati-
on einfach ineinander u¨berfu¨hren, wodurch der diesbezu¨gliche Unterschied der
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Architekturen nicht allzu groß ist. Man beachte jedoch, dass bei Benutzung der
Addition ein unbeschra¨nkter Wertebereich der Bewertungen no¨tig wa¨re, um die
Eigenschaften der Multiplikation nachzubilden. Da jedoch in DAMN zusa¨tzlich
der Wertebereich der Bewertungen auf [−1..1] beschra¨nkt ist, ist die sichere Un-
terdru¨ckung von Aktionen in dieser Architektur nicht wie in BUCA mo¨glich, denn
insbesondere die Unterdru¨ckung von Aktionen beruht auf der Multiplikation mit
Null.
Priorita¨ten von Verhalten werden in DAMN durch Gewichtung der Bewer-
tungen realisiert. In BUCA werden Priorita¨ten analog durch die Beschra¨nkung
der Bewertungen nach unten umgesetzt. Deliberative Komponenten werden in
DAMN teilweise als parallel laufende Verhalten in die Architektur integriert
(Variante (D), Abb. 4.1). Da durch den Mode Manager die Gewichtungen der
Verhalten vera¨ndert werden ko¨nnen, sind auch Eingriffe von deliberativen Kom-
ponenten u¨ber diesen Weg mo¨glich (Variante (A), Abb. 4.1). Damit entsprechen
sich die Steuerungsarchitekturen in diesem Punkt.
Wie der Name schon sagt, ist DAMN auf Navigation spezialisiert. Insbeson-
dere wird als Experimentierplattform ein Kraftfahrzeug mit u¨blicher Steuerung
betrachtet. So werden als Aktoren Geschwindigkeit und Lenkradeinschlag be-
trachtet. Dabei wird das Konzept des
”
Schiedsrichters“, welcher die Zusammen-
fassung der abgegebenen Pra¨ferenzen durch Summation vornimmt, nur auf die
Lenkung angewandt. Zur Steuerung der Geschwindigkeit geben alle beteiligten
Verhalten mo¨gliche Maximalgeschwindigkeiten an und der
”
Schiedsrichter“ wa¨hlt
die minimale dieser Geschwindigkeiten aus. Ru¨ckwa¨rtsgeschwindigkeiten werden
nicht betrachtet.
Dieses Konzept der Verhaltenskoordination wird in DAMN ausschließlich auf
Geschwindigkeitsregelung und Lenkung angewandt. Abstrakte Aktoren sind in
DAMN nicht vorgesehen, stattdessen greifen alle Verhalten direkt auf die beiden
realen Aktoren zu. Somit ist DAMN der untersten Hierarchieebene von BUCA
sehr a¨hnlich und es ist davon auszugehen, dass auch das Gesamtverhalten in
realen Systemen bzgl. der Kollisionsvermeidung und dem Folgen einer vorgege-
benen Richtung a¨hnlich sind. Konzepte wie Priorita¨tenvererbung und Feedback
sind jedoch nicht zu finden, da diese erst im Zusammenhang mit dem Konzept
der abstrakten Aktoren Sinn machen. Daher kann BUCA als Erweiterung von
DAMN auf mehrere Hierarchieebenen gesehen werden.
5.10.2 Saphira
Auch die Steuerungsarchitektur Saphira [SRK93, SKR95] verwendet ein ’Multiple-
Vote’-Verfahren zur Koordination der Verhalten (siehe Abschnitt 4.4.2). Im Ge-
gensatz zu BUCA sind Verhalten hier jedoch stets als Fuzzy-Controller (ohne
Defuzzifizierung) realisiert. Dies zieht Einschra¨nkungen bei der Konstruktion der
so genannten
”
desirability functions“, welche in unserem Ansatz in etwa den
Bewertungsfunktionen entsprechen, nach sich. So werden diese Funktionen in Sa-
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phira immer durch Linearkombinationen von Zugeho¨rigkeitsfunktionen vordefi-
nierter Fuzzy-Mengen konstruiert. Die Zugeho¨rigkeitsfunktion einer Fuzzy-Menge
ist hierbei eine Funktion
Fi : Ω
A −→ [0..1], i = 1 . . . n, (5.62)
die angibt, welche Werte einer Quantita¨t (z.B. ein Messwert eines Sensors oder
eine Aktion eines Aktors) zu welchem Grad der entsprechenden Fuzzy-Menge
angeho¨ren. Dabei ist ΩA die Menge der Werte der Quantita¨t und s die aktuell ge-
messenen Sensordaten bzw. die aktuelle Situation, d.h. eine Bewertungsfunktion
in Saphira ist immer von der Form
ΥA =
i=n∑
i=0
wi(s)Fi. (5.63)
Der Definitionsbereich ΩA der Funktionen Fi entspricht hier dem Aktions-
raum des angesteuerten Aktors A. Dabei sind die Zugeho¨rigkeitsfunktionen Fi fu¨r
den Aktionsraum vordefiniert und nicht abha¨ngig von Messdaten. Lediglich die
Gewichtung der Funktionen wi(s) wird dynamisch durch Fuzzy-Regeln an die ak-
tuelle Situation s angepasst. In BUCA ko¨nnen die Bewertungsfunktionen jedoch
direkt, ohne den Umweg u¨ber Fuzzy-Mengen, in Abha¨ngigkeit von den Sensor-
werten definiert werden. Im Speziellen ko¨nnten jedoch auch Fuzzy-Regeln zur
Konstruktion verwendet werden, wodurch BUCA in diese Hinsicht allgemeiner
gehalten ist als Saphira.
Beispielsweise werden im Verhalten Freedir, welches auf unserer Plattform im-
plementiert wurde, die gemessenen Absta¨nde zu Hindernissen mehr oder weniger
direkt in eine Bewertungsfunktion transformiert (siehe Abschnitt 7). Freedir greift
auf den Aktor Direction zu und bewertet jede Richtung mit Hinsicht auf die frei
befahrbare Strecke. Je weiter der Roboter in einer bestimmten Richtung fahren
kann, ohne auf ein Hindernis zu treffen, desto besser wird dieser Kurs bewertet.
Will man diesen einfachen Zusammenhang mittels der oben beschriebenen Kom-
bination von Zugeho¨rigkeitsfunktionen darstellen, so mu¨sste der Aktionsraum,
welcher hier der Menge der Richtungen entspricht, in viele gleichartige, neben-
einander liegende Fuzzy-Mengen eingeteilt werden. Die Zugeho¨rigkeitsfunktionen
dieser Mengen werden dann durch die gleiche Anzahl von Fuzzy-Regeln gewichtet
und so wieder zur entsprechenden Bewertungsfunktion zusammen gesetzt.
Hieran wird auch der allgemeine Unterschied zwischen DIAC und Ansa¨tzen
mit Fuzzy-Controller deutlich, auch wenn bei der Konstruktion und Modifikation
der Bewertungsfunktionen teilweise Konzepte aus der Fuzzy-Logik, wie zum
Beispiel die UND und ODER Operatoren, verwendet werden.
Mit dem Konzept der Control-Structures entha¨lt Saphira zusa¨tzlich ein Rah-
menwerk zur logischen Handlungs-Planung. Etwas Vergleichbares ist in BUCA
nicht zu finden, vielmehr werden mu¨ssen diese deliberativen Komponenten hier
in Form von Verhalten realisiert werden.
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5.11 Zusammenfassung
In diesem Abschnitt wurde eine neue verhaltensbasierte Steuerungsarchitektur
namens BUCA vorgestellt, welche eine priorisierte U¨berlagerung von reaktiven
und deliberativen Verhalten ermo¨glicht. Durch den verhaltensbasierten Ansatz
eignet sich die Architektur besonders, um Systeme zu steuern, welche mittels
fehlerhafter Sensoren und Aktoren mit einer komplexen Umgebung interagieren.
Die Architektur basiert auf einem event-orientiertem Client-Server-System,
wodurch auf externe Ereignisse schnell reagiert werden kann und der Kommuni-
kationsaufwand zwischen Sensorik und Verhalten gering gehalten wird.
Zur Koordination der Verhalten wird ein ’Multiple-Vote’-Verfahren verwen-
det. Zentrales Element dieser Koordination sind Bewertungsfunktionen, wel-
che eine differenzierte, aber uniforme Kommunikation zwischen den Verhalten
ermo¨glichen. Die Verhalten ko¨nnen dadurch unabha¨ngig und streng aufgabenori-
entiert implementiert werden. Außerdem erlaubt das Verfahren zur Koordination
die U¨berlagerung von reaktiven und deliberativen Verhalten. Dadurch ko¨nnen
Teilprobleme gezielt durch spezielle Verhalten gelo¨st werden. Dies ermo¨glicht ins-
besondere die Verwendung von verschiedenen Weltmodellen fu¨r die verschiedenen
Teilprobleme.
Im Zusammenspiel der Verhalten entsteht ein Gesamtverhalten des Sy-
stems, welches unter Beru¨cksichtigung der Priorita¨ten die Ziele aller Verhalten
bestmo¨glich umzusetzen versucht.
Zur Umsetzung der Koordination wurden Funktionen zur Konstruktion von
Bewertungsfunktionen vorgestellt.
Durch die Einfu¨hrung von abstrakten Aktoren la¨sst sich in dieser Steuerungs-
architektur eine Hierarchie einfu¨hren, welche die Implementierung von abstrak-
teren Verhalten erleichtert. Durch dieses Konzept fließen positive, hierarchische
Eigenschaften funktionsbasierter Architekturen in die Architektur ein.
Die Priorita¨tenvererbung sorgt dafu¨r, dass die Priorisierung von Aufgaben
sich von oben nach unten durch die Hierarchie fortsetzt, und somit wichtige
Ziele mit entsprechender Priorita¨t behandelt werden. Dennoch ko¨nnen ho¨her
priorisierte Aufgaben gezielt Spielraum fu¨r niedriger priorisierte Ziele lassen.
Nach Berechnung einer fusionierten Bewertungsfunktion wird jeweils die (oder
eine) bestbewertete Aktion gewa¨hlt. An den Bewertungsfunktionen lassen sich
jedoch meistens weitere, nur geringfu¨gig schlechtere Aktionen als Alternative
erkennen. Das Feedback nutzt dieses Potential, falls die gewa¨hlten Aktionen
wider Erwarten nicht durchfu¨hrbar sind und aktiviert alternative Lo¨sungen. Das
System wird dadurch anpassungsfa¨higer.
Im Vergleich mit anderen, a¨hnlichen Steuerungsarchitekturen wurden Unter-
schiede sowie Vor- und Nachteile aufgezeigt. Die Hauptunterschiede liegen hier
in der Hierarchie und der Priorisierung.
Im folgenden Kapitel wird die neue Steuerungsarchitektur durch Beispielim-
plementierungen von Servern und Verhalten mit
”
Leben“ gefu¨llt. Als praktische
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Test-Plattform dient dazu der mobile Roboter ARS. Es zeigt sich, dass sich
die Verhalten tatsa¨chlich streng aufgabenorientiert implementieren lassen und
die U¨berlagerung der Verhalten durch die Steuerungsarchitektur das gewu¨nschte
Gesamtverhalten zeigt.
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Kapitel 6
Implementierung
In diesem Kapitel werden exemplarisch die Implementierungen einiger Kompo-
nenten der Steuerungsarchitektur beschrieben. Zuna¨chst werden einige weitere
Einzelheiten zur Implementierung der Server dargelegt. Danach folgt die Be-
schreibung einiger Verhalten, die auf der Plattform ARS zum Test der Steue-
rungsarchitektur implementiert wurden.
6.1 Server
Wie in Abschnitt 5.3 beschrieben, ermo¨glichen die Server den verteilten Zugriff
der Verhalten, welche hier als Client auftreten, auf Sensoren und Aktoren im
System. Alle Server-Implementierungen beruhen hierbei auf der gleichen Server-
Basisklasse, welche die Grundfunktionalita¨ten eines Servers implementiert. Da-
zu geho¨ren die Verwaltung der Client-Liste, die grundsa¨tzliche Client-Server-
Kommunikation, die Kommunikation mit dem Adminserver und einige kleinere
Funktionalita¨ten. Die Anpassung an das anzusteuernde Gera¨t ist in den In- und
Out-Child-Prozessen gekapselt. Der Watchdog hat fu¨r alle Server die gleiche
Struktur.
6.1.1 Client-Server-Kommunikation
Der Zugriff auf die Server durch die Clients erfolgt durch Aufruf der IPC-Routinen
(inter process communication), welche in einer C++-Library zusammen gefasst
sind. Hierzu geho¨ren einerseits allgemeine IPC-Routinen, wie z.B. die Anmeldung
eines Clients an einen Server, und andererseits server-spezifische Routinen, wie
z.B. das Abholen der Ultraschalldaten.
Die synchrone Kommunikation innerhalb der IPC-Routinen ist durch die
Systemroutinen des Betriebssystems Send(), Receive(), Reply() realisiert. Asyn-
chrone Kommunikation zwischen zwei Prozessen wird durch das Einrichten eines
so genannten Proxies mo¨glich.
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Ein Proxy im Betriebssystem QNX ist immer einem bestimmten Prozess
zugeordnet und hat eine feste Nachricht, die er ausliefert. Sto¨ßt ein anderer
Prozess den Proxy mit dem Aufruf Trigger() an, so wird ein Proxy-Prozess
gestartet, welcher so lange wartet, bis er seine festgelegte Nachricht an den ihm
zugeordneten Prozess ausliefern kann. Der Prozess, welcher den Proxy getriggert
hat, la¨uft inzwischen weiter. Jeder Server besteht aus den vier Prozessen IPC-
Modul, In-Child, Out-Child und Watchdog, die, wie bereits in Abschnitt 5.3
genauer beschrieben, kommunizieren.
6.1.2 DIAC
Die DIAC Komponente ist fu¨r die Zusammenfassung von Bewertungsfunktionen
zusta¨ndig, wie in Abschnitt 5.5.1 beschrieben. Jeder Aktor-Server besitzt eine
solche DIAC Komponente. Die Zusammenfassung der Bewertungsfunktionen und
die Bewertungsfunktionen selbst sind in einer C++-Klasse definiert, welche unter
Anderem auch die Funktionen zur Konstruktion von Bewertungsfunktionen aus
Abschnitt 5.5.4 entha¨lt.
Fu¨r jeden Client eines Aktors wird die aktuelle Bewertungsfunktion im Aktor-
Server gespeichert und durch den Client sta¨ndig aktualisiert. Bei jeder Aktuali-
sierung der Bewertungsfunktion eines Clients werden die Bewertungsfunktionen
aller aktiven Clients zusammen gefasst, die aktuelle Ergebnisaktion bestimmt und
zur Ausfu¨hrung gebracht. Der Aktionsraum der Aktoren wird zur Darstellung
der Bewertungsfunktionen diskretisiert. Die Clients senden ihre Bewertungsfunk-
tionen in Form von float-Arrays an den entsprechenden Aktor-Server.
6.1.3 Chainserver
Der Chainserver steuert die Antriebsketten und den Not-AUS und stellt die Ist-
Geschwindigkeiten der Ketten sowie den Zustand des Not-AUS, der Batterie und
der Motoren als Sensor zur Verfu¨gung. Dazu kommunizieren die Childs u¨ber eine
serielle Schnittstelle mit einem 68000 Controller. Dieser sendet fortlaufend Dreh-
geberwerte mit Zeitstempeln auf die Schnittstelle. Der In-Child-Prozess empfa¨ngt
diese Daten, errechnet daraus die Ist-Geschwindigkeit der beiden Ketten und gibt
sie u¨ber das Shared-Memory an den IPC-Prozess weiter. Der Out-Child-Process
des Chainservers sendet Soll-Geschwindigkeiten fu¨r die beiden Ketten sowie EIN-
/AUS-Kommandos an den Not-AUS u¨ber die Schnittstelle an den Controller, die
er von IPC-Prozess erha¨lt. Außerdem ko¨nnen auch einige Parameter an den Con-
troller gesendet werden. Diese Parameter werden jedoch im Allgemeinen nicht
fu¨r die Clients verfu¨gbar gemacht.
Um die Ansteuerung der Ketten zu erleichtern, werden die Geschwindigkeiten
der rechten Kette vrechts und der linken Kette vlinks vom Chainserver auf einfache
Art in Translationsgeschwindigkeiten vtrans und Rotationsgeschwindigkeiten vrot
wie folgt transformiert:
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vtrans = (vlinks + vrechts)/2 (6.1)
vrot = (vlinks − vrechts)/2. (6.2)
Damit ergibt sich als Ru¨cktransformation:
vlinks = vtrans + vrot (6.3)
vrechts = vtrans − vrot. (6.4)
Die Kettengeschwindigkeiten ko¨nnen sowohl direkt als auch durch Zugriff
mittels der verteilten Aktor-Kontrolle (DIAC) von den Verhalten, die als Clients
beim Chainserver angemeldet sind, angesteuert werden. Direkt heißt dabei, dass
das Verhalten direkt die Soll-Geschwindigkeiten angibt. Diese Art der Ansteue-
rung sollte jedoch nur fu¨r Testzwecke verwendet werden, da sie sich nicht mit
DIAC vereinbaren la¨sst.
Fu¨r die verteilte Aktor-Kontrolle werden die Geschwindigkeiten diskretisiert
und die Utility-Funktionen als Vektoren (Arrays) dargestellt. Dabei hat sich
gezeigt, dass eine Diskretisierung mit zehn Vorwa¨rts- und zehn Ru¨ckwa¨rtsge-
schwindigkeiten ausreichend ist. Die Einheit der Geschwindigkeit kann wahlweise
[m/s], [cm/s] oder [ticks/s] sein, wobei ’ticks’ Inkrementierungen des Drehgebers
sind.
Der Zustand des Not-AUS wird nicht vom Controller geliefert, stattdessen
wird im Server protokolliert, welchen Zustand der Not-AUS nach der letzten
Ansteuerung haben mu¨sste. Dies muss jedoch nicht mit dem wahren Zustand
u¨bereinstimmen, da der Not-AUS nicht nur u¨ber die Software gesteuert wird,
sondern zusa¨tzlich auch durch einen externen Schalter zu aktivieren ist.
Der Controller liefert zusa¨tzlich zu den Drehgeberwerten jeweils einen Zeit-
stempel (im Millisekundenbereich) sowie 4 Bits als Ladezustand der Batterie
und ein Bit pro Kette, welches gesetzt wird, wenn der jeweilige Antriebsmotor
u¨berlastet ist und die gewu¨nschte Soll-Geschwindigkeit nicht erreicht wird.
6.1.4 Ultraschallserver
Der Ultraschallserver stellt die Messdaten des Ultraschallsensors zur Verfu¨gung.
Der Ultraschallsensor besteht aus einem 6502-Controller und 16 Ultraschall-
wandlern der Firma Polaroid mit entsprechenden Sende-/Empfangsschaltungen,
welche gleichma¨ßig kreisfo¨rmig angeordnet sind. Nach einer anfa¨nglichen Initia-
lisierung sendet der Controller des Ultraschallsensors sta¨ndig Messwerte auf die
serielle Schnittstelle. Ein Datenpaket entha¨lt dabei typischerweise eine Rundum-
messung, d.h. 16 Entfernungswerte. Zwar ko¨nnen u¨ber die Schnittstelle auch die
Messreihenfolge der einzelnen Ultraschallwandler sowie die maximale Messzeit
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pro Ultraschallwandler und einige andere Parameter eingestellt werden, diese
Funktionalita¨ten werden jedoch den Clients nicht zu Verfu¨gung gestellt. In der
Standardeinstellung liefert der Sensor etwa drei Rundummessungen pro Sekun-
de. Der Ultraschallserver ist somit ein reiner Sensor-Server und besitzt keine
DIAC-Komponenten.
6.1.5 Laserserver
In der momentanen Implementierung laufen zwei Instanzen des Laserservers auf
dem System, da der Roboter zwei Lasersensoren besitzt (vorne und hinten). Im
Folgenden beschreiben wir nur den Laserserver im Allgemeinen.
Der Laserserver besitzt nur einen Child-Prozess zur Kommunikation mit dem
Laserscanner der Firma SICK, weil das Protokoll auf der seriellen Schnittstelle
eine direkte Interaktion mit dem Sensor erfordert. Jede Messung muss vom Child-
Prozess explizit angefragt werden, die Trennung von In- und Out-Child macht
somit hier keinen Sinn. Der Laserscanner misst Entfernungen in einer Ebene
in einem Winkelbereich von 180◦. Ein Scan kann in verschiedenen Auflo¨sungen
zwischen 15 und 180 Messwerten angefordert werden. Zu jedem Messwert werden
einige Flags mitgeliefert, welche z.B. anzeigen, ob eine Blendung des Lasers
vorliegt (z.B. durch Sonnenlicht) oder das konfigurierte Schutz- oder Warnfeld
verletzt wurde. Der Lasersensor liefert je nach Auflo¨sung zwischen 2 und 7 Scans
pro Sekunde.
Ein Client, der sich Laserdaten beim Laserserver abholt, bekommt eine Da-
tenstruktur, in der neben den eigentlichen Messwerten die Statusflags und die
Anzahl der Messwerte enthalten sind. Die Auflo¨sung des Laserscanners kann
grundsa¨tzlich von den Clients eingestellt werden. Prinzipiell ko¨nnte auch diese
Ansteuerung mittels DIAC, also durch Abstimmung, realisiert werden, von dieser
Mo¨glichkeit wird jedoch bisher kein Gebrauch gemacht.
6.1.6 Odo-Server
Der Server fu¨r die Odometrie-Daten (Odo-Server) ist ein interner Server, welcher
nur fu¨r Positionsdaten zusta¨ndig ist. Im Prinzip sind die Positionsdaten der
Odometrie Daten eines typischen abstrakten Sensors. Unter Position wird hier
die Position des Roboters samt Orientierung verstanden: p = (x, y, φ).
Aus Gru¨nden der Effizienz wurde dieser abstrakte Sensor nicht mittels ei-
nes Sensor-Verhaltens, welches die Ergebnisse an einen internen Server schickt,
realisiert, stattdessen wurde die Berechnung der Odometrie im In-Child des Ser-
vers integriert. Der Child-Prozess liest 10-20 Messungen der Drehgeberwerte pro
Sekunde vom Chainserver und berechnet daraus Positionsdaten. In Bezug auf
den Chainserver ist der In-Child-Process des Odo-Servers ein normaler Client.
Der Child-Prozess kommuniziert wie u¨blich u¨ber ein Shared-Memory mit dem
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Odo-Server. Gegenu¨ber einer Lo¨sung mit einem Sensor-Verhalten, welches die
Daten als Client an den Server sendet, wird so der Odo-Server entlastet.
Um die Odometrie eines Kettenfahrzeuges aus den Drehgeberwerten berech-
nen zu ko¨nnen, beno¨tigt man die Strecke sD, die eine Kette pro Drehgeber-
Increment zuru¨cklegt sowie den Abstand der Ketten b. Sei nun (xi, yi, φi) die
Position sowie DLi und D
R
i die Drehgeberwerte der rechten und linken Kette zum
Zeitpunkt i. Sei weiter
∆DLi = D
L
i+1 −D
L
i , (6.5)
∆DRi = D
R
i+1 −D
R
i . (6.6)
Die Differenz-Translation und Differenz-Rotation seien wie folgt definiert:
∆Transi = (∆D
R
i +∆D
L
i ), (6.7)
∆Roti = (∆D
R
i −∆D
L
i )/b, (6.8)
dann erha¨lt man die approximierte Folgeposition mit:
xi+1 = xi +∆Transi cos(φi), (6.9)
yi+1 = yi +∆Transi sin(φi), (6.10)
φi+1 = φi +∆Roti. (6.11)
Diese Berechnungen werden fortlaufend durchgefu¨hrt. Beim Start setzt der Ser-
ver die Position auf Null und definiert so das Basiskoordinatensystem fu¨r die
Odometrie.
Jeder Client kann beim Server eine Transformationsmatrix hinterlegen, an-
hand derer die Positionsdaten fu¨r diesen Client umgerechnet werden. Dazu sendet
der Client ein Paar (p1, p2) von Positionen an den Server. p1 ist dabei die Position
im Basiskoordinatensystem des Odometers und p2 die entsprechende Position im
gewu¨nschten, neuen Koordinatensystem.
Dieses Konzept wird auch genutzt, um die globalen Positionsinformationen
aus der Markov-Lokalisierung mit den Positionsdaten des Odometers zu kombi-
nieren (siehe auch Abschnitt 6.2.3, Markov-Lokalisierung).
6.1.7 RFID-Server
Der RFID-Server steuert das Karten-IDENT-System der Firma Confident an.
Das Basisgera¨t, welches auf dem Roboter montiert ist, kann spezielle Tags in
Gro¨ße einer Scheckkarte im Umkreis von ca. 4 m per Funk identifizieren. Der
RFID-Server liefert jeweils eine einfache Liste der Seriennummern der erkannten
Karten in der Umgebung. Wird eine bestimmte Karte eine Zeit lang (einige
Sekunden) nicht detektiert, so wird sie aus der Liste der sichtbaren Karten
gelo¨scht. Damit der Rechner u¨ber die serielle Schnittstelle Daten vom RFID-
Empfangs-Gera¨t auf dem Roboter erha¨lt, muss dieses durch einen Taster am
Gera¨t zuvor in den entsprechenden Modus geschaltet werden.
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6.2 Verhalten
Die Verhalten ko¨nnen grob in drei Klassen eingeteilt werden:
• Aktor-Verhalten, welche einen bestimmten abstrakten Aktor realisieren,
• Sensor-Verhalten, welche einen abstrakten Sensor implementieren,
• Umgebungsverhalten, welche meistens zur Einhaltung bestimmter Bedin-
gungen in Bezug auf die Umwelt oder den Roboter dienen.
Jedes Verhalten folgt dem gleichen schematischen Ablauf. Zuna¨chst meldet
sich das Verhalten bei den beno¨tigten Servern an. Dadurch werden Server, die
noch nicht fu¨r andere Verhalten gestartet wurden, gestartet und die entsprechen-
den Hardware-Komponenten initialisiert. Nach weiteren no¨tigen Initialisierungen
von Timern und A¨hnlichem tritt das Verhalten in die Hauptschleife ein, in der
die folgenden Schritte zyklisch abgearbeitet werden:
• Warten auf Sensordaten (durch Receive()),
• Lesen der neuen Daten von den entsprechenden Sensor-Servern,
• Verarbeitung der Daten,
• U¨bermitteln der Bewertungen an die entsprechenden Aktor-Server (mittels
Send()).
Wird das Verhalten beendet, so meldet es sich wieder von den Servern ab. Die
folgenden Verhalten wurden auf der mobilen Plattform ARS (Autonomous Robot
System) implementiert und getestet.
Einen U¨berblick u¨ber das hierarchische Zusammenspiel der im Folgenden
vorgestellten Verhalten vermittelt auch die Abbildung 5.8 auf Seite 118.
6.2.1 Umgebungsverhalten
Umgebungsverhalten sind Verhalten, welche Aktoren ansteuern, aber keine ab-
strakten Aktoren auslesen. Sie werden deshalb nicht von anderen Verhalten
angesteuert, sondern reagieren hauptsa¨chlich auf die Umwelt. Dennoch ko¨nnen
andere Verhalten Einfluss auf diese Klasse von Verhalten nehmen, indem sie
die Priorita¨t des jeweiligen Verhaltens steuern. Dies geschieht in BUCA, wie in
Abschnitt 5.6.2 beschrieben, durch Abstimmung.
Typischerweise sorgen diese Verhalten dafu¨r, dass bestimmte Bedingungen
zwischen Roboter und Umwelt eingehalten bzw. erreicht werden. Andere Verhal-
ten ko¨nnen also durch Ansteuerung der Priorita¨t eines solchen Umweltverhaltens
bestimmen, mit welcher Priorita¨t eine bestimmte Beziehung zwischen Roboter
und Umwelt eingehalten oder verfolgt werden soll. Beispiele sind Kollisionsver-
meidung, Homing-Verhalten, Wandverfolgung, Exploration usw.
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Avoid
Das Verhalten ’Avoid’ wurde bereits in Kapitel 5.2 vorgestellt und des o¨fteren
als Beispiel angefu¨hrt. ’Avoid’ sorgt dafu¨r, dass alle Aktionen, d.h. in diesem Fall
Kettenansteuerungen, unterdru¨ckt werden, die wahrscheinlich zu einer Kollision
fu¨hren. Auch bestimmte Rotationsbewegungen mu¨ssen hier je nach Situation un-
terdru¨ckt werden, da der Roboter keine kreisfo¨rmige Grundform besitzt. ’Avoid’
greift auf die Aktoren zur Steuerung der Kettengeschwindigkeiten im Chain-
server zu. Dies sind der Aktor zur Steuerung der Translationsgeschwindigkeiten
(vorwa¨rts, ru¨ckwa¨rts) und der Aktor zur Steuerung der Rotationsgeschwindigkeit
des Roboters.
Beschra¨nkung der Geschwindigkeiten Das Verhalten unterdru¨ckt alle Soll-
Geschwindigkeiten, fu¨r welche eine bestimmte Mindestzeit ttc (Time to Collision)
bis zur Kollision unterschritten wird, falls die Geschwindigkeit konstant blie-
be. Alle Geschwindigkeiten gro¨ßer als die sich ergebende Grenzgeschwindigkeit
werden unterdru¨ckt, also in der Bewertungsfunktion schlecht bewertet (siehe
Abb. 6.1).
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Abbildung 6.1: Die Bewertungsfunktion des Verhaltens ’Avoid’ fu¨r die Aktoren
Translations- und Rotationsgeschwindigkeit.
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Die Grenzgeschwindigkeit berechnet sich zu
vlimit = a/ttc, (6.12)
wobei a die freie Wegstrecke bis zum na¨chsten Hindernis ist. Der Parameter time-
to-collision ttc gibt die Zeit an, nach der bei gleichbleibender Geschwindigkeit
eine Kollision auftreten wu¨rde. Er bestimmt damit, wie schnell der Roboter auf
ein Hindernis zufahren darf. Es wird dabei angenommen, dass der Roboter gerade
auf das Hindernis zufa¨hrt. Diese Berechnung wird fu¨r Vorwa¨rts- und Ru¨ckwa¨rts-
fahrt durchgefu¨hrt. Zur Berechnung der freien Wegstrecke werden hauptsa¨chlich
die Ultraschall-Daten benutzt. Mittels Testmessungen, bei denen Hindernisse
unmittelbar an dem Roboter platziert werden, ko¨nnen die genauen Messwerte
bestimmt werden, deren Unterschreitung eine Kollision bedeutet. Unter Beru¨ck-
sichtigung eines zusa¨tzlichen Sicherheitsabstands von einigen Zentimetern lassen
sich fu¨r die gerade Vorwa¨rts- und Ru¨ckwa¨rtsfahrt daraus recht einfach freie
Wegstrecken fu¨r den Nahbereich (bis ca. 3 m) berechnen.
Analog werden maximale Rotationsgeschwindigkeiten fu¨r Rechts- und Links-
drehungen berechnet und in eine Bewertungsfunktion umgesetzt (siehe Abb. 6.1,
Seite 133).
Kombination von Laser und Ultraschalldaten Die Laserdaten eignen sich
nur als zusa¨tzliche Quelle fu¨r die Kollisionsvermeidung, da Hindernisse nur in
der gescannten Ebene erkannt werden ko¨nnen. U¨berha¨ngende Objekt werden von
diesem Sensor z.B. nicht erfasst. Der Ultraschall hat jedoch auch seine Schwa¨chen,
einerseits durch Reflektionseigenschaften von akustisch glatten Objekten und
andererseits auch durch die Geometrie unseres Roboters. So entstehen rund um
den Roboter, und besonders im hinteren Bereich tote Winkel, die der Ultraschall
nicht ’einsehen’ kann. Hier ko¨nnen die Laserscanner teilweise mehr erfassen.
’Avoid’ benutzt daher alle Sensoren, und wenn nur einer der Abstandssensoren
ein Hindernis detektiert, so fu¨hrt dies zur entsprechenden Blockierung von Soll-
Geschwindigkeiten.
Notbremsung Wird die erlaubte Zeit bis zur Kollision von der aktuellen
Ist-Geschwindigkeit stark unterschritten, so bremst ’Avoid’ den Roboter aktiv,
wodurch der Roboter sta¨rker abbremst und schneller zum Stehen kommt als
durch Ansteuerung von langsameren oder entgegengesetzten Geschwindigkeiten.
Um den Roboter zu bremsen, mu¨ssen beide Soll-Geschwindigkeiten auf Null
gesetzt werden. Dieser Mechanismus ist besonders wichtig, wenn bei schneller
Fahrt, Objekte sich relativ plo¨tzlich in die Fahrspur des Roboters bewegen oder
dort auftauchen. Der Roboter bleibt dann abrupt stehen. Da die Bedingung
jedoch an die Ist-Geschwindigkeit gekoppelt ist, werden nach der Bremsung
mo¨gliche Bewegungen sofort wieder freigegeben.
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Passivita¨t Grundsa¨tzlich bewertet ’Avoid’ langsamere Geschwindigkeiten bes-
ser als schnelle und die Geschwindigkeit Null am besten. Diese Differenzierung
ist jedoch sehr geringfu¨gig und dadurch von niedriger Priorita¨t, so dass andere
Verhalten diese Bewertung leicht u¨berstimmen ko¨nnen. Sie hat jedoch zur Fol-
ge, dass der Roboter grundsa¨tzlich stehen bleibt, falls keine anderen Verhalten
dagegen stimmen.
’Avoid’ allein veranlasst den Roboter zu keiner Aktion, er wu¨rde einfach
nur stillstehen. Zusammen mit ’Cruise’ oder einem anderen Aktor-Verhalten,
welches auf die Kettengeschwindigkeiten zugreift, erha¨lt man mit ’Avoid’ einen
kollisionslosen Roboter. Das Problem, welches auch das Verhalten ’Avoid’ nicht
beheben kann, ist das der fehlerhaften oder unzureichenden Sensorik. Falls alle
Abstandssensoren wiederholt ein und dasselbe Hindernis ’u¨bersehen’, kann eine
Kollision nicht sicher vermieden werden.
Vorverarbeitung der Ultraschalldaten Befindet sich in der Na¨he des Ro-
boters ein Hindernis, welches die Ultraschallimpulse nur schlecht reflektiert (z.B.
weil es entsprechend klein ist), so kann es vorkommen, dass die Ultraschallsenso-
ren in einer Messung den reflektierten Impuls empfangen, jedoch bereits in der
na¨chsten Messung nicht mehr. Grundsa¨tzlich lassen sich Fehlmessungen dieser
Art nicht vermeiden. Man kann eine solche Abfolge von Messungen jedoch als Ab-
normita¨t erkennen, denn normalerweise verschwinden Hindernisse nicht plo¨tzlich.
Die Ultraschalldaten werden deshalb einer Vorverarbeitung unterzogen, in der
davon ausgegangen wird, dass sich Hindernisse nur mit einer maximal Geschwin-
digkeit vom Roboter weg bewegen ko¨nnen. Es wird aber trotzdem angenommen,
dass Hindernisse plo¨tzlich auftauchen ko¨nnen.
Diese Vorverarbeitung funktioniert wie folgt: Zuna¨chst wird der aktuelle
Messwert jedes Ultraschallwandlers mit der vorigen Messung verglichen. Ist die
Entfernung sprunghaft angestiegen, so wird das verschwundene Objekt sozu-
sagen bei den Nachbarsensoren gesucht. Findet sich hier ein Messwert, der in
etwa der ku¨rzeren Entfernung der vorigen Messung entspricht, so wird die ak-
tuelle Messung akzeptiert. Ist dies nicht der Fall, so wird die aktuell gemessene
Entfernung geku¨rzt, als ob sich das Hindernis nur mit einer Ho¨chstgeschwindig-
keit vom Roboter entfernt. Der negative Einfluss von Fehlmessungen dieser Art
wird dadurch stark reduziert. Diese Vorverarbeitung zeigt beispielhaft, wie sich
Sensorauswertung vereinfachen la¨sst, wenn die Aufgabe eng umrissen ist.
Erwu¨nschte Kollisionen Sind unter bestimmten Bedingungen Kollisionen
des Roboters mit Objekten erwu¨nscht (z.B. Schieben einer Kiste, Aufdru¨cken
einer Tu¨r), so mu¨ssten diese Bedingungen im Verhalten ’Avoid’ integriert wer-
den. Die Sicherheit der Kollisionsvermeidung ha¨ngt dann jedoch direkt mit der
Zuverla¨ssigkeit der Erkennung von Situationen, in denen Kollisionen erlaubt sein
sollen, zusammen. Bei der Implementierung ist zu beachten, dass mit mo¨glichst
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wenig Komplexita¨t zuna¨chst ein Minimum an Sicherheit erreicht wird. Hier ko¨nn-
ten beispielsweise unabha¨ngig von dem Objekt, mit dem der Roboter kollidiert,
zuna¨chst mit hoher Priorita¨t alle Kollisionen bei erho¨hten Geschwindigkeiten ver-
hindert werden, so dass harte Kollisionen grundsa¨tzlich nicht auftreten ko¨nnen.
In einem zweiten Schritt oder sogar einem weiteren Verhalten werden dann
zusa¨tzlich sanfte Kollisionen mit Objekten verhindert, mit denen Kollisionen
nicht explizit erlaubt sein sollen.
Priorita¨t Die Priorita¨t von ’Avoid’ wird in den meisten Fa¨llen relativ hoch
sein, da Kollisionen im Allgemeinen nicht erwu¨nscht sind und die Sicherheit des
Roboters und der Umgebung hohen Stellenwert hat. In der Implementierung
gewa¨hlte Werte liegen zwischen 0.0 und 0.2 (0.0 ho¨chste, 1.0 niedrigste mo¨gliche
Priorita¨t1).
Freedir
Das Verhalten Freedir (free direction) hat A¨hnlichkeiten mit dem Verhalten
’Avoid’, da es ebenfalls Bewegungen auf Hindernisse zu unterdru¨ckt. Freedir
ist jedoch eine Ebene ho¨her angesiedelt als ’Avoid’, da es nur u¨ber den durch
das Aktor-Verhalten ’Cruise’ realisierten abstrakten Aktor ’Direction’ auf die
Antriebsketten des Roboters zugreift. Daher besitzt es im Allgemeinen auch eine
nicht so hohe Priorita¨t wie ’Avoid’, da Fehlbewertungen hier nicht mehr zu
Kollisionen fu¨hren ko¨nnen, wenn ’Avoid’ auf der niedrigeren Ebene aktiv ist.
Im Wesentlichen gibt Freedir die gemessene freie Fla¨che als Bewertung ska-
liert auf den Aktor Direction. Um festzustellen, wie weit der Roboter in eine
bestimmte Richtung fahren ko¨nnte, ohne zu kollidieren, wird fu¨r jede Richtung
u¨berpru¨ft, wie weit nach den aktuellen Messwerten der Sensoren ein Korridor in
der Breite der Plattform (plus Sicherheitsabstand) frei von Hindernissen ist. Fu¨r
jede Richtung wird die La¨nge des freien Korridors berechnet, umskaliert und als
Bewertung fu¨r diese Richtung eingetragen (siehe Abb. 6.2, 6.3). Dabei werden
na¨here Entfernungen (etwa unter 3 m) in der Bewertung sta¨rker unterschieden
als weitere Entfernungen.
Ist die Richtung des Korridors dir relativ zur Fahrtrichtung des Roboters
gegeben, so la¨sst sich fu¨r eine bestimmte Richtung α relativ zur Richtung des
Korridors mittels der Sensordaten einfach feststellen, ob ein evtl. detektiertes
Hindernis im Korridor liegen ko¨nnte. Man u¨berpru¨ft dazu einfach, ob
|m ∗ cos(α)| <
b
2
(6.13)
ist. Ist dies der Fall, so liegt das Hindernis in Richtung α+dir gesehen im Korridor.
Dabei ist m der Messwert des Sensors in Richtung α + dir. In Abbildung 6.2 ist
1Diese nicht intuitive Definition der Priorita¨t ergibt sich aus dem Zusammenhang der Prio-
rita¨ten mit den Bewertungsfunktionen (s. Abschnitt 5.5.2).
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Abbildung 6.2: Bestimmung der La¨nge des freien Korridors in Richtung dir=-25◦.
Hindernis H1 liegt außerhalb des Korridors, Hindernis H2 liegt innerhalb und
bestimmt die La¨nge des freien Korridors.
dies fu¨r einen Korridor mit Winkel dir = -25◦und zwei verschiedene Winkel α1
und α2 illustriert. Liegt der betrachtete Messwert im Korridor, so liefert
s = |m ∗ sin(α)| (6.14)
die La¨nge des freien Korridors fu¨r den betrachteten Winkel α. Dieser Test wird
fu¨r a¨quidistante αi durchgefu¨hrt. Die zu wa¨hlende Schrittweite ha¨ngt dabei vom
O¨ffnungswinkel des betrachteten Sensors ab. Es wird u¨ber die erhaltenen La¨ngen
si minimiert.
In der Berechnung der freien Korridore ist bereits ein Sicherheitsabstand
enthalten, d.h. der Korridor ist geringfu¨gig breiter als die Plattform. Dennoch
ist es sinnvoll, bei breiteren Durchga¨ngen mo¨glichst noch mehr Abstand zu den
Hindernissen zu halten, d.h. eine Richtung die mit gro¨ßerem Abstand an einem
Hindernis vorbeifu¨hrt, sollte besser bewertet werden als Richtungen, die gerade
noch den Sicherheitsabstand einhalten. Dazu wird die erhaltene Bewertungsfunk-
tion mittels eines einfachen Operators ’Melt’2 nachbearbeitet. Dieser Operator
la¨sst die konvexen Ecken in der Bewertungsfunktion gewissermaßen
”
schmelzen“
(siehe Abbildung 6.4).
Laufen ’Avoid’, ’Cruise’ und Freedir parallel, so bewegt der Roboter sich
kollisionslos in der freien Fla¨che (wander around). Befindet sich der Roboter
2melt(engl.) = schmelzen.
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Bewertungsfunktion von Freedir
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
-1
80
18
0
-1
35 -9
0
-4
5 0 45 90 13
5
direction
0
22,50
45
67,50
90
112,50
135
157,50
-180
-157,5
-135
-112,5
-90
-67,5
-45
-22,5
1m
2m
3m
4m
5m
6m
Abbildung 6.3: Gemessene, freie Korridore und die resultierende Bewertungs-
funktion des Verhaltens Freedir fu¨r den Aktor Direction.
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Abbildung 6.4: Eine Beispielfunktion vor und nach der Anwendung des Melt-
Operators. Konvexe Ecken werden durch den Operator abgerundet, sozusagen
geschmolzen.
jedoch etwa in der Mitte einer freien Fla¨che, so wird er sich auch weiterhin
dort aufhalten, denn sobald er sich einem Hindernis etwas na¨hert, bewertet
Freedir die Richtung, aus der er kommt, als besser, weil er dort weiter von
allen Hindernissen entfernt ist. Soll der Roboter auch na¨her an Hindernisse
heranfahren und evtl. Engstellen durchfahren, so sollte das folgende Verhalten
’Stabilize’ hinzugenommen werden.
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Stabilize
Stabilize sorgt dafu¨r, dass der Roboter die Richtung, die er einmal eingeschlagen
hat, bevorzugt, so dass kleinere Vera¨nderungen der Messdaten nicht zu sta¨ndi-
gen stark wechselnden Entscheidungen fu¨hren. Die Wirkungsweise a¨hnelt einer
Hysterese. Stabilize greift auf den abstrakten Aktor Direction zu und pra¨feriert
die aktuell beste Richtung. Dazu liefert Stabilize als Bewertungsfunktion eine
periodische, glockenfo¨rmige Funktion (siehe Gleichung 5.48) mit Maximum an
der Stelle mit maximaler Bewertung. Erst wenn die Bewertung einer anderen
Richtung ohne Einberechnung der Bewertung von Stabilize deutlich besser ist als
die stabilisierte Richtung, wird diese Richtung gewa¨hlt.
6.2.2 Aktor-Verhalten
Aktor-Verhalten realisieren einen abstrakten Aktor (siehe Abschnitt 5.4). In
der Ebene u¨ber diesem Verhalten stimmen mehrere Verhalten mittels Bewer-
tungsfunktionen daru¨ber ab, welche Aktion dieses Aktor-Verhalten durchfu¨hren
soll (siehe Abschnitt 5.5). Um die gewa¨hlte Aktion durchzufu¨hren, liest Aktor-
Verhalten beno¨tigte Sensordaten ein und greift auf echte oder abstrakte Aktoren
in niedrigeren Ebenen zu.
Seine Priorita¨t erha¨lt das Aktor-Verhalten dabei durch Vererbung von den
abstimmenden Verhalten (siehe Abschnitte 5.5.2 und 5.6.1).
Cruise
’Cruise’ ist ein Aktor-Verhalten und sorgt dafu¨r, dass der Roboter in die Richtung
fa¨hrt, die durch den abstrakten Aktor Direction angegeben wird. Der Aktor
Direction gibt die Zielrichtung α relativ zum Roboter an, d.h. wenn α Null ist,
so fa¨hrt der Roboter genau in die Zielrichtung.
Die Ausrichtung des Roboters wird dabei mittels eines Reglers gesteuert. Die-
ser Regler produziert Soll-Rotationsgeschwindigkeiten ωsoll, welche die relative
Zielrichtung α auf Null ausregeln. Diese werden anschließend in Bewertungsfunk-
tionen umgesetzt. Abha¨ngig von der aktuellen Ausrichtung werden außerdem die
Translationsgeschwindigkeiten bestimmt.
Eine Mo¨glichkeit, die Geschwindigkeiten zu berechnen, sind die folgenden
Kontrollfunktionen, vorgeschlagen von Rami´rez und Zeghloul [RZ00]. Hier wird
davon ausgegangen, dass ein bestimmter Zielpunkt angefahren wird. Der Abstand
a zum Zielpunkt geht deshalb hier zusa¨tzlich in die Geschwindigkeit mit ein:
vsoll = maxvelk1a cos(α) (6.15)
ωsoll = k2α + k1 sin(α) cos(α). (6.16)
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Rami´rez und Zeghloul zeigen mittels einer einfachen Ljapunoff3-Funktion,
dass der Punkt (a = 0, α = 0) bzgl. dieser Kontrollfunktionen asymptotisch
stabil ist. Wahrscheinlich um die Konvergenz zum Zielpunkt zu beschleunigen,
wa¨hlten Rami´rez und Zeghloul in ihren Beispielen die Konstanten k1 und k2
fu¨r die praktische Anwendung entsprechend groß. Dadurch u¨berschreiten jedoch
die berechneten Geschwindigkeiten die mo¨glichen Maximalgeschwindigkeiten und
mu¨ssen deshalb entsprechend auf vmax bzw. ωmax begrenzt werden. Das so mo-
difizierte System hat jedoch nicht mehr die Eigenschaften des Ausgangssystems
(Gleichungen 6.15, 6.16). Insbesondere die Beschra¨nkung der Rotationsgeschwin-
digkeit ωsoll fu¨hrt bei zu großen Werten fu¨r k1 und k2 zu Instabilita¨ten in der
Umgebung der Punkte (a = 0, α = ±pi), d.h. wenn der Roboter sich nahe
am Zielpunkt befindet und dabei quer zur Zielrichtung steht. Weiterhin wurde
nicht beru¨cksichtigt, dass die Beschleunigung der Ketten beschra¨nkt ist. Den-
noch zeigt der Roboter bei Verwendung des Ansatzes ein flu¨ssiges, zielgerichtetes
Fahrverhalten. Vorwa¨rts- und Ru¨ckwa¨rtsfahrt werden in diesem Ansatz jedoch
gleichwertig behandelt, wodurch der Roboter oft ru¨ckwa¨rts fa¨hrt. Da dies nicht
erwu¨nscht ist, wurden die Gleichungen entsprechend heuristisch modifiziert.
Da das Verhalten ’Cruise’ nicht einen Zielpunkt anfa¨hrt, sondern nur ei-
ne bestimmte Richtung ansteuern soll, entfa¨llt hier der Abstand a zum Ziel-
punkt. Die Translationsgeschwindigkeit vsoll wird nur abha¨ngig von der aktuel-
len, relativen Zielrichtung berechnet. Dabei wird die Geschwindigkeit vsoll analog
zu den Gleichungen 6.15, 6.16 je nach aktueller Ausrichtung vorwa¨rts (posi-
tiv) oder ru¨ckwa¨rts (negativ) gewa¨hlt. Je besser die aktuelle Ausrichtung in
Vorwa¨rts- bzw. Ru¨ckwa¨rtsrichtung zur Zielrichtung passt, desto ho¨her wird die
Soll-Geschwindigkeit gewa¨hlt. Die Geschwindigkeit ist maximal, wenn der Robo-
ter genau vorwa¨rts (α = 0) oder ru¨ckwa¨rts (α = ±pi) in die Soll-Richtung fa¨hrt.
Dabei kann die Maximalgeschwindigkeit fu¨r Vorwa¨rts- und Ru¨ckwa¨rtsfahrt un-
terschiedlich gewa¨hlt werden (vvmax, vrmax). Diese U¨berlegungen und praktische
Tests fu¨hren zu dem folgenden System von Kontrollfunktionen, welche auf dem
Roboter ARS implementiert sind:
vsoll =
{
vvmax(1− |
2α
pi
|)3 , fu¨r |α| <= pi, (vorwa¨rts)
vrmax(1− |
2α
pi
|)3 , sonst (ru¨ckwa¨rts).
(6.17)
ωsoll =
{
−(ωmax + |k1vist|)α|α| − k2ωist , fu¨r |α| <= pi,
−sgn(α)ωmax , sonst.
(6.18)
Die Potenzierung ist hier empirisch gewa¨hlt und sorgt dafu¨r, dass der Roboter
entsprechend langsam fa¨hrt, wenn α noch zu nahe bei ±pi
2
liegt, um zu verhindern,
dass der Roboter anna¨hernd quer zur Zielrichtung zu viel Fahrt aufnimmt. Fu¨r
die Ansteuerung der Rotationsgeschwindigkeit wird ein Art PD-Regler benutzt:
3Alexander Michailowitsch Ljapunoff (1857-1918)
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Hierbei wurde in den Proportionalteil der Rotationsgeschwindigkeit zusa¨tzlich
die Ist-Geschwindigkeit vist mit eingerechnet, damit Winkelkorrekturen schneller
durchgefu¨hrt werden, wenn der Roboter schnell fa¨hrt. Der Differentialteil wird
durch die momentan gemessene Rotationsgeschwindigkeit ωist gegeben. Wird
|ωsoll| > ωmax, so wird es automatisch auf ωmax begrenzt. Ist der Fehlerwinkel
α gro¨ßer als pi
2
, so wird die Rotationsgeschwindigkeit maximal gewa¨hlt, mit
entsprechend passendem Vorzeichen.
Die berechneten Soll-Geschwindigkeiten vsoll und ωsoll werden nun verwendet,
um die entsprechenden Bewertungsfunktionen zu berechnen. Hierzu bedienen
wir uns der in Abschnitt 5.5.4 eingefu¨hrten Funktionen zur Konstruktion von
Bewertungsfunktionen.
Dabei werden Geschwindigkeiten besser bewertet, je na¨her sie an der berech-
neten Soll-Rotationsgeschwindigkeit liegen. So wird die Bewertungsfunktion fu¨r
die Translationsgeschwindigkeit Υv wie folgt gewa¨hlt:
Ωv = −vmax . . . vmax (6.19)
Υv : Ωv −→ [0 . . . 1] (6.20)
Υv = Φ
1.0
0.0(vsoll, vsoll). (6.21)
Diese Funktion hat ihr Extremum bei v = vsoll mit dem Wert 1.0 und einer
”
Breite“ von vsoll. Je weiter die Geschwindigkeit v vom Extremum wegliegt, desto
weiter na¨hert sich ihre Bewertung der Null.
Da der Roboter sich grundsa¨tzlich immer rechts oder links herum drehen
kann, um sich in eine bestimmte Ausrichtung zu bringen, wird auch immer
eine positive und eine negative Soll-Rotationsgeschwindigkeit berechnet. Beide
Alternativen werden in der Bewertungsfunktion durch eine ODER-Verknu¨pfung
beru¨cksichtigt. Dabei wird die Drehrichtung, die einen la¨ngeren Rotationsweg
beno¨tigt, entsprechend schlechter bewertet. Ist der Roboter genau mit dem Heck
zur Zielrichtung ausgerichtet, so werden beide Alternativen gleich gut bewertet,
d.h. es gilt prio1 = prio2.
Ωω = −vmax . . . vmax (6.22)
Υω : Ωω −→ [0 . . . 1] (6.23)
Υω = Φ
prio1
0.0 (ωsoll1, ωsoll1)⊕ Φ
prio2
0.0 (ωsoll2, ωsoll2) (6.24)
Damit sind die zielgerichteten Aktionen in die Bewertungsfunktionen einge-
arbeitet. Zusa¨tzlich muss ’Cruise’ aber auch dafu¨r sorgen, dass der Roboter in
engen Umgebungen in jedem Fall die u¨brigen Bewegungsfreiheiten ausnutzt, auch
wenn keine Aktionen mo¨glich sind, die den Roboter direkt seiner Zielrichtung
na¨her bringt. Dies la¨sst sich einfach erreichen, indem die Translationsgeschwin-
digkeit vsoll = 0 unterdru¨ckt wird, sobald die Ist-Rotationsgeschwindigkeit Null
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ist (wist = 0) und umgekehrt, indem die Rotationsgeschwindigkeit ωsoll = 0
unterdru¨ckt wird, sobald die Ist-Translationsgeschwindigkeit Null ist (vist = 0).
Dabei wird in der praktischen Implementierung allerdings nicht direkt die mo-
mentane Ist-Geschwindigkeit ausgewertet, sondern eine geometrisch, u¨ber die
Zeit gemittelte Geschwindigkeit, damit nicht vorschnell reagiert wird. So ist si-
chergestellt, dass der Roboter sich nicht
”
festfahren“ kann, solange ’Avoid’ noch
Bewegungsspielraum offen la¨sst.
Approach
Das Approach-Verhalten ist relativ einfach zu implementieren. Die Aufgabe die-
ses Verhaltens ist, den Roboter zu einer bestimmten relativen Position, gegeben
durch die abstrakten Aktor Target, zu steuern. Dabei wird allerdings keine Karte
beru¨cksichtigt, das heißt, dass Approach kein Umwegverhalten implementiert
und deshalb lokale Sackgassen auf dem Weg zum Ziel nicht umgehen kann. Das
Verhalten steuert den abstrakten Aktor Direction an und bewertet Richtun-
gen besser, je na¨her sie der direkten Richtung zum Ziel sind. Dabei wird die
periodische Glockenfunktion aus Gleichung 5.48 benutzt. ’Cruise’ erledigt als
Aktor-Verhalten dann im Zusammenspiel mit Freedir prinzipiell den Rest.
Ist die Mission des Roboters kollisionsfreies Fahren zum Zielpunkt (Target), so
erbt ’Cruise’ seine Priorita¨t von den Verhalten Approach und Freedir durch den
abstrakten Aktor Direction. Auch das Verhalten Freedir bekommt seine Priorita¨t
durch Approach zugeteilt. Wenn der Roboter am Ziel angekommen ist, hat das
Verhalten ’Cruise’ aus Sicht des Verhaltens Approach keine Bedeutung mehr.
Dem Verhalten Freedir wird keine Priorita¨t mehr zugeteilt. ’Cruise’ erbt zu diesem
Zeitpunkt ebenfalls keine Priorita¨t mehr, da alle Richtungen gleich bewertet
werden. Das Verhalten Approach hat nun ein Interesse daran, den Roboter zu
stoppen, um ihn an der erreichten Position zu halten, und a¨ußert dies, indem es
auf der gleichen Ebene wie ’Avoid’ und ’Cruise’ auf die Bewertungsfunktionen
der Ketten Einfluss nimmt und ein ’Stopp-Kommando’ sendet, in dem es alle
Geschwindigkeiten ungleich Null unterdru¨ckt. So wird verhindert, dass Verhalten
mit niedrigerer Priorita¨t als Approach das erreichte Ziel ru¨ckga¨ngig machen.
Turn
Turn verzweigt in den durch den abstrakten Aktor Branch gegebenen Abzweig.
Es bedient sich dabei des abstrakten Aktors Direction, um den Roboter u¨ber die
Kreuzung in den gewu¨nschten Abzweig zu leiten. Als Sensordaten werden dazu
z.B. die Ergebnisse der Re-Klassifikation genutzt, welche die aktuell sichtbaren
Abzweige in der Umgebung relativ zum Roboter lokalisiert und entsprechende
Ortsvektoren zur Einfahrt in die Abzweige liefert.
Turn la¨sst sich bei entsprechender Information u¨ber die Lage der Abzweige
recht einfach, a¨hnlich wie das Verhalten Approach, realisieren. Es ließe sich z.B.
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sogar durch das Verhalten Approach realisieren, in dem einfach ein Zielpunkt
in den Zielabzweig gelegt wird. Die Hauptschwierigkeit liegt hier jedoch in dem
Verhalten, welches die Ortsvektoren fu¨r die Abzweige liefert. Dies geschieht hier
durch die Re-Klassifikation, diese stellt die Verbindung zwischen topologischem
Graph und aktuell wahrgenommener Umgebung her. Alternativ ko¨nnen hier auch
andere Lokalisierungsverfahren zum Einsatz kommen.
Pla¨ne auf topologischen Graphen ko¨nnen so mittels des abstrakten Sensors
Branch ausgefu¨hrt werden. Damit stellt das Verhalten Turn praktisch den U¨ber-
gang von lokaler geometrischer zu globaler topologischer Navigation dar.
6.2.3 Sensor-Verhalten
Sensor-Verhalten fu¨hren praktisch eine Vorverarbeitung von Sensordaten durch
und stellen das Ergebnis als abstrakten Sensor zur Verfu¨gung. Der abstrakte
Sensor wird dabei von einem internen Server verwaltet. Andere Verhalten ko¨nnen
auf diesen abstrakten Sensor wie auf jeden anderen Sensor zugreifen. Sie sind
damit eigentlich keine richtigen Verhalten, da sie keine Aktionen durchfu¨hren.
Die Sensor-Verhalten ko¨nnen dabei sehr komplexe und aufwendige Verfahren
enthalten, wie z.B. die im folgenden vorgestellten Verhalten zur Berechnung ei-
ner Occupancy-Grid-Map oder zur globalen Navigation. Wichtig ist dabei, dass
Sensor-Verhalten nicht eine vollsta¨ndige Modellierung der Umwelt bewerkstelli-
gen, sondern die Sensoren mit einem bestimmten Fokus auswerten.
OGmap
Im Folgenden wird die Berechnung einer Occupancy Grid-Map unter Anwendung
der Bayes-Regel beschrieben, die die Wahrscheinlichkeit angibt, mit der sich
kein Hindernis in der entsprechenden Region befindet. Abstandssensoren haben
typischerweise einen beschra¨nkten Messbereich. Dieser wird nicht nur durch
die Reichweite und den O¨ffnungswinkel beschra¨nkt, sondern auch durch die
Hindernisse selbst. Denn da die Sensoren nicht durch Hindernisse hindurch
”
sehen“ ko¨nnen, liegen auch die Regionen hinter der Front der Hindernisse
außerhalb des Messbereichs.
Um die Bayes-Regel anzuwenden, sollte jede Messung eines Sensors fu¨r die
Regionen im Messbereich entweder die Aussage liefern, dass sich dort ein Hinder-
nis befindet, S = besetzt, oder dass sich dort kein Hindernis befindet, S = frei.
Dies ist fu¨r viele Sensoren jedoch nicht ohne Idealisierung mo¨glich. Ein Sensor
mit Laufzeitmessung und kegelfo¨rmiger Ausbreitung des Signals, wie z.B. ein
Ultraschallsensor, liefert zwar die Information, dass sich im Ausbreitungskegels
in Entfernung der festgestellten Reflexion ein Hindernis befindet, aber die Infor-
mation daru¨ber, wo sich das Hindernis befindet und wie groß es ist, ist ungenau.
Es wird lediglich gemessen, dass sich im Ausbreitungskegel im Abstand der
gemessenen Entfernung d mindestens ein Objekt befindet, welches das Signal
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Sensor freier
Raum
potentielle Hindernisfläche
wahres Hindernis
gemessene Entfernung
Abbildung 6.5: Sensor mit Laufzeitmessung und kegelfo¨rmiger Signalausbreitung
(hier nur zwei-dimensional dargestellt). Der Sensor kann nicht auflo¨sen, wo in
der potentiellen Hindernisfla¨che sich das Hindernis befindet und wie groß es ist.
reflektiert hat. Die Fla¨che, wo sich die Front des Objektes befinden kann, wa¨chst
hier mit der Entfernung zum Objekt. Fu¨r die Menge der Punkte mit Abstand d
im Ausbreitungskegel kann deshalb nur eine unsichere Aussage daru¨ber getroffen
werden, ob dort ein Hindernis ist oder nicht (siehe Abbildung 6.5). Hier entsteht
also bereits ein erster systematischer Fehler.
Außerdem beno¨tigen wir fu¨r jeden Sensor S zum einen die Wahrscheinlich-
keit P (S = f |F ), dass dieser fu¨r eine Region eine freie Fla¨che misst, unter der
Bedingung, dass dort freie Fla¨che ist, und zum anderen die Wahrscheinlichkeit
P (S = f |B) einer Fehlmessung, d.h., dass er freie Fla¨che misst, obwohl die ent-
sprechende Region besetzt (’B’ fu¨r besetzt) ist. Um die Bayes-Regel anwenden
zu ko¨nnen, beno¨tigen wir weiterhin die entsprechende apriori-Wahrscheinlichkeit
P (F ), in diesem Fall die Wahrscheinlichkeit, dass sich unabha¨ngig von vorher-
gehenden Messungen kein Hindernis in einer Region befindet. Mit dieser Wahr-
scheinlichkeit wird die Grid-Map initialisiert. Gesucht ist nun zuna¨chst fu¨r jede
Region die Wahrscheinlichkeit P (F |S = s), dass die Region frei von Hindernissen
ist, unter der Bedingung der entsprechenden aktuellen Messung s eines Sensors
S. Die Messung eines Sensors kann hier nur die Werte f = frei oder b = besetzt
annehmen. Es gilt nach Bayes
P (F |S = s) =
P (F )P (S = s|F )
P (S = s)
, (6.25)
wobei nach der Formel der totalen Wahrscheinlichkeit fu¨r den Nenner Folgendes
gilt:
P (S = s) = P (S = s|F )P (F ) + P (S = s|B)P (B). (6.26)
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Im Folgenden schreiben wir dafu¨r, dass der Sensor Si die Eigenschaft si misst,
der Einfachheit halber statt Si = si kurz si. Fu¨r mehrere Sensoren S1, . . . , Sn
la¨sst sich die Gleichung entsprechend erweitern zu
P (F |s1, . . . , sn) =
P (F )P (s1, . . . , sn|F )
P (s1, . . . , sn)
. (6.27)
Die Messungen der Sensoren ha¨ngen nicht voneinander, sondern nur von der
Umgebung ab. Mit dieser Unabha¨ngigkeit der Sensoren ergibt sich
P (F |s1, . . . , sn) = P (F )
P (s1|F ) · · ·P (sn|F )
P (s1) · · ·P (sn)
(6.28)
= P (F )
∏
i=1...n
P (si|F )
P (si|F )P (F ) + P (si|B)P (B)
(6.29)
und la¨sst sich so aus den einzelnen bedingten Wahrscheinlichkeiten der Sensoren
sukzessive bestimmen.
Sei Gti,j der Wert der kartesischen Grid-Map in der Region Ri,j zum Zeitpunkt
t. Anfangs wird die Grid-Map mit der apriori Wahrscheinlichkeit P(F) initialisiert.
Mit si,j ∈ frei, besetzt bezeichnen wir das Ergebnis einer Messung eines Sensors
fu¨r die Region Ri,j . Die Grid-Map wird fu¨r jeden Sensormesswert s
i,j wie folgt
aktualisiert:
Gt+1i,j = G
t
i,j
P (si,j|F )
P (si,j|F )P (F ) + P (si,j|B)P (B)
. (6.30)
Bewegt sich der Roboter mit den Sensoren durch den Raum, ko¨nnen Messun-
gen aus mehreren Perspektiven in der Grid-Map zusammen gefasst werden, sofern
die Bewegung des Roboters bekannt ist. Die Bewegung la¨sst sich zumindest fu¨r
kleinere Strecken mittels Odometrie bestimmen. Die vera¨nderte Position fließt
dann entsprechend in die Berechnung der si,j aus dem Messwert des Sensors ein.
Dabei wird die Orientierung der Grid-Map im Bezug zur Umwelt beibehalten,
wa¨hrend sich die Ausrichtung des Roboters im Bezug zur Grid-Map vera¨ndern
kann. Dadurch wird vermieden, dass die Grid-Map gedreht werden muss. Legt der
Roboter gro¨ßere Strecken zuru¨ck und handelt es sich um eine lokale Grid-Map, so
wird die Grid-Map mitgefu¨hrt. Neue Gitterpunkte werden hinzugenommen und
alte heraus geschoben, so dass der Roboter immer etwa in der Mitte der lokalen
Grid-Map bleibt.
In dieser Form ist der Ansatz jedoch nur fu¨r statische Umgebungen geeignet,
aber selbst bei statischen Umgebungen treten Probleme auf Grund des oben
genannten Problems bei Sensoren mit kegelfo¨rmiger Signalausbreitung auf. Da-
durch werden na¨mlich besetzte Regionen dort erkannt, wo evtl. freier Raum ist.
Erst durch Messungen von einem anderen Standpunkt aus werden diese Regionen
als frei erkannt (siehe dazu auch Abbildung 6.5, Seite 144).
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A¨ndert sich die Umgebung, so muss dies zusa¨tzlich modelliert werden. Wir
geben dazu die Wahrscheinlichkeit P (F |B) an, mit der eine besetzte Region
wieder frei wird, und die Wahrscheinlichkeit P (F |F ), mit der eine freie Region
frei bleibt. Die Wahrscheinlichkeiten, dass eine besetzte Region besetzt bleibt,
P (B|B), bzw. dass eine freie Region besetzt wird, P (B|F ), sind dann entspre-
chend komplementa¨r:
P (B|B) = 1− P (F |B) (6.31)
P (B|F ) = 1− P (F |F ). (6.32)
Diese Modellierung ist relativ ungenau, da es vom Objekt abha¨ngt, ob es
verschwindet bzw. sich bewegt oder nicht. Wir haben jedoch keinerlei Infor-
mationen u¨ber das Objekt, z.B. ob es eine Wand ist, die typischerweise nicht
verschwindet, oder eine Person, die sich oft bewegen wird. Damit wird hier die
Markov-Eigenschaft stark verletzt. Eine genaue Modellierung wu¨rde demnach
eine zuvorige Objektklassifizierung erfordern, was jedoch weit u¨ber das Ziel einer
Occupancy Grid-Map hinausschießen wu¨rde und zu aufwendig ist.
Modelliert man also die Grid-Map mit den eingefu¨hrten Wahrscheinlichkeiten,
so wird die Grid-Map regelma¨ßig durch die folgende Aktualisierung modifiziert:
Gt+1i,j = G
t
i,jP (F |F ) + (1−G
t
i,j)P (F |B). (6.33)
In unbeobachteten Regionen, also Regionen außerhalb der Sichtweite der
Sensoren, konvergiert die Wahrscheinlichkeit durch diese Aktualisierung gegen
den Wert (die Folge ist beschra¨nkt und monoton und hat deshalb genau einen
Fixpunkt):
Gconv =
P (F |B)
P (F |B) + (1− P (F |F ))
(6.34)
=
P (F |B)
P (F |B) + P (B|F )
. (6.35)
Dadurch verliert der Initialisierungswert P(F) auf die Dauer vo¨llig seinen
Einfluss und kann deshalb etwa zu 0.5 gewa¨hlt werden. Die Occupancy-Grid-Map
wird hier hauptsa¨chlich fu¨r die Re-Klassifikation von Kreuzungen verwendet.
Re-Klassifikation von Kreuzungen
Die Re-Klassifikation ist Teil des topologischen Navigationsverfahrens aus Ab-
schnitt 3.4.5, welches aus der Arbeit [Kub97] von O. Kubitz stammt. Das Ver-
fahren an sich wird dort beschrieben, deshalb werden hier nur ein paar kurze
Informationen zur Integration des Verfahrens als Sensor-Verhalten in die Steue-
rungsarchitektur BUCA gegeben.
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Das Verfahren liefert Ortsvektoren, welche die Einfahrten in die entdeckten
Abzweige relativ zum Roboter beschreiben. Diese Information wird als abstrakter
Sensor zur Verfu¨gung gestellt. Diese Sensor wird z.B. von Verhalten Turn genutzt.
Es ist zu beachten, dass das Verfahren erst zuverla¨ssig arbeiten kann, wenn
der Roboter in Sichtweite der Kreuzung ist, d.h. wenn die Abzweige zumindest
teilweise einsehbar sind. In Falle der Navigation mit RFID-Karten wird dieser
abstrakte Sensor deshalb erst dann berechnet, wenn eine RFID-Karte detektiert
wurde, welche eine Kreuzung markiert.
Zur Berechnung der Ortsvektoren der Abzweige beno¨tigt das Verfahren eine
Occupancy-Grid-Map, diese wird aus dem entsprechenden abstrakten Sensor
gelesen.
Markov-Lokalisierung
Als eines der Sensor-Verhalten wurde die Markov-Lokalisierung [FBT99] auf
der Forschungsplattform ARS implementiert. Dazu wurde eine existierende Im-
plementierung fu¨r LINUX auf das Betriebssystem QNX portiert und in die
Client-Server-Architektur integriert. Die Markov-Lokalisierung wurde bereits in
Abschnitt 3.4.1 beschrieben.
Die Ergebnisse der Lokalisierung werden als entsprechende abstrakte Sensoren
fu¨r die anderen Verhalten zur Verfu¨gung gestellt. Ein abstrakter Sensor liefert
dabei die wahrscheinlichste Position in globalen Koordinaten, zusammen mit der
Wahrscheinlichkeit und der zugeho¨rigen Position des Odometers (Der Sinn dieses
letzten Datums wird nachfolgend erla¨utert). Ein weiterer abstrakter Sensor liefert
die gesamte Wahrscheinlichkeitsverteilung der Position.
Da die Markov-Lokalisierung relativ rechenintensiv ist, fa¨llt die Aktualisie-
rungsfrequenz der berechneten Position gerade gegenu¨ber der Frequenz der Odo-
metriedaten sehr gering aus. Deshalb werden die Positionsdaten des Odometers
und die globalen Positionsinformationen aus der Markov-Lokalisierung im Odo-
server zu einem kombinierten, abstrakten Sensor zusammen gefasst. Bevor die
Markov-Lokalisierung eine Positionsberechnung startet, liest sie stets neben den
anderen Sensordaten auch die aktuelle Position des Odometers ein. Diese Position
wird nach der Berechnung zusammen mit der globalen Position weitergegeben.
So ist es mo¨glich, die globale Position der richtigen Position des Odometers zuzu-
ordnen und Na¨herungen der globalen Positionen mit der Frequenz des Odometers
zu liefern.
6.3 Zusammenfassung
Die Steuerungsarchitektur BUCA und zugeho¨rige Implementierungen von Na-
vigationsverhalten wurde auf der Forschungsplattform ARS implementiert und
getestet. Mit dieser Implementierung kann sich der Roboter sicher, zu¨gig und
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zielgerichtet durch komplexe, dynamische Industrie- und Bu¨roumgebungen bewe-
gen. Dabei werden die nicht-holonomischen Eigenschaften durch die rechteckige
Form der Plattform beru¨cksichtigt, d.h. der Roboter ist fa¨hig, in engen Umge-
bungen zu rangieren. Dies wird durch die U¨berlagerung von einfachen reaktiven
Verhalten erreicht.
Durch abstrakte Aktoren ko¨nnen deliberative Komponenten zur globalen
Navigation auf diese grundlegende Steuerung Einfluss nehmen. Auch komplexe
Verfahren zur Sensorverarbeitung ko¨nnen leicht als abstrakte Sensoren in die
Architektur integriert werden. Als Beispiele wurden hier Implementierungen
einer Occupancy-Grid-Map, eines Re-Klassifikation-Verfahrens fu¨r Kreuzungen
und der Markov-Lokalisierung beschrieben. Durch diese abstrakten Sensoren wird
die Implementierung von globalen Navigationsverfahren erleichtert.
Kapitel 7
Zusammenfassung
Die Motivation fu¨r die hier vorgestellte Steuerungsarchitektur lieferte das Gebiet
der autonomen mobilen Robotik. Mobile Roboter bewegen sich in einer offenen
Umgebung, deshalb sind die Definition und Pflege eines geschlossenen Weltmo-
dells schwieriger als bei stationa¨ren Robotern. Sollen mobile Roboter autonom
agieren, so werden automatisch auch hohe Anforderungen an die Robustheit
der Algorithmen gestellt, weil jedes no¨tige Eingreifen den Vorteil der Autono-
mie stark schma¨lert oder das Eingreifen in speziellen Anwendungsfeldern sogar
u¨berhaupt nicht mo¨glich ist.
Gerade in schwer modellierbaren Umgebungen scheitern viele Algorithmen,
welche auf einem mo¨glichst vollsta¨ndigem Weltmodell beruhen. Da die Pflege
eines solchen Weltmodells schnell sehr aufwendig wird, mu¨ssen vereinfachende
Annahmen gemacht werden. Viele redundante Informationen der Sensorik werden
dabei verworfen. Treffen die gemachten Annahmen zu, so la¨sst sich oft sogar
ein optimales Verhalten theoretisch nachweisen. Werden diese Annahmen jedoch
verletzt, kommt es zu Fehlverhalten. Die redundanten Informationen, welche dann
evtl. zur Erkennung oder Behebung der Fehlmodellierung beitragen ko¨nnten, sind
verloren oder lassen sich nicht mehr zuordnen.
Robuste Verfahren lassen sich meist nur fu¨r Teilaufgaben finden. Extensive
Nutzung von Sensordaten unter Beru¨cksichtigung der Ungenauigkeit und Feh-
leranfa¨lligkeit der Sensoren wird mo¨glich, weil der Fokus des Verfahrens fu¨r die
Teilaufgabe stark eingeschra¨nkt werden kann. So ko¨nnen wichtige von unwichti-
gen Sensordaten getrennt werden. Die Redundanz von Sensordaten kann gezielt
zur Reduktion der Fehler genutzt werden. Einzelne Verfahren fu¨hren in Interak-
tion mit der Umwelt zu einem bestimmten Verhalten des Systems und werden
deshalb auch Verhalten genannt.
Typische Verhalten sind stark sensororientiert und reaktiv, d.h. es wird nur
wenig mit intern gespeicherten Daten gearbeitet, und das Verhalten reagiert fast
unmittelbar auf Vera¨nderungen in der Umwelt. Um effektiv und vorausschauend
zu agieren, sind jedoch auch deliberative Komponenten no¨tig, welche mit einer
abstrakten Modellierung der Umwelt arbeiten und so langfristige Pla¨ne erstellen
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ko¨nnen. Fu¨r diese Verfahren ist es von Vorteil, von lokalen Vera¨nderungen der
Umwelt zu abstrahieren und nur die Topologie der Umgebung zu betrachten.
Wurden Lo¨sungen fu¨r Teilaufgaben gefunden, welche robust funktionieren,
gilt es, diese Verhalten mittels einer passenden Steuerungsarchitektur zu einem
Gesamtsystem zu kombinieren. Die gute Kooperation zwischen reaktiven und
deliberativen Komponenten im System ist besonders wichtig. Unterschiedliche
Echtzeitbedingungen und Priorita¨ten mu¨ssen beru¨cksichtigt werden. Nur so kann
gleichzeitig reaktives, robustes und vorausschauendes Verhalten erreicht werden.
In dieser Arbeit wurden Steuerungsarchitekturen anhand des Verfahrens zur
Koordination der Verhalten und der Methode zur Integration von deliberativen
Komponenten klassifiziert und analysiert. Anschließend wurde eine Steuerungs-
architektur entwickelt, welche die gewonnenen Erkenntnisse nutzt, um die Inte-
gration von reaktiven und deliberativen Verhalten zu ermo¨glichen. Dabei sind
die einzelnen Verhalten streng aufgabenorientiert. Durch die Kommunikation
mittels Bewertungsfunktionen wird das Auffinden von Kompromisslo¨sungen zwi-
schen verschiedenen Teilaufgaben bzw. verschiedenen Pra¨ferenzen von Verhalten
mo¨glich. Außerdem werden durch die Verwendung der Bewertungsfunktionen
u¨berspezifizierte Lo¨sungswege von einzelnen Verhalten vermieden. So bleibt fu¨r
andere beteiligte Verhalten der entsprechende Spielraum, um ihre Aufgabe eben-
falls zu erfu¨llen.
Fu¨r einen mobilen Roboter stellt die sichere Navigation ein grundlegendes
Aufgabenfeld dar. Gleichzeitig ist die Navigation in dynamischen Umgebun-
gen ein typischer Anwendungsfall fu¨r die Zusammenfassung von reaktiven und
deliberativen Verfahren. Fu¨r dieses Anwendungsfeld wurde die Steuerungsarchi-
tektur sowie Verhalten zur Navigation auf der mobilen Forschungsplattform ARS
implementiert und getestet.
Die Navigation la¨sst sich in lokale und globale Navigation unterteilen. Diese
Unterteilung birgt Vorteile, weil lokale und globale Navigation sehr unterschied-
liche Eigenschaften besitzen. In der lokalen Umgebung muss der Roboter sen-
sororientiert arbeiten und auf dynamische Objekte reagieren. Bei einigen Robo-
tern mu¨ssen zusa¨tzlich nicht-holonomische Eigenschaften beru¨cksichtigt werden.
Zentrales Element der lokalen Navigation ist die Kollisionsvermeidung. Zur Ein-
haltung der Echtzeitbedingungen ist hier eine enge Kopplung von Sensorik und
Aktorik no¨tig.
Global gesehen mu¨ssen Pfade geplant werden, welche die topologische Struk-
tur der Umgebung, soweit bekannt, beru¨cksichtigen und z.B. bekannte lokale
Sackgassen vermeiden. Verfahren zur Pfadplanung beruhen meist auf abstrakten,
topologischen Weltmodellen der Umgebung. Dabei eignen sich als Grundlage fu¨r
die globale Navigation besonders topologische Modelle, da der Abstraktionsgrad
hier ho¨her ist und so vermieden wird, dass lokale Einflu¨sse beru¨cksichtigt werden
mu¨ssen. Unsicherheiten in der Positionsbestimmung mu¨ssen durch Verwendung
mo¨glichst vieler Sensorinformationen minimiert werden. Hier kommen Verfahren
aus der Wahrscheinlichkeitstheorie und Statistik zur Anwendung, die evtl. viel
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Rechenzeit beno¨tigen, dafu¨r jedoch keinen harten Echtzeitbedingungen unterlie-
gen. Die Heterogenita¨t der zu integrierenden Verfahren wird hier deutlich.
Einerseits werden also die lokalen, reaktiven Navigationsverfahren von den
globalen deliberativen Verfahren getrennt, um so auch die unterschiedlichen
Anforderungen bzgl. Echtzeitfa¨higkeit, Modellierung und Abstraktionsgrad zu
trennen. Dies erlaubt die gezielte Anpassung der Verhalten an die entspre-
chenden Anforderungen. Andererseits mu¨ssen die Verhalten jedoch zu einem
Gesamtsystem integriert werden. Deshalb ist die Navigation eine Instanz des
Problems, reaktive und deliberative Verfahren mit heterogenen Eigenschaften
und Priorita¨ten zu integrieren.
Die Steuerungsarchitektur BUCA stellt dafu¨r die entsprechenden Konzepte
zur Verfu¨gung:
• Client-Server-System
Durch das zugrunde liegende Client-Server-System wird der ereignisorien-
tierte, echtzeitfa¨hige Zugriff aller Verhalten auf die Sensoren ermo¨glicht.
Die Verhalten werden dabei ihren Anforderungen entsprechend bedient.
• DIAC
Das Konzept zum verteilten Zugriff auf die Aktoren, DIAC (Distributed
Actuator Control), regelt den priorisierten Zugriff auf die Aktorik des
Systems. Das Konzept der Bewertungsfunktionen erlaubt insbesondere auch
die priorisierte Unterdru¨ckung von Aktionen, was im Speziellen fu¨r die
unabha¨ngige Implementierung der Verhalten wichtig ist.
• Hierarchie
Durch die Einfu¨hrung von abstrakten Sensoren und Aktoren la¨sst sich
eine hierarchische Struktur der Verhalten definieren. Dadurch wird die
Implementierung abstrakter Verhalten erleichtert. Die Priorita¨tenvererbung
sorgt dafu¨r, dass wichtige Aufgaben aus abstrakteren Ebenen auch in
den darunter liegenden Ebenen mit der entsprechenden Priorita¨t verfolgt
werden.
• Feedback
Schließlich ermo¨glicht das Konzept des Feedbacks fu¨r den Fall des Scheiterns
von Aktionen auf einer bestimmten Ebene die Aktivierung alternativer
Aktionen aus abstrakteren Ebenen.
In dieser Arbeit wurde die entwickelte Steuerungsarchitektur BUCA erfolg-
reich auf das Problem der autonomen Navigation mobiler Roboter angewendet.
Grundsa¨tzlich ist die Steuerungsarchitektur jedoch auch fu¨r andere Anwendungs-
felder mit a¨hnlichen Eigenschaften geeignet, in denen reaktive und deliberative
Verhaltensmuster unter Echtzeitbedingungen kombiniert werden mu¨ssen.
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So ist vor allem der Einsatz von Manipulatoren auf mobilen Robotern von
Interesse. Um die Komplexita¨t der Steuerung gering zu halten, lassen sich Navi-
gation und Manipulation in vielen Anwendungen entkoppeln, d.h. der Roboter
navigiert zuna¨chst zum Objekt, welches manipuliert werden soll, begibt sich re-
lativ zum Objekt in eine vordefinierte Position und fu¨hrt die Manipulation ohne
weitere Positionsa¨nderungen der Basis durch. In einigen Anwendungen sind je-
doch koordinierte, parallele Navigation und Manipulation no¨tig oder zumindest
von Vorteil. Ein Beispiel wa¨re das O¨ffnen einer Tu¨r oder das Streichen einer
Wand. Die Anwendung der Steuerungsarchitektur BUCA auf derartige Probleme
ist naheliegend. Insbesondere bietet sich zur Koordination der Aktorik von Mani-
pulator und mobiler Basis das vorgestellte Konzept von Master- und Slave-Aktor
an. Hier stehen jedoch Untersuchungen und Experimente aus.
Denkbar ist außerdem der Einsatz in Agentensystemen, in denen verschiedene
Agenten daru¨ber abstimmen mu¨ssen, welche Aktionen durchzufu¨hren sind.
Allgemein kommen als weitere Anwendungen Steuerungen von anderen Sy-
stemen in Frage, deren jeweilige Umgebung nicht ausreichend im Voraus mo-
dellierbar ist und welche in komplexer Weise mit einer dynamischen Umwelt
interagieren mu¨ssen.
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