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Abstract. The low-level ﬂight method (LLF) has been combined with linear inverse models
(IM) resulting in an LLF+IM method for the determination of area-averaged turbulent sur-
face ﬂuxes. With this combination, the vertical divergences of the turbulent latent and sensible
heat ﬂuxes were calculated from horizontal ﬂights. The statistical errors of the derived tur-
bulent surface ﬂuxes were signiﬁcantly reduced. The LLF+IM method was tested both in
numerical and ﬁeld experiments. Large-eddy simulations (LES) were performed to compare
‘true’ ﬂux proﬁles with ‘measurements’ of simulated ﬂights in an idealised convective bound-
ary layer. Small differences between the ‘true’ and the ‘measured’ ﬂuxes were found, but the
vertical ﬂux divergences were correctly calculated by the LLF+IM method. The LLF+IM
method was then applied to data collected during two ﬂights with the Helipod, a turbulence
probe carried by a helicopter, and with the research aircraft Do 128 in the LITFASS-98 ﬁeld
campaign. The derived surface ﬂuxes were compared with results from eddy-covariance sur-
face stations and with large-aperture scintillometer data. The comparison showed that the
LLF+IM method worked well for the sensible heat ﬂux at 77 and 200m ﬂight levels, and also
for the latent heat ﬂux at the lowest level. The model quality control indicated failures for
the latent heat ﬂux at the 200m level (and higher), which were probably due to large mois-
ture ﬂuctuations that could not be modelled using linear assumptions. Finally the LLF+IM
method was applied to more than twenty low-level ﬂights from the LITFASS-2003 experi-
ment. Comparison with aggregated surface ﬂux data revealed good agreement for the sensible
heat ﬂux but larger discrepancies and a higher statistical uncertainty for the latent heat ﬂux.
Keywords: Airborne measurements, Area-averaged turbulent ﬂuxes, Heterogeneous surface,
Inverse models, LITFASS, Statistical errors.
1. Introduction
The determination of the area-averaged turbulent ﬂuxes at the earth’s
surface during a ﬁeld experiment is desirable for several reasons e.g.,
∗ E-mail: j.bange@tu-bs.de
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the closure of the energy balance or the initialisation or validation of
numerical atmospheric models. Long-term measurements are preferably
done with ground-based installations, and it should be kept in mind that
micrometeorological ground-stations, towers, and remote sensing systems
like wind proﬁlers, sodar, or lidar provide point measurements. Even with
the application of Taylor’s hypothesis (Taylor, 1938; Powell and Eldekin,
1974; Browne et al., 1983) ground-based measurements cannot represent a
whole area (e.g., Mahrt and Ek, 1993; Isaac et al., 2004). This is especially
true in a heterogeneous terrain where the measurement results depend on
the ‘fetch’ – the footprint of the area upstream – i.e., the wind direction
and velocity, the surface type and roughness, elevation, time of day, radi-
ation, etc. (e.g., Haenel and Gru¨nhage, 1999; Mahrt et al., 2001; Beyrich
et al., 2002a).
An averaging method is necessary that allows calculation of an
area-representative turbulent ﬂux from ground-based spot measurements.
The deﬁnition of a suitable strategy was the scientiﬁc subject in two recent
research programs: EVA-GRIPS (Regional Evaporation at Grid/Pixel Scale
over Heterogeneous Land Surfaces) and VERTIKO (vertical transport
of energy and trace gases at anchor stations under complex natural
conditions).
To obtain a ‘truth’ for validation of the averaging strategies it
is necessary to have at least one system involved that measures
the actual area-representative turbulent ﬂuxes. An ideal observation of
the area-averaged ﬂuxes means averaging over the time and all points
of the regarding area (Grossman, 1992b), requirements that could be ful-
ﬁlled by satellites. Unfortunately satellite data must still be validated by
ground data, require cloudless skies, and are not that reliable regarding tur-
bulent transport. Nevertheless ﬁrst attempts in calculating surface sensible
and latent heat ﬂuxes exist via the application of simple (climatological)
assumptions (Berger, 2002).
So, at present, the best solution involves in situ airborne measurements.
Aircraft cover, for instance, a 20 km× 20 km area within tens of minutes,
depending on the ﬂight strategy and aircraft speed. During this time the
non-stationarity of the atmospheric boundary layer (ABL) can be estimated
by simple (possibly linear) assumptions about the ABL development. Air-
craft ﬂy at least one order of magnitude faster than the typical ABL wind,
and Taylor’s hypothesis of frozen turbulence is therefore widely fulﬁlled on
ﬂight legs (straight and level ﬂight sections) of a few kilometres length. A
simple comparison demonstrates the advantage of airborne measurements
concerning mean turbulent ﬂuxes: to observe at least a few large convection
elements on a sunny afternoon over land an averaging distance of 20 km or
more is required. A typical research aircraft needs clearly less than 10min
to ﬂy this 20 km leg. For a tower (at a proper position downstream) it takes
http://www.digibib.tu-bs.de/?docid=00015757 21/11/2006
TURBULENT SURFACE FLUXES FROM LOW-LEVEL FLIGHTS USING INVERSE MODELS
more than 1 h to manage the same fetch for an ABL wind speed of 5m s−1
(e.g., Angevine et al., 1993).
The systematic measurement errors of research aircraft have been dis-
cussed at length during the last 15 years (Desjardins et al., 1989; Betts
et al., 1992; Kelly et al., 1992; Mann and Lenschow, 1994; Jacobi et al.,
1995; Busch et al., 1996; Heinemann, 2002). Sensor and data sampling
techniques for the measurement of the ABL dynamics (i.e., wind, tem-
perature, humidity) have improved a lot during the last years. Neverthe-
less systematic sensor errors may occur especially on new systems but are
quickly identiﬁed in comparison experiments (i.e., Lambert and Durand,
1998; Isaac et al., 2004). The systems introduced here – the Helipod and
the Do 128, both of the Technical University of Braunschweig – are well-
proven research instruments that demonstrated the quality of their mea-
sured data in several ﬁeld experiments.
The statistical uncertainty of airborne turbulence measurements (and
all other turbulence observations) is mainly a matter of the measurement
strategy. It has been made clear that ‘the longer – the better’ (Lenschow
and Stankov, 1986; Lenschow et al., 1994) is an easy rule to follow when
observing the convective ABL (CBL). Unfortunately it is always necessary
to make a compromise between the averaging length and the experimental
set-up (size of the area of interest, non-stationarity of the CBL, aircraft
speed). The ﬂight strategies (ﬂight patterns) presented here are of such a
compromise. With sophisticated sensor and data sampling techniques and a
suitable ﬂight strategy, area-averaged turbulent ﬂuxes can be measured with
acceptable statistical uncertainty at the ﬂight level.
A common method to determine the area-representative surface ﬂuxes
from airborne measurements at two or more levels is through extrapolation
to the ground. This procedure (named the box method in the following)
assumes a certain (usually linear) shape of the ﬂux proﬁle across a large
portion of the ABL. It has been often applied to estimate the surface sen-
sible heat ﬂux in a CBL (e.g., Betts et al., 1990; Grunwald et al., 1996;
Durand et al., 1998). The method is simple, but in comparison with simul-
taneous ground-based measurements often systematic discrepancies have
been observed.
Another technique for the estimation of area-averaged surface ﬂuxes
is the ABL budget method, which uses the integrated budget equations
of heat, water vapour or carbon dioxide in the CBL (e.g., de Arellano
et al., 2004). This determines the mean surface ﬂuxes from the evolution
of the ABL height and from the changes of mean state variables inside the
CBL. Budget methods rely on a number of assumptions that limit their
applicability, both advection and the synoptic-scale vertical velocity must
be known or negligible: the ABL is assumed to be well mixed so that
mean state variables can be determined with small uncertainties, and the
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entrainment ﬂux is usually parameterised as a ﬁxed fraction of the surface
ﬂux. Budget methods are often quite sensitive to measurement errors and
uncertainties. Apart from these restrictions, budget methods have been suc-
cessfully applied for the estimation of area-averaged ﬂuxes in a number of
studies (e.g., Betts et al., 1992; Denmead et al., 1996; Gryning and Batch-
varova, 1999) and yield good results even in non-ideal situations (Beyrich
et al., 2002a; Cleugh et al., 2004). Best results were obtained for larger
averaging times up to daily values, while short-term (2 h) results showed
larger differences to ground-based measurements or were physically implau-
sible.
The present study introduces a comparatively simple and scarcely lim-
ited method for the determination of the area-averaged turbulent surface
ﬂuxes from single low-level ﬂights. The ﬂight strategy was combined with
an inverse model, and the new method was named LLF+IM (low-level
ﬂights with inverse modelling). The new method was veriﬁed via large-eddy
simulation (LES) and comparable measurements of two airborne systems
and ground-based measurements during the LITFASS-98 ﬁeld experiment.
Finally the LLF+IM method was applied to airborne measurements during
the LITFASS-2003 experiment.
2. Flight Strategies
2.1. Box ﬂights
For the determination of the mean turbulent surface ﬂuxes in a CBL
the usual method is to ﬂy area-covering ﬂight patterns e.g. four legs of
10–20 km length each, forming a square for more complicated square-
shaped patterns (see Scherf and Roth, 1997 or Grunwald et al., 1996). The
ﬂights have to be repeated at at least two different altitudes within the
CBL; this strategy is named the box method in the following. At each ﬂight
level zf the area-averaged ﬂux (in this example the vertical ﬂux of sensible
heat) is determined by
Hzf =ρ(zf ) cp
1
n
n∑
i=1
〈w′θ ′〉i , (1)
where ρ is the air density and cp the speciﬁc heat at constant pressure. The
turbulent ﬂuctuations w′ and θ ′ of the vertical wind and the potential tem-
perature, respectively, are averaged (〈. . . 〉) only over straight and level ﬂight
sections. Applying the simple box ﬂight pattern, the number of legs n= 4.
Assuming a linear heat ﬂux proﬁle in the CBL the area-averaged ﬂuxes are
then extrapolated to the ground (e.g., Durand et al., 1998).
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The drawbacks of this method are obvious: ﬁrstly, a linear ﬂux proﬁle
through the entire ABL has to be assumed. This is not problematic for
the sensible heat ﬂuxes in a CBL, but unlikely for momentum and latent
heat near the surface and for other types of thermal stratiﬁcation (e.g.
Deardorff, 1974). Secondly, ﬂights at a minimum of two different altitudes
are necessary (or three to obtain a minimum of certainty that the ﬂux pro-
ﬁle is indeed linear), which is costly. And thirdly, for the duration of the
ﬂights stationarity or at least a linear temporal development of the CBL
has to be assumed.
The latter is considered by applying a scaling of the altitude using the
height zi of the capping inversion of the CBL (e.g. Grant, 1986). For a
complete scaling (Deardorff, 1970) the kinematic ﬂux 〈w′θ ′〉 at ﬂight level
zf has to be divided by the surface kinematic ﬂux 〈w′θ ′〉0 measured during
the same period. This is, of course, not possible since the surface ﬂux is the
quantity to be sought from the experiment.
Figure 1 shows the results of a devised ﬂight experiment. In a CBL
the heat ﬂux proﬁle below the capping inversion can be approximated by
a linear function of height z. Let us assume that the heat ﬂux and the
height of the CBL are increasing in time, as in a developing CBL before
the radiation maximum is reached. The upper diagram demonstrates the
situation for three successive airborne ﬂux measurements at times t1, t2, and
t3. In this situation (increasing ﬂux and aircraft runs at increasing altitudes)
a simple linear extrapolation of the airborne measurements would clearly
underestimate the surface heat ﬂux. Such systematic discrepancies between
extrapolated ﬂuxes and ground-based measurements were reported several
times (Betts et al., 1990, 1992; Grunwald et al., 1996; Durand et al., 1998),
and an overview was given by Isaac et al. (2004). Systematic measurement
errors (e.g. due to short ﬂight legs or ﬁlters) were mostly excluded as an
explanation for the differences.
After Deardorff scaling (centre diagram) the three proﬁles are joined
and the airborne measurements are perfectly located on that line. Since the
surface kinematic ﬂux 〈w′θ ′〉0 is not known in real ﬂight experiments, this
scaling is in practice not possible. But scaling only the height axis (bottom
diagram in Figure 1) leads also to a systematic underestimation of the tur-
bulent surface ﬂuxes.
2.2. Low-level ﬂights
Grunwald et al. (1998) introduced the low-level ﬂight method (LLF) to
determine the surface ﬂuxes using ﬂights at only one low altitude. In desert
regions such ﬂights can be performed very low so that the measured ﬂuxes
can directly be interpreted as surface values with only a small error (Isaac
et al., 2004). But, in general, ﬂight measurements over land, especially in
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Figure 1. Heat ﬂux proﬁle of a devised ﬂight experiment. The solid, dashed, and dotted
lines represent the heat ﬂux proﬁles of the CBL at three different times. The cross marks
indicate three successive airborne ﬂux measurements. The short dashed-dotted lines repre-
sent the linear extrapolation of these measurements to the ground. Top diagram: no scal-
ing. A linear extrapolation of the ﬂight measurements would underestimate the surface ﬂux.
Centre diagram: Deardorff scaling. Bottom diagram: only altitude scaling. Also here a linear
extrapolation of the measurements would underestimate the surface ﬂux.
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populated regions, cannot be performed low enough that an extrapolation
to the ground would be unnecessary. Vertical ﬂux divergence is signiﬁcant
even at ﬂight levels between 10 and 50m (Desjardins et al., 1989).
From the ﬁrst fundamental theorem of thermodynamics follows the con-
tinuity equation for sensible heat
∂θ¯
∂t
+∇ 〈θ v〉=0 (2)
with wind vector v=(u, v,w) and mean potential temperature θ¯ . The diver-
gence or vertical gradient of the sensible heat ﬂux H can be determined via
Reynolds decomposition (in a divergence-free ﬂow):
− 1
ρcp
∂H
∂z
= ∂θ¯
∂t
+
〈
(u¯, v¯, w¯)
〉
grad θ¯ + ∂〈u
′θ ′〉
∂x
+ ∂〈v
′θ ′〉
∂y
, (3)
where the mean vertical wind w¯ is assumed to be close to zero. The hor-
izontal divergence of the turbulent ﬂux can also be disregarded since it is
assumed to be small compared to the remaining terms:
∂〈u′θ ′〉
∂x
+ ∂〈v
′θ ′〉
∂y
≈0 . (4)
Thus (3) can be reduced to (see also Betts et al., 1990; Grossman, 1992a;
Scherf and Roth, 1997)
1
ρcp
∂H
∂z
=−∂θ¯
∂t
−
(
u¯
∂θ¯
∂x
+ v¯ ∂θ¯
∂y
)
. (5)
The vertical gradient of the latent heat ﬂux λE can be deduced in a similar
way.
To obtain the surface ﬂux, assumptions about the vertical proﬁles of the
ﬂuxes between the surface and the ﬂight level have to be made. Since the
ﬂights should be performed as low as possible this is necessary only for
the lowest part of the ABL, typically not more than the lowest 100m. In
our example – the turbulent heat ﬂux in the CBL – the surface heat ﬂux is
determined using simple linear extrapolation:
H0 =Hzf −
(
∂H
∂z
)
zf . (6)
However, there are more sophisticated methods available (Burns et al.,
1999).
The LLF strategy consumes less ﬂight time and has therefore big
advantages compared to the box method regarding the costs and the
non-stationarity of the ABL. But the method requires the separation of the
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time and space dependence of the transported quantity (here the temper-
ature θ ) in order to solve (5). This can be achieved with additional mea-
surements e.g., with ground-based systems or more ﬂight measurements, or
both in combination, as demonstrated by Grunwald et al. (1998). Inciden-
tally, the last method may induce wrong solutions due to local instead of
global minima in the four-dimensional space (Tarantola, 1987). Of course
the application of repeated ﬂights or ﬂights with parallel legs in perpendic-
ular directions (grid pattern) would consume time and cause the loss of a
big advantage of the method. With additional measurement systems on the
ground in order to obtain the horizontal gradients and the temporal devel-
opment, the strategy could not be applied autonomously but would depend
on supporting equipment.
3. Implementation of an Inverse Model
3.1. The inverse model
To obtain a stand-alone procedure the low-level ﬂights were combined with
the inverse theory (e.g., Tarantola, 1987) to calculate the missing param-
eters in the budget equations. The inverse modelling technique uses a
measured dataset dobs of an atmospheric quantity and assumes a model
relationship G that describes physical processes of the quantity. The result
of the inversion is a set of parameters m that reproduce the measured data
when inserted into the model relationship G. In other words, the technique
uses appropriate model assumptions that are based on theoretical assump-
tions to ﬁt measured data. The inverse method was already applied to air-
borne measurements to describe arrays of meteorological quantities (Wolff
and Bange, 2000).
For the enthalpy Equation (5) we assumed a linear relationship (linear
operator G) between the model parameters m and the measurements dobs:
dobs =G( m)
=m0 +m1 x +m2 y +m3 z+m4 t, (7)
with
(m1, . . . ,m4)=
(
∂ dobs
∂x
, . . . ,
∂ dobs
∂t
)
. (8)
In this equation, x, y, z, and t represent data vectors containing the Carte-
sian coordinates and the time, respectively, as they were sampled during the
measurement ﬂight. The dimension of each data vector is N , the number
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of measured samples. The ratio of temporal to spatial dependence of the
vertical ﬂux divergence can later be expressed by
A= m4
u¯m1 + v¯ m2 . (9)
For the turbulent sensible heat ﬂux H , the data vector dobs(x, y, z, t)
represents the set of measured potential temperatures θ . To reproduce the
potential temperature in this example, the inverse model was initialised
with a realistic range of values of the mean potential temperature gra-
dient and the mean temporal development of θ . These values had to be
estimated roughly from the synoptic situation and inserted into the vector
mprior (of dimension ﬁve, see Equations (7) and (8)) of a priori parameters.
Their a priori uncertainties, the range in which the ﬁnal (a posteriori, after
the inversion) parameters m were expected, were written into the diagonal
of the tensor CM , the model covariance operator. An example for the a
priori quantities is given by Table I.
The statistical measurement errors were considered by the tensor CD,
which is deﬁned as the sum of the statistical uncertainties Cd of the sen-
sors and statistical uncertainties CT of all assumptions made for the model.
Since the latter is rather a fuzzy quantity, the deﬁnition of the whole exper-
imental covariance operator CD is somewhat a matter of experience. How-
ever, the elements of CD represent the accuracy of the individual sensors
and measurement systems plus a little extra for the necessary assumptions.
In addition to the linear relationship in (7) the statistical distributions
of the measured data, the a priori, and the a posteriori uncertainties, were
assumed to be Gaussian. This combination of internal conditions of the
TABLE I
A priori values of the model parameters mprior,i and their uncertainties (variances) CiiM for
both the Helipod and the Do 128 ﬂights during LITFASS-98.
i = 0 1 2 3 4
θ ∂θ/∂x ∂θ/∂y ∂θ/∂z ∂θ/∂t
K Kkm−1 Kkm−1 Km−1 Kh−1
mprior,i 285 0 0 0 1√
CiiM 10 0.1 0.1 0.01 1
q ∂q/∂x ∂q/∂y ∂q/∂z ∂q/∂t
g kg−1 g (kg km)−1 g (kg km)−1 g (kgm)−1 g (kg h)−1
mprior,i 7.5 0 0 0 0√
CiiM 1 0.1 0.1 0.01 2
The values for m0 were calculated using the mean values of the temperature and humidity
measurements, respectively. All other mi were estimated.
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inversion is named l2-norm (see Tarantola, 1987; Wolff and Bange, 2000,
for more details). The big advantage of the l2-norm is the comparatively
simple inversion
m=G−1 dobs (10)
of the problem (7) within minutes on a state-of-the-art personal computer.
The goal of the inversion was the minimisation of the so-called cost function
S( m)=
(
G m− dobs
)T
C−1D
(
G m− dobs
)
+ ( m− mprior
)T
C−1M
( m− mprior
)
(11)
of the problem. Note that the ﬁrst term of the cost function refers to the
least-square problem of a simple regression computation. The minimisation
was actually done by calculating the a posteriori model parameter
m=CM ′
[
GT C−1D dobs +C−1M mprior
]
(12)
directly, using the a posteriori covariance operator
CM ′ =
[
GT C−1D G+C−1M
]−1
. (13)
The a posteriori covariance operator consists of the statistical uncertainties
of the model parameters (their variances, which are equal to the squared
standard deviations) placed in the diagonal (CiiM ′), while the non-diagonal
elements represent the cross-variance (covariances) between the individual
parameters. Therefore the inverse model differs in (at least) two items from
a regression: ﬁrstly, the a priori assumptions are considered as important
information that attend the inversion. A ﬁrst quality criterion of a success-
ful inversion is whether the a posteriori parameters stay within the phys-
ical boundaries given by the a priori covariance operator CM . Secondly,
the a posteriori covariance operator CM ′ discloses correlations between the
(assumed to be independent) parameters mi .
3.2. Model quality control
An important advantage of the inverse model against normal regression
calculation is that it provides simple methods to test the quality of the
inversion. Some of these criteria were already discussed in Wolff and Bange
(2000). It turned out that for the airborne ﬂux measurements six criteria
were useful:
1. Variances reduced: the variances of the model parameters represent the
statistical uncertainties of the model (before and after the inversion).
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The a posteriori variances CiiM ′ had to be smaller than the a priori vari-
ances CiiM .
2. Parameters inside range: the a posteriori model parameters mi had to
be within the range of the a priori variances CiiM . This ensures that the
inversion did not leave the initially set physical boundaries of the model
parameters.
3. The χ2-test for data: following the considerations of Tarantola (1987)
the expression
χ2d =
N∑ ( dobs − dm)2
σ 2d
(14)
(with the number N of measurements) had to be ≤1.The forward-modelled
time series dm was deﬁned by
dm =G m. (15)
The difference between the observed data dobs (i.e., the temperature θ
or the humidity m, respectively) and the modelled data series had to be
smaller than the measurement error plus the uncertainty of the model
assumption σ 2d of the instrument. The variance σ
2
d is an element of the
operator CD. If χ2d 	1, then the model run was correct but the uncer-
tainty σ 2d was chosen too large.
4. Visual check: a very important test is the visual comparison of the mod-
elled with the measured time series. Even if the χ2 data test gave val-
ues close to unity in some cases the modelled data did not follow the
measurements satisfactorily. An example for both the observed and the
forward-modelled time series is given in Figure 2. Of course the tur-
bulent ﬂuctuations of the measured data could not be reproduced by
the inversion. Apart from that the modelled data agreed well with the
observations.
5. The χ2-test for parameters: this test follows the χ2-test for the dataset:
χ2mi =
(mprior,i −mi)2
CiiM
(16)
must be <1. The difference between the a priori and the a posteriori
model parameters had to be smaller than the a priori variances CiiM . A
good model setting was chosen when 0.2 < χ2mi < 1. If χ
2
mi
was much
smaller than unity the uncertainty of the a priori model parameters was
chosen too large.
6. Un-correlation: the a posteriori covariances CijM ′ (with i 
= j ) represent
the correlations between the model parameters. These should be small,
with largest accepted values around 0.6.
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Figure 2. Times series of potential temperature and mixing ratio. Thin lines: measured
data (four legs of a Helipod box ﬂight) from the LITFASS-98 experiment. Bold lines:
forward-modelled data. Note the three sections of missing data in the measured time series
due to turning of the Helipod after each leg. The ﬁrst leg was ﬂown westwards, the sec-
ond southwards, the third eastwards, and the last northwards to build a square-shaped ﬂight
pattern.
While the ﬁrst ﬁve criteria were easy to handle, the last one was some-
what more difﬁcult to apply. On a short ﬂight (e.g. a box pattern that
consisted of 15-km legs) in the CBL the model could not always clearly
distinguish between the time (parameter m4) and one of the horizontal
directions (m1 or m2, respectively). In that case it depended on the test
results of the other ﬁve criteria to decide whether the inversion was suc-
cessful or not. Of course the interpretation of the inversion results became
easier when it was applied to large ﬂight patterns, such as grids that con-
tained about 20 legs of 15-km length (Spieß et al., 2004).
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3.3. The application to airborne measurements
After the application of the inverse model to airborne temperature mea-
surements the output m of the inversion provides the gradient and the tem-
poral development of the mean potential temperature. The vertical gradient
of the heat ﬂux can then be calculated by inserting the parameters into (5).
Finally the surface heat ﬂux is calculated using (6). Of course this method
can also be used for the latent heat ﬂux and other vertical scalar ﬂuxes as
long as a functional relationship between the ﬂux and the height below the
ﬂight altitude can be assumed. The combination of low-level ﬂights with
an inverse model (LLF+IM) allows therefore the determination of the area-
averaged turbulent surface ﬂuxes from square-shaped ﬂight patterns at only
one low altitude (e.g. at zf = 100m or less) without any supporting data
from other systems.
4. Statistical Errors of Turbulent Fluxes
Before the veriﬁcation of the LLF+ IM is presented the method to calcu-
late the statistical errors of the turbulent ﬂuxes is brieﬂy explained. The
method introduced here provided signiﬁcantly smaller statistical errors in
comparison with what we refer to as the ‘usual’ procedure. In the follow-
ing all calculations are made for the sensible heat ﬂux H . A very similar
method was used to calculated the statistical error of the latent heat ﬂux
λE.
First, the statistical uncertainty σH0 of the resulting extrapolated surface
sensible heat ﬂux H0 was deﬁned by the involved individual uncertainties.
Following (6), these are σH for the heat ﬂux Hzf , σz for the ﬂight level zf ,
and σδ for the vertical ﬂux divergence ∂H/∂z. Assuming Gaussian distrib-
uted uncertainties the propagated error was calculated as
σ 2H0 =σ 2H +
(
zf σδ
)2 +
[(
∂H
∂z
)
σz
]2
. (17)
The uncertainty σδ was derived from the uncertainties (13) of the model
parameters mi inserted into (5), also assuming Gaussian error propagation.
The standard deviation σz of the aircraft altitude was directly derived from
the navigation data. The statistical error σH of the measured ﬂux (here heat
ﬂux H at ﬂight level zf ) was calculated with the following procedure.
According to Lenschow and Stankov (1986) the error variance of the
kinematic ﬂux f is given by
σ2f =2
(
If
L
)
〈f ′2〉 , (18)
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where L represents the length of one ﬂight leg and f the product of the vertical
wind ﬂuctuations w′ with the potential temperature ﬂuctuations θ ′, i.e.
f (t)=w′(t) θ ′(t) . (19)
The prime denotes that the mean value and the linear trend were sub-
tracted from the time series. The integral length scale If was calculated by
integrating the auto-correlation function of f between zero lag and the ﬁrst
zero crossing of the function at lag τ1:
If =Vtas
∫ τ1
0
dτ
〈
f ′(t + τ) f ′(t)
〉
〈
f
′2
〉 (20)
(Lumley and Panofsky, 1964; Lenschow and Stankov, 1986) with the true
air speed of the aircraft Vtas. In contrast to some studies that deﬁne the
integral length scale via the cross-correlation function of w and θ , this
analysis uses the deﬁnition of Lenschow et al. (1994, Section 3b), for the
random statistical error of ﬂuxes. The latter deﬁned also a systematic sta-
tistical error that was found one order of magnitude smaller than σf for
the data presented here, and was therefore neglected (Bange et al., 2002).
Often the integral scale is hard to calculate since the correlation func-
tion behaves unpredictably (e.g., Mann and Lenschow, 1994). Therefore
estimations for If are common and often required (e.g., Lenschow et al.,
1994). This was found to be unnecessary for the ﬂight data presented
here. The integral scales If used within this work were directly calculated
using (20) without any approximations. Furthermore no Gaussian distribu-
tion for time series was assumed and no approximation as suggested by
Lenschow and Stankov (1986) was applied. In fact, the statistical ﬂux error
(18) was directly calculated (according to Equation (6) in Lenschow and
Stankov, 1986) using
σH =2ρ cp If
L
(〈
w′
2
θ ′
2
〉
− 〈w′θ ′〉2
)
. (21)
The use of the non-approximated Equations (20) and (21) led to smaller
statistical ﬂux errors compared to the application of the ‘usual’, approxi-
mated equations (Zittel et al., 2004). As Figure 3 demonstrates the error
reduction was up to 50%. The excellent agreement of Helipod and Do128
ﬂux measurements at identical altitudes (Section 5.2) conﬁrm that the
smaller errors were not only mathematically correct but also credible. Also
Isaac et al. (2004) found smaller length scales than predicted by Lenschow
and Stankov (1986).
In the following the LLF+ IM method is veriﬁed using simulated ﬂight
measurements in a large-eddy simulation, a comparison with the box
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Figure 3. Comparison of the calculated statistical ﬂux errors on Do 128 and Helipod ﬂight
legs during LITFASS-98. A linear interpolation of the data gives a line (not drawn) with
about 0.7 slope.
method and the results of two different airborne systems (LITFASS-98
experiment), and ground-based measurements (LITFASS-2003 ﬁeld cam-
paign).
5. Veriﬁcation of the Method
5.1. Large-eddy simulation
To verify the LLF+ IM method with simulated ﬂight measurements above
homogeneous and heterogeneous terrain (see also Schro¨ter et al., 2000)
the large-eddy simulation (LES) model PALM (Raasch and Schro¨ter, 2001)
was employed. PALM is based on the non-hydrostatic incompressible
Boussinesq equations. In total, prognostic equations for u, v, w, the
liquid water potential temperature, the total water content, and the
subgrid-scale kinetic energy were solved with a leap-frog time-step scheme
for these simulations. The subgrid-scale kinetic energy was modelled accord-
ing to Deardorff (1980). Incompressibility was ensured by the solution of
a Poisson equation for pressure after each timestep, which was realized by
the Singleton-FFT method. For the advection terms, the scheme of Piacsek
and Williams (1970) was used. Furthermore, Monin-Obukhov similarity
was assumed between the surface and the ﬁrst vertical grid points. The
lateral boundary conditions of the model were cyclic.
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Two types of model runs were performed. The homogeneous simulation
was forced by the prescription of a constant surface sensible heat ﬂux of
151Wm−2. For the idealised heterogeneous run a constant, checkerboard-
type surface sensible heat ﬂux (patch size 6 km; ‘white patches’ heated
with 88Wm−2, ‘black patches’ with 214Wm−2 resulting in a mean of
151Wm−2). A similar set-up was introduced by Raasch and Harbusch
(2001).
For both cases, a background wind of 5m s−1 and a slightly stable ini-
tial proﬁle of the potential temperature was applied. The model domain
was 12 km × 12 km × 1.2 km with a horizontal (vertical) grid spacing
of 40m (20m). The virtual ﬂights were carried out after 1.5 h simulation
time, when the CBL was well developed. The subsequently analysed area
and time-averaged turbulent ﬂuxes were derived directly from the simula-
tions. These ‘true’ data were then used to quantify any errors of the inverse
method and deviations from the simulated ‘truth’.
The temporal development of the thermal stratiﬁcation is depicted in
Figure 4. The vertical proﬁles were sampled at the beginning, in the middle,
and at the end of the ﬂight simulations, respectively. For the same dates
Figures 5 and 6 show the 10-min and horizontally averaged vertical sensi-
ble heat ﬂuxes of the LES for the homogeneous and the heterogeneous run,
respectively. The CBL height (height of the minimum sensible heat ﬂux)
was ascending from 800 to 1000m between 1.5 and 3.5 h simulation time.
290 291 292 293 294 295
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1000
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(m
)
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LES, homogeneous terrain
 
Figure 4. Development of the CBL during the simulated ﬂights in a LES over heteroge-
neous terrain. The ﬁrst curve was sampled at the beginning of the measurement ﬂights (1.5 h
after simulation start), next after one hour of ﬂights, last after two ﬂight hours.
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Figure 5. Comparison of the area-averaged turbulent ﬂuxes calculated from virtual ﬂights
(marked with error bars) with the ‘true’ data from LES. This LES run was performed above
a homogeneous surface. The resolved area- and time-averaged ‘true’ ﬂuxes of the LES during
the simulated ﬂights are plotted with hourly intervals, as well as the subgrid ﬂux. The extrap-
olations of the simulated ﬂight measurements to the ground using the LLF+ IM method are
depicted by solid lines for each ﬂight level.
The area- and time-averaged ﬂux proﬁles were then treated as ‘truth’ for
the comparison with simulated ﬂight measurements. It should be recalled
that the LES parameterised ﬂuxes on scales smaller than the grid spacing
of 40m, in this case. Therefore the ﬂux diagrams (Figures 5 and 6) con-
tain for each date a pair of curves: (1) the resolved ﬂux (by solving the
Navier–Stokes equation) and (2) the subgrid ﬂux which had to be param-
eterised. The subgrid ﬂux increased towards the surface due to unresolved
small-scale and microscale eddies in this region. For the comparison with
the simulated measurement ﬂights only the resolved ﬂux could be used
since this was the ﬂux collected and computed (using eddy covariance) by
the simulated aircraft.
Within the LES model virtual measurement ﬂights were performed using
a horizontal box pattern with legs of 8-km length. One horizontal box
took 800 s simulated time and contained 800 measurements with 40-m sep-
aration to each other along the ﬂight path. Each square was ﬂown nine
times at 40m s−1 ground speed. So, in total, ﬂight measurements during 2 h
were simulated. The ﬂights were performed simultaneously at ﬁve altitudes
(100–500m in 100-m steps) within the artiﬁcial CBL. Those ﬁve virtual air-
craft started their measurement ﬂights after 90min simulated time.
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Figure 6. Vertical ﬂux proﬁle during a LES run above a heterogeneous surface. For expla-
nations see Figure 5.
For each virtual aircraft the vertical turbulent heat ﬂux H was calcu-
lated using (1) with n = 4 × 9, as well as its statistical error (Section 4).
The results are depicted as horizontal error bars in Figure 5 and 6. Dur-
ing the run above a homogeneous surface the ‘true’ averaged ﬂux was
slightly overestimated by the simulated ﬂights in the middle of the CBL,
and underestimated at ﬂight levels close to the ground. During the LES
run above the heterogeneous surface the airborne measurements slightly
underestimated the ﬂux at the centre of the CBL, and overestimated it near
the ground. The reason for the discrepancies may be found in the nature
of the averaging strategies. While the ‘true’ ﬂuxes were averaged over the
entire area but only over ten minutes, the ‘airborne-measured’ ﬂuxes were
collected and averaged during two-hour ﬂights but only on square-shaped
paths. These discrepancies of about 10% were not found during simulated
ﬂight measurements in the past (Schro¨ter et al., 2000) that used a different
ﬂight strategy and was probably more representative.
Due to the nature of the applied LES neither the homogeneous nor the
heterogeneous model run produced a mean horizontal temperature gradi-
ent. All ﬂuctuations due to convection or the heterogeneous surface ﬁnally
vanished after averaging over the entire model area and a sufﬁcient period.
Touchstone for the inverse model applied to the data collected during the
simulated ﬂights was therefore to identify a correct temporal dependence
while all spatial parameters m1 to m3 (Equation (8)) had to be found close
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Figure 7. Temporal development of the difference between simulated airborne ﬂux mea-
surements and LES ‘truth’ (LES resolved ﬂux, dashed line). The data points with error bars
represent the averaged ﬂux from completed square-shaped horizontal ﬂight patterns at 200 m
altitude, extrapolated to the surface. Each box ﬂight pattern consisted of 800 point measure-
ments.
to zero. Furthermore very small correlation between the parameters mi had
to be expected.
These criteria were thoroughly fulﬁlled for all runs at all levels. Cor-
relations were about 2% after the ﬁrst horizontal ﬂight pattern and sig-
niﬁcantly smaller than 1% after a few repetitions. The ratio A of tempo-
ral to spatial dependence was always about 6300 at 100m and decreased
to 5000 at 500m. This was probably due to larger convective elements
and therefore larger statistical uncertainty in the middle of the CBL. Also,
the model quality criteria indicated that it was impossible for the inverse
model to calculate a vertical temperature dependence since the altitude of
the idealised ﬂights in the LES did not ﬂuctuate as with a real aircraft. As
a result of the inversion the vertical gradients ∂H/∂z of the ‘airborne-mea-
sured’ ﬂuxes agreed well with the ‘true’ gradients of the LES. The extrap-
olations to the ground (Equation (6)) from all ﬁve ﬂight levels (solid lines
in Figures 5 and 6) led, to surface ﬂuxes close to the preconditioned ‘true’
values. The differences at ground level were all caused by the discrepan-
cies at ﬂight level. To sum up, the LLF+ IM method worked well in the
LES except for a not very accurate ﬂight strategy that yield ﬂuxes with 10%
deviation to the area average at the ﬂight level.
Figure 7 shows the temporal development of the extrapolated sur-
face heat ﬂux derived from airborne measurements using LLF+ IM. This
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example uses data collected at 200m altitude, where the discrepancy
between ‘true’ and ‘airborne-measured’ data was minimum. Whenever a
single horizontal ﬂight box at this height was ﬁnished, the turbulent ﬂux
was calculated using (1) by averaging over all legs that were completed
so far. Then the surface ﬂux was calculated using the LLF+ IM method;
i.e. the data point at 8600 s simulated time (no. 4, equivalent to 3200 s
ﬂight time since the ﬂights started after 90min of simulation) was calcu-
lated using the data collected during 4× 4 legs, since four entire horizon-
tal boxes were accomplished. The measurements converged to a value that
was a fewWm−2 below the two-hour averaged requirement of the LES at
the same height. The 10% deviation mark was reached after the second
box (1600 s). The statistical error bar decreased continously but reached a
more or less constant value of about 7Wm−2 during the last three boxes.
This and the fall beneath the required value near the end of the two-hour
ﬂight measurements may be explained by the comparatively short ﬂight
legs. While the LES is able to produce signiﬁcant convective structures of
several kilometres size, the virtual aircraft may not measure these very large
structures with sufﬁcient statistical accuracy (Lenschow and Stankov, 1986).
Also, the ﬂight pattern was probably not representative of the entire area
as explained above.
5.2. The LITFASS-98 ﬂight comparison
The LITFASS-98 experiment (Beyrich et al., 2002c) was performed in May
and June 1998, in a heterogeneous landscape around the Meteorologi-
cal Observatory Lindenberg (MOL) of the German Meteorological Ser-
vice (Deutscher Wetterdienst, DWD). One intention of the experiment was
to test a strategy for the determination of area-averaged turbulent surface
ﬂuxes at the scale of a grid box of a regional numerical weather pre-
diction model. LITFASS-98 included ﬂux measurements at several micro-
meteorological ground stations and at a 99-m meteorological tower using
the eddy-covariance methods. Area-representative sensible heat ﬂuxes were
obtained from the operation of a large-aperture scintillometer (Beyrich
et al., 2002b) and from the analysis of wind proﬁler/RASS measurements
(Engelbart and Bange, 2002). Within LITFASS-98, a one-day ﬂight experi-
ment was carried out on 18 June 1998, designed to compare area-averaged
ﬂuxes from two airborne systems (Do 28 and Helipod) with the ground-
based ﬂux estimates (Bange et al., 2002).
The Helipod is a turbulence probe that travels at 40m s−1 attached
to a rope under a helicopter. At 100Hz sampling rate the Helipod
measures the atmospheric wind vector, the humidity, and air and sur-
face temperatures; see Spieß et al. (2004), Bange and Roth (1999), Roth
et al. (1999), Muschinski and Wode (1998). The Do 128 is a twin-engined
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research aircraft that travels at 60m s−1 and is equipped with a nose boom
containing the fast meteorological measurement systems (Hankers, 1989).
The equipment for measuring the air dynamics was renewed after the
LITFASS-98 campaign (Corsmeier et al., 2001).
For the determination and comparison of the area-averaged turbulent
ﬂuxes, the ﬂights were performed simultaneously in two box patterns. The
inner box (10 km × 10 km) was ﬂown by the Helipod at about 77, 390, and
700m above ground level (agl) and consisted therefore of three horizon-
tal, square-shaped runs (named hbox1 to hbox3). The outer box (15 km ×
15 km) was ﬂown by the Do 128 (dbox1 to dbox3) at 200, 390, and 700m.
The length of the Do 128 and Helipod legs reﬂected the air speed ratio of
the two airborne systems. The simultaneous ﬂights started at around 0918
local time (0718 UTC) and were carried out in the developing CBL for the
next 1.5 h. Half an hour before that an extra horizontal square was ﬂown
by the Do 128 (dbox0).
During the experiment the turbulent ﬂuxes of sensible and latent heat,
as well as the momentum ﬂux, were almost identical for Helipod and
Do128 measurements at the same altitude (Bange et al., 2002). The actual
differences were clearly smaller than the statistical errors of most of the
measured ﬂuxes.
5.2.1. The Sensible Heat Flux
In a ﬁrst analysis the turbulent ﬂux of sensible heat at the surface was deter-
mined from airborne measurements by linear extrapolation of the ﬂuxes
measured on the box ﬂights hbox1 to 3 and dbox1 to 3 (box method),
respectively. The CBL had just commenced its development since the ﬂights
were performed in the morning hours; the CBL growth during the time of
the ﬂight was approximately linear, on the average, but with larger ﬂuctu-
ations in time and space (Bange et al., 2002). Therefore the scaling of the
height axis, in order to apply the box method, was probably not very pre-
cise. This reduced the accuracy of the box method in addition to the sys-
tematic error described in Section 2.1.
Although the ﬂux measurements at each of the upper two levels were
nearly identical, the two linear interpolations of the Helipod and the
Do 128 measurements were not parallel and led to dissimilar surface
ﬂuxes with 25Wm−2 discrepancy (Figure 8). This was probably due to
the underlying, very heterogeneous surface. Do 128 and Helipod ﬂew over
different terrain that had the largest inﬂuence at the lowest ﬂight levels.
Nevertheless both extrapolations were still within the large uncertainty
range of the ground-based measurements (110Wm−2 with 50% statisti-
cal error). While the extrapolation of the Helipod measurements (which
agreed well with tower measurements at the same height and with the
scintillometer measurements near the surface) underestimated the averaged
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Figure 8. Sensible heat ﬂuxes measured in LITFASS-98. Do 128 and Helipod measure-
ments (dbox1 to dbox3, hbox1 to hbox3) are represented by triangles and circles, respec-
tively. The interpolations of the box ﬂight patterns are depicted as black thin lines. The
extrapolation using the LLF+ IM method is displayed by thicker lines (dashed: Do 128;
solid: Helipod measurements, respectively).
ground-based measurements by 20Wm−2 (18% deviation from the ground
average), the results from the Do 128 measurements showed even larger
deviations (50Wm−2 or 45% from the ground average).
For the testing of the LLF+ IM the lowest ﬂight levels of both the
Helipod (hbox1) and the Do 128 (dbox0 and dbox1) were used. To point
out the limits of the method, ﬂights near the middle of the CBL were anal-
ysed as well (dbox2 and hbox2). The upper ﬂight legs (hbox3 and dbox3)
were too close to the inversion to allow a linear extrapolation to the ground.
The absolute temperature measurement accuracy (including the uncertainty
of the model assumptions) was set to σd = 0.2K for both the Do 128 and
the Helipod. The results are listed in Table II. It transpired that some
model parameters (terms in Equation (5)) were in good agreement. Espe-
cially the temporal development of m4 and the north–south component m2
were quite constant for all ﬂights and altitudes. The west–east component
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m1 differed nearly by a factor of two even between simultaneous ﬂights
at the same altitude. The vertical component m3 was very uncertain for
all three Do 128 ﬂights, but this was unimportant for further calculations.
However, the vertical divergence of the heat ﬂux (5) as a function of m1,
m2, and m4 was found to be similar for all ﬁve ﬂights leading to plausible
surface heat ﬂuxes H0 by using (6). The smallest relative uncertainty of the
surface heat ﬂux was found with 6.7% for the lowest ﬂight, i.e. the Helipod
measurements at 77m agl. This was followed by the two Do128 at 200m
agl and the second Helipod ﬂight at 390m (all between 14 and 17.5%). The
second Do128 level yielded an unacceptable uncertainty of 22%.
Table II also lists the averaged observations of the ground-based sys-
tems (ground stations, large-aperture scintillometers LAS, and the extrapo-
lated upper two tower measurements). The tower measurements were only
representative in the direct vicinity of the tower installation, and the LAS
for a 4.7 km long strip. The averaged ground-station measurements pro-
vided for sure the most area-representative ground data, but there was sub-
stantial non-stationarity in the surface ﬂuxes that caused larger uncertainty.
Therefore it was difﬁcult to deﬁne ‘ground-truth’ data for the comparison
with the airborne measurements. However, the derived sensible surface heat
ﬂuxes from airborne measurements agreed within their statistical uncertain-
ties (error bars) and with the averaged ground data.
As expected the smallest uncertainty was achieved at the lowest alti-
tude. The extrapolation to the surface from the lowest two simultaneous
ﬂights (dbox1 and hbox1) is plotted in Figure 8. In comparison with the
box method the LLF+ IM method led to clearly improved results. Both
extrapolations of the lowest ﬂights had identical slopes. The extrapola-
tion of the Do 128 measurement met both upper level tower measurements.
The difference between the two extrapolated ﬂight measurements was about
10Wm−2 at the surface level. The difference to the averaged ground-station
measurements was close to zero for the Do 128 measurements. The extrap-
olated Helipod measurements met nearly perfectly the LAS observations.
5.2.2. The Latent Heat Flux
For the determination of the latent heat ﬂux in LITFASS-98 the box
method worked almost perfectly (Figure 9). The Helipod and Do128 mea-
surements at four different altitudes gave a remarkable near-linear pro-
ﬁle of the latent heat ﬂux, which, for sure, is not typical for the ABL
(Chou et al., 1985; Scherf and Roth, 1997; Grunwald et al., 1998; Bru¨mmer
and Thiemann, 2002). In our situation the linear extrapolation of the air-
borne measurements agreed well with the measurements of the ground
stations and the two lowest tower stations (in LITFASS-98, no moisture
ﬂuxes were available from the upper two tower levels). Since the ground-
based latent heat ﬂux measurements at the various locations within the
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Figure 9. Latent heat ﬂuxes measured in LITFASS-98. For explanations, see Figure 8.
experimental site did not vary much, the statistical uncertainty was only
about ±25Wm−2 (20%).
The application of the LLF+ IM method, in the same way as already
described for the sensible heat ﬂux, worked well for the humidity measure-
ments with the Helipod at 77m. The absolute mixing ratio measurement
accuracy was set to σd =0.15 g kg−1 (for both the Do 128 and the Helipod).
The vertical gradient of the humidity ﬂux differed slightly from the box
method results due to the inaccurate scaling of the altitude axis. However,
the extrapolated surface ﬂux (Equation (6)) with an statistical uncertainty
of 11.6%, agreed well with the results from the box method and the ground
measurements (including the lower two tower levels).
As Table II demonstrates there was no similarity in the inversely mod-
elled parameters mi between the lowest Helipod (hbox1 at 77m) and the
lowest Do 128 (dbox1 at 200m) ﬂight. On the other hand the parameters
found during the ﬂight dbox0 performed about 30min before agree well
(within their uncertainties) with the dbox1 data. For both ﬂights the model
http://www.digibib.tu-bs.de/?docid=00015757 21/11/2006
TURBULENT SURFACE FLUXES FROM LOW-LEVEL FLIGHTS USING INVERSE MODELS
quality test #3 (χ2 for data) succeeded only if the measurement uncer-
tainty σd was doubled to 0.3 g (kgm)−1, which seemed to be unrealistic.
The visual test #4 showed that the forward-modelled time series did not
follow the measurements. A very similar situation was found for the ﬂights
at 390m. When disregarding these quality-test failures the extrapolated sur-
face ﬂuxes had very large errors (Table II). The extrapolation of the two
Do128 ﬂights at 200m led even to negative surface humidity ﬂuxes that
totally disagreed with the surface observations.
These were examples of situations where a simple linear inverse model
was not applicable, due to inappropriate model assumptions. Possibly a
non-linear model would help but would require a much more complex
numerical solution. The linear model was probably unsuitable for the given
ﬂow above 77m due the increasing effect of convective moisture ﬂuctua-
tions with height. Close to the surface the convective elements were smaller
than in the middle of the CBL. Measurements on a comparatively short
ﬂight leg of 10 or 15 km might mainly be dominated by short-lived convec-
tive elements rather than by the mean ﬂow. A similar situation was found
for the HELINEX campaign in 1997 (Wolff and Bange, 2000), which was
characterised by vanishing mean horizontal gradients. This led to a failure
of the LLF+ IM, which was again indicated by the model quality tests #3
and #4. The calculated temporal and spatial gradients were mainly pro-
duced by short-lived convective elements and unsuitable for solving (5).
However, the quality control criteria indicated that the numerical inver-
sion led to unreliable results in these cases. For real low-level ﬂights as per-
formed with the Helipod at 77m, the method worked ﬁne.
5.3. Application of LLF+ IM to LITFASS-2003
A larger ﬁeld experiment was carried out in the same area around the
observatory (MOL) between 19May and 17 June 2003. LITFASS-2003 was
organised within the framework of the EVA-GRIPS project and focused
on the determination of the area-averaged evaporation over a heteroge-
neous land surface. The measurement program was developed based on the
experiences from LITFASS-98 and included 14 micrometeorological sur-
face stations, tower measurements at 50 and 90m agl, the operation of
three LAS (one of which was combined with a microwave scintillometer),
and humidity ﬂux proﬁle measurements from a combination of a water
vapour DIAL and a heterodyne wind lidar. Also, the ﬂight component was
more extensive than during LITFASS-98. The Helipod performed about
65 h of ﬂight measurements mainly on square-shaped ﬂight patterns that
covered the entire investigation area. Several variations were ﬂown, from
simple squares to grid ﬂights composed of several parallel legs. Their varia-
tions (e.g., big grid, wide grid, . . . ) differed in the number of legs and the
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spacing between. Grid ﬂights provide information about the inside of the
experimental site, while box ﬂights or simple squares only cover the edges.
Due to a larger total ﬂight distance, the grid ﬂight strategy reduces on the
one hand the statistical measurement errors, but on the other hand it con-
sumes more time. The ﬂights were performed at low levels, usually about
80m above the ground. Additionally ﬂights above homogeneous sub-areas
(forest, lake, farmland) – so-called catalogue ﬂights – were performed to
obtain the individual surface ﬂuxes of these surface types. Since the lake
Scharmu¨tzelsee represented only 7% of the entire area the corresponding
ﬂight leg had to be excluded for the calculation of the area-averaged ﬂuxes.
Using the LLF+ IM method the surface ﬂuxes of sensible and latent heat
were calculated.
From the eddy-covariance measurements at the 14 ground stations,
ﬂux composites were determined for each surface type. This was done by
averaging the data from the individual stations operated over the same type
of surface taking into account the data quality and the speciﬁc site charac-
teristics of the individual measurements. A weighted average over the whole
study region was calculated considering the relative occurrence frequency
of the major land use types in the area. It was one aim of the Helipod
ﬂights to verify whether these ﬂux composites from the ground measure-
ments really provided area-averaged ﬂuxes, representative for the entire site.
Figure 10 shows the direct comparison of airborne and ground-based
sensible heat ﬂuxes at ground level. The largest aberration from unity
(−0.33) was found for a ﬂight with a large statistical error as well. The
associated ﬂight consisted of four legs (a simple square) only. Obviously
this type of ﬂight pattern provided less area-representative measurements
compared to grid ﬂights, causing a larger difference to the ground mea-
surements. In general the ratio composite of Helipod measurements was
between 0.78 and 1.17. Hence, the agreement between airborne and com-
posite ﬂuxes was quite satisfactory.
For the latent heat ﬂux measurements (Figure 11) the scatter and also
the statistical errors of the ﬂight measurements were clearly larger. As
shown before in the LITFASS-98 data the LLF+ IM method has greater
difﬁculties with the latent than with the sensible heat ﬂux. Also the com-
parison with lidar measurements (Linne´ et al., 2006) demonstrated that the
measurement of turbulent moisture ﬂuxes is generally associated with larger
statistical uncertainty, e.g. Flamant et al. (1997) found that large scales
(larger than 4 km) contribute to the latent heat ﬂux while the sensible heat
ﬂux is more correlated with the convective structures. Thus the sensible
heat ﬂux is horizontally more homogeneous than the turbulent humidity
ﬂux. However, a systematic underestimation or overestimation of the heat
ﬂuxes, as reported from other ﬁeld experiments (see Section 2), was not
found.
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Figure 10. Scatter plot of the area-averaged sensible heat ﬂux at surface level H0 during
the LITFASS-2003 experiment. Ordinate: composite ground measurements; abscissa: results
from Helipod ﬂights using the LLF+ IM method. The symbols represent the various ﬂight
patterns, from simple squares consisting of four legs to close-meshed grids. The catalogue
ﬂights were added without the legs above the lake Scharmu¨tzelsee.
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Figure 11. Scatter plot of the area-averaged latent heat ﬂux at ground level λE0 during
LITFASS-2003. For explanation, see Figure 10.
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6. Summary and conclusions
Research aircraft are very suitable for measuring area-representative turbu-
lent ﬂuxes in situ during a ﬁeld experiment. The commonly applied box
method, to measure the area-averaged ﬂuxes at several altitudes and to
extrapolate the results to the ground, can lead to a systematic error in the
surface ﬂux, as reported from other ﬁeld experiments. With the exception
of the sensible heat ﬂux in a CBL a simple linear height proﬁle of the ﬂux
cannot generally be assumed. Also ﬂights at two or more levels are neces-
sary, which is expensive and presupposes a stationary situation.
The low-level ﬂight method as introduced by Grunwald et al. (1998) has
big advantages compared to the box method. The vertical distance for the
extrapolation can be reduced to the lowest 100m agl or less, where assump-
tions about the vertical proﬁle of the ﬂux have to be made. A drawback of
the LLF method again is the need for supporting measurements that pro-
vide the horizontal gradients of the mean atmospheric quantities in order
to solve Equation (5) for the vertical ﬂux divergence.
The combination of the LLF method with an inverse model solves this
last problem. The horizontal gradients can be extracted from the airborne-
measured time series via a linear model assumption containing the spatial
coordinates and the time. The advantage of inverse models (which require
some numerical effort) against normal linear regressions is the extensive
model quality control. The latter gives information about the success or
failure of the numerical inversion.
Additionally, the calculated statistical error of the airborne ﬂux mea-
surements was reduced by the direct calculation of the integral length
scale and the fourth-order statistical moments. Contrary to the recom-
mended procedure (Lenschow and Stankov, 1986) no assumptions or esti-
mations were applied. The error reductions achieved by this method were
up to 50%. The shorter statistical error bars were reliable, since during the
LITFASS-98 ﬂight experiment simultaneous airborne ﬂux measurements at
the same altitude but with different systems were almost identical.
The LLF+ IM method was applied to simulated ﬂight measurements
in LES. In contrast to former investigations, small but systematic discrep-
ancies between the ‘true’ vertical ﬂux proﬁles and the ‘airborne measure-
ments’ were found. Remarkably, these differences were height-dependent.
Furthermore, their sign depended on whether the surface was homoge-
neous or heterogeneous. It was assumed that these discrepancies were con-
nected to organised structures within the CBL that were especially vigorous
due to the idealised numerical environment such as the tessellated surface.
However, the vertical ﬂux divergence calculated with the LLF+ IM method
at several ﬂight levels was always identical to the LES ‘truth’.
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The LLF+ IM method was also tested in a real ﬁeld experiment. Two
airborne turbulence platforms, the Helipod and the Do 128, and several
ground-based systems were employed in LITFASS-98, offering a good
opportunity for an experimental validation of the method. The vertical
sensible heat ﬂux divergences derived from Do128 and Helipod ﬂights
at 77 and 200m, respectively, agreed well and were consistent with the
observations from a meteorological 99-m tower. The extrapolation of
these two ﬂight levels led to almost identical surface ﬂuxes (10% differ-
ence) with 6.7% (Helipod at 77m) and 15.1% (Do 128 at 200m) sta-
tistical uncertainty. These ﬁndings agreed well with the averaged data
from micrometeorological ground stations, LAS, and tower measurements.
The overall results were clearly better and more reliable than the results
obtained from the box method. At larger altitudes (390m) the reliabil-
ity of the LLF+ IM method decreased with increasing statistical errors,
although this is immaterial since the method was designed for low-level
ﬂights.
The determination of the area-averaged latent heat ﬂux demonstrated
the necessity of the inverse-model quality control. The inversion of the
Helipod humidity measurements was performed uneventfully and led to
surface ﬂuxes in good agreement with the averaged ground measurements.
After the numerical inversion of the Do 128 humidity measurements the
model quality tests indicated a failure of the inversion. It was assumed
that the failure was initiated by larger convective ﬂuctuations of the mois-
ture ﬂux (compared to the sensible heat ﬂux) in connection with short
measurement runs. At 77m the convective elements were supposed to be
smaller, permitting the Helipod measurements to be modelled correctly
by the applied linear inversion. A further analysis of this problem is
necessary.
Flight measurements in conjunction with the LLF+ IM method repre-
sent a powerful tool for determining area-averaged turbulent surface ﬂuxes.
In terms of long-running and more economical observations these air-
borne-derived surface ﬂuxes can aid the search for averaging strategies for
ground-based measurements. The method was applied to ﬂights during the
LITFASS-2003 ﬁeld campaign, where larger statistical errors and non-sys-
tematic discrepancies (in both directions) were found for the Helipod and
the ground measurements of the latent heat ﬂux. On the other hand, the
agreement of ground-based and airborne sensible heat ﬂux measurements
was encouraging and another proof of the LLF+ IM method. Vice versa,
assuming the airborne-derived surface ﬂuxes were correct, the results dem-
onstrate that the method of composite ground measurements provided reli-
able area-representative sensible heat ﬂuxes.
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