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Abstract
In this paper, two new families of MDS quantum convolutional codes are constructed. The first
one can be regarded as a generalization of [36, Theorem 6.5], in the sense that we do not assume
that q ≡ 1 (mod 4). More specifically, we obtain two classes of MDS quantum convolutional codes
with parameters: (i) [(q2 + 1, q2 − 4i + 3, 1; 2, 2i + 2)]q , where q ≥ 5 is an odd prime power and
2 ≤ i ≤ (q − 1)/2; (ii) [( q
2
+1
10
, q
2
+1
10
− 4i, 1; 2, 2i+ 3)]q, where q is an odd prime power with the form
q = 10m + 3 or 10m+ 7 (m ≥ 2), and 2 ≤ i ≤ 2m− 1.
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PACS number(s): 03.67.Pp, 89.70.-a
1 Introduction
Quantum block codes are used to protect quantum information over noisy quantum channels. Many
works have been done for the constructions of good quantum error-correcting codes (e.g. see [1]-[17]).
Quantum convolutional coding theory provides a different paradigm for coding quantum information and
has numerous benefits for quantum communication ([18]-[21]). For example, the convolutional structure
is useful for a quantum communication scenario where a sender possesses a stream of qubits to send to
a receiver.
The first important quantum block code construction is that of [1]-[3], which yields the commonly
called Calderbank Shor Steane (CSS) construction. In contrast to quantum block codes, the construc-
tion for a CSS quantum convolutional code is similar to that for the block case, except that we import
classical convolutional codes rather than classical block codes [20, Chap 9]. Forney et al. [21] provided
many constructions of CSS quantum convolutional codes from classical binary convolutional codes. A
Calderbank-Rains-Shor-Sloane (CRSS) quantum convolutional code was obtained from a classical convo-
lutional code over F4 [20, Chap 9]. Many classes of quantum convolutional codes have been constructed
(e.g. see [22]-[37]).
Almeida and Palazzo Jr. in [23] obtained a quantum convolutional code with parameters [(4, 1, 3)]
(memory m = 3). Tan and Li in [31] constructed quantum convolutional codes through LDPC codes.
Very recently, La Guardia [35]-[37] applied the methods presented by Piret in [38] and then generalized
by Aly et al. in [26], to construct classical and MDS quantum convolutional codes.
Motivated by [36], two new families of MDS quantum convolutional codes are constructed in this
paper. The first one can be regarded as a generalization of [36, Theorem 6.5], in the sense that we do
not assume that q ≡ 1 (mod 4). More specifically, we obtain two classes of MDS quantum convolutional
codes with parameters: (i) [(q2 + 1, q2 − 4i + 3, 1; 2, 2i + 2)]q, where q ≥ 5 is an odd prime power and
2 ≤ i ≤ (q − 1)/2; (ii) [( q
2+1
10 ,
q2+1
10 − 4i, 1; 2, 2i + 3)]q, where q is an odd prime power with the form
q = 10m+ 3 or 10m+ 7 (m ≥ 2), and 2 ≤ i ≤ 2m− 1.
∗Email addresses: zghui2012@126.com (G. Zhang), bocong chen@yahoo.com (B. Chen), lcli@yahoo.com (L.
Li).
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The paper is organized as follows. In Section 2, we recall basic notation and necessary facts about
constacyclic codes, classical convolutional codes and MDS quantum convolutional codes. In Section 3,
we propose constructions of new families of MDS quantum convolutional codes derived from constacyclic
codes.
2 Background
In this section, we recall basic notation and necessary facts which are important to the constructions of
quantum convolutional codes. We adopt the notation in [36].
2.1 Classical convolutional codes
As mentioned in Section 1, quantum convolutional codes can be constructed from classical convolutional
codes. In this subsection we present a brief review of classical convolutional codes. Let G(D) = (gij) ∈
Fq2 [D]
k×n, where Fq2 [D]
k×n denotes the set of all k × n matrices with entries in Fq2 [D]; G(D) is called
basic if it has a polynomial right inverse. A basic generator matrix is called reduced if the overall
constraint length γ =
∑k
i=1 γi has the smallest value among all basic generator matrices, where γi =
max1≤j≤n {deg gij}. In this case the overall constraint length γ will be called the degree of the resulting
code.
Definition 2.1. (See [25]) A convolutional code V with parameters (n, k, γ;µ, df )q2 is a submodule of
Fq2 [D]
n generated by a reduced basic matrix G(D) = (gij) ∈ Fq2 [D]
k×n, V = {u(D)G(D) |u(D) ∈
Fq2 [D]
k}, where n is the length, k is the dimension, γi = max1≤j≤n {deg gij} is the degree, µ =
max1≤i≤k {γi} is the memory and df = wt(V ) =| {wt(v(D)) |v(D) ∈ V,v(D) 6= 0} is the free distance
of the code. Here, wt(v(D)) =
∑n
i=1wt(vi(D)), where wt(vi(D)) is the number of nonzero coefficients of
vi(D).
The Hermitian inner product on Fq2 [D]
n is defined as 〈u(D) |v(D)〉h =
∑
i ui ·v
q
i , where ui,vi ∈ F
n
q2
and vqi = (v
q
1i, v
q
2i, · · · , v
q
ni). The Hermitian dual of the code V is defined by
V ⊥h =
{
u(D) ∈ Fq2 [D]
n
∣∣∣ 〈u(D) |v(D)〉h = 0 for all v(D) ∈ V
}
.
We can construct convolutional codes from block codes. Let C be an [n, k, d]q2 linear code with parity
check matrix H . Split H into µ+ 1 disjoint submatrices Hi such that
H =


H0
H1
...
Hµ

 (2.1)
where each Hi has n columns. We then have the polynomial matrix
G(D) = H˜0 + H˜1D + · · ·+ H˜µD
µ (2.2)
where the matrices H˜i for all 1 ≤ i ≤ µ, are derived from the respective matrices Hi by adding zero-rows
at the bottom in such a way that the matrix H˜i has κ rows in total. Here κ is the maximal number of
rows among the matrices Hi, 1 ≤ i ≤ µ. It is well known that G(D) generates a convolutional code with
κ rows, and that µ is the memory of the resulting convolutional code.
Theorem 2.2. (See [26, Theorem 3]) Suppose that C is a linear code over Fq2 with parameters [n, k, d]q2
and assume also that H ∈ F
(n−k)×n
q2
is a parity check matrix for C partitioned into submatrices H0, H1, · · · , Hµ
as in (2.1) such that κ = rkH0 and rkHi ≤ κ for 1 ≤ i ≤ µ and consider the polynomial matrix G(D) as
in (2.2). Then we have:
(1) The matrix G(D) is a reduced basic generator matrix.
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(2) If C⊥h ⊆ C, then the convolutional code V = {u(D)G(D) |u(D) ∈ Fq2 [D]
n−k} satisfies V ⊆ V ⊥h .
(3) If df and d
⊥h
f denote the free distances of V and V
⊥h respectively, di denotes the minimum dis-
tance of the code Ci = {v ∈ F
n
q2 |vH˜
t
i = 0} and d
⊥h is the minimum distance of C⊥h , then one has
min {d0 + dµ, d} ≤ d
⊥h
f ≤ d and df ≥ d
⊥h .
Theorem 2.2 suggests that one can obtain classical convolutional codes through linear codes over Fq2 .
Constacyclic codes constitute a remarkable generalization of cyclic codes, hence form an important class
of linear codes in the coding theory. In this paper, we apply Theorem 2.2 to constacyclic codes. The
necessary notations and results about constacyclic codes are reviewed in the next subsection.
2.2 Constacyclic codes
Since we will work with codes endowed with the Hermitian inner product, we need to consider codes over
Fq2 , where Fq2 denotes the finite field with q
2 elements. Let F∗
q2
= Fq2 \ {0}. For λ ∈ F
∗
q2
, we denote by
r = ord(λ) the order of λ in the cyclic group F∗q2 , i.e., r is the smallest positive integer such that λ
r = 1.
Then r is a divisor of q2 − 1, and λ is called a primitive rth root of unity.
Starting from this section till the end of this paper, we assume that n is a positive integer relatively
prime to q. A λ-constacyclic code C of length n over Fq2 is an ideal of the quotient ring Fq2 [X ]/〈X
n−λ〉,
where λ ∈ F∗q2 (e.g., see [39] or [40]). It is well known that a unique monic polynomial g(X) ∈ Fq2 [X ]
can be found such that g(X) | (Xn − 1) and C = 〈g(X)〉 = {f(X)g(X) | f(X) ∈ Fq2 [X ]}. In this case,
g(X) is called the generator polynomial of C.
Assume that λ ∈ F∗q2 is a primitive rth root of unity. As mentioned before, r is a divisor of q
2 − 1.
In particular, gcd(r, q) = 1, so gcd(rn, q) = 1. We denote by ℓ = ordrn(q
2), i.e., ℓ is the smallest
positive integer such that rn | (q2ℓ − 1). Then there exists a primitive rnth root of unity β ∈ Fq2ℓ
such that βn = λ. The roots of Xn − λ are precisely the elements β1+ri for 0 ≤ i ≤ n − 1. Set
θr,n = {1 + ri | 0 ≤ i ≤ n − 1}. The defining set of a constacyclic code C = 〈g(X)〉 of length n is the
set Z = {j ∈ θr,n |βj is a root of g(X)}. It is easy to see that the defining set Z is a union of some
q2-cyclotomic cosets modulo rn and dimF
q2
(C) = n− |Z| (see [41] or [16]). Since ℓ = ordrn(q2), it follows
that the size of each q2-cyclotomic cosets modulo rn is a divisor of ℓ (e.g. see [42, Theorem 4.1.4]).
The following theorem gives the BCH bound for constacyclic codes (see [41, Theorem 4.1]).
Theorem 2.3. (The BCH bound for constacyclic codes) Let C be a λ-constacyclic code of length
n over Fq2 , where λ ∈ Fq2 is a primitive rth root of unity. Suppose ℓ = ordrn(q
2). Let β ∈ Fq2ℓ be a
primitive rnth root of unity such that βn = λ. Assume that the generator polynomial of C has roots that
include the set {βζi | i1 ≤ i ≤ i1 + d− 2}, where ζ = βr. Then the minimum distance of C is at least d.
The Hermitian inner product on Fn
q2
is defined as
(x,y)h = x0y
q
0 + x1y
q
1 + · · ·+ xn−1y
q
n−1,
where x = (x0, x1, · · · , xn−1) ∈ Fnq2 and y = (y0, y1, · · · , yn−1) ∈ F
n
q2
. For a linear code C of length n
over Fq2 , the Hermitian dual code of C is defined as
C⊥h =
{
x ∈ Fnq2
∣∣∣
n−1∑
i=0
xiy
q
i = 0, for any y ∈ C
}
.
If C ⊆ C⊥h , then C is called a (Hermitian) self-orthogonal code. Conversely, if C⊥h ⊆ C, we say that C
is a (Hermitian) dual-containing code. For a λ-constacyclic code C of length n over Fq2 , it is shown that
C⊥h is a λ−q-constacyclic code; further, λ = λ−q precisely when r | (q + 1) ([41, Lemma 2.1(ii)]).
The following results are useful.
Lemma 2.4. (See [16, Lemma 2.2]) Let λ ∈ F∗q2 be a primitive rth root of unity. Assume that C is a
λ-constacyclic code of length n over Fq2 with defining set Z. Then C is a dual-containing code if and only
if Z
⋂
Z−q = ∅, where Z−q = {−qz (mod rn) | z ∈ Z}.
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Lemma 2.5. (See [36, Theorem 5.4] or [37, Theorem 4.2] ) Let λ ∈ Fq2 be a primitive rth root of unity.
Suppose ℓ = ordrn(q
2). Take a primitive rnth root of unity β ∈ Fq2ℓ such that β
n = λ. Assume that C
is a λ-constacyclic code of length n over Fq2 with defining set Z =
⋃δ−2
i=b C1+ri, where b is a nonnegative
integer and C1+ri, b ≤ i ≤ δ−2, are distinct q2-cyclotomic cosets modulo rn. Then a parity check matrix
of C can be obtained from the matrix
HC =


1 β1+rb β2(1+rb) · · · β(n−1)(1+rb)
1 β1+r(b+1) β2(1+r(b+1)) · · · β(n−1)(1+r(b+1))
...
...
...
...
...
1 β1+r(δ−3) β2(1+r(δ−3)) · · · β(n−1)(1+r(δ−3))
1 β1+r(δ−2) β2(1+r(δ−2)) · · · β(n−1)(1+r(δ−2))


by expanding each entry as a column vector (containing ℓ rows) with respect to certain Fq2-basis of Fq2ℓ
and then removing any linearly dependent rows.
2.3 Quantum convolutional codes
A quantum convolutional code is defined through its stabilizer, which is a subgroup of the infinite version
of the Pauli group, consisting of tensor products of generalized Pauli matrices acting on a semi-infinite
stream of qudits. The stabilizer can be defined by a stabilizer matrix of the form
S(D) =
(
X(D)
∣∣∣Z(D)
)
∈ Fq[D]
(n−k)×2n
satisfying X(D)Z(1/D)t−Z(D)X(1/D)t = 0. Let C be a quantum convolutional code defined by a full-
rank stabilizer matrix S(D) given above. Then C has parameters [(n, k, µ; γ, df )]q, where n is the frame
size, k is the number of logical qudits per frame, µ = max1≤i≤n−k,1≤j≤n {max {degXij(D), degZij(D)}},
is the memory, df is the free distance and γ is the degree of the code.
The next result enables us to construct convolutional stabilizer codes from classical convolutional
codes.
Lemma 2.6. Let V be an (n, (n−k)/2, γ;µ)q2 convolutional code satisfying V ⊆ V
⊥h . Then there exists
an [(n, k, µ; γ, df )]q convolutional stabilizer code, where df = wt(V
⊥h \ V ).
Lemma 2.7. (See [25] or [36]) (Quantum Singleton bound) The free distance of an [(n, k, µ; γ, df)]q,
Fq2-linear pure convolutional stabilizer code is bounded by
df ≤
n− k
2
(⌊ 2γ
n+ k
⌋
+ 1
)
+ γ + 1.
A quantum convolutional code achieving this quantum Singleton bound is called an maximum-
distance-separable (MDS) quantum convolutional code.
3 Code Constructions
Thereafter, we always assume that q is an odd prime power. In this section, firstly, we use constacyclic
codes of lengths n = q2 + 1 and n = q
2+1
10 (assume further that 10 | (q
2 + 1)) respectively to construct
classical convolutional codes. Consequently, two classes of MDS quantum convolutional codes are derived
from these parameters.
3.1 MDS quantum convolutional codes of length q2 + 1
The main result of this subsection is Theorem 3.4, which generates a family of MDS quantum convolutional
codes. The following results are useful to the proof of Theorem 3.4.
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Lemma 3.1. Let n = q2 + 1, r = q + 1 and s = 1 + r q−12 =
q2+1
2 =
n
2 , where q is an odd prime power.
Then θr,n = {1 + ri | 0 ≤ i ≤ n− 1} is a disjoint union of q2-cyclotomic cosets modulo rn:
θr,n = Cs
⋃
C
1+r( q−1
2
+ q
2+1
2
)
s−1⋃
i=1
Cs−ri
where Cs = {s}, C1+r( q−1
2
+ q
2+1
2
)
= {1 + r( q−12 +
q2+1
2 )} and Cs−ri = {s− ri, s+ ri} for 1 ≤ i ≤ s− 1.
Proof. Note that rn = (q + 1)(q2 + 1), rn ∤ (q2 − 1) and rn | (q4 − 1), so ordrn(q2) = 2. We then know
that every q2-cyclotomic coset modulo rn has one or two elements. A straightforward calculation shows
that q2(1 + ri) ≡ 1 + r(q − 1 − i) (mod rn) for any integer i. In particular, q2(1 + r q−12 ) ≡ 1 + r
q−1
2
(mod rn) and q2(1 + r( q−12 +
q2+1
2 )) ≡ 1 + r(
q−1
2 −
q2+1
2 ) ≡ 1 + r(
q−1
2 +
q2+1
2 ) (mod rn), which gives
C1+r q−1
2
=
{
1 + r
q − 1
2
}
and C
1+r( q
2+1
2
+ q−1
2
)
=
{
1 + r(
q − 1
2
+
q2 + 1
2
)
}
.
Clearly, q2(s− ri) ≡ s+ ri (mod rn) for any integer i. For 1 ≤ i ≤ s− 1, s− ri 6≡ s+ ri (mod rn). Thus
Cs−ri = {s− ri, s+ ri} for 1 ≤ i ≤ s− 1. It is easy to see that Cs 6= C1+r( q−1
2
+ q
2+1
2
)
. We want to prove
that the q2-cyclotomic cosets Cs−ri, 1 ≤ i ≤ s− 1, are distinct. Suppose otherwise that two integers i, j
with 1 ≤ i 6= j ≤ s− 1 can be found such that {s− ri, s + ri} = Cs−ri = Cs−rj = {s− rj, s + rj}. It is
obvious that s− ri 6≡ s− rj (mod rn), which forces s− ri ≡ s+ rj (mod rn). This leads to n | (i+ j),
which is a contradiction. Finally, it is easy to see that the size of the union of these q2-cyclotomic cosets
is equal to n. This completes the proof.
Lemma 3.2. Let q be an odd prime power and λ ∈ Fq2 be a primitive (q + 1)th root of unity. Let
s = q
2+1
2 . If C is a λ-constacyclic code of length q
2 + 1 over Fq2 with defining set
Z =
δ⋃
j=0
Cs−rj =
{
s− rδ, s− r(δ − 1), · · · , s− r, s, s+ r, · · · , s+ rδ
}
, 0 ≤ δ ≤ q−12 , (3.1)
then C is a [q2 + 1, q2 − 2δ, 2δ + 2] MDS code satisfying C⊥h ⊆ C.
Proof. By Lemma 3.1, one gets |Z| = 2(δ+1)− 1 = 2δ+1. We then see that d(C) = 2δ+2 by the BCH
bound for constacyclic codes (see Lemma 2.3) and the Singleton bound for linear codes. It follows that
C is a [q2 + 1, q2 − 2δ, 2δ + 2] MDS code. We need to show that C⊥h ⊆ C.
By Lemma 2.4, it is enough to prove that Z
⋂
Z−q = ∅. Suppose otherwise that Z
⋂
Z−q 6= ∅,
i.e. two integers i, j with 0 ≤ i, j ≤ δ can be found such that −qCs−ri = Cs−rj . Thus, −qCs−ri =
{−q(s− ri),−q(s+ ri)} = Cs−rj = {s− rj, s+ rj}. Two cases may occur at this point:
(i) −q(s− ri) ≡ s− rj (mod rn). After expanding and reducing this equation, we obtain qi+ j ≡ s
(mod n). Since 0 ≤ qi+ j ≤ qδ + δ ≤ q q−12 +
q−1
2 =
q2−1
2 < n and 0 < s < n, it follows that qi+ j = s.
However, qi+ j ≤ q
2−1
2 < s =
q2+1
2 . This is a contradiction.
(ii) −q(s−ri) ≡ s+rj (mod rn). Similarly, we obtain qi ≡ s+j (mod n). Clearly, 0 ≤ qi ≤ q
2−q
2 < n
and 0 < s+ j < n. Thus qi = s+ j. However, qi ≤ q
2−q
2 < s+ j. This is a contradiction.
Using Lemma 2.5, Theorem 2.2 and Lemma 3.1, we obtain the following classical convolutional codes.
Lemma 3.3. Let n = q2 + 1, where q ≥ 5 is an odd prime power. Let i be an integer with 2 ≤ i ≤ q−12 .
Then there exists a classical convolutional code V with parameters (n, 2i − 1, 2; 1,≥ n − 2i)q2 ; the free
distance of V ⊥h is exactly equal to 2i+ 2. Furthermore, V satisfies V ⊆ V ⊥h .
Proof. Let r = q+1 and λ ∈ Fq2 be a primitive rth root of unity. Assume that β is a primitive rnth root
of unity in some extension field of Fq2 such that β
n = λ. Since ordrn(q
2) = 2, it follows that β ∈ Fq4 . Let
s = q
2+1
2 and i be an integer with 2 ≤ i ≤ (q − 1)/2. Let C be a λ-constacyclic code of length n over Fq2
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with defining set Z =
⋃i
b=0 Cs−rb. It follows from Lemma 2.5 that a parity check matrix of C, denoted
by NC, can be obtained from the following matrix
HC =


1 βs β2s · · · β(n−1)s
1 βs−r β2(s−r) · · · β(n−1)(s−r)
...
...
...
...
...
1 βs−r(i−1) β2(s−r(i−1))) · · · β(n−1)(s−r(i−1))
1 βs−ri β2(s−ri) · · · β(n−1)(s−ri)


by expanding each entry as a column vector (containing 2 rows) with respect to certain Fq2 -basis of Fq4
and then removing any linearly dependent rows. Therefore, NC has rank 2i + 1, implying that C is an
MDS code with parameters [n, n−2i−1, 2i+2]. Consequently, C⊥h is also an MDS code with parameters
[n, 2i+ 1, n− 2i].
Now let C0 be a λ-constacyclic code of length n over Fq2 with defining set Z0 =
⋃i−1
b=0 Cs−rb. Similar
reasoning shows that C0 is an MDS code with parameters [n, n − 2i + 1, 2i], and that C
⊥h
0 is an MDS
code with parameters [n, 2i− 1, n− 2i+2]. Further, a parity check matrix of C0, denoted by NC0 , can be
obtained from the following matrix
HC0 =


1 βs β2s · · · β(n−1)s
1 βs−r β2(s−r) · · · β(n−1)(s−r)
...
...
...
...
...
1 βs−r(i−1) β2(s−r(i−1))) · · · β(n−1)(s−r(i−1))


by expanding each entry as a column vector (containing 2 rows) with respect to the Fq2 -basis of Fq4 and
then removing any linearly dependent rows (This has been done, since HC0 is a submatrix of HC). In
particular, NC0 has rank 2i− 1.
Next let C1 be a λ-constacyclic code of length n over Fq2 with defining set Z0 = Cs−ri. Thus C1 has
parameters [n, n− 2,≥ 2]. A parity check matrix, denoted by NC1 , is given by expanding the entries of
the matrix
HC1 =
[
1, βs−ri, β2(s−ri), · · · , β(n−1)(s−ri)
]
with respect to β (This has been done, since HC1 is a submatrix of HC). According to Theorem 2.2 (1),
a convolutional code V is obtained which is generated by the reduced basic generator matrix
G(D) = N˜C0 + N˜C1D
where N˜C0 = NC0 and N˜C1 is derived from NC1 by adding zero-rows at the bottom such that the rows of
N˜C1 is exactly equal to the number of rows of NC0 . It follows from Theorem 2.2 that V is a convolutional
code of dimension 2i− 1, degree 2, memory 1 and free distance ≥ n− 2i. For the free distance of V ⊥h ,
we have that min {≥ 2i+ 2, 2i+ 2} ≤ d⊥hf ≤ 2i+ 2 which forces d
⊥h
f = 2i+ 2.
Finally, it follows from Lemma 3.2 that C⊥h ⊆ C, which gives V ⊥h ⊆ V by Theorem 2.2 (2). This
completes the proof.
We are now in a position to show the main result of this subsection.
Theorem 3.4. Let n = q2 + 1, where q ≥ 5 is an odd prime power. Let i be an integer with 2 ≤ i ≤
(q−1)/2. Then there exist MDS quantum convolutional codes with parameters [(n, n−4i+2, 1; 2, 2i+2)]q.
Proof. By Lemma 3.3, we have constructed a convolutional code V with parameters (n, 2i − 1, 2; 1,≥
n − 2i)q2 ; furthermore, V satisfies V ⊆ V
⊥h . Now n = q2 + 1, γ = 2 and µ = 1. Let k be an integer
satisfying n−k2 = 2i − 1. Thus k = n − 4i + 2. Note that wt(V
⊥h) = 2i + 2 and wt(V ) ≥ n − 2i. It is
clear that n− 2i > 2i + 2, which shows df = wt(V ⊥h \ V ) = 2i + 2. Using Lemma 2.6, there exists an
[(n, n−4i+2, 1; 2, 2i+2)]q convolutional stabilizer code. Finally, we show that the resulting convolutional
stabilizer code attains the Quantum Singleton bound (see Lemma 2.7):
n− k
2
(⌊ 2γ
n+ k
⌋
+ 1
)
+ γ + 1 = (2i− 1) · (0 + 1) + 2 + 1 = 2i+ 2 = df .
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Example 3.5. In Table 1, we list some MDS quantum convolutional codes obtained from Theorem 3.4
for q = 7, 11, 13, 19 and 23.
Table 1: MDS Quantum Convolutional Codes
q [(q2 + 1, q2 − 4i+ 3, 1; 2, 2i+ 2)]q 2 ≤ i ≤
q−1
2
7 [(50, 52− 4i, 1; 2, 2i+ 2)]7 2 ≤ i ≤ 3
11 [(122, 124− 4i, 1; 2, 2i+ 2)]11 2 ≤ i ≤ 5
13 [(170, 172− 4i, 1; 2, 2i+ 2)]13 2 ≤ i ≤ 6
19 [(362, 364− 4i, 1; 2, 2i+ 2)]19 2 ≤ i ≤ 9
23 [(530, 532− 4i, 1; 2, 2i+ 2)]23 2 ≤ i ≤ 11
3.2 MDS quantum convolutional codes of length q
2+1
10
Let q be an odd prime power such that 10 | (q2 +1), i.e., q has the form 10m+3 or 10m+7, where m is
a positive integer. Let n = q
2+1
10 , s =
q2+1
2 and r = q + 1. It is clear that s ≡ 1 (mod r), which implies
that s (mod rn) ∈ θr,n = {1 + ri | 0 ≤ i ≤ n− 1}. As in the previous subsection, we need the following
lemmas.
Lemma 3.6. Assume that q is an odd prime power with 10 | (q2 + 1). Let n = q
2+1
10 , s =
q2+1
2 and
r = q + 1. Then θr,n = {1 + ri | 0 ≤ i ≤ n− 1} is a disjoint union of q2-cyclotomic cosets modulo rn:
θr,n = Cs
⋃( n−12 −1⋃
k=0
Cs−(q+1)( n−1
2
−k)
)
.
Proof. Observe that q4 ≡ 1 (mod rn), which implies that each q2-cyclotomic coset modulo rn contains
one or two elements. Now,
q2
(
1 + (q + 1)j
)
= q2 + q2(q + 1)j = q2 + (q2 + 1− 1)(q + 1)j ≡ q2 − (q + 1)j (mod rn).
It is clear that for 0 ≤ j ≤ n− 1, 1 + (q + 1)j ≡ q2 − (q + 1)j (mod rn) if and only if j = q−12 + dn (d
is an integer), which forces d = 0 and hence j = q−12 . This shows that s = 1 + (q + 1)
q−1
2 =
q2+1
2 is the
unique element of θr,n with q
2s ≡ s (mod rn). To complete the proof, it suffices to show that for any
0 ≤ i 6= j ≤ n−12 − 1, Cs−(q+1)( n−12 −i)
= {s− (q + 1)(n−12 − i), s+ (q + 1)(
n−1
2 − i)} and Cs−(q+1)( n−12 −j)
are distinct. Suppose otherwise that Cs−(q+1)( n−1
2
−i) = Cs−(q+1)(n−1
2
−j) for some 0 ≤ i 6= j ≤
n−1
2 − 1.
If s − (q + 1)(n−12 − i) ≡ s − (q + 1)(
n−1
2 − j) (mod rn), then i ≡ j (mod n) which is impossible; If
s−(q+1)(n−12 −i) ≡ s+(q+1)(
n−1
2 −j) ( mod rn), then i+j ≡ −1 ( mod n) which is a contradiction.
Let λ ∈ Fq2 be a primitive rth root of unity, and let β ∈ Fq4 be a primitive rnth root of unity such
that βn = λ. Let C be a λ-constacyclic code of length n = q
2+1
10 over Fq2 with defining set
Z =
2m−1⋃
j=0
Cs−(q+1)( n−1
2
−j). (3.2)
We then know from Lemma 3.6 that Z is a disjoint union of q2-cyclotomic cosets modulo rn with |Z| = 4m.
Moreover, we assert that the minimum distance of C is exactly equal to 4m+1. To see this, observe that
Z =
{
s+ r(
n− 1
2
− 2m+ 1), s+ r(
n− 1
2
− 2m+ 2), · · · , s+ r(
n − 1
2
− 1),
7
s+ r
n− 1
2
, s− r
n− 1
2
, s− r(
n− 1
2
− 1), · · · , s− r(
n− 1
2
− 2m+ 1)
}
.
A simple calculation shows that s+ rn−12 + r ≡ s− r
n−1
2 (mod rn). By the BCH bound for constacyclic
codes, C is an MDS code with parameters [n, n− 4m, 4m+ 1].
The next result shows that C is a dual-containing code.
Lemma 3.7. Assume that q is an odd prime power with the form 10m + 3 or 10m + 7, where m is
a positive integer. Let n = q
2+1
10 , s =
q2+1
2 and r = q + 1. Let C be a λ-constacyclic code of length
n = q
2+1
10 over Fq2 with defining set as in (3.2), where λ ∈ Fq2 is a primitive rth root of unity. Then C
is a dual-containing code.
Proof. We have to prove that Z
⋂
Z−q = ∅. We just give a proof for the case q = 10m + 3. The case
for q = 10m+ 7 is proved similarly. Suppose there exist integers j, k with 0 ≤ j, k ≤ 2m − 1 such that
C−q(s−(q+1)( n−1
2
−j)) = Cs−(q+1)( n−1
2
−k). Write j = j1m+ j0 and k = k1m+ k0, where j1, k1 ∈ {0, 1} and
0 ≤ j0, k0 < m. Let j′0 = m− j0 and k
′
0 = m− k0, and so 0 < j
′
0, k
′
0 ≤ m.
Case I. −q(s− (q + 1)(n−12 − j)) ≡ s− (q + 1)(
n−1
2 − k) (mod rn). After routine computations, we
obtain
−
q + 1
2
≡ qj + k (mod n). (3.3)
Now qj + k = (10m+ 3)(j1m + j0) + k1m+ k0 = 10j1m
2 + (10j0 + 3j1 + k1)m + 3j0 + k0 = 10j1m
2 +
(10m− 10j′0 + 3j1 + k1)m+ 3m− 3j
′
0 +m− k
′
0.
Assume qj + k < n.
If j1 = 0, it follows from (3.3) that
(10m− 10j′0 + k1)m+ 3m− 3j
′
0 +m− k
′
0 = n−
q + 1
2
= 10m2 +m− 1.
This leads to
(k1 − 10j
′
0 + 4)m = m+ 3j
′
0 + k
′
0 − 1,
which is a contradiction, since (k1 − 10j
′
0 + 4)m < 0 and m+ 3j
′
0 + k
′
0 − 1 > 0.
If j1 = 1, then
10m2 + (10m− 10j′0 + 3 + k1)m+ 3m− 3j
′
0 +m− k
′
0 = 10m
2 +m− 1,
or equivalently, 10j′0m+ k
′
0 = 1 + (k1 + 10m+ 6)m− 3j
′
0. Now, 10j
′
0m+ k
′
0 ≤ 10m
2 +m, but 1 + (k1 +
10m+ 6)m− 3j′0 > 10m
2 + 3m, which is a contradiction.
Assume qj + k > n.
If j1 = 0, then qj + k = (10m+ 3)j0 + k < (10m+ 3)m+ 2m = 10m
2 + 5m < n; this is impossible.
If j1 = 1, we claim that qj + k − n = (k1 + 10j0 − 3)m + k0 + 3j0 − 1 < n; this is because (k1 +
10j0− 3)m+ k0 +3j0− 1 ≤ (1 + 10m− 10− 3)m+m− 1+ 3(m− 1)− 1 < n. From (3.3) again, we have
(k1 + 10j0 − 3)m+ k0 + 3j0 − 1 = n −
q+1
2 = 10m
2 +m − 1, or equivalently, (k1 − 10j′0)m = k
′
0 + 3j
′
0.
This is a contradiction, because k′0 > 0, j
′
0 > 0 and k1 − 10j
′
0 < 0.
Case II. −q(s− (q +1)(n−12 − j)) ≡ s+ (q+ 1)(
n−1
2 − k) (mod rn). After routine computations, we
get
−
q − 1
2
≡ qj − k (mod n). (3.4)
As we did previously, qj− k = (10m+3)(j1m+ j0)− k1m− k0 = 10j1m2+(10j0+3j1− k1)m+3j0− k0.
If j1 = 0, then qj − k ≤ (10m + 3)(m − 1) < n. When 0 < qj − k < n, by (3.4), 10j0m + 3j0 −
k1m− k0 = 10m2 +m, which is equivalent to 10j′0m−m+ 3j
′
0 + k1m− k
′
0 = 0. This is impossible, since
10j′0m−m+3j
′
0 + k1m− k
′
0 > 10m−m−m > 0. When qj − k < 0 (Clearly, 0 < k− qj < n), we obtain
5m+ 1 = q−12 = k − qj, which is a contradiction since k < 2m.
If j1 = 1 and j0 = 0, we have qj − k = (10m + 3)m − k < n. Using (3.4), we get k = 2m, also a
contradiction.
If j1 = 1 and j0 > 0, we then know that qj − k = 10m2 + (10j0 + 3 − k1)m + 3j0 − k0 > n. On the
other hand, qj − k − n = 10m2 − 10j′0m− 3j
′
0 − k1m−m+ k
′
0 − 1 < n. Applying (3.4) again, we obtain
−10j′0m−3j
′
0−k1m−2m+k
′
0−1 = 0. This is impossible, because−10j
′
0m−3j
′
0−k1m−2m+k
′
0−1 < 0.
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The proof of next lemma is quite similar to that of Lemma 3.3, so we omit its proof.
Lemma 3.8. Assume that q is an odd prime power with the form 10m + 3 or 10m + 7, where m ≥ 2
is a positive integer. Let i be an integer with 2 ≤ i ≤ 2m − 1 (This requires m ≥ 2). Then there exists
a classical convolutional code V with parameters (n, 2i, 2; 1,≥ n− 2i − 1)q2 ; the free distance of V
⊥h is
exactly equal to 2i+ 3. Furthermore, V satisfies V ⊆ V ⊥h .
Combining Lemma 2.6 with Lemma 3.8, we obtain the following result.
Theorem 3.9. Assume that q is an odd prime power with the form 10m+ 3 or 10m+ 7, where m ≥ 2
is a positive integer. Let n = q
2+1
10 and i be an integer with 2 ≤ i ≤ 2m− 1 (This requires m ≥ 2). Then
there exist MDS quantum convolutional codes with parameters [(n, n− 4i, 1; 2, 2i+ 3)]q.
Proof. By Lemma 3.8, we have constructed a convolutional code V with parameters (n, 2i, 2; 1,≥ n−2i+
1)q2 ; furthermore, V satisfies V ⊆ V
⊥h . Now n = q
2+1
10 , γ = 2 and µ = 1. Let k be an integer satisfying
n−k
2 = 2i. Thus k = n−4i. Note that wt(V
⊥h) = 2i+3 and wt(V ) ≥ n−2i−1. Since n−2i−1 > 2i+3,
which gives df = wt(V
⊥h \ V ) = 2i + 3. Using Lemma 2.6, there exists an [(n, n − 4i, 1; 2, 2i + 3)]q
convolutional stabilizer code. Finally, we show that the resulting convolutional stabilizer code attains the
Quantum Singleton bound (see Lemma 2.7):
n− k
2
(⌊ 2γ
n+ k
⌋
+ 1
)
+ γ + 1 = 2i · (0 + 1) + 2 + 1 = 2i+ 3 = df .
Example 3.10. In Table 2, we list some MDS quantum convolutional codes obtained from Theorem 3.9.
Table 2: MDS Quantum Convolutional Codes
m q [((q2 + 1)/10, (q2 + 1)/10− 4i, 1; 2, 2i+ 3)]q 2 ≤ i ≤ 2m− 1
2 23 [(53, 53− 4i, 1; 2, 2i+ 3)]23 2 ≤ i ≤ 3
2 27 [(73, 73− 4i, 1; 2, 2i+ 3)]27 2 ≤ i ≤ 3
3 13 [(137, 137− 4i, 1; 2, 2i+ 3)]13 2 ≤ i ≤ 5
Acknowledgements The first author is supported by NSFC (Grant No. 11171370), the Youth Backbone
Teacher Foundation of Henan’s University (Grant No. 2013GGJS-152) and, Science and Technology
Development Program of Henan Province in 2014 (144300510051). The research of the second author
is partially supported by NSFC (Grant No. 11271005) and Nanyang Technological University’s research
grant number M4080456.
References
[1] Steane, A. M.: Phys. Rev. Lett. 77, 793(1996)
[2] Calderbank, A. R., Shor, P. W.: Phys. Rev. A 54, 1098(1996)
[3] Steane, A. M.: Proc. Roy. Soc. Lond. A 452, 2551(1996)
[4] Calderbank, A. R., Rains, E. M., Shor, P. W., A. Sloane, N. J.: IEEE Trans. Inf. Theory 44,
1369(1998)
[5] Guardia, G. G. L.: Phys. Rev. A 80, 042331(2009)
9
[6] Guardia, G. G. L.: IEEE Trans. Inf. Theory 57, 5551(2011)
[7] Guardia, G. G. L.: Quantum Inf. Comput., 11 0239(2011)
[8] Guardia, G. G. L.: Quantum Inf. Process., 11 591(2012)
[9] Guardia, G. G. L.: IEEE Trans. Inf. Theory 60, 1528(2014)
[10] Qian, J., Zhang, L.: Mod. Phys. Lett. B, 26, 1250173(2012)
[11] Qian, J., Ma, W., Guo, W.: Int. J. Quantum Inform., 10, 1277(2012)
[12] Qian, J., Zhang, L.: Int. J. Quantum Inform., 10, 1250042(2012)
[13] Kai, X., Zhu, S., Tang, Y.: Phys. Rev. A 88, 012326(2013)
[14] Kai, X., Zhu, S., Li, P.: IEEE Trans. Inf. Theory, DOI: 10.1109/TIT.2014.2308180 (2014)
[15] Ezerman, M. F., Jitman, S., Ling, S., Pasechnik, D. V.: IEEE Trans. Inf. Theory 59, 6732(2013)
[16] Kai, X., Zhu, S., Li, P.: IEEE Trans. Inf. Theory, DOI: 10.1109/TIT.2014.2308180, (2014)
[17] Chen, B., Ling, S., Zhang, G.: arXiv:1403.2499, (2014)
[18] Ollivier, H., Tillich, J.-P.: Phys. Rev. Lett., 91, 1779021-1(2003)
[19] Ollivier, H., Tillich, J.-P.: Quantum Convolutional Codes: Fundamentals, Ithaca, NY, USA: Cornell
Univ. Press, (2004)
[20] Lidar, D. A., Brun, T. A.: Quantum Error Correction, Cambridge University Press, Cambridge,
(2013)
[21] Forney, G. D., Grassl, M., Guha, S.: IEEE Trans. Inf. Theory, 53, 865(2007)
[22] Grassl, M., Ro¨tteler, M., in: Proc. Int. Symp. Inform. Theory, ISIT, 1109(2006)
[23] deAlmeida, A. C. A., Palazzo Jr.,R., in: Proc. IEEE Inform.Theory Workshop (ITW), 28(2004)
[24] Grassl, M., Ro¨tteler, M., in: Proc. Int. Symp. Inform. Theory (ISIT), 1018(2005)
[25] Aly, S. A., Klappenecker, A., Sarvepalli, P. K.: arXiv:quant-ph/0701037, (2007)
[26] Aly, S. A., Grassl, M., Klappenecker, A.,Ro¨tteler, M., Sarvepalli, P. K., in: Proc. Int. Symp. Inform.
Theory, ISIT, 180(2007)
[27] Grassl, M., Ro¨tteler, M.: arXiv:quant-ph/0703182, (2007)
[28] Aly, S. A., Klappenecker, A., Sarvepalli, P. K.: arXiv:quant-ph/0701037, (2007)
[29] Wilde,M. M., Krovi,H., Brun, T. A., in: Proc. Int. Symp. Inform. Theory, ISIT, 2657(2010)
[30] Wilde, M. M., Brun,T. A.: Phys. Rev. A, 81, 042333-1(2010)
[31] Tan, P., Li, J.: IEEE Trans. Inf. Theory, 56, 476(2010)
[32] Chen, J., Li, J., Yang, F., Huang, Y.: Int. J. Theor. Phys., DOI: 10.1007/s10773-014-2214-6, (2014)
[33] Qian, J., Zhang, L.: Int. J. Theor. Phys., DOI: 10.1007/s10773-014-2287-2, (2014)
[34] Qian, J., Zhang, L.: Des. Codes Cryptogr.: DOI: 10.1007/s10623-014-9997-6, (2014)
[35] Guardia, G. G. L.: IEEE Trans. Inform. Theory 60, 304(2014)
[36] Guardia, G. G. L.: Linear Algebra Appl., 448, 85(2014)
10
[37] Guardia, G. G. L.: arXiv:1311.2505, (2014)
[38] Piret, P.: Convolutional Codes: An Algebraic Approach, The MIT Press, Cambridge, MA, (1988)
[39] Dinh, H. Q.: Finite Fields Appl., 18, 133(2012)
[40] Chen, B., Fan, Y., Lin, L., Liu, H.: Finite Fields Appl., 18, 1217(2012)
[41] Yang, Y., Cai, W.: Designs, Codes and Crypt., DOI: 10.1007/s10623-013-9865-9, (2013)
[42] Huffman, W. C., Pless, V.: Fundamentals of Error-Correcting Codes, Cambridge University Press,
Cambridge, (2003)
11
