For α > 0, let Cα be the uniformly (norm ≤ 1) α-Hölder continuous functions with supports contained in the unit ball of R d . Let {φ (Q) } ⊂ Cα be any family indexed over the dyadic cubes Q. If xQ is the center of Q and (Q) is its sidelength, we define zQ ≡ (xQ, (Q)/2), and we set:
We show that if µ is a Muckenhoupt A∞ measure then the family {φ z Q /µ(Q) 1/2 } is almost-orthogonal in L 2 (µ); where we say a family {ψ k } is almost-orthogonal in L 2 (ν) if there is an R < ∞ such that, for all finite subsets F ⊂ {ψ k } and all linear sums
Introduction
This paper explores and extends a familiar rule of thumb:
Smoothness + Cancellation =⇒ Almost orthogonality.
This informal implication is usually applied to systems of functions defined on dyadic grids. We recall some familiar definitions and one familar fact. An interval I ⊂ R is called dyadic if it equals [j2 k , (j + 1)2 k ) for some integers j and k; we refer to [j2 k , (j + 1)2 k ) as I j,k . A cube Q ⊂ R d is called dyadic if it equals I j1,k × · · · × I j d ,k for some integers j 1 , . . . , j d , and k. We use (Q) to mean Q's sidelength and x Q for Q's geometric center. The family of all dyadic cubes in R d is D d ; we write D when d is understood. We recall the important fact that, if Q and Q belong to D d , then either Q and Q are disjoint or one of them is a subset of the other.
Suppose that, for every dyadic cube Q ⊂ R d , we have a function φ (Q) , supported on B(0; 1) = {x : |x| ≤ 1}, and satisfying: a) [smoothness] for some fixed 0 < α ≤ 1 and all x and x , |φ (Q) (x)−φ (Q) (x )| ≤ |x−x | α ; b)[cancellation] φ (Q) dx = 0. We can rescale each φ (Q) to get a function supported on Q by defining φ (Q)
(The reason for the 'z Q ' notation will become clear shortly.) We normalize these functions in L 2 by dividing each φ
z Q by |Q|, where we are using |E| to mean the Lebesgue measure of a set E.
Then (see Theorem 5 below for a proof) there is a constant C, depending only on α and d, so that, for all finite linear sums Q∈D λ Q φ (Q) z Q √ |Q| (i.e., sums in which only finitely many λ Q 's are non-zero),
We call the property expressed by (2) almost-orthogonality in L 2 (or with respect to Lebesgue measure).
In general, if ν is a measure, we say that a family of functions {ψ k } k ⊂ L 2 (ν) is almost-orthogonal in L 2 (ν) (or with respect to ν) if there is an R < ∞ such that, for all finite subsets F ⊂ {ψ k } k and all linear sums k: ψ k ∈F λ k ψ k ,
If {ψ k } k is countable-say, {ψ k } k = {ψ k } ∞ 1 -then inequality (3) implies that the linear operator S : 2 (N) → L 2 (ν), formally defined by
makes sense and is bounded. If f and g belong to L 2 (ν), we define f, g ν ≡ f g dν, the usual inner product of f and g with respect to ν. Inequality (3) is equivalent to having {ψ k } k satisfy Bessel's inequality "with a constant"; specifically, (3) holds if and only if, for all f ∈ L 2 (ν),
Let us quickly show this. Suppose (3) holds. If f ∈ L 2 (ν) and k λ k ψ k is any finite linear sum such that
Since this holds for all sequences {λ k } k satisfying (5), (4) follows. Conversely, suppose (4) holds, let f ∈ L 2 (ν) satisfy f L 2 (ν) ≤ 1, and suppose k λ k ψ k is an arbitrary finite linear sum. Then:
which yields (3). Combining (3) and (4) gives the following (we leave details to the reader): Suppose (Ω i , M i , ν i ) (i = 1, 2) are measure spaces with respective almost-orthogonal families {ψ
. Then the linear operatorS :
(2) k makes sense and is bounded. Inequality (4) is connected to the property of being a frame, where we say that {ψ k } k ⊂ L 2 (ν) is a frame for L 2 (ν) (see [5] , p. 56) if there are positive constants R 1 and R 2 such that, for all f ∈ L 2 (ν),
(If (6) holds with R 1 = R 2 = 1 then {ψ k } k is an orthonormal basis for L 2 (ν).) To be almost-orthogonal is, very imprecisely, halfway to being a frame.
Inequality (2) is saying: Under the smoothness and cancellation assumptions a) and b), the family φ
is almost-orthogonal in L 2 . That is the precise meaning of (1), at least with respect to Lebesgue measure.
It is convenient to think of each z Q , has all of the function's interesting "structural" information, which conditions a) and b) address. Suppose that we keep a). To what extent can we weaken b) and still have almost-orthogonality? It turns out that, if a) holds, then the family (9) satisfies (2) if and only if there is a finite R so that, for all Q ∈ D,
We prove a general form of this fact in Theorem 6. The reader has likely noticed that (8) is a "Carleson-like" condition. (Its L A T E X label is 'carlesoncondition'.) We will define Carleson measures and explain their connection with this work after we state our main results (see below).
We define some more terms. For 0 < α ≤ 1, C α is the set of functions φ : R d → C with supports contained inside the open Euclidean unit ball, B(0; 1), and such that |φ(
, a combined dilation/translation of f , but with no measure-based normalization. One can visualize f z this way: if f has support contained inside B(0; 1), then f z has support contained inside B(z). A cube Q is a Cartesian product of d intervals [a i , b i ) of equal length, and (Q), the cube's sidelength, is the intervals' common length. For each cube Q (dyadic or not) we define z Q = (x Q , (Q)/2) ∈ R d+1 + , where x Q is Q's center. The reader might more easily remember z Q 's meaning if he notes that it is the center of the "Carleson box" Q = Q × (0, (Q)], and that B(z Q ) just fits inside Q. We recall that a Radon measure µ on R d is said to be doubling if there is a positive C so that µ(2Q) ≤ Cµ(Q) for all cubes Q, where 2Q is Q's concentric double; and that µ is said to belong to the Muckenhoupt A ∞ class (in symbols: µ ∈ A ∞ ) if, for all > 0, there is a δ > 0 such that, for all cubes Q and measurable E ⊂ Q, |E|/|Q| < δ implies µ(E) ≤ µ(Q). It is well known that µ ∈ A ∞ implies µ is doubling, but not conversely, and that µ ∈ A ∞ is equivalent to a number of conditions (some of which we list in Section 2). The reader can find detailed discussions of A ∞ in [3] Our first main result says that, if µ ∈ A ∞ , then, in a certain sense, L 2 and L 2 (µ) have "the same" almost-orthogonal systems.
Theorem 1 has an obvious corollary.
In terms of the bottom-half/top-half nomenclature, Theorem 1 and Corollary 1 say that, for A ∞ weighted spaces L 2 (µ), almost-orthogonal systems of the form (9) all have the same top halves.
Theorem 1 has a partial converse.
Theorem 2 Let µ be a doubling measure and 0 < α ≤ 1. Suppose that, for every family {φ
Remark. We refer the reader to [18] , pp. 55-58, where an analogue of this result-in a disguised form-is proved for normalized Haar systems in weighted spaces L 2 (w). We also refer the reader to Lemma 1 and its proof (see below), to which a similar comment applies.
Two main ideas underlie the proof of Theorem 1: the A ∞ invariance of BM O and the T (1) theorem of David and Journé [6] .
Recall
where f Q denotes f 's average over Q:
Suppose that µ is a Radon measure that gives positive measure to every cube Q.
We will say that a function f is locally integrable with respect to µ (in symbols,
where f µ,Q denotes f 's µ-average over Q:
Using the John-Nirenberg Theorem [13] and standard properties of 
the smallest such C is called ν's Carleson "norm". The conditions (21) and (23) (in Theorem 6 and Lemma 2, respectively) are "Carleson-like"; however, neither the theorem nor the lemma explicitly refers to BM O or Carleson measures. The T (1) theorem builds on the fact that certain integral operators with "perfect cancellation" (e.g., the Hilbert transform) are bounded on L 2 . In essence, it states that an appropriate operator will be L 2 bounded if and only if it has "nearly perfect cancellation". In the T (1) theorem, nearly-perfect cancellation means, roughly, "T sends 1 to BM O" (where perfect cancellation would mean "T sends 1 to 0"). The formal statement of that hypothesis is used to show that a certain quadratic expression satisfies a Carleson measure estimate, from which T 's L 2 boundedness follows. Something similar happens in the proof of Theorem 6, which is fundamental to proving Theorem 1.
Theorem 1 and the arguments leading up to it yield consequences for stability of almost-orthogonal expansions of singular integral operators. If µ is a doubling measure and Φ ≡ {φ (Q) } Q∈D ⊂ C α , we will say that Φ satisfies a uniform Carleson condition with respect to µ if, for all Q ∈ D,
We recall our definition
originally stated for f and g in L 2 (µ), but which obviously makes sense for any pair such that f g ∈ L 1 (µ). In Section 3 we show that, if µ ∈ A ∞ , Φ ≡ {φ (Q) } Q∈D and Ψ ≡ {ψ (Q) } Q∈D are two families in C α that satisfy (10) , and f ∈ L p (µ) (1 < p < ∞), then the series
converges unconditionally in L p (µ), and defines a bounded linear operator, which we will call T Φ,Ψ . Such operators, which generalize classical Calderón-Zygmund operators, have been studied by many authors (see [17] and the references cited there). We will show that, with the given normalizations on Φ and Ψ, the operator norm of T Φ,Ψ only depends on µ, α, p, and d. In Section 3 we will establish not only the boundedness, but also the L p (µ)-stability of T Φ,Ψ , with respect to small dilation and translation errors in the φ (Q) 's and ψ (Q) 's. What this stability amounts to is explained in the following paragraph and the statement of Theorem 3 below.
Suppose that, to every Q ∈ D, we associate two points, ζ Q and ζ Q in R d+1 + . We assume that these points are close to (0, 1): for some 0 < η < 1/2, the distances ζ Q − (0, 1) and ζ Q − (0, 1) are both less than η, for all Q ∈ D, where · is the Euclidean norm in R d+1 + . For every dyadic cube Q we definẽ
These are "perturbed" versions of the φ (Q) 's and ψ (Q) 's. We define a corresponding perturbed linear operator,
built from the perturbed familiesΦ ≡ {φ (Q) } Q∈D andΨ ≡ {ψ (Q) } Q∈D . We will show that, like the sum in (12) , the series in (13) converges unconditionally to define a bounded operator on L p (µ) if 1 < p < ∞, and we will show that T Φ,Ψ and TΦ ,Ψ are not very different.
Theorem 3
Let µ ∈ A ∞ , and let T Φ,Ψ and TΦ ,Ψ be as defined by (12) and (13) . For every 0 < τ < α there is a constant C, depending only on µ, p, τ , α, and
We prove Theorems 1 and 2 in Section 2. We prove Theorem 3 in Section 3. We devote Section 4 to some final remarks and observations. We write A ∼ B-where A and B are positive quantities that depend on some parameters-to mean that there are positive numbers c 1 and c 2 ("comparability constants") so that
and, if c 1 and c 2 happen to depend on parameters, they do not do so in a way that makes (15) trivial. We will often use 'C' to denote a constant which might change from occurrence from occurrence. We will not always state the parameters C depends on. If E and F are sets, we write E ⊂ F to express E ⊆ F . We indicate the end of a proof with the symbol ♣. Acknowledgment. We are extremely grateful to the referee, whose suggestions have greatly improved the style and structure of the paper.
Preservation of almost-orthogonal systems
A measure will always be a positive, non-trivial, Radon measure.
It is well known that µ ∈ A ∞ is equivalent to the following conditions [3] :
i) there are positive constantsã andb such that, for all cubes Q and mea-
ii) there are positive constants a and b such that, for all cubes Q and
Combining i) and ii) yields: If µ and ν are A ∞ measures then there are positive constants a 1 , b 1 , a 2 , and b 2 such that, for all cubes Q and measurable E ⊂ Q,
We recall the definitions of z Q and B(z Q ) from the introduction, and we ask the reader to note that, if µ is doubling, then µ(Q) ∼ µ(B(z Q )). We fix, once and for all, a non-negative C 
where the supremum is over all cubes containing x, and we define the right hand side of (17) to be zero if µ(Q) = 0. We call M µ (·) the µ-based Hardy-Littlewood maximal operator.
The following theorem is classical.
Theorem 4
If µ is a doubling measure and
The next theorem is a formal statement of (1), valid for essentially arbitrary measures.
Theorem 5 Suppose that µ(Q) > 0 for all Q ∈ D, and {φ (Q) } Q∈D is a family of functions in C α such that φ
Proof of Theorem 5. For ease of reading we temporarily define
The theorem follows from one inequality: If Q and Q are dyadic cubes and
where C only depends on α and d. To prove it, write,
which follows from ψ Q 's cancellation and support properties. But ψ (18) follows. Now let Q∈D λ Q ψ Q be any finite linear sum. Inequality (18) implies
The last quantity can be rewritten as,
, which, by Cauchy-Schwarz, is less than or equal to
The first factor presents no problem. We deal with the second one. Fix Q ∈ D. By Cauchy-Schwarz again,
It is easy to see that
by rewriting the sum, thus:
On the other hand,
because, given Q ∈ D, for each non-negative integer k, there is only one Q ∈ D such that Q ⊂ Q and (Q ) = 2 k (Q). Theorem 5 is proved. ♣ Remark. We note that, for such a family {ψ Q } Q∈D , we get
with an R that depends only on α and d.
The next lemma says that, if µ ∈ A ∞ , then cancellation "in dx" of functions φ (Q) in C α ensures the almost-orthogonality of
Remark. An analogue of Lemma 1 (in a disguised form), for normalized systems of Haar functions, is proved in chapter 3 of [18] .
Proof. Because µ ∈ A ∞ , Littlewood-Paley theory (see Theorem 4.3 and Corollary 4.3 in [18] ) implies that, for any finite linear sum of the form
where the φ (Q) 's all have Lebesgue integrals equal to 0, we have
where C depends on α, d, and µ. We can write
The lemma is proved. ♣ Theorem 5 and Lemma 1 essentially say that smoothness plus perfect cancellation yield almost-orthogonality. The next theorem shows to what extent we can weaken the cancellation condition for a family in C α and still have almostorthogonality. In its original, Lebesgue-measure form, this result seems to be due to Yves Meyer [12] . As we said in the introduction, one can think of this as a disguised form of the T (1) theorem of David and Journé, because it states that, for appropriate families {φ (Q) } Q∈D and measures µ, almost-orthogonality of φ
(which, as we have seen, implies L 2 boundedness of a linear operator) is equivalent to having a Carleson-like bound on a certain quadratic expression.
Theorem 6
Suppose that µ is a doubling measure, and {φ (Q) } Q∈D is a family of functions in C α . The family
is almost-orthogonal in L 2 (µ) if and only there is a finite R so that, for all
Proof of Theorem 6. We begin by noting that every non-trivial doubling measure µ gives positive measure to every cube.
Consider the family of functions defined bỹ
By Theorem 5, the family {ψ Q } Q∈D is necessarily almost-orthogonal in L 2 (µ) (because ψQ dµ = 0 and, modulo a bounded constant, everyψ Q meets the smoothness criterion). Therefore the almost-orthogonality of our family of interest is equivalent to the almost-orthogonality of the collection given by
Let us suppose that (21) holds; we will show that (20) is almost-orthogonal in L 2 (µ).
Take a finite linear sum Q∈D λ Q ρ Q and integrate it against g ∈ L 2 (µ). We get:
where (II) is the square root of
This last quantity is less than or equal to a constant times
The condition (21) implies (see Theorem 2 on page 59 of [16] for the "unweighted" version) that we can bound (22) by a constant times (M µ (g)) 2 dµ, which, by Theorem 4, is ≤ C |g| 2 dµ. Now suppose that (20) is almost-orthogonal in L 2 (µ); we will show that (21) holds. Fix Q ∈ D and let Q∈D λ Q ρ Q be any finite linear sum such that
which, by almost-orthogonality and Cauchy-Schwarz, has absolute value less than or equal to a constant times the product of ( Q∈D |λ Q | 2 ) 1/2 and µ(Q ) 1/2 . When we optimize this over such sequences {λ Q } Q∈D we get
which is the same as (21). ♣ The next lemma lets us relate the preceding theorem's almost-orthogonality criterion in one A ∞ -weighted space to the analogous criterion in other A ∞ -weighted spaces.
Lemma 2 Let {c Q } Q∈D be a sequence of non-negative numbers such that, for some A ∞ measure ν and for all dyadic cubes Q ,
Then: if µ is any A ∞ measure, there is a constantR such that, for all Q ∈ D,
Proof. We adapt the proof of the John-Nirenberg Theorem [13] .
Without loss of generality we take R = 1. Consider the function
The condition (23) is equivalent to
Notice that this implies c Q ≤ 1 for all Q. If Q ∈ D we define F(Q ) to be the family of maximal dyadic subcubes Q * of Q such that
The cubes Q * ∈ F(Q ) are pairwise disjoint. By Chebyshev's inequality and (23),
Because of the maximality of the cubes Q * ∈ F(Q ), we also have
for all Q * ∈ F(Q ). Fix Q ∈ D. Define inductively:
Inequality (25) implies that {x ∈ Q :
Q⊂Q c Q χ Q (x) > 3j} ⊂ ∪ Q * ∈Ej Q * for all j ≥ 1. But repeated applications of (24) yield
for all j ≥ 1. Therefore there are constants c and C so that, for all Q ∈ D and all λ > 0,
Since µ is also in A ∞ , we can apply (16) to see that there exist constants c and C (independent of Q or λ) such that
finishing the proof. ♣
We are now ready to prove the first main result.
Proof of Theorem 1. We will first assume that
Since µ and Lebesgue measure are both in A ∞ , Lemma 2 implies
and therefore, by Theorem 6, the family defined by
Let us look at this last statement carefully. Consider the numerator of
which we will call f Q (x). Because µ is doubling,
and the family given by f
is almost-orthogonal in L 2 (µ). To continue:
(because b z Q dx = |Q|); therefore, by Lemma 1, the family defined by
is also almost-orthogonal in L 2 (µ), which implies that the family
is as well: we have proved one direction.
For the other direction, we assume that
, and we will show that
is almost-orthogonal in L 2 . As we just saw, the family defined by
is necessarily almost-orthogonal in L 2 (µ). Therefore the family {f
which is equivalent to having, for all Q ∈ D,
with C not depending on Q . By Lemma 2, this yields
|Q| ≤R|Q | for a similarly independentR; which, by Theorem 6, says that
The proof of Theorem 2 requires two new definitions, two observations, and a lemma.
if, for every > 0, there is a δ > 0 so that, for all dyadic cubes Q and all measurable E ⊂ Q, |E|/|Q| < δ implies µ(E) ≤ µ(Q). 
so, convergence in · M implies pointwise convergence. It is an easy exercise to show that (X M , · M ) is a Banach space. Suppose that {f n } n ⊂ X M is absolutely summable:
which makes sense because of (26). It is then trivial to show that f ∈ X M and that
as n → ∞; thus, absolute summability implies summability.
Lemma 3 If X ⊂ X M then there is an R < ∞ such that, for all f ∈ X,
In other words, if
then there is an R < ∞, independent of f , such that
Proof. We use the closed graph theorem. Suppose that f ∈ X, g ∈ X M , and {f n } is a sequence in X ⊂ X M such that f −f n I → 0 and g −f n M → 0. Because of (26), f n (Q) → f (Q) and f n (Q) → g(Q) for all Q. Therefore f = g. ♣ Proof of Theorem 2. Let h : D → C be such that h 2 = f ∈ X. By Theorem 6, the family
. Lemma 3 now says that there is an R < ∞ such that if
for all Q ∈ D. We will show that this last condition implies µ ∈ A d ∞ . We show first that µ ∈ A d ∞ if µ is absolutely continuous with respect to Lebesgue measure. Then we prove that assumption.
Suppose Q 0 ∈ D and E ⊂ Q 0 is measurable. Put η ≡ |E|/|Q 0 |; where, without loss of generality, we may assume that 0 < η << 1. For k = 1, 2, 3, . . ., let {Q j k } j be the set of maximal dyadic subcubes of Q 0 such that
The cubes' maximality implies that
Therefore there is a number
The cubes {Q j k } j,k are nothing but the usual Calderón-Zygmund cubes for χ E on Q 0 . They satisfy a well known packing condition: For every dyadic Q ∈ D,
The function f satisfies (27). Therefore there is an R, independent of Q 0 , such that
implying that µ belongs to dyadic A ∞ . Since µ is doubling, it also belongs to A ∞ . Theorem 2 is proved subject to our assumption. Suppose E ⊂ Q 0 ∈ D and |E| = 0. Cover E with countably many disjoint dyadic cubes Q
Since |E| = 0 we can do this for all k. Define f : D → C as we did above, but with respect to this new family {Q j k } j,k . Because of a), a virtual repetition of the preceding argument shows that, for all N ,
The proof of Theorem 2 is based on a simple idea. The measure µ is absolutely continuous with respect to Lebesgue measure: we can write dµ = v dx. The preceding proof essentially shows that 
Stability of almost-orthogonal expansions
Theorem 1 says that, for a family {φ (Q) } Q∈D ⊂ C α , the almost-orthogonality of
This fact motivates the following definitions.
Definition 4
We let V denote the set of all families Φ ≡ {φ (Q) } Q∈D , indexed over D, of complex-valued functions supported on B(0; 1). We turn V into a linear space in the obvious way by defining λΦ ≡ {λφ (Q) } Q∈D and Φ + Ψ ≡ {φ
Definition 5 If Φ ∈ V , we say that Φ ∈ N P C(α) (0 < α ≤ 1) if: a) for all Q ∈ D and all x and
If Φ ∈ V , we say that Φ ∈ P C(α) if Φ/λ ∈ N P C(α) for some λ > 0. We turn P C(α) into a normed linear space by setting
We say that Φ ∈ AO(µ) if Φ/λ ∈ N AO(µ) for some λ > 0. As with P C(α), we turn AO(µ) into a normed linear space by setting
Remark. In the preceding definitions, "AO(µ)" means "almost orthogonal (with respect to µ)" and "P C(α)" means "packing condition (of order α)". The "N " in N AO(µ) and N P C(α) stands for "normalized".
Remark. It will be important to remember that, in the definitions of P C(α) and N P C(α), the integrals of the φ (Q) z Q 's are taken with respect to Lebesgue measure and not with respect to µ.
If we follow the constants in the proof of Theorem 1, we get:
(Q) } Q∈D ∈ P C(α) and µ ∈ A ∞ then Φ ∈ AO(µ), with
for a constant C that only depends on µ, α, and d.
Proof of Corollary 2. Suppose that Φ ≡ {φ
and write
) (all of the functions have Lebesgue integrals equal to 0). Since Φ ∈ N P C(α), the numbers c Q satisfy
for all Q ∈ D. Therefore, by Lemma 2, there is a constant C , depending only on µ, such that, for all Q ∈ D,
But, by Theorem 6, inequality (29) implies that
We will use Corollary 2 to prove Theorem 3, basing our work on a type of square function, which we now define.
Definition 7 Suppose that Φ ≡ {φ
(Q) } Q∈D ∈ P C(α) and µ ∈ A ∞ . If f is locally integrable with respect to µ, we set
Our fundamental square function result is:
Theorem 7 Suppose that α > 0, µ ∈ A ∞ , and 1 < p < ∞. There is a constant C, depending only on µ, α, p, and d, so that, if
We will first state (and, assuming its truth, prove) two of Theorem 7's consequences (Corollary 3 and Theorem 8). Then we will prove Theorem 7.
Corollary 3 Suppose that α > 0, µ ∈ A ∞ , and 1 < p < ∞. There is a constant C, depending only on µ, α, p, and d, so that, if Φ ∈ P C(α) and
Proof of Corollary 3. We use a standard duality argument. Let g ∈ L p (µ), where p is p's dual exponent, and write
which finishes the proof, because
♣
We will use Corollary 3 to prove unconditional convergence of certain almostorthogonal expansions. The definition of unconditional convergence we use is given by:
Suppose that E is a countable set and S = {F 1 , F 2 , F 3 , . . .} is a collection of finite subsets of E. We say that S eventually covers E if every e ∈ E lies in all but finitely many
Remark. {F k } k eventually covers E if the F k 's are finite, nested (F k ⊂ F k+1 ), and E = ∪F k . But "eventual covering" does not require nestedness.
converges unconditionally to an h ∈ L p (µ), which we will denote by T f . The operator T :
is linear and bounded, with an operator norm ≤ C Φ pc(α) Ψ pc(α) , where C depends on p, µ, d, and α.
Proof of Theorem 8. If F ⊂ D is finite, let us define
Theorem 7 and the proof of Corollary 3 imply that, if f ∈ L p (µ) and g ∈ L p (µ),
Let {Q j } j be any enumeration of D, and set D k ≡ {Q 1 , . . . , Q k }. Theorem 7 and two applications of Dominated Convergence imply that
which implies that {T Fn (f )} n is Cauchy in L p (µ). Call the limit of the sequence h. The limit is independent of the sequence {F j } j because, if {F j } j also eventually covers D, so does the sequence
The operator T is clearly linear and bounded. If F ⊂ D is finite then
independent of F; therefore T has the desired bound. ♣ Proof of Theorem 7. Without loss of generality we assume Φ ∈ N P C(α); i.e., Φ pc(α) ≤ 1.
We will actually prove something stronger: If M µ,d (·) is the dyadic maximal operator with respect to µ,
, and all bounded, non-negative, measurable g, for a constant C that only depends on p, µ, d, and α (in particular, it does not depend on g ∞ ). Putting g ≡ 1 yields Theorem 7 for 1 < p ≤ 2, while the bound for 2 ≤ p < ∞ follows by a standard duality argument and the
We follow a familiar, three-step pattern (see [2] for its first use): a straightforward L 2 estimate; an L 2 weighted norm inequality; a weak-(1, 1) estimate, based on an inequality of Fefferman and Stein [8] . The first two steps yield Theorem 7 for 2 ≤ p < ∞. The third step fills the gap between 1 and 2.
Step 1. By definition,
As we saw in the introduction (recall the equivalence of (3) and (4)), the almostorthogonality of φ
implies that the right-hand side of (33) is less than or equal to
, where C only depends on α, µ, and d.
Step 2. We claim that
for all f ∈ L 1 loc (µ) and all bounded, non-negative, measurable g, and for a constant C that does not depend on g ∞ .
For every integer k, let E k be the family of dyadic cubes Q such that
Since g is bounded,
Set
Every Q ∈ E k is a subset of F k , and the support of every φ
z Q µ ; implying that, for every fixed k,
When we plug this last inequality into (36) we see that the left-hand side of (35) is less than or equal to a constant times
proving the claim.
Step 3. With a non-negative and measurable g fixed, define a measure γ by γ(E) ≡ E g dµ. We will show that there is a positive constant C, depending only on µ, d, and α, so that, for all λ > 0,
Interpolating between (34) and (37) will give
for all 1 < p ≤ 2, with a constant C that only depends on p, µ, d, and α. We will use a generalization of an inequality from [8] : For all f ∈ L 1 loc (µ), all non-negative g, and all λ > 0,
Here is the proof of (38). By an easy limiting argument, we may assume that f ∈ L 1 (µ). If Q ∈ D and
Denote {x :
Since f ∈ L 1 (µ) and µ ∈ A ∞ , we can write Ω λ as a disjoint union of maximal dyadic cubes Q such that (39) holds. If we denote this collection of cubes by {Q λ i } i then, because of (40),
proving (38). Because of (38), (37) follows from
After doing a standard Calderón-Zygmund decomposition of |f | (with respect to the measure µ and at "height" λ), we can write f = G + i H i , where
These functions have some familiar properties:
We will obtain (41) by showing that
and
are both less than or equal to
We make an observation (see [2] 
which implies, a fortiori,
for every
and the bound on (42) follows from Chebyshev's inequality (dividing both sides by λ 2 ). We deal with (43). We note that if Q ∈ D is any cube such that x ∈ Q \ Ω λ and H i , φ and S Φ (H i )(x) = 0 then x ∈ Q k \ Q k−1 for a unique k > 1, and
which implies that
and the bound on (43) follows from Chebyshev's inequality again (this time dividing both sides by λ). Theorem 7 is proved. ♣
} Q belongs to P C(α ), and
where the positive constant C depends on d.
Remark. Lemma 4 says that if we perturb Φ with small "errors" in dilation and translation, the resulting familyΦ is not far from Φ in a certain P C(α ) metric. The lemma immediately implies:
Corollary 4 If Φ andΦ are as in Lemma 4 and µ ∈ A ∞ , then Φ −Φ ∈ AO(µ),
for a constant C depending only on α, α , µ, and d.
Proof of Lemma 4. It suffices to prove the following: With φ ∈ C α such that supp φ ⊂ B(0; 1/6) and
for all x and x , and
for a constant C that depends on d.
Since the support conclusion is obvious, we focus on (45) and (46). Proof of (45). Write ψ(x) = ψ 1 (x) + ψ 2 (x), where ψ 1 (x) = φ(x) − φ(x/υ) and ψ 2 (x) = φ(x/υ) − φ((x − ξ)/υ). We will show that ψ 1 and ψ 2 both satisfy (45). We may assume that both x and x lie in B(0; 1). We consider ψ 1 first. If |x − x | ≤ η then + , where ζ Q −(0, 1) < η < 1/2 also. If µ ∈ A ∞ , 0 < α < α, and 1 < p < ∞, there is a constant C, depending only on µ, d, α , and α, so that, for all f ∈ L p (µ),
Reading note. In the language of Theorem 3's statement, τ = α − α . and observe that
We know that Φ −Φ pc(α ) and Ψ −Ψ pc(α ) are both ≤ Cη α−α , and we are assuming that Ψ pc(α ) and Φ pc(α ) are ≤ 1. Combining these estimates yields Ψ pc(α ) ≤ C, so that T 1 and T 2 both have operator norms ≤ Cη α−α . The corollary is proved. Now we can quickly prove Theorem 3. Let us first observe that Corollary 5 remains true if we replace D by a family of cubes G having certain good properties. These properties are: a) if Q ∈ G then the 2 d subcubes obtained by bisecting each of Q's edges also belong to G; b) every Q ∈ G arises from subdividing a Q ∈ G in the manner just described; c) if Q and Q belong to G,
We will call such a family good. Obviously D is good. It is a theorem ( [18] , p. 91) that the collection of the concentric triples of the dyadic cubes-which we will callD-can be written as a disjoint union of 3 d families-D = ∪ By Lemma 5 from [3] , (50) implies that µ and ν are mutually A ∞ .
3. This work began from the stability question. The author wanted to know what hypotheses on a doubling measure µ implied that almost-orthogonal expansions like (12) remained stable under small dilation and translation errors in the generating kernels. He started by looking at operators whose kernels had µ-integrals equal to 0. Unfortunately, unless µ is Lebesgue measure, the translate or dilate of such a kernel will likely not have a µ-integral of 0. This led him to look for conditions on µ that would preserve almost-orthogonality. What he came up with resembled a Carleson-measure-type condition from [9] ; one that, with doubling, is equivalent to having µ ∈ A ∞ . Unfortunately, Theorem 3 does not seem to generalize in a simple way to arbitrary doubling measures. The proof of Theorem 3 relies on the translation invariance and dilation "covariance" of Lebesgue measure. But that is as it should be, since the perturbations it deals with are Euclidean translations and dilations.
