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Functional Magnetic resonance Imaging (fMRI) has allowed the field of 
cognitive neuroscience to observe with high spatial specificity the brain at work. 
Voxels of an fMRI volume time series represent the quantity of oxygen in blood 
vessels at a given instant in time in a given location. This metabolic measure has 
been shown to be linked with the underlying neuronal processes. When using 
conventional statistical analysis of the fMRI data, each location in the brain is 
considered separately and thus the multivariate information present in the data 
is disregarded. Several analysis methods that use the information contained 
in different voxels have been proposed to complement conventional univariate 
analysis. Until recently, though, the use of multivariate methods was limited to 
the study of the functional relations between brain areas (“functional” and “effec-
tive” connectivity). Only recently, machine learning algorithms have been applied 
to the analysis of fMRI data in order to analyse the relation between a stimulus 
and the responses simultaneously measured at many locations (multi-voxel pat-
terns).
This thesis investigates the use of pattern recognition algorithms in the field 
of cognitive neuroimaging and in particular to the analysis of fMRI data. The use 
of “supervised learning” algorithms is considered both in the context of classifica-
tion (i.e. learning a binary function associated with the data) and regression (i.e. 
learning a continuous function associated with the data). When using pattern rec-
ognition algorithms the idea of “hypothesis testing” (used in conventional statisti-
cal analysis) is replaced by the more general concept of “hypothesis searching”. 
In other words, given a set of “labels” (binary or continuous, depending on the 
stimulus or experimental variable) associated with the data, the algorithms learn 
the best function (i.e. hypothesis) that maps the data to the labels. At the basis of 
the optimization procedure is the idea of “generalization” to unseen data that is in 
contrast with the idea of “best fit” used in conventional statistical analysis.
The general introduction presents the use of pattern recognition algorithms 
to the analysis of fMRI data and discusses the difference with conventional uni-
variate statistical analysis. A general formulation of the problem of classification 
and regression of fMRI responses is proposed and the main steps required for 
the application of machine learning algorithms to fMRI data are discussed.
In chapter 1, the combination of the independent component (IC) fingerprint 
and Support Vector Machine (SVM) based classification is proposed as a tool for 
the selection of “meaningful” components extracted from fMRI data. Independ-
ent Component Analysis (ICA) is a multivariate data-driven analysis technique 
that extracts from fMRI time series “functionally connected” networks with an 
associated time course. When using ICA the experimenter is left with the task of 
selecting and interpreting “meaningful” components. The IC-fingerprint is the rep-
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resentation of ICs in a multidimensional space of parameters aimed to describe 
the components in a “global” way, i.e. independently of the task. SVM based clas-
sification is used to learn the distinction of IC-fingerprints in six different classes. 
After training on the data (one subject, one run) extracted from a structure-from-
motion experiment, the trained classifier was able to generalize with good per-
formances to ICs extracted from the same experiment (different runs, different 
subjects) as well as to a different experiment. 
In chapter 2, the application of IC-fingerprints and SVM based classification 
is shown in the context of focal epilepsy. The classifier trained on the structure-
from-motion experiment described in the previous chapter was used to classify 
IC-fingerprints extracted from fMRI data of epileptic patients. This data-driven 
approach to the detection of the epileptic foci was validated comparing its results 
with the results of conventional statistical analysis carried out using spike-related 
regressors constructed using simultaneously acquired electroencephalographic 
(EEG) data. For all selected cases, the ICA based approach was able to detect a 
component consistent with the EEG-based analysis.
   In chapter 3, pattern recognition is applied to learn the association between 
single trial fMRI responses and the stimulus class. In particular the combination 
of Recursive Feature Elimination (RFE) and SVM classification is introduced as 
a feature selection strategy for “mapping” sparse and distributed discriminative 
patterns. Using simulated and real data (sound categorization), this multivariate 
strategy for the selection of the most discriminative patterns is compared to pre-
viously used univariate feature selection methods. On both simulated and real 
data, RFE is shown to outperform univariate feature selection especially in cases 
of low signal-to-noise and low contrast-to-noise.
In chapter 4, mapping of discriminative patterns using RFE and SVM classifi-
ers is applied to the discrimination of vowels and speakers in the human auditory 
cortex. In this study, three different vowels spoken by three different speakers 
were presented in a slow event related design. The combination of RFE and 
SVM was able to highlight two distinct patterns for the classification of vowels 
and speakers respectively. Furthermore testing for the invariance across levels 
of the representation of the stimuli (e.g. discriminating vowels independently of 
the speaker), two subsets of the previous patterns were identified. The patterns 
within the auditory cortex were identified without making any a-priori anatomical 
assumption, showing the “mapping” nature of the approach.
In chapter 5, the use of machine learning algorithms is introduced in the 
context of combined EEG-fMRI measurements. The question of the coupling be-
tween EEG power modulations and fMRI blood oxygen level dependent (BOLD) 
signal is investigated using multivariate regression based on predictive models 
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such as Ridge Regression (RR) and Relevance Vector Machines (RVM). Results 
show that RVM is more accurate in predicting the EEG power oscillations from 
the simultaneously acquired fMRI data when compared to RR, conventional uni-
variate statistical analysis and ICA. The method is applied to the prediction of al-
pha modulations induced in an “eyes open eyes closed” task and to the prediction 
of power modulations in different frequency bands elicited by natural stimulation 
(passively watching a movie). The results obtained on the eyes open eyes closed 
experiment are in line with previously reported results on the coupling of BOLD 
and alpha rhythm and show the validity of the method. The first results on the 
movie experiment demonstrate the possibility of applying the proposed method-
ology to more complex stimulation designs.
    
Samenvatting
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Functionele magnetische resonantie imaging (fMRI) stelt onderzoekers bin-
nen de cognitieve neurowetenschappen in staat het brein met een hoge spatiële 
nauwkeurigheid te bestuderen. De voxels binnen een ‘fMRI volume time series’ 
geven informatie over de hoeveelheid zuurstof op een bepaald tijdstip op een 
bepaalde plaats in het brein. Het is aangetoond dat deze maat van metabolisme 
samenhangt met onderliggende neuronale processen.  Conventionele statistisch 
analyse technieken beschouwen elke locatie in het brein apart met als gevolg 
dat het multivariate aspect van de data genegeerd wordt. Alternatieve methoden, 
welke informatie in verschillende voxels tegelijk in acht nemen, zijn voorgedragen 
als aanvulling op de conventionele methoden. Tot voor kort echter, was het ge-
bruik van deze multivariate methoden beperkt tot onderzoek naar de functionele 
relatie tussen verschillende hersengebieden (“functionele” en “effectieve” con-
nectiviteit). Pas recent zijn‘machine learning’ algoritmes toegepast in fMRI data-
analyses om de relatie tussen de stimulus en de respons simultaan op verschil-
lende locaties in het brein (multi-voxel patronen) te kunnen bestuderen.
 In dit proefschrift wordt het gebruik van ‘pattern recognition’ algoritmes 
binnen de ‘cognitieve neuroimaging’ bestudeerd, specifiek wordt daarbij gekeken 
naar de analyse van fMRI data. Het gebruik van ‘supervised learning’ algorit-
mes wordt zowel binnen de context van classificatie (het leren van een binaire 
functie gelinked aan de data) als regressie (het leren van een continue functie 
gelinked aan de data) bestudeerd. Wanneer ‘pattern recognition’ algoritmes ge-
bruikt worden maakt het concept ‘hypothese toetsing’ (gebruikt binnen de con-
ventionele statistische analyses) plaats voor een algemener begrip hypothese 
zoeken. Met andere woorden, gegeven een set ‘labels’ (binaire of continue, af-
hankelijk van de stimulus of experimentele variabele) welke gekoppeld is aan de 
data, leert een algoritme welke functie (hypothese) de data het best met de labels 
verbindt. Ten grondslag aan de optimalisatie procedure ligt het begrip “generali-
satie” naar nieuwe data dat contrasteert met het concept “best fit” welke gebruikt 
wordt binnen conventionele statistische analyse technieken.
De algemene introductie behandelt het gebruik van ‘pattern recognition’ al-
goritmes in fMRI analyses en bespreekt de verschillen met conventionele univari-
ate statistische analyses. Daarnaast wordt een algemene beschrijving gegeven 
van de  problemen rond classificatie en regressie van fMRI responsen en de 
belangrijkste stappen die noodzakelijk zijn voor toepassing van machine learning 
algoritmes op fMRI data.
In hoofdstuk 1, wordt een combinatie van independent component (IC) fin-
gerprint en op Support Vector Machines (SVM) gebaseerde classificatie voorg-
esteld, om  “betekenisvolle” componenten te selecteren uit fMRI data. Independ-
ent Component Analyses (ICA) is een multivariate data gedreven analyse techniek 
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welke “functioneel verbonden” netwerken en het daarbij behorende tijdsverloop 
uit ‘fMRI time series’ extraheert. Het is de bedoeling dat de onderzoeker na ICA 
“betekenisvolle” componenten selecteert en interpreteert. De IC-fingerprint geeft 
de ICs weer in een multidimensionale ruimte van parameters met als doel een 
“globale” beschrijving te geven van de componenten, onafhankelijk van de taak. 
Classificatie gebaseerd op SVM wordt gebruikt om onderscheid te maken tus-
sen zes verschillende klasses IC-fingerprints. Na training op de data van een 
‘structure-from-motion’ experiment (1 proefpersoon, 1 run), generaliseerde de 
getrainde classifier met een goede prestatie naar ICs welke geëxtraheerd wer-
den uit hetzelfde (verschillende runs, verschillende proefpersonen) en een ander 
experiment. 
In hoofdstuk 2, wordt de toepassing van IC-finterprints en op SVM gebase-
erde classificatie getoond in het kader van focale epilepsie. De classifier, welke 
getraind werd op het ‘structure-from-motion’ experiment beschreven in het vorige 
hoofdstuk, werd gebruikt om IC-fingerprints te classificeren, welke geëxtraheerd 
werden uit de fMRI data van patiënten met epilepsie. Deze data gedreven be-
nadering van de detectie van epileptische centra, werd gevalideerd door de re-
sultaten met de resultaten van de conventionele statistische analyses technieken 
te vergelijken, welke gebaseerd zijn op spike-gerelateerde regressoren verkre-
gen uit simultaan gemeten electro-encephalogram (EEG). In alle geselecteerde 
casussen, was de op ICA gebaseerde methode in staat een component te detec-
teren, in overeenstemming met op EEG gebaseerde analyses.
In hoofdstuk 3, wordt ‘pattern recognition’ toegepast om de associatie te 
leren tussen single trial fMRI responsen en stimulus klasse. Specifiek wordt de 
combinatie van Recursive Feature Elimination (RFE) en SVM classificatie geïn-
troduceerd als een strategie om kenmerken te selecteren voor het ‘mappen’ van 
schaarse en verdeelde discriminerende patronen. Op basis van gesimuleerde 
en ‘echte’ data (categorisatie van geluid), wordt de multivariate strategie voor 
selectie van de meest discriminerende patronen, vergeleken met de voorheen 
gebruikte univariate methodes voor de selectie van kenmerken. Op zowel ges-
imuleerde als echte data, overtreft RFE de univariate methode, met name wan-
neer er sprake is van een lage signaal-ruis verhouding.
In hoofdstuk 4, wordt het mappen van discriminerende patronen met behulp 
van RFE en SVM toegepast om onderscheid te maken tussen klinkers en sprek-
ers in de humane auditieve cortex. In deze studie werden drie verschillende klink-
ers, gesproken door drie verschillende sprekers, aangeboden in een slow event-
related design. De combinatie van de RFE en SVM onthulde twee verschillende 
patronen voor de classificatie van klinkers en sprekers. Daarnaast werden door 
het testen van invariantie, twee subsets van de voorafgaande patronen geïden-
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tificeerd. De patronen binnen de auditieve cortex werden geïdentificeerd zonder 
enige a-priori anatomische assumpties en dit benadrukt de ‘mappende’ aard van 
de benadering.
In hoofdstuk 5, wordt het gebruik van ‘machine learning’ algoritmes geïntro-
duceerd in het kader van gecombineerde EEG-fMRI metingen. De koppeling tus-
sen EEG power modulaties en het fMRI BOLD (blood oxygen level dependent) 
signaal wordt onderzocht met behulp van multivariate regressie, welke gebase-
erd is op predictieve modellen zoals Ridge Regression (RR) en Relevance Vector 
Machines (RVM). In deze studie wordt aangetoond dat RVM meer accuraat is in 
het voorspellen van EEG power oscillations uit simultaan gemeten fMRI data dan 
RR, conventionele univariate statistische analyses en ICA. De methode werd 
toegepast om alpha modulaties te voorspellen, welke opgeroepen werden in een 
“ogen-open ogen-dicht” taak en om power modulaties te voorspellen in verschil-
lende frequentiebanden, welke opgeroepen werden door ‘natuurlijke’ stimulatie 
(passief film kijken). De resultaten, verkregen uit het experiment waarin proefper-
sonen de ogen moesten openen en sluiten, stemmen overeen met resultaten van 
voorafgaande studies naar de koppeling tussen BOLD en alpha ritmes en tonen 
aan dat de gebruikte methode valide is. De eerste resultaten van het experiment 
waarin proefpersonen een film zagen, geven aan dat het tevens mogelijk is de 
voorgestelde methodologie toe te passen in complexere stimulus designs. 
