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Abstract
We prove propagation of weighted Sobolev regularity for solutions
of the hyperboloidal Cauchy problem for a class of quasi-linear symmet-
ric hyperbolic systems, under structure conditions compatible with the
Einstein-Maxwell equations in space-time dimensions n+1 ≥ 7. Simi-
larly we prove propagation of polyhomogeneity in dimensions n+1 ≥ 9.
As a byproduct we obtain, in those last dimensions, polyhomogeneity
at null infinity of small data solutions of vacuum Einstein, or Einstein-
Maxwell equations evolving out of initial data which are stationary
outside of a ball.
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2
1 Introduction
A problem of current interest is the asymptotic behavior of solutions of hy-
perbolic equations in the radiation zone. For large (however, not for all) sets
of initial data, this question can be reduced to one where the initial data are
given on a Cauchy surface that resembles a hyperboloid in Minkowski space-
time. In recent works [12, 13], polyhomogeneity of solutions of such Cauchy
problems, with polyhomogeneous initial data, has been proved for a large
class of semi-linear symmetric hyperbolic systems. The object of this work
is to extend those results to quasi-linear equations satisfying certain struc-
ture conditions which are compatible with the vacuum Einstein equations,
or with the Einstein-Maxwell equations, in space-time dimensions n+1 ≥ 9.
A special case of our results is Theorem 7.2 below, where polyhomogene-
ity at null infinity of small data global solutions of the Einstein-Maxwell
equations, evolving out of initial data which are stationary outside of a
compact set, is established; this is perhaps the most significant result in this
work. For clarity we repeat the relevant part of that theorem here:
Theorem 1.1 In dimensions n + 1 ≥ 9 the global solutions of Einstein-
Maxwell equations constructed in [18, 19] out from small initial data sta-
tionary outside of a compact set are polyhomogeneous at null infinity.
The polyhomogeneous expansions above are in terms of powers of log r
and negative integer powers of r in odd space dimension, while one has
powers of log r and negative half-integer powers of r in even space dimension.
Theorem 1.1 should be compared with [4], where even space-time dimen-
sion n+ 1 ≥ 6 is assumed, where initial data Schwarzschildian outside of a
compact set are considered, and where solutions which are smooth at null
infinity are obtained. The methods of that last reference completely fail in
odd space-time dimensions. Furthermore, in odd space dimensions, generic
initial data which are only stationary, as opposed to Schwarzschildian, are
likely to be polyhomogeneous, but not smooth, at null infinity, and generic
such initial data are expected to be too singular to be covered by the ap-
proach in [4]. We also note the analysis in [3], which implies smoothness at
null infinity of exactly stationary vacuum or electro-vacuum space-times, in
even space-dimension, in space-time harmonic gauge. But the dimensions
covered in [3] are precisely those not covered by the evolution theorems
in [1, 4].
3
2 Polyhomogeneity of solutions
2.1 Notation
The notation of [12] is used unless explicitly stated otherwise. However,
to avoid a clash of notation with the symbol which is customarily used for
the conformal factor arising in the rescaling of the metric, we will use the
symbol U for the sets Ω of [12]:
U =
{
(x, vA, y) : 0 < x < y , v = (vA) ∈ O , 0 < y < 2T} , (2.1)
where O is a compact manifold without boundary. We will write z for the
joint set of variables (x, y, vA).
Let Wα be a family of spaces, where α is a decay index, e.g. Wα =
C α{x=0},k(U ), or W
α = C α{0≤x≤y},∞(U ), etc. We define
W<α = ∩σ<αW σ .
This notation is very useful to accommodate lnn x factors that arise in the
problem at hand: for example, in this notation we have
xα lnN x ∈ C<α{x=0},∞(U ) .
We use a slight generalization of a definition of [13]: We shall say that a
function H(z, w) is A δ{0≤x≤y}-polyhomogeneous in z with a uniform zero of
order l in w if the following hold: First, H is smooth in w ∈ RN at fixed
z ∈ U . Next, it is required that for all B ∈ R and k ∈ N there exists a
constant Cˆ(B) such that, for all |w| ≤ B and 0 ≤ i ≤ min(k, l),∥∥∂iwH(·, w)∥∥C 0
{0≤x≤y},k−i
(U )
≤ Cˆ(B)|w|l−i . (2.2)
Further,
∀i ∈ N ∂iwH(·, w) ∈ A δ{0≤x≤y} (2.3)
at fixed constant w. Finally we demand the uniform estimate for constant
w’s: ∀ǫ > 0,M ≥ 0, i, k ∈ N ∃ C(ǫ,M, i, k) ∀|w| ≤M such that
‖∂iwH(·, w)‖C−ǫ
{0≤x≤y},k
(U ) ≤ C(ǫ,M, i, k) . (2.4)
The qualification “in w” in “uniform zero of order l in w” will often be omit-
ted. Similarly to [13], the small parameter ǫ has been introduced above to
take into account the possible logarithmic blow-up of functions in A δ{0≤x≤y}
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at x = 0; for the applications to the nonlinear scalar wave equation or to
the wave map equation on Minkowski space-time, the alternative simpler re-
quirement would actually suffice: ∀M ≥ 0, i, k ∈ N ∃ C(M, i, k) ∀|w| ≤M
‖∂iwH(·, w)‖C 0
{0≤x≤y},k
(U ) ≤ C(M, i, k) , (2.5)
again for constant w’s. Functions which are smooth in (w, z), and have a
zero of order l in w at w = 0, satisfy the above conditions.
2.2 The theorem
Let ψ = (ψ1, ψ2) and set
f := (ψ,ϕ) , f¯ := (ψ1, xψ2, xϕ) . (2.6)
We shall say that a function G satisfies the NL-condition if there exist
N, pi, qi,mi ∈ N and functions Hi with a uniform zero of order mi in the
variable
wi := x
qiδ(f¯ , x2∂xf, x
2∂yf, x∂Af)
≡ xqiδ(ψ1, xψ2, xϕ, x2∂xf, x2∂yf, x∂Af)
such that
G =
N∑
i=1
x−piδHi(z, wi) , (2.7)
with, for i = 1, . . . , N ,
mi >
pi − 1δ
qi
. (2.8)
Our first main result is the following:
Theorem 2.1 Let U be defined in (2.1), suppose that p ∈ Z, q, 1/δ ∈ N∗,
k ∈ N ∪ {∞}, and let
ψ = (ψ1, ψ2)
and ϕ, with
ψ1 ∈ C<−1{0≤x≤y},∞ ∩ C<0{0≤x≤y},0 , ψ2, ϕ ∈ C<−1{0≤x≤y},∞ , (2.9)
be a solution on U of the following system of equations:{
∂yϕ+Bϕϕϕ+Bϕψψ = Lϕϕϕ+ Lϕψψ + a+Gϕ
∂xψ +Bψϕϕ+Bψψψ = Lψϕϕ+ Lψψψ + b+Gψ
, (2.10)
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with the operators
Lij = L
A
ij∂A + xL
y
ij∂y + xL
x
ij∂x (2.11)
satisfying
Lµϕϕ ∈ xδA δ{0≤x≤y} , Lµψϕ , Lµϕψ , Lµψψ ∈ A δ{0≤x≤y} (2.12)
(no symmetry hypotheses are made on the matrices Lµij), while
Bϕϕ ∈ C∞(Ω) + xδA δ{0≤x≤y} , Bϕψ, Bψψ, Bψϕ ∈ A δ{0≤x≤y} ,(2.13a)
a, b ∈ x−1+δA δ{0≤x≤y} , (2.13b)
ϕ|x=y = ϕ˚ ∈ x−1+δA δ{x=0} , ψ|x=y = ψ˚ ∈ x−1+δA δ{x=0} . (2.14)
If the non-linear terms Gϕ, Gψ satisfy the NL-condition, then
(ψ,ϕ) ∈ A δ{0≤x≤y} × xδ−1A δ{0≤x≤y} ;
more precisely
ψ ∈ xδA δ{0≤x≤y} + A δ{y=0} , (2.15a)
ϕ ∈ xδ−1A δ{x=0} + xδ−1yA δ{0≤x≤y} . (2.15b)
In particular for any τ > 0 we have
(ψ,ϕ)|{y≥τ} ∈ A δ{x=0} × xδ−1A δ{x=0} ,
which shows that the solution is polyhomogeneous with respect to {x = 0}
on {y ≥ τ}.
Proof: This theorem is a generalization of the semi-linear case, Theorem
3.7 of [12], and can be proved by following step by step the proof given there.
A detailed exposition can be found in [25]. 
3 Propagation of polyhomogeneity for the Einstein-
Maxwell equations
Let us show that Theorem 2.1 applies to the source-free Einstein-Maxwell
equations; we will make extensive appeal to [4]. More generally, consider a
system of second order wave equations of the form
ηαβ
∂2f
∂xα∂xβ
= −Hαβ(xµ, f, ∂f, ∂∂f) ∂
2f
∂xα∂xβ
+ F (f, ∂f, xµ) , (3.1)
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for a map f with values in RN for some N , where η is the (n+1)–dimensional
Minkowski metric. (The map f in this section should not be confused with
the map f appearing in (2.6), compare (3.18) below.) The Einstein-Maxwell
equations in the harmonic-Lorenz gauge can be written in this form, with
f := (gµν − ηµν , Aµ), then
Hµν := gµν − ηµν = ηµαηνβ(gαβ − ηαβ) + quadratic terms
depends only upon gµν − ηµν , while F is a quadratic form in ∂f with coef-
ficients depending upon gµν − ηµν . Thus, in the Einstein-Maxwell case the
source function F has a uniform zero of order two, while the functions Hµν
all have a uniform zero of order one.
As in [4], and similarly1 to [13], we use a mapping φ : x 7→ y from the of
the future timelike cone with vertex 0, I+η,x(0), of a Minkowski space-time,
which we denote (Rn+1x , ηx), into the past timelike cone with vertex 0 of
another Minkowski space-time, (Rn+1y , ηy), defined by
φ : I+η,x(0)→ Rn+1y by xα 7→ yα :=
xα
ηλµxλxµ
. (3.2)
It is easy to check that φ is a bijection from I+η,x(0) onto I
−
y,η(0), with
inverse
φ−1 : yα 7→ xα by xα := y
α
ηλµyλyµ
. (3.3)
Moreover φ is a conformal mapping between Minkowski metrics:
ηαβdx
αdxβ = Ω−2ηαβdy
αdyβ , (3.4)
where Ω is a function defined on all Rn+1y , given by
Ω := −ηαβyαyβ . (3.5)
We work within I−y,η(0) and to the future of a hypersurface
Sτ0 := {y0 = τ0} , τ0 < 0 ,
where we set
ρ ≡ |~y| :=
√√√√ n∑
i=1
(yi)2 , x := −|~y| − y0 ≥ 0 , y := y0 − |~y|+ 1 ≥ 0 ,
1In [4] one works within I+η,x(0), while in [13] the complement of I
+
η,x(0) is considered.
However, the methods of [13] apply to both situations.
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so that
Ω = −x(1−y) , ∂x = −1
2
( n∑
i=1
yi
|~y|
∂
∂yi
+
∂
∂y0
)
, ∂y = −1
2
( n∑
i=1
yi
|~y|
∂
∂yi
− ∂
∂y0
)
,
and
yα
∂
∂yα
= (y − 1)∂y + x∂x .
Furthermore the flat d’Alembertian η,y associated with the coordinates y
µ
equals
η,y = 4∂x∂y − 2(n − 1)
1− x− y
(
∂x + ∂y
)
+
4∆h
(1− x− y)2 ,
where ∆h is the canonical Laplacian on S
n−1.
It should be kept in mind that we are interested in x small and y bounded
away from one.
The general relation between the wave operator on scalar functions in two
conformal metrics transforms the left-hand-side of (3.1) into the following
partial differential operator
ηαβ
∂2(Ω−
n−1
2 f ◦ φ−1)
∂yα∂yβ
≡ Ω−n+32 (ηαβ ∂
2f
∂xα∂xβ
) ◦ φ−1 . (3.6)
We introduce the following new set of scalar functions on Rn+1y
fˆ := Ω−
n−1
2 f ◦ φ−1 , (3.7)
so that the system (3.1) reads
ηαβ
∂2fˆ
∂yα∂yβ
= −Ω−n+32
{
Hαβ(x, f, ∂f, ∂∂f)
∂2f
∂xα∂xβ
− F (x, f, ∂f)
}
◦ φ−1 ,
(3.8)
and we need to analyse the structure of the right-hand side. As calculated
in detail in [4], if we set
Aαµ :=
∂yα
∂xµ
◦ φ−1 ≡ −Ωδαµ − 2yαηµβyβ , (3.9)
which is bounded on any bounded set of Rn+1y , we can write
∂f
∂xµ
◦φ−1 = Aαµ
∂(f ◦ φ−1)
∂yα
=
(
−x(1−y) ∂
∂yµ
−2ηµαyα((y−1) ∂
∂y
+x
∂
∂x
)
)
f◦φ−1 .
(3.10)
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(We emphasise the occurrence of a factor of x in front of each derivative
except ∂y; that will play an important role in what follows.) Similarly
∂2f
∂xλ∂xµ
◦ φ−1 =
{
x2(1− y)2 ∂
2
∂yλ∂yµ
+ 4x(1− y)ηα(λyα
∂
∂yµ)
(x∂x + (y − 1)∂y)
+4ηλαηµβy
αyβ
(
(y − 1)∂y + x∂x
)2
+
[
4ηλαηµβy
αyβ + 2x(1− y)ηλµ
](
(y − 1)∂y + x∂x
)}
f ◦ φ−1 . (3.11)
If we now set f ◦ φ−1 = Ωn−12 fˆ , we find:
∂(f ◦ φ−1)
∂yα
≡ ∂(Ω
n−1
2 fˆ)
∂yα
= Ω
n−1
2
∂fˆ
∂yα
− (n− 1)Ω(n−3)/2yαfˆ , (3.12)
and
∂2(f ◦ φ−1)
∂yα∂yβ
≡ (x(1− y))n−12 ∂2fˆ
∂yα∂yβ
− (n− 1)(x(1− y))(n−3)/2(ηβσyσ ∂fˆ
∂yα
+ ηασy
σ ∂fˆ
∂yβ
)
+
(n− 1)
2
(
x(1− y))n−52 Dαβ fˆ , (3.13)
with
Dαβ := 2(n− 3)ηλαηµβyλyµ + 2
(
x(y − 1))ηαβ . (3.14)
Collecting all this, we conclude that
∂2f
∂xλ∂xµ
◦ φ−1 = (x(1− y))n−12 {x2(1− y)2 ∂2
∂yλ∂yµ
+ 4x(1 − y)ηα(λyα
∂
∂yµ)
(x∂x + (y − 1)∂y)
+4ηλαηµβy
αyβ((y − 1)∂y + x∂x)2 + 2(n − 1)x(1− y)yαηα(λ
∂
∂yµ)
+
[
4nηλαηµβy
αyβ + 2x(1 − y)ηλµ
]
((y − 1)∂y + x∂x)
+(n− 1)[(n+ 1)ηαµηλβyαyβ + x(1− y)ηλµ]
}
fˆ . (3.15)
The second term on the right-hand side of (3.8) is
Ω−
n+3
2 F
(
f,
∂f
∂x
)
◦φ−1 = Ω−n+32 F
(
Ω
n−1
2 fˆ ,Ω
n−1
2 Aαµ(
∂fˆ
∂yα
−(n− 1)Ω−1yαfˆ)
)
.
(3.16)
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Now, Aαµyα = Ωyµ, and it follows from (3.10) that the right-hand side of the
last equation can be rewritten as(
x(1− y))−n+32 ×
F
((
x(1− y))n−12 fˆ , (x(1− y))n−12 (x(y − 1) ∂fˆ
∂yµ
− 2ηµαyα((y − 1)∂y fˆ + x ∂xfˆ)− (n− 1)yµfˆ
))
.
(3.17)
As shown in [12, 13], the left-hand-side of (3.1) can be brought to the form
needed in Theorem 2.1 by setting
ψ1 = fˆ , ψ2 = (∂y fˆ , ∂Afˆ) , ϕ = ∂xfˆ . (3.18)
Here ∂Af = ∂vAf , where the v
A’s are local coordinates on the sphere. To
bring (3.17) to the desired form (2.7), the choice
p2δ =
n+ 3
2
, q2δ =
n− 3
2
,
provides the supplementary power of x needed in the arguments of F to
satisfy the structure conditions of Theorem 2.1, provided that we choose
1/(2δ) ∈ N∗ in even space-dimensions; any 1/δ ∈ N∗ is admissible in odd
ones. If we assume that F has a uniform zero of order m2, condition (2.8)
will now be satisfied for
m2 >
n+ 1
n− 3 = 1 +
4
n− 3 ⇐⇒ n ≥ 4 and m2 ≥

6, n = 4;
4, n = 5;
3, n = 6, 7;
2, n ≥ 8.
(3.19)
(In the Einstein-Maxwell case we have m2 = 2, which enforces n ≥ 8.)
Let us turn our attention to the first term at the right-hand side of
(3.1). In what follows we will consider the following restricted class of non-
linearities: we assume that, after replacing f by Ω
n−1
2 fˆ and changing vari-
ables xµ → yµ as above, the terms Hαβ takes the form
Hαβ = Gαβ(Ω
n−1
2 fˆ ,Ω
n−1
2
+1∂yµ fˆ ,Ω
n−1
2
+2∂yν∂yρ fˆ) , (3.20)
with a uniform zero of order m0. Such a structure will clearly be obtained
from a function in (3.1) which depends only upon f , in particular this will
be the case for the Einstein or the Einstein-Maxwell equations, with m0 = 1.
10
Using (3.15) we can write
Ω−
n+3
2 Hµν∂xµ∂xνf = x
−n+3
2
+n−1
2 F1(H
αβ , fˆ , ∂yα∂yβ fˆ , ∂yγ fˆ)
where F1 is linear in the second, third, and fourth argument. Assuming
(3.20), this can be rewritten as
Ω−
n+3
2 Hµν∂xµ∂xνf = x
−n+7
2 F1(H,x
n−1
2
+2fˆ , x
n−1
2
+2∂yα∂yβ fˆ , x
n−1
2
+2∂yγ fˆ)
= x−
n+7
2 F2(x
n−1
2 fˆ , x
n−1
2
+2∂yα∂yβ fˆ , x
n−1
2
+1∂yγ fˆ) ,
where F2 has a uniform zero of order m1 = m0 + 1. With the restrictions
on δ as before, we will obtain the right structure by setting
p1δ =
n+ 7
2
, q1δ =
n− 1
2
,
and the NL-condition will hold provided that m1 := m0 + 1 satisfies
m1 >
n+ 5
n− 1 = 1 +
6
n− 1 , ⇐⇒ m0 ≥

7, n = 2;
4, n = 3;
3, n = 4;
2, n = 5, 6, 7;
1, n ≥ 8.
(3.21)
In particular the structure conditions will be satisfied by the Einstein-
Maxwell equations in space-dimensions larger than or equal to eight.
The hypothesis (3.20) will not be satisfied in general if Hµν in (3.1) is
a non-linear function of f and ∂xµf , for then H will belong instead to the
following class of functions (compare (3.16))
H = G(Ω
n−1
2 fˆ ,Ω
n−1
2 ∂yµ fˆ ,Ω
n−1
2
+1∂yν∂yρ fˆ) , (3.22)
An analysis similar to the one above shows that, for Hµν ’s which are a finite
sum of terms of the form (3.22), we will obtain the right structure by setting
p1δ =
n+ 5
2
, q1δ =
n− 3
2
,
and the NL-condition will hold provided that m1 = m0 + 1 satisfies
m1 >
n+ 3
n− 3 = 1 +
6
n− 3 ⇐⇒ n ≥ 4 and m0 ≥

7, n = 4;
4, n = 5,;
3, n = 6;
2, n = 7, 8, 9;
1, n ≥ 10.
(3.23)
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The reader should have no troubles similarly working out the conditions
on the nonlinearity for general H’s which depend on f , ∂xµf and ∂xµ∂xνf .
Summarizing, we have proved:
Theorem 3.1 Let f be a solution of equation (3.1), define ψ1, ψ2, and ϕ by
(3.18), where fˆ is given by (3.7). Suppose that (3.19) holds, and assume that
either (3.20) with (3.21) hold, or (3.22) with (3.23) hold. If (2.9) and (2.14)
hold, then the conclusions of Theorem 2.1 apply. In particular Theorem 2.1
applies to the Einstein-Maxwell equations in space-time dimensions n+1 ≥
9.
4 Towards solutions with a polyhomogeneous Scri
In order to establish existence of solutions of the vacuum Einstein equations,
in sufficiently high dimensions, with a polyhomogeneous Scri, it remains to
construct appropriate initial data, and show that the corresponding solutions
are in the right function spaces.
Recall, now, that large classes of polyhomogeneous hyperboloidal ini-
tial data have been constructed in [2] (the emphasis in that reference is
on n = 3 at several places, but the general results there show that the
conformal method, starting from smooth or polyhomogeneous seed fields,
provides polyhomogeneous solutions of the general relativistic vacuum con-
straint equations in any dimension n ≥ 3). There is little doubt that large
collections of initial data so constructed provide polyhomogeneous data for
the harmonically reduced equations of the last section, but we have not
checked this in detail. Instead, we will follow the standard-by-now strategy
of using initial data which are stationary outside of a compact set. So, in
Section 4.2, we provide large classes of Corvino-Schoen type initial data with
polyhomogeneous asymptotics on hyperboloids. One of the reasons for pro-
ceeding this way is that small such initial data lead to global, geodesically
complete solutions [19, 20].
One then needs to verify that the associated solutions satisfy the space-
time weighted regularity conditions needed in Theorem 2.1. One could hope
that the Lindblad-Rodnianski type estimates of Loizelet [19, 20] would pro-
vide that information. It turns out that the available estimates, for space-
times obtained by evolving small initial data of Section 4.2, are not sufficient
for our polyhomogeneity result; this is analyzed in Section 4.3. This means
that the desired estimates have to be derived from scratch, which will be
done in the remainder of this paper.
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4.1 Stationary vacuum metrics in higher dimensions
The only way, so far, of obtaining space-times with controlled asymptotic
behavior near i0 is to use initial data sets which are stationary at large
distances. We will outline the construction of such data in Section 4.2, but
before doing this it is convenient to start with a short discussion of stationary
metrics in higher dimensions; our presentation follows [3].
Consider a vacuum Lorentzian metric n+1g in any space-time-dimension
n ≥ 3, with Killing vector X = ∂/∂t. In the region where X is timelike
there exist adapted coordinates in which n+1g takes the form
n+1g = −V 2(dt+ θidxi︸︷︷︸
=θ
)2 + gijdx
idxj︸ ︷︷ ︸
=g
, (4.1)
∂tV = ∂tθ = ∂tg = 0 . (4.2)
The vacuum Einstein equations (with vanishing cosmological constant) read
(see, e.g., [15]) 
V∇∗∇V = 14 |λ|2g ,
Ric(g)− V −1Hess gV = 12V 2λ ◦ λ ,
div(V λ) = 0 ,
(4.3)
where
λij = −V 2(∂iθj − ∂jθi) , (λ ◦ λ)ij = λikλkj .
We assume that there exists α > 0 such that
gij − δij = O(r−α) , ∂kgij = O(r−α−1) , (4.4)
similarly for V − 1 and θi. A redefinition t → t + ψ, introduces a gauge
transformation
θ → θ + dψ ,
and one can exploit this freedom to impose restrictions on θ. For our pur-
poses it is convenient to impose the harmonic gauge, t = 0, which reads
∂i(
√
det gV gijθj) = 0 . (4.5)
Equation (4.5) can always be achieved by replacing θ by θ+dψ, and solving
the resulting linear equation for ψ, cf., e.g., [5, ?] for the relevant isomor-
phism theorems.) One can then introduce new coordinates [?] which are
harmonic for g.
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In space-harmonic coordinates, and in the gauge (4.5), the system (4.3)
is elliptic, and standard considerations show that the functions gij , V and
θi have a polyhomogeneous expansion in terms of log r and inverse powers
of r. Furthermore, n+1gµν is Schwarzschild in the leading order, and there
exist constants αij such that
θi =
αijx
j
rn
+O(r−n) .
It is of interest to enquire whether or not the logarithmic powers are es-
sential in the polyhomogeneous expansion. It has long been know in space-
dimension three that, for metrics which are stationary and vacuum in the
asymptotic region, coordinate systems exist where no log r terms arise when-
ever the ADM mass is non-zero [22]. The same property is true for static
solutions with non-zero ADM mass in space-dimension four [3]. Now, in the
evolution theorems used below we need all coordinates to satisfy the wave
equation,
xµ = 0 , (4.6)
and the transition from the coordinates used in [3] to the coordinates satis-
fying (4.6) might introduce log terms: This is exactly what happens for the
Schwarzschild metric in n = 4, which does have a logarithmic term in its
asymptotic expansion in a natural choice of wave coordinates [4], but this is
the only dimension where this happens for Schwarzschild.
In general, (4.6) is achieved by changing space-coordinates xi → xi +
ψi(xj) (recall that t is already harmonic), thus solving a linear equation for
ψi; by standard results (see, e.g., [6]) the ψi’s will have a full asymptotic
expansion in terms of powers of ln r and inverse powers of r, and so will the
space-time metric in the new coordinate system, when transformed from the
space-harmonic ones. In view of the calculations in [4], this implies the ex-
istence of polyhomogeneous asymptotics of the initial data on hyperboloids
at I , as needed in Theorem 2.1.
Rather surprisingly, in even space-dimensions larger than or equal to
six the space-coordinates used in [3] satisfy (4.6), and so does the time
coordinate. It follows that the analysis of stationary solutions in [3] directly
provides wave coordinates in which no log terms occur in those dimensions.
4.2 Corvino-Schoen data in higher dimensions
So far we have considered metrics which are exactly stationary. Now, there
exists a construction due to Corvino and Schoen [?, ?] (see also [9, 10], and
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also the more recent Reference [8], where the construction is carried out
under considerably weaker asymptotic conditions) which allows one to glue
exactly stationary ends to asymptotically Euclidean initial data sets. Some
details of this construction have been presented in those references in di-
mension three only, but the construction generalises to any dimension, as
follows: Recall that the construction requires a family of stationary reference
metrics which cover the whole range of asymptotic charges. In dimension
3 + 1 this is provided by the family of metrics obtained by boosting and
translating the Kerr metrics. In higher dimensions one such family can be
obtained by boosting and translating the Myers-Perry metrics [21]. Note
that the question, whether or not the reference solutions have naked singu-
larities is irrelevant for the problem at hand because here one only needs the
solutions at large distances. (Similarly to the Kerr family, all the metrics in
the family so obtained have a timelike ADM momentum, and therefore can
only be glued to asymptotically flat initial data which also have this prop-
erty; this is no restriction for well behaved initial data sets which are spin,
or for space-dimensions up to seven, and is expected not to be a restriction
for well behaved initial data sets in general, but this has not been proved at
the moment of writing of this work.)
So let Rx, ǫk be positive constants and consider the collection, say CRx,ǫk
of general relativistic electro-vacuum initial data sets (Rn, g,K) which are
stationary outside a coordinate ball B(Rx) and with weighted Sobolev norm
controlling k-derivatives of the metric smaller than ǫk. Here k should be
sufficiently large as in [4, 20], and the norm should be the one described
in those references. From what has been said this collection is non-empty,
and contains an open set (in the topology associated to the norm) around
Minkowski space-time.
Now, for the Schwarzschild metric in dimension n+1 with n ≥ 4, and in
harmonic coordinates, the boundary of the domain of influence of a ball is
sandwiched between two hypersurfaces t − r = const [4, Section 5.3]. This
remains true for stationary electro-vacuum metrics because the leading order
behaviour of the metric coincides with the Schwarzschild one (compare [7,
Appendix A]). This implies that the maximal globally hyperbolic develop-
ment of all initial data in CRx,ǫk contains hyperboloidal hypersurfaces, the
asymptotic region of which is contained in that part of the space-time where
the metric is stationary. So our considerations of the previous section apply
to this region, leading to polyhomogeneous initial data on such hypersur-
faces. Since the leading order deviation of the metric from the flat one is
Schwarzschildian, the tensor field hˆ := Ω−
n−1
2 (g − η), that plays a key role
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in our analysis, is O(x(n−2)−(n−1)/2) = O(x(n−3)/2), and in fact
hˆ ∈ x(n−3)/2(A δ{x=0} ∩ L∞) , ∂y0 hˆ ∈ x(n−5)/2(A δ{x=0} ∩ L∞) , (4.7)
with δ = 1 on any hyperboloid whose asymptotic part is contained in the
stationary region.
4.3 Lindblad-Rodnianski-Loizelet metrics near I
In this section we analyze how the asymptotic behavior of the small-data
space-times constructed in [19] (compare [16, 17]) relates to the differentia-
bility conditions needed in Theorem 2.1. We find that sharper decay rates
along outgoing null geodesics would be needed for a direct proof of poly-
homogeneity using our approach. The estimates established here are then
combined with the results of our analysis in subsequent sections to provide
a rather more involved proof of polyhomogeneity.
We start by recalling some notation of [16, 17, 19]. Let Z denote the
following set of vectors on Minkowski space-time:
∂α ≡ ∂
∂xα
, α = 0, 1, . . . , n;
Zαβ = xα∂β − xβ∂α, α, β = 0, 1, . . . , n;
Z0 =
n∑
α=0
xα∂α = t∂t +
n∑
i=1
xi∂i = t∂t + r∂r .
Here, as usual, x0 = −x0 = −t, xi = xi for i = 1 . . . , n. Let the spherical
coordinates (r, θA) be defined as
t = x0 ,
r =
( n∑
i=1
(xi)2
)1/2
,
xi = rωi(θA), i = 1, . . . , n,
(4.8)
where θA denotes any local coordinates on the sphere Sn−1. The vector
fields
L = ∂t + ∂r = ∂t + ω
i∂i , L = ∂t − ∂r = ∂t − ωi∂i .
are tangent, respectively transverse, to the light cones t − r = const. We
note
Z0 = t∂t + r∂r .
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Furthermore, the Zij ’s, i, j = 1 . . . , n are tangent to the spheres S
n−1 ⊂ Rn,
and can be purely expressed in terms of the θA’s.
Let T ≥ 0, set T µ = (T, 0, . . . , 0), in this section it is more convenient to
consider instead the following variation of (3.2):
yµ =
xµ + T µ
(xα + Tα)(xα + Tα)
⇐⇒ xµ + T µ = y
µ
yαyα
. (4.9)
This provides a conformal transformation from the future causal cone cen-
tred at T µ in the Minkowski space-time with coordinates xµ to the past
causal cone of the origin in the Minkowski space-times with coordinates yµ,
and with conformal factor Ω = yαyα =
1
−(t+T )2+r2
.
To make contact with Section 2 we set
x = −y0 − ρ, y = y0 − ρ+ 1 where ρ = ( n∑
i=1
(yi)2
)1/2
,
so that 
y0 = 12 (y − x− 1)
ρ = 12(−y − x+ 1)
yi = 12(−y − x+ 1)ωi(vA), i = 1, . . . , n
. (4.10)
Here ωi is a unit vector, and the vA’s denote local coordinates on Sn−1 in
the y–coordinates. One can take ωi(θA) = ωi(vA), i = 1, . . . , n; we will
make this choice, and simply write ωi in both xµ and yµ coordinates.
Letting Hs be the following family of hyperboloids,
Hs =
{
x0 − s =
√
s2 + r2
}
, s > 0 ,
we will have
φ(Hs) = {y0 = − 1
2s
}
in particular φ(H1) = {y0 = −12}.
The methods of Section 2 involve the vector fields
x∂x, y∂y, ∂A =
∂
∂vA
, A = 1, . . . n− 1.
By straightforward calculations one finds, keeping in mind that ρ = r
(t+T )2−r2
for t+ T ≥ r,
x =
1
t+ T + r
, 1−y = 1
t+ T − r ⇐⇒ r =
1
2x
− 1
2(1− y) , t =
1
2x
+
1
2(1 − y)−T
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
x∂x = −12(t+ T + r)(∂t + ∂r) ,
(1− y)∂y = 12 (t+ T − r)(∂t − ∂r) ,
∂A = linear combinations of Zij, i, j = 1, . . . , n .
(4.11)
The coefficients in the equation for ∂A above depend only upon the angular
variables, and a finite number of coordinate patches vA can be chosen so that
in each of those patches the coefficients are uniformly bounded together with
derivatives of any order.
This leads us to
Proposition 4.1 Let T, T0 > 0, t ≥ 0 and suppose that
1− T ≤ t− r ≤ T0 ⇐⇒ 0 ≤ y ≤ 1− 1
T + T0
. (4.12)
For all k ∈ N, ∀ (i, j, γ) ∈ N×N×Nn−1 satisfying i+ j+ |γ| ≤ k, and for
any function f ∈ Ck we have
[x∂x]
i∂jy∂
γ
v f =
∑
|I|≤k, Z∈Z
H ijγI (θ, y)Z
If (4.13)
with |H ijγI (θ, y)| ≤ C(i, j, I, T, T0) .
Proof: Using (4.11) one can rewrite x∂x and ∂y as
x∂x = −1
2
(Z0 − ωiZ0i + T (∂t + ωi∂i)) , (4.14)
∂y =
1
2(1− y)︸ ︷︷ ︸
=:ϕ1(y)
(Z0 + ω
iZ0i + T (∂t − ωi∂i))︸ ︷︷ ︸
=:Z˜
. (4.15)
It is thus clear that x∂x, and any of its powers, have the right structure.
Next, the factor ϕ1(y) appearing in (4.15) is bounded on any compact subin-
terval of [0, 1) (note that y = 1 corresponds to the tip of the past causal cone
centred at the origin of the yµ-coordinates). One easily finds by induction
that
∂jy =
j∑
i=1
ϕi(y)Z˜
i ,
where the functions ϕi are bounded on compact subsets of [0, 1), whence the
result. 
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We wish to obtain the asymptotic behavior of the fields occurring in
Theorem 2.1 for the global solutions
f := (hµν , Aµ)
of the Einstein-Maxwell equations constructed in [19]. In order to apply
Theorem 2.1 we need
ψ1 = fˆ ∈ C<0{0≤x≤y},0;
(
ψ2 = (∂y fˆ , ∂Afˆ), ϕ = ∂xfˆ
) ∈ C<−1{0≤x≤y},∞ ,
where
fˆ = Ω−
n−1
2 f ◦ φ−1.
Now,
Ω = −x(1− y)
which implies that for any α ∈ R we have
(x∂x)
i(Ωαf) = Ωα
i∑
j=0
C(α, i, j)(x∂x)
jf . (4.16)
Similarly,
(y∂y)
i(Ωαf) = Ωα
i∑
j=0
C ′(α, i, j, x, y)(y∂y)
jf , ∂iy(Ω
αf) = Ωα
i∑
j=0
C ′′(α, i, j, x, y)∂jyf ,
(4.17)
where the functions C ′ and C ′′ are bounded for x in, say, [0, x0], and for y
bounded away from 1.
The solutions constructed in [19] satisfy the following: there exists 0 <
δ < 1/4 such that for t ≥ 0 and |t − r| ≤ C1, and for all I there exists a
constant C, depending upon I and C1, such that
|ZIf(t, xi)| ≤ C(1 + t+ r) 1−n2 +δ , (4.18)
|∂¯ZIf(t, xi)| ≤ C(1 + t+ r)−1−n2 +δ , (4.19)
where
∂¯ ∈
{
∂t + ∂r, r
−1∂A
}
=
{
− 2x2∂x, 2x(1− y)
1− x− y ∂A
}
. (4.20)
Now,
1 + t+ r
t+ T + r
= 1 +
1 + T
t+ T + r
∈
[
1,
1 + T
T
]
for T > 0, t ≥ 0 ,
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so (4.18)-(4.19) imply
|ZIf(t, xi)| ≤ Cxn−12 −δ , |∂¯ZIf(t, xi)| ≤ Cxn−12 +1−δ . (4.21)
From (4.16)-(4.17) and Proposition 4.1 we obtain
[x∂x]
i∂jy∂
γ
v fˆ(x, y, v)
= [x∂x]
i∂jy∂
γ
vΩ
1−n
2 f(t, xi)
= Ω
1−n
2
∑
0≤m≤i
∑
0≤ℓ≤j
c(i, j,m, ℓ, n, x, y)[x∂x ]
m∂ℓy∂
γ
v f(t, x
i)
= Ω
1−n
2
∑
0≤m≤i
∑
0≤ℓ≤j
c(i, j,m, ℓ, n, x, y)
∑
|I|≤k, Z∈Z
HmℓγI (θ, y)Z
If(t, xi) .
Using the first inequality in (4.21) we conclude that for any 0 < ǫ ≤ 1 and
for 0 ≤ y ≤ 1− ǫ we have∣∣∣[x∂x]i[y∂y]j∂γv fˆ(x, y, v)∣∣∣ ≤ ∣∣∣[x∂x]i∂jy∂γv fˆ(x, y, v)∣∣∣ ≤ Cx−δ ,
while it should be clear from (4.20) that the second inequality in (4.21) does
not provide any new information in the coordinate ranges assumed above.
In any case the property(
ψ1 = fˆ , ψ2 = (∂y fˆ , ∂Afˆ)
)
∈ C−δ{0≤x≤y},0 , ϕ = ∂xfˆ ∈ C−1−δ{0≤x≤y},∞ (4.22)
immediately follows. Unfortunately, to apply Theorem 2.1 one would need
δ to be an arbitrary positive number, while in (4.22) δ is a small number
determined by the initial data. So, as already pointed out, we need to
derive the necessary estimates by different methods. This is the purpose of
the sections that follow.
5 Weighted energy estimates near a null boundary
Let (M , g) be an (n + 1)-dimensional space-time. We consider systems of
quasi-linear of nonlinear wave equations, with diagonal principal part of the
form
gu = F (. , u, ∂u) , (5.1)
on a neighborhood of a null hypersurface of M . We suppose that the back-
ground metric g is a smooth function of the coordinates, of the unknown
vector valued function u, as well as its first order derivatives.
All calculations below will be done for a real valued function u, the result
for a vector valued function is obtained by summing over the components.
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5.1 The hypotheses, and the geometry of the problem
5.1.1 The hypotheses
We will consider the Cauchy problem associated to equation (5.1), the initial
data will be given on a hypersurface S0. We will evolve these initial data
to obtain a solution of our problem in a past one-sided neighborhood of a
null hypersurface
N = {x = 0}
forming the boundary, or a subset thereof, of the domain of dependence of
S0. Here, and throughout, x stands for a positive function such that dx
has no zeros on {x = 0}. We will be working in a neighborhood of {x = 0},
chosen so that x is a coordinate there, of the form
V ≡ [τ0, τ1 [ × ] 0, x0 [ ×O ,
where [τ0, τ1 [ corresponds to the time interval, ] 0, x0 [ the range of the
variable x, and O is an (n − 1)-dimensional compact submanifold of M
without boundary. The coordinates will be denoted by (τ, x, v), with v =
(vA)n−1A=1 the coordinates on O. We assume that ∂τ is timelike, and we
choose the time-orientation on M such that the vector ∂τ is everywhere
future directed.
One can think of the set U of (2.1) as a subset of the coordinate patch
above, compare Figure 6.2, page 78.
On the components of the metric g with respect to the coordinates
(τ, x, v), we assume the following:
1. We suppose that
∃ǫ0 > 0 , such that − gττ ≥ ǫ0 (5.2)
everywhere on V .
2. The components gττ and gτx can be written as
gττ = −1 + xh0(τ, x, vA) and gττ + gτx = xh1(τ, x, vA) (5.3)
where the functions h0 and h1 are bounded on bounded sets.
3. On the components gxA and gxx we assume that
gxA = O(x) and gττ + 2gτx + gxx = 1 + O(x) (5.4)
and we set gxA = xhA and gττ +2gτx + gxx = 1+ xh, where h and hA
are bounded functions on bounded sets. We further suppose that
gττ + 2gτx + gxx > 0 .
21
4. The vector field
Y ν∂ν := ∂τ − ∂x (5.5)
is assumed to be everywhere timelike on V and future directed. This
vector will be used to contract the energy momentum tensor.
The set of functions (h , hµ) will be denoted by h♯ and g♯ will denote the
inverse matrix of the matrix (gµν).
Remark 5.1 It follows from the above that the vector ∇x (where ∇ is the
covariant derivative compatible with the metric g) can be decomposed as
∇x = ω(1) + β(x)ω(2) (5.6)
where ω(1) is causal future directed, and that there exists a constant C0 such
that
|β(x)| ≤ C0x , |ω(2)| ≤ C0|h♯| . (5.7)
Example 5.2 As an example, consider a conformally rescaled asymptot-
ically flat solution of asymptotically vacuum Einstein equations in Bondi
coordinates near Scri [23], with the metric taking the form
g˜B = e
2βdx⊗˚dy + χdy⊗˚dy + 2γ⊗˚dy + µ , (5.8)
for some functions β and χ, and a one-form field γ. (Here y corresponds to
the Bondi retarded time u, and x = 1/2r is half the inverse of the luminosity
distance r. E.g., for the Minkowski metric in any dimensions, β = χ = 0 =
γ.) In 3 + 1 dimensions, for smoothly compactifiable metrics, the Einstein
equations imply, for matter fields decaying sufficiently fast, that β = O(x2)
as well as
χ = O(x2) , γA = O(x
2) , (5.9)
with derivatives behaving in the obvious way. Equation (5.9) remains valid
for asymptotically vacuum metrics which, after conformal rescaling, are
polyhomogeneous and C1 (see [14, Section 6] or [11, Appendix C.1.2]), while
for general A δ{x=0} ∩ L∞–polyhomogeneous asymptotically vacuum metrics
one has [14, Equations (2.15)-(2.19) with H = Xa = 0] the asymptotic
behaviors β = O(x2 lnN x) and
χ = O(x2) , γA = O(x
2 lnN x) , (5.10)
for some N . Here “asymptotically vacuum” requires, for polyhomogeneous
metrics, that the components of the energy-momentum tensor in asymptot-
ically Minkowskian coordinates satisfy (see [14, end of Section 2])
Tµν = o(r
−2) . (5.11)
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We have
det g = −1
4
detµ ,
which, for a Lorentzian metric, shows that µ must be a non-degenerate
(n − 1) × (n − 1) tensor field. It is simple to check that the inverse metric
g♯ = gαγ∂α⊗˚∂γ is given by the formula
g♯ = 4(−χ+ |γ|2µ)∂x⊗˚∂x + 4∂x⊗˚∂y − 4γ♯⊗˚∂x + µ♯
= 4∂x⊗˚
(
∂y + (−χ+ |γ|2µ)∂x − γ♯
)
+ µ♯ , (5.12)
with µ♯ = µAB∂A⊗˚∂B, where µAB is the matrix inverse to µAB, γ♯ =
µABγA∂B , |γ|2µ = µ♯(γ, γ) = µABγAγB, and ⊗˚ denotes the symmetric tensor
product. We note
g(∇y,∇y) = gyy = 0 ,
which makes clear the null character of the level sets of y, and implies, by a
well-known argument, that the integral curves of
∇y = gαγ∂αy∂γ = gyγ∂γ = 2∂x
are null geodesics.
Consider a new coordinate system (x, vA, τ), where
(x, y) −→ (x, τ = y − x
2
) , (5.13)
so that
∂x −→ ∂x − 1
2
∂τ , ∂y =
1
2
∂τ . (5.14)
Thus
g♯ = 4(−χ+ |γ|2µ)(∂x −
1
2
∂τ )⊗˚(∂x − 1
2
∂τ ) + 4(∂x − 1
2
∂τ )⊗˚(1
2
∂τ )− 4γ♯⊗˚(∂x − 1
2
∂τ ) + µ
♯ ,
giving
gxx = 4(−χ+ |γ|2µ) , gxτ = 1−2(−χ+ |γ|2µ) , gxA = −2µABγB , (5.15)
gτA = µABγB , g
ττ = −1 + (−χ+ |γ|2µ) , gAB = µAB . (5.16)
This, together with (5.10), shows that (5.3)-(5.4) hold for such metrics.
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PSfrag replacements
N = {x = 0}
x0
S
SλHT
Hλ,t
Ht′
H0 ≡ Hτ0
Figure 5.1: The sets Uλ,T (shaded) and UT (the outermost trapezium).
In this picture (but not in our hypotheses) the light-cones have forty-five
degrees slopes, as in Minkowski space-time.
5.1.2 The slices
In this section we describe the sets within which we obtain our estimates,
see Figure 5.1. Let t ∈ [τ0, 0[ run over the range of the time coordinate τ of
the previous section.
• Let λ ∈ [0, 1] parameterize a family of spacelike hypersurfaces Sλ,
which approach {x = 0} when λ approaches zero, of the form
Sλ = {(τ, x, vA) : x = σλ(τ)} ,
where σλ is a C
1function such that:
– σ0(τ) ≡ 0 i.e. S0 = {x = 0}
– Sλ is everywhere spacelike.
One can legitimately raise concerns about existence of the family Sλ
with global behaviour as above when the space-time under consider-
ation is being constructed as a solution of a Cauchy problem. While
the aim of this work is to prove that the resulting space-time will have
properties as in Figure 5.1, this is not known a priori. Now, one way to
proceed is to construct the solution as the limit of solutions of linear
equations on a sequence of metrics, each of those metrics satisfying
controlled weighted energy estimates as proved below. In particular
each space-time in this sequence is globally hyperbolic, with the set
{x = 0} being part of the boundary of the domain of dependence of
the initial surface. For each metric in the sequence a relevant family
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Sλ can be constructed using e.g. Cauchy time functions; no details
will be given as no significant difficulties are involved. This can then
be used to justify our estimates for each metric in the sequence, and
for the solution.
• By S we denote a smooth spacelike hypersurface transverse to {τ = τ0}
defined by
S = {(τ, x, vA) : x = σ(τ)} , (5.17)
where σ is a smooth function of τ such that
0 < σ(τ1) ≤ σ(τ) ≤ σ(τ0) = x0 .
• Hλ,t = {(τ, x, vA); τ = t, σλ(x) ≤ x ≤ σ(τ)}, Uλ,T = ∪
τ0≤t≤T
Hλ,t.
• Ht = {(τ, x, vA); τ = t, 0 ≤ x ≤ σ(τ)}, UT = ∪
τ0≤t≤T
Ht.
Note that the boundary ∂Uλ,t of the region Uλ,t is made of four pieces,
Sλ, S, Hλ,τ0 and Hλ,t. We recall that, for θ ∈ R, j ∈ N the spaces
C θj (Hλ,τ ), B
θ
j (Hλ,τ ), H
θ
j (Hλ,τ ) and G
θ
j (Hλ,τ ) are defined in the appendix
of [13].
5.1.3 The causality properties of the boundary
We want to show that under the assumptions we made on certain compo-
nents of the metric, all the hypersurfaces defined above have the nature
which will be needed when applying the Stokes’ theorem or when we will
like to use the positivity of the stress energy momentum tensor.
The vector ∇τ = ∇µ(τ)∂µ = gµνδτν∂µ = gττ∂τ +gxτ∂x+gAτ∂A is normal
to the hypersurfacesHt andHλ,t, and the square of its norm is g(∇τ,∇τ) =
gττ < 0. Therefore ∇τ is time-like and thus these hypersurfaces are space-
like. Their past directed unit normal is
η = ηµ∂µ =
1√|gττ |(gττ∂τ + gxτ∂x + gAτ∂A) . (5.18)
We also note de following
ηµ = gµνη
ν =
1√
|gττ |gµνg
ντ =
1√
|gττ |δ
τ
µ
that is
ηµdx
µ =
1√|gττ |dτ . (5.19)
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As far as the hypersurfaces Sλ are concerned, the functions σλ are assumed
to be such that the normal N = ∇{−x+σλ(τ)} is timelike and the outward
unit normal to this hypersurface is such that the integral of the contracted
energy momentum tensor is negative (see (5.37)). The same remark holds
for the hypersurface S.
5.2 Estimates on the space derivatives of the solution
We want to derive weighted energy inequalities for solutions of (5.1). These
inequalities will be used to prove existence of a solution satisfying the hy-
pothesis of the theorem of polyhomogeneous solution of quasi-linear wave
equation near scri.
5.2.1 The stress energy momentum tensor and its properties
The stress-energy tensor of the system (5.1) is given by
Tµν := ∇µu∇νu− 1
2
gµν∇αu∇αu .
The explicit form of T 00 , (the component of the tensor T which in general
determines the energy density of the system) in local coordinates system is
given by:
T 00 = ∇0u∇0u−
1
2
∇αu∇αu
= g0β∇βu∇0u− 1
2
gαβ∇αu∇βu
=
{
g00∇0u∇0u+ g0i∇iu∇0u
}− 1
2
{
g00∇0u∇0u+ 2g0i∇0u∇iu+ gij∇iu∇ju
}
=
1
2
{
g00(∇0u)2 − gij∇iu∇ju} = −1
2
{− g00(∇0u)2 + |Du|2} (5.20)
with |Du|2 := gij∇iu∇ju.
The tensor T is symmetric and its divergence is given by
∇µT µν = gu∇νu
= F∇νu when u solves (5.1) . (5.21)
Further, one of the useful properties of the tensor T is its positivity: For
any vectors fields vα and wα both causal future-pointing we have:
T µν v
νwµ ≥ 0 . (5.22)
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Remark 5.3 In the particular frame (τ, x, vA) we will be interested with,
let us calculate the quantity T Y := T (∂τ − ∂x, dτ) = T ττ − T τx which we
will use as energy density. From (5.20) we have:
T ττ =
1
2
{
gττ (∂τu)
2 − gxx (∂xu)2 − 2gxA∂xu∂Au− gAB∂Au∂Bu
}
.
This expression shows that in the case we are concerned with, T ττ cannot
be used to control the energy of the system near {x = 0} since the metric
component gxx can degenerate there. On the other hand we have
T τx = g
ττ∂τu∂xu+ g
τx (∂xu)
2 + gτA∂xu∂Au ,
therefore we deduce the following expression of T Y :
T Y =
1
2
{
gττ (∂τu)
2 − 2gττ∂τu∂xu− (gxx + 2gτx) (∂xu)2
−2 (gxA + gτA) ∂xu∂Au− gAB∂Au∂Bu} . (5.23)
Now, if we set
λ = gττ + gxx + 2gxτ = 1 + O(x) > 0 (by hypothesis)
ξA = gxA + gAτ
κAB = ξ
AξB
λ
,
then we obtain the following decomposition of T Y
T Y = −1
2
−gττ (∂τu− ∂xu)2 + λ
(
∂xu+
(
gxA + gAτ
)
λ
∂Au
)2
+
(
gAB − κAB) ∂Au∂Bu
 .
(5.24)
The above decomposition shows that the quantity T Y controls uniformly
the energy of the system if and only if there exists ǫ0 > 0 (which can be
made to coincide with the one occurring in (5.2)) such that
λ > ǫ0, and
(
gAB − κAB) ζAζB ≥ ǫ0∑A(ζA)2 ; (5.25)
the existence of such a constant follows already from our previous hypothe-
ses. It turns out that if we have a priori bounds on the L∞ norms of g♯ from
above and below, this expression can be used to control all the components
of the stress energy tensor. In fact we have
|T µν | = |gµσ∂σu∂νu−
1
2
δ µν g
αβ∂αu∂βu| ≤ C|g♯||∂u|2 ≤ C|g♯||T ττ − T τx | ;
(5.26)
here the constant C depends upon ǫ0, and is allowed to change after each
inequality symbol in general.
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Remark 5.4 For further purposes we note that, using the vector field ∂τ −
∂x, the principal part of the d’Alembertian has the following form:
gαβ∂αβ = g
ττ (∂τ − ∂x)2 + 2 (gττ + gτx) (∂τ − ∂x) ∂x + 2gτA (∂τ − ∂x) ∂A
+(gττ + 2gτx + gxx) ∂2x + 2
(
gxA + gτA
)
∂x∂A + g
AB∂A∂B .
(5.27)
5.2.2 Estimates on the first derivatives of the solution
We want to derive some energy inequalities for the solution u of the system
(5.1). For this purpose, we consider the weighted energy at an instant t
of the evolution of the system defined using the vector field ∂τ − ∂x; recall
T Y = T ττ − T τx :
E[u(t)] = −
∫
Ht
x−2αT Y
dx
x
dn−1νt,x (5.28)
where dn−1νt,x is the measure defined on {t} × {x} ×O by the metric g (as
will be made precise shortly), and α ≤ 0 a real parameter the range of which
will be given later. We set
Eλ[u(t)] = −
∫
Hλ,t
x−2αT Y
dx
x
dn−1νt,x . (5.29)
Our strategy will be to obtain a bound of E[u(t)] from an uniform bound
(with respect to λ) of Eλ[u(t)]. We will apply the divergence theorem to the
energy-momentum tensor; this holds e.g. for C1,1loc functions u (first deriva-
tives locally Lipschitz continuous). We want to establish the following (recall
that ǫ0 is the constant arising in (5.2) and in (5.25), while C0 is defined in
(5.7)):
Proposition 5.5 Let α ≤ −12 . Under hypotheses (5.2)-(5.4) and (5.25),
there exists a constant C1 depending upon ǫ0, C0, α such that for all
τ ∈ [τ0, τ1] and u ∈ C1,1loc
satisfying (5.1), we have
Eλ[u(τ)] ≤ C1
{
Eλ[u(τ0)] +
∫ τ
τ0
{
‖F (s)‖2
H α0 (Hλ,s)
+
(
1 + ‖h♯‖L∞ + ‖g♯‖L∞
)
×
(
1 + ‖g‖2L∞(Hλ,s) + ‖g♯‖2L∞(Hλ,s) + ‖ (∂τ − ∂x) g♯‖2L∞(Hλ,s)
)
Eλ[u(s)]
}
ds
}
(5.30)
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Proof: Stokes’ theorem for the vector field Λµ = x−2α−1T µν Y ν on Uλ,τ
(compare Fig. 5.1) gives∫
∂Uλ,τ
x−2α−1T µν Y
νηµdS =
∫
Uλ,τ
∇µ
{
x−2α−1T µν Y
ν
}
dV (5.31)
for an arbitrary differentiable vector field Y . Here
dV =
√
|det g|dτ ∧ dx ∧ dn−1v , (5.32)
where det g is the determinant of the metric g. Further, on non-characteristic
parts of the boundary, ηµ is the unit outwards pointing conormal, and
dS =
√
|det γ|dny , (5.33)
with yi, i = 1, . . . , n, a system of coordinates on the corresponding bound-
ary, and γ the metric induced on it by the metric g; i.e. γ = j∗g , j being the
canonical injection of the boundary into the manifold. (On characteristic
parts of the boundary, a convenient choice of ηµ and dS will be made as
need arises). In the case under consideration, ∂Uλ,τ is made of four pieces
Hλ,τ0 , Hλ,τ , together with
Sλ,τ := Sλ ∩ {0 ≤ t ≤ τ} and Sτ := S ∩ {0 ≤ t ≤ τ} .
Therefore the identity (5.31) reads:∫
Hλ,τ
x−2α−1T µν Y
νηµdS +
∫
Hλ,τ0
x−2α−1T µν Y
νηµdS +
∫
Sλ,τ
x−2α−1T µν Y
νηµdS
+
∫
Sτ
x−2α−1T µν Y
νηµdS =
∫
Uλ,τ
∇µ
{
x−2α−1T µν Y
ν
}
dV .
(5.34)
The left-hand-side of equation (5.34) is made of four terms which will be
labeled in their order of appearance L1, L2, L3 and L4. As mentioned
before, we choose the vector field Y = Y µ∂µ to be equal to ∂τ − ∂x. Once
this choice is made, let us look at each of the terms Li, i = 1, 2, 3, 4. Recall
that (see equation (5.19)) on Hλ,τ we have:
ηµdx
µ =
1√|gττ |dτ which implies that T µν Y νηµ = 1√|gττ | {T ττ − T τx }
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and dS =
√
|det γ|dx ∧ dn−1v is the surface element denoted in equations
(5.28) and (5.23) by dx dn−1vt,x. Since η0
√
det g =
√
det γ on Hλ,τ , we
obtain that (remember that ηµ∂µ is past directed)
L1 = −Eλ[u(τ)] . (5.35)
From this, the sign coming from the Stokes’ identity shows that
L2 = Eλ[u(τ0)] . (5.36)
On the hypersurfaces Sλ and S, since the unit outward normal is also
past directed and the vector field Y ν∂ν = ∂τ −∂x future directed, we deduce
from the positivity of the stress energy tensor that:
L3 ≤ 0 and L4 ≤ 0 . (5.37)
We can now rewrite (5.34) as:
−Eλ[u(τ)] + Eλ[u(τ0)] + L3 + L4 =
∫
Uλ,τ
∇µ
{
x−2α−1T µν Y
ν
}
dV . (5.38)
Now, let us consider the right-hand side of the above equation. We have:
∇µ
{
x−2α−1T µν Y
ν
}
= x−2α−1
{
(∇µT µν )Y ν + T µν (∇µY ν)− (2α + 1)x−1T µν Y ν∇µ(x)
}
= x−2α−1
{
(∇µT µν )Y ν + T µν
{
Γνµτ − Γνµx
}
−(2α + 1)x−1∇µx {T µτ − T µx }
}
=: R1 +R2 +R3, (5.39)
where
Γρµν =
1
2
gσρ(∂µgσν + ∂νgµσ − ∂σgµν),
are the Christoffel’s symbols of the metric g. From (5.21), we have:
x2α+1|R1| = |F ||∇νuY ν | = |F || (∂τu− ∂xu) | ≤ 1
2
{
F 2 + (∂τu− ∂xu)2
}
)
≤ c(ǫ0)
(
F 2 +
∣∣T ττ − T τx ∣∣) .
(5.40)
As far as the second term is concerned, we have:
T µν Γ
ν
µθ =
1
2
T µσ∂θgµσ = −1
2
Tµσ∂θg
µσ.
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Thus, replacing successively in the above expression θ with τ and x and
subtracting the two expressions we find that
x2α+1R2 = −1
2
T νµ gνσ (∂τ − ∂x) gµσ .
From (5.26) we obtain:
x2α+1|R2| = |Tνσ (∂τ − ∂x) gµσ| ≤ (n+1)C|g♯|
(
|g|2 + |(∂τ − ∂x)g♯|2
) ∣∣T ττ −T τx ∣∣ .
(5.41)
For the third term we have, keeping in mind (5.6):
x2α+1R3 = −(2α + 1)x−1T µν ∇µxY ν
= −(2α + 1)x−1gµσTνσ∇µxY ν
= −(2α + 1)x−1Tµν∇µxY ν
= −(2α + 1)x−1TµνY νω(1)µ︸ ︷︷ ︸
≥0
−(2α + 1)β(x)
x
TµνY
νω(2)µ for α ≤ −1/2
≥ −(2α + 1)β(x)
x
TµνY
νω(2)µ = −(2α+ 1)β(x)
x
(Tµτ − Tµx)ω(2)µ
≥ −C( α,C0, n)|h♯|
(
1 + |g|2 + |g♯|2
)
|T ττ − T τx | . (5.42)
Let us justify the last inequality. In other words let us show that the ex-
pression Tµτ − Tµx is controlled by |T ττ − T τx |. We have:
|Tµτ − Tµx| = |∂µu (∂τ − ∂x)u− 1
2
(gµτ − gµx) gαβ∂αu∂βu|
≤ (∂µu)2 + [(∂τ − ∂x)u]2 +
(
|g|2 + |g♯|2
)(
δαβ∂αu∂βu
)
≤ C(ǫ0)
(
1 + |g|2 + |g♯|2
)
|T ττ − T τx |. See (5.24)
Inequalities (5.40), (5.41) and (5.42) show that the right-hand side of (5.39)
can be estimated as:
R1+R2+R3 ≥ −C1x−(2α+1)
{(
1 + |h♯|+ |g♯|
)(
1 + |g|2 + |g♯|2 + |(∂τ − ∂x)g♯|2
)
|T Y |+ F 2
}
,
(5.43)
where C1 = C(α, ǫ0, C0, n) . Now from (5.38) we have
−Eλ[u(t)] + Eλ[u(τ0)] + L3 + L4 = R1 +R2 +R3,
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thus, using (5.37), we obtain the following:
Eλ[u(t)] ≤ Eλ[u(τ0)] + C1
∫ t
τ0
∫
Hλ,s
x−2α
{(
1 + |h♯|+ |g♯|
)(
1 + |g|2 + |g♯|2
+ |(∂τ − ∂x)g♯|2
)
|T Y |+ F 2(s)
}
ds
dx
x
dn−1ν .
Therefore, there exists a constant C1 > 0 depending upon n, ǫ0 , α and C0
such that
Eλ[u(τ)] ≤ C1
{
Eλ[u(τ0)] +
∫ τ
τ0
{
‖F (s)‖2
H α0 (Hλ,s)
+
(
1 + ‖h♯‖L∞ + ‖g♯‖L∞
)
×
(
1 + ‖g‖2L∞(Hλ,s) + ‖g♯‖2L∞(Hλ,s) + ‖ (∂τ − ∂x) g♯‖2L∞(Hλ,τ )
)
Eλ[u(s)]
}
ds
}
(5.44)
and the proof is completed. 
5.2.3 Estimates on the higher space derivatives of the solution
To proceed further, we would like to have an estimate similar to (5.30)
on space derivatives of the unknown function in equation (5.1). For this
purpose, for k ∈ N, β = (β1, β2, . . . , βr) ∈ Nr, with |β| ≤ k; we set:
(β)
T µν = x
−2α−1+2β1
{
∇µDβu∇νDβu− 1
2
δ µν ∇αDβu∇αDβu
}
,
where α ≤ −1/2 is the real parameter of the previous section, Dβ =
Xβ11 X
β2
2 . . . X
βr
r , with the Xi’s being the vector fields defined in [13, page
51]: for i = 2, . . . , r, Xi =
r∑
A=2
XAi (v)∂A, where the X
A
i ’s are smooth func-
tions bounded on bounded set with all their derivatives, and X1 = ∂x. Since
the operator ∇ is linear, as in (5.21), we have
∇µ
(β)
T µν = x
2α−1+2β1g(D
βu)∇ν(Dβu) + (−2α− 1 + 2β1)∇µ(x)
x
(β)
T µν .
Now
g(D
βu) = Dβ(gu) + [g,D
β ]u = DβF + [g,D
β]u , (5.45)
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for any solution of the equation (5.1). Thus
∇µ
(β)
T µν = x
−2α−1+2β1
{
D
βF + [g,D
β ]u
}
∇ν(Dβu)+(−2α−1+2β1)∇µ(x)
x
(β)
T µν .
(5.46)
Similarly to the previous section, we set:
(β)
T Y =
(β)
T ττ −
(β)
T τx ,
E αk [u(τ)] =
k∑
|β|=0
∫
Ht
−
(β)
T Y dx dn−1νt,x and E
α
k,λ[u(t)] =
k∑
|β|=0
∫
Hλ,τ
−
(β)
T Y dx dn−1νt,x .
(5.47)
Remark 5.6 From (5.24) we deduce the following decomposition for
(β)
T Y :
(β)
T Y = −1
2
{
− gττ
(
x−α−
1
2
+β1D
β(∂τ − ∂x)u
)2
+λ
(
x−α−
1
2
+β1D
β(∂xu) +
(
gxA + gAτ
)
λ
∂A
(
x−α−
1
2
+β1D
βu
))2
+
(
gAB − κAB) ∂A (x−α− 12+β1Dβu) ∂B (x−α− 12+β1Dβu)
}
. (5.48)
Since the coefficients of the terms arising in commutating ∂A and D
β are
uniformly bounded, from the above we find that the energy of order k con-
trols the H αk -norms of the first order derivatives of the unknown function
u. That is:
‖(∂τ −∂x)u‖2H αk (Hλ,τ )+‖∂xu‖
2
H αk (Hλ,τ )
+
∑
A
‖∂Au‖2H αk (Hλ,τ ) ≤ CE
α
k,λ[u(τ)] .
(5.49)
Let us set
Υν := −gαµΓναµ =
1√
|det g|∂µ
(√
|det g|gµν
)
. (5.50)
Let us define
M(τ) := ‖F‖2
Bα0 (Hλ,τ )
+ ‖(g, (∂τ − ∂x)g♯)‖2L∞(Hλ,τ )
+‖(g♯, h♯,Υ)‖2
C 0
{x=0},1
(Hλ,τ )
. (5.51)
We claim that:
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Proposition 5.7 Let λ > 0, k ∈ N and suppose that α ≤ −12 . Under hy-
potheses (5.2)-(5.4) and (5.25), there exists a function C2(ǫ0, C0, α, k, n,M).
monotonously increasing in M , which we write as C2(M), such that for all
τ ∈ [τ0, τ1]
and for all u satisfying (5.1) we have
E αk,λ[u(τ)]
≤ E αk,λ[u(τ0)] +
∫ τ
τ0
C2(M(s))
{
Eαk,λ[u(s)] + ‖F (s)‖2H αk (Hλ,τ )
+‖((∂τ − ∂x)u, ∂xu, ∂Au)‖2Bα1 (Hλ,τ ) × ‖(g♯, h♯,Υ)‖2G 0k (Hλ,τ )
}
ds .
(5.52)
Remark 5.8 The reader should note that C2 does not depend upon λ.
Proof: If the right-hand side of (5.52) is infinite there is nothing to prove.
Otherwise, the calculations that follow should be done assuming smooth-
ness of u, and the inequality for general u’s can be obtained by a density
argument.
The equivalent of (5.34) for space-derivatives of the solution of (5.1)
reads:
k∑
|β|=0
∫
Hλ,τ
(β)
T µν Y
νηµdS +
k∑
|β|=0
∫
Hλ,τ0
(β)
T µν Y
νηµdS +
k∑
|β|=0
∫
Sλ,τ
(β)
T µν Y
νηµdS
+
k∑
|β|=0
∫
Sθ,τ
(β)
T µν Y
νηµdS =
k∑
|β|=0
∫
Uλ,τ
∇µ
(
(β)
T µν Y
ν
)
dV (5.53)
which gives the following equation:
−E αk,λ[u(τ)] + E αk,λ[u(τ0)] +
k∑
|β|=0
∫
Sλ,τ
(β)
T µν Y
νηµdS +
k∑
|β|=0
∫
Sθ,τ
(β)
T µν Y
νηµdS︸ ︷︷ ︸
:= Lˆ3+Lˆ4 ≤ 0
=
k∑
|β|=0
∫
Uλ,τ
∇µ
{ (β)
T µν Y
ν
}
dx dν. (5.54)
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Again as in the previous section we take Y ν∂ν = ∂τ−∂x, then the divergence
in the right-hand side of (5.54) reads:
∇µ
{ (β)
T µν Y
ν
}
= ∇µ
(β)
T µν Y
ν +
(β)
T µν ∇µY ν
= x−2α−1−2β1
{
D
βF + [g,D
β ]u
}
(∂τ − ∂x) (Dβu)
+
(β)
T µν
(
Γνµτ − Γνµx
)
+ (−2α− 1 + 2β1)∇µ(x)
x
(
(β)
T µτ −
(β)
T µx
)
=: R̂1 + R̂2 + R̂3. (5.55)
If we repeat the calculations in the previous section that led to (5.41) and
(5.42), we obtain that there exists a constant C = C(n, k,C0, α, ǫ0) > 0 such
that:
|R̂2| ≤ C|g♯|
(
|g|2 + |(∂τ − ∂x)g♯|2
)
|
(β)
T Y | (5.56)
and, keeping in mind that the term with the worst power of x can be dis-
carded because of a favorable sign,
Rˆ3 ≥ −C|h♯|
(
1 + |g|2 + |g♯|2
)
|
(β)
T Y | . (5.57)
As far as the term R̂1 is concerned, from the inequality ab ≤ 12(a2 + b2), we
have:
x2α+1−2β1 |R̂1| = |{DβF + [g,Dβ ]u} (∂τ − ∂x) (Dβu)|
≤ 1
2
(DβF )2 +
1
2
([
g,D
β
]
u
)2
+
[
(∂τ − ∂x)
(
D
βu
)]2
≤ (DβF )2 + C(ǫ0)|
(β)
T Y |+
([
g,D
β
]
u
)2
. (5.58)
From inequalities (5.56)–(5.58) and the fact that Lˆ3 ≤ 0 and Lˆ4 ≤ 0 we
obtain that:
E αk,λ[u(τ)]− E αk,λ[u(τ0)] ≤ C
∫ τ
τ0
[ (
1 + ‖h♯‖L∞ + ‖g♯‖L∞
) (
1 + ‖g‖2L∞ + ‖g♯‖2L∞
+‖ (∂τ − ∂x) g♯‖2L∞
)
Eαk,λ[u(s)] + ‖F (s)‖2H αk (Hλ,s)
]
ds
+
k∑
|β|=0
∫ τ
τ0
∫
Hλ,s
x−2α−1+2β1([g,D
β]u)2(s)dx dνt,xds
(5.59)
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with C = C(n, α, k, C0, ǫ0). Now, let us estimate the last term of the right-
hand side of the above inequality. From the definition (5.50) of Υν we have
g = g
µν∂2µν +Υ
ν∂ν , (5.60)
and then
[g,D
β]u = gαµ[∂α∂µ,D
β ]u−Υν [Dβ, ∂ν ]u−
{
D
β (Υν∂νu)−ΥνDβ (∂νu)
}
−
{
D
β (gαµ∂α∂µu)− gαµDβ (∂α∂µu)
}
=: A1 +A2 +A3 +A4 . (5.61)
To estimate the first and second terms, we use the explicit form of the
differential operator D : Dβ = ∂β1x X
β2
2 . . . X
βr
r = ∂
β1
x X
βv
v . Since ∂τ and ∂x
commute with Dβ, we have (see (5.27))
A1 = g
µα[∂µ∂α,D
β]u = 2gτA[(∂τ−∂x)∂A,Dβ ]u+2(gxA+gτA)[∂x∂A,Dβ]u+gAB [∂A∂B ,Dβ]u,
and since
gτA[(∂τ−∂x)∂A,Dβ]u = gτA∂β1x ∂AXβvv [(∂τ−∂x)u]−gτA∂β1x Xβvv ∂A[(∂τ−∂x)u]
we obtain that (see (5.49):∫
Hλ,τ
x−2α−1+2β1
(
gτA[(∂τ − ∂x)∂A,Dβ ]u
)2
dx dν ≤ c‖g♯‖2L∞(Hλ,τ )‖(∂τ − ∂x)u‖2H αk
≤ c‖g♯‖2L∞(Hλ,τ )E αk,λ[u(τ)] .
Similarly, we have(
gxA + gτA
)
[∂x∂A,D
β]u =
(
gxA + gτA
) (
∂AD
β(∂xu)−Dβ∂A(∂xu)
)
,
which leads to:∫
Hλ,τ
x−2α−1+2β1
{(
gxA + gτA
)
[∂x∂A,D
β]u
}2
(s)dx dν ≤ C‖g♯‖2L∞(Hλ,τ )‖∂xu‖2H αk
≤ c‖g♯‖2L∞(Hλ,τ )E αk,λ[u(τ)] .
Similar calculations give:∫
Hλ,τ
x−2α−1+2β1(gAB [∂A∂B ,D
β ]u)2(s)dx dν ≤ c‖g♯‖2L∞(Hλ,τ )
∑
A
‖∂Au‖2H αk
≤ c‖g♯‖2L∞(Hλ,τ )E αk,λ[u(τ)] .
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We obtain thus the following estimate for the first term of the identity (5.61):∫
Hλ,τ
x−2α−1+2β1A21dx dν ≤ C‖g♯‖2L∞(Hλ,τ )E αk,λ[u(τ)] . (5.62)
Again since ∂τ and ∂x commute with D
β, if we develop the second term of
(5.61), we find that:
A2 = Υ
ν [Dβ , ∂ν ]u = Υ
A[Dβ, ∂A]u
and we then have the estimates:∫
Hλ,τ
x−2α−1+2β1A22dx dν ≤ ‖ΥA‖2L∞‖∂Au‖2H αk−1 ≤ ‖Υ
A‖2L∞E αk,λ[u(τ)] .
(5.63)
As far as the third term is concerned, we write
A3 = D
β (Υν∂νu)−ΥνDβ (∂νu) = Dβ (Υτ (∂τ − ∂x)u)−ΥτDβ ((∂τ − ∂x)u)
+Dβ ((Υx +Υτ )∂xu)− (Υx +Υτ )Dβ (∂xu)
+Dβ
(
ΥA∂Au
)−ΥADβ (∂Au)
=: I + II + III .
Now we will use the weighted Moser-type inequality (A.35) of Proposition
A.3 of [13] to estimate the terms of A3. Its first term gives the following∫
Hλ,τ
x−2α−1+2β1 {I}2 dx dν
= ‖xβ1Dβ (Υτ (∂τ − ∂x)u)− xβ1ΥτDβ ((∂τ − ∂x)u) ‖2H α0 (Hλ,τ )
≤ Cs
(
‖(∂τ − ∂x)u‖2Bα0 ‖Υ
τ‖2
G 0k
+ ‖(∂τ − ∂x)u‖2H αk−1‖Υ
τ‖2
C 0
{x=0},1
)
≤ C
(
‖(∂τ − ∂x)u‖2Bα0 ‖Υ
τ‖2
G 0k
+ ‖Υτ‖2
C 0
{x=0},1
E αk [u(τ)]
)
. (5.64)
For the second term:∫
Hλ,τ
x−2α−1+2β1 {II}2 dx dν
= ‖xβ1Dβ (Υx +Υτ ) ∂xu− xβ1(Υx +Υτ )Dβ(∂xu)‖2H α0 (Hλ,τ )
≤ Cs
(
‖∂xu‖2Bα0 ‖Υ
x +Υτ‖2
G 0k
+ ‖∂xu‖2H αk−1‖Υ
x +Υτ‖2
C 0
{x=0},1
)
≤ C
(
‖∂xu‖2Bα0 ‖Υ
x +Υτ‖2
G 0k
+ ‖Υx +Υτ‖2
C 0
{x=0},1
E αk [u(τ)]
)
.
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The same holds for the third term of A3:∫
Hλ,τ
x−2α−1+2β1 {III}2 dx dν = ‖xβ1Dβ (ΥA∂Au)− xβ1ΥADβ (∂Au) ‖2H α0 (Hλ,τ )
≤ Cs
(
‖∂Au‖2Bα0 ‖Υ
A‖2
G 0k
+ ‖∂Au‖2H αk−1‖Υ
A‖2
C 0
{x=0},1
)
≤ C
(
‖∂Au‖2Bα0 ‖Υ
A‖2
G 0k
+ ‖ΥA‖2
C 0
{x=0},1
E αk [u(τ)]
)
.
We then obtain the following estimate for the third term of equation (5.61)∫
Hλ,τ
x−2α−1+2β1(A3)
2dx dν
≤ ‖(∂τ − ∂x)u‖Bα0 ‖Υτ‖2G 0k + ‖∂xu‖
2
Bα0
‖Υτ +Υx‖2
G 0k
+ ‖∂Au‖2Bα0 ‖Υ
A‖2
G 0k
+
{
‖Υτ‖2
C 0
{x=0},1
+ ‖Υx +Υτ‖2
C 0
{x=0},1
+ ‖ΥA‖2
C 0
{x=0},1
}
Eαk,λ[u(τ)] .
(5.65)
In order to estimate the fourth term A4 of (5.61), we need to look separately
at each of its components as we have to make sure that every ∂2x comes with
a factor of x. We write
A4 = A
00 + 2Aτx + 2AτA +Axx + 2AxA +AAB , (5.66)
where the labeling Aab corresponds to the terms obtained when in A4 we re-
place gαβ∂2αβ with its expression as in (5.27). Now we use again the weighted
Moser type inequality of Proposition A.3 of [13] to estimate these terms. We
have: ∫
Hλ,τ
x−2α−1+2β1
{
AAB
}2
dx dν
= ‖xβ1Dβ (gAB∂A∂Bu)− xβ1gABDβ (∂A∂Bu) ‖H α0 (Hλ,τ )
≤ Cs
∑
A
(
‖∂Au‖2Bα1 ‖g
♯‖2
G 0k
+ ‖∂Au‖2H αk ‖g
♯‖2
C 0
{x=0},1
)
≤ C
(∑
A
‖∂Au‖2Bα1 ‖g
♯‖2
G 0k
+ ‖g♯‖2
C 0
{x=0},1
Eαk,λ[u(τ)]
)
, (5.67)
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and ∫
Hλ,τ
x−2α−1+2β1
{
AτA
}2
dx dν
= ‖xβ1Dβ (gτA∂A(∂τ − ∂x)u)− xβ1gτADβ (∂A(∂τ − ∂x)u) ‖H α0
≤ Cs
(
‖(∂τ − ∂x)u‖2Bα1 ‖g
♯‖2
G 0k
+ ‖(∂τ − ∂x)u‖2H αk ‖g
♯‖2
C 0
{x=0},1
)
≤ Cs
(
‖(∂τ − ∂x)u‖2Bα1 ‖g
♯‖2
G 0k
+ ‖g♯‖2
C 0
{x=0},1
Eαk,λ[u(τ)]
)
. (5.68)
Continuing in this way we have:∫
Hλ,τ
x−2α−1+2β1
{
AxA
}2
dx dν
≤ ‖xβ1Dβ {(gxA + gτA) ∂A∂xu}− xβ1 (gxA + gτA)Dβ∂A∂xu‖H α0
≤ C
(
‖∂A∂xu‖2Bα0 ‖
(
gxA + gτA
) ‖2
G 0k
+ ‖∂A∂xu‖2H αk−1‖
(
gxA + gτA
) ‖2
C 0
{x=0},1
)
≤ C
∑
A
(
‖∂xu‖2Bα1 ‖
(
gxA + gτA
) ‖2
G 0k
+ ‖∂xu‖2H αk ‖
(
gxA + gτA
) ‖2
C 0
{x=0},1
)
≤ C
∑
A
(
‖∂xu‖2Bα1 ‖
(
gxA + gτA
) ‖2
G 0k
+ ‖ (gxA + gτA) ‖2
C 0
{x=0},1
Eαk,λ[u(τ)]
)
. (5.69)
We recall that gττ + gxτ = xh1(τ, x, vA), we then obtain the following ex-
pression for Aτx.
Aτx = Dβ
[
h1x∂x(∂τ − ∂x)u
]− xh1Dβ [∂x(∂τ − ∂x)u]
= Dβ
[
h1x∂x(∂τ − ∂x)u
]− h1Dβ [x∂x(∂τ − ∂x)u]
+ h1Dβ [x∂x(∂τ − ∂x)u]− xh1Dβ [∂x(∂τ − ∂x)u]︸ ︷︷ ︸
= β1h1Dβ(∂τ−∂x)u
.
Since∫
Hλ,τ
x−2α−1+2β1
{
h1Dβ(∂τ − ∂x)u
}2
dx dν ≤ ‖h1‖2L∞‖(∂τ − ∂x)u‖2H αk ,
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we have∫
Hλ,τ
x−2α−1+2β1 {Aτx}2 dx dν
≤ Cs
(
‖(∂τ − ∂x)u)‖2Bα1 ‖h
1‖2
G 0k
+ ‖(∂τ − ∂x)u‖2H αk ‖h
1‖2
C 0
{x=0},1
)
≤ C
(
‖(∂τ − ∂x)u)‖2Bα1 ‖h
1‖2
G 0k
+ ‖h1‖2
C 0
{x=0},1
Eαk,λ[u(τ)]
)
. (5.70)
On the other hand, since gττ + 2gτx + gxx = 1 + xh, we have∫
Hλ,τ
x−2α−1+2β1 {Axx}2 dx dν ≤ ‖xβ1Dβ (hx∂x[∂xu])− xβ1hDβ (x∂x[∂xu]) ‖2H α0 (Hλ,τ )
+‖h
{
xβ1Dβ (x∂x[∂xu])− xβ1xDβ
(
∂2xu
)}︸ ︷︷ ︸
= β1xβ1Dβ(∂xu)
‖2
H α0 (Hλ,τ )
≤ Cs
(
‖x∂x[∂xu]‖2Bα0 ‖h‖
2
G 0k
+ ‖x∂x[∂xu]‖2H αk−1‖h‖
2
C 0
{x=0},1
+‖h‖2L∞‖∂xu‖2H αk
)
≤ Cs
(
‖∂xu‖2Bα1 ‖h‖
2
G 0k
+ ‖h‖2
C 0
{x=0},1
Eαk,λ[u(τ)]
)
. (5.71)
We note that ‖xj∂jxΦ‖H αk ≤ ‖Φ‖H αk+j which can be shown by induction. In
order to estimate the term A00, we proceed as follows:
A00 =
[
D
β, gττ (∂τ − ∂x)2
]
u = Dβ
(
[−1 + xh0] (∂τ − ∂x)2 u
)
− [−1 + xh0]Dβ (∂τ − ∂x)2 u
= Dβ
(
[xh0] (∂τ − ∂x)2 u
)
− [xh0]Dβ (∂τ − ∂x)2 u . (5.72)
Now using equation (5.1), (5.60) and (5.27), we obtain the following expres-
sion of (∂τ − ∂x)2 u:
(∂τ − ∂x)2 u = −2 (gˆττ + gˆτx) (∂τ − ∂x) ∂x − (gˆττ + 2gˆτx + gˆxx) ∂2x − 2gˆτA (∂τ − ∂x) ∂A
−2 (gˆxA + gˆτA) ∂x∂A − gAB∂A∂B − Υˆσ∂σu+ Fˆ . (5.73)
Here the hat means multiplication with 1/gττ (recall |gττ | > ǫ0 > 0 ). We
will need the following:
Lemma 5.9 Let
∂˜ = (x∂x, ∂A), k ∈ N∗, θ ∈ R, ψˆ = ψ
gττ
,
∣∣∣∣ 1gττ
∣∣∣∣ ≤ 1ǫ0 . (5.74)
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We have the following estimates:
‖ψˆ‖
C θ
{x=0},0
≤ 1
ǫ0
‖ψ‖
C θ
{x=0},0
, (5.75)
‖ψˆ‖
C θ
{x=0},1
≤ 1
ǫ0
‖ψ‖
C θ
{x=0},1
+
1
ǫ20
‖∂˜(xh0)‖L∞‖ψ‖C θ
{x=0},0
, (5.76)
and
‖ψˆ‖
H θk
≤ 1
ǫ0
‖ψ‖
H θk
+ C(ǫ0, ‖h0‖L∞)‖ψ‖Bθ0
(
1 + ‖h0‖
H
−1
k
)
, (5.77)
with identical estimates with C θ{x=0},0 replaced by B
θ
0 and H
θ
k replaced by
G θk .
Proof: The first inequality is obvious. Next:
‖ψˆ‖
C θ
{x=0},1
≤ ‖x−θ 1
gττ
ψ‖L∞ + ‖x−θ∂˜
{
1
gττ
ψ
}
‖L∞
≤ 1
ǫ0
‖ψ‖
C θ
{x=0},0
+ ‖x−θ
{
ψ∂˜(
1
gττ
) +
1
gττ
∂˜ψ
}
‖L∞
≤ 1
ǫ0
‖ψ‖
C θ
{x=0},0
+
1
ǫ20
‖ψ‖
C θ
{x=0},0
‖∂˜(xh0)‖L∞ + 1
ǫ0
‖∂˜ψ‖
C θ
{x=0},0
≤ 1
ǫ0
‖ψ‖
C θ
{x=0},1
+
1
ǫ20
‖∂˜(xh0)‖L∞‖ψ‖C θ
{x=0},0
.
On the other hand, from inequality (A.27) of [13] we have:
‖ψˆ‖
H θk
= ‖ 1
gττ
ψ‖
H θk
≤ ‖ψ‖
Bθ0
‖ 1
gττ
‖G 0k + ‖ψ‖H θk ‖
1
gττ
‖C 0
{x=0},0
≤ 1
ǫ0
‖ψ‖
H θk
+ ‖ψ‖
Bθ0
‖ 1
gττ
‖G 0k . (5.78)
Now, by hypothesis we have,
1
gττ (τ, x, vA)
=
1
−1 + xh0(τ, x, vA) = −1 +
xh0(τ, x, vA)
−1 + xh0(τ, x, vA)
= −1 +G(τ, x, vA, xh0) ,
where G is any function which takes the correct values in the range of
interest, e.g.,
G(τ, x, vA, p) =
pχ(p)
−1 + p with χ ∈ C
∞(R) such that χ(p) =
{
1 if p ≤ 1− 3ǫ04
0 if p ≥ 1− ǫ04
.
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Recall that hypothesis (5.2) reads xh0 ≤ 1 − ǫ0. We have (note that the
space of functions G θk contains constant functions)
‖ 1
gττ
‖G 0k ≤ ‖1‖G 0k + ‖G(. , xh
0)‖G 0k ≤ C
(
1 + ‖G(., xh0)‖G 0k
)
. (5.79)
The function G satisfies the following, for any p ∈ R:
‖G(. , p)‖C 0
{x=0},k
= ‖G(. , p)‖C 0
{x=0},0
≤ C(ǫ0)
and for i = 0, 1 ; ∥∥∥∥∂iG(. , p)∂pi
∥∥∥∥
C 0
{x=0},k−i
≤ C(ǫ0)|p|1−i .
These two inequalities show that G has a uniform zero of order 1 at p = 0.
Therefore, we can apply inequality (A.31) of [13] and obtain that
‖G(. , xh0)‖G 0k ≤ C(ǫ0, ‖h
0‖L∞)‖h0‖H −1k .
This implies (see (5.79))
‖ 1
gττ
‖G 0k ≤ C(ǫ0, ‖h
0‖L∞)
(
1 + ‖h0‖
H
−1
k
)
, (5.80)
and (5.78) leads to (5.77). 
If we insert (5.73) into equation (5.72), we obtain seven commutators
which we label A00a , a = 1, . . . , 7. These terms can be estimated in the
same way as we did before, using (A.34), (A.35) of [13] and Lemma 5.9.
They will be analyzed in the order 7− 3− 5− 1− 2− 4− 6. Let us estimate
the term A007 containing the source term F . We have∫
Hλ,τ
x−2α−1+2β1
{
A007
}2
dx dν = ‖xβ1Dβ
(
[xh0]Fˆ
)
− xβ1 [xh0]DβFˆ‖2H α0
≤ C
(
‖Fˆ‖2Bα0 ‖xh
0‖2
G 0k
+ ‖Fˆ‖2H αk−1‖xh
0‖2
C 0
{x=0},1
)
≤ C(ǫ0)‖F‖2Bα0 ‖xh
0‖2
G 0k
+ C(ǫ0)‖xh0‖2C 0
{x=0},1
×
{
‖F‖2H αk−1 + ‖F‖
2
Bα0
C(‖h0‖L∞)
(
1 + ‖xh0‖H 0k−1
)}
. (5.81)
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The third term can be estimated as follows:∫
Hλ,τ
x−2α−1+2β1
{
A003
}2
dx dν
= 2‖Dβ (xh0gˆτA∂A(∂τ − ∂x)u)− xh0Dβ (gˆτA∂A(∂τ − ∂x)u) ‖2H α0
≤ C‖gˆτA∂A(∂τ − ∂x)u‖2Bα0 ‖xh
0‖2
G 0k
+ C‖gˆτA∂A(∂τ − ∂x)u‖2H αk−1‖xh
0‖2
C 0
{x=0},1
≤ C‖gˆ♯‖2L∞‖(∂τ − ∂x)u‖2Bα1 ‖xh
0‖2
G 0k
+C‖xh0‖2
C 0
{x=0},1
{
‖(∂τ − ∂τ )u‖2Bα1 ‖gˆ
♯‖2
G 0k−1
+ ‖(∂τ − ∂x)u‖2H αk ‖gˆ
♯‖2
C 0
{x=0},0
}
≤ C(ǫ0)‖g♯‖2L∞‖(∂τ − ∂x)u‖2Bα1 ‖xh
0‖2
G 0k
+C(ǫ0)‖xh0‖2C 0
{x=0},1
‖g♯‖2L∞‖(∂τ − ∂x)u‖2H αk
+‖xh0‖2
C 0
{x=0},1
‖(∂τ − τ)u‖2Bα1
{
‖g♯‖2
G 0k−1
+ ‖g♯‖2L∞C(‖h0‖L∞)
(
1 + ‖xh0‖2
G 0k−1
)}
.
(5.82)
A similar analysis applies to A005 .
As far as the first term A001 is concerned, we have
−1
2
A001 = D
β
(
xh0hˆ1(x∂x)(∂τ − ∂x)u
)
− xh0Dβ
(
hˆ1(x∂x)(∂τ − ∂x)u
)
.
Using again the weighted Moser-type inequality of [13], we can evaluate the
square of its norm as follows:∫
Hλ,τ
x−2α−1+2β1(A001 )
2dx dν
= 2‖xβ1Dβ
(
[xh0][hˆ1(x∂x)(∂τ − ∂x)u]
)
− xβ1 [xh0]Dβ
(
hˆ1(x∂x)(∂τ − ∂x)u
)
‖2H α0
≤ C
(
‖hˆ1(x∂x)(∂τ − ∂x)u‖2Bα0 ‖xh
0‖2
G 0k
+ ‖hˆ1(x∂x)(∂τ − ∂x)u‖2H αk−1‖xh
0‖2
C 0
{x=0},1
)
≤ C(ǫ0)
(
‖h1‖L∞‖(∂τ − ∂x)u‖2Bα1 ‖xh
0‖2
G 0k
+ ‖hˆ1(x∂x)(∂τ − ∂x)u‖2H αk−1‖xh
0‖2
C 0
{x=0},1
)
.
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Using now inequality (A.34) of [13], we have (the last inequality is obtained
by using (5.77):
‖hˆ1(x∂x)(∂τ − ∂x)u‖2H αk−1
≤ C
(
‖x∂x(∂τ − ∂x)u‖2Bα0 ‖hˆ
1‖2
G 0k−1
+ ‖x∂x(∂τ − ∂x)u‖2H αk−1‖hˆ
1‖2
C 00
)
≤ C‖(∂τ − ∂x)u‖2Bα1 ‖hˆ
1‖2
G 0k−1
+ C(ǫ0)‖h1‖2L∞‖(∂τ − ∂x)u‖2H αk
≤ C(ǫ0)‖h1‖2L∞‖(∂τ − ∂x)u‖2H αk + C(ǫ0)‖(∂τ − ∂x)u‖
2
Bα1
×
{
‖h1‖2
G 0k−1
+C(‖h0‖L∞)‖h1‖2L∞(1 + ‖xh0‖2G 0k−1)
}
,
which gives∫
Hλ,τ
x−2α−1+2β1(A001 )
2dx dν
≤ C(ǫ0)‖h1‖2L∞‖(∂τ − ∂x)u‖2Bα1 ‖xh
0‖2
G 0k
+ C(ǫ0)‖xh0‖2C 0
{x=0},1
‖h1‖2L∞‖(∂τ − ∂x)u‖2H αk
+C(ǫ0)‖xh0‖2C 0
{x=0},1
‖(∂τ − ∂x)u‖2Bα1
{
‖h1‖2
G 0k−1
+ C(‖h0‖L∞)‖h1‖2L∞(1 + ‖xh0‖2G 0k−1)
}
≤ C(ǫ0)‖xh0‖C 0
{x=0},1
‖h1‖2L∞‖(∂τ − ∂x)u‖2H αk
+C(ǫ0)
(
1 + ‖xh0‖C 0
{x=0},1
)
‖(∂τ − ∂x)u‖2Bα1
{
‖h1‖2
G 0k−1
+ C(‖h0‖L∞)‖h1‖2L∞(1 + ‖xh0‖2G 0k )
}
.
(5.83)
Since the terms A001 and A
00
4 have same the structure, to estimate the second
one, we just have to replace in the estimate on A001 , ‖(∂τ − ∂x)u‖2H αk by
‖∂xu‖2H αk and ‖xh
1‖2
G 0k−1
by ‖gˆτA + gˆxA‖2
G 0k−1
.
We continue with the most dangerous term A002 . We have (recall that
1ˆ = 1/gττ )
−A002 = Dβ
(
[xh0](1ˆ + xhˆ)∂2xu
)
− [xh0]Dβ
(
[1ˆ + xhˆ]∂2xu
)
,
∫
Hλ,τ
x−2α−1+2β1
{
A002
}2
= ‖xβ1Dβ
(
[h0][1ˆ + xhˆ](x∂x)∂xu
)
−xβ1 [xh0]Dβ
(
[1ˆ + xhˆ]∂2xu
)
‖2H α0
≤ ‖xβ1Dβ (xh0(1ˆ.∂2xu))− xβ1 [xh0]Dβ (1ˆ.∂2xu) ‖2H α0
+‖xβ1Dβ
(
xh0hˆx∂x(∂xu)
)
− xβ1 [xh0]Dβ
(
hˆx∂x(∂xu)
)
‖2H α0
=: (a) + (b) .
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Now, estimating these two expressions as we did with A001 , we obtain the
following
(b) ≤ C
(
‖hˆ(x∂x)∂xu‖2Bα0 ‖xh
0‖2
G 0k
+ ‖hˆ(x∂x)∂xu‖2H αk−1‖xh
0‖2
C 0
{x=0},1
)
≤ C(ǫ0)‖h‖2L∞‖∂xu‖2Bα1 ‖xh
0‖2
G 0k
+ C‖hˆ(x∂x)∂xu‖2H αk−1‖xh
0‖2
C 0
{x=0},1
.
Now equations (A.34) of [13] and (5.77) give
‖hˆ(x∂x)∂xu‖2H αk−1 ≤ C
(
‖(x∂x)∂xu‖2Bα0 ‖hˆ‖
2
G 0k−1
+ ‖(x∂x)∂xu‖2H αk−1‖hˆ‖
2
C 0
{x=0},0
)
≤ C(ǫ0)‖h‖2L∞‖∂xu‖2H αk
+C(ǫ0)‖∂xu‖2Bα1
{
‖h‖2
G 0k−1
+ ‖h‖2L∞C(‖h0‖L∞)(1 + ‖xh0‖2G 0k−1)
}
,
which gives the desired estimate for (b).
In order to estimate the term (a) we write β = (β1, βv) and D
β =
∂β1x X
βv
v , with X
βv
v = X
β2
2 . . . X
βr
r :
D
β
(
h0x(1ˆ.∂2xu)
)− [xh0]Dβ (1ˆ.∂2xu) = Dβ (h0x(1ˆ.∂2xu))− h0Dβ (1ˆ.x∂2xu)
+h0Dβ
(
1ˆ.x∂2xu
)− [xh0]Dβ (1ˆ.∂2xu)
=: (1) + (2) . (5.84)
We have
xβ1(2) = β1h
0xβ1∂β
′
v ∂
β1−1
x (1ˆ.∂
2
xu)
as well as
x−2α−1+2β1(2)2 = β21(h
0)2x−2(α−1)−1+2(β1−1)
(
∂β
′
v ∂
β1−1
x (1ˆ.∂
2
xu)
)2
.
This identity leads to
‖xβ1(2)‖2H α0 ≤ C‖h
0‖2L∞‖1ˆ.∂2xu‖2H α−1k−1
≤ C‖h0‖2L∞
(
‖∂2xu‖2Bα−10 ‖1ˆ‖
2
G 0k−1
+ ‖∂2xu‖2H α−1k−1 ‖1ˆ‖
2
C 00
)
≤ C‖h0‖2L∞
(
‖∂xu‖2Bα1 ‖1ˆ‖
2
G 0k−1
+
1
ǫ0
‖∂xu‖2H αk
)
.
Using again (5.77) we have:
‖1ˆ‖2
G 0k−1
≤ 1
ǫ0
‖1‖2
G 0k−1
+ C(‖h0‖L∞)
(
1 + ‖x2h0‖2
G 0k−1
)
,
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that is
‖1ˆ‖2
G 0k−1
≤ C(‖h0‖L∞)
(
1 + ‖x2h0‖2
G 0k−1
)
. (5.85)
Thus,
‖xβ1(2)‖2H α0 ≤ C(‖h
0‖L∞)
{
‖∂xu‖2Bα1
(
1 + ‖xh0‖2
G 0k−1
)
+
1
ǫ0
Eαk,λ[u(τ)]
}
.
(5.86)
As far as the first term of (5.84) is concerned, we have:
‖xβ1(1)‖2H α0 = ‖x
β1D
β
(
h0(1ˆ.(x∂x)∂xu)
)− xβ1h0Dβ (1ˆ.(x∂x)∂xu) ‖2H α0
≤ C
{
‖1ˆ.(x∂x)∂xu‖2Bα0 ‖h
0‖2
G 0k
+ ‖1ˆ.(x∂x)∂xu‖2H αk−1‖h
0‖2
C 0
{x=0},1
}
≤ C(ǫ0)
{
‖∂xu‖2Bα1 ‖h
0‖2
G 0k
+‖h0‖2
C 0
{x=0},1
{
‖(x∂x)∂xu‖2Bα0 ‖1ˆ‖
2
G 0k−1
+ ‖(x∂x)∂xu‖2H αk−1‖1ˆ‖
2
C 0
{x=0},0
}}
≤ C(ǫ0)
{
‖∂xu‖2Bα1 ‖h
0‖2
G 0k
+ ‖h0‖2
C 0
{x=0},1
{
‖∂xu‖2Bα1 ‖1ˆ‖
2
G 0k−1
+
1
ǫ20
‖∂xu‖2H αk
}}
≤ C(ǫ0)
{
‖∂xu‖2Bα1 ‖h
0‖2
G 0k
+ ‖h0‖2
C 0
{x=0},1
Eαk,λ[u(τ)]
}
+C(ǫ0)‖h0‖2C 0
{x=0},1
‖∂xu‖2Bα1
{
C(‖h0‖L∞)
(
1 + ‖xh0‖2
G 0k−1
)}
.
(5.87)
Equations (5.86) and (5.87) finish the proof of the desired estimate for (a),
and hence for A200.
Now let us consider the sixth term A006 of A
00. We have
Υ̂µ∂µ = Υ̂
τ (∂τ − ∂x) +
(
Υ̂x + Υ̂τ
)
∂x + Υ̂
A∂A,
and we decompose A006 as
A006 = a+ b+ c. (5.88)
We have
a := Dβ
(
[xh0]Υ̂τ (∂τ − ∂x)u
)
− [xh0]Dβ
(
Υ̂τ (∂τ − ∂x)u
)
,
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and∫
Hλ,τ
x−2α−1+2β1a2dx dν
= ‖xβ1Dβ
(
[xh0]Υ̂τ (∂τ − ∂x)u
)
− xβ1 [xh0]Dβ
(
Υ̂τ (∂τ − ∂x)u
)
‖2H α0
≤ C
(
‖Υ̂τ (∂τ − ∂x)u‖2Bα0 ‖xh
0‖2
G 0k
+ ‖Υ̂τ (∂τ − ∂x)u‖2H αk−1‖xh
0‖2
C 0
{x=0},1
)
≤ C(ǫ0)‖Υτ‖2L∞‖(∂τ − ∂x)u‖2Bα0 ‖xh
0‖2
G 0k
+ ‖xh0‖2
C 0
{x=0},1
×
{
(∂τ − ∂x)u‖2Bα0 ‖Υ̂
τ‖2
G 0k−1
+ ‖(∂τ − ∂x)u‖2H αk−1‖Υ̂
τ‖2
C 0
{x=0},0
}
.
Now, from (5.75) and (5.77) we have
‖Υ̂τ‖C 0
{x=0},0
≤ C(ǫ0)‖Υτ‖L∞ ,
and
‖Υ̂τ‖2
G 0k−1
≤ C(ǫ0)
{
‖Υτ‖2
G 0k−1
+ ‖Υτ‖2L∞C(‖h0‖L∞)
(
1 + ‖xh0‖2
G 0k−1
)}
.
Thus∫
Hλ,τ
x−2α−1+2β1a2dx dν ≤ C(ǫ0)‖Υτ‖2L∞‖(∂τ − ∂x)u‖2Bα0 ‖xh
0‖2
G 0k
+C(ǫ0)‖xh0‖2C 0
{x=0},1
‖Υτ‖2L∞‖(∂τ − ∂x)u‖2H αk−1
+C(‖h0‖L∞)‖xh0‖2C 0
{x=0},1
‖(∂τ − ∂x)u‖2Bα0 ‖Υ
τ‖2
G 0k−1
+C(ǫ0)‖xh0‖2C 0
{x=0},1
‖(∂τ − ∂x)u‖2Bα0 ‖Υ
τ‖2L∞
(
1 + ‖xh0‖2
G 0k−1
)
.
(5.89)
On the other hand,
b := Dβ
(
[xh0](Υ̂τ + Υ̂x)∂xu
)
− [xh0]Dβ
(
(Υ̂τ + Υ̂x)∂xu
)
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and we have∫
Hλ,τ
x−2α−1+2β1b2dx dν
= ‖xβ1Dβ
(
[xh0](Υ̂τ + Υ̂x)∂xu
)
− xβ1xh0Dβ
(
(Υ̂τ + Υ̂x)∂xu
)
‖2H α0
≤ C‖(Υ̂τ + Υ̂x)∂xu‖2Bα0 ‖xh
0‖2
G 0k
+ C‖(Υ̂τ + Υ̂x)∂xu‖2H αk−1‖xh
0‖2
C 0
{x=0},1
≤ C(ǫ0)‖Υτ +Υx‖2L∞‖∂xu‖2Bα0 ‖xh
0‖2
G 0k
+ C‖xh0‖2
C 0
{x=0},1
×
{
‖∂xu‖2Bα0 ‖Υ̂
τ + Υ̂x‖2
G 0k−1
+ ‖∂xu‖2H αk−1‖Υ̂
τ + Υ̂x‖2
C 0
{x=0},0
}
≤ C(ǫ0)‖Υτ +Υx‖2L∞‖∂xu‖2Bα0 ‖xh
0‖2
G 0k
+C(ǫ0)‖xh0‖2C 0
{x=0},1
‖Υτ +Υx‖2L∞Eαk,λ[u(τ)]
+C(‖h0‖L∞)‖xh0‖2C 0
{x=0},1
‖∂xu‖2Bα0
×
{
‖Υτ +Υx‖2
G 0k−1
+ ‖Υτ +Υx‖2L∞
(
1 + ‖xh0‖2
G 0k−1
)}
.
(5.90)
The same holds for the term
c := Dβ
(
[xh0]Υ̂A∂Au
)
− [xh0]Dβ
(
Υ̂A∂Au
)
and we have∫
Hλ,τ
x−2α−1+2β1c2dx dν
≤ C(ǫ0)‖ΥA‖2L∞‖∂Au‖2Bα0 ‖xh
0‖2
G 0k
+C(ǫ0)‖xh0‖2C 0
{x=0},1
‖ΥA‖2L∞‖∂Au‖2H αk−1
+C(‖h0‖L∞)‖xh0‖2C 0
{x=0},1
‖∂Au‖2Bα0 ‖Υ
A‖2
G 0k−1
+C(ǫ0)‖xh0‖2C 0
{x=0},1
‖∂Au‖2Bα0 ‖Υ
A‖2L∞
(
1 + ‖xh0‖2
G 0k−1
)
.
(5.91)
This provides the right estimate for A006 , and hence for of A
00.
An identical estimate is obtained on the fourth term A4 of the com-
mutator (5.61). This finishes the estimation of the commutator [g,D
β ]u
appearing in (5.59), and the proof is complete. 
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5.2.4 Conclusion
The proof of the Proposition 5.7 used essentially Stokes’s theorem, the
weighted Moser type inequalities (A.34) and (A.35) of Proposition A.3 of [13],
and the weighted substitution inequality type (A.31) of the same reference.
One of the points there is that all the constants appearing in these inequal-
ities are independent of x2 (recall that the sets Mx2,x1 there corresponds to
the sets Hλ,τ here) which is the distance between the boundary of Mx2,x1
and the null hypersurface N = {x = 0}. So, in our case, all the constants
involved in the proof of the previous proposition are independent of λ. This
allows us to take the limit as λ goes to 0 in (5.52) and obtain an identical
inequality with Eαk,λ[u(τ)] there replaced with E
α
k [u(τ)]. Therefore we have
proved the following:
Proposition 5.10 Proposition 5.7 remains true with λ = 0.
Inequality (5.52) with λ = 0 is the key in deriving an existence theorem for
the Einstein-Maxwell equations with data on a hyperboloid, singular near
{x = 0}. In this case, we will show that all the Hk and Gk norms appearing
in this inequality are controlled by the energy.
It turns out that the proof, in Section 7, of global polyhomogeneity of
the geodesically complete metrics constructed by Loizelet requires a slightly
different inequality. For this we need to split the metric into two parts as
gαβ = g˚αβ + δgαβ . (5.92)
The rationale behind such a splitting is, that the Lorentzian metric g˚ will
be fixed (in fact, it will be the flat Minkowski metric in our applications),
while the correction δg will eventually depend on the fields. This leads to
the obvious corresponding decomposition of Υ,
Υα = Υ˚α + δΥα . (5.93)
We assume that there exist constants σ, M and N such that for τ ∈
[τ0, τ1] we have
M ≥ ‖(˚h♯, g˚♯, Υ˚)‖G 0k (Hτ ) + ‖(δh
♯, δg♯, δΥ)‖C 0
{x=0},1
(Hτ )
+‖(∂x − ∂τ )g♯‖L∞(Hτ ) , (5.94)
N ≥ ‖(∂τu, ∂xu, ∂Au)‖Bσ1 (Hτ ) + ‖(g♯,Υ)‖L∞(Hτ )
+‖(˚gτA, g˚xA)‖
G
α−σ
k−1 (Hτ )
+ ‖(δg♯, δΥ)‖C 0
{x=0},1
(Hτ ) . (5.95)
We then have:
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Proposition 5.11 Let k > n/2+1, σ ∈ R, α ≤ −1/2. There exist functions
C3(ǫ0, C0, α, k, n,M) and C4(ǫ0, C0, α, σ, k, n,N), monotonously increasing
in M and N , which we write as C3(M) and C4(N), such that for all
τ ∈ [τ0, τ1]
and for all u satisfying (5.1) we have
Eαk [u(τ)] ≤ Eαk [u(τ0)] +
∫ τ
τ0
{
C3(M)
(
Eαk [u(s)] + ‖F (s)‖2H αk (Hτ )
)
+C4(N)
(
1 + ‖(δg♯, δh♯, δΥ)‖2
G
α−σ
k (Hτ )
)}
ds . (5.96)
Proof: The result is obtained by calculations very similar to those of Propo-
sition 5.10. We follow that proof until (5.60), which is rewritten as
g = g˚
µν∂2µν + δg
µν∂2µν + Υ˚
ν∂ν + δΥ
ν∂ν . (5.97)
This leads to the following rewriting of (5.61):
[g,D
β ]u = g˚αµ[∂α∂µ,D
β ]u︸ ︷︷ ︸
=:A˚1
+ δgαµ[∂α∂µ,D
β]u︸ ︷︷ ︸
=:δA1
−Υ˚ν [Dβ , ∂ν ]u︸ ︷︷ ︸
=:A˚2
−
{
D
β
(
Υ˚
ν
∂νu
)
− Υ˚νDβ (∂νu)
}
︸ ︷︷ ︸
=:A˚3
−δΥν [Dβ , ∂ν ]u︸ ︷︷ ︸
=:δA2
−
{
D
β (δΥν∂νu)− δΥνDβ (∂νu)
}
︸ ︷︷ ︸
=:δA3
−
{
D
β (˚gαµ∂α∂µu)− g˚αµDβ (∂α∂µu)
}
︸ ︷︷ ︸
=:A˚4
−
{
D
β (δgαµ∂α∂µu)− δgαµDβ (∂α∂µu)
}
︸ ︷︷ ︸
=:δA4
. (5.98)
The terms Ai := A˚i + δAi, i=1,2 are estimated as in (5.62)-(5.63). For A˚3,
instead of (5.64) the estimates proceed as before, except that at the end one
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invokes the weighted Sobolev embedding [13, Proposition A.1]; e.g.,∫
Hλ,τ
x−2α−1+2β1
{
I˚
}2
dx dν
= ‖xβ1Dβ
(
Υ˚
τ
(∂τ − ∂x)u
)
− xβ1Υ˚τDβ ((∂τ − ∂x)u) ‖2H α0 (Hλ,τ )
≤ Cs
(
‖(∂τ − ∂x)u‖2Bα0 ‖Υ˚
τ‖2
G 0k
+ ‖(∂τ − ∂x)u‖2H αk−1‖Υ˚
τ‖2
C 0
{x=0},1
)
≤ C
(
‖Υ˚τ‖2
G 0k
+ ‖Υ˚τ‖2
C 0
{x=0},1
)
E αk [u(τ)] . (5.99)
For δA3, the following version of the inequalities of [13, Proposition A.3]
should be used, for any α, β, α′ (the proof is identical to that given there):
‖fg‖
H
α+β
k
≤ C(‖f‖Bα
{x=0},0
‖g‖
G
β
k
+ ‖g‖
Cα
′
{x=0},0
‖f‖
H
α+β−α′
k
)
, (5.100)
and, for β = (β1, β
′),
‖xβ1Dβ(fg)− (xβ1Dβf)g)‖
H
α+β
0
≤ C(‖f‖Bα
{x=0},0
‖g‖
G
β
k
+ ‖(x∂xg, ∂Ag)‖Cα′
{x=0},0
‖f‖
H
α+β−α′
k−1
)
.
(5.101)
Instead of (5.64) we then have∫
Hλ,τ
x−2α−1+2β1 {δI}2 dx dν
= ‖xβ1Dβ (δΥτ (∂τ − ∂x)u)− xβ1δΥτDβ ((∂τ − ∂x)u) ‖2H α0 (Hλ,τ )
≤ Cs
(
‖(∂τ − ∂x)u‖2Bσ0 ‖δΥ
τ‖2
G
α−σ
k
+ ‖(∂τ − ∂x)u‖2H αk−1‖δΥ
τ‖2
C 0
{x=0},1
)
≤ C
(
‖(∂τ − ∂x)u‖2Bσ0 ‖δΥ
τ‖2
G
α−σ
k
+ ‖δΥτ‖2
C 0
{x=0},1
E αk [u(τ)]
)
. (5.102)
An identical treatment applies to the remaining three displayed equations
following (5.64).
The term A4 is split into A
µν ’s as in (5.66), and then for µν 6= 00 we split
Aµν = A˚µν + δAµν in the obvious way. All the terms A˚µν with µν 6= 00 are
then treated as in the proof of Proposition 5.10, and at the end we invoke
the inequality, for k ≥ n/2 + 1,
‖f‖2Bα1 ≤ C‖f‖
2
H αk
.
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The terms involving δAµν with µν 6= 00 are treated as in (5.102); for exam-
ple, (5.67) becomes∫
Hλ,τ
x−2α−1+2β1
{
δAAB
}2
dx dν
= ‖xβ1Dβ (δgAB∂A∂Bu)− xβ1δgABDβ (∂A∂Bu) ‖H α0 (Hλ,τ )
≤ Cs
∑
A
(
‖∂Au‖2Bα−σ1 ‖δg
♯‖2G σk + ‖∂Au‖
2
H αk
‖δg♯‖2
C 0
{x=0},1
)
≤ C
(∑
A
‖∂Au‖2Bα−σ1 ‖δg
♯‖2G σk + ‖δg
♯‖2
C 0
{x=0},1
Eαk,λ[u(τ)]
)
. (5.103)
In (5.82) it is convenient to use the splitting h = h˚ + δh. The terms
involving h˚ are estimated, using the Sobolev embedding, by E αk [u(τ)], while
for those involving δh we write∫
Hλ,τ
x−2α−1+2β1
{
δA003
}2
dx dν
= 2‖Dβ (xδh0gˆτA∂A(∂τ − ∂x)u)− xδh0Dβ (gˆτA∂A(∂τ − ∂x)u) ‖2H α0
≤ C‖gˆτA∂A(∂τ − ∂x)u‖2Bσ0 ‖xδh
0‖2
G
α−σ
k
+ C‖gˆτA∂A(∂τ − ∂x)u‖2H αk−1‖xδh
0‖2
C 0
{x=0},1
.
(5.104)
The first line above is estimated as
C‖gˆ♯‖2L∞‖(∂τ − ∂x)u‖2Bσ1 ‖δg
♯‖2
G
α−σ
k
,
as desired. The second is estimated as
C‖δg♯‖2
C 0
{x=0},1
{
‖(∂τ − ∂τ )u‖2Bσ1 ‖gˆ
τA‖2
G
α−σ
k−1
+ ‖(∂τ − ∂x)u‖2H αk ‖gˆ
♯‖2
C 0
{x=0},0
}
≤ C‖δg♯‖2
C 0
{x=0},1
{
‖(∂τ − ∂τ )u‖2Bσ1 ‖gˆ
τA‖2
G
α−σ
k−1
+ ‖g♯‖2
C 0
{x=0},0
Eαk,λ[u(τ)]
}
.
(5.105)
To estimate the term A005 (compare (5.83)) we need to split both h
♯ and g♯
into two. The terms there involving h˚♯ and g˚♯ can be estimated by E αk [u(τ)].
The terms involving δg♯ are estimated as in the analysis of δA003 . The mixed
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term involving g˚♯ and δh is handled in the obvious way
‖xβ1Dβ
(
[xδh0][ˆ˚gAB∂A∂Bu]
)
− xβ1 [xδh0]Dβ
(
[ˆ˚gAB∂A∂Bu]
)
‖2H α0
≤ C(‖ˆ˚gAB∂A∂Bu‖Bσ0 ‖‖xδh0‖G α−σk + ‖xδh0‖C 0{x=0},1‖ˆ˚gAB∂A∂Bu‖H αk−1)
≤ C(‖ˆ˚g♯‖L∞‖∂Au‖Bσ1 ‖xδh0‖G α−σk + ‖ˆ˚g♯‖G 0k−1‖∂Au‖H αk ‖xδh0‖C 0{x=0},1)
≤ C(‖˚g♯‖L∞‖∂Au‖Bσ1 ‖δg♯‖G α−σk + ‖˚g♯‖G 0k−1‖δg♯‖C 01Eαk,λ[u(τ)]) . (5.106)
A similar analysis of the remaining terms proves the proposition. 
6 Application to the Einstein-Maxwell Equations
in wave coordinates and Lorenz gauge
6.1 Change of coordinates
6.1.1 On the gauge condition
Throughout this section, the (unphysical) conformally rescaled metric is
denoted by g, and the (physical) metric is denoted by g; thus gµν = Ω
2gµν .
Remember that in the original system of coordinates (xµ) we have
gx
µ = 0 with g = η + h ,
which leads to
∂µ
(
gµν
√
|det g|) = 0 . (6.1)
We want to rewrite the above equation in the new system of coordinate (yα)
(see (6.4)). We have√
|det g| = 1 + 1
2
ηαβhαβ +Q(h) ,
where Q has a uniform zero of order two in h. We set
gµν = ηµν +Hµν . (6.2)
In what follows, we use a generic symbol Q for functions which have a
uniform zero of order two. We have
∂µ
(
gµν
√
|det g|) = ∂µ[gµν{1 + 1
2
ηαβhαβ +Q(h)}
]
= ∂µ
[{ηµν +Hµν}{1 + 1
2
ηαβhαβ +Q(h)}
]
= ∂µH
µν{1 + 1
2
ηαβhαβ +Q(h)}+ {ηµν +Hµν}{1
2
ηαβ∂µhαβ + ∂µQ(h)} .
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Using this identity, equation (6.1) takes the form:
∂µH
µν+
1
2
ηµνηαβ∂µhαβ = −∂µHµν{1
2
ηαβhαβ+Q(h)}−Hµν{1
2
ηαβ∂µhαβ+∂µQ(h)}−ηµν∂µQ(h) .
(6.3)
Let us rewrite this equation in the system of coordinates (τ, x, vA) where
yµ =
xµ
ηαβxαxβ
, τ = y0 ≤ 0, x = −y0 − ρ ≥ 0 and yi = ρωi(vA) .
(6.4)
Recall that
Ω = −yαyα = τ2 − ρ2 = x(−τ + ρ) ≥ 0 , (6.5)
and fˆ = Ω−
n−1
2 f (not to be confused with division by gττ , as used in the
previous section), so that
∂f
∂xµ
= Ω
n−1
2
{
− (n− 1)yµ − Ω ∂
∂yµ
− 2yµyα ∂
∂yα
}
fˆ , (6.6)
thus the left-hand-side of (6.3) can be rewritten as
−(n−1)Ωn−12 yµ
(
Ĥµν+
1
2
ηµνηαβ hˆαβ
)
−Ωn−12
{
Ω
∂
∂yµ
+2yµy
α ∂
∂yα
}(
Ĥµν+
1
2
ηµνηαβ hˆαβ
)
.
We want to analyze the structure of the right-hand side of (6.3). This
expression is made of three terms which will be labeled R1, R2, and R3. We
have (see (6.6) and recall that yα ∂Ω∂yα = 2Ω):
R1 = Ω
n−1
2
{
1
2
Ω
n−1
2 trη(hˆ) +Q(Ω
n−1
2 hˆ)
}{
(n− 1)yµ +Ω ∂
∂yµ
+ 2yµy
α ∂
∂yα
}
Ĥµν
=: Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµĤ
µν) +Q(Ω
n−1
2 hˆ,Ω
n+1
2 ∂µĤ
µν)
+Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµy
α ∂
∂yα
Ĥµν) . (6.7)
Now, since ∂Q∂h has a uniform zero of order one, we have
∂
∂xµ
Q(h) =
∂Q
∂h
∂h
∂xµ
= −∂Q
∂h
(Ω
n−1
2 hˆ)Ω
n−1
2
{
(n − 1)yµ +Ω ∂
∂yµ
+ 2yµy
α ∂
∂yα
}
hˆ
=: Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµhˆ) +Q(Ω
n−1
2 hˆ,Ω
n+1
2
∂hˆ
∂yµ
) +Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµy
α ∂
∂yα
hˆ) .
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Thus R2 reads:
R2 =
1
2
ηαβΩ
n−1
2 Ĥµν
{
Ω
n−1
2
}{
(n− 1)yµ +Ω ∂
∂yµ
+ 2yµy
α ∂
∂yα
}
hˆαβ
+Ω
n−1
2 Ĥµν
{
Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµhˆ) +Q(Ω
n−1
2 hˆ,Ω
n+1
2 ∂µhˆ)
+Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµy
α ∂
∂yα
hˆ)
}
.
=: Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµĤ
µν) +Q(Ω
n−1
2 Ĥµν ,Ω
n+1
2 ∂µhˆ) +Q(Ω
n−1
2 yµĤ
µν ,Ω
n−1
2 yα
∂
∂yα
hˆ) .
(6.8)
Next
R3 = −ηµν∂µQ(h)
= ηµν
{
Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµhˆ) +Q(Ω
n−1
2 hˆ,Ω
n+1
2 ∂µhˆ) +Q(Ω
n−1
2 hˆ,Ω
n−1
2 yµy
α ∂
∂yα
hˆ)
}
.(6.9)
From this, we obtain the following form of the gauge condition (6.3):
yµĤ
µν +
1
2
yνηαβhˆαβ =
1
1− n
{
Ω
∂
∂yµ
+ 2yµy
α ∂
∂yα
}(
Ĥµν +
1
2
ηµνηαβ hˆαβ
)
+ Ω−
n−1
2 (R1 +R2 +R3) . (6.10)
Now we recall that
Hµν := gµν − ηµν = −hµν + Q˜µν(h) ,
where hµν = ηµαηνβhαβ . Therefore
ηαβ hˆαβ = −ηαβĤαβ +Ω−
n−1
2 Q˜(Ω
n−1
2 Ĥ).
Equations (6.7)-(6.10) lead finally to the following form of the gauge condi-
tion (6.3):
yµĤ
µν − 1
2
yνtrη(Ĥ) =
1
1− n
{
Ω
∂
∂yµ
+ 2yµy
α ∂
∂yα
}(
Ĥµν − 1
2
ηµνtrηĤ
)
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n−1
2 Ĥ)
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n+1
2 ∂Ĥ)
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n−1
2 yα
∂
∂yα
Ĥ) . (6.11)
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We will need the following consequence of this equation: multiplying by yν
and commuting derivatives one is led to
(n− 5)yνyµĤµν = 2yα ∂
∂yα
(
yµyνĤ
µν +
1
2
ΩtrηĤ
)
+Ω
(n− 5
2
trη(Ĥ) + yν
∂
∂yµ
(
Ĥµν − 1
2
ηµνtrη(Ĥ)
))
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n−1
2 Ĥ)
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n+1
2 ∂Ĥ)
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n−1
2 yα
∂
∂yα
Ĥ) . (6.12)
6.1.2 On the wave equation
In wave coordinates (xµ), we consider the following wave equation
ηαβ
∂2f
∂xα∂xβ
+Hαβ(f, ∂f)
∂2f
∂xα∂xβ
= F (f, ∂f) . (6.13)
In order to check all the hypotheses made on components of the metric in
our theorem on the energy estimate, we have to rewrite this equation with
respect the system of coordinates (τ, x, vA) used there. According to our
previous calculations, equation (6.13) can be written as
ηλµ
∂2fˆ
∂yλ∂yµ
+Ω−
n+3
2 Hλµ(f, ∂f)
∂2f
∂xλ∂xµ
= Ω−
n+3
2 F (f, ∂f) , (6.14)
where
fˆ = Ω−
n−1
2 f .
So, let us express the second term of the above equation in terms of coordi-
nates yν . We already know the identity:
∂2f
∂xλ∂xµ
◦φ−1 = ∂
2(f ◦ φ−1)
∂yα∂yβ
AαµA
β
λ+
∂(f ◦ φ−1)
∂yα
∂2yα
∂xµ∂xλ
◦φ−1 =: Kλµ+Vλµ ,
(6.15)
with
∂2yα
∂xµ∂xλ
◦ φ−1 = 2Ωδαµηλσyσ + 2Ωδαληµτyτ + 2Ωηµλyα + 8ηλσηµθyσyαyθ
and
AαµA
β
λ = Ω
2δαµδ
β
λ + 4yλyµy
αyβ + 2Ω(δαµyλy
β + δβλyµy
α) .
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These identities lead to
HλµVλµ = H
λµ
{
2Ωδαµηλσy
σ + 2Ωδαληµθy
θ + 2Ωηµλy
α + 8ηλσηµθy
σyαyθ
} ∂f
∂yα
.
(6.16)
Now we also know that
∂f
∂yα
= Ω
n−3
2
{
Ω
∂fˆ
∂yα
− (n− 1)yαfˆ
}
. (6.17)
This implies that 2
HλµVλµ = 2Ω
n−1
2 Hλµ
{
(n−1) {Ωηλµ + 2yµyλ} fˆ+
(
2Ωδαµyλ +Ωηλµy
α + 4yµyλy
α
) ∂fˆ
∂yα
}
.
(6.18)
On the other hand we have
∂2(f ◦ φ−1)
∂yα∂yβ
= Ω
n−5
2
{
Ω2
∂2fˆ
∂yα∂yβ
− (n− 1)Ω
(
yβ
∂fˆ
∂yα
+ yα
∂fˆ
∂yβ
)
+(n− 1) [(n− 3)yαyβ − Ωηαβ] fˆ
}
,
which leads to the following expression of HλµKλµ :
HλµKλµ = Ω
n−5
2 Hλµ
{
Ω2δαµδ
β
λ + 4yµyλy
αyβ + 2Ωyθ(ηλθδ
α
µy
β + ηµθδ
β
λy
α)
}
×
{
Ω2
∂2fˆ
∂yα∂yβ
− (n− 1)Ω
(
yβ
∂fˆ
∂yα
+ yα
∂fˆ
∂yβ
)
+ (n − 1) [(n− 3)yαyβ − Ωηαβ ] fˆ
}
,
and after simplifications, we find that
HλµKλµ = Ω
n−1
2 Hλµ
{
Ω2δαµδ
β
λ + 4yµyλy
αyβ + 2Ω(δαµyλy
β + δβλyµy
α)
} ∂2fˆ
∂yα∂yβ
+ (n− 1)Ωn−12 Hλµ
{
2 (2yλyµy
α +Ωδαλyµ)
∂fˆ
∂yα
+ [(n− 3)yµyλ − Ωηλµ] fˆ
}
.
(6.19)
2Note that in this equation, the term yµyλH
µλ is the one which has the the smallest
multiplicative power of Ω.
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With the expressions (6.18) and (6.19) and writing Hλµ = Ω
n−1
2 Ĥλµ , equa-
tion (6.14) reads after simplifications
{
ηαβ +Ω
n−5
2 Ĥλµ
[
Ω2δαµδ
β
λ + 4yµyλy
αyβ + 2Ω(δαµyλy
β + δβλyµy
α)
]} ∂2fˆ
∂yα∂yβ
+ 2Ω
n−5
2 Ĥλµ
{{
2(n + 1)yµyλy
α + (n+ 1)Ωδαµyλ + ηλµΩy
α
} ∂fˆ
∂yα
+(n− 1) {(n+ 1)yµyλ +Ωηλµ} fˆ
}
= Ω−
n+3
2 F
(
Ω
n−1
2 fˆ ,Ω(n−1)/2
{− Ω ∂
∂yν
− 2yνyα ∂
∂yα
− (n− 1)yν
}
fˆ
)
=: Ω−
n+3
2 F˜
(
Ω
n−1
2 fˆ ,Ω
n−1
2
∂fˆ
∂yν
)
. (6.20)
We want to apply the energy estimates of Section 5.2.3 to the equation
considered here. So for consistency of notation in that section, we write the
above equation in the form (recall that Ω = x(ρ− τ)):
gu = F(u, ∂u) , (6.21)
with
u = fˆ , (6.22)
gαβ = ηαβ + {x(ρ− τ)}n−52 Ĥλµ ×{
{x(ρ− τ)}2δαµδβλ + 4yµyλyαyβ + 2{x(ρ − τ)}(δαµyλyβ + δβλyµyα)
}
︸ ︷︷ ︸
:=ψαβµλ
,
(6.23)
(in order to reduce the typographical length of formulae we will sometimes
write ψαβµν for ψαβµν) and
F
(
u,
∂u
∂yν
)
= Ω−
n+3
2 F˜
(
Ω
n−1
2 u,Ω
n−1
2
∂u
∂yν
)
+
{
Υα − 2Ωn−52 Ĥλµ {2(n + 1)yµyλyα + (n+ 1)Ωδαµyλ + ηλµΩyα}
}
∂u
∂yα
−2(n− 1)Ωn−52 Ĥλµ {(n+ 1)yµyλ +Ωηλµ}u . (6.24)
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So, we have to check that the metric g defined by (6.23) and the harmonicity
functions
Υµ =
1√
|det g|∂ν
{√
|det g|gµν
}
(6.25)
satisfy the hypotheses of our theorem.
The tensor ψαβµν defined in (6.23) has the property
ηαβψ
αβ
µν = Ω
2ηµν , (6.26)
which implies that the contraction
ηαβ(g
αβ − ηαβ) = Ωn−12 trηĤ
gains two powers of Ω, as compared to a direct power-counting based on
(6.23). Furthermore, the structure yαyβyµyν of the term without powers of
Ω in ψαβµν implies that any contraction of the form ψ
αβ
µνηαρψ
ρσ
γδ acquires
an overall multiplicative factor of Ω. So if we set
δgαβ := g
αµηµβ − δαβ ,
it follows that for k ≥ 2 we have(
(δg)k
)
α
β := δg
α
α1δg
α1
α2 · · · δgαk−1β = Ωk−1Qk(Ω
n−5
2 Ĥ) ,
where we use the symbol Qk to denote a smooth function (in this case, a
polynomial) with a uniform zero of order k, and which may change from line
to line. A similar analysis shows that, again for k ≥ 2, the trace
pk(δg) := tr(δg)
k = δgαα1δg
α1
α2 · · · δgαk−1α = ΩkQk(Ω
n−5
2 Ĥ) (6.27)
(no summation over k) gains one more power of Ω.
Set
Aαβ := δ
α
β + δg
α
β . (6.28)
Equation (6.27) implies
pi(A) = tr(I+δg)
i =
n∑
j=0
Cji pj(δg) = n+1+ itrδg+Ω
2Q2(Ω
n−5
2 Ĥ) . (6.29)
Let W (λ) denote the characteristic polynomial of A,
W (λ) = det(A− λI) = detA+ w1λ+ . . .+ wnλn + (−λ)n+1 .
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Then the coefficients wi are homogeneous polynomials of order n+ 1− i in
the entries of A = I + δg, with wn = (−1)ntrA = (−1)n(n + 1 + trδg). It
is a well known consequence of the Cayley-Hamilton theorem (see, e.g., [26,
Theorem 1]) that both detA and the wi’s can be written as polynomials in
the pi’s, and since each pi(A) has a factor Ω
2 in front of the Q2 terms, we
find that the wi’s take the form
wi(A) = wi(I) + ℓi(trδg) + Ω
2Q2(Ω
n−5
2 Ĥ) , (6.30)
where ℓi(trδg) is linear in trδg.
Now
gαβ = gασησρη
ρβ =
(
δαρ + δg
α
ρ
)
ηρβ = Aαρη
ρβ , (6.31)
hence
det g♯ = − det(A) ,
which shows that
det g♯ = −1 + Ω2
(
−Ωn−52 trηĤ +Q2(Ω
n−5
2 Ĥ)
)
= −1 + Ω2Q1(Ω
n−5
2 Ĥ) .
(6.32)
From the Cayley-Hamilton theorem we have
A−1 = − 1
detA
(
w1I + · · · + wnAn−1 + (−1)n+1An
)
,
and we conclude that gαβ = (η
−1A−1)αβ takes the form
gαβ =
1
1 + Ω2Q1(Ω
n−5
2 )
(
ηαβ − Ω
n−5
2 Ĥµνψαβµν +Ω
2Q2(Ω
n−5
2 Ĥ)
)
= ηαβ − Ω
n−5
2 Ĥµνyµyνy
αyβ +ΩQ1(Ω
n−5
2 Ĥ)
+Ω2Q2(Ω
n−5
2 Ĥ) , (6.33)
where the indices on ψαβµν have been lowered with the metric ηαβ .
6.1.3 On the components of the metric
Recall that, to obtain energy inequalities, our hypotheses on certain com-
ponents of the metric were
g00 = −1 + xh0; g0ρ = −xh1; g0A + gρA = −xhA and gρρ = 1 + xh ,
(6.34)
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where the functions h, h0, hA are bounded on bounded sets. Since (compare
(6.4))
g0ρ = g0iωi, g
0A = g0i
∂vA
∂yi
, gρA = gijωj
∂vA
∂yi
and gρρ = gijωiωj ,
from (6.23) we have (note that yiωi = ρ, ρωiδ
i
µ = yµ + τδ
τ
µ):
h0 = x
n−7
2 (ρ−τ)n−52 Ĥλµ {{x(ρ− τ)}2δτµδτλ + 4τ2yµyλ + 4τ{x(ρ− τ)}δτµyλ} ,
(6.35)
h1 = −xn−72 (ρ−τ)n−52 Ĥλµ {{x(ρ− τ)}2δτµδiλωi + 4τρyµyλ + 2ρ{x(ρ − τ)}yλ(δ0µρ+ τδiµωi)} ,
(6.36)
h = x
n−7
2 (ρ−τ)n−52 Ĥλµ
{
{x(ρ−τ)}2δiµδjλωiωj+4ρ2yµyλ+4{x(ρ−τ)}yλρδiµyλωi
}
,
(6.37)
hA = −xn−32 (ρ− τ)n−32
{
(ρ− τ)
(
Ĥ0i + ωjĤ
ij
)
− 2yλĤλi
} ∂vA
∂yi
. (6.38)
We see that the components of the metric (6.23) have the right structure
(6.34) if the space dimension n is greater then or equal to 7. We will see
in Section 6.1.1 (see (6.12)) that this can be lowered to n ≥ 6 using the
harmonic coordinates condition.
We note the identities,
ηijωj
∂vA
∂yi
=
n∑
j=1
ωj
∂vA
∂yj
=
∂vA
∂r
= 0 ,
which justify that g0A + gρA has the right structure. In particular, for this
component the condition n ≥ 4 suffices to fulfill the structure condition.
We will also need
gττ = −1 +O(xn−52 ), gτx = 1 +O(xn−32 ), gxx = O(xn−12 ), (6.39)
gxA = O(x
n−3
2 ), gAB = ηAB +O(x
n−5
2 ) .
6.1.4 On the harmonicity functions
Now let us look at the harmonicity functions, defined as
Υµ :=
1√
|det g|∂ν
{√
|det g|gµν
}
.
Since our energy estimates have been established using the coordinate sys-
tem (x, τ, vA) as defined in (4.10), we need to calculate Υµ in that coordi-
nate system. But so far we only have the expression of the metric in the
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yµ–coordinate system. To avoid confusion let us write (2)Υ for Υ associated
to the coordinates (τ, x, vA) and (1)Υ for that associated to the coordinates
yµ. To understand the behaviour of Υ under coordinate changes, it is useful
to write the Christoffel symbols Γαβγ of the metric g in the form
Γαβγ = Γ˚
α
βγ + C
α
βγ ,
where the Γ˚αβγ ’s are the Christoffel symbols of the Minkowski metric η, and
Cαβγ is a tensor. Then, in the coordinate system y
µ we have
(1)Υα = − gβγCαβγ︸ ︷︷ ︸
=:Cα
, (6.40)
since the Γ˚αβγ ’s vanish in the y
µ–coordinates. Note that Cα as defined in
(6.40) is a vector field, being the contraction of two tensors. In the coordi-
nates (τ, x, vA) we have
(2)Υα = −gβγ
(
Γ˚αβγ + C
α
βγ
)
= −gβγΓ˚αβγ − Cα . (6.41)
Thus, to calculate (2)Υ we need to vector-transform Cα to the (τ, x, vA)
coordinates, and calculate the missing term gβγΓ˚αβγ above. We start by
calculating the vector field Cµ. We set
gαβ =: ηαβ +Ω
n−5
2 Kαβ , (6.42)
thus
Kαβ = Ĥµνψαβµν
as in (6.23); we hope that the clash of notation with the completely different
Kαβ appearing in (6.15) will not confuse the reader.
From (6.32) we have (recall that Q means Q2)(√
|det g|
)∓1
= 1± 1
2
Ω
n−1
2 trη(Ĥ) + Ω
2Q(Ω
n−5
2 Ĥ) .
Thus in the coordinate system yµ,
gµν
√
|det g| = ηµν
(
1− 1
2
Ω
n−1
2 trηĤ
)
+Ω
n−5
2 Kµν
+Ω2Qµν(Ω
n−5
2 Ĥ) , (6.43)
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∂ν
(
gµν
√
|det g|
)
=
1
2
Ω
n−3
2
{
(n− 1)yµtrηĤ − ηµνΩ∂νtrηĤ
}
+Ω
n−7
2
{
(5− n)yνKµν +Ω∂νKµν
}
+ ∂ν
{
Ω2Qµν(Ω
n−5
2 Ĥ)
}
and since
∂νΩK
µν ∼ yνKµν = −ΩyβĤαβ {Ωδµα + 2yαyµ} , (6.44)
and
∂νK
µν = ∂νĤ
αβψµναβ + 2(n+ 3)yβĤ
αβ {Ωδµα + 2yαyµ}+ 2ΩyµtrηĤ , (6.45)
we obtain
∂ν
(
gµν
√
|det g|
)
=
1
2
Ω
n−3
2
{
(n+ 3)yµtrηĤ − ηµνΩ∂νtrηĤ
}
+Ω
n−5
2
{
∂νĤ
αβψµναβ + (3n+ 1)yβĤ
αβ(Ωδµα + 2yαy
β)
}
+Ω2Qµ2 (Ω
n−5
2 Ĥ) + Ω2Qµν2 (Ω
n−5
2 Ĥ,Ω
n−5
2 ∂νĤ) .
Multiplying this last identity with
(√|det g|)−1 we then obtain the follow-
ing expression for the vector field Cµ:
Cµ = (1)Υ
µ
=
1
2
Ω
n−3
2
{
(n+ 3)yµtrηĤ − ηµνΩ∂νtrηĤ
}
+Ω
n−5
2
{
∂νĤ
αβψµναβ + (3n+ 1)yβĤ
αβ {Ωδµα + 2yαyµ}
}
+Ω2Qµ(Ω
n−5
2 Ĥ) + Ω2Qµν(Ω
n−5
2 Ĥ,Ω
n−5
2 ∂νĤ) . (6.46)
Now writing the vector field C as
C = Cµ∂µ =: C
τ∂τ + C
x∂x +C
A∂A ,
one is led to:
Cτ = C0 , Cτ + Cx = −ωi(v)Ci , CA = ∂v
A
∂yi
Ci .
In order to have all the harmonicity functions in the (τ, x, vA)-coordinates,
it remains to calculate the term gβγΓ˚αβγ of the formula (6.41). In these
coordinates the Christoffell’s symbol of the Minkowski metric Γ˚αβγ read:
Γ˚ταβ = 0,
Γ˚xτµ = Γ˚
x
xµ = 0, Γ˚
x
AB = ρχAB
Γ˚Aττ = Γ
A
τx = Γ˚
A
xx = 0, Γ˚
A
τB = Γ˚
A
xB = −
1
ρ
δAB , Γ˚
A
BC = γ
A
BC ,
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where we have denoted the round metric on the sphere by χ, and its cor-
responding Christoffel symbols γABC . These identities lead to the following
(see identity (6.42)):
gβγ Γ˚τβγ = 0 (6.47a)
gβγ Γ˚xβγ = ρg
ABχAB =
n− 1
ρ
+ ρΩ
n−5
2 ĤµνψABµν χAB (6.47b)
gβγ Γ˚Aβγ = −
2
ρ
(gτA + gxA) + gBCγABC (6.47c)
=
1
ρ2
C˚A +Ω
n−5
2 Ĥµν
(
2ψiAµν
ωi
ρ
+ ψBCµν γ
A
BC
)
; (6.47d)
where C˚A = χBCγABC is minus the harmonicity function on the unit sphere.
Finally, we obtain that the harmonicity functions of the metric g in the
(τ, x, vA)-coordinates read:
(2)Υτ = −C0 (6.48a)
(2)Υτ + (2)Υx = ωi(v)C
i − n− 1
ρ
− ρΩn−52 ĤµνψABµν (6.48b)
(2)ΥA = −∂v
A
∂yi
Ci − 1
ρ2
C˚A
−Ωn−52 Ĥµν
(
2ψiAµν
ωi
ρ
+ ψBCµν γ
A
BC
)
. (6.48c)
We revert now to the notation Υ for what was denoted by (2)Υ above.
6.1.5 The source term F
Recall that the source term in yµcoordinates reads:
F
(
u,
∂u
∂yν
)
= Ω−
n+3
2 F˜
(
Ω
n−1
2 u,Ω
n−1
2
∂u
∂yν
)
+
{
(1)Υ
α − 2Ωn−52 Ĥλµ {2(n+ 1)yµyλyα + (n+ 1)Ωδαµyλ + ηλµΩyα}
}
∂u
∂yα
−2(n− 1)Ωn−52 Ĥλµ {(n+ 1)yµyλ +Ωηλµ}u . (6.49)
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From (6.46) we have
(1)Υ
α − 2Ωn−52 Ĥλµ {2(n + 1)yµyλyα + (n+ 1)Ωδαµyλ + ηλµΩyα}
=
1
2
Ω
n−3
2
{
(n− 1)yαtrηĤ − ηανΩ∂νtrηĤ
}
+Ω
n−5
2
{
ψανµλ∂νĤ
λµ + (n− 1)yλĤµλ
{
Ωδαµ + 2yµy
α
}}
+Ω2Qα(Ω
n−5
2 Ĥ,Ω
n−5
2 Ĥ) + Ω2Qαβ(Ω
n−5
2 Ĥ,Ω
n−5
2 ∂βĤ) .
This shows that the source term takes the following form:
F
(
u,
∂u
∂yν
)
= Ω−
n+3
2 F˜
(
Ω
n−1
2 u,Ω
n−1
2
∂u
∂yν
)
−2(n− 1)Ωn−52 Ĥλµ {(n+ 1)yµyλ +Ωηλµ}u
+
1
2
Ω
n−3
2
{
(n − 1)yαtrηĤ − ηανΩ∂νtrηĤ
} ∂u
∂yα
+Ω
n−5
2
{
ψανµλ∂νĤ
λµ + (n− 1)yλĤµλ
{
Ωδαµ + 2yµy
α
}} ∂u
∂yα
+
{
Ω2Qα(Ω
n−5
2 Ĥ,Ω
n−5
2 Ĥ) + Ω2Qαβ(Ω
n−5
2 Ĥ,Ω
n−5
2 ∂βĤ
} ∂u
∂yα
.
(6.50)
6.2 The Einstein-Maxwell case
6.2.1 Existence of a solution
The Einstein-Maxwell equations, in harmonic and Lorenz gauge, take the
form (6.13) (see [4, 16, 18]) with the following replacements there:
f = (gµν − ηµν︸ ︷︷ ︸
:= hµν
, Aµ) and H
αβ = gαβ − ηαβ . (6.51)
Recall that, if v is an arbitrary function, then
vˆ = Ω−
n−1
2 v . (6.52)
Therefore, we have
fˆ = (hˆµν , Âµ) := (Ω
−n−1
2 hµν , Ω
−n−1
2 Aµ) and Ĥ
αβ = Ω−
n−1
2 Hαβ .
For consistency of notation with Section 5.2.3 we set
fˆ ≡ u .
65
In this notation
‖hˆµν‖H θk ≤ ‖u‖H θk ,
and, since
Ĥαβ = −ηαµηβν hˆµν +Ω−(n−1)/2Qαβ
(
Ω(n−1)/2hˆµν
)
,
where Qαβ has a uniform zero of order two, from [13, Proposition A.2] we
obtain that
‖Ĥαβ‖
H θk
≤ ‖ηαµηβν hˆµν‖H θk + ‖Ω
−n−1
2 Qαβ
(
Ω
n−1
2 hˆµν
)
‖
H θk
≤ C
(
‖hˆµν‖L∞
)
‖u‖
H
θ−(n−1)/2
k
≤ C
(
‖hˆµν‖L∞
)
‖u‖
H θk
. (6.53)
We define the energy Eαk,λ[u(τ)] as in Equation (5.47) of Section (5.2.3),
the metric being defined by (6.23). Recall (see Equation (5.49) of Section
(5.2.3)) that this quantity controls the H αk -norms of ∂fˆ . Now,
‖∂Ĥαβ‖2
H θk
≤ ‖∂(ηαµηβν hˆµν)‖2H θk + ‖∂
(
Ω−
n−1
2 Qαβ(Ω(n−1)/2hˆµν)
)
‖2
H θk
.
Since
∂
(
Ω−
n−1
2 Qαβ(Ω(n−1)/2hˆµν)
)
= Ω−
n+1
2 Qαβ(Ω
n−1
2 hˆ) + Ω−
n−1
2 Qαβ(Ω
n−1
2 hˆ,Ω
n−1
2 ∂hˆ)
= Ω−
n+1
2 Qαβ(Ω
n−1
2 hˆ) + Ω−
n−1
2
+αQαβ(Ω
n−1
2 (hˆ, x−α∂hˆ)),
we have the estimate:
‖∂
(
Ω−
n−1
2 Qαβ(Ω(n−1)/2hˆµν)
)
‖2
H θk
≤ ‖Ω−n+12 Qαβ(Ωn−12 hˆ)‖
H θk
+‖Ω−n−12 +αQαβ(Ωn−12 (hˆ, x−α∂hˆ))‖
H θk
≤ C(‖hˆ‖L∞)‖hˆ‖
H
θ−(n−1)/2
k
+C(‖hˆ, x−α∂hˆ)‖L∞‖(‖hˆ, x−α∂hˆ)‖
H
θ−α−(n−1)/2
k
≤ C(‖hˆ, x−α∂hˆ)‖L∞
(
‖hˆ‖
H θk
+ ‖hˆ‖
H
θ−α
k
+ ‖∂hˆ‖
H θk
)
≤ C(‖hˆ, x−α∂hˆ)‖L∞
(
‖hˆ‖
H
θ−α
k
+ ‖∂hˆ‖
H θk
)
.
Thus,
‖∂Ĥαβ‖2
H θk
≤ C
(
‖hˆ, x−α∂hˆ)‖L∞
)(
‖u‖
H
θ−α
k
+ ‖∂u‖
H θk
)
.
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To continue, we suppose that at x = x1 > 0 the maximal globally
hyperbolic development of the data exists for τ ∈ [τ0, τ1], with
M1 := ‖fˆ |{x=x1}‖L∞ <∞ .
We define (compare (5.51))
Mˆ(τ) := ‖F‖2
Bα0 (Hτ )
+ ‖(g, (∂τ − ∂x)g♯)‖2L∞(Hτ ) + ‖(g♯, h♯,Υ)‖2C 0{x=0},1(Hτ )
+‖((∂τ − ∂x)fˆ , ∂xfˆ , ∂Afˆ)‖2Bα1 (Hτ ) + ‖fˆ(τ)|{x=x1}‖L∞ , (6.54)
with the functions g♯, h♯, Υµ ≡ (2)Υ and F defined by equations (6.23),
(6.35)-(6.38), (6.48) and (6.50).
For any positive function N(τ) we set
N(τ) := sup
s∈[τ0,τ ]
N(s) . (6.55)
We then have the following:
Proposition 6.1 Let k ∈ N, α ∈ (−1,−1/2]. Consider the Einstein-
Maxwell equations (6.13) in space-time dimension 1 + n ≥ 7 if α = −12 ,
and 1+n ≥ 8 otherwise. Let f be defined in (6.51), suppose that t0 > 0 and
assume that the initial data, given on the hyperboloid
S0 =
{
(xµ) : x0 − t0 =
√
t20 + |~x|2
}
(6.56)
in Minkowski space-time, are such that:
fˆ
∣∣
φ(S0) ∈
(
H
α
k+1 ∩ L∞
)
(φ(S0)) , and
(
(∂τ − ∂x)fˆ , ∂xfˆ , ∂Afˆ
) ∣∣
φ(S0) ∈ H αk (φ(S0)) .
(6.57)
There exists functions Cˆ3(n, k, ǫ0, C0, α, Mˆ ) and Cˆ4(n, k, ǫ0, C0, α, Mˆ), monotonously
increasing in Mˆ , which we write as Cˆ3(Mˆ) and Cˆ4(Mˆ ), such that the energy
of the system as defined in (5.47), Section 5.2.3 satisfies the inequality
‖fˆ(τ)‖2L∞ + Eαk [fˆ(τ)] ≤ 2
{
M21 + E
α
k [fˆ(τ0)]
+
∫ τ
τ0
Cˆ3(Mˆ(s))E
α
k [fˆ(s)]ds
}
, (6.58)
where τ0 = − 12t0 . Furthermore, for n+ 1 ≥ 7 and α = −1/2 one has
‖fˆ(τ)‖2L∞ + Eαk [fˆ(τ)] ≤ 2
{
M21 + E
α
k [fˆ(τ0)] + ‖x(n−7)/2Ĥµνyµyν(τ0)‖2G 0k
+
∫ τ
τ0
Cˆ4(Mˆ(s))E
α
k [fˆ(s)]ds
}
. (6.59)
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Remark 6.2 For n ≥ 7, a prefactor Ωn−72 in the fourth line3 of the nonlinear
term in (6.50) still leads to the estimates here. This remark is important for
the estimation of the time derivatives in Section 6.2.3 below.
Proof: For all 0 < x < x1 the trivial identity
fˆ(τ, x) = fˆ(τ, x1)−
∫ x1
x
∂xfˆ(τ, s)ds
leads to the estimate (recall that α > −1)
‖fˆ(τ)‖L∞ ≤ M1 +
∫ x1
x
‖∂xfˆ(τ)‖Cα
{x=0},0
sαds
≤ M1 + ‖∂xfˆ(τ)‖G αk .
From this one easily concludes
‖fˆ(τ)‖G 0k ≤ C
(
M1 + ‖(∂xfˆ , ∂Afˆ)(τ)‖G αk−1
)
. (6.60)
Now we apply Proposition 5.10 of Section 5.2.3. To obtain (6.58) we will
show first that, in the Einstein-Maxwell case, the H αk -norm of the source
term, the G 0k -norms of g
♯, h♯ and Υµ are controlled by the energy. Let us
start with the G 0k -norm of g
♯. From the expression of g given by (6.23) and
the estimate (6.60), if n ≥ 5 then
‖g♯(τ)‖2
G 0k
≤ C
(
M1 + ‖∂Ĥ‖2G αk
)
≤ C (M1 + Eαk,λ[u(τ)]) . (6.61)
The same holds for h♯ but with the constraint that the space dimension n
is larger than or equal to 7. We will return later to the question how to
improve on the dimension on this term when α = −1/2.
To estimate the harmonicity functions (2)Υ given by (6.48), we start by
estimating the functions Cµ. We decompose Cµ = Cµ1 + C
µ
2 + C
µ
3 , each
corresponding to a line in (6.46). The first and second terms are estimated
as we did for g♯ and h♯:
‖Cµ1 ‖2G 0k ≤ C(‖x
n−3
2 Ĥ‖2
G 0k
+ ‖xn−12 ∂Ĥ‖2
G 0
)
≤ C(M1 + Eαk,λ[u(τ)]) for n ≥ 3 , (6.62)
3The fall-off of the component of this term with the lowest power of Ω can be improved
using the gauge condition.
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and
‖Cµ2 ‖2G 0k ≤ C
(‖xn−52 Ĥ‖2
G 0k
+ ‖xn−52 ∂Ĥ‖2
G 0k
)
≤ C(M1 + Eαk,λ[u(τ)]) for n ≥ 5− 2α . (6.63)
To estimate Cµ3 we recall that its components have a uniform zero of order
two in Ĥ and (Ĥ, x−α∂Ĥ) respectively, with the second term linear in ∂Ĥ,
thus we can apply inequality (A.31) of [13] on the G -norm with ℓ = 2, β =
n−5
2 . We obtain:
‖Cµ3 ‖2G 0k ≤ ‖Q
µ(Ω
n−5
2 Ĥ)‖2
G
−2
k
+ ‖Qµν(Ωn−52 (Ĥ, x−α∂νĤ))‖2G−2−αk
≤ C(‖(Ĥ‖L∞)‖Ĥ‖2G 3−nk + C(‖(Ĥ, x
−α∂Ĥ)‖L∞)‖(Ĥ, x−α∂Ĥ)‖2G 3−α−nk
≤ C
(
‖Ĥ, x−α∂Ĥ)‖L∞
)(
‖Ĥ‖2
G 0k
+ ‖∂Ĥ‖2G αk
)
for n ≥ 3− α .
Thus we have:
‖Cµ3 ‖2G 0k ≤ C
(
‖Ĥ, x−α∂Ĥ)‖L∞
) (‖u‖2L∞ + Eαk,λ[u(τ)]) for n ≥ 4 .
(6.64)
Note that the function C
(
‖Ĥ, x−α∂Ĥ)‖L∞
)
will give a contribution to the
function C2(M(s)) of (6.58). The remaining terms of
(2)Υ as given by (6.47)
are estimated in a similar way. They are controlled by
C
(
1 + Eαk,λ[u(τ)]
)
for n ≥ 5 . (6.65)
We continue by writing the source term F (see (6.50)) as a sum of terms,
each of the following form
xpiFi
(
. , xqi(fˆ , x−α∂fˆ)
)
. (6.66)
Note that all terms are polynomial in ∂f , at most quadratic in ∂f . For
instance, the first term F˜ arises from products of the Christoffels in the
Ricci tensor, and from the products of the derivatives ∂A of the vector
potential A in the energy-momentum tensor. We then write, for example,
in the xµ coordinates,
Γ2 ∼ (g♯∂g)2 ∼ F (g♯)∂g∂g = x2αF (g♯)(x−α∂g)(x−α∂g) ;
we then express this in term of hµν , transform the whole expression to
the yµ–coordinates, and finally reexpress hµν in term of Hˆµν . This formula
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Fi pi qi ℓi constraint n ≥
F1 −n+32 n−12 + α 2 n > 5− 2α 7[6]
F2 −n−52 n−52 2 n > 5 6
F3 n−32 + α 0 2 n > 3 4
F4 n−52 + 2α 0 2 n > 5− 2α 7[6]
F5 2− n−52 + α n−52 3 n > 3 4
2− n−52 + 2α n−52 3 n > 3− α 4
Table 6.1: Restrictions on the dimension from the source terms.
shows that the Γ2 in the Einstein equations have a uniform zero of order two
in (fˆ , x−αfˆ). A similar analysis applies to the contribution of the Maxwell
fields to the Einstein-Maxwell equations.
We use the following estimate to show that the H αk -norm of F is con-
trolled by the energy of the system: Suppose that Fi has a uniform zero of
order ℓi in (u, x
−α∂u), then applying to this function the second part of
lemma A.2 of [13], for
pi + ℓiqi > α . (6.67)
We choose ǫ > 0 so that pi + ℓiqi > α+ ǫ, and write
‖xpiFi
(
. , xqi(u, x−α∂u)
) ‖2H αk
= ‖Fi
(
. , xqi(u, x−α∂u)
) ‖2
H
α−pi
k
≤ C(‖(u, x−α∂u)‖L∞)‖(u, x−α∂u)‖2
H
α−pi−ℓiqi
k
≤ C(‖(u, x−α∂u)‖L∞) (‖u‖2H −ǫk + ‖x−α∂u‖2H −ǫk )
≤ C(‖(u, x−α∂u)‖L∞) (‖u‖2L∞ + Eαk,λ[u(τ)]) .
The analysis of the nonlinear terms (6.50) along those lines gives the follow-
ing table: Here the Fi’s, i = 1, . . . , 4, correspond to the i-th line of (6.50),
while the two rows for F5 correspond to the two respective terms in the last
line of (6.50). In the last column the number in square bracket is obtained
by estimating below the non-linearity in a more efficient way.
It turns out that the threshold on the space dimension n can be lowered
to n = 6 for the components F1 and F4 of the source term F . The quadratic
terms in those expressions with the lowest powers of Ω are of the form
Ω
n−5
2 G(Ω
n−1
2 fˆ)∂fˆ∂fˆ for F1 and Ω
n−5
2 Ĥ∂u and Ω
n−5
2 ∂Ĥ∂u for F4. One can
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estimate the H αk -norm of Ω
n−5
2 Ĥ∂u using instead (5.100):
‖Ωn−52 Ĥ∂u‖2H αk ≤ ‖Ĥ∂u‖
2
H
α−n−52
k
≤ C
(
‖Ĥ‖2
C 00
‖∂u‖2
H
α−n−52
k
+ ‖xn−52 Ĥ‖2
G 0k
‖∂u‖2Bα0
)
≤ C(‖u‖2L∞ + ‖∂u‖2Bα0 )
(
‖u‖2
G 0k
+ ‖∂u‖2H αk
)
if n ≥ 5
≤︸︷︷︸
see (6.60)
C(‖u‖2L∞ + ‖∂u‖2Bα0 )
(
1 + ‖∂u‖2H αk
)
≤ C(‖u‖2L∞ + ‖∂u‖2H αk )
(
1 + ‖∂u‖2H αk
)
, (6.68)
for k > n/2. Next,
‖Ωn−52 ∂Ĥ∂u‖2H αk ≤ ‖∂Ĥ∂u‖
2
H
α−n−52
k
≤ C
(
‖∂Ĥ‖2Cα0 ‖∂u‖
2
H
−n−52
k
+ ‖∂Ĥ‖2H αk ‖∂u‖
2
C
−n−52
0
)
≤ C‖∂u‖2Cα0 ‖∂u‖
2
H αk
if − n− 5
2
− α ≤ 0 i.e. n ≥ 5− 2α
≤ C‖∂Ĥ‖2Cα0 E
α
λ,k[u(τ)] ,
and so the last inequality will be true provided that{
n ≥ 6 if α = −12
n ≥ 7 if − 1 < α < −12
.
A similar calculation applies to F1.
These estimates and the table show that
‖F (u, ∂u) ‖2H αk ≤ C(‖u‖L∞ , ‖∂u‖Cα0 )
(
1 + Eαk,λ[u(τ)]
)
(6.69)
for {
n ≥ 6 if α = −12
n ≥ 7 if − 1 < α < −12
.
Inserting inequalities (6.61)-(6.63) and (6.64)-(6.69) in (5.52) of Section 5.2.3
gives (6.58).
Now, at several places of the calculations above the term
ψ := yαyβHˆ
αβ
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is the one that occurs with the lowest power of Ω. It follows from the wave-
coordinates conditions that this term solves equation (6.12), which can be
written in the form
−yα∂αψ + n− 5
2
ψ = ζ , (6.70)
where
ζ := Ω
(n− 1
2
trη(Ĥ) + yν
∂
∂yµ
(
Ĥµν +
1
2
ηµνtrη(Ĥ)
))
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n−1
2 Ĥ)
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n+1
2 ∂Ĥ)
+Ω−
n−1
2 Q(Ω
n−1
2 Ĥ,Ω
n−1
2 yα
∂
∂yα
Ĥ)
=: ζ1 + ζ2 + ζ3 + ζ4 , (6.71)
where ζi corresponds to the i-the line. The point is that all terms in ζ
contain effectively multiplicative powers of Ω.
Solutions of (6.70) take the form, for τ0 ≤ τ ≤ τ1 < 0,
ψ(τ, x) = (−τ)−(n−5)/2
(∫ τ
τ0
(−s)(n−7)/2ζ
(
s,
sx
τ
)
ds+ (−τ0)(n−5)/2ψ
(
τ0,
xτ0
τ
))
.
(6.72)
This gives immediately, for any γ,
‖ψ(τ)‖G γk ≤ ‖ψ(τ0)‖G γk + C(τ0, τ1)
∫ τ
τ0
‖ζ(s)‖G γk ds , (6.73)
similarly for H γ- or C γ-norms. In the notation of (6.55) one thus finds
‖ψ(τ)‖G γk ≤ ‖ψ(τ0)‖G γk + C(τ0, τ1)
∫ τ
τ0
‖ζ(s)‖G γk ds
≤ ‖ψ(τ0)‖G γk + C(τ0, τ1)(τ1 − τ0)‖ζ(τ)‖G γk .
Using this to estimate h0 we obtain
‖h0(τ)‖G 0k ≤ C
(‖x(n−7)/2ψ(τ)‖G 0k + ‖x(n−5)/2Ĥ(τ)‖G 0k
≤ C(‖x(n−7)/2ψ(τ0)‖G 0k + ‖x(n−7)/2ζ(τ)‖G 0k + ‖x(n−5)/2Ĥ(τ)‖G 0k ) .
We have, for example,
‖x(n−7)/2ζ1(τ)‖G 0k ≤ C
(
‖x(n−5)/2Ĥ(τ)‖G 0k + ‖x
(n−5)/2∂Ĥ(τ)‖G 0k
)
,
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which, for n − 5 ≥ −2α, can be controlled by ‖Ĥ(τ)‖L∞ and Eαk [u(τ)] in
view of (6.60). This requires n ≥ 6 if α = −1/2, or n ≥ 7 if α ∈ (−1,−1/2).
An estimation of the remaining ζi’s along the lines of those already done
above presents no difficulties.
The functions h1 and h have the same structure and so the same estimate
applies; the function hA has a higher multiplicative power of Ω so that the
original straightforward estimate applies.
The final inequality (6.59) follows immediately from this and from an
obvious version of the estimate (6.58) for the remaining terms in the equa-
tion.
We finish this proof by noting that the above treatment of yαyβHˆ
αβ can
be used to improve the threshold on dimension for some of the entries of
Table 6.1; this will, however, not improve the threshold on n of the theorem.

We are now ready to prove existence of solutions in weighted Sobolev
spaces. For s > 0 consider the family of hyperboloids:
Ss =
{
(xµ) : x0 − s =
√
s2 + |~x|2
}
. (6.74)
Let φ be defined in (3.2). We have the following
Theorem 6.3 (Propagation of weighted Sobolev regularity) Suppose that k >[
n
2
]
+ 1, with n = 6 and α = −1/2, or n ≥ 7 with α ∈ (−1, 1/2], and let
t0 > 0. Suppose that
fˆ
∣∣
φ(S0) ∈
(
H
α
k+1 ∩ L∞
)
(φ(S0)) ,
(
∂τ fˆ , ∂xfˆ , ∂Afˆ
) ∣∣
φ(S0) ∈ H αk (φ(S0)) ,
(6.75)
where f and fˆ are defined by (6.51)-(6.52). In the case α = −1/2 and n = 6
assume moreover that
x−1/2yαyβĤ
αβ
∣∣
φ(S0)
∈ G 0k . (6.76)
Then there exists t∗ > t0 and a solution of (6.13) defined on ∪
s∈[t0, t∗]
Ss such
that, ∀τ ∈ [− 12t0 ,− 12t∗ ] =: [τ0, τ∗] we have:
fˆ ∈ L∞
(
[τ0, τ∗], H
α
k (Hτ ) ∩ L∞(Hτ )
)
, (6.77)(
∂τ fˆ , ∂xfˆ , ∂Afˆ
)
∈ L∞
(
[τ0, τ∗], H
α
k (Hτ )
)
. (6.78)
Moreover, any solution for which Mˆ(τ), as defined in (6.54), is bounded on
[τ0, τ1] satisfies (6.77)-(6.78) with τ∗ = τ1.
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Remark 6.4 Using the weighted Sobolev embedding theorem we conclude
fˆ(τ) ∈
(
C
α
k−[n2 ]−1
∩ L∞
)
(Hτ ) , (6.79)(
∂τ fˆ(τ), ∂xfˆ(τ), ∂Afˆ(τ)
)
∈ C α
k−[n2 ]−1
(Hτ ) . (6.80)
when the prescribed data are as in Theorem 6.3.
Proof: In order to apply the Gronwall-type Lemma 5.2 of [13], we need to
prove that all the norms in Mˆ (see (6.54) and (6.58)) are controlled by the
energy or the L∞-norm of u. Since k >
[
n
2
]
+1, from the weighted Sobolev’s
inequality, we have:
‖(∂τ − ∂x, ∂x, ∂A)fˆ‖2Bα1 ≤ ‖(∂τ − ∂x, ∂x, ∂A)fˆ‖
2
H αk
≤ Eαk,λ[u(τ)] . (6.81)
Let us look at the L∞-norm of (∂τ − ∂x)g♯. Recall that the expression of
g♯ is given by (6.23). We estimate here only its worse term which is of the
form Ω
n−5
2 Ĥ. We have:
‖(∂τ − ∂x)(Ω
n−5
2 Ĥ)‖2L∞ ≤ C
(
‖Ωn−52 (∂τ − ∂x)Ĥ‖2L∞ + ‖Ω
n−7
2 Ĥ‖2L∞
)
≤ C (‖u‖2L∞ +Eαk,λ[u(τ)]) for n ≥ 7 .
Thus,
‖(∂τ − ∂x)g♯‖ ≤ C
(‖u‖2L∞ + Eαk,λ[u(τ)]) for n ≥ 7 . (6.82)
Next, since k > n/2 + 1, as in (6.61), we have
‖g♯‖2
C 01
≤ ‖g♯‖2
G 0k
≤ C (M1 + Eαk,λ[u(τ)]) , for n ≥ 5 . (6.83)
Similarly,
‖h♯‖2
C 01
≤ ‖h♯‖2
G 0k
≤ C (M1 +Eαk,λ[u(τ)]) for n ≥ 7 . (6.84)
If α = −1/2 the threshold n = 7 in (6.82) and (6.84) can be lowered to
n = 6 by using the estimate (6.73) on the slowest decaying term ψ.
To estimate the C 01 -norms of the harmonicity functions, we use again as
in the previous estimate the Sobolev inequality and obtain a control of these
norms by the energy with the same constrains as in (6.62)-(6.65). Let us
estimate now the L∞-norm of u. Integrating backward along the integral
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curve of the vector field Y ν∂ν = ∂τ − ∂x we can write the identity (here we
omit the variable vA)
u(τ, x)− u(τ0, τ − τ0 + x) =
∫ τ
τ0
(∂τ − ∂x) u(s, τ − s+ x)ds . (6.85)
Thus we have
|u(τ, x)| ≤ |u(τ0, τ − τ0 + x)|+
∫ τ
τ0
| (τ − s+ x)−α (∂τ − ∂x)u(s, τ − s+ x)| (τ − s+ x)α ds
≤ |u(τ0, τ − τ0 + x)|+
∫ τ
τ0
‖ (∂τ − ∂x)u(s)‖Cα0 (τ − s+ x)
α ds
≤ ‖u(τ0)‖L∞ +
∫ τ
τ0
‖ (∂τ − ∂x)u(s)‖Cα0 (τ − s)
α ds .
Since k > n2 we can now write (−1 < α ≤ −1/2):
‖u(τ)‖L∞ ≤ ‖u(τ0)‖L∞ +
∫ τ
τ0
‖ (∂τ − ∂x)u(s)‖H αk (τ − s)
α ds
≤ ‖u(τ0)‖L∞ +
∫ τ
τ0
√
Eαk,λ[u(s)] (τ − s)α ds (6.86)
Inequalities (6.81)-(6.86) show that from (6.58) we have the following:
‖u(τ)‖2L∞ + Eαk,λ[u(τ)] ≤ C
(‖u(τ0)‖L∞ + Eαk,λ[u(τ0)])
+
∫ τ
τ0
Φ
(
Eαk,λ[u(s)], ‖u(s)‖L∞
)
(1 + (τ − s)α) ds , (6.87)
where Φ is bounded on bounded sets. We can now apply Lemma 5.2 of [13]
and obtain that there exists a time τ0 < τ∗ < 0 depending on ‖u(τ0)‖L∞ +
Eαk,λ[u(τ0)] and on the function Φ such that ∀τ ∈ [τ0, τ∗] ,
‖u(τ)‖L∞ + Eαk,λ[u(τ)] ≤ 1 + C
(‖u(τ0)‖L∞ + Eαk,λ[u(τ0)]) , (6.88)
which provides the desired bounds.
If one knows a priori that Mˆ(τ) is bounded, (6.87) becomes effectively
a linear inequality, and the claimed global bound immediately follows.
Actually, the solution constructed here is defined on Uτ∗ (see Figure 6.1).
In order to obtain a solution in a whole neighborhood of the hyperboloid S0,
we proceed as follows: Let R > 0 be a real positive number such that the
level set r = R lies in the region where the energy estimates above apply.
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We consider the Cauchy problem for (6.13) with initial data obtained by
restriction on
S0(R) = S0 ∩ {(xµ) : 0 ≤ |~x| ≤ R} .
We thus obtain a Cauchy problem on a compact region. We can now apply
to this problem the conclusion of Proposition 3.2, p. 378 of [24]: there exists
a time τ+ ∈]τ0, 0[ and a smooth solution on (see Figure 6.1)
V+ = ∪
t∈[t0,−
1
2τ+
]
φ(St(R)) ∩D+(φ(S0(R))) ,
where D+ denotes the domain of dependence, and where
St(R) = St ∩ {(xµ) : 0 ≤ |~x| ≤ R} .
From uniqueness in Proposition 3.2, p. 378 of [24], we conclude that the
PSfrag replacements
V+
Uτ∗
Figure 6.1: The sets V+ and Uτ∗ .
solutions constructed on V+ and Uτ∗ coincide onV+∩Uτ∗ which is not empty
for R large enough. We thus obtain a solution of (6.13) with (6.51) in a whole
neighborhood of S0. 
6.2.2 Space-regularity of the solution
For smooth initial data the solution constructed in the previous section is in
C∞(V+ ∪Uτ∗). In this section we want to show that, for data given in the
space ∩
k∈N
H αk , we can control the growth, near x = 0, of all space derivatives
of the corresponding solution. We have the following:
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Theorem 6.5 Under the hypotheses of Theorem 6.3, suppose moreover that
the initial data given on the hyperboloid S0 satisfy
fˆ
∣∣
φ(S0) ∈ (H α∞ ∩ L∞) (Hτ0) and ∂fˆ
∣∣
φ(S0) ∈ H α∞(Hτ0) . (6.89)
If α = −1/2 and n = 6 we also suppose that (6.76) holds for all k. Let τ∗ be
as in Theorem 6.3 with k = k0, where k0 is the smallest integer larger than
[n/2] + 1. Then
∀τ ∈ [τ0, τ∗] fˆ(τ) ∈ (H α∞ ∩ L∞)(Hτ ) , ∂fˆ(τ) ∈ H α∞(Hτ ) . (6.90)
Furthermore, any solution with smooth initial data as above for which Mˆ(τ),
as defined in (6.54), is bounded on [τ0, τ1] satisfies (6.90) with τ∗ = τ1.
Proof: We provide the details for n > 6; the treatment of the case n = 6
is similar. From Theorem 6.3 there exists a time τ∗ and a constant C
∗
depending on k0 such that ∀τ ∈ [τ0, τ∗[ ,
‖u(τ)‖2L∞ + Eαk0,λ[u(τ)] ≤ C∗ . (6.91)
Now let k ∈ N, k ≥ k0 , since fˆ
∣∣
φ(S0) ∈ (H αk ∩ L∞) (Hτ0) inequality (6.58)
holds. Now the function C3(Mˆ(s)) appearing in this inequality is controlled
by Eαk0,λ[u(τ)] and thus by C
∗, therefore, from (6.91) we have:
Eαk,λ[u(τ)] ≤ C(C∗)
(
1 +
∫ τ
τ0
Eαk,λ[u(s)]ds
)
.
Applying Gronwall’s inequality we obtain:
Eαk,λ[u(τ)] ≤ CeCτ∗ .
This inequality shows that, for all k,
∂u ∈ H αk , (6.92)
as desired. 
6.2.3 Estimates on time derivatives of the solution
In order to estimate the time derivatives of the solution, we introduce a new
set of variables (y, x˜) (compare Figure 6.2):{
τ = y−x˜2 + τ0
x = x˜
which implies that
{
∂y =
1
2∂τ
∂x˜ = ∂x − 12∂τ
.
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x = 0ց
(x = 0, τ = τ0) (x = x0, τ = τ0)
Uτ∗
(x = 0, τ = τ∗) (x = σ(τ∗), τ = τ∗)
S0
↑
✒
∂τ
✲∂x
✒
∂y
❘ ∂x˜
x = 0ց
(x = 0, τ = τ0) (x = 2T, τ = τ0)
U
−→
(x = 0, τ = τ∗)
S0
↑
(x˜ = 0, y = 0)
(x˜ = 0, y = 2T ) (x˜ = 2T, y = 2T )
U
x˜ = 0ց
տ S0
✻
∂y
✲ ∂x˜
Figure 6.2: The variables (x, τ) and (x˜, y), with T := τ∗−τ0. The function σ
has been introduced in (5.17). We hope that the reader will not get confused
by the fact that the boundary x = 0, at the left-hand sides of the figures
here, is depicted at the right-hand side of Figure 5.1.
Note that in these new coordinates, the hyperboloid S0 is represented by
the set {y = x˜}. Since we are interested in the behavior of solution in a
neighborhood of the set {x = 0}, as in [12] we restrict our attention on the
subset U of Uτ∗ defined by:
U =
{
(y, x˜, vA) : 0 < x < y, v ∈ O , 0 < y < 2(τ∗ − τ0)
}
.
Recall that the definitions of the spaces
C
α
{x=0},k(U ), C
σ
{y=0},k(U ), C
α
{0≤x≤y},k(U ), and C
α,σ
{0≤x≤y},k(Ω) ,
can be found in Appendix A.1 page 116 of [12] with ∂x there corresponding
to ∂x˜ here.
Remark 6.6 In the coordinates (y, x˜) the components of the inverse of the
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metric read (compare 6.39):
gyy = 4 (gττ + gxτ ) + gxx = O(x
n−5
2 ) (6.93)
gyx˜ = 2gxτ + gxx (6.94)
gyA = 2gτA + gxA (6.95)
gx˜x˜ = gxx = O(x
n−1
2 ) (6.96)
gx˜A = gxA . (6.97)
Recall that the hypersurfaces Ss have been defined in (6.74). As a first step
towards proving propagation of polyhomogeneity, we obtain some informa-
tion about the ∂y-derivatives of the fields:
Theorem 6.7 Suppose that k >
[
n
2
]
+ 1. Under the hypotheses of Proposi-
tion 6.1, there exists t∗ > t0 and a solution of (6.13) defined on ∪
s∈[t0, t∗]
Ss
such that:
fˆ ∈
(
C
α
{0≤x≤y},k−[n2 ]−1
∩ L∞
)
(U ) . (6.98)(
∂τ fˆ , ∂xfˆ , ∂Afˆ
)
∈ C α
{0≤x≤y},k−[n2 ]−1
(U ) , (6.99)
where f and fˆ are defined by (6.51)-(6.52).
Proof: The proof of existence is given by Theorem 6.3 and we have fˆ ∈
L∞(U ), ∂fˆ ∈ C α
{x˜=0},k−[n2 ]−1
(U ). We note that from (6.4) and (6.5) we
have:
Ω = x˜(−y − 2τ0), y∂yΩ = −x˜y, x˜∂x˜Ω = Ω and ∂AΩ = 0 .
(6.100)
Identities (6.100) show that if we apply to (6.21) the operator (∂A, x˜∂x˜, y∂y),
then we obtain a wave equation with (u, ∂Au, y∂yu, x˜∂x˜u ) as the new un-
known functions in which the coefficients have the same powers of x as in the
original equation, and the source term the same structure. More precisely,
set
U =

u
∂Au
x˜∂x˜u
y∂yu
 , we thus obtain ( U∂U
)
=

u
∂Au
x˜∂x˜u
y∂yu
∂u
∂(∂Au)
∂(x˜∂x˜u)
∂ (y∂yu)

, (6.101)
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and let us derive a wave equation on U . Straightforward calculations lead
to the following identity (here we write the source term as a function of
variables p1 and p
σ
2 , that is F = F(·, p1, pσ2 ) ):
g(y∂yu) = −(y∂ygαβ)∂2αβu+ 2gαy∂α∂yu− (y∂yΥα)∂αu+Υy∂yu
+(y∂yF)(·, u, ∂u) + (y∂yu) ∂F
∂p1
(·, u, ∂u)
+ (∂y(y∂σu)− δyσ∂yu)
∂F
∂pσ2
(·, u, ∂u) . (6.102)
We write
(y∂yg
yy)∂2yu = ∂yg
yy (∂y(y∂yu)− ∂yu) ∼ Ω
n−5
2 (∂U + U)∂U ,
(y∂yg
x˜y)∂y∂x˜u = ∂yg
yy∂y(x˜∂x˜u) ∼ Ω
n−5
2 ∂U∂U ,
(y∂yg
x˜x˜)∂2x˜u = O(x˜
n−3
2 ) (∂x˜(x˜∂x˜u)− ∂x˜u) ∼ Ω
n−3
2 U∂U see (6.39),
gyy∂2yu = O(x˜
n−7
2 )
x˜
y
(∂y(y∂yu)− ∂yu) ∼ Ω
n−7
2 U∂U ,
and
2gαy∂α∂yu = g
yy∂2yu−
{
gx˜x˜∂2x˜u+ 2g
x˜A∂x˜∂Au+ g
AB∂A∂Bu+Υ
σ∂σu−F(u, ∂u)
}
.
All the terms arising above have a structure similar to (6.50). A similar
comparison of the remaining terms shows that we have
g(y∂yu) = F1(U, ∂U) , (6.103)
where the source term F1 is of the general form as in (6.50) with the differ-
ence that it has a term Ω
n−7
2 U∂U with a multiplicative Ω
n−7
2 ; this term can
be estimated as in (6.68) as long as n ≥ 7. Moreover, it is easily checked
that this remains compatible with the estimate of Proposition 6.1 (see Re-
mark 6.2). Note that the procedure above introduces into the coefficients
of the source terms the function (y, x˜) 7−→ x˜y , which is bounded on U ; fur-
thermore, x˜∂x˜
x˜
y = −y∂y x˜y = x˜y , which implies that we will not loose the
regularity of the source terms, as needed for the problem at hand, when
iterating the process.
From the identities,
g(x˜∂x˜u) = −(x˜∂x˜gαβ)∂2αβu+ 2gαx˜∂α∂x˜u− (x˜∂x˜Υα)∂αu+Υx˜∂x˜u
+(x˜∂x˜F)(·, u, ∂u) + ∂x˜(x˜∂x˜u) ∂F
∂p1
(·, u, ∂u)
+
(
∂x˜(x˜∂σu)− δx˜σ∂x˜u
) ∂F
∂pσ2
(·, u, ∂u) , (6.104)
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g(∂Au) = −(∂Agαβ)∂2αβu−(∂AΥα)∂αu+∂Au
∂F
∂p1
(u, ∂u)+∂∂Au
∂F
∂p2
(u, ∂u) ,
(6.105)
we deduce that the same analysis holds for g(∂Au) and g(x˜∂x˜u). There-
fore we have derived for the new unknown function U a wave equation of
the form (6.21), i.e.:
gU = F(U, ∂U) . (6.106)
In order to apply to this equation Theorem 6.3, we have to check that the
initial data for U are in the right spaces. Note that the initial data are
prescribed on the subset {x = y} of U . We denote this hypersurface by Σ0,
thus Σ0 = φ(S0) ∩U , and we set
Σs = φ(Ss) ∩U ⊂ H−1/2s . (6.107)
We want to prove the following.
Lemma 6.8 Under the hypotheses of Proposition 6.1 we have:
(u, ∂Au, x˜∂x˜u, y∂yu)|Σ0 ∈ (H αk ∩ L∞) (Σ0) , (6.108)
(∂u, ∂∂Au, ∂(x˜∂x˜u), ∂(y∂yu))|Σ0 ∈ H αk−1(Σ0) . (6.109)
Proof: By assumption, we have
u|Σ0 ∈ (H αk ∩ L∞) (Σ0), and (∂Au, ∂x˜u , ∂yu)|Σ0 ∈ H αk (Σ0) . (6.110)
Now, using Sobolev’s embedding theorem, we have
x˜−α (∂Au, ∂x˜u , ∂yu)
∣∣
Σ0
∈ L∞(Σ0) . (6.111)
This leads to the following estimates:
|x˜∂x˜u|Σ0 | = x˜1+α
∣∣x˜−α∂x˜u|Σ0∣∣ <∞,
|y∂yu|Σ0 | = |x˜∂yu|Σ0 | = x˜1+α
∣∣x˜−α∂yu|Σ0∣∣ <∞ .
To see that ∂Au(τ0) is in L
∞(S0), we proceed as follows: integrating ∂Au(τ0)
in x until x0 gives the inequality
∂Au(τ0, x0, v
A)− ∂Au(τ0, x˜, vA) =
∫ x0
x˜
∂x˜∂Au(τ0, s, v
A)ds ,
which leads to the estimate
|∂Au(τ0, x˜, vA)| ≤ |∂Au(τ0, x0, vA)|+ ‖∂x˜u(τ0)‖Cα
{x˜=0},1
∫ x0
x˜
sαds
≤ |∂Au(τ0, x0, vA)|+ ‖∂x˜u(τ0)‖H αk
∫ x0
x˜
sαds
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(recall k − 1 > n2 ). Since
‖∂Au(τ0, x0, vA)‖L∞(O) <∞, ‖∂x˜u(τ0)‖H αk ≤ Eαk [u(τ0)] <∞ ,
and ∫ x0
x˜
sαds =
1
α+ 1
(
xα+10 − x˜α+1
)
<∞ ,
we conclude that ‖∂Au(τ0)‖L∞ <∞. Thus (∂Au) |Σ0 ∈ L∞(Σ0) and we then
obtain (6.108). On the other hand we have
‖∂ν(x˜∂x˜u)|Σ0‖H αk−1(Σ0) ≤ ‖x˜∂x˜(∂νu)|Σ0‖H αk−1(Σ0) + ‖δ
x˜
ν∂x˜u|Σ0
∥∥
H αk−1(Σ0)
≤ ‖∂νu|Σ0‖H αk (Σ0)
< ∞ see (6.110) .
Similarly, we have ∂(y∂yu)|Σ0 , ∂∂Au|Σ0 ∈ H αk−1(Σ0). We thus obtain
(6.108) and the proof of the lemma is complete. 
Now, we apply Theorem 6.3 to (6.106) and obtain that
(u, ∂Au, x˜∂x˜u, y∂yu) ∈ L∞
(
[0, 2(τ∗ − τ0)], (H αk ∩ L∞) (Σǫ)
)
, (6.112)
(∂u, ∂∂Au, ∂(x˜∂x˜u), ∂(y∂yu)) ∈ L∞
(
[0, 2(τ∗ − τ0)], H αk (Σǫ)
)
. (6.113)
Using once more the Sobolev embedding theorem, we obtain that ∀ǫ ∈
[0, 2(τ∗ − τ0)]
(u, ∂Au, x˜∂x˜u, y∂yu)|Σǫ ∈ C α{x˜=0},k−[n2 ]−1(Σǫ) .
‖(u, ∂Au, x˜∂x˜u, y∂yu)‖L∞(U ) = sup
τ∈[τ0,τ∗]
‖ (u, ∂Au, x˜∂x˜u, y∂yu)|Sτ ‖L∞(Sτ )
≤ sup
τ∈[τ0,τ∗]
‖ (u, ∂Au, x˜∂x˜u, y∂yu)|Sτ ‖H αk (Sτ )
<︸︷︷︸
see (6.112)
∞ .
Using now (6.113) instead of (6.112) we have
‖(u, ∂A∂u, x˜∂x˜∂u, y∂y∂u)‖L∞(U ) <∞ .
This allows us to conclude that (u, ∂u) is in C α{0≤x˜≤y},1(U ). Now, if we
repeat this process j times with j = k− [n2 ]− 1 then we obtain that u is in
C α{0≤x˜≤y},k−n
2
−1(U ). This completes the proof of Theorem 6.7. 
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Corollary 6.9 Under the hypotheses of Theorem 6.5 we have the follow-
ing:
fˆ ∈
(
C
α
{0≤x˜≤y},∞(U ) ∩ L∞
)
(U ) and ∂fˆ ∈ C α{0≤x˜≤y},∞(U ) .
Proof: The result is a combination of Theorems 6.5 and 6.7. 
7 Polyhomogeneous solutions of the Einstein-Maxwell
equations
Let δ be a positive real number. We recall that the spaces of polyhomoge-
neous functions A{x=0}, A
δ
{x=0}, A{0≤x≤y} and A
δ
{0≤x≤y} are defined in [12,
Equations (A.1)-(A.2)]. We consider the Cauchy problem for the Einstein-
Maxwell equations (6.13) with (6.51) in wave coordinates (xµ) and Lorenz
gauge with prescribed data on the hyperboloid S0 (see (6.56)) at the in-
terior of the future light-cone with vertex the origin of coordinates. The
coordinate x in which the polyhomogeneous expansion is taken is x = 1t+r
where t = x0 and r = |~x| =
n∑
i=1
(xi)2). Indeed we have (see (6.4)):
x = −τ − ρ = − t−t2 + r2 −
(∑ (xi)2
(−t2 + r2)2
)1/2
= − t−t2 + r2 −
r
t2 − r2
=
1
t+ r
.
We want to prove that, polyhomogeneous initial data for the above Cauchy
problem lead to polyhomogeneous solution. We have the following:
Theorem 7.1 Consider the Einstein-Maxwell equations on R1+n, n ≥ 8.
Let δ ∈ R be such that 1/(2δ) ∈ N when n is even and 1/δ ∈ N when n is
odd. Suppose that the initial data for (6.13) in wave coordinates and Lorenz
gauge are polyhomogeneous on the hyperboloid S0 :
f
∣∣
S0
∈ xn−12 A δ{x=0} ∩ L∞, ∂τf
∣∣
S0
∈ xn−12 A δ{x=0} , (7.1)
with f = (gµν − ηµν , Aµ). There exists a time t+ > t0 and a solution defined
on ∪
t∈[t0,t+]
St such that ∀t ∈ [t0, t+] we have:
f(t) = f
∣∣
St
∈ xn−12 A δ{x=0} and ∂τf(t) = ∂τf
∣∣
St
∈ xn−12 −1A δ{x=0} .
(7.2)
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Moreover, the solution is polyhomogeneous at I , in the above polyhomo-
geneity class, as long as it remains in H αk (Hτ ), for some α ∈ (−1,−1/2].
Proof: Choose any α < 0; we then have the inclusion A δ{x=0}(φ(S0)) ⊂
H α∞(φ(S0)). It follows from (7.1) that we have:
fˆ
∣∣
φ(S0) ∈ (H α∞ ∩ L∞) (φ(S0)) and ∂fˆ
∣∣
φ(S0) ∈ H α∞(φ(S0)) . (7.3)
For definiteness set α = −1/2. From Theorem 6.5, there exists a time
τ∗ and a smooth solution fˆ of (6.13)-(6.51)-(7.3) defined on Uτ∗ such that
∀τ ∈ [τ0, τ∗], fˆ(τ) ∈ C αj (Hτ ). Next, applying Corollary 6.9 one obtains that
fˆ ∈
(
C
α
{0≤x≤y},∞ ∩ L∞
)
(U ) and ∂fˆ ∈ C α{0≤x≤y},∞(U ) .
From Theorem 3.1 of Section 3, with
ψ1 = fˆ , ψ2 = (∂y fˆ , ∂Afˆ) , ϕ = ∂xf ,
we obtain (7.2), and the proof is completed. 
It is natural to find conditions which guarantee that solutions remain in
weighted Sobolev spaces on hyperboloids, and hence remain polyhomoge-
neous if the initial data are. One such criterion is provided by the following:
Theorem 7.2 Suppose that k >
[
n
2
]
+1, with n = 6 and α = −1/2, or n ≥ 7
with α ∈ (−1, 1/2]. Solutions of the Einstein-Maxwell equations remain in
H αk , α ∈ (−1,−1/2] as long as fˆ remains in C κ{x=0},1, with
κ > −(n− 7)
2
. (7.4)
The same is true for
κ > −(n− 5)
2
provided that ‖xn−72 yµyνHˆµν(τ0)‖L∞ <∞ . (7.5)
In particular, in dimensions n + 1 ≥ 9 the small data solutions of [18, 19]
evolving out from data stationary outside of a compact set are polyhomoge-
neous.
Proof: We want to use Proposition 5.11 to show that solutions as above
remain in H αk , α ∈ (−1,−1/2]. For this, consider first the right-hand side of
(5.94). For κ ≥ −(n−5)/2 one immediately finds that ‖δg♯‖C 0
{x=0},1
is finite,
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similarly for (∂x − ∂τ )δg♯ when κ ≥ −(n− 7)/2. Finiteness of ‖δh♯‖C 0
{x=0},1
is straightforward for κ ≥ −(n − 7)/2 from (6.35)-(6.38). The estimate on
δΥ follows from (6.46) and (6.48) provided again that κ ≥ (n− 7)/2.
For κ ≥ −(n−5)/2 the slowest decaying terms in h, Υ, and in (∂x−∂τ )g♯
are handled by the C 0{x=0},1-spaces equivalent of (6.73),
‖x (n−7)2 ψ(τ)‖C 0
{x=0},1
≤ ‖x (n−7)2 ψ(τ0)‖C 0
{x=0},1
+ C(τ0, τ1)
∫ τ
τ0
‖x (n−7)2 ζ(s)‖C 0
{x=0},1
ds , (7.6)
under the supplementary condition that ‖x (n−7)2 ψ(τ0)‖C 0
{x=0},1
is finite.
For any σ such that
σ < κ (7.7)
we have
C
κ
{x=0},1 ⊂ Bσ1 .
Hence the right-hand side of (5.95) is finite for all such σ’s, and so (5.96)
applies. It remains to show that the integrand in the second line of (5.96)
can be bounded by a multiple of the energy:
‖(δg♯, δh♯, δΥ)‖2
G
α−σ
k (Hτ )
≤ CEαk [u(s)] .
This is easily checked to hold under (7.4) or (7.5) if we choose σ so that
σ > −n− 7
2
.
This, together with (7.7), explains (7.4).
The property that the solutions of the Einstein-Maxwell equations con-
structed by Loizelet are in C κ{x=0},1 on all hyperboloidal slices has been
verified in (4.22). There −κ = δ ∈ (0, 1/4) 
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