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Abstract
Following the construction due to Hartog and Vink we introduce a metric on the set of idempotent probability measures (Maslov
measures) defined on an ultrametric space. This construction determines a functor on the category of ultrametric spaces and non-
expanding maps. We prove that this functor is the functorial part of a monad on this category. This monad turns out to contain the
hyperspace monad.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The construction of probability measure functor in the category of ultrametric spaces and nonexpanding maps plays
an important role in the metric approach to programming language semantic [15].
The aim of this paper is to provide an analogous construction for the so-called idempotent probability measures that
naturally arise in the idempotent (tropical, max-plus, in another terminology) functional analysis developed by Maslov
and his collaborators [10,11]. The idempotent probability measures have found various applications, in particular, in
economics [1–3,6].
Recall that a metric d on a set X is said to be an ultrametric if the following strong triangle inequality holds:
d(x, y)max
{
d(x, z), d(z, y)
}
for all x, y, z ∈ X. The ultrametric spaces naturally appear in different parts of mathematics, in particular, real-valued
analysis, number theory and general topology (see, e.g. [8]).
We show that the ultrametric defined on the set of idempotent probability measures with compact supports on an
ultrametric space is functorial in the category of ultrametric spaces and nonexpanding maps. We also prove that the
functor of idempotent probability measures determines a monad (see the definition below) on this category, which
provides a base for developing an algebraic theory of idempotent probability measures on ultrametric spaces.
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and continuous maps is constructed in [16].
The paper is organized as follows. In Section 2 we recall some definitions and results concerning the idempotent
probability measures in compact Hausdorff spaces which we need for further exposition. Section 3 is devoted to the
space of idempotent probability measures in ultrametric spaces. For the sake of convenience, we recall some facts
proved in [16].
2. Preliminaries
Let X be a topological space. By C(X) we denote the space of continuous functions on X endowed with the
compact-open topology. If X is compact Hausdorff, then this topology is generated by the sup-norm. For any c ∈ R
we denote by cX the constant function on X taking the value c. Let Rmax = R ∪ {−∞} endowed with the metric 
defined by (x, y) = |ex − ey | (convention: e−∞ = 0).
Following [10,11], we denote by  :R × C(X) → C(X) the map acting by (λ,ϕ) → λX + ϕ, and by ⊕ :C(X) ×
C(X) → C(X) the map acting by (ϕ,ψ) → max{ϕ,ψ}. Also, we let a ⊕ b = max{a, b}, for a, b ∈ Rmax.
Definition 2.1. Let X be a compact Hausdorff space. A functional μ :C(X) → R is called an idempotent probability
measure (Maslov measure) if
(1) μ(cX) = c;
(2) μ(c  ϕ) = c  μ(ϕ);
(3) μ(ϕ ⊕ ψ) = μ(ϕ) ⊕ μ(ψ).
It immediately follows from what is proved in [13] that any idempotent probability measure is a continuous func-
tional.
The value μ(ϕ) is also called the Maslov integral of ϕ with respect to μ.
Let I (X) denote the set of all idempotent probability measures on X. We endow I (X) with the weak∗ topology.
A base of this topology is formed by the sets
O(μ;ϕ1, . . . , ϕn; ε) =
{
ν ∈ I (X) ∣∣ ∣∣μ(ϕi) − ν(ϕi)∣∣< ε, i = 1, . . . , n}.
It is proved in [16] that I (X) is a compact Hausdorff space.
The following is an example of an idempotent probability measure on X. Let x1, . . . , xn ∈ X and λ1, . . . , λn ∈ Rmax
be numbers such that max{λ1, . . . , λn} = 0. Define μ :C(X) → R as follows: μ(ϕ) = max{ϕ(xi) + λi | i = 1, . . . , n}.
As usual, for every x ∈ X, we denote by δx the functional on C(X) defined as follows: δx(ϕ) = ϕ(x), ϕ ∈ C(X). Then
one can write μ =⊕ni=1 λi  δxi .
Given a continuous map f :X → Y , the map I (f ) : I (X) → I (Y ) is defined as follows. Let ϕ ∈ C(Y ), then, given
μ ∈ O(X), we let I (f )(μ)(ϕ) = μ(ϕ ◦ f ).
We obtain a covariant functor I in the category Comp.
It is known (see [16]) that the functor I preserves the class of embeddings. In the sequel, for any closed subset A
of a compact Hausdorff space X, we identify the set I (A) with the subset I (ι)(A) of I (X), where ι :A → X denotes
the embedding.
Recall that a compact Hausdorff space is called zero-dimensional if it possesses a base consisting of sets which are
open and closed.
Proposition 2.2. The functor I satisfies the zero-dimensional preimages preserving property in the following sense.
Let f :X → Y be a map of zero-dimensional compact Hausdorff spaces. Then for any closed subset A of X, we have
I (f−1(A)) = (I (f ))−1(I (A)).
Proof. Without loss of generality, one may assume that A is an open and closed subset of Y . Since I (f −1(A)) ⊂
(I (f ))−1(I (A)), we have to prove only the opposite inclusion. Suppose the contrary and let μ ∈ (I (f ))−1(I (A)) \
I (f −1(A)), then there exist ϕ,ψ ∈ C(X) such that μ(ϕ) = μ(ψ) while ϕ|f −1(A) = ψ |f −1(A). Let
c = min{inf{ϕ(x) ∣∣ x ∈ X}, inf{ψ(x) ∣∣ x ∈ X}}.
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ϕ1|f −1(A) = ψ1|f −1(A) = c, ϕ2|X \ f −1(A) = ψ2|X \ f −1(A) = c,
and ϕ = ϕ1 ⊕ ϕ2, ψ = ψ1 ⊕ ψ2. Then, clearly, ϕ2 = ψ2.
There exist functions λi ∈ C(X) such that λi |A = c, i = 1,2, and λ1f  ϕ2  λ2f , λ1f ψ2  λ2f . Then
c = I (f )(μ)(cY ) = I (f )(μ)(λ1) = μ(λ1f ) μ(ϕ2) μ(λ2f ) = I (f )(μ)(λ2)I (f )(μ)(cY ) = c,
i.e. μ(ϕ2) = c. We similarly prove that μ(ψ2) = c.
Finally,
μ(ϕ) = μ(ϕ1 ⊕ ϕ2) = μ(ϕ1) ⊕ μ(ϕ2) = c ⊕ μ(ϕ2) = c ⊕ μ(ψ2) = μ(ψ1) ⊕ μ(ψ2) = μ(ψ1 ⊕ ψ2) = μ(ψ)
and we obtain a contradiction. 
Remark 2.3. A counterpart of the above preimage-preserving property (in the sense of Shchepin [14]) holds also in
the general case; see [16].
3. Idempotent probability measures on ultrametric spaces
By Or(A) we denote the r-neighborhood of a set A in a metric space. We write Or(x) if A = {x}.
Recall that a map f :X → Y , where (X,d) and (Y,) are metric spaces, is called nonexpanding if (f (x), f (y))
d(x, y), for every x, y ∈ X.
By expX we denote the set of all nonempty compact subsets in X endowed with the Hausdorff metric:
dH (A,B) = inf
{
ε > 0
∣∣A ⊂ Oε(B), B ⊂ Oε(A)}.
For a continuous map f :X → Y the map expf : expX → expY is defined as (expf )(A) = f (A).
It is well known that expf is a nonexpanding map if so is f . We denote by sX :X → expX the singleton map,
sX(x) = {x}.
We first define the set I (X) for any Tychonov space X. The family expX of nonempty compact subsets in X is
partially ordered by inclusion. We define the set I (X) to be the direct limit of the direct system {I (A), I (ιAB); expX}
(here, for A,B ∈ expX with A ⊂ B , we denote by ιAB :A → B the inclusion map). For every A ∈ expX, we identify
I (A) with the corresponding subset of I (X) along the map I (ιA), where ιA :A → X is the limit inclusion map. For
any μ ∈ I (X), there exists a unique minimal A ∈ expX such that μ ∈ I (A). Then we say that A is the support of μ
and write supp(μ) = A.
There exists a natural pairing (μ,ϕ) → μ(ϕ) : I (X) × C(X) → R. Note that, for any μ ∈ I (X) and ϕ,ψ ∈ C(X)
with ϕ| supp(μ) = ψ | supp(μ), we have μ(ϕ) = μ(ψ).
Remark 3.1. One can endow the set I (X) with the pointwise convergence topology. A base of this topology consists
of the sets of the form
(μ;ϕ1, . . . , ϕn; ε) =
{
ν ∈ I (X) ∣∣ ∣∣μ(ϕi) − ν(ϕi)∣∣< ε, i = 1, . . . , n},
ϕi ∈ C(X), i = 1, . . . , n, are bounded and ε > 0.
Now, let (X,d) be an ultrametric space. Let us define an ultrametric on the set I (X). For any ε > 0, denote by
Fε =Fε(X) the set of all functions ϕ ∈ C(X) satisfying the property: for any y ∈ ϕ(X) the set ϕ−1(y) is the union of
open balls of radii ε.
Recall that the set C(X) is endowed wit the compact-open topology.
Lemma 3.2. The set
⋃{Fc | c > 0} is dense in C(X).
Proof. Let ε > 0 and let K ⊂ X be a compact subset. Let ϕ ∈ C(X). Since ϕ|K is uniformly continuous, there is c > 0
and a finite disjoint cover {Bc(x1), . . . ,Bc(xn)} of K by closed in X balls of radius c such that, for every i = 1, . . . , n
and every x ∈ Bc(xi), we have |ϕ(x) − ϕ(xi)| < ε.
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obviously ψ ∈Fc and ‖ψ |K − ϕ|K‖ < ε. 
Given μ,ν ∈ I (X), we let
dˆ(μ, ν) = inf{ε > 0 ∣∣ μ(ϕ) = ν(ϕ) for all ϕ ∈Fε}.
Proposition 3.3. The function dˆ is an ultrametric on I (X).
Proof. That dˆ(μ, ν) is finite easily follows from the fact that both μ and ν are of compact support.
Evidently, dˆ  0. Let now μ,ν ∈ I (X), μ = ν. Then there exists ϕ ∈ C(X) such that μ(ϕ) = ν(ϕ). Without loss of
generality, one may assume that μ(ϕ) − ν(ϕ) = c > 0.
It follows from Lemma 3.2 that there exists ψ ∈ Fε , for some ε > 0, such that ψ(x) ϕ(x) ψ(x) + (c/3), for
all x ∈ supp(μ) ∪ supp(ν).
Then
μ(ψ) μ(ϕ) μ(ψ) + (c/3), ν(ψ) ν(ϕ) ν(ψ) + (c/3),
whence μ(ψ) = ν(ψ) and therefore dˆ(μ, ν) ε > 0.
It is obvious that dˆ(μ, ν) = dˆ(ν,μ), i.e. the function dˆ is symmetric.
In order to prove the strong triangle inequality, let μ,ν, τ ∈ I (X), dˆ(μ, ν) = a, dˆ(ν, τ ) = b. Without loss of gener-
ality, we may assume that a  b. Then, for every η > 0 and every ϕ ∈Fa+η, we have μ(ϕ) = ν(ϕ) and ν(ϕ) = τ(ϕ).
Letting η → 0, we see that dˆ(μ, τ ) a. 
Any continuous map f :X → Y induces a map I (f ) : I (X) → I (Y ) as follows. Given μ ∈ I (X), find a compact
subset A ⊂ X such that μ ∈ I (A) ⊂ I (X). Then we let I (f )(μ) = I (f |A)(μ) ∈ I (f (A)) ⊂ I (Y ).
Proposition 3.4. Let f : (X,d) → (Y,) be a nonexpanding map of ultrametric spaces. Then the induced map
I (f ) : (I (X), dˆ) → (I (Y ), ˆ) is nonexpanding as well.
Proof. Let μ,ν ∈ I (X) and dˆ(μ, ν) < c. Let now ϕ ∈Fc(Y ). Then, obviously, ϕf ∈Fc(X) and therefore
I (f )(μ)(ϕ) = μ(ϕf ) = ν(ϕf ) = I (f )(ν)(ϕ).
We conclude that ˆ(I (f )(μ), I (f )(ν)) < c. 
As usual, for any metric space (Y,), we keep the notation  for the sup-distance (not necessarily finite) on the
set of maps from any space into Y . In particular, given maps f,g : (X,d) → (Y,) of metric spaces, the notation
(f1, f2) < c means that sup{(f1(x), f2(x)) | x ∈ X} < c.
Proposition 3.5. Let f1, f2 : (X,d) → (Y,) be nonexpanding maps of ultrametric spaces with (f1, f2) < c. Then
ˆ(I (f1), I (f2)) < c.
Proof. Suppose that μ ∈ I (X). Let ϕ ∈ Fc(Y ). Given x ∈ X, we see that (f1(x), f2(x)) < c, whence ϕ(f1(x)) =
ϕ(f2(x)). Then
I (f1)(μ)(ϕ) = μ(ϕf1) = μ(ϕf2) = I (f2)(μ)(ϕ),
which implies that ˆ(I (f1)(μ), I (f2)(μ)) < c. 
The proof of the following statement is trivial.
Proposition 3.6. The map x → δx :X → I (X) is an isometric embedding.
Proposition 3.7. The set I∞(X) of all idempotent measures with finite supports is dense in I (X).
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of the set supp(μ). Denote by r :X → X the map that sends each Bε(xi) into xi , i = 1, . . . , n, and is the identity on
X \ (⋃ni=1 Bε(xi)). Let μ′ = I (r)(μ). Then supp(μ′) = {x1, . . . , xn} and therefore μ′ ∈ I∞(X). It is easy to see that
d(idX, r) ε and therefore, by Proposition 3.5, dˆ(μ,μ′) ε. 
Proposition 3.8. The map supp : I (X) → expX is nonexpanding.
Proof. First, let μ,ν ∈ I∞(X), μ = ⊕mi=1 αi  δxi , ν = ⊕nj=1 βj  δyj . Without loss of generality, we may
assume that αi,βj > −∞ for all i, j . Thus, supp(μ) = {x1, . . . , xm}, supp(ν) = {y1, . . . , yn}. We assume that
dH (supp(μ), supp(ν)) > c. Again, without loss of generality, one may assume that Bc(x1) ∩ supp(ν) = ∅. Let
a = min{α1 − βj | j = 1, . . . , n} − 1. Define the function ϕ ∈ C(X) by letting ϕ(x) = 0 whenever x ∈ Bc(x1) and
ϕ(x) = a otherwise. Then
μ(ϕ) = max{α1, α2 + a, . . . , αm + a} = ν(ϕ) = max{β1 + a, . . . , βn + a}.
Since ϕ ∈Fc(X), we see that dˆ(μ, ν) c.
Now let μ,ν be arbitrary. For any ε > 0, there exist nonexpanding maps p, r :X → X such that d(idX,p) < ε,
d(idX, r) < ε, and the sets p(supp(μ)), r(supp(ν)) are finite. Then
dH
(
supp(μ), supp(ν)
)
 dH
(
p
(
supp(μ)
)
, r
(
supp(ν)
))+ 2ε  dˆ(I (p)(μ), I (r)(ν))+ 2ε  dˆ(μ, ν) + 4ε.
Letting ε → 0 we see that the result follows. 
Proposition 3.9. The pointwise topology is coarser than the topology generated by the ultrametric dˆ .
Proof. Let μ ∈ I (X) and O(μ;ϕ; ε) be a subbase neighborhood of μ. Let η = (ε − μ(ϕ))/3. There exist c > 0 and
a finite cover {Bc(x1), . . . ,Bc(xn)} of the set supp(μ) such that the oscillation of ϕ on each Bc(xi), i.e. the number
sup
{
f (y)
∣∣ y ∈ Bc(xi)}− inf{f (y) ∣∣ y ∈ Bc(xi)},
does not exceed η. Without loss of generality, one may assume that ϕ|(X \⋃ni=1 Bc(xi)) is a constant function.
Define the function ψ :X → R by letting
ψ(x) =
{ inf{f (y) | y ∈ Bc(xi)} if x ∈ Bc(xi),
ϕ(x) if x ∈ X \⋃ni=1 Bc(xi).
Then ψ,η  ψ ∈Fc and ψ  ϕ  η  ψ . If ν ∈ I (X) is such that dˆ(μ, ν) < c, then we have
ν(ψ) = μ(ψ) μ(ϕ) μ(η  ψ) = ν(η  ψ) = ν(ψ) + η.
This easily implies that ψ ∈ O(μ;ϕ; ε). 
Proposition 3.10. Let an ultrametric space (X,d) be complete. Then the space (I (X), dˆ) is complete too.
Proof. Let (μi)∞i=1 be a Cauchy sequence in I (X). By Proposition 3.8, the sequence (supp(μi))∞i=1 is a Cauchy
sequence in expX. Since the space expX is complete [4], there exists a compact subspace A of X such that⋃∞
i=1 supp(μi) ⊂ A.
We now define a map μ :C(X) → R as follows. First, let ϕ ∈Fc(X), for some c > 0. Then the sequence (μi(ϕ))∞i=1
is stationary and therefore, there exists the limit limi→∞ μi(ϕ), which we denote by μ(ϕ). Thus, we have defined a
map μ: F =⋃ε>0Fε . It is easy to see that the map μ satisfies the properties from Definition 2.1 (with ϕ,ψ ∈ F ).
Then μ is nonexpanding (i.e. |μ(ϕ) − μ(ψ)|  ‖ϕ − ψ‖, for all ϕ,ψ ∈ F ) and therefore, since, by Lemma 3.2,
the set F is dense in C(X) can be extended over C(X). Since the operations ⊕ and  are continuous, we see that
μ ∈ I (A) ⊂ I (X).
We now show that μ = limi→∞ μi . Given ε > 0, we see that there is a natural number N such that dˆ(μi,μj ) < ε
for all i, j > N . Therefore, for every ϕ ∈Fε , we have μi(ϕ) = μj (ϕ) = μ(ϕ), i.e. dˆ(μi,μ) < ε whenever i > N . 
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We recall some necessary definitions from category theory; see, e.g. [5,12] for details.
A monad T = (T , η,μ) in the category E consists of an endofunctor T :E → E and natural transformations
η : 1E → T (unity), μ :T 2 = T ◦ T → T (multiplication) satisfying the relations μ ◦ T η = μ ◦ ηT =1T and
μ ◦ μT = μ ◦ T μ.
Given two monads, T = (T , η,μ) and T′ = (T ′, η′,μ′), we say that a natural transformation α :T → T ′ is a
morphism of T into T′ if αη = η′ and μ′αT T (α) = αμ.
We denote by UMet the category of ultrametric spaces and nonexpanding maps. An example of a monad on the
category UMet is the hyperspace monad H = (exp, s, u). The singleton map sX :X → expX is already defined and
the map uX : exp2 X → expX is the union map, uX(A) =⋃A (see, e.g., [7]).
It follows from Propositions 3.4 and 3.8 that I is an endofunctor in the category UMet. One can easily see that
δ = (δX) is a natural transformation of the identity functor 1UMet into the functor I .
Let ϕ ∈ C(X), define ϕ¯ : I (X) → R by the formula ϕ¯(μ) = μ(ϕ), μ ∈ I (X).
Lemma 4.1. The function ϕ¯ is continuous.
Proof. It suffices to prove that this function is continuous if we equip I (X) with the weak∗ topology. Let μ0 ∈ I (X),
c0 = ϕ¯(μ0), and ε > 0. Given μ ∈ O(μ0;ϕ; ε), we see that |ϕ¯(μ) − ϕ¯(μ0)| = |μ(ϕ) − μ0(ϕ)| < ε. 
Let us construct a natural transformation ζ : I 2 → I as follows. Let M ∈ I 2(X). Put ζX(M)(ϕ) = M(ϕ¯) for every
ϕ ∈ C(X). First, we are going to show that ζX(M) ∈ I (X). If supp(M) = A, then A is a compact subset of I (X) and
the set B =⋃{supp(μ) | μ ∈ A} being the image of A under the composition
exp
(
I (X)
) exp(supp)
exp2 X
⋃=uX
expX
(here we use Proposition 3.8 and known properties of the hyperspace functor; see [7]) is compact as well. Then we
have to show that ζX(M) ∈ I (B) ⊂ I (X).
1) Given c ∈ R, we easily see that cX = cI (X) and therefore
ζX(M)(cX) = M(cX) = M(cI (X)) = c.
2) If ϕ ∈ C(X) and λ ∈ Rmax, then it is easy to verify that λ  ϕ = λ  ϕ¯. Therefore
ζX(M)(λ  ϕ) = M(λ  ϕ) = M(λ  ϕ¯) = λ  M(ϕ¯) = λ  ζX(M)(ϕ).
3) If ϕ,ψ ∈ C(X), then ϕ ⊕ ψ = ϕ¯ ⊕ ψ¯ . Therefore
ζX(M)(ϕ ⊕ ψ) = M(ϕ ⊕ ψ) = M(ϕ¯ ⊕ ψ¯) = M(ϕ¯) ⊕ M(ψ¯) = ζX(M)(ϕ) ⊕ ζX(M)(ψ).
Thus, ζX(M) ∈ I (X).
We endow the space I 2(X) with the metric ˆˆd .
Proposition 4.2. The map ζX : I 2(X) → I (X) is nonexpanding.
Proof. Suppose that ϕ ∈ Fε(X). Let μ,ν ∈ I (X) and dˆ(μ, ν) < ε. Since ϕ ∈ Fε(X), we see that ϕ¯(μ) = μ(ϕ) =
ν(ϕ) = ϕ¯(ν) and thus ϕ¯ ∈Fε(I (X)).
Now if M,N ∈ I 2(X) with ˆˆd(M,N) < ε, then, for any ϕ ∈ Fε(X), we have ζX(M)(ϕ) = M(ϕ¯) = N(ϕ¯) =
ζX(N)(ϕ) and therefore dˆ(ζX(M), ζX(N)) < ε. 
Theorem 4.3. The triple I = (I, δ, ζ ) is a monad on the category UMet.
Proof. That ζ = (ζX) : I 2 → I is a natural transformation and that the conditions from the definition of the monad
hold is actually proved in [16]. We include the details for the sake of convenience.
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(ζX ◦ ηI (X))(μ)(ϕ) = ηI (X)(μ)(ϕ¯) = ϕ¯(μ) = μ(ϕ),
therefore ζXηI (X) = idI (X). Similarly,(
ζX ◦ I (ηX)
)
(μ)(ϕ) = I (ηX)(μ)(ϕ¯) = μ(ϕ¯ ◦ ηX) = μ(ϕ),
and therefore ζX ◦ I (ηX) = idI (X).
Given M ∈ I 3(X) = I (I (I (X))) and ϕ ∈ C(X), we have(
ζX ◦ ζI (X)(M)
)
(ϕ) = ζI (X)(M)(ϕ¯) = M( ¯¯ϕ),
ζX ◦
(
I (ζX)(M)
)
(ϕ) = I (ζX)(M)(ϕ¯) = M(ϕ¯ ◦ ζX) = M( ¯¯ϕ),
whence ζXζI (X) = ζXI (ζX) and we are done (here ¯¯ϕ is defined by ¯¯ϕ(μ) = μ(ϕ¯), μ ∈ I 2(X)). 
Proposition 4.4. The class supp = (suppX) forms a natural transformation of the functor I into the functor exp and
this natural transformation is a morphism of the monad I into the hyperspace monad H.
Denote by CUMet the category of complete ultrametric spaces and nonexpanding maps. It follows from Proposi-
tion 4.2 that one can consider the restriction of the functor I on the category CUMet. This restriction (for which we
preserve the notation I ) also determines a monad in the category CUMet.
Let (X,d) be an ultrametric space. Given A ∈ expX, define jX(A) :C(X) → R as follows: jX(A)(ϕ) = max(ϕ|A).
It is easy to see that jX(A) ∈ I (X), and we therefore obtain a map jX : expX → I (X).
Proposition 4.5. The map jX is an isometric embedding.
Proof. Let A,B ∈ expX, dH (A,B) < c, for some c. Suppose that ϕ ∈ Fc. If max(ϕ|A) = ϕ(a0), for some a0 ∈ A,
then there exists b ∈ B such that d(a0, b) < c and therefore
jX(A)(ϕ) = max(ϕ|A) = ϕ(a0) = ϕ(b)max(ϕ|B) = jX(B)(ϕ).
Similarly, jX(B)(ϕ) jX(A)(ϕ) and we conclude that dˆ(jX(A), jX(B)) c.
On the other hand, suppose that dˆ(jX(A), jX(B)) > c, for some c. Then there exists ϕ ∈Fc such that jX(A)(ϕ) =
jX(B)(ϕ). Without loss of generality, one may assume that jX(A)(ϕ) < jX(B)(ϕ) = ϕ(b), for some b ∈ B . Then,
clearly, Oc(b) ∩ A = ∅ and therefore dH (A,B) c.
We conclude that dH (A,B) = dˆ(jX(A), jX(B)). 
It is easy to verify that j = (jX) : exp → I is a natural transformation.
Proposition 4.6. The natural transformation j is a monad morphism.
Proof. We have
jXsX(x)(ϕ) = jX
({x})(ϕ) = max(ϕ∣∣{x})= ϕ(x) = δx(ϕ),
for every ϕ ∈ C(X). Thus, js = 1.
We are going to prove that the diagram
exp2 X
jexpX
uX
I (expX) I (jX) I 2(X)
ζX
expX jX I (X)
is commutative. We prove this for points of finite supports. Let A ∈ exp2 X, A = {A1, . . . ,Ak}, where Ai =
{ai1, . . . , ail}.
O. Hubal, M. Zarichnyi / J. Math. Anal. Appl. 343 (2008) 1052–1060 1059Then jexpX(A) =⊕kp=1 0  δ(Ap) and
I (jX)jexpX(A) = I (jX)
(
k⊕
p=1
0  δ(Ap)
)
=
k⊕
p=1
0  δ
(
l⊕
q=1
0  δ(apq)
)
,
and
ζXI (jX)jexpX(A) =
k⊕
p=1
l⊕
q=1
(0  0)  δ(apq).
On the other hand,
jXuX(A) = jX
({apq | 1 p  k, 1 q  l})= k⊕
p=1
l⊕
q=1
0  δ(apq).
Since the points of finite support (i.e., finite families of sets) are dense in exp2 X, we are done. 
5. Remarks and open questions
The results of this paper can be naturally extended to the class of uniformly disconnected spaces. A metric space
(X,) is called uniformly disconnected if there exists c ∈ (0,1) such that, for any x0, x1, . . . , xN ∈ X, we have
c(x0, xN)max
{
(xi−1, xi)
∣∣ i = 1, . . . ,N}.
It is proved in [9] that a metric space is uniformly disconnected if and only if it is a bi-Lipschitz image of an ultrametric
space.
Given a monad T = (T , η,μ) on a category C, we say that a pair (X, ξ), where ξ :T (X) → X is a morphism in C, is
a T-algebra if ξηX = idX and ξμX = ξT (ξ). Given T-algebras (X, ξ), (X′, ξ ′), we say that a morphism f :X → X′
is a morphism of T-algebras if f ξ = ξ ′T (f ). The T-algebras and their morphisms form a category.
Question 5.1. Characterize the category of I-algebras.
In particular, one can ask whether any Baire ultrametric space possesses an I-algebra structure.
In [13], T. Radul considered the set O(X) of order-preserving functionals on a compact Hausdorff space X.
A functional (which is not supposed a priori to be either linear or continuous) ν :C(X) → R is called
(1) weakly additive if for each c ∈ R and ϕ ∈ C(X) we have ν(ϕ + cX) = ν(ϕ) + c;
(2) order-preserving if for each ϕ,ψ ∈ C(X) with ϕ ψ we have ν(ϕ) ν(ψ);
(3) normed if ν(1X) = 1.
The construction O determines a functor on the category Comp.
Question 5.2. Find a counterpart of the functor O on the category of ultrametric spaces.
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