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We present a model to describe the spatiotemporal evolution of guided modes in semiconduc-
tor nanowires based on a coupled mode formalism. Light-matter interaction is modelled based on
semiconductor Bloch equations, including many-particle effects in the screened Hartree-Fock ap-
proximation. Appropriate boundary conditions are used to incorporate reflections at waveguide
endfacets, thus allowing for the simulation of nanowire lasing. We compute the emission charac-
teristics and temporal dynamics of CdS and ZnO nanowire lasers and compare our results both
to Finite-Difference Time-Domain simulations and to experimental data. Finally, we explore the
dependence of the lasing emission on the nanowire cavity and on the materials relaxation time.
I. INTRODUCTION
An increasing demand for fast communication tech-
nologies and the limitations inherent to electronic
integrated circuits has stimulated the research on
nanophotonic components. In particular semiconductor
nanowires have gathered widespread interest due to their
simple fabrication and their remarkable photonic proper-
ties, which allow them to act as efficient waveguides and
as resonators either for photonic and plasmonic lasing or
for harnessing polaritonic effects.[1–5]
Semiconductor nanowires are complex photonic sys-
tems supporting multiple longitudinal as well as trans-
verse modes interacting through the nonlinear response
of the medium. The optical properties of the medium
are influenced by many-body effects of the excited carri-
ers, which give rise to excitonic absorption peaks and the
appearance of polaritons in the weakly excited regime.
In the strongly excited regime, effects like phase-space
filling, screening and excitation-induced dephasing dom-
inate the optical response,[6–9] giving rise to a broad
gain profile. In order to make correct predictions across
the different regimes of excitation conditions, theoreti-
cal models of light-matter interaction in semiconductor
nanowires need to incorporate all these effects.
Recently, we proposed a coupled Finite-Difference
Time-Domain (FDTD)[10, 11] and semiconductor Bloch
equations (SBEs)[8, 9] approach to the modelling
of light-matter interaction in arbitrary semiconductor
geometries[12]. A similiar approach has also been applied
to the description of semiconductor quantum wells.[13]
While models based on the FDTD method are the most
general, the numerical complexity can be decreased con-
siderably if assumptions are made concerning the simu-
lated geometry.
In the present case we deal with nanowires, where the
propagating fields can be decomposed into waveguide
eigenmodes. A considerable simplification of the numer-
ical treatment is achieved by describing the evolution of
the eigenmode amplitudes in the framework of coupled
mode theory (CMT). In the general case a transverse res-
olution is needed, but considerably less data points than
in the case of a more general approach like FDTD are
necessary. The resulting reduction in computational de-
mands makes it possible to increase the simulated time
window and the size and complexity of the nanowire ge-
ometry or to include even more sophisticated material
models capturing additional effects relevant for semicon-
ductor lasers as comprehensively summarized in [14, 15].
In this paper, we describe our coupled mode theory
for semiconductor nanowires including the treatment of
reflecting endfacets. We apply the model to the simu-
lation of the temporal dynamics of ZnO nanowire-lasers
and compare our results to data from an experimental
study[16].
II. THEORETICAL MODEL
A. Derivation of propagation equations
In the following, we summarize the derivation of evolu-
tion equations for the slowly varying envelopes of waveg-
uide modes under the influence of material nonlinearities
and dispersion, which have been used in similiar form by
other authors.[17, 18] We start with Maxwell’s equations
in the frequency domain
∇× ~E = iωµ0 ~H (1)
∇× ~H = −iωε0ε ~E − iω ~P . (2)
The polarization term ~P couples the material model in-
cluding dispersion, absorption and nonlinearity to the
equations for the electromagnetic fields. We consider a
waveguide extending in the z-direction, which in the un-
perturbed case (~P = 0) supports modes with the trans-
verse field profiles ~E±m (x, y), ~H
±
m (x, y) and the propaga-
tion constants ±βm. Neglecting group velocity disper-
sion, the propagation constant close to the frequency ω0
takes the form
βm = β0,m +
1
vm
(ω − ω0) , (3)
2with β0,m = βm (ω0) and
1
vm
=
[
∂βm
∂ω
]
ω0
being the modes
inverse group velocity at ω0. Note, that by using this sim-
plification we merely neglegt the group velocity disper-
sion arising from the frequency-dependent changes of the
mode shape. Any dispersion effects caused by the res-
onant excitation of the semiconductor material remain
unaffected.
The fields propagating in the perturbed waveguide
(~P 6= 0) can be decomposed into propagating modes as
~E =
∑
±,m
u±m(z)
~E±m (4)
~H =
∑
±,m
u±m(z)
~H±m. (5)
We now analyze the vector ~Γm = ~E × ~H
±∗
m e
∓iβmz +
~E±∗m e
∓iβmz× ~H, which can be interpreted as the contribu-
tion of mode m to the Poynting vector. Using equations
(1) and (2), we find that
div ~Γm = iω ~E
±∗
m
~Pe∓iβmz. (6)
Next we integrate equation (6) with respect to the trans-
verse coordinates x and y. As ~Γm decays exponentially
with x and y approaching infinity, we obtain
∞ˆ
−∞
∞ˆ
−∞
d
dz
([
~E × ~H±∗m +
~E±∗m ×
~H
]
z
e∓iβmz
)
dxdy
= iω
∞ˆ
−∞
∞ˆ
−∞
(
~E±∗m
~Pe∓iβmz
)
dxdy (7)
Next, we insert the mode expansion (4),(5) into equation
(7). Due to the orthogonality of the modes, we obtain
the expression
d
dz
u±m ∓ iβmu
±
m =
iω
4γm
∞ˆ
−∞
∞ˆ
−∞
(
~E±∗m
~P
)
dxdy (8)
using the guided power of mode m defined as
γm =
1
4
∞ˆ
−∞
∞ˆ
−∞
(
~E±m ×
~H±∗m +
~E±∗m ×
~Hm
)
z
dxdy. (9)
We insert equation (3) and transform equation (8) back
to the time-domain using the inverse Fourier transforms
~P (z, t) = F−1
{
~P
}
and u (z, t) = F−1 {u}. We further
define slowly varying envelopes for the mode amplitudes
uˆ (z, t) = u (z, t) eiω0t−iβ0z (10)
and for the polarization
~ˆP (z, t) = ~P (z, t)eiω0t, (11)
and arrive at the evolution equation
±
1
vm
∂
∂t
(
uˆ±m
)
= −
d
dz
uˆ±m +De
∓iβ0mz (12)
for the slowly varying envelopes with the driving term
D = −
∂
∂t − iω0
4γm
∞ˆ
−∞
∞ˆ
−∞
(
~E±∗m
~ˆP
)
dxdy. (13)
The self-consistent electric field driving the polarization
used in equation (13) is given as a superposition of all
modes, taking into account the individual mode shapes.
For some applications it can be desirable to include a
pump field ~Epump (~r, t), which mainly propagates in di-
rections perpendicular to the waveguide axis and there-
fore does not contribute to the guided modes directly.
Thus, the self-consistent field is described as
~E(~r, t) =
∑
±,m
uˆ±m(z, t) ~E
±
m (x, y) e
±iβ0ze−iω0t (14)
+ ~Epump (x, y, z, t) .
B. Material Model
To complete the description of the system, the po-
larization ~P has to be modelled by a separate evolu-
tion equation governed by the material system. We
use the model published in Ref. [12], which we shortly
summarize here. Our model uses a semiconductor
Bloch equations[8, 9] approach including many-particle
effects in the Screened Hartree-Fock approximation and
is adapted to 2-6 semiconductors.[12] The microscopic
polarizations ψλ,q,k as well as the occupation numbers
ns,k for conduction-band electrons (s = e) and for holes
in the different valence bands (s = λ) are assumed to de-
pend only on the absolute value k of the Bloch vector ~k.
Then, the complex polarization in a bulk semiconductor
takes the form
~P =
∑
λ,q
∞ˆ
0
dk
k2
π2
~dλ,q,kψλ,q,k, (15)
where ~dλ,q,k is the dipole matrix element attributed to
the transition from valence band λ to the conduction
band and coupling to the electric field component point-
ing in direction q. The evolution of the microscopic po-
larizations is described by[8, 9]
i~
∂
∂t
ψλ,q,k = (1− ne,k − nλ,k)Ωλ,q,k
+(εe,k + ελ,k + ελ,gap −△εk − iγ (N))ψλ,q,k+Γψ,λ,q,k,
(16)
3Parameter Description Value CdS Value ZnO
εgap,a Gap energy valence band a 2420meV 3372meV
εgap,b Gap energy valence band b 2435meV 3382meV
εgap,c Gap energy valence band c - 3416meV
meff,e Effective mass electrons 0.1619me 0.28me
meff,a Effective mass valence band a 0.5951me 0.59me
meff,b Effective mass valence band b 0.713me 0.59me
meff,c Effective mass valence band c - 0.45me
nbg Background refractive index 2.81 2.0
d0 Dipole matrix element 0.279e · nm 0.42e · nm
γ(N) Polarization dephasing rate 5ps−1 + 4× 10−5 cm
ps
N0.3 30ps−1 + 2× 10−5 cm
ps
N0.3
γrec Carrier recombination rate 10
9s−1 109s−1
γf,e Intraband relaxation rate e
− 1012s−1 2× 1012s−1
γf,h Intraband relaxation rate holes 10
13s−1 2× 1012s−1
γba Rel. rate valence band b to a 6× 10
9s−1 6× 109s−1
γca Rel. rate valence band c to a - 1× 10
12s−1
Table I. Material parameters as used in the semiconductor Bloch equations models for ZnO and CdS.
where Ωλ,q,k are renormalized Rabi-frequencies
Ωλ,q,k = ~dλ,q,k ~E +
∞ˆ
0
dk′Wk,k′ψλ,q,k′ . (17)
The transition energies are given by the sum of the renor-
malized single-particle energies
εs,k =
~
2k2
2meff,s
−
∞ˆ
0
dk′Wk,k′ns,k′ , (18)
of species s and the band gap of each transition ελ,gap. In
order to correctly describe the highly excited semiconduc-
tor, the renormalized Rabi-frequencies and transition-
energies are calculated using the screened Coulomb
matrix-elements Wk,k′ instead of the unscreened ma-
trix elements Vk,k′ .[9, 12] Therefore the inclusion of the
Coulomb-hole contribution
△εk =
∞ˆ
0
dk′ (Wk,k′ − Vk,k′ ) (19)
is neccessary.[8] Finally, γ (N) describes the excitation-
density dependent damping of the polarization[12, 19, 20]
and Γψ,λ,q,k represents a noise term driving spontaneous
emission.[21, 22]
The time evolution of the occupation numbers is given
by
∂
∂t
ne,k = −
2
~
∑
λ,q
ℑ
(
Ωλ,q,kψ
∗
λ,q,k
)
− γrec
∑
λ
nλ,kne,k
+ γf,e (fe,k − ne,k) + Γne,k (20)
for electrons and by
∂
∂t
nλ,k = −
2
~
∑
q
ℑ
(
Ωλ,q,kψ
∗
λ,q,k
)
− γrecnλ,kne,k
+ γf,h (fλ,k − nλ,k) +
∑
λ′ 6=λ
△λλ′k + Γnλ,k. (21)
for holes in the valence band λ. The first term describes
the carrier excitation by the electromagnetic field. The
two terms involving γrec and γf respectively describe
non-radiative recombination and intra-band relaxation of
carriers towards Fermi-Dirac distributions with a band
dependent fermi level fs,k[23]. To allow for the relax-
ation between valence bands, an additional contribution∑
λ′ 6=λ△λλ′k is included in the equation of motion for
the hole populations, with
△λλ′k = γλ′λnλ′,k(1− nλ,k)− γλλ′nλ,k(1− nλ′,k). (22)
Similiar as in the case of the polarization, noise terms
Γne,k and Γnλ,k are added to the evolution equations for
the electron and hole occupation numbers.
2-6 semiconductors are uniaxial crystals with the opti-
cal axis or c-axis pointing along the wire in z-direction.
Optical transitions occur between a single s-like conduc-
tion band (occupation number ne,k) and three valence
bands (occupation numbers nλ,k, λ ∈ {a, b, c}).[24, 25]
Assuming conservation of electron spin, allowed transi-
tions are characterized by a conservation of angular mo-
menta of photons and electrons. From this, we obtain the
transitions ψa/b/c,x/y,k, coupling to fields polarized in the
x/y-direction perpendicularly to the crystals c-axis and
the transitions ψb/c,z,k coupling to the fields polarized in
z-direction pointing along the c-axis.[12, 24, 25]
The model parameters used in this publication are
summarized in table I. For the verification of the model
4in section III, we compare CMT and FDTD simulations
of an optically pumped CdS nanowire laser. In accor-
dance with the FDTD code developed in [12] we neglect
any coupling to valence band c, since the excitation is
assumed to be close to the fundamental band gap. In
contrast, the third valence band is included for the sim-
ulations of ZnO-nanowire lasers presented in section IV,
since the excitation frequency lies above the respective
band gap.
C. Numerical Considerations
Equation (12) is discretized on an equally spaced grid
in both time and propagation length
[
uˆ±m
]i
j
= uˆ±m (i△z, j△t)
using central finite differences with temporal and spatial
discretization steps correlated as
△t =
△z
|v|
. (23)
Only for this choice numerical instabilities can be
avoided. We obtain the discretized propagation equa-
tions
[
uˆ+m
]i+1
j+1
=
[
uˆ+m
]i
j
+
△t
2
D
i+ 1
2
j+ 1
2
,
[
uˆ−m
]i−1
j+1
=
[
uˆ−m
]i
j
+
△t
2
D
i− 1
2
j+ 1
2
. (24)
If a material polarization as described in section II B is
discretized using central finite differences, the driving
terms D have to be evaluated on temporally staggered
timesteps j + 1
2
. As an approximation to the values re-
quired for an exact evaluation of equation (24), which are
also staggered in space, we use D
i± 1
2
j+ 1
2
≈ Di
j+ 1
2
.
The transverse integral over the waveguide cross-
section in equation (13) can be evaluated using a spa-
tial discretization scheme appropriate for the waveguide
geometry. Usually the transverse resolution can be kept
low, using only few data points. For instance we use
a resolution of 4 radial steps and 16 azimuthal steps for
our simulations of a waveguide with a radius of r = 80nm
presented below. In the case of single-mode waveguides
there is no interaction between modes with different spa-
tial profiles. Therefore the transverse resolution can in
principle be restricted to a single point and the effects of
the spatial mode shape can be approximated using effec-
tive values for γm and Em. In multimode-waveguides a
higher transverse resolution has to be used, since both the
coupling strength and the phase of the induced polariza-
tion have a different spatial dependence for the individ-
ual modes. For good quantitative agreement for example
with the FDTD method, a transverse resolution has to be
used even in the single-mode case. Therefore our model
is designed to allow both for effective 1D simulations and
for arbitrary transverse resolutions.
Especially for the simulation of lasing nanowires, where
the interference between forward and backward propa-
gating waves is strong and intensities vary on the scale
of λ
2n , we have to chose a fine longitudinal discretization
for the determination of the material response given by
D. Due to the stability criterion (23), this resolution re-
quirement also determines the temporal resolution. The
material equations however are not subject to this sta-
bilty criterion, since they merely have to resolve the high-
est frequencies present in the slowly varying envelopes.
Since in our case the computational demands are mainly
determined by the solution of the material equations, we
can further reduce the time needed for computation by
restricting the number of timesteps at which the SBEs
are evaluated. This can be accomplished by skipping ev-
ery Nskip timesteps in the evaluation of the SBEs and
using linear interpolation whenever values from interme-
diate steps are required. In our lasing example, we can
restrict the evaluation of the material equations to every
Nskip = 6th step. However this number is determined by
the detuning between material resonance and envelope
center frequency and by the shape of the envelope sig-
nals themselves and could be higher or lower depending
on the simulated scenario.
The field evolution inside the nanowire laser is heavily
influenced by boundary conditions, which we will dis-
cuss next. Reflecting boundaries like the endfacets of a
nanowire laser cavity can be implemented by inserting
the appropriate amplitudes propagating away from the
interface. Assuming that equation (14) is evaluated on
points with spatial indices i ∈ [0, Nz − 1], general expres-
sions for the two missing amplitudes at the boundaries
are
[
uˆ−m
]Nz
j
=
∑
n
Rmn
[
uˆ+n
]Nz−1
j
(25)
[
uˆ+m
]−1
j
=
∑
n
Rmn
[
uˆ−n
]0
j
(26)
The reflectivity matrix elements[26] Rmn as well as the
mode profiles ~E±m (x, y), ~H
±
m (x, y) and the pump field
~Epump (~r, t) have to be determined beforehand by analyt-
ical estimates or with numerical tools like FDTD using
the nondispersive and linear background refractive index
of the nanowire material. In the unperturbed propaga-
tion equations (D = 0), the prescribed reflectivities are
the only source of reflection from the endfacets. If the
mode amplitudes are coupled to the material equations,
there exists an additional contribution to the reflectiv-
ity which is caused by the missing material polarization
outside the simulation volume. While the prescribed re-
flectivities describe the reflection at the endfacet of a
nanowire with the materials background index nbg, this
contribution accounts for the reflectity caused by the elec-
tronic part of the refractive index.
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Figure 1. Temporal evolution (a) and lasing spectrum (b)
of a CdS nanowire laser with radius r = 80nm and length
l = 8µm surrounded by air at initial quasiparticle densities
of Nel = 3 × 10
19cm−3, Nh,a = Nh,b = 1.5 × 10
19cm−3 cal-
culated using the FDTD method (black curve) and the CMT
method using both evaluation of the material equations at
each timestep (red curves) and at each 6th timestep (blue
curves). The wire supports only the doubly degenerate fun-
damental mode. The intensity profile (colour) and field di-
rection (arrows) as used in the FDTD simulation is shown
in the insert of panel (b). The mode is not completely rota-
tionally symmetric, but shows lobes outside the nanowire in
polarisation direction. The mode profile used by the CMT
code is generated by interpolation of this profile onto a coarse
cylindrical coordinate system with 4 radial and 16 angular
points.
III. VERIFICATION
To verify our method, we compare it to direct simu-
lations of light propagation in semiconductor nanowires
using the coupled FDTD and semiconductor Bloch equa-
tions approach.[12]
Due to the initial exponential growth in intensity and
the strength of nonlinear effects, nanowire lasers consti-
tute an extremely demanding test case for our model. We
now consider a highly excited CdS (nbg = 2.81) nanowire
laser with length l = 8µm and radius r = 80nm. At a
central wavelength of λ = 512nm, the wire only supports
the two degenerate fundamental modes as shown in the
inset of Fig. 1(b)), propagating with group velocity vg =
7.72×107ms and propagation constant β0 = 22.28
1
µm . To
create a laser cavity, the wire is terminated by realistic
endfacets with an amplitude reflectivity matrix as used
in equations (25) and (26)
R =
(
0.51 0.02
0.02 0.51
)
(27)
extracted from a simple linear FDTD simulation of a
wire endfacet[26]. The occupation probabilities for elec-
trons and holes are initialized with Fermi-distributions
at T = 300K for spatial densities of Nel = 3×10
19cm−3,
Nh,a = Nh,b = 1.5 × 10
19cm−3. In order to avoid a
randomization of the lasing output which would render
direct comparisons between the two codes difficult, we
switch off spontaneous emission and instead start the
laser with a sech-shaped seed pulse with a pulse dura-
tion of wt = 20fs. The spatial resolution in the FDTD
simulation is △x = △y = △z = 10nm. In the CMT sim-
ulation we use a longitudinal resolution of △z = 10nm,
while the transverse fields are sampled using a cylindri-
cal coordinate system with NR = 4 radial steps. Due
to the high mode confinement, the modal fields have a
significant longitudinal contribution, which is not radi-
ally symmetric. Therefore, also an azimuthal resolution
with Nθ = 16 steps is neccessary in order to achieve good
agreement with FDTD simulations. We use both simula-
tions where the material equations are solved on the same
temporal grid as the propagation equations (Nskip = 1)
and on a grid withNskip = 6. In this special case the sim-
ulation becomes unstable, if we try to further reduce the
temporal resolution of the material equations. However
the CMT variety withNskip = 6 already is approximately
400 times as fast as the FDTD method.
Fig. 1(a) shows the time-resolved electrical field
strength recorded at one endfacet of the nanowire. Since
the seed pulse is amplified and reflected inside the cavity,
a train of pulses is emitted at the endfacet. We initially
observe a fast rise in lasing intensity. After the inversion
in the spectral region of the main longitudinal mode has
been depleted, the emission switches to other longitudi-
nal modes with lower gain, leading to a slow decay in
the lasing intensity similiar to the results in [12]. Despite
the dramatically reduced computation time, the CMT
results show excellent agreement with the FDTD results
concerning the spectral position of the lasing modes(Fig.
1(b)). The temporal dynamics (Fig. 1(a)) also show good
qualitative agreement concerning the shape of the emit-
ted pulse train as well as the position of the individual
pulses, which is directly linked to the modal dispersion
under the influence of the material system. However,
the overall intensity of the emitted pulse train is higher
in the CMT simulation. Near-perfect agreement can be
achieved by tuning of the endfacet reflectivity used by the
CMT code. From this we conclude, that the difference in
emission intensity is caused by the imperfect modelling
of the endfacet reflectivity under the influence of the ma-
terial system, which is an inherent limitation of Coupled
Mode Theory. However, the endfacet reflectivities of real
nanowires will always vary due to imperfections in growth
and preparation, giving rise to fluctuations of laser per-
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Figure 2. Emission properties of exemplary ZnO-nanowire
lasers with different enfacet reflectivities (a): Output energy
for different pump energies, the inset shows a zoom into the
region around the laser-threshold. (b): Inverse emission on-
set time for different pump energies in the lasing regime. The
results from individual runs with different random number
seeds for the spontaneous emission noise are shown by mark-
ers. The lineplots show the averaged data for each nanowire
configuration.
formance in experiments. Most importantly, the essen-
tial laser dynamics are already captured very well by our
model.
IV. TEMPORAL DYNAMICS OF NANOWIRE
LASERS
Since the increased efficiency of the presented model
allows us to simulate the entire excitation and lasing pro-
cess in a comparatively short time, it is now possible to
perform a more comprehensive analysis of the properties
of semiconductor nanowire lasers. In our further analy-
sis, we choose ZnO wires (nbg = 2.0) due to the wealth
of available experimental data[16, 27, 28] for this mate-
rial system. We specifically model our nanowires after
experiments performed by Wille et al. [16], where time-
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Figure 3. Emission properties of exemplary ZnO-nanowire
lasers with different intraband relaxation times τf =
1
γf
(a):
Output energy for different pump energies. (b): Inverse
emission onset time for different pump energies in the las-
ing regime. The solid lines show data averaged over three
runs with different random seeds (crosses).
resolved µ-PL measurements have been used in order to
investigate the temporal dynamics of the lasing emission.
An important parameter extracted from the experiment
is the emission onset time ton, which is defined as the
time between the maximum of the pump pulse and the
buildup of the laser emission to 1e of its maximum. In
the lasing regime, the inverse emission onset time t−1on
is reported to increase nonlinearly with increasing pump
power. Additionally, time-resolved spectra have been ob-
tained from the experiment and a spectral red-shift of the
lasing modes occuring during emission has been observed.
This has been attributed to the depletion of excited carri-
ers due to stimulated emission, which leads to an increase
of the refractive index and therefore to a shift in the en-
ergies of the wires longitudinal Fabry-Perot modes.
While the main goal of our simulations is the repro-
duction of the experimental features outlined above, we
are additionally going to investigate the dependence of
the laser emission on parameters which can vary from
7sample to sample and are not easily accessible in exper-
iments. We study exemplary nanowires with a length
l = 8µm and a diameter of d = 160nm as sketched in the
inset of Fig. 2(b). Since the wire diameter is definitely
in the single-mode regime, we restrict our simulations
to the fundamental HE01 mode with a propagation con-
stant β0 = 24.32
1
µm and group velocity vg = 1.26×10
8m
s .
The diagonal endfacet reflectivity Rm,m = 0.29 extracted
from FDTD simulations is slightly lower than for the
CdS-wire. To decrease simulation time, we restrict the
transverse resolution to a single point. This will not ex-
actly reproduce results as they would be obtained by an
FDTD-simulation, but allows us to capture the essential
physics in the present case of a single-mode wire. The
wires are optically pumped from above with sech-shaped
pulses with a temporal width of wt = 2ps and a central
wavelength of λ = 355nm, polarized perpendicularly to
the wire axis. The exciting field is assumed to be homo-
geneous along the wire. Since the output can vary from
realization to realization due to different random seed
values for the spontaneous emission noise in equations
(16), (20) and (21), we average over several simulation
runs. As the fluctuations are not excessively strong, the
averaging procedure is restricted to three runs.
First, we investigate the emission properties of sev-
eral wires with varying endfacet reflectivity in the range
between the extreme values R = 0.0 and R = 0.9 and in-
cluding the reflectivity RFDTD as extracted from FDTD
simulations. The endfacet reflectivity of real nanowires
can vary strongly between different samples and strongly
affects the quality of the optical cavity. Note, that sim-
ulations with a nominal endfacet reflectivity of R = 0.0
still have a finite reflectivity due to the material boundary
effect described in section II C. The input/output curves
resulting from our simulations are given in Fig.2(a) and
show the typical lasing behaviour which exhibits a linear
increase above a certain threshold intensity of approxi-
mately Wth = 70µJ/cm
2. The laser threshold power lies
below the experimental value of Wth = 200µJ/cm
2, but
is of the same order of magnitude. This is to be expected,
since we prescribe a homogeneous electric field inside the
wire and do not take into account effects like scattering of
the exciting waves from the wire or a spatially inhomoge-
neous excitation. As expected, wires with lower endfacet
reflectivities achieve a lower efficiency. Fig.2(b) shows
the inverse emission onset time t−1on . As reported in the
experiment, lasing generally sets in faster with increasing
excitation power. We also observe an increase of t−1on for
higher endfacet reflectivities. Since our model does not
include an excitation-dependent carrier relaxation time,
this increase can be explained solely by the fact that the
laser threshold is reached at an earlier time, if a stronger
pump pulse is used. The same effect occurs, if we lower
the lasing threshold by increasing the endfacet reflectiv-
ity (see inset of Fig. 2(a)). Additionally, roundtrip losses
are lowered in this case, allowing for a faster buildup of
lasing oscillations.
After having investigated the influence of the optical
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Figure 4. (a): Temporal intensity profile of lasing output
from an exemplary ZnO nanowire. (b): Dynamics of the
individual lasing modes obtained from a windowed Fourier-
transform of the temporal data. (c): Spectral intensity of
the laser emission obtained from a Fourier-transform over the
whole output pulse duration. All data has been averaged over
three simulation runs with different random number input for
the spontaneous emission.
cavity by simulating wires with different endfacet reflec-
tivities, we now consider the influence of the semicon-
ductor relaxation dynamics, which are governed by the
intraband relaxation time τf =
1
γ f
.
Fig. 3(a) shows simulated input/output curves for dif-
ferent values of τf . We observe a decreasing lasing effi-
ciency for increasing intraband relaxation times. This is
due to the fact, that the lasing process is slowed down for
high relaxation times. Thus, a higher number of carriers
can recombine by the way of other relaxation processes
before being used for spontaneous emission. As expected,
the slowed down dynamics also leads to a strong decrease
in the inverse emission onset time t−1on (3(b)). However,
the nonlinear increase of t−1on with increasing pump power
is retained for all simulated values of τf .
Finally, we use a windowed Fourier-transform in order
to obtain the time-resolved lasing spectrum (Fig. 4(b))
of one of our wire configurations with R = RFDTD and
τf = 0.5ps, which produces similiar temporal dynamics
as measured in the experiment.[16]
The temporal lasing profile and the time-averaged
spectrum are given in (Fig. 4) (a) and (c), respectively.
Similiar to the experiment, we observe a pronounced red-
shift of the lasing modes during the emission process due
to the change in the materials refractive index caused by
the depletion of quasi-particles.
Since the most computationally demanding part of our
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Figure 5. Influence of the Coulomb interaction on the laser
properties of a ZnO-nanowire pumped at λexc = 355nm. (a):
Absorption spectra for the full model (blue), the free car-
rier model without the Coulomb interaction (red) and a free
carrier model, where the Coulomb-hole shift is artificially in-
cluded in order to correct the spectral position of the gain
region (violet). Spectra are plotted both at low excitation
(N = 3 × 1010cm−3 , faded lines) and in the gain regime
(N = 3 × 1019cm−3, strong lines). The dashed line shows
the excitation wavelength. (b): Corresponding lasing curves.
The line coulours correspond to the three models from panel
(a).
model is the evaluation of the Coulomb terms, it would
be desirable to simplify the model in this regard. There-
fore we also examine the influence of the Coulomb inter-
action on the laser performance of our exemplary ZnO-
nanowire (Fig. 5). Several changes can already be pre-
dicted by considering the differences in the linear absorp-
tion and gain spectra for the full model (blue lines in Fig.
5(a)) and the free-carrier model (red lines) at low exci-
tation (N = 3 × 1010cm−3 , faded lines) and at high
excitation (N = 3 × 1019cm−3, strong lines). First, the
Coulomb interaction leads to a well-known enhancement
of the overall optical response[8, 9]. If the Coulomb inter-
action is omitted, we expect a decrease in absorption at
the pump wavelength, leading to a higher laser thresh-
old and a decreased laser efficiency. Second, the omis-
sion of the various Coulomb-related shifts in the quasi-
particle energies will lead to a significant blue-shift of
the gain region, which now will be positioned almost ex-
clusively at energies above the bandgap. It is possible
to artificially correct this by including the Coulomb-hole
shift △εk (Eq. (19)) into the free carrier model. Even
though this is physically not meaningful in the context
of an interaction-free model, the position of the gain re-
gion can be partly corrected in this way (violet curves
in Fig. 5). The corresponding lasing curves are shown
in Fig. 5(b). As it turns out, the decreased density
of states and the lack of Coulomb-related energy shifts
in the free-carrier model(red curve) completely obstruct
optical pumping up to the laser threshold for a pump-
wavelength of λexc = 355nm, since the relevant transi-
tions saturate before the neccessary excitation density is
reached. For the artificially corrected model with the
Coulomb-hole shift included (violet curve), we observe
lasing. However as we would expect, we observe an in-
creased laser threshold and a decreased efficiency as com-
pared to the full model(blue curve). We conclude, that
an omission of the Coulomb interaction terms leads to
significant differences in the predicted performance and
spectral properties of semiconductor lasers. A thus re-
duced model requires significant tuning of parameters in
order to yield meaningful results.
V. CONCLUSION
In conclusion, we have developed a new theoretical
model for the simulation of light-matter interaction and
lasing in semiconductor nanowire structures based on the
framework of coupled mode theory coupled to semicon-
ductor Bloch equations. We have shown that our model
can qualitatively and quantitatively reproduce the results
achieved by a more general FDTD model, but with a
speedup of up to three orders of magnitude depending on
the simulated setup and the required accuracy. We have
further applied the model to the simulation of the proper-
ties and temporal dynamics of ZnO-nanowire lasers. We
reproduce the red-shift of the lasing modes occuring dur-
ing the emission process as well as the nonlinear increase
of the inverse emission onset time with increasing excita-
tion power, which have been observed in experiments[16].
Further, we have studied the influence of the optical cav-
ity as well as the carrier relaxation time on the laser
dynamics. We observe a reduction of the emission on-
set time both with increasing endfacet reflectivity and
with decreasing material relaxation time. In the future,
the computational efficiency of our model is going to pave
the way for the inclusion of more advanced material mod-
els as well as more complicated geometries in full time-
9domain simulations of semiconductor nanowires.
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