Abstruct-This paper studies the coded performance of multichannel MFSK and DPSK signalings in mobile satellite environments characterized by various kinds of multipath fading. Rician, Riciadognormal, and a convex combination of Rician and Riciadognormal or RayleigMognormal distributions are used to model these communication channels. We investigate the minimum average signal-energy-to-noise ratio required to yield a cutoff rate that is greater than or equal to a given code rate. Also examined are system design issues such as the effect of quantization and metric conversion, the choice between binary codes and M-ary symbol codes, the optimization of the diversity order and the signal size, and the order of deinterleaving and diversity combining. Numerical examples are given to answer concerns raised by these issues.
I. INTRODUCTION
ECENT years have witnessed a dramatic increase in R the demand for cellular radio and paging services in many parts of the world. Terrestrial mobile radio systems, however, are limited in range by tower heights and propagation effects. Furthermore, subscriber costs are dictated by the local population density. In contrast, satellites are ideal for serving nonstationary users over a wide area and can provide costs that are distance insensitive. Many mobile satellite systems have been proposed [1]- [2] and some of them are now in use [2] .
Propagation experiments [3]- [7] , [24] have indicated that mobile satellite channels suffer from multipath fading and shadowing effects. Diversity and coding techniques are known to be effective measures for mitigating multipath fading [9] -[ 131, [22] . Although the diversity techniques, when regarded as a special class of coding (repetition codes), do not have respectable transmission efficiency in terms of code rate, they are relative simple to implement and sometimes are the easiest way to remove the residual errors caused by the fading channel's nonzero memory. Differential coherent or noncoherent signaling is an attractive alternative when phase coherency is difficult to attain, such as in cases with multipath fading environments. Uncoded DPSK signaling through a mobile satellite channel was studied by Cygan [8] . M-ary frequency shift keying (MFSK) with various diversity Manuscript received January 15, 1994; revised September 3, 1994 . This work was supported in part by the National Science Council of Taiwan, under Contract NSC 81-0404-EOO9-538. This paper was presented in part at the 1991 International Symposium on Communications, Tainan, Taiwan.
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techniques over a Rician or Rayleigh fading channel has been analyzed by Lindsey [9] and Jones [lo] , among others. The employment of M-ary symbol codes in conjunction with an MFSK signal over fading andor jammed channels was discussed by Lee [12] , Ma [13] , Stark [ll] , [14] , and Stiiber et al. [15] . However, most codes used in practice are binary codes and thus an M-ary-to-binary metric converter is needed [16] . The effect of such a converter on the system performance must be taken into account in designing an MFSK mobile satellite service (MSS). Another practical issue recently raised by McGree and Deaett [17] is the order of deinterleaving and soft-decision combining. They proposed a new predeinterleaving diversity combining technique and showed that the resulting degradation, when compared with the conventional, @re sophisticated postdeinterleaving diversity combining, is less than 2 dB in most ranges of interest. A similar issue in the context of mobile satellite environments should also be of interest from a system engineering viewpoint. When incoherent detection is used in a nonselective slowfading channel, only the statistic of the received signal envelope or power is of interest in assessing system performance. Propagation models based on experiments have been proposed for mobile satellite channels. Rician distribution has been used in many cases to predict performance in mobile satellite system when a line-of-sight (LOS) path is available [18] . Loo [5] assumed that the LOS signal component under foliage attenuation is lognormal distributed while the multipath component is Rayleigh distributed. Recently, Lutz et al. [4] , found that their measurements of the MAREC'S mobile satellite signals can best be approximated by a convex combination of a Rician distribution plus a RayleigMognormal distribution. A similar conclusion was reached by Barts and Stutzman [31, [71 who model the shadowed signal as having a Riciadlognormal distribution.
The main purpose of this paper is to investigate the cutoff rate behavior of multichannel MFSK and DPSK signals in four mobile satellite channels mentioned above. Both binary codes and M-ary symbol codes are considered. Comparisons of the predeinterleaving and postdeinterleaving techniques are made and the effect of quantization is investigated. The next section describes the system structure, outlines the basic analysis approach, and presents four mathematical models of the mobile satellite channels. The performance of soft decision decoding is analyzed in Section 111. Section IV considers the effect of quantization, compares the predeinterleaving and 0733-8716/95$04.00 0 1995 IEEE A coded L-diversity MFSK or DPSK system for mobile satellite postdeinterleaving combinings and analyzes the behavior of M-ary symbol codes.
SYSTEM DESCRIPTION AND CHANNEL MODELS
A. System Architecture A block diagram of the coded multichannel MFSK communication system is shown in Fig. 1 . Each M-ary coded symbol is divided into L subsymbols of equal energy, with each subsymbol transmitted on a different diversity branch. Noncoherent square-law detection is used for each diversity branch. When time diversity is employed, an interleaver at the transmitting end is often used to randomize the sequence of transmitted symbols. A deinterleaver is then needed to unscramble the received signals and to make the channel between the interleaver input and the deinterleaver output memoryless. Of course, if other diversity techniques that can ensure independent fading are employed, the interleaver-deinterleaver pair is not needed. The diversity combining scheme considered here is the post-detection equal gain combining scheme. When binary codes are used, a metric conversion algorithm that converts the M-channel demodulator outputs into k numbers is needed.
The three soft decision decoding alternatives to be studied are illustrated in Figs. 2(a)-2(c). For the options shown in Fig. 2 (a) (binary code) and Fig. 2 (c) (M-ary symbol code), the down-converted data stream is fed into an array of M-bin energy detectors where each detector uses its own in-phase and quadrature phase samples to compute the associated squared magnitudes. Each of these squared magnitudes is fed into a deinterleaver (if needed), which stores the detected bin outputs and then reads them out to the diversity combiner in correct time order. For binary coded systems the incoherently combined detector outputs are then soft-detected using the difference-of-maximums algorithm (see (1) below) to convert the M-ary metric into a k-ary metric, where k = log2M. The alternative architecture shown in Fig. 2(b) computes the soft-decision M-bin statistics, converts them into k-bin statistics, and then deinterleaves the soft-detected sequence. The deinterleaver reorders the received bin output sequences and sends them to the diversity combiner. For this option the deinterleaver needs to store only k bins per diversity branch instead of M bins and hence the required memory space is ( 1) Other metric conversion algorithms can be found in [16] . For M-ary codes, the order of deinterleaving and metric conversion is not an issue.
B. Channel Models
Four mobile satellite channels representing different operating scenarios are considered, resulting in four different probability density functions (pdf) for the received signal, as described below. Except for the unshadowed (Rician) model, each model contains at least one parameter that characterizes the long term fading behavior affected by the slowly-changing terrain through which the mobile station moves. We assume that the diversity scheme employed is such that the same parameters can be used to describe the long term fading variations of all diversity branches (see measurement records shown in [4]). In other words, the interleaver-deinterleaver pair in the system has a length long enough to decorrelate the short-term fading but not enough to do so for the long-term fading.
I) Unshadowed, Shadowed, and Mixed Channel of the First Kind: Barts and Stutzman [ 3 ] , [7] divided received mobile satellite signals into two propagation categories: unshadowed and vegetatively shadowed and proposed a mixed shadowedunshadowed model. Using a parameter S called the fraction of shadowing they suggested that the overall pdf of the received signal strength be expressed by
is a Rician pdf and and p A (1 + -y2))P is the average signal energy to noise power density ratio per channel. We next consider another special case, S = 1. The resulting distribution is called a shadowed distribution by Loo [5] who assumed that the received signal is composed of a shadowed LOS component and a diffuse component. The former is lognormal distributed while the latter has a Rayleigh distribution with mean square value 2 2 . The assumption that the direct components of a multichannel signal experience the same shadowing effect implies that af = a2 for all 1 5 i 5 L with probability one. Therefore, the pdf of the normalized combiner output s for this case can also be expressed in a form similar to Loo's shadowed distribution, with p ( R 1 a )
Combining both special cases, we then obtain the multichannel version of Bxts and Stutzman's model Prnik,l(S) = (1 -S)pRice(S) + s p ( s I a ) p e n ( a ) d a . (7) I* In total, six parameters are needed to characterize such a channel: L, S , p1, dl, y2 and the Rice factor for the unshadowed 2) Mixed Channel of the Second Kind: From their mobile satellite experiment data, Lutz et al. [4] found that the overall received signal power distribution is a convex combination of Part 7;. two different probability density functions governing a 'good' channel state and a 'bad' channel state, respectively. The combination can be characterized by a parameter called the time-share factor A, 0 5 A 5 1, which is similar to S in the previous mixed model and is a function of the environment and the elevation angle. Therefore, the pdf of the diversity combiner output power s can be expressed as (5) s L -l e -~l ( l + s o P )
PRay(S 1 SO) = 10 and p2 and d2 are the mean and standard deviation of lolog( so), respectively. The time-varying nature of the shadowing process is reflected on the randomness of the mean received power S O , which in turn has a lognormal distribution plOg(sg), as defined in (10). We notice that the second part of this model is different from that of (2) in that, instead of the LOS path, the scattered (Rayleigh faded) component is shadowed.
C. System Design Issues
Tables 1-111 list several important issues concerning the design of a multichannel MFSK or DPSK communication link. We categorize these issues according to the physical subsystem they are associated with, i.e., whether they have to do with the transmitter, the channel, or the receiver. A number of previous related investigations and the operating scenarios they considered are summarized in Table IV . The distinction between our effort and earlier studies can be clearly seen by comparing the tables. Most notably, we consider the combined effect of composite short-term Rician or Rayleigh fading and long-term log-normal fading, the metric conversion (M-ary to binary) loss, the comparison of binary and M-ary codes, and the order of deinterleaving and diversity combining. Some of these issues were discussed in [20] but, as far as we know, none of these issues has been investigated for mobile satellite systems.
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CUTOFF RATE PERFORMANCE ANALYSIS
The cutoff rate represents the practical maximum information rate of a coded communication system. The term generalized cutoff rate is sometimes used to emphasize the fact that the metric used by the decoder is not necessarily the maximum log-likelihood metric as the 'conventional' cutoff rate is defined. Maximum likelihood metrics are often too complicated or even impossible (channel statistic is unknown) to implement. If y is the decoder input and z is the encoder output, the decoding metric used in our system is 7n(y,z) = yz, which is the maximum likelihood metric for additive white Gaussian noise channels. For the system shown in Fig. 1 BER can be obtained subsequently once the associated weight distribution for the code used is known. We shall present performance analysis for MFSK signals only. The performance for incoherent DPSK signaling can be derived from the binary (M = 2) case of MFSK system results with a 3 dB shift in required average signal-to-noise ratio.
A. Chernoff Bound for Postdeinterleaving Sof-Decision Decoding
For the binary coded system with postdeinterleaving diversity combining [ Fig. 2(a) ], we use the soft-decision decoding metric m(bi,z) = biz, where b; is as defined in (1) and z E {+l. -1}. This decoding metric is a maximum likelihood metric for AWGN channels.
) Mixed Channel of the First Kind:
For this class of channels, (7) implies that the time intervals corresponding to shadowed and unshadowed regions are disjoint and hence the associated signal strengths follow different and independent probability laws. The resulting Chernoff bound Dmix,l is then a convex combination of those obtained under the two separate pdfs, i.e. In the second term of the above expression we have minimized over X before taking the expectation with respect to T . This is a result of the assumption that T is a function of the receiver's environment which changes very slowly with respect to the data rate and thus the LOS components from each diversity suffer from the same shadowing effect simultaneously. Using a procedure similar to that given in [20] we can show that the nonminimized Chernoff bounds (NCB) &ice(A) and &ice/ln(X, T ) in (14) are given by Fl(u, b; z ) is the confluent hypergeometric function, P ( X , k ; r ) and Q ( X , k ; r ) are derived from P(X,lc) and &(A, IC) (see (18), (19)) 
Iv. QUANTIZATION, PREDEINTERLEAVING AND M-ARY CODES
We now present analysis pertaining to the three practical design issues raised in Section II(c). Quantization is an important concern because no infinite precision arithmetic can be implemented in digital domain. Predeinterleaving diversity combining can save memory space, as demonstrated in [17] . It is worthwhile to see how much degradation we have to pay for a certain amount of hardware savings. The cutoff rate performance of M-ary symbol codes can be used to predict their coded BER and to compare it with that of binary codes.
A. Effects of Quantization and Predeinterleaving Combining
For the midrise N-level ( N = 2k for some integer k ) quantizer shown in Fig. 3 . The probability distributions at the quantizer output can be derived from the well-known inversion formula or an alternative form by Gil-Palaez (pp. 153-159, [25] ) that relate them to the characteristic functions of the input. If we define E -N / 2 = Pr(-oo < y < t -N / 2 + 1 ) , E , = Pr(t, < y I t , + l ) , and t N / 2 = Pr(tNl2 < y < oo), where { t z , i = 0, f l , . . . , f ( -1)) are the quantizer thresholds, y is a random variable representing the quantizer's input then the corresponding NCB can be written as The cutoff rate of the predeinterleaving soft decision decoding system [ Fig. 2(b) ] can be computed by appropriate modification of RO expression for the post-deinterleaving system. Since the statistics for the outputs from various diversity channels are assumed to be independent, the corresponding nonminimized Chernoff bound D'(X) can be calculated via (24) n=l where D(X) is given by (14), (15), or (21) . Note that both predeinterleaving and post-deinterleaving decoding metrics yield the same statistics when L = 1 or M = 2. On the basis of the above equation and our earlier results on the post-deinterleaving diversity combining receivers, cutoff rate performance in various mobile satellite channels can be evaluated. The parameters for the mixed channel of the first kind are: S = .25, dl = .5 dB, p1 = -1 dB, y2 = 18 dB, 7 : = 22 dB and those for the second mixed channels are: A = .25, d2 = 6 dB, p2 = -7.7 dB and the Rice factor for the pure Rician part is 11.9 dB. It is clear that Ro is an increasing function of the modulation complexity M within the range of interest and 3-bit quantization incurs only negligible loss (<.2 dB in most cases). Coding is most effective in combating multipath fading when the code rate is not too high so that enough encoding redundancy is available. However, the usefulness of coding is greatly reduced or even diminishes if the signal does not have enough power to overcome thermal noise in the first place; the conventional prediction that suitable increase of diversity order can enhance the system performance in a fading channel. On the other hand, in a mixed channel of the second kind, the increase of the diversity order does improve the performance when the code rate is high (> 3). Define the optimal code rate as the one for which the required ' Y b to achieve reliable communication is minimized. Then we note that optimal code rates exist for the second mixed channel but not the first one. (32) implies that a local minimum rb is achieved by using the optimal code rate rapt which satisfies the condition which can be shown to be equivalent to . These curves indicate that the nonexistence of an optimal code rate is due to the fact that all diversity branches suffer from the same long-term (or large-area) fading. This fact also explains why the increase of the diversity order does not always lead to performance improvement for the first mixed model. Further examinations of the cases 1) S = 0 [ Fig. 6 (a)] and 2) S = 1 with small d l [Fig. 6(b) ] tell us that an optimal code rate exists if there is Rician fading only or if the Riciadlognormal fading is not significant (small deviations). We observe that Rician channels are less sensitive to the choice of the code rate and, for the mixed channel of the first kind, the sensitivity is an increasing function of d l but a decreasing function of S at the high code rate region. However, we want to emphasize that the cases dl < 0 dB are not typical [24] . Fig. 7 offers comparison of binary codes and M-ary symbol codes for various channels. The two mixed channels are the same channels used in Figs. 4(a)-6(b) and the Riciadlognormal channel has the same set of parameters as those of the shadowed part of the first mixed channel. It is found that, for both classes of mixed channels, the M-ary to binary conversion results in a 1-2.1 dB loss. However, M-ary symbol codes are not always better than binary codes, e.g., the latter have a 2-2.7 dB advantage in pure Riciadlognormal channels. This is because the decoding metric for both classes of codes are not ML metrics. Finally, Fig. 8 gives comparison between the predeinterleaving and the post-deinterleaving diversity combining schemes. The degradation resulting from using the simpler predeinterleaving combining is not significant (< 1 dB for almost all cases). This result is similar to the conclusion obtained in [17] and [20] .
B. M-ary Symbol
