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 This thesis is dealing with multimodal registration of retinal devices from different 
scanning devices. With this multimodal registration is possible to enhance some details on the 
images which are crucial to detect different types of eye diseases (such as glaucoma, nerve fibre 
layer degradation, vessel degradation, etc.). The fundus camera is very common in 
ophthalmology and the fundus devices are cheaper comparing to OCT or SLO devices. That is 
why fundus is very important even if it is not the best method to detect retinal diseases. On the 
other hand, the OCT is very sophisticated system which often contains also the SLO device, and 
is very helpful with finding retinal diseases, but also more expensive. The chapter one is focused 
on theoretical background of retina itself, retinal imaging, image processing, and image 
registration. The second chapter is focused on practical application of this knowledge in Matlab. 
The first step was to create manual registration of fundus images and SLO images. The 
registration of these two images from fundus and SLO is quite common. Another step was to 
create automatic registration of fundus and SLO images. For this registration it was necessary to 
use algorithm which can evaluate the similarities in both images, thus the correlation was used. 
Thanks to automatic and manual registration was possible to create hybrid type of registration – 
semi-automatic registration. In author’s opinion this type of registration is the most effective one. 
It is very accurate and relatively fast with large amount of images. The final task was to create 
algorithm which can match the OCT B-scans with the lines in fundus image. The registration of 
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The eye movements are provided by extraocular muscles. Eyelids, conjunctiva and lacrimal 
apparatus protect the eye from mechanical damage, provide eye moistening and prevent 
inflammation. Lacrimal gland (Glandula lacrimalis) is placed externally under the eyepiece cap. 
Tears flow out by the lacrimal cochlea to the nasal cavity. 
 Rods and cones represent photosensitive elements of the retina. Yellow spot (Fovea 
centralis) is the point of sharpest vision and there are cumulated rods and cones. Cones are for 
daylight vision (cone vision) and rods are for monochromatic vision in the dusk or night (scotopic 
vision). The eye is able to recognize the visible part of spectrum which is in between 400 – 
700 nm. There exist three different types of cones in the eye, which are sensitive to variable wave 
length. The range of these wave lengths can be divided into colours. Cones are sensitive to red, 
green and blue colour. Different intensity of stimulation of all cones causes the sensing of 
the whole colour spectrum.  
1.2.3 Anatomy of retina 
 Retina is a light-sensitive tissue lining the inner surface of the eye. It is formed as pouch 
of diencephalon (the rear of the forebrain). Main function of retina is to capture the light signals 
incident on it through the lens. The rods and cones are placed on the inner side of retina. It also 
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mm2 of retina and their content is limited by spatial distribution of the layers. In the first layer are 
located about 125 million receptors. They contain the photosensitive pigment responsible for 
converting photons into chemical energy. Receptor cells, as already mentioned, are divided into 
two groups: rods and cones. Cones are responsible for colour vision and work only in daylight or 
in good light of the scanned image. On the other hand, in the dark the rods are exited. When the 
single photon is captured by the eye, it increases the membrane potential, which can be measured 
in the rods. This reaction of the eye (eye sensitivity) is the result of chemical cascade which 
works similar like a photomultiplier in which the single photon generates the cascade 
of electrons. All rods use the same pigment whereas cones use three different types of pigments.  
On the inner side of retina is a layer of the ganglion cells (stratum ganglionare retinae), 
those axons form the optic nerve – output of retina. There are approximately one million of these 
cells. When the information is transferred through the area between the receptors and ganglion 
cells, there is a compression of the transferred information. Bipolar cells represent the first level 
of information processing in the visual system. Throughout this area are bipolar cells dissociated 
from receptors to the ganglion cells. Their response to the light represents the centre, eventually 
surroundings, of captured image (scene). It means that even a little dot on the retina evokes 
specific reaction, whereas surrounding area evokes opposite reaction. If the centre and 
the surrounding are illuminated at the same time, there is no response. Thus the bipolar cells exist 
in two types: on-centre and off-centre. The on-centre reacts to the bright illumination and off-
centre to the dark. 
 On-centre response of bipolar cells is in direct contact with receptors. Off-centre 
response is delivered by horizontal cells which are parallel to the retina surface and can be 
founded between receptor and bipolar layer. Thanks to this, the off-centre layer has the opposite 
influence to the on-centre cells. Amacrine cells are also parallel to the retina surface. They can be 
founded in the different layer, between the bipolar cells and ganglion cells. Amacrine cells detect 
the motions on the captured image. 
If the ganglion cells are triggered by bipolar cells, then they have also the on-centre and 
off-centre receptor field. In the on-centre of ganglion cells is field which illumination causes 
increasing the excitation of these cells. On the other hand, if the off-centre field is illuminated, it 
causes the decreasing of excitation of these cells. If the whole area is illuminated, then there is 
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tissue. After scattering back from the issue, the modified sample field E’s mixes with Er on the 
surface of the photodetector. Given the assumption that the photodetector captures all light from 
reference and sample arms the intensity that impacts the photodetector is: 
 
(1) 
“where Ir a Is are mean intensities returning from the reference and sample arms of 
the interferometer. Id is intensity impacts the photodetector. The second term in equation (1), 
which depends on the optical time delay τ, set by the position of the reference mirror, represents 
the amplitude of the interference fringes that carry information about the tissue structure. The 
nature of the interference fringes - or whether any fringes form at all - depends on the degree to 
which the temporal and spatial characteristics of E’s  and Er  match. Under the assumption that 
the tissue behaves as an ideal mirror that leaves the sample beam unaltered, the correlation 
amplitude depends on the temporal-coherence characteristics: 
 
(2) 
where c is the speed of light, 
0
0 
c is middle frequency of the source, G(τ) is complex 
temporal-coherence function with argument Φ(τ). According to Wiener-Khinchin theorem, G(τ) 




It follows that the shape and the width of the emission spectrum of the light source are important 
variables in OCT because of their influence on the sensitivity of the interferometer. 
The relationship between S(ν) and G(τ) is: 
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1.3 Image processing 
 Image processing is based on signal processing. In this case, the input is an image and 
the output is image with marked or highlighted elements. These elements are the reasons why 
the image is processed. There are many different types of methods, thus only used methods in 
this thesis will be noticed.  
1.3.1 Edge detection 
 Detecting edges in an image is one of the fundamental pillars of the whole image 
processing [1]. The edge in the image is possible to define as a quick change of intensity in 
the image between the neighbour pixels. The edge can be part (or another edge) of bigger object 
in the image, feature, or it can indicates object in itself (e.g. line or point). Unfortunately, it often 
happens that local changes in intensity are due to noise, and detect as edge. Thanks to various 
methods of image processing, is possible to eliminate the noise. With global edge detection 
applied to the image, the secondary binary image is created. This binary image contains only two 
values – ones and zeroes. Ones are represent as white pixels, zeros as black pixels. Generally 
speaking, the edge operator puts the edges in place of the maximum response (derivation: 
responding to rapid change, it is necessary to differentiate according x and y to respond to 
the horizontal and vertical edges, Laplacian: the edge is where the function crosses zero). 
Gradient-based detectors 
 These detectors are based on the evaluation of intensity changes in the neighbouring 
pixels and can be described as follows [1]:  
     
  (7) 
 
where gi,k is a pixel in the image (by i and k coordinates) and fi,k is a pixel of x and y coordinates, 
from which is gi,k calculated. This operator is based on absolute value, which means that it is 









  (8) 
 
As seen from equation (8), these operators are slightly anisotropic (direction-dependent). The 
first operator emphasizes horizontal and vertical edges, while the second operator highlights 
angled edges. The decision whether the pixel belongs to a certain edge, is based on comparison 
of the local gradient and the selected threshold, which is the only parameter of edge detection, 
given by absolute gradient formula. The threshold determinates whether the pixel belongs to edge 
representation of the image or not. Higher threshold causes that only the significant edges are 
highlighted (brighter or darker). If there is not known threshold at disposal, the threshold is set 
based on visual evaluation of the resulting edge representation.  
 A similar result as the operator (8) provides the Roberts operator, which calculates the 
difference in both directions, and the bigger value is considered to be the result. This operator 




 The absolute gradient provides usually relatively thick edges, which is possible 
to process with operator, which causes the thinning of the edges (erosion operators). 
 If the partial differential is known, it is possible to determine the direction of local edge 
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 To make this method effective enough, it is used instead of searching for places where 
mask crosses the zero, mask, which looks for neighbour places with opposite signs. This can be 




 This mask selects the four neighbouring pixels of the tested pixel. “The further 
operations are logical: 
1. if  at least one of the neighbours has a different sign than others, and 
2. if the difference between the extreme differently signed values of neighbours is 
greater than a chosen threshold T, and 
3. if the central value at the cross position lies in between the extreme differently 
signed values of neighbours, 
 then the pixel (in a corresponding new matrix of the edge representation) is marked 
as an edge (e.g., 1). Once any of the conditions is not fulfilled, the pixel is abandoned as a 
nonedge (0 marked). The procedure again has a single threshold parameter.” [1] 
 The success of this method can be verified with a sufficiently high value of the gradient 
of the original image. Another test consists in the effective control of the slope between 




 In vector calculus, the gradient of a scalar field is a vector field which points in the 
direction of the greatest rate of increase of the scalar field, and whose magnitude is the greatest 
rate of change [9]. The gradient (or gradient vector field) of a scalar function f(x1, x2, x3, x4, …, 
xn) is denoted f or f where  (the nabla operator) denotes the vector differential operator. 
















whose components are the partial derivatives f. That is [9]: 
  
(14) 
Here the gradient is written as a row vector, but it is often taken to be a column vector. When 
a function also depends on a parameter such as time, the gradient often refers simply to the vector 
of its spatial derivatives only. The gradient of a vector f = (f1,f2,f3) is [9]: 
   
(15) 
 




In image processing the gradient is often used as the pre-step for edge representation. 
The gradient (row-wise or column-wise) is used to an image and then the threshold is set. 
The values which are smaller (or bigger) than current threshold are denoted as 1, the other values 
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1.4 Image registration 
 
1.4.1 Background information 
 [6] Image registration is the process of overlaying two or more images of the same 
scene. These images are captured at different time, different angle, from another device or from 
different location. Thanks to this, it is possible to reconstruct, or highlight necessary information, 
which is inadequate from one image. The image registration is crucial step in image analysis, 
in which the final information is obtained by combining data from different sources, such as 
image fusion, change detection, and multichannel image restoration. Typically, the registration is 
required in remote sensing (environmental monitoring, weather forecasting, creating super-
resolution images, integrating information into geographic information systems (GIS), 
in medicine (combining computer tomography (CT) and NMR data to obtain more complete 
information about the patient, monitoring tumour growth, verification of treatment), etc.). 
Generally speaking, the image registration can be divided into four subcategories according 
to the image acquisition.  
1.4.2 Image acquisition methods 
 
Registration of images taken from various points (multi-view analysis) 
 Images of the same scene are taken from various points (places). The aim is to get bigger 
2D view or 3D representation of the scene. It is used for example in remote sensing from 
satellites or computer vision (face recognition). 
Registration of images taken at different times (multi-temporal analysis)   
 Images are recorded in the same scene several times over time. It is recorded from the 
same position, only changing environmental conditions (light, seasons, etc.). The aim is to find 
changes that are reflected on an object, which is recorded over time (e.g. decomposition of 
a material, monitoring the growth of tumours, etc.). 
Registration of images with different scanning techniques (multi-modal analysis) 
 Images of the same scene are taken from the different sensors. The aim is to combine 
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information from different sources in order to obtain more comprehensive and detailed 
representation of the visual scene. For example, different combinations of sensors for recording 
the human body anatomy (MRI, ultrasound or CT) or a combination of images, OCT fundus 
cameras to detect diseases of the eye.  
Registration of the model and the scene 
 In this case is registered model of the scene and the real the image scenes. The model 
may be a computer template scenes sculpted environment map, etc. The aim is to locate 
the image obtained with the model and compare them. Used for example in remote sensing from 
satellites to create maps, or layers in the GIS (geographic information system). In medicine, for 
example for comparing the patient's state bodies with the models or the models corresponding 
healthy organs. 
1.4.3 Most common procedure of image registration 
 Given the diversity of captured images, which are required to register, it is not possible 
to use the universal method that would suit any requirement for registration of images. Therefore, 
all these methods will find their application in practice. The most common procedure for image 
registration consists of the following steps [6]: 
1. Feature detection 
Salient and distinctive objects (closed-boundary regions, edges, contours, line 
intersections, corners, etc.) are manually or automatically detected. For further processing 
of these features can be illustrated by their point representatives (centres of gravity, line endings, 
distinctive points), which are called control points (CPs) in the literature. 
 
2. Feature matching 
This step is an effort to find the correspondence between the features in the sensed 
image and those detected in the reference image is established. Various feature descriptors and 




3. Transform model estimation 
In this step, the estimated type and parameters of the so-called mapping functions and 
the fitting of the scanned image with reference image are estimated. Mapping function 
parameters are calculated by the estimated average common features of both images. 
 
4. Image resampling and transformation 
The scanned image is transformed by means of the mapping functions. Image values 
in non-integer coordinates are computed by the appropriate interpolation technique. 
 
1.4.4 Spatial transformation types 
 The spatial transform [12] represents the spatial mapping of pixel values from 
the moving image space to pints in the fixed image space. The type of the transform is chosen in 
order to compensate the distortion between images. The can be several types of distortion due to 
sequential image scanning. There can be also distortions caused by eye movement during 
the scanning process. [8] There are many transformation types for image registration. Because 
this thesis has the practical part in Matlab, the Matlab’s cp2tform.m function was used. This 
function takes pairs of control points and uses them to infer a spatial transformation. The Input 
Points is a matrix containing the x and y coordinates of control points in the image which is 
transformed. The Base Points is matrix a containing the x and y coordinates of control points 
specified in the base image. The Transform type specifies the type of spatial transformation to 
infer. The transformation types which are related to thesis are mentioned.  
 
Non-reflective similarity 
 [8] This type of transformation is used when shapes in the input image are unchanged, 
but the image is distorted by some combination of translation, rotation, and scaling. Straight lines 
remain straight, and parallel lines are still parallel. Non-reflective similarity transformation can 
include rotation, scaling and translation. At least two pairs of control points are needed. 
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where x,y are pairs of control points from output space, u,v are pairs of control points from input 
space, s is scaling, t is translation (tx for x axis, ty for y axis), θ is angle of rotation 
 
Similarity 
 [8] The “similarity” type of transformation has the same features as the “Non-reflective 
similarity” type, but there is the addition of optional reflection. Thus, this type of transformation 
can include rotation, scaling, translation and reflection. At least three pairs of control points are 




where a determines if there is a reflection or not (for a = -1 reflection is included, for 
a = 1 reflection is not included in transformation)  
 
Affine 
 [8] The affine transformation is used when shapes in the input image exhibit shearing. 
The x and y dimensions can be scaled or sheared independently and there can be a translation. 
Linear conformal transformations are a subset of affine transformations. Straight lines remain 
straight, and parallel lines remain parallel, but rectangles become parallelograms. At least three 
control-point pairs are needed to solve for the six unknown coefficients (equation 20). 
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 where A,B,C,D,E,F are unknown coefficients, the equation (20) can be rewritten as: 
 (21) 
 where T is the matrix of 6 unknowns (A,B,C,D,E,F), X is matrix of the input control-
point pairs and U is the vector of [u v]. With three or more correspondence points is possible 
to solve T, with XT
U
 which gives the first 2 columns of T and third column must be [0 0 1]’ 
(transposed matrix of [0 0 1]).  
 
Projective 
 [8] This type of transformation can be used when the scene appears tilted. The 
quadrilaterals map is matched with quadrilaterals. Straight lines remain straight. Affine 
transformations are a subset of projective transformations. At least four control-point pairs are 




 where .up u wp and .vp v wp , T is matrix 3x3 of unknown elements (A,B,…,I) of 









    is possible to solve nine elements 
of T. The detail procedure can be found in [8].  
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 [8] This transformation type is needed when objects in the image are curved. The higher 
the order of the polynomial, the better the fit, but the result can contain more curves than the base 
image. For second order, at least six control-point pairs are need. Polynomial functions of x and y 
determine the mapping. For third order, at least ten control-point pairs are needed. Following 





Considering the fact, that polynomial transformation type is not used in this thesis, further details 
are not mentioned. They can be founded in [8].  
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2 PRACITAL APPLICATION 
 Part of this thesis is to design an application in Matlab for image registration according 
to submission of the thesis. First step was to create program for pre-processing the images from 
Fundus camera and SLO image.  
2.1 Pre-processing of fundus and SLO images 
 This pre-processing of fundus image is performed by fce_cteni_fundus_man.m function 
in Matlab for manual registration and by fce_cteni_fundus.m for automatic registration. 
2.1.1 Input image  
 First of all, the fundus image is loaded. Because the fundus images are often taken 
through the red filter, it is necessary to remove the red (R) component of RGB image. When 
the red component is not removed and the RGB fundus image is transformed to grayscale fundus 
image, image becomes very bright with lack of contrast. That is why only green and blue 
component of RGB image is used.  
2.1.2 Pre-processing 
 The image is divided by 255 to get the values in image between 0 and 1. The next step is 
to find edges of the eye of the fundus image. It is performed by finding the big differences 
of value of two neighbour pixels. After edges are found, the image is cut to show only the square 
of the eye. When the registration program starts, the user is asked if he wants to have original 
round shape of the eye, or if the inner square of the eye should be chosen (figure 2.2). If the user 
presses “1”, the round shape is used (figure 2.6), otherwise the inner square of the eye is cut and 
used (figure 2.5).  
2.1.3 Output image 
 The output image of fundus is square, grayscale image with only G and B components 
of RGB spectrum. Then it is resized to 1000x1000. Image is figured on figure 2.2. The image 
of SLO is not modified, only resized to 1000x1000 pixel size.  
 F
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2.2.4 Manual registration block diagram 
 
 





2.3 Automatic registration of fundus and SLO images 
 In automatic registration the input and base points of images are selected automatically. 
First step is the same as in the manual registration. Images have to be pre-processed by functions 
mentioned in chapter 2.1. 
2.3.1 Choosing the reference points 
 First step is to automatically select significant points which will be the input points. This 
is done by following procedure. The gradient of reference image is created (more details about 
gradient can be found in chapter 1.3.2). The threshold is set according to the image maximal 
intensity. The values above this threshold are set to 1 and below the threshold to 0. Because of it, 
the binary representation of the reference image (SLO) is created. To find required input points is 
necessary to thinner the vessels and other structures represented in binary image as ones. This can 
be done by using skeletonization in the reference image (chapter 1.3.4). In this program 
the skeletonization is performed by Matlab’s bwmorph.m function. After the skeletonization the 
image can be very noisy, so it is recommended to filter it by median filtering (chapter 1.3.3). For 
this the medfilt2.m function is used. Then the different regions of the reference image are 
searched to find significant points (such as vessels, vessel crossings, etc.). The four areas 
of approximately 100x100 pixels are searched and the algorithm marks the ones which neighbour 
each other. The algorithm for searching one area looks like this: 
 
   
 
for i = 100:200 
    for j = 300:400 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+2,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) && sw == 1; 
            cnt = cnt + 1; 
            if cnt == round(cnt1/2) 
                sw = 0; 
                plot(j,i,'g+'); 
            end 
            oct_points(1,2) = j-win_size/2;  
            oct_points(1,1) = i-win_size/2; 
        end 
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Fig. 2.9 – The window selected by algorithm in SLO image (right), and the window 
found by correlation in fundus image (left) 
 
for i = 1:step:X-win_size 
    for j = 1:step:Y-win_size 
        if counter2 == Y/step; 
            counter2 = 0; 
            counter = counter+1; 
        end 
        counter2 = counter2 + 1; 
        cor_coef(counter,counter2) = 
corr2(oct(oct_points(cyk,1):oct_points(cyk,1)+win_size-
1,oct_points(cyk,2):oct_points(cyk,2)+win_size-1),fundus(i:i+win_size-
1,j:j+win_size-1));  % picking up the correlation coefficients 
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registration result. If there is a deviation in the same pixel in both images, its absolute value is 
transformed to percentage and then the average and maximum deviation is found. If the average 
deviation is bigger than 2%, the registration was not successful. The maximal deviation 
determines the biggest error in the registration result but it is not dependents whether the 




 where C is the result matrix of subtracted images, A is the matrix of manual registration 
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2.3.5 Automatic registration block diagram 
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2.4.2 Semi-automatic registration block diagram 
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2.5.4 Block diagram of B-scans matching with fundus image 
 









 This thesis is dealing with multimodal registration of retinal devices from different 
scanning devices. The most important task in this thesis was to create different types of 
algorithms which can be used for image registration of retina images. First type of registration – 
manual registration, is the simplest type of registration. It is also very accurate. But it requires the 
skilled user to control it, and it is not very fast. In manual registration the user has to choose exact 
same points in both images to be registered. The source code can be found in supplement C. 
Second type of registration is automatic registration. Automatic registration has big advantage, 
because it needs no user. It can work fully automatically. The base points are selected 
automatically then the correlation algorithm finds the exact matches. But automatic registration is 
not very good in very different images. If the images look very different than the previous 
images, the automatic registration probably will not work properly. So the user is forced to 
slightly adjust the thresholds, or areas for searching the base points. The possible procedure how 
to adjust the automatic registration algorithm if it is not working properly in the image is 
described in chapter 2.3.4. The default settings in the automatic registration algorithm was tested 
in all available data (images) and its evaluation is in table 1, supplement A. The source code can 
be found in supplement D. The third type of registration is combination of both previous method 
and it is called semi-automatic registration. The difference between automatic and semi-
automatic registration is in selecting the base points. In semi-automatic registration the user has 
to select base points manually, and the input points in another image are found automatically by 
correlation algorithm. The source code can be found in supplement E. The final task was to create 
algorithm which can match B-Scans from OCT to image from fundus camera. The source code 
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B Source code of function fce_cteni_fundus.m 
function [obr_novy] = fce_cteni_fundus (path) 
 
I = imread(path); 
  
zmenseni = 4; 
  
R=I(:,:,1); % converting image to R,G,B components 
G=I(:,:,2); 
B=I(:,:,3); 
obr = G+B; 
obr = double(obr); 
obr = obr/255;  
obr = imresize(obr, 1/zmenseni); 
  
stred_x = length(obr(:,1))/2;  
stred_y = length(obr(1,:))/2; 
  
bod_y = 0; 
bod_x = 0; 
sw = 1; % switch for searching the middle of the eye 
  
 for j = 1:length(obr(1,:))-1 % searching for the edge of the eye (horizontal) 
     if ((obr(stred_x,j+1) - obr(stred_x,j)) > 0.05) && (sw == 1) % comparing 
differences between pixels 
          bod_y(1) = j;  
          sw = 0; 
     end 
      
     if (obr(stred_x,j+1) - obr(stred_x,j)) < -0.09 % searching for the second 
edge of the eye (horizontal) 
          bod_y(2) = j; 
     end 
 end 
  
 sw = 1; 
  
 for i = 1:length(obr(:,1))-1 % searching for the edge of the eye (vertical) 
     if ((obr(i+1,stred_y) - obr(i,stred_y)) > 0.05) && (sw == 1) 
          bod_x(1) = i; 
          sw = 0; 
     end 
      
     if (obr(i+1,stred_y) - obr(i,stred_y)) < -0.05 
          bod_x(2) = i; 




souradnice_hran(1,1:2) = [stred_x bod_y(1)]; % saving the coordinances 
souradnice_hran(2,1:2) = [stred_x bod_y(2)]; 
souradnice_hran(3,1:2) = [bod_x(1) stred_y]; 







obr_novy = obr_novy * 255;  
lim1 = round(length(obr_novy(:,1))/6); % limitation of image 
lim2 = round(length(obr_novy(:,1))/1.2); 









pocet_ref_bodu = 4; % number of reference points 
poz_vel = 1000; % desired size of the image 
  
nereg = fce_cteni_fundus_man('data\98411.JPG'); 
zmenseni = length(nereg(1,:))/poz_vel; 
nereg = imresize(nereg, 1/zmenseni); 
  
vzor = imread('data\98411_slo.png'); 
vzor = double(vzor); 
vzor = imresize(vzor, [poz_vel poz_vel]); 
  
x1 = 0; y1 = 0; 
x2 = 0; y2 = 0; 
  





if i > 1 % plotting of chosen points 




title('Image to register - mark the input points'); 
[x1(i) y1(i)] = ginput(1); % getting of reference points 





if i > 1 




title('Template image - mark the reference (base) points'); 
[x2(i) y2(i)] = ginput(1);  





input_points(1:pocet_ref_bodu,1) = x1; % loading of chosen coordinates 
input_points(1:pocet_ref_bodu,2) = y1; 
base_points(1:pocet_ref_bodu,1) = x2; 




transf = cp2tform(input_points,base_points,'affine'); % registration using 
cp2tform function 
reg = imtransform(nereg,transf,'XData',[1 poz_vel], 'YData',[1 poz_vel]); 
  
[k l] = size(reg); 
reg2 = zeros(poz_vel); 
  
for i = 1:k 
    for j = 1:l 
        if reg(i,j) ~= 0 
        reg2(i,j) = reg(i,j);  % cuttting the image 
        end 
    end 
end 
  
reg2 = imresize(reg2, [k l]); 
souc = zeros(poz_vel);  
  
for i = 1:length(souc(:,1)) 
    for j = 1:length(souc(1,:)) 
        if reg2(i,j) ~= 0   % connecting the template image to registered 
image 
           souc(i,j) = reg2(i,j); 
        else 
            souc(i,j) = reg2(i,j) + vzor(i,j);  
        end 






title('Registration result - vessel connection'); 
subplot(1,2,2); 
imshow(reg2+vzor/2,[]); 
title('Registration result - vessel coverage'); 
  










des_size = 1000; % desired size of Fundus and OCT image 
win_size = 100; % size of serching window in the image 
  
%----------- reading ------------ 
fundus = fce_cteni_fundus('data\98411.JPG'); 
zmenseni = length(fundus(1,:))/des_size; 
fundus = imresize(fundus, 1/zmenseni); 
oct = imread('data\98411_slo.png'); 
oct = double(oct); 
oct = imresize(oct,[des_size des_size]); 
  
[X Y] = size(fundus); 










sw2 = 1; 
sw3 = 1; 
sw4 = 1; 
  
max_p = max(max(oct)); 
  
num_points = 4; 
oct_points = zeros(num_points,2); 
  
oct_grad = zeros(des_size); 
oct_thresh = zeros(des_size); 
oct_skelet = zeros(des_size); 
hold off; 
  
for j = 1:Y 
    oct_grad(:,j) = gradient(oct(:,j)); 
end 
  
prah = mean(min(oct_grad)); 
  
%----------setting the threshold according to max intensity  ------------ 
for i = 1:X 
    for j = 1:Y 
         
        if max_p > 254 && max_p < 255 
            if oct_grad(i,j) <= -3 
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                oct_thresh(i,j) = oct_grad(i,j); 
                oct_skelet(i,j) = 1; 
            end 
        end 
         
        if max_p > 255 && max_p < 256 
            if oct_grad(i,j) <= -1.5 
               oct_thresh(i,j) = oct_grad(i,j); 
               oct_skelet(i,j) = 1; 
            end 
        end 
         
        if max_p > 256 
            if oct_grad(i,j) <= -1 
               oct_thresh(i,j) = oct_grad(i,j); 
               oct_skelet(i,j) = 1; 
            end 
        end         
    end 
end 
  
oct_skelet = bwmorph(oct_skelet,'skel',2); 






cnt = 0; 
cnt1 = 0; 
cnt2 = 0; 
cnt3 = 0; 
cnt4 = 0; 
  
%-----------counting the points of interest in set range of coordinates---- 
  
for i = 100:200 
    for j = 300:400 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+2,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) 
            cnt1 = cnt1 + 1; 
        end 
    end 
end 
  
for i = 100:200 
    for j = 450:550 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+1,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) 
            cnt2 = cnt2 + 1; 
        end 
    end 
end 
  
for j = 400:500 
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    for i = 600:700 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+2,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) 
            cnt3 = cnt3 + 1; 
        end 
    end 
end 
  
sw = 1; 
for j = 600:700 
    for i = 650:750 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+1,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) 
            cnt4 = cnt4 + 1; 
        end 
    end 
end 
  
%----------selecting and plotting the middle POI in the searched area---------
------ 
  
for i = 100:200 
    for j = 300:400 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+2,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) && sw == 1; 
            cnt = cnt + 1; 
            if cnt == round(cnt1/2) 
                sw = 0; 
                plot(j,i,'g+'); 
            end 
            oct_points(1,2) = j-win_size/2;  
            oct_points(1,1) = i-win_size/2; 
        end 
    end 
end 
  
cnt = 0; 
sw = 1; 
for i = 100:200 
    for j = 450:550 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+1,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) && sw == 1; 
            cnt = cnt + 1; 
            if cnt == round(cnt2/2) 
                sw = 0; 
                plot(j,i,'g+'); 
            end 
            oct_points(2,2) = j-win_size/2;  
            oct_points(2,1) = i-win_size/2; 
        end 
    end 
end 
  
cnt = 0; 
sw = 1; 
for j = 400:500 
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    for i = 600:700 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+2,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) && sw == 1; 
            cnt = cnt + 1; 
            if cnt == round(cnt3/2) 
                sw = 0; 
                plot(j,i,'g+'); 
            end 
            oct_points(3,2) = j-win_size/2;  
            oct_points(3,1) = i-win_size/2; 
        end 
    end 
end 
  
cnt = 0; 
sw = 1; 
for j = 600:700 
    for i = 650:750 
        if (((oct_skelet(i,j) == 1) && (oct_skelet(i+1,j) == 1)) || 
((oct_skelet(i,j) == 1) && (oct_skelet(i,j+1) == 1))) && sw == 1; 
            cnt = cnt + 1; 
            if cnt == round(cnt4/2) 
                sw = 0; 
                plot(j,i,'g+'); 
            end 
            oct_points(4,2) = j-win_size/2;  
            oct_points(4,1) = i-win_size/2; 
        end 





sw = 1; 
fundus_points = zeros(num_points,2); 
max_cor = zeros(1,num_points); 
win_size_mini = 20; 
cor_coef_mini = zeros(win_size-win_size_mini,win_size-win_size_mini); 
oct_points_mini = zeros(num_points,2); 
fundus_points_mini = zeros(num_points,2); 
  
for cyk = 1:num_points % correlation for finding the exact match 
     
cor_coef = zeros(1,Y/10); % coeficients of correlation between Fundus and OCT 
image 
counter2 = 0; 
counter = 1; 
  
for i = 1:step:X-win_size 
    for j = 1:step:Y-win_size 
        if counter2 == Y/step; 
            counter2 = 0; 
            counter = counter+1; 
        end 
        counter2 = counter2 + 1; 
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        cor_coef(counter,counter2) = 
corr2(oct(oct_points(cyk,1):oct_points(cyk,1)+win_size-
1,oct_points(cyk,2):oct_points(cyk,2)+win_size-1),fundus(i:i+win_size-
1,j:j+win_size-1));  % picking up the correlation coefficients 
    end 
end 
  
counter2 = 0; 
counter = 1; 








for i = 1:step:X-win_size 
    for j = 1:step:Y-win_size 
        if counter2 == Y/step; 
            counter2 = 0; 
            counter = counter+1; 
        end 
        counter2 = counter2 + 1; 
        if cor_coef(counter,counter2) > max_cor(cyk) - 0.0001 % plotting of 
most correlated image 
        plot(j:j+win_size-1,i,'r-'); 
        plot(j,i:i+win_size-1,'r-'); 
        plot(j:j+win_size-1,i+win_size-1,'r-'); 
        plot(j+win_size,i:i+win_size-1,'r-'); 
        fundus_points(cyk,1) = i; 
        fundus_points(cyk,2) = j; 
        end 








































%------------------searching of the minimum in oct mini window------------ 
for i = 1:win_size-win_size_mini 
    for j = 1:win_size-win_size_mini 
        if oct_mini(i,j) < min_oct1+0.001 
           oct_points_mini(cyk,2) = j;  
           oct_points_mini(cyk,1) = i; 
           plot(j,i,'r+'); 
        end 





%-----------------searching for correlation coefficients------------------- 
for i = 1:win_size-win_size_mini 
    for j = 1:win_size-win_size_mini 
          cor_coef_mini(i,j) = 
corr2(oct_mini(oct_points_mini(cyk,1):oct_points_mini(cyk,1)+win_size_mini-
1,oct_points_mini(cyk,2):oct_points_mini(cyk,2)+win_size_mini-
1),fundus_mini(i:i+win_size_mini-1,j:j+win_size_mini-1));   
    end 
end 
  






title('Fundus mini 20x20'); 
hold on; 
  
for i = 1:win_size-win_size_mini 
    for j = 1:win_size-win_size_mini 
        if cor_coef_mini(i,j) > max_cor2 - 0.0001 
        plot(j:j+win_size_mini-1,i,'r-'); 
        plot(j,i:i+win_size_mini-1,'r-'); 
        plot(j:j+win_size_mini-1,i+win_size_mini-1,'r-'); 
        plot(j+win_size_mini,i:i+win_size_mini-1,'r-'); 
        fundus_points_mini(cyk,1) = i; 
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        fundus_points_mini(cyk,2) = j; 
        end 








title('SLO mini 20x20'); 
hold on; 













input_points(:,1) = fundus_points(:,2) + fundus_points_mini(:,2); 
input_points(:,2) = fundus_points(:,1)+ fundus_points_mini(:,1); 
base_points(:,1) = oct_points(:,2) + oct_points_mini(:,2); 
base_points(:,2) = oct_points(:,1) + oct_points_mini(:,1); 
  
  
transf = cp2tform(input_points,base_points,'affine'); % image spatial 
transform using cp2tform function 
reg = imtransform(fundus,transf,'XData',[1 des_size], 'YData',[1 des_size]); 
  
  
[k l] = size(reg); 
reg2 = zeros(des_size); 
  
for i = 1:k 
    for j = 1:l 
        if reg(i,j) ~= 0 
        reg2(i,j) = reg(i,j);  % cuttting the image 
        end 
    end 
end 
  
reg2 = imresize(reg2, [k l]); 
souc = zeros(des_size);  
  
for i = 1:length(souc(:,1)) 
    for j = 1:length(souc(1,:)) 
        if reg2(i,j) ~= 0   % connecting the template image to registered 
image 
           souc(i,j) = reg2(i,j); 
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        else 
            souc(i,j) = reg2(i,j) + oct(i,j);  
        end 






title('Registration result - vessel connection'); 
subplot(1,2,2); 
imshow(reg2+oct/2,[]); 
title('Registration result - vessel coverage'); 
  










des_size = 1000; % desired size of Fundus and OCT image 
win_size = 100; % size of serching window in the image 
  
%----------- reading ------------ 
fundus = fce_cteni_fundus('data\31600.JPG'); 
zmenseni = length(fundus(1,:))/des_size; 
fundus = imresize(fundus, 1/zmenseni); 
oct = imread('data\31600_slo.png'); 
oct = double(oct); 
oct = imresize(oct,[des_size des_size]); 
  
[X Y] = size(fundus); 
step = 10; 
  
sw2 = 1; 
sw3 = 1; 
sw4 = 1; 
  
max_p = max(max(oct)); 
num_points = 4; 





title('Image to register - do not mark points in this image') 
  





if i > 1 % plotting of chosen points 




title('Template image - mark the reference (base) points'); 
[x1(i) y1(i)] = ginput(1); % getting of reference points 
plot(x1(i), y1(i), 'r*'); % marking the reference points by "+" 
  
oct_points(i,1) = y1(i)-win_size/2; 








sw = 1; 
fundus_points = zeros(num_points,2); 
max_cor = zeros(1,num_points); 
win_size_mini = 20; 
cor_coef_mini = zeros(win_size-win_size_mini,win_size-win_size_mini); 
oct_points_mini = zeros(num_points,2); 
fundus_points_mini = zeros(num_points,2); 
  
for cyk = 1:num_points 
     
cor_coef = zeros(1,Y/10); % coeficients of correlation between Fundus and OCT 
image 
counter2 = 0; 
counter = 1; 
  
for i = 1:step:X-win_size 
    for j = 1:step:Y-win_size 
        if counter2 == Y/step; 
            counter2 = 0; 
            counter = counter+1; 
        end 
        counter2 = counter2 + 1; 
        cor_coef(counter,counter2) = 
corr2(oct(oct_points(cyk,1):oct_points(cyk,1)+win_size-
1,oct_points(cyk,2):oct_points(cyk,2)+win_size-1),fundus(i:i+win_size-
1,j:j+win_size-1));  % picking up the correlation coefficients 
    end 
end 
  
counter2 = 0; 
counter = 1; 








for i = 1:step:X-win_size 
    for j = 1:step:Y-win_size 
        if counter2 == Y/step; 
            counter2 = 0; 
            counter = counter+1; 
        end 
        counter2 = counter2 + 1; 
        if cor_coef(counter,counter2) > max_cor(cyk) - 0.0001 % plotting of 
most correlated image 
        plot(j:j+win_size-1,i,'r-'); 
        plot(j,i:i+win_size-1,'r-'); 
        plot(j:j+win_size-1,i+win_size-1,'r-'); 
        plot(j+win_size,i:i+win_size-1,'r-'); 
        fundus_points(cyk,1) = i; 
        fundus_points(cyk,2) = j; 
        end 









































%------------------searching of the minimum in oct mini window------------ 
for i = 1:win_size-win_size_mini 
    for j = 1:win_size-win_size_mini 
        if oct_mini(i,j) < min_oct1+0.001 
           oct_points_mini(cyk,2) = j;  
           oct_points_mini(cyk,1) = i; 
           plot(j,i,'r+'); 
        end 





%-----------------searching for correlation coefficients------------------- 
for i = 1:win_size-win_size_mini 
    for j = 1:win_size-win_size_mini 
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          cor_coef_mini(i,j) = 
corr2(oct_mini(oct_points_mini(cyk,1):oct_points_mini(cyk,1)+win_size_mini-
1,oct_points_mini(cyk,2):oct_points_mini(cyk,2)+win_size_mini-
1),fundus_mini(i:i+win_size_mini-1,j:j+win_size_mini-1));   
    end 
end 
  






title('Fundus mini 20x20'); 
hold on; 
  
for i = 1:win_size-win_size_mini 
    for j = 1:win_size-win_size_mini 
        if cor_coef_mini(i,j) > max_cor2 - 0.0001 
        plot(j:j+win_size_mini-1,i,'r-'); 
        plot(j,i:i+win_size_mini-1,'r-'); 
        plot(j:j+win_size_mini-1,i+win_size_mini-1,'r-'); 
        plot(j+win_size_mini,i:i+win_size_mini-1,'r-'); 
        fundus_points_mini(cyk,1) = i; 
        fundus_points_mini(cyk,2) = j; 
        end 








title('SLO mini 20x20'); 
hold on; 













input_points(:,1) = fundus_points(:,2) + fundus_points_mini(:,2); 
input_points(:,2) = fundus_points(:,1)+ fundus_points_mini(:,1); 
base_points(:,1) = oct_points(:,2) + oct_points_mini(:,2); 




transf = cp2tform(input_points,base_points,'affine'); % image registration 
using cp2tform function 
reg = imtransform(fundus,transf,'XData',[1 des_size], 'YData',[1 des_size]); 
  
[k l] = size(reg); 
reg2 = zeros(des_size); 
  
for i = 1:k 
    for j = 1:l 
        if reg(i,j) ~= 0 
        reg2(i,j) = reg(i,j);  % cuttting the image 
        end 
    end 
end 
  
reg2 = imresize(reg2, [k l]); 
souc = zeros(des_size);  
  
for i = 1:length(souc(:,1)) 
    for j = 1:length(souc(1,:)) 
        if reg2(i,j) ~= 0   % connecting the template image to registered 
image 
           souc(i,j) = reg2(i,j); 
        else 
            souc(i,j) = reg2(i,j) + oct(i,j);  
        end 






title('Registration result - vessel connection'); 
subplot(1,2,2); 
imshow(reg2+oct/2,[]); 
title('Registration result - vessel coverage'); 
  











bscan = final(:,28:727); 
l_b = length(bscan(1,:)); 
r_b = length(bscan(:,1)); 
k = 1000/r_b; 
bscan_win = [1 l_b]; 
fundus = imread('3org_Obr50.jpeg'); 
fundus = fundus(118:717,428:1327); 
fundus_velky = imresize(fundus,[1000 1000]); 
fundus = imresize(fundus,[1000/k 1000]); 
cor_coef_bscan = zeros(1,100); 
  
fundus = medfilt2(fundus, [5 5]); 
[X Y] = size(bscan); 
[X_f Y_f] = size(fundus); 
fundus_rows = zeros(X,2); 
  
c = 0; 
  
for int = 6:r_b-10 
    counter = 1; 
    counter2 = 0; 
for i = int-5:int+10 
    for j = 1:100 
        if counter2 == 100 
            counter = counter + 1; 
            counter2 = 0; 
            c = c+1; 
        end 
        counter2 = counter2+1; 
        cor_coef_bscan(counter,counter2) = corr2(bscan(int,:),fundus(i,j:j+Y-
1));   
    end 
end 
  
max_bscan = max(max(cor_coef_bscan)); 
  




















if int == 1 




for i = 1:length(cor_coef_bscan(:,1)) 
    for j = 1:length(cor_coef_bscan(1,:)) 
        if cor_coef_bscan(i,j) == max_bscan 
            plot(j:j+bscan_win(2)-1,i+int-1,'r-'); 
            plot(j,i+int-1:i+int-1+bscan_win(1)-1,'r-'); 
            plot(j:j+bscan_win(2)-1,i+int-1+bscan_win(1)-1,'r-'); 
            plot(j+bscan_win(2),i+int-1:i+int-1+bscan_win(1)-1,'r-'); 
            fundus_rows(int,1) = i+int; 
            fundus_rows(int,2) = j; 
        end 
    end 
end 
  















for i = 1:X 




orig = imread('3org_Obr50.jpeg'); 
figure(5); 
imshow(orig,[]); 
 
