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Heather Hanney Aiken: Assessing for Accountability: How Reading Assessments Shape Early 
Literacy Instruction in North Carolina Schools 
(Under the direction of Kristin Papoi) 
Beginning in 2013-2014, all kindergarten through third grade classrooms in the state of 
North Carolina have been required to administer an early reading assessment three times a year. 
This universal screener, designed to quickly determine which students are likely to need reading 
intervention, is also used to determine teacher effectiveness as part of the state’s accountability 
program. Using the case of North Carolina, I explored the impact of a mandated early reading 
assessment program in two schools as they grappled with a sudden change in assessment. K-3 
teachers from each school participated in a series of focus groups and individual interviews to 
describe their understanding of reading assessment and their instructional practices related to the 
assessment tools. Using the lens of Cultural Historical Activity Theory (Engeström, 1987/2015), 
I examined how the teachers interacted with the different assessment tools in various ways, 
influenced by their personal experience, school-wide expectations, and external rules 
(accountability system). Teachers at both schools used the resulting data to guide their 
instruction, but implemented assessments and instruction in different ways. Instructional 
activities were added, modified, and/or dropped based on their perceived importance in the 
current assessment tool. Implications for practicing teachers, administrators, and teacher 










To Charles, Chase, and Will 
 
 
And to Lilly, Henry, Jalen, Matthew, Finn, Analee, Holly, Mia, John, Karter, Logan, Elijah, 












I would like to begin by thanking the teachers and administrators of Chestnut Hill 
Elementary and Pineywoods School (all names are pseudonyms) who opened their doors and 
willingly gave of their precious time to make this study possible.  I will be forever grateful for 
your honest discussion of assessment and instructional practices even in the midst of a turbulent 
new assessment adoption.  To the district leaders who granted permission and smoothed my 
path—thank you all!   
Next, to my committee—you have my eternal gratitude for your wisdom and support, not 
to mention your willingness to work your way through this paper in the midst of a global 
pandemic.  You are all outstanding teachers and role models for the type of professor I aspire to 
be.  To my advisor and chair, Kristin Papoi, thank you for taking me on as your student.  I am 
forever grateful for having someone else to share my love of elementary reading instruction with.  
Thank you for pushing me to always consider the needs of emergent bilingual students and the 
various interpretations of literacy.  To Jocelyn Glazier, thank you for always pushing me to view 
the commonplace through a critical lens.  To Harriet Able, thank you for your kind support and 
valuable insight.  To Rita O’Sullivan, thank you for providing a practical pathway to 
understanding statistics.  And finally, to Dennis Davis, thank you for crossing over to the dark 
side (even if it is the lighter shade of blue), for welcoming an outsider into your classroom, and 
sharing the joys of comprehension theory within the walls of a nuclear physics laboratory.   
There are other professors at UNC who have all left their mark on me as a scholar, 
researcher, and teachers.  Chief among these I would like to thank Lynda Stone who served as 
   vi 
my advisor and go-to person for my first few years at UNC.  I am so grateful that you were able 
to look past my self-professed distaste for theory and to provide me the opportunity to stretch 
myself in ways I never imagined.  You always believed in me and encouraged me to follow my 
interests, even when you couldn’t quite understand why anyone would be interested in 
assessment. 
 Finally, at UNC, I would like to thank my TRI family.  Lynne, Mary, Cheryl, and 
Teresa—thank you for helping me find my home at Carolina.  I have learned so much from all of 
you about research, writing, and how to keep teachers and students at the heart of everything we 
do.  It has been an honor to work with all of you.   
 To Karen Scriven—my unofficial advisor—I could not have made it through this without 
you.  From our very first meeting when my ears pricked up when I heard you were a PhD—you 
have provided me with unconditional guidance and support as I embarked on this journey.  You 
were always there to offer encouragement and to set me on the correct path.  Somehow you have 
a way of focusing my ramblings down to the essence of what they need to be. 
And finally, and perhaps most importantly, to my family.  First to my parents, Mike and 
Peggy Hanney, thank you for always believing in me and supporting me.  More importantly, 
thank you for entertaining my children during #hurricanecomps—I would not have been able to 
make it through this process without you housing, feeding, and entertaining us while we couldn’t 
go home.  To my husband Charles, thank you for giving me the time and the encouragement  to 
make this happen.  And last, but not least, to my boys—Chase and Will.  Thank you for giving 
up Friday night dinners out, waiting patiently for me to finish writing, and providing delightful 
distractions over the years.  I hope that you will look back on these years and know that it is 
never too late to pursue your dreams.   






TABLE OF CONTENTS 
 
LIST OF TABLES ……………………………………………...………………………………….   
LIST OF FIGURES…………………………………………………………………………….… 
LIST OF ABBREVIATIONS ………………………………………………….…………………. 
CHAPTER 1: INTRODUCTION…………………………………………………………….…….  
Background ……………………………………………………………………………….....… 
Problem Statement ……………………………………………………………………….….... 
Significance ………………………………………………………………………………....… 
Overview of Methodology …………………………………………………………..….…….. 
Reflexivity and Study Limits ………………………………………………………………..… 
Definition of Terms…………………………………………………………………….……..... 
CHAPTER 2: LITERATURE REVIEW…………………………….……………….………….… 
Theoretical Framework …………………………………………………………………..…… 
The Subject: Teachers ……………………………………………………………………..… 
The Object: Effective Differentiated Reading Instruction ………………………………….… 
Historical Background: Precedents to mCLASS Reading 3D and Istation ISIP-ER ………… 
The Tools: mCLASS Reading 3D and ISIP-ER…………………………………..………..… 
Summary …………………………………………………………………………………....... 
CHAPTER 3: METHODOLOGY AND METHODS ………………………..………………..….. 
Methodology: Case Study ………………………………………………………………..…… 






















   viii 
Participant Selection …………………………………………………………..…………….. 
Data Collection Methods ………………………………………………………….………… 
Data Analysis ………………………………………………………………………………... 
Researcher’s Role, Reciprocity, and Ethics …………………………………………………. 
Variations from Proposal …………………………………………………………………….. 
Reflexivity, Limits, and Contribution …………………………………………….…………. 
Conclusion …………………………………………………………………………………… 
CHAPTER 4: FINDINGS ………………………………………………………………............. 
The Role of the Curriculum Coach…………. ………………………………………………. 
Assessment Training…………………………………………………………….…………… 
Overarching Themes…………………………………………………………………………. 
CHAPTER 5: CONCLUSION ……………………………………………………………..…… 
Summary of Themes ………………………………………………………………………… 
Theoretical Implications……………………………………………………………………… 
Practical Implications …………………………………………………………….…..……… 
Study Limitations …………………………………………………………….……………… 
Future Research Directions ………………………………………………………….……… 
In Conclusion …………….…………………………………………………….…………… 
APPENDIX A: FOCUS GROUP PROTOCOL……………………………………………………   
APPENDIX B: INTERVIEW GUIDE………………………………………….…...……………. 
APPENDIX C: INITIAL CODES……………………………………………….………...………. 
































LIST OF TABLES 
 
Table 2.1. DIBELS subtests ……………………………….………………………….……   
Table 2.2. ISIP-ER subtests …………………………………………………………….….   
Table 3.1. Demographic data for participating schools (2017-2018) …………….………    
Table 3.2. Demographic data for participants ……………………………………………    
Table 3.3. Data collection timeline………………………………………………………… 
Table 3.4. Research questions and data collection methods and sources …….……….….    














   x 
 
LIST OF FIGURES 
Figure 2.1. Second generation Activity Theory ………………………………………...….   
Figure 2.2. CHAT in the current study…………………………………………………...…  
Figure 2.3. Image of Alphabetic Decoding subtest from ISIP-ER Technical Manual….…… 
Figure 3.1. Completed graphic organizer………………………………………………….. 
Figure 4.1. mCLASS Home Connect Letter ……………………………………………....   
Figure 4.2. Second page of a mCLASS Home Connect Letter ……………………….…... 
Figure 4.3. ISIP-ER Student Summary Report ……………………..………………….…. 
Figure 4.4. CHAT applied to Theme 1: Data is spoken here …………………………...…   
Figure 4.5. mCLASS TRC question stems ……………………………………...…………  
Figure 4.6. mCLASS question stems tied to curriculum objectives……………………..… 
Figure 4.7. Nonsense Word Fluency (NWF) practice worksheet ……………………….... 
Figure 4.8.  Guided practice sentences for sentence completion ..………………………… 
Figure 4.9. Continued practice with sentence completion …..………………………..….... 
Figure 4.10. CHAT applied to Theme 2: What is assessed, gets taught …………………… 
Figure 4.11. Spelling subtest from ISIP-ER ……………………..…………………………..  
Figure 4.12. CHAT applied to Theme 3: The assessment tool matters …..……………..… 
Figure 4.13. CHAT applied to Theme 4: Face Validity is in the eye of the beholder …..… 
Figure 4.14. CHAT applied to Theme 5: Please sir, may I have some more?.…………..… 
Figure 5.1. Theoretical assessment activity system ……………………………………..… 
Figure 5.2. The mCLASS assessment activity system………………………………….… 
Figure 5.3. The ISIP-ER assessment activity system………………………………….…..  
























   xi 
LIST OF ABBREVIATIONS 
 
BOY  Beginning of Year 
CAT  Computerized Adaptive Testing 
CBM  Curriculum Based Measurement 
CBM-R Curriculum Based Measurement-Reading (ORF) 
CHAT  Cultural Historical Activity Theory 
DAZE  DIBELS Maze task 
DIBELS Dynamic Indicators of Basic Early Literacy Skills 
DORF  DIBELS Oral Reading Fluency 
edTPA  Educative Teacher Performance Assessment (a preservice teacher evaluation tool) 
ELA  English Language Arts 
EVAAS Education Value Added Assessment System 
EOY  End of Year 
FSF  First Sound Fluency (a DIBELS subtest) 
IRI  Informal Reading Inventory 
ISIP-ER Istation Indicators of Progress-Early Reading 
LNF  Letter Naming Fluency (a DIBELS subtest) 
mCLASS mCLASS Reading 3D 
MOY  Middle of Year 
MTSS  Multi-Tiered Systems of Support 
NCDPI  North Carolina Department of Public Instruction 
NC EOG North Carolina End of Grade Test 
NWF  Nonsense Word Fluency (a DIBELS subtest) 
   xii 
ORF  Oral Reading Fluency 
PLC  Professional Learning Community 
PSF  Phoneme Segmentation Fluency (a DIBELS subtest) 
RtA  Read to Achieve 
RtI  Response to Intervention 
TRC  Text Reading and Comprehension (a mCLASS subtest) 






CHAPTER ONE:  INTRODUCTION 
On the last day of the 2018-2019 traditional calendar school year, North Carolina’s State 
Superintendent of Public Instruction, Mark Johnson, announced the adoption of a new early 
reading assessment, ISIP-ER1.  He described ISIP-ER as a “blended learning tool” which would 
“[minimize] instructional disruption” for the kindergarten through third grade students who 
would regularly be assessed with the instrument (Johnson, 2019, p. 1).  Concerns expressed by 
teachers, parents, and administrators soon made way for a legal battle over the procurement 
process, leading to judicial stays, emergency contracts, and a general sense of uncertainty about 
the fate of ISIP-ER in North Carolina.  
Legal wrangling aside, early reading assessments such as ISIP-ER play an important role 
in the day-to-day instruction of tens of thousands of kindergarten through third-grade students in 
North Carolina and across the United States.  Primarily designed as screening instruments 
intended to identify those students most in need of reading intervention, the implications of these 
assessments often stretch well beyond their original intent.  Data from these assessments are used 
as accountability measures for students and teachers alike, serving a role similar to the high-
stakes end-of-year assessments in the upper elementary grades.  At the school and classroom 
level, teachers are regularly expected to use reading assessment data in their instructional 
decision making.  Understanding the role these assessments play in classroom instruction 
                                               
1 ISIP-ER is used throughout this paper as the name of the actual assessment adopted by the state of 
North Carolina, Istation’s Indicators of Progress for Early Reading. Istation is the name of the company 
which owns ISIP-ER. I have used ISIP-ER to refer to the assessment and Istation to refer to the 
company. However, teachers tend to refer to ISIP-ER as Istation and I have left their usage intact. 
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provides insight into ways to enhance early literacy instruction for all students.  Based on a series 
of interviews with ten teachers, this study examines the ways early reading assessments impact 
classroom instruction in two schools within a single county in central North Carolina. 
Background 
North Carolina began requiring a state-wide early reading assessment in 2012 with the 
passage of HB 950, commonly referred to as Read to Achieve (RtA).  Designed to “ensure that 
every student read at or above grade level by the end of third grade,” as measured by the NC 
End-of-Grade (NC EOG) assessment (NC Excellent Public Schools Act, 2012, p. 38), the law 
included the following key provisions: statewide implementation of a kindergarten entry 
assessment and K-3 formative diagnostic reading assessments, the end of social promotion, and 
summer reading camps to support students at-risk of failing the NC EOGs.  Six years into the 
program, results have not been positive.  Third grade NC EOG English Language Arts (ELA) 
scores have dropped over five percentage points since the program began (Weiss, Stallings, & 
Porter, 2018).  Previously, NC EOG scores had never dropped more than a single percentage 
point from year to year outside of test re-norming years (North Carolina Department of Public 
Instruction [NCDPI], 2019).  Even more troubling, the percentage of students achieving a Level I 
(the lowest possible score) has grown over four percent since the inception of RtA (NCDPI, 
2019).  
Although RtA emphasized third grade reading instruction and assessment results, it did 
contain a major provision related to grades K-2.  That provision read as follows:  
§ 115C-83.1F. Facilitating early grade reading proficiency.  
(a) Kindergarten, first, second, and third grade students shall be assessed with valid, 
reliable, formative, and diagnostic reading assessments made available to local school 
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administrative units by the State Board of Education. (NC Excellent Public Schools Act, 
2012, p. 40) 
On the surface, a “valid, reliable, formative, and diagnostic reading assessment” sounds like a 
valuable tool for classroom teachers.  NCDPI (2018b) described this tool as one piece of data 
that will allow teachers to identify the factors causing a student’s reading difficulties.  However, 
the statute also identifies the need to select a measure which can become part of a teacher’s 
EVAAS score, North Carolina’s value-added measure (NC Excellent Public Schools Act, 2012).  
EVAAS scores are used as one data point in the teacher evaluation system.  According to 
Maddaus’s (1988) definition, any assessment which produces scores used as part of teacher 
evaluations can be considered a high-stakes test.  By this standard, RtA introduced high stakes 
testing to kindergarten through second grade classrooms in North Carolina. 
In response to this provision, NCDPI adopted mCLASS: Reading 3D [mCLASS] for use 
in all K-3 classrooms starting with the 2013-2014 school year.  mCLASS is composed of two 
subtests: DIBELS Next (Dynamic Indicators of Basic Early Literacy Skills, 7th Edition; Good et 
al., 2011) and TRC (Text Reading and Comprehension).  mCLASS is administered three times a 
year (beginning, middle, and end of year) in a one-on-one setting.  Scores are recorded 
electronically, minimizing the time teachers must spend scoring assessments.  Scores are 
reported for each subtest and are combined into a composite score identifying students as 
“Proficient”, “Below Benchmark”, or “Well-below Benchmark” (Amplify, 2019b).  Currently in 
use by over 1,200 districts and 6,000 schools, mCLASS claims to identify the skills students are 
still developing and provide teachers with targeted lesson plans to address those missing skills 
(Amplify, 2019a).  The state contract for mCLASS was renewed for the 2018-2019 school year, 
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with minor changes to the TRC: a new text set, new cut scores, and changes to the way 
comprehension was measured (Amplify, 2019b).   
As previously mentioned, the required early reading assessment changed to Istation’s 
Indicators of Early Progress (ISIP-ER) at the start of the 2019-2020 school year.  ISIP-ER 
provides universal screening and progress monitoring through a series of monthly computer-
based probes.  The assessment can be administered to an entire class at the same time, providing 
significant time savings when compared to assessments which require one-on-one administration 
(e.g. mCLASS).  Teachers are encouraged to monitor students as they complete the assessment 
battery, but all testing decisions, including which subtests a student completes, are made by 
computer algorithms (Mathes, Torgeson, & Herron, 2016).  Similar to mCLASS, ISIP-ER ranks 
students within three levels of performance: Tier 1 (at grade level), Tier 2 (below grade level and 
in need of intervention), or Tier 3 (significantly below grade level, requiring intensive 
intervention) (Mathes et al., 2016).  Computer generated reports detail areas of greatest need, 
suggest lesson plans for use with each student, and create potential instructional groupings. 
Controversy over the procurement process, the implementation timeline, and the use of 
technology to assess young students arose shortly after the announced adoption of ISIP-ER (Hui, 
2019).  In response to these concerns, one of the state’s largest districts delayed implementation 
of the assessment, instead choosing to use local funding to purchase mCLASS for the initial 
assessment period (D. Daughtry, personal communication, September 18, 2019).  Use of ISIP-
ER scores for school and teacher evaluation purposes was delayed for the entire state until the 
middle of the year (MOY) benchmark period (Hui, 2019).  An emergency contract issued by the 
State Superintendent of Instruction allowed districts to use ISIP-ER for the MOY benchmark 
despite legal stays surrounding the initial three-year contract (Hui, 2020).  On April 24, 2020, the 
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Department of Public Instruction announced the cancellation of the three-year ISIP-ER contract 
and the immediate commencement of a new procurement process for the 2020-2021 school year 
(NCDPI, 2020).   
Problem Statement 
 Teachers across North Carolina have been required to use early reading assessments as 
part of RtA since 2013.  Nationally, required universal screening rose to prominence with the 
Reading First provision of No Child Left Behind (NCLB, 2002) and continues to play a key role 
in Response to Intervention (RtI) and Multi-tiered Systems of Support (MTSS) (American 
Institutes for Research [AIR], n.d.).  Despite the widespread use of universal screeners, there has 
been limited research into the way teachers implement these assessments and use the resulting 
data.  In the case of North Carolina, an early evaluation of RtA found that 62% of kindergarten 
through third grade teachers responding to a survey reported changing their instructional 
practices because of RtA, and 72% reported spending increased time on reading interventions for 
struggling readers (ExcelinEd, 2017).  It is likely that at least some of these changes are in 
relation to the results from RtA’s mandated reading assessments.  Unfortunately, the evaluation 
report did not provide any insight into the type of instructional change that occurred or the 
specific levers which caused the change. 
DIBELS, part of the mCLASS battery, is one of the best-known and most-widely 
researched universal screeners.  Within the body of DIBELS research is a documented need for 
exploring the classroom implications of administering the screener (Goffreda & DiPerna, 2010; 
O’Keeffe, Bundock, Kladis, Yan, & Nelson, 2017; Pressley, Hilden, & Shankland, 2005; 
Roehrig, Petscher, Nettles, Hudson, & Torgeson, 2008; Tindal, 2013).  Concerns about the 
impact of DIBELS on classroom instruction include teaching to the test and undermining test 
   6 
validity (Goffreda & DiPerna, 2010) as well as the narrowing of the reading curriculum (Lee, 
2014).  Understanding how teachers use reading assessments provides insight into classroom 
reading instruction—insight which can be used to guide teacher preparation, enhance 
professional development, and influence future policy development.   
The overarching question guiding this study was: How do early reading assessments 
impact classroom instruction?  There are many ways to explore this broad question, but this 
study focused on the following questions in particular: 
1. How do teachers describe the relationship between reading assessments and their 
classroom instructional practices? 
2. How do teachers perceive the value of the data they get from mCLASS and ISIP-ER? 
Teachers’ instructional decision making is guided by multiple sources including their familiarity 
with a specific teaching practice, state and district mandates, and their interpretation of 
assessment data (Anderson, 2003).  Examining the role of each of these areas provides the 
opportunity to better understand the instructional choices teachers make in relation to the 
assessments. 
Significance 
The direct interaction of theory and practice often yields messy results.  In early reading 
assessments, assessments designed as reading screeners are often used by practitioners to guide 
instructional decisions well beyond determining whether a student needs intervention.  An 
assessment may meet all psychometric requirements for validity and reliability, but a lack of 
understanding about the constructs being measured by the assessment may cause the practitioner 
to soundly question the assessment’s validity.  Even the word “diagnostic” has different 
meanings for psychometricians and practitioners.  In the realm of educational psychology, 
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diagnostic accuracy refers to whether or not an assessment accurately determines the risk level of 
a student given their actual performance (Ochs, Keller-Margulis, Santi, & Jones, 2018).  Much of 
the RtI literature embraces an alternative definition of diagnostic. According to Wixson and 
Valencia (2011), diagnostic assessments are used to identify a student’s strengths and 
weaknesses in order to design appropriate instruction.  Often incorporating observation, 
practitioners look to diagnostic assessments to provide instructional guidance (Alderson, 2005). 
Thus, an assessment deemed “diagnostic” by educational researchers may fail to meet the 
diagnostic expectations of a practitioner.   
Further conflicts between theory and practice occur when assessments are used for 
purposes for which they were not designed.  Universal screening instruments are typically not 
designed to serve as diagnostic instruments (AIR, n.d.; Amendum, Conradi, & Pendleton, 2016), 
yet teachers often look to screeners to guide their instruction.  Similarly, in this era of 
accountability, it is common to see reading assessment data tied to both teacher evaluations and 
high stakes decisions on a student level such as determining eligibility for enrichment and/or 
remediation opportunities.  Knowledge that assessments provide a single data point is often 
overshadowed by time constraints and the lack of access to better assessment tools, fostering 
continued misuse of assessment data.  This disconnect between theory and practice requires 
professional development opportunities and preservice education designed to enhance teacher 
understanding of assessments and the model of reading underlying reading assessments.  A first 
step to creating this professional development is to understand how teachers currently use 
assessments in their classrooms. 
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Overview of Methodology 
This qualitative study used a case study methodology (Creswell, 2013; Stake, 2005) to 
examine how the mandated implementation of early reading assessments has impacted classroom 
practice at two elementary schools within a single county in North Carolina.  The state of North 
Carolina serves as the case for this study, with all elementary schools across the state operating 
under the same mandated assessment procedures.  To illustrate this case, I examined two schools 
within the same county in central North Carolina (A complete description of each of the schools 
can be found in Chapter 3).  Teachers from both schools participated in two focus groups.  
Following the focus groups, four teachers participated in follow up interviews.  These individual 
interviews provided participants with the opportunity to clarify and expand upon statements from 
the focus groups.  Additionally, brief interviews were conducted with administrators and/or 
literacy coaches from each school to develop a better understanding of the instructional context 
within each school.  Finally, artifacts related to classroom practices surrounding assessment were 
collected from each participant and analyzed.  Artifacts included lesson plans, instructional 
worksheets, and student work samples.   
The 2019-2020 school year was marked by assessment controversy.  The rapid transition 
from mCLASS to ISIP-ER combined with the continuing legal battle led to a sense of 
uncertainty among teachers.  Although the district involved in this study was one that moved 
forward with ISIP-ER from the very start of the school year, using local funds to purchase the 
assessment for fourth and fifth grade students to facilitate schoolwide data conversations, the 
teachers still expressed uncertainty about future use of ISIP-ER.  Conducting this study during 
the first year of implementation created a unique opportunity to examine how teachers adapt to a 
new assessment, providing insight for future adoptions. 
   9 
As a case study, there are questions about the generalizability of the study (Ruddin, 
2006).  However, case studies have a long history of “exploring the space between the world of 
theory and the experience of practice” (Breslin & Buchanan, 2008, p. 36), making case study a 
strong fit for examining the practical aspects of reading assessment.  More specifically, case 
study research provides the opportunity to examine the uniqueness of each case, understanding 
the phenomenon through the eyes of the participants (Stake, 1995).  My intention with this study 
is not to claim that the experiences portrayed are typical of every teacher, but rather to document 
the phenomenon of reading assessment within these contexts.  Through thick description I hope 
to provide the reader with the necessary knowledge to determine whether these findings may be 
applied to their particular context (Lincoln & Guba, 1985; Stake, 1995). 
This dissertation is organized as follows.  In Chapter 2, I outline Cultural Historical 
Activity Theory (CHAT) which serves as a theoretical model for the study and an organizational 
tool for the review of the literature surrounding early reading assessment, the use of universal 
screening, and the implications of teaching to the test.  In Chapter 3, I outline the methodology 
used in the study, including site and participant selection, data collection methods, and data 
analysis procedures.  In Chapter 4, I discuss the overarching themes developed in response to the 
two research questions within the context of Cultural Historical Activity Theory.  Finally, in 
Chapter 5, I present a summary of key findings, the implications, and areas for future research. 
Reflexivity and Study Limits 
I was a first-grade teacher in North Carolina the year mCLASS was rolled out statewide.  
As I sat through that initial mCLASS training, I had no idea of the myriad ways mCLASS would 
alter my teaching.  My training was provided by fellow teachers who were part of a train-the-
trainer model–teachers who had never actually administered or used the program themselves–
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and centered on the actual use of the program: the different subtests and how to administer each 
one on an iPad. 
Initial adverse reactions from my coworkers and myself centered around the written 
comprehension portion of the test (which was later removed).  There were definite adjustments 
involved in moving from paper and pencil assessments to using technology, but the overall 
volume of assessment did not seem to change much from previous assessments.  However, as a 
matter of context, I was working at a high-wealth school; one in which most students came from 
middle- and upper-class homes, and where the majority of students entered school with the social 
and cultural capital that enabled them to easily meet benchmark expectations.  This meant that I 
did not have to spend much time reassessing students who were not doing well; I could continue 
to spend my instructional time focused on teaching reading.  
Fast forward a year, and I was teaching third grade at a rural Title 1 school.  Expectations 
were different, and I soon found myself spending more time reassessing students to ensure that 
they were making progress than I spent actually teaching.  Once a quarter, the entire third grade 
team met with a resource teacher to create our progress monitoring calendars establishing when 
we would reassess students–mine had a total of only four or five days over the course of the 
quarter where I did not need to progress monitor anyone.  Many of my instructional activities 
were determined by mCLASS; practicing writing responses to mCLASS style comprehension 
questions had become a key element of my instruction.  In so many ways, mCLASS had come to 
dominate my reading instruction. 
I approach this study with all of the strong feelings and biases that these experiences 
entail.  I also come with the firm belief that policy makers, school administrators, politicians, and 
parents need to hear the voices of the teachers in order to fully understand the role reading 
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assessments play in classrooms.  It is easy to hide issues of implementation behind test scores; 
shedding light on the day-to-day implementation of this assessment is a story that deserves to be 
told.  Teachers are expected to administer these assessments (often in a one-on-one setting) 
following strict rules for implementation, even with our youngest learners.  Data from these 
assessments are used to inform multiple levels of instructional decision making, from 
determining reading groups and classroom interventions to identifying students for extra reading 
support or enrichment.  Beyond classroom decisions, data from these assessments are used in 
contexts for which they were not designed, such as inclusion in models for determining teacher 
effectiveness.  These factors combine to give early reading assessments a much larger role in the 
lives of teachers and students than might be assumed.  
Numerous studies have documented the importance of achieving reading proficiency 
early (Fiester, 2010; Hernandez, 2011; Lesnick, George, Smithgall, & Gwynne, 2000; Sparks, 
Patton, & Murdoch, 2014).  Early elementary teachers have been instructed to use tools such as 
ISIP-ER and mCLASS to improve their reading instruction, but there has been limited 
documentation of how teachers make use of these assessments.  It is my hope that the case study 
presented here can begin to address this gap and provide a better understanding of the ways these 
assessments are used in the classroom.  Every child deserves the best possible reading 
instruction; improving that instruction begins with understanding what is currently happening in 
classrooms, especially in the area of assessment where theory and practice collide.   
Definition of Terms 
Within the context of the study, the following terms were used: 
Diagnostic Assessment—As previously discussed, the term diagnostic assessment has 
different meanings within different areas of education.  As a study that is focused on 
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practitioners, diagnostic assessment will be used in the ways that teachers use it–to describe an 
assessment which provides information on the next steps for instruction for a student.  This is not 
to disregard the educational psychology definition, but rather to highlight the difference.  What 
remains unclear is the intention of legal statutes such as RtA which dictate the use of a diagnostic 
assessment, but fail to define what is meant by that term. 
Teaching to the test—Preparing students for high stakes assessments has become a 
mainstay of public education and the phrase teaching to the test is commonly used.  For the 
purposes of this study, teaching to the test was used to specifically refer to practices which can 
be defined as ethically questionable according to Welsh, Eastwood, and D’Agostino (2014).  
According to Welsh and colleagues, practices such as specifically teaching tested objectives, 
once viewed as an ethically questionable practice (Mehrins & Kaminski, 1989), are now viewed 
as an integral part of instruction.  However, practices such as decontextualized practice on test-
like formats as well as practice on the actual test are still defined as unethical test preparation 
activities.  Instruction on tested objectives using a test-like format may be considered unethical, 
depending upon the context and the frequency.  
Validity—from the psychometrician’s point of view, validity refers to the likelihood that 
the interpretation and use of test scores will be accurate (Bonner, 2013). Messick (1981) 
proposed the unified concept of test validity, defining test validity as encompassing both the 
“adequacy and the appropriateness of both inferences and actions derived from test scores” (p. 
9).  However, it is unlikely that many practicing elementary teachers are familiar with this 
definition of validity or the specific psychometric qualities such a label entails.  Instead, teachers 
work from a more practical definition reflected in the concept of face validity.  Face validity 
refers to the appearance of validity, or the belief that an assessment accurately measures a 
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construct (Nevo, 1985).  The face validity of an assessment greatly impacts how a teacher 
interprets the resulting data.  For the purposes of this study, any references to assessment validity 
made by teachers refer to face validity. 
 
  






CHAPTER 2: THEORETICAL FRAMEWORK AND LITERATURE REVIEW 
 The following section provides an overview of the theoretical framework that guides this 
study: Cultural Historical Activity Theory.  Then, using Cultural Historical Activity Theory as an 
organizing framework, I will discuss the subject of this paper (teachers), specifically focusing on 
their training surrounding assessment, their historical use of data to inform instruction, and the 
literature surrounding teaching to the test.  Next, I will briefly describe the object, which is 
effective differentiated reading instruction.  Then I will outline a few of the historical precedents 
surrounding early reading assessments, Curriculum Based Measurement (CBM), universal 
screening, and progress monitoring, before moving into a discussion of the primary tools being 
used to guide teachers in designing their reading instruction—mCLASS and ISIP-ER.  The final 
section begins with a discussion of each assessment as a whole before taking a closer look at the 
subtests.   
Theoretical Framework 
This study is informed by Cultural Historical Activity Theory (CHAT).  CHAT has 
become popular as a way to examine teaching and learning within a social, cultural, and personal 
context (Fleer, 2016).  In this study it will be used to highlight how teachers are positioned 
culturally and historically when using early literacy assessments such as mCLASS and ISIP-ER 
in the current era of accountability. 
Cultural Historical Activity Theory provides a framework to examine how humans 
intentionally transform reality, and themselves, within a social, cultural, and historical context 
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(Roth, Radford, & LaCroix, 2012).  Considered a metatheory rather than a single set of 
propositions, CHAT is interpreted and used in a variety of ways (Roth & Lee, 2007).  One key 
element of CHAT is the unit as the smallest element of a larger system, which reflects all of the 
characteristics of the whole (Fleer, 2016).  The unit can never be studied outside of its context 
(social, cultural, and historical) as it lacks meaning in isolation. 
Vygotsky introduced the concept of the mediated triangle (subject, object, and 
tools/artifacts) (Engeström, 2001).  Often referred to as first generation activity theory, Vygotsky 
based his work on Marx’s political theory about collective exchanges and material production to 
examine an object and its environment as a single unit (Roth & Lee, 2007; Yamagata-Lynch, 
2010).  This was in direct contrast to current psychological theory, which separated the organism 
from its environment for analysis (Yamagata-Lynch, 2010).  In his theory of mediated action, 
Vygotsky assumed that the relationship among tools, artifacts, and subjects was not static, rather 
this relationship changed over time (Vygotsky, 1987).  Two types of mediating objects were used 
in this relationship: tools and signs (Engeström, 1987/2015). 
Luria and Leont’ev, Vygotsky’s students, are credited with taking Vygotsky’s initial 
work and building it into second generation activity theory (Roth & Lee, 2007).  Second 
generation activity theory incorporated the social, cultural, and historical influences to describe 
how human learning occurs (Roth & Lee, 2007).  Leont’ev (1978) added the concept of activity 
and the object of the activity, emphasizing that the activity cannot exist without its object.  He 
defined the object of the activity as its true motive (Engeström, 1987/2015).  When one first 
engages in an action, thought is directed toward the motive.  With repeated actions, attention is 
directed toward the action itself rather than the motive.  It is at this point that the action becomes 
an activity (Engeström, 1987/2015).  Leont’ev’s activity theory had three main elements: the 
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principle of object-orientedness, by which all human activities are directed towards their objects; 
the hierarchical structure of activities (operations build to actions, actions build to activities); and 
the principle of mediation, between all human interactions with the natural world (Kaptelinin & 
Nardi, 2012).  
Engeström expanded upon Leont’ev’s work to create the familiar triangular heuristic 
depicted in Figure 2.1, depicting the relationship between subject, object, tool, community, 
division of labor, means of production, and rules (Roth & Lee, 2007).  He specifically added the 
ideas of community, rules, and outcomes, and focused on collective activity rather than the 
activities of individuals (Kaptelinin & Nardi, 2012).  Within this model, activity is evolving and 
changing, reflecting what it once was (historical) as well as its current context (Roth et al., 2012).  
There are multiple contradictions and tensions within each of the triangles; these tensions lead to 
the further development of the activity system (Fleer, 2016).   
For the purposes of this study, the elements of CHAT are reflected in Figure 2.2.  They 
are defined as follows: 
● subjects refer to the kindergarten through third grade teachers using mCLASS and 
ISIP-ER, 
● the object is to provide all students with effective differentiated reading 
instruction, 
● tools refer to mCLASS, ISIP-ER, and any other reading assessments teachers use 
to guide instruction, 
● the community refers to others in the school who hold the same goal (object): 
teachers on the grade level team, resource teachers (reading teachers, instructional 
facilitators, reading coaches), the MTSS team, and school administrators, 
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● rules include the reading curriculum as well as the school, district, and state-level 
policies surrounding assessment administration, progress monitoring, and 
classroom reading instruction, 
● division of labor refers to the school-specific determinations of who is responsible 
for assessing the students, who determines intervention plans, and who 
implements interventions for individual students, and 
● outcome refers to the end goal, increased reading achievement for all students. 
 
Figure 2.1. Second generation Activity Theory. The original mediated relationship (subject, 
object, tool) is expanded to include rules, community, and division of labor. Adapted from 
Engeström, (1987/2015) 
 
CHAT provides a way to view reading assessment use as a mediated tool to improve 
reading achievement in students.  It allows me to examine teacher perceptions about the use of 
reading assessments within the context of the explicit and implicit rules for their use.  
Experiences with mCLASS and ISIP-ER are likely to vary across school contexts and grade 
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levels.  CHAT provides a way to view the teacher within her individual classroom while also 
recognizing that she functions within a team and a school.  CHAT also provides a historical lens, 
positioning K-3 classroom teachers within the greater context of the accountability movement 
and the evolution of teaching practices over time. 
 
Figure 2.2. CHAT in the current study. Adapted from Engeström (1987/2015). 
The Subject: Teachers 
Teachers are the subject of our activity system.  The following section addresses three 
key ways in which teachers have historically interacted with assessments.  The first section 
describes the types of training and knowledge teachers have about assessment.  The next section 
highlights studies which examined how teachers make use of data within their classrooms and 
the final section examines evidence for teachers “teaching to the test”. 
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Teacher Knowledge and Training About Assessment 
  It is widely acknowledged that there is a lack of emphasis on assessment in teacher 
preparation programs (Andrade, 2013; Afflerbach, 2010; Campbell, 2013; Konstantopoulos, 
Miller, & van der Ploeg, 2013; Popham, 2009; Tienken & Wilson, 2001).  According to Tienken 
and Wilson (2001), 35 states do not require preservice teachers to take a course or demonstrate 
proficient knowledge about assessment.  However, the emphasis on assessment in the edTPA, a 
performance assessment for preservice teachers which is currently used in 849 teacher 
preparation programs across 41 states, may be one of the first signs of a change in the way 
teachers are prepared to use assessment in their instructional planning (edTPA, n.d.).  Given the 
current era of accountability, it is likely that each teacher will have his or her performance 
judged in some way by standardized assessments, making a working knowledge of measurement 
properties essential (Popham, 2009).  It may be even more important that teachers develop a full 
understanding of classroom assessments in order to identify student learning needs, provide 
feedback, and adjust instruction (Stiggins, 2002). 
Popham (2009) argued that if teachers were knowledgeable about psychometric 
properties such as measurement error they could then fully understand what the high-stakes tests 
do and do not measure—and determine whether the tests are sufficient to judge instructional 
quality.  The disconnect between teachers and the tests being used to evaluate their effectiveness 
disempowers teachers and prevents them from being able to advocate for their students, schools, 
and selves.  This disconnect may appear as a gap in understanding what the standards mean and 
how they should be measured (Schneider, Egan, & Julian, 2013), how to use results in the 
classroom (Campbell, 2013), or how to use the known content of the test to effectively tailor 
instruction rather than teaching generic test taking skills (Tienken & Wilson, 2001).   
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Developing competence with classroom assessment is another key element of assessment 
competence for teachers.  Andrade (2013) identified key elements of classroom assessment in 
which teachers must develop expertise: developing and understanding learning progressions, 
providing feedback to students about their progress on learning progressions, and using results 
from classroom assessment to identify student learning needs and alter instruction.  Lack of 
knowledge and skill in classroom assessment can lead to providing students with ineffective 
instruction, misinforming parents about student progress, and students developing a faulty 
understanding of their own skills and abilities (Stiggins, 2002).  This knowledge cannot be 
developed through coursework alone; it may require continuing professional development and 
years of practice (Schneider et al., 2013).   
 The increased use of reading assessment inherent in Response to Intervention (RtI) and 
Multi-Tiered Systems of Support (MTSS) adds to the demands on teachers’ assessment 
knowledge.  Begeny, Krouse, Brown, and Mann (2011) found that teachers tended to incorrectly 
classify readers’ proficiency levels, although they were somewhat more effective at identifying 
high performing readers over average and low-performing readers.  Developing strong teacher 
judgment about student performance can be a key element of minimizing the effects of false 
positives and false negatives created by measurement error (Begeny et al., 2011).  Knowledge of 
assessment combined with knowledge about individual students and varied instructional 
strategies may combine to ensure effective instruction for all students. 
 A recent survey of North Carolina teachers revealed that almost 80% of the over 800 
respondents felt that they were adequately prepared to use educational data (Sorrells, 2019).  Just 
over 75% of respondents felt that their district and school provided sufficient support for data 
use.  There was a mixed response to questions referring to professional development about data 
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use, with approximately half of respondent agreeing that the school and district provided enough 
professional development about using and accessing data.  Similarly, teacher viewed their school 
administrators as providing strong models of data use although principals did not effectively 
protect enough time for data use.  Survey respondents were K-12 teachers and data were defined 
as all educational data including student grades, course histories, and attendance data.   
Teacher Use of Data in Instruction 
Historically, studies have documented the challenges involved in getting classroom 
teachers to effectively use data in instructional decision making (Fuchs, Fuchs, Hamlett, Phillips, 
& Bentz, 1994).  Al-Otaiba and colleagues (2011) found that when kindergarten teachers were 
provided with a computer program that identified the type and amount of reading instruction 
required for optimal student growth, ongoing professional development, and biweekly coaching 
support in the classroom, they achieved higher rates of reading growth in their students than 
teachers in a control setting who did not receive those supports.  These positive effects were 
apparent even though teachers were using the computer program with only moderate fidelity and 
using data to make groups but not offering students the recommended amount of instruction.   
  School personnel can effectively promote (or inhibit) teacher data use.  Young (2006) 
found that the grade level team impacts how teachers make use of data.  Working with a reading 
coach has also been shown to help teachers effectively use data to design instruction.  A study 
involving ten K-1 teachers identified the reading coach as the essential link between assessments 
and using data effectively (Roehrig, Duggar, Moats, Glover & Mincey, 2008).  Key constraints 
to using data in this study included limited time and issues with classroom management.  
Administrators who model data collection and use can also influence how teachers use data in 
the classroom (Young, 2006).  
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 Several recent studies examined how teachers implement and use progress monitoring 
data (Baker, 2016; Förster, Kawohl, & Souvignier, 2018).  Baker (2016) looked at progress 
monitoring fidelity across 51 K-3 classrooms in one district in North Carolina.  She classified 
teachers as compliant, almost compliant, or non-compliant with the state mandated progress 
monitoring schedule.  Compliant teachers grew their students more reading levels overall; 
however, results were inconsistent across grade levels and categories.  For example, third grade 
non-compliant teachers had greater growth than almost compliant third grade teachers.  Over half 
of the participating teachers increased the amount of progress monitoring they used from one 
year to the next; 76% of those teachers saw a negative impact on their students with significantly 
lower rates of growth.  Förster and colleagues (2018) implemented a randomized control trial 
with 28 third grade classrooms in Germany.  Treatment classrooms assessed student progress 
every three weeks and differentiated instruction according to the data.  Students in the treatment 
group showed higher rates of growth in reading fluency but there was no significant effect in 
comprehension.  The study found that teachers still struggled with effectively differentiating 
instruction to match student needs, even with the differentiated learning materials provided by 
the researchers.   
 In a 2018 survey of NC teachers, respondents stated that they commonly used data to 
reflect upon and improve their teaching (78%), communicate with parents (74%), and collaborate 
with other teachers to support student learning (72%) (Sorrells, 2019).  In the comment section, 
one teacher wrote that she found data to be especially useful for planning small group 
instruction.  More than half of the respondents indicated that they usually or always used data to 
identify struggling students and design instructional activities to meet students’ unique needs.  
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Although these perceptions appear to be at odds with the data use presented by other researchers, 
it is important to note that it is self-reported survey data. 
Teaching to the Test 
 Throughout history, it has become abundantly clear that the way we assess learning 
impacts the way we teach (Popham, 2009; Wehlburg, 2013).  In some cases, this can benefit 
students, as instructional practices are better aligned with external assessments, engaging 
students in the content rather than random activities.  However, it can also have a negative effect, 
as curriculum is narrowed (Au, 2007; Linn, 2000; Teale, 2008/2009; Valencia, 2007), larger 
processes such as reading become defined as a series of subskills (DeLain, 1995; Edelsky, 2006; 
Teale 2008/2009; Valencia, 2007), and the creativity and power of teachers is constrained 
(Apple, 2001).   
The body of research on teaching to the test largely focuses on the end of year high-
stakes assessments common in third grade and above, although one study (Pedulla et al., 2003) 
did include second graders who also took a high-stakes test.  I was unable to locate any studies 
that explicitly explored classroom practices related to testing in the early grades, including 
regular reading screenings such as mCLASS and ISIP-ER.  Miesels (1989) was one of the first to 
broaden definitions of high stakes tests to include readiness tests as well as any tests used to 
make important decisions such as retention or eligibility for special services.  Anecdotal 
evidence of early grade teaching to the test does appear in the literature, whether in response to 
assessments administered in the current grade level (Dyson, 2013; Goodman, 2006), or as part of 
a “trickle-down effect” from future high-stakes testing (Miesels, 1989).  As Pearson (2006) 
stated, “other things being equal, people will teach to tests—even if in their heart of hearts, they 
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know they should not.  Further...the higher the stakes (consequences), the greater the likelihood 
that people will teach to a test” (p. xviii). 
In the upper grades, time spent on test preparation was a major focus of studies 
surrounding high-stakes tests (Abrams, Pedulla, & Maddaus, 2003; Davis, Bippert, & Villareal, 
2015; Dooley & Assaf, 2009; Hoffman, Assaf, & Paris, 2001; Jones et al., 1999; Kesler, 2013).  
While some teachers reported spending as little as 15 minutes a week on test preparation (Dooley 
& Assaf, 2009), others spent up to the equivalent of 30 days of instruction preparing students for 
tests (Kesler, 2013).  In a survey of North Carolina teachers, Jones and colleagues (1999) found 
that 80% of teachers reported spending at least 20% of their instructional time in test preparation 
activities, with 28% of teachers reporting that their students spent 60% or more of their time 
preparing for the EOGs.  As Pressley (2006) stated: “Every minute spent testing is a minute not 
spent instructing, and every minute spent preparing for testing (and there are many, many of 
those across this land) is a minute not spent instructing something else” (p. 19).  The amount of 
classroom time is constrained, requiring teachers to allocate time efficiently and effectively. 
Other studies explored how teachers change their instruction according to the context, 
either by comparing instruction by the same teacher with different students (Valli & Chambliss, 
2007) or by comparing teachers in different districts (Dooley & Assaf, 2009).  Some teachers 
expressed the belief that high stakes tests had made them improve their instruction (Mathison & 
Freeman, 2003), while others expressed concern that their teaching had changed for the worse 
(Abrams et al., 2003; Barksdale-Ladd & Thomas, 2000; Dooley & Assaf, 2009).  Teachers 
reported changing the types of texts being used in the classroom, often using test preparation 
materials (Davis & Wilson, 2015) or teaching test taking as a genre study (Hornof, 2008).  
Despite the pressures of testing, some teachers admitted still engaging in favorite practices not 
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designed to impact test scores (Mathison & Freeman, 2003).  Related to the perceived changes in 
instruction was a concern that test preparation altered student-teacher relationships and decreased 
joy in classrooms (Popham, 2004; Valli & Chambliss, 2007).   
The Object: Effective Differentiated Reading Instruction 
 Most early elementary teachers would agree that one of their top goals is to have all 
students leave their classrooms as confident and successful readers.  Teachers would also agree 
that one key step to attaining this goal is to provide each student with differentiated instruction 
targeted to meet each students’ needs.  Disagreement occurs when trying to determine exactly 
which instructional activities will allow all students to become readers.  Since covering the scope 
of possible approaches to reading instruction lies outside the realm of this study, I have chosen to 
define effective reading instruction largely through the eyes of the policy makers who passed 
RtA and provided teachers with mCLASS and ISIP-ER to guide their instruction.  From this 
view, effective instruction is measured by passing scores on high-stakes standardized 
assessments.  In the case of RtA, this would be a passing score on the third grade NC EOG.  
Teachers and others argue that standardized tests necessarily limit the definition of successful 
reading (Edelsky, 2006; Johnston, 2003; Tierney, 1998), but test scores are the gold standard for 
policy makers during the era of accountability (Weiss, 2012).  The NC EOG is a multiple-choice 
reading test which consists of a series of reading passages followed by questions about the text.  
The passages vary in genre (fiction, informational, poetry) and length (one page to three pages).  
The test itself is currently designed to be completed in three hours, although students may 
request extra time if needed, and can be completed either with paper and pencil or online 
(NCDPI, 2017).  Questions are based on the grade specific standards in the NC Standard Course 
of Study (NCDPI, 2017). 
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National Reading Panel Report 
 In the wake of an upsurge in concern about American children’s inability to read, the US 
Congress commissioned the National Reading Panel in 1997 to assess the research literature and 
determine the best way to teach children to read (National Reading Panel & National Institute of 
Child Health and Development, 2000).  Using the National Research Council (1998) report, 
Preventing Reading Difficulties in Young Children, as well as concerns expressed at regional 
meetings, the panel determined the list of topics their report would address.  The resulting report 
established the “Five Pillars” of reading instruction: phonemic awareness, phonics, fluency, 
vocabulary, and comprehension.  Other areas of consideration included teacher education and 
computer technology in reading instruction.  The results of this report have effectively become 
the US Department of Education’s official definition of how to teach children to read, despite the 
fact that the authors admittedly did not address many issues, including teaching reading to 
English language learners (Shanahan, 2003).  In fact, the authors clearly state, “The Panel’s 
silence on other topics should not be interpreted as indicating that other topics have no 
importance or that improvement in those areas would not lead to greater reading achievement” 
(NRP & NICHD, 2000, p. 1-3).   
Critiques of the report were fast and furious.  Concerns included the definition of 
“scientific” research, which required the use of experimental or quasi-experimental control 
groups (Cunningham, 2001; Pressley, 2002), misinterpretation of existing studies (Krashen, 
2001), contradictions between the widely disseminated Summary and the Reports from the 
subgroups (Garan, 2001), and lack of “real reading instruction occurring in real schools” 
(Pressley, 2002, p. 174).  As a member of the panel, Shanahan (2003) acknowledged that while 
there were issues with the summary providing inaccurate perceptions of the actual findings, 
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much of the controversy is due to the reports’ findings being misconstrued and misinterpreted. 
Pressley (2002) supported many of the claims made by the NRP, but considered those claims 
previously well-established and decried the lack of innovative research included in the report. 
Other Studies of Effective Reading Instruction 
 Surrounding the release of the NRP report, several researchers released articles 
describing effective reading instruction.  Taylor, Pearson, Clark, & Walpole (2000) examined 
effective literacy teaching in grades K-3 in 14 schools across the United States.  They found that 
parent communication, systematic assessment, and building-wide collaboration were hallmarks 
of effective schools.  Effective teachers provided students with small-group instruction and time 
to read independently, communicated with parents, and had strong classroom management skills.  
Specific instructional activities of effective teachers included systematic phonics instruction, 
higher level questioning, and writing in response to reading.  Allington (2002) identified the six 
T’s of exemplary reading instruction: time, texts, teaching, talk, testing, and tasks.  He 
highlighted the importance of the teacher, time spent engaged in meaningful literacy tasks, and 
texts matched to the interests of individual readers.  While Taylor and colleagues (2000) 
generally confirmed many of the NRP’s claims, it is interesting to note that both of these studies 
cited the importance of providing students with time to read engaging whole texts--in direct 
contrast to the NRP. 
 Recently, popular media reports such as Emily Hanford’s Hard Words (2018) have 
brought reading instruction back into the spotlight.  According Hanford (a journalist) and other 
proponents of the “science of reading”, current research exists which would ensure that all 
children learn how to read if only teachers would use that research in their instruction.  Centered 
on the way teachers have been misled by teacher preparation programs into ignoring current 
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science of reading under the guise of “balanced literacy”, this discussion promotes the use of 
structured systematic phonics instruction and decodable texts, among other elements.  Reflecting 
this increased emphasis on the science of reading is the most recent report from the National 
Center for Teacher Quality (NCTQ, 2020) which found that for the first time, over half of 
teacher preparation programs were sufficiently addressing at least four of the five key pillars of 
reading.   
Historical Background: Precedents to mCLASS Reading 3D and Istation ISIP-ER 
 In order to understand how teachers perceive mCLASS and ISIP-ER, it is important to 
also understand the assessment traditions which spawned these assessments.  The following 
section describes three historical precedents that play key roles in both assessments: Curriculum 
Based Measurement (CBM), universal screening, and progress monitoring.  The section 
concludes with an examination of Running Records, a key precursor to mCLASS, and a 
description of computerized adaptive testing (CAT) and maze tasks, which are both key elements 
of ISIP-ER.  The section concludes with a description of the evolution of state-mandated reading 
assessments in North Carolina. 
Curriculum Based Measurement  
Curriculum Based Measurement (CBM) was originally developed to help elementary 
school teachers assess their instruction and help students who were struggling in reading, 
writing, and math (Deno, 2003).  Designed to integrate traditional measurement requirements 
with common classroom practices, CBM samples from a wide range of skills (Fuchs & Fuchs, 
1997).  Brief repeated probes were drawn from the curriculum materials being used in the 
classroom to create a formative assessment used to observe change over time (Deno, 2003; 
Thurman & McGrath, 2008).  Students were timed as they completed each task to measure 
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automaticity as well as accuracy, using local norms to compare students to their peers (Deno, 
2003; Farrall, 2012).  The use of local norms and classroom materials were thought to provide 
CBM with high content validity (Cummings, Park, & Bauer-Schaper, 2013).  CBM has become a 
mainstay in special education, the RtI literature, and is the most commonly used form of progress 
monitoring (Tindal, 2013).  Teachers who use CBMs tend to alter their instruction more often 
and more effectively, creating groups with greater similarities in instructional need, than teachers 
who do not (Ardoin, Christ, Morena, Cormier, & Klingbeil, 2013; Cummings et al., 2013; Deno, 
2003).  
Despite more than thirty years of research surrounding the reliability and validity of  
CBM for screening and benchmarking, there is limited support for the use of CBM as a progress 
monitoring tool (Ardoin et al., 2013).  More research is needed to determine whether changes in 
results are due to an absolute change in skill level or are purely a matter of random variation 
(Ardoin et al., 2013).  While CBM results may indicate who is learning and who is not, the 
assessment does not provide teachers with diagnostic information that would allow them to 
determine how instruction should be altered (Farrall, 2012).  Deno (2003) warned that while 
CBM results were highly effective for individualized students in special education, it is quite 
likely that those results will be diluted when attempted in larger settings (Deno, 2003). 
Oral Reading Fluency.  Oral Reading Fluency (ORF) is not only the most commonly 
used form of reading CBM, it is also one of the most widely used educational assessments today 
(Cummings et al., 2013).  ORF requires students to read a passage for one minute; the score is 
determined as words correctly read per minute.  At the surface, ORF appears to be a simple 
fluency measure; however, ORF scores correlate highly with other reading comprehension 
measures (Atkins & Cummings, 2011; Baker & Good, 1995; Buck & Torgeson, 2018).  This 
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tight coupling between fluency and comprehension, combined with the relative ease of assessing 
fluency over assessing comprehension, makes ORF an attractive alternative for measuring 
reading comprehension (Francis et al., 2008).  
The emphasis on fluency, or timed reading, is based on the work of LaBerge and Samuels 
(1974) who proposed that automaticity with lower level skills (such as letter and word 
recognition) freed up cognitive space for a focus on comprehension (Schilling, Carlisle, Scott & 
Zeng, 2007).  According to the theory of automatic information processing, beginning readers 
alternate attention between decoding and developing understanding (comprehension), which can 
be a slow laborious process (Samuels, 2006).  As a reader develops automaticity with the lower 
level skills involved in decoding, the reader is able to integrate these skills in a way that makes 
them appear indistinguishable and making the reading fluent (LaBerge & Samuels, 1974).  It is 
not sufficient for a reader to just accurately identify sounds or words; the reader must be able to 
perform the skill with automaticity, or seemingly without thought, freeing up cognitive space to 
focus on higher level skills.  Samuels (2006) later critiqued the model’s lack of attention to the 
role of prior knowledge in the reading process, noting that there are students who can read 
smoothly but lack comprehension.  This led him to differentiate between automatic decoding 
(accuracy, speed, and prosody/oral expression) and reading fluency (decoding and 
comprehension) (Samuels, 2006). 
Walczyk and Griffith-Ross (2005) argued that there are in fact two pathways to achieving 
reading comprehension–fluent reading, and non-fluent reading combined with high motivation 
and strong compensatory skills.  Compensatory skills include all of the things that readers do 
when reading is not making sense, including slowing reading pace, rereading, pausing, and 
sounding words out.  In a study of third, fifth, and seventh graders, Walczyk and Griffith-Ross 
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(2005) found that comprehension was stronger for untimed readings than it was for timed 
readings.  Although they found a strong correlation between fluency and comprehension during 
timed readings, the correlation was much weaker for third and fifth graders, and completely 
reversed for seventh graders during untimed readings.  One possible implication of this study is 
that readers who are focused on reading words quickly may neglect to focus on meaning.  
ORF and diverse students.  ORF scores are often proposed as an alternative to other 
biased test measures for students from linguistically (Baker & Good, 1995; Deno, 2003) and 
culturally diverse backgrounds (Buck & Torgeson, 2018; Fore, Burke, & Martin, 2006; Hintze, 
Callahan, Matthews, Williams, & Tobin, 2002; Kranzler, Miller, & Jordan, 1999).  Baker and 
Good (1995) found that ORF produced slightly more reliable scores for bilingual students 
(English learners) than for monolingual students (native English speakers) in second grade.  
Deno (2003) also supported the use of ORF with English learners from other phonetically based 
languages.   
Studies involving the use of ORF with African American students have had mixed 
results.  Buck and Torgeson (2018) found that correlations between ORF and the FCAT-SSS 
(Florida’s standardized reading test) were roughly similar across White, African American, and 
Hispanic third grade students.  However, achieving the benchmark 110 correct words per minute 
(cwpm) on the ORF was more predictive of success for White students than African American 
and Hispanic students.  Similarly, performing well below benchmark (<80 cwpm) was more 
predictive of FCAT-SSS failure for African American and Hispanic students than for White 
students.  The authors attributed these differences to the increased likelihood of weaker 
vocabulary and other comprehension-related skills for African American and Hispanic students.  
Kranzler et al. (1999) found that while ORF was a reliable predictor of reading comprehension at 
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second and third grades, it significantly overestimated the performance of African American 
fourth and fifth grade students and significantly underestimated the performance of White fourth 
and fifth grade students.  These impacts were greatest for students performing around the cut 
scores, causing the authors to suggest revising cut scores to better match student performance.  In 
contrast, Hintze and colleagues (2002) found that the correlation between ORF and reading 
comprehension measures was much stronger for African American students than their White 
counterparts. 
Despite its widespread use, there are multiple concerns about ORF.  Variation in passage 
difficulty across repeated administrations may cause inconsistency in scores (Cummings et al., 
2013).  There is a lack of consensus surrounding cut scores, or what level of fluency is deemed 
adequate to ensure comprehension at different grade levels (Rathvon, 2004).  Finally, it remains 
to be determined whether the tool can be used to adequately progress monitor students given the 
variability across results (Ardoin et al., 2013; O’Keeffe et al., 2017). 
CBM for non-readers.  ORF is not appropriate for most students before the middle of 
first grade due to their emerging abilities to read connected text (Rathvon, 2004).  However, 
precursor skills, such as phonological awareness, can be assessed in relation to their ability to 
predict future oral reading proficiency (Deno, 2003).  Subskills such as letter names, letter 
sounds, and phoneme segmentation can be assessed in a manner fitting with traditional CBMs—
in multiple parallel forms, brief measures, requiring minimal training for test administrators, and 
reflecting important general outcomes (Tindal, 2013).  However, there are some concerns about 
the relevance of the individual skills over time.  Many of the tasks designed for non-readers 
assess constrained skills which may have a limited relation to later reading abilities (Paris, 2005).  
For example, although the ability to orally segment phonemes is an important beginning skill, the 
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task becomes significantly more difficult as readers develop stronger spelling knowledge.  
Determining cut scores and appropriate timing for these subskills adds a layer of complexity to 
these early literacy measures. 
Universal Screeners 
Response to Intervention (RtI) is an approach designed to improve identification and 
intervention for all students (Sugai & Horner, 2009).  The tenets of RtI dictate gathering and 
using data to make instructional and intervention decisions (Balu et al., 2015).  The rise of RtI in 
schools led to an unprecedented demand for instruments to identify students in need of early 
reading intervention, commonly referred to as universal screening measures.  Universal screeners 
are brief assessments administered to all students in a grade level to determine which students 
are at greatest need for reading intervention (VanDerHeyden, Burns, & Bonifay, 2018).  As such, 
it is essential that assessments used as early screeners provide sufficient sensitivity and 
specificity to ensure that appropriate students are identified for early intervention (Glover & 
Albers, 2005).  Evidence for the effectiveness of universal screeners commonly comes in the 
form of correlations between screening results and more comprehensive assessments measuring 
the same construct (Klingbeil, McComas, Burns, & Helman, 2015).  These tools must measure 
the desired skills, meet technical requirements, and be easy to use as well as meet the needs of all 
stakeholders, including school administrators, teachers, and parents (Glover & Albers, 2005).  
There is some evidence that the use of multiple screeners provides greater diagnostic 
accuracy (accurately determining the risk level of each student) over single measures (Klingbeil 
et al., 2015) but also may lead to greater decision-making error (VanDerHeyden et al., 2018).  
Incorrectly identifying students as requiring intervention can lead to the loss of instructional 
opportunity, unnecessary stress over academic performance on the part of the student and their 
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family, and decreased opportunity for the students who would benefit most from intervention 
(VanDerHeyden et al., 2018).  VanDerHeyden (2013) suggested that screening is most effective 
for students closest to the cut scores for whom teachers are most unsure about the need for 
intervention.  
Unfortunately, many common universal screeners do not provide teachers with a clear 
path to instruction, suffering from a disconnect between diagnosis and intervention planning 
(Glover & Albers, 2005).  The use of longer more comprehensive screeners may be needed to 
provide teachers with diagnostic information to guide instructional planning (Thomas & January, 
2019).  With longer screeners, time begins to become a greater concern, as any time spent 
assessing takes time away from instruction (Castro-Villarreal, Rodriguez, & Moore, 2014; 
Graney, Martinez, Missall, & Aricak, 2010). 
Progress Monitoring 
 PL 94-142 required an Individualized Education Program (IEP) for every student 
enrolled in special education, which includes ongoing monitoring of a student’s progress towards 
their goals.  Researchers promoted the use of CBM progress monitoring measures as a way to 
confirm teachers’ clinical judgments (Fuchs & Fuchs, 1984).  Progress monitoring involves the 
repeated administration of alternate forms of a measure in order to determine the effectiveness of 
the intervention.  Fuchs, Deno, and Mirkin (1984) found that the use of repeated measures in 
progress monitoring led to increased student achievement as well as changes in teacher practice 
and knowledge about students.  Originally established as a common practice in special education 
classrooms, progress monitoring spread to regular education classrooms with the adoption of RtI 
and MTSS (Sugai & Horner, 2009).  
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 Progress monitoring measures must be easily administered by a classroom teacher or 
other professional in regular time intervals and be free from practice and form effects (Francis et 
al., 2008).  They also must meet certain measurement requirements: they must validly and 
reliably measure student performance, be sensitive to progress over time, and predict end-of-year 
outcomes (Francis et al., 2008).  Progress monitoring probes tend to be more sensitive to student 
progress than performance-based tests (Farrall, 2012).  It is essential that progress monitoring 
measures reflect classroom instruction (Farrall, 2012; Van Norman, Maki, Burns, McComas, & 
Helman, 2018).  For example, consider a teacher providing a phonological awareness 
intervention focused on blending initial consonants.  Assessing the students with an oral reading 
fluency progress monitoring tool may reveal limited growth, causing the teacher to terminate or 
alter the intervention.  Alternatively, assessing the students with a phoneme blending progress 
monitoring task may reveal that the intervention is in fact successful and should be continued.   
 The use of repeated measures on a continuous scale allows teachers to plot a student’s 
progress on a coordinate grid.  This is typically done in contrast to an aim line, which 
demonstrates the rate of growth needed for the student to achieve a set goal (often the established 
benchmark for the measure) (Deno, 2003).  In the case of mCLASS and ISIP-ER, the program 
automatically plots student performance, but this was traditionally done by hand.  With 
mCLASS, the state of North Carolina allowed teachers to discontinue progress monitoring a 
selected skill if a student achieved at least three consecutive results above the aim line (Amplify, 
2019b).  ISIP-ER recommends monthly progress monitoring for all students, with the option of 
assigning on-demand assessments as needed (Mathes et al., 2016).  Repeated results below the 
aim line may indicate a need to switch interventions to something that will be more effective.   
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Running Records 
Developed by Marie Clay (1993), running records are a naturalistic assessment that are 
administered one-on-one by a teacher with a student.  The teacher closely observes the child’s 
reading behaviors, and uses the student’s errors to make inferences about the hidden reading 
process, inferring whether the student is attending to visual, semantic, or syntactic cues (typically 
referred to as the three-cueing system).  Running records are widely used across early literacy 
classrooms and are incorporated into informal reading inventories and other commercially 
available assessment programs.  A survey conducted by Bean, Cassidy, Grumet, Shelton, and 
Wallace (2002) revealed that 62% of self-identified reading teachers in the International Reading 
Association used running records as part of their instruction.  Within a running record, there is no 
hierarchy of reading skills; the focus is on observing and recording the skills and strategies a 
student uses while making meaning from connected text (Afflerbach, 2012).  Running records 
can be used to observe when a text becomes challenging for a student and the steps a student 
takes to problem solve when reading is hard (Gillet & Ellingson, 2017).  Traditionally, running 
records have been thought to provide an accurate measure of a student’s reading ability because 
they resemble authentic home and school reading (Fawson, Ludlow, Reutzel, Sudweeks, & 
Smith, 2006). 
 According to Ross (2004) psychometric evidence on the effectiveness of running records 
is rare.  Similarly, Compton and colleagues (2010) were unable to find any published studies 
examining the use of running records in first grade to predict reading disabilities.  This may be 
attributed to the difficulty in establishing reliability for running records due to differences 
between same level texts and rater variability (Fawson et al., 2006).  Fawson and colleagues 
(2006) determined that running records could be used reliably if teachers administered a total of 
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three equivalently leveled passages, averaged the scores, and used two or more raters.  Ross 
(2004) conducted a controlled experiment which found that teachers who used running records 
improved student reading and writing achievement, outperforming teachers who did not use 
running records.  Conversely, Compton and colleagues (2006) found that running records did not 
significantly improve classification accuracy when used as part of a screening battery with first 
grade students.   
Miscue analysis, an important element of running records, has come under fire.  Public 
discussions about the science of reading refer to use of the “three cueing system” as one of the 
major flaws in current classroom reading instruction (Hanford, 2019).  Hempenstall (2009) 
reported that teachers trained in the use of the three cueing system actively encourage guessing at 
unfamiliar words using the pictures or context rather than prompting students to use decoding 
strategies.  Adams (1998) attempted to uncover the roots of the three-cuing system as enacted 
among practicing teachers.  She believed the original message of the three system was that 
phonics should not be taught to the exclusion of meaning, but was unable to determine how the 
message became twisted to emphasize meaning to the detriment of phonics.  She concluded that 
the phonics-last interpretation of the three cueing system was spread through in-service trainings 
and informal teacher networks.  Throughout her discussion, Adams suggested that the 
relationship between the syntactic, semantic, and graphophonemic systems is a valid description 
of comprehension, as determining the meaning of a text is dependent upon the use of all three 
systems.  This interpretation leaves room for the use of miscue analysis as a portion of reading 
assessment.  Running records are a key component of the mCLASS TRC subtest but are not used 
in ISIP-ER. 
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Computer Adaptive Testing (CAT) 
 Computer Adaptive Testing (CAT) applies Item Response Theory (IRT) to create 
computerized assessments (Ochs et al., 2018).  CAT is based on the underlying measurable 
progression of skills of the academic domain to be measured (Shapiro & Gebhardt, 2012).  CAT 
automatically adjusts the level of difficulty of the questions based on prior student performance, 
creating assessments tailored to an individual student’s strengths and weaknesses (Mathes et al., 
2016).  The broad range of skills assessed by CAT provides the opportunity to identify groups 
with similar skills and deficits, facilitating the connection between assessment and instruction 
(Keller-Margulis, McQuillin, Castaneda, Ochs, & Jones, 2018).   
There are several commercially available CAT reading assessments currently used in 
schools, including ISIP-ER (Mathes et al., 2016), MAP (NWEA, 2019), and STAR (Renaissance 
Learning, 2015).  Benefits of CAT include reduced time needed for testing and scoring (Keller-
Margulis et al., 2018; Mathes et al., 2016; McBride, Ysseldyke, Milone, & Stickney, 2010; 
Shamir, 2018), slightly higher rates of sensitivity than standard assessments with similar rates of 
specificity (Ochs et al., 2018), and eliminating the need for parallel forms of assessments 
(Mathes et al., 2016).  The CAT algorithm used in ISIP-ER uses the following steps: determine 
the student’s approximate ability level; administer a question which will provide the most 
possible information about a student at that ability level; adjust the estimate of the test-taker’s 
ability level; stop when stopping criteria has been met (ceiling, floor, or reached previously 
tested level) (Mathes et al., 2016).   
 Several studies have measured the ability of CAT reading screeners to predict state 
mandated standardized test results.  Thomas and January (2019) found that MAP scores were 
more effective at predicting statewide test results than STEP (a paper and pencil assessment; 
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UChicago Impact, n. d.) among second- and third-grade students.  However, STEP scores did 
add significant predictive value to MAP scores, indicating the potential benefit of using more 
than one screening measure.  Similarly, VanMeveren, Hulac, and Wollersheim-Shervey (2018) 
found that MAP had a stronger relationship with state test scores than ORF data.  Keller-
Margulis and colleagues (2018) successfully used the STAR assessment to predict subsequent 
performance on state tests for groups of students.  Overall, CAT assessments have been shown to 
correlate with mandated high-stakes assessments. 
 CAT is not without potential problems.  First, CAT may underestimate the performance 
of students who are not accustomed to computer and mouse usage (Clemens et al., 2015).  
Second, much of the research on the accuracy of CAT assessments has been conducted with 
students in upper elementary grades.  Clemens and colleagues (2015) found that the predictive 
and concurrent validity of a CAT was lower for kindergarten students than for first and second 
graders.  Additionally, paper based CBMs of Letter Naming Fluency and Letter Sound Fluency 
were moderately more predictive of variance in year-end results than an online assessment for 
the same kindergarten students (Clemens et al., 2015).  Finally, CAT may not be an accurate 
measure for students with attention or behavioral challenges.  Kegle, Van der Kooy-Hofland, and 
Bus (2009), found that students with lower skills on self-regulation scales spent more time 
manipulating the mouse, clicked more often, and made more mistakes on an online assessment 
than students with higher levels of self-regulation.   
Maze Tasks 
Maze refers to a version of a cloze exercise in which the participant is provided with a set 
of possible answers for every word removed from a passage.  Attributed to Guthrie, the maze 
was designed as an improved version of the cloze passage, targeted to provide support to 
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“culturally disadvantaged students”, English learners, and students with learning disabilities 
(Parker, Hasbrouk, & Tindal, 1992, p. 197).  Despite the widespread use of maze as a CBM, 
Parker and colleagues (1992) reported that Guthrie designed the assessment as an untimed test 
and expressed concern that an emphasis on fluency would limit its effectiveness as a test of 
comprehension.  The maze has found widespread popularity within the United States as a 
measure of comprehension, in part because it provides better face validity than ORF as a 
comprehension measure (Graney et al., 2010).  Although there is some evidence that CBM Maze 
may validly be used in place of ORF in fourth and fifth grades (Graney et al., 2010), January and 
Ardoin (2012) strongly advise against using maze as an assessment measure in the early grades. 
 There are several areas of concern about the maze, including its timed nature (Parker et 
al., 1992) and the relative comprehension demands of the test (Graney et al., 2010; Muijselaar, 
Kendeou, de Jong & van den Broek, 2017).  Parker and colleagues (1992) were among the first 
to point out that students can answer up to two-thirds of a maze exercise correctly simply 
through a combination of guessing and eliminating answer choices by identifying the missing 
word’s part of speech.  Other concerns about the maze include the potential to eliminate a large 
number of prepositions, conjunctions, and other function words which do not contribute 
substantially to the comprehension of a passage when strict deletion patterns are followed (e.g. 
every seventh word) (January & Ardoin, 2012).  Maze is often regarded as a measure of lower 
level comprehension (January & Ardoin, 2012; Muijselaar et al., 2017), relying primarily upon 
fluency and decoding rather than measuring deeper comprehension (Kendeou, Papdopoulos, & 
Spanoudis, 2012).  Maze tasks are used to measure both fluency (Text Fluency) and 
comprehension (Sentence Completion) in ISIP-ER.  mCLASS includes a maze activity as part of 
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the DIBELS battery (DAZE); this task is only assigned to grade three and above and is used 
primarily as a comprehension measure. 
Early Reading Assessment in North Carolina 
Early reading assessment in North Carolina did not begin with the mandates of Read to 
Achieve.  One of the participating teachers (Pineywoods, Grades K-2) described learning how to 
do the TRC (running record) 23 years ago.  Another Pineywoods teacher (Grades K-2) described 
her experience with early reading assessment prior to mCLASS, “I can remember being, I can 
remember when I came down to kindergarten, I was on the committee with the state that did the 
K-2 assessment and that was back when we just had like, you had the notebook, and you did it 
yourself.”  According to these statements, there were state guidelines available, but they were not 
uniformly embraced across districts.  The statewide mandate for mCLASS as part of RtA during 
the 2012-2013 school year reflected the mandates of Reading First (NCLB, 2002) which 
included recommendations for instruments to be used for progress monitoring and led to the 
predominance of DIBELS as an early reading screener.   
mCLASS was part of an extensive pilot program prior to being adopted for RtA.  The 
pilot began with 47 schools from 18 districts during the 2009-2010 school year (Reaves & 
O’Sullivan, 2010).  The following year (2010-2011), mCLASS use was expanded to 480 schools 
using Race to the Top funds, specifically targeting the lowest performing schools across the state 
(Snow et al., 2018).  The 2013-2014 school year marked the first year that mCLASS usage was 
mandated across the state of North Carolina.  A Request for Proposals (RFP) for a new reading 
assessment adoption was issued in 2018.  The original NC DPI committee tasked with evaluating 
the proposals consisted of twenty to twenty-five committee members, including school 
psychologists, experts in general education and special education, dyslexia experts, 
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representatives from Institutes of Higher Education, and school and district leaders.  Following 
the cancellation of this RFP, a new committee was formed.  This committee consisted of NCDPI 
employees including the Deputy Superintendent of Early Education, a psychometrician, a digital 
teaching and learning consultant, and a senior policy advisor.  Gone were the “experts” on 
dyslexia, literacy, and special education.  Perhaps more notably absent from either committee 
were the voices of the classroom teachers most directly impacted by the choice of assessment.   
 The Tools: mCLASS: Reading 3D and ISIP-ER 
mCLASS Reading 3D 
mCLASS first entered early elementary classrooms as the computerized version of 
DIBELS.  Teachers used hand held devices to administer the fluency assessments and receive 
instant feedback on student performance (Snow, Morris & Perney, 2018).  Promotional materials 
extolled the virtues of technology for collecting assessment data as a way to save teacher time 
through the streamlined collection and analysis process, freeing teachers to act upon the results 
(Amplify, 2016).  After watching teachers administer traditional running record assessments with 
paper and pencil, the company founders moved to create their own electronic version of a 
running record which became the TRC section of mCLASS (Snow et al., 2018). 
There are only a handful of research studies which address the impact and validity of 
mCLASS, many of which are unpublished dissertations.  Amplify (2013) found that 98% of 
students who scored non-proficient on TRC and DIBELS Next were also non-proficient on the 
NC EOG.  Further analysis using a logistic regression model predicted that combined TRC and 
DIBELS Next scores could accurately predict performance for 79% of students on the NC EOG.  
Similarly, Bowles (2014) conducted a correlational study which examined the relationship 
between ORF and TRC with NC EOG scores for 143 third, fourth, and fifth grade students from 
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a single school.  This study found a positive and significant relationship between NC EOG scores 
and both TRC and ORF for third grade, between NC EOG and ORF for fourth grade, and NC 
EOG and TRC for fifth grade.  In contrast, Konstantopoulos and colleagues (2013) found that 
using mCLASS had no significant impact on student achievement in reading in kindergarten 
through second grade classes.   
There are several papers providing program evaluations of mCLASS.  In the evaluation 
report for North Carolina’s pilot of mCLASS, teachers reported using the technology with 
increasing regularity, confidence, and fidelity, and using the data to plan differentiated  
instruction (Reaves & O’Sullivan, 2010).  Cummings (2015) also conducted a program 
evaluation of mCLASS, finding that mCLASS had a positive impact on student reading 
achievement, professional development, and the ways teachers used data in the classroom, while 
still noting room for improvement in effectively using data.  Wilson (2012) focused on teachers’ 
perceptions of mCLASS.  This study surveyed all K-2 teachers in a single rural district who were 
implementing mCLASS in their classrooms during the 2010-2011 school year.  Although 
teachers were generally positive about the assessment program, they did not all implement the 
program to the same degree.  Faulty technology was one of the major barriers described by 
teachers.   
Three dissertations, Hathaway (2015), Herndon (2015), and Mowry (2018), explored the 
ways teachers used mCLASS data in their classrooms.  Hathaway (2015) examined how teachers 
used student data to determine instructional practices that impact student achievement.  Although 
the study found no significant impact on student achievement after two years of mCLASS 
implementation, teachers did engage in more data analysis, small group instruction, and rigor. 
Herndon (2015) used teacher surveys to explore teacher perceptions of the impact of mCLASS. 
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The majority of teachers (84%) reported somewhat positive to positive impacts on student 
achievement.  Teachers also indicated altering instruction based on mCLASS data.  However, an 
analysis of second grade mCLASS results found that there was no significant improvement in 
achievement levels across two years of mCLASS implementation.  Mowry (2018) used a multi-
site case study design to explore the ways third grade teachers used mCLASS results to 
determine instructional practices in a large rural district in NC.  She found that teachers in high-
growth schools tended to differentiate, use small group instruction, administer the assessment 
program with fidelity, and pay close attention to assessment results when making instructional 
decisions, in direct contrast to the behaviors of teachers at low-growth schools.  
As previously stated, peer-reviewed research on mCLASS is limited.  The same is true of 
the TRC subtest, most likely because it is unique to mCLASS.  However, DIBELS has been 
highly researched over the past 30 years.  The following sections describe these two subtests and 
provide an overview of the existing research. 
TRC (Text Reading Comprehension).  According to Amplify (2016), the TRC was 
designed to provide teachers with a standardized formative reading assessment which “supports 
educators to systematically observe and monitor student reading skills and progress and diagnose 
reading difficulties” (p. 4).  The TRC consists of a running record (Clay, 1993) and one or more 
comprehension measures (oral retell, oral questions, written questions).  In the running record, 
students read aloud from a leveled text while the teacher (or test administrator) records the 
student’s reading behaviors, such as word substitutions, omissions, and repetitions.  In the TRC, 
the accuracy rate (percentage of words read correctly) is automatically calculated by the 
computer, as is the self-correction rate (number of words a student originally read incorrectly but 
went back and fixed).  Students reading a text at an accuracy rate of at least 90% are then asked 
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to either retell the story (text levels A-E) or to answer a set of five oral comprehension questions 
(text levels D and higher).  Prior to the 2018-2019 school year, students reading text levels F or 
higher also had to independently read and respond in writing to two comprehension questions.  
This requirement was changed for the 2018-2019 school year, and the written comprehension 
portion became optional. 
 In the only peer-reviewed study I found which focused on the TRC, Snow and 
colleagues (2018) examined the level-setting accuracy and time requirements for administering 
the TRC.  They found that the TRC significantly underestimated student reading levels for a 
large percentage of students when compared to an Informal Reading Inventory (IRI).  However, 
much of this difference was attributed to the written comprehension requirements of TRC, which 
were removed from the assessment for the 2018-2019 school year.  Snow and colleagues (2018) 
also found that administering the TRC took twice as long as an IRI in first grade, three times as 
long in second grade, and four times as long in third grade.  Overall, the authors concluded that 
the TRC (as administered in the 2016-2017 school year) was an ineffective tool for determining 
student reading levels, contributing to teachers placing students in reading materials that were 
too easy and potentially limiting reading growth. 
Although research on the TRC as a whole is limited, each of the supporting elements of 
the assessment has a research base.  Running records were discussed earlier in this chapter.  The 
following sections examine the literature surrounding each of the comprehension measures used 
as part of the TRC: oral retell, oral comprehension questions, and written comprehension.  
 Oral retell.  Asking a student to “tell me about what you just read” is a common 
classroom practice, used as a quick tool to measure reading comprehension.  Students who can 
sufficiently talk about what happened in the story are considered to have adequate reading 
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comprehension, although the requirements for a competent retelling vary from teacher to teacher 
as well as by assessment program.  Retelling, as a comprehension measure, became popular in 
the 1970s (Pearson & Hamm, 2005).  A reader’s ability to integrate and reconstruct the story is 
thought to provide a measure of comprehension (Cohen, Krustedt, & May, 2009).  Research on 
the validity of retelling has had mixed results.  Reed & Vaughn (2012) conducted a narrative 
synthesis of 52 studies utilizing retelling, finding that there was only a moderate correlation 
between oral retelling and standardized comprehension measures, with a lower correlation 
between retell and decoding and fluency for older students.  They concluded that oral retell was 
not sufficiently adequate to be used as a progress monitoring measure.  Conversely, Fuchs, 
Fuchs, & Maxwell (1988) found correlations between .76 and .82 for various forms of retelling 
and a standardized comprehension measure.  Retelling may have a stronger correlation with 
comprehension at upper grades (middle and high school) than with lower grade level texts 
(Leslie & Caldwell, 2009).  
Despite its widespread use in classroom assessment, there are a number of studies which 
critically evaluate the practice.  When a reader assumes that the listener is already familiar with 
the text, retellings may include fewer details and use more ambiguous references (Gee, 2015; 
Golden and Pappas, 1990).  The directions to retell may also be problematic.  Asking a student to 
“tell me everything you remember about the story” provides no guidance on how to create a 
coherent retelling, even though the scoring may require a sequential retelling (Golden & Pappas, 
1990).  Retelling may be a more complex comprehension task than previously assumed, drawing 
into question where it should stand on the continuum of comprehension skills (Harvey & 
Goudvis, 2013; Mills, 2009). 
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Oral comprehension questions.  Questioning has long been the mainstay of elementary 
classrooms, especially as a means of measuring reading comprehension.  Durkin (1978/1979) 
noted the prevalence of students responding to comprehension questions as a means of 
comprehension instruction.  The types of questions asked can have a great impact on how readers 
perceive texts and develop critical thinking (Johnston, 2003).  Fuchs and colleagues (1988) cited 
three key criticisms of using comprehension questions: questions address only those parts of the 
text that someone else has deemed important, question difficulty varies depending on the level of 
inference required to answer the question, and there is no systematic way to write questions of 
equal difficulty across passages.   
Written comprehension questions.  While students writing responses to comprehension 
questions is a common instructional technique (Durkin, 1978/1979; Fuchs et al., 1988), there is 
limited research evidence to support its use with younger students.  Graham and Hebert’s (2010) 
meta-analysis of writing about reading found a positive effect on comprehension when students 
write about what they read; however, written responses to comprehension questions had the 
smallest impact of all the writing practices evaluated.  It is also important to note that Graham 
and Hebert did not evaluate any studies involving written comprehension questions with students 
below sixth grade.  Writing about reading may allow some readers to organize their thinking and 
express more complex ideas; however, poor fine motor skills, limited spelling ability, and the 
simple dislike of writing may impact the quality of student responses (Bangert-Drowns, Hurley 
& Wilkerson, 2004; Pearson & Hamm, 2005).   
The original version of the TRC used in North Carolina required students to respond to 
two written comprehension questions in order to successfully read a text at an independent level. 
However, the version of the TRC adopted beginning the 2018-2019 school year no longer 
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required written comprehension.  In the technical manual for the new TRC, Gushta, Parisi, 
Richards, Wang, and York (2015) described a strong relationship between reading and writing, 
while noting that “inclusion of a writing task in determination of overall instructional reading 
level within TRC can lead to inaccurate results and a misunderstanding of students’ reading and 
writing skills” (p. 11).  This may have contributed to the significantly lower instructional levels 
measured by the TRC when compared to an IRI (Snow et al., 2018).  
DIBELS.  DIBELS (Dynamic Indicators of Basic Early Literacy Skills) is a series of 
one-minute fluency assessments designed to be used as a screening tool that was developed at 
the University of Oregon in the late 1980s (Good, Kaminski, Cummings et al., 2011).  When 
Reading First emphasized early diagnosis and prevention of reading difficulties, in part by 
requiring the use of scientifically-based curricular and assessment materials (Colburn, Pearson, 
& Woulfin, 2011), DIBELS was one of the 24 approved Reading First assessments (Adams, 
Kathers, Swezey, & Haskins, 2012).  DIBELS quickly became one of the most frequently 
utilized assessment measures of this century, reaching an estimated one in six US public school 
kindergarten through third grade students (Goffreda & Diperna, 2010; Smolkowski & 
Cummings, 2016).  DIBELS has had a major impact on students, teachers, and school resources 
(Shelton, Altwerger, & Jordan, 2009). 
 Most of the DIBELS subtests were designed as a precursor to oral reading CBM, 
measuring early reading skills such as phonemic awareness (Rathvon, 2004).  However, unlike a 
traditional CBM, DIBELS used standardized content rather than drawing directly from the 
curriculum (Goffreda & DiPerna, 2010).  The subtests were designed to be short and repeatable 
(Good et al.,  2002).  Designed for use as a screening measure rather than a diagnostic or 
comprehensive reading assessment, DIBELS can be used to identify students at risk of reading 
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failure, measure student progress over the course of the year, and determine the effectiveness of 
reading instruction (Farrall, 2012; Rathvon, 2004).  Kindergarten and first-grade performance on 
DIBELS tasks can be used to predict second grade reading outcomes (Good et al., 2004).  
 The DIBELS battery is given to students three times a year to monitor their progress—
beginning of year, middle of year, and end of year.  Students are ranked according to color-coded 
cut scores, determining those who are green—"at low risk,” yellow--“at some risk,” and red--“at 
risk” for needing reading intervention.  Students labeled “at low risk” have an 80% chance of 
meeting future reading benchmarks, while those “at some risk” have a 50% chance of meeting 
benchmarks, and those “at risk” have a 20% chance of meeting future benchmarks (Goffreda & 
DiPerna, 2012).  Progress monitoring is recommended for students scoring “at some risk” (every 
four weeks) or “at risk” (every two weeks) (Good, Kaminski, Cummings et al., 2011). 
The composite score for DIBELS is automatically determined by the mCLASS program.  
Designed to combine all of the relevant reading skills, the composite score is intended to 
generalize to a wide range of reading measures and relieve teachers from the pressure of trying to 
determine which skills are most important or how to integrate test results (Good, Kaminski, & 
Powell-Smith, 2011).  I was unable to locate any studies beyond the work of Good and 
colleagues (2011) which examined the validity or reliability of DIBELS composite scores.  
 Hoffman, Jenkins, and Dunlap (2009) found mixed attitudes when they surveyed teachers 
who administered DIBELS.  Teachers appreciated the speed of administration, the ability to 
identify at-risk students, and the ability to inform instruction.  Reported disadvantages of 
DIBELS included the amount of time spent assessing students, the lack of a comprehension 
measure, and the meaningfulness of test results.  While Haager and Windmueller (2001) reported 
that teachers using DIBELS appreciated the useful data the tests provided, several other studies 
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noted the lack of instructional guidance provided by the assessment battery (Hoffman et al., 
2009; Pressley, 2006; Pressley et al., 2005; Tierney & Thorne, 2006). 
Model of reading.  The subtests, and sequential progression of subtests in DIBELS, is 
built upon the premise that reading consists of a series of skills (Kamii & Manning, 2005).  
Successful mastery of a preliminary skill serves as the foundation for the next skill.  Failure to 
develop one skill may result in failure on later measures (Good, Kaminski, Simmons, & 
Kame'enui, 2001).  This reading model is similar to that proposed by the National Reading 
Panel, in which reading skill flows from phonemic awareness to orthographic processing (the 
alphabetic principle) to oral reading fluency to text comprehension (Morris et al., 2017).  The 
authors of DIBELS described these elements as the “big ideas in reading,” which while essential, 
are not sufficient to guarantee reading success (Good et al., 2001, p. 7).  DIBELS subtests from 
earlier in the sequence, such as Phoneme Segmentation Fluency, can be used to predict 
performance on later subtests, such as Oral Reading Fluency (Morris et al., 2017).  Critics of 
DIBELS argue that reading is a social practice rather than just a series of sequential skills 
(Bartlet, Dowd & Jonason, 2014; Hoffman, 2012; Li & Zhang, 2008).   
The subtests.  DIBELS contains five early reading subtests: First Sound Fluency (FSF), 
Letter Naming Fluency (LNF), Phoneme Segmentation Fluency (PSF), Nonsense Word Fluency 
(NWF), and Oral Reading Fluency (ORF).  Different subtests are administered across different 
grade levels; there is no single subtest that is administered from kindergarten through third grade.  
While lengthier descriptions of the subtests follow, Table 2.1 provides a brief description of each 
subtest and the timeline for administration in North Carolina.   
Letter Naming Fluency.  Letter Naming Fluency (LNF) asks students to name as many 
letters as they can in one minute from a sheet of upper- and lower-case letters in mixed order.  
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The score is the total number of correct letters named in one minute.  Students are considered at 
risk if they perform below the twentieth percentile based on district or national norms (Good et 
al., 2004).  This is the only timed letter naming task that uses all 26 letters (Rathvon, 2004).  This 
task is different from other DIBELS tasks, as it is considered a risk indicator rather than a 
measure of a basic early literacy skill, and as such is not progress monitored or included in the 
DIBELS composite score.   
Table 2.1   
DIBELS Subtests 






FSF Administrator says a 
word, child identifies first 
sound in the word 
Correct 
sounds 
K-BOY, MOY,  
Letter Naming 
Fluency 
LNF Page of mixed up capital 
and lowercase letters; 
child names as many as 










PSF Administrator says word; 









NWF Child reads list of two and 
three sound short vowel 















ORF Child reads grade level 
passage for one minute; 













Note. BOY-Beginning of Year, MOY-Middle of Year, EOY-End of Year 
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 Goffreda and DiPerna (2010) found that LNF was an adequate measure for screening and 
progress monitoring, as scores remained relatively stable across time periods, alternate forms, 
and examiners.  However, they cautioned against using it in isolation for making instructional 
decisions, as the negative predictive power was adequate but the positive predictive power was 
relatively low.  Goodman (2006) questioned the need to make LNF a timed task, proposing that 
there were only three conditions in relation to knowledge of letter names: students either know 
all of the letter names, some of the letter names, or no letter names at all. 
First Sound Fluency.  In the First Sound Fluency (FSF) task, students are asked to 
identify the first sound in a word presented orally by a test administrator.  Up to 30 words are 
provided in one minute, and students receive a score of two (correct isolated initial sound), one 
(correct initial sound in blend), or zero (incorrect sound) for each word.  FSF is considered an 
early measure of phonological awareness, as the emphasis on producing only the initial sound is 
thought to limit demands on working memory.  According to Good and colleagues (2004), 
students must master this skill by the winter of kindergarten in order to be on track to meet later 
grade level expectations.  FSF is administered only at the beginning and middle of kindergarten 
as part of DIBELS Next.  This task has evolved from Initial Sound Fluency (ISF) and Onset 
Recognition Fluency (OnRF) (Good et al., 2004), and is not included in any form as part of 
DIBELS 8th Edition. 
Phoneme Segmentation Fluency.  Phoneme Segmentation Fluency (PSF) is a one-minute 
task where students are asked to isolate the sounds in three and four sound words pronounced 
orally by the test administrator.  Students receive points for each sound correctly segmented; the 
total score is the number of phonemes produced in one minute.  Considered a slightly more 
advanced measure of phonological awareness than FSF, PSF is administered for all of 
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kindergarten and first grade in DIBELS 8th Edition, and kindergarten MOY, EOY and first grade 
BOY for DIBELS Next.  According to Good et al. (2004), students should have established 
phonological awareness skills by the spring of kindergarten in order to be on track to meet later 
benchmarks.   
 In their cumulative review, Goffreda and DiPerna (2010) found five peer reviewed 
studies and two unpublished dissertations that reported concurrent validity for PSF and 22 
different literacy measures.  They found concurrent validity results ranging from low to high and 
low to moderate predictive validity for PSF.  Good and colleagues (2004) noted that the validity 
of PSF declines over the course of first grade, which was echoed by Reidel (2007) who found the 
predictive validity of PSF for MOY and EOY first grade to be slightly better than chance.  
Critics have questioned the need for timing PSF (Morris et al., 2017), whether tasks related to 
writing and invented spelling would provide better predictive results (Manning, Kamii, & Kato, 
2006; Munger & Murray, 2017), and the role of dialect in accurately scoring responses 
(Goodman, 2006).  Tindal (2013) found three main issues with any measure of phonological 
awareness: determining the relationship between individual measures and the larger construct, 
the relative short impact of related skills in relation to larger reading skills, and the difficulty in 
documenting growth in each skill.   
Nonsense Word Fluency.  In Nonsense Word Fluency (NWF), students read as many 
three sound/short vowel “pseudowords” as they can in a one-minute window.  The measure is 
scored two ways--as the total number of correct letter-sounds read and as whole words read. 
Students who sound a word out and then read the whole word are only given credit for correct 
letter sounds; whole word read credit is given only when a student reads the word fluently and 
automatically.  Designed as a measure of the alphabetic principle/phonics, the main goal is to 
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determine whether students can read unfamiliar words as whole words rather than individual 
sounds.  Nonsense words are read using short vowel sounds and the most common consonant 
sound; the authors intentionally excluded words that sounded like inappropriate words but did 
include nonsense words that sounded like real words (Good et al., 2004).  Nonsense words are 
considered to be a “pure” measure of decoding, ensuring that students with larger sight word 
vocabularies are not favored over others (Morris et al., 2017), although only 58% of variance in 
NWF scores are attributable to phonological coding (Rathvon, 2004).  Goffreda and DiPerna 
(2010) found moderate to high concurrent and predictive validity for NWF. 
 Nonsense word reading measures often have an inadequate floor, especially when used 
with very young readers, requiring that they be used in conjunction with other diagnostic 
measures for decision making (Glover, 2018; Rathvon, 2004).  The use of only one syllable type 
in NWF limits the ceiling of the measure as well; assessments covering more complex spelling 
patterns may be a better indicator of reading progress (Morris et al., 2017; Rathvon, 2004).  
Teachers appear to have two main reactions to NWF: either to question the validity of asking 
students to neglect meaning in order to focus on decoding (Goodman, 2006; Kamii & Manning, 
2005) or to teach students to decode nonsense words (Tierney & Thorne, 2006).  
Oral Reading Fluency.  In Oral Reading Fluency (DORF) benchmarks, students are 
given one minute to read each of three passages.  Each passage is scored as the number of correct 
words read in one minute (cwpm).  A student’s final score is the median score on the three 
passages; the high and low scores are thrown out.  Upon completion of the reading, students are 
asked to retell everything they have read for a period of one minute.  The retelling is scored as 
the number of unique words produced that are related to the text.  Good et al. (2002) described 
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DORF as the most crucial DIBELS task in determining reading risk; the other subtests are 
considered stepping stones to achieving reading fluency. 
DORF is derived from CBM-R, as described by Shinn (1989).  As previously discussed, 
there is a large amount of literature correlating oral reading fluency results to reading 
comprehension assessments (Barger, 2003; Roehrig et al, 2008; Wilson, 2005).  There are mixed 
findings on whether correlations hold across demographic groups (Paleologos & Brabham, 2011; 
Riedel, 2007; Roehrig et al., 2008; Wilson, 2005).  Goffreda & Diperna (2010) found that ORF 
had the highest concurrent and predictive validity of all of the DIBELS measures across multiple 
studies.  Riedel (2007) noted that ORF was an even stronger predictor of comprehension for EL 
students than native speakers, although the sample of EL students included in the study was 
small.  In another small study, Barger (2003) examined the relationship between DORF and NC 
EOG for 38 third grade students in a rural county.  The study found a high correlation between 
the two assessments, with 92% of the students who read at 110 cwpm or higher scoring a Level 
IV (the highest possible score at that time) on the  NC EOG.  In contrast, Paleologos and 
Brabham (2011) found that proficient fluency scores on DORF did not significantly predict 
reading comprehension for low-income students; however, below proficient scores on DORF did 
correlate to reading comprehension scores for low income students in this study. 
Despite the predominantly positive research correlating ORF with reading 
comprehension, researchers have expressed several concerns in relation to the assessment task.  
Primary among these is the role of passage variability (Ardoin & Christ, 2009; Cummings et al., 
2013; O’Keeffe et al., 2017, Petscher & Kim, 2011; Stoolmiller, Giancarosa, & Fien, 2013).  
Although Cummings and colleagues (2013) found that benchmark passages were representative 
of grade level text, there were considerable differences in progress monitoring forms, resulting in 
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a distinct inability to determine whether changes in a students’ scores were related to reading 
growth or passage difficulty.  O’Keeffe and colleagues (2017) noted that the passages included 
in DIBELS Next had been rewritten, resulting in considerably less variability across passages.  
However, they still advised against teachers interpreting too much from scores on individual 
passages.   
 The same concerns with passage equivalency that plague DORF benchmark passages 
also apply to progress monitoring with DORF passages (Ardoin et al., 2013; O’Keeffe et al., 
2017).  Additionally, Ardoin and colleagues (2013) found that progress monitoring frequency 
varied widely across settings, ranging from three to 20 data points, with seven data points as the 
most frequent recommendation before making an instructional decision.  Their review of the 
literature found no empirical evidence for changing instructional interventions after less than 
four data points (Ardoin et al., 2013), and in fact recommend against using oral reading fluency 
as a progress monitoring measure for short periods of time (up to 15 weeks) (Ardoin & Christ, 
2009).  O’Keeffe and colleagues (2017) recommend collecting progress monitoring data for 
eight to twelve weeks before making instructional decisions. 
Several critics warn against the use of DORF as a single determining measure 
(Paleologos & Brabham, 2011; Petscher & Kim, 2011), the overreliance on speed (Flurkey, 
2006; Goodman, 2006; Shelton et al., 2009), and the lack of attention to meaning making 
(Flurkey, 2006; Goodman, 2006; Pressley, 2006).  Petscher and Kim (2011) suggested that mean 
scores across the three benchmark passages may yield better predictive validity rather than the 
currently used median.  Shelton and colleagues (2009) found significant differences in reading 
rates between reading DIBELS passages and reading “real” literature.  Across these critiques is 
the idea that teachers are not able to use this assessment diagnostically--whether because of 
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unreliable scores due to varying passage difficulty, the disconnect between reading assessment 
passages and reading literature, or the simple fact that DORF does not uncover underlying causes 
of disfluent reading which teachers could use to guide instruction. 
Concern about the use of DORF to measure reading comprehension led to the addition of 
the Retell Fluency measure in order to build face validity with teachers, who were hesitant to use 
fluency as the sole indicator of comprehension (Roberts, Good, & Corcoran, 2005; Shelton et al., 
2009).  Retell was selected as an additional measure for three main reasons: it is easier to teach 
than answering questions or cloze procedures, it fits neatly into instruction already in place, and 
it serves as a gateway to higher level comprehension tasks (Roberts et al., 2005).  However, not 
all critics were satisfied with this addition.  Pressley and colleagues (2005) found high levels of 
error in scoring retell fluency, with effect sizes ranging from .89 to 1.0.  Rathvon (2004) noted 
that such retellings should be recorded to facilitate accurate scoring, although that would add 
significantly to the amount of time required by the measure.  Riedel (2007) found that retell 
fluency was a weaker predictor of comprehension scores than DORF alone.  In the same study, 
15% of the first graders who met fluency benchmarks had weak comprehension scores, 
indicating a need to intervene in something besides fluency (Riedel, 2007).  
Results from a statewide testing survey.  During his first year in office, State 
Superintendent of Public Instruction Mark Johnson established the NC Educators’ Perspective 
Surveys as a way to provide policy makers with a better understanding of teachers’ perspectives 
about various educational issues (NCDPI, 2018a).  The May 2018 survey focused on 
standardized testing and included several items referring to mCLASS.  According to media 
reports, response rates outpaced all previous surveys (Brown, 2018), with a final total of 25,826 
respondents from across the state (NCDPI, 2018a).  
   58 
 There were 4,246 respondents who identified themselves as current K-3 teachers, part of 
a larger subgroup of 8,108 participants who indicated that their area of greatest familiarity was 
K-3.  Other respondents identified as school and building administrators (209), coaches (279), 
teachers not currently teaching K-3 (170), school psychologists (29), and “other” (867).  For the 
questions which contained at least one reference to mCLASS there were between 5,527 and 
5,745 respondents.   
 The results of this survey revealed several clear themes.  Time was a major concern for 
respondents.  Respondents disagreed/strongly disagreed that they had enough time to benchmark 
(62%) and progress monitor (70%) their students.  When asked to rank possible changes to 
mCLASS, 42% of respondents ranked reducing time for progress monitoring as one of the top 
two ways to improve the program out of a list of seven possible changes.  Similarly, 39% of 
respondents ranked reducing the time required for benchmarking in one of the top two spots.  
Overall, respondents were very comfortable administering the assessment.  When asked 
about possible professional development topics, 57% of respondents ranked training on how to 
administer the assessment as one of the two least helpful topics.  They were similarly 
comfortable using mCLASS data to inform parents/guardians about their student’s progress.  
85% of respondents agreed/strongly agreed that they could use data in parent discussions and 
44% of respondents ranked professional development on discussing results with parents as one 
of the two least helpful topics. 
Respondents were mixed on their level of confidence with using mCLASS data to design 
instruction.  The majority of respondents agreed or strongly agreed that mCLASS provided data 
which could be used to plan core instruction (75%), that they could identify which students were 
at risk of reading difficulty (86%), that they could create groups for differentiated instruction 
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(84%), that they could plan interventions based on student needs (79%), that they could find 
student’s reading levels (80%), and that they could set goals for student growth (81%).  
However, 36% of respondents ranked professional development on utilizing data to determine 
which instructional strategies would best meet student needs in one of the top two spots--the 
second most popular topic out of the six possible choices.  Professional development on 
interpreting mCLASS results to inform instruction was almost evenly split between those who 
ranked it in the top two spots (28%) and those who ranked it in the bottom two spots (29%).  
Respondents were also almost equally split on whether they wanted mCLASS to provide more 
support in identifying students with possible reading disorders. 
It is important to note that there were several limitations to the survey.  Although 
intended for educators, there were no controls limiting participation, as evidenced by the large 
number of participants identifying as “other”.  Some of the results were reported incorrectly, 
likely due to the wording of the questions.  For example, respondents were asked to rank possible 
improvements to mCLASS from having the least (1) to greatest (7) impact.  The survey tool used 
to create the survey and analyze the data has a default which assumes that ranking questions are 
ordered from greatest (1) to least (7).  This resulted in the graphs and “scores” for those items 
being reported incorrectly.   
The number of respondents also requires further investigation.  Out of the 8,108 
participants who were screened into the K-3 questions, approximately 5,500 answered the 
relevant questions.  This means that at least 29% of the possible respondents did not answer each 
of the questions designated for those connected with K-3.  Also troubling is the inconsistent 
response pattern for the ranking questions.  These questions were designed so that participants 
could rank the items by clicking a button which would move the item up or down the list.  In this 
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type of design, the incomplete response rate is typically zero because even without moving a 
single line it can be scored as complete (Blasius, 2012).  However, in this survey, each individual 
line item had a different number of total responses.  The total number of items placed in each of 
the positions varied as well.  It is unclear what might account for these variations. 
Istation Indicators of Progress-Early Reading 
 Istation Indicators of Progress-Early Reading (ISIP-ER) is a CAT battery designed to 
determine which children are at-risk for later reading difficulties, provide continuous progress 
monitoring, and to facilitate differentiated reading instruction by linking assessment data to 
student needs (Mathes et al., 2016).  Based on the work of Joseph Torgeson and Patricia Mathes, 
ISIP-ER uses technology for continuous progress monitoring in the form of monthly assessments 
of all students in a class providing multiple data points for high-stakes decision making (Mathes 
et al., 2016).  Furthermore, computer based continuous progress monitoring eliminates the 
difficulty surrounding the creation of equivalent parallel forms of an assessment and the time 
constraints involved with repeated assessment. 
ISIP-ER consists of a series of probes addressing five key areas of concern for early 
reading instruction (phonemic awareness, alphabetic knowledge and skills, connected text 
fluency, vocabulary, and comprehension) which are designed to be administered monthly via 
computer.  The program automatically adjusts the difficulty of skills assessed each month based 
on a student’s prior results and will test students on off-grade level material (both above and 
below) as appropriate.  Teachers can select from a variety of computer-generated reports, which 
offer detailed results for each student and class, group students by instructional need, and provide 
links to Istation’s extensive library of related lesson plans (Istation, n.d.). 
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 The assessment battery is presented in the form of a game show called “Show What You 
Know!”  Animated characters serve as the game show hosts and provide instructions and 
prompts to complete each task.  The assessment battery takes approximately 30 minutes to 
complete.  Each subtest is timed to ensure that students demonstrate fluency in the skill being 
measured; each question is timed to ensure that students see the widest possible range of 
questions.  The beginning of the year (BOY) assessment is based on grade level defaults; further 
testing sessions are adapted to match the student’s prior achievement levels.  Once students have 
attained mastery of a subtest, the program automatically moves to the next reading skill, adding a 
new subtest and dropping the mastered subtest as appropriate.  All of the subtests were designed 
using an algorithm which ranks the questions by difficulty, except for Text Fluency, which uses 
parallel forms in order to measure grade level proficiency (Mathes et al., 2016).   
 Upon completion of the assessment battery, teachers are provided with a series of reports 
which detail the needs of each student.  Students are placed into instructional tiers: Tier 1 (on 
grade level), Tier 2 (in need of some intervention), and Tier 3 (in need of intensive intervention).  
Key areas for intervention are noted for each student.  The program weights different subtests 
differently in determining instructional recommendations, prioritizing reading fluency and 
comprehension over other areas as they are “key predictors of later reading success” (Mathes et 
al., 2016, p. 1-13). 
 Research about ISIP-ER is limited.  Internal studies found that ISIP-ER subtest scores 
and overall reading achievement scores were extremely stable, with test-retest reliability scores 
ranging from .927 -.97 for overall reading achievement across a period of five months (Mathes et 
al., 2016).  In a sponsored report, Campell, Sutter, Lambie, and Tinstam Jones (2019) found 
large correlations (r=.83, p<.009) between the overall reading achievement scores on ISIP-ER 
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and the STAR assessment (Renaissance Learning, 2016) in grades K-2.  When broken down by 
grade level, correlations ranged from r=.66 in kindergarten to r=.80 in second grade (Campbell et 
al, 2019).  Kindergarten scores did not include the comprehension subtest due to the small 
number of kindergarten students in the study who completed that subtest.  The results of this 
study seem to indicate that the correlations between ISIP-ER and STAR become stronger for 
older students.   
 In another sponsored report, Hoelzle (2012) used regression to compare ISIP-ER scores 
with MAP (NWEA, 2019) and DRA2 (Beaver & Pearson Education, Inc, 2006) scores.  Hoelzle 
(2012) found high correlations between DRA2 scores and ISIP-ER, with up to 76% of the 
variation in DRA2 scores being accounted for by ISIP-ER scores in the K-3 subgroup.  However, 
individual grade level bands had much lower correlations, revealing potential issues with 
reliability for instructional decision making, especially for younger students.  It is also important 
to note that the sample for this study was significantly whiter and had higher income than was 
typical for Texas at that time (Callinan & Ramirez, 2012).  Hoelzle (2012) did note the difficulty 
in using regression to predict a DRA2 score from an ISIP score, due to the lack of a pure interval 
scale used in DRA scores.  (Score progressions in the DRA2 range between intervals of one, 
two, and ten.)  However, he failed to address the potential that jumps between levels, while 
sometimes consistent on a numeric scale, may not in actuality denote the same change in 
difficulty.  For example, the difference in skills required to read a level 6 and a level 8 text may 
not be the same as the difference between a level 16 and a level 18 text, even though the intervals 
are consistent.  
 Two studies used ISIP-ER scores as a measure of reading progress (Ford, 2014; Luo, 
Lee, & Molina, 2017).  In a dissertation study examining the effectiveness of an active learning 
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program for first graders, ISIP-ER scores were used to measure reading achievement (Ford, 
2014).  This choice appeared to be a matter of convenience; ISIP-ER scores were already a part 
of the assessment routine in the district where the data were collected.  Luo and colleagues 
(2017) used ISIP-ER scores as part of their evaluation of the relationship between use of the 
Istation curriculum and STAR scores among third-grade students.  I was unable to locate any 
other examples of ISIP-ER being used as a measure in a research study. 
ISIP-ER model of reading.  Similar to DIBELS, ISIP-ER uses a progression of skills to 
determine reading ability.  ISIP-ER subtests are designed to follow this progression, with the 
questions within each subtest broken into varying levels of difficulty.  For example, the 
Vocabulary subtest is administered across all grade levels.  However, at kindergarten the focus is 
on Tier 1 words and the words become progressively more challenging as the student continues 
to make growth.  Subtests are also designed to build upon a progression of skills.  This can be 
seen in the way Listening Comprehension is only administered in Prekindergarten and 
Kindergarten before being replaced by the Reading Comprehension subtest in later grades.  
ISIP-ER subtests.  ISIP-ER groups its eight subtests into the five areas of focus from the 
National Reading Panel report (Mathes et al., 2016).  The eight subtests include: Phonemic 
Awareness, Letter Knowledge, Alphabetic Decoding, Spelling, Vocabulary, Listening 
Comprehension, Reading Comprehension, and Text Fluency.  Table 2.2 provides a brief 
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Table 2.2 












Phonemic Awareness Beginning, Ending and Rhyming 
Sounds: Student selects the 
picture which best matches the 
beginning, ending, or rhyming 
sound made by the narrator. 
 
Phonemic Blending: Student 
selects picture which matches 
the segmented word pronounced 
by narrator.   
 
K, 1 
Phonics Letter Knowledge Letter Recognition: Student 
selects letter pronounced by 
narrator from group of five 
uppercase and lowercase letters. 
 
Letter Sound: Student selects 
letter from group of five 
uppercase and lowercase letters 
that matches the letter sound 
pronounced by narrator. 
K, 1 
Alphabetic Decoding Student selects word which 
matches nonsense word 
pronounced by narrator. 
1 
Spelling Student selects letters to spell 
word pronounced by narrator. 
1, 2, 3 
Vocabulary Vocabulary Picture Items: Student selects 
picture that best matches word 
pronounced by narrator. 
 
Synonym Items: Student selects 
one of four words on the screen 
that has the same meaning as the 
word pronounced by  narrator. 
K, 1, 2, 3 
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Comprehension Listening Comprehension Matching Sentences and 
Pictures: Student selects picture 
from group of four which best 
matches the meaning of the 
sentence read by narrator. 
 
Sentence and Story Completion: 
Student selects picture which 
best fills blank in sentence or 
short story. 
K 
Reading Comprehension Matching Sentences and 
Pictures: Student reads a 
sentence and selects picture that 
best matches the meaning of the 
sentence. 
 
Sentence Completion: Student 
selects word that best fits the 
blank in a sentence, sentences, or 
paragraph. 
1, 2, 3 
Fluency Text Fluency Student selects correct word 
from list of three possible 
choices to complete missing 
words from a grade level 
passage for two minutes. 
2, 3 
  
Phonemic awareness.  Phonemic Awareness is assessed through the use of two activities 
in kindergarten and first grade.  The Beginning, Ending and Rhyming Sounds task was designed 
to assess a students’ ability to recognize individual sounds in words they hear.  In this 
assessment, the student sees four pictures on the screen.  The narrator says a word, and the 
student is asked to select the picture which matches the sound pronounced by the narrator 
(beginning, ending, or rhyming sound).  The items are mixed, so students must listen carefully to 
determine the exact task they were asked to complete.  Students can use the mouse to hover over 
each picture to hear the picture name repeated.  
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 The Phonemic Blending task assesses a student’s ability to blend phonemes in a word.  
The student is presented with four pictures on the screen, with a side view of an animated head in 
the middle.  The animated head says a word segmented into phonemes, and the student must 
select the picture which matches the word pronounced by the narrator.  Words range from three 
to six phonemes in length.  As with all picture tasks, the student may hover over each picture to 
hear the word associated with the picture. 
Phonics.  ISIP-ER uses three subtests within the domain of Phonics.  Although each 
subtest represents a progressively more complex element of phonics, the subtests are not 
exclusive.  For example, the first-grade default level includes all three Phonics subtests.  ISIP-ER 
reports provide teachers and parents with data from each individual subtest rather than the 
domain as a whole.   
Letter Knowledge.  There are two activities used to assess letter knowledge.  The first, 
Letter Recognition, measures how many letters a student can correctly identify in one minute. 
Students are presented with a mixture of five upper- and lower-case letters on the screen.  The 
narrator says a letter name, and the student is asked to select that letter symbol.  The second 
activity, Letter Sound, measures how many sounds a student correctly identifies in one minute.  
Students see the same screen as Letter Recognition, a mixture of five upper- and lower-case 
letters on the screen, but this time the narrator says a sound.  The student is asked to select the 
letter that makes that sound.   
 Alphabetic Decoding.  This subtest is a computerized version of a nonsense word 
assessment.  In Alphabetic Decoding, four nonsense words appear on the screen.  The narrator 
says a nonsense word, and the student is asked to select the word which matches.  Nonsense 
words are used to eliminate the influence of sight word knowledge (Mathes et al., 2016).  The 
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test is designed to measure a student’s ability to blend sounds in unfamiliar words.  Words are 
presented in a gradient of difficulty, following a set sequence of sounds.  The sequence of sounds 
is as follows: 
1. two or three phoneme words (vc, cvc, cv) 
2. three phoneme words including digraphs and diphthongs (e.g. th, sh; oi, ow) 
3. three phoneme words that include cvce, four or five phoneme words (cvcc, cvccc) 
4. four or five phoneme words with blends (ccvc) and vowel teams (cvvcc, ccvce) 
5. Four or five phoneme words with complex blends (cccvc) and 2-syllable words (cvc/cvc, 
cv/cvc) (Mathes et al., 2016) 
This progression of skills seems to focus primarily on the number of sounds in a word while 
intermixing short and long vowel sounds.  The technical manual does not provide a description 
of the process for selecting words; however, as seen in Figure 2.3, it appears that words from 
other languages were not removed from the item list (Mathes et al., 2016, p. 1-17). 
 
Figure 2.3.  Image of Alphabetic Decoding subtest from ISIP-ER Technical Manual (Mathes et 
al., 2016).  Note the inclusion of “dos” among the “nonsense” words. 
 
 Spelling.  Based on research correlating learning to spell and learning to read, the 
Spelling subtest was designed to measure how students have developed orthographic mapping 
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(Mathes et al., 2016).  In this task, students are presented with an array of letters on the screen.  
The narrator says a word, and the student is asked to spell the word using the letters on the 
screen.  This test differs slightly depending on the device used to take the assessment.  Students 
using touch-screen devices can touch the letters on the screen while students using non-touch 
screen devices must input the letters with a mouse or keyboard.  Each item is timed, requiring 
students to spell–and manipulate their device–rapidly.  Words that are not completed within the 
set time-frame are reported as timed-out.  There are 200 validated items for this test, divided into 
five levels of difficulty (Mathes et al., 2016).  
Vocabulary.  Vocabulary is measured through the use of a single subtest in ISIP-ER.  
The Vocabulary subtest contains two activities.  The first activity, Picture Items, presents a series 
of four pictures on the screen.  Students are asked to select the picture which best matches the 
word pronounced by the narrator.  The second activity, Synonym Items, lists four words on the 
screen.  The narrator says a word and the student is asked to select the word which best matches 
the meaning of that word.  The narrator pronounces each of the word choices, eliminating 
reading ability as a factor in this task. 
Comprehension.  The Comprehension domain consists of two subtests.  Listening 
Comprehension is only administered in kindergarten as a way to measure comprehension for 
students not yet reading.   
Listening Comprehension.  Listening Comprehension consists of two activities.  In the 
Matching Sentences and Pictures task, students are presented with four pictures on a screen.  A 
sentence is read aloud, and the student must select the picture which best matches the meaning of 
the sentence.  This task is designed to measure the student’s “knowledge of semantic and 
syntactic information” (Mathes et al., 2016, 1-14).  The Sentence and Story Completion task is a 
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simplified maze-type activity.  In this task, four pictures appear on the screen while a sentence or 
short story with a missing word is read aloud.  The student must select the picture that best fits 
the missing word.  
 Reading Comprehension.  These tasks were designed to measure a student’s ability to 
read and comprehend grade-level sentences and paragraphs.  In the Matching Sentences and 
Pictures task, a sentence and four pictures appear on the screen.  The student must read the 
sentence and select the picture which best matches the meaning of the sentence.  In Sentence 
Completion, the student is asked to complete a maze task.  A sentence or paragraph with one 
missing word appears on the screen.  The student must select the word that best fits the meaning 
of the sentence from a list of four possible choices.  
 Fluency.  There are two ISIP-ER subtests designed to measure fluency, but only Text 
Fluency is included in the Overall Reading scores.  
Text Fluency.  Due to the constraints of computerized administration, ISIP-ER’s Text 
Fluency differs from most common oral reading fluency assessments.  Students are presented 
with a maze passage, in which every fifth or sixth word has been deleted from the text.  Students 
select from three possible answer choices to complete each blank.  This task lasts for two 
minutes.  Unlike the other ISIP-ER tasks which provide progressively more difficult questions, 
text fluency is tied directly to a student’s grade level, using parallel forms of passages to measure 
growth over time.  Passages were designed to have a linear story grammar and match a 
readability formula to meet end of grade expectations (Mathes et al., 2016).   
 Oral Reading Fluency.  There is also an optional Oral Reading Fluency assessment 
which is not part of the regular testing battery.  This subtest is available in first grade and above 
and requires students to record themselves reading a grade level passage aloud for one minute.  
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The teacher can then listen to the recording and score it following the school’s running record 
conventions.  Istation is currently in the process of developing AI technology to automatically 
score these readings; it is not known when this subtest will be available to teachers. 
Summary 
 mCLASS and ISIP-ER were designed to be used as early reading screening measures that 
also offered teachers diagnostic data to guide instructional decision making.  Both assessments 
pull from CBM, but differ in their use of technology to measure reading progress.  Neither 
assessment boasts an extensive research base surrounding the validity of the assessment as a 
whole or the impact that the assessment has had on classroom practices.  As a subtest of 
mCLASS, DIBELS offers the largest body of research surrounding validity, yet the DIBELS 
literature also lacks a focus on classroom implications.  Drawing parallels to the impacts of other 
high-stakes tests on classroom practice provides some potential insight to the issue of mCLASS 
and ISIP-ER, but these comparisons are limited due to the very different nature (summative 
versus formative) and purpose (accountability versus screening) of the tests.  Ensuring that 
students become confident successful readers requires that teachers provide the best possible 
instruction for each student.  Understanding how reading assessments inform that instruction is a 
key step to improving reading instruction for every child. 
 The next chapter provides an overview of the methods and methodology used in the 
study.  It begins with an overview of how the research questions changed over time before 
moving into a discussion of the methodology followed by a description of the sites and the 
participant selection process.  Then, I move into a discussion of data collection methods and data 
analysis.  Finally, I conclude with a discussion of my role and reflexivity. 
 






CHAPTER 3: METHODOLOGY AND METHODS 
 The previous two chapters outlined the current context of early reading assessment within 
the state of North Carolina and provided a thorough review of the literature surrounding the use 
of early reading screeners in general, as well as descriptions of the specific assessments used 
within North Carolina over the past six years.  Next, I move onto a description of the methods 
and procedures I used to explore the impact of early reading assessments on classroom 
instruction.  This chapter provides a detailed description of my methodology, including the 
rationale for taking a case study approach to my questions and descriptions of the site selection, 
participants, tools for data collection, and data analysis procedures.   
My research questions were developed to address a broader inquiry into the impact of 
early reading assessments on classroom practices in kindergarten through third grade classrooms 
in North Carolina.  This study addressed the following questions: 
1. How do teachers describe the relationship between reading assessments and their 
classroom instructional practices? 
2. How do teachers perceive the value of the data they get from mCLASS and ISIP-
ER? 
These questions have evolved and changed throughout the course of my study, as commonly 
occurs in qualitative research (Agee, 2009).  When I originally proposed this study in April 2019, 
I planned to address the following questions: 
1. What do teachers know and understand about the purpose of mCLASS? 
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2. How do teachers describe the relationship between mCLASS and their classroom 
instructional practices? 
3. What specific instructional practices do teachers engage in related to mCLASS? 
At this time, Istation’s ISIP-ER had not yet been adopted.  Although there were rumors 
surrounding the adoption of a new assessment, I was guided by the false belief that the not-
inconsiderable expenditures made on new assessment kits for mCLASS for the 2018-2019 
school year would ensure the continuation of mCLASS as the state K-3 assessment.  As 
previously discussed in Chapter 1, the adoption of ISIP-ER as the state K-3 assessment was 
announced in June 2019. 
With the adoption and initial implementation of ISIP-ER, I changed the three original 
questions to reflect “early reading assessments” rather than mCLASS specifically, rationalizing 
that broadening my questions to include any and all early reading assessments would provide 
space for the participants to provide a more complete picture of their practice.  However, shortly 
into the analysis phase of the study, I came to realize that the ways teachers defined the purpose 
of assessment was so intertwined with data use that I could not parse out separate responses to 
address the first two questions.  That finding led me to eliminate my original first question, and 
use (original) research question #2 to interrogate teachers’ understandings of reading assessment 
as it translated into their classroom practice.  Similarly, I realized that it was difficult to claim 
that I had knowledge of teacher’s classroom practices surrounding assessment without actually 
observing classroom instruction.  Additionally, there was some overlap between how teachers 
described their assessment practices in general with their description of specific instructional 
practices.  This led me to eliminate the third research question, acknowledging that the first 
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research collection would allow me to dress both general approaches to assessment and specific 
instructional practices as described by the teachers. 
The unique timing of this study, during the initial transition between reading assessments, 
made it unsurprising that the teachers spent a large portion of our time together highlighting the 
differences between the two assessment tools, ISIP-ER and mCLASS.  Teachers found strengths 
in both assessments, but also expressed clear opinions about ways each assessment could be 
improved.  This led to the second research question, designed to examine the factors which 
influenced how teachers used data from mCLASS and ISIP-ER.  This line of questioning has the 
potential to help guide future transitions between assessments, highlighting both the professional 
development needed to ensure smooth transitions and providing a deeper understanding of the 
assessment elements valued by teachers.   
Methodology: Case Study 
Examining teachers’ practice is well suited to the use of a qualitative approach.  
Qualitative research allows us to focus on the lived experiences of teachers, considering the 
individual context of each school and classroom as teachers interpret wider policies.  It is 
impossible to understand the impact of an assessment program like mCLASS or ISIP-ER 
through achievement scores alone; we need to understand the assessment through the lived 
experiences of the teachers who are responsible for implementing it.  As Spradley (1979) noted, 
“Any explanation of behavior which excludes what the actors themselves know, how they define 
their actions, remains a partial explanation that distorts the human situation” (p. 13).  This study 
was designed to explore teachers’ understanding and enactment of early reading assessments.   
Within the broader field of qualitative research, case studies provide the opportunity to 
illuminate a phenomenon and provide researchers with the opportunity to understand the 
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perspectives of those being studied (Gilham, 2000; Merriam, 1998; Stake, 1995).  Case studies 
provide the opportunity to explore the situated nature of a phenomenon.  While this means that 
generalizations from case studies are limited, there is “power [in]...its attention to the local 
situation” (Stake, 2006, p. 8).  For the purposes of this study, understanding the unique local 
contexts of the two schools participating in the study sheds further light on how teachers make 
sense of early reading assessments and apply the resulting data in their instruction within the 
state of North Carolina. 
I intentionally selected two schools within North Carolina in order to explore possible 
variations of experiences with early reading assessment, even among teachers operating within 
the same district and state expectations (Gilham, 2000).  This also created a larger participant 
pool, providing for a greater variety of experiences and opinions.  Developing a better 
understanding of what early reading assessment implementation looks like in classrooms and 
how the resulting data is interpreted and utilized provides multiple pathways to improving 
literacy instruction for all students. 
Site Description 
 As previously stated, North Carolina adopted a state-wide early literacy diagnostic 
beginning in the 2013-2014 school year.  As one element of the Read to Achieve Act, all K-3 
public school teachers were required to assess their students using the mCLASS battery.  NCDPI 
established “testing windows” during which all assessments were to be completed and 
established procedures for all elements of the testing experience, including guidelines for who 
should administer the assessments, how and when assessments could be invalidated, cut scores, 
and requirements for progress monitoring.  Although many districts used early reading 
assessments prior to Read to Achieve, early elementary teachers in North Carolina had not 
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previously seen this type of state-based assessment mandate.  The ability to tie mCLASS scores 
to EVAAS was another unprecedented change; previously K-2 teachers’ EVAAS scores were 
based on school-wide performance rather than tied to their individual classroom performance. 
The District 
The study was conducted in Summerville County (all names are pseudonyms), a county 
consisting of slightly more than 700 square miles located in central North Carolina (“About Us”, 
2017).  Summerville County is considered a rural-fringe county, which is defined as a rural area 
within five miles of an urban area or cluster (IES, n.d.) and prides itself on a thriving arts 
community and small specialized farms (“About Us”, 2017).  Closely bordered by more urban 
counties, the school district is the largest employer in the county, with many residents 
commuting to neighboring counties to work.  The population of Summerville County has grown 
over 25% since the year 2000, outpacing the average rate of growth for the state (US Census 
Bureau, 2017).  Much of this can be attributed to the growth of the Hispanic population, which 
increased from 567 residents in 1990 to an estimated 8,800 residents in 2017.  The overall 
majority of the population is White, with approximately 12% African American and 12% 
Hispanic residents.  There are three towns and numerous unincorporated communities in 
Summerville County.  Summerville County Schools contains 17 public schools that serve over 
9,000 students, approximately 1,000 of whom are classified as English Language Learners 
(ELL).  There are also three charter schools currently located within the county. 
 Summerville County Schools was selected as the site for the study for several reasons.  
As a former employee of Summerville County Schools (although not of the two schools in the 
study), I gained access to the two schools through a gatekeeper after obtaining approval to 
conduct the study from the assistant superintendent’s office.  In many ways, Summerville 
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County Schools is representative of many of North Carolina’s school districts, with traditions of 
rurality and recent changes in district demographics.  Access to the schools was gained through a 
district-level administrator, who approached building level principals to gauge their willingness 
to participate in the study.   
The Schools 
Teachers from two schools within Summerville County agreed to participate in this 
study.  Although the two schools are located within the same county, they provided different 
contexts for teaching and learning. 
Chestnut Hill Elementary is one of two elementary schools located in the largest town in 
Summerville County.  The town grew by 75% over the last twenty years, predominantly due to 
an influx of Hispanic immigrants.  A Title 1 school, Chestnut Hill served 576 students in the 
2017-2018 school year, 95% of whom were eligible for free or reduced lunch (NCES, n.d.).  
Enrollment numbers indicate that 75% of the student population identified as Hispanic, 15% as 
Black, and 6% as White.  Complete demographic information can be found in Table 3.1. 
Pineywoods School is located in an unincorporated area in the southwestern part of 
Summerville County.  According to IES (n.d.), Pineywoods was classified as Rural: Distant, 
indicating that it was between five and 25 miles away from an urbanized center.  Pineywoods 
served 307 students in grades K-8 for the 2017-2018 school year.  A Title 1 school, 
approximately 50% of the student population received free or reduced lunch.  During the 2017-
2018 school year the student population was 71% White, 15% Hispanic, and 10% Black.  Full 
demographic information can be found in Table 3.1.   
 Both schools received a grade of “C” on the state report card for the 2018-2019 school 
year.  This marked the first time that Chestnut Hill exceeded growth expectations in the past six 
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years (NC School Report Cards, 2019).  Despite the improved growth rate, only 44.6% of the 
Chestnut Hill students in grades 3-5 were proficient on the ELA NC EOG.  Previously, the state 
designated Chestnut Hill a recurring low performing school, as it had received a grade of D or F 
for two of the past three years.  Pineywoods had been a “C” school for the past six years (NC 
School Report Cards, 2019).  As a K-8 school, NC EOG scores for Pineywoods were reported as 
aggregates; 59.2% of students in grades 3-8 achieved grade level proficiency on the ELA NC 
EOG.  Pineywoods School exceeded expected growth for White, Hispanic, and All subgroups, 
but did not make growth for students with learning disabilities and economically disadvantaged 
students. 

















































Note: Demographic data retrieved from National Center for Education Statistics Common Core 
of Data.  https://nces.ed.gov/ccd/schoolsearch  
 
 Core instruction at Chestnut Hill included a workshop-style approach to reading 
instruction, incorporating mini-lessons and strategy groups or guided reading groups.  Grade 
levels co-planned their reading lessons, with support from the instructional coach during weekly 
literacy planning meetings.  Recipe for Reading (Bloom & Traub, 2002) was used to support 
core instruction K-2 classes.  Third through fifth grade classes used Academic Vocabulary 
Toolkit (Kinsella, 2015) as part of their core instruction.  Reading intervention was provided by a 
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designated reading teacher utilizing a pull-out model.  Intervention groups were flexible and 
were changed based on assessment data.  Programs used as part of intervention time included 
HillRAP (Hill Center, n.d.) and HELPS (Begeny, Cunningham, Mann, & Tsuen, 2009). 
According to the school’s curriculum coach, the teachers at Pineywoods embarked on a 
review of their reading and math curriculum five years ago.  This year-long review began with 
the teachers defining the essential elements of a literacy and/or math class, focusing on the 
instructional elements every child deserves.  For literacy, this became a deeper dive into the 
research surrounding the components of a guided reading classroom.  Teachers defined what a 
guided reading classroom looked and sounded like, including all areas of instruction (speaking, 
listening, reading, and writing).  In grade level bands (K-2, 3-5, 6-8), the teachers wrote mission 
and vision statements for both math and reading.  These statements became the base of all 
instructional decisions, from the classroom level to determining coaching cycles and professional 
development.  Across the school there were several core components of reading instruction.  
These included Recipe for Reading (Bloom & Traub, 2002) in the lower grades (K-3), a calendar 
of comprehension strategies which were taught explicitly (K-5), and the Twelve Powerful Words 
(Bell, n.d.) which were taught school-wide.  
Participant Selection 
All kindergarten through third grade teachers at each school were invited to participate in 
the study.  Access to teachers was gained through administrators at the school.  An invitation 
email was sent to all teachers to describe the study and explain the commitment required for 
participation.  At Chestnut Hill Elementary, two teachers expressed interest in response to my 
initial email.  The school principal then reached out to several other teachers, securing two more 
volunteers from grade levels not represented by the original respondents.  This created a group of 
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four teachers representing grades K-2, out of 15 eligible teachers at the school.  Both the 
principal and the curriculum coach also participated in an interview.  Demographic information 
for the participants is reported in Table 3.2.  All demographic data is reported in aggregate to 
limit potential identification of participants.  Of particular note for this group is that two of the 
teachers were international teachers, with extensive teaching experience outside of the United 
States.  
At Pineywoods School, the school principal forwarded my introductory email to all K-3 
teachers and arranged for the first focus group to occur during their regular planning time.  This 
helped to ensure that all eligible teachers participated in the focus groups, providing a total of six 
teachers.  The curriculum coach at Pineywoods School participated in an administrative 
interview.  Demographic information for the teachers at Pineywoods School (reported in 
aggregate) is listed in Table 3.2.  This was a highly experienced group of teachers, with only one 
teacher with less than 20 years of teaching experience. 
Table 3.2.  Demographic Data for Participants.  
 Gender Race Experience Highest Degree 
Pineywoods 
School 













2 B Ed 
 
Note: MA- Master of Arts, BA-Bachelor of Arts, B Ed-Bachelor of Education, NBCT-National 
Board Certified Teacher 
 
Data Collection Methods 
 Data were collected using a variety of qualitative methods.  Primary data collection 
included focus groups (teachers) and semi-structured interviews (administrators and teachers).  
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Two focus groups, each lasting approximately one hour, were held at Chestnut Hill Elementary.  
Three focus groups, each lasting between 40 minutes and one hour were held at Pineywoods 
School.  The initial focus group was broken into two sessions by grade level bands (K-2 and 3) at 
Pineywoods School to facilitate meeting during the teachers’ planning time.  Administrative 
interviews ranged between 20 and 25 minutes.  Artifacts, including instructional materials related 
to reading assessments, lesson plans, and assessment reports were collected from teachers at both 
schools in the form of photographs or copies of materials.  Table 3.3 provides a timeline of the 
data collection process.  Table 3.4 explains how each of these data sources were used to answer 
the research questions. 
Table 3.3. Data Collection Timeline. 
September 2019 Principal and Coach Interview: Chestnut Hill 
October 2019 Focus Group #1: Chestnut Hill 
• 4 teachers (Grades K-2) 
November 2019 Focus Group #2: Chestnut Hill 
• 3 teachers (Grades 1-2) 
January 2020 Focus Group #1: Pineywoods 
• 4 teachers (Grades K-2) 
• 2 teachers (Grade 3) 
Coach Interview: Pineywoods 
Focus Group #2: Pineywoods 
• 5 teachers (Grades K-3) 
February 2020 Teacher Interviews: Pineywoods 
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Table 3.4. Research Questions and Data Collection Methods and Sources 
Overarching Question: How has the mandated administration of early reading assessments impacted 
teacher practices in kindergarten through third grade classrooms in North Carolina? 
Question Data collection methods Data Sources 
How do teachers describe the 
relationship between reading 
assessments and their 
classroom instructional 
practices? 








Transcript; Graphic organizer; 
Copy/Image of instructional 
materials; Field Notes 
 
Transcript; Field Notes 
 
Transcript; Field Notes 
How do teachers perceive the 
value of the data they get 
from mCLASS and ISIP-ER? 
 
 









Transcripts; Graphic organizer; 
Field Notes; Copy/Image of 
instructional materials 
 
Transcript; Field Notes 
 
 
Transcript; Field Notes 
 
Focus Groups 
Two focus groups were held at each school, with each focus group covering different 
aspects of assessment and instruction.  At Chestnut Hill Elementary, the focus groups were held 
after school two weeks apart in October and November 2019.  At Pineywoods School, the first 
focus group was held in January 2020 during team planning time during the school day, and the 
second group was held after school one week later.  Field notes were maintained during the focus 
groups and immediately expanded on through the use of voice memoing following each session.  
Focus groups were audio recorded and then transcribed verbatim by the researcher, as 
recommended by Krueger and Casey (2015). 
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The first focus group centered around the teachers’ perceptions of reading assessments 
and was intended to address research question #1.  The protocol for the first focus group can be 
found in Appendix A.  A graphic organizer was used to facilitate the discussion.  Participants 
were given a paper divided into four squares and asked to list at least four different words and 
images they associate with reading assessment (one in each box; see Figure 3.1 for an example 
of a completed graphic organizer) (Joffe, 2012).  Related words or images were added to each 
of the boxes.  This organizer was used to spark the initial conversation, with each teacher 
sharing an idea from one of their boxes and so on.  Using this type of written discussion-starter 
offered several benefits: it provided the participants with the opportunity to organize their 
thoughts, created a greater sense of commitment to express an idea even if it might be 
controversial within the group, provided the moderator with a reason to include any reticent 
participants in the discussion, and provided a record of all participants’ original thoughts on the 
topic even if they did not express those thoughts during the focus group (Morgan, 1997).  This 
technique also ensured that the initial discussion was guided by the teachers and their priorities 
rather than those of the moderator (Joffe, 2012).  These sheets were collected as artifacts at the 
end of the focus group.  The focus group protocol was used as needed to funnel conversation 
towards topics that addressed research questions (Morgan & Hoffman, 2018).  










Figure 3.1. Completed graphic organizer. Participants were directed to fill each square with 
words or pictures that came to mind when they heard the terms “reading assessment.” This 
organizer was completed by a K-2 teacher at Pineywoods. 
 
There was one major deviation from this protocol.  The teachers in the third-grade focus 
group at Pineywoods School did not create graphic organizers.  When it originally appeared that 
there would be only one teacher participating in that group, she opted out of completing an 
organizer.  A second teacher arrived after the conversation was already underway, so the 
participants decided to recap anything that had been previously stated and then continue the 
conversation without creating the graphic organizers.  Overall, the focus of this conversation 
was on the relationship between assessment and instructional practices, directly addressing 
research question #1; however, the teachers at both schools organically began to discuss the 
different affordances of mCLASS and ISIP-ER, allowing data collection for research question 
#2.   
 The second focus group addressed the specific instructional activities teachers engaged in 
surrounding reading assessments, in response to research question #1.  Participants were asked to 
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bring a copy of one or two instructional materials that they have used related to reading 
assessments.  The focus group began with time to share and discuss these items.  The protocol 
for the second focus group is included in Appendix A.  Attendance for focus group #2 varied at 
both schools.  At Chestnut Hill, one teacher had a family commitment and was unable to attend.  
I was not informed of the scheduling conflict prior to the beginning of the focus group, so the 
group continued without her participation.  Although she verbally agreed to a follow-up 
interview when informing me of the conflict, she did not respond to further invitations.  At 
Pineywoods School, all of the teachers agreed to attend a joint second focus group after school, 
eliminating the need for grade level groups.  One teacher (K-2) had a last-minute conflict arise, 
but she was able to come for the first few minutes of the focus group to share her instructional 
material.  She later participated in an individual interview. 
 During the focus groups, I intended to be a low-involvement moderator (Morgan, 1997), 
allowing the teachers to determine the flow of the conversation.  Although an emphasis on 
sharing personal experiences typically leads to a discussion which engages everyone (Morgan, 
1997), the small size of several of the groups (particularly the group at Chestnut Hill) led me to 
be more involved than I had originally intended.  I used several of the questions from the focus 
group protocol during Chestnut Hill focus groups.  Two of the three groups at Pineywoods 
School were larger and more talkative, generally facilitating conversation without much 
intervention from me.  I did at times add questions that were not on the focus group guide to 
clarify or expand upon comments made by participants (Brotherson, 1994).  At the end of each 
focus group, I engaged in an oral summary of the key discussion points to serve as an early form 
of member-checking (Krueger & Casey, 2015). 
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I conducted a pilot focus group discussion on May 21, 2019 with a group of six 
kindergarten through third grade teachers.  These teachers were recruited through my son’s third 
grade teacher and all participated voluntarily after school.  This school differed from the schools 
in the study in that it was considerably more successful on state tests (71% proficient on NC 
ELA EOG in 2018-2019) and served a less racially and socioeconomically diverse group of 
students (84% White, 7% Hispanic, and 4% Black; 38% FRL).  I used the first focus group 
discussion starter, the four-square graphic organizer, to begin the conversation.  At this time, the 
study was still focused only on mCLASS, and the teachers independently discussed their 
thoughts on a variety of aspects of mCLASS, with a primary focus on DIBELS, and reading 
assessment for the entire session.  I was surprised by the nuanced conversation and the focus on 
DIBELS; in many ways the pilot teachers dismissed the results of the TRC and relied more upon 
DIBELS to guide their intervention planning which contrasted sharply with my prior experience 
with mCLASS.  
All teachers participated and expressed their views, asking clarifying questions of one 
another.  I did not use any of my follow up questions for this session because the teachers kept 
the conversation moving throughout the entire session.  I brought the conversation to a close 
after 45 minutes in order to respect the many demands on teachers’ time at the end of the school 
year.  I found it extremely valuable to allow the conversation to flow freely on topics of teacher’s 
interests/concern rather than to try to direct it to answer my specific questions.  Although this 
conversation allowed me to practice my general procedures (practice using recording device, 
focus group protocol, recording field notes), it did not prepare me for a less-talkative focus 
group.  Based on the success of this session, I did not alter my plans (other than to adapt the 
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wording to reflect the new assessment) prior to implementing the first focus group during the 
actual study. 
Interviews 
Semi-structured interviews were conducted with one to two administrators from each 
school to develop a fuller understanding of the context in which the teachers worked, including 
expectations surrounding reading assessment and data use within the school.  At Chestnut Hill, 
this took the form of a joint interview with the principal and curriculum coach prior to any focus 
groups being held.  At Pineywoods School, I interviewed the curriculum coach immediately 
preceding the second focus group.  An interview guide for the administrative interviews can be 
found in Appendix B.  These brief interviews (15-20 minutes) were audio-recorded and 
transcribed verbatim by the researcher.  
All of the teacher participants were invited to participate in follow-up interviews.  I 
informed teachers of the possibility of these interviews at the beginning of the first focus group 
and the conclusion of the second focus group.  Interviews were not scheduled immediately upon 
completion of the focus groups to allow initial data analysis to play a role in determining the 
interview questions.  The interview guide can be found in Appendix B.  This led to a significant 
gap (just under three months) between the focus groups and the invitation to participate in an 
interview for the teachers at Chestnut Hill.  For the teachers at Pineywoods School, there was 
one week between the second focus group and the invitation to participate in an interview. 
An email invitation to participate in a brief follow-up interview was sent to all 
participants from both schools.  One email was returned as undeliverable, indicating that one of 
the participants from Chestnut Hill was no longer teaching at that school.  The email included a 
request to respond to three written questions about the administration of ISIP-ER if teachers were 
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not willing to participate in an interview.  Four teachers from Pineywoods agreed to be 
interviewed and the two other teachers returned responses to the written questions.  There were 
no responses from the teachers at Chestnut Hill.  A second email, once again requesting a written 
response if teachers were unable to participate in an interview, was sent to the three remaining 
teachers at Chestnut Hill one week after the first email.  Once again there was no response, 
leading me to determine that the teachers from Chestnut Hill were no longer interested in 
continuing their participation in the study. 
The four teacher interviews took place via phone.  A weather-based school cancellation 
allowed three of the teachers to contact me on a teacher work day, while the fourth called during 
her planning time the following week.  These interviews ranged in length from ten to twenty 
minutes, with the exception of one interview which ran for thirty minutes.  The longer interview 
was with the teacher who had been unable to stay for the second focus group session; the longer 
conversation allowed her to provide her views on some of the topics that were covered during 
that second focus group.  For all participants, speaking in a more private setting provided the 
opportunity to elaborate on instructional practices in a way that they may not have felt 
comfortable doing within the larger group.  All interviews were audio recorded and transcribed 
verbatim by the researcher. 
The interview guide used with the teachers can be found in Appendix B.  The first four 
interview questions (about technology and the administration of ISIP-ER) were included in the 
email invitation for an interview; these questions were designed to clarify responses from the 
second focus group at Pineywoods.  The remaining questions were developed after the initial 
data analysis, with specific consideration of the theoretical framework.  In particular, the 
questions about data use were designed to explore the influence of community and division of 
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labor on the assessment activity system (research questions #1 and #2).  Similarly, the questions 
about accountability were designed as a way to examine how external rules influence the 
assessment activity system (research question #2).   
Other data sources 
Field notes.  I kept detailed field notes for all focus groups and interviews.  Notes were 
recorded during and immediately following events.  During focus groups, I engaged in keyword-
based note-taking, which allowed me to maintain eye contact but also helped spark more 
complete field-notes following the discussion (Phillipi & Lauderdale, 2018).  I expanded upon 
these jottings as soon as possible following each session with audio recorded field notes.  The 
use of audio recorded field notes allowed for timely recording of events given scheduling and 
travel constraints.  Audio recorded notes were transcribed for analysis by the researcher.   
Artifacts.  Instructional materials, lesson plans, and assessment reports were collected 
from teachers as appropriate.  Photographs of the artifacts were collected when it was not 
possible to keep a copy of the item.  These concrete examples of teachers’ lived experience with 
reading assessment helped to shed light on the specific instructional practices occurring in 
classrooms, addressing research question #1.  They were also used in support of research 
question #2, as the instructional materials highlighted some of the perceived differences between 
mCLASS and ISIP-ER.  All student names and any other identifying information were cropped 
from the photographs of instructional materials and assessment reports when the photographs 
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Data Analysis 
Procedures 
Once transcripts were completed and approved by participants as a form of member-
checking (Carlson, 2010), they were uploaded into NVivo for coding.  Chestnut Hill teachers 
chose not to engage in formal member-checking.  Computer based coding methods have become 
increasingly common in qualitative research (Basit, 2003), and allowed for coding and re-coding 
with ease.  I immersed myself in the data by reading and rereading the transcripts.  Initial coding 
for Chestnut Hill took place before data collection occurred for Pineywoods School.  As 
Merriam (1998) stated, “qualitative research is not a linear, step-by-step process.  Data collection 
and analysis is a simultaneous activity” (p. 151).  Initial codes, based on the research questions 
and the literature review, are listed in Appendix C.  I simultaneously applied these a priori codes 
while I engaged in in-vivo coding, adding, deleting, and combining codes in the code book 
throughout the coding process.  Once all transcripts were uploaded and coded, I created a final 
codebook (Terry et al., 2017).  I then re-coded all transcripts a final time to ensure consistent 
usage of codes (Joffe, 2012).  A sample of the final codebook can be seen in Appendix D.  A 
secondary analysis was conducted by coding all data to match the seven aspects of CHAT 
(Subject, Tool, Object, Outcome, Rules, Community, and Division of Labor). 
In Thematic Analysis, “coding is treated as an organic and flexible process, where good 
coding requires a detailed engagement with the data” (Terry et al., 2017, p. 22).  The original 36 
codes were collapsed into 11 broader codes, which were then used in conjunction with CHAT as 
a basis to develop themes.  Provisional themes were “tried out” in visual maps depicting 
relationships between the data (Terry et al., 2017).  Provisional themes were reviewed to ensure 
that they were distinct, yet related, and that they effectively told the story of reading assessment 
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in K-3 classrooms.  It was during this process that the overlap between the original research 
questions was determined.  The process of creating visual maps was repeated until all themes 
were fully developed, effectively answering the research questions, and representing the data 
(and codes) fully (Terry et al, 2017).  
 Throughout the coding and analysis process, memos were used to “capture the thoughts 
of the analyst on the fly” (Miles & Huberman, 1994, p. 75).  Memos also created an audit trail of 
the analytical process, recording the evolution of codes, the connections that were made to create 
categories, and the initial thoughts towards analysis.  A memo was created for each code 
following final coding as a first step in condensing codes and finding themes.  These memos 
were linked to the codes through the use of NVivo software.  
Researcher’s Role, Reciprocity, and Ethics 
 I served as moderator during focus groups and conducted all interviews.  In this role, I 
provided teachers with a sympathetic listening ear, while refraining from expressing my own 
opinions about the assessment.  Studying the familiar can cause one to lose the legitimacy 
offered to an outsider studying an unknown context (Everhart, 1977); however, my background 
and experience allowed teachers to feel a level of comfort with my presence that they may not 
otherwise have felt.  Although there is no way for me to portray myself as an outsider in North 
Carolina elementary schools (especially as a former teacher in the district in which the study 
took place), I would argue that my experience granted me deeper access and rapport with 
teachers who are leery of academics and others perceived to be distanced from the classroom.  I 
ensured that teachers knew that my role was not to evaluate their performance or to report back 
to administration, but rather to give voice to their stories and experiences.  Although I entered the 
field as a researcher, it was challenging for me to silence my responses as a classroom teacher 
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and avoid responding to statements or situations from the perspective of a colleague.  In fact, I 
did sometimes find myself expressing those reactions as a way to legitimize concerns expressed 
tentatively by participants.  
Marshall and Rossman (2016) list three main areas of ethical concern in a qualitative 
study: obtaining free consent and respecting privacy, ensuring that no harm comes to research 
participants as a result of the study, and considering who will benefit from the study.  As a study 
of regular classroom practice that was exempt from IRB approval and monitoring, consent was 
verbally obtained from all participants at every step of the study.  Participants were allowed to 
leave the study at any point, as evidenced by the lack of interview participants from Chestnut 
Hill.  Anonymity of participants was preserved by using pseudonyms for teachers, schools, and 
the district in any written reports as well as aggregating demographic data which could lead to 
indirect identification.  Furthermore, I refrained from identifying teachers from Pineywoods 
School by their specific grade level as one more way to protect their identities.  Given the small 
size of the school, identifying teachers by grade level created a direct link to their identity.  
Providing teachers with a promise of anonymity presented the added benefit of allowing them to 
speak freely about their experiences without fear of repercussions at the school or district level.  
In order to promote this freedom, data from the focus groups and interviews were not shared 
with administrators until it had been aggregated and anonymized.  
Variations from Proposal 
 As previously mentioned, there were some variations from the original proposal for this 
study.  Beyond the changes in research questions which were previously discussed, there were 
three main changes: the assessment tool, one of the research sites, and the switch from using a 
multi-case study approach to framing the study within the case of North Carolina.  The change in 
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assessment tool was outside of my control; as a state-wide decision, there was no way to control 
for its occurrence beyond broadening the focus of the study to include the new tool.  While this 
was further complicated by the controversy surrounding the adoption of ISIP-ER, teachers by 
nature are resilient and are used to figuring out ways to adjust to constantly changing mandates.  
My committee was informed about the broadening of the original research questions to include 
ISIP-ER via email in September 2019; there were no concerns expressed at that time. 
As originally envisioned, the study was designed as a multi-site case study which would 
contrast the experiences of teachers at two different schools serving similar populations within 
the same town in Summerville County.  One of the two proposed sites declined to participate.  
The second site (Chestnut Hill) had a very limited participant pool (only four out of the 15 
possible teachers elected to participate).  This low level of participation made it difficult to 
present Chestnut Hill as a complete case.  Another study site (Pineywoods), within the same 
county and therefore facing the same district-level expectations, was located and agreed to 
participate, adding six teachers to the study.  This process took time (as did the final notification 
that the first school was unwilling to participate), which created a significant gap between data 
collection at the two sites.  This can be viewed as beneficial to the study as it provided the 
opportunity to examine how teachers were using the new assessment later in the school year.  
Additionally, the low level of participation from Chestnut Hill led to reframing the study as a 
case study of the state, with the teachers from both schools combined to represent the 
experiences of teachers within the state of North Carolina.   
Reflexivity, Limits, and Contribution 
 The seeds for this project were planted in my final (half) year in the classroom.  As a 
third-grade teacher, I watched as my students faced an enormous battery of testing--mCLASS, 
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BOG, EOG, CogAt, Read to Achieve portfolio--it seemed like every week there was another test.  
Looking back, I do not think that I provided my students with the instruction they deserved. 
Instead, I became test-focused--too busy complying with the external demands of progress 
monitoring and Read to Achieve to stop and think about what I was actually doing in my 
classroom.  Graduate school provided me with the opportunity to reflect back on my 
instructional choices while also digging into the literature on which some of these decisions were 
based.  Reading research about CBMs, progress monitoring, and RtI provided a theoretical 
grounding in what these assessments were intended to do--and insight into how the practical 
application differs greatly from the theoretical.  Essentially, this project is the paper I wish I had 
access to as a classroom teacher. 
  Ultimately, I would like to see teachers empowered through knowledge of assessment 
and the relationship between reading instruction and assessments to effectively adapt their 
instruction to meet the needs of all students and to push back when mandated assessments and 
related policies negatively impact the quality of their teaching and the well-being of their 
students.  In the early stages of this process I engaged in a conversation with a district level 
administrator (Director of Elementary Schools) about my research interests surrounding 
assessment, and specifically mCLASS.  She expressed that she had often heard teachers 
complain about the amount of time spent assessing/progress monitoring with mCLASS, but 
wondered what teachers would do if they didn’t have mCLASS.  After I described my personal 
experiences with mCLASS and progress monitoring while I was a teacher in her district, she 
suggested a possible solution to the time-consuming nature of progress monitoring that easily 
could have been implemented simply by altering what was considered core instruction and what 
was considered progress monitoring based on the needs of my classroom.  This simple change 
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would have increased the time available for instruction, while still holding true to the standards 
of progress monitoring.  Unfortunately, as a classroom teacher I did not believe that I had the 
power to make this kind of a change.   
In the course of this conversation I came to realize just how important it would be to 
share teachers’ stories in a way that moved beyond a surface level complaint but provided an in-
depth view of teachers’ perceptions and experiences with assessment.  Providing a thorough 
overview of these experiences could be used to inform teachers as they worked to push back 
against problematic assessment practices.  Understanding how teachers interpret reading 
assessments provides equally important insights for administrators and teacher preparation 
programs.  
Conclusion 
 This study holds the potential to inform policy makers, teacher educators, and teachers 
alike by sharing the stories of practicing teachers as they grapple with utilizing data from reading 
assessments in their classroom.  In summary, this chapter provided a description of the evolution 
of the research questions, an overview of the methodology, a description of the research sites and 
participants, and a thorough overview of the data collection and analysis procedures.  The next 
chapter discusses the overarching themes in response to the two research questions.   
  






CHAPTER 4: FINDINGS 
 
 This study examined the experiences of teachers at two different schools within 
Summerville County in central North Carolina.  In this chapter, I will begin with a brief review 
of the role of reading assessment in North Carolina.  Then I will discuss the essential role filled 
by curriculum coaches at both of the participating schools.  I will conclude the chapter by 
answering each of my research questions, highlighting five overarching themes: Data is spoken 
here; What is assessed, gets taught; The assessment tool matters; (face) Validity is in the eye of 
the beholder; and Please sir, may I have some more? 
The Role of the Curriculum Coach 
 All elementary and middle schools in Summerville County had at least one curriculum 
coach.  Originally funded by Race to the Top, there was no set job description for this role. 
Instead, principals were allowed to utilize the coaches as they saw fit.  This led to wide variation 
in the roles and experiences of coaches across the district.  More recently, the district was 
moving to a district-wide description of the curriculum coach role and conducted regular 
meetings between coaches from across the county and the grade-span directors (elementary and 
middle).  The two coaches in this study played an integral role in determining instructional 
practices at their school, although the instructional support they offered took different forms. 
Support from the curriculum coach plays an important role in teachers’ data use (Datnow & 
Hubbard, 2015; Roehrig et al., 2008; Young, 2006). 
Chestnut Hill’s coach was relatively new to her position, having moved from a classroom 
position within the past two years.  She clearly grasped the detailed elements of curriculum 
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decisions at Chestnut Hill, stepping in to elaborate on how data was used to determine 
instructional practices and reminding the principal of the specific curricular resources the school 
was using.  Clearly, the coach served as the first place for teachers to go with questions or 
concerns, as she was able to share the issues teachers were seeing with the implementation of 
ISIP-ER.  Although she was unable to provide any specifics about using the ISIP-ER data, that 
was most likely a reflection of the timing of the interview (within the first month of school).  
Chestnut Hill’s coach offered direct instructional support through weekly ELA planning 
meetings with each grade level.  The school utilized a grade level planning model, which 
required that all classrooms within each grade level engage in similar lessons at the same time.  
According to the principal, Chestnut Hill’s coach offered teachers support with utilizing their 
data, “She'll help sit down with people and say, okay, these are some groups that might work 
well based on this data.”  The teachers did not mention this type of support during the focus 
groups.  However, they did indicate that the coach had supported them in locating relevant 
materials based on ISIP-ER scores during a data focused planning time.  “Well actually in our 
data day meeting, we pulled up our data and looked at our kids” (Grade 2).   
Pineywoods’ coach had been in her role at the school for five years.  When she started at 
Pineywoods, she engaged the teachers in a year long process of examining their instruction, 
creating grade level span vision statements, and determining the key elements of quality 
instruction in reading and math that were used to guide coaching cycles and professional 
development.  From our conversation it was clear that the Pineywoods coach had played an 
integral role in the selection of required curriculum materials at the school and in designing 
instruction across classrooms.  The teachers at Pineywoods were much more likely to refer to the 
support they received from their curriculum coach than were those at Chestnut Hills.  There were 
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repeated references to the schoolwide data day, which was organized by the curriculum coach 
and the counselor.  
 The Pineywoods coach presented herself as a buffer between her teachers and ISIP-ER.  
After the initial ISIP-ER training, she described reaching out to the teachers over the summer to 
tell them, “Do not stress about it.  We’re going to figure this out. Just don’t worry about it.”  She 
knew her teachers would be following the news reports, and wanted to provide an extra layer of 
assurance that they would have plenty of support making the transition to the new assessment 
platform when they got back to school in August.  She also worked behind the scenes to help 
provide teachers with data to back up (or challenge) their ISIP-ER results.  She went around the 
school conducting paper and pencil ORF tests to provide a comparison data point for teachers to 
utilize in their decision making.   
She saw her job as protecting her teachers from external expectations and breaking down 
information into manageable chunks to ensure that the teachers would be able to use it 
accordingly.  Although she portrayed herself as a protector, the teachers also viewed her as a 
collaborator.  In a discussion about determining interventions, one teacher described the process:  
Like last year I was kind of encouraged to use Hill Rap… I wasn't seeing a big impact 
with the Hill Rap.  And in the past, I had used choral reading, and it really worked with 
my students.  So, we weren’t seeing a lot of growth with it.  And [Coach] was like, if you 
want to try something else, you can try something else.  So, I was like, okay I'm going 
back to the choral reading then that I used the year before.  So, you know, we'll try 
something, and if it's not working, we’ll go back to...(Grade 3) 
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Although the coach was providing guidance on selecting interventions, she was also responsive 
to teacher concerns and student results.  The Pineywoods teachers clearly played a role 
determining the effectiveness of an intervention. 
Assessment Training  
A major factor in the initial resistance to ISIP-ER was the brief adoption timeline.  
Announced on the last day of the traditional calendar school year, there was no time to begin 
assessment training before the beginning of the new school year.  This led to an inability for 
school-based administrators to fully support teachers during the initial phases of implementation.  
As the Chestnut Hill principal described it, “Teachers have a lot of really good questions that we 
can't answer right now because we have maybe slightly more information than them.  And [we 
are] slightly ahead of them, but not by much.”   
At the time of the administrative interview (within the first month of school), the 
Chestnut Hill principal and coach stated that the only support they and their teachers had 
received for implementing ISIP-ER was a brief overview of how to administer the assessment.  
This included a demonstration of the modeling component, an element of the ISIP-ER platform 
which provides an interactive practice test designed for teachers to show students how to use the 
various elements of the testing platform.  The principal described her frustration at being unable 
to offer any other support to her teachers at this time, as administrative staff had not yet received 
the necessary training to offer such support.   
The Chestnut Hill coach was looking forward to attending “Round 2 Training” on how to 
read the reports and interpret data from ISIP-ER in the next couple of weeks (mid-October).  
Acknowledging the challenges inherent in the adoption timeline, nevertheless the principal 
expressed a degree of exasperation with not knowing “what the data is going to look like.”  
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During these early days of ISIP-ER implementation, the people directly responsible for helping 
teachers utilize data were still grappling with misconceptions about the actual data they were 
receiving, as demonstrated when the coach shared that she had recently learned that ISIP-ER 
provided ISIP scores, not Lexile scores2.  As well as not understanding the data, there were also 
concerns about what the cut score would be to determine proficiency as an alternate assessment 
for the Read to Achieve Law3.   
Due to the timing of our interview (early February), the Pineywoods coach was able to 
describe how she supported the teachers in making sense of ISIP-ER data.  Once teachers had 
reached a certain comfort level with administering the assessment, she began to support them in 
their use of ISIP-ER data.  She introduced them to the ISIP-ER reports at a grade-level meeting 
and facilitated a discussion about the data included in the report.  In this way, she avoided 
overwhelming them or causing them to shut down.  “I am really proud of them.  I know they get 
frustrated sometimes with it, but they’ve been pretty much positive about it.”  Pineywoods’ 
coach set a tone of pragmatism about the new adoption, addressing concerns during PLC 
meetings as they arose, which led her teachers to take a similar attitude towards the assessment.  
Throughout the focus group conversations, teachers consistently expressed their concerns about 
the new assessment, but qualified those concerns with the belief that perhaps their concerns were 
due to not yet fully understanding the assessment.  There was a clear sense of making the best of 
the situation as the teachers figured out how to make the assessment work for them.  The 
                                               
2 This is actually a misconception on the part of the Chestnut Hills coach.  ISIP-ER provides both an overall ISIP 
score as well as a Lexile score for students who have attained a certain level of reading proficiency.  Since the 
administrator interview took place before the ISIP-ER data training meeting, it is not surprising that these types of 
misconceptions occurred. 
 
3 According to Read to Achieve, third graders must either pass the ELA NC EOG or an alternate assessment which 
has been approved by NCDPI.  In previous years, students who achieved a text level “P” on mCLASS TRC were 
considered proficient and promoted to fourth grade without restrictions. 
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Pineywoods teachers were very aware of the uncertain future of ISIP-ER in North Carolina, 
repeatedly asking me what I thought might happen with the assessment for the following school 
year. 
Historically, the Chestnut Hill principal felt that the school had offered teachers 
significant support on using data through PLC (Professional Learning Communities) time and 
Kid Talk.  She also cited MTSS meetings as a time focused on helping teachers make sense of 
assessment data as well as using that data to plan interventions.  The principal believed that this 
support helped fill some of the gaps left by district and state training, which she viewed as more 
likely to cover test implementation than data use.  The Pineywoods coach described providing 
similar types of support.  She stated that “we have lots of discussions about what the data means” 
as the teachers use the data on a daily basis to “drive their instruction.”   
Overarching Themes 
 There were five overarching themes that arose from looking across the participants in this 
study.  Theme 1: Data is spoken here reflects the fact that data were an essential part of 
instruction in all of the classrooms in both schools, although teachers thought about the data and 
made use of assessment results in different ways.  Theme 2: What is assessed, is taught explores 
the instructional practices teachers described in relation to assessment.  Theme 3: The assessment 
tool matters addresses the benefits and constraints provided by the use of different assessment 
tools.  Theme 4: (face) Validity is in the eye of the beholder examines the elements of an 
assessment tool which increase or decrease a teachers’ willingness to use the resulting data.  The 
final theme, Theme 5: Please, Sir, may I have some more? addresses the elements the teachers in 
this study found most beneficial in an assessment.  Each of the first four themes ties directly to 
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one of the research questions as seen in Table 4.1.  The final theme addresses elements of both 
research questions.   
Table 4.1. Overarching themes as applied to research questions. 
Research Question Theme 
RQ #1: How do teachers describe the 
relationship between early reading 
assessments and their classroom 
instructional practices? 
 
Theme #1: Data is spoken here 
 
























RQ #2: How do teachers perceive the 
value of the data they get from mCLASS 
and ISIP-ER? 
Theme #3: The assessment tool matters 
 




Research Question #1: Using Assessment Data 
 The first research question, How do teachers describe the relationship between reading 
assessments and their classroom instructional practices? was designed to examine how teachers 
perceive the relationship between assessments and their instructional practice.  It includes both 
general discussions of how data is used as well as examples of specific instructional practices.  
There were two themes which developed in response to this question, Theme 1: Data is spoken 
here which addresses general data usage and Theme 2: What is assessed, is taught which 
addresses the specific instructional practices described by teachers. 
Theme #1: Data is spoken here.  Data has become an integral part of daily life in 
elementary schools.  Data-driven decision making is embraced by RtI and MTSS (Fuchs & 
Fuchs, 2006; Forman & Crystal, 2015) and is commonly viewed as a hallmark of effective 
schools and teachers (Roehrig et al., 2008).  Additionally, data from early reading assessments 
have been integrated into North Carolina’s accountability system for teachers, EVAAS.  The 
teachers in this study had clearly heard the message that data was important, as they repeatedly 
   102 
described reading assessments as driving their instruction.  Data were used at the state and school 
level, and by individual classroom teachers to determine student groupings.  Furthermore, data 
also served as a common language that is used to communicate within the school as well as with 
parents and other stakeholders.  
State-wide data use.  As discussed in chapter 1, the RtA legislation mandated the 
adoption of a state-wide reading assessment which could be incorporated into accountability 
systems for K-2 teachers.  During the second focus group, one of the third-grade teachers at 
Pineywoods raised a question about this year’s ISIP-ER data and EVAAS.  She was very 
concerned that the scores used in EVAAS calculations were going to be limited to the ISIP-ER 
growth that occurred between January and May, noting that some of her students had made a lot 
of progress since the beginning of the year.  This was the first indication that any of the teachers 
were concerned about early reading assessment data as a part of the greater accountability 
system.  As a third-grade teacher, her EVAAS scores were not dependent upon reading 
assessment data since her students’ NC EOG scores were used in the accountability system.   
During the individual interviews, I specifically asked teachers about the role EVAAS 
played in their instructional decision making.  All of the teachers admitted that it played some 
role in their instruction; however, the K-2 teachers also stated that they would still make the 
same instructional choices even without EVAAS.  This was especially true for this school year, 
as one teacher described her frustration with a lack of knowledge about what it would take to 
earn strong EVAAS results with the new assessment: “I have no idea. Zero. I could be in the red4 
next year and I never have been...I have no idea where it’s going with the EVAAS.”  Despite this 
lack of clarity, teachers still repeatedly expressed the idea that they would continue to “push.” 
                                               
4 Similar to the color coding in mCLASS and ISIP-ER reports, EVAAS reports for teachers use colors to indicate if 
a teacher exceeds expected growth (blue), meets growth (green), or fails to make growth (red). 
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I mean, whether it was EVAAS or not, it wouldn't change my instruction.  I would still 
use it the same way.  I mean I’m still—that’s my goal, to make them the best readers they 
can be.  So, no, it hasn’t changed the way I guide my instruction… (Pineywoods, Grade 
K-2) 
The response from a third-grade teacher was slightly different.  She stated that if ISIP-ER 
scores were part of her EVAAS scores she would be “more concerned about what the test 
contained” and would change some of her instructional practices accordingly.  For example, she 
indicated that she might start using more spelling tests in her classroom, even though she did not 
believe in spelling tests, in order to better prepare her students for the test.  This could be 
interpreted as an example of how external accountability systems drive instruction. 
There appeared to be a subtle difference to the way the K-2 and third grade teachers 
approached EVAAS.  The K-2 teachers questioned how much progress they needed to make 
with their students to reflect positively on their EVAAS scores, whereas the third-grade teacher 
was more concerned with adjusting her instruction to better match the test and improve her 
EVAAS results.  Perhaps this contrast was a direct result of the third-grade teacher’s experience 
with EVAAS and the NC EOG, while the lower grade teachers took a more developmental 
approach to their reading instruction. 
School based decision making.  At the school level, assessment data were examined to 
provide a big picture view of curriculum and instruction, often being used to adjust core 
instruction.  Data were also used to determine interventions and eligibility for intervention. 
School-wide data talks occurred at both schools.   
Core instruction.  Teachers from both schools described making curriculum choices 
based on assessment results.  Both coaches described looking at school wide results to determine 
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the effectiveness of core instruction.  The Chestnut Hill coach described how data were used 
across a grade level to strengthen core instruction.  During team meetings, she guided the 
teachers in reviewing their data to determine gaps in instruction. 
So, what we do as a team is…we look at as a grade level, how did the kids do?  Where 
are the gaps and the holes that we’re seeing?  Because each class, as they move through, 
are different--they vary.  So, it has altered what we do during that little shared reading 
time. Do we focus more on accuracy?  Do we focus more on fluency?  Where are the kids 
at? 
Teachers were taught to seek patterns on the data, and decisions about core instruction were 
made as a grade level.  This may reflect the team planning model adopted by the school, where 
all members of a grade level team were expected to teach roughly the same topics at the same 
time.  There was room for fluctuation in core instruction across grade levels--“it does shift 
especially in grades first, second, third.  So that is determined by using grade level data” 
(Chestnut Hill, Coach), but instruction was expected to be relatively consistent within a grade 
level. 
Both schools described adjusting core if there were more than 20% of students struggling 
in a particular area (Hughes & Dexter, 2011).  Such an adjustment took place during the 2019-
2020 school year at Pineywoods.  “In the lower elementary grades, all of us were told after the 
first Istation that our scores were low in spelling.  Well, this school is extremely high in phonics.  
We put so much time into phonics.  We were told to double that” (italics added for emphasis; 
Grade 3).  Teachers were required to adjust their core instruction because of a pattern in the data; 
it appeared that they did not have any role in making this decision.  The Pineywoods coach 
added that she also used data to determine the need for professional development and/or 
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coaching support.  She offered support to the whole school or specific teachers, depending on 
what was indicated by the data.  
Intervention.  Both schools used reading assessment data to select students for 
interventions (Glover & Albers, 2005; VanDerHeyden et al., 2018).  As the Chestnut Hill 
principal stated, “We are constantly looking at it to provide who gets our reading support from 
our specialists, who needs Tier-2….And we’re trying to match the research-based program to 
intervene in those ways.”  The Chestnut Hill coach described how the school had changed the 
specific intervention programs from year-to-year based on the trends seen in student data.  
Chestnut Hill switched from one research-based intervention (HillRap) to another (HELPS) 
based on those trends.   
This usage was echoed by a Chestnut Hill teacher (Grade 1) who described the way 
reading intervention groups were determined.  “They based their new reading plan and group 
because of the Istation results last September.”  October screening had already occurred, and the 
teacher was concerned because one of her students recently scored in the “red” after having been 
“yellow” for the September screening.  As determined by the September results, her student did 
not qualify for intervention, although his October results met the cut-off for receiving services. 
This was an example of using a single data point to make a high-consequences decision, despite 
warnings against using assessments in this way (Hosp, Hosp, & Dole, 2011; Klingbeil et al., 
2015; Paris & Hoffman, 2004).  Furthermore, such decision-making leaves teachers with the 
impression of having no control over which students receive reading intervention; this decision 
was made by “them” based on a particular data point without teacher input.   
The Pineywoods teachers did not discuss how students were selected to receive 
interventions from resource teachers.  However, they did describe how data were used to create 
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intervention groups within classrooms and across grade levels.  It was common practice to send a 
student to a different classroom if that teacher was offering an intervention which best met that 
child’s needs, regardless of grade level.  This type of cross-classroom grouping was facilitated by 
a common enrichment/intervention time, which was part of the schoolwide schedule. 
We have… our [enrichment] time, and with mCLASS we were able to really nail down, 
‘Okay, this child needs help…with this, this, and this.’  And so, then we could pull them 
up.  And it might be…you may have a group with second-graders and first-graders 
because the second-graders needed that same help.  (K-2 teacher) 
Teachers relied upon their assessment data to determine which students needed intervention and 
in which specific areas.  Moving beyond determining the who and what of interventions, 
Pineywoods teachers also described using data to determine whether interventions were working 
(or not) (Stecker, Fuchs, & Fuchs, 2008).  
Schoolwide data talks.  Teachers from both schools referred to schoolwide data talks, 
although only the Pineywoods teachers described these conversations in depth.  The teachers 
highlighted the support they received from the coach and the counselor during these meetings.  
These data talks brought together a wider community of teachers beyond just a grade level PLC, 
including all teachers and staff members who worked with the students.  Data talks focused on 
student progress, evaluated interventions currently in use, and provided the opportunity to confer 
with resource teachers (e.g. ESL teachers and reading teachers) to find the best possible 
instructional course for each child.   
We have a system in place and a planned time to meet about these kids.  Where we can 
actually sit down and talk about them, and focus on who interventions are working for, 
who interventions are effective for, and who we need to change the interventions for. 
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Which we’ve never had that before.  A planned time when you can sit with a reading 
specialist and with an ESL teacher and talk about well, I’m doing this and you’re doing 
this, and what’s working and what’s not working.  And who’s responding to it, and who’s 
not responding to it. (Grade 3) 
These talks also provided the opportunity to share the responsibility for student progress.  It was 
not just the reading teacher or the ESL teacher’s job to ensure progress, everyone pulled together 
to address the needs of the child.  This type of collaboration is a key tenet of RtI (Murawski & 
Hughes, 2009), perhaps because of the documented tendency of general education teachers to 
relinquish instructional responsibility for students once they are placed in other classrooms 
(Klingner, Vaughn, Schumm, Cohen, & Forgan, 1998). 
Classroom data use.  Teachers from both schools were expected to use reading 
assessment data to tailor their classroom instruction.  According to the Pineywoods coach, 
teachers primarily used data to “drive their instruction and their small groups, their guided 
reading groups.”  This was echoed by the teachers, many of whom expressed the idea that “data 
drives our instruction.”  According to the Chestnut Hill coach, the teachers break down their 
classroom data to the level of the individual student, “And they start doing some miscue analysis 
to determine what are they going to do in their small group instruction.”  Although the teachers 
did consistently refer to using data to create their guided reading groups, this appeared to be 
more a matter of determining a reading level for students rather than determining particular areas 
for instruction.   
Teachers from both schools expressed a significant amount of frustration surrounding 
ISIP-ER’s inability to provide them with the familiar “reading level” they were accustomed to 
receiving from mCLASS.  Several of the teachers described using last year’s end-of-year reading 
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level to place students in reading groups when ISIP-ER did not provide a level.  According to a 
Chestnut Hill teacher (Grade 2), “Mostly I’m just using what I know that they were at, at the end 
of last year, because that matches my classroom library.”  She went on to describe that she found 
that using last year’s results was relatively accurate and allowed her to effectively create reading 
groups.  A high percentage of elementary teachers use leveled readers regularly in their 
classrooms (Opfer, Kaufman, and Thompson, 2016), despite a research review demonstrating 
that using leveled texts beyond the primary years [kindergarten and first grade] did nothing to 
improve reading achievement (Fisher & Frey, 2014).   
Students are often classified as reading at a particular level, and while that provides 
certain affordances, it also limits instructional opportunities for some students and may lead to 
deficit discourse (Hoffman, 2017).  When asked what they were going to do next year when they 
no longer had the mCLASS reading levels to look back at, a Chestnut Hill teacher (Grade 1) 
stated, “If there’s no levels, maybe...maybe on the color that they’re having on that Istation.  
They are going to group according to that.”  This surface level look at the available data 
neglected to look diagnostically to determine next steps for instruction, or even to move beyond 
the broad overall reading score to examine possible areas of need within the subtests.  However, 
given the timing of this conversation (late October), it was quite likely that with more time and 
training on ISIP-ER these responses would change.  
All of the teachers in the study described using their data to determine guided reading 
groups.  This was in keeping with Hoover and Abrams (2013), which found that 97% of 
elementary teachers in their study reported using assessment data to make changes to student 
groups.  Some of the more experienced teachers from Pineywoods talked about how they were 
able to rely upon their teacher judgment in place of assessment results this year, acknowledging 
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that assessment data is only one form of data used in instructional decision making (Datnow & 
Park, 2014; Mandinach & Gummer, 2013).  They did express concern for newer teachers, who 
may not have had the opportunity to develop teacher judgment, and would potentially struggle 
more without reading levels in the assessment data.   
Data as communication.  Data were used as a way to communicate within and outside of 
school.  Even the Pineywoods third grade teacher, the participant least reliant upon reading 
assessment data, stated: “But I do acknowledge that it’s good for being able to share data.”  Data 
were used as a way to facilitate communication within the school as well as to share important 
information about student progress with parents and other stakeholders. 
Communication within the school.  Conversations about data during PLCs have disrupted 
the traditional isolation of teachers within classrooms (Datnow & Hubbard, 2016).  Shared data 
provided teachers with the opportunity to compare instructional strategies with their results and 
to describe students in a way that all team members immediately understood, creating a shared 
language and way of thinking (Coburn & Turner, 2012).   
The descriptors from these assessments become a language of their own.  For example, a 
Chestnut Hill teacher (Grade 1) described her results from ISIP-ER in this way: “I have a lot of 
red last September.  And I think five of my reds last September became yellow now, this 
October.  But, I have a yellow kid last September and they are on red now.”  The use of color 
codes allowed the teacher to describe changes in her data quickly and easily, in a way that every 
teacher in the room understood.  All of the teachers recognized that the change in color level 
indicated a lack of student growth, and a potential increase in overall time demands in regards to 
progress monitoring, interventions, and related paperwork.  However, it is important to note that 
referring to students as these color levels paints a very broad picture of the student as a learner 
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and fails to recognize the multiple components which may contribute to the specific testing 
results.  The same could be said for the alphabetic reading levels assigned to readers as part of 
mCLASS (and many other early reading assessments).  Teachers used the letter to describe a 
particular type of reader in a way that was understood on several levels.  The letter level 
provided a piece of evidence describing where an individual student was on the grade level 
progression, saying things like, “He moved from a B to a D at the middle of the year.”  
Additionally, describing a child as a “level J” provides a shorthand for a series of general reader 
characteristics which are understood by other teachers, and can be used as a basis for 
instructional decisions (Fountas & Pinnell, 2005; Serravallo, 2018).  However, it is important to 
acknowledge that the use of surface labels such as color codes for overall test scores or even 
reading levels serves as a gross generalization of learner characteristics and may result in 
defining students as their test scores (or reading levels) rather than as individuals (Hoffman, 
2017).   
Communication with parents.  Teachers from both schools also described using data to 
communicate with parents.  There was a shared concern about no longer being able to send home 
the familiar mCLASS reports, which featured a color-coded figure of a “running man” that 
allowed parents to quickly see how their child performed on each of the mCLASS subtests when 
compared to grade-specific expectations. (Figure 4.1 provides an example of a mCLASS 
“running man” report.)  A Chestnut Hill teacher (Grade 1) described how data could be used to 
provide information to parents, “And the colors. It was really easy to identify the phonetics and 
then the comprehension.  So, it is easy to communicate with the parents.”  These letters shared a 
student’s overall results as well as the results for each subtest the student had completed.   
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Figure 4.1. mCLASS Home Connect Letter.  This is the “Skills Review” section of the letter. 
The running figure on the right indicates the student’s score on a scale of grade level 
expectations.  The number above the color-coded scale indicates the student’s actual score.  To 
the left, parents can find suggestions for activities to use with their child at home to help improve 
the child’s performance.  Photograph of a student report provided by the author. 
 
A Pineywoods teacher (Grades K-2), also stressed the added benefit of sending home 
student mCLASS reports: 
They really help us get parents involved with specific strategies, things they can help, 
things they can do at home.  Because...a majority of our parents, they want to help.  They 
want to be involved.  You know in the past, I felt like we’ve been really good at that.  As 
far as sending the data home, showing that...this is where we are, this is the progress 
they’ve made, this is what we’re working on.  
This teacher viewed the Home Connect Letter as more than just a way to communicate student 
progress; it was also a way to get parents involved in reading instruction outside of the 
classroom.  She went on to describe how parents would contact her to see how progress 
monitoring had gone that week; reading assessments opened a direct line of communication 
between home and school.  An example of the strategies section from the mCLASS Home 
Connect Letter can be seen in Figure 4.2.  
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Figure 4.2.  Second page of a mCLASS Home Connect letter.  This page offers suggestions for 
parents to use when working with their child.  Photograph of an actual student report provided by 
the author. 
 
At this time, teachers had not yet sent home the parent letters, called Student Summary 
Reports, provided by ISIP-ER.  It was unclear whether that was a school-based decision or a 
wider county decision.  The ISIP-ER Student Summary Reports provide a snapshot of a child’s 
performance on each subtest, but do not provide any guidance for ways to help at home (Figure 
4.3).  The report lists percentiles, which compare students to other students at that grade level but 
could make it more difficult for parents to accurately interpret the results.  Although not 
explained on the report itself, the Ability Index Score is reported on a continuous scale, 
providing the opportunity to see progress from one test to the next as well as from year to year 
(Mathes et al., 2016).  At the very top of the report (not visible in this image) the report lists the 
student’s lexile level.  It is possible that part of the reluctance to send these reports home was due 
to discomfort with interpreting Lexiles for reading instruction. 
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Figure 4.3. ISIP-ER Student Summary Report.  This is a partial image of the report; a full report 
includes scores for all areas assessed for that student.  At the time of this report, the student had 
taken the assessment three times.  Photograph of an actual student report provided by a teacher in 
this study. 
 
Summary.  Data were an integral part of daily life in the two elementary schools in this 
study.  At the school level, data were used to determine core instruction and interventions, 
sometimes to the exclusion of teacher input.  At the classroom level, data from reading 
assessments directly impacted daily instruction.  Teachers from both schools were very 
comfortable with using data to create their reading groups, but needed support to use finer-
grained data to guide their instructional decision making.   
The reliance upon data for grouping students made the transition from mCLASS to ISIP-
ER exceptionally difficult for teachers.  Teachers were familiar with the format and application 
of mCLASS data.  The sudden switch to ISIP-ER left teachers feeling confused and frustrated, 
unable to make sense of the new data they were collecting.  This was exemplified by their 
struggle to transition from using alphabetic reading levels to using Lexiles to create reading 
groups.  Despite this confusion, the ingrained expectations that teachers use data to determine 
reading groups and interventions only wavered slightly.  In several cases, teachers were reluctant 
to admit to prioritizing teacher judgment over assessment data, although at least one teacher was 
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very vocal about relying upon her teacher judgment.  However, when faced with the inability to 
interpret the current ISIP-ER data, the teachers either fell back upon their teacher judgment or 
referred back to the (familiar) data from the previous year to guide instruction.  Administrative 
expectations that data play a central role in determining instruction most likely impacted teacher 
attitudes towards data (Young, 2006). 
Teachers also used data as a form of communication.  Within the school building, data 
provided a linguistic shortcut to describe a shared understanding of learner characteristics.  Data, 
in the form of the reports made available by mCLASS and ISIP-ER, was used to keep parents 
informed about their child’s progress.  The change in data accompanying the change in reading 
assessment left teachers feeling like they needed to learn how to speak an entirely new language.  
Understanding how to use mCLASS data to inform instruction did not directly transfer to using 
ISIP-ER data.  Teachers struggled to determine how to use this data to guide their classroom 
decision making and to communicate with parents and other teachers.   
Considering this theme through the lens of CHAT finds our subject, teachers, using the 
assessment tool as a way to communicate with multiple stakeholders in the object of achieving 
effective reading instruction (Figure 4.4).  A change in the assessment tool forced a change in the 
way teachers communicate, limiting their ability to engage the wider community (parents and 
other teachers) in attaining the object (effective reading instruction).  When the tool changed, 
teachers required more support from others within the school community (division of labor).  
This support included guidance in conducting the essential work of making sense of the resulting 
data.  Successful data practices do not necessarily transfer from one assessment to another; 
routines, procedures, and understandings must be reexamined and relearned. 
   115 
 
Figure 4.4.  CHAT applied to Theme #1: Data is spoken here.  The darkened arrows show the 
direction of the relationships within the activity system. 
 
Theme #2: What is assessed, is taught.  Altering instructional practices to match 
assessments is widely documented when it comes to high-stakes assessments established for 
accountability purposes (Dooley & Assaf, 2009; Valli & Chambliss, 2007).  However, this is not 
as well documented in the case of younger students and screening assessments.  Using diagnostic 
screeners such as mCLASS and ISIP-ER as part of accountability systems such as EVAAS is 
likely to increase the amount of test-focused instruction in early elementary classrooms.  The 
negative impacts of such instruction may have a greater impact in the case of a reading screener.  
Score inflation resulting from such test-focused instruction may result in a student not receiving 
the interventions needed to learn how to read.  Additionally, reading screeners typically assess 
skills which are essential, but not sufficient to ensure overall reading skill.  Narrowing the 
reading curriculum to the skills on the assessment increases the likelihood of leaving gaps in 
foundational reading knowledge.  The teachers in this study described instructional practices 
related to reading assessment that can be grouped into six types of practices: test driven (directly 
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tied to the format of the test), test focused (focused on tested content), test guided (using test data 
to determine next steps for instruction), test strategy (directly teaching test-taking strategies), 
curriculum driven (focusing on the curriculum rather than the test), and test dependent 
(questioning whether previously tested material should still be taught).  Each of these practices 
are explained in greater detail in the following sections. 
Test driven instruction.  Test driven instruction is directly tied to the format of the test.  
It would never occur without the assessment because it involves direct practice with the testing 
platform.  The technology-based format of ISIP-ER concerned many of the teachers in this study, 
causing them to engage in some form of test-driven instruction.  The teachers of younger 
students seemed to be primarily concerned with the impact of their students’ ability to 
manipulate the technology on test scores.  This led teachers from both schools to engage their 
students in practice with the ISIP-ER platform.   
A Chestnut Hill teacher (Grade 1) described a new addition to her computer center.  She 
assigned her students to complete the modeling version of ISIP-ER once or twice a week during 
their time at the computer center.  Intended for use with students before they took the ISIP-ER, 
the modeling version provided students with the opportunity to familiarize themselves with the 
testing platform.  It offered limited practice with each of the subtests.  The teacher explained her 
rationale for this activity: 
Because they’re first graders, so you need to expose them on how to use that.  Because 
some of them, you need to develop their listening skills.  They need to wait, they need to 
listen to the instructions before they click.  So that practice and modeling really helps 
them to improve…  
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She viewed providing students the opportunity to build familiarity with the platform as an 
essential piece of ensuring that their scores accurately reflected their ability level.  During the 
resulting discussion, the other Chestnut Hill teachers considered adopting this practice as well.  It 
seemed likely that one of the second grade teachers would try it with her students, especially 
since she was not fully satisfied with the current online literacy programs her students engaged 
with during their computer center.  She viewed the modeling practice as a way to help her 
students “be more familiarized with the test itself.  What to expect when they’re actually taking 
the assessment.”  The other second grade teacher was a little more reluctant to adopt this 
practice; she admitted that it had the potential to “help them get better,” but since she had several 
students who did not like the program, she did not want to make them “do it more than they have 
to.”  The first grade teacher noted a downside of using the modeling practice; since the questions 
do not change, it seemed likely that students may eventually memorize the answers and get bored 
with it.   
Two Pineywoods teachers described providing their students with extra practice on the 
ISIP-ER platform using a slightly different technique.  A third grade teacher stated that she 
assigned all of her students on-demand assessments, more typically used for progress 
monitoring, because, “I want them to have more practice on what they’re calling spelling.  And 
just getting used to moving through the things….it gets them used to the test.  Which I think 
helps improve the score.”  A K-2 teacher engaged in a similar practice, choosing to progress 
monitor all of her below-benchmark students every two weeks rather than differentiating 
between the Tier 2 (yellow) and Tier 3 (red) students.  The official requirement for progress 
monitoring had Tier 3 (red) students progress monitored every two weeks while Tier 2 students 
(yellow) completed monthly on-demand assessments.  This teacher described assigning on-
   118 
demand assessments to both groups of students, “Just because it’ll give them more experience 
with the device and with the program.”  Like the Chestnut Hill teachers, these two teachers saw 
benefits to building familiarity with the program through extra practice on the instrument itself. 
According to Mehrens and Kaminski (1989) as well as Welsh and colleagues (2014), 
isolated practice on testing materials is considered an unethical test preparation practice.  
However, Cohen and Hyman (1989) counter that argument by advocating that it is a teacher’s 
job to prepare her students to complete specific tasks that they will be expected to perform.  For 
example, no one would question teaching students how to give a speech before they enter an 
oratorical contest or even providing a younger student with practice exercises that contain the 
same addition facts that will appear on the test.  For younger students, familiarity with the 
assessment task may be even more important in order to ensure reliable results (Gullo, 2005).  
Miyasaka (2000) found that providing students opportunities to practice tests that mimic the 
actual testing format is ethical if the focus of the activity is developing familiarity with the 
format rather than the content; however, such practices may become unethical when parallel 
forms of the assessment are used as practice assessments in close proximity to the test.  In the 
case of ISIP-ER, the issue is further clouded by the repeated nature of the assessment (as often as 
biweekly), the need to ensure that young students understand the testing expectations, and the 
need to ensure that these assessments provide an accurate measure of which students need 
intervention. 
Test focused instruction.  Test focused instruction includes providing students with 
practice on activities that are part of the test without using the actual test itself.  These activities 
may meet broader curricular goals, but they are taught and marketed to match the test.  Teachers 
from both schools engaged in these types of activities.  Two prime examples of test focused 
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instruction include written comprehension questions from mCLASS and Nonsense Word 
Fluency.  
 mCLASS written comprehension questions.  The use of question stems related to written 
comprehension from mCLASS was a common practice at both schools.  These question stems 
used exact wording from the mCLASS questions and adapted the content of the rest of the 
question to match the book that students were reading in class.  A Pineywoods teacher (Grade 3) 
described the process: 
And so, I would incorporate throughout the ELA time when there was reading that we 
were doing, based on the levels they were at.  I would use these stem questions and adapt 
it to the book they were reading, so they were readier [sic] to do their writing.  
Two teachers, one from each school, brought these question stems to focus groups, despite the 
fact that the written comprehension portion of mCLASS had been discontinued after the 2017-
2018 school year.  The example from Chestnut Hill (Grade 1) mimicked the exact format of the 
written comprehension portion of mCLASS (Figure 4.5).  The Pineywoods example was slightly 
different (Figure 4.6), as it provided true question stems with the space to adapt the question to 
the specific text being used.  This example also clearly tied each question stem to a state 
curriculum objective, providing the potential for a broader application of the task (curriculum 
based instruction, discussed later in this section).  However, when combined with the teacher’s 
description of how she used the question stems, to ensure that her students “were readier (sic) to 















Figure 4.5. mCLASS TRC question stems.  This activity, while not provided by mCLASS or its 
parent company Amplify, is clearly labeled TRC Question Stems.  It mimics the exact language 
and format of the written comprehension response sheets. 
 
 
Figure 4.6. mCLASS question stems tied to curriculum objectives.  As seen in the left-hand 
column, these question stems have clear ties to curriculum objectives.  They also include blanks 
to allow teachers to adapt the question to match the text being read.  
 
 Although answering comprehension questions about a text is a long-standing 
instructional method for teaching reading (Durkin, 1978-1979), these teachers were specifically 
creating questions which matched the language of the questions on the test.  This is a clear 
example of teachers adopting specific instructional practices to match the reading assessment.  
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However, it must be noted that several of the teachers at Pineywoods expressed the opinion that 
this was a good instructional tool, offering benefits beyond the assessment, including the 
opportunity to see if students could write in complete sentences using correct conventions and 
expressing themselves clearly.  There is research supporting the use of writing about reading to 
enhance comprehension (Graham & Hebert, 2010); however, writing about reading was 
primarily studied in students in upper elementary grades and beyond. 
 Nonsense Word Fluency.  A Chestnut Hill teacher (Grade 1) brought a NWF practice 
sheet that she had previously used with her students (Figure 4.7).  Although not exactly matching 
the test format, this worksheet used a game like format to provide students with practice reading 
nonsense words.  When the teacher was asked if she still used the worksheet, she replied “No, 
not anymore,” indicating that she no longer saw the need to practice the skill of reading nonsense 
words since it was not tested.5  This type of nonsense word practice is widely available on the 
online marketplace, Teachers pay Teachers (Aiken, 2019), and is an example of practicing a 
tested skill rather than focusing on the underlying skill.  The use of nonsense words as a reading 
assessment is widely accepted (Kilpatrick, 2015); however, there is limited research highlighting 
instruction on nonsense words (e.g. Diliberto, Beattie, Flowers & Algozzine, 2008).  Despite the 
lack of research support, teaching nonsense words is commonly promoted on practitioner sites as 
a way to improve word attack skills, especially for multisyllabic words (Hurst, 2012).  Shanahan 
(2017) argues against using nonsense words in instruction, “English is the biggest language on 
earth (in terms of numbers of words).  We have no need to make up words to try to come up with 
                                               
5 Nonsense words are used as part of the Alphabetic Decoding subtest of ISIP-ER. Students are presented with four 
nonsense words and asked to identify the word being read aloud by the narrator. It is unclear whether the teacher 
realized nonsense words were used on the ISIP-ER. 
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instructional examples.” (para. 18).  In this particular instance, the test itself appears to be 
driving the instructional activity.   
 
Figure 4.7. Nonsense Word Fluency (NWF) practice worksheet.  Students use the spinner to 
determine which line of nonsense words to read.  The activity is clearly labeled NWF, indicating 
that it was most likely designed as practice for the DIBELS assessment. 
 
Test guided instruction.  In many ways, test guided instruction defines the ideal space 
between assessment and instruction.  Test guided instruction describes instruction that is 
informed by assessment results yet moves beyond the testing format and potentially the tested 
skill to determine the underlying needs of a student.  One Pineywoods teacher (Grades K-2) 
exemplified this type of instruction.  She brought an intervention that she was using with her 
students after observing them take ISIP-ER and reviewing her class data.  She noticed that 
several of her students seemed frustrated during the Sentence Completion task on ISIP-ER.  For 
this task, students were asked to select from three possible answers to best complete a sentence 
or short paragraph.  She described one of her students as saying,  
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I read the sentence and I knew that the word in the blank was supposed to be bird, but by 
the time I got down there I didn’t have time to click it.  That little Owlex Treebeak6 came 
flying in. 
After reviewing her overall low comprehension scores, and seeing that many of her students 
“timed out” on the individual test items, the teacher decided to begin a fluency intervention.  She 
provided her students with a fluency passage that they would read several times over the course 
of the week, tracking how many words they read in a minute.  When asked how she knew 
whether it was a fluency issue or a decoding issue at the root of the problem, the teacher 
admitted that it was probably both, but that fluency had always been a major objective at her 
grade level.  In this example, the teacher engaged in test guided instruction, using assessment 
results to guide her choice of intervention but refraining from engaging her students in direct 
practice on the assessment task. 
Test guided instruction may mimic the test format when there is a close coupling between 
the tested skill and traditional instructional practices.  In the following example, a Chestnut Hill 
teacher discussed her experience as a kindergarten teacher working with her students on First 
Sound Fluency (FSF).  She would call out words and having the students repeat the first sound in 
the word.  When I asked if she would have engaged in that type of activity before mCLASS, her 
response was telling. 
Probably not….Well, whole group we would have done phonics activities, but I probably 
wouldn’t have known enough to pull them.  “Oh, you’re not doing well with first sound 
fluency, so I’m going to pull you to the side and practice all the time.”  ‘Cuz it wasn’t 
part of my guided reading time.  But then when I knew these kids needed to work on 
                                               
6 Owlex Treebeak is an animated owl that is the main narrator for ISIP-ER.  His assistant is a female bat named 
Batana White.   
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FSF, I built it into it [guided reading time].  And that way I do think the mCLASS data 
were useful, because it would help me pinpoint which kids weren’t getting things.  
Because when we’re doing whole group phonics and they’re all nodding and you think, 
oh, they all got it. 
Even though the focus on first sound fluency was done in reaction to a student’s score on 
mCLASS, the nature of the assessment task resembled the foundational skill being tested.  This 
is an example of a positive relationship between assessment data and instruction--the data 
revealed a relative weakness that the teacher had not previously recognized and the teacher 
selected activities to build up that specific skill in the student.  This is not necessarily teaching to 
the test, but teaching the tested content (or skill) (Cohen & Hyman, 1989).  In this way, the 
assessment guides instruction in a positive way by ensuring that  foundational reading skills (in 
this case, segmenting sounds) is taught effectively.  Of course, in this particular instance, the 
ability to segment sounds needs to go beyond first sounds, but first sounds are commonly 
considered the easiest sounds to segment (Treiman, Berch, & Weatherston, 1993; Uhry & Ehri, 
1999). 
Test strategy instruction.  Test strategy instruction can be defined as instruction designed 
to enhance testing performance and limit test anxiety outside of actual knowledge of tested 
content (Dodeen, 2015).  In elementary schools, most test strategy instruction occurs in relation 
to multiple choice assessments, and includes activities such as eliminating obviously incorrect 
answers, identifying key words, and determining question types.  A Pineywoods teacher (Grade 
3) brought several items that she used related to test preparation for the EOGs.   She described 
the ways she taught her students to use test taking strategies, including previewing the questions, 
“slash the trash” answer elimination, and others, as well as how she shared those strategies with 
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the teachers who worked with her students.  Another Pineywoods teachers (Grades K-2) shared 
how she used similar strategies with her students on Reading A-Z unit tests, in part to help 
prepare them for the NC EOGs.   
 Although not a typical multiple-choice test, Istation did provide teachers with some 
activities which could be considered test strategy instruction, specifically focused on the 
Sentence Completion task.  Both of the second-grade teachers at Chestnut Hill shared an Istation 
lesson designated as a comprehension activity, but written to provide students with strategies to 
effectively complete the Sentence Completion task.  Sentence Completion is used to measure text 
comprehension and longer maze passages are used to measure fluency on ISIP-ER.  By 
providing lesson plans targeting this skill, Istation appears to tacitly acknowledge that the format 
may be unfamiliar and/or challenging for students.  The lesson included opportunities to 
complete cloze sentences in which the student needed to come up with their own responses for 
the missing words (Figure 4.8) as well as maze versions of the same sentences, which could be 
used to guide students through the process of eliminating incorrect answer choices and selecting 
the ideal answer (Figure 4.9).   
 
Figure 4.8. Guided practice sentences for sentence completion.  Students were asked to complete 
each sentence with a word that made sense.  No answer choices were provided. 
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The scripted lesson plan instructs teachers to model reading a sentence, thinking through 
words that would fit the sentence, and then looking at the possible answer choices to select the 
“correct” one.  Although this could be tied to using context clues as a vocabulary strategy, it is 
difficult to see how this is broadly improving reading comprehension.  Additionally, some of the 
sentences and choices were culturally bound.  For example, the sentence about Goldilocks and 
Mama Bear’s porridge required specific cultural knowledge of the story The Three Bears.  The 
possible answer choices, provided as scaffolding for students who may struggle with coming up 
with their own answer choices, included two words which semantically fit the sentence: “salty” 
and “cold” (Figure 4.9).  Finding the “correct” response to this item required precise knowledge 
of the story; the item did not measure any form of general comprehension.   
 
Figure 4.9.  Continued practice with sentence completion.  Teachers were instructed to show 
students the possible answer choices if students were struggling with coming up with their own 
words to fill in the blank on the guided practice worksheet.   
 
Finally, the sense that there is always a “correct” answer, when more than one answer 
choice fits the semantic and syntactic demands of the sentence is also problematic.  This 
eliminates the role of the reader in determining the meaning of the text (Rosenblatt, 1994) and 
reinforces the idea that there is one single way to read a text, when these isolated examples could 
be interpreted in a variety of ways.  Even the examples in the lesson plan for teachers are 
weighted towards one interpretation when other interpretations are just as likely.  The scripted 
lesson plan describes how teachers can guide students through the thought process to determine 
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the missing word in the sentence “The boy jumped up and ____.”  According to the lesson plan, 
up is a directional word followed by the conjunction and making it likely that the missing word 
is also a directional word.  This explanation could be true, but it is equally as likely that the 
conjunction ‘and’ is used to create a compound verb (e.g. He jumped up and screamed [when the 
mouse ran across his foot].)  Activities such as this perpetuate the belief that there is always one 
single correct interpretation of a text. 
Curriculum driven instruction.  Curriculum driven instruction is instruction that is based 
on the curriculum itself without any clear ties to assessment data.  It can also be used to describe 
activities that are likely to have occurred with or without the assessment, specifically in reference 
to assessment tasks which are closely coupled with common instructional practices. 
A Pineywoods teacher (Grades K-2) described an intervention that she was using with 
some of the students in her class.  She pulled the selected students in a small group and spent 
about five minutes repeating a lower grade level lesson from Recipe for Reading (Bloom & 
Traub, 2002).  She was pleased with results she was getting from this intervention, results which 
were confirmed during the focus group by another teacher (K-2) who worked with one of her 
students during intervention time.  However, it was not clear that either the results or the need for 
this intervention were based on data from ISIP-ER.  It seemed equally likely that the teacher 
relied upon her teacher judgment to determine this course of action, and would have 
implemented this intervention with or without the current reading assessment program. 
More commonly, teachers used instructional materials that were both related to the 
assessment yet also reflected common instructional practices.  It is difficult to tell whether these 
instructional activities occurred because of testing or were activities that teachers would engage 
in regardless of the assessment tool.  Key among these included activities targeting blending, 
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identifying rhyming words, developing other foundational skills, and general comprehension 
activities.  A Chestnut Hill teacher (Grade 1) brought two activities downloaded from the Istation 
website.  One of these focused on segmenting initial sounds and the other on rhyming.  Both of 
these activities were clearly tied to ISIP-ER subtests, but they also presented activities which 
were similar to common instructional practice and supported by research.  For example, the 
rhyming lesson began with identifying rhyming words in a nursery rhyme before asking students 
to generate their own rhymes (Maclean, Bryant & Bradley, 1987).  The segmenting initial sounds 
activity had students practice stretching words orally before identifying the first sound.   
 Test dependent instruction.  Test dependent instruction refers to instruction which was 
previously considered best practice, but which is no longer valued when it is removed from an 
assessment tool.  ISIP-ER provided what could be considered a more-inclusive assessment 
model, adding tasks in vocabulary, listening comprehension, and spelling.  However, it also 
eliminated some familiar elements from early reading assessments, which was an area of great 
consternation for some of the teachers at Chestnut Hill.  These teachers seemed to be more 
concerned about whether they still needed to teach the “old” skills than about teaching the “new” 
skills.  This may have been related to the timing of our conversation, as they were only 
beginning to familiarize themselves with ISIP-ER.  The Chestnut Hill kindergarten teacher 
highlighted this dependency on the assessment to determine the most important skills for 
instruction in her discussion about concepts about print.  She expressed her concerns this way: 
For kindergarten, it’s like where do you start reading?  You know--Show me where you 
start.  Because a lot of them [students], book awareness--they’re not so aware.  So, point 
to where you would start.  I mean the computer, it can’t do that with them...I mean we 
still do it, but it’s not so much to say you have to get it now because you’re going to be 
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tested and you have to know it.  So, it’s not pushing it on them so much.  But we try to do 
it.  We still do it--but it’s not in the sense that doing it for an assessment purpose.  It’s just 
for them to know.  Because we used to push it a lot.  I used to push it a lot.  Show me one 
letter, show me two letters, show me one word.  We still do it, but not pushing it so much 
because I don’t think it’s tested in Istation.  
Concepts about print, based on the work of Clay (1993), are often assessed as a foundational skill 
for beginning readers.  Although the exact constructs vary slightly between test formats, 
generally students are asked a series of questions to determine whether they have developed an 
understanding of how print works: whether they know to read text rather than pictures, to read 
from left to right, and if they can match oral language to written language with one-to-one 
correspondence.  Often there are questions about identifying words or letters, which is what the 
teacher refers to in this quote.  ISIP-ER does not include an assessment of print concepts; the 
teacher assumed that is because print concepts would be difficult to assess using a computer.  
Recognizing that print concepts were no longer assessed, she began to question the importance 
of including them in her instruction.  It is unclear whether  “I still do it, but not pushing it so 
much” meant that students were simply exposed to the concepts or if she still ensured mastery.  It 
is also interesting to note that the teacher differentiated between knowing something for an 
assessment and knowing something “just to know it.”  In contrast, the teachers at Pineywoods 
School seemed to believe that the written comprehension portion of mCLASS still had 
instructional value even though it was no longer part of the assessment battery.  Although they 
had not yet used the types of activities that they had implemented when written comprehension 
was part of the assessment battery, they indicated that it was something they would like to bring 
back into their instruction. 
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 These two examples indicate the power early reading assessments hold in determining 
instructional practices.  Teachers often see the assessment tools they are required to use as an 
instructional guide.  Therefore, when these tools change, they are left to wonder whether the 
instructional activities or goals they previously held are still worthwhile.  For the teachers in this 
study, it seems that the activities that were most directly tied to the assessment (such as print 
concepts) were more likely to be abandoned than activities with broader goals (written 
comprehension questions on mCLASS, which were clearly tied to objectives from the NC 
Standard Course of Study). 
 Summary.  Teachers from both schools adopted instructional practices related to the 
current reading assessments.  Some teachers engaged in test driven instruction, providing their 
students with direct practice on the ISIP-ER platform.  These teachers clearly believed that 
extensive practice with the test format would procure improved assessment results.  Others 
provided test focused instruction, engaging students in practicing subtests such as NWF or 
mCLASS question stems without using the exact test format.  Test guided instruction was less 
common, even though it represents the ideal intersection between assessment and instruction, 
where assessment results were used to determine instructional activities, and the selected 
instructional activities did not match the test items.  Upper grades teachers were more likely to 
engage in test strategy instruction, providing their students with strategies to use to tackle 
specific testing tasks, such as answering multiple choice questions.  Finally, some teachers 
engaged in curriculum driven instruction, which seemed to be devoid of any direct relationship 
to assessments or assessment results.  As the assessments changed, some teachers found 
themselves questioning the importance of the skills which were no longer tested.  In the words of 
a Chestnut Hill teacher (Grade K), “mCLASS will allow you to teach in a particular kind of way 
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based on the assessments that you’re going to give the kids.  And it’s like, I don’t know, like it 
changes.”  As assessments change, teachers look to change their instructional practices to ensure 
success on the assessment. 
 One of the many critiques of high stakes assessment is a narrowing of the curriculum to 
cover only the subjects (and within that, the topics) that are covered by the assessment (Au, 
2007).  This is typically used in reference to the elimination of science, social studies, and the 
arts from the curriculum (Linn, 2000).  However, the same tendencies seem to hold true in the 
case of reading screeners.  For example, even though a screener such as DIBELS clearly 
describes itself as measuring indicators of the broader areas needed for reading development 
(Good et al., 2001; Rathvon, 2004) teachers may look at the subtests as the curriculum 
(Amendum et al., 2016).  This may result in practices such as using nonsense word flashcards, 
practicing responses to written comprehension questions rather than comprehension strategies, or 
graphing the number of correct words read in one minute rather than addressing underlying 
decoding concerns.  Teachers often look at these assessment tasks as diagnostic tools, designed 
to guide their instruction (Clemens, Shapiro, Wu, Taylor, & Caskie, 2014).  In some cases, the 
reading screeners closely resemble instructional activities that commonly occur in classrooms 
anyway, making it difficult to discern if the practices are a result of the test (Cohen & Hyman, 
1989).  However, there are other assessments, such as NWF, designed to measure a skill in a way 
that it is not typically taught to ensure accurate results not to guide instructional practice.  These 
assessments may lead to teachers adopting instructional practices based on the assessment, rather 
than focusing on developing the underlying reading skills (Good et al., 2004).  Conversely, when 
a skill is no longer assessed, teachers may begin to question whether it needs to be taught.   
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Through the lens of CHAT, we see the teacher (subject) prioritizing the assessment (tool) 
as a key strategy to achieve effective reading instruction (object) (Figure 4.10).  The assessment 
tool plays a significant role in determining instructional practices in both positive (enabling the 
teacher to provide targeted instruction) and negative (prompting the teacher to spend extra time 
practicing using the test format) ways.  Instructional practices are further impacted by the use of 
assessment data in teacher evaluation systems and to make placement/intervention decisions 
(rules).  In this instance, the assessment tool may be one of the greatest influences on a teacher’s 
instructional practices. 
 
Figure 4.10. CHAT applied to Theme 2: What is assessed, gets taught. The subject is torn 
between using the tool in positive and negative ways to achieve the object.  This tension is 
heightened by the external pressures of accountability systems and the knowledge that the 
assessment scores play an important role in intervention and placement decisions.  
 
Research Question #2: Value of the Data 
Exploring the second research question, “How do teachers perceive the value of the data 
they get from mCLASS and ISIP-ER?” revealed two overarching themes.  Conducting the study 
during the transition year from one assessment to another made it only natural that the teachers 
would spend a large amount of our time together comparing the two assessments.  Theme 3: The 
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assessment tool matters addresses the benefits and constraints the teachers identified related to 
the two assessments.  Theme 4: (face) Validity is in the eye of the beholder focuses on the aspects 
of assessment data which teachers find more trustworthy.  The final theme, Theme 5: Please Sir, 
may I have some more? cuts across both research questions. 
Theme #3: The assessment tool matters.  Teachers may be trained to rely upon 
assessment data, but they will quickly revert back to old habits (and their teacher judgment) if 
they do not trust the tool they are expected to use (Datnow & Hubbard, 2015).  Some of the 
issues expressed by the teachers were simply part of a lack of familiarity with ISIP-ER—and a 
natural resistance to change.  However, there were three main areas which were highlighted by 
the teachers’ concerns: time, the assessment platform, and the role of the teacher. 
 Time.  Time played an important role in teachers’ perceptions of reading assessments.  
There was a clear concern about the loss of instructional time due to the demands of 
administering assessments.  Similarly, there was concern surrounding the length of each 
assessment session.  Finally, there was concern over the timed nature of individual assessment 
tasks. 
Loss of instructional time.  There was a clear consensus among participants that 
conducting early reading assessments was a drain on instructional time.  mCLASS seemed to 
rank especially high on the list of time-consuming reading assessments.  “It took forever. 
Forever.  I mean, I could easily spend all day, every day, for an entire week testing a class on 
mCLASS.  And that was for the benchmark part.  That does not even include the time spent 
progress monitoring” (Pineywoods, Grade 3).  Over and over again, teachers from both schools 
talked about how long it took to administer mCLASS, echoing the findings of the NCDPI survey 
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(NCDPI, 2018a).  However, the issues with time were much more nuanced than revealed by the 
survey.  As a Pineywoods K-2 teacher stated:  
I do feel like mCLASS took up more of our instructional time.  But then, on the flip side, 
I don’t know if it was a bad thing.  Because just like my little friend who just click-click-
clicked yesterday, would he have done that if I would have been sitting there 
administering it?  No, he wouldn’t have.  So… 
The teachers from both schools felt that there were distinct advantages to administering reading 
assessments in a one-on-one setting, which allowed them to ensure the validity of scores and 
make observations throughout the assessment despite the amount of time such assessments 
required. 
Although mCLASS was seen as the primary culprit when it came to monopolizing 
instructional time, there was a perception that all reading assessments had a negative impact on 
instructional time.  A Pineywoods teacher (Grades K-2) explained her thoughts about assessment 
like this:  
I know it’s needed.  Nobody’s saying it’s not needed.  But at the same time, there are 
times when I feel like I don’t get to do the instruction I need because of the assessment.  
And it’s... gotten worse...I was on the committee with the state that did the K-2 
assessment and that was back when we just had...the notebook, and you did it yourself. 
But once mCLASS came in and now this [ISIP-ER], instead of getting less time, it’s 
more time and I don’t think they realize that. 
This quote demonstrates a perceived disconnect between assessment and instruction, especially 
the ways reading assessment was currently conducted.  Assessment is seen as an additional task 
rather than as an integral part of instruction. 
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Most of the teachers would agree with the beginning of the teacher’s statement “I know it 
is needed.”  However, there was one teacher at Pineywoods who was relatively new to mandated 
reading assessments such as mCLASS and ISIP-ER despite her extensive teaching experience 
(over 20 years).  This made her an outlier, as she seemed to question the need for any reading 
assessment. 
 I began here five years ago, and this was the first time I’ve used specific reading 
assessments.  Prior to that, we did it the old-fashioned way.  You know, we had the end 
of the year test, but we figured out where a child was based on listening to them read and 
doing small group times with them and so on.  And I found that when I did the mCLASS 
assessment with my kids, it just echoed what I had already determined.  So, at that point, 
I felt like it was wasting my time. 
She later went on to say that assessment was useful to share data, but she clearly felt that her 
teacher judgment and experience provided her with all of the tools she needed to effectively 
guide instruction. 
 Teachers were divided along school lines in their opinions about whether ISIP-ER 
provided significant time savings.  Teachers from Chestnut Hill felt that they gained instructional 
time at both benchmark periods and during progress monitoring.  As a second grade teacher 
stated: 
I’ve definitely felt like I’ve had more time with my guided reading groups.  Not just 
sitting there, pulling kid after kid after kid, trying to squeeze in progress monitoring. 
Because at this school, we have so many kids that are red, that you would have to test 
every ten days.  And you would have to have that cycle of ‘I can only fit in two or three 
here, and I can only fit in a few more here’...Like you had a whole separate calendar for 
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just when you were going to progress monitor.  And maybe you had a fire drill that day, 
and you missed it, and you had to reschedule everything.  I don’t know—it felt like I’ve 
had a lot more time to spend with my actual groups.  And less time sitting there trying to 
figure out who am I supposed to be assessing today.   
All of the Chestnut Hill teachers agreed that they had more time to spend with their reading 
groups this year.  As another second grade teacher stated, “We’re literally [seeing] every group, 
every day, since we’ve been in school.”  In her eyes, the more time spent reading with her 
students, the better they would do on assessments and the more likely they would become life-
long readers.  In terms of progress monitoring, Chestnut Hill was requiring all students to 
complete ISIP-ER each month.  There did not appear to be any more frequently scheduled 
progress monitoring for students who were “red” at this time, potentially contributing to the 
sense of regained time. 
 Unlike the Chestnut Hill teachers, there were several Pineywoods teachers who had 
determined that they could not administer ISIP-ER to the whole class.  This was especially true 
for teachers at the lower grades.  As one teacher (Grades K-2) stated, “if we’re being fair and 
consistent and valid, I feel like we have to do ‘em almost one on one.”  Another K-2 teacher 
described administering ISIP-ER in groups of two to three students, spending roughly seven to 
ten hours a month assessing students.  In her eyes, the small groups were necessary to guarantee 
that students stayed focused.  “If I try to put them all on the iPads, you know somebody’s 
playing, somebody’s turning around.”  The K-2 teachers at Pineywoods spent between four and 
one-half to ten hours a month administering ISIP-ER in small groups, contributing the perception 
that ISIP-ER did not provide a significant time-savings.  In contrast, the remaining Pineywoods 
teachers estimated spending one to one and one-half hours per month administering ISIP-ER in 
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their classrooms.  For the teachers of younger students at Pineywoods, ISIP-ER did not appear to 
provide a significant time-savings. 
Length of assessment sessions.  Another factor that was raised by the kindergarten 
teachers at both schools was the length of the assessment.  ISIP-ER should take approximately 
thirty minutes to administer and students may pause the assessment while it is in progress, 
allowing for the use of multiple testing sessions as needed.  However, the reality of preparing 
kindergarten students for a single online testing session is quite cumbersome, as the teacher must 
ensure that each student is logged into first the device and then the correct program, with all 
technology (device, headphones) working correctly.  Utilizing multiple testing sessions means 
repeating this process multiple times, adding to the loss of instructional time.   
Administering mCLASS may take thirty minutes or even longer, but it is quite simple to 
break into multiple testing sessions.  Teachers may choose to administer just one DIBELS 
assessment at a time (taking only a minute or two for each student).  Although the TRC portion 
of the assessment can take a significant amount of time, a natural break occurs each time a 
student needs to read a new book, allowing the assessment to be administered over a series of 
sessions or even days.  The teachers found the flexibility of multiple testing sessions to be 
advantageous in collecting accurate data, especially for the youngest students who may struggle 
to maintain focus over longer testing periods. 
 Timed nature of individual assessment tasks.  The timed nature of the ISIP-ER subtests 
was an area of major concern.  Descriptions of the subtests in the Technical Manual (Mathes et 
al., 2016) clearly state that subtests are timed to ensure that students are demonstrating 
automaticity in the skills measured.  Automaticity is considered an essential foundation in 
freeing cognitive space for higher-level skills, such as comprehension (Samuels & Flor, 1997).  
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Each subtest is administered for a designated amount of time, which varies based on the subtest.  
What was somewhat less clear from reading the descriptions, is that each individual item is timed 
as well.  One of the Pineywoods teachers (Grades K-2) thought students were given three 
seconds for some items (e.g. Letter ID) and ten seconds for other items (e.g. Vocabulary).   
Over and over again, teachers at Pineywoods described their students being “timed out” 
on a question and having the program automatically move on to the next question before the 
child could enter their response.  This happened with the younger students: “I could see them 
track it.  And they’d be reading, and they would be so close to the end.  And then boom!  That 
bird would come in and they would run out of time” (Grades K-2).  It also occurred with the 
older students: 
I’ve walked around and watched kids trying to click an answer and before they can click 
it, it’s taken them to another screen....they could get more correct answers.  I mean, if 
they have five minutes on this part, don’t just give them thirty seconds on this screen--or 
however long it is, I have no idea how long it is--but let ‘em keep working on that screen. 
(Grade 3) 
Although timing items does provide a measure of automaticity, it also limits the diagnostic 
information teachers can collect from the assessment.  For example, a low score on the 
Comprehension subtest may be the result of fluency issues or may be due to a larger 
comprehension problem.  The teacher is left without any way to determine if the failure to 
respond was due to slow reading or limited understanding.  Teachers face a similar problem with 
the Spelling subtest.  In this instance, the assessment records whatever the child has managed to 
type, but teachers are unable to determine if the root issue was lack of automaticity or lack of 
knowledge of phonics patterns.  Teachers often look to these assessments to provide specific 
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diagnostic information, even though the assessments may not be designed to provide such 
information.  It is essential that teachers clearly understand how to interpret assessment scores in 
order to make sound decisions about students (Brookhart, 2011).   
Different platforms provide different benefits.  Difficulties in the transition from 
mCLASS to ISIP-ER were exacerbated by the switch to a new assessment platform that was 
computer-based.  Although some of the perceived time savings provided by ISIP-ER were due to 
technology, teachers also expressed a significant number of concerns related to the platform and 
administration because of technology.   
Engaging with a new platform.  Teachers from both schools were very concerned about 
administering a reading assessment to young children on the computer.  However, the concerns 
seemed to differ between the two schools.  Chestnut Hill teachers were primarily concerned 
about the platform itself, while Pineywoods teachers were more concerned with actual devices 
and accessories being used to administer the assessment.   
Ensuring that students were comfortable with the way the program worked, including 
listening to all of the directions played a key role in teacher concerns.   
...because if they don’t know how to use it, it may lessen the grade.  It might seem as if 
they don’t know the answer and it’s just the computer itself that they don’t know how to 
use.  Like kindergarteners may have a problem with that.  They may be in the red because 
of that.  They don’t know how to use it, and then sometimes they press the screen and 
then they just get frustrated, and they just do whatever they want to do.  (Chestnut Hill, 
Grade K)  
Teachers made use of the modeling program available through ISIP-ER, but still expressed 
concerns about the way students interacted with the ISIP-ER platform. 
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ISIP-ER is presented in a game-show format, which was motivating for some students.  
As a Chestnut Hill teacher (Grade 1) stated, “That’s the advantage of the Istation, because they 
feel that they are just playing games.”  However, there was a perceived downside to the game.  
Teachers from all grade levels described students who would just “click, click, click” to be able 
to say that they were done.  The kindergartners took that even further, claiming that they “won 
the game” (Chestnut Hill, Grade K).  The teachers also described the amount of instructions that 
students had to listen to before they could complete an assessment as causing some students to 
“just start clicking.”   
Although they had only administered ISIP-ER twice at the time of our interviews, 
Chestnut Hill teachers had already noticed a positive trend in scores as students developed 
familiarity with the assessment format.   
Looking at my September and my October [results], I could tell that a lot of my kids did 
better the second time because they’ve done it before.  And it wasn’t so new to them.  
Like they’ve had a chance to experience it, they knew what was coming.  They knew 
more of what to do, so I think a lot of them performed better on the second one.  (Grade 
2) 
The perception of improved scores with increased familiarity with the platform makes using the 
scores to evaluate interventions challenging, especially for the first year of students interacting 
with the program.  It may be difficult for teachers to determine if improved scores were a result 
of actual learning gains or simply greater familiarity with the program.  However, this concern is 
likely to lessen in future years as all students (except for those in kindergarten) will have already 
developed familiarity with the platform. 
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Issues with devices.  Perhaps of even greater concern than the loss of instructional time, 
was the doubt the Pineywoods teachers expressed about the new testing platform.  Issues with 
technology were one of the reasons that many of the teachers monitored their small groups as 
they took the test.  One teacher (Grades K-2) described a student who repeatedly had to log out 
and log back in to get the assessment to work properly.  Several other teachers mentioned 
students who had issues with the sound, either because of the headphones or the program itself 
not working properly.   
The specific devices used to administer ISIP-ER caused some concern as well.  The 
younger grades at Pineywoods (K-2) typically administered the assessment on iPads, although 
the second grade had occasionally used computers.  The third-grade teachers assessed their 
students using Chromebooks.  As one teacher explained, she turned the touchscreen features off 
for her students because “you can’t see it all when they have on that touchscreen.  It interferes 
with the testing.”  However, turning the touchscreen off changed the administration of some of 
the subtests.  Rather than being able to use a mouse to click on letters to spell a word, the third 
graders at Pineywoods had to use a keyboard to type the words they were asked to spell in the 
Spelling subtest (Figure 4.11).  This led to significant concerns among the third-grade teachers.   
So, in a way, it’s biased.  Because if you have good skills using the keyboard, if you’re 
faster than somebody else, you’re going to score higher.  You have a chance to score 
higher if you’re a good typer [sic] as opposed to somebody who’s taking longer to find 
the letters on the keyboard. (Pineywoods, Grade 3)   
The Pineywoods teachers question whether the Spelling subtest was a test of spelling ability or a 
test of typing ability.  Considering that students take these tests on different devices, it appeared 
that students who have to type the word using a full keyboard were being scored the same way as 
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students who simply touched a subset of letters on the screen.  Scores may become conflated 
with typing ability, especially given the timed nature of the subtest.  The third-grade teachers at 
Pineywoods openly dismissed these subtest results because of this concern. 
 
Figure 4.11.  Spelling subtest from ISIP-ER.  According to the technical manual, students must 
select from the letters on the screen to spell the word.  Chestnut Hill teachers reported their 
students needing to use a keyboard to type the words for this subtest.  Image from Mathes et al. 
(2016). 
 
Pineywoods teachers also questioned the role of changing devices in altering student 
performance across the year.  The coach at Pineywoods explained that some students had 
switched devices over the course of the year, potentially impacting scores.  A K-2 teacher 
mentioned she had considered switching to a different device for test administration because she 
thought it would be more reliable, but decided that sticking with the familiar was a better option 
for her students at this point in the year.  Questions surrounding the impact of the specific device 
used to complete ISIP-ER compounded the distrust teachers had towards the assessment. 
 Ease of administration.  Technology made scoring and managing materials much easier 
for teachers.  Even with the predominantly electronic scoring of mCLASS, teachers were still 
required to administer DAZE (the DIBELS Maze test) in a pencil and paper format which they 
scored by hand.  One Chestnut Hill teacher (Grade 2) mentioned the ISIP-ER version as a 
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distinct advantage over the paper and pencil version.  She described the computerized version as 
“easier. It just seemed more fluid,” although she did note larger score jumps with ISIP-ER than 
she was accustomed to seeing with the DIBELS version7.  This was the only task on mCLASS 
that teachers had to completely score by hand, which may have led to the perceived advantages 
of the online version. 
Change in assessment tasks.  Using an online platform for the assessment also created 
some slight alterations in the ways similar skills were measured.  A prime example of this was 
reading nonsense words.  In mCLASS/DIBELS, students were required to read as many 
nonsense words as possible in one minute.  In ISIP-ER, students listened to a nonsense word and 
then selected the word that matched what they heard from four words on the screen.  The 
Pineywoods teachers noted this difference, and described the mCLASS/DIBELS version as 
being more like real life.  “Because they’re going to see the three letter nonsense words and 
they’re going to have to...That’s real application, where they’re doing the syllabication,” (Grades 
K-2).  The Pineywoods teachers perceived a distinct difference between reading a nonsense word 
(which students would encounter when trying to read syllables) and matching a written word to 
one they heard someone say.  Neuroscience indicates that different parts of the brain are 
activated during spoken-word processing and written-word processing, suggesting that the two 
tasks are in fact different (Price, Indefrey & van Turennout, 1999).  The perception of these tasks 
being completely different was echoed by the Chestnut Hill teachers, who thought they no longer 
needed to engage their students in nonsense word practice since it was no longer tested.   
                                               
7 ISIP-ER used maze as a text fluency measure, whereas DIBELS used Daze primarily as a comprehension measure.  
This may have some relation to the difference in scoring; there may be a different pattern in word elimination 
between the two measures. 
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 Even more problematic for the Chestnut Hill teachers was the fact that students never 
actually read a book during the ISIP-ER.  When they began to describe a hypothetical ideal 
reading assessment, this was one of the key characteristics they identified.  Teachers questioned 
how comprehension was being measured if students didn’t actually have to read anything longer 
than a paragraph.  
I don’t think with any of the tests--they don’t read a whole book.  They read like a short 
little passage, but maybe I’m missing something, but I don’t think it really...I guess it 
does do something with comprehension, but it just seems so different than mCLASS, that 
part.  (Grade 2) 
Several Chestnut Hill teachers noted the strong emphasis on comprehension in the mCLASS 
assessment.  Traditionally, most reading assessments measure comprehension by having students 
answer questions about a passage or a short book.  Maze passages may provide more face 
validity than oral reading fluency as comprehension measures (Jenkins & Jewell, 1993), but 
there is no evidence that maze provides a stronger measure of comprehension than ORF (Graney 
et al, 2010; Muijselaar et al., 2017).  Perhaps it should not be too surprising that teachers would 
question a comprehension assessment that primarily consists of sentence completion exercises, 
especially for students at higher levels of reading proficiency who might be expected to read 
longer passages of connected text. 
The role of the teacher.  Early elementary teachers are accustomed to being an integral 
part of the assessment process.  It is very common to administer assessment tasks in a one-on-
one setting in all subjects in order to eliminate any possible conflation with students’ nascent 
reading abilities and/or attention level.  Traditionally, younger students were not required to 
complete many formal assessments, increasing the reliance upon teacher observation and 
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formative assessments when determining instructional needs.  ISIP-ER marked a sharp change 
for the role of the teacher in the assessment process.  As the Chestnut Hill coach stated, “And 
what they said is literally they could pull one kid and they could sit there and watch them, but it 
doesn’t tell them anything about the kid.  It tells them nothing...they feel like that observation 
piece just completely disappeared as an assessor, as a teacher.” 
Eliminating the teacher from the assessment equation was perceived to have some 
benefit.  The Chestnut Hill teacher viewed results from ISIP-ER, while not fully understood at 
this time, as less subjective than the mCLASS scores.  For the most part, this seemed to lend the 
scores some credibility with the teachers.  A Chestnut Hill teacher (Grade K) described it this 
way, “...the computer, it’s based on what they can do.  I mean, if they know how to use the 
computer...It’s not going to be subjective to what I think and how I feel.”  This led to a 
conversation about differences in scoring the comprehension elements of the TRC subtest on 
mCLASS.  Another teacher (Chestnut Hill, Grade 2) described one of her students who had not 
done well on mCLASS testing but was now in her highest guided reading group, believing that 
perhaps his earlier poor results were a result of subjective scoring.  Several other teachers shared 
similar experiences.  A second grade teacher described the mCLASS scoring process as, “So you 
have all these different ways of grading the same thing, and everyone is approaching it 
differently.”  There seemed to be almost a sense of relief among the group that the scores from 
ISIP-ER would be determined exactly the same way for all students. 
Just as with the time savings, the perceived objectivity of ISIP-ER also came at a cost.  
As the Chestnut Hill coach described it: 
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When you do mCLASS you’re watching the kid, you’re watching those behaviors. 
You’re watching how their eyes move….Are they sounding the words out?  And you’re 
watching for those little cues that tell you a lot as a reader.  But this, there’s nothing.   
The teachers recognized that sitting beside a student allowed them to determine whether it was 
the best time to give a student an assessment.  One teacher (Chestnut Hill, Grade K) expressed 
this concern best: “But with the computer...they could be sad, they could be going through 
something and you just put them on the computer regardless.  And they...just sit there and don’t 
want to do it.”  When students are upset or not feeling well, their performance can be impacted.  
The teacher may not always be able to reschedule the assessment, especially if deadlines were 
approaching, but she could at the very least contextualize the results.  “But you can say, ‘Oh no, 
this child probably was just not paying attention or whatever.’  But someone who’s just looking 
at the data just like that without your feedback may get it totally wrong” (Chestnut Hill, Grade 
K).  Teachers valued their role as assessor, observer, and interpreter of data.   
The Chestnut Hill teachers clearly understood that the time-savings generated by ISIP-ER 
came at a cost. 
Because I feel like we’re missing a lot when we have 17 or more kids trying to take a test 
at the same time.  We’re not going to catch everything, we’re not going to see exactly 
how they’re doing.  We’re just going to be reading reports and see the aftermath.  We’re 
not going to see what it took to get there all the time.  And then we’re not going to have 
those times where we get to catch...are they pausing at periods?  Are they showing 
emotion as they’re reading?  When they go to try to answer something, are they looking 
at the pictures?  Are they looking at the words?...We’re missing all of those pieces that 
mCLASS gave us.  (Chestnut Hill, Grade 2) 
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As much as the teachers appreciated the extra time they had to work with reading groups, they 
felt the loss of the time they spent one-on-one with students as they administered mCLASS.  
There was a sense of trusting the mCLASS results because the teachers had been a part of the 
assessment process; with ISIP-ER, the teachers felt disconnected from the assessment.  Chestnut 
Hill’s coach was optimistic that this may cause the teachers to become more observant during 
other instructional moments rather than just waiting for assessment periods.  “So, it’s kind of 
good in a way...because now when they’re instructing, I catch them saying…‘Well, during small 
groups, I noticed XYZ.’”  She felt that this may be a first step towards improving small group 
instruction.  The teachers seemed to agree with this idea; when I asked them whether they knew 
more about their students from assessing one-on-one or from conducting more guided reading 
groups, the group consensus was that the extra time with students was beneficial.  As a first-
grade teacher stated, “It affects your instruction because you get more time to know your 
students, to give them differentiated instructions based on what he needs and based on what he 
can do.”  However, when pressed, the teacher was unable to describe how exactly she knew what 
each student needed. 
Teachers learned as much from their observations of their students as they did from the 
scores.  The inability to make meaningful observations of students during ISIP-ER was a 
significant issue for the teachers in this study.  The teachers at Chestnut Hill seemed to indicate 
that some of this knowledge (and relationship) could be regained through increased guided 
reading time, but it was not clear from their description how they were making instructional 
choices for those groups beyond using the previous year’s reading levels.  The teachers did not 
provide any feedback on how they were compensating for the loss of observation during 
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assessment, although it is worthwhile to note that several of the Pineywoods teachers did still pay 
close attention to their students as they completed the assessment. 
Summary.  The teachers provided several insights about the benefits and constraints 
provided by different assessment tools.  Chief among the issues with early reading assessment is 
the element of time.  Concerns about the amount of instructional time lost to assessment 
administration, especially when assessments were administered in one-on-one settings played a 
major role for all teachers.  However, issues surrounding time also centered around the amount 
of time a student spent in an individual testing session and the timed nature of tasks impacting 
the type of data teachers received.  The use of technology was another common element, 
although the specific concerns about technology seemed to differ by school.  Chestnut Hill 
teachers were concerned about the demands of the ISIP-ER platform, while Pineywoods teachers 
were more concerned about the logistics of using different technological devices.  Finally, 
different assessment tools position teachers differently. In mCLASS, teachers controlled many 
aspects of test administration: the timing, the number of sessions, the decision to move up or 
down a ‘level’, whether to continue or discontinue with an administration.  Teachers no longer 
were able to control these elements as easily with ISIP-ER.  Furthermore, teachers lost the ability 
to closely observe student performance, learning about the student as they completed the 
assessment task and further developing their teacher-student relationships.  The teachers in this 
study were struggling to relinquish some of this power.  Although the teachers celebrated the 
gains in instructional time provided by the online administration of the assessment, they also 
bemoaned the loss of opportunity for observation and relationship building that came from 
administering an assessment one-on-one.   
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Using the lens of CHAT, it becomes clear that the different assessment tools position the 
subjects (teachers) differently (Figure 4.12).  In the case of mCLASS, the teacher almost 
completely controls all aspects of the assessment, from determining when to give it, how to give 
it (number of testing sessions), and collecting observational data during the assessment.  In the 
case of ISIP-ER, the subject (teacher) is relegated to bystander, responsible for setting a time for 
the assessment and little else.  Even the observational data gained during test administration is 
minimal.  Different assessment tools may create a different division of labor, changing who is 
responsible for administering the assessment as well as who is responsible for interpreting the 
data.  These tensions reflect back to the subject, further (dis)empowering the teacher.  
Throughout this, the object has not changed, but the teacher may not be as effective at providing 
every student with the needed instruction.  
 
Figure 4.12. CHAT applied to Theme #3: The assessment tool matters.  The tool exerts power 
over the subject and division of labor, significantly impacting how the subject works towards the 
object. 
 
Theme #4: (face) Validity is in the eye of the beholder.  All reading screeners meet the 
psychometric definition of validity, typically by predicting student performance on later high-
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stakes reading assessments (Klingbeil et al., 2015).  Although most early elementary teachers 
want their students to succeed on later assessments, the bar of high-stakes assessments may not 
be of utmost importance.  In these cases, face validity, or the appearance of validity (Nevo, 1985) 
is more likely to impact the willingness of teachers to both implement the assessment and use the 
data.  The importance of face validity is occasionally acknowledged by test creators, as 
demonstrated by the addition of retelling fluency to the DORF assessment in DIBELS, which 
had little impact on psychometric validity but did increase the willingness of teachers to trust the 
comprehension implications of DORF (Roberts et al., 2005).  For the teachers in this study, face 
validity (or lack thereof) stemmed from three main points: alignment with instructional practices 
already in place, alignment with teacher judgment, and alignment with familiar assessment 
practices. 
 Alignment with current instructional practices.  One of the main frustrations teachers 
expressed about the transition to ISIP-ER was a lack of alignment between the assessment and 
current instructional practices.  This occurred on two main fronts: providing a Lexile level rather 
than a “reading level” and a perceived mismatch between core instruction and the assessment. 
Lexiles and reading levels.  Teachers from both schools emphasized their frustration with 
no longer receiving a familiar text reading level for their students.  Text levels are used in 
multiple ways in many elementary classrooms: they may be used to create guided reading 
groups, to match books to readers, and to communicate with parents (Fountas & Pinnell, 2013).  
A Chestnut Hill teacher (Grade 2) organized her class library by reading level.  A Pineywoods 
teacher (Grades K-2) described using leveled texts in her classroom and as homework.  Leveled 
texts were woven in throughout the instructional practice of every teacher in this study.   
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 As previously discussed, several of the Chestnut Hill teachers were using the previous 
year’s mCLASS results to group their students for reading instruction.  The change from reading 
levels to Lexiles was not just a matter of understanding the new data; it also required a 
fundamental change in their classroom organization.  Although there are conversion charts which 
match Lexiles to other text leveling systems such as Fountas and Pinnell’s book levels (e.g. 
Taybron & Lee, 2012), the teachers at Chestnut Hill did not seem to be familiar with those tools.  
They viewed the Lexile level as another piece of data that they could not apply to their 
instruction, since it did not match the leveling system with which they were familiar.  Although 
the Pineywoods K-2 teachers had access to a conversion chart, they were not convinced of the 
accuracy of the Lexile system.   
For the teachers at Pineywoods, the lack of a clear reading level was problematic.  
Teachers were concerned about knowing how to place students in guided reading groups,  
So, if you were a brand-new teacher and you walk in there with Istation, how would you 
even know where to start--like with the guided reading groups.  You know what I’m 
saying?  How would you know to go to a level C or a D or…?” (Grades K-2) 
The Pineywoods teachers were able to draw upon years of experience to help guide their 
instructional decision making when they were unable to make sense of the data they received 
from ISIP-ER.  Despite their previously expressed desire to use data to drive instruction, they 
returned to using teacher judgment when actionable data were not available.  Teachers from all 
grade levels felt the lack of a reading level: 
What I miss is that we don’t have...those letter levels.  And we have not figured out how 
to look at those levels in Istation and still make sense of it.  I know they’re there.  But it’s 
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just not familiar enough.  And to start it right in the beginning of the year, it just didn’t 
give us time to think it through. (Grade 3) 
This quote exemplifies the issues with both the quick adoption timeline and the struggle that 
comes with adjusting to a new measurement and reporting system.  Teachers were not seeing the 
data they were accustomed to having, and were not yet sufficiently trained to make sense of the 
new data. 
 The lack of reading level was also problematic when it came time to communicate with 
parents.   
I feel very guilty that I cannot tell a parent exactly where their child is reading.  If I did 
not have the background of knowing--in my mind—Jennifer’s a J and so and so’s an L. 
That is what I’m forming--I’m using my experience from the past. (Grades K-2). 
In this way, the teachers viewed reading levels as a way to describe student progress to parents.  
When a reading assessment and leveling system changes, it is not just the teachers who need to 
adjust.  These changes can impact the ways parents are kept informed as well. 
 The intrinsic differences in the types of leveling systems may have been at the root of the 
difficulty.  The alphabetic text levels are considered a qualitative leveling system, which looks at 
a combination of print features, topics, text structure, and language to determine relative text 
levels (Hiebert & Pearson, 2010).  Lexiles utilizes a quantitative text leveling system, which uses 
a readability formula based on the frequency of vocabulary and the average length of sentences 
(Hiebert & Pearson, 2010).  These structural differences may cause the two systems to treat the 
same text differently, contributing to the general distrust of the unfamiliar system (in this case, 
Lexiles).  The switch from text levels to Lexiles marked a major change in instructional 
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knowledge, an adjustment which required more time and training than the teachers in this study 
received.   
 Core instruction. Teachers were concerned about several other areas where ISIP-ER 
appeared to be in misalignment with core instruction.  The concerns of the teachers at Chestnut 
Hill were best expressed by a second grade teacher, “Because I don’t think with any of the tests, 
they don’t read a whole book.”  Concerns at Pineywoods centered around the test’s alignment 
with Recipe for Reading and the comprehension strategies adopted by the school.  One teacher 
(Grades K-2) expressed her concerns about Recipe like this: “I don’t think the assessments on 
Istation match how we’re teaching Recipe.  It’s kind of the opposite.  Where they’ll say the word 
and they have to drag the letters.  That is not how we're doing it.”  A disconnect between core 
instruction, especially valued core instruction, such as Recipe at Pineywoods, and ISIP-ER left 
teachers doubting whether ISIP-ER provided a true measure of their instruction. 
 Alignment with teacher judgment.  In order to gain traction with teachers, results from 
assessments generally need to match what teachers already know about their students—and their 
curriculum (Nabors Oláh, Lawrence, & Riggan, 2010).  This was especially true for experienced 
teachers who may have spent years teaching without the benefit of assessment data.  This is not 
to say that assessment data cannot reveal gaps that surprise teachers, but rather that the general 
results should match what teachers know about their students.  Drastic deviations from 
expectations, especially in the case of ISIP-ER where teachers did not necessarily observe the 
student completing the assessment, were more likely to make teachers question the platform than 
to question the student’s abilities.    
 Teachers tended to question the test administration when an individual student’s scores 
did not match their expected performance.  One teacher (Grade 2, CHES) described a student 
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who was in her top reading group despite lower scores on last year’s mCLASS assessment.  The 
teacher attributed this to the role of teacher subjectivity when scoring the comprehension element 
of mCLASS rather than a change in student knowledge.  Other teachers described students 
whose ISIP-ER scores did not match their classroom performance, attributing the mismatch to 
the student not feeling well that day or a loss of focus.  Large scale deviation of scores, such as 
the schoolwide low scores on the Spelling subtest at Pineywoods, led teachers to question the 
subtest.  When the school-wide decision was made to increase phonics instruction at 
Pineywoods, one of the third grade teachers took a closer look at the contents of the subtest.  She 
determined that it was not a measure of standard spelling patterns and that increasing phonics 
instruction was not a helpful strategy.  Consequently, she dismissed the spelling results, 
determining that the test did not provide her with any useful information.  
 Alignment with familiar assessment practices.  In the words of one teacher (Grades K-2, 
Pineywoods), “I love having the reading level, yes ma’am.  The plain old TRC that we’ve done 
for 23 years...I learned 23 years ago.  How to do a running record, TRC, even if we did it pencil 
and paper.”  When mCLASS was introduced, teachers found a familiar assessment in the form of 
running records, which were an essential element of many previous early reading assessments 
such as the Observation Survey of Early Literacy Achievement (Clay, 1993), DRA 2 (Beaver & 
Pearson Education, 2006), and Benchmark Assessment System (Fountas & Pinnell, 2011).  
Perhaps more importantly, the TRC matched teachers’ understandings of what reading meant—
the ability to read and understand connected text.  Most of the concerns voiced about mCLASS 
(outside of the time issue) centered on the role of written comprehension questions (see Chapter 
2: mCLASS), which appeared to conflate writing ability with reading comprehension.   
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Not only was taking a running record a familiar assessment practice, it also resulted in 
familiar data which teachers were comfortable using for instructional decision making. “Having 
the reading level” determined how all of the participating teachers created their reading groups.  
mCLASS ushered in new texts for running records but the held true to long-time teaching 
practices.  In contrast, ISIP-ER did not include many familiar assessment practices—most 
notably lacking any reading of connected text longer than a paragraph—potentially increasing 
teachers’ reluctance to accept the data.  The ISIP-ER Oral Reading Fluency Assessment, which 
would have provided teachers with a familiar assessment task, was supposed to be included in 
the North Carolina adoption but was not yet available when this study took place.   
 Related to the lack of connected text reading in ISIP-ER is the alternative means for 
assessing comprehension.  Since students do not read extensive passages, the use of 
comprehension questions as an assessment measure were eliminated.  Instead, ISIP-ER used 
sentence completion to measure comprehension.  Although the teachers did not specifically 
mention this change, it marked one more way in which ISIP-ER did not fit the mold of familiar 
assessments.   
The use of technology in ISIP-ER meant that familiar constructs were assessed in 
unfamiliar ways.  The Pineywoods teachers referred to this obliquely when they discussed how 
the test did not seem to match the way they taught Recipe.  Most tasks are the reverse of what 
students are typically required to complete.  For example, instead of naming letters or sounds, 
students are asked to locate the letter or sound that the computer dictates.  Perhaps more 
strikingly is the change in nonsense word tasks from one where the student is asked to read as 
many words as possible in a period of one minute (DIBELS NWF) to one where the student is 
asked to select which of four choices represents the word that is dictated by the computer (ISIP-
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ER Alphabetic Decoding).  Overall, ISIP-ER asks students to demonstrate their receptive 
knowledge of the skills that they are typically expected to produce during the act of reading.  The 
Pineywoods teachers rightfully questioned whether these assessment tasks measured the “real 
world” skills their students would need to become readers.  The distrust was so strong that the 
Pineywoods Coach described spending her time conducting paper and pencil versions of ORF 
assessments to provide a comparison to ISIP-ER results.  She indicated that the results seemed to 
align, but clarified that at the time of the interview she had primarily conducted the ORF 
assessments with upper grade students who had not completed ISIP-ER.  
Summary.  Teachers used several key factors to determine the validity of an assessment.  
First, an assessment should align with instructional practices that are already in place.  The quick 
adoption of ISIP-ER, which used Lexiles to describe text reading levels rather than the 
alphabetic leveling system which had been in place with mCLASS caused many instructional 
issues for teachers.  Assessments also need to align with teacher judgment; if an assessment 
shows radically different results for a student from what a teacher already knows about that 
student (or even previous year’s results) the teacher is less likely to accept those assessment 
results as accurate, and will begin to look for outside factors to explain the test score.  Finally, 
assessments which use radically different methods to measure a concept often require extra time 
to gain teacher acceptance.  Switching from one assessment tool to another is simplified when 
the tools use similar measures to measure similar constructs.  This can be seen in the ease with 
which teachers moved from paper and pencil running records to the running records in 
mCLASS.  Training teachers to administer an assessment is not difficult; however, ensuring that 
teachers accept the resulting data requires a significant investment of time and effort.   
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Applying CHAT to this theme shows several tensions impacting the ways the teacher 
(subject) interacts with the assessment (tool) to achieve the object (Figure 4.13).  The previous 
experiences of the teacher with other assessments as well as with curricular materials (rules) may 
cause the teacher to question the assessment.  However, the results of the assessment are still 
used in accountability measures such as EVAAS (rules), constraining the teacher’s instructional 
choices.  Completely disregarding the assessment tool may result in poor EVAAS scores; 
conversely, full adoption of the assessment may not provide the necessary data to permit 
effective instruction (object).  In this situation the teacher is pulled in opposite directions, not 
knowing whether to trust the new assessment or teacher judgment.  Additionally, the teacher’s 
mistrust of the assessment hinders her ability to communicate with parents about a student’s 
progress, negatively impacting her ability to gain assistance from the wider community. 
 
Figure 4.13.  CHAT in Theme 4: (face) Validity is in the eye of the beholder.  In this model, the 
tensions between the subject (teacher) and rules (EVAAS) strain the subject’s ability to use the 
tool to achieve the object (effective differentiated instruction). 
 
   158 
Theme #5: Please Sir, may I have some more?8  Simply stated, teachers want more 
from their assessments than the assessments may be able to provide.  Teachers want the often-
conflicting goals of a brief assessment and a diagnostic assessment.  Brief assessments such as 
screeners often fail to provide the diagnostic information sought by teachers (Amendum et al., 
2016; Glover & Albers, 2005).  Creating an assessment that provides diagnostic information 
often requires significantly increasing the length of the assessment (Thomas & January, 2019).  
VanDerHeyden (2013) advocates for a more focused screening approach, testing only those 
students who are not clearly well-above or well-below benchmarks.  Screening fewer students 
would effectively limit the demands on instructional time, but still fails to address the diagnostic 
issue.   
Teachers from both schools described the kind of assessment they would like to see.  For 
the Chestnut Hill teachers, this took the form of students actually reading a book with a teacher, 
so that the teacher could observe reading behaviors and the emotional state of the child.  The 
“perfect” assessment for the third-grade teachers at Pineywoods included several elements: 
decoding, fluency, comprehension, word analysis, spelling, and vocabulary (in context).  The 
teachers specifically wanted a comprehension assessment which made use of the grade level 
standards, similar to the NC Check-Ins, which are a formative multiple-choice benchmark 
assessment provided by the state.  Nabors Oláh and colleagues (2011) noted that teachers 
commonly analyze individual items from similar benchmark assessments to determine 
connections to state content standards.   
Overall, teachers wanted more from their reading assessments.  They wanted assessment 
tasks that reflected the actual skill being measured (reading) and that provided clear diagnostic 
                                               
8 The title of this theme is in reference to the seminal scene from Oliver Twist.  However, it also serves as a 
metaphor for the lack of agency teachers have when it comes to mandated assessments. 
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information.  Teachers are willing to invest their limited instructional time in assessments which 
provide them with actionable and reliable data.  The more reservations teachers hold about the 
quality of the data, the less likely teachers are to be willing to invest time in the assessment.   
Summary.  This theme was unique in addressing both of the research questions.  It 
addressed the ways teachers use assessment data (Research Question #1)—both the actual data 
reported by the assessment and the observational data collected as students complete the 
assessment tasks—by defining what teachers are looking for in their ideal assessment.  It also 
demonstrated the specific practices teachers engage in related to assessments, particularly in the 
example of the third-grade teachers from Pineywoods who wanted standards-based items which 
directly tied to their instruction.  Finally, it demonstrated how the perceived value of the data 
changes according to the assessment tool (Research Question #2) by recognizing the elements 
teachers value most in other assessments.   
Looking at this theme through the lens of CHAT, the teachers (subject) are in tension 
with the assessment tools they are provided as they attempt to achieve effective reading 
instruction (object) (Figure 4.14).  Pulled by the familiar curriculum (rules) and their personal 
experiences with both assessment and instruction, they want an assessment tool which will 
provide them with the most direct path to effective instruction.  For the teachers in this study, 
this included providing diagnostic data which would help guide teachers’ instruction.   
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Figure 4.14. CHAT applied to Theme 5: Please sir, may I have some more?  In this theme, the 
subject (teachers) explain that they need assessment tools which are both brief and diagnostic to 










CHAPTER 5: CONCLUSION 
Universal screening in reading was designed to provide schools with a quick and accurate 
measure to identify students in need of early reading intervention.  Early intervention is 
considered to be effective at limiting later reading problems (Fuchs & Fuchs, 2006).  Some 
screeners were combined with other screeners or other assessment tasks to provide teachers with 
more diagnostic information, often substantially increasing the time spent administering these 
assessments (Glover & Albers, 2005).  In schools such as Chestnut Hill and Pineywoods, data 
from reading assessments are applied at the individual, class, and school level.  Understanding 
the ways these assessments impact daily classroom decision making plays an important role in 
providing all students with better reading instruction. 
I begin this chapter with a review of the five overarching themes.  Then I move onto a 
discussion of how the activity system surrounding assessments changes with a change in 
assessment tools.  Next, I describe the practical implications of this study for teachers, 
administrators, and teacher educators.  Finally, I will present the limitations of the study as well 
as areas for future research designed to deepen our understanding of instructional practices 
related to early reading assessment. 
Summary of Themes 
 To the teachers in this study, using reading assessment data to guide their instruction was 
a matter of teacher professionalism.  Although the teachers were not included in the decision-
making process surrounding the assessment adoption, they were unwilling to completely dismiss 
the importance of the resulting data.  Teachers exercised their agency as they interpreted and 
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made use of the data.  Although they did not always apply data in effective ways, they were 
consistent in their desire to make sense of the data.  This was reflected in the theme Data is 
spoken here, which highlights the ways teachers have embraced data as part of their professional 
lives.  Similarly, the theme What is assessed, is taught, reflects the desire to use assessments to 
guide instruction, although assessments often led instruction in questionable directions.  Both of 
these themes could be considered unsurprising in light of prior research done with older students, 
but have not previously been documented in relation to early reading assessments.  
As professionals, and in light of their minimal role in adoption decisions, teachers 
developed their own ways of interpreting the value of different reading assessments.  The 
assessment tool matters to teachers as they interpret data, plan instruction, and communicate 
with parents.  A change from one assessment tool to another creates increased demands on 
everyone and everything involved within the assessment system, including outside stakeholders 
such as parents and district level administrators.  Teachers used their previous experiences with 
assessment and their understanding of teaching reading to determine whether they found a 
reading assessment trustworthy, leading to the theme (face) Validity is in the eye of the beholder.  
And finally, as professionals who are invested in providing their students with high quality 
reading instruction, teachers asked for more from their assessments.  Teachers valued receiving 
actionable instructional data from their reading assessments, or diagnostic assessments, rather 
than screening assessments.  This led to the final theme, Please Sir, may I have some more?  
Embedded within this theme is a tacit acknowledgement that teachers acutely feel a lack of 
agency within the assessment system, unable to implement the types of assessments which would 
provide them with the data they need.  
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Theme 1: Data is Spoken Here 
 Data were clearly an integral part of the daily lives of the teachers in this study.  Data 
were used in instructional decision making at the school and classroom level.  They fully 
embraced the belief that data should be used to guide their instruction, although they did not 
always use data effectively, often applying data in surface level ways.  Teachers relied upon 
assessment data to develop their guided reading groups in particular, although they also used 
data to determine interventions.  Administrative support played an important role in how teachers 
used data, with schoolwide data days providing much needed support in making sense of 
assessment data.  Data were also used to communicate within the school as well as with parents 
and other stakeholders.   
A change in assessment tool resulted in a change in the type of data that were available to 
teachers, making the teachers feel as if they had to learn an entire new language.  The change in 
data also impacted how teachers were able to communicate with parents.  The change in data 
also changed how teachers were able to use the data for instructional decision making.  As the 
teachers were unable to fully interpret the data, they found themselves uncertain how to apply 
that data to their instructional decision making.  In the case of such uncertainty, and with lack of 
available support to interpret the data, teachers were likely to fall back upon familiar data forms 
(last year’s data) and teacher judgment. 
Theme 2: What is Assessed, is Taught  
 This study revealed that teachers will focus their instruction on the skills assessed by 
early reading screeners.  When the assessed skills are foundational elements of early reading 
instruction, and particularly when the assessment task is well matched to the skill in question, 
this focus on the assessment lends itself to instruction that is well suited to reading development.  
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However, when the assessment task is more loosely coupled with the reading skill in question or 
the task is interpreted as the desired reading skill, such instruction becomes problematic.  This 
seemed to be the case for several teachers in this study, who appeared to use the reading 
assessment to determine the key reading skills that they needed to teach.  When the assessment 
changed, these teachers were uncertain as to whether they still needed to teach the skills that 
were no longer part of the current reading assessment.  Essentially, the assessment itself is 
centered when determining instructional needs rather than the resulting data. 
Narrowing reading instruction to focus on reading assessments is problematic on several 
levels, as there is no single reading assessment that can effectively measure all necessary 
elements of reading acquisition.  It may also lead to teachers adapting their instruction to match 
the format of the assessment rather than holding true to a model of reading acquisition.  One is 
left to question whether teachers using mCLASS engaged in instruction related to spelling and 
vocabulary (since they were not part of the assessment battery) and whether teachers using ISIP-
ER would still require their students to engage in reading of connected text longer than a single 
paragraph.  This can also be seen in the practice of fluency assessments, where the number of 
words read in a minute seems to trump whether students were making any meaning while 
reading the text.  The format of the assessment—the way the skills were measured—has a strong 
impact on how teachers teach the assessed skill. 
Theme 3: The Assessment Tool Matters   
 The two assessment tools discussed by the teachers in this study position teachers in very 
different ways.  The adoption of ISIP-ER, promoted as a way to provide teachers with more 
instructional time, discounts the close relationship between assessment and instruction for early 
learners.  Eliminating the role of teacher observation in assessment was especially difficult for 
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teachers who are accustomed to constantly conducting formative assessments with young 
students.  Furthermore, assuming that all assessments equally measure the performance of all 
students disregards the reality of working with young children.  On any given day, with any 
given set of conditions, any child may perform at a higher or lower level.  Teachers who 
administer assessments and observe the students as they complete the task are likely to have a 
much more complete understanding of what may impact the student’s results.  Relying upon 
technology to administer an assessment eliminates the teacher’s ability to contextualize the 
student’s results. 
Theme 4: (Face) Validity is in the Eye of the Beholder 
 Face validity is typically defined as having the appearance of validity.  This seems to be 
especially true when adopting a new reading assessment.  If teachers are expected to use reading 
assessment data to guide their instructional decision making (and perhaps more importantly 
make decisions about student eligibility for intervention and enrichment) they need to believe 
that the assessment measures what it purports to measure.  If teachers perceive too many 
contextual factors encroaching upon the data (e.g. student focus during assessment, technological 
glitches, the timed nature of each individual item) they are less likely to take that data into 
account when making decisions, and more likely to adopt instructional practices designed to 
increase test scores through developing familiarity with the test (i.e. test driven and test focused 
instruction) rather than engaging in test guided instruction. 
Theme 5: Please Sir, May I Have Some More? 
 The teachers in this study wanted an assessment with resulting data that they could use to 
guide their instruction.  Teachers did not appear to value the broad screening nature of these 
assessments that determines overall risk for individual students as much as they valued receiving  
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actionable data for each student.  mCLASS, while time-consuming and possibly inefficient, 
provided teachers with actionable data about what a student was doing as they read a passage— 
data confirmed and informed by teacher observation during the assessment.  Teachers could use 
the resulting data to create reading groups and target their instruction.  In contrast, ISIP-ER 
provided a more complete set of data, covering a wider range of early reading topics and skills, 
but the reliance upon automaticity meant that teachers could not be sure if instruction designed to 
foster automaticity was needed or if the student lacked underlying knowledge and skills.  The 
instructional choices for these two conditions would be very different.  However, since ISIP-ER 
is administered without teacher intervention, teachers are left to determine this through other 
means or to simply offer instruction based on their best guess. 
Theoretical Implications 
 The transition from mCLASS to ISIP-ER caused changes in the activity system. 
Although the teachers in this study referred to specific reading assessments, it is likely that any 
change in assessment tool would cause similar changes in the assessment system.  Prior to the to 
the start of the study, I envisioned the North Carolina early reading assessment activity system as 
seen in Figure 5.1.  In this activity system, the subject (teachers) were able to use the tool 
(mCLASS) to achieve the object (effective reading instruction).  In this model, teachers were 
supported by a large network of other teachers across the school to complete assessments, 
interpret data, and determine interventions.  The resulting data was influenced by school, district, 
and state policies, regulating when and how teachers administered the assessment, but the 
teachers controlled many aspects of each individual assessment.  
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Figure 5.1. Theoretical assessment activity system. This image portrays the assessment activity 
system as envisioned before commencing the study.  
 
 The teachers in the study portrayed a slightly different activity system prior to the 2019-
2020 school year (Figure 5.2).  The subject (teachers) and tool (mCLASS) were still centered in 
the attempt to reach the objective (effective differentiated reading instruction).  Teachers firmly 
believed that they were able to use the data from the mCLASS assessment to drive their reading 
instruction.  The teachers did not address whether their students were achieving the desired 
outcome (improved reading achievement), perhaps because the measures of reading achievement 
(EOG scores) may be several years away from their current students.  Teachers used the resulting 
data to determine classroom groupings, describing “digging down” in the resulting data to 
determine the instructional practices/interventions needed for individual students.  Data 
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(specifically reading levels) were used to communicate within the school as well as to outside 
stakeholders (parents).  Some of the rules surrounding the use of mCLASS were seen as 
burdensome, such as those surrounding progress monitoring, but teachers had learned how to 
maneuver within them.  Teachers knew how to navigate within the constraints of EVAAS to 
ensure that they—and their students—were showing growth.  Schools had determined clear 
expectations surrounding the division of labor—there were routines for administering the 
assessments (which often changed from beginning to end of year to allow other teachers to 
administer the final round of the assessment), routines for discussing the data to determine 
interventions, and routines for providing those interventions.  In many ways, the activity system 
had achieved a sense of equilibrium.  Teachers knew what to expect from the assessment and 
were comfortable applying the data to their instruction.  They felt that they were an integral part 
of the system, playing an essential role in the administration of the assessment and the 
interpretation of the results. 
 
Figure 5.2. The mCLASS assessment activity system.  Teachers played a central role in the 
assessment process, and were convinced that they could effectively make use of the tool 
(mCLASS) to ensure the desired outcome (improved reading achievement). 
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 With the adoption of ISIP-ER at the beginning of the 2019-2020 school year, the 
assessment activity system was disrupted.  Teachers were no longer centered in the system, as 
the rules (state policies) and the new tool (ISIP-ER) played a more dominant role (Figure 5.3).  
Teachers were expected to administer an assessment with which they were unfamiliar, for which 
they played no role in the selection process, and for which they did not understand the resulting 
data.  This meant that they no longer had any sense of how (or whether) the tool (ISIP-ER) could 
be used to achieve the desired object (differentiated instruction) and outcome (increased 
achievement).  For the most part, teachers administered this assessment because they were 
required to do so, centering the rules portion of the activity system.  
The focus on rules continued when shown how to access the extensive repository of 
Istation lesson plans.  Teachers implemented the scripted Istation lesson plans, secure in the 
belief that they were tied to the assessment results (and individual needs) of their students.  The 
object and the outcome were still the same, but the teachers had no way to determine whether 
they were able to achieve the desired outcome.  In fact, many of the teachers were ignoring the 
current tool in order to use the familiar tool (mCLASS data) in an attempt to reach the desired 
outcome.   
The entire adoption process (and rapid timeline) de-centered teachers.  By purchasing the 
tool in June, when teachers were done with the school year for an August (or earlier for year-
round schools) implementation, NC DPI guaranteed that teachers would have neither the training 
nor the expertise to take an active role in the use of the assessment.  Teachers were now simply 
part of the tools used to ensure that students could access the assessment.  Teachers were no 
longer part of scoring the assessment, with ISIP-ER going so far as to provide guidance on how 
to group students and where to find lesson plans went further than ever before in determining  
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Selecting a tool which is completely reliant upon technology for administration and scoring is an 
example of working to further de-skill teachers (Apple, 1989).  Despite evidence that teachers 
play the most important role in a child’s success in school (Darling-Hammond, 2000), NCDPI 
selected an assessment for our youngest learners—for whom relationships are essential—that 
essentially eliminates the role of the teacher in the assessment.   
 
Figure 5.3. The ISIP-ER assessment activity system.  In this activity system, the tool and rules 
are highlighted, and the subject (teachers) are essentially removed from the activity system.  
Schools attempted to fit the new tool within their familiar structures for data talks and 




Teachers do not act alone within an assessment system.  They are required to use a 
designated assessment tool at designated times.  The resulting data is expected to guide their 
instruction, identify students in need of extra support and/or enrichment, and evaluate their 
performance.  Support from curriculum coaches and administrators may help teachers make 
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sense of this data, but may also push teachers out of the decision-making process.  When 
assessment tools are used for purposes for which they were not designed, the potential for data 
misuse and mis-instruction increases.  Over time teachers develop specific ways of interacting 
with assessments.  When the assessment tool is abruptly changed, the teachers must relearn these 
strategies as they do not automatically transfer across assessments.   
This study provides insight into how to facilitate transitions between assessment tools as 
well as how teachers perceive these assessments.  All assessments are not created equal; they 
should not be required to be all things to all stakeholders.  The following section includes 
suggestions for teachers, administrators, and teacher educators on ways to apply the findings 
from this study to their own contexts.  Although the suggestions are broken down into sections, 
in many cases they overlap and only through a concerted effort from all three parties can 
effective change be made. 
Recommendations for Teachers   
One of the most challenging yet worthwhile tasks for teachers is to engage critically with 
their practice.  This entails conducting an honest evaluation of their instructional choices, 
drawing upon their specific content knowledge, experiences, and unparalleled understanding of 
their students, with an eye towards making often difficult changes.  In a time where teachers 
increasingly face external mandates, this can be extraordinarily difficult to do.  Teachers must 
have a comprehensive understanding of reading development on which to center this work.  This 
moves beyond the popular rhetoric surrounding the “science of reading” which is so often 
focused on the use of a structured phonics program and into developing solid pedagogical 
content knowledge (Shulman, 1986) that addresses multiple areas of reading instruction.  Ideally, 
the foundation for this understanding is built during the teacher preparation program (see below); 
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however, in-service teachers need to continue to build upon this through professional 
development and following current research.  There are three key areas specifically related to 
this study that teachers should consider critically.   
Critically examine assessments.  As demonstrated in this study, assessments are often 
the result of external mandates and can be changed without teacher buy-in.  This makes it 
essential that teachers have a full understanding of what the tests do—and do not—measure.  
Teachers may wish to begin their critical evaluation by asking themselves the following 
questions: 
● What was the assessment designed to measure? 
● What is it being used to measure? 
● Do the results show indication of bias? 
● How does the tested skill fit in a progression of reading development? 
● What are the underlying skills/constructs that may impact test results? 
● Are there any external factors impacting results? 
● Do I need to engage in additional assessment to confirm or better understand the results? 
Looking critically at an assessment is the first step in determining how best to use assessment 
results to guide instruction.  Data from poorly designed assessments or data that is interpreted 
incorrectly can lead to poor instructional choices.  Using assessment tasks as the essential 
elements of a reading curriculum may fail to address other critical elements for instruction. 
 Critically examine curriculum.  Teachers may have limited control over the curriculum 
they are required to implement in their classroom, but it is important to consider how the 
curriculum is meeting the needs of students, both as measured by the external assessments and as 
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students’ progress towards becoming proficient readers.  For each lesson, teachers may wish to 
consider the following questions: 
● What is the instructional goal of the lesson/activity? 
● How does the instructional goal fit in a model of reading development? How important is 
attaining mastery on this goal? 
● How does the instructional goal match the demonstrated needs of my learners?  Who will 
need more support?  Who will need less? 
● Can I adapt the lesson/activity to better meet student needs? 
It is easy to complain about a curriculum and even easier to simply follow a lesson as written by 
someone else.  Supporting instructional decisions with student data is one way to combat 
requirements for blind fidelity to a curriculum.  Once again, holding a solid understanding of 
reading development is essential to critically evaluating curriculum. 
 Critically examine interventions.  Carefully consider whether an intervention best 
meets the needs of students.  Selecting an activity in a general area of need from a research-based 
source (e.g. Istation lesson) does not guarantee the best use of intervention time if the lesson does 
not specifically address the needs of the students.  Providing accurate interventions often requires 
a closer look at assessment results or perhaps the administration of further assessments.  When 
selecting an intervention focus, teachers may wish to consider the following questions: 
● What is the general area/skill for intervention? 
● What foundational skills serve as precursors for the targeted skill?  Has the student 
achieved sufficient proficiency with those skills? 
● How does the proposed intervention activity match the targeted skill? 
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● How will the effectiveness of the intervention be measured?  How long will the 
intervention continue? 
Intervention time is often carved out of the instructional day to meet the needs of a small group 
of learners.  It is imperative that this time is used efficiently and effectively. 
Recommendations for Administrators 
There are two key ways that administrators can support their teachers as they engage with 
reading assessment and using data to enhance their instruction. 
Proceed with caution when making changes.  As demonstrated by the teachers in this 
study, data and assessment form an integral part of daily reading instruction.  Changing the 
assessment tool requires not only learning how to administer a new assessment but also how to 
interpret the new data produced by the assessment.  This is a lot of change, especially when it is 
expected to happen all at once.  Whenever possible, administrators should frontload key 
elements surrounding the assessment prior to beginning implementation.  For example, teachers 
in this study would have benefitted greatly from training about the use of leveled texts in reading 
instruction, including developing a greater understanding of the affordances of using a system 
such as Lexiles.  Teachers also expressed frustration about administering assessments without 
being able to understand the resulting data; some frontloading about how to read the reports may 
have alleviated that concern.  Administrators in this study made a conscious decision not to 
overwhelm teachers; the timeframe for assessment adoption was less than ideal in this particular 
instance.  However, for future adoptions, carefully considering how to prepare teachers to 
understand the new assessment data in a timely manner is just as important as preparing them to 
administer the new assessment. 
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Support data use.  Administrators are responsible for supporting teachers in their use of 
assessment data.  Carefully considering how data is used across the school provides a good 
starting point for determining how best to support teachers.  Administrators may wish to address 
the following questions: 
• Who has primary responsibility for supporting data use by teachers?  How is that support 
provided? 
• How are data currently being used?  Are they a guide to test preparation or a guide to 
instruction and intervention?   
• Are teachers engaged in a large number of test preparation activities?  Why are teachers 
utilizing these activities? 
If administrators find that their teachers are primarily engaging in test preparation, it may be 
worthwhile to evaluate how expectations for data usage are communicated.  Providing extra 
support on how to turn data into valid instructional choices may also be worthwhile.  
Alternatively, it may be necessary to provide professional development designed to enhance the 
teachers’ model of reading acquisition. 
Recommendations for Teacher Educators 
There are three clear objectives for teacher educators from this study: ensure that 
preservice teachers have developed a clear model of reading acquisition, explicitly teach 
preservice teachers how to connect assessment and practice, and prepare data-knowledgeable 
teachers.  Acknowledging that time is a constrained commodity within teacher education, it is 
my belief that these practices can be interwoven with each other and into already existing 
coursework. 
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Overarching the three objectives is the need to ensure that preservice teachers develop a 
clear model of reading acquisition.  This should already be the goal of all literacy-related 
coursework, especially courses focused on early reading.  Providing preservice teachers with a 
clear model of reading acquisition entails ensuring that they understand not only the key 
elements needed to foster reading achievement, but also the progression of skills involved in 
attaining reading skills.  Preservice teachers should recognize that reading is more than just a 
random collection of the evidence-based skills espoused by the science of reading.  Phonics 
ability alone will not determine whether or not a child becomes an avid reader.  Developing this 
firm understanding of reading acquisition provides preservice teachers with a base from which to 
approach assessment, curriculum, and intervention critically.  It is only with such a model that 
they can determine how assessment tasks (mis)match the desired skills, evaluating the 
importance that should be placed on each assessment task.  It also provides preservice teachers 
with a basis for determining effective interventions, referring back to underlying skills needed to 
achieve the skill found lacking in the assessment. 
Some work in the field of assessment literacy will also be necessary.  Preservice teachers 
will be entering a field of education dominated by assessment and accountability at previously 
unknown levels.  It is essential that they are provided with a solid foundation in assessment 
literacy, although there is little need for this to dominate an entire course.  In the case of reading 
methods courses, this could take the form of introducing common assessments within the 
framework of a model of reading development, allowing preservice teachers to administer the 
assessment, and determine how the scores could be used instructionally to best meet the needs of 
the students.  Class discussion could include a critique of the assessment as well as an 
introduction to possible alternative assessments or next steps in assessment.  Preservice teachers 
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need to have practical experience with the assess-plan-teach-assess cycle of instruction if they 
are to become data-informed teachers. 
As demonstrated in this study, practicing teachers are typically given training on how to 
administer reading assessments but are often left on their own to determine how to best use the 
resulting data.  Teacher educators must address this gap.  Teachers need to know how to interpret 
data, to be able to identify data intended to be diagnostic (and correspondingly judge whether or 
not it is useful diagnostic data), and to critically evaluate the assessments they are expected to 
use.  Interpreting DIBELS as a screener is very different than using it diagnostically; teachers 
need to be aware of this difference.   
Study Limitations 
 I move now to a brief discussion of the limitations of this study.  As a case study, this 
study is contextually bound by the unique characteristics of the teachers and the schools.  
Beyond that, the study is also bound by this particular point in time, the first year of an especially 
tumultuous assessment adoption process.  Teachers were not only grappling with making sense 
of their data, they were also dealing with all of the issues inherent in a change of assessments.  
These difficulties were compounded by the fact that the previous assessment had been in place 
for six years, allowing all stakeholders to develop a strong working knowledge and comfort level 
with the resulting data.  Instructional practices were in flux as teachers developed familiarity 
with the new assessment, especially as ISIP-ER integrated new areas of assessment (vocabulary, 
spelling) into an unfamiliar platform.  These unique characteristics provided an exceptionally 
rich period for data collection, illuminating the areas which need to be addressed when 
introducing a new assessment.   
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The timeframe in which teacher interviews took place also served as a limitation.  All 
data from Chestnut Hill, including the administrator interviews, were collected during the first 
two and a half months of school.  At this point in the school year, teachers were just beginning to 
look at their data and their classroom instruction related to ISIP-ER.  In contrast, data collection 
at Pineywoods took place six months into the school year, providing teachers and administrators 
the opportunity to develop a greater level of familiarity with the assessment and its affordances.  
This time gap made may be the reason for some of the apparent differences in how teachers 
looked at data and instruction.  Conversely, this gap provided the opportunity to examine how 
teachers approached data and instruction as the school year progressed and they became more 
familiar with the assessment tool. 
 A final limitation to this study surrounded the relatively small participant pool, especially 
at Chestnut Hill Elementary.  The small number of participants limited the opportunity for group 
discussion during focus groups.  Without the voice of a third-grade teacher, and with the loss of 
the voice of a kindergarten teacher for the second focus group, cross-grade level conversations 
were constrained, especially as kindergarteners and third graders may have radically different 
experiences with the same assessment tool.  This limitation was compounded by the Chestnut 
Hill teachers declining to participate in individual interviews.   
Future Research Directions 
 In many ways, this study was defined by its unique timing amidst a tumultuous transition 
from a long-standing assessment to a new assessment tool.  The transition directed the study in 
some unanticipated directions while still revealing many of the practices in which teachers 
engage surrounding assessment and data.  Delving into the issues related to transitioning between 
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assessment tools diverted attention from other questions related to assessment and instructional 
practices.   
 This study could be extended across three different dimensions.  First, extending the 
study geographically by including different counties would provide the opportunity to explore 
the role of district expectations in teacher practice.  Summerville County made an early decision 
to fully embrace ISIP-ER, going so far as to use county funds to adopt it for all elementary 
students, while other counties openly refrained from using ISIP-ER until legally required to do 
so.  Examining the experiences of teachers in more reluctant counties may provide different 
insights into the relationship between assessment, instruction, and teacher resistance.  Second, 
extending the study across several years also holds potential for new findings.  Observing how 
practices change over time as teachers develop greater familiarity with an assessment tool could 
provide insights for teacher educators and administrators faced with future transitions.  Third, 
extending the study across types of schools would also be worthwhile.  Both of the schools in 
this study were Title 1 schools who achieved “C” grades on the North Carolina School Report 
Cards.  Questions concerning the instructional practices at schools that receive “A” grades or “F” 
grades still remain.  This would also provide the opportunity to explore differences between 
instructional practices in historically low- and high-performing schools.   
 It became clear throughout this study that the curriculum coaches played a key role in 
guiding teachers’ data usage and assessment practices.  A closer examination of the role of 
curriculum coach as “data leader” could provide important insights for supporting teachers in 
data use.  Additionally, Summerville County Schools ensured that there were curriculum coaches 
at every elementary school, but this is not the case for all schools or counties.  Exploring 
assessment practices in schools that do not have curriculum coaches could provide interesting 
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insights.  Who serves as a “data leader” in those schools?  Are teachers more or less empowered 
to make instructional decisions?  How is the assessment load shared across the school?  The 
current study focused primarily on the work of classroom teachers; a future study should 
explicitly address the role of the curriculum coach. 
 Finally, this study relied upon self-reported data from teachers and administrators.  
Combining observations with teacher interviews could build a deeper understanding of teacher 
practice surrounding assessment.  It would be important to observe PLCs and other data 
meetings as well as classroom instruction.  Scheduling classroom observations before and after 
data meetings could provide a before and after view of the impact of such meetings.  Interviews 
following observations would provide teachers with the opportunity to reflect on their 
instructional choices.  
In Conclusion 
 The 2019-2020 school year was a year of confusion and transition for those involved with 
early reading assessment in the state of North Carolina.  Exacerbated by very public court battles 
and a short adoption timeline, the transition to ISIP-ER could be described as anything but 
smooth.  However, the teachers caught in the trenches of this battle continued to do what they 
always do, which is to teach their students to the best of their ability.  The teachers in this study 
worked to find the best possible way to administer an assessment about which they harbored 
significant doubts.  Some of the teachers rejoiced at increased instructional time while others 
gave up some of that time to ensure that their students produced valid test scores.  Teachers dug 
into the data to see what they could learn about their students and attempted to use those 
understandings to guide their instruction.  I believe that reading assessment holds the key to 
improving reading instruction for all students.  This study provides an initial look into teacher 
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practices surrounding assessment, providing key insights into how to improve the connection 
between assessment and instruction.   
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APPENDIX A: FOCUS GROUP PROTOCOL 
Focus Group #1: Perceptions of early reading assessment 
Introductions: 
● Name, grade (Teachers will all know each other) 
● Introduce myself, my background, and describe my role in the focus group 
 
Ground Rules 
● One person speaks at a time 
● Everyone participates; no one is allowed to dominate 
● No right or wrong answers 
● What is said in this group stays in the group; I will not share with administration without 
express permission; sharing at end of project will be anonymized 
 
Discussion starter: 
● Provide each participant with a sheet of paper broken up into four squares. 
● Use the following prompt:  
I am interested in what you associate with early reading assessments. Please list 
the different images and words you associate with early reading assessments in 
each of the boxes. Include everything you associate with one image or word in a 
box. 
● Participants take turns sharing the first item on their sheet; conversation continues until 
all topics have been discussed. 
● At end of discussion, collect papers as artifacts. 
 
Conclusion 
● Thank participants for their time 
● Ask them to bring an instructional material they have used with their class related to an 
early reading assessment to the next focus group 
 
Possible follow-up questions (as needed) 
● Is there anything else you want think I should know about early reading assessments? 
● I would be interested in hearing (more) about… 
○ assessment training 
○ Why we administer early reading assessments 
○ How you use reading assessment data 
○ How reading assessments fit into your schedule (benchmarking/progress 
monitoring)  
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Focus Group #2: Instructional Practices Surrounding Early Reading Assessments 
 
Ground Rules (Review) 
● One person speaks at a time 
● Everyone participates; no one is allowed to dominate 
● No right or wrong answers 
● What is said in this group stays in the group; I will not share with administration without 
express permission; sharing at end of project will be anonymized 
 
 
Discussion Starter: I asked everyone to bring an example of an instructional material you use in 
your classroom that is related to an early reading assessment.  I would like everyone to share 





Possible follow up questions (as needed) 
Could you tell me (more) about…. 
● How you use assessment data to design interventions? 
● How you use assessment data to design classroom instruction? 
● Where you go to find resources for teaching/intervention related to assessment 
data? 







   184 
APPENDIX B: INTERVIEW GUIDES 
 
Interview Guide: Administrator/Literacy Coach 
• What early reading screener did your school use at the beginning of the 2019-2020 school 
year? How was that decision made? 
 
• How are the results from early reading assessments used at the school level?  
 
 
• How does your school expect teachers to use this data? 
 
• Has your school offered any professional development related to early reading 
assessment? Please describe. 
 
 






   185 
Interview Guide: Teachers 
● Time 
○ Approximately how much time do you spend administering Istation each month? 
○ How do you administer it? 




○ What type of device do your students take ISIP-ER on? 
 
● Data 
○ Do you use your ISIP data? How? Why or why not? 
○ Who has the greatest influence on your use of assessment data? 
○  Who do you go to for help with data? Interventions? 
○ What kind of reading assessment data is most important to you? 
 
● Accountability 
○ K-2 teachers: What role does knowing that ISIP/mCLASS data plays a part in 
your EVAAS data play in your instruction?  
○ 3rd grade teachers: Would you view your ISIP data differently if you knew it was 
part of your EVAAS?  
 
● Is there anything else you’d like me to know? 
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APPENDIX C: INITIAL CODES 
 
Students Above/At Benchmark (Green) 
Students Below Benchmark (Yellow) 
Students Well-below Benchmark (Red) 
Time 
Strengths of mCLASS 
Weaknesses of mCLASS 
Strengths of Istation 
Weaknesses of Istation 
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APPENDIX D: CODEBOOK SAMPLE 
 
Code  
ISstrength Brief Definition: Istation strengths 
Full Definition: Positive things attributed to Istation. These perceived 
strengths are the elements of the assessment that teachers find useful. 
When to use: Apply this code to all positive references to Istation. 
When not to use: Do not use to identify a mCLASS weakness; speaker must 
be specifically referencing something they like about Istation. 
Example: It's like there's a story and there are words missing, and they’ll get 
to a spot where there’s a word missing and they have to choose from three 
Words which word best fills in the blank. And I kind of like having that on 
the computer just because--I mean that's just.. It just seemed easier. It was 
more fluid. It was less papers being passed out, less books you have to keep 
up with, less scoring that you had to do--that sort of thing. 
 
ISweak Brief Definition: Istation weaknesses 
Full Definition: Aspects of Istation which teachers find problematic. This may 
apply to the assessment and its administration as well as when using the data. 
When to use: Apply this code to all negative references to Istation. This 
includes references to the assessment procedure as well as data. 
When not to use: Do not use to identify a mCLASS strength. Speaker must 
specifically reference Istation in statement. 
Example: I actually have that in my box. That it might seem too long or 
difficult for the younger kids. 
 
mCstrength Brief Definition: mCLASS strengths 
Full Definition: Positive things attributed to mCLASS. These perceived 
strengths are the elements of the mCLASS assessment which teachers find 
useful or beneficial. 
When to use: Apply this code to all positive references to mCLASS. 
When not to use: Do not use to identify an Istation weakness. Speaker must 
specifically reference mCLASS in statement. 
Example: Because in the mCLASS, we know their reading level from the 
previous year. So, we know where we're going to start. And the kind of book 
that we are going to give to them and test them. If they pass that, that means 
that we can go to the next level. If they pass the letter B, “So, okay, let's try 
this next level”. That means that you were improving and it's easy to identify 
which level or what they can or they cannot. 
 
mCweak Brief Definition: mCLASS weaknesses 
Full Definition: Aspects of mCLASS which teachers find problematic. This 
may apply to the assessment and its administration as well as when using the 
data. 
When to use: Apply this code to all negative references to mCLASS. This 
includes references to the assessment procedure as well as data usage. 
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When not to use: Do not use to identify an Istation strength. Speaker must 
specifically reference mCLASS in statement. 
Example: And like to go along with that-- well we were actually talking about 
it earlier. You know, like when you do the mCLASS, like the TRC, I mean 
we're not robots. We’re teachers and it’s kind of subjective. 
 
Purpose Brief Definition:  Purpose of reading assessment 
Full Definition: Examines the ways in which teachers understand the purpose 
of reading assessments.  
When to use: Apply this code to any time a teacher refers to the purpose of a 
reading assessment. 
When not to use: Do not use in relation to general instructional purposes or 
descriptions of the purpose of a specific instructional activity. 
Example: Ms. McNamara: To track their progression over time. Where their 
starting point. To see if they grow, there’s a decline, whatever changes. To 
help us plan for that. 
 
Engage Brief Definition: Engagement 
Full Definition: Student engagement during the assessment as observed by the 
teacher; including lack of engagement. 
When to use: Any discussion of engagement levels during assessment process 
When not to use: Do not use in discussion of general classroom engagement. 
Example: Really this is funny because they said like the kids, they're talking 
to the computers because you know it's very interactive so they're talking to 
the computers. They're all over the place. They're playing with their 
headphones, playing with the keyboard. So, with kindergarten this is like this 
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