In this paper we prove the existence of solutions for a boundary value nonlinear neutral integrodifferential problem in R n defined on an unbounded interval. The result is obtained by using the Schaefer fixed point theorem and by using a recent result [4] on compactness of a continuous operator K : BC(I, R n ) → BC(I, R n ); here BC(I, R n ) is the Banach space of continuous functions from the (possibly) unbounded interval I ⊂ R into R n . As corollary we obtain a result of existence of solutions for a Cauchy problem for nonlinear neutral integrodifferential equations.
Introduction
We are concerned with the existence of strong solutions of nonlinear integrodifferential equations of the form 
x(t) − g(t, x t )] = A(t)x(t) + f t, x t ,
t 0 h(t, s, x s )ds , t ∈ [0, +∞) (1) with the boundary condition The theory of neutral delay differential equations has extensively been studied in the literature (see [1, 3, 5, 7] and the references therein). In particular, Benchohra, Henderson, and Ntouyas [1] recently obtained existence results for impulsive neutral functional differential equations in Banach spaces on finite intervals.
In all these cited papers, the equation (1) is studied in the case where A(t) = A is time-independent and the time t interval is a bounded interval [0, b] ; moreover, the boundary value condition is always a Cauchy condition of the form
We will obtain the existence of solutions from which such a Cauchy problem is a simple corollary to our main result with the general boundary value condition (2) . It seems to us that not many existence results have so far been established to solve the general problem (1)-(2). Our main result, in particular, extends the main result (Theorem 3.1, p. 96) of Dauer and Balachandran [3] in twofold: Our operator A(t) is time-dependent and the interval on which equation (1) is considered is infinite. Furthermore, our hypotheses are simpler than those in Dauer and Balachandran [3] .
Notation and Preliminary Results
We use the following notation:
• R n , the space of real n-vectors y with norm |y| (not necessarily the Euclidean norm).
• A, the algebra of real n × n matrices M with norm |M | = sup{|My| : |y| = 1}.
• t → A(t), a function from [0, +∞) into A.
• x ∞ = sup{|x(t)| : t ∈ [0, +∞)}, the sup norm of a function x ∈ BC([0, +∞); R n ).
• B(X), the Banach space of bounded linear operators on the Banach space X with norm T := sup{ T x : x ∈ X, x = 1} for T ∈ B(X).
The following lemma will be crucial in the proof of the main result of this paper.
Lemma 2.1 ([6] ) Let E be a normed linear space. Let S : E → E be a completely continuous operator; that is, S is continuous and the image of any bounded set is contained in a compact set. Let ζ(S) := {x ∈ E : x = λSx for some 0 < λ < 1}.
Then either ζ(S) is unbounded or S has a fixed point.
Lemma 2.2 ([4]
) Let Q be a topological space. Let S : BC(Q; R n ) → BC(Q; R n ) be a continuous operator. Suppose that for any bounded set F ⊂ BC(Q; R n ), S(F ) is a bounded set and there exist k bounded functions
Then S is a completely continuous operator.
Moreover for the sake of completeness we recall the following result:
, be a bounded, integrable, continuous function.
(i) The linear homogeneous differential systeṁ
is uniformly stable; i.e., any solution of (4) is in BC([0, +∞); R n ) and is uniformly stable.
(ii) There exists a fundamental matrix X(t) of solutions of (4) such that
for some constant M 2 > 0 and E(t, s) := X(t)X −1 (s) is called the evolution operator of A(t). One has
E(t, t) = I, E(t, s)E(s, r) = E(t, r), t,s,r
∈ [0, +∞),(7)∂E ∂t = A(t)E(t, s), ∂E ∂s = −E(t, s)A(s), a.e. t, s ∈ [0, +∞). (8)
Main Result
Let us consider the problem: Find an x ∈ BC([−r, +∞); R n ) such that
Theorem 3.1. Assume that the following hypotheses hold:
integrable, continuous function for which (i) there exists a continuous nondecreasing function
(ii) there exists a continuous nondecreasing function 
(ii) for every positive integer j there exists an integrable function α j : 
(h 7 ) There exists a linear continuous operatorK :
(ii) for every positive integer j there exists a bounded function
(Note that K is a bounded linear operator). We suppose that
Then problem (P) has at least one solution.
Before proving Theorem 3.1, we first present an immediate consequence of it.
Corollary 3.2. Suppose that (h
admits at least one solution.
Proof Corollary 3.2. If we define
we see easily that (h 5 ) − (h 7 ) are satisfied and therefore, the conclusion of Corollary 3.2 follows from Theorem 3.1.
Remark. Corollary 3.2 extends, in R n , the main result of [3] in two ways: the time-dependence of the operator A(t) and the unboundedness of the interval [0, +∞).
Proof of Theorem 3.1. First we extend to [−r, 0] the functions useful to us, putting, for u ∈ BC([−r, 0); R n ):
Now we consider the operator S : BC([−r, +∞); R
We will show that the fixed points of S are solutions of problem (P) and that S is a continuous compact operator for which the set ζ(S) is bounded. This is sufficient, by Lemma 2.1, to conclude that S has fixed points.
Step 1: The fixed points of S are solutions of problem (P).
Proof of Step 1. Let u ∈ BC([−r, +∞); R n ). Then, by the linearity of L,
In addition, we have by (h 7 )(iii) and (8) that, for t ≥ 0,
+A(t)g(t, u t ) + A(t)w u (t) + f t, u t , t 0 h(t, s, u s )ds + A(t)z u (t).
Since the range ofK is contained in ker D (see (h 7 )), we have
)))(t) = A(t)(K(H(u)(0)))(t) = A(t)(KHu)(t),
in such a way that, for t ≥ 0,
So, if x is a fixed point of S, x = Sx, (10) and (9) ensure that problem (P) is solved by such a fixed point.
Step 2: S is a continuous operator.
Proof of Step 2. Let {u m } ⊂ BC([−r, +∞); R
n ) be such that u m · ∞ −→ u.
We show that S(u m )
· ∞
−→ S(u). By definition of S, it is sufficient to show that
z um
Now, (11) is an immediate consequence of the continuity of the operators K and H. To obtain (12), we note, by (h 2 )(iii), that
To obtain (13), we note that
To obtain (14), using Lemma 2.3(iii) and (h 2 )(ii) we note that
Finally, to obtain (15), we note first that by the continuity of f and g, it follows that
where we use [r] to denote the integer part of a positive real number r. Then by (h 3 )(ii) we see that
i.e., ψ m (s) converges pointwise to 0 and it is dominated by an integrable function. Hence by Lemma 2.3(ii),
by the dominated convergence theorem.
Step 3: S is a compact operator. Proof of Step 3. Let
Thanks to Lemma 2.2, it is enough to show that S(B j ) is a bounded set and that it is possible to control the oscillations of each function in S(B j ) by means of a finite number of bounded functions. The boundedness of S(B j ) follows from the inequalities:
To control the oscillations of S(B j ) we need to distinguish three cases: 0 ≤ t 1 < t 2 , t 1 < 0 < t 2 and t 1 < t 2 ≤ 0. We consider here only the case 0 ≤ t 1 < t 2 , the others being similar.
Let us assume 0 ≤ t 1 < t 2 and u ∈ B j . Then
(by Lemma 2.3(ii), (h 2 )(ii), and (h 1 ))
and by Lemma 2.3(ii), (h 3 )(ii) and (h 4 )(i),
So, defining
we obtain that
in such a way that the thesis follows from Lemma 2.2.
Step 4. The set ζ(S) is bounded. Proof of Step 4. This follows essentially from the same idea as in [3] . First of all, if −r ≤ t < 0, then (S(u))(t) = (Hu)(t). So, by (h 6 )(i), it follows that This, together with hypothesis (h 4 )(ii), permits us to conclude that w(t) is bounded by a constant Λ, say, depending on the functions Ω, Ω 0 , A, p, and m. Summarizing, u ∈ ζ(S) implies that u ∞ ≤ μ ∞ ≤ v ∞ ≤ w ∞ ≤ Λ.
Hence we only consider t ≥ 0. Let u(t) = λ(S(u))(t). Thus |u(t)| = |λ||(S(u))(t)| ≤ |(S(u))(t)| ≤ |(K(H(u)))(t)|

