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Abstract-This paper proposes a new numerical technique for solving the quantum fluid dy- 
namical equations within the Lagrangian description. An efficient and accurate numerical scheme is 
achieved by taking advantage of the smooth field variables obtained via the Madelung transformation 
combined with the radial basis function interpolation. Applications to the 2D coherent state and a 
2D model of NO2 photodissociation dynamics show that the present method rivals the split-operator 
method in both efficiency and accuracy. The advantage of the new algorithm as a computational 
tool is expected to prevail for high-dimensional systems. @ 2002 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
The causal interpretation of quantum mechanics in the deBroglie_Bohm theory has attracted a 
great deal of interest [l-4] since Madelung, deBroglie, and Bohm’s pioneering works (cf. [3]). 
With the wave-function $ written in polar form @(r, t) = dmeiS(r,t)/h, the deBroglie- 
Bohm theory possesses an intuitive physical representation as quantum fluid dynamics (QFD), 
reminiscent of classical fluid dynamics. Besides its conceptual importance, the potential numerical 
advantage of the QFD formulation over working with the Schrodinger equation is attributed to 
the oscillatory real and imaginary parts of the complex-valued wavefunction 1c, being replaced 
by the expected slowly varying density p and phase S over the configuration space. In classical 
fluid dynamics, the motion of fluid particles can be described with either Eulerian or Lagrangian 
descriptions [5] of the dynamics, respectively, either by fixing the “monitors” in space or by 
placing the “monitors” on the fluid particles. These two equivalent descriptions can also be 
employed in the QFD formulation. The QFD formulation as a time-dependent approach has 
successfully been applied to treat several illustrations within both the Lagrangian [6-151 and the 
Eulerian [16-251 descriptions. 
The QFD method based on the slowly varying density p was implemented for studying the 
photodissociation of NOCl and NO2 within both the Lagrangian [ll] and the Eulerian [25] de- 
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scriptions. In this paper, we propose an efficient and accurate numerical technique for solving the 
QFD equations based on the slowly varying function R = (h/2) lnp in conjunction with multi- 
variate radial basis function (RBF) interpolation. To this end, a new set of dynamical equations 
is derived and implemented in the Lagrangian description. In our previous papers [26-281, RBFs 
have been used to solve the bound-state Schrodinger equation. The most promising feature of 
the numerical scheme proposed in this paper is its potential for application to multidimensional 
systems. 
The paper is organized as follows: Section 2 presents the central motivation and RBF mul- 
tivariate interpolation procedure. Section 3 is devoted to the numerical implementation of the 
method, and Section 4 presents several illustrations. Section 5 concludes the presentation. 
2. METHODOLOGY 
2.1. Motivation 
For simplicity, consider a single particle of mass p in a potential V(r, t). The Schrodinger 
equation associated with this system is 
ift$$~(r,t) = 
1 
--$ V2 + V(r, t)} $(r, t). 
The corresponding QFD equations within the Eulerian description can be obtained by inserting 
the polar form of the complex wavefunction Q(r, t) = dme.iS(‘Vt)l” into equation (l), sepa- 
rating the real and imaginary parts, and by defining v = OS/p as the “velocity” of the particle. 
The result is a pair of coupled nonlinear partial differential equations 
where p = p(r, t) = ]$(r, t)] 2 is the probability density, J = vp is the probability current density 
of the system, F = -V(V + V,) the total force acting on the particle, and 
(4) 
is the quantum potential carrying all the quantum effects of the system. Equation (2) is the 
quantum probability continuity equation, and equation (3) is the quantum analog of the classical 
Newton equation upon identification of the total derivative as -$ = -& + v . V and the total 
potential as Vtotal = V + V,. 
In the Lagrangian description, the QFD equations are of the form 
f p(r(t), t) + h-(t), t)V . v(r(t), t) = 0, (5) 
fi -$ v(r(t), t) = -V[V(r(t),t) + Vq(r(t), t)] = F(r(t),t), (6) 
where the time dependence of the trajectory r(t) is explicit and the total derivative with respect 
to time has replaced the partial derivative in the Eulerian description. Note that the evolution 
of the density p in equation (5) can also be rearranged into the evolution of the quantity In p. In 
this case, the quantum potential can be further written in a general form as 
Vq-$ 
{ 
V21np+ i [DInpI . 
> 
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Equations (4) and (7) show that the quantum potential depends only on the form of the density 
rather than its magnitude [3]. At the heart of the phased QFD formulation is the assumption that 
the density p and phase S (or v = OS/p) are more slowly varying functions than the generally 
oscillatory real and imaginary parts of the corresponding complex-valued wavefunction. The 
discussion above further suggests that the density p can be replaced by the quantity lnp without 
altering the nature of the QFD equations. This replacement has several suggestive numerical 
advantages. First, In p should be a more slowly varying function than its argument p, and working 
with the former should make the QFD method numerically even more expedient. Second, the 
practical dynamical range of lnp should be much smaller than that of p. For example, if p varies 
over the truncated region lo-l4 5 p 5 1 (i.e., lo-l4 can be considered as numerically zero in 
usual double precision computations), then lnp will only range accordingly as -32 5 lnp 5 0. 
Third, the structure of lnp is in general simpler than that of p itself. For example, the density 
of a compact Gaussian wavepacket possesses the form exp{-a(r - r(t))2} in its spatial part, 
while In p is a quadratic polynomial. Starting with a compact Gaussian wave-packet, the evolution 
of dynamics is a continuous deformation of the initial wave-packet under the influence of the 
potential, and the logarithm of the deformed density at different instants of time can usually be 
approximated by proper polynomials. Consequently, the numerical advantage of treating lnp in 
QFD, instead of p, should be capable of greatly accelerating the solution while attaining high 
accuracy. 
In contrast to the Schrijdinger equation, equations (3) and (6) in the QFD formulation deal 
with the force field F which contains a third-order spatial derivative of p whose accurate evalu- 
ation becomes computationally difficult, especially as the dimension of the system increases. To 
overcome this difficulty, note that the direct result of the polar transformation is the quantum 
Hamilton-Jacobian equation [3] ( see equations (8) or (11)) and the quantum probability conti- 
nuity equation (see equation (2)). The loss of part of the hydrodynamic analogy arising from 
using the Hamilton-Jacobi equation in place of its Newton counterpart is not of any concern 
numerically because of the equivalence between these two settings. 
Writing $J in the Madelung form 1c, = exp{(R + iS)/tL} and following the same procedure 
leading to equations (2) and (3)) an equivalent QFD formulation in the Eulerian description is 
arrived at 
as (OS)2 
dt+ -+v+vq=o, 34 
g+; VRVS+;V2S 
where the quantum potential has a new form V, = -(1/2~) {(VR)2 + hV2R} with 2R = filnp 
(cf. equation (7)). Alternatively, by taking the total derivatives of R and S with respect to time, 
i.e.. 
dR dR 
dt=at+vVR, 
dS %v vs 
dt=at . ) 
the corresponding QFD equations in the Lagrangian description can be expressed as 
dS(r(t), t) = [VS(r(tL a2 _ v(r(t) q _ Vq(r(t) q 
dt 2P 
, , 7 
Wr(t), t) 
dt 
= -$ V2S(r(t), t). 
(10) 
(11) 
(12) 
These two equations are the new basis for numerical implementation of the present R-based QFD 
method. For more detailed discussions on the mathematical and physical properties of S and R, 
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the reader is referred to [3,14,15]. As in equations (5) and (6), the explicit time dependence has 
appeared in r(t) which is completely determined through the relation 
- v(r(t), t) = vs(r(t)’ t). dr(t) 
dt I-1 
(13) 
2.2. Interpolation 
Function representation is of fundamental importance in numerically solving ordinary or par- 
tial differential equations [29]. The quality of an interpolation scheme is dictated by the basis 
functions defining the interpolator, the total number of interpolating points (i.e., grid points), 
and the distribution of these points. In the Lagrangian description, the grid points of the sys- 
tem instantaneously match the deformation of the wave-packet during the evolution. One main 
advantage of the Lagrangian picture is that at each instant of time, the interpolation only needs 
to be carried out in a limited region in which the magnitude of the wave-packet is significant. 
This keeps the total number of grid points relatively small, even in high dimension, while still 
maintaining high accuracy. The disadvantage is that grid points inevitably become scattered, 
and almost all sophisticated regular grid based methods developed for solving the Schrijdinger 
equation are inappropriate in this circumstance. 
Recently, due to its simplicity and accuracy, radial basis function (RBF) interpolation has 
attracted considerable interest for interpolating multivariate scattered data [30,31] and solving 
the classical fluid dynamical equations [32]. A RBF 4( /[r[/) is a function that depends only 
on the distance Ilrll, with I] . II denoting the norm, and it maps a D-dimensional quantity r 
in the real vector space IJiD to a one-dimensional quantity 4 in the real number space ?J?l. In 
general, the RBF interpolation problem can be posed as follows. Considering an arbitrary set 
of N distinct scattered points X = {ri, rs, . . . ,r,v} in @ and the corresponding scattered 
data F = {f(ri), f(r2), . . . , f(rN)} for a function f(r), the task of RBF interpolation is to 
find an approximation Lf(r) to f of the form 
Lf(r) = 5 c4llr - rill), 
i=l 
(14) 
where the real coefficients cl, cg, . . . , cN solve the linear system 
f(rj) = 5 cid(llrj - rill), 
i=l 
j = 1,2, . . . ) N, (15) 
with provision that the symmetric interpolation matrix A = [AzJ] = [c$(llrj -rill)] be nonsingular. 
It is clear that the RBF 4(]]r - ill) is conditionally positive-definite in the sense that, for any 
set of N complex numbers {ai}~=, and all sets of Xs given above, 
5 aji4( lb-j ’ rill)ai 2 0, 
i,j=l 
(16) 
which guarantees the solvability of equation (15) [33]. 
The accuracy and convergence of different RBFs (cf. equation (17)) in multivariate approxi- 
mation has been carefully investigated [30,31]. The following list covers several RBFs that have 
been extensively studied in function approximation theory [34]: 
4(T) = (-l)m (c” i- r2)0’2 (2m - 2 < p < am), multiquadrics, 
@j(T) = (c” + r2)-8’2 (p > O), inverse multiquadrics, 
4(T) = (-l)Vm-210g(r), thin-plate splines, 
(17) 
f$J(T) = (-l)m (c” + r2)m-1 log (c” + .2)1’2 ) shifted thin-plate splines, 
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fj(T-) = g Kk-+(?-) (;)k-“‘2 (2fk > n), 
d(r) = e++, 
Sobolev splines, 
Gaussian, 
(17)(cont.) 
where T = ]]r]] = JCL, x, is the radial distance in the D-dimensional Euclidean space, and m z 
is usually chosen in such a way that it coincides with the order of polynomials to be included in 
the interpolation space. Among them, the multiquadrics with p = 1 have recently been explored 
in computational fluid dynamics [35,36], while the Gaussian has had a long history of applications 
in solving molecular bound-state problems [37,38]. More recently, the inverse multiquadrics and 
Sobolev splines have also been exploited for bound-state problems [26-281. The RBF interpolation 
is also attractive for analytical construction of potential energy surfaces using ab initio data [39]. 
In this paper, the multiquadrics and the thin-plate splines will be employed for approximating 
the QFD variables R and S in the Lagrangian description equations (11) and (12). 
3. NUMERICAL DETAILS 
3.1. Time Propagation 
In a previous paper [ll], the explicit central differencing scheme was adopted for time inte- 
gration of the QFD equations. In the case of the Schrodinger equation, this scheme has been 
shown to be stable under the condition At/2pAx2 < 1 where At and Ax are the discretized 
temporal and spatial grid sizes [40]. In the present case, working in the Lagrangian description, 
the new stability condition vAt/Ax < 1 is established in terms of the particle’s motion where v 
is the velocity of a particle and Ax is the shortest distance among all the moving grids [ll]. A 
second-order time propagation scheme for equations (11) and (12) can be implemented as follows: 
S(t + At) = S(t - At) + At PW12 - - 2V(t) + v,(t)1 3 
P 
R(t + At) = R(t - At) - FV2S(t), 
(18) 
(19) 
where the r(t)-dependence in S and R has been dropped for notational simplicity and the evolu- 
tion of the particle’s position is advanced according to its velocity as follows: 
r(t + At) = r(t - At) + e VS(t). 
3.2. Spatial Representation 
In contrast to fixed grid methods, the construction of a multidimensional subspace on a mesh 
using RBFs distributed on irregular grid points is technically straightforward. Specifically, the 
interpolation (14) is formally independent of the dimensionality of the problem involved, and all 
connections among grid points are properly done through the interpolation condition (15). The 
largest cost of RBF interpolation is the direct solution of the linear algebraic equation (15) which 
scales as the cube of the total number N of grid points. Nevertheless, this problem can easily be 
overcome by using the compactly supported RBFs as explained below. 
In principle, any grid distribution for the spatial discretization of the QFD equations is ac- 
ceptable as long as the underlying RBF interpolation can adequately sample the wavepacket. 
Following the discussions in Sections 1 and 2, the QFD solutions can be implemented in three 
steps. 
1. Initial preparation. 
(a) Choose an appropriate initial wavepacket for the system under study; 
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(b) 
Cc) 
set a density cutoff for the initial wavepacket, e.g., 10e7, etc., depending on the 
required computational accuracy; 
place grid points in terms of the structure of R (or p) within the region determined 
by the initial density cutoff. 
2. Spatial derivatives. 
3. 
The gradient and Laplacian are taken by directly (i.e., analytically) applying them to the 
interpolated R(t) and S(t) functions, respectively, evaluated on the dynamic grids {ri(t)} 
at each instant of time t. 
Propagation. 
With the chosen grid, the discretized field variables R, S, and the position r are prop- 
agated according to 
Sz(t + At) = $(t - At) + At 
[Vsi(t)]2 
- 2K(t) + v&(t)] , 
c1 
The 
Ri(t + At) = Ri(t - At) - F V2Si(t), (22) 
ri(t + At) = ri(t - At) + F v&(t), (23) 
where the index i denotes the i th grid point ri at three different adjacent instants r,(t+At), 
and ri(t - At) and ri(t) in each propagation cycle. Interpolation of R(t) and S(t) is 
performed at each instant of time t by use of the RBFs distributed on the dynamic 
grids {ri(t)} h w ose configuration changes in response to the action of the potential. 
RBF interpolation is a global scheme; however, in practice, compactly supported RBFs 
X.-G. Hu et al. 
(21) 
can be invoked to avoid solving a large linear algebraic system (15). A simple way to obtain the 
compactly supported RBFs is to introduce a suitable weight function. In this paper, a practical 
procedure to achieve the adaptable compactly supported interpolation scheme is introduced as 
follows: 
1. all the N grid points are initially numbered in an arbitrary manner; 
2. a lower bound r,,,i,, is set for the distance between any two grid points; 
3. upon choosing a grid point as a center, then a search is made for its n - 1 closest neighbors 
under the conditions 1 << n << N and rzj > r,in where rij is the distance between grid 
points i and j; 
4. local interpolation of R and S is performed over these n points by solving the correspond- 
ing n linear algebraic equations (15); 
5. derivatives of R and S at these n points are directly taken over the locally interpolated R 
and 5’; 
6. the results in Steps 4 and 5 as well as their numbered indices are kept except for nb 
boundary grid points of each local interpolation; 
7. Steps l-6 are repeated N, (N/n < N, < N) times until all discretized quantities on 
the N grid points are calculated. 
The lower bound r,in in Step 2 is set to prevent the linear algebraic system in Step 4 from 
becoming ill-conditioned, and the operations of Step 5 eliminate any interpolation edge effects. It 
can happen that some grid points are shared by a couple of partly overlapped local interpolations 
in Step 7, and thus, the results in Step 5 corresponding to these grid points are calculated many 
times. In this case, if these grid points are not located at the boundary of each local interpolation, 
the calculated results are kept when the corresponding grid points are first employed in a local 
interpolation. 
4. NUMERICAL ILLUSTRATIONS 
The numerical tests in this section are performed on a 2D coherent state model and a simplified 
2D model of NO2 photodissociation. For comparison, parallel calculations are also carried out 
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using the split-operator (SO) [41] method. The same time steps are taken for the second-order 
SO and the QFD methods. Atomic units are used throughout the calculations. 
4.1. Analytical Test Solutions and Initial Wavepackets 
For a D-dimensional free particle with an initial momentum distribution chosen as a Gaussian 
in each dimension, the time-dependent solution of the Schrbdinger equation can be written, in 
terms of R and S. as 
where t 
O,(t) = i tan -- ( > Ax& ’ (26) 
and pi, UO~, poi, XOi, and Axi are the mass, initial velocity, momentum, position, and position 
width along each dimension, respectively. 
For a D-dimensional harmonic oscillator, the time-dependent coherent state is given by [3] 
R(r, t) = $ log 7 (“) - 7 (r - rC(t))2, 
S(r, t) = pC(t) . (r - rC(t)) - i Dwt, 
(27) 
(28) 
where 
rC(t) = r=(O) cos(wt) + (~1)-‘p,(0) sin(d), 
PC(t) = -pr,(O) sin(wt) + p,(O) cos(wt), 
(2% 
(30) 
with r=(t) and p,(t), respectively, being the position of the center of the coherent state and its 
conjugate momentum; p and w are, respectively, the mass and frequency. 
For the simplified 2D model of NO2 photodissociation, the initial wavepacket is a Gaussian (cf. 
equations (24) and (25) at t = 0) with appropriate parameters. 
4.2. NO2 
A full description of the NO2 molecule may be expressed in terms of the bond coordinates, i.e., 
the bond lengths r-1 and ~2 for the two fragments NO and the bond angle B between them. The 
Hamiltonian can be derived in terms of these coordinates as (421 
(31) 
where p = mNmO/(mN +mo) is the reduced mass of NO; mN and mg are the masses of nitrogen 
and oxygen, respectively. Model potential energy surfaces V(q, r2,0) for the AI and I32 states 
of NO2 are available [43,44]. For simplicity, the calculations were carried out with the angle 
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variable 19 fixed at a special value. In this case, all parts involving angular variables disappear 
and the Hamiltonian reduces to a simple form 
IL-$ (-g+$)+V(x,Y.eo), 
where 80 is fixed at 133.4’, the equilibrium value for ground-state Al, and 
x= 
(Tl + ?,I 
J2(1 +pcoSe,/mN)’ 
Y= 
(n - Q!) 
J2(1- pcOseo/mN)' 
such that 0 I x < 03 and -oc < y < +oo. 
Table 1. Parameters for wavepackets and local interpolation (a.u.) 
PldO) =lJ2m = 2 I POZ = POg = 0 
LOCal InterPOlatiOns (n, nhja 
(33) 
% and nb are the number of grid points 
and boundary grid points used in each 
local interpolation, respectively. 
4.3. Results and Discussion 
In fixed grid methods for solving the time-dependent Schrodinger equation, a proper choice of 
the spatial region to cover the wavepacket propagation is important. Insufficient spatial coverage 
will cause unphysical boundary reflection that contaminates the wavepacket. Too large a spatial 
domain can result in either inefficiency (i.e., the need for many grid points to maintain accuracy) 
or inaccuracy (i.e., when fewer than necessary grid points are used in an attempt to increase 
efficiency). These two considerations have been taken into account in our calculations using the 
SO method. The spatial regions and the number of grid points for each case discussed later in 
Table 2 have been chosen to yield the best results on balance in terms of accuracy and efficiency 
for the SO method. Note that the total number of grid points here also means the total “virtual 
particles” as used in [9,10,12-141. 
The RBFs used in the calculations for the QFD method are the multiquadrics and shifted-thin- 
plate spline (see equation (17)). Due to the fact that the spatial dependence of R and S for the 
coherent state case is quadratic, the parameters ,0 = 3 and m = 2 are chosen for these two RBFs. 
For the 2D NO:! photodissociation calculation, the corresponding parameters for the RBFs were 
investigated; it is found that the parameters are only slightly dependent on the choice of rmin, the 
lower bound of the spacings set for preventing the local linear algebraic systems from becoming 
ill-conditioned. Numerical tests have been carried out for @ = 1,3,5,7,9 and m = 1,2,3,4,5 
with good results found at p = 5,7 and m = 3,4. Insensitivity is found for the shift parameter c 
characterizing these two RBFs, and its value can range from 15 to 35 (in atomic units) without 
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Table 2. Data used for comparison calculations (a.u.). 
PTa TNGPb ss= GRd 
see QFD SO QFD SO 
2D Coherent State 
1000’ 322 25 2 x 32’ 25’ i-2, 212 
2000 32’ 25 2 x 32’ 25’ L-2, 212 
3000 322 25 2 x 322 25’ I-2, 212 
4000 322 25 2 x 322 25’ L-2, 212 
2D Model for NO2 
200 128x128 91 2 x 1282 25’ [1.6,6.6]’ 
400 128x128 91 2 x 1282 25’ [1.6, 6.612 
600 128x128 91 2 x 1282 25’ [1.6,6.6]’ 
800 128x128 91 2 x 128’ 25’ [1.6,6.6]’ 
aPT = propagation time; 
bTNGP = total number of grid points; 
cSS = storage scaling; 
dGR = grid region; 
eSO = split-operator; 
fl (a.u.) zz 0.0242 (fs). 
altering the propagation results. Hereafter, all subsequent discussions for the 2D NO2 model 
involved ,B = 5, m = 3, and c = 20. The multiquadrics and shifted thin-plate spline, used in all 
the calculations, give results of almost the same accuracy. 
Table 1 lists the number of grid points n and boundary points nb employed in the local inter- 
polation as well as the wavepacket parameters for the different cases involved. Because of the 
simple structure of R and S in the coherent state case, the number of grid points n used in the 
local interpolation is taken the same as the total grid number N listed in Table 2. The time 
step used in the propagation takes 1 a.u. for these two models. Tables 2 and 3 clearly show that, 
compared to the SO method, the QFD technique requires substantially less computer overhead 
(memory and CPU time). 
Table 3. Comparison of accuracy and efficiency. 
PT (a.u.) CPUT (sx.)~ ERRORb 
so QFD SO QFD 
2D Coherent State 
1000 9 6 2.3(-7) 3.6(-7) 
2000 17 12 4.5( -7) 7.3(-7) 
3000 26 19 6.8( -7) l.l(-6) 
4000 35 25 l.O(-6) 1.5(-6) 
2D NO2 Model 
200 42 38 
400 92 80 
600 138 119 
800 184 156 
“CPUT = CPU time (second); 
bERROR = (l/N) c,“=, 1 exp {R(ri, t)exact} 
- exp {R(ri, t)ca’c”}]. 
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In the case of 2D NO2 photodissociation, the storage requirement for the QFD method scales 
approximately as 25 x 25 = 625, which is the size of the local interpolation matrix in equation (15), 
while the storage needed for FFT used in the SO method scales as 2 x 1282 = 32768, being N 50 
times as large as that required by the QFD method. As the spatial dimension increases, the 
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Figure 1. Snapshots for the density of the 2D NO2 photodissociation model super- 
posed on its Bs potential energy surface as a function of the bond lengths rr and r2 
for fixed angle 80 = 133.4 at five instants: t = 0a.u. (a,a’); t = 200a.u. (b,b’); 
t = 400a.u. (c,c’); t = 600a.u. (d,d’); t = 800a.u. (e,e’). All the left panels are the 
results corresponding to the SO method and the right ones to the QFD method. 
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Figure 1. (cont.) 
storage savings by the QFD method becomes very significant [15]. The storage needed for the 
QFD method scales roughly as n2, the size of the local interpolation matrix, with n slowly 
growing with the dimension of the system [15]. Despite using a short-time second-order prop- 
agator (like the SO method), the QFD method is comparable in time efficiency to the SO 
method in the 2D cases. The CPU time for the QFD method scales approximately as N,n3 x 
(total propagation time)/At where N, is defined in Step 7 of Section 3.2. As discussed above, 
the growth of n with the dimension of the system is generally slow. Table 3 shows the comparison 
of CPU time. 
The 2D coherent-state model can pose a challenge to the Lagrangian moving grid QFD method. 
The harmonic potential of the 2D coherent-state model reaches its maximum on the truncated 
boundary, and the corresponding density p with energy below the cutoff must always preserve its 
shape when it propagates to and fro and evolves into complicated quantum interference patterns. 
The QFD method must be able to guide the associated moving grids to constantly adjust their 
trajectories. Even if only one moving grid point, particularly one that carries significant density 
value, becomes out of step with the rest of grid points at any instant of time, then the coherent- 
state wave function will collapse soon afterward. Table 3 shows that the QFD method can yield 
excellent results for the 2D coherent-state, on par with the SO method in both accuracy and effi- 
ciency. Here, no absorbing potential was used in the SO method. To avoid unphysical boundary 
reflection, proper regions have been optimally chosen for different lengths of propagation time. 
To further examine the Lagrangian QFD method, snapshots of the density contours for 2D 
NO2 photodissociation at five different instants of time are displayed in Figure 1. The left panels 
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give the results of the SO method and the right panels those of the QFD method. It can be seen 
that these results are in excellent agreement with each other. 
5. SUMMARY 
The following points and conclusions can be drawn from the present study: 
(1) the first implementation of QFD is presented within the Lagrangian description using the 
quantities R and S, instead of p and v; 
(2) the smoother and simpler structure of R is exploited to further raise the computational 
efficiency and accuracy, as compared to those using p; 
(3) radial basis functions are suitable for the spatial representation of moving grids and are 
capable of yielding accurate interpolation of the smooth field quantities R and S and their 
first and second derivatives; 
(4) the Lagrangian version of the QFD method does not suffer from boundary reflection of the 
evolving wavepacket and hence, no artificial absorbing potentials are needed, in contrast 
to solving the Schrodinger equation using a fixed grid; and 
(5) the particle or trajectory picture of a quantum system can be obtained by interpolating 
moving grids. 
The numerical development of the QFD method is in its infancy, and there is ample room for 
further improvement. A central task in the Lagrangian QFD method is the establishment of a 
stable and efficient spatial representation, e.g., the radial basis functions, for the moving grid 
interpolations. Higher-order time integrators can also be introduced by using various sophisti- 
cated integration procedures, e.g., Runge-Kutta schemes. It is also important to develop a proper 
means to analyze the data available from the Lagrangian QFD method because of the irregularity 
of the grids. Finally, further applications of the QFD method to realistic bound-state problems 
would help settle open questions regarding the node issue [3]. 
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