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Chapter 1
Introduction
In this thesis, we apply the method of layer potentials to prove that there
is a unique solution to the Dirichlet problem for Laplace’s equation in C1-
domains. We assume that C1-domains are subsets of Rd, d ≥ 2, they are
bounded and they have connected boundaries. In addition, we assume that
the boundary data of the Dirichlet problem belong to the Lebesgue space
Lp(∂D, σ) with 1 < p <∞. We will solve the Dirichlet problem by following
the work of E. B. Fabes, M. Jodeit Jr. and N. M. Rivie`re [8]. In the end
of this thesis, we will also discuss how the method of layer potentials can be
applied to the Dirichlet problem for Laplace’s equation in Lipschitz domains
with L2-boundary data by following the work of G. H. Verchota [18].
The Dirichlet problem
The Dirichlet problem is a boundary value problem. To formulate a boundary
value problem we need a domain, a partial differential equation and a bound-
ary condition. By a domain, we mean an open and connected subset of Rd,
d ≥ 2, whereas, by a C1-domain we mean a domain whose boundary is given
locally by a graph of a continuously differentiable function. Throughout this
thesis, we denote C1-domains by D and their boundaries by ∂D.
The partial differential equation we have chosen to associate to the Dirich-
let problem is Laplace’s equation:
∆u(x) :=
d∑
i=1
∂2u
∂x2i
(x) = 0, x ∈ Rd.
Laplace’s equation is perhaps the most fundamental partial differential equa-
tion. It can be used to model steady-state phenomena in physics, for example
in electrostatics and fluid mechanics and it is a special case of other impor-
tant partial differential equations like Poisson’s equation, the heat equation
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and the wave equation. Moreover, its solutions are harmonic functions that
are important in many areas of mathematics. For more information on appli-
cations of Laplace’s equation, see [10]. For the basic properties of harmonic
functions, see [7].
Finally, we need a boundary condition. Suppose that a function g belongs
to the Lebesgue space Lp(∂D, σ), where σ denotes the surface measure of ∂D.
Formally, the boundary condition can be given as follows
u|∂D = g.
However, restricting the values of the solution u onto the boundary ∂D does
not make sense, if the function u is not defined on the boundary. This will be
the case when we try to find a layer potential solution. Clearly, we have to
find a way to interpret the boundary condition meaningfully. For example,
solutions can be assumed to be continuous up to the boundary or one can
apply the trace theorem [7]. Unfortunately, neither of these approaches do
not meet our needs: the former assumption is inconsistent with the Lp-
boundary data and the latter does not give us tools for finding solutions to
the Dirichlet problem. Instead, we require that solutions achieve boundary
values almost everywhere on the boundary in the non-tangential sense. This
means that we approach the boundary along certain cones.
Later on, it turns out that we have to make some modifications to the
Dirichlet problem to achieve the uniqueness of the solution. Nevertheless, for
now, we content ourselves to formulate the Dirichlet problem in the following,
incomplete manner.
Problem 1.1. (Dirichlet problem). Let D be a bounded C1-domain with
connected boundary and suppose g ∈ Lp(∂D) for some p ∈ (1,∞). Find a
real-valued function u, defined in D, that satisfies the following conditions:{
∆u = 0 in D
u = g on ∂D.
The method of layer potentials
We will solve the Dirichlet problem by applying the method of layer poten-
tials. In short, the method of layer potentials is a procedure that allows
us to reduce a boundary value problem into a problem of solving a certain
boundary integral equation. In the case of the Dirichlet problem for Laplace’s
equation, the first step of the procedure is to take a density f ∈ Lp(∂D) and
to define a double layer potential
Kf(x) = 1
ωd
∫
∂D
〈ν(w), x− w〉
|x− w|d f(w) dσ(w), x ∈ R
d \ ∂D.
3The terms density and potential originate from physics in which, for example,
electric potentials and charge densities are of interest. In the equation above,
ωd denotes the surface area of the unit sphere S
d−1 and ν(w) denotes the
inward-pointing unit normal vector of the boundary ∂D at a point w ∈ ∂D.
Moreover, 〈·, ·〉 is the Euclidian inner product. The double layer potential
with an arbitrary density satisfies Laplace’s equation inside a domain D.
Thus, by defining the double layer potential we have transformed the original
problem into finding a suitable density f .
The second step of the procedure is to approach the boundary ∂D non-
tangentially and establish the following jump relation for the double layer
potential:
lim
x→z
x∈Γiα(z)
Kf(x) = 1
2
f(z) +
1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d f(w) dσ(w), a.e. z ∈ ∂D.
On the left-hand side of the above identity, we have approached the boundary
non-tangentially along the cones Γiα(z). The jump relation together with the
boundary condition leads us to a boundary integral equation
1
2
f(z) +
1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d f(w) dσ(w) = g(z), a.e. z ∈ ∂D.
If we were able to solve the density f from the boundary integral equation,
we would obtain the double layer potential solution to the Dirichlet problem.
The third step of the procedure is to ensure that the integral in the
boundary integral equation is well-defined at least in some sense. This is
not a trivial matter in the case of a C1-domain, because the above integral is
strictly singular. Fortunately, it turns out that the integral can be interpreted
in the principal value sense. The corresponding operator
K : Lp(∂D)→ Lp(∂D), Kf(z) = p.v. 1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d f(w) dσ(w),
will be called the boundary integral operator and we can use it to represent
the boundary integral equation in the operator form:
(1
2
I +K)f = g.
The fourth and the final step of the procedure is to invert the above
equation. More precisely, we must prove that the operator 1
2
I+K is invertible
in Lp(∂D). In C1-domains, this can be done by applying the Fredholm theory,
because it turns out that the boundary integral operator K is compact.
In Lipschitz domains, the Fredholm theory is not applicable, because the
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boundary integral operator K is not necessarily compact. Thus, one has to
find a new method for proving the invertibility of the operator 1
2
I +K.
To prove the invertibility of the operator 1
2
I+K we have to study a single
layer potential
Sf(x) = 1
ωd(d− 2)
∫
∂D
f(w)
|x− w|d−2 dσ(w), x ∈ R
d \ ∂D.
The single layer potential satisfies Laplace’s equations in Rd \ ∂D but there
is no jump on the boundary. Instead, normal derivatives of the single layer
potential satisfy a similar jump relation as the double layer potential. For
example, we will find out that
lim
x→z
x∈Γiα(z)
〈ν(z),∇Sf(x)〉 = −1
2
f(z) +
1
ωd
∫
∂D
〈ν(z), w − z〉
|w − z|d f(w) dσ(w)
for almost every z ∈ ∂D in the non-tangential sense. As before, the integral
on the right-hand side of the above identity can be interpreted as a principal
value operator
K∗ : Lp(∂D)→ Lp(∂D), K∗f(z) = p.v. 1
ωd
∫
∂D
〈ν(z), w − z〉
|w − z|d f(w) dσ(w).
The operator K∗ turns out to be the adjoint of K. This is a crucial observa-
tion because to prove the invertibility of the operator 1
2
I + K, it suffices to
show instead that the operator 1
2
I + K∗ is invertible. This can be done by
applying the properties of the single layer potential and the second Green’s
formula.
Finally, it is worth mentioning that although the method of layer po-
tentials implies the uniqueness of the double layer potential solution for the
Dirichlet problem, there may be other solutions that are not in the form of
the double layer potential. To rule out these other solutions one has to mod-
ify the Dirichlet problem by adding a further condition on it. Then, by using
the properties of Green’s function, it is possible to prove the uniqueness of
the Dirichlet problem.
Overview
The main part of this thesis is divided into seven chapters. All of these
chapters share a common feature: they aim at building up arguments which
allow us to deduce that the Dirichlet problem has a unique solution and that
the solution can be obtained by applying the method of layer potentials.
5The back part of this thesis contains the Appendix, the Glossary and the
Bibiliography.
In Chapter 2, we go through some preliminary results concerning C1-
domains, bounded linear operators and maximal operators. These results
are supposed to help the reader to get into the subject and later on, also
convince from the validity of some rather complicated proofs.
In Chapter 3, we look into the vast theory of singular integral operators
and pick up what is necessary for the developement of this thesis. We begin
with some useful convergence results and then we establish basic properties
of the weakly singular integral operators. After these preliminary considera-
tions, we go into the Calderon-Zygmund theory of singular integral operators
which we apply to understand certain type of strictly singular integral oper-
ators. We will see that these operators are bounded by applying the strong
results of R. R. Coifman, A. McIntosh and Y. Meyer concerning the bound-
edness of the Cauchy integral along Lipschitz curves [3]. The boundedness
results will be generalized into higher dimensions by applying the method of
rotations.
In Chapter 4, we establish basic properties of the layer potentials. We
begin with the single layer potential: we show that the single layer potential
is a harmonic function and that there is no jump when crossing the boundary
of a domain. After we have dealt with the single layer potential, we continue
to study the double layer potential. We also prove that the double layer
potential is a harmonic function and we establish a result that gives insight,
why there is the one half term in the jump relations.
In Chapter 5, we prove that the boundary integral operators K and K∗
are well-defined and compact in Lp(∂D). To do this, we have to consider
the corresponding operators in local coordinates. We prove that these cor-
responding operators are compact in Lp(Rd−1) and then we pass the com-
pactness to the operators K and K∗. In the end of this chapter, we state a
further result that says that the boundary integral operator K is compact in
the Sobolev-type space Lp1(∂D).
In Chapter 6, we establish jump relations for the double layer potential
and for the normal derivatives of the single layer potential. In other words,
we show that the boundary values of these potentials are given by jump rela-
tions that are related to the boundary integral operators. To succeed in this,
we introduce a concept of non-tangential maximal functions and prove that
the non-tangential maximal functions related to the potentials are bounded.
Then, with some further efforts and with the help of the boundedness of
the non-tangential maximal functions, we show that the double layer poten-
tial and the normal derivative of the single layer potential satisfy the jump
relations.
6 Chapter 1. Introduction
In Chapter 7, we prove the main result of this thesis, which is the unique
solvability of the Dirichlet problem in C1-domains. First, we treat the exis-
tence part of the problem by proving that the operator 1
2
I +K is invertible
in Lp(∂D). After that, we treat the uniqueness part of the problem, which
leads us to consider the properties of Green’s function. We finish by demon-
strating ideas that allow one to generalize the method of layer potentials into
Lipschitz domains.
The Appendix contains some results and proofs that support the results
in the main text. The reason why these results and proofs are left to the
Appendix is that they would have unnecessarily slowed down the proceeding
of the text.
The Glossary contains the most essential symbols and notations. For
each symbol or a notation, there is a short description of its meaning and
the number of the page where the symbol or the notation has first been used
or defined.
The Bibliography contains the list of books and articles that are refer-
enced in this thesis. The reader is advised explore at least some of these
references: the most important reference is the article [8] of which results
this thesis tries to explain. Another important article is [19] or alternatively,
the dissertation [18]. The books [7] and [13] are recommended.
Few remarks on notations
The aim has been to create consistent and simple notational conventions.
The most important ones are being listed here. Throughout this thesis, D
will denote a C1-domain, except in the last section where D will also denote
a Lipschitz domain. The points on the boundary of the domain D will be
consistently denoted by z and w. The points in Rd \ ∂D will be denoted
by x and y, but sometimes it is more convenient to use notations x˜ and y˜
instead and reserve the symbols x and y for the points in Rd−1. For the sake
of simplicity, constants will be absorbed into a single constant that will be
denoted by C. Exceptions are made only if the constants are important for
the outcome or if the calculations become easier to follow.
Chapter 2
Preliminaries
In this chapter, we state some results concerning C1-domains, bounded linear
operators and maximal operators. The purpose of this chapter is to provide
background information on the subjects that are necessary for understanding
this thesis.
2.1 Properties of C1-domains
We begin this section by defining a concept of a C1-domain.
Definition 2.1. We say that a domain D is C1 if for each point z ∈ ∂D
there is a Cartesian coordinate system, a radius r > 0 and a continuously
differentiable function ϕ : Rd−1 → R with a compact support such that
D ∩B(z, r) = {(x, t) : x ∈ Rd−1, t > ϕ(x) } ∩B(z, r).
To clarify the above definition, a domain is C1 if it can be represented
locally as a graph of a continuously differentiable function. Moreover, for
each z ∈ ∂D, the Cartesian coordinate system can be selected such that
z = 0, ϕ(0) = 0 and ∇ϕ(0) = 0. This is because the coordinate system
can be translated to the point z ∈ ∂D and then rotated such that the t-axis
points in the direction of the inward-pointing unit normal vector ν(z). The
following lemma states that an inward-pointing unit normal vector exists at
every point on the boundary of a C1-domain.
Lemma 2.1. Suppose that D is a C1-domain, let B ⊂ Rd be a ball and
suppose that ϕ ∈ C10(Rd−1) is the corresponding boundary function. Then
the inward pointing unit normal vector at a point z = (x, ϕ(x)) ∈ ∂D ∩B is
given by
ν(z) = (−∇ϕ(x), 1)/
√
1 + |∇ϕ(x)|2.
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Proof. Vectors τj(z) = (τj,1(z), . . . , τj,d(z)), j = 1, . . . , d− 1, that are defined
by
τj,k(z) =

1, if k = j
∂jϕ(x), if k = d
0, otherwise
form a basis of the tangent plane of ∂D at a point z = (x, ϕ(x)) in the
coordinate system of B. By calculating, we see that
〈ν(z), τj(z)〉 = 0
for every j = 1, . . . , d − 1. Thus, the vector ν(z) is perpendicular to the
tangent plane of ∂D at a point z. Moreover, if we take a positive number
h > 0 such that z + hν(z) ∈ B, then also
z + hν(z) ∈ {(y, t) : y ∈ Rd−1, t > ϕ(x) }.
From the definition of a C1-domain, we obtain z + hν(z) ∈ D. We conclude
that ν(z) is the inward pointing unit normal vector at z.
One of the reasons why the authors of [8] managed to use the method of
layer potentials in C1-domains was that the boundary of a C1-domain can be
covered with a finite number of balls such that the corresponding boundary
functions have arbirarily small Lipschitz norms. Small Lipschitz norms made
it possible to apply results of A. P. Caldero´n [2] for proving properties of
boundary integral operators. For more information see Chapters 3 and 5.
Lemma 2.2. Suppose that D is a bounded C1-domain and γ ≥ 1 is a con-
stant. Then, for every number m > 0, there is a finite cover of balls {Bi}ni=1
for ∂D and functions ϕi ∈ C10(Rd−1), i = 1, . . . , n, such that
D ∩ γBi = {(x, t) : x ∈ Rd−1, t > ϕi(x)} ∩ γBi (2.1)
and
‖∇ϕi‖∞ := sup{|∇ϕi(x)| : x ∈ Rd−1} ≤ m (2.2)
for every i = 1, . . . , n.
Proof. Let z ∈ ∂D. Then for some radius Rz > 0, we have
D ∩B(z,Rz) = {(x, t) : x ∈ Rd−1, t > ϕz(x)} ∩B(z,Rz),
where ϕz ∈ C10(Rd−1). We may assume that the coordinate system is chosen
such that z = 0 and ϕz(0) = ∇ϕz(0) = 0. Because x 7→ |∇ϕz(x)| is a
continuous function, then for some radius R′z > 0, we have
sup
|x|<R′z
|∇ϕz(x)| ≤ m.
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Now, it is possible to choose a function ϕz ∈ C10(Rd−1) such that it satisfies
a condition ‖ϕz‖∞ ≤ m and
D ∩B(z,R′z) = {(x, t) : x ∈ Rd−1, t > ϕz(x)} ∩B(z,R′z).
In fact, we could have chosen a smaller radius rz := R
′
z/γ. Consequently,
‖ϕz‖∞ ≤ m and
D ∩B(z, γr) = {(x, t) : x ∈ Rd−1, t > ϕz(x)} ∩B(z, γr).
To complete the proof, we notice that the boundary ∂D is compact in
Rd and {B(z, rz) : z ∈ ∂D} is a cover for ∂D. Thus, there exists a finite
cover balls {Bi}ni=1 and functions ϕi ∈ C10(Rd−1), i = 1, . . . , n, such that they
satisfy the conditions (2.1) and (2.2).
The above lemma gives us a reason for the following definitions.
Definition 2.2. Suppose that U is an open subset of Rd−1. We say that
a function p : U → ∂D is a local parametrization of ∂D, if the function p
determines a homeomorphism from U into p(U).
Definition 2.3. Suppose that D is a bounded C1-domain, {Bi}ni=1 is a cover
for ∂D and ϕi : Rd−1 → R, i = 1, . . . , n, are continuously differentiable
functions such that
Bi ∩ ∂D = Bi ∩ {(x, t) : x ∈ Rd−1, t > ϕi(x) }.
Also, assume that functions
pi : Ui → Bi ∩ ∂D, pi(x) = (x, ϕi(x)), i = 1, . . . , n
are local parametrizations of ∂D. Then we say that
F∂D := ({Bi}, {ϕi}, {pi}, {Ui})ni=1,
is a family of local characteristics of the boundary ∂D.
When we are dealing with functions that have singularities on the bound-
ary of a domain, we must be careful when we approach the boundary. One
way to be careful is to define certain cones on the boundary and then ap-
proach the boundary along these cones. We call this a non-tangential ap-
proach. Now, let us define the cones.
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Definition 2.4. Suppose that D is a C1-domain. An infinite cone with two
components, an aperture α ∈ (0, 1) and vertex at z ∈ ∂D, is defined by
Γα(z) = {x ∈ Rd : |〈ν(z), x− z〉| > α|x− z| }.
A distinction is made between an interior cone
Γiα(z) = {x ∈ Rd : 〈ν(z), x− z〉 > α|x− z| }
and an exterior cone
Γeα(z) = {x ∈ Rd : 〈ν(z), x− z〉 < −α|x− z| }.
Remark 2.1. Notice that cones satisfy the property: if α ≤ β then Γβ ⊂ Γα.
If we wish to study boundary values of the layer potentials, we have to
approach the boundary non-tangentially. For this reason, we formulate the
following lemma that in many situations allows us to apply the dominated
convergence theorem and therefore deduce the existence of the non-tangential
limits.
Lemma 2.3. Suppose that D is a C1-domain, z ∈ ∂D and let Γα(z) be
a cone with an aperture α ∈ (0, 1). Then there is a number δ > 0 and a
constant C > 0 such that
|x− w| ≥ C|z − w|
for every x ∈ Γα(z) ∩B(z, δ) and w ∈ ∂D.
Proof. It suffices to assume that Γα(z) is an interior cone because the proof
for the exterior cone would be similar. For convenience, we denote Γα := Γ
i
α
in this proof.
We choose a number δ > 0 and a cone Γβ(z) with an aperture β ∈ (0, α)
such that Γβ(z) ∩ B(z, 2δ) ⊂ D. Then we assume that x ∈ Γα(z) ∩ B(z, δ).
If w ∈ ∂D ∩ Γβ(z), then |z − w| > 2δ and applying the triangle inequality,
we obtain
|x− w| ≥ |z − w| − |x− z| ≥ |z − w| − δ ≥ 1
2
|z − w|.
Thus, we may assume w ∈ ∂D ∩ (Γβ(z))c. Let ξ ∈ ∂Γβ(z) be a point that
satisfies
|x− ξ| = dist(x, ∂Γβ(z)).
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D
∂D
Γα(z)
Γβ(z)
z
w
x
ξ
η
Figure 2.1: Two cones on the boundary
Also, assume that a line passing through the points x and ξ intersects the
cone Γα(z) at a point η. Because w is outside the cone Γβ(z), we have
|x− ξ| ≤ |x− w|. (2.3)
Moreover, a geometric argument (see Figure 2.1) allows us to deduce
|ξ − z|
|ξ − η| = constant.
Using the above properties, we get
|ξ − z| ≤ C|ξ − η| ≤ C|x− ξ| ≤ C|x− w|. (2.4)
The triangle inequality and the inequalities (2.3) and (2.4) imply
|x− z| ≤ |x− ξ|+ |ξ − z| ≤ C|x− w|.
Once again, by using the triangle inequality, we get
|x− w| ≥ |z − w| − |x− z| ≥ |z − w| − C|x− w|.
Finally, we obtain
|x− w| ≥ C|z − w|,
which completes the proof.
One of the characteristics of C1-domain is that its boundary straightens
locally: the smaller the environment, the more the boundary reminds a plane.
This observation is realised below.
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Lemma 2.4. Suppose that D is a C1-domain. Then, for every z ∈ ∂D, the
following conditions hold:
(i) lim
r→0
|B(z, r) ∩D|
|B(z, r)| =
1
2
and (ii) lim
r→0
σ(∂B(z, r) ∩D)
σ(∂B(z, r))
=
1
2
.
Proof. (i) Because D is a C1-domain, there is a radius r > 0 and a function
ϕ ∈ C10(Rd−1) such that
D ∩B(z, r) = {(x, t) : x ∈ Rd−1, t > ϕ(x)} ∩B(z, r).
Assume that we have selected a coordinate system such that z = 0, ϕ(0) = 0
and ∇ϕ(0) = 0. Then, for each number m > 0, there is a radius rm > 0 such
that
sup
|x|≤rm
|∇ϕ(x)| ≤ m
and rm tends to zero as m tends to zero. To prove (i), it suffices to show that
lim
m→0
|B(z, rm) ∩D|
|B(z, rm)| =
1
2
.
For a number m > 0, we choose an aperture αm = m/
√
1 +m2. Accord-
ing to Lemma A.3, we have
|B(z, rm) ∩ Γαm(z)| = Cαm |B(z, rm)|,
where Cαm tends to one, as m tends to zero. Consequently,
lim
m→0
|B(z, rm) ∩ Γαm(z)|
|B(z, rm)| = 1
and therefore
lim
m→0
|B(z, rm) ∩ Γiαm(z)|
|B(z, rm)| =
1
2
= lim
m→0
|B(z, rm) ∩ Γeαm(z)|
|B(z, rm)| . (2.5)
Suppose that x˜ ∈ B(z, rm) ∩ Γiαm(z). Let us denote x˜ = (x, t), where
x ∈ Rd−1 and t > 0. From the definition of the cone Γiαm(z), we get
t = 〈ν(z), x˜− z〉 > αm|x˜− z| = αm
√
|x|2 + t2. (2.6)
According to the mean value theorem, there is a vector ξ ∈ B(z, rm) such
that
ϕ(x) = ϕ(x)− ϕ(0) = 〈∇ϕ(ξ), x〉 ≤ m|x|. (2.7)
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By combining the observations (2.6) and (2.7), we get
t > m|x| ≥ ϕ(x).
Therefore
B(z, rm) ∩ Γiαm(z) ⊂ B(z, rm) ∩D. (2.8)
With a similar argument as above, we could have deduced
B(z, rm) ∩ Γeαm(z) ⊂ B(z, rm) ∩Dc. (2.9)
Now, using observations (2.5), (2.8) and (2.9), we see that
lim
m→0
|B(z, rm) ∩D|
|B(z, rm)| ≥
1
2
and lim
m→0
|B(z, rm) ∩Dc|
|B(z, rm)| ≥
1
2
.
On the other hand, we know that
lim
m→0
|B(z, rm) ∩D|
|B(z, rm)| + limm→0
|B(z, rm) ∩Dc|
|B(z, rm)| = 1.
Thus, the only option is
lim
m→0
|B(z, rm) ∩D|
|B(z, rm)| =
1
2
.
(ii) Let us define a function u(y) = |y|2. Then, using the first Green’s
formula (see Appendix), we have
2d|B(z, r)| =
∫
B(z,r)
∆u(y) dy =
∫
∂B(z,r)
∂u
∂ν
(w) dσ(w) = 2rσ(∂B(z, r)).
With a similar argument, we obtain
2d|B(z, r) ∩D| = 2rσ(∂B(z, r) ∩D) + 2
∫
B(z,r)∩∂D
〈w, ν(w)〉 dσ(w).
Now, using the above identities, we have
|B(z, r) ∩D|
|B(z, r)| =
σ(∂B(z, r) ∩D)
σ(∂B(z, r))
+
1
ωdrd
∫
B(z,r)∩∂D
〈w, ν(w)〉 dσ(w).
The second term on the right-hand side tends to zero, as r tends to zero. We
see this by estimating∣∣∣∣∫
B(z,r)∩∂D
〈w, ν(w)〉 dσ(w)
∣∣∣∣ ≤ ∫
B(x,r)
|ϕ(y)− 〈∇ϕ(y), y〉| dy
≤
∫
B(x,r)
|y||ε(|y|)| dy
≤ ωdrd sup
0<s<r
|ε(s)|.
14 Chapter 2. Preliminaries
In the above estimate, ε(r) is function that tends to zero, as r tends to zero.
Finally, the above deduction and the part (i) implies
lim
r→0
σ(∂B(z, r) ∩D)
σ(∂B(z, r))
= lim
r→0
|B(z, r) ∩D|
|B(z, r)| =
1
2
.
This completes the proof.
We turn our attention to functions that are defined on a boundary of a
C1-domain. To understand properties of such functions, we often have to
restrict these functions into a local setting. A tool that allows us to do such
a restriction is called a partition of unity. The following theorem is based
on [15].
Theorem 2.1. Suppose that G is compact subset of Rd and {Bi}ni=1 is a finite
cover of balls for G. Then there are functions ζi ∈ C∞0 (Rd), i = 1, . . . , n,
that satisfy properties:
0 ≤ ζi ≤ 1, supp(ζi) ⊂ Bi and
∑
ζi = 1.
We say that the family of functions {ζi}ni=1 is a partition of unity subordinate
to the cover {Bi}ni=1.
In forthcoming situations we will need functions defined on ∂D that sat-
isfy a Lipschitz condition and that are dense in C(∂D) and Lp(∂D). We
define such a class of functions below.
Definition 2.5. Let U denote an open subset of Rd−1. The space C1(∂D)
consists of functions f : ∂D → R such that for every local parametrization
p : U → ∂D of ∂D, a composition function f ◦ p belongs to C1(U).
Lemma 2.5. Suppose that f ∈ C1(∂D). Then there is a constant M > 0
such that
|f(z)− f(w)| ≤M |z − w| (2.10)
for every z, w ∈ ∂D for which z 6= w.
Proof. Because D is a C1-domain, there is a family of local characteristics
({Bi}, {ϕi}, {pi}, {Ui})ni=1 of the boundary ∂D. Furthermore, there is a par-
tition of unity {ζi}ni=1 subordinate to the cover {Bi}ni=1. Consequently, we
may write
f =
n∑
i=1
fζi. (2.11)
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supp(f)
∂D
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0¯
z
w
Figure 2.2: Separation of the points z and w
It suffices to fix i ∈ {1, . . . , n}, denote B := Bi, ϕ := ϕi, p := pi and U := Ui
and show that a compactly supported function f := fζi satisfies the property
(2.10).
By considering the Figure 2.2, we see that if z ∈ Bc∩∂D or w ∈ Bc∩∂D,
then f satisfies the property (2.10). Thus, we may assume z, w ∈ B ∩ ∂D.
Because f ∈ C10(∂D∩B), then f ◦ p ∈ C10(U). In fact, f ◦ p is a Lipschitz
function in U . Consequently, there is a number M > 0 such that
|f(z)− f(w)| = |(f ◦ p)(p−1(z))− (f ◦ p)(p−1(w))|
≤M |p−1(z)− p−1(w)|
≤M |z − w|.
This completes the proof.
Finally, we introduce a tool that allows us to approach the boundary of
a C1-domain with smooth domains. Such a tool is called an approximation
scheme and it is due to G. H. Verchota [19].
Theorem 2.2. (Approximation scheme). Let D be a bounded C1-domain
and let {Γα} be a family of cones for ∂D with a fixed aperture α ∈ (0, 1).
Then the following properties hold:
(i) There are smooth domains Ωj, j ∈ N, such that Ωj ⊂ D for every
j ∈ N and the sequence {Ωj}∞j=1 converges to D in the following sense:
there are homeomorphisms pj : ∂D → ∂Ωj, j ∈ N, such that
sup
z∈∂D
|z − pj(z)| → 0,
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as j tends to infinity and pj(z) ∈ Γiα(z) for every z ∈ ∂D.
(ii) There is a cover of coordinate cylinders Z ⊂ Rd for ∂D such that
Z ∩ Ωj = Z ∩ {(x, t) : x ∈ Rd−1, t > ϕj(x) }
and
Z ∩D = Z ∩ {(x, t) : x ∈ Rd−1, t > ϕ(x) },
where ϕ ∈ C10(Rd−1) and ϕj ∈ C∞0 (Rd−1) and the sequence {ϕj}∞j=1
converges uniformly to ϕ.
(iii) There are positive functions Jj : ∂D → R, j ∈ N and numbers m and
M , such that
inf
z∈∂D
|Jj(z)| ≥ m > 0 and sup
z∈∂D
|Jj(z)| ≤M <∞
for all j ∈ N and the sequence {Jj}∞j=1 converges to 1 in Lq(∂D) for
every q ∈ (1,∞) and pointwise for almost everywhere on ∂D. Further-
more, the change of variables formula∫
∂Ωj
f(w˜) dσj(w˜) =
∫
∂D
(f ◦ pj)(w)Jj(w) dσ(w)
holds for every f ∈ L1(∂Ωj).
(iv) There are inward-pointing unit normal vectors νj : Ωj → Rd such that
for each q ∈ (1,∞) holds
‖ν − νj ◦ pj‖Lq(∂D) → 0,
as j tends to infinity.
The approximations scheme described above is denoted by Ωj ↗ D. The
domain D can also be approximated from the outside by smooth domains
Ωj ⊃ D. Such an approximation scheme is denoted by Ωj ↘ D.
2.2 Bounded linear operators
In this section we study bounded linear operators and especially, compact
operators. We establish notations, definitions and theorems that we need in
further chapters. For a detailed discussion on bounded linear operators we
refer to [16].
Throughout this section, we assume that X and Y are Banach spaces and
that the operators will be linear. We begin by defining bounded operators
and we introduce the concept of the operator norm.
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Definition 2.6. An operator T : X → Y is bounded if there is a constant
C > 0 such that
‖Tf‖Y ≤ C‖f‖X (2.12)
for every f ∈ X. The set of bounded operators is denoted by B(X, Y ).
Example 2.1. The identity operator I : X → X, I(x) = x is bounded.
Theorem 2.3. A set of bounded linear operators B(X, Y ) associated with
the operator norm
‖T‖ = sup{‖Tf‖Y : ‖f‖X ≤ 1}
is a normed vector space. Furthermore, the norm ‖T‖ is the smallest constant
for which the inequality (2.12) holds.
In the context of boundary value problems, we are interested in solving
problems of the type Tf = g. It is natural to ask, whether the solution f
depends continuously on the data g. For this reason, we need a concept of
invertibility.
Definition 2.7. An operator T ∈ B(X, Y ) is invertible, if there exists an
operator S ∈ B(Y,X) such that TS = IY and ST = IX . The operator S is
called an inverse of the operator T and it will be denoted by T−1.
The following theorems are useful when one wants to deduce, whether an
operator is invertible.
Theorem 2.4. Suppose T ∈ B(X) and ‖T‖ < 1. Then an operator I +T is
invertible on X.
Theorem 2.5. If the operator T ∈ B(X, Y ) is bijective, then it is invertible.
Next, let us define compact operators and state some of their properties.
Definition 2.8. A linear operator T : X → Y is compact if for every
bounded sequence {xj}∞j=1 in X, the sequence {Txj}∞j=1 contains a convergent
subsequence in Y .
Remark 2.2. It is an immediate consequence of the above definition that
compact operators are bounded. Nevertheless, there are bounded operators
which are not compact. For example, the identity operator I is not always
compact.
Theorem 2.6. Suppose that operators T1, T2 ∈ B(X, Y ) are compact and
f, g ∈ X. Then the operator fT1 + gT2 is also compact.
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Theorem 2.7. Suppose that T ∈ B(X, Y ). If there is a sequence of compact
operators {Ti}∞i=1 ⊂ B(X, Y ) that converges to T in the operator norm, then
the operator T is compact.
Let G be a closed subset of Rd and let p ∈ (1,∞). We are interested es-
pecially in bounded linear operators that are mappings from Lebesgue space
Lp(G) to itself. We define a concept of an adjoint in this setting:
Definition 2.9. Let p, q ∈ (1,∞) be conjugate exponents, i.e. p−1 +q−1 = 1,
let f ∈ Lp(G), g ∈ Lq(G) and let 〈· | ·〉 : Lp(G) × Lq(G) → R be a bilinear
form defined by
〈f | g〉 =
∫
G
f(x)g(x) dx.
If the operators T : Lp(G) → Lp(G) and T ∗ : Lq(G) → Lq(G) satisfy the
condition
〈Tf | g〉 = 〈f |T ∗g〉
for every f ∈ Lp(G) and g ∈ Lq(G), then the operators T and T ∗ are called
adjoints.
Theorem 2.8. Suppose that p, q ∈ (1,∞) are conjugate exponents and sup-
pose that T : Lp(G) → Lp(G) is a compact operator. Then the adjoint
operator T ∗ : Lq(G)→ Lq(G) is also compact.
Now, we are ready to introduce a theorem that is known as the Fredholm
alternative. The Fredholm alternative is a powerful tool for solving equations
of the type (I − T )f = g.
Theorem 2.9. Let p, q ∈ (1,∞) be dual exponents and assume that the
operators T : Lp(G)→ Lp(G) and T ∗ : Lq(G)→ Lq(G) are compact adjoints.
Then only one of the following alternatives holds:
(i) The operators I − T and I − T ∗ are bijective.
(ii) Equations (I − T )f = 0 and (I − T ∗)f = 0 have non-trivial solutions.
As a consequence of the Fredholm alternative and Theorem 2.5, we for-
mulate a corollary that will be useful when we find solutions to the Dirichlet
problem via layer potential approach.
Corollary 2.1. Suppose that T : Lp(G) → Lp(G) is a compact operator. If
either of the equations
(I − T ∗)f = 0 or (I − T )f = 0
has only the trivial solution f = 0, then the operators I − T and I − T ∗ are
invertible.
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Remark 2.3. The Fredholm alternative and its corollary can be generalized
to concern bounded linear operators that map between general Banach spaces
X and Y . See for example [4].
2.3 Maximal operators
In this section, we present some properties of certain maximal operators. We
begin by stating the boundedness property of the Hardy-Littlewood maximal
operator that we define by
Mf(x) = sup
r>0
1
rd
∫
B(x,r)
|f(y)| dy, f ∈ Lp(Rd).
Theorem 2.10. Suppose that p ∈ (1,∞). The Hardy-Littlewood maximal
operator M satisfies an estimate
‖Mf‖Lp(Rd) ≤ C‖f‖Lp(Rd)
for every f ∈ Lp(Rd) and for some constant C > 0.
We are also interested in maximal operators that can be majorized by the
Hardy-Littlewood maximal operator. Suppose that N is a function defined
in Rd and {Nε}ε>0 is a family of functions that are defined by
Nε(x) =
1
εd
N
(x
ε
)
.
Then we define a maximal operator MN by writing
MNf(x) := sup
ε>0
|(Nε ∗ f)(x)| = sup
ε>0
∣∣∣∣∫
Rd
Nε(y − x)f(y) dy
∣∣∣∣ .
It depends on the function N , whether a maximal operatorMN is majorized
by the Hardy-Littlewood maximal operator. To be able to formulate suffi-
cient conditions on N which allow us to majorize MN by M, we first make
the following definition.
Definition 2.10. Suppose N is a function defined on Rd and x, y ∈ Rd.
We say that the function N has a radially decreasing majorant, if there is a
function N0 such that the following properties hold:
(i) N0(x) = N0(y) whenever |x| = |y|.
(ii) N0(x) ≤ N0(y) whenever |x| ≥ |y|.
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(iii) |N(x)| ≤ N0(x) for almost every x ∈ Rd.
By using the above definition, we formulate the following theorem that
can be found from [13].
Theorem 2.11. Let p ∈ (1,∞). Suppose that a function N has a radially
decreasing majorant N0 that is continuous and integrable in Rd. Then the
estimate
MNf(x) := sup
ε>0
|(Nε ∗ f)(x)| ≤ CMf(x)
holds for every f ∈ Lp(Rd) and for some constant C > 0.
The properties of the above maximal operators will be needed in Chap-
ters 5 and 6. In addition, we will also need other types of maximal operators.
In Chapter 3, we will define a maximal operator for the singular integral op-
erators and in Chapter 6 we will need the concept of non-tangential maximal
operator. These other types of maximal operators will be discussed in detail
as we proceed.
Chapter 3
Singular Integral Operators
In this chapter, we study singular integral operators. We are interested
in singular integral operators because we come across them in the study
of boundary values of layer potentials. Especially, the boundary integral
operators K and K∗ are singular integral operators.
Let us state what we mean by a singular integral operator. Suppose that
G is a subset of Rd and µ is a measure in G. Also, assume that f ∈ Lp(G) for
some p ∈ (1,∞). We say that an operator T is a singular integral operator
if it can be represented in the form
Tf(x) =
∫
G
k(x, y)f(y) dµ(y)
and the kernel k : G × G → R has singularities on a diagonal x = y.
Furthermore, we say that a singular integral operator is either weakly singular
or strictly singular. An operator is weakly singular if the rate of singularity
does not reach certain critical level, whereas an operator is strictly singular if
it is not weakly singular. For example, the kernel Ψ of the boundary integral
operator K defined on a smooth domain satisfies an estimate
|Ψ(z, w)| ≤ C|z − w|2−d.
Here the rate of singularity does not reach the critical level and therefore
understanding the behaviour of such operators is relatively easy. Instead, the
kernel of the boundary integral operator K defined on a purely C1-domain
satisfies only an estimate
|Ψ(z, w)| ≤ C|z − w|1−d.
Here the rate of singularity reaches the critical level precisely and therefore
understanding the behaviour of such operators is difficult.
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The definition of singular integral operators is somewhat vague because
in practice we do not immediately know, whether the integral exists and if
it does, then in what sense? To overcome this difficulty, we introduce the
concept of truncated operators
Tεf(x) =
∫
G
kε(x, y)f(y) dy, ε > 0,
where the truncated kernels are defined by
kε(x, y) = k(x, y)1B(x,ε)c(y).
Truncated operators are well-defined because their kernels do not contain
singularities. By using the truncated operators we can ask, whether the
limit exists if we let ε tend to zero. The following definitions give us two
ways of interpreting the convergence of a singular integral operator.
Definition 3.1. Let p ∈ (1,∞). We say that an operator T exists pointwise
for almost everywhere in G, if for each f ∈ Lp(G), the operator T satisfies
the conditions
lim
ε→0
|Tf(x)− Tεf(x)| = 0 and |Tf(x)| <∞
for almost every x ∈ G.
Definition 3.2. Let p ∈ (1,∞). We say that a pointwise convergent operator
T exists in Lp(G), if for each f ∈ Lp(G), the operator T satisfies condition
lim
ε→0
‖Tf − Tεf‖Lp(G) = 0.
If an operator T exists pointwise for almost everywhere, then we call it a
principal value operator and we denote
Tf(x) := p.v.
∫
G
k(x, y)f(y) dµ(y).
However, we are not usually able to tell immediately, whether a singular
integral operator is defined in the principal value sense. A tool that helps to
do this is the maximal operator T∗ defined by
T∗f(x) = sup
ε>0
|Tεf(x)|.
Unlike the principal value operator, the maximal operator is immediately
well-defined. Therefore, it is convenient to establish properties for the max-
imal operator first and after that, deduce properties for the principal value
operator.
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This chapter obeys the following structure. In Section 3.1, we establish
conditions that allow us to deduce convergence of a singular integral operator
in the sense of Definition 3.2.
In Section 3.2, we study weakly singular integral operators. We need
weakly singular integral operators because they help us to understand strictly
singular integral operators. For example, in Chapter 5 we manage to prove
that certain strictly singular integral operators are compact by approximating
them with a sequence of weakly singular integral operators. Finally, this leads
us to conclude that the boundary integral operators K and K∗ are compact.
In Section 3.3, we begin to study strictly singular integral operators. At
this stage, we restrict our considerations into singular integral operators that
map functions whose domain of definition is R. Such operators will be called
one-dimensional strictly singular integral operators. Our goal is to establish
boundedness result for a certain type of one-dimensional maximal singular
integral operator. Obtaining this result will be the most crucial step towards
understanding properties of the boundary integral operators K and K∗.
In Section 3.4, we continue to study strictly singular integral operators.
This time, we consider operators that map functions whose domain of defini-
tion is Rd−1. Such operators will be called multi-dimensional strictly singular
integral operators. The goal of this section is to establish boundedness re-
sults for certain maximal singular integral operators that are closely related
to the boundary integral operators K and K∗. The boundedness results will
be established by the method of rotations. The method of rotations is a pro-
cedure that reduces the problem of the boundedness of a multi-dimensional
operator into problem of the boundedness of a one-dimensional operator.
By applying the method of rotations we are able to use results obtained for
one-dimensional strictly singular integral operators.
3.1 Convergence results
Let G be a domain in Rd−1 or a boundary of a bounded domain in Rd and
let µ be a measure in G. Also, assume that p ∈ (1,∞).
The purpose of this section is to establish sufficient conditions that allow
us to show that a singular integral operator T : Lp(G)→ Lp(G) converges in
Lp(G). A simple observation below helps us to establish these conditions.
Lemma 3.1. Suppose that the maximal operator T∗ satisfies the condition
‖T∗f‖Lp(G) ≤ Cm‖f‖Lp(G)
for some constants C > 0 and m > 0 and for every f ∈ Lp(G). Then, for
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every λ > 0, the following estimate holds
µ({x ∈ G : T∗f(x) > λ }) ≤ Cm
p
λp
‖f‖pLp(G).
Proof. Let us denote A = {x ∈ G : T∗f(x) > λ }. Then
µ(A) ≤ 1
λp
∫
A
|T∗f(x)|p dµ(x) ≤ 1
λp
‖T∗f‖pLp(G) ≤
Cmp
λp
‖f‖pLp(G).
This completes the proof.
Next, we show that the boundedness of the maximal operator T∗ and
pointwise convergence of T are sufficient conditions that imply convergence
of the operator T in Lp(G).
Lemma 3.2. Suppose that T : Lp(G)→ Lp(G) is a singular integral operator
that satisfies the following conditions:
(i) The maximal operator satisfies an estimate
‖T∗f‖Lp(G) ≤ C‖f‖Lp(G)
for every f ∈ Lp(G) and for some constant C > 0.
(ii) The operator T converges pointwise for almost everywhere in G.
Then the operator T converges in Lp(G).
Proof. Suppose that f ∈ Lp(G). We notice that the condition (i) implies
that the truncations Tε belong to L
p(G), because
‖Tεf‖Lp(G) ≤ ‖T∗f‖Lp(G) ≤ C‖f‖Lp(G) <∞.
Let us write
‖Tf − Tεf‖pLp(G) =
∫
G
|Tf(x)− Tεf(x)|p dµ(x).
To use the dominated convergence theorem, we estimate that
|Tf(x)− Tεf(x)|2 ≤ 2p|T∗f(x)|p
for almost every x ∈ G. The function on the right-hand side is integrable
because ∫
G
|T∗f(x)|p dµ(x) = ‖T∗f‖pLp(G) ≤ C‖f‖pLp(G) <∞.
Now, due to the dominated convergence theorem, we may pass the limit
inside the integral sign and therefore
lim
ε→0
‖Tf − Tεf‖Lp(G) = 0,
which completes the proof.
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It is possible to weaken the conditions even more.
Theorem 3.1. Suppose T : Lp(G) → Lp(G) is a singular integral operator
that satisfies the following conditions:
(i) For every f ∈ Lp(G) the maximal operator satisfies the inequality
‖T∗f‖Lp(G) ≤ C‖f‖Lp(G).
(ii) For every g ∈ C1(G) the limit
lim
ε→0
Tεg(x)
exists for almost every x ∈ G.
Then the operator T exists in Lp(G) and pointwise for almost everywhere.
Proof. Suppose f ∈ Lp(G) and g ∈ C1(G). According to Lemma 3.2, it suf-
fices to prove that the operator T converges pointwise for almost everywhere
in G. To prove this, we introduce an operator
Λ(Tf)(x) = lim sup
ε→0
Tεf(x)− lim inf
ε→0
Tεf(x)
and we show that Λ(Tf)(x) = 0 for almost every x ∈ G.
The condition (ii) implies that Λ(Tg)(x) = 0 for almost every x ∈ G.
Therefore, we may estimate
Λ(Tf)(x) = Λ(Tf)(x)− Λ(Tg)(x) ≤ 2T∗(f − g)(x). (3.1)
Suppose λ > 0. The estimate (3.1) implies that
{x ∈ G : Λ(Tf)(x) > λ } ⊂ {x ∈ G : T∗(f − g)(x) > λ/2 }.
Then we use Lemma 3.1 to obtain
µ({x ∈ G : Λ(Tf)(x) > λ }) ≤ C
λp
‖f − g‖pLp(G).
There exists a sequence {gj}∞j=1 of functions in C1(G) that converges to f ,
because C1(G) is a dense subspace of Lp(G). As a result, we have
µ({x ∈ G : Λ(Tf)(x) > λ }) = 0.
Let us take a sequence {λj}∞j=1 of positive numbers that converges to 0. Then,
we see that
µ({x ∈ G : Λ(Tf)(x) > 0 }) ≤
∞⋃
n=1
µ({x ∈ G : Λ(Tf)(x) > λn }) = 0.
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Thus, for almost every x ∈ G, we have
Λ(Tf)(x) = 0.
Finally, we note that∫
G
|Tf(x)|p dµ(x) ≤ ‖T∗f‖Lp(G) ≤ C‖f‖Lp(G) <∞,
which implies that |Tf(x)| <∞ for almost every x ∈ G.
It is helpful that it suffices to show the boundedness of the maximal
operator T∗ instead of actual operator T . Moreover, we are able to assume
densities to be C1-functions instead of Lp-functions. This makes it possible
to use the dominated convergence theorem in the forthcoming proofs.
3.2 Weakly singular integral operators
In this section G denotes either a closure of a bounded domain in Rd−1 or a
boundary of some bounded domain in Rd. We also assume that p ∈ (1,∞).
We begin by defining weakly singular integral operators.
Definition 3.3. A singular integral operator T : Lp(G)→ Lp(G) determined
by a continuous kernel k is called weakly singular, if there exists a number
0 < α ≤ d− 1 such that the kernel satisfies
|k(x, y)| ≤ C|x− y|1+α−d (3.2)
for every x, y ∈ G for which x 6= y.
With the help of the following lemma we are able to prove that weakly
singular integral operators are bounded.
Lemma 3.3. Let T : Lp(G)→ Lp(G) be a weakly singular integral operator.
Then the kernel k of the operator T satisfies the following conditions∫
G
|k(x, y)| dµ(x) ≤ C and
∫
G
|k(x, y)| dµ(y) ≤ C
for some constant C > 0.
Proof. It suffices to show that at least one of the above conditions is true.
Suppose that x ∈ G and ε > 0. Let us denote
kε(x, y) := k(x, y)1B(x,ε)c(y) and k˜ε(x, y) = k(x, y)1B(x,ε)(y).
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Then, we may estimate∫
G
|k(x, y)| dµ(y) ≤
∫
G
|kε(x, y)| dµ(y) +
∫
G
|k˜ε(x, y)| dµ(y).
The first term on the right-hand side is bounded by some constant because
G is bounded. We estimate the second term as follows:∫
G
|k˜(x, y)| dµ(y) ≤
∫
B(x,ε)
C|x− y|1+α−d dµ(y)
≤ C
∫ ε
0
(∫
∂B(x,t)
|x− y|1+α−ddσt(y)
)
dt
≤ C
∫ ε
0
σ(∂B(x, t))t1+α−d dt
≤ C
∫ ε
0
tα−1 dt
≤ Cεα.
The above observations complete the proof.
Theorem 3.2. Suppose that T : Lp(G)→ Lp(G) is a weakly singular integral
operator. Then T is bounded on Lp(G) and converges pointwise for almost
everywhere in G.
Proof. Suppose that f ∈ Lp(G) and ε > 0. To show the existence of the
pointwise limit
Tf(x) = lim
ε→0
∫
G
kε(x, y)f(y) dµ(y),
we must show that the function k(x, ·)f is integrable for almost every x ∈ G.
To do this, we write
|k(x, y)f(y)| = |k(x, y)|1/q(|k(x, y)|1/p|f(y)|),
where p, q ∈ (1,∞) are conjugate exponents. Then we use Ho¨lder’s inequality
and Lemma 3.3 to obtain∫
G
|k(x, y)f(y)| dµ(y) ≤ C
(∫
G
|k(x, y)||f(y)|p dµ(y)
)1/p
.
Now, Fubini’s theorem and Lemma 3.3 imply that∫
G
(∫
G
|k(x, y)f(y)| dµ(y)
)p
dµ(x) ≤ C‖f‖pLp(G) <∞.
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From the above estimate, we deduce that k(x, ·)f is integrable for almost
every x ∈ G.
Because kε(x, ·)f has an integrable majorant for almost every x ∈ G, the
dominated convergence theorem implies that the operator T exists for almost
everywhere in G. Furthermore, the operator T is bounded on Lp(G) because
there is a constant C > 0 such that
‖Tf‖Lp(G) ≤
[∫
G
(∫
G
|k(x, y)f(y)| dµ(y)
)p
dµ(x)
]1/p
≤ C‖f‖Lp(G).
These observations complete the proof.
We wish to show that weakly singular integral operators are compact. For
this reason, we introduce a concept of Hilbert-Schmidt integral operators that
are known to be compact. For a proof, we refer to [11].
Definition 3.4. We say that an integral operator T : L2(G)→ L2(G) deter-
mined by a kernel k is a Hilbert-Schmidt if the kernel k satisfies the condition∫
G
∫
G
|k(x, y)|2 dµ(y) dµ(x) <∞.
Theorem 3.3. Hilbert-Schmidt operators T : L2(G)→ L2(G) are compact.
Next, let us consider singular integral operators with bounded kernels.
Example 3.1. Suppose T : L2(G) → L2(G) is a singular integral operator
determined by a kernel k that satisfies the condition
|k(x, y)| ≤M <∞ (3.3)
for every x, y ∈ G and for some constant M > 0. Then T is a Hilbert-Schmidt
operator.
Lemma 3.4. Suppose that T : Lp(G)→ Lp(G) is a singular integral operator
determined by a kernel k that satisfies a condition (3.3). Then the operator
T is compact.
Proof. Suppose that q ∈ (1, 2) and let r ∈ (2,∞) be the conjugate exponent
of q. Let ε > 0 and assume {fj}∞j=1 is a bounded sequence in Lq(G). Let us
select a number λ := λε and define functions
gj(x) :=
{
fj(x), if |fj(x)| > λ
0, if |fj(x)| ≤ λ
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and
hj(x) :=
{
fj(x), if |fj(x)| ≤ λ
0, if |fj(x)| < λ.
Then we may write
fj = gj + hj.
The sequence {hj}∞j=1 is bounded on L2(G). Thus, the sequence {Thj}∞j=1 has
a convergent subsequence in L2(G). We choose a corresponding subsequence
{fj}∞j=1, but for simplicity, we do not distinguish between sequences and
subsequences.
If g ∈ L1(G), then
‖Tg‖qLq(G) ≤
∫
G
∣∣∣∣∫
G
k(x, y)g(y) dµ(y)
∣∣∣∣q dµ(x)
≤
∫
G
(∫
G
|k(x, y)||g(y)| dµ(y)
)q
dµ(x)
≤ C‖g‖qL1(G).
Let us denote
Aj := {x ∈ G : |fj(x)| > λ }.
By choosing a suitable λ, using Ho¨lder’s inequality, Chebyshev’s inequality
and the boundedness of the sequence {fj}∞j=1, we get
‖gj‖L1(G) ≤ ‖1Aj‖Lr(G)‖fj‖Lq(G) ≤ Cµ(Aj) ≤ Cλ−qε < ε/3.
Finally, by choosing a large enough N > 0, we see that
‖Tfm − Tfn‖Lq(G) ≤ C‖gm − gn‖L1(G) + C‖Thm − Thn‖L2(G) < ε,
whenever m,n ≥ N . Because {Tfj}∞j=1 is a Cauchy sequence in a Banach
space Lq(G), we know that {Tfj}∞j=1 converges. Thus, T is compact on
Lq(G).
With the above arguments, we could have deduced that the operator
T˜ : Lq(G)→ Lq(G), T˜ f(x) =
∫
G
k(y, x)f(y) dµ(y)
is compact. Thus, according to Theorem 2.8, the operator T is compact on
Lr(G), because T : Lr(G)→ Lr(G) is the adjoint of T˜ .
By applying the above lemma, we are able to prove compactness of the
weakly singular integral operators.
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Theorem 3.4. A weakly singular integral operator T : Lp(G) → Lp(G) is
compact.
Proof. Let us use notations introduced in the proof of Lemma 3.3. Suppose
that T is determined by a weakly singular kernel k. We define truncated
operators
Tεf(x) :=
∫
G
kε(x, y)f(y) dy, ε > 0.
The kernel kε satisfies condition (3.3) because
|kε(x, y)| ≤ C|x− y|1+α−d1B(x,ε)c(y) ≤ Cε1+α−d <∞.
Thus, according to Lemma 3.4, the operators {Tε}ε>0 are compact on Lp(G).
Now, let us denote
T˜εf(x) :=
∫
G
k˜ε(x, y)f(y) dµ(y) = (T − Tε)f(x).
With a similar arguments as in Lemma 3.3, we estimate∫
G
|k˜ε(x, y)| dµ(y) ≤ Cεα and
∫
G
|k˜ε(x, y)| dx ≤ C.
Consequently, by applying the proof of the Theorem 3.2, we get
‖(T − Tε)f‖Lp(G) = ‖T˜εf‖Lp(G) ≤ Cεα/q‖f‖Lp(G),
where q is a conjugate exponent of p. By letting ε tend to zero, we observe
that T is a limit of compact operators Tε in the operator norm. Thus, the
operator T is compact.
3.3 One-dimensional strictly singular integral
operators
In this section, we apply theory of Calderon-Zygmund operators to prove
results concerning a singular integral operator C defined by
Cf(s) = p.v.
∫
R
1
s− t
(
ρ(s)− ρ(t)
s− t
)
F
(
ϕ(s)− ϕ(t)
s− t
)
f(t) dt.
In the above formula, ρ and ϕ are Lipschitz functions on R and a function
F : R→ R is defined by
F (s) = (1 + s2)−d/2.
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Our goal is to prove that the maximal operator C∗ is bounded and its operator
norm depends on the Lipschitz norm of a function ρ. Especially, we prove that
the operator norm of C∗ tends to zero as the Lipschitz norm of a function ρ
tends to zero. This property is crucial when we show that boundary integral
operators K and K∗ are compact on Lp(∂D). For more information see
Chapter 5.
For our needs, it suffices to restrict the study of Calderon-Zygmund oper-
ators into one dimension. By this we mean that we study operators that are
mappings from the Schwarz class S (R) into class of tempered distributions
S ′(R). After we have managed to show that the operators C and C∗ are
bounded, we may treat these operators as mappings from Lp(R) to itself in
the sense of extensions.
This section obeys the following pattern. First, we define standard kernels
and we show that the kernel of the operator C is a standard kernel. With the
help of standard kernels we define Calderon-Zygmund operators and then we
ask, whether C is a Calderon-Zygmund operator? To answer to this question,
we apply results concerning the boundedness of the Cauchy integral along
Lipschitz curves. Finally, by using standard results of Calderon-Zygmund
operators, we conclude that the maximal operator C∗ is bounded and its
operator norm is majorized by a constant multiple of ‖ρ′‖∞.
Many parts of this section are influenced by the book of L. Grafakos [13].
Thus, the reader is advised to explore the book for the deeper understanding
of this section.
Definition 3.5. Suppose that k is a function defined on R2\{(s, s) : s ∈ R }.
The function k is a standard kernel if there are numbers δ > 0 and A > 0
such that the following properties hold:
(i) The function k satisfies
|k(s, t)| ≤ A|s− t|−1. (3.4)
(ii) If |s− s′| ≤ 1
2
max{|s− t|, |s′ − t|}, then
|k(s, t)− k(s′, t)| ≤ A|s− s
′|δ
(|s− t|+ |s′ − t|)δ . (3.5)
(iii) If |t− t′| ≤ 1
2
max{|s− t|, |s− t′|}, then
|k(s, t)− k(s, t′)| ≤ A|t− t
′|δ
(|s− t|+ |s− t′|)δ . (3.6)
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Remark 3.1. If k is a standard kernel with parameters δ > 0 and A > 0,
we denote k ∈ SK(δ, A).
It is laborious to check whether a kernel k satisfies the conditions (3.5) and
(3.6). Fortunately, it turns out that it suffices to check two easier conditions.
The first condition is that the kernel k is antisymmetric, which means that
it satisfies
k(s, t) = −k(t, s).
The other condition is that there is a constant A′ > 0 such that
|∂sk(s, t)| ≤ A′|s− t|−2. (3.7)
We formulate and prove a test for standard kernels precisely below, but first
we need to consider the following lemma.
Lemma 3.5. If the numbers s, s′ and t satisfy the condition
|s− s′| ≤ 1
2
max{|s− t|, |s′ − t|},
then they also satisfy
max{|s− t|, |s′ − t|} ≤ 2 min{|s− t|, |s′ − t|}. (3.8)
Furthermore, if a number ξ is between s and s′, then
|ξ − t| ≥ 1
4
(|s− t|+ |s′ − t|). (3.9)
Proof. We begin by proving the inequality (3.8). First, let |s− t| ≤ |s′ − t|.
Then it suffices to show that
|s′ − t| ≤ 2|s− t|.
Using the assumptions, we get
|s− s′| ≤ 1
2
|s′ − t|.
Then the triangle inequality and the above estimate imply that
|s− t| ≥ |s′ − t| − |s− s′| ≥ 1
2
|s′ − t|.
Second, let |s′ − t| ≤ |s− t|. Now, by using similar arguments as before,
we deduce that
|s− t| ≤ 2|s′ − t|.
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By combining the above observations, we obtain the inequality (3.8).
Next, we prove the inequality (3.9). We use the triangle inequality twice
to estimate
|ξ − t| ≥ 1
2
(|s− t| − |s− ξ|) + 1
2
(|s′ − y| − |s′ − ξ|).
We know that the number ξ is between s and s′. Thus, the above inequality
can written in the form
|ξ − t| ≥ 1
2
(|s− t|+ |s′ − t| − |s− s′|).
Furthermore, we use the inequality (3.8) to estimate
|s− s′| ≤ 1
2
max{|s− t|, |s′ − t|} ≤ min{|s− t|, |s′ − t|}
≤ 1
2
(|s− t|+ |s′ − t|).
The inequality (3.9) follows from the above estimates.
Now, we are ready to formulate and prove the test for standard kernels.
Lemma 3.6. Suppose that a kernel k is antisymmetric and it satisfies con-
ditions (3.4) and (3.7). Then k is a standard kernel with parameters δ = 1
and A = 16A′.
Proof. According to the mean value theorem, there exists a number ξ between
s and s′ such that
|k(s, t)− k(s′, t)| ≤ |∂sk(ξ, t)||s− s′|.
By applying condition (3.7) and Lemma 3.5, we see that
|k(s, t)− k(s′, t)| ≤ A
′|s− s′|
|ξ − t|2 ≤
16A′|s− s′|
(|s− t|+ |s′ − t|)2 .
Furthermore, we see that the condition (3.6) holds because the kernel k is
antisymmetric.
Next, we apply the above test to the kernel of the singular integral oper-
ator C.
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Lemma 3.7. Suppose that ρ, ϕ : R→ R are Lipschitz functions and suppose
that F : R→ R is a function defined by
F (s) = (1 + s2)−d/2.
Then the kernel k defined by
k(s, t) =
1
s− t
(
ρ(s)− ρ(t)
s− t
)
F
(
ϕ(s)− ϕ(t)
s− t
)
is a standard kernel with parameters δ = 1 and A = 16(3 + 2d‖ϕ′‖2∞)‖ρ′‖∞.
Proof. The kernel k is antisymmetric and it satisfies the estimate
|k(s, t)| ≤ ‖ρ′‖∞|s− t|−1.
Therefore, it suffices to check the condition (3.7). Let us make some obser-
vations. First, we notice that |F (s)| ≤ 1 and |F ′(s)| ≤ d‖ϕ′‖∞. We can also
calculate ∣∣∣∣ ∂∂s
(
ρ(s)− ρ(t)
s− t
)∣∣∣∣ ≤ 2‖ρ′‖∞|s− t|−1
and ∣∣∣∣ ∂∂s
[
1
s− tF
(
ϕ(s)− ϕ(t)
s− t
)]∣∣∣∣ ≤ (1 + 2d‖ϕ′‖2∞)|s− t|−2.
These observations imply that
|∂sk(s, t)| ≤ (3 + 2d‖ϕ′‖2∞)‖ρ′‖∞|s− t|−2,
which completes the proof.
Let us define Calderon-Zygmund operators.
Definition 3.6. Suppose that k is a standard kernel with parameters δ > 0
and A > 0. A continuous linear operator T : S (R)→ S ′(R) is a Calderon-
Zygmund operator associated with a kernel k if the following conditions hold:
(i) For each f ∈ C∞0 (R), whose support does not contain x, the operator
T satisfies
Tf(x) =
∫
R
k(x, y)f(y) dy.
(ii) For each f ∈ S (R) and for some constant B > 0, the operator T
satisfies the estimate
‖Tf‖L2(R) ≤ B‖f‖L2(R).
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Remark 3.2. If the operator T is a Calderon-Zygmund operator with pa-
rameters δ > 0, A > 0 and B > 0, we denote T ∈ CZO(δ, A,B).
We wish to show that the singular integral operator C is a Calderon-
Zygmund operator. To prove this, we need the following theorem, first proven
by R. R. Coifman, A. McIntosh and Y. Meyer in their paper [3].
Theorem 3.5. Suppose that ρ, ϕ : R → R are Lipschitz functions and let
F : R→ R be a function defined by
F (s) = (1 + s2)−d/2.
Then the singular integral operator C defined by
Cf(s) = p.v.
∫
R
1
s− t
(
ρ(s)− ρ(t)
s− t
)
F
(
ϕ(s)− ϕ(t)
s− t
)
f(t) dt
is bounded on L2(R) and it satisfies the estimate
‖Cf‖L2(R) ≤ C‖ρ′‖∞‖f‖L2(R). (3.10)
With the help of Lemma 3.7 and Theorem 3.5, we conclude that the
singular integral operator C : S (R)→ S ′(R) is a Calderon-Zygmund oper-
ator. In fact, we can interpret C as a singular integral operator from L2(R)
to itself in the sense of the extension operator. We know even more: stan-
dard arguments of the Calderon-Zygmund theory imply that an operator
T ∈ CZO(δ, A,B) has a bounded extension that maps Lp(R) to itself and
whose operator norm satisfies
‖T‖ ≤ C max{p, (p− 1)−1}(A+B). (3.11)
Here we have assumed that p ∈ (1,∞) and denoted the extension operator by
T . Calderon-Zygmund theory implies further that also the maximal operator
T∗ is bounded and its operator norm satisfies the estimate (3.11). For the
detailed discussion on this subject see [13].
Because we know that C ∈ CZO(δ, A,B), where the parameters are δ = 1,
A = 16(3 + 2d‖ϕ′‖2∞)‖ρ′‖∞ and B = C‖ρ′‖∞, the above discussion allows us
to formulate the following theorems.
Theorem 3.6. Let p ∈ (1,∞). The singular integral operator C admits an
bounded extension from Lp(R) to itself. The bounded extension, which is also
denoted by C, satisfies the estimate
‖Cf‖Lp(R) ≤ C‖ρ′‖∞‖f‖Lp(R)
for every f ∈ Lp(R) and for some constant C > 0.
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Theorem 3.7. The maximal operator C∗ : Lp(R)→ Lp(R) is bounded and it
satifies the estimate
‖C∗f‖Lp(R) ≤ C‖ρ′‖∞‖f‖Lp(R)
for every f ∈ Lp(R) and for some constant C > 0.
3.4 Multi-dimensional strictly singular inte-
gral operators
In this section, we study certain singular integral operators that map func-
tions from Lp(Rd−1) to itself. Such operators are called multi-dimensional
strictly singular integral operators. The goal of this section is to establish
boundedness results for maximal singular integral operators whose kernels
are essentially of the form
k(x, y) =
A(x)− A(y)
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2 , (3.12)
where A and ϕ are Lipschitz functions from Rd−1 into R. For example, one
of these kernels is defined by
k(x, y) =
ρ(x)− ρ(y)− 〈∇ρ(y), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2 , (3.13)
where ρ : Rd−1 → R is a Lipschitz function.
To be able to establish such boundedness results, we apply the method of
rotations. The method of rotations is a procedure that allows us to reduce
the boundedness of the multi-dimensional singular integral operator into the
boundedness of the corresponding one-dimensional singular integral opera-
tor. Consequently, we are able to apply the results obtained in the previous
section. The method of rotations is formulated and proved below.
Theorem 3.8. (Method of rotations). Let p ∈ (1,∞), ω ∈ ∂B(0, 1) and let
η ∈ Rd−1 be a vector that satisfies 〈η, ω〉 = 0. Suppose that T is a multi-
dimensional singular integral operator defined by the kernel k and suppose
that T is a one-dimensional singular integral operator defined by the kernel
k˜(s, t) = k(η + sω, η + tω)(s− t)d−2.
If there is a constant C > 0 that does not depend on either ω or η and such
that the maximal operator T∗ satisfies the estimate
‖T∗g‖Lp(R) ≤ C‖g‖Lp(R)
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for every g ∈ Lp(R), then the maximal operator T∗ is bounded on Lp(Rd−1).
Furthermore, if there is a number m0 > 0 such that the maximal operator
T∗ satisfies an estimate
‖T∗g‖Lp(R) ≤ Cm0‖g‖Lp(R)
for every g ∈ Lp(R), then the maximal operator T∗ satisfies an estimate
‖T∗f‖Lp(Rd−1) ≤ Cm0‖f‖Lp(Rd−1)
for every f ∈ Lp(Rd−1).
Proof. First, we represent the truncated operators Tε in the form
Tεf(x) =
∫
∂B(0,1)
(∫ ∞
ε
k(x, x+ tω)f(x+ tω)td−2 dt
)
dσ(ω).
On the other hand, we can write
Tεf(x) =
∫
∂B(0,1)
(∫ −ε
−∞
k(x, x+ tω)f(x+ tω)td−2 dt
)
dσ(ω).
By combining these representations, we obtain
Tεf(x) =
1
2
∫
∂B(0,1)
(∫
|t|>ε
k(x, x+ tω)f(x+ tω)td−2 dt
)
dσ(ω).
Then, for each ω ∈ ∂B(0, 1), we define truncated operators
Rω,εf(x) :=
∫
|t|>ε
k(x, x+ tω)f(x+ tω)td−2 dt
and the maximal operator will be denoted by Rω. We use elementary esti-
mates to obtain
T∗f(x) ≤ 1
2
∫
∂B(0,1)
|Rωf(x)| dσ(ω).
We estimate further by applying Minkowski’s integral inequality [12]
‖T∗f‖Lp(Rd−1) =
(∫
Rd−1
|T∗f(x)|p dx
)1/p
≤
(∫
Rd−1
∣∣∣∣12
∫
∂B(0,1)
|Rω,∗f(x)| dσ(ω)
∣∣∣∣p dx)1/p
≤ 1
2
∫
∂B(0,1)
(∫
Rd−1
|Rωf(x)|p dx
)1/p
dσ(ω)
=
1
2
∫
∂B(0,1)
‖Rωf‖Lp(Rd−1) dσ(ω).
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x
sω
η
0
ω
Figure 3.1: The decomposition of the point x
If ω ∈ ∂B(0, 1) is fixed, then for each point x ∈ Rd−1 there is a number
s ∈ R and a vector η ∈ Rd−1 such that x = η + sω and 〈η, ω〉 = 0. This
can be seen by choosing s = 〈x, ω〉 and η = x− sω. The decomposition of a
vector x allows us to write
‖Rωf‖pLp(Rd−1) =
∫
Rd−1
|Rωf(x)|p dx =
∫ (∫ ∞
−∞
|Rωf(η + sω)|p ds
)
dη.
On the right-hand side of the above identity the outer integral is taken over
planes that are perpendicular to the vector ω. Let us define a function
g(t) := f(η + tω). Then we observe that
Rω,εf(η + sω) =
∫
|t−r|>ε
k(η + sω, η + tω)f(η + tω)(s− t)d−2 dt
= Tεg(s).
Now, the boundedness of the operator T∗ implies that∫ ∞
−∞
|Rωf(η + sω)|p ds = ‖T∗g‖pLp(R) ≤ C‖g‖pLp(R) = C
∫ ∞
−∞
|f(η + sω)|p ds.
According to the assumption, the constant C > 0 does not depend on the
vector η. Therefore,
‖Rωf‖pLp(Rd−1) ≤ C
∫ (∫ ∞
−∞
|f(η + sω)|p ds
)
dη ≤ C‖f‖p
Lp(Rd−1).
The constant C > 0 does not depend on the vector ω either. Therefore, we
get
‖T∗f‖Lp(Rd−1) ≤
1
2
∫
∂B(0,1)
‖Rωf‖Lp(Rd−1) dσ(ω) ≤ C‖f‖Lp(Rd−1).
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In addition, if there is a constant m0 > 0 such that
‖T∗g‖Lp(R) ≤ Cm0‖g‖Lp(R)
for every g ∈ Lp(R), then by following the above deduction, we obtain
‖T∗f‖Lp(Rd−1) ≤ Cm0‖f‖Lp(Rd−1)
for every f ∈ Lp(Rd−1).
Next, we apply the method of rotations to multi-dimensional strictly sin-
gular integral operators whose kernels are of the form (3.12).
Theorem 3.9. Let p ∈ (1,∞). Suppose that A,ϕ : Rd−1 → R are Lipschitz
functions and let T : S (Rd−1) → S ′(Rd−1) be a singular integral operator
defined by the kernel
k(x, y) =
A(x)− A(y)
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2 .
Then the maximal operator T∗ satisfies the estimate
‖T∗f‖Lp(Rd−1) ≤ C‖∇A‖∞‖f‖Lp(Rd−1)
for some constant C > 0 and for every f ∈ Lp(Rd−1).
Proof. Let ω ∈ ∂B(0, 1) and let η ∈ Rd−1 be perpendicular to ω. We define
Lipschitz functions A˜(s) = A(η + sω) and ϕ˜(s) = ϕ(η + sω). Also, we recall
the function F (s) = (1 + s2)−d/2 and the singular integral operator T that
was introduced in Theorem 3.8. Then we write the kernel of the operator T
in the form:
k˜(s, t) =
(A(η + sω)− A(η + tω))(s− t)d−2
[|s− t|2 + (ϕ(η + sω)− ϕ(η + tω))2]d/2
=
1
s− t
(
A˜(s)− A˜(t)
s− t
)[
1 +
(
ϕ˜(s)− ϕ˜(t)
s− t
)2]−d/2
=
1
s− t
(
A˜(s)− A˜(t)
s− t
)
F
(
ϕ˜(s)− ϕ˜(t)
s− t
)
.
According to Rademacher’s theorem, Lipschitz functions are almost every-
where differentiable [7]. Therefore, we have
A˜′(s) = 〈ω,∇A(η + sω)〉 and ϕ˜′(s) = 〈ω,∇ϕ(η + sω)〉
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for almost every s ∈ R. These observations allow us to estimate
‖A˜′‖∞ ≤ ‖∇A‖∞ and ‖ϕ˜′‖∞ ≤ ‖∇ϕ‖∞.
Theorem 3.7 implies that the maximal operator T∗ satisfies the estimate
‖T∗g‖Lp(R) ≤ C‖∇A‖∞‖g‖Lp(R)
for every g ∈ Lp(R). Especially, the constant C > 0 is independent of the
vectors ω and η. Finally, we apply Theorem 3.8 to obtain
‖T∗f‖Lp(Rd−1) ≤ C‖∇A‖∞‖f‖Lp(Rd−1)
for every f ∈ Lp(Rd−1) and for some constant C > 0.
We end this section by establishing two boundedness results concerning
multi-dimensional strictly singular integral operators that are related to the
boundary integral operators K and K∗.
Theorem 3.10. Let p ∈ (1,∞). Suppose that ρ, ϕ : Rd−1 → R are Lipschitz
functions and let T : S (Rd−1) → S ′(Rd−1) be a singular integral operator
defined by the kernel
k(x, y) =
ρ(x)− ρ(y)− 〈∇ρ(y), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2 .
Also, let us denote m := ‖∇ρ‖∞. Then the maximal operator T∗ satisfies the
estimate
‖T∗f‖Lp(Rd−1) ≤ Cm‖f‖Lp(Rd−1)
for every f ∈ Lp(Rd−1) and for some constant Cm that tends to zero as m
tends to zero.
Proof. Let f ∈ Lp(Rd−1). The idea of the proof is to represent the kernel
(3.13) using kernels of the type (3.12). To succeed in this, we make some
definitions. First, let us define Lipschitz functions Ai, i = 1, . . . , d, by writing
Ai(x) =
{
xi, if i = 1, . . . , d− 1
ρ(x), if i = d.
Second, we define functions vi, i = 1, . . . , d, by writing
vi(y) =
{ −∂xiρ(y), if i = 1, . . . , d− 1
1, if i = d.
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Third, we define singular integral operators Ti, i = 1, . . . , d, that are deter-
mined by the kernels
ki(x, y) =
Ai(x)− Ai(y)
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2.
Using these definitions we are able to write
k(x, y) =
d∑
i=1
ki(x, y)vi(y)
and then estimate
T∗f(x) ≤
d∑
i=1
Ti,∗(vif)(x).
Now, by applying Minkowski’s inequality and Theorem 3.9, we obtain
‖T∗f‖Lp(Rd−1) ≤
d∑
i=1
‖Ti,∗(vif)‖Lp(Rd−1)
≤
d∑
i=1
C‖∇Ai‖∞‖vi‖∞‖f‖Lp(Rd−1)
≤ C‖∇ρ‖∞‖f‖Lp(Rd−1)
=: Cm‖f‖Lp(Rd−1).
The constant C > 0 is independent of m. Thus, it is clear that the constant
Cm tends to zero as m tends to zero.
Theorem 3.11. Suppose that ρ, ϕ : Rd−1 → R are Lipschitz functions and
let T : S (Rd−1) → S ′(Rd−1) be a singular integral operator defined by the
kernel
k(x, y) =
ρ(x)− ρ(y)− 〈∇ρ(x), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2 . (3.14)
Also, let us denote m := ‖∇ρ‖∞. Then the maximal operator T∗ satisfies the
estimate
‖T∗f‖Lp(Rd−1) ≤ Cm‖f‖Lp(Rd−1)
for every f ∈ Lp(Rd−1) and for some constant Cm that tends to zero as m
tends to zero.
Proof. Let f ∈ Lp(Rd−1). Let us use notations of Theorem 3.10. Then we
may write
k(x, y) =
d∑
i=1
ki(x, y)vi(x).
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Using the above identity, we estimate
T∗f(x) ≤
d∑
i=1
‖vi‖∞Ti,∗f(x).
Finally, we get
‖T∗f‖Lp(Rd−1) ≤
d∑
i=1
‖vi‖∞‖Ti,∗f‖Lp(Rd−1) ≤ Cm‖f‖Lp(Rd−1).
Because Cm tends to zero as m tends to zero, the proof is completed.
Chapter 4
Layer Potentials
In this chapter, we study properties of layer potentials for Laplace’s equation.
We first study single layer potentials and then we proceed to study double
layer potentials. The reason why we are interested in layer potentials is
that they are good candidates for being solutions to the boundary value
problems for Laplace’s equation: they are harmonic and they obey certain
jump relations on the boundary.
4.1 Single layer potential
We begin this section by defining the single layer potential for Laplace’s
equation.
Definition 4.1. Let p ∈ (1,∞), x ∈ Rd \ ∂D and w ∈ ∂D. The single layer
potential S with a density f ∈ Lp(∂D) is defined by
Sf(x) = 1
ωd(d− 2)
∫
∂D
f(w)
|x− w|d−2 dσ(w), when d ≥ 3.
To simplify notations, we denote the kernel of the single layer potential by
Φ(x,w) =
1
ωd(d− 2)
1
|x− w|d−2 , when d ≥ 3.
In the special case d = 2, the single layer potential is defined by
Sf(x) = 1
2pi
∫
∂D
log(|x− w|)f(w) dσ(w).
Then we denote the kernel by
Φ(x,w) =
1
2pi
log(|x− w|).
43
44 Chapter 4. Layer Potentials
Example 4.1. Let us consider the single layer potential Sf defined on a
sphere in R3 with a radius r > 0 and with a constant density f = ρ. Then
the single layer potential can be written in the form:
Sf(x) = ρ
4pi
∫
∂B(0,r)
dσ(w)
|x− w| =
ρ
4pi
∫ 2pi
0
∫ pi
0
r2 sin θ dθ dϑ
(|x|2 + r2 − 2|x|r cos θ)1/2 .
With simple calculations, we get
Sf(x) =
{
ρr, if |x| ≤ r
ρr(r/|x|), if |x| > r
and
∇Sf(x) =
{
0, if |x| < r
−ρr2(x/|x|3), if |x| > r.
Now, let us make some observations. First, we notice that the single layer
potential is harmonic outside the boundary:
∆Sf(x) = div (∇Sf(x)) = 0, x ∈ R3 \ ∂B(0, r).
Second, the single layer potential is continuous across the boundary. Third,
the single layer potential and its gradient decrease to zero outside the sphere.
More precisely, we have
|Sf(x)| ≤ C|x|−1 and |∇Sf(x)| ≤ C|x|−2,
whenever |x| ≥ r.
In general, the single layer potential satisfies the first two properties men-
tioned above. Furthermore, the third property can be generalized when
d ≥ 3. However, the third property does not hold when d = 2. In the
following, we will show that these claims are true. We begin by proving that
the single layer potential is harmonic.
Theorem 4.1. Let p ∈ (1,∞). The single layer potential S with a density
f ∈ Lp(∂D) is harmonic in Rd \ ∂D.
Proof. The structure of the proof is as follows: first we observe that the
kernel of the single layer potential is harmonic. Second, we show that we can
pass the differentiation inside the integral sign.
Let x ∈ Rd \ ∂D and w ∈ ∂D. By differentiation we observe that
∇xΦ(x,w) = − 1
ωd
x− w
|x− w|d .
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Consequently, we get
∆xΦ(x,w) = div (∇xΦ(x,w))
= − 1
ωd
(〈
x− w,∇x
(
1
|x− w|d
)〉
+
div(x− w)
|x− w|d
)
= − 1
ωd
(〈
x− w, −d(x− w)|x− w|d+2
〉
+
d
|x− w|d
)
= 0.
Because Rd \ ∂D is open, there is a radius r > 0 such that the ball
B(x, r) is contained in Rd \ ∂D. Let {hj}∞j=1 be a sequence of real numbers
that satisfies |hj| < r. Then for all j ∈ N, we have
Sf(x+ hjei)− Sf(x)
hj
=
∫
∂D
(
Φ(x+ hjei, w)− Φ(x,w)
hn
)
f(w) dσ(w),
where ei ∈ Rd, i = 1 . . . , d, are elements of the standard basis of Rd. The
mean value theorem implies that for each j ∈ N, there is a vector ξj ∈ B(x, r)
such that ∣∣∣∣Φ(x+ hjei, w)− Φ(x,w)hj
∣∣∣∣ ≤ ∣∣∣∣∂Φ(ξj, w)∂xi
∣∣∣∣ . (4.1)
Furthermore, the function (x,w) 7→ ∂xiΦ(x,w) is continuous on a compact
set B(x, r)× ∂D, which together with the inequality (4.1) imply that∣∣∣∣Φ(x+ hjei, w)− Φ(x,w)hj
∣∣∣∣ |f(w)| ≤ C|f(w)|. (4.2)
The term on the right-hand side of the inequality (4.2) is integrable because
∂D is finite and f ∈ Lp(∂D). Now, due to the dominated convergence
theorem, we can pass the limit inside the integral sign:
∂
∂xi
Sf(x) = lim
j→∞
Sf(x+ hjei)− Sf(x)
hj
=
∫
∂D
∂Φ(x,w)
∂xi
f(w) dσ(w).
With a similar argument as above we see that
∂2
∂x2i
Sf(x) =
∫
∂D
∂2Φ(x,w)
∂x2i
f(w) dσ(w).
Finally, by combining the above observations, we obtain
∆Sf(x) =
∫
∂D
∆xΦ(x, y)f(y) dσ(y) = 0.
This completes the proof.
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The singularity inside the integral prevents us from defining the single
layer potential on the boundary. However, we are able to define the boundary
integral operator S : Lp(∂D)→ Lp(∂D) in the principal value sense
Sf(z) = p.v.
∫
∂D
Φ(z, w)f(w) dσ(w).
We can define the above operator in the principal value sense because the
kernel Φ(z, w) satisfies the conditions of Lemma 3.3. These conditions are
satisfied because the kernel Φ(z, w) is weakly singular apart from the two
dimensional case. The two dimensional case is justified in Lemma A.4.
The following theorem states that the boundary values of the single
layer potential are obtained continuously from the outside values by a non-
tangential approach.
Theorem 4.2. Suppose that D is a C1-domain in Rd and {Γα} is a family
of cones for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and
f ∈ Lp(∂D). Then the single layer potential satisfies
lim
x→z
x∈Γα(z)
Sf(x) = Sf(z)
for almost every z ∈ ∂D.
Proof. First, let us assume that d ≥ 3. Let {xj}∞j=1 be a sequence that
converges to z ∈ ∂D and whose elements belong to Γα(z). If j ∈ N is large
enough and if z 6= w, then we may use Lemma 2.3 to estimate
|Φ(xj, w)f(w)| ≤ C|f(w)||xj − w|d−2 ≤
C|f(w)|
|z − w|d−2 = C|Φ(z, w)f(w)|.
According to the proof of Theorem 3.2, the function Φ(z, ·)f is integrable for
almost every z ∈ ∂D. Therefore, by the dominated convergence theorem, we
have
lim
j→∞
Sf(xj) = lim
j→∞
∫
∂D
Φ(xj, w)f(w) dσ(w)
=
∫
∂D
lim
j→∞
Φ(xj, w)f(w) dσ(w)
=
∫
∂D
Φ(z, w)f(w) dσ(w)
= Sf(z)
for almost every z ∈ ∂D.
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Second, let us assume that d = 2. We write
Φ(xj, w) = Φ(xj, w)1{|xj−w|>1}(w) + Φ(xj, w)1{|xj−w|<1}(w).
Then we apply Lemma 2.3 to estimate
|Φ(xj, w)1{|xj−w|<1}(w)f(w)| ≤ C(|log(|z − w|)|+ 1)|f(w)|.
Furthermore, we have
|Φ(xj, w)1{|xj−w|>1}(w)f(w)| ≤ C|f(w)|.
By combining the above estimates, we get
|Φ(xj, w)f(w)| ≤ C(|log(|z − w|)|+ 1)|f(w)|.
With the help of Lemma A.4 and the arguments of Theorem 3.2, we can de-
duce that the right-hand side of the above estimate is integrable. Therefore,
the dominated convergence theorem allows us to pass the limit inside the
integral sign in a similar manner as before. Thus, the proof is complete.
The rate of which the single layer potential and its gradient decreases
outside the boundary is given in the following lemma. In Chapter 7, we will
find this property useful when we consider the invertibility of certain integral
operators.
Lemma 4.1. Let p ∈ (1,∞), f ∈ Lp(∂D) and d ≥ 3. There is a radius
R > 0 and a constant C > 0 such that the single layer potential S satisfies
|Sf(x)| ≤ C|x|2−d and |∇Sf(x)| ≤ C|x|1−d,
whenever |x| ≥ R.
Proof. There exists R > 0 such that D ⊂ B(0¯, R). Suppose that |x| > 2R
and w ∈ ∂D. Then we may deduce
1
2
|x| ≤ |x| −R ≤ |x− w|+ (|w| −R) ≤ |x− w|,
which implies that
|Φ(x,w)| ≤ C|x|2−d and |∇Φ(x,w)| ≤ C|x|1−d.
Finally, using the above estimates, we see that
|Sf(x)| =
∫
∂D
|Φ(x,w)||f(w)| dσ(w) ≤ C‖f‖Lp(∂D)|x|d−2
and
|∇Sf(x)| =
∫
∂D
|∇Φ(x,w)||f(w)| dσ(w) ≤ C‖f‖Lp(∂D)|x|d−1 .
This completes the proof.
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Notice that the two dimensional case was not included in the above
lemma. However, it is possible to show that the single layer potential van-
ishes at infinity also in the two dimensional case for certain densities. For
details, see Lemma A.5.
We end this section by considering the normal derivative of the single
layer potential.
Definition 4.2. Let D be a C1-domain, let {Γα} be a family of cones with
a fixed aperture α ∈ (0, 1) and let ν(z) be the inward-pointing unit normal
vector of a domain D at a point z ∈ ∂D. The normal derivative of the single
layer potential is defined by
∂
∂νi
Sf(z) := lim
x→z
x∈Γiα(z)
〈ν(z),∇Sf(x)〉
on the condition that the limit exists.
Remark 4.1. It is also possible to define the normal derivative of the single
layer potential by approaching the boundary ∂D from the exterior of the
domain D. In such a situation, we denote
∂
∂νe
Sf(z) := lim
x→z
x∈Γeα(z)
〈ν(z),∇Sf(x)〉
and we assume that ν(z) are inward-pointing unit normal vectors with respect
to the exterior of the domain D.
The existence of the above limits is not a trivial matter, because by
arguing as in Theorem 4.1, we observe
〈ν(z),∇Sf(x)〉 = 1
ωd
∫
∂D
〈ν(z), w − x〉
|w − x|d f(w) dσ(w).
Due to strict singularity inside the integral, we cannot approach the boundary
∂D without further considerations. It turns out that the normal derivative
of the single layer potential exists and it is related through a certain jump
relation to the boundary integral operator
K∗f(z) = p.v.
1
ωd
∫
∂D
〈ν(z), w − z〉
|w − z|d f(w) dσ(w), f ∈ L
p(∂D).
The jump relations will be established in Chapter 6, where we study bound-
ary values of the layer potentials more closely. Nevertheless, for now, we may
consider a jump relation in a simple example.
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Example 4.2. Suppose that Sf is the single layer potential defined on sphere
in R3 with a radius r > 0 and with a constant density f = ρ. Also, suppose
that z ∈ ∂B(0, r). Then, by using the calculations of the previous example,
we may deduce that
lim
x→z
x∈Γiα(z)
〈ν(z),∇Sf(x)〉 = 0 and lim
x→z
x∈Γeα(z)
〈ν(z),∇Sf(x)〉 = ρ.
Furthermore, we may calculate
K∗f(z) =
ρ
4pi
∫
∂B(0,r)
〈ν(z), w − z〉
|w − z|3 dσ(w) =
ρ
8pir
∫
∂B(0,r)
dσ(w)
|w − z| =
1
2
ρ.
By combining the above observations, we get the jump relations
∂
∂νi
Sf(z) = −(1
2
I −K∗)f(z) and ∂
∂νe
Sf(z) = −(1
2
I +K∗)f(z).
For the jump relations in the general case, see Theorem 6.6.
4.2 Double layer potential
We begin this section by defining the double layer potential for Laplace’s
equation.
Definition 4.3. Let x ∈ Rd \ ∂D and w ∈ ∂D. The double layer potential
K is defined by
(Kf)(x) = 1
ωd
∫
∂D
〈ν(w), x− w〉
|x− w|d f(w) dσ(w).
To simplify notations, we denote the kernel of the double layer potential by
Ψ(x,w) =
1
ωd
〈ν(w), x− w〉
|w − x|d .
In Chapter 7, we will look for a solution to the Dirichlet problem as a
double layer potential. This is possible because the double layer potential is
harmonic function.
Theorem 4.3. Let p ∈ (1,∞). The double layer potential K with a density
f ∈ Lp(∂D) is harmonic in Rd \ ∂D.
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Proof. Let x ∈ Rd \ ∂D and w ∈ ∂D. By differentiation, we get
∇xΨ(x,w) = 1
ωd
ν(w)
|x− w|d − d
x− w
|x− w|2 Ψ(x,w).
Then, with simple but somewhat laborious calculations, we obtain
∆xΨ(x,w) = div (∇xΨ(x,w))
=
−d
|x− w|2 Ψ(x,w)− d
(
d− 2
|x− w|2 Ψ(x,w) +
1− d
|x− w|2 Ψ(x,w)
)
= 0.
Because the kernel Ψ(·, w) of the double layer potential is harmonic and
because the arguments of Theorem 4.1 allow us to pass the differentiation
inside the integral, we see that
∆Kf(x) =
∫
∂D
∆xΨ(x,w)f(w) dσ(w) = 0.
This completes the proof.
In the previous section, we found out that a strict singularity made it
problematic to define the normal derivative of the single layer potential on
the boundary ∂D. The same applies to the boundary values of the double
layer potential, because the kernel of the double layer potential is also strictly
singular. However, we can define a boundary integral operator
Kf(z) = p.v.
1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d f(w) dσ(w), f ∈ L
p(∂D),
in the principal value sense (see Chapter 3). In chapter 5, the boundary
integral operator K turns out to be well-defined and in Chapter 6, we will
find a connection between K and the boundary values of the double layer
potential. To establish this connection, we need the following lemma.
Lemma 4.2. The kernel of the double layer potential satisfies the property
lim
r→0
∫
|x−w|>r
Ψ(x,w) dσ(w) =

1, if x ∈ D
1/2, if x ∈ ∂D
0, if x ∈ Rd \D.
Proof. First, suppose that x ∈ Rd \D. Similar arguments as in Theorem 4.1
imply that the function y 7→ Φ(x, y) is harmonic in D. Therefore, the first
Green’s formula implies∫
∂D
Ψ(x,w) dσ(w) =
∫
∂D
∂Φ(x,w)
∂ν(w)
dσ(w) = −
∫
D
∆yΦ(x, y) dy = 0.
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Second, suppose that x ∈ D and let us take a radius r > 0 such that
B(x, r) is contained in D. Let us denote Dr = D \ B(x, r). The function
y 7→ Φ(x, y) is harmonic in Dr. Again, the first Green’s formula implies
0 =
∫
∂Dr
Ψ(x,w) dσ(w) =
∫
∂D
Ψ(x,w) dσ(w) +
∫
∂B(x,r)
Ψ(x,w) dσ(w).
If w ∈ ∂B(x, r), then ν(z) is an outward pointing unit normal vector and
Ψ(x,w) =
1
ωd
〈ν(w), x− w〉
|x− w|d = −
1
ωdrd−1
.
Thus, we have ∫
∂D
Ψ(x,w) dσ(w) = 1.
Third, suppose x ∈ ∂D. Let us write∫
|x−w|>r
Ψ(x,w) dσ(w) =
∫
∂Dr
Ψ(x,w) dσ(w)−
∫
∂B(x,r)∩D
Ψ(x,w) dσ(w).
Once again, the first Green’s formula implies∫
Dr
Ψ(x,w) dσ(w) = 0.
Finally, we use Lemma 2.4 to obtain
lim
r→0
∫
|x−w|>r
Ψ(x,w) dσ(w) = lim
r→0
σ(∂B(x, r) ∩D)
σ(∂B(x, r))
=
1
2
.
This completes the proof.

Chapter 5
Boundary Integral Operators
In this chapter, our goal is to establish certain boundedness, existence and
compactness properties for the boundary integral operators K and K∗ which
are formally defined by
Kf(z) = p.v.
1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d f(w) dσ(w), z ∈ ∂D
and
K∗f(z) = p.v.
1
ωd
∫
∂D
〈ν(z), w − z〉
|w − z|d f(w) dσ(w), z ∈ ∂D.
To be precise, we will show that the corresponding maximal operators K∗
and (K∗)∗ are bounded on Lp(∂D). Then, by applying this observation, we
show that K and K∗ exist in Lp(∂D) and pointwise for almost everywhere on
∂D. Finally, we show that the operators K and K∗ are compact on Lp(∂D).
Throughout this chapter, we assume that D is a C1-domain and p ∈ (1,∞).
This chapter is divided into two sections. In section 5.1, we consider
the operators K and K∗ in a local setting. This means that we define and
study the corresponding operators in local coordinates. In fact, we will prove
that such operators satisfy the same boundedness, existence and compactness
properties that we wish to prove for the operators K and K∗. Because the
locally defined operators are mappings from Lp(Rd−1) to itself, we may apply
results obtained for the multi-dimensional singular integral operators.
In Section 5.2, we pass the properties of the locally defined operators to
the boundary integral operators K and K∗. Furthermore, we finally show
that K and K∗ are adjoints and we state a further result concerning com-
pactness of the operator K on a Sobolev-type space Lp1(∂D).
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5.1 Operators in local coordinates
In this section, we study operators that are closely related to the boundary
integral operators K and K∗. Before getting into details, let us take a closer
look at truncated operators Kε and K
∗
ε in local coordinates.
Because D is a C1-domain we may take a ball B such that
B ∩D = B ∩ {(x, t) : x ∈ Rd−1, t > ϕ(x)}
for some function ϕ ∈ C10(Rd−1). If we take two points z, w ∈ B ∩ ∂D for
which z 6= w, then in the local coordinates x, y ∈ Rd−1, we have represen-
tations z = (x, ϕ(x)) and w = (y, ϕ(y)). Now we are able to represent the
kernels of the boundary integral operators K and K∗ in the local coordinates
as follows:
Ψ(z, w) =
1
ωd
1√
1 + |∇ϕ(y)|2
ϕ(x)− ϕ(y)− 〈∇ϕ(y), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2
and
Ψ(w, z) =
1
ωd
1√
1 + |∇ϕ(x)|2
ϕ(y)− ϕ(x)− 〈∇ϕ(x), y − x〉
[|y − x|2 + (ϕ(y)− ϕ(x))2]d/2 .
These representations give us a reason to define kernels
k(x, y) :=
ϕ(x)− ϕ(y)− 〈∇ϕ(y), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2 (5.1)
and
k∗(x, y) =
ϕ(y)− ϕ(x)− 〈∇ϕ(x), y − x〉
[|y − x|2 + (ϕ(y)− ϕ(x))2]d/2 . (5.2)
Moreover, we define a set
E(x, ε) = {y ∈ Rd−1 : |x− y|2 + (ϕ(x)− ϕ(y))2 > ε2 }.
If the function f ∈ Lp(∂D) were compactly supported in B ∩ ∂D, then we
could represent the boundary integral operator K in the local coordinates:
Kf(x, ϕ(x)) =
1
ωd
∫
Rd−1
k(x, y)1E(x,ε)(y)f(y, ϕ(y)) dy.
By denoting
g(y) := f(y, ϕ(y))(1 + |∇ϕ(y)|2)1/2,
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we would obtain a representation also for the boundary integral operator K∗
in the local coordinates:
K∗f(x, ϕ(x)) = ω−1d (1 + |∇ϕ(x)|2)−1/2
∫
Rd−1
k∗(x, y)1E(x,ε)(y)g(y) dy.
The local representations for the boundary integral operators K and K∗
hint that to understand K and K∗, we have to study operators K˜ and K˜∗
determined by the truncations
K˜εf(x) :=
∫
Rd−1
k(x, y)1E(x,ε)(y)f(y) dy
and
K˜∗εf(x) :=
∫
Rd−1
k∗(x, y)1E(x,ε)(y)f(y) dy.
In fact, we will show that the operators K˜ and K˜∗ satisfy similar bounded-
ness, existence and compactness properties that we would like to establish
for the boundary integral operators K and K∗. In the next section, we will
show how these properties can be passed from the local setting into global
setting.
To study the operators K˜ and K˜∗, we introduce some notations. Suppose
ρ, ϕ ∈ C10(Rd−1) and let us denote m˜ := ‖∇ϕ‖∞ and m := ‖∇ρ‖∞. Also,
assume x ∈ Rd−1, ε > 0 and let us define sets
F(x, ε) = {y ∈ Rd−1 : |x− y| > ε }
and
Fm˜(x, ε) := {y ∈ Rd−1 : |x− y| > ε/
√
1 + m˜2 }.
We will be interested in operators having kernels of the type
τ(x, y) :=
ρ(x)− ρ(y)− 〈∇ρ(y), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2
=: τ ∗(y, x). (5.3)
Especially, due to Theorems 3.10 and 3.11, we already know that the maximal
operators T˜∗ and (T˜ ∗)∗ determined by truncations
T˜εf(x) =
∫
Rd−1
τ(x, y)1F(x,ε)(y)f(y) dy (5.4)
and
T˜ ∗ε f(x) =
∫
Rd−1
τ ∗(x, y)1F(x,ε)(y)f(y) dy, (5.5)
are bounded on Lp(Rd−1). We even know that the operator norms of T˜∗ and
(T˜ ∗)∗ depend on m such that the operator norm tends to zero as m tends to
zero. We formulate this observation below.
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Lemma 5.1. Suppose that the maximal operator T˜∗ is determined by either
(5.4) or (5.5). Then
‖T˜∗f‖Lp(Rd−1) ≤ Cm‖f‖Lp(Rd−1)
for every f ∈ Lp(Rd−1) and for a constant Cm > 0 that tends to zero as m
tends to zero.
We would like to prove a similar boundedness result concerning maximal
operators T∗ and (T ∗)∗ determined by truncations
Tεf(x) =
∫
Rd−1
τ(x, y)1E(x,ε)(y)f(y) dy (5.6)
and
T ∗ε f(x) =
∫
Rd−1
τ ∗(x, y)1E(x,ε)(y)f(y) dy. (5.7)
This is done in the following lemma.
Lemma 5.2. Suppose that the maximal operator T∗ is determined by either
(5.6) or (5.7). Then
‖T∗f‖Lp(Rd−1) ≤ Cm‖f‖Lp(Rd−1)
for every f ∈ Lp(Rd−1) and for a constant Cm > 0 that tends to zero as m
tends to zero.
Proof. Suppose that f ∈ Lp(Rd−1). For notational convinience, let us denote
E := E(x, ε), F := F(x, ε) and Fm˜ := Fm˜(x, ε). If we take y ∈ E , then we
may estimate
ε2 < |x− y|2 + (ϕ(x)− ϕ(y))2 ≤ (1 + m˜2)|x− y|2,
which implies E ⊂ Fm˜. This allows us to write
E = (Fm˜ ∩ F cm˜) ∪ (Fm˜ ∩ (Ec)c) = Fm˜ \ (Fm˜ ∩ Ec).
We use the triangle inequality to obtain
T∗f(x) ≤ sup
ε>0
∣∣∣∣∫F τ(x, y)f(y) dy
∣∣∣∣+ sup
ε>0
∣∣∣∣∫Fm˜∩Ec τ(x, y)f(y) dy
∣∣∣∣ .
The first term on the right-hand side of the above inequality equals to T˜∗f(x).
Furthermore, we may estimate∣∣∣∣∫Fm˜∩Ec τ(x, y)f(y) dy
∣∣∣∣ ≤ 2m( 1εd−1
∫
B(x,ε)
|f(y)| dy
)
.
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As a result, we have
T∗f(x) ≤ T˜∗f(x) + CmMf(x),
whereM is the Hardy-Littlewood maximal operator. Therefore, Minkowski’s
inequality, the boundedness of the Hardy-Littlewood maximal operator and
Lemma 5.1 imply that
‖T∗f‖Lp(Rd−1) ≤ ‖T˜∗f‖Lp(Rd−1) + Cm‖Mf‖Lp(Rd−1) ≤ Cm‖f‖Lp(Rd−1),
where the constant Cm > 0 tends to zero as m tends to zero.
From the above lemma, we see that the maximal operators K˜∗ and (K˜∗)∗
are bounded on Lp(Rd−1). Still, we wish to establish existence and compact-
ness properties for the operators K˜ and K˜∗. To succeed in this, we formulate
and prove the following lemma.
Lemma 5.3. Let G be a domain in Rd−1. Suppose that T is a singular
integral operator and {Tj}∞j=1 is a sequence of singular integral operators that
satisfies the following conditions:
(i) Operators Tj, j ∈ N, exist pointwise for almost everywhere in G.
(ii) There is a constant Cj > 0 such that
‖(T − Tj)∗f‖Lp(G) ≤ Cj‖f‖Lp(G)
for every f ∈ Lp(G) and the constant Cj tends to zero as j tends to
infinity.
Then the operator T exists in Lp(G) and pointwise for almost everywhere in
G. Furthermore, if operators Tj, j ∈ N, are compact on Lp(G), then the
operator T is also compact on Lp(G).
Proof. Suppose that x ∈ G and f ∈ Lp(G). According to assumption (i), we
have
Λ(Tjf)(x) := lim sup
ε→0
Tj,εf(x)− lim inf
ε→0
Tj,εf(x) = 0
for almost every x ∈ G. Then, we estimate
Λ(Tf)(x) = Λ((T − Tj)f)(x) ≤ 2(T − Tj)∗f(x).
Let λ > 0. Then, by arguing as in the proof of Theorem 3.1, we observe that
|{x ∈ G : Λ(Tf)(x) > λ }| ≤ Cj‖f‖pLp(G).
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Letting j tend to infinity, we get
Λ(Tf)(x) = 0
for almost every x ∈ G, which implies that the operator T converges point-
wise for almost everywhere in G. Moreover, Lemma 3.2 implies that the
operator T exists in Lp(G).
Finally, assume that {Tj}∞j=1 is a sequence of compact operators in Lp(G).
We estimate
‖(T − Tj)f‖Lp(G) ≤ ‖(T − Tj)∗f‖Lp(G) ≤ Cj‖f‖Lp(G).
Consequently, we have
‖T − Tj‖Lp(G) ≤ Cj → 0,
as j tends to infinity. Now, Theorem 2.7 implies that the operator T is
compact on Lp(G).
According to the above lemma, to prove existence and compactness prop-
erties for the operators K˜ and K˜∗, we have to construct sequences of compact
operators that converge respectively to K˜ and K˜∗ in the operator norm. To
construct such sequences, we introduce a lemma proven in Appendix.
Lemma 5.4. Let ϕ : Rd−1 → R be a continuously differentiable function
with a compact support. Then there are functions ψj ∈ C∞0 (Rd−1), j ∈ N,
such that the sequence {ψj}∞j=1 converges uniformly to ϕ and the sequence
{∇ψj}∞j=1 converges uniformly to ∇ϕ.
Remark 5.1. If the function ϕ is merely Lipschitz, then the above Lemma
does not hold. For this reason we fail to prove the compactness of the bound-
ary integral operators on Lipschitz domains that are not C1-domains. To see
that the above lemma does not hold for purely Lipschitz functions, consider
a function that is defined locally by ϕ(x) = |x|.
Now, suppose {ψj}∞j=1 is as in Lemma 5.4, fix j ∈ N and define kernels
kj(x, y) :=
ψj(x)− ψj(y)− 〈∇ψj(y), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2
=: k∗j (y, x).
The kernels kj and k
∗
j are weakly singular (see Appendix). Therefore, we
know that the operators
K˜jf(x) = lim
ε→0
∫
G
kj(x, y)1E(x,ε)(y)f(y) dy
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and
K˜∗j f(x) = lim
ε→0
∫
G
k∗j (x, y)1E(x,ε)(y)f(y) dy
exist pointwise for almost everywhere in a bounded domain G ⊂ Rd−1 and
they are compact on Lp(G). By denoting ρ := ϕ − ψj and recalling kernels
τ and τ ∗ that were defined by (5.3), we obtain
(K˜ε − K˜j,ε)f(x) =
∫
G
τ(x, y)1E(x,ε)(y)f(y) dy
and
(K˜∗ε − K˜∗j,ε)f(x) =
∫
G
τ ∗(x, y)1E(x,ε)(y)f(y) dy.
Then Lemma 5.2 implies
‖(K˜ − K˜j)∗f‖Lp(G) ≤ ‖(K˜ − K˜j)∗f‖Lp(Rd−1) ≤ Cj‖f‖Lp(G)
and
‖(K˜∗ − K˜∗j )∗f‖Lp(G) ≤ ‖(K˜∗ − K˜∗j )∗f‖Lp(Rd−1) ≤ Cj‖f‖Lp(G)
for every f ∈ Lp(G) and the constant Cj > 0 tends to zero as j tends to
infinity. Thus, we are ready to state the main results of this section.
Theorem 5.1. Let G be a bounded domain in Rd−1 and let p ∈ (1,∞). Then
the operator K˜ : Lp(G)→ Lp(G), determined by truncations
K˜εf(x) :=
∫
G
k(x, y)1E(x,ε)(y)f(y) dy, ε > 0,
where the kernel k is defined by (5.1), satisfies the following conditions:
(i) The maximal operator K˜∗ is bounded on Lp(G).
(ii) The operator K˜ exists in Lp(G) and pointwise for a.e. in G.
(iii) The operator K˜ is compact on Lp(G).
Theorem 5.2. Let G be a bounded domain in Rd−1 and let p ∈ (1,∞). Then
the operator K˜∗ : Lp(G)→ Lp(G), determined by truncations
K˜∗εf(x) :=
∫
G
k∗(x, y)1E(x,ε)(y)f(y) dy, ε > 0,
where the kernel k∗ is defined by (5.2), satisfies the following conditions:
(i) The maximal operator (K˜∗)∗ is bounded on Lp(G).
(ii) The operator K˜∗ exists in Lp(G) and pointwise for a.e. in G.
(iii) The operator K˜∗ is compact on Lp(G).
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5.2 Properties of boundary integral opera-
tors
In this section, we show that the boundary integral operators K and K∗
satisfy boundedness, existence and compactness properties. To do this, we
formulate and prove a lemma that allows us to pass the properties of the
operators K˜ and K˜∗ to the boundary integral operators K and K∗. Also, we
will find out that K and K∗ are adjoints and the operator K is compact on
the Sobolev-type space Lp1(∂D).
Before proceeding to the following lemma, the reader is advised to recall
Definition 2.3.
Lemma 5.5. Suppose that D is a C1-domain, p ∈ (1,∞) and let T be a
singular integral operator defined by
Tf(z) =
∫
∂D
Θ(z, w)f(w) dσ(w), z ∈ ∂D, f ∈ Lp(∂D),
where the kernel Θ satisfies the estimate
|Θ(z, w)| ≤ C|z − w|−d (5.8)
for every z, w ∈ ∂D for which z 6= w. Suppose that
F∂D = ({Bi}, {ϕi}, {pi}, {Ui})ni=1
is a family of local characteristics of the boundary ∂D and let Ti, i = 1, . . . , n,
be singular integral operators defined by
Tig(x) =
∫
Ui
Θ(pi(x), pi(y))g(y) dy, x ∈ Ui, g ∈ Lp(Ui).
Then the following statements hold:
(i) If for each i = 1, . . . , n, the maximal operator Ti,∗ satisfies the estimate
‖Ti,∗g‖Lp(Ui) ≤ C‖g‖Lp(Ui)
for every g ∈ Lp(Ui) and for some constant C > 0, then the maximal
operator T∗ is bounded on Lp(∂D).
(ii) If for each i = 1, . . . , n, the operator Ti exists in Lp(Ui) and pointwise
for almost everywhere in Ui, then the operator T exists in L
p(∂D) and
pointwise for almost everywhere on ∂D.
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(iii) If for each i = 1, . . . , n, the operator Ti is compact on Lp(U i), then the
operator T is compact on Lp(∂D).
Proof. First, let us make some observations that concern all the parts (i),(ii)
and (iii). There is a partition of unity {ζi}ni=1 subordinate to the cover
{Bi}ni=1. Therefore, we may write
Tεf(z) =
n∑
i=1
∫
∂D
Θε(z, w)(fζi)(w) dσ(w).
Let ({B}, {ϕ}, {p˜}, {U}) be one of the members of the family F∂D. By
observing that
supp(fζi) ⊂ Bi ∩ ∂D,
it suffices to assume f is compactly supported on B ∩ ∂D and w ∈ ∂D ∩B.
Let us write
Tεf(z) = Tεf(z)1Bc∩∂D(z) + Tεf(z)1B∩∂D(z) := T1,εf(z) + T2,εf(z)
If z ∈ Bc ∩ ∂D, then there is a number m > 0 such that |z − w| > m for
every w ∈ supp(f). As a result,
|Θ(z, w)1Bc∩∂D(z)| ≤ C <∞,
which means that T1 is a weakly singular integral operator. According to
results in Section 3.2, we know that T1,∗ is bounded on Lp(∂D), T1 exists
in Lp(∂D) and pointwise for almost everywhere on ∂D. Furthermore, T1
is compact on Lp(∂D). Therefore, it suffices to establish the corresponding
properties for the operator T2. This will be done below.
(i) If z ∈ B ∩ ∂D, then we may write z = p˜(x). Let us define a function
g(y) := (f ◦ p˜)(y)(1 + |∇ϕ(y)|2)1/2.
The function g satisfies an estimate
‖g‖pLp(U) ≤ C
∫
U
|(f ◦ p˜)(y)|p(1 + |∇ϕ(y)|2)1/2 dy
= C
∫
B∩∂D
|f(w)|p dσ(w)
= C‖f‖pLp(∂D).
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Also, we use the function g to write
T2,εf(z) =
∫
∂D
Θε(z, w)f(w) dσ(w)
=
∫
U
Θε(p˜(x), p˜(y))(f ◦ p˜)(y)(1 + |∇ϕ(y)|2)1/2 dy
=
∫
U
Θε(p˜(x), p˜(y))g(y) dy
= Tε(g ◦ p˜−1)(z).
Then, we are able to estimate
‖T2,∗f‖pLp(∂D) =
∫
B∩∂D
|T∗(g ◦ p˜−1)(z)|p dσ(z)
=
∫
U
|T∗g(x)|p(1 + |∇ϕ(x)|2)1/2 dx
≤ C‖T∗g‖pLp(U)
≤ C‖g‖pLp(U)
≤ C‖f‖pLp(∂D).
Finally, by applying Minkowski’s inequality, we get
‖T∗f‖Lp(∂D) ≤ ‖T1,∗f‖Lp(∂D) + ‖T2,∗f‖Lp(∂D) ≤ C‖f‖Lp(∂D).
(ii) Using the notations of the part (i), we may write
T2,εf(z) =
{ T2,εg(x), if z ∈ B ∩ ∂D
0, if z ∈ Bc ∩ ∂D.
Because the operator T exists pointwise for almost everywhere on U , then
the operator T2 exists pointwise for almost everywhere on ∂D. According to
part (i) and Lemma 3.2, the operator T2 exists also in L
p(∂D). From these
observations, we see that the operator T exists in Lp(∂D) and pointwise for
almost everywhere in ∂D.
(iii) Suppose {fj}∞j=1 is a bounded sequence of functions in Lp(∂D) with
compact support in B ∩ ∂D. Using the notations of the part (i), we write
T2fj(z) =
{ T gj(x), if z ∈ B ∩ ∂D
0, if z ∈ Bc ∩ ∂D.
We know that the operator T is compact on Lp(U). Therefore, there is
a subsequence {gjm}∞m=1 and function h˜ in Lp(U) such that
‖T gjm − h˜‖L2(U) → 0,
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as m tends to infinity. Then we define a function
h(z) =
{
h˜(x), if z ∈ B ∩ ∂D
0, if z ∈ Bc ∩ ∂D.
Finally, we see that there is a subsequence {fjm}∞m=1 such that
‖T2fjm − h‖Lp(∂D) → 0,
as m tends to infinity. We conclude that T2 is compact on L
p(∂D) and as a
result T is compact on Lp(∂D).
The above lemma was formulated with the operators K and K∗ in mind:
the kernels of K and K∗ satisfy the condition (5.8) and we see that
Ψε(p˜(x), p˜(y)) =
〈(ν ◦ p˜)(y), p˜(x)− p˜(y)〉
|p˜(x)− p˜(y)|d 1{|p˜(x)−p˜(y)|>ε}(p˜(y))
=
ϕ(x)− ϕ(y)− 〈∇ϕ(y), x− y〉
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2
1E(x,ε)(y)
= k(x, y)1E(x,ε)(y).
In a similar manner, we also see that
Ψε(p˜(y), p˜(x)) = k
∗(x, y)1E(x,ε)(y).
According to Theorems 5.1 and 5.2, we know that the operators K˜ and K˜∗
determined by truncations
K˜εg(x) =
∫
U
Ψε(p˜(x), p˜(y))g(y) dy
and
K˜∗εg(x) =
∫
U
Ψε(p˜(y), p˜(x))g(y) dy
satisfy boundedness, existence and compactness properties. Thus, Lemma
5.5 allows us to state the main results of this chapter.
Theorem 5.3. Let D be a C1-domain and let p ∈ (1,∞). Then the boundary
integral operator K : Lp(∂D)→ Lp(∂D) defined by
Kf(z) = p.v.
1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d f(w) dσ(w)
satisfies the following conditions:
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(i) The maximal operator K∗ is bounded on Lp(∂D).
(ii) The operator K exists in Lp(∂D) and pointwise for a.e. on ∂D.
(iii) The operator K is compact on Lp(∂D).
Theorem 5.4. Let D be a C1-domain and let p ∈ (1,∞). Then the boundary
integral operator K∗ : Lp(∂D)→ Lp(∂D) defined by
K∗f(z) = p.v.
1
ωd
∫
∂D
〈ν(z), w − z〉
|w − z|d f(w) dσ(w)
satisfies the following conditions:
(i) The maximal operator (K∗)∗ is bounded on Lp(∂D).
(ii) The operator K∗ exists in Lp(∂D) and pointwise for a.e. on ∂D.
(iii) The operator K∗ is compact on Lp(∂D).
With the help of the above theorems it can be seen that the boundary
integral operators K and K∗ are adjoints. This is proven below.
Theorem 5.5. Suppose that the numbers p, q ∈ (1,∞) are conjugate expo-
nents. Then K : Lp(∂D)→ Lp(∂D) and K∗ : Lq(∂D)→ Lq(∂D) are adjoint
operators.
Proof. Suppose f ∈ Lp(∂D) and g ∈ Lq(∂D). We use Fubini’s theorem to
see that
〈Kεf | g〉 =
∫
∂D
Kεf(z)g(z) dσ(z)
=
∫
∂D
(∫
∂D
Ψε(z, w)f(w) dσ(w)
)
g(z) dσ(z)
=
∫
∂D
f(w)
(∫
∂D
Ψε(z, w)g(z) dσ(z)
)
dσ(w)
=
∫
∂D
f(w)K∗εg(w) dσ(w)
= 〈f |K∗εg〉.
Because the operator K is bounded on Lp(∂D), by applying Ho¨lder’s inequal-
ity, we get
‖(Kf)g‖L1(∂D) ≤ ‖Kf‖Lp(∂D)‖g‖Lq(∂D) ≤ C‖f‖Lp(∂D)‖g‖Lq(∂D) <∞.
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As a result, the dominated convergence implies that
〈Kf | g〉 =
∫
∂D
Kf(z)g(z) dσ(z)
= lim
ε→0
∫
∂D
Kεf(z)g(z) dσ(z)
= lim
ε→0
〈Kεf | g〉.
In a similar manner, we deduce that
〈f |K∗g〉 = lim
ε→0
〈f |K∗εg〉.
Finally, by combining the above observations, we get
〈Kf | g〉 = 〈f |K∗g〉,
which completes the proof.
In the end of this section, we state a result concerning the compactness of
the boundary integral operator K on a Sobolev-type space Lp1(∂D). We need
this result in Chapter 7, where we consider the uniqueness of the Dirichlet
problem.
Before we are able to state the result, we have to define the space Lp1(∂D).
The definition of Lp1(∂D) requires a concept of weak derivatives.
Definition 5.1. Suppose that U ⊂ Rd−1 is a domain and p ∈ (1,∞). A
function f ∈ Lp(U) has weak derivatives, if for each j = 1, . . . , d − 1, there
exists a function gj ∈ Lp(∂D) such that the following property holds∫
U
φxjf dx = −
∫
U
φgj dx
for every φ ∈ C∞0 (Rd−1).
The above definition does not allow us to define weak derivatives of func-
tions that are defined on the boundary ∂D. However, if we take a cover
{Bi}ni=1 for ∂D as described in Lemma 2.2 and a partition of unity {ζi}ni=1
subordinate to the cover {Bi}ni=1, then for every f ∈ Lp(∂D), we can define
functions
(ζf)i(x) := ζi(x, ϕi(x))f(x, ϕi(x)).
Then we may test, whether these functions have weak derivatives in Rd−1.
Now, we define the space Lp1(∂D) that turns out to be a Banach space [8].
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Definition 5.2. Suppose that D is a C1-domain, let {Bi}ni=1 be a finite cover
of balls for ∂D, let {ζi}ni=1 be a partition of unity subordinate to the cover
{Bi}ni=1 and let p ∈ (1,∞). The space Lp1(∂D) consists of functions f that
belong to Lp(∂D) and for which the partial derivatives of (ζf)i exists in the
weak sense and ∇(ζf)i belongs to Lp(Rd−1) for every i = 1, . . . , n.
Theorem 5.6. The space Lp1(∂D) associated with a norm
‖f‖Lp1(∂D) = ‖f‖Lp(∂D) +
n∑
i=1
‖∇(ζ˜if)‖Lp(Rd−1)
is a Banach space. Furthermore, the norms associated to the different cov-
erings and partition of unities are equivalent.
Finally, we state the desired result. A proof can be found on [8].
Theorem 5.7. Let D be a C1-domain and let p ∈ (1,∞). The boundary
integral operator K : Lp1(∂D)→ Lp1(∂D),
Kf(z) = p.v.
1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d f(w) dσ(w)
is well-defined and compact.
Chapter 6
Boundary Values of the Layer
Potentials
In this chapter, we study boundary values of the layer potentials. To be
precise, we study boundary values of the double layer potential and the
normal derivative of the single layer potential. The boundary values of the
single layer potential were already discussed in Chapter 4.
The reason why we discuss the double layer potential and the normal
derivative of the single layer potential in the same context is that both of
them satisfy certain jump relations. We are interested in these jump relations
because they determine boundary values of the double layer potential and
the normal derivative of the single layer potential. To be able to establish the
jump relations, we need the concept of the non-tangential maximal function.
Definition 6.1. Suppose that D is a C1-domain and {Γα} is a family of
cones for ∂D with a fixed aperture α ∈ (0, 1). Also, suppose that δ > 0
and let u be a function defined in a domain D. The interior non-tangential
maximal function of u is defined by
ui∗(z) = sup{|u(x)| : x ∈ D, |x− z| < δ, x ∈ Γiα(z) }, z ∈ ∂D.
Similarly, the exterior non-tangential maximal function of u is defined by
ue∗(z) = sup{|u(x)| : x ∈ Rd \D, |x− z| < δ, x ∈ Γeα(z) }, z ∈ ∂D.
The boundedness of the non-tangential maximal functions for the double
layer potential and for the gradient of the single layer potential play a crucial
role when we establish jump relations. Consequently, the following sections
will obey the following pattern: we first establish the boundedness result for
the non-tangential maximal functions. After that we apply the boundedness
result to obtain the jump relations.
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6.1 Boundary values of the double layer po-
tential
We begin this section by showing that the non-tangential maximal function
of the double layer potential is bounded.
Theorem 6.1. Suppose that D is a C1-domain and {Γα} is a family of cones
for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and f ∈ Lp(∂D).
Then there is a number δ > 0 such that the non-tangential maximal function
(Kf)i∗(z) = {|Kf(x˜)| : x˜ ∈ D, |x˜− z| < δ, x˜ ∈ Γiα(z) }
is bounded on Lp(∂D). In other words, the non-tangential maximal function
satisfies the estimate
‖(Kf)i∗‖Lp(∂D) ≤ C‖f‖Lp(∂D)
for some constant C > 0 that is independent of the function f .
Proof. Suppose that z ∈ ∂D and r > 0. For notational convenience, we
define a non-tangential approach region
Rα(z, r) := {x˜ ∈ Rd−1 : x˜ ∈ D, |x˜− z| < r, x˜ ∈ Γα(z) }.
Because D is a C1-domain, then due to Lemma 2.2, there is a finite cover of
balls {B(zi, δi)}ni=1 and functions ϕi ∈ C10(Rd−1), i = 1, . . . , n, such that
B(zi, 4δi) ∩D = B(zi, 4δi) ∩ {(x, t) : x ∈ Rd−1, t > ϕi(x) }
and
‖∇ϕi‖∞ < α
6
for every i = 1, . . . , n. Furthermore, due to Theorem 2.1, there is a partition
of unity {ζi}ni=1 subordinate to the cover {B(zi, δi)}ni=1, which allows us to
estimate
(Kf)∗(z) ≤
n∑
i=1
(K(ζif))∗(z). (6.1)
From the estimate (6.1), we see that it suffices to consider the bound-
edness of the non-tangential maximal function for a fixed i ∈ {1, . . . , n }.
Therefore, we denote ϕ := ϕi and B := B(zi, δi). We can also assume that
the function f is compactly supported in B because ζi is compactly supported
in B. Now, we select δ = min{ δi : i = 1, . . . , n } and then we write
(Kf)∗(z) = (Kf)∗(z)1(3B)c∩∂D(z) + (Kf)∗(z)13B∩∂D(z).
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Suppose that z ∈ (3B)c ∩ ∂D and x˜ ∈ Rα(z, δ). If w ∈ B, then we know
that |x˜− w| > δ, which implies
|Kf(x˜)| ≤ 1
ωd
∫
B∩∂D
∣∣∣∣〈ν(w), x˜− w〉|x˜− w|d
∣∣∣∣ |f(w)| dσ(w) ≤ C‖f‖Lp(∂D).
As a result, we have
‖(Kf)∗1(3B)c∩∂D‖Lp(∂D) ≤ C‖f‖Lp(∂D). (6.2)
Suppose that z ∈ 3B ∩ ∂D and x˜ ∈ Rα(z, δ). Then z = (x0, ϕ(x0)) for
some x0 ∈ Rd−1. Also, we know that x˜ ∈ 4B ∩ D, which means we have
a representation x˜ = (x, t), where x ∈ Rd−1 and t > ϕ(x). The condition
x˜ ∈ Γα(z) implies that
t− ϕ(x0)− 〈∇ϕ(x0), x− x0〉
(1 + |∇ϕ(x0)|2)1/2 > α
[|x− x0|2 + (t− ϕ(x0))2]1/2 .
From this we see that
t− ϕ(x0) > α
(
1 + |∇ϕ(x0)|2
)1/2 [|x− x0|2 + (t− ϕ(x0))2]1/2
+ 〈∇ϕ(x0), x− x0〉
≥ α|x− x0| − |〈∇ϕ(x0), x− x0〉|
> 5
6
α|x− x0|.
The above observations give us a reason to define a set
R˜α(x0) := {(x, t) : x ∈ Rd−1, t > ϕ(x), t− ϕ(x0) > 56α|x− x0| }
because then we can write Rα(z, δ) ⊂ R˜α(x0).
Let us write the double layer potential in local coordinates:
Kf(x˜) = 1
ωd
∫
∂D
〈ν(w), x˜− w〉
|x˜− w|d f(w) dσ(w)
=
1
ωd
∫
Rd−1
t− ϕ(y)− 〈∇ϕ(y), x− y〉
[|x− y|2 + (t− ϕ(y))2]d/2 f(y, ϕ(y)) dy.
By adopting notations
k(x, t; y) :=
t− ϕ(y)− 〈∇ϕ(y), x− y〉
[|x− y|2 + (t− ϕ(y))2]d/2 and g(y) := ω
−1
d f(y, ϕ(y))
we can write
Kf(x˜) =
∫
Rd−1
k(x, t; y)g(y) dy =: Tg(x, t).
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Furthermore, we estimate
(Kf)∗(z) = sup{|Kf(x˜)| : x˜ ∈ Rα(z, δ) }
≤ sup{|Tg(x, t)| : (x, t) ∈ R˜α(x0)}
=: T∗g(x0).
The above estimate hints that the boundedness of the maximal operator T∗
might imply the boundedness of the non-tangential operator (Kf)∗.
We show that the operator T∗ satisfies the estimate
‖T∗g‖Lp(Rd−1) ≤ C‖g‖Lp(Rd−1)we
for every locally integrable function g ∈ Lp(Rd−1) and for some C > 0. Let
us denote λ := max{3|x− x0|, t−ϕ(x0)} and suppose (x, t) ∈ R˜α(x0). Then
we write
Tg(x, t) =
∫
|x0−y|≤λ
k(x, t; y)g(y) dy +
∫
|x0−y|>λ
k(x, t; y)g(y) dy
=: I1 + I2.
First, we estimate the integral I1. Therefore, assume |x0−y| ≤ λ. Because
(x, t) ∈ R˜α(x0), we have an estimate
|x− x0| ≤ 6
5α
(t− ϕ(x0)).
Then, because α ∈ (0, 1), we see that
λ = max{3|x− x0|, t− ϕ(x0)} ≤ 18
5α
(t− ϕ(x0)),
which implies
t− ϕ(x0) ≥ 5α
18
λ. (6.3)
By applying the triangle inequality, the estimate (6.3) and assumptions, we
get
t− ϕ(y) ≥ (t− ϕ(x0))− |ϕ(x0)− ϕ(y)| ≥ 5α
18
λ− α
6
|x0 − y| ≥ α
9
λ.
Furthermore, we estimate
|t− ϕ(y)| ≤ (t− ϕ(x0)) + |ϕ(x0)− ϕ(y)| ≤
(
1 +
α
6
)
λ
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and
|〈∇ϕ(y), x− z〉| ≤ α
6
(|x− x0|+ |x0 − z|) ≤ α
3
λ.
Now, by using the above observations, we see that
|k(x, t; y)| = |t− ϕ(y)− 〈∇ϕ(y), x− y〉|
[|x− y|2 + (t− ϕ(y))2]d/2. ≤
Cλ
(t− ϕ(y))d ≤ Cλ
1−d.
Consequently, we have
|I1| ≤
∫
B(x0,λ)
|k(x, t; y)||g(y)| dy ≤ CMg(x0).
Second, we estimate the integral I2. Let us write
I2 =
∫
|x0−y|>λ
(k(x, t; y)− k(x0, t; y))g(y) dy
+
∫
|x0−y|>λ
(k(x0, t; y)− k(x0, ϕ(x0); y))g(y) dy
+
∫
|x0−y|>λ
k(x0, ϕ(x0); y)g(y) dy
=: J1 + J2 + J3.
To estimate the integral J1, we first apply the mean value theorem and
then we use the properties of the maximal operators that were introduced in
Section 2.3. According to the mean value theorem, there exists a vector
ξ = x0 + s(x− x0), 0 < s < 1,
such that
|k(x, t; y)− k(x0, t; y)| = |∇xk(ξ, t; y)||x− x0|. (6.4)
For this reason, let us differentiate
∇xk(x, t; y) = ∇ϕ(y)
[|x− y|2 + (t− ϕ(y))2]d/2
− d(t− ϕ(y))(x− y)
[|x− y|2 + (t− ϕ(y))2]d/2+1
+
d〈∇ϕ(y), x− y〉(x− y)
[|x− y|2 + (t− ϕ(y))2]d/2+1
.
With simple arguments, we estimate
|∇xk(x, t; y)| ≤ C
[|x− y|2 + (t− ϕ(y))2]−d/2 ≤ C|x− y|−d. (6.5)
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Furthermore, we notice
|x0 − y| = |ξ − y − s(x− x0)| ≤ |ξ − y|+ |x− x0| ≤ |ξ − y|+ 1
3
|x0 − y|,
which implies
|ξ − y| ≥ 2
3
|x0 − y|. (6.6)
Then, by using estimates (6.4), (6.5) and (6.6), we obtain
|k(x, t; y)− k(x0, t; y)| = C|x− x0||ξ − y|d ≤
C|x− x0|
|x0 − y|d .
Before proceeding, recall notations and definitions concerning maximal
operators in Section 2.3. Assume xˆ ∈ Rd−1 and let us define a kernel
N(xˆ) = |xˆ|−d1B(0,1)c(xˆ).
The kernel N has a radially decreasing majorant
N0(xˆ) = N(xˆ) + 1B(0,1)(xˆ)
that is continuous and integrable in Rd−1. Thus, according to Theorem 2.11,
we have an estimate
sup
ε>0
(Nε ∗ |g|)(xˆ) ≤ CMg(xˆ).
Before estimating the absolute value of the integral J1, we make one more
observation, that is
1B(x0,λ)c(y) = 1B(0,1)c
(y − x0
λ
)
.
Now, we are ready to estimate the integral J1:
|J1| ≤
∫
B(x0,λ)c
|k(x, t; y)− k(x0, t, y)||g(y)| dy
≤ C|x− x0|
∫
Rd−1
|y − x0|−d1B(x0,λ)c(y)|g(y)| dy
= C
( |x− x0|
λ
)∫
Rd−1
1
λd−1
∣∣∣∣y − x0λ
∣∣∣∣−d 1B(0,1)c(y − x0λ )|g(y)| dy
≤ C
∫
Rd−1
Nλ(y − x0)|g(y)| dy
≤ C sup
λ>0
(Nλ ∗ |g|)(x0)
≤ CMg(x0).
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To estimate the integral J2 we deduce similarly as above: according to
the mean value theorem, there exists a number η between t and ϕ(x0) such
that
|k(x0, t; y)− k(x0, ϕ(x0); y)| ≤ |∂tk(x0, η; y)|(t− ϕ(x0)). (6.7)
By differentiating and then by estimating, we find out that
|∂tk(x0, t; y)| ≤ C
[|x0 − y|2 + (t− ϕ(y))2]−d/2 ≤ C|x0 − y|−d. (6.8)
Then we combine estimates (6.7) and (6.8) to obtain
|k(x0, t; y)− k(x0, ϕ(x0); y)| ≤ C t− ϕ(x0)|x0 − y|d .
We are ready to estimate the integral J2:
|J2| ≤
∫
B(x0,λ)c
|k(x0, t; y)− k(x0, ϕ(x0); y)||g(y)| dy
≤ C(t− ϕ(x0))
∫
Rd−1
|y − x0|−d1B(x0,λ)c(y)|g(y)| dy
= C
(
t− ϕ(x0)
λ
)
(Nλ ∗ |g|)(x0)
≤ C sup
λ>0
(Nλ ∗ |g|)(x0)
≤ CMg(x0).
To estimate the integral J3, we write
J3 =
∫
Rd−1
τ(x0, y)1F(x0,λ)(y)g(y) dy =: T̂λg(x0).
Here, we have used notations from Chapter 5 and we have denoted
τ(x0, y) :=
ϕ(x0)− ϕ(y)− 〈∇ϕ(y), x0 − y〉
[|x0 − y|2 + (ϕ(x0)− ϕ(y))2]d/2 .
Hence, according to Lemma 5.1, the maximal operator T̂∗ is bounded and
moreover, the integral J3 is majorized by T̂∗.
By combining the estimates for the integrals J1, J2 and J3, we are able
to estimate the integral I2 as follows
|I2| ≤ C(Mg(x0) + T̂∗g(x0)).
Likewise, by combining estimates for the integrals I1 and I2, we obtain
|Tg(x, t)| ≤ |I1|+ |I2| ≤ C(Mg(x0) + T̂∗g(x0)),
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which implies
T∗g(x0) ≤ C(Mg(x0) + T̂∗g(x0)).
By applying Minkowski’s inequality and the boundedness of the maximal
operators M and T̂∗, we see that
‖T∗g‖Lp(Rd−1) ≤ C‖g‖Lp(Rd−1)
for some constant C > 0.
We have nearly finished the proof because the boundedness of the maxi-
mal operator T∗ allows us to deduce:
‖(Kf)∗13B∩∂D‖pLp(∂D) =
∫
∂D
|(Kf)∗(z)|p13B∩∂D(z) dσ(z)
≤ C
∫
Rd−1
|T∗g(x0)|p dx0
= C‖T∗g‖pLp(Rd−1)
≤ C‖g‖p
Lp(Rd−1)
≤ C‖f‖pLp(∂D).
Finally, by combining the above estimate and the estimate (6.2), we conclude
that there is a constant C > 0 such that
‖(Kf)∗‖Lp(∂D) ≤ C‖f‖Lp(∂D).
This completes the proof.
We note that the above proof applies also for the non-tangential maximal
functions of the single layer potential. Thus, we get the following theorem.
Theorem 6.2. Suppose that D is a C1-domain and {Γα} is a family of cones
for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and f ∈ Lp(∂D).
Then there is a number δ > 0 such that the interior non-tangential maximal
function
(Sf)i∗(z) = {|Sf(x˜)| : x˜ ∈ D, |x˜− z| < δ, x˜ ∈ Γiα(z) }
and the exterior non-tangential maximal function
(Sf)e∗(z) = {|Sf(x˜)| : x˜ ∈ Rd \D, |x˜− z| < δ, x˜ ∈ Γeα(z) }
are bounded on Lp(∂D). In other words, the non-tangential maximal func-
tions satisfy estimates
‖(Sf)i∗‖Lp(∂D) ≤ C‖f‖Lp(∂D) and ‖(Sf)e∗‖Lp(∂D) ≤ C‖f‖Lp(∂D)
for some constant C > 0 that is independent of the function f .
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For the next proof, we establish some notations.
Notation 6.1. Suppose that {Γα} is a family of cones for ∂D with a fixed
aperture α ∈ (0, 1) and suppose that u is a function defined in Rd \ ∂D. If
z ∈ ∂D, then we use the following notations:
lim sup
x→z
x∈Γiα(z)
u(x) := lim
δ→0
(
sup{u(x) : x ∈ D, |x− z| < δ, x ∈ Γiα(z) }
)
;
lim sup
x→z
x∈Γeα(z)
u(x) := lim
δ→0
(
sup{u(x) : x ∈ Rd \D, |x− z| < δ, x ∈ Γeα(z) }
)
.
Notations for infimum are defined similarly.
With the help of Theorem 6.1, we prove the jump relation for the double
layer potential.
Theorem 6.3. Suppose D is a C1-domain and {Γα} is a family of cones for
∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and f ∈ Lp(∂D).
Then the double layer potential satisfies the jump relation
lim
x→z
x∈Γiα(z)
Kf(x) = (1
2
I +K)f(z) (6.9)
for almost every z ∈ ∂D.
Proof. We prove this theorem in three stages. First, let us assume that
f ∈ C1(∂D). Let {xj}∞j=1 be a sequence in Γiα(z) converging to z ∈ ∂D.
According to Lemma 4.2, we may write
Kf(xj) = f(z) +
∫
∂D
Ψ(xj, w)(f(w)− f(z)) dσ(w).
Because f ∈ C1(∂D), there is a constant C > 0 such that
|f(w)− f(z)| ≤ C|w − z|.
If we assume that j is large, then we may apply Lemma 2.3 and we obtain
|Ψ(xj, w)||f(w)− f(z)| ≤ C |w − z||xj − w|d−1 ≤ C|w − z|
2−d.
Now, due to the dominated convergence theorem, we have
lim
x→z
x∈Γiα(z)
Kf(x) = f(z) +
∫
∂D
Ψ(z, w)(f(w)− f(z)) dσ(w)
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for almost every z ∈ ∂D. On the other hand, the dominated convergence
theorem can be used to deduce∫
∂D
Ψ(z, w)(f(w)− f(z)) dσ(w) = lim
ε→0
∫
∂D
Ψε(z, w)(f(w)− f(z)) dσ(w).
By recalling the definition of the operator K and Lemma 4.2 and then using
the above identities, we get
lim
x→z
x∈Γiα(z)
Kf(x) = (1
2
I +K
)
f(z).
Second, assume f ∈ Lp(∂D). Because C1(∂D) is a dense subspace of
Lp(∂D), there is a sequence of functions {fj}∞j=1 in C1(∂D) such that it con-
verges to f in Lp(∂D). We already know that functions Kfj have pointwise
limits for almost everywhere in ∂D. Thus,
Λ(Kfj)(z) = lim sup
x→z
x∈Γiα(z)
(Kfj)(x)− lim infx→z
x∈Γiα(z)
(Kfj)(x) = 0
for almost every z ∈ ∂D. By using the above observation, we estimate
Λ(Kf)(z) ≤ 2(K(f − fj))∗(z).
Now, the boundedness of the non-tangential maximal function of Kf and
similar arguments as in Theorem 3.1 imply that non-tangential limits of Kf
exist for almost everywhere on ∂D.
Third, we ensure that (6.9) holds also when f ∈ Lp(∂D). For this reason,
let us define a sequence of function {uj}∞j=1 on ∂D by writing
uj(z) =
1
2
(fj(z)− f(z)) + (Kfj(z)−Kf(z))
+ lim
x→z
x∈Γiα(z)
(Kf(x)−Kfj(x)).
The operators K and (Kf)∗ are bounded on Lp(∂D). Therefore,
‖uj‖Lp(∂D) ≤ C‖f − fj‖Lp(∂D) → 0,
as j tends to infinity. Hence, there is a subsequence {unk}∞k=1 that converges
to zero for almost every z ∈ ∂D. The functions uj were defined so that we
could write
lim
x→z
x∈Γiα(z)
Kf(x) = 1
2
f(z) +Kf(z) + ujk(z).
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Finally, letting k tend to infinity, we have
lim
x→z
x∈Γiα(z)
Kf(x) = 1
2
f(z) +Kf(z)
for almost every z ∈ ∂D.
To the end of this section, we state a further result that we need in order
to prove the uniqueness of the Dirichlet problem. For a proof, we refer to [8].
Theorem 6.4. Suppose that D is a C1-domain and {Γα} is a family of
cones for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and
f ∈ Lp1(∂D). Then then there is a number δ > 0 such that the non-tangential
maximal function
(∇Kf)i∗(z) = sup{|∇Kf(x)| : x ∈ D, |x− z| < δ, x ∈ Γiα(z) }
satisfies the estimate
‖(∇Kf)i∗‖Lp(∂D) ≤ C‖f‖Lp1(∂D)
for some constant C > 0 that is independent of the function f .
6.2 Normal derivative of the single layer po-
tential
We begin by stating a boundedness result for the non-tangential maximal
functions of the gradient of the single layer potential. We omit the proof
because it is similar to that of Theorem 6.1.
Theorem 6.5. Suppose that D is a C1-domain and {Γα} is a family of
cones for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and
f ∈ Lp(∂D). Then there is a number δ > 0 such that that the interior
non-tangential maximal function
(∇Sf)i∗(z) = sup{|∇Sf(z)| : x ∈ D, |x− z| < δ, x ∈ Γiα(z) }
and the exterior non-tangential maximal function
(∇Sf)e∗(z) = sup{|∇Sf(z)| : x ∈ Rd \D, |x− z| < δ, x ∈ Γeα(z) }
are bounded on Lp(∂D). In other words, the non-tangential maximal func-
tions satisfy the estimates
‖(∇Sf)i∗‖Lp(∂D) ≤ C‖f‖Lp(∂D) and ‖(∇Sf)e∗‖Lp(∂D) ≤ C‖f‖Lp(∂D)
for some constant C > 0 that is independent of the function f .
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We will use Theorem 6.5 to establish jump relations for the normal deriva-
tive of the single layer potential. However, we first consider the following
lemma, in which we will use notations of Theorem 6.1. Especially, recall the
notation
Rα(z, r) := {x˜ ∈ Rd−1 : x˜ ∈ D, |x˜− z| < r, x˜ ∈ Γiα(z) }.
Lemma 6.1. Suppose that D is a C1-domain and {Γα} is a family of cones
for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞), suppose that a
function % belongs to L∞(∂D,Rd) and T is an integral operator defined by
T %(x˜) :=
∫
∂D
〈%(w), x˜− w〉
|x˜− w|d dσ(w), x˜ ∈ D.
Then there is a number δ > 0 such that the non-tangential maximal function
(T %)i∗(z) = sup{|(T %)(x˜)| : x˜ ∈ Rα(z, δ)}
satisfies the estimate
‖(T %)∗‖Lp(∂D) ≤ C‖%‖∞
for some constant C > 0 that is independent of the function %.
Proof. Suppose that z ∈ ∂D. There is a finite cover of balls {B(zi, δi)}ni=1
for ∂D and functions ϕi ∈ C∞0 (Rd−1), i = 1, . . . , n, such that
B(zi, 4δi) ∩D = B(zi, 4δi) ∩ {(x, t) : x ∈ Rd−1, t > ϕi(x) }
and
‖∇ϕi‖∞ < α
6
for every i = 1, . . . , n. Furthermore, there is a partition of unity {ζi}ni=1
subordinate to the cover {B(zi, δi)}ni=1, which allows us to estimate
(T %)∗(z) ≤
∞∑
i=1
(T (%ζi))∗(z).
We fix i ∈ {1, . . . , n} and denote B := B(zi, δi) and ϕ := ϕi. Then we
may assume that the function % is compactly supported in B. We select
δ := min{δi : i = 1, . . . , n}.
Suppose that z ∈ (3B)c ∩ ∂D and x˜ ∈ Rα(z, δ). Then
|(T %)(x˜)| ≤
∫
∂D
∣∣∣∣〈%(w), x˜− w〉|x˜− w|d
∣∣∣∣ dσ(w) ≤ 1δd−1
∫
∂D
|%(w)| dσ(w) ≤ C‖%‖∞.
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As a result
‖(T %)∗1(3B)c∩∂D‖Lp(∂D) ≤ C‖%‖∞.
Suppose that z ∈ 3B ∩ ∂D and x˜ ∈ Rα(z, δ). Then we are able to denote
z = (x0, ϕ(x0)) and x˜ = (x, t), where x ∈ Rd−1 and t > ϕ(x). Also, let us
denote % := (%1, . . . , %d) and
Am(x, t; y) :=
{
xm − ym, if m = 1, . . . , d− 1
t− ϕ(y), if m = d.
By using the above notations, we define kernels
km(x, t; y) =
Am(x, t; y)
[|x− y|2 + (t− ϕ(y))2]d/2
and functions
gm(y) := %m(y, ϕ(y))(1 + |∇ϕ(y)|2)1/2
for every m = 1, . . . , d. These definitions allow us to write
T %(x˜) =
∫
∂D
〈%(w), x˜− w〉
|x˜− w|d dσ(w)
=
d∑
m=1
∫
Rd−1
km(x, t; y)gm(y) dy
=:
d∑
m=1
Tmgm(x, t).
Furthermore, we have
(T %)∗(z) ≤
d∑
m=1
sup{|Tmgm(x, t)| : (x, t) ∈ R˜α(x0)}
=:
d∑
m=1
T˜mgm(x0).
Assume that g ∈ Lp(Rd−1) and g is compactly supported in Rd−1. We
show that
‖T˜mg‖Lp(Rd−1) ≤ C‖g‖Lp(Rd−1)
for every m = 1, . . . , d for some constant C > 0. By arguing in a similar
manner as in the proof of Theorem 6.1, we deduce
T˜mg(x0) ≤ CMg(x0) + sup
λ>0
∣∣∣∣∫|y−x0|>λ km(x0, ϕ(x0); y)g(y) dy
∣∣∣∣ .
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By denoting
Bm(x) =
{
xm, if m = 1, . . . , d− 1
ϕ(x), if m = d,
we see that
km(x0, ϕ(x0); y) =
Bm(x0)−Bm(y)
[|x0 − y|2 + (ϕ(x0)− ϕ(y))2]d/2
.
According to Theorem 3.10, maximal operators defined by
T̂m,∗g(x0) := sup
λ>0
∣∣∣∣∫|y−x0|>λ km(x0, ϕ(x0); y)g(y) dy
∣∣∣∣
are bounded on Lp(Rd−1). Consequently, we get
‖T˜mg‖Lp(Rd−1) ≤ C‖Mg‖Lp(Rd−1) + ‖T̂m,∗g‖Lp(Rd−1) ≤ C‖g‖Lp(Rd−1).
Finally, we see that
‖(T %)∗13B∩∂D‖Lp(∂D) ≤ C
d∑
m=1
‖T˜mgm‖Lp(Rd−1) ≤ C‖%‖∞.
This completes the proof.
With the help of the boundedness of the non-tangential maximal functions
and the above lemma, we prove the jump relations for the normal derivative
of the single layer potential.
Theorem 6.6. Suppose that D is a C1-domain and {Γα} is a family of cones
for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and f ∈ Lp(∂D).
Then the normal derivative of the single layer potential satisfies the following
jump relations:
(i) For almost every z ∈ ∂D
lim
x→z
x∈Γiα(z)
〈ν(z),∇Sf(x)〉 = −(1
2
I −K∗)f(z).
(ii) For almost every z ∈ ∂D
lim
x→z
x∈Γeα(z)
〈ν(z),∇Sf(x)〉 = −(1
2
I +K∗)f(z).
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Proof. Proofs of the parts (i) and (ii) are similar [8]. Therefore, we consider
only the part (i). Furthermore, it suffices to assume that a density f belongs
to C1(∂D) because we can argue as in the proof of Theorem 6.3.
Suppose that x ∈ D, z ∈ ∂D and recall from the Chapter 4 that
〈ν(z),∇Sf(x)〉 = 1
ωd
∫
∂D
〈ν(z), w − x〉
|w − x|d f(w) dσ(w).
Let us define functions
u1(x) =
1
ωd
∫
∂D
〈ν(z), w − x〉
|w − x|d (f(w)− f(z)) dσ(w)
and
u2(x) =
1
ωd
∫
∂D
〈ν(z)− ν(w), w − x〉
|w − x|d dσ(w).
With the help of these functions and Lemma 4.2, we write
〈ν(z),∇Sf(x)〉 = u1(x) + f(z)u2(x)− f(z). (6.10)
Similar arguments as in the proof of Theorem 6.3 yield
lim
x→z
x∈Γiα(z)
u1(x) = K
∗f(z)− f(z)
(
lim
ε→0
∫
∂D
Ψε(w, z) dσ(w)
)
. (6.11)
The function z 7→ ν(z) is continuous on ∂D. Therefore, there is a se-
quence {νj}∞j=1 in C1(∂D,Rd) that converges uniformly to ν. Now, we write
the function u2 in the form:
u2(x) =
1
ωd
〈
ν(z)− νj(z),
∫
∂D
w − x
|w − x|d dσ(w)
〉
− 1
ωd
∫
∂D
〈ν(w)− νj(w), x− w〉
|x− w|d dσ(w)
+
1
ωd
∫
∂D
〈νj(z)− νj(w), w − x〉
|w − x|d dσ(w)
=: v1,j(x) + v2,j(x) + v3,j(x).
First, let us establish pointwise convergence of the last term for a fixed
j ∈ N. We know that vector νj satisfies Lipschitz condition and we can also
apply Lemma 2.3. Hence, we may estimate∣∣∣∣〈νj(z)− νj(w), w − x〉|w − x|d
∣∣∣∣ ≤ C|x− w|2−d ≤ C|z − w|2−d.
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The above estimate justifies the use of the dominated convergence theorem.
As a consequence, we get
lim
x→z
x∈Γiα(z)
v3,j(x) =
1
ωd
∫
∂D
〈νj(z)− νj(w), w − z〉
|w − z|d dσ(w)
for almost every z ∈ ∂D. Moreover, the existence of the pointwise limits
imply that
Λ(v3,j)(z) = lim sup
x→z
x∈Γiα(z)
v3,j(x)− lim infx→z
x∈Γiα(z)
v3,j(x) = 0
for almost every z ∈ ∂D.
Next, we prove pointwise convergence of the function u2. Let us denote
g ≡ 1 on ∂D. Then, by applying Theorem 6.5, we estimate
‖(ν − νj)(∇Sg)∗‖Lp(∂D) ≤ ‖ν − νj‖∞‖(∇Sg)∗‖Lp(∂D) ≤ C‖ν − νj‖∞.
Consequently, the sequence {|ν−νj|(∇Sg)∗}∞j=1 converges to zero in Lp(∂D).
In a similar manner, using Lemma 6.1, we are able to estimate
‖(v2,j)∗‖Lp(∂D) ≤ C‖ν − νj‖∞.
These observations imply the existence of the subsequences
{|ν − νjk |(∇Sg)∗}∞k=1 and {(v2,jk)∗}∞k=1 (6.12)
which converge pointwise to zero for almost everywhere on ∂D. Then, by
estimating
Λ(u2)(z) ≤ Λ(v1,jk)(z) + Λ(v2,jk)(z)
≤ |ν(z)− νjk(z)|(∇Sg)∗(z) + (v2,jk)∗(z)
and using the pointwise convergence of sequences (6.12), we deduce that
Λ(u2)(z) = 0
for almost every z ∈ ∂D.
We know even more, because for almost every z ∈ ∂D, we have
Λ(v1,j + v2,j)(z) = Λ(u2 − v3,j)(z) ≤ Λ(u2)(z) + Λ(v3,j)(z) = 0.
Therefore, we can define a function
Vj(z) := limx→z
x∈Γiα(z)
(v1,j + v2,j)(x)
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and then estimate by using Minkowski’s inequality
‖Vj‖Lp(∂D) ≤ ‖(ν − νj)(∇Sg)∗ + (v2,j)∗‖Lp(∂D) ≤ C‖ν − νj‖∞.
With similar arguments as before, we are able to find a subsequence {Vjk}∞k=1
that converges to zero for almost everywhere on ∂D.
Now, we are ready to approach the boundary:
lim
x→z
x∈Γiα(z)
u2(x) = Vjk(z) + limx→z
x∈Γiα(z)
v3,jk(x)
= Vjk(z) +
1
ωd
∫
∂D
〈νjk(z)− νjk(w), w − z〉
|w − z|d dσ(w).
By letting k tend to infinity and then using the dominated convergence the-
orem and Lemma 4.2, we get
lim
x→z
x∈Γiα(z)
u2(x) =
1
2
+ lim
ε→0
∫
∂D
Ψε(w, z) dσ(w). (6.13)
Finally, by combining results (6.10), (6.11) and (6.13), we obtain
lim
x→z
x∈Γiα(z)
〈ν(z),∇Sf(x)〉 = −(1
2
I −K∗)f(z).
This completes the proof.

Chapter 7
Unique Solvability of the
Dirichlet Problem
Our initial goal was to prove that there is a unique solution to the Dirichlet
problem for Laplace’s equation with Lp-boundary data in a bounded C1-
domain with a connected boundary. In other words, we set ourselves a task
to prove that for each bounded C1-domain D with a connected boundary
∂D and for each g ∈ Lp(∂D), where p ∈ (1,∞), there is a unique function
u, defined in D, which solves the problem{
∆u = 0 in D
u = g on ∂D.
(7.1)
Unfortunately, we cannot solve the problem (7.1) because it is formulated
too vaguely. To obtain a unique solution, we must modify the problem: the
boundary condition must be formulated precisely and the behaviour of the
solution has to be restricted near the boundary. Below, we will reformulate
the problem (7.1) in such a way that it will be meaningful also when the
solutions are not assumed to be continuous up to the boundary.
Naturally, the problem is divided into two parts: for the existence and for
the uniqueness of the solution. Our strategy for proving the existence part is
to choose the double layer potential as a candidate for the solution. This is
a good choice because the double layer potential satisfies Laplace’s equation
and its non-tangential boundary values are given by an operator 1
2
I + K,
where the operator K is known to be compact. Thus, if we interpret the
boundary condition of the problem (7.1) in the non-tangential sense, then
we have reduced the problem of the existence of the solution into the problem
of the invertibility of the Fredholm-type operator 1
2
I + K. The invertibility
of the operator 1
2
I +K will be proven in Section 7.1.
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To be able to prove the uniqueness part, we must add an auxiliary con-
dition to the problem (7.1). It suffices to require that the Lp-norm of the
non-tangential maximal function of the solution is finite. However, it turns
out that the solution satisfies even stronger condition: the Lp-norm of the
non-tangential maximal function is majorized by the Lp-norm of the bound-
ary data. Thus, we end up adding this condition to the problem (7.1).
It is important to notice that we are not allowed to use the maximum
principle to prove the uniqueness of the solution. The use of the maximum
principle requires that the solution obtains a maximum in the closure of the
domain D. Due to Lp-boundary data, we are not allowed to make such an
assumption. Instead, our strategy for proving the uniqueness of the solution
will be to use the properties of the Green’s function. The result that implies
the uniqueness of the solution to the Dirichlet problem will be proven in
Section 7.2.
In Section 7.3, we will state and prove the main result of this thesis. For
clarity, we formulate the main result also here as a proposition.
Proposition 7.1. Let D be a C1-domain with a connected boundary ∂D,
suppose {Γα} is a family of cones for ∂D with a fixed aperture α ∈ (0, 1).
Furthermore, let p ∈ (1,∞) and suppose g ∈ Lp(∂D). Then there is a unique
harmonic function u such that the following conditions hold:
(i) For almost every z ∈ ∂D
lim
x→z
x∈Γiα(z)
u(x) = g(z).
(ii) There is a number δ > 0 such that the interior non-tangential maximal
function
ui∗(z) = sup{|u(x)| : x ∈ ∂D, |x− z| < δ, x ∈ Γiα(z)}
satisfies the condition
‖ui∗‖Lp(∂D) ≤ C‖g‖Lp(∂D).
Furthermore, the solution has the form of the double layer potential:
u(x) =
1
ωd
∫
∂D
〈ν(w), x− w〉
|x− w|d f(w) dσ(w).
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7.1 Existence of the solution
In this section, we prove that the Fredholm-type operator 1
2
I + K is in-
vertible on spaces Lp(∂D) and Lp1(∂D). The actual proof is quite a simple
consequence of the Fredholm alternative and the second Green’s formula.
However, to justify the use of the second Green’s formula requires laborious
considerations. These considerations are done in Lemmas 7.1 and 7.2. The
reader is advised to omit these lemmas in the first reading and come back
after finished reading the proof of Theorem 7.1.
Lemma 7.1. Assume that p ∈ (1,∞), f ∈ Lp(∂D) and (1
2
I + K∗)f = 0.
Then f ∈ Lq(∂D) for every q ∈ (1,∞).
Proof. At first, suppose that f ∈ Lr(∂D) for some r ∈ (1,∞). Due to Lemma
2.2, for every number m > 0, there is a finite cover of balls {B(zi, δi)}ni=1 for
∂D and functions ϕi ∈ C10(Rd−1), i = 1, . . . , n, such that
3B(zi, δi) ∩ ∂D = {(x, t) : x ∈ Rd−1, t > ϕi(x) } and ‖ϕi‖∞ < m
for every i = 1, . . . , n. Then we select functions θi, ψi ∈ C∞0 (Rd) with prop-
erties
θi(x) =
{
1, if x ∈ B(zi, δi)
0, if x /∈ B(zi, 2δi) and ψi ≡ 1 on supp(θi).
For simplicity, we will not write subscripts: for example we write θ := θi and
ψ := ψi. Especially, we will use notation z0 := zi. We observe that
ψθ = θ and f = −2K∗f.
By using these observations, we get
(I + (2ψK∗ψ))(θf) = −2ψθK∗f + 2ψK∗(θf) = −2ψ(θK∗ −K∗θ)f =: g.
Let s ∈ (1,∞) and h ∈ Ls(∂D). Also, let us denote T := 2ψK∗ψ. By
applying Lemma 5.2, it can be seen that
‖Th‖Ls(∂D) = Cm‖h‖Ls(∂D),
where the constant Cm < 1 when m is small enough. Therefore, according
to Theorem 2.4, we know that the operator I + T is invertible on Ls(∂D).
Consequently, if we are able to show that g ∈ Ls(∂D), then θf ∈ Ls(∂D).
In fact, then we have f ∈ Ls(∂D) because we may estimate
|f | ≤
n∑
i=1
θi|f | on ∂D
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and then apply Minkowski’s inequality. We summarize the above observa-
tions as follows:
s ∈ (1,∞) and g ∈ Ls(∂D) =⇒ f ∈ Ls(∂D). (7.2)
Suppose that r > d− 1. The function g can be written in the form
g(z) = −2ψ(z) p.v.
∫
∂D
Ψ(w, z)(θ(z)− θ(w))f(w) dσ(w),
which allows us to estimate
|g(z)| ≤ C
∫
∂D
|f(w)|
|z − w|d−2 dσ(w).
If t is the conjugate exponent of r, then t(d−2) < d−1. By applying Ho¨lder’s
inequality, we estimate further:
|g(z)| ≤
(∫
∂D
dσ(w)
|z − w|t(d−2)
)1/t
‖f‖Lr(∂D) ≤ C‖f‖Lr(∂D).
Then g ∈ Lq(∂D) for every q ∈ (1,∞).
Next, suppose r = d − 1. We wish to show that g ∈ Lq(∂D) for every
q ∈ (1,∞). First, by applying Theorem 5.4, we notice that
‖g‖Lq(∂D) ≤ C‖(θK∗ −K∗θ)f‖Lq(∂D) ≤ C‖f‖Lq(∂D) ≤ C‖f‖Lr(∂D) <∞,
when q ∈ (1, r]. In other words, we have
g ∈ Lq(∂D) ∀q ∈ (1, r]. (7.3)
Second, we write
g(z) = −2ψ(z)
∫
∂D
Ψ(w, z)(θ(z)− θ(w))1B(z0,3δ)c(w)f(w) dσ(w)
− 2ψ(z)
∫
∂D
Ψ(w, z)(θ(z)− θ(w))1B(z0,3δ)(w)f(w) dσ(w)
=: g1(z) + g2(z).
Because ψ is compactly supported in B(z0, 2δ), we see that
|g1(z)| ≤ C
δd−2
∫
∂D
|f(w)| dσ(w) ≤ C‖f‖Lr(∂D),
which implies that
‖g1‖Lq(∂D) ≤ C‖f‖Lr(∂D) <∞ ∀q ∈ (r,∞). (7.4)
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If |z − z0| ≥ 3δ, then we have g2(z) = 0. Thus, we assume |z − z0| < 3δ,
which gives us a representation z = (x, ϕ(x)), where x ∈ Rd−1. Now, we are
able to estimate
|g2(z)| ≤ Cψ(z)
∫
∂D
|f(w)|1B(z0,3δ)(w)
|z − w|d−2 dσ(w)
≤ C
∫
Rd−1
k(x, y)ψ˜(x)f˜(y) dy.
In the above estimate, f˜ is a compactly supported function that belongs to
Lr(Rd−1). Moreover, we have denoted ψ˜(x) = ψ(x, ϕ(x)) and
k(x, y) =
[|x− y|2 + (ϕ(x)− ϕ(y))2]−d/2+1 .
Let us define a function
h˜(x) :=
∫
Rd−1
k(x, y)ψ˜(x)f˜(y) dy.
The kernel of the above integral is weakly singular. Thus, we may estimate
‖h˜‖Lr(Rd−1) ≤ C‖f˜‖Lr(Rd−1) <∞. (7.5)
By differentiating, we get
∇xk(x, y) = (2− d) x− y + (ϕ(x)− ϕ(y))∇ϕ(x)
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2
and therefore, we have
∇h˜(x) = (2− d)ψ˜(x)
d−1∑
i=1
∫
Rd−1
xi − yi
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2
f˜(y) dy
+ (2− d)ψ˜(x)∇ϕ(x)
∫
Rd−1
ϕ(x)− ϕ(y)
[|x− y|2 + (ϕ(x)− ϕ(y))2]d/2
f˜(y) dy.
+
∫
Rd−1
k(x, y)∇ψ˜(x)f˜(y) dy.
By applying Theorem 3.9 to the integrals in the first and the second term in
the above equation and by observing that the kernel of the last integral is
weakly singular, we obtain
‖∇h˜‖Lr(Rd−1) ≤ C‖f˜‖Lr(Rd−1) <∞. (7.6)
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The estimates (7.5) and (7.6) imply that the function h belongs to a Sobolev
space W 1,r(Rd−1). In fact, the Sobolev embedding theorem implies that h˜
belongs to Lq(Rd−1) for every q ∈ (r,∞). For a detailed discussion on Sobolev
spaces and embedding theorems we refer to [1].
Because the function h˜ majorizes the function g2, we have
‖g2‖Lq(∂D) ≤ C‖h‖Lq(Rd−1) <∞ ∀q ∈ (p,∞). (7.7)
By combining the observations (7.3), (7.4) and (7.7), we finally see that
g ∈ Lq(∂D) for every q ∈ (1,∞).
We summarize the above observations as follows:
r ≥ d− 1 and f ∈ Lr(∂D) =⇒ g ∈ Lq(∂D) ∀q ∈ (1,∞). (7.8)
In fact, we can combine observations (7.2) and (7.8) to get
r ≥ d− 1 and f ∈ Lr(∂D) =⇒ f ∈ Lq(∂D) ∀q ∈ (1,∞). (7.9)
Now, suppose that p ∈ (1,∞) and f ∈ Lp(∂D). According to (7.9) it
suffices to show that f ∈ Lr(∂D) for some r ≥ d− 1. If p ≥ d− 1, then the
proof would be complete. However, if p < d − 1, then we select a number
p1 ∈ (p,∞) that satisfies
1
p1
=
1
p
− 1
d− 1
and then we show that g ∈ Lp1(∂D) because then the observation (7.2)
would imply that f ∈ Lp1(∂D). To show that g ∈ Lp1(∂D), we represent the
function g as a sum of two functions exactly as before:
g = g1 + g2.
The same argument as before implies
‖g1‖Lp1 (∂D) ≤ C‖f‖Lp(∂D) <∞.
Therefore, it suffices to show that g2 ∈ Lp1(∂D). If |z−z0| ≥ 3δ, then we have
g2(z) = 0. Thus, we assume |z − z0| < 3δ, which gives us a representation
z = (x, ϕ(x)), where x ∈ Rd−1. Now, we are able to estimate
|g2(x, ϕ(x))| ≤ C
∫
Rd−1
f˜(x)
|x− y|d−2 dy ≤ C(Isf˜)(x),
where f˜ belongs to Lp(Rd−1) and Is is a Riesz potential with a parameter
s = 1. The Riesz potential improves integrability of functions, which in our
case means that we have
‖g2‖Lp1 (∂D) ≤ C‖Isf˜‖Lp1 (Rd−1) ≤ C‖f˜‖Lp(Rd−1) <∞.
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1 p p1 p2 d− 1 p3
Figure 7.1: Iteration
For a detailed discussion on Riesz potentials we refer to [13].
Once again, if p1 ≥ d− 1, then the proof would be complete. However, if
p1 < d− 1, then we select a number p2 ∈ (p1,∞) that satisfies
1
p2
=
1
p1
− 1
d− 1 .
By arguing as above, we see that g ∈ Lp2(∂D) and therefore f ∈ Lp2(∂D). If
we continue like this, we will find a number m ∈ N such that pm ≥ d− 1 and
f ∈ Lpm(∂D). Finally, we deduce that f ∈ Lq(∂D) for every q ∈ (1,∞).
Next, we justify the use of the second Green’s formula for the single layer
potential.
Lemma 7.2. Let D be a bounded C1-domain and suppose that f ∈ Lq(∂D)
for every q ∈ (1,∞). Then
(i)
∫
D
|∇Sf |2 dy = ∫
∂D
Sf
[
(1
2
I −K∗)f] dσ.
(ii)
∫
Rd\D |∇Sf |2 dy =
∫
∂D
Sf
[
(1
2
I +K∗)f
]
dσ.
Proof. (i) For notational convenience, we denote u = Sf . The idea of the
proof is to apply the divergence theorem. Unfortunately, we cannot apply
it immediately on a domain D. However, we may take an approximation
scheme Ωj ↗ D that was introduced in Section 2.1, then apply the divergence
theorem on smooth domains Ωj and finally let Ωj converge to D.
Let us write∫
D
|∇u(y)|2 dy =
∫
Ωj
|∇u(y)|2 dy +
∫
D\Ωj
|∇u(y)|2 dy.
Now, we can apply the divergence theorem to first term on the right-hand
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side of the above identity:∫
Ωj
|∇u(y)|2 dy = −
∫
∂Ωj
u(w˜)〈νj(w˜),∇u(w˜)〉 dσj(w˜)
=
∫
∂Ωj
u(w˜)〈ν ◦ p−1j (w˜)− νj(w˜),∇u(w˜)〉 dσj(w˜)
−
∫
∂Ωj
u(w˜)〈ν ◦ p−1j (w˜),∇u(w˜)〉 dσj(w˜)
=: I1,j + I2,j.
To integrate over ∂D instead of ∂Ωj, we use the change of variables formula:
I1,j =
∫
∂D
(u ◦ pj(w))〈ν(w)− νj ◦ pj(w),∇u ◦ pj(w)〉Jj(w) dσ(w)
and
I2,j = −
∫
∂D
(u ◦ pj(w))〈ν(w),∇u ◦ pj(w)〉Jj(w) dσ(w).
To estimate the integral I1,j, we recall the non-tangential approach region
Rα(w, δ) = {x˜ ∈ Rd : x˜ ∈ D, |x˜− w| < δ, x˜ ∈ Γiα(w) }
and we note that we may assume pj(w) ∈ Rα(w, δ) when δ > 0 is suffi-
ciently small. Then by applying the above observation, generalized Ho¨lder’s
inequality and Theorems 6.2 and 6.5, we get
|I1,j| ≤
∫
∂D
|u ◦ pj(w)||ν(w)− νj ◦ pj(w)||∇u ◦ pj(w)|Jj(w) dσ(w)
≤ C
∫
∂D
|ν(w)− νj ◦ pj(w)||u∗(w)||(∇u)i∗(w)| dσ(w)
≤ C‖ν − νj‖Lr(∂D)‖u∗‖Ls(∂D)‖(∇u)i∗‖Lq(∂D)
≤ C‖ν − νj‖Lr(∂D)‖f‖Lq(∂D).
The integral I1,j tends to zero as j tends to zero, because from the assumption
we know that f ∈ Lq(∂D) and moreover, νj converges to ν in Lr(∂D).
Let us define functions
vj(w) := (u ◦ pj(w))〈ν(w),∇u ◦ pj(w)〉Jj(w).
The functions vj are majorized by an integrable function on ∂D, because
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with a similar arguments as before, we may estimate∫
∂D
|vj(w)| dσ(w) ≤
∫
∂D
|u ◦ pj(w)||∇u ◦ pj(w)|dσ(w)
≤ C
∫
∂D
|u∗(w)||(∇u)i∗(w)| dσ(w)
≤ C‖u∗‖Ls(∂D)‖(∇u)i∗‖Lq(∂D)
≤ C‖f‖Lq(∂D)
<∞.
Furthermore, we have
lim
j→∞
vj(w) =
(
lim
x→w
x∈Γiα(w)
u(x)
)
·
(
lim
x→w
x∈Γiα(w)
〈ν(w),∇u(x)〉
)
= Sf(w)
[−(1
2
I −K∗)f(w)] .
Now, the dominated convergence theorem implies
lim
j→∞
∫
Ωj
|∇u(y)|2 dy =
∫
∂D
Sf(w)
[
(1
2
I −K∗)f(w)] dσ(w).
To complete the proof of the part (i), we show that the integral
I3,j :=
∫
D\Ωj
|∇u(y)|2 dy
tends to zero as j tends to infinity. By using the partition of unity, we may
assume that u is compactly supported in Z ∩ (D \ Ωj), where Z ⊂ Rd is a
coordinate cylinder. Thus, there is a neighbourhood U ⊂ Rd−1 such that we
may estimate∫
D\Ωj
|∇u(y)|2 dy ≤
∫
U
∫ ϕj(x)
ϕ(x)
|∇u(x, t)|2 dt dx
≤
∫
U
[
(∇u)i∗(x, ϕ(x))
]2
(ϕj(x)− ϕ(x)) dx
≤ ‖ϕ− ϕj‖∞‖(∇u)i∗‖2L2(∂D)
≤ C‖ϕ− ϕj‖∞‖f‖2L2(∂D).
Here ϕj denotes a local boundary function of a domain Ωj that converges
uniformly to ϕ. Thus, the proof of the part (i) is completed.
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(ii) Once again, we cannot apply the divergence theorem immediately
on the domain Rd \ D. For this reason, we take an approximation scheme
Ωj ↘ D and then we write∫
Rd\D
|∇u(y)|2 dy =
∫
Ωj\D
|∇u(y)|2 dy +
∫
Rd\Ωj
|∇u(y)|2 dy.
With similar arguments as in the part (i), we deduce that
lim
j→0
∫
Ωj\D
|∇u(y)|2 dy = 0.
Suppose R > 0 is such that Ωj ⊂ B(0, R) for all j ∈ N. For notational
convenience, we write BR := B(0, R). Then we apply the divergence theorem
to obtain∫
Rd\Ωj
|∇u(y)|2 dy =
∫
Rd\BR
|∇u(y)|2 dy +
∫
BR\Ωj
|∇u(y)|2 dy
=
∫
Rd\BR
|∇u(y)|2 dy −
∫
∂BR
u(w)〈ν(w),∇u(w)〉 dσ(w)
−
∫
∂Ωj
u(w˜)〈ν(w˜),∇u(w˜)〉 dσj(w˜)
=: I1,R + I2,R + I3,j.
By using Lemma 4.1, we estimate
|I1,R| ≤ C
∫
Rd\BR
|y|2−2d dy ≤ CR,
where the constant CR tends to zero as R tends to infinity. Also, by applying
Lemma 4.1, we get
|I2,R| ≤
∫
∂BR
|u(w)||∇u(w)| dσ(w) ≤ C
∫
BR
|w|3−2d dσ(w) ≤ CR2−d.
Similar arguments as in the part (i) imply that
lim
j→∞
I3,j =
∫
∂D
Sf(w)
[
(1
2
I +K∗)f(w)
]
dσ(w).
Finally, by letting R and j tend to infinity, we see that
lim
j→0
∫
Rd\Ωj
|∇u(y)|2 dy =
∫
∂D
Sf(w)
[
(1
2
I +K∗)f(w)
]
dσ(w),
which completes the proof.
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Theorem 7.1. Let p ∈ (1,∞) and suppose that D is a bounded C1-domain
with a connected boundary ∂D. Then the operators 1
2
I +K and 1
2
I +K∗ are
invertible on Lp(∂D).
Proof. According to Corollary 2.1, to prove the invertibility of the operators
1
2
I+K and 1
2
I+K∗, it suffices to show that the operator 1
2
I+K∗ is injective.
Therefore, we assume
(1
2
I +K∗)f = 0 (7.10)
and we will show that f = 0. To do this, we use Lemmas 7.1 and 7.2 and
the properties of the single layer potential Sf . For notational convenience,
we write u = Sf .
According to Lemma 7.1, the assumption (7.10) implies that f ∈ Lq(∂D)
for each q ∈ (1,∞). Thus, we may use Lemma 7.2 to obtain∫
Rd\D
|∇u(x)|2 dx =
∫
∂D
u(z)
[
(1
2
I +K∗)f(z)
]
dσ(z) = 0.
The above identity implies that the gradient of u vanishes in Rd \D. Due to
the Jordan-Brouwer separation theorem [14], our assumptions on the domain
D imply that Rd \D is connected. Hence, according to Lemma A.8, we see
that the function u is constant in Rd \ D. In fact, the function u is zero
because Lemmas 4.1 and A.5 state that
lim
|x|→∞
u(x) = 0.
Now, by using Theorem 4.2, we observe that
Sf(z) = lim
x→z
x∈Γiα(z)
u(x) = lim
x→z
x∈Γeα(z)
u(x) = 0
for almost every z ∈ ∂D. Using the above identity and Lemma 7.2, we get∫
D
|∇u(x)|2 dx =
∫
∂D
u(z)
[
(1
2
I −K∗)f(z)] dσ(z) = 0.
The above identity implies that the gradient of the function u vanishes in
the domain D. As a result, by using Theorem 6.6, we obtain
(1
2
I −K∗)f(z) = lim
x→z
x∈Γiα(z)
〈ν(z),∇u(x)〉 = 0
for every z ∈ ∂D. Finally, we have
f = (1
2
I −K∗)f + (1
2
I +K∗)f = 0.
This completes the proof.
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As a consequence of the above theorem and some earlier results, we find
out that the operator 1
2
I + K is invertible also on a Sobolev-type space
Lp1(∂D).
Corollary 7.1. Let p ∈ (1,∞). The operator 1
2
I + K : Lp1(∂D) → Lp1(∂D)
is invertible.
Proof. We know that Lp1(∂D) ⊂ Lp(∂D) and the operator 12I + K from
Lp(∂D) to itself is injective. Thus, the operator 1
2
I+K from Lp1(∂D) to itself
is also injective. Now, Theorems 5.6 and 5.7 and Corollary 2.1 with Remark
2.3 imply that the operator 1
2
I +K : Lp1(∂D)→ Lp1(∂D) is invertible.
7.2 Uniqueness of the solution
In this section, we prove a result that implies the uniqueness of the Dirichlet
problem. As we mentioned earlier, we are not able to apply the maximum
principle, because the solution is not assumed to obtain a maximum. Instead,
we can prove the uniqueness by using the properties of Green’s function. Let
us write its definition [7].
Definition 7.1. Suppose that the function y 7→ φx(y) with a fixed x ∈ D is
a solution to the boundary value problem{
∆φx = 0, in D
φx = Φ(x, y), on ∂D.
(7.11)
Then Green’s function for the domain D is defined by
G(x, y) = Φ(x, y)− φx(y)
for every x, y ∈ D for which x 6= y.
Green’s function allows us to obtain representations for the solutions of
the boundary value problems.
Example 7.1. Let h ∈ C(D) and assume that a function u ∈ C2(D) solves
the boundary value problem{
∆u = h in D
u = 0 on ∂D.
Then the solution has a representation
u(x) = −
∫
D
G(x, y)h(y) dx.
For details we refer to [7].
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At first, the use Green’s function does not seem practical because to
determine Green’s function, we must find a solution to the boundary value
problem (7.11) for every x ∈ D. However, we are able to find such a solution
using the method of layer potentials. By denoting
gx(y) = Φ(x, y) and T = (
1
2
I +K)−1,
the double layer potential approach to the boundary value problem (7.11)
leads us to the solution
φx(y) = K(Tgx)(y). (7.12)
Thus, we have Green’s function for a domain D in the form
G(x, y) = gx(y)−K(Tgx)(y). (7.13)
To be precise, we note that the function φx defined in (7.12) obtains
boundary values in the non-tangential sense for almost everywhere on the
boundary ∂D. Therefore, it is not clear, whether Example 7.1 works in this
situation. Though, if we assume that the functions h and u are compactly
supported in D, then we shall have a similar result as in Example 7.1.
Lemma 7.3. Suppose that h ∈ C0(D) and a function u ∈ C20(D) satisfies
Poisson’s equation
∆u = h in D.
Then the function u has a representation
u(x) = −
∫
D
G(x, y)h(y) dy,
where Green’s function G is defined by the formula (7.13).
Proof. Functions h and u are compactly supported in D. Hence, we may
assume that they are zero outside a C1-domain D0 that is contained in D.
Then, the third Green’s formula implies that∫
D
φx(y)h(y) dy =
∫
D0
φx(y)∆u(y) dy = 0.
Finally, using a representation for u in [7] on the page 34, we have
u(x) = −
∫
D
gx(y)h(y) dy = −
∫
D
G(x, y)h(y) dy.
This completes the proof.
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The form (7.13) of Green’s function allows us to deduce some properties
that we need for proving the uniqueness of the Dirichlet problem. These
properties are gathered in the following lemma.
Lemma 7.4. Let D be a C1-domain and {Γα} is a family of cones for ∂D
with a fixed aperture α ∈ (0, 1). Let p ∈ (1,∞), suppose that x ∈ D is fixed
and G is Green’s function defined in (7.13). Then there is a number δ > 0
such that the non-tangential maximal functions
(G(x))i∗(z) = sup{|G(x, y)| : y ∈ D, |y − z| < δ, y ∈ Γiα(z) }
and
(∇yG(x))i∗(z) = sup{|∇yG(x, y)| : y ∈ D, |y − z| < δ, y ∈ Γiα(z) }
belong to Lp(∂D).
Proof. Suppose that z ∈ ∂D. Let us estimate
(G(x))i∗(z) ≤ (gx)i∗(z) + (K(Tgx))i∗(z).
According to Theorem 6.1, there is a number δ > 0 such that the non-
tangential maximal function of K is bounded on Lp(∂D). Furthermore,
Theorem 7.1 implies that T is also bounded on Lp(∂D). Consequently, we
estimate
‖(K(Tgx))i∗‖Lp(∂D) ≤ C‖Tgx‖Lp(∂D) ≤ C‖gx‖Lp(∂D).
With a fixed x ∈ D and with a sufficiently small δ > 0, functions gx|∂D and
(gx)
i
∗ belong to L
p(∂D). Therefore, we have
‖(G(x))i∗‖Lp(∂D) ≤ ‖(gx)i∗‖Lp(∂D) + C‖gx‖Lp(∂D) <∞.
As before, we estimate
(∇yG(x))i∗(z) ≤ (∇ygx)i∗(z) + (∇yK(Tgx))i∗(z)
and we can assume that δ > 0 is as small as necessary. Thus, according to
Theorem 6.4 and Corollary 7.1, we have
‖(∇yK(Tgx))i∗‖Lp(∂D) ≤ C‖Tgx‖Lp1(∂D) ≤ C‖gx‖Lp1(∂D).
With a fixed x ∈ ∂D, we have gx|∂D ∈ Lp1(∂D) and (∇ygx)i∗ ∈ Lp(∂D).
Therefore, we may estimate
‖(∇yG(x))i∗‖Lp(∂D) ≤ ‖(∇ygx)i∗‖Lp(∂D) + ‖gx‖Lp1(∂D) <∞.
This completes the proof.
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We are ready to prove the result that implies the uniqueness of the solu-
tion for the Dirichlet problem.
Theorem 7.2. Suppose that D is a C1-domain and {Γα} is a family of cones
for ∂D with a fixed aperture α ∈ (0, 1). Also, let p ∈ (1,∞) and assume that
a function u satisfies conditions:
∆u = 0 in D, lim
x→z
x∈Γiα(z)
u(x) = 0 for a.e. z ∈ ∂D, u∗ ∈ Lp(∂D).
Then the function u is zero in D.
Proof. Suppose that ε > 0 and x ∈ D. Let us define a set
Dε = {y ∈ D : dist(y, ∂D) ≥ ε},
and a function ψε ∈ C∞0 (D) that satisfies the following conditions:
0 ≤ ψε ≤ 1; ψε ≡ 1 in Dε; |∇ψε| ≤ Cε−1 and |∆ψε| ≤ Cε−2.
Such function exists according to [8]. Furthermore, let us define functions
v = uψε and h = u∆ψε + 2〈∇u,∇ψε〉. These functions satisfy assumptions
of Lemma 7.3. Consequently, we have a representation
v(x) = −
∫
D
G(x, y)h(y) dy,
where G is Green’s function defined in (7.13). In fact, for a sufficiently small
ε > 0, we have
u(x) = −
∫
D
G(x, y)∆ψε(y)u(y) dy − 2
∫
D
G(x, y)〈∇ψε(y),∇u(y)〉 dy.
We apply Lemma A.2 to the second term on the right-hand side. As a result,
we get
u(x) =
∫
D
G(x, y)∆ψε(y)u(y) dy + 2
∫
D
〈∇yG(x, y),∇ψε(y)〉u(y) dy.
To complete the proof, it suffices to show that both terms on the right-hand
side in the above identity tend to zero as ε tends to zero.
We begin with the second term. According to Lemma 2.2 there is a finite
cover {Bi}ni=1 for ∂D such that
D ∩Bi = {(η, t) : η ∈ Rd−1, t > ϕi(η) } ∩Bi
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and such that the boundary functions {ϕi}ni=1 satisfy
mi := ‖∇ϕi‖∞ < 1
α
√
1− α2
for every i = 1, . . . , n. Assume that δ > 0 is a number such that all the non-
tangential maximal functions that will be introduced in this proof belong to
Lq(∂D) for every q ∈ (1,∞). Then, let us define a set
Eδ = {y ∈ Rd : dist(y, ∂D) ≤ δ }
and functions {ψi}ni=1 that satisfy the following properties:
0 ≤ ψi ≤ 1;
∑
ψi ≡ 1 in Eδ and supp(ψi) ⊂ Bi.
When ε > 0 is sufficiently small, we have ∇ψε = 0 in Dε and D \Dε ⊂ Eδ.
Then we may estimate∣∣∣∣∫
D
〈∇yG(x, y),∇ψε(y)〉u(y) dy
∣∣∣∣ ≤ n∑
i=1
C
ε
∫
D\Dε
|∇yG(x, y)||u(y)|ψi(y) dy.︸ ︷︷ ︸
=:Ii
Because supp(ψi) ⊂ Bi, there exists a number 0 < ci ≤ ri such that
ψi(η, ϕ(η)) = 0, whenever |η| > ci. We continue to estimate:
Ii ≤ C
ε
∫
|η|≤ci
∫ ε
0
|∇yG(x; η, t+ ϕi(η))||u(η, t+ ϕi(η))| dt dη
≤ C
∫
|η|≤ci
(
sup
0≤r≤ε
|∇yG(x; η, r + ϕi(η))|
)(
1
ε
∫ ε
0
|u(η, t+ ϕi(η))| dt
)
dη.
To be precise, we should have integrated over an interval (0, (1 +mi)ε) with
respect to t. The reason for this can be seen by considering Figure 7.2 and
then estimating
|ϕi(η)−ϕε(η)| ≤ |ϕi(η)−ϕi(ξ)|+ |ϕi(ξ)−ϕε(η)| ≤ mi|η− ξ|+ε ≤ (1+mi)ε.
However, the above integration is justified because we can choose ε > 0 to
be as small as necessary. Let us denote y = (η, t+ϕi(η)) and w = (η, ϕi(η)).
In the coordinate system of Bi, we have y = w+ tν(zi), where zi is the center
of the ball Bi. Then, we notice that y ∈ Γiα(w) because y satisfies
〈ν(w), y − w〉 = t〈ν(w), ν(zi)〉 ≥ t(1 +m2i )−1/2 > α|y − w|.
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(ξ, ϕi(ξ))
(η, ϕε(η))
(η, ϕi(η))
ε
∂D
∂Dε
Figure 7.2: Parallel surfaces
Now, using the second assumption, we observe that
lim
t→0+
u(η, t+ ϕi(η)) = 0. (7.14)
We wish to use the dominated convergence theorem to show that the
terms Ii tend to zero, as ε tends to zero. Using the third assumption, we
have
1
ε
∫ ε
0
|u(η, t+ ϕi(η))| dt ≤ u∗(η, ϕi(η)) ∈ Lp({η : |η| ≤ ci}).
Also, when ε > 0 is small enough, due to Lemma 7.4, we have
sup
0≤r≤ε
|∇yG(x; η, r + ϕi(η))| ≤ (∇yG(x))∗(η, ϕi(η)) ∈ Lq({η : |η| ≤ ci}),
where q can be selected to be the conjugate exponent of p. We use Ho¨lder’s
inequality to see that
u∗(∇yG(x))∗ ∈ L1({η : |η| ≤ ci}).
Now, the dominated convergence theorem together with the observation
(7.14) allows us to deduce that
lim
ε→0
∫
D
〈∇yG(x, y),∇ψε(y)〉u(y) dy = 0. (7.15)
According to [8], a similar deduction as above implies that
lim
ε→0
∫
D
G(x, y)∆ψε(y)u(y) dy = 0. (7.16)
Finally, by combining the results (7.15) and (7.16), we see that the function
u is zero in D.
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7.3 Conclusion and further discussion
Let us now reformulate our main result and complete its proof.
Theorem 7.3. Let D be a bounded C1-domain with a connected boundary
∂D, suppose that {Γα} is a family of cones for ∂D with a fixed aperture
α ∈ (0, 1) and suppose that g ∈ Lp(∂D) for some p ∈ (1,∞). Then there is a
unique harmonic function u, defined in D, such that the following conditions
hold:
(i) For almost every z ∈ ∂D
lim
x→z
x∈Γiα(z)
u(x) = g(z).
(ii) There exists a number δ > 0 such that the interior non-tangential max-
imal function
ui∗(z) = sup{|u(x)| : x ∈ D, |x− z| < δ, x ∈ Γiα(z)}
satisfies the condition
‖ui∗‖Lp(∂D) ≤ C‖g‖Lp(∂D).
Furthermore, the solution has the form of the double layer potential:
u(x) =
1
ωd
∫
∂D
〈ν(w), x− w〉
|x− w|d f(w) dσ(w), f ∈ L
p(∂D).
Proof. For the existence of the solution, we select a function
f =
(
1
2
I +K
)−1
g.
Then we observe that the double layer potential
u(x) =
1
ωd
∫
∂D
〈ν(w), x− w〉
|x− w|d f(w) dσ(w),
satisfies the conditions (i) and (ii).
For the uniqueness of the solution, we suppose that harmonic functions
u1 and u2 satisfy the conditions (i) and (ii). Then, if we define a function
u = u2 − u1, we observe that u satisfies the conditions of the Theorem 7.2.
As a result, we have u1 = u2. This completes the proof.
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Now that we know the Dirichlet problem for Laplace’s equation is uniquely
solvable in C1-domains with Lp-boundary data, one might be curious to
know, whether it possible to apply the method of layer potentials in more
general domains, for example in Lipschitz domains. The answer is positive:
the use of the method of layer potentials was first generalized to Lipschitz
domains by G. H. Verchota in his dissertation [18]. In the following, we shall
outline his work briefly. Also, we will divert from the original convention and
assume that D is a Lipschitz domain. For a precise definition of a Lipschitz
domain we refer to [19].
The most fundamental problem that prevented the use of the method of
layer potentials on Lipschitz domains was the open question of the bounded-
ness of the Cauchy integral along Lipschitz curves. This major barrier was
removed by the authors of the paper [3] in which they gave a positive an-
swer to the open question. Indeed, the Cauchy integral was bounded along
Lipschitz curves. Still, there were problems to be resolved.
The first problem was that Lipschitz domains are locally determined by
Lipschitz functions that are only almost everywhere differentiable. As a
result, to establish jump relations for the layer potentials, Verchota had to
construct a suitable family cones that allowed him to approach the boundary
of a Lipschitz domain. Clearly, the family of cones whose members open in
the direction of the inward-pointing normal vector and have a fixed aperture,
is not meaningful in the case of Lipschitz domains.
The second problem was that the boundary integral operators K and K∗
are not necessarily compact on Lipschitz domains. Therefore, the Fredholm
theory is not applicable and thus Verchota had to find new arguments for
proving the invertibility of the operator 1
2
I + K. He overcame the lack of
Fredholm theory by applying so-called Rellich identities [19]. The Rellich
identities allowed him to establish certain operator inequalities that worked
as substitutes for the compactness of the boundary integral operators. More
precicely, Verchota proved that the inequality
‖(1
2
I −K∗)f‖L2(∂D) ≤ C
(
‖(1
2
I +K∗)f‖L2(∂D) +
∣∣∣∣∫
∂D
Sf dσ
∣∣∣∣)
holds for every f ∈ L2(∂D) and for some constant C > 0. In fact, he
managed to prove that by taking an approximation scheme Ωj ↘ D, the
corresponding operator inequalities
‖(1
2
I −K∗)fj‖L2(∂Ωj) ≤ C
(
‖(1
2
I +K∗)fj‖L2(∂Ωj) +
∣∣∣∣∣
∫
∂Ωj
Sfj dσj
∣∣∣∣∣
)
hold for every fj ∈ L2(∂Ωj) and for a constant C > 0 that depends only on
the Lipschitz domain D.
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Next, we will follow the ideas of Verchota and we will demonstrate how
the above operator inequalities can be applied to prove invertibility of the
operator 1
2
I +K, where the boundary integral operator K is associated to a
Lipschitz domain. The following lemma forms a structure for the forthcoming
proof.
Lemma 7.5. Suppose that H is a Hilbert space, let T : H → H be a bounded
linear operator, let T ∗ denote the adjoint of T and assume that the following
conditions hold:
(i) Im(1
2
I + T ) is dense in H.
(ii) Im(1
2
I + T ∗) is closed in H.
(iii) Im(1
2
I + T ∗) is dense in H.
Then the operator 1
2
I + T is invertible on H.
Proof. According to Theorem 2.5, it suffices to show that the operator 1
2
I+T
is bijective. First, we check that the operator 1
2
I + T is surjective. Because
Im(1
2
I + T ∗) is assumed to be closed in H and we know that
1
2
I + T ∗ = (1
2
I + T )∗,
the closed range theorem [20] implies that Im(1
2
I+T ) is closed in H. Because
Im(1
2
I + T ) is dense in H, the operator 1
2
I + T is surjective.
Second, we check that the operator 1
2
I+T is injective. We use properties
of Hilbert spaces [16] and the assumptions (ii) and (iii) to see that
Ker(1
2
I + T ) = (Im(1
2
I + T ∗))⊥ = H⊥ = {0}.
Thus, the operator 1
2
I + T is injective.
Theorem 7.4. Let D be a Lipschitz domain and let K : L2(∂D)→ L2(∂D)
be a boundary integral operator defined as usual:
Kf(z) = p.v.
1
ωd
∫
∂D
〈ν(w), x− w〉
|x− w|d f(y) dy.
Then the operator 1
2
I +K is invertible on L2(∂D).
Proof. The idea of the proof is to apply Lemma 7.5 to the operator K and
check that the corresponding conditions (i), (ii) and (iii) are satisfied. Con-
sequently, the proof is divided into three parts.
7.3. Conclusion and further discussion 105
(i) We prove that Im(1
2
I + K) is dense in L2(∂D). It suffices to prove
that the operator 1
2
I +K∗ is injective because then we have[
Im(1
2
I +K)
]⊥
= Ker(1
2
I +K∗) = {0}
and furthermore
Im(1
2
I +K) =
[
Im(1
2
I +K)
]⊥⊥
= {0}⊥ = L2(∂D).
The injectivity of the operator 1
2
I +K∗ can be proven by similar arguments
that were used in the proof of Theorem 7.1. We omit the details.
(ii) We prove that Im(1
2
I+K∗) is closed in L2(∂D). To do this, we assume
that a sequence {hj}∞j=1 ⊂ Im(12I+K∗) converges to g ∈ L2(∂D) and then we
show that g belongs to Im(1
2
I +K∗). There is a sequence {fj}∞j=1 ⊂ L2(∂D)
such that
hj = (
1
2
I +K∗)fj, j ∈ N.
If the sequence {fj}∞j=1 is bounded on L2(∂D), then it contains a weakly
convergent subsequence [16]. For notational convenience, we do not distin-
guish between sequences and subsequences and therefore we say that {fj}∞j=1
converges to f ∈ L2(∂D). Now, suppose that h ∈ L2(∂D). Then
〈g, h〉 = lim
j→∞
〈
(1
2
I +K∗)fj, h
〉
= lim
j→∞
〈
fj, (
1
2
I +K)h
〉
=
〈
f, (1
2
I +K)h
〉
=
〈
(1
2
I +K∗)f, h
〉
.
Because h was arbitrary, we get g = (1
2
I + K∗)f and therefore g belongs to
Im(1
2
I +K∗).
If the sequence {fj}∞j=1 is unbounded on L2(∂D), then we define sequences
{f˜j}∞j=1 and {h˜j}∞j=1 by writing
f˜j = fj‖fj‖−1L2(∂D) and h˜j = (12I +K∗)f˜j, j ∈ N.
The sequence {h˜j}∞j=1 converges to zero in L2(∂D) and the sequence {f˜j}∞j=1
is bounded. Then, by using the same deduction as in the above paragraph,
we see that the sequence {f˜j}∞j=1 converges weakly to a function f˜ ∈ L2(∂D)
that satisfies
(1
2
I +K∗)f˜ = 0.
In the beginning of this proof, it was shown that the operator 1
2
I + K∗ is
injective. Thus, we have f˜ = 0, which means that the sequence {f˜j}∞j=1
converges weakly to zero. Now, recall the operator inequality:
‖(1
2
I −K∗)f˜j‖L2(∂D) ≤ C
(
‖(1
2
I +K∗)f˜j‖L2(∂D) +
∣∣∣∣∫
∂D
Sf˜j dσ
∣∣∣∣) .
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The right-hand side of the operator inequality tends to zero as j tends to
zero, because by applying Fubini’s theorem and the weak convergence of the
sequence {f˜j}∞j=1, we see that ∫
∂D
Sf˜j dσ → 0,
as j tends to infinity. Finally, we estimate
‖f˜j‖L2(∂D) ≤ ‖(12I +K∗)f˜j‖L2(∂D) + ‖(12I −K∗)f˜j‖L2(∂D)
and we see that the sequence {f˜j}∞j=1 tends to zero as j tends to infinity.
However, this is impossible because the sequence {f˜j}∞j=1 satisfies
‖f˜j‖L2(∂D) = 1
for all j ∈ N. This contradiction implies that the sequence {fj}∞j=1 has to be
bounded in L2(∂D) and therefore the function g belongs to Im(1
2
I +K∗).
(iii) We prove that Im(1
2
I+K∗) is dense in L2(∂D). To do this, it suffices
to show that a dense subspace of L2(∂D), that is
{ g|∂D : g ∈ C∞0 (Rd) },
is contained in Im(1
2
I + K∗). Hence, we take g ∈ C∞0 (Rd) and we show
that the restriction function g|∂D belongs to Im(12I +K∗). Also, we take an
approximation scheme Ωj ↘ D for a Lipschitz domain and then we define
layer potentials Sj and Kj in a usual way on ∂Ωj for all j ∈ N. According
to Theorem 7.1, operators 1
2
I +K∗j , j ∈ N, are invertible on L2(∂Ωj). Thus,
there is a sequence of functions {fj}∞j=1 such that
(1
2
I +K∗j )fj = g|∂Ωj , j ∈ N. (7.17)
Let us define a sequence {Fj}∞j=1 of functions on ∂D that are defined by
Fj = (fj ◦ pj) Jj, j ∈ N.
Note that then we can write
fj = (Fj ◦ p−1j )(Jj ◦ p−1j )−1, j ∈ N.
If there is a number M > 0 such that
‖fj‖L2(∂Ωj) ≤M <∞, (7.18)
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then the sequence {Fj}∞j=1 is bounded on L2(∂D) because we may estimate:
‖Fj‖2L2(∂D) ≤ C
∫
∂D
|fj ◦ pj(w)|2Jj(w) dσ(w)
= C
∫
∂Ωj
|fj(w˜)|2 dσj(w˜)
= C‖fj‖2L2(∂Ωj).
Therefore, the sequence {Fj}∞j=1 contains a subsequence that converges to
some function F ∈ L2(∂D) in the weak sense.
For simplicity, we will abbreviate our notations in the following calcula-
tions. Suppose h ∈ C∞0 (Rd). Then we have∫
∂Ωj
[
(1
2
I +K∗j )fj
]
h dσj =
∫
∂Ωj
fj
[
(1
2
I +Kj)h
]
dσj
=
∫
∂Ωj
(Fj ◦ p−1j )(Jj ◦ p−1j )−1
[
(1
2
I +Kj)h
]
dσj
=
∫
∂D
Fj
[
(1
2
I +Kj)h ◦ pj
]
dσ.
We continue to write∫
∂Ωj
[
(1
2
I +K∗j )fj
]
h dσj =
∫
∂D
Fj
[
(1
2
I +Kj)h ◦ pj − (12I +K)h
]
dσ
+
∫
∂D
Fj
[
(1
2
I +K)h
]
dσ.
Because functions g and h are smooth, we may apply the dominated converge
theorem to see that∫
∂Ωj
[
(1
2
I +K∗j )fj
]
h dσj =
∫
∂D
((gh) ◦ pj)Jj dσ →
∫
∂D
gh dσ,
as j tends to infinity. Furthermore, the weak convergene of the sequence
{Fj}∞j=1 implies
lim
j→∞
∫
∂D
Fj
[
(1
2
I +K)h
]
dσ = lim
j→∞
〈Fj, (12I +K)h〉 = 〈F, (12I +K)h〉
= 〈(1
2
I +K∗)F, h〉.
If we were able to show that
lim
j→∞
∫
∂D
Fj
[
(1
2
I +Kj)h ◦ pj − (12I +K)h
]
dσ = 0, (7.19)
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then we would have
〈g, h〉L2(∂D) = 〈(12I +K∗)F, h〉L2(∂D)
for every h ∈ C∞0 (Rd). Consequently, the function (12I +K∗)F − g|∂D would
belong to C∞0 (Rd)⊥ and hence, by choosing sequence {hj}∞j=1 ⊂ C∞0 (Rd) that
converges to (1
2
I+K∗)F −g|∂D and using an elementary property of an inner
product space (see page 67 on [16]), we would see that
‖(1
2
I +K∗)F − g‖L2(∂D) ≤ ‖(12I +K∗)F − g − hj‖L2(∂D) → 0,
as j tends to infinity. Therefore, we would obtain
g|∂D = (12I +K)F.
By applying Ho¨lder’s inequality and noticing that we may replace se-
quences with subsequences, we see that to prove (7.19), it suffices to show
that
‖(1
2
I +Kj)h ◦ pj − (12I +K)h‖L2(∂D) → 0, (7.20)
as j tends to infinity. With the help of Lemma 4.2, we write
Gj(z) := (
1
2
I +Kj)h ◦ pj(z)− (12I +K)h(z)
=
1
ωd
∫
∂Ωj
〈νj(w˜), pj(z)− w˜〉
|pj(z)− w˜|d (h(w˜)− h ◦ pj(z)) dσj(w˜)
− 1
ωd
∫
∂D
〈ν(w), z − w〉
|z − w|d (h(w)− h(z)) dσ(w)
+ (h ◦ pj(z)− h(z)).
By adopting a notation
Θ(z, w) :=
1
ωd
z − w
|z − w|d (h(w)− h(z)),
we are able to write
Gj(z) =
(∫
∂D
〈νj ◦ pj(w),Θ(pj(z), pj(w))〉Jj(w) dσ(w)
−
∫
∂D
〈ν(w),Θ(z, w)〉 dσ(w)
)
+ (h ◦ pj(z)− h(z)).
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Note that we do not have means to use the dominated convergence theorem.
For example, we cannot assume that functions pj, j ∈ N, are bi-Lipschitz.
Therefore, let us fix ε > 0 and then we continue to write
Gj(z) =
(∫
∂D
〈νj ◦ pj(w),Θ(pj(z), pj(w))〉1B(pj(z),ε)c(pj(w))Jj(w) dσ(w)
−
∫
∂D
〈ν(w),Θ(z, w)〉1B(z,ε)c(w) dσ(w)
)
+
∫
∂D
〈νj ◦ pj(w),Θ(pj(z), pj(w))〉1B(pj(z),ε)(pj(w))Jj(w) dσ(w)
−
∫
∂D
〈ν(w),Θ(z, w)〉1B(z,ε)(w) dσ(w)
+ (h ◦ pj(z)− h(z))
=: G1,j(z) +G2,j(z) +G3,j(z) +G4,j(z).
We estimate
|G1,j(z)| ≤ C
∫
∂D
1B(pj(z),ε)c(pj(w))
|pj(z)− pj(w)|d−2 dσ(w) + C
∫
∂D
1B(z,ε)c(w)
|z − w|d−2 dσ(w)
≤ Cε2−d.
The dominated convergence theorem implies that the sequence {G1,j}∞j=1
converges to zero pointwise for almost everywhere on ∂D. As a result, the
sequence {G1,j}∞j=1 converges to zero also in L2(∂D). Also, we may estimate
|G2,j(z)| ≤ C
∫
∂D
1B(pj(z),ε)c(pj(w))
|pj(z)− pj(w)|d−2 dσ(w)
≤ C
∫
∂Ωj
1B(z˜,ε)(w˜)
|z˜ − w˜|d−2 [Jj ◦ p
−1
j (w˜)]
−1 dσj(w˜)
≤ C
∫
∂Ωj
1B(z˜,ε)(w˜)
|z˜ − w˜|d−2 dσj(w˜).
By moving into local coordinates, we estimate further:
|G2,j(z)| ≤ C
∫
Rd−1
1B(x,ε)(y)
|x− y|d−2 dy
≤ Cε2−d
∫
Rd−1
∣∣∣∣y − xε
∣∣∣∣2−d 1B(0,1)(y − xε ) dy
≤ Cε
∫
B(0,1)
|y|2−d dy
≤ Cε.
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By arguing in a similar manner as above, we would get
|G3,j(z)| ≤ Cε.
Furthemore, the dominated convergence theorem implies that
‖G4,j‖L2(∂D) =
∫
∂D
|h ◦ pj(z)− h(z)|2 dσ(w)→ 0,
as j tends to infinity. By combining the above observations we see that
the sequence {Gj}∞j=1 converges to zero in L2(∂D), because we could have
selected ε > 0 to be arbirarily small. Hence the condition (7.20) is true and
hence, we have shown that Im(1
2
I + K∗) is dense in L2(∂D), assuming that
the sequence {fj}∞j=1 satisfies the condition (7.18).
However, if the sequence {fj}∞j=1 does not satisfy the condition (7.18),
then we define sequences {f˜j}∞j=1 and {F˜j}∞j=1 by writing
f˜j = fj‖fj‖−1L2(∂Ωj) and F˜j = (f˜j ◦ pj)Jj, j ∈ N.
The sequence {f˜j}∞j=1 satisfies the condition (7.18), which implies, as before,
that the sequence {F˜j}∞j=1 converges to some function F˜ ∈ L2(∂D) in the
weak sense. Furthermore, we have
(1
2
I +K∗j )f˜j = g|∂Ωj‖fj‖−1L2(∂Ωj), j ∈ N.
The above condition corresponds to the condition (7.17) and therefore, by
repeating the earlier arguments of the part (iii), we obtain
(1
2
I +K∗)F˜ = 0.
Because the operator 1
2
I +K∗ was shown to be injective, we deduce that the
sequence {F˜j}∞j=1 converges to zero in the weak sense.
We apply the operator inequality, to get
‖f˜j‖L2(∂Ωj) ≤ C
(
‖(1
2
I +K∗)f˜j‖L2(∂Ωj) +
∣∣∣∣∣
∫
∂Ωj
Sj f˜j dσj
∣∣∣∣∣
)
,
where the constant C > 0 is independent of j. Recall that the approximation
scheme Ωj ↘ D is such that the constants in the operator inequalities depend
only on the domain D. Now, because we know that
‖f˜j‖L2(∂Ωj) = 1
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for all j ∈ N and
‖(1
2
I +K∗j )f˜j‖L2(∂Ωj) → 0,
as j tends to infinity, the proof will be complete after we have shown that∣∣∣∣∣
∫
∂Ωj
Sj f˜j dσj
∣∣∣∣∣→ 0, (7.21)
as j tends to infinity. Let us write
Hj(z) := ωd(d− 2)
∫
∂Ωj
Sj f˜j(z˜) dσj(z˜)
= ωd(d− 2)
∫
∂D
[
Sj f˜j ◦ pj(z)
]
Jj(z) dσ(z)
=
∫
∂D
∫
∂Ωj
f˜(w˜) dσj(w˜)
|pj(z)− w˜|d−2Jj(z) dσ(z)
=
∫
∂D
∫
∂D
[(f˜ ◦ pj)Jj](w) dσ(w)
|pj(z)− pj(w)|d−2 Jj(z) dσ(z)
=
∫
∂D
∫
∂D
F˜j(w) dσ(w)
|pj(z)− pj(w)|d−2Jj(z) dσ(z).
We continue to write
Hj(z) =
∫
∂D
∫
∂D
(|pj(z)− pj(w)|2−d − |z − w|2−d)F˜j(w)Jj(z) dσ(w) dσ(z)
+
∫
∂D
∫
∂D
F˜j(w)
|z − w|d−2 (Jj(z)− 1) dσ(w) dσ(z)
+
∫
∂D
∫
∂D
F˜j(w)
|z − w|d−2 dσ(w) dσ(z)
=: H1,j(z) +H2,j(z) +H3,j(z).
Once again, let us fix ε > 0 and denote
Υ(z, w) = |z − w|2−d.
Moreover, let us adopt notations
Υε(z, w) = Υ(z, w)1B(z,ε)(w) and Υ
c
ε(z, w) = Υ(z, w)1B(z,ε)c(w).
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By using the above notations we may write
H1,j(z) =
∫
∂D
∫
∂D
(Υcε(pj(z), pj(w))−Υcε(z, w))F˜j(w)Jj(w) dσ(w) dσ(z)
+
∫
∂D
∫
∂D
Υε(pj(z), pj(w))F˜j(w)Jj(w) dσ(w) dσ(z)
−
∫
∂D
∫
∂D
Υε(z, w)F˜j(w)Jj(w) dσ(w) dσ(z)
=: H˜1,j(z) + H˜2,j(z) + H˜3,j(z).
By applying Ho¨lder’s inequality, we estimate
|H˜1,j(z)| ≤ C
∫
∂D
(∫
∂D
|Υcε(pj(z), pj(w))−Υcε(z, w)|2 dσ(w)
)1/2
dσ(z).
By letting j tend to infinity, we see that {H˜1,j}∞j=1 converges to zero pointwise
for almost everywhere on ∂D. Fubini’s theorem and earlier observations allow
us to estimate
|H˜2,j(z)| = C
∫
∂D
|F˜j(w)|
(∫
∂D
|Υε(pj(w), pj(z))| dσ(z)
)
dσ(w)
≤ Cε
∫
∂D
|F˜j(w)| dσ(w)
≤ Cε.
Similarly, we see that
|H˜3,j(z)| ≤ Cε.
Because ε > 0 was selected to be arbitrarily small, we conclude that the
sequence {H1,j}∞j=1 converges pointwise to zero for almost everywhere on
∂D. By applying Ho¨lder’s inequality, we find out that
H2,j(z) =
∫
∂D
SF˜j(z)(Jj(z)− 1) dσ(z) ≤ C‖Jj − 1‖L2(∂D) → 0,
as j tends to infinity. Because the sequence {F˜j}∞j=1 converges zero in the
weak sense, we see that
H3,j(z) =
∫
∂D
F˜j(w)
(∫
∂D
dσ(z)
|z − w|d−2
)
dσ(w)→ 0,
as j tends to infinity.
By combining the above observations, we conclude that the sequence
{Hj}∞j=1 converges pointwise to zero for almost everywhere on ∂D. Thus,
the condition (7.21) is satisfied and the proof is complete.
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The invertibility of the operator 1
2
I + K and the jump relation for the
double layer potential in Lipschitz domains imply that there is a solution
to the Dirichlet problem in the non-tangential sense. The uniqueness of the
solution can be achieved by adding a boundedness condition for the non-
tangential maximal function into the Dirichlet problem. This is because
the result of B. E. J. Dahlberg [5] states that the non-tangential maximal
function of the solution is majorized by the Lp-norm of the boundary data.
Moreover, according to Verchota, the proof of Theorem 7.2 works also on
Lipschitz domains. Thus, we get the following result.
Theorem 7.5. Let D be a Lipschitz domain with a connected boundary ∂D,
suppose that {Γ} is a regular family of cones for ∂D described in [19] and
assume that g ∈ L2(∂D). Then there is a unique harmonic function u,
defined in D, such that the following conditions hold:
(i) For almost every z ∈ ∂D
lim
x→z
x∈Γi(z)
u(x) = g(z).
(ii) The interior non-tangential maximal function
ui∗(z) = sup{|u(x)| : x ∈ Γi(z)}
satisfies a condition
‖ui∗‖Lp(∂D) ≤ C‖g‖Lp(∂D).
Furthermore, the solution has the form of the double layer potential:
u(x) =
1
ωd
∫
∂D
〈ν(w), x− w〉
|x− w|d f(w) dσ(w), f ∈ L
2(∂D).
Inspired by the work of E. B. Fabes, M. Jodeit Jr. and N. M. Rivie`re in [8]
the method of layer potentials has been applied successfully to various bound-
ary value problems in domains that are C1 or more general. As a consequence,
there are several directions where one could continue. Maybe the most nat-
ural choice would be to study the Neumann problem for Laplace’s equation,
first in C1-domains with Lp0-boundary data assuming that 1 < p < ∞ and
then in Lipschitz domains with L20-boundary data. The former is considered
in [8] and the latter in [18].
A consistent step from the above results would be to consider unique
solvability of the Dirichlet and the Neumann problems for Laplace’s equation
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in Lipschitz domains with Lp-boundary data by applying the method of layer
potentials. This was done by B. E. J. Dahlberg and C. E. Kenig in their
work [6]. They were able to prove that for each bounded Lipschitz domain
there is a number ε > 0, depending on the Lipschitz domain, such that
the corresponding Dirichlet problem is uniquely solvable with Lp-boundary
data, where 2 − ε < p < ∞, and the solution has a double layer potential
representation. Furthermore, they proved that a similar result holds also for
the Neumann problem, when 1 < p < 2 + ε.
A final direction to be introduced here is the use of the method of layer
potentials for boundary value problems that are not associated to Laplace’s
equation but to other partial differential equations. For example, we could
follow the work [9] and consider the initial boundary value problem in a
C1-domain D ⊂ Rd for the heat equation
ut −∆u = 0 in DT
u = g on ∂DT
u = 0 in D × {t = 0}.
Here we have denoted DT = D × (0, T ) and ∂DT = ∂D × (0, T ) for some
T > 0 and we have assumed that the boundary data g belong to Lp(∂DT )
with p ∈ (1,∞). To solve this problem, we would proceed almost in a similar
manner as in the case of the Dirichlet problem for Laplace’s equation. The
difference is that we would try to find a solution in the form of the double
layer heat potential:
u(x, t) =
∫ t
0
∫
∂D
〈ν(w), x− w〉
(t− s)d/2+1 exp
(
−|x− w|
2
4(t− s)
)
f(w, s) dσ(w) ds.
Then we would establish a jump relation
lim
x→z
x∈Γiα(z)
u(x, t) = (cdI + J)f(z, t)
for almost every (z, t) ∈ ∂DT , where the constant cd depends only on the
dimension d and the where J is the corresponding boundary integral operator
defined by
Jf(z, t) = lim
ε→0
∫ t−ε
0
∫
∂D
〈ν(w), z − w〉
(t− s)d/2+1 exp
(
−|z − w|
2
4(t− s)
)
f(w, s) dσ(w) ds.
In this way, we would have reduced the initial boundary value problem into
the problem of the invertibility of the operator cdI + J in L
p(∂DT ).
However, the preceding subjects are not in the scope of this thesis and
therefore their detailed treatment is left as a challenge for the reader.
Appendix
The purpose of this appendix is to fill in the gaps of the main text. We
begin by considering implications of the divergence theorem and after that,
we prove some miscellaneous lemmas. Throughout this appendix, we assume
that D is a bounded C1-domain.
Theorem A.1. (Divergence theorem). Suppose that u ∈ C1(D). Then∫
D
div(u) dx = −
∫
∂D
〈u, ν〉 dσ.
As an immediate consequence, we get Green’s formulas [7].
Theorem A.2. (Green’s formulas). Suppose that u, v ∈ C2(D). Then
(i)
∫
D
∆u dx = − ∫
∂D
∂u
∂ν
dσ.
(ii)
∫
D
〈∇u,∇v〉 dx = − ∫
D
u∆v dx− ∫
∂D
u∂v
∂ν
dσ.
(iii)
∫
D
(u∆v − v∆u) dx = ∫
D
(
v ∂u
∂ν
− u∂v
∂ν
)
dσ.
Lemma A.1. Suppose that functions u, v and w belong to C2(D). Then∫
D
w〈∇v,∇u〉 dx = −
∫
D
〈∇w,∇v〉u dx−
∫
D
w(∆v)u dx−
∫
∂D
w
∂v
∂ν
u dσ.
Proof. We apply the divergence theorem to obtain∫
D
div(wu∇v) dx = −
∫
∂D
w
∂v
∂ν
u dσ.
On the other hand, we can calculate
div(wu∇v) = w〈∇v,∇u〉+ 〈∇w,∇v〉u+ w(∆v)u.
Finally, by using these observations, we obtain the desired identity.
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Lemma A.2. Let w, u ∈ C1(D) and v ∈ C2(D). Also, assume that the
support of the function v is contained in Dε := {x ∈ D : dist(x, ∂D) ≥ ε }
for some ε > 0. Then∫
D
w〈∇v,∇u〉 dy = −
∫
D
〈∇w,∇v〉u dx−
∫
D
w(∆v)u dx.
Proof. We take an approximation scheme Ωj ↗ D such that ∂Ωj ⊂ D \Dε
for all j ∈ N. Then, by Lemma A.1, we have∫
Ωj
w〈∇v,∇u〉 dx = −
∫
Ωj
〈∇w,∇v〉u dx−
∫
Ωj
w(∆v)u dx.
We estimate
|w(x)〈∇v(x),∇u(x)〉| ≤ |w(x)∇u(x)|1Dε(x),
and observe that function on the right-hand side of the above inequality is
integrable in D, because w∇u ∈ C(Dε). Similar estimates imply that we are
able to use the dominated convergence theorem. Therefore, we let j tend to
infinity and as a consequence, we obtain the desired identity.
Lemma A.3. Suppose that z ∈ Rd, r > 0 and α ∈ (0, 1). Then
|B(z, r) ∩ Γα(z)| = Cα|B(z, r)|,
where Cα > 0 is a constant that tends to one, as α tends to zero.
Proof. We will denote z = (x, t), where x ∈ Rd−1 and t ∈ R. Let us define a
truncated cone
U(α, r) := {(x, t) ∈ Rd : t > α
√
|x|2 + t2, t < rα}
and a segment of a ball
V (α, r) = {(x, t) ∈ Rd :
√
|x|2 + t2 < r, t > rα}.
These sets satisfy the condition:
|B(z, r) ∩ Γα(z)| = 2|U(α, r)|+ 2|V (α, r)|.
Let us denote γα =
√
1− α2/α. If (x, t) ∈ U(α, r), then |x| < γαt. By
recalling that
|B(z, r)| = ωd
d
rd
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and then integrating along the t-axis, we obtain
|U(α, r)| =
∫ rα
0
|B(x, γαt)|dt = ωd−1
(d− 1)ωdγ
d−1
α α
d|B(z, r)|.
If (x, t) ∈ V (α, r), then |x| < √r2 − t2. Once again, integration along the
t-axis and some elementary calculations allow us to deduce that
|V (z, r)| =
(
d
ωd
ωd−1
d− 1
∫ pi
2
arcsin(α)
cosd(t) dt
)
|B(z, r)|.
Now, we have
|B(z, r) ∩ Γα(z)| = Cα|B(z, r)|,
where the constant Cα > 0 is given by
Cα =
2ωd−1
(d− 1)ωdγ
d−1
α α
d + 2
d
ωd
ωd−1
d− 1
∫ pi
2
arcsin(α)
cosd(t) dt.
The first term on the right-hand side converges to zero, as α tends to zero.
The second term converges to one, as α tends to zero. We see this by using
the dominated convergence theorem and the identity∫ pi
2
0
cosd(t) dt =
1
2
ωd
d
d− 1
ωd−1
. (7.22)
The identity (7.22) follows easily after we notice that
|B(0, 1)| =
∫ 1
−1
(∫
|x|<√1−t2
dx
)
dt = 2
ωd−1
d− 1
∫ pi
2
0
cosd(t) dt.
This completes the proof.
Lemma A.4. Suppose that D ⊂ R2 is a bounded C1-domain. Then the
kernel
Φ(z, w) =
1
2pi
log(|z − w|)
of the single layer potential satisfies the following conditions∫
∂D
|Φ(z, w)| dσ(z) ≤ C and
∫
∂D
|Φ(z, w)| dσ(w) ≤ C
for some constant C > 0.
118 Appendix
Proof. Suppose that ε > 0 is sufficiently small. Then we may estimate∫
∂D
|Φ(z, w)|1B(z,ε)(w) dσ(w) ≤ C
∫ x+ε
x−ε
|log(|x− y|)| dy
≤ −C
∫ ε
0
log(t) dt
= Cε(1− log(ε)).
Also, we notice that
lim
ε→0
ε log(ε) = 0.
These observations and the arguments of Lemma 3.3 complete the proof.
Lemma A.5. Let D be a bounded C1-domain in R2. Suppose that a density
f belongs to Lp(∂D) for some p ∈ (1,∞) and that it satisfies the equation
(1
2
I +K∗)f = 0.
Then the single layer potential S, related to the density f , vanishes at infinity.
In other words, the single layer potential satisfies the condition
lim
|x|→∞
Sf(x) = 0.
Proof. Fubini’s theorem allows us to change the order of the integration:∫
∂D
K∗εf(z) dσ(z) =
∫
∂D
(∫
∂D
Ψε(w, z)f(w) dσ(w)
)
dσ(z)
=
∫
∂D
f(w)
(∫
∂D
Ψε(w, z) dσ(z)
)
dσ(w).
By applying the above identity, the dominated convergence theorem and
Lemma 4.2, we get∫
∂D
K∗f(z) dσ(z) =
∫
∂D
f(w)
(
lim
ε→0
∫
∂D
Ψε(w, z) dσ(z)
)
dσ(w)
=
1
2
∫
∂D
f(w) dσ(w).
The above identity and the assumption imply that∫
∂D
f dσ =
1
2
∫
∂D
f dσ +
∫
∂D
K∗f dσ =
∫
∂D
(1
2
I +K∗)f dσ = 0.
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Now, we may represent the single layer potential in the form
Sf(x) = 1
2pi
∫
∂D
(log |x− w| − log |x|) f(w) dσ(w) + log |x|
2pi
∫
∂D
f(w) dσ(w)
=
1
2pi
∫
∂D
log (|x− w|/|x|) f(w) dσ(w).
Let us denote
w0 := sup{|w| : w ∈ ∂D}
and assume that |x| > w0. Then, by applying the triangle inequality, we can
estimate
|log (|x− w|/|x|)| ≤ max {− log (1− w0/|x|) , log (1 + w0/|x|)} =: m(|x|).
The above estimate implies that
|Sf(x)| ≤ Cm(|x|)‖f‖Lp(∂D).
Because the function m converges to zero as |x| tends to infinity, we know
that Sf(x) converges to zero as |x| tends to infinity.
Lemma A.6. Let ϕ : Rd−1 → R be a continuously differentiable function
with compact support. Then there are functions ψj ∈ C∞0 (Rd−1) such that
the sequence {ψj}∞j=1 converges uniformly to ϕ and the sequence {∇ψj}∞j=1
converges uniformly to ∇ϕ.
Proof. We use mollifiers ηε that are defined in [7] on the page 713. For every
j ∈ N, we define functions
ψj = ηεj ∗ ϕ ∈ C∞0 (Rd).
Suppose that x ∈ Rd. Then, we have
|ϕ(x)− ψj(x)| ≤
∫
B(x,ε)
|ϕ(x)− ϕ(y)|ηεj(x− y) dy ≤ Cεj.
This implies that
‖ϕ− ψj‖∞ ≤ Cεj → 0,
as j tends to infinity.
With a similar argument, we obtain
|∇ϕ(x)−∇ψj(x)| ≤
∫
B(x,ε)
|∇ϕ(x)−∇ϕ(y)|ηεj(x− y) dy
≤ sup
y∈B(x,εj)
|∇ϕ(x)−∇ϕ(y)|.
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We observe that partial derivatives ∂xiϕ are uniformly continuous in Rd be-
cause they are continuous and compactly supported. Therefore, for every
ε > 0, there exists N ∈ N such that
sup
y∈B(x,εj)
|∇ϕ(x)−∇ϕ(y)| ≤
d∑
i=1
sup
y∈B(x,εj)
|∂xiϕ(x)− ∂xiϕ(y)| ≤ ε,
when j ≥ N . Finally, we let ε > 0 tend to zero. As a consequence
‖∇ϕ−∇ψj‖∞ → 0,
when j tends to infinity.
Lemma A.7. Let ϕ ∈ C20(Rd). Then
|ϕ(x)− ϕ(y)− 〈∇ϕ(y), x− y〉| ≤ C|x− y|2.
Proof. Let us define a function g(t) = ϕ(y + t(x − y)) and let us denote
z(t) = y+ t(x− y). Taylor’s theorem implies that there is a number ξ ∈ ]s, t[
such that
g(t) = g(s) + g′(s)(t− s) + 1
2
g′′(ξ)(t− s)2.
By differentiating, we get
g′(t) = 〈∇ϕ(z(t)), x− y〉 and g′′(t) =
〈
d
dt
(∇ϕ(z(t)) , x− y
〉
.
The Schwartz inequality implies
|g′′(t)| =
∣∣∣∣〈 ddt (∇ϕ(z(t)) , x− y
〉∣∣∣∣ ≤ ∣∣∣∣ ddt (∇ϕ(z(t))
∣∣∣∣ |x− y|.
To estimate the right-hand side term in the above inequality, we write
d
dt
(∇ϕ(z(t)) =
∑
i
d
dt
(∂iϕ(z(t)))ei =
∑
i
(∑
j
〈∂ijϕ(z(t)), x− y〉ej
)
ei.
Because the second partial derivatives of ϕ are continuous and compactly
supported, we may estimate∣∣∣∣ ddt (∇ϕ(z(t))
∣∣∣∣ ≤
(∑
i
∑
j
|∂ijϕ(z(t))|
)
|x− y| ≤ C|x− y|.
Finally, we obtain
|ϕ(x)− ϕ(y)− 〈∇ϕ(y), x− y〉| = 1
2
|g′′(ξ)| ≤ C|x− y|2,
which completes the proof.
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Lemma A.8. Let U be a connected subset of Rd and suppose that a function
u ∈ C1(D) satisfies ∇u = 0 in U . Then u is constant in U .
Proof. Suppose x, y ∈ U . Because U is a connected subset of Rd, it is possible
to connect the points x and y with a polygonal path such that it is contained
in U [17]. Suppose that the polygonal path is defined by a sequence of points
{zi}ni=1, in which z1 = x and zn = y. As a consequence of the mean value
theorem there are points ξi ∈ U , such that
|u(zi+1)− u(zi)| = |∇u(ξi)||zi+1 − zi| = 0,
for every i = 1, . . . , n − 1. Finally, the use of the triangle inequality would
imply u(x) = u(y). Thus, the function u is constant in U .
U
U c
y
z5
z4
z3
z2
x
Figure A.1: Polygonal path

Glossary
A⊥ orthogonal complement of a set A ⊂ X,
A⊥ = {x ∈ X : 〈x, a〉 = 0 for all a ∈ A}
104
Ac complement of a set A ⊂ X, Ac = X \ A 10
B(X, Y ) space of bounded linear operators T : X → Y 17
B(x, r) ball with a radius r > 0 centered at a point x ∈ Rd 7
CZO class of Calderon-Zygmund operators 35
C∞0 space of compactly supported smooth functions 14
Ck0 space of compactly supported, k times continuously
differentiable functions
7
G(x, y) Green’s function 96
I identity operator, I : X → X, I(x) = x 17
Jj Jacobian related to Ωj ↗ D or to Ωj ↘ D 16
K boundary integral operator 3
K∗ adjoint of the boundary integral operator K 4
Lp(X) Lebesgue space of functions f : X → R 2
Lp0(X) subspace of L
p(X) containing functions
that satisfy
∫
X
f dx = 0
113
Lp1(∂D) Sobolev-type space of functions f : ∂D → R 66
S boundary integral operator related to S 46
SK class of standard kernels 32
Sd−1 unit sphere in Rd 3
T−1 inverse of an operator T 17
T ∗ adjoint of an operator T 18
T∗ maximal operator of T ,
T∗f(x) = sup{|Tεf(x)| : ε > 0 }
22
Tε truncated operator of T ,
Tεf(x) =
∫
kε(x, y)f(y) dy
22
Z coordinate cylinder 16
∆ Laplace operator, ∆ =
∑
∂2
∂x2i
1
123
124 Glossary
Γα(z) infinite cone with two components, an aperture
α ∈ (0, 1) and a vertex at a point z ∈ ∂D
10
Γeα(z) exterior cone 10
Γiα(z) interior cone 10
N set of natural numbers, N = {1, 2, . . . } 15
Φ kernel of the single layer potential 43
Ψ kernel of the double layer potential 49
∗ convolution, f ∗ g(x) = ∫Rd−1 f(x− y)g(y) dy 20◦ composition, f ◦ g(x) = f(g(x)) 14
A closure of a set A 45
〈·, ·〉 Euclidian inner product, 〈x, y〉 = ∑xiyi 3
〈· | ·〉 inner product related to Lp(X),
〈f | g〉 = ∫
X
fg dx
18
log natural logarithm 43
K double layer potential 2
M Hardy-Littlewood maximal operator 19
Rα(z, δ) non-tangential approach region 68
S single layer potential 4
F∂D family of local characteristics for a boundary ∂D 9
S space of Schwarz functions 31
S ′ space of tempered distributions 31
∇ gradient, ∇f = ( ∂f
∂x1
, . . . ∂f
∂xd
) 7
↗ approximation scheme from inside, Ωj ↗ D 16
ν(z) inward-pointing unit normal vector of a domain
D at a point z ∈ ∂D
3
ωd surface area of a unit sphere in Rd 3
∂A boundary of a set A 1
↘ approximation scheme from outside, Ωj ↘ D 16
σ surface measure on ∂D 2
σj surface measure on ∂Ωj 16
1A characteristic function of a set A,
if x ∈ A, then 1A(x) = 1; if x /∈ A, then 1A(x) = 0
22
Im(T ) image of the operator T : X → Y ,
Im(T ) = {Tf : f ∈ X}
104
Ker(T ) kernel of the operator T : X → Y ,
Ker(T ) = {f ∈ X : Tf = 0}
104
div(v) divergence of a vector v, div(v) =
∑
∂vi
∂xi
45
supp(f) support of a function f 14
||T || operator norm of T : X → Y ,
||T || = sup{||Tf ||Y : ||f ||X ≤ 1}
17
Glossary 125
||·||Lp(X) norm related to the Lebesgue space Lp(X),
||f ||Lp(X) =
( ∫
X
|f |p dx)1/p 19
||f ||∞ supremum norm of a function f : X → Y ,
||f ||∞ = sup{|f(x)| : x ∈ X}
8
ei i:th element of the standard basis of Rd 45
f |A restriction of a function f to a set A 2
kε(x, y) truncated kernel, kε(x, y) = k(x, y)1B(x,ε)c(y) 22
ue∗ exterior non-tangential maximal function of u 67
ui∗ interior non-tangential maximal function of u 67
| · | Euclidian norm, |x| = √x21 + · · ·+ x2d 2

Bibliography
[1] Robert A. Adams and John J. F. Fournier. Sobolev spaces, volume 140 of
Pure and Applied Mathematics (Amsterdam). Elsevier/Academic Press,
Amsterdam, second edition, 2003.
[2] A. P. Caldero´n. Cauchy integrals on Lipschitz curves and related oper-
ators. Proc. Nat. Acad. Sci. U.S.A., 74(4):1324–1327, 1977.
[3] R. R. Coifman, A. McIntosh, and Y. Meyer. L’inte´grale de Cauchy
de´finit un ope´rateur borne´ sur L2 pour les courbes lipschitziennes. Ann.
of Math. (2), 116(2):361–387, 1982.
[4] David L. Colton and Rainer Kress. Integral equation methods in scat-
tering theory. Pure and Applied Mathematics (New York). John Wiley
& Sons, Inc., New York, 1983. A Wiley-Interscience Publication.
[5] Bjo¨rn E. J. Dahlberg. On the Poisson integral for Lipschitz and C1-
domains. Studia Math., 66(1):13–24, 1979.
[6] Bjo¨rn E. J. Dahlberg and Carlos E. Kenig. Hardy spaces and the Neu-
mann problem in Lp for Laplace’s equation in Lipschitz domains. Ann.
of Math. (2), 125(3):437–465, 1987.
[7] Lawrence C. Evans. Partial differential equations, volume 19 of Graduate
Studies in Mathematics. American Mathematical Society, Providence,
RI, second edition, 2010.
[8] E. B. Fabes, M. Jodeit, Jr., and N. M. Rivie`re. Potential techniques for
boundary value problems on C1-domains. Acta Math., 141(3-4):165–186,
1978.
[9] E. B. Fabes and N. M. Rivie`re. Dirichlet and Neumann problems for the
heat equation in C1-cylinders. In Harmonic analysis in Euclidean spaces
(Proc. Sympos. Pure Math., Williams Coll., Williamstown, Mass.,
1978), Part 2, Proc. Sympos. Pure Math., XXXV, Part, pages 179–196.
Amer. Math. Soc., Providence, R.I., 1979.
127
128 Bibliography
[10] Richard P. Feynman, Robert B. Leighton, and Matthew Sands. The
Feynman lectures on physics. Vol. 2: Mainly electromagnetism and mat-
ter. Addison-Wesley Publishing Co., Inc., Reading, Mass.-London, 1964.
[11] Gerald B. Folland. Introduction to partial differential equations. Prince-
ton University Press, Princeton, N.J., 1976.
[12] Gerald B. Folland. Real analysis. Pure and Applied Mathematics (New
York). John Wiley & Sons, Inc., New York, second edition, 1999. Modern
techniques and their applications, A Wiley-Interscience Publication.
[13] Loukas Grafakos. Modern Fourier analysis, volume 250 of Graduate
Texts in Mathematics. Springer, New York, second edition, 2009.
[14] Elon L. Lima. The Jordan-Brouwer separation theorem for smooth hy-
persurfaces. Amer. Math. Monthly, 95(1):39–42, 1988.
[15] Walter Rudin. Principles of mathematical analysis. McGraw-Hill Book
Co., New York-Auckland-Du¨sseldorf, third edition, 1976. International
Series in Pure and Applied Mathematics.
[16] Bryan P. Rynne and Martin A. Youngson. Linear functional analysis.
Springer Undergraduate Mathematics Series. Springer-Verlag London,
Ltd., London, second edition, 2008.
[17] Wilson A. Sutherland. Introduction to metric and topological spaces.
Oxford University Press Inc., New York, second edition, 2009.
[18] Gregory Verchota. Layer potentials and boundary value problems for
Laplace’s equation on Lipschitz domains. ProQuest LLC, Ann Arbor,
MI, 1982. Thesis (Ph.D.)–University of Minnesota.
[19] Gregory Verchota. Layer potentials and regularity for the Dirichlet
problem for Laplace’s equation in Lipschitz domains. J. Funct. Anal.,
59(3):572–611, 1984.
[20] Koˆsaku Yosida. Functional analysis, volume 123 of Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathemat-
ical Sciences ]. Springer-Verlag, Berlin-New York, sixth edition, 1980.


