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Abstract. A clutter is a family of mutually incomparable sets. The set of
circuits of a matroid, its set of bases, and its set of hyperplanes are examples
of clutters arising from matroids. In this paper we address the question of
determining which are the matroidal clutters that best approximate an arbi-
trary clutter Λ. For this, we first define two orders under which to compare
clutters, which give a total of four possibilities for approximating Λ (i.e., above
or below with respect to each order); in fact, we actually consider the prob-
lem of approximating Λ with clutters from any collection of clutters Σ, not
necessarily arising from matroids. We show that, under some mild conditions,
there is a finite non-empty set of clutters from Σ that are the closest to Λ
and, moreover, that Λ is uniquely determined by them, in the sense that it
can be recovered using a suitable clutter operation. We then particularize
these results to the case where Σ is a collection of matroidal clutters and give
algorithmic procedures to compute these clutters.
1. Introduction
There are two general problems in mathematics that have been considered re-
peatedly: given a class of objects and a subclass of those satisfying certain condi-
tions, there is the problem of approximating an arbitrary object with elements from
the subclass, and also the related problem of decomposing the object in terms of
objects in the subclass. Examples of either problem can be found in various areas
of mathematics. For instance, examples of the first are the orthogonal projection in
linear algebra and, in analysis, the theories concerning the approximation of func-
tions of some kind by simpler functions. Integer factorization into primes fits into
the second problem, as do the decomposition of a non-zero non-unit element as a
product of prime elements in a unique factorization domain, the primary decompo-
sition of ideals in noetherian rings and the decomposition of algebraic varieties into
irreducible ones. In any case, many theoretical issues, properties and algorithms
have been studied regarding both problems. This paper fits in this context and
stems from considering these problems in a situation involving discrete objects.
Namely, we study the approximation and decomposition of some families of sub-
sets (clutters) into families of subsets arising from combinatorial objects with some
specific structure (matroidal clutters).
A clutter on a finite set Ω is a family of mutually incomparable subsets of Ω;
in other words, an antichain of the powerset 2Ω ordered by set inclusion. Clutters
are also known as simple hypergraphs or Sperner families, and they abound in
combinatorics. Here we will be concerned in clutters arising from matroids, such
as the collection of circuits, but also the collection of bases and the collection of
hyperplanes. This paper is motivated by the following questions: given an arbitrary
clutter Λ, which are the matroidal clutters that are closest to it, if any? If these
exist, do they determine Λ? And also, how can we effectively find them?
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Our approach to the problem starts by specifying the meaning of close in the
question above. For this we define two partial orders 6+ and 6− on the set of
clutters on a set Ω. For a clutter Λ and collection Σ of clutters, one can consider
the set of all clutters that lie above or below Λ with respect to either order. We refer
to elements of these four sets (that could be empty) as completions of Λ in Σ. We
say that we make a choice of order (6+ or 6−) and side (above or below). Among
all completions, we call optimal the ones that are closest to Λ (minimal or maximal
depending on the choice of side). We usually want Σ to be a family of clutters related
to matroids, but one advantage of our approach is that we have general results that
can be applied to any family Σ of interest. Loosely speaking, we show that for each
choice of order and side, there is a family of clutters F such that if Σ contains F
then the corresponding set of completions of Λ is non-empty and, moreover, that the
optimal completions are enough to uniquely determine Λ. In fact, there is a clutter
operation that allows us to express Λ as a combination of its optimal completions;
we thus speak of a decomposition of Λ. We then specialize these results to the case
where Σ is a family of clutters arising from matroids, showing that in most cases
completions and decompositions exist and giving algorithms to find them.
The relationship between clutters and matroids has been explored before. Clos-
est in spirit to our work is the paper by Dress and Wenzel [2], where they give
a method to construct, from an arbitrary clutter Λ, another clutter that is the
clutter of bases of a matroid (we compare this construction to our results in Sec-
tion 4). Also, the paper by Martini and Wenzel [7] deals with a similar question
of approximating arbitrary closure operators by closure operators arising from ma-
troids. Other papers about clutters and matroids include [1, 10, 11, 12, 13], and
focus on finding ways in which clutters behave like matroids and in characterizing
matroidal clutters among all clutters. Another common theme is the behaviour of
clutters under deletion and contraction, but we will not touch this topic either.
This paper is a wide generalization of the papers [5, 6]. In those only one of the
four choices for completions was considered, namely, the ones above with respect to
the order 6+; also, the only matroidal clutters considered were clutters of circuits.
In [5] a method was given to construct such completions in circuit clutters (we
review it in Section 5). In [6] the focus was on clutters of circuits of representable
matroids (we point out the connections with this paper in Sections 3 and 4).
The paper is structured as follows. In Section 2 we give all the definitions
needed about clutters and matroids. In Section 3 we present our results about
completions in arbitrary clutters and in Section 4 we specialize these results to the
cases of matroidal clutters. Finally, we give in Section 5 an algorithmic procedure
to compute optimal matroidal completions, whenever they exist.
2. Clutters. Posets of clutters. Matroidal clutters
In this section we present the definitions and basic facts concerning families of
subsets, clutters, matroids and matroidal clutters that are used in the paper. We
omit all proofs that are a straightforward consequence of the definitions.
Throughout the paper Ω is a non-empty finite set. The power set of Ω is denoted
2Ω. For Υ ⊆ 2Ω, min(Υ) and max(Υ) respectively denote the sets of minimal and
maximal elements of Υ with respect to set inclusion.
2.1. Families of subsets and clutters. A monotone increasing family of subsets
Γ of Ω is a collection of subsets of Ω such that any superset of a set in Γ also belongs
to Γ; that is, if A ∈ Γ and A ⊆ A′ ⊆ Ω, then A′ ∈ Γ. A monotone decreasing family
of subsets Γ of Ω is a collection of subsets of Ω such that any subset of a set in Γ
also belongs to Γ; that is, if A ∈ Γ and A′ ⊆ A, then A′ ∈ Γ. A clutter Λ on Ω
is a collection of subsets Λ of Ω none of which is a proper subset of another; that
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is, if A,A′ ∈ Λ and A ⊆ A′ then A = A′. Note that Λ being a clutter on Ω does
not imply that every element of Ω belongs to some set in Λ; in particular, both
{} = ∅ and {∅} are clutters on every finite set Ω. These two clutters are called
trivial clutters. The set of all clutters on Ω is denoted by Clutt(Ω).
A clutter Λ determines a monotone increasing family Λ+ and a monotone de-
creasing family Λ− of subsets:
Λ+ = {A ⊆ Ω : A0 ⊆ A for some A0 ∈ Λ},
Λ− = {A ⊆ Ω : A ⊆ A0 for some A0 ∈ Λ}.
Conversely, if Γ is a monotone increasing family of subsets of Ω, the collection
min(Γ) of its inclusion-minimal elements is a clutter, and clearly Γ = (min(Γ))+
and Λ = min(Λ+). Similarly, if now Γ is a monotone decreasing family of subsets
of Ω, the collection max(Γ) of its inclusion-maximal elements is also a clutter, and
Γ = (max(Γ))− and Λ = max(Λ−). So a monotone increasing (decreasing) family
of subsets Γ is uniquely determined by the clutter min(Γ) (respectively, max(Γ)),
while a clutter Λ is uniquely determined by either of the families Λ+ and Λ−. Note
that {}+ = {}− = {}, {∅}+ = 2Ω and {∅}− = {∅}.
We next introduce an operation on families of subsets, related to taking comple-
ments. For Υ ⊆ 2Ω, let Υc ⊆ 2Ω be the family
Υc = {B ⊆ Ω : Ω \B ∈ Υ}.
We refer to Υc as the complementary family of Υ. The following lemma states some
immediate properties of this operation.
Lemma 2.1. Let Υ ⊆ 2Ω. The following statements hold:
(1) Υ is monotone increasing if and only if Υc is monotone decreasing.
(2) Υ is monotone decreasing if and only if Υc is monotone increasing.
(3) Υ is a clutter if and only if Υc is a clutter.
(4)
(
Υc
)c
= Υ.
The complementary clutters of the trivial clutters {} and {∅}, that is, the clutters
{} and {Ω}, are called cotrivial clutters. Observe that the empty clutter {} is both
trivial and cotrivial.
Another operation on set families that maps clutters to clutters is the blocker.
For Υ ⊆ 2Ω, its blocker (or transversal) is the clutter
b(Υ) = min
({
B : B ∩A 6= ∅ for all A ∈ Υ}).
The blocker of the empty clutter {} is thus {∅}, and b({∅}) = {}. This is no
coincidence as the blocker map is involutive on clutters ([3]), that is:
Lemma 2.2. Let Λ be a clutter on Ω. Then, b(b(Λ)) = Λ.
2.2. Comparison of clutters. Posets of clutters. Operations between
clutters. In order to endow Clutt(Ω) with a poset structure, one could simply
consider clutter containment, but as we shall see later this is not fine enough for
our purposes (see Subsection 2.4 and Remark 4.1 in Subsection 4.1). It turns out
to be more convenient to compare clutters in terms of the monotone increasing
or decreasing families to which they give rise. Although clearly Λ1 ⊆ Λ2 implies
Λ+1 ⊆ Λ+2 and Λ−1 ⊆ Λ−2 , the converses are not true; for instance, the clutters
Λ1 = {{1, 2}, {2, 3}} and Λ2 = {{1}, {2, 3}} on Ω = {1, 2, 3} satisfy Λ+1 ⊆ Λ+2 and
Λ−2 ⊆ Λ−1 but Λ1 6⊆ Λ2 and Λ2 6⊆ Λ1.
This leads us to consider the following two binary relations 6+ and 6− defined
on Clutt(Ω). If Λ1 and Λ2 are clutters on Ω, then we say that
Λ1 6+ Λ2 if and only if Λ+1 ⊆ Λ+2 ;
4 JAUME MARTI´-FARRE´ AND ANNA DE MIER
and we say that
Λ1 6− Λ2 if and only if Λ−1 ⊆ Λ−2 .
Since {}+ = {}− = {}, the clutter {} lies below any other clutter with respect
to both 6+ and 6−. Similarly, Λ 6+ {∅} and Λ 6− {Ω} for every clutter Λ on Ω.
It is clear that both 6+ and 6− are partial orders on the set of clutters on Ω.
So, (Clutt(Ω),6+) and (Clutt(Ω),6−) are posets of clutters.
The following lemma rephrases the relations 6+ and 6− solely in terms of the
elements of Λ1 and Λ2; it will be used repeatedly throughout the paper.
Lemma 2.3. Let Λ1,Λ2 be clutters on Ω. The following statements hold:
(1) Λ1 6+ Λ2 if and only if Λ1 ⊆ Λ+2 . Therefore, Λ1 6+ Λ2 if and only if for
all A1 ∈ Λ1 there exists A2 ∈ Λ2 such that A2 ⊆ A1.
(2) Λ1 6− Λ2 if and only if Λ1 ⊆ Λ−2 . Therefore, Λ1 6− Λ2 if and only if for
all A1 ∈ Λ1 there exists A2 ∈ Λ2 such that A1 ⊆ A2.
We next look at the relationship between the orders 6+,6− and the operations
on clutters introduced above.
Lemma 2.4. Let Λ1,Λ2 be clutters on Ω. The following statements hold:
(1) Λ1 6+ Λ2 if and only if Λc1 6− Λc2.
(2) Λ1 6− Λ2 if and only if Λc1 6+ Λc2.
(3) Λ1 6+ Λ2 if and only if b(Λ2) 6+ b(Λ1).
(4) Λ1 6− Λ2 if and only if b(Λc2)c 6− b(Λc1)c.
Proof. The statements about the complementary follow easily from the definitions
and Lemma 2.1.
For statement (3), assume Λ1 6+ Λ2 and let B ∈ b(Λ2). If we show that
A ∩B 6= ∅ for all A ∈ Λ1, we will be done since this implies b(Λ2) ⊆ b(Λ1)+. Now,
the relation Λ1 6+ Λ2 implies that there is A′ ∈ Λ2 such that A′ ⊆ A. Since
B ∈ b(Λ2), we have ∅ 6= A′ ∩ B ⊆ A ∩ B, as needed. The converse implication
is immediate since the blocker map is involutive. Finally (4) follows from (2) and
(3). 
We next introduce four operations between clutters that play a key role in Sec-
tion 3.
Let Λ1, . . . ,Λr be clutters on Ω. We define
Λ1 u+ · · · u+ Λr = min
(
Λ+1 ∩ · · · ∩ Λ+r
)
,
Λ1 unionsq+ · · · unionsq+ Λr = min
(
Λ+1 ∪ · · · ∪ Λ+r
)
,
Λ1 u− · · · u− Λr = max
(
Λ−1 ∩ · · · ∩ Λ−r
)
,
Λ1 unionsq− · · · unionsq− Λr = max
(
Λ−1 ∪ · · · ∪ Λ−r
)
.
The following lemma provides characterizations and descriptions of these clut-
ters.
Lemma 2.5. Let Λ1, . . . ,Λr be clutters on Ω. The following statements hold:
(1) Λ1 u+ · · · u+ Λr = min
({
A1 ∪ · · · ∪ Ar : Ai ∈ Λi
})
, and it is the unique
clutter Λ0 satisfying the following two conditions:
(a) Λ0 6+ Λi for all i, and
(b) if Λ′ is a clutter such that Λ′ 6+ Λi for all i, then Λ′ 6+ Λ0.
(2) Λ1unionsq+ · · ·unionsq+Λr = min(Λ1∪· · ·∪Λr
)
, and it is the unique clutter Λ0 satisfying
the following two conditions:
(a) Λi 6+ Λ0 for all i, and
(b) if Λ′ is a clutter such that Λi 6+ Λ′ for all i, then Λ0 6+ Λ′.
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(3) Λ1 u− · · · u− Λr = max
({
A1 ∩ · · · ∩ Ar : Ai ∈ Λi
})
, and it is the unique
clutter Λ0 satisfying the following two conditions:
(a) Λ0 6− Λi for all i, and
(b) if Λ′ is a clutter such that Λ′ 6− Λi for all i, then Λ′ 6− Λ0.
(4) Λ1 unionsq− · · · unionsq− Λr = max(Λ1 ∪ · · · ∪ Λr
)
, and it is the unique clutter Λ0
satisfying the following two conditions:
(a) Λi 6− Λ0 for all i, and
(b) if Λ′ is a clutter such that Λi 6− Λ′ for all i, then Λ0 6− Λ′.
Another way to state Lemma 2.5 is by saying that the poset (Clutt(Ω),6+) is
a lattice with meet u+ and join unionsq+, and that similarly (Clutt(Ω),6−) is a lattice
with meet u− and join unionsq−.
We conclude this subsection with the following lemma concerning the behaviour
of these operations between clutters with respect to the complementary and blocker
maps.
Lemma 2.6. Let Λ1, . . . ,Λr be clutters on Ω. The following statements hold:
(1) (Λ1 u+ · · · u+ Λr)c = Λc1 u− · · · u− Λcr.
(2) (Λ1 unionsq+ · · · unionsq+ Λr)c = Λc1 unionsq− · · · unionsq− Λcr.
(3) b(Λ1 u+ · · · u+ Λr) = b(Λ1) unionsq+ · · · unionsq+ b(Λr).
(4) b(Λ1 unionsq+ · · · unionsq+ Λr) = b(Λ1) u+ · · · u+ b(Λr).
Proof. The proofs of these statements follow easily from Lemma 2.4 and the de-
scriptions in Lemma 2.5. 
2.3. Matroids and matroidal clutters. The families of clutters most relevant to
this paper are those that arise from matroids. Matroids are combinatorial objects
that admit several equivalent axiomatizations, the most common ones being in
terms of independent sets, bases, circuits, rank function, flats, or hyperplanes (the
reader is referred to [8, 14] for general references on matroid theory). Here we
present the definition in terms of circuits.
A matroid M is an ordered pairM = (Ω, C) consisting of a finite non-empty set
Ω, called the ground set of the matroid, and a clutter C of non-empty subsets of Ω
that satisfies the circuit elimination property : if C1 and C2 are distinct members of
C and x ∈ C1∩C2, then there is some member C3 of C such that C3 ⊆ (C1∪C2)\{x}.
The members of the clutter C are the circuits of the matroidM. We shall often
write C(M) instead of C. The dependent sets of the matroid are the supersets of
the circuits, that is, the members of C(M)+.
Sets that are not dependent are called independent ; the collection of independent
sets of a matroidM is denoted by I(M). The family I(M) is monotone decreasing
and its maximal elements are the bases of the matroid. The clutter of bases of M
is denoted by B(M); thus, B(M)− = I(M).
We say that the clutter Λ on Ω is a clutter of circuits (or a circuit clutter) if
there exists a matroid M with ground set Ω such that Λ = C(M). Similarly, Λ
is a clutter of bases (or a basis clutter) if Λ = B(M) for some matroid M on Ω.
Among all non-empty clutters Λ, basis clutters are precisely those that satisfy the
following basis exchange property ([8, Thm. 1.2.3]): if B1, B2 are elements of Λ
and x ∈ B1 \B2, then there is y ∈ B2 \B1 such that (B1 \ {x}) ∪ {y} ∈ Λ.
The other family of clutters associated to matroids that will appear in this work
are clutters of hyperplanes. The rank of a subset A ⊆ Ω is the size of the largest
independent set included in A, and it is denoted by r(A). The rank r(M) of the
matroid M is r(Ω). The set H ⊆ Ω is a hyperplane if H is maximal with the
property r(H) = r(M) − 1. The collection of hyperplanes of M forms a clutter
H(M), and a clutter Λ is called a clutter of hyperplanes (or hyperplane clutter) if
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Λ = H(M) for some matroidM. As circuit and basis clutters, hyperplane clutters
also have a characterization ([8, Prop. 2.1.21]): a clutter Λ is a hyperplane clutter if
and only if Λ 6= {Ω} and if H1, H2 are distinct members of Λ and x ∈ Ω\(H1∪H2),
then there is H3 ∈ Λ such that H3 ⊇ (H1 ∩H2) ∪ {x}.
We use the generic term matroidal clutter to refer to any of the clutters arising
from matroids. Thus, each matroid determines three matroidal clutters that are
usually different.
Before stating some examples of matroidal clutters, next we look now at the
behaviour of the operations introduced in Subsection 2.1 in the particular case of
matroidal clutters.
It is a well-known fact ([8, Thm. 2.1.1]) that there is a matroid M∗ on the
ground set Ω such that B(M∗) = B(M)c; this matroid is called the dual of M.
Clearly M∗∗ = M. Table 1 below includes this and some other less trivial rela-
tionships ([8, Sec. 2.1]). From these relationships we see that the complementary
Λc of a matroidal clutter Λ is also a matroidal clutter, but the blocker b(Λ) of a
matroidal clutter might not be a matroidal clutter when Λ is a hyperplane clutter
(note that the blocker of a hyperplane clutter is sometimes a matroidal clutter, as
in the case b({∅}) = {}, but there is no general relationship).
Λ Λc b(Λ)
B(M) B(M∗) C(M∗)
C(M) H(M∗) B(M∗)
H(M) C(M∗) –
Table 1. The effect of the complementary and blocker maps on
matroidal clutters.
To conclude this subsection, we recall the definition of two well-known classes
of matroids: uniform matroids and partition matroids. The circuit, basis and
hyperplane clutters of these matroids will appear several times in this paper.
Let n be the size of the finite set Ω and let r be a non-negative integer such
that r ≤ n. The uniform matroid Ur,n is the matroid with ground set Ω and
clutter of circuits C(Ur,n) = {C ⊆ Ω : |C| = r + 1}. The clutter of basis of the
uniform matroid is B(Ur,n) = {B ⊆ Ω : |B| = r}, and its clutter of hyperplanes is
H(Ur,n) = {H ⊆ Ω : |H| = r − 1}. The dual of a uniform matroid is a uniform
matroid, namely
(Ur,n)∗ = Un−r,n.
Remark 2.7. By using matroidal clutters of uniform matroids we show that trivial
and cotrivial clutters are matroidal clutters, and that there are clutters that belong
to the three kinds of matroidal clutters. Indeed, the clutter {} is not a basis
clutter, but {} is the circuit clutter C(Un,n) and the hyperplane clutter H(U0,n)
(with n = |Ω|). Similarly, the clutter {∅} is not a circuit clutter, but {∅} is the
basis clutter B(U0,n) and the hyperplane clutter H(U1,n). Finally the clutter {Ω}
is not a hyperplane clutter but {Ω} is the circuit clutter C(Un−1,n) and the basis
clutter B(Un,n). A clutter that belongs to the three kinds of matroidal clutters
is {{ω} : ω ∈ Ω} for n ≥ 2. Actually, it is the circuit clutter C(U0,n), it is the
basis clutter B(U1,n) and it is the hyperplane clutter H(U2,n). (These results are
consistent with Table 1 because the clutters {} and {∅} are each one the blocker of
the other, and the same occurs with the clutters {Ω} and {{ω} : ω ∈ Ω}.)
Let (Ω1, . . . ,Ωk) be a partition of the finite set Ω and let (r1, . . . , rk) be a se-
quence of integers with 0 ≤ ri ≤ |Ωi| for all 1 ≤ i ≤ k. The partition matroid
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Π(Ω1, . . . ,Ωk; r1, . . . , rk) is the matroid with ground set Ω and clutter of circuits
{C ⊆ Ω : ∃ i such that |C ∩ Ωi| = ri + 1 and C ∩ Ωj = ∅ for 1 ≤ j 6= i ≤ k}.
The corresponding clutter of bases of Π(Ω1, . . . ,Ωk; r1, . . . , rk) is
{B ⊆ Ω : |B ∩ Ωi| = ri for 1 ≤ i ≤ k};
whereas its clutter of hyperplanes is
{H ⊆ Ω : ∃ i such that |H ∩ Ωi| = ri − 1 and Ωj ⊆ H for 1 ≤ j 6= i ≤ k}.
The dual of a partition matroid is a partition matroid. More concretely,
(
Π(Ω1, . . . ,Ωk; r1, . . . , rk)
)∗
=
Π(Ω1, . . . ,Ωk; |Ω1| − r1, . . . , |Ωk| − rk).
Remark 2.8. Observe that uniform matroids are the partition matroids where
k = 1, that is, Ur,n = Π(Ω; r) (where n = |Ω|). An arbitrary partition ma-
troid can be written as a direct sum of uniform matroids, namely, we have that
Π(Ω1, . . . ,Ωk; r1, . . . , rk) = Ur1,|Ω1| ⊕ · · · ⊕ Urk,|Ωk| (see [8] for the definition of di-
rect sum).
2.4. Comparing matroidal clutters. Operations between matroidal clut-
ters. The orders and operations defined above for arbitrary clutters are naturally
meaningful when restricted to matroidal clutters. Moreover, some of them coincide
with, or are related to, well-studied matroid theoretic notions, as the already men-
tioned relation between the complementary and blocker operators and duality. Here
we present some other such connections in order to give more concrete instances
of our definitions, but the contents of this subsection are not actually used in the
sequel.
Even restricted to matroidal clutters, the orders 6+ and 6− are much finer
than clutter inclusion. For instance, let us consider two uniform matroids Ur,n and
Us,n. It is clear that if r 6= s then C(Ur,n) 6⊆ C(Us,n), B(Ur,n) 6⊆ B(Us,n), and
H(Ur,n) 6⊆ H(Us,n). However, observe that for 0 < r ≤ s < n, by Lemma 2.3 we
get that:
C(Us,n) 6+ C(Ur,n), B(Us,n) 6+ B(Ur,n), H(Us,n) 6+ H(Ur,n),
C(Ur,n) 6− C(Us,n), B(Ur,n) 6− B(Us,n), H(Ur,n) 6− H(Us,n).
Therefore, the partial orders 6+ and 6− seem more informative in order to
compare matroidal clutters. It turns out that these orders are close to the well-
known weak order 6w on matroids: given two matroids M1,M2 on Ω, we have
M1 6w M2 if every circuit of M2 contains a circuit of M1. (See [8, Sec. 7.3] for
more details on the weak order.)
Lemma 2.9. LetM1,M2 be matroids on Ω. The following statements hold:
(1) C(M1) 6+ C(M2) if and only ifM2 6wM1.
(2) B(M1) 6+ B(M2) if and only ifM∗1 6wM∗2.
(3) B(M1) 6− B(M2) if and only ifM1 6wM2.
(4) H(M1) 6− H(M2) if and only ifM∗2 6wM∗1.
Proof. The first and third statement follow easily from Lemma 2.3. As for the
second statement, Lemma 2.4 implies that B(M1) 6+ B(M2) is equivalent to
b(B(M2)) 6+ b(B(M1)); by duality (Table 1) this is equivalent to C(M∗2) 6+
C(M∗1), and finally we apply the first statement of this lemma. The fourth state-
ment follows from the first one by duality. 
Remark 2.10. The relationships C(M1) 6− C(M2) and H(M1) 6+ H(M2) are
not expressible in terms of the weak order.
8 JAUME MARTI´-FARRE´ AND ANNA DE MIER
Next, we discuss some questions concerning the behaviour of the operations unionsq+,
u+, unionsq− and u− between matroidal clutters. It will be clear from the results in
Section 4 that these four operations are not closed when restricted to matroidal
clutters. Let us show a concrete example.
Example 2.11. Let Λ1 and Λ2 be the clutters of circuits corresponding to the
partition matroids U2,5 and Π({1, 2}, {3, 4, 5}; 1, 2), both on the ground set Ω =
{1, 2, 3, 4, 5}. Then Λ1 u+ Λ2 = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {3, 4, 5}}, which is not
a circuit clutter since the sets {1, 2, 3} and {1, 2, 4} do not satisfy the circuit elimi-
nation property.
The operations u+,unionsq+,u− and unionsq− are somewhat reminiscent of matroid union
and intersection. Recall that the union of two matroids M1,M2 on the ground
set Ω is the matroid M1 ∨M2 on Ω whose independent sets are I(M1 ∨M2) =
{I1 ∪ I2 : Ii ∈ I(Mi)}. The intersection of the matroids M1 and M2 is the family
of sets I(M1)∩I(M2). The intersection I(M1)∩I(M2) is a monotone decreasing
family of subsets but it is not, in general, the set of independent sets of a matroid.
We refer to [8, Sec. 11.3] for further details on matroid union and intersection.
In the following lemma we briefly point out some connections between the oper-
ations between clutters and matroid union and intersection.
Lemma 2.12. Let M1 and M2 be matroids on the same ground set Ω. The
following statements hold:
(1) I(M1) ∩ I(M2) =
(B(M1) u− B(M2))−.
(2) C(M1 ∨M2) 6+ C(M1) u+ C(M2), and equality does not hold in general.
Proof. The first statement is clear because, in our notation, B(M1) u− B(M2) are
the maximal members of the monotone decreasing family of subsets I(M1)∩I(M2).
Let us prove that C(M1 ∨ M2) 6+ C(M1) u+ C(M2). Let C be a circuit of
M1 ∨M2. For i ∈ {1, 2}, let Ii be a subset of C that is maximum independent
in Mi. As C is not independent in M1 ∨M2, there is x ∈ C \ (I1 ∪ I2). Both
I1 ∪ {x} and I2 ∪ {x} are dependent in M1 and M2, respectively, so there are
circuits C1 ∈ C(M1) and C2 ∈ C(M2) such that C ⊇ C1 ∪ C2, as needed.
To finish, let us give an example showing that the clutter C(M1) u+ C(M2) is
different from the union of M1 and M2. Consider the matroids M1 = U2,3 and
M2 = Π({1, 2}, {3}; 1, 1). Its union M1 ∨M2 is U3,3, since the set {1, 2, 3} is the
union of {1, 2}, independent in M1, and {3}, independent in M2. Thus C(M1 ∨
M2) = {}. Now, C(M1) u+ C(M2) = {{1, 2, 3}} u+ {{1, 2}} = {{1, 2, 3}}. 
Remark 2.13. The problem of determining the size of the largest common inde-
pendent set of two matroids is well-known in optimization and it can be solved
in polynomial time, provided that checking independence in either matroid can be
done in polynomial time (see, for instance, Chapter 41 of Schrijver’s book [9]). For
three matroids though, the problem of determining the size of the largest element in
I(M1)∩ I(M2)∩ I(M3) is NP-complete. This implies that the complexity of the
clutter operation u− is at least as hard, since otherwise we could use associativity
of this operation to solve the intersection problem with 3 matroids.
3. Completions and decompositions of clutters
Let Σ ⊆ Clutt (Ω) be a collection of clutters on Ω and let Λ be a clutter on Ω.
We wish to identify clutters in Σ that are in some sense close to the clutter Λ. For
this, we consider the subset of those clutters from Σ that lie above or below Λ with
respect to either 6+ or 6−. That is, we can associate to Λ four different subsets
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of Σ, one for each choice of order (6+ or 6−) and side (above or below). We thus
define
Σ+u (Λ) = {Λ′ ∈ Σ : Λ 6+ Λ′},
Σ+` (Λ) = {Λ′ ∈ Σ : Λ′ 6+ Λ},
Σ−u (Λ) = {Λ′ ∈ Σ : Λ 6− Λ′},
Σ−` (Λ) = {Λ′ ∈ Σ : Λ′ 6− Λ},
and for ∗1 ∈ {+,−} and for ∗2 ∈ {u, `} we say that a clutter Λ′ in Σ∗1∗2(Λ) is a
Σ∗1∗2-completion of Λ. The completions in Σ
∗1
u (Λ) (respectively, in Σ
∗1
` (Λ)) will be
called upper (respectively, lower) completions.
The goal of this section is to prove that, under certain mild assumptions, these
four families of clutters Σ∗1∗2(Λ) are non-empty and, moreover, that they uniquely
determine the clutter Λ.
Table 2 gives a quick overview of our results (Theorems 3.1, 3.2, 3.4 and 3.5);
it has to be interpreted as follows. For any choice of order ∗1 ∈ {+,−} and
side ∗2 ∈ {u, `}, the table gives a family of clutters F∗1∗2 and an operation ∗1∗2 ∈{u+,unionsq+,u−,unionsq−}. The corresponding theorem asserts that if F∗1∗2 ⊆ Σ, then for any
clutter Λ the set of completions Σ∗1∗2(Λ) is non-empty and, moreover, there exist
some completions Λ1, . . . ,Λr ∈ Σ∗1∗2(Λ) such that
Λ = Λ1∗1∗2 · · ·∗1∗2Λr.
We refer to such an expression as a decomposition of the clutter Λ. The collection
{Λ1, . . . ,Λr} of Σ∗1∗2-completions that appears in the decomposition is denoted by
Φ∗1∗2(Λ) in the table, and it corresponds to those completions that are “closest” to Λ;
that is, either minimal or maximal elements of the poset
(
Σ∗1∗2(Λ), 6∗1
)
, depending
on whether ∗2 is u or `. Therefore, from our results we conclude that the clutter Λ
is univocally determined by the family Φ∗1∗2(Λ) of Σ
∗1∗2-completions.
In Table 2, and from now on, for a family Σ ⊆ Clutt(Ω) of clutters, min(Σ,6+)
denotes the set of minimal elements of Σ with respect to the order 6+. The sets
min(Σ,6−), max(Σ,6+) and max(Σ,6−) are defined analogously. Also, for a non-
empty subset X ⊆ Ω we denote by ΛX the clutter on Ω defined by ΛX = {{x} :
x ∈ X}. We finally remark that the actual statements of the theorems add some
hypothesis to exclude degenerate cases, but we have not added this information to
the table in order to keep readability.
The following two subsections are devoted to proving these four theorems on
completions and decomposition of clutters, and to study the relationship between
them (which is summarized in Table 3). In Section 4 we particularize all these
theorems in the case of matroidal clutters and, furthermore, we analyze the necessity
of the hypothesis on the collection of clutters Σ in Theorems 3.1, 3.2, 3.4 and 3.5.
3.1. Completions and decompositions with respect to the order 6+. In
this subsection we study the upper and lower completions Σ+u (Λ) and Σ
+
` (Λ) of
a clutter Λ (Theorems 3.1 and 3.2). The first theorem, that deals with upper
completions, was already given in [6], but here we present a different, shorter proof.
Theorem 3.1. Let Σ ⊆ Clutt (Ω) be such that ΛX ∈ Σ for all non-empty subsets X
of Ω. If Λ is a non-trivial clutter on Ω, then the set Σ+u (Λ) of upper Σ-completions
of Λ with respect to the order 6+ is non-empty, and
Λ = Λ1 u+ · · · u+ Λr ,
where Λ1, . . . ,Λr are the minimal elements of the poset
(
Σ+u (Λ), 6+
)
. In particular,
the following statements hold:
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6+ 6−
upper
Theorem 3.1
(order 6+ and upper completion)
F+u =
{
ΛX : ∅  X ⊆ Ω
}
+u = u+
Φ+u (Λ) = min
(
Σ+u (Λ), 6+
)
Theorem 3.4
(order 6− and upper completion)
F−u =
{(
ΛX
)c
: ∅  X ⊆ Ω}
−u = u−
Φ−u (Λ) = min
(
Σ−u (Λ), 6−
)
lower
Theorem 3.2
(order 6+ and lower completion)
F+` =
{{X} : ∅  X ⊆ Ω}
+` = unionsq+
Φ+` (Λ) = max
(
Σ+` (Λ), 6+
)
Theorem 3.5
(order 6− and lower completion)
F−` =
{{X} : ∅ ⊆ X  Ω}
−` = unionsq−
Φ−` (Λ) = max
(
Σ−` (Λ), 6−
)
Table 2. Summary of Theorems 3.1, 3.2, 3.4 and 3.5: the corre-
sponding family F∗1∗2 , the operation ∗1∗2 and the family Φ∗1∗2(Λ) of
completions providing a decomposition of Λ.
(a) A non-trivial clutter Λ on Ω belongs to the family Σ if and only if the poset(
Σ+u (Λ), 6+
)
has a unique minimal element.
(b) If Λ,Λ′ are non-trivial clutters on Ω, then Λ = Λ′ if and only if the posets(
Σ+u (Λ), 6+
)
and
(
Σ+u (Λ
′), 6+
)
have the same minimal elements.
Proof. Let Ω = {x1, . . . , xn}. By Lemma 2.3, the fact that Λ 6= {∅} ensures that
Λ 6+ ΛΩ = {{x1}, . . . , {xn}}. This together with the assumption that ΛΩ ∈ Σ
gives Σ+u (Λ) 6= ∅.
Let Λ1, . . . ,Λr be the minimal elements of the poset
(
Σ+u (Λ), 6+
)
and Λ0 =
Λ1u+ · · ·u+ Λr. Note the hypothesis Λ 6= {} guarantees that none of these minimal
clutters is {}. The proof of the theorem will then be completed by showing the
equality Λ = Λ0 (observe that statements (a) and (b) are a direct consequence of
this equality).
Since Λi ∈ Σ+u (Λ), the inequality Λ 6+ Λi holds and so, from Lemma 2.5 we
conclude that Λ 6+ Λ0. Therefore, since the binary relation 6+ is a partial order,
it is enough to show that Λ0 6+ Λ; that is, we must prove that if A0 ∈ Λ0, then
there exists A ∈ Λ such that A ⊆ A0. This clearly holds if A0 = Ω, so we may
assume that A0 6= Ω.
Let A0 ∈ Λ0 with A0 6= Ω, and let us assume for a contradiction that A 6⊆ A0
for all A ∈ Λ. By Lemma 2.3 it follows that Λ 6+ ΛΩ\A0 , and so ΛΩ\A0 ∈ Σ+u (Λ)
(because Ω \A0 6= ∅ and hence ΛΩ\A0 ∈ Σ). Therefore, there exists i0 ∈ {1, . . . , r}
such that Λi0 6+ ΛΩ\A0 . Since Λ0 6+ Λi for 1 ≤ i ≤ r, we conclude that
Λ0 6+ ΛΩ\A0 because the binary relation 6+ is a partial order. Now we have that
A0 ∈ Λ0 6+ ΛΩ\A0 . Therefore, there exists A′0 ∈ ΛΩ\A0 such that A′0 ⊆ A0, which
is a contradiction because ΛΩ\A0 = { {x} : x ∈ Ω \ A0}. This completes the proof
of the theorem. 
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Theorem 3.2. Let Σ ⊆ Clutt (Ω) be such that {X} ∈ Σ for all non-empty subsets
X of Ω. If Λ is a non-trivial clutter on Ω, then the set Σ+` (Λ) of lower Σ-completions
of Λ with respect to the order 6+ is non-empty, and
Λ = Λ1 unionsq+ · · · unionsq+ Λr ,
where Λ1, . . . ,Λr are the maximal elements of the poset
(
Σ+` (Λ), 6+
)
. In particular,
the following statements hold:
(a) A non-trivial clutter Λ on Ω belongs to the family Σ if and only if the poset(
Σ+` (Λ), 6+
)
has a unique maximal element.
(b) If Λ,Λ′ are non-trivial clutters on Ω, then Λ = Λ′ if and only if the posets(
Σ+` (Λ), 6+
)
and
(
Σ+` (Λ
′), 6+
)
have the same maximal elements.
Proof. Since Λ is not trivial, it is clear that for every A ∈ Λ we have {A} 6+ Λ.
By assumption {A} ∈ Σ if A is non-empty, hence we conclude that {A} ∈ Σ+` (Λ)
and thus Σ+` (Λ) is non-empty.
Let Λ1, . . . ,Λr be the maximal elements of the poset
(
Σ+` (Λ), 6+
)
and Λ0 =
Λ1 unionsq+ · · · unionsq+ Λr. The proof of the theorem will be completed by showing the
equality Λ = Λ0 (observe that statements (a) and (b) follow from this equality).
Since Λi ∈ Σ+` (Λ), the inequality Λi 6+ Λ holds and so, from Lemma 2.5 we
conclude that Λ0 6+ Λ. Therefore, it only remains to show that Λ 6+ Λ0; that is,
we must prove that if A ∈ Λ, then there exists A0 ∈ Λ0 such that A0 ⊆ A.
Let A ∈ Λ. Since {A} ∈ Σ+` (Λ), there exists i0 ∈ {1, . . . , r} such that {A} 6+
Λi0 . As Λi0 6+ Λ0 (see Lemma 2.5), it follows that {A} 6+ Λ0 (because 6+ is
a partial order). Hence there exists A0 ∈ Λ0 such that A0 ⊆ A, as we wanted to
prove. 
The relationship between Theorem 3.1 and Theorem 3.2 is stated in the following
remark. Specifically, it is showed that one theorem can be obtained from the
other by considering blockers, thus giving in particular an alternative proof of
Theorem 3.2.
Remark 3.3. Let Σ ⊆ Clutt (Ω) and let E ⊆ Clutt (Ω) be the family of clutters
E = {b(Λ′) : Λ′ ∈ Σ}. Observe that from Lemma 2.4 it follows that Σ+` (Λ) =
{b(Λ˜) : Λ˜ ∈ E+u (b(Λ))} and that Σ+u (Λ) = {b(Λ˜) : Λ˜ ∈ E+` (b(Λ))}; that is,
Σ+` (Λ) and Σ
+
u (Λ) are the sets of blockers of the clutters in E+u (b(Λ)) and E+` (b(Λ)),
respectively. In addition, on one hand it is clear that for a non-empty subset X ⊆ Ω
we have that b({X}) = ΛX and that b(ΛX) = {X}; whereas, on the other hand,
from Lemma 2.6 we get the equality b(Λ1)u+ · · · u+ b(Λr) = b
(
Λ1 unionsq+ · · · unionsq+ Λr
)
and
the equality b(Λ1) unionsq+ · · · unionsq+ b(Λr) = b
(
Λ1 u+ · · · u+ Λr
)
. Therefore, the statements
of Theorem 3.1 and Theorem 3.2 are one the blocker of the other.
3.2. Completions and decompositions with order 6−. In this subsection we
study the family of upper and lower Σ-completions of the clutter Λ with the partial
order 6−; that is, the families of clutters Σ−u (Λ) and Σ−` (Λ). The existence of
Σ-completions and Σ-decompositions for the upper case is stated in Theorem 3.4,
whereas Theorem 3.5 deals with the lower case. The proofs we present are in the
same spirit as Remark 3.3 above, but one can also give direct proofs, similar to the
proofs of Theorems 3.1 and 3.2.
Theorem 3.4. Let Σ ⊆ Clutt (Ω) be such that (ΛX)c ∈ Σ for all non-empty
subsets X of Ω. If Λ is a non-cotrivial clutter on Ω, then the set Σ−u (Λ) of upper
Σ-completions of Λ with respect to the order 6− is non-empty, and
Λ = Λ1 u− · · · u− Λr ,
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where Λ1, . . . ,Λr are the minimal elements of the poset
(
Σ−u (Λ), 6−
)
. In particular,
the following statements hold:
(a) A non-cotrivial clutter Λ on Ω belongs to the family Σ if and only if the poset(
Σ−u (Λ), 6−
)
has a unique minimal element.
(b) If Λ,Λ′ are non-cotrivial clutters on Ω, then Λ = Λ′ if and only if the posets(
Σ−u (Λ), 6−
)
and
(
Σ−u (Λ
′), 6−
)
have the same minimal elements.
Proof. Let E = {Υc : Υ ∈ Σ} ⊆ Clutt (Ω). From our assumption we have that
ΛX ∈ E for all non-empty subsets X of Ω (because ΛX =
((
ΛX
)c)c
and
(
ΛX
)c ∈ Σ).
Moreover, since Λ is non-cotrivial, the clutter Λc is non-trivial. Therefore, by
applying Theorem 3.1 to the clutter Λc it follows that E+u (Λc) is non-empty and
Λc = Γ1 u+ · · · u+ Γr, where Γ1, . . . ,Γr are the minimal elements of the poset(E+u (Λ), 6+). On one hand, by Lemma 2.4 we get that Σ−u (Λ) = {(Λ˜)c : Λ˜ ∈
E+u (Λc)} and that Γc1, . . . ,Γcr are the minimal elements of the poset
(
Σ−u (Λ), 6−
)
.
On the other hand, by Lemma 2.6, the equality
(
Γ1u+ · · ·u+ Γr
)c
= Γc1u− · · ·u−Γcr
holds. Therefore we conclude that Σ−u (Λ) 6= ∅ and Λ = Λ1 u− · · · u− Λr where
Λ1, . . . ,Λr are the minimal elements of the poset
(
Σ−u (Λ), 6−
)
. 
Theorem 3.5. Let Σ ⊆ Clutt (Ω) be such that {X} ∈ Σ for all proper subsets X of
Ω. If Λ is a non-cotrivial clutter on Ω, then the set Σ−` (Λ) of lower Σ-completions
of Λ with respect to the order 6− is non-empty, and
Λ = Λ1 unionsq− · · · unionsq− Λr ,
where Λ1, . . . ,Λr are the maximal elements of the poset
(
Σ−` (Λ), 6−
)
. In particular,
the following statements hold:
(a) A non-cotrivial clutter Λ on Ω belongs to the family Σ if and only if the poset(
Σ−` (Λ), 6−
)
has a unique maximal element.
(b) If Λ,Λ′ are non-cotrivial clutters on Ω, then Λ = Λ′ if and only if the posets(
Σ−` (Λ), 6−
)
and
(
Σ−` (Λ
′), 6−
)
have the same maximal elements.
Proof. The proof is analogous to the previous one. Namely, we consider the family
of clutters E = {Υc : Υ ∈ Σ} ⊆ Clutt (Ω) and we apply Theorem 3.4 to the clutter
Λc. Since Σ−` (Λ) = {(Λ˜)c : Λ˜ ∈ E+` (Λc)} and
(
Γ1 unionsq+ · · · unionsq+ Γr
)c
= Γc1 unionsq− · · · unionsq− Γcr,
the result follows. 
The relationship between Theorems 3.1, 3.2, 3.4 and 3.5 is stated in the following
remark and it is summarized in Table 3.
Remark 3.6. From the proofs of Theorems 3.4 and 3.5 we get that these theo-
rems can be obtained from Theorems 3.1 and 3.2 by considering complementary
families. Moreover, recall that in Remark 3.3 it was showed that the statements
of Theorem 3.1 and Theorem 3.2 are one the blocker of the other. Thereby we
conclude that Theorem 3.4 can be obtained from Theorem 3.5 by considering the
complementary of the blockers of the complementary families of clutters.
4. Matroidal completions and decompositions of clutters
We now specialize the results of the previous section to matroidal clutters. That
is, the collection of clutters Σ in Theorems 3.1, 3.2, 3.4 and 3.5 will be a collection
of circuit, basis, or hyperplane clutters. So, given a clutter Λ, in principle we
could complete it to a matroidal clutter in twelve possible ways, choosing one of
circuits, bases or hyperplanes, one of the two orders 6+ or 6−, and one of the
two sides, upper or lower. We shall see that all of these possibilities always give
non-empty completions and that, except in two cases, they yield the corresponding
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Theorem 3.1
upper completion, order 6+ (·)
c
←−→
Theorem 3.4
upper completion, order 6−
b(·) l l
(
b
(
(·)c))c
Theorem 3.2
lower completion, order 6+ (·)
c
←−→
Theorem 3.5
lower completion, order 6−
Table 3. The relationship between Theorems 3.1, 3.2, 3.4 and 3.5.
decompositions. The problem of actually finding the completions involved in these
decompositions is treated in Section 5.
Let us remark that there are plenty of families Σ of clutters related to matroids
to which we could apply the theorems from Section 3. For instance, rather than
just taking all circuit clutters (or all basis clutters, or all hyperplane clutters),
we could consider only those arising from a particular class of matroids, such as
representable, graphic, binary or transversal matroids. In that setting, we could
start with a matroid outside the class and complete and decompose it using matroids
of the class. This was done in [6] for circuit clutters of representable matroids, but
only for upper completions with respect to the order 6+; we refer to that paper for
results and examples.
From now on, Mat (Ω) denotes the set whose elements are the matroids with
ground set Ω. So each elementM∈ Mat (Ω) determines the three clutters C(M),B(M)
and H(M).
4.1. Circuit completions and decompositions of clutters. For a clutter Λ on
Ω we can consider the following four sets of circuit completions:
C+u (Λ) = {C(M) : Λ 6+ C(M) and M∈ Mat (Ω)},
C+` (Λ) = {C(M) : C(M) 6+ Λ and M∈ Mat (Ω)},
C−u (Λ) = {C(M) : Λ 6− C(M) and M∈ Mat (Ω)},
C−` (Λ) = {C(M) : C(M) 6− Λ and M∈ Mat (Ω)}.
Remark 4.1. Let us show that clutter inclusion is rather limited as a criterion to
compare arbitrary clutters with circuit clutters; in other words, let us justify that
clutter inclusion is not useful as a guide to seek circuit completions of clutters.
Indeed, consider the clutter Λ = {{1, 2}, {1, 3}, {2, 3, 4}} on Ω = {1, 2, 3, 4}. It is
not the clutter of circuits of any matroid, as the first two sets do not satisfy the
circuit elimination property. Moreover, there is no matroidM such that Λ ⊆ C(M);
indeed, if {1, 2} and {1, 3} are circuits, then circuit elimination forces {2, 3} to be a
circuit as well, and thus {2, 3, 4} cannot be a circuit. Thus, just looking for matroids
that have the elements of Λ as circuits does not give any circuit completion of Λ.
However, there are several matroids M whose dependent sets include Λ, that is,
there are matroids M such that Λ 6+ C(M), among which the ones with clutters
of circuits Λ1 = {{1, 2}, {1, 3}, {2, 3}} or Λ2 = {{1}, {2, 3, 4}}. In other words, we
get that Λ1,Λ2 ∈ C+u (Λ). So, there are several such upper circuit completions of
the clutter Λ.
Below we show that the four circuit completions of Λ are non-empty, except for
one of the completions of {∅}. First, {} is a circuit clutter, so it lies in its four
circuit completions. In general, if Λ = {A1, . . . , Ak} is a clutter on an n-element
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set and s ≥ 0 and S ≤ n are the minimum and the maximum of the cardinalities
of the sets Ai, respectively, then
C(Ur,n) ∈ C+u (Λ) if 0 ≤ r ≤ s− 1;
C(Ur,n) ∈ C+` (Λ) if n− 1 ≤ r ≤ n;
C(Ur,n) ∈ C−u (Λ) if S − 1 ≤ r ≤ n− 1;
C(Ur,n) ∈ C−` (Λ) if r = n.
Thus, all circuit completions are non-empty, except C+u ({∅}). Admittedly, these
completions do not tell us much about the clutter Λ itself, the purpose here being
just to show that completions exist.
Example 4.2. As for a concrete example that in general uniform matroids do not
give the “closest” circuit completions of a clutter, consider Λ = {{1, 2, 3}, {1, 2, 4}, {1, 5}, {4, 5}}
on Ω = {1, 2, 3, 4, 5}. Then, Λ 6+ C(Ur,5) if and only if r = 0, 1. However we have
that the clutter Λ′ = {{1, 4}, {1, 5}, {4, 5}, {1, 2, 3}, {2, 3, 4}, {2, 3, 5}} is a circuit
clutter such that Λ 6+ Λ′ 6+ C(U1,5) 6+ C(U0,5). Therefore, Λ′ ∈ C+u (Λ) and it is
a circuit completion of the clutter Λ closer than the circuit completions obtained
from uniform matroids.
However, the existence of non-empty circuit completions does not guarantee that
the corresponding decompositions exist. In fact there are only three different circuit
decompositions of a clutter. These decompositions are presented in Theorem 4.3
and they correspond to the non-empty circuit completions C+u (Λ), C+` (Λ) and C−` (Λ).
Moreover, in Remark 4.4 we point at examples showing that the non-empty circuit
completions C−u (Λ) may not provide a circuit decomposition of Λ. In the theorem
below, we treat the general case of Λ being non-trivial and non-cotrivial, since it
avoids some wordiness and, if needed, the interested reader can easily work out
these excluded cases.
Theorem 4.3. Let Λ be a non-trivial and non-cotrivial clutter on Ω. The following
statements hold:
(1) Λ = C(M1,1) u+ · · · u+ C(M1,r1), where C(M1,1), . . . , C(M1,r1) are the
minimal elements of the poset
(C+u (Λ), 6+).
(2) Λ = C(M2,1) unionsq+ · · · unionsq+ C(M2,r2), where C(M2,1), . . . , C(M2,r2) are the
maximal elements of the poset
(C+` (Λ), 6+).
(3) Λ = C(M3,1) unionsq− · · · unionsq− C(M3,r3), where C(M3,1), . . . , C(M3,r3) are the
maximal elements of the poset
(C−` (Λ), 6−).
In particular, the clutter Λ is a circuit clutter if and only if ri0 = 1 for some
i0 ∈ {1, 2, 3}, if and only if ri = 1 for all i ∈ {1, 2, 3}.
Proof. Let n = |Ω|. We apply Theorems 3.1, 3.2 and 3.5 to the case where Σ is the
collection of all circuit clutters on Ω.
To apply the first two theorems, it is enough to show that the clutters ΛX and
{X} are circuit clutters on Ω for all non-empty subsets X ⊆ Ω. If X = Ω then
ΛΩ = C(U1,n), while {Ω} = C(Un−1,n). For ∅ 6= X  Ω, we show using partition
matroids that ΛX and {X} are circuit clutters. Namely, if |X| = r > 0 then,
the clutter ΛX = {{x} : x ∈ X} is the set of circuits of the partition matroid
Π(X,Ω \ X; 0, n − r) and the clutter {X} is the set of circuits of the partition
matroid Π(X,Ω \X; r − 1, n− r). This gives statements 1 and 2.
As for applying Theorem 3.5, we need in principle that {X} is a circuit clutter
for all subsets ∅ ⊆ X  Ω, which is not the case for X = ∅ since {∅} is not a
circuit clutter. However, an analysis of the proof of Theorem 3.5 shows that the
hypothesis of this clutter {∅} being in the collection Σ is only needed when dealing
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with completions of the clutter Λ = {∅}, which is excluded here. Thus, statement
3 follows. 
Remark 4.4. Observe that if Σ ⊆ Clutt (Ω) is the collection of all circuit clutters
on Ω, then the condition “
(
ΛX
)c ∈ Σ for all non-empty subsets X of Ω” from
Theorem 3.4 is not satisfied (for instance, if X = {1, 2} ⊆ {1, 2, 3, . . . , n} = Ω, then(
ΛX
)c
= {{2, 3, . . . , n}, {1, 3, . . . , n}} is not the clutter of circuits of a matroid M
with ground set Ω). Therefore, we cannot apply Theorem 3.4 in order to obtain
a decomposition of Λ with the minimal elements of the poset
(
Σ−u (Λ), 6−
)
=(C−u (Λ), 6−). Actually there is no statement analogous to those in Theorem 4.3
for the set of circuit completions C−u (Λ). Specifically, we have that:
(1) There are clutters Λ such that the poset
(C−u (Λ), 6−) has a unique minimal
element, but Λ is not a circuit clutter (see Example 4.5).
(2) There are clutters Λ such that the poset
(C−u (Λ), 6−) has r ≥ 2 minimal ele-
ments C(M1), . . . , C(Mr), but Λ 6= C(M1)u− · · · u− C(Mr) (see Example 4.6).
Example 4.5. Let us consider the clutter Λ = {{1, 2}, {1, 3}} on the set Ω =
{1, 2, 3}. It is not hard to check that C−u (Λ) = {C(U1,3), C(U2,3)}. Since C(U1,3) 6−
C(U2,3), the poset
(C−u (Λ), 6−) has a unique minimal element C(U1,3). However, Λ
is not a circuit clutter.
Example 4.6. Let Λ be the clutter Λ = {{1, 2}, {1, 3}, {2, 3, 4}} on the set Ω =
{1, 2, 3, 4}. It is not hard to check that C−u (Λ) = {Λ1,Λ2,Λ3,Λ4,Λ5}, where
Λ1 = {{1, 4}, {1, 2, 3}, {2, 3, 4}},
Λ2 = {{1, 2}, {1, 3, 4}, {2, 3, 4}},
Λ3 = {{1, 3}, {1, 2, 4}, {2, 3, 4}},
Λ4 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}},
Λ5 = {{1, 2, 3, 4}}.
In this case, the poset
(C−u (Λ), 6−) has three minimal elements, namely Λ1,Λ2,Λ3.
However, Λ1 u− Λ2 u− Λ3 = {{1, 2}, {1, 3}, {1, 4}, {2, 3, 4}} 6= Λ.
4.2. Basis completions and decompositions of clutters. Next let us consider
the sets of basis completions of a clutter Λ on a finite set Ω defined as follows:
B+u (Λ) = {B(M) : Λ 6+ B(M) and M∈ Mat (Ω)},
B+` (Λ) = {B(M) : B(M) 6+ Λ and M∈ Mat (Ω)},
B−u (Λ) = {B(M) : Λ 6− B(M) and M∈ Mat (Ω)},
B−` (Λ) = {B(M) : B(M) 6− Λ and M∈ Mat (Ω)}.
As with circuit completions, basis clutters of uniform matroids show that basis
completions exist in almost all cases. Note that {} is not a basis clutter and it lies
below all clutters in both orders 6+ and 6−; thus, it does not have lower basis
completions and it is trivially upper completed by all basis clutters. In general, if
Λ = {A1, . . . , Ak} is a clutter on an n-element set and s ≥ 0 and S ≤ n are the
minimum and the maximum of the cardinalities of the sets Ai, respectively, then
B(Ur,n) ∈ B+u (Λ) if 0 ≤ r ≤ s;
B(Ur,n) ∈ B+` (Λ) if r = n;
B(Ur,n) ∈ B−u (Λ) if S ≤ r ≤ n;
B(Ur,n) ∈ B−` (Λ) if r = 0.
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Remark 4.7. Dress and Wenzel [2] did already show, in a different language, that
every clutter has some lower basis completion with respect to the order 6+. Indeed,
they give a construction, based on closure operators, that for each clutter Λ gives a
matroidM such that B(M) 6+ Λ. As pointed out in [7, Ex. 2.13], this construction
quite often gives M = Un,n.
As for basis decompositions, they exist for all four possibilities.
Theorem 4.8. Let Λ be a non-trivial and non-cotrivial clutter on Ω. The following
statements hold:
(1) Λ = B(M1,1) u+ · · · u+ B(M1,r1), where B(M1,1), . . . ,B(M1,r1) are the
minimal elements of the poset
(B+u (Λ), 6+).
(2) Λ = B(M2,1) unionsq+ · · · unionsq+ B(M2,r2), where B(M2,1), . . . ,B(M2,r2) are the
maximal elements of the poset
(B+` (Λ), 6+).
(3) Λ = B(M3,1) u− · · · u− B(M3,r3), where B(M3,1), . . . ,B(M3,r3) are the
minimal elements of the poset
(B−u (Λ), 6−).
(4) Λ = B(M4,1) unionsq− · · · unionsq− B(M4,r4), where B(M4,1), . . . ,B(M4,r4) are the
maximal elements of the poset
(B−` (Λ), 6−).
In particular, the clutter Λ is a basis clutter if and only if ri0 = 1 for some i0 ∈
{1, 2, 3, 4}, if and only if ri = 1 for all i ∈ {1, 2, 3, 4}.
Proof. The proof of the four statements follows by applying Theorems 3.1, 3.2, 3.4
and 3.5 to the case where Σ is the collection of all basis clutters on Ω. It is enough
to show that for all subsets X ⊆ Ω the clutters {X}, ΛX and
(
ΛX
)c
are basis
clutters, except for Λ∅ and (Λ∅)c. Indeed, if X is a subset of size |X| = r ≥ 0, then
the clutter {X} is the clutter of bases of the partition matroid Π(X,Ω \ X; r, 0),
whereas for r > 0 the clutter ΛX = {{x} : x ∈ X} is the clutter of bases of the
partition matroid Π(X,Ω \X; 1, 0), and the clutter (ΛX)c = {Ω \ {x} : x ∈ X} is
the basis clutter of the partition matroid Π(X,Ω \X; r − 1, n− r). 
4.3. Hyperplane completions and decompositions of clutters. To conclude
this section, let us consider the following four sets of hyperplane completions of a
clutter Λ on a finite set Ω:
H+u (Λ) = {H(M) : Λ 6+ H(M) and M∈ Mat (Ω)},
H+` (Λ) = {H(M) : H(M) 6+ Λ and M∈ Mat (Ω)},
H−u (Λ) = {H(M) : Λ 6− H(M) and M∈ Mat (Ω)},
H−` (Λ) = {H(M) : H(M) 6− Λ and M∈ Mat (Ω)}.
By using uniform matroids we get that, except for one of the hyperplane com-
pletions of the clutter {Ω}, all the sets of hyperplane completions are non-empty.
Indeed, since Λ = {} is a hyperplane clutter, {} lies in its four hyperplane comple-
tions. Moreover, in general, if Λ = {A1, . . . , Ak} is a clutter on an n-element set
and s ≥ 0 and S ≤ n are the minimum and the maximum of the cardinalities of
the sets Ai, respectively, then
H(Ur,n) ∈ H+u (Λ) if 0 ≤ r ≤ s+ 1;
H(Ur,n) ∈ H+` (Λ) if r = 0;
H(Ur,n) ∈ H−u (Λ) if S + 1 ≤ r ≤ n;
H(Ur,n) ∈ H−` (Λ) if 0 ≤ r ≤ 1.
Therefore all hyperplane completions are non-empty, except H−u ({Ω}). However,
if Λ is a non-trivial and non-cotrivial clutter on Ω, then only three of these four
non-empty sets of hyperplane completions provide a hyperplane decomposition of Λ.
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Namely, there are decompositions associated to the sets of hyperplane completions
H+` (Λ), H−u (Λ) and H−` (Λ) (see Theorem 4.9), but there is no decomposition of Λ
associated to the set of hyperplane completions H+u (Λ) (see Remark 4.10).
Theorem 4.9. Let Λ be a non-trivial and non-cotrivial clutter on Ω. The following
statements hold:
(1) Λ = H(M1,1) unionsq+ · · · unionsq+ H(M1,r1), where H(M1,1), . . . ,H(M1,r1) are the
maximal elements of the poset
(H+` (Λ), 6+).
(2) Λ = H(M2,1) u− · · · u− H(M2,r2), where H(M2,1), . . . ,H(M2,r2) are the
minimal elements of the poset
(H−u (Λ), 6−).
(3) Λ = H(M3,1) unionsq− · · · unionsq− H(M3,r3), where H(M3,1), . . . ,H(M3,r3) are the
maximal elements of the poset
(H−` (Λ), 6−).
In particular, the clutter Λ is a hyperplane clutter if and only if ri0 = 1 for some
i0 ∈ {1, 2, 3}, if and only if ri = 1 for all i ∈ {1, 2, 3}.
Proof. Recall that H(M) = (C(M∗))c (see Table 1). Therefore the three state-
ments in this theorem follow by applying Theorem 4.3 to the non-trivial and non-
cotrivial clutter Λc and, after this, by applying the complementary operator and
Lemmas 2.4 and 2.6. 
Remark 4.10. Observe that if Σ ⊆ Clutt (Ω) is the collection of all hyperplane
clutters on Ω, then the condition “ΛX ∈ Σ for all non-empty subsets X of Ω”
from Theorem 3.1 is not satisfied (indeed, if X 6= Ω then ΛX is not the clutter of
the hyperplanes of any matroid with ground set Ω). Therefore, we cannot apply
Theorem 3.1 in order to obtain a decomposition with the minimal elements of the
poset
(
Σ+u (Λ), 6+
)
=
(H+u (Λ), 6+). In fact, for the set of hyperplane completions
H+u (Λ) there does not exist a statement analogous to those in Theorem 4.9. More
concretely:
(1) There are clutters Λ such that the poset
(H+u (Λ), 6+) has a unique minimal
element, but Λ is not a hyperplane clutter.
(2) There are clutters Λ such that the poset
(H+u (Λ), 6+ ) has r ≥ 2 minimal
elements H(M1), . . . ,H(Mr), but Λ 6= H(M1) u+ · · · u+ H(Mr).
Concrete examples are given by the complementaries of the clutters in Examples 4.5
and 4.6.
5. Matroidal transformations of clutters
In the previous section we have seen that for a non-trivial, non-cotrivial clutter Λ
and a choice of ∗1 ∈ {+,−} and of ∗2 ∈ {u, `}, the sets C∗1∗2 (Λ), B∗1∗2(Λ) and H∗1∗2(Λ)
are non-empty and provide decompositions of Λ, except for C−u (Λ) and H+u (Λ).
Namely, the decomposition is achieved by considering the minimal (maximal) ma-
troidal clutters in the upper (lower) circuit, basis and hyperplane completions. If
we do not need to be specific, we will just speak of optimal completions.
In this section we give algorithms to compute all these optimal completions of a
clutter.
5.1. Optimal basis and hyperplane completions. We first express optimal ba-
sis and hyperplane completions in terms of optimal circuit completions. Our results
are gathered in the following two lemmas and involve the blocker and complemen-
tary operations. Both lemmas follow easily from Lemma 2.4 and matroid duality
(Table 1).
Lemma 5.1. Let Λ be a clutter on Ω. The following statements hold:
(1) min
(B+u (Λ),6+) = {b(Λ′) : Λ′ ∈ max (C+` (b(Λ)),6+)}.
(2) max
(B+` (Λ),6+) = {b(Λ′) : Λ′ ∈ min (C+u (b(Λ)),6+)}.
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(3) min
(B−u (Λ),6−) = {(b(Λ′))c : Λ′ ∈ max (C+` (b(Λc),6+)}.
(4) max
(B−` (Λ),6+) = {(b(Λ′))c : Λ′ ∈ min (C+u (b(Λc),6+)}.
Lemma 5.2. Let Λ be a clutter on Ω. The following statements hold:
(1) max
(H+` (Λ),6+) = {(Λ′)c : Λ′ ∈ max (C−` (Λc),6−)}.
(2) min
(H−u (Λ),6−) = {(Λ′)c : Λ′ ∈ min (C+u (Λc),6+)}.
(3) max
(H−` (Λ),6−) = {(Λ′)c : Λ′ ∈ max (C+` (Λc),6+)}.
Thus, from these lemmas we conclude that it is enough to know the opti-
mal completions for the three kinds of circuit completions to determine all basis
and hyperplane optimal completions; that is, knowing an algorithmic procedure
to obtain the optimal circuit completions min
(C+u (Λ),6+), max (C+` (Λ),6+) and
max
(C−` (Λ),6−) is theoretically enough to determine optimal basis and hyperplane
completions.
Remark 5.3. Getting optimal hyperplane completions from optimal circuit comple-
tions is straightforward, as it only requires applying the complementary operation;
however, to get optimal basis completions we need to compute blockers, and this in
principle is not a trivial task. For instance, it is not known whether the problem of
computing the blocker of a clutter is output-polynomial time, that is, polynomial in
both the size of the input and the output (see [4] for more details and references).
We do not know of an algorithm for obtaining optimal basis completions directly,
avoiding the use of the blocker operator.
5.2. Optimal circuit completions. The remainder of this section is devoted to
computing the optimal circuit completions min
(C+u (Λ),6+), max (C+` (Λ),6+) and
max
(C−` (Λ),6−). Actually, the first case was already dealt with in [5]. We first
recall it for completeness (Subsection 5.2.1), and then show how to apply the same
spirit to the other two cases (Subsections 5.2.2 and 5.2.3).
Remark 5.4. We have not studied in detail the complexity of the algorithms we
propose, although trials with rather small clutters suggest a behaviour far from
polynomial. More generally, we do not know which is the actual complexity of the
problem of finding the optimal circuit completions of a clutter for any of the three
cases.
We repeatedly use the following characterization of circuit clutters, which follows
easily from the circuit elimination property. For a clutter Λ on Ω and B ⊆ Ω, define
IΛ(B) =
⋂
A∈Λ,A⊆B A.
Lemma 5.5. Let Λ 6= {∅} be a clutter on Ω. Then, Λ is a circuit clutter if and
only if IΛ(A1 ∪A2) = ∅ for all A1, A2 ∈ Λ with A1 6= A2.
From now on we assume that Λ 6= {∅} to avoid degenerate cases in several
definitions. In any case, the optimal circuit completions of {∅}, whenever they
exist, are straightforward to find.
5.2.1. Minimal upper circuit completions with respect to 6+. The main idea from [5]
is to introduce three transformations on clutters such that if Λ is not a circuit
clutter, then at least one of the transformations produces a clutter above Λ with
respect to the order 6+. Then one shows that all minimal elements of C+u (Λ) can
be obtained by successively applying the transformations, starting with Λ. These
transformations were originally called I-, T (1)- and T (2)-transformations, but we
rename them to avoid confusion with independent sets in a matroid, and also to
make notation more uniform throughout this section.
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Let Λ be a clutter on Ω. For A1, A2 ∈ Λ we define the α1-transformation of Λ
as follows:
α1(Λ;A1, A2) =
{
min
(
Λ ∪ {A1 ∩A2}
)
if IΛ(A1 ∪A2) 6= ∅,
Λ otherwise;
whereas the α2- and α3-transformations of the clutter Λ are defined as the clutters:
α2(Λ) = min
(
Λ ∪ {(A1 ∪A2) \ {x} : A1, A2 ∈ Λ, A1 6= A2, x ∈ A1 ∩A2}
)
,
α3(Λ) = min
(
Λ ∪ {(A1 ∪A2) \ IΛ(A1 ∪A2) : A1, A2 ∈ Λ, A1 6= A2}
)
.
It is easy to check using Lemma 5.5 that Λ is a circuit clutter if and only if
α1(Λ;A1, A2) = Λ for all A1, A2 ∈ Λ; and that Λ is a circuit clutter if and only
if α2(Λ) = Λ, equivalently if and only if α3(Λ) = Λ. So that none of the three
transformations actually modifies clutters that are already circuit clutters.
Clearly Λ 6+ α1(Λ;A1, A2), Λ 6+ α2(Λ) and Λ 6+ α3(Λ). Since for a non-
circuit clutter Λ these inequalities are strict, and the number of possible clutters on
Ω is finite, if we start from Λ and repeatedly apply the transformations α1, α2, and
α3 in any order, we will eventually obtain a circuit clutter, and thus a completion
from C+u (Λ). Let us say that such a completion is an extremal α-transformation of Λ
and let us denote by Tα(Λ) the set of all such extremal α-transformations. In other
words, Tα(Λ) is the set of circuit clutters obtained in the following way: start with
Λ and generate all of its α1-, α2- and α3-transformations; for all the clutters among
these, generate again all their α1-, α2- and α3-transformations; repeat this process
as many times as necessary until no more new clutters appear. All resulting clutters
will be upper circuit completions of Λ and, in general, not all such completions will
appear in the process, that is, the inclusion Tα(Λ) ⊆ C+u (Λ) is strict. However, it
turns out that Tα(Λ) contains all minimal circuit upper completions of Λ, which
are the ones needed in the decomposition of Theorem 4.3. The following result was
proved in [5, Thm. 13].
Theorem 5.6. Let Λ 6= {∅} be a clutter on Ω. The minimal circuit upper com-
pletions of Λ with respect to 6+ are its minimal extremal α-transformations; that
is,
min
(C+u (Λ),6+) = min (Tα(Λ),6+).
We refer to [5] for examples, including some that show that all three transfor-
mations are necessary.
5.2.2. Maximal lower circuit completions with respect to 6+. We follow the same
approach as in the previous subsection; in this case, one single transformation on
clutters is enough.
Let A be an element of Λ such that there is A′ ∈ Λ with A 6= A′ and IΛ(A∪A′) 6=
∅. In such a case, we define
β(Λ;A) = min
(
(Λ \ {A}) ∪ {A ∪ {x} : x ∈ Ω \A}).
Otherwise we set β(Λ;A) = Λ. Observe that β(Λ;A) 6+ Λ, with the inequality
being strict if the first case of the definition applies and, in particular, if Λ is not
a circuit clutter. Moreover, from the definition and by using Lemma 5.5 it is not
hard to prove that the clutter Λ is a circuit clutter if and only if β(Λ;A) = Λ for
all A ∈ Λ.
Again by the finiteness of the number of clutters on Ω, we have an algorithmic
procedure to obtain circuit lower completions with respect to the partial order 6+:
starting from Λ, we repeatedly apply β-transformations until no more new clutters
appear. We refer to the resulting clutters as extremal β-transformations of Λ,
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denoted Tβ(Λ). They are circuit lower completions of Λ with respect to 6+; that
is, Tβ(Λ) ⊆ C+` (Λ).
We have the analogous of Theorem 5.6 for β-transformations and maximal ele-
ments of C+` (Λ).
Theorem 5.7. Let Λ 6= {∅} be a clutter on Ω. The maximal circuit lower com-
pletions of Λ with respect to 6+ are its maximal extremal β-transformations; that
is,
max
(C+` (Λ),6+) = max (Tβ(Λ),6+).
Proof. Assume that Λ is not a circuit clutter, otherwise there is nothing to prove.
We show that if Λ∗ is a maximal element of C+` (Λ), then there is a finite sequence
of pairwise different clutters Λ0,Λ1, . . . ,Λk such that Λ∗ = Λk 6+ Λk−1 6+ · · · 6+
Λ0 = Λ and, for each i with 1 ≤ i ≤ k, there is A(i) ∈ Λi−1 such that Λi =
β(Λi−1;A(i)).
To do this, it is enough to prove that if Λ′ is an element of C+` (Λ), then there
is some clutter Λ˜ (perhaps Λ′ itself) that is a β-transformation of Λ and such that
Λ′ 6+ Λ˜ 6+ Λ.
As Λ is not a circuit clutter, from Lemma 5.5 there are A1 6= A2 ∈ Λ such that
IΛ(A1 ∪ A2) 6= ∅. The relation Λ′ 6+ Λ means that for all C ∈ Λ′ there is some
A ∈ Λ such that A ⊆ C. If either A1 or A2 does not belong to Λ′, then we can
take Λ˜ as the transformation β(Λ;A1) or β(Λ;A2), respectively. We conclude the
proof by showing that the case A1, A2 ∈ Λ′ is impossible. Assume that this were
the case and, in particular, that A1 and A2 belong to the clutter of circuits of some
matroid.
Let us take ξ ∈ IΛ(A1∪A2); in particular, ξ ∈ A1∩A2. By the circuit-elimination
property, there is C ∈ Λ′ such that C ⊆ (A1 ∪ A2) \ {ξ}. As Λ′ 6+ Λ, there is
A3 ∈ Λ such that A3 ⊆ C. But then A3 ⊆ A1 ∪ A2 and thus IΛ(A1 ∪ A2) ⊆ A3,
which is a contradiction since ξ 6∈ A3. 
Example 5.8. Let Ω = {1, 2, 3, 4, 5} and Λ = {123, 124, 345} (for ease of reading,
in this section we omit the braces and the commas in writing subsets of Ω). The
only pair A1, A2 with IΛ(A1 ∪A2) 6= ∅ is A1 = 123 and A2 = 124. We have
β(Λ; 123) = {124, 345, 1235},
β(Λ; 124) = {123, 345, 1245}.
They are both circuit clutters, so they are the maximal lower completions of Λ
with respect to the order 6+. Observe that now, from Theorem 4.3 we have the
following circuit decomposition of the non-circuit clutter Λ
{123, 124, 345} = {124, 345, 1235} unionsq+ {123, 345, 1245}.
5.2.3. Maximal lower circuit completions with respect to 6−. In this case it is also
enough to consider one transformation, but it needs to be applied in two situations.
Let Λ be a clutter and let A ∈ Λ. If A satisfies at least one of the following two
conditions:
(a) there is A′ ∈ Λ with A 6= A′ and IΛ(A ∪A′) 6= ∅,
(b) there areA′, A′′ ∈ Λ withA∩(A′\A′′) 6= ∅, A∩(A′′\A′) 6= ∅ and IΛ(A′∪A′′) 6= ∅,
then we define the γ-transformation of Λ as the clutter
γ(Λ;A) = max (Λ \ {A} ∪ {A \ {x} : x ∈ A}) ;
otherwise we set γ(Λ;A) = Λ. Clearly γ(Λ;A) 6− Λ and moreover, from the
definition and by using Lemma 5.5, the clutter Λ is a circuit clutter if and only if
γ(Λ;A) = Λ for all A ∈ Λ.
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Now, as in the two previous cases, γ-transformations give an algorithmic proce-
dure to obtain circuit lower completions with respect to 6−: starting from Λ, we re-
peatedly apply γ-transformations until no new clutters arise. The clutters obtained
in this way are the extremal γ-transformations of Λ, denoted Tγ(Λ). They clearly
are circuit lower completions of Λ with respect to 6−; that is, Tγ(Λ) ⊆ C−` (Λ).
As before, the extremal γ-transformations of Λ are enough to obtain all max-
imal completions in C−` (Λ). Namely we have the following theorem which is the
analogous of Theorems 5.6 and 5.7.
Theorem 5.9. Let Λ 6= {∅} be a clutter on Ω. The maximal circuit lower com-
pletions of Λ with respect to 6− are its maximal extremal γ-transformations; that
is,
max
(C−` (Λ),6−) = max (Tγ(Λ),6−).
Proof. Assume Λ is not a circuit clutter, as otherwise there is nothing to prove.
Let Λ∗ be a maximal element of C−` (Λ). We show that there is a finite sequence of
pairwise different clutters Λ0,Λ1, . . . ,Λk such that Λ∗ = Λk 6− Λk−1 6− · · · 6−
Λ0 = Λ and for each i with 1 ≤ i ≤ k there is A(i) ∈ Λi−1 such that Λi =
γ(Λi−1;A(i)). In order to do this, it is enough to prove that for any Λ′ ∈ C−` (Λ)
there is some clutter Λ˜ (perhaps Λ′ itself) that is a γ-transformation of Λ and such
that Λ′ 6− Λ˜ 6− Λ.
Let Λ′ = C(M). For each circuit C ∈ C(M), let CΛ = {A ∈ Λ : C ⊆ A}; this set
is non-empty as C(M) = Λ′ 6− Λ.
As Λ is not a circuit clutter, from Lemma 5.5 there are A1, A2 ∈ Λ, distinct,
such that IΛ(A1 ∪ A2) 6= ∅. If for every C ∈ C(M) we have CΛ 6= {A1} then we
take as Λ˜ the transformation γ(Λ;A1) of Λ. Similarly, if for every C ∈ C(M) we
have CΛ 6= {A2}, we take as Λ˜ the transformation γ(Λ;A2) of Λ.
We can thus assume that there are C1, C2 ∈ C(M) such that (C1)Λ = {A1} and
(C2)Λ = {A2}. In fact, we claim that we can choose C1 and C2 such that C1 = A1
and C2 = A2. Indeed, otherwise we could take again Λ˜ to be γ(Λ;A1) or γ(Λ;A2).
Now let ξ ∈ IΛ(A1∪A2). By the circuit elimination property, there is C3 ∈ C(M)
such that C3 ⊆ (C1 ∪ C2) \ {ξ}. As C(M) 6− Λ, there is A3 ∈ Λ with C3 ⊆ A3.
Observe that C3 6= A3 because otherwise we would have A3 ⊆ C1 ∪ C2 = A1 ∪ A2
that implies IΛ(A1 ∪ A2) ⊆ A3, but ξ does not belong to C3 = A3. Note also that
for any other C ∈ C(M) such that CΛ = {A3} it is also the case that C 6= A3, since
circuits are incomparable.
In this case we claim that we can take as Λ˜ the transformation γ(Λ;A3) of Λ. By
the remarks above it is clear that this clutter is above C(M) with respect to 6−.
It only remains to check that A3 ∩ (A1 \ A2) 6= ∅ and A3 ∩ (A2 \ A1) 6= ∅. For the
first claim it is enough to show that C3 contains some element of A1 that does not
belong to A2, and this is clear since otherwise we would have the circuit inclusion
C3 ⊆ A1 ∩ A2 ⊆ A1 = C1. An analogous argument gives A3 ∩ (A2 \ A1) 6= ∅, and
this completes the proof. 
Example 5.10. On the finite set Ω = {1, 2, 3, 4} let Λ = {123, 124}, which is not
a circuit clutter. The γ-transformations yield
Λ1 = γ(Λ; 123) = {124, 13, 23},
Λ2 = γ(Λ; 124) = {123, 14, 24}.
As Λ2 is the result of permuting 3 and 4 in Λ1, we focus on Λ1 only. We have
IΛ1(13 ∪ 23) = 3, 124 ∩ (13 \ 23) 6= ∅ and 124 ∩ (23 \ 13) 6= ∅, so we can apply the
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γ-transformation with all three sets. This gives
Λ3 = γ(Λ1; 13) = {124, 23},
Λ4 = γ(Λ1; 23) = {124, 13},
Λ5 = γ(Λ1; 124) = {13, 23, 12, 14, 24}.
The clutters Λ3 and Λ4 are equal up to the permutation 1 ↔ 2, so we just treat
one of them. The γ-transformations of Λ3 are
Λ6 = γ(Λ3; 124) = {23, 12, 14, 24},
Λ7 = γ(Λ3; 23) = {124, 3}.
The clutter Λ7 is already a circuit clutter. Now, all elements of the clutters
Λ5 and Λ6 have size 2; thus, by applying γ-transformations we will eventually
reach circuit clutters whose elements have sizes 1 or 2; also, none of these cir-
cuits can be 34. It is easy to check that the maximal such clutters are Λ8 =
{12, 13, 23, 4},Λ9 = {12, 14, 24, 3},Λ10 = {13, 24} and Λ11 = {14, 23}. Thus, the
clutters in max
(C−` (Λ),6−) are the maximal ones among Λ7, . . . ,Λ11 and the ones
obtained from them by applying the permutations 1 ↔ 2 and 3 ↔ 4; notice that
this only yields one new clutter {123, 4}. Hence, the maximal circuit completions of
{123, 124} with respect to the order 6− are {123, 4}, {124, 3}, {13, 24} and {14, 23}.
Observe that now, from Theorem 4.3, we have the decomposition
{123, 124} = {123, 4} unionsq− {124, 3} unionsq− {13, 24} unionsq− {14, 23}
of the non-circuit clutter Λ into circuit clutters. Notice though that the first
two clutters are enough to obtain a decomposition; that is, here we have that
{123, 124} = {123, 4} unionsq− {124, 3}.
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