The log-Lindley distribution was recently introduced in the literature as a viable alternative to the Beta distribution. This distribution has a simple structure and possesses useful theoretical properties relevant in insurance. Classical estimation methods have been well studied. We introduce estimation of parameters from Bayesian point of view for this distribution. Explicit structure of stress-strength reliability and its inference under both classical and Bayesian set-up is addressed. Extensive simulation studies show marked improvement with Bayesian approach over classical given reasonable prior information. An application of a useful metric of discrepancy derived from stress-strength reliability is considered and computed for two categories of firm with respect to a certain financial indicator.
Introduction
Relevance of distribution with bounded support especially in unit interval is well established for modelling proportions, rates, scores and indices etc. A number of distributions have been introduced and applied in different areas like econometrics, finance, public health among others. The log-Lindley distribution, recently introduced by Gomez-deniz et al.(2014) is simple and enjoys many properties useful in insurance and inventory management applications. Jodra and Jimenez-Gamero(2016) pointed out a crucial issue with the maximum likelihood estimation for the parameters of log-Lindley distribution and presented the following re-parametrized structure of the density function to resolve the same:
f (x|σ, π) = σ[π + σ(π − 1) log(x)]x σ−1 , 0 < x < 1, σ > 0, 0 ≤ π ≤ 1 (1. 1)
From Table 1 and Table 3 in Jodra and Jimenez-Gamero(2016), ML estimates for (1.1) outperforms the same for the earlier introduced distribution in terms of MSE and bias. Moreover, providing close starting values for the parameters in optimization routine failed to yield acceptable estimates for the original version as mentioned in Jodra and JimenezGamero(2016) . In this article, we work with the above re-parametrized version and refer the same as LL(σ, π). If X ∼ LL(σ, π), then distribution function of X is given by: Closed form expression of quantile function involving Lambert's W -function (see, Corless et al., 1996) and moments are available. Exact solution of likelihood equations are inconvenient. However, numerical optimization routine for ML estimates is available and provides satisfactory result. To the best of our knowledge, no attempts have been made so far to obtain the Bayes' estimate for the parameters when adequate prior information is available. In this article, a closed form Bayes' estimate is reported which performs very well in varied situations.
Stress-strength reliability is a stochastic measure generally applied in the the fields of engineering, medicine, econometrics, public health and allied branches. Let X be strength of a system subjected to a random stress Y . For X ∼ LL(σ 1 , π 1 ) and Y ∼ LL(σ 2 , π 2 ), assuming independence between X and Y , stress-strength reliability is defined as:
A large amount of literature on stress-strength reliability estimation is available. Readers may see Krishna et al.(2017) for details. For distributions with support in unit interval, only a handful of notable works that we encounter are Kumaraswamy distribution (see Nadar et al., 2014) and Topp-Leone distribution (see Genc, 2013) . Recently, Biswas and Chakraborty (2019) studied inferential issues of stress-strength reliability for unit-Lindley distribution (see, Mazucheli et al., 2019) and presented an offbeat application in public health domain. For log-Lindley distribution, expression of R is derived here and its inferential issues are studied in detail from classical as well as Bayesian perspective. Gomez-Deniz et al. (2014) and Jodra and Jimenez-Gamero (2016) analysed the risk survey data of Schmit and Roth (1990) to show that, the response variable is better modelled by log-Lindley as compared to Beta, considering the same data-set with and without covariates. Here, we provide an innovative application of stress-strength reliability to measure discrepancy between two naturally existing groups of organizations induced by owning captive insurance company with respect to cost-effectiveness of risk management. Consider two groups: A comprising of n entities and B with m entities on which iid measurements on a certain indicator is available. Biswas and Chakraborty (2019) presented a discrepancy measure between A and B as
where, R(A, B) = P (Y < X). For properties and interpretation of this measure see Biswas and Chakraborty (2019) .
Rest of the article is organized as follows: In section 2, we provide a short recap on maximum likelihood estimation of parameters σ and π though the principal focus will be on Bayes' estimation of the parameters along with computational routine for the same. In section 3, we derive the exact expression of R and address corresponding inferential issues. In the next section, we evaluate performance of the estimators through simulation study and interpret the findings. In section 5, an application of the metric D is furnished by considering the cost effectiveness of risk management data-set considered by Gomez-Deniz et al. (2014) . In the last section, we provide a discussion with future direction. An appendix of relevant tables and figures is also provided. 2 2 Estimation of (σ, π)
Here we first discuss maximum likelihood estimation of (σ, π) following Jodra and JimenezGamero (2016) and additionally we derive the asymptotic covariance matrix for the estimators. Then, we derive posterior densities of σ and π as finite mixtures of Gamma and Beta densities, respectively. Closed form analytical expressions of Bayes' estimators of both the parameters are obtained. Issues related to calculation of exact estimates and use of statistical software is also outlined.
Maximum likelihood estimation
Let X = (X 1 , X 2 , ..., X m ) be a random sample of size m from LL(σ, π) with pdf given in (1.1). Then, for observed X := x = (x 1 , x 2 , ..., x m ), the likelihood and log-likelihood functions of (σ, π) are given respectively by:
The corresponding score functions are:
Exact maximum likelihood estimates cannot be obtained solving the above maximum likelihood equations. Thus, log-likelihood function given in (2.4) needs to be numerically maximized with respect to σ and π to get the estimatesσ M andπ M , respectively. Jodra and Jimenez-Gamero (2016) provides data-driven starting values of the parameters for carrying out available optimization routines. For different combinations of (σ, π) with only three large choices of m, performance of the estimator is reported therein. Therefore, it is important to investigate further for assessing performance of the same estimator for small and moderate sample sizes. Additionally, asymptotic confidence interval is reported for both the parameters. Now from (2.5) and (2.6),
Construct a matrix J = ((J ij )) of order 2×2, where J 11 , J 12 = J 21 and J 22 are respectively given in (2.8), (2.7) and (2.9). Hence, the Fisher's information matrix is I = ((I ij )) 2×2 , 3 where I ij = −E(J ij ). Derivation of E(J ij ) involves the integral:
This can be given in a closed form expression g by using two popular special functions viz. Exponential Integral and Gamma function (see Abramowitz and Stegun, 1965) as follows :
where,
Thus, I can easily be found, from which we get covariance matrix of the vector of estimators (σ M ,π M ) , Σ = Σ m (σ, π) by inverting I. Now, we provide the exact expression of asymptotic covariance and variances:
Under regularity conditions, the joint asymptotic distribution of the estimators:
Evidently, the asymptotic marginal distributions of bothσ M andπ M are both Gaussian. Based on this fact, marginal 100(1 − α)% confidence intervals (CI) can be constructed for σ and π as given below:
where, Z α denotes (1−α)-th quantile of standard normal variate. By the invariance property, Σ m (σ, π) = Σ m (σ M ,π M ). In view of the above desirable properties viz. invariance, consistency, asymptotic normality, maximum likelihood estimates are convenient for our subsequent inferential works on R.
Bayes' estimation
Here we first provide an equivalent expression of the likelihood function in (2.3) convenient for derivation of closed form marginal posterior densities. The following result is obtained by expanding the product in (2.3) as a weighted sum of m + 1 different statistics using algebraic patchwork.
Now, we take up selection of prior on both σ and π. As the parameter space of σ is (0, ∞), a popular choice for expressing subjective prior belief through stochastic model would be Gamma distribution. Similarly, subjective belief on π having parameter space (0, 1) can be elaborated through Beta distribution. Thus we consider following independent prior distributions on the parameters.
The joint posterior density of (σ, π) is
Now using Result 1 along with (2.16) and (2.17), the following form is obtained
From the structure in (2.18), it is obvious that, only some simple algebraic manipulations will turn the expressions in brackets to proper densities. We present the posterior marginals in the following result.
Result 2. The marginal posterior densities of σ and π are respectively given by
Posterior density of σ is (m + 1)-mixture of Gamma densities with different parameters while that of π is (m + 1)-mixture of different Beta densities since data and hyperparameter dependent mixing proportions have unit sum. Posterior mean is the Bayes' estimator under squared error loss function. Hence from Result 2, we obtain the Bayes' estimators of σ and π respectively aŝ
Computational issues
As mention in subsection 2.1, log-likelihood needs to be maximized numerically for obtaining maximum likelihood estimates. In numerical studies we used optim function in R software with appropriate constrains.
Under Bayesian approach, computation ofσ B andπ B is of prime interest as long as we work with squared error loss. For other loss functions, estimators will obviously change but deducing such estimator is very trivial in our case as the posterior densities are mixture of Gamma and Beta distributions. However, numerical computation of the innocent looking estimators do involve computation of V i 's through the w i 's. V i 's involve computation of ordered sum of real numbers (see Result 1) and number of terms present in summation, m i explodes with sample size m making exact computation of estimators beyond moderate choices of m, rendering it impractical. We have done numerical studies for m upto 20 and same algorithm can be followed for higher values of m but we refrain from doing so due to the reason stated above.
However, approximate Bayesian computation through STAN is practical in this kind of situation since we are sure about properness, stability and stationarity of the posteriors from Result 2. STAN applies Hamiltonian Markov chain for sampling from posterior densities and provides diagnostic measure of convergence and other details regarding the approximate Bayesian computation performed. We use STAN for drawing samples of size 10000 (after burn in 10000) for calculation of posterior means and other diagnostic measures. In simulation study, results are obtained using STAN and it is quite satisfying that the approximate computations are quite in line with the exact ones verified for small choices of m. Numerical and visual diagnostic outputs from STAN will be illustrated in the course real data analysis in section 5.
Estimation of R
Let us consider independent random samples X = (X 1 , X 2 , ..., X m ) from LL(σ 1 , π 1 ) and
Here the stress-strength reliability parameter can be expressed as,
The denominator of (3.22) is non-zero for any fixed but unknown choice of (σ 1 , π 1 , σ 2 , π 2 ) and f (σ 1 , π 1 , σ 2 , π 2 ) is continuous over (0, 1). In the following subsection, we present maximum likelihood estimator for R with asymptotic confidence interval for the same. Then we approach the estimation problem from Bayesian perspective.
Maximum likelihood estimation
Applying functional invariance property, the maximum likelihood estimator for R is given by,R
As in (2.13), the following asymptotic results are obvious:
Result 3, though messy, can easily be proved using delta method as follows: As mentioned earlier, f is continuous. Thus, applying delta method we get
Result follows immediately by putting these in (3.27). Substituting the parameters with corresponding maximum likelihood estimates, we obtain
Thus, using Result 3, a 100(1 − α)% asymptotic confidence interval is given by
Bayes' Estimation
Prior on R can sufficiently be described by prior beliefs on (σ 1 , π 1 ) and (σ 2 , π 2 ). We therefore consider same family of prior distributions with different choices of hyper-parameters for both vector of parameters as in (2.16) and (2.17).
By plugging-in corresponding hyper-parameters in Result 2, we obtain posterior densities of σ 1 , π 1 , σ 2 and π 2 as p(σ 1 |x), p(π 1 |x), p(σ 2 |y) and p(π 2 |y), respectively.
The computational issue raised in subsection 2.3 persists here. For moderately small sample size the mixing proportions can be computed and thus the problem of drawing sample from posterior densities reduces to that of drawing random observations from finite Gamma and Beta mixtures. In situation where at least one of the samples is large enough to the extent of inhibiting exact computation of mixing proportions, STAN is used to get four different arrays of size 10000 comprising samples from the posterior distribution of the parameters.
From the expression of R in (3.22), deducing the posterior distribution of R and hence its mean is near impossible. Therefore a sensible way-out is to draw observations from posterior distribution of R to compute empirical mean based on a large sample as an approximation to the true posterior mean. This is a common practice in Bayesian approach when the parametric function of interest is complicated. An algorithm for the same is presented below:
Algorithm 1
• Step 1: Extract the i-th entries from 4 arrays of posterior samples viz. σ
2 and π (i) 2 for i = 1, 2, ..., 10000.
• Step 2: For each i = 1, 2, ..., 10000, compute R (i) using (3.22) and store it in an array.
• Step 3: Calculate mean of the array obtained in Step 2 to get the posterior mean of R,R B .
Simulation study
As discussed in subsection 2.1, first we validate performance of maximum likelihood estimators for both the parameters through detailed simulation study. The motivation behind extending the previously done studies has already been mentioned. The experiment is carried out through the following steps:
Algorithm 2
•
Step 1: For fixed (σ, π), generate a sample of size m from LL(σ, π) and store in array x.
•
Step 2:
2 , CI(σ) and CI(π) and stack them into the arrays B σ , M σ , B π , M π , C(σ) and C(π), respectively.
• Step 3: Repeat Step 1 to Step 2 for N = 1000 times.
• Step 4: Average each array to get,
CI(σ) and CI(π).
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The results of this simulation experiment reported in Table 1 reveals the following:
• Bias and MSE for both the parameters reduces with increasing sample size as expected.
• CI(σ) shrinks with larger m, as desired.
• For obvious reasons, lower limit of CI(π) less than 0 and upper limit of the same greater than 1 need to be treated as 0 and 1, respectively. However, we reported the limits as it is to exhibit the shrinkage of CI(π) towards the true value with growing sample size.
• Marginal asymptotic confidence interval for both the parameters are not performing up to the mark possibly due to the correlation between the estimators.
• Bias inσ M is increasing with σ, a quite common phenomenon for unbounded parameters.
The results in Table 2 is produced using the following Algorithm 3.
Algorithm 3
• Step 2: Feed (τ 0 , δ 0 , α 0 , β 0 ) along with x to STAN for generating samples from posterior distributions of both the parameters using 4 chains each with 2500 warmup and 2500 acceptable observations on (σ, π). These random samples each of size 10000 for both σ and π are stored in arrays σ post and π post , respectively.
• Step 4: Computeσ
Step 6: Repeat Step 1 to
Step 5 for N = 1000 times.
• Step 7: Average each array to get, Bias(σ B ), M SE(σ B ), Bias(π B ), M SE(π B ), Cr.I(σ) and Cr.I(π).
Note that, for
Step 2 in Algorithm 3, reasonable choices of hyper-parameters are needed. For synthetically generated data, we take hyper-parameters in such a manner that the prior mean turns out to be the fixed value of parameter. For different values of (σ, π) in our study, the hyper-parameter values are listed below: Table 2: • For small and moderate sample size (≤ 100), Bayes' estimators for both the parameters have strictly lower bias and MSE compared to maximum likelihood estimators.
• Credible interval is more crisp than confidence intervals.
• MSE ofσ B is decreasing with increasing m.
• MSE ofπ B increases with m upto m = 75 then decreases with increasing m. This may be attributed to the fact that, for smaller sample sizes, precise prior belief makes the estimator more efficient and for moderate sample sizes, the prior though perfect looses importance in the posterior inference. The decreasing trend towards larger sample sizes is mainly due to adequate information in sample to make the estimator efficient even when prior is not too precise. Table 3 are generated using Algorithm 1, 2 and 3 with necessary adjustments. Findings from Table 3 :
Results in
• Bias and MSE of both the estimators for R decreases with sample sizes implying consistency.
• It is observed that biases inR M andR B are more or less comparable.
•R B beatsR M uniformly with respect to MSE.
• Credible intervals are much concentrated around the true value as compared to confidence intervals.
• For fixed total sample size, maximum precision of both the estimators is attained for equal allocation (Note the cases for (m, n) = (125, 125) and (m, n) = (150, 100)).
Data analysis
As mentioned in section 1, we consider the risk management data-set in which observations on 7 variables are given for 73 organizations. We do not delve into the aspects of modelling the response variable with or without covariates as the same has been adequately addressed in Gomez-Deniz et al. (2014) and Jodra and Jimenez-Gamero (2016). Out of 7 variables, viz. FIRMCOST, CAP, ASSUME, SIZELOG, INDCOST, CENTRAL and SOPH, consider the first two variables:
• FIRMCOST: A measure of a firm's risk management cost effectiveness.
• CAP: An indicator variable. CAP = 1 if the firm owns a captive insurance company and CAP = 0 if it currently does not.
There exists a natural categorization in the 73 firms which is clear when we consider A to be the group comprising 25 firms owning a captive insurance company (CAP=1) and B to be the same comprising 48 firms not owning a captive insurance company (CAP=0). As in the previous studies with this data, the response variable is taken to be FIRMCOST/100 for adaptation to log-Lindley model. Our main interest lies in applying the metric D(A, B) with related inference for standardized probabilistic quantification of the discrepancy between A and B with respect to cost effectiveness, an important financial indicator. In accordance with our discussion in section 3, X stands for the random response for firms in group A and Y stands for the same for group B. Estimate of the relevant parameters along with variances and confidence intervals are presented below:
Parameter From definition of D(A, B), it is obvious that D(A, B) = 0 indicates almost similar situation for the two groups. In our context of study, a negative value of the same indicates a better situation in B than in A as the response is defined as total property and casualty premiums and uninsured losses as a proportion of total losses, an indicator whose reduction is every manager's priority. In fact, from estimated D (A, B) , we can say that firms owning captive insurance company is in a slightly better situation with respect to cost effectiveness of its risk management. Though the discrepancy turns out be statistically insignificant in this case, it may become significant in other similar situations with same or different choice of financial indicator.
As observed in simulation studies, the Bayes' estimator out-performs the maximum likelihood estimator when the experimenter can provide a reasonable choice of hyperparameters for depiction of the true picture. With the notations in subsection 3.2, we choose α 1 = 0.001, β 1 = 5.5, τ 1 = 5.0, δ 1 = 3.5, α 2 = 0.5, β 2 = 5.5, τ 2 = 5.0 and δ 2 = 3.5. There is no convergence issue as indicated by Rhat = 1, provided by STAN. Traceplots for posterior sampling from (σ 1 , π 1 ) is given in Figure 1 and the same for (σ 2 , π 2 ) in Figure 2 , given in Appendix.
Discussion
The cost effectiveness or performance risk management of a large organization depend on variety of factors both financial and non-financial. One of the major factor is the use (or otherwise) of a captive insurer by the concerned organization. A general intuition tells us that, employing a captive ensurer is expected to yield lower per unit risk management cost. Thus, the investigation of the problem of measuring the discrepancy between these categories considered in this work is well justified and useful.
There are some technical limitations in this paper. Exact computation of Bayes' estimator from supplied closed form expression remains a computational challenge for large sample size. Using improper prior p(σ, π) ∝ 1, Bayes' estimators were derived but not reported due to poor performance whereas, implementing Jeffrey's prior is found to be practically inconvenient due to computational complexities. Thus, we recommend the practitioners to go the Bayesian way only when informative prior knowledge is available. Resolving these issues may pave ways for future investigations. Moreover, consideration of dependence between two groups will necessitate a fresh look into the inferential aspects of stress-strength reliability. Table 4 : Bias, MSE and CI of ML estimator for σ andπ 
