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Chronic pain syndromes are characterized by a poor correlation between objective physical 
pathology and subjective pain perception. There is a high comorbidity rate between 
chronic pain syndromes and mood disorders. This observation suggests that pain and affect 
are represented in a common neural network. We tested this hypothesis on 15 healthy 
volunteers in a region of interest (ROI) approach using BOLD fMRI.  
 
METHODS 
Firstly, pain responsive regions were identified in a localizer experiment. Heat pain stimuli 
were equalized to a subjective pain rating of 8/10 (0: no pain; 10: unbearable pain) as 
determined by individual psychophysical assessments. Secondly, the response behavior of 
these ROIs was characterized in a separate fMRI experiment. A paradigm of emotional 
induction (matching of aversive faces and neutral forms) was combined with heat pain to 
yield a 2 x 2 factorial design with factor ’pain’ (pain vs. no pain) and factor ‘affect’ (Faces 
vs. Forms) reflecting a physical stressor and a non-painful emotional stressor, respectively. 
A moderately painful heat stimulus was chosen here (rating: 5/10) in order to prevent 
saturation of the hemodynamic response to pain. Heat stimuli were applied through a 
contact thermode (Medoc Inc., Israel). BOLD fMRI data were acquired using a 1.5 Tesla 
MR scanner (Siemens Sonata, Erlangen). 
 
RESULTS 
Pain related activation clusters were found in the midline thalamus and bilateral insula/SII 
cortices comprising the ‘pain neuromatrix’ for the sample at hand. These independently 
mapped ROIs were activated by both factors in similar relative proportions. The main 
effect of factor ‘affect’ was statistically significant in the right insular ROI. The amygdala 
was activated by intense pain (rating: 8/10). In all ROIs including the bilateral amygdala, 
we found a saturation of the hemodynamic response in trials, where aversive faces and 




Our findings suggest a common neural network for pain and emotion processing 
supporting the idea of pain as a homeostatic emotion. Neural correlates of pain and 
emotion aggregate subadditively (less than additively), possibly reflecting a mechanism of 
overload protection. Furthermore, our findings suggest a dual representation of threatening 
stimuli in terms of their affective and somatic significance in the amygdala and insular 
cortex, respectively. In this conceptual framework, chronic pain syndromes and affective 
disorders may reflect extremes of either somatic or affective augmentation of stress along 





Chronische Schmerzsyndrome zeichnen sich durch eine mangelnde Korrelation zwischen 
objektiven pathologischen Befunden und subjektivem Schmerzempfinden aus. Es gibt eine 
hohe Komorbidität zwischen diesen Syndromen und affektiven Störungen. Diese 
Beobachtung legt nahe, dass Schmerz und Affekt in einem gemeinsamen Netzwerk im 
Gehirn repräsentiert werden. Wir testeten diese Hypothese an 15 gesunden Probanden in 
einem „Region of Interest“ (ROI) Ansatz unter Einsatz der funktionellen 
Kernspintomographie (BOLD fMRI). 
 
METHODEN 
In einem ersten Schritt wurden schmerzresponsive Regionen im Gehirn identifiziert. Zuvor 
wurden die Intensitäten der schmerzhaften Hitzestimuli durch ein psychometrisches 
Verfahren festgelegt. Dabei wurde die Reizintensität für jeden Probanden so gewählt, dass 
sie einer subjektiven Schmerzempfindung von 8 auf einer Skala von 0 (kein Schmerz) bis 
10 (unerträglicher Schmerz) entspricht. Das Antwortverhalten dieser ROIs wurde in einem 
separaten fMRI Experiment charakterisiert. Dabei wurde ein etabliertes Paradigma zur 
emotionalen Induktion (Matching aversiver Gesichter und neutraler Formen) mit einem 
Hitzereiz kombiniert, so dass sich ein 2 x 2 faktorielles Design mit Faktor „Schmerz“ 
(Schmerz vs. kein Schmerz) und Faktor „Affekt“ (Gesichter vs. Formen) ergab. Hierbei 
repräsentiert der Faktor „Schmerz“ einen physischen Stressor und der Faktor „Affekt“ 
einen nichtschmerzhaften, emotionalen Stressor. Als Schmerzreiz wurde hier ein 
moderater Hitzereiz gewählt (entsprechend einer subjektiven Schmerzbewertung von 5 aus 
10), um einer Sättigung der neuronalen Antwort vorzubeugen. Hitzereize wurden über eine 
Kontaktthermode appliziert (Medoc Inc., Israel). BOLD fMRI Daten wurden mit einem 1.5 




Schmerzbezogene Aktivierungscluster wurden im Bereich des mittelliniennahen Thalamus 
und des bilateralen Insula/SII Kortex identifiziert. Sie bilden die „Schmerzneuromatrix“ 
für die vorliegende Stichprobe. Diese separat identifizierten ROIs wurden sowohl durch 
den emotionalen als auch durch den physischen Stressor in vergleichbaren Proportionen 
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aktiviert. Der Haupteffekt des Faktors Affekt erreichte statistische Signifikanz im 
rechtshemisphärischen insulären ROI. Die bilaterale Amygdala zeigte eine robuste 
Aktivierung durch intensiven Hitzeschmerz (subjektive Bewertung: 8 aus 10). In allen 
untersuchten ROIs stellten wir eine Sättigung der hämodynamischen Antwort bei 
gleichzeitiger Darbietung von Schmerzreizen und aversiven Gesichtern fest. 
 
SCHLUSSFOLGERUNG 
Unsere Ergebnisse legen ein gemeinsames Netzwerk für die Prozessierung von Schmerz 
und Affekt im Gehirn nahe und bestätigen damit die Auffassung von Schmerz als einer 
homöostatischen Emotion.  Neuronale Korrelate von Schmerz und negativem Affekt 
aggregieren im gesunden Gehirn unteradditiv. Möglicherweise wird dadurch eine 
Überlastung limbischer Netze durch kombinierte Stressoren verhindert. Außerdem 
sprechen unsere Ergebnisse für eine duale Repräsentation bedrohlicher Stimuli hinsichtlich 
ihrer affektiven und somatischen Relevanz in der Amygdala beziehungsweise im insulärem 
Kortex. In dieser Konzeption spiegeln affektive Störungen und chronische 
Schmerzsyndrome eine vorwiegend affektive beziehungsweise somatische Augmentierung 
von Stress entlang einer Insula-Amygdala Achse wieder. Weitere Untersuchungen an 





1 Psychometric Profiling of Pain Perception 
1.1 Introduction 
Pain is a highly subjective sensation that displays considerable interindividual variability 
(Mogil, 1999). Preexisting neuroimaging studies agree that neural correlates of noxious 
stimulation correlate with the intensity of subjective pain sensation (Schneider and others, 
2001;Gracely and others, 2002;Bornhovd and others, 2002). Moreover, perceived pain 
intensity is coded throughout the pain neuromatrix, i.e. is not confined to the 
somatosensory cortex of the ‘lateral pain system’ (Coghill and others, 1999). Due to its 
widespread distribution, pain intensity information is an integral component of the 
multidimensional representation of pain at the neural level. It is therefore advisable to 
incorporate pain intensity information in neuroimaging paradigms that aim to define the 
pain neuromatrix reliably. Specifically, the interindividual variability of the pain related 
neural response can be reduced by employing stimuli that evoke the same pain intensity in 
all subjects. This approach optimizes the signal to noise ratio in group level analyses but 
requires psychometrical procedures to be conducted prior to the imaging experiment.  
We therefore devised a psychometric thresholding procedure to equalize perceived 
pain intensity in the sample by recording stimulus response functions (SRF) for each 
participant. SRFs describe the relationship between physical stimulus intensity and 
perceived pain intensity. Heat stimuli above the individual pain threshold are presented in a 
pseudo-randomized sequence and are rated on a visual analogue scale (0: no Pain; 10: 
unbearable pain). The temperature corresponding to a given pain intensity (0-10) can be 
determined from a fitted curve. 
Stimulus response functions (SRF) provide a rationale for choosing the most 
appropriate pain intensity level for a given experimental purpose. In the present 
dissertation we use BOLD fMRI in order to a) functionally define the pain neuromatrix as 
region of interest and b) assess the interaction between pain related and emotionally related 
neural responses within this definition. In the former case, the pain related response should 
be as strong as possible without causing subject movement to permit a statistically reliable 
region of interest definition. In the latter case, we opted to use medium pain intensity with 
the reasoning more intense stimulation might lead to a saturation in the pain related 
response and therefore obscure a potential impact of the emotional factor. Secondly, we 
assume the SRF curves to be more sigmoid in shape and steepest near the center of the 
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visual analogue scale or VAS range. Hence, a small perturbation in stimulus intensity has a 
large impact on perceived pain intensity. We speculate that an emotional perturbation may 
have an analogous effect on the pain related BOLD response thus increasing chances to 
detect such interactions. 
Despite its benefits in terms of statistical power, psychometric procedures are not 
routinely applied in most imaging studies. Instead, the same temperatures are employed for 
all subjects and a rating scheme is incorporated into the fMRI paradigm. This approach is 
disadvantageous in that the pain related response is compromised by i) 
cognitive/evaluative effects introduced by the rating task and ii) the poor correlation 
between stimulus intensity and perceived pain intensity (Clark and Bindra, 1956). In the 
present study we addressed these issues by conducting a psychometric profiling procedure 
prior to the fMRI experiment. This allowed us to homogenize the intersubject variability of 
pain perception thus improving the statistical power to detect changes in the pain related 
BOLD response. In the following, we describe the procedure and demonstrate that it yields 
reliable stimulus response functions at the subject level and group level. 
1.2 Materials and Methods 
The procedure involves two steps. Firstly, individual pain thresholds and tolerance 
thresholds were determined.  Following this, these thresholds are referred to as thermal 
pain onset (TPO) and thermal pain tolerance (TPT), respectively. Subsequently, six 
equidistant temperatures (including the TPO and TPT) were sampled from the interval 
between both thresholds and presented in a balanced, blocked design. Participants rate 
perceived pain intensity on an analogue scale ranging from 0 (no pain) to 10 (unbearable 
pain). Temperatures corresponding to a rating of 5 and 8 out of 10 were interpolated from a 
fitted curve.  
1.2.1 Subjects 
15 healthy subjects (7 male, 12 right-hander, mean age: 24 years, SD: 3.4 years) 
participated in the investigation. They gave written informed consent to a protocol 
approved by the local Ethics Committee of the Medical Faculty and received payment (20 
€) as allowance. Subjects with clinical history of central nervous system or CNS disease, 
peripheral neuropathies, limb trauma, psychiatric and internal diseases were excluded from 
the study. No participant reported drug intake except for oral contraceptives. Participants 
were advised to avoid consummation of alcohol, nicotine or caffeine on the day of the 
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experiment. Measurements were carried out between 9:00 AM and 2:00 PM. All subjects 
also participated in the fMRI experiment scheduled later on the same day.  There was a 
four hour gap between both sessions to allow any local erythema to subside.  
1.2.2 Apparatus 
Thermal stimuli were delivered by the Thermosensory Analyzer II (TSA II, Medoc Inc., 
Israel) through a 30x30mm2 contact thermode attached to the volar surface of subject’s left 
wrist. The system is used in fMRI configuration: an fMRI compatible thermode connected 
to a filter element was employed rather than the standard variant. Results of pain profiling 
can therefore be applied to the fMRI experiment without bias caused by thermode 
exchange. Stimulus parameters (baseline temperature, ramping speed, target temperature, 
stimulus duration) and stimulus sequence are defined and controlled using the TSA II 
software (v. 3.20). This program runs on an IBM compatible Laptop (MS Windows XP) 
connected to the TSA II via the 9 pin serial port. An USB keyboard was also attached to 
the laptop. Pressing the space bar forces the system to return to the baseline temperature 
immediately. During the psychometric thresholding procedure, participants rate painful 
sensation on a computerized visual analogue scale by moving a slider with the computer 
mouse. This scale is embedded in a self-developed computer program (see below) that 
guides the subject through the entire acquisition process (see Fig. 1-1). This software runs 
on a second IBM compatible laptop under MS Windows XP. Once a rating is entered into 
the computer (via mouse click) a 150 ms square wave pulse is sent from the laptop’s 
parallel port (pin 2) to the TSA’s TTL input port. The TSA software subsequently receives 
a signal from the TSA to initiate the next trial in the predefined trial sequence. VAS ratings 
were saved to a log file from which an individual psychometric profile was created using 
customized MATLAB scripts.  
The VAS rating software was written in C++. Microsoft Visual C++ 2008 Express 
Edition was employed as integrated development environment (available at 
http://www.microsoft.com/germany/express/product, as of 3/1/2010). Computer graphics 
were rendered in OpenGL at a resolution of 1024 x 768 pixels and a vertical refresh rate of 
60 Hz. The OpenGL header file (gl.h, v.1.1, Silicon Graphics, Inc.) and corresponding 
library functions are included in the Microsoft Software Development Kit for Windows 
Server 2003, which is freely available at http://www.microsoft.com/downloads (as of 
3/1/2010). Mouse interaction was programmed using standard MS Windows XP APIs 
included in the Microsoft Foundation Class Libraries (v. 7.0). The parallel port was 
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interfaced employing the TVicPort library (http://www.entechtaiwan.com/dev/port, as of 
3/1/2010). 
1.2.3 Pain Thresholding Procedure 
The subjects were comfortably seated in a dimly illuminated room that was kept 
comfortably warm (23 °C). The thermode was attached to the subject’s left wrist. Thermal 
pain onset (TPO) and thermal pain tolerance (TPT) were determined by an ascending 
Method of Limits with a rise time of .8 °C per second starting from a baseline temperature 
of 32°C. Prior to each measurement, the respective task instruction was repeated.  
For TPO measurements, the instruction was: “Press space bar when the thermal 
sensation becomes painful”. Upon pressing the key, the thermode was rapidly cooled down 
(10 °C/s) to baseline temperature. The next temperature rise interval followed after a pause 
of 10 seconds. Three practice trials were run and discarded for later analysis. Four tests 
were performed and averaged. For TPT, measurements the task instruction was: “Press 
space bar when the thermal sensation becomes intolerably painful”. Only one measurement 
was carried out. To safeguard the subject, the TSA shuts down automatically when the 
thermode temperature reaches 53°C (hardware override). Values below 44 °C for TPT and 
below 39 °C for TPO suggest that the subject misunderstood the task instruction. These 
measurements were discarded and the corresponding trials were repeated. 
1.2.4 Pain Profiling Procedure 
1.2.4.1 Thermal stimuli  
Heat pain stimuli were obtained by sampling six equidistant temperatures from the interval 
between TPO and TPT. It should be stressed that the administered temperatures differ 
across subjects according to individual pain and tolerance thresholds. To avoid confusion, 
thermal stimuli are hereafter referred to as thermal intensity levels ranging from 1 to 6 for 
each participant. Each intensity level is presented three times, yielding 18 trials in total. 
The stimulus sequence is shown in Fig. 1-2. Care was taken to control for sequence effects. 
For this purpose, the six intensity levels were classified as low, medium and high intensity 
stimuli. Each category thus comprises two stimuli. The sequence was designed so that each 
of the six intensity levels is preceded equally often by a weak, medium and strong 
stimulation. Sequence effects are thus distributed evenly across the three categories. The 
transition matrix is given in Table 1.2-1. The same sequence was used for all participants. 
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Table 1.2-1. Transition matrix of experimental conditions in the pain profiling paradigm. 
thermal intensity in trial n 
low medium high   
1 2 3 4 5 6 




2 X   X     X 






4   X X     X 





















6   X X   X   
Thermal intensity levels (1 to 6) are categorized as weak, medium and high intensity stimuli. 
Conditions presented on consecutive trials (i.e. on trial n-1 and trial n) are indicated (X).  
 
1.2.4.2 Rating Scheme 
Painful sensation was rated on a computerized visual analogue scale as shown in Fig. 1-1 
(middle picture). The scale ranges from ‘no pain’ (left end) to ‘unbearable pain’ (right 
end). The interval between both extrema is divided into eleven equidistant numerical steps 
(0-10). ‘1’ denotes the pain threshold. The scale is color coded and begins with a green 
shade (0) that gradually changes into yellow at the pain threshold (1). Yellow smoothly 
blends into red at the right end of the scale (10). A verbal description is also provided: 
weak pain (1-3), medium pain (4-6) and intense pain (7-9). A slider can be moved 
smoothly along the scale with the computer mouse. Above the slider, the corresponding 
numerical value (rounded to the first decimal place) is shown. At the top of the screen the 
task description is displayed: “Move the slider according to the intensity of your pain 
sensation. Click at the signal tone.” At the bottom of the screen, the participants are 






Ramp up: 10 sec.
Heat stimulation: 20 sec.
Rating on VAS: response terminated
Pause: 30 sec.
 
Fig. 1-1. Computer displays presented during the pain profiling paradigm. The upper screen announces the 
temperature rising interval. Ratings are performed on a visual analogue scale (VAS) via the computer mouse 
(middle screen). The lower screen is shown during the pause interval (with a countdown indicating the 
remaining time in seconds before the next trial ensues). 
 
1.2.4.3 Procedure 
Three test trials were conducted allowing the participant to adjust to the procedure. The 
participant initiates the paradigm by mouse click. 18 trials were carried out. A given trial 
consists of 20 seconds constant thermal stimulation followed by 30 seconds rest (Fig. 1-2). 
At the beginning of a trial, the temperature rises to the pre-defined destination at a ramping 
rate of 2 °C per second. When the target temperature is reached, the rating scale is 
presented to the participant who can move the slider along the scale with the computer 
mouse according to her pain sensation. After 20 seconds, the TSA software provides an 
auditory signal and thermal stimulation returns to baseline (32 °C) at a rate of 10 °C per 
second. The participant now enters the rating by pressing the left mouse button at the 
chosen slider position. No time constraints are imposed at this stage, i.e. the paradigm halts 
until a response is made. Rating is confirmed by a 50 millisecond signal tone. A pause of 
30 seconds follows and the next trial ensues. The participant is guided through this 
sequence by the above mentioned computer program. Each step (ramp up interval, pain 
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rating, and pause) is accompanied by a corresponding computer screen as illustrated in Fig. 
1-1. An on-screen message also informs about the number of trials that lie ahead. The 
subject can interrupt intolerable stimulation at any time by pressing the space bar. In this 
case, the subject is asked to commit a rating of 10. Pressing space bar does not cancel the 
experiment per se, i.e. the trial sequence continues. Hence, stimulus recording and 
interruption do not require any intervention by the experimenter.  
 
Pain: T1 Pain: T4 Pain: T6 Pain: T3 Pain: T4
Pause Pause Pause
Pain: T5 Pain: T6 Pain: T2
Pause Pause Pause …Pause
Pain: T3
Pause
Pain: T1 Pain: T5 Pain: T1 Pain: T2 Pain: T6
Pause Pause Pause Pause






20 sec. thermal stimulation
Baseline: 32 °C
Target temperature








Fig. 1-2. Stimulus sequence and trial structure in the pain profiling paradigm. Upper panel: Thermal 
stimulation alternates with pauses. 18 pain / rest cycles were carried out. The sequence of thermal intensity 
levels (T1-T6) is indicated. Lower panel: Timecourse of thermal stimulation (red line) during a single trial 
relative to the four trial components (ramping, stimulation, rating and pausing). 
 
1.2.5 Data analysis 
Psychometric Profiles were created by employing MATLAB v. 7.5 (TheMathWorks, 
Natick, MA). At the subject level, per trial ratings were collapsed over the three stimulus 
repetitions and averaged. The resulting six mean values (one value per thermal intensity 
level) were accommodated by an interpolation curve using the MATLAB function 
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‘INTERP1’. A piecewise cubic hermite interpolating polynomial (PCHIP) was chosen as 
interpolation method. PCHIP is more accurate than linear interpolation. As opposed to 
cubic spline interpolation, PCHIP respects monotonicity and has no overshoots. The 
method is thus well suited to accommodate psychometric functions. For each subject, the 
temperatures corresponding to a rating of 5 and 8 out of 10 were interpolated from the 
fitted curve. A paired samples t-test was carried out to assess, whether the two rating levels 
of interest (5/10 and 8/10) differ significantly at the group level.  
A valid psychometric profile is assumed to increase monotonically with rising 
temperature. Monotonicity was assessed as follows: According to the null hypothesis 
(absence of monotonicity) the numerical difference between ratings of two adjacent 
intensity levels is equally often positive and negative. From the six employed intensity 
levels, five difference values were computed for each stimulus repetition, yielding 15 
values per subject. These values are positively signed when ratings increase with 
increasing intensity. Under the null hypothesis, the number of positive differences follows 
a binomial distribution with parameters N=15 and p=.5. 
Group level analysis is based on the individual interpolation curves. Distribution 
plots were created to provide a detailed illustration of these data. For this purpose we 
employed the MATLAB function ‘distributionPlot.m’ (programmed by Jonas Dorn, 2008). 
This function is freely available at the official MATLAB file exchange site 
(http://www.mathworks.com/matlabcentral/fileexchange, as of 3/1/2010). Distribution 
plots display the probability density functions (pdfs) of temperatures conditional on rating 
level, and vice versa. Densities are estimated using an Epanechnikov-kernel, whose default 
bandwidth was divided by 2.5 to avoid overblurring. 
To provide a psychometric function at the group level, a fifth degree polynomial 
was modeled to group mean ratings (sampled at seven equidistant temperatures between 
44°C and 50 °C) using the method of least squares. To assess the quality of this fit, a χ2 
goodness of fit measure was used (Bulmer, 1979).  
Repeated measures ANOVAs were carried out to evaluate the impact of sequence 
and repetition effects, which are potential sources of systematic bias. Respectively, 
‘temperature’ (6 levels) and ’antecedent intensity’ (3 levels: low, medium, and high 
intensity), as well as ’temperature’ (6 levels) and ‘repetition’ (3 levels: first, second, and 
third repetition) were declared as within-subject factors. Violations of the sphericity 
assumption were adjusted by the Greenhouse-Geisser correction. 
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Parametric statistical tests were carried out using SPSS (v. 15.0) software (SPSS 
Inc., Chicago, IL). A false positive rate of p < .05 was used as significance criterion. The 
distribution of pain ratings and temperatures were described by parametric (mean values, 
standard deviations) and non-parametric statistics (medians, interquartile range).  
1.3 Results 
Fig. 1-3 shows three examples of individual psychometric profiles. In the following, we 
refer to the profile depicted in panel a. As determined in the thresholding procedure, the 
participant experienced onset of thermal pain at 42.6 °C (thermal pain onset, TPO) and 
unbearable pain at 50.1 °C (thermal pain tolerance, TPT). From this interval, six 
equidistant temperatures (including both thresholds) were sampled and presented as stimuli 
in the pain profiling paradigm. Blue dots denote the participant’s individual ratings at each 
of the six thermal intensity levels (at 43.7 °C, 44.1 °C, 45.6 °C, 47.12 °C, 48.6, and 50.1 
°C). Rating variability is highest for medium intense temperatures. In this example, pain 
ratings span about 5 units at 47 °C. On the other hand, rating variability is relatively small 
when high or low temperatures were administered. At the TPO and TPT, ratings span only 
about 1 rating unit, respectively. Mean rating values (circles) are increasing monotonically 
with increasing temperature. The interpolating polynomial suggests a sigmoid relationship 
between temperature and pain rating. A sigmoid shape is typical for stimulus response 
functions that unfold between two fixed boundaries. Here, the upper and lower boundaries 
are represented by the TPO and TPT, respectively. In the medium temperature range, the 
relationship between temperature and rating is quasi-linear. The slope value of the 
interpolation curve is highest here, i.e. a given thermal change has a relatively high impact 
on subjective pain sensation. When ratings approach a boundary (TPO or TPT), they 
become increasingly less affected by thermal change. In other words, a relatively large 
change is necessary to elicit small alterations in subjective pain perception (ceiling and 
flooring effect). In this context panel b and c provide examples, where ceiling and flooring 
are prominent and comprise most of the psychometric function. In panel b, ratings are 
almost constant in the upper half of the temperature range, while in panel c the profile is 


























































































Fig. 1-3. Psychometric profiles from three participants (panel a-c). Pain ratings are plotted as a function of applied temperature. The temperature range is spanned by the subject 
specific pain and tolerance thresholds. Blue dots denote individual ratings at a given temperature. An interpolation curve (red line) is fitted to mean ratings (blue circles). 





a b c 
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Monotonicity was assessed as described in the methods section. We subtracted 
single ratings of neighboring thermal intensities levels. Positive differences indicate that 
pain ratings increased with increasing temperature, which is the expected behavior of a 
valid profile of thermal pain. We counted at least 12 positive differences per subject. Based 
on this observation, the null hypothesis could be rejected for all participants at a false 
positive rate of below .05 using a binomially distributed test statistic [B(k≥12, N=15, 
p=.5)=.02]. We therefore assume that the psychometric profiles are consistently increasing 
in each subject. This result is in line with the examples shown in panels a-c (Fig. 1-3). 
 






















Fig. 1-4. Estimated psychometric profile at the group level. Grey patches represent probability density 
functions of pain ratings conditional on temperatures. Red discs denote average pain ratings at indicated 
temperatures. As determined from the fitted curve (red), a temperature of 46.9 °C and 48.2 °C was associated 
with a rating of 5 and 8, respectively. 
 
Group analysis was based on the 15 individual psychometric functions, i.e. on the 
interpolation curves depicted in Fig. 1-3. Distribution plots were created to provide a 
detailed illustration of these data. Fig. 1-4 illustrates the distributions of per subject pain 
ratings at seven equidistant temperatures between 44 °C and 50 °C. The investigated range 
conforms to the interval between the average thermal pain onset (mean TPO at 44.77 °C) 
and average thermal pain tolerance (mean TPT at 49.80 °C). Summary statistics are listed 
in Table 1.3-1. Medians and means are monotonically increasing as expected from the 
single subject analysis. For medium temperatures, intersubject variability is very prominent 
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and spans 5.5 rating units at 47 °C. On the other hand, distributions are rather narrow for 
high and low temperatures. They span 2 and .6 rating units at the left end (44 °C) and right 
end (50 °C) of the tested range, respectively. Concordantly, measures of statistical 
dispersion conjointly peak at 47 °C and continuously decrease towards 44 °C and 50°C 
(Table 1.3-1). At 47 °C, pain ratings are distributed symmetrically around the sample 
mean (red disc). For lower and higher temperatures, however, distributions appear skewed. 
This is a consequence of the closed rating scale: as temperatures approach the average TPO 
and TPT of the sample, ratings are increasingly approaching the fixed boundaries (at 0 and 
10). In this context it should be noted that the non-parametric statistics in Table 1.3-1 are 
less susceptible to bias introduced by skewed data than parametric statistics. 
 
Table 1.3-1. Distribution of pain ratings at selected temperatures. Summary statistics. 
Pain ratings 
Temperature 
(°C) N Mean Standard deviation Median Interquartile range  
44 6 .98 .66 .95 .64 
45 10 1.84 1.45 1.27 .82 
46 12 2.93 1.43 2.48 1.26 
47 13 5.08 1.73 4.39 2.74 
48 15 7.69 1.31 7.90 1.61 
49 15 9.25 .77 9.42 .78 
50 15 9.89 .19 10.00 .20 
Measures of central tendency (mean, median) and measures of dispersion (standard deviation, interquartile range) are 
provided. Note that not all listed temperatures (44 °C - 50 °C) are found in every subject's data. N r efers to the sample size 
on which the statistics are based upon. 
 
In order to obtain a representative psychometric function at the group level, a fifth 
degree polynomial (red curve in Fig. 1-4) was modeled to the sample means using the 
method of least squares. The fitted curve confirms the sigmoid relationship between 
temperature and pain rating as suggested on the subject level (in Fig. 1-3, panel a). To 
assess whether deviances from this fitted curve are statistically significant, a goodness of 
fit measure was derived as follows: The difference between an observed mean rating and 
the polynomial’s prediction was divided by the observed standard error of that mean rating, 
and this quantity was squared yielding an approximate χ2(df=1) (Bulmer, 1979;Morgan, 
2000). This computation was performed for each of the seven mean ratings depicted as red 
discs in Fig. 1-4. The values were then summed yielding a single goodness of fit measure: 
χ
2(df=1)=2.07. This corresponds to a p-value of .15 (n. sign.). Deviances from the sigmoid 
profile are thus compatible with chance. Of note, the slope value of the polynomial is 
highest at a rating value of 5.6. Here, small changes in thermal input have the highest 
impact on painful sensation.  
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To further explore the relationship between thermal intensity and painful sensation, 
the distributions of temperatures were plotted as a function of rating level (Fig. 1-5). 
Apparently, temperatures are i) distributed rather symmetrically around the sample means, 
and ii) the distributions are similar in shape across rating levels. Standard deviations and 
interquartile ranges amount to less than 1 °C (Table 1.3-2). To test the hypothesis that 
intersubject variability is constant across the rating scale, we performed Levene’s Test for 
equality of variances. It revealed that the assumption of homoscedasticity was met 
[F(9,114)=.47, p=.89].  
 























Fig. 1-5. Estimated distribution of temperatures at indicated pain levels. Grey patches represent probability 
density functions of temperature conditional on rated pain level. Red discs denote mean temperatures. 
 
We can now estimate the accuracy with which differences in painful sensation can 
be resolved reliably. For this purpose we averaged the standard deviations listed in Table 
1.3-2. Based on this quantity we computed the standard error of the mean (s.e.m) assuming 
a sample size of N=15. Due to homoscedasticity we postulate that this s.e.m is 
representative for the temperature dispersion at all pain rating levels. The corresponding 
95% confidence interval has a width of ±.36 °C. A change of .36 °C thus elicits a 
statistically significant change in pain sensation at the group level (p=.05, two-tailed). The 
magnitude of this thermal change in terms of rating units can be determined by using the 
psychometric function as transfer function. In the lower and upper third of the function, a 
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change of.56 and.52 rating units can be reliably resolved, respectively. In the middle 
portion, the resolution power drops to .85 rating units. From the determined resolving 
power, it follows that a rating of 5 (46.94 °C) is significantly different from a rating of 8 
(48.13 °C). This is confirmed by a paired-samples T-test [T(13)=8.38, p<.001, two-tailed]. 
 
Table 1.3-2. Distribution of temperatures at selected pain intensities (0-10). Summary statistics. 
Temperatures 
Rating Level 







0 1 43.98 N/A 43.98 N/A 
1 6 44.77 .53 44.93 .76 
2 12 45.72 .75 45.75 .65 
3 12 46.29 .52 46.34 .74 
4 12 46.71 .49 46.82 .54 
5 14 46.94 .78 47.27 .82 
6 14 47.30 .75 47.54 .96 
7 15 47.72 .59 47.66 .78 
8 15 48.11 .59 48.08 .53 
9 15 48.63 .68 48.67 .56 
10 9 49.80 .78 49.73 .98 
Measures of central tendency (mean, median) and measures of dispersion (standard deviation, interquartile range) are 
provided. Please note that not all listed rating levels (0-10) can be found in each individual dataset. N refers to the sample 
size on which the statistics are based upon. 
 
We next investigated two sources of systematic bias that may have affected pain 
ratings, namely i) the effect of stimulus sequence and ii) repetition effects (each 
temperature is applied three times). The effect of stimulus sequence on group mean rating 
is illustrated in Fig. 1-6 (panel b). Note that the employed temperatures were grouped into 
three intensity categories (low, medium and high). Accordingly, pain ratings depend on the 
antecedent thermal intensity. When a medium or high intensity stimulus was administered 
in the previous trial, painful sensation is weaker compared to stimulation with low thermal 
intensity. The effect is small, however. A repeated measures ANOVA with factor 
‘temperature’ (6) and factor ‘previous intensity’ (low, medium, high) was carried out. In 
line with panel b, the main effect of factor ‘previous intensity’ is not reliable 
[F(2,28)=1.87, p=.18, G.G. corrected]. The 6 x 3 interaction between both factors is 
unreliable, as well [F(10,140)=1.56, p=.175, G.G. corrected]. In Fig. 1-6 (panel a), the 
effect of stimulus repetition on group mean rating is shown. Apparently, pain rating does 
not change systematically on subsequent repetitions. We again performed a 6 x 3 repeated 
measures ANOVA with factor ‘temperature’ (6 intensity levels) and factor ‘repetition’ (3 
levels: first, second, and third repetition). The main effect of factor ‘repetition’ is non-
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significant [F(2,28)=.173, p=.825, G.G. corrected]. The 6 x 3 interaction between both 















Fig. 1-6. Repetition and sequence effects on group level pain ratings. Panel a: Pain rating as a function of 
repetition. Panel b: Pain rating as a function of antecedent thermal intensity, which is grouped into three 
categories (low: levels 1-2; medium: levels 3-4; high: levels 5-6). Ratings were averaged across the six 
thermal intensity levels (at each repetition or antecedent intensity category). The global mean rating of the 













































In the present study we have introduced a methodology to probe thermal pain perception in 
the suprathreshold range. Acquired stimulus response functions (SRF) are consistently 
increasing at the subject level. At the group level, differences in pain perception below 1 
rating unit can be resolved reliably. The profiling paradigm is robust against bias 
introduced by repetition and sequence effects. Data acquisition has been completely 
automated thus minimizing disruptive interactions between participant and instructor. 
Objective assessment of pain is a challenge due to its subjective and 
multidimensional character. Melzack proposed three separate dimensions of painful 
experience: sensory, affective and evaluative. This conception led to a number of verbal 
scales of which Melzack’s McGill questionnaire (Melzack, 1975) and the Brief Pain 
Inventory (Cleeland and Ryan, 1994) are most widely used for evaluating chronic pain. 
These are, however, not suitable for experimentally induced pain. For this purpose, reflex 
measures have been devised. Nociceptive reflexes are widely used in human and animal 
research. A common protocol in humans includes electrical stimulation of the sural nerve 
in the retromalleolar space and subsequent recording of the impulse from the surface of the 
ipsilateral biceps femoris. Stimulus intensity is increased until impulses can be reliably 
detected by electromyography (Willer, 1977). This thresholding technique is objective in 
that it is based on the observation of an involuntary, physiologic response. It is, however, 
less suited to obtain responses to graded stimuli. 
Our design is based on rating scales, which focus on pain intensity, i.e. the ‘salient 
dimension of pain’, as Melzack put it. These unidimensional scales function well for the 
assessment of acute pain. There are three variants: the four point verbal rating scale (VRS) 
categorizes pain as none, mild, moderate, and severe. It is a very coarse screening 
instrument, but easy to understand (Keele, 1948). The visual analogue scale (VAS) comes 
as 10 cm line labeled with ‘no pain’ at one end and ‘the pain is as much as I can bear’ at 
the other (Bond and Pilowsky, 1966). Subjects mark their pain sensation on this line, 
which is thus expressed as the distance between the ‘no pain’ end and the mark relative to 
the total length of the line. The VAS is appealing in that pain intensity is described in a 
continuous way. In theory, infinitely small differences can be resolved with the VAS. 
However, the approach requires some abstract geometrical understanding since the scale is 
devoid of any further verbal or numerical descriptions. Moreover, the golden section at 6.2 
centimeters interferes with rating accuracy (Noble and others, 2005). The third type of 
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unidimensional scale is 11 point numerical rating scale or NRS: Subjects describe their 
pain sensation on a scale of 0-10. The NRS is more fine-grained than the VRS but again 
demands abstraction capabilities from its user. The VAS and NRS agree well and are 
equally sensitive in assessing acute pain (Breivik, Bjornsson, and Skovlund, 2000). In a  
report published by  the European Association for Palliative Care (EAPC), the expert 
working group in 2001 recommended the use of a standard 0–10 NRS and a 100-mm 
horizontal VAS while pointing to the poorer compliance associated with the VAS 
(Caraceni and others, 2002). 
We merged the three unidimensional schemes into a single rating scale with the 
purpose to facilitate the self assessment of pain. We augmented a classical VAS with 
numerical and verbal descriptors by superimposing a NRS and a VRS. A numerical 0 
thereby corresponds to the VAS label ‘no pain’, whereas a numerical 10 corresponds to ‘as 
much pain as I can bear’. The remaining numerals are distributed evenly across the VAS. 
The VRS label ‘no pain’ coincides with the homonymous VAS label. The mapping 
between the remaining verbal categories and the NRS / VAS is much less clear. We 
adapted the suggestion depicted in Breivik et al. (Breivik, Bjornsson, and Skovlund, 2000). 
According to individual preference, subjects can freely choose a coding scheme (verbal, 
numeric, and geometric) or a combination of schemes. 
Three constraints were imposed on the pain profiling paradigm: a) it should be 
composed of many conditions (intensity levels) to ensure an accurate sampling of 
psychometric profiles. Conditions should be repeated often, but the paradigm should also 
be short so as to preserve compliance, avoid skin irritation and habituation or sensitization 
effects. b) Results should be portable to the fMRI experiment. c) Sources of bias must be 
controlled. 
a) We measured TPO and TPT for each subject to derive individually tailored 
sampling windows rather than using fixed temperatures for all subjects. In this way, 
optimal sampling is ensured with as few intensity levels as possible. We employed 
six levels, each being repeated three times. This sufficed to obtain credible 
psychometric profiles (see below). Moreover, the paradigm has a good resolving 
power at the group level. At a sample size of 15 subjects, differences in pain 
sensation below .85 rating units can be resolved reliably using a significance 
criterion of p ≤ .05.  
b) To ensure portability of results, the TSA II was used in fMRI configuration to 
avoid bias introduced by thermode exchange. The duration of painful stimulation 
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(20 s) and the applied ramping rate (2 °C/s) are identical for both the fMRI 
experiment and the profiling procedure. 
c) We have shown that pain ratings do not change significantly on subsequent 
stimulus repetitions, ruling out repetition effects as a source of substantial bias. To 
control for sequence effects, we employed a balanced stimulus order. We 
nevertheless detected a small systematic effect: pain ratings were diminished when 
a moderately or highly intense stimulus was presented in the antecedent trial. This 
observation is compatible with habituation: the subjects adapt to the high intensity 
stimulus, which reduces pain sensation in the subsequent trial. However, this source 
of bias is also not significant. 
 
Psychometric profiling resulted in convincing stimulus response functions (SRFs). 
Ratings consistently increased with increasing temperature in each participant. 
Interpolation curves have a sigmoid shape, which is a hallmark of psychometric functions 
with fixed boundaries. However, deviances from this canonical shape also occur on the 
subject level. For example, the function in panel b (Fig. 1-3) appears hyperbolic. This is 
the result of poorly defined thresholds in this participant: the TPO was chosen 
inappropriately high, i.e. only the upper portion of the psychometric function is visible. 
Conversely, the TPO in panel c was probably measured to low: The acquisition window is 
thus shifted towards lower temperatures and the stimulus response function is cut off in its 
linear portion, i.e. before saturation. At the group level, a fitted polynomial takes on a 
sigmoid shape. As confirmed by goodness of fit assessment, this shape is representative for 
the stimulus response function at the group level. Truncated profiles are assembled to a 
whole by pooling data across subjects. This finding underscores that abortive profiles as 
shown in panel b and c are the result of an improperly chosen sampling window but 
otherwise valid. We can therefore assume that the temperatures employed in the fMRI 
experiment elicit the same levels of painful sensation across participants and correspond to 
a subjective rating of 5/10 and 8/10. Hence, subjective pain perception is standardized in 
the sample as required by the fMRI experiment. 
However, these results question the validity of the TPO and TPT pain thresholds 
that define the sampling window. In the thresholding step we adopted the method of 
ascending limits to measure TPO and TPT: starting from baseline, the stimulus intensity is 
increasing continuously until a threshold is reached; at that moment, subjects press a stop 
button to force a return to baseline. This is an established procedure widely used in the 
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literature. It nevertheless has some important drawbacks: i) measurement is obviously 
affected by reaction time artifacts; ii) employed stimuli are phasic and response terminated, 
which introduces two confounds, namely the gradient of temperature ascent and the time 
that passed since the beginning of the trial; iii) measurements are susceptible to expectation 
bias, since the stimuli are repeated several times in a row. The subjects are aware of that 
and can prepare their response accordingly; iv) measurements are prone to serial effects: it 
is the author’s impression that participants feel committed to their response in the 
antecedent trial, even when this response is not plausible. This becomes very problematic 
as verbal intervention by the instructor may be required to prevent subjects from 
reproducing inappropriate responses in the upcoming trials; v) in this context, subtle social 
interactions are of concern. Subjects may subconsciously want to make a certain 
impression on the experimenter, whom they know is monitoring their responses. This again 
introduces unpredictable bias to the data, e.g. a bias to respond in a socially desirable way. 
These sources of bias were carefully avoided in the pain profiling paradigm. Ad i) 
In line with deCharms and colleagues we employed constant stimuli of predetermined 
intensity (deCharms and others, 2005). These were administered for 20 seconds and rated 
afterwards (without time constraints). Thus, response time artifacts are absent. Ad ii) As 
stimulation intensity is constant, bias introduced by thermal gradient is absent. A trial 
always lasts 20 seconds, i.e. stimulus duration is equal across participants. Ad iii) Six 
stimulus intensities are presented in a pseudo-randomized order controlling for expectation 
bias. If intensity levels were, for example, arranged in an ascending order, subjects’ 
expectations per se would encourage a linear, monotonic profile, which may actually not 
reflect pain perception. Ad iv) Since the same stimuli are not presented in a row, the serial 
effect as defined above is controlled. Ad v) Trial initiation, response recording and 
interruption of unbearable stimuli are controlled through a computer interface. Social 
interactions can thus be kept minimal. Intervention is only necessary in the case of 
malfunction. No malfunction was encountered during the entire acquisition process. The 
profiling paradigm can thus be run safely in a completely unattended mode. 
The latter point is particularly noteworthy, since pain rating is known to be 
sensitive to context factors. Our profiling paradigm allows controlling the effect of the 
‘social factor’ on pain sensation. Psychometric profiles can be acquired with and without 
the attendance of a supervisor, which allows the investigation of interactions between pain 
perception and the presence of a social context. This opens up interesting perspectives for 
psychiatric research. As to our knowledge social interaction pertaining to the data 
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acquisition process is an uncontrolled factor in many if not all studies investigating pain 
processing. This is particularly problematic for those studies that focus on drugs and 
diseases that relate to the social and emotional domains. For example, chronic pain 
syndromes are linked to disturbed processing of both sensory and social stimuli (Kosturek 
and others, 1998). Moreover, Oxytocin, a neuropeptide involved in the formation of social 
bonds, is known to have analgesic properties in animals (Petersson and others, 1996) and 
terminally ill cancer patients (Madrazo and others, 1987). Oxytocin was shown to 
modulate connectivity measures between the amygdala and midbrain region, where 
descending pain control systems are located (Kirsch and others, 2005). It has been 
suggested that Oxytocin is the mediator of the placebo response (Enck and Klosterhalfen, 
2009) rather than having analgesic properties per se. Our paradigm allows assessing 
whether or not painful sensation altered by disease or pharmacological intervention 
requires the presence of a social context as a modulating or permissive factor. 
Group level analysis showed a tremendous intersubject variability of pain ratings at 
medium temperatures (Fig. 1-4). At 47 °C, subjective pain ratings are dispersed across 
three verbal categories (‘weak’, ‘medium’ and ‘severe’). A given temperature may thus 
elicit very different levels of pain sensation. Studies focusing on the subjective experience 
of pain rather than its physical component have to take this effect into account. 
Neuroimaging studies agree that activity in pain responsive brain regions correlates with 
the subjective perception of pain intensity (Schneider and others, 2001;Gracely and others, 
2002;Bornhovd and others, 2002). In the present study we used psychometric profiling to 
find stimuli that equate pain perception across participants. If we used the same 
temperatures for all participants in fMRI instead, a substantial nuisance variable would be 
introduced to the hemodynamic response, i.e. a larger sample size would be required to 
reliably delineate pain responsive regions in the brain. When the BOLD response to pain is 
not equated across the sample, it is also more difficult to find a modulating influence of 
affective state on pain processing. Note in this context, that moderately painful stimuli 
(rating: 5/10) were applied for the latter purpose, since the stimulus response function is 
steepest at medium intensities and a saturation of the neural response is avoided. At 
moderate intensities, however, the intersubject variability of pain perception is particularly 
high, i.e. the usage of fixed temperatures would be particularly detrimental in terms of 
signal to noise ratio of the pain related hemodynamic response. 
At high and low thermal intensities, however, intersubject variability is much 
smaller. This may relate to the biological purpose of pain, namely to avoid tissue damage. 
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Tissue composition - and thus tissue vulnerability - at the volar surface of the wrist 
presumably is similar across the sample. In this sense, the temperatures at TPO and TPT 
are warning cues that elicit relatively uniform responses, whereas temperatures in the 
center of this ‘warning window’ may be less well defined biologically thus allowing for 
more variability between subjects. A different picture arises when plotting temperature as a 
function of perceived pain intensity. From this perspective, intersubject variability is 
preserved across the rating scale. This suggests that thermal intensities conditional on 
subjective sensation are less bound to biological constraints. We estimated that a .36 °C 
change suffices to elicit significantly different pain sensations at the group level. This 
value corresponds to not more than .85 rating units. On the basis of these data, detailed 
power analysis can be conducted to plan further experiments, i.e. required sample sizes can 
be easily computed according to a particular research question. 
In psychiatric research, pain thresholds have been studied in various diseases, e.g. 
schizophrenia, depression and anxiety disorders (Lautenbacher and Krieg, 1994). These 
studies aim to reduce the complexity of a disease to a biomarker (pain threshold) that is 
amenable to measurement and has a clear connection to a physiologically distinct system. 
Generally, these studies yielded conflicting results. In depression, for example, both an 
increase (Marazziti and others, 1998;Kundermann and others, 2008;Adler and Gattaz, 
1993) and a decrease (Ward and others, 1982;Otto, Dougher, and Yeo, 1989;Moroz and 
others, 1990) of pain thresholds have been found. Most studies focus on pain thresholds as 
determined by the ascending method of limits. As outlined above this methodology is 
susceptible to many forms of bias that may contribute to the ambiguity and low statistical 
reliability of existing reports. Moreover, the general approach to map pain processing to 
one single threshold, could be misleading. The distinctive features of pain perception in 
patients may be hidden in the suprathreshold range, i.e. between pain onset and the 
tolerance threshold. To comprehensively assess pain processing at the behavioral level, the 
acquisition of entire stimulus response functions (SRF) is necessary, therefore.  
Characterizing pain perception with stimulus response functions as opposed to 
single thresholds will certainly increase chances to detect a reliable impact of illness or 
pharmacological intervention on pain processing. We have shown that psychometric 
profiling can be reliably conducted within a 15 minutes paradigm that is robust against 
habituation and carry over effects and has a high resolving power for medium sized 
samples. It should be noted in this context, that pain is a warning signal that subserves 
homeostasis (Craig, 2003). One may postulate that the width of the warning window (the 
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interval between pain onset and pain tolerance) and the course of the SRF therein depends 
on the activity of homeostatic effector mechanisms that are strained during chronic stress. 
A stimulus response function can be shifted, flattened, steepened, and distorted by 
pathological condition. In contrast, single thresholds can only be reduced or increased. The 
more elaborate account may thus allow uncovering maladaptive mechanisms of pain 
control and homeostasis. Hence, psychometric profiling as conducted in the present 
dissertation may offer a new conceptual perspective. 
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2 Pain Processing and Emotion Processing in the 
Human Brain  
2.1 Introduction 
The International Association for the Study of Pain (IASP) defines pain as: "An unpleasant 
sensory and emotional experience associated with actual or potential tissue damage, or 
described in terms of such damage." This definition highlights the emotional and 
subjective nature of pain, which implies a top-down modulation of nociceptive inputs. On 
the contrary, another common conception of pain, which originated in the 17th century and 
is owed to Rene Descartes, posits a one way pain pathway from the periphery to the brain. 
Here, pain is passively received rather than actively modulated suggesting a 1:1 
psychophysical mapping of noxious intensity to perceived pain intensity. This account, 
however, contradicts the everyday experience that pain is dependent on context, e.g. we do 
not easily notice a finger cut when being distracted by more salient events. Moreover, 
chronic pain syndromes are characterized by intense pain that is disproportionate to input. 
The phenomenon of phantom limb pain in people with total spinal section (Melzack and 
Loeser, 1978) suggests that pain can be elicited and maintained without any nociceptive 
inputs to the brain. These observations indicate that the brain itself can generate the pain 
experience independent from peripheral sensory inputs.  
Pain is actively generated by central nervous processes rather than passively 
received from the periphery. Melzack proposed that pain is a multidimensional experience 
that includes sensory-discriminative, motivational-affective and evaluative-cognitive 
dimensions (Melzack, 1975). As a complex conscious experience, pain emerges as a 
neurosignature pattern maintained by processing loops between thalamus and cortex and 
cortex and limbic system. The pain neuromatrix is thus comprised of multiple interacting 
regions. Modern imaging techniques confirm, that pain is not processed by a single region 
in the brain but in a distributed network, the structural equivalent of the neuromatrix theory 
(Fig. 2-1). The insula, secondary somatosensory cortex (SII), the anterior cingulate (ACC) 
and the thalamus are most consistently reported as pain responsive anatomical structures 
across studies (Apkarian and others, 2005;May, 2007;Peyron, Laurent, and Garcia-Larrea, 
2000;Tracey, 2008). Experimental accounts from fMRI/PET and EEG/MEG studies of the 
last two decades can be summarized in a general model of pain perception in the human 
brain (Chen, 2008): 1) sensory transmission takes place at the brainstem area acting in 
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descending regulation and the thalamic relay nuclei. The somatosensory cortices (SI, SII) 
are involved in sensory discrimination of spatial/temporal features of pain. 2) Affect 
transaction takes place at the insular cortex (IC) and amygdala, which trigger autonomous 
effector mechanisms via projections to the hypothalamus. They are also involved in 
descending pain control via projections to the midbrain periaqueductal grey (PAG). 3) 
Anterior cingulate (ACC), prefrontal cortex (PFC), posterior parietal cortex (PPC), and 
supplemental motor area (SMA) are involved in cognitive attention, response selection, 
and action planning. 
 
Fig. 2-1. Illustration of the pain neuromatrix according to May (2007). The sensory perceptual system is 
composed of brainstem (periaqueductal grey, PAG), thalamus (Th), primary and secondary somatosensory 
cortices (SI, SII). It is involved in ascending transmission, localization and descending regulation of pain. 
The affective motivational system is composed of amygdala, insular cortex, anterior cingulate (ACC) and 
hypothalamus. It is involved in affective reaction, autonomous activation and homeostasis regulation. The 
cognitive-evaluation system is composed of the posterior parietal cortex (PPC), ACC, supplemental motor 
area (SMA), and prefrontal cortex (PFC). It is involved in spatial/bodily attention, action planning and 
execution. 
 
Neuroimaging studies mainly focus on the cognitive modulation of the painful 
percept. Much less is known about the interaction between pain and emotion. There are, 
however, numerous observations that suggest a link between sensory and affective 
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domains. Clinically, patients with affective disorders can suffer increased clinical pain. 
About 50% of patients with depressive disorders report facial pain, headache, and 
musculoskeletal symptoms (Knorring, 1975). Lower back pain is more than 2 times as 
likely in patients with symptoms of anxiety and depression compared to controls (Croft 
and others, 1995). A longitudinal cohort study has shown that depressive symptoms predict 
future episodes of musculoskeletal pain (Leino and Magni, 1993). On the other hand, 
subjects with chronic pain (defined as pain for most days for at least a month) are 3 times 
as likely to meet depression criteria as those without chronic pain (Magni and others, 
1993). The association between depression and pain correlates with severity of either 
condition. Specifically, as the severity of pain increases, depressive symptoms and 
depression diagnoses become more prevalent (Moldin and others, 1993). Conversely, as 
depression and anxiety symptoms increase in severity, somatic complaints are reported 
more often (Von and others, 1988).  
Affective disorders are characterized by an altered perception of sensory inputs 
suggesting that a disturbed affective state may impact on the processing of pain. For 
example, increased thermal pain thresholds were reported in depressive patients 
(Lautenbacher and others, 1994). In adjustment disorder, depression scores correlate with 
thermal pain thresholds (Bär and others, 2006). It has been shown that pain thresholds in 
patients with major depression or adjustment disorder depend on modality. Specifically, 
patients are more sensitive to ischemic pain as an exampled for ‘deep somatic pain’, 
whereas pain thresholds are increased for phasic stimuli applied on the skin surface (Bär 
and others, 2005). This led to the idea that visceral, endogenous pain is perceived as 
particularly distressing in these disorders. Concordantly, Kudoh et al. have shown an 
increase in pain scores in depressed patients after surgery, which correlates with the degree 
of depressive symptoms (Kudoh, Katagai, and Takazawa, 2002). This finding has been 
linked to a persistent increase in plasma cortisol postoperatively in depressed patients 
(Kudoh, Ishihara, and Matsuki, 2000). 
Dysregulation of the hypothalamic-pituitary-adrenal axis (HPA) has been proposed 
as a common denominator for both major depression and chronic pain syndromes. 
Emotional distress causes an increased release of ‘stress hormone’ corticotrophin releasing 
factor (CRF) in the hypothalamus via afferents from the amygdala resulting in HPA 
hyperactivity in major depressive disorder (MDD) and other psychiatric illnesses (Robert, 
2007). Increased plasma cortisol reduces neurogenesis, inflicts neuronal damage in the 
hippocampus and disrupts the negative glucocorticoid feedback on the HPA axis 
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(Blackburn-Munro and Blackburn-Munro, 2001;Nestler and others, 2002). Chronic pain is 
a persistent stressor, which augments HPA dysfunction by down-regulating glucocorticoid 
receptors in the brain and periphery, and promotes the generation of higher glucocorticoid 
levels due to diminished negative feedback control (Blackburn-Munro and Blackburn-
Munro, 2001). 
Pain is an unpleasant sensation, i.e. pain is emotionally salient per se. It follows 
that pain and emotion processing might overlap in the brain. Melzack proposes that pain 
has a motivational, affective and a sensory discriminatory component (Melzack, 2001). 
Anatomically, the Pain system can be subdivided into a lateral and medial component 
depending on whether spinal inputs are relayed via lateral thalamic or midline thalamic 
relays (Bowsher, 1957). The lateral system conveys sensory-discriminatory information 
about the painful agent to the somatosensory cortices. On the other hand, the medial pain 
system is widely connected to the limbic system including insula, amygdala, ACC and 
brainstem regions. Various studies emphasize a key role of these limbic regions in the 
processing of arousing and highly motivating stimuli such as fear and anxiety (Phillips and 
others, 2003). Increased activity in the amygdala and insular regions were reported in 
emotion related disorders, for example posttraumatic stress disorders, social anxiety 
disorder and phobias (Etkin and Wager, 2007). On the other hand the insular cortex is the 
most consistently found pain responsive brain region according to meta-analyses of 
imaging studies on experimentally induced pain (Apkarian and others, 2005;Peyron, 
Laurent, and Garcia-Larrea, 2000). Surgical section of the frontal cingulum fasciculus 
markedly decrease suffering from otherwise intractable pain (Foltz and White, 1968). After 
ablation of the amygdala and overlying cortex, cats show marked changes in affective 
behavior, including decreased responsiveness to noxious stimuli (Melzack, 1999). Lesions 
of the insula cortex have been implicated in a syndrome called ‘asymbolia for pain’, 
characterized by the absence of an adequate emotional response to painful stimuli while 
location and intensity aspects of noxious stimulation are preserved (Berthier, Starkstein, 
and Leiguarda, 1988).  
Relief of depression during pharmacologic treatment is associated with a relief of 
pain symptoms suggesting a common mechanism for disturbed affective and disturbed 
somatic processing. More specifically, the degree of depression improvement has been 
reported to correlate with the amount of pain relief during treatment with doxepin, a 
tricyclic agent (Ward, Bloom, and Friedel, 1979). In a meta-analysis of placebo controlled 
studies, antidepressants were reported to be efficient in a variety of non malignant chronic 
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pain syndromes including arthritis, headache, facial and musculoskeletal pain (Onghena 
and Van, 1992). Moreover, their role in cancer pain management is established (Lussier, 
Huskey, and Portenoy, 2004). Animal studies indicate that tricyclic antidepressants have 
analgesic properties per se, which are particularly evident in models of subchronic 
inflammatory pain, but less prominent in acute noxious stimulation applied to the skin 
surface (Korzeniewska-Rybicka and Plaznik, 1998). Conceptually, the former type of pain 
is an example of endogenous, deep somatic pain that is emotionally salient due to its 
persistent and threatening character as opposed to phasic cutaneous simulation, which is 
more closely related to an exteroceptive sensory rather than an interoceptive affective 
sensation. The efficiency of antidepressants in endogenous, visceral pain and affective 
disorders suggest a common neurochemical basis for both conditions. The biochemical 
theory of depression posits an imbalance in monoaminergic neurotransmission. 
Serotonergic and noradrenergic neurons are prevalent in the output nuclei of descending 
pain modulation system in the rostral-ventromedial medulla and the dorsolateral pontine 
tegmentum; the system filters nociceptive information at the dorsal horn via descending 
projections. Depletion of these neurotransmitters in depression may compromise this filter 
such that innocuous signals from the body are amplified resulting in a painful percept 
(Stahl, 2002).  
The amygdala is a key structure in attaching emotional significance to polymodal 
inputs. Interestingly, subdivisions of the amygdala are specialized for processing of 
nociceptive information that is conveyed in spinal, cortical and subcortical pathways 
(Neugebauer and others, 2004). Inflammatory pain can induce neuroplastic changes in the 
central amygdaloid nucleus (CeA) of the rat, which leads to a widespread decrease of 
mechanical pain thresholds (Neugebauer and Li, 2003). On the other hand, stereotactic 
stimulation of the CeA with glucocorticoids promotes the transcription of corticotrophin-
releasing factor and increases anxiety related behavior in rats (Shepard, Barron, and Myers, 
2000). Concomitantly, glucocorticoids produce visceral hypersensitivity to colorectal 
distension that correlates with anxiety scores (Greenwood-Van and others, 2001). 
Concordantly in humans, episodes of anxiety may exacerbate visceral pain in patients with 
irritable bowel. In a rodent model of arthritic pain, blockade of CRF receptors in the 
amygdala inhibited both anxiety-like behavior and nocifensive pain responses (Ji and 
others, 2007). The role of the amygdala for pain processing is further highlighted by the 
observation that microinjections of opioid agonists such as morphine into the amygdala 
have strong analgesic effects in rats (Helmstetter, Bellgowan, and Tershner, 1993). 
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Additionally, chronic pain in mice facilitates the development of anxiety-like behavior that 
is accompanied with changes in the opioidergic function in the amygdala (Narita and 
others, 2006). 
Several imaging studies report limbic activation in response to pain underscoring its 
affective character and close relationship to emotion processing. Increased fear of pain 
predicts a higher activity in anterior cingulate cortex (Ochsner and others, 2006). A 
hypnotically induced negative affective state towards painful stimulation was reported to 
be associated with an activity increase in anterior insula and ACC (Rainville and others, 
1997). Opioid analgetics have been shown to dampen the response to experimental pain in 
the lateral system in a dose dependent manner, whereas activity in the anterior insula and 
amygdala, which process the ‘suffering’ component of the pain experience, disappeared at 
the lowest dose confirming the clinical observation that low doses relief the affective but 
not the sensory component of pain (Oertel and others, 2008). In fibromyalgia patients 
insula and ACC, i.e. regions associated with the affective dimension of pain, become 
activated during epochs of rapidly increasing endogenous pain (Baliki and others, 2006). In 
chronic pain patients, depressive symptoms correlate with pain related activity in brain 
regions associated with affective processing such as amygdalae and insula, but not regions 
associated with the sensory dimension of pain, i.e. the somatosensory cortices (Giesecke 
and others, 2005). In healthy subjects it has been demonstrated that social exclusion 
(‘social pain’) activates regions implicated in the processing of somatic pain (Eisenberger, 
Lieberman, and Williams, 2003). Specifically, ACC activation correlated with self reported 
emotional distress arising from this unpleasant albeit non-physical experience. 
Additionally, the affective but not the sensory components of the pain neuromatrix have 
been suggested to mediate empathy for pain in others (Singer and others, 2004). Recently, 
Von Leupoldt and colleagues have shown that experimentally induced dyspnoe, which 
conforms to a strong anxiogenic stimulation, and heat pain engage a common limbic 
network in healthy subjects (von Leupoldt and others, 2009). 
Human language implies that pain and emotionality are two different concepts. In 
the conventional view pain is categorized as an exteroceptive modality, i.e. related to 
external touch rather than to an internal feeling state. This view discounts the fact that 
physical pain is an unpleasant feeling per se and regularly evokes strong negative emotions 
in the sufferer. These emotions in turn drive adaptive behaviors that may be crucial for 
survival. Individuals who are unable to experience pain, die from infections injuries that 
remain undetected (Baxter and Olszewski, 1960). The above mentioned IASP definition of 
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pain emphasizes its function to preserve body integrity. Concordantly, clinicians appreciate 
pain as the fifth vital sign. It has been proposed that pain is an interoceptive rather than an 
exteroceptive sensation reflecting an adverse physiologic condition within the body that 
requires a behavioral response (Craig, 2002;Craig, 2003). Craig and colleagues suggest 
that the insular cortex maintains an encephalized representation of the physiological state 
of the body that receives inputs from sympathetic and parasympathetic afferents via a 
phylogenetical distinct thalamocortical relay (Craig and Blomqvist, 2002;Craig, 2003). 
Injury constitutes are threat to a balanced physiological state of the body; pain is therefore 
conceptually similar to respiratory distress, thirst, hunger, aversive taste and other 
sensations that announce or represent a threat to body homeostasis. A common limbic 
network including the insula and ACC might translate the physiologic relevance of these 
unpleasant signals into adaptive behavior that supports survival. Moreover, the conception 
of pain as a ‘homeostatic emotion’ (Craig, 2003) allows linking pain to perceptual signals 
that are of relevance for the survival of social animals like humans although they do not 
directly represent a physical threat. Language is abundant with examples that link social 
distress and emotionality to the experience of pain: The phrase “you hurt my feelings”, for 
instance, suggests that a perturbation in the emotional domain in the context of social 
interactions can cause feelings that resemble pain and therefore may motivate adaptive 
social behavior. In this context it is interesting to note that patients with cortical lesions in 
the insular cortex not only show diminished emotional responses to painful stimuli, but 
also to aversive social signals like threatening gestures and verbal menaces (Berthier, 
Starkstein, and Leiguarda, 1988). 
In conclusion, there is plenty of experimental evidence on various levels suggesting 
that pain and emotion related processing share a common neural substrate. According to 
the conception of pain as homeostatic emotion, the maintenance of a physiological body 
state is the common purpose of both sensations. We tested the hypothesis of a common 
neural network in a region of interest (ROI) approach using BOLD fMRI. In a first step we 
will define the pain neuromatrix in a separate localizer experiment (ROI localizer) by 
contrasting painful trials with non-painful trials. In a second step we will investigate how 
painful and emotional stimuli interact within this neuromatrix definition. For this purpose 
we adapted a paradigm that was repeatedly shown to elicit a strong and reliable amygdala 
activation (Pezawas and others, 2005;Meyer-Lindenberg and others, 2008;Hariri, 
Bookheimer, and Mazziotta, 2000;Hariri and others, 2002c;Hariri and others, 2002a;Hariri 
and others, 2002b). Angry and fearful facial expressions were used to induce a negative 
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affective state in the observer. It has been shown that a) these stimuli elicit an autonomous 
stress response and b) elicit a stronger amygdala response than nonsocial emotional 
stressors (Hariri and others, 2002c). In keeping with the experimental evidence outlined 
above, we expect the amygdala to respond to both aversive faces and physical pain. We 
further suggest that the conception of pain as ‘homeostatic emotion’ (Craig, 2003) allows 
linking pain to aversive social signals that do not directly represent a physical threat but are 
nevertheless survival relevant to social animals like humans. We therefore hypothesize, 
that the pain neuromatrix is responsive to aversive faces, i.e. a non physical but 
emotionally arousing stressor.  
 
2.2 Materials and Methods 
2.2.1 Subjects 
cf. section 1.2.1. 
2.2.2 Apparatus 
Data acquisition was performed at the University of Regensburg on a 1.5 Tesla scanner 
(Siemens Sonata, Erlangen) equipped with an eight channel array head coil. Subjects lay 
supine in the MRI tube holding an MRI compatible response device in their right and a 
‘panic ball’ in their left hand throughout the experiment. They were instructed to squeeze 
the panic ball when they wished to abort the acquisition procedure. Subjects were equipped 
with ear plugs and wore a headphone for protection against acoustic noise (100 dB). 
Thermal stimuli were delivered by the TSA II (Medoc Inc., Israel) that was operated 
outside the scanner room in fMRI configuration: the standard thermode was replaced by a 
6 meter fMRI compatible variant, which was connected to the TSA II via a grounded filter 
element. The filter minimizes electromagnetic interference that would otherwise 
compromise image quality; it was inserted into a 2.5” diameter in-wall pipe collar. Filter 
grounding was verified with an ohmmeter. The 30x30 mm2 contact thermode was attached 
to the participants left wrist (volar surface) and fastened with eudermic adhesive tape. The 
pre-defined thermal stimulus sequence was controlled by the TSA II software running on 
an IBM compatible Laptop under MS Windows XP. Visual stimuli were back-projected on 
a screen mounted at the rear end of the scanner and conveyed to the participant via a head 
coil mounted mirror. The visible stimulus screen subtended 20° of visual angle. Visual 
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stimuli were delivered at a resolution of 1024x768 pixels, a frame rate of 60 Hz, and a 
color depth of 24 bits per pixel. Stimulus presentation was controlled by Presentation 
software (v. 14.0, Neurobehavioral Systems Inc., Albany, CA) running under Windows XP 
on an IBM compatible Desktop PC. The parallel port (pin 2) of this PC was connected to 
the TSA TTL input port. Through this connection, Presentation software conveys a 150 ms 
trigger pulse that initiates the temperature ascent interval (10 seconds) that precedes every 
pain trial. The target temperature is then maintained until a return to baseline (ramp down 
interval, 10 seconds) is enforced by the next trigger pulse, which is sent 20 seconds later, 
i.e. at the end of that trial. Note that a constant temperature is maintained by the TSA 
software between any two pulses. Every TR (2.5 seconds), Presentation software receives a 
trigger pulse from the MRI scanner via pin 12 of the parallel port. This enables 
synchronization of visual and thermal stimulus presentation with fMRI data acquisition. 
Specifically, scanner pulses triggered the beginning of each trial and the beginning of each 
temperature ascent/descent interval. The participant’s responses are submitted via an MRI 
compatible response device and recorded with millisecond precision by the presentation 
software. Thermal and visual stimulus sequences are recorded in separate logfiles 
generated by the TSA software and the Presentation software, respectively. These files 
were obtained from every participant and were carefully checked in order to verify that no 
triggers (MRI triggers and TSA triggers) had been missed. 
2.2.3 Stimuli 
Facial stimuli were drawn from the FEEST (Facial Expressions of Emotion: Stimuli and 
Tests) picture set (Young and others, 2002). FEEST stimuli are based on a subset of the 
Pictures Of Facial Affect (POFA) series (Ekman and Friesen, 1978): 10 models (4 males, 6 
females) were selected based on how reliably their facial expressions can be identified. 
FEEST provides emotional continua ranging from neutral poses (0% intensity) over the 
prototype expressions of the POFA series (100% intensity) to the most extreme 
representation of each basic emotion (150 % intensity). These continua were generated 
from the original POFA images using image manipulation techniques. In our study, we 
hypothesize a modulation of pain responsive brain areas by a psychosocial stressor. 
Presumably, this stressor must be highly aversive so as to elicit activation in regions that 
are not specialized to process facial stimuli. We thus selected the angriest and most fearful 
expressions available (150% intensity). The hairlines of the FEEST stimuli are masked 
ensuring that participants base their responses in the face matching task (cf. section 2.2.4) 
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on facial features rather than on hairstyle or background details. Fig. 2-2 shows the stimuli 
employed in the Matching Task paradigm.  
 
Fig. 2-2. Face and form stimuli employed in the Matching Task paradigm. Facial stimuli were drawn from 
the FEEST picture set (Young and others, 2002). The corresponding FEEST filenames are indicated (the file 
extension ‘.jpg’ is omitted). 
 
The FEEST images were adequately resized (scaling factor: .7) and cropped into an 
elliptical shape using customized MATLAB scripts. The ellipse’s boundary smoothly 
blends with the background white in order to prevent retinal afterimages on stimulus 
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same cropping mask to an area of intermediate grey. The disk was generated by non-
proportionally scaling an ellipse while preserving the area content. The pixel gray level 
was chosen to approximate the mean luminance level of the facial images (assuming a 
gamma value of 2.2 as measured with standardized scales). Fig. 2-3 shows examples of 
two stimulus screens. These are comprised of either three geometric forms or three facial 
stimuli (here: angry males). The images are arranged in trios with their centers being 
aligned to the corners of an equally sided triangle. This ensures that stimuli are distributed 
evenly within the field of view subtending a visual angle of 20 degrees. The regular 
arrangement also helps equating visual search efforts across trials. In the preceding 
ramping intervals, a fixation cross is shown in the triangle center, i.e. in the center of the 
visual field.  
 
 
Fig. 2-3. Example of a stimulus screen in the face matching (left) and form matching task (right). In each 
image trio, one of the bottom images is identical with the top image (here: the right bottom image in both 
examples). The triangle illustrates the equidistant arrangement of images and is not displayed during the 
experiment. 
 
2.2.4 Experimental Paradigm 
2.2.4.1 Matching Task 
We adapted an established paradigm of amygdala activation (Hariri, Bookheimer, and 
Mazziotta, 2000). In a blocked design, image trios of geometric forms (circles and ellipses) 
and faces of each gender (male / female) and emotional expression (angry / fearful) are 
combined with either innocuous warmth (34°C) or heat pain of medium intensity. The 
thermal stimulus corresponds to a subject-specific pain rating of 5 on a scale from 0 to 10, 
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where 0 and 10 indicate a non-painful and intolerably painful sensation, respectively. This 
conforms to a 2 x 2 full factorial design with factor ‘pain’ (pain vs. no pain) and factor 
‘emotion’ (faces vs. forms). The top image of a trio is identical with one of the two bottom 
images. The incidental task was to find the identical image and press a corresponding 
button on the response device (left image: index finger; right image: middle finger). 
Response time and response accuracy were recorded. Good accuracy indicates that the 
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Fig. 2-4. Stimulus sequence and trial structure in the Matching Task paradigm. Upper panel: Temporal 
sequence of experimental blocks. Eight blocks per condition were presented (32 blocks total). Middle panel: 
Timecourse of thermal stimulation (red line) during two consecutive trials. The ramping intervals were not 
included in the SPM model. Lower panel: Visual stimulation during two consecutive trials. 
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The Matching paradigm is illustrated in Fig. 2-4. The paradigm is comprised of 
four experimental conditions conforming to a 2 x 2 full factorial design: form matching 
without pain (‘Forms’), form matching with pain (‘Forms & Pain’), face matching without 
pain (‘Faces’), and face matching with pain (‘Faces & Pain’). Following a short task 
description (5 seconds), a practice block (‘Forms’) is run. In total, 32 experimental blocks 
were presented (eight blocks per experimental condition). Painful stimulation is block-wise 
alternating with innocuous warmth (34 °C). After 16 blocks, there is a 20 second pause 
without stimulation except for a fixation cross. The paradigm closes with a screen 
displaying the phrase “Thank You!”. In a given block, six stimulus screens of one category 
(faces or forms) are presented for 3.3 seconds each without interstimulus interval, yielding 
a block length of 20 seconds. In a face matching block, each sex (male/female), facial 
expression (angry/fearful) and target position (left/right) appear equally often (3x); image 
trios with male and female models are alternating. Each image (form or face) appears 
equally of often as target and distractor. Identical target-distractor pairings are distributed 
evenly across painful and non-painful conditions. A painful block is preceded by a ramp up 
interval (10 seconds): temperature rises linearly (at 2°C per second) until the target 
intensity is reached, which is held constant during the subsequent block. Similarly, a non-
painful block is preceded by a ramp down interval, during which temperature linearly 
descents to baseline (34 °C) at a speed of 10°C per second. This interval again lasts 10 
seconds to allow the BOLD signal to settle and the participants to recover from their 
painful experience. During these intervals the upcoming block is introduced: a temperature 
symbol indicates the type of thermal stimulation (heat pain or innocuous warmth); during 
the last 2 seconds a text label is shown announcing the stimulus category (faces or forms). 
The ramping intervals are not included in the SPM statistical model. 
Four SPM contrasts were interesting to us, which correspond to the main effects 
and the interaction effect of a 2 x 2 full factorial design. Care was taken to optimize the 
block sequence in this regard. The transition matrix is shown in Table 2.2-1. A given block 
is preceded equally often by a block with forms and by a block with faces. First order 
sequence effects are thus balanced with respect to the interaction contrast and the ‘Faces > 
Forms’ contrast (that indicates the main effect of factor ‘emotion’). As painful and non-
painful blocks are alternating, sequence effects are not balanced with respect to the ‘Pain > 
No Pain’ contrast (that indicates the main effect of factor ‘pain’). However, we opted for 
this design, since the alternation allows the subject to recover from the previous painful 
stimulation, which helps preserving compliance and limiting skin irritation (and, 
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consequently, habituation and sensitization effects). To optimize the frequency content of 
the sequence, each experimental condition appeared once within four consecutive blocks. 
This ensures that the conditions that we wish to contrast are not too far apart in time. At 
most 120 seconds pass between any two conditions; this is below the high pass filter cut 
off value (128 seconds). Experimental variance is thus preserved while low frequency 
noise is removed. 
 
Table 2.2-1. Matching Task. Transition matrix of experimental conditions. 
Experimental condition in block n 
  
Forms Forms & Pain Faces 
Faces & 
Pain 
Forms - 4 - 4 
Forms & 
Pain 4 - 4 - 
























Pain 4 - 4 - 
The table gives the number of experimental conditions that are presented in two 
consecutive blocks. A given condition is equally often preceded by a form matching and a 
face matching condition, namely four times. Sequence effects are thus partially balanced 
(see text). 
 
2.2.4.2 Pain Neuromatrix Localizer (ROI Localizer) 
The paradigm is illustrated in Fig. 2-5. In total, 20 blocks lasting 20 seconds each were 
presented. Painful stimulation corresponding to a subject-specific rating of 8 out of 10 is 
alternating with innocuous warmth (34 °C baseline temperature). In the center of the screen 
a fixation cross is shown throughout the experiment. The cross blinks twice during a block: 
after 5 and 15 seconds with a jitter of ±100 ms. Participants are instructed to press a button 
on the response device as soon as the cross blinks. This incidental task is to ensure constant 
vigilance during the experiment. Each block is preceded by a ramping interval of 10 
seconds that is not included in the SPM analysis. Temperature rises at a rate of 2 °C per 
second, is held constant during the subsequent painful block and then falls back to baseline 
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(34 °C) at a rate of 10°C per second. The paradigm is concluded with a screen displaying 
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Fig. 2-5. Stimulus sequence and trial structure in the Localizer paradigm. Upper panel: Temporal sequence of 
experimental blocks. Painful stimulation (‘Pain’) is alternating with innocuous warmth (‘No Pain’). Lower 
panel: Timecourse of thermal stimulation (red line) during two consecutive trials. Ramping intervals were not 
included in the SPM model. 
 
2.2.5 Imaging Protocol 
Prior to data acquisition, an automatic shimming procedure was applied to minimize 
magnetic field inhomogeneity. Locations of co-planar image planes were defined on a T1 
weighted structural localizer scan. Slice orientation was parallel to the AC-PC plane. 
Functional data were acquired using the same imaging protocol for both experimental 
sessions (ROI Localizer and Matching Paradigm): a T2* weighted gradient echoplanar 
imaging (EPI) protocol (TR=2500 ms, TE=50 ms, 34 slices, FoV=192 mm, flip angle=90°, 
3×3×3.3 mm voxel size, ROI Localizer: 249 scans, Matching Paradigm: 420 scans). Each 
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session started with two ‘dummy’ scans allowing for steady-state tissue magnetization. 
Slices were recorded in an interleaved order, i.e. acquisition of spatially adjacent slices was 
delayed by TR/2. This is to minimize artifacts caused by interactions between excited 
slices (‘cross talk’). For each participant, a high resolution brain image was recorded in the 
same orientation as the functional images to enable accurate location of individual brain 
activity. For this purpose an MP-RAGE three dimensional T1 weighted, gradient echo 
sequence was used (TR=1880 ms, TE=3.42 ms, 176 slices, FoV=256 mm, flip angle=15°, 
1×1×1 mm voxel size). 
2.2.6 Procedure 
FMRI sessions were scheduled between 4:30 PM and 8:00 PM. Prior to the experiment, the 
subjects completed several trials of a practice paradigm outside the scanner to get familiar 
with the task and response scheme. Instead of the FEEST stimuli, happy and neutral facial 
expressions from the NimStim picture set (Tottenham and others, 2009), which is available 
upon request at http://www.macbrain.org/ (as of 3/1/2010), were used to avoid carry over 
effects. No thermal stimulation was administered in the training paradigm, which was 
otherwise identical with the matching paradigm described above. Subjects were then 
positioned in the MR tube. After the automatic shimming procedure, the structural 
localizer scan was run and the subjects were re-positioned if necessary. The matching 
paradigm was run first (18 min), followed by the anatomical scan (4 min) and the localizer 
paradigm (10 min). The three sessions were announced via loudspeakers and succeeded 
without temporal gap. The participants stayed within the MR tube during the whole 
procedure, which they could abort at any time by squeezing the ‘panic ball’. 
2.2.7 FMRI data analysis 
2.2.7.1 Preprocessing 
Data analysis was conducted using the SPM 5 software package (Wellcome Department of 
Imaging Neuroscience, London) running under MATLAB 7.5 (TheMathWorks, Natick, 
MA). Prior to statistical analysis, anatomical and functional image files were converted 
from Digital Imaging and Communications in Medicine (DICOM) format into the 
Neuroimaging Informatics Technology Initiative (NIfTI) format which is more amenable 
to image processing operations and statistical data analysis.  
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Preprocessing of functional time series consists of fours steps, outlined in detail 
below: motion correction, coregistration with a structural brain scan, normalization to a 
common anatomical template and smoothing. This sequence serves four main goals:  
i) Optimization of signal to noise ratio (SNR) by means of motion correction and 
smoothing  
ii) Mapping of activation foci to structural anatomy by means of coregistration 
iii) Results reporting in a common stereotactic space by means of normalization 
iv) Facilitation of group level data analysis by means of normalization and smoothing. 
 
2.2.7.1.1 Motion correction 
Small involuntary head movements during image acquisition cannot be fully avoided, 
which poses a problem, since the acquisition window (field of view) is fixed. 
Consequently, the sampling location of a voxel changes depending on direction and 
magnitude of head movements. If left unchecked, these movements would constitute a 
substantial nuisance variable precluding statistical data analysis. The motion correction 
procedure reverses motion by translating and rotating each scan (source image) to be in 
alignment with a representative reference scan (reference image). Functional images were 
realigned to the first image of each session using a rigid body model (Friston and others, 
1995). This model relies on a six parameter affine transformation that involves rotations 
around and translations along the x-,y-, and z axes. For a given scan, the algorithm finds 
the optimal solution by minimizing the voxel-by-voxel intensity difference between that 
scan and its reference using the method of least squares. Scans from the ROI localizer and 
matching paradigms were entered as separate sessions into the motion correction 
procedure. According to the SPM5 manual, the sessions are first realigned to each other by 
aligning the first scan of the first session to the first scan of the second session. Then the 
remaining scans within each session are aligned to the first scan of that session. In this way 
systematic differences between the sessions are accounted for. Motion correction is 
concluded with the creation of a mean functional image that is representative for the time 
series of both sessions. Note that motion also causes magnetic field inhomogeneities that 
influence signal to noise ratio and are not accounted for by the realignment algorithm. This 




Functional images are of low resolution and contrast and do not reveal structural details of 
the brain. Coregistration is needed to describe activation foci with respect to individual 
gyral anatomy. The procedure is conceptually similar to motion correction in that two 
neuroimages are aligned with each other. A twelve parameter affine transformation is 
applied to the high resolution structural scan (source image) to bring it into alignment with 
the functional mean image (reference image) that was created during motion correction. In 
contradistinction to motion correction, source and reference have different image 
characteristics. Cerebrospinal fluid, for example, appears dark in the T1 weighted 
structural scan but is bright in T2* weighted functional scans. Therefore, an intensity based 
similarity measure, as employed in the realignment step above, is not applicable here. 
Instead, the so called mutual information (Maes and others, 1997) is maximized to obtain 
optimal transformation parameters. Mutual information is a general measure describing the 
strength of statistical dependency between the two images irrespective of the modality they 
may have. 
2.2.7.1.3 Normalization 
Brain geometry naturally differs across subjects. To account for this variability each 
subject’s structural scan is aligned (‘normalized’) to a template image that conforms to a 
common stereotactic space. This template is provided by the Montreal Neurological 
Institute and consists in the average of 152 brains of young and healthy subjects (Collins 
and others, 1994). The Talairach coordinate convention (Talairach and Tournoux, 1988) is 
imposed on this template-defined anatomical space. Specifically, the origin is set to the 
anterior commissure (AC). The line between the AC and the posterior commissure (PC) is 
assumed exactly horizontal, x > 0 is right of the midsagittal plane, y > 0 is anterior to the 
AC, and z > 0 is superior to AC–PC plane. Ideally, each x/y/z triple corresponds to the 
same anatomical location in all normalized brains. Note, however, that intersubject 
variability in gyral anatomy ranges from 9 to 18 mm after an affine stereotactic 
normalization (Thompson and others, 1996). Normalization allows for reporting activation 
foci within a common reference system and thus facilitates scientific communication and 
comparison of results across studies. For group level analysis, normalization to a common 
template is mandatory since otherwise anatomical variability inherent to the sample will 
largely preclude intersubject averaging of BOLD related activity (Ashburner and Friston, 
1997). The found normalization parameters were then applied on the functional scans in 
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order to normalize them to the MNI template, as well. This is straightforward, since 
functional and anatomical scans have been coregistered in the previous step. Normalized 
functional images were resampled to 2 x 2 x 2 mm using trilinear interpolation to minimize 
partial volume effects. Each voxel thus encompasses a volume of 8 mm3 (8 µl). 
Normalization is similar to motion correction in that two neuroimages are aligned 
to each other. Specifically, the subject’s structural scan (source) is aligned to the MNI 
template (reference). Source and reference are T1 weighted images, i.e. share the same 
image characteristics. Therefore, normalization uses an intensity based cost function. In 
contradistinction to motion correction, source and reference images belong to different 
subjects. The ensuing differences in brain geometry cannot be fully accommodated by a 
rigid body model. A more flexible approach is required: Firstly, a 12 parameter affine 
transformation of the source image is performed. Shape and size differences may thus be 
accommodated by zooming and shearing the brain in the three orthogonal image planes. 
Secondly, residual anatomical variability is accounted for by nonlinear transformations 
(Ashburner and Friston, 1999). These are described by combinations of three dimensional 
discrete cosine transforms (DCT). In the present study 7x9x7 DCT basis functions were 
used to describe warps along each coordinate axis. This nonlinear step in particular adds a 
lot of free parameters to the normalization model, which holds the risk of being overfitted. 
In other words: the minimization of the cost function may lead to distorted and implausible 
normalization results. To avoid overfitting a regularization of medium magnitude is 
incorporated in affine and nonlinear transformations (using the SPM5 default value: 1), i.e. 
parameter combinations that do not lie within the expected range were penalized to avoid 
implausible results (Ashburner and others, 1997;Ashburner and Friston, 1999). 
Additionally, the normalization result was verified by visual inspection. No misalignment 
or distortions were detected.  
2.2.7.1.4 Smoothing 
In the last preprocessing step, functional images a smoothed (convolved) with a Gaussian 
kernel (8 millimeters full width at half maximum), which is a way of averaging the signal 
of spatially adjacent voxels. According to the central limit theorem, smoothing will render 
the distribution of residuals more normal, which is a prerequisite for a valid General Linear 
Model estimation. Averaging will also reduce the noise component of the data and thus 
increase its signal to noise ratio (SNR) at the cost of spatial resolution. By the matched 
filter theorem, this tradeoff between sensitivity and spatial specifity is minimal when the 
width of the smoothing kernel matches the spatial extent of the anticipated signal. It has 
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been shown that a FWHM of 10 mm (full-width at half maximum) works best for 
subcortical regions and 6 mm is best for the cortex (Hopfinger and others, 2000). We chose 
8 mm as a compromise. In the context of the group level analyses smoothing facilitates 
intersubject averaging of functional data. As mentioned above, normalization may leave a 
considerable amount of structural variability in the sample. Moreover, activation foci are 
not necessarily bound to the same anatomical structures in all participants and thus 
constitute an additional source of variability (Brett, Johnsrude, and Owen, 2002). This has 
to be taken into account by an adequately large smoothing kernel. Otherwise, functional 
homologous regions do not sufficiently overlap between subjects, precluding meaningful 
group level inference (White and others, 2001). 
Smoothing ensures the applicability of the family-wise error, which is used in the 
present study to address the multiple comparisons problem. Adjacent voxels in the brain 
are functionally related and thus become activated conjointly. Bonferroni correction is 
overly conservative since the premise of independently distributed error terms does not 
hold. This spatial correlation of residuals (‘intrinsic smoothness’) can be described by a 
continuous Gaussian Random Field (GRF). However, a brain scan is composed of discrete 
units (voxels). If intrinsic smoothness does not sufficiently extend beyond one voxel, it 
cannot be approximated by a continuous field. To increase overall smoothness the image 
should be convolved with an adequately large Gaussian kernel. Otherwise the applicability 
of GRF theory and the family wise error, which is based thereon, is not granted (Worsley 
and others, 1996). 
 
2.2.7.2 Statistical Analysis 
2.2.7.2.1 Behavioral data analysis 
For statistical analysis of response times (RTs), SPSS (v. 15.0) software was employed 
(SPSS Inc., Chicago, IL). Mean RTs were calculated for each condition and pooled across 
participants. With regards to the ROI localizer, RT differences between painful and non-
painful conditions were assessed in a paired samples t-test. With regards to the matching 
task, RTs were analyzed in a 2 x 2 repeated measures ANOVA with factor ‘pain’ (pain vs. 
no pain) and factor ’emotion’ (faces vs. forms). Violations of the sphericity assumption 
were adjusted by the Greenhouse-Geisser method. Response accuracy during the matching 
task was assessed under the assumption that incorrect responses are rare events that follow 
a Poisson distribution. 95% confidence intervals around the mean percentage of correct 
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responses in a given condition were obtained from a corresponding look up table 
(Schoenberg, 1983). Within-subject effects were evaluated in a Generalized Linear Model 
framework. This approach differs from the repeated measures ANOVA in that the response 
variable (number of incorrect responses) is linked to the linear model via a log function 
(instead of the identity) and assumed to follow a Poisson distribution (instead of a normal 
distribution). Statistical significance was determined by a two tailed p-value of less than 
.05. 
2.2.7.2.2 FMRI Analysis 
Functional data were statistically analyzed adopting a massive univariate approach. 
Basically, a model is phrased and tested at each voxel against the null hypothesis that any 
similarity between the observed signal and the model’s prediction is due to chance. A 
statistic (Student’s t-statistic) was calculated that reflects evidence against the null 
hypothesis. The probability of obtaining this statistic under the assumption of chance can 
be computed from the statistic’s null distribution (t-distribution). If this p-value is smaller 
than a given significance criterion, the null hypothesis is rejected and the model’s 
prediction is assumed to hold at the voxel considered. This conforms to classical inference 
based on parametric hypothesis testing. The approach is adopted for subject level (first 
level) and group level (second level) analyses.  
In the region of interest (ROI) approach, the outlined strategy is applied to brain 
regions rather than individual voxels. The multiple comparisons problem is thus reduced 
from the number of voxels in the brain to the number of investigated regions, which 
dramatically increases statistically power. However, in contrast to exploratory, voxel-level 
analyses, the ROI approach requires a region-specific a priori hypothesis. In the present 
study we postulate an activation of the pain neuromatrix and the amygdala by both 
physical (thermal pain) and psychosocial stressors (facial expressions). Importantly, these 
regions of interest were defined independently from the experiment proper to rule out 
circular argument. 
Model specification 
A prediction model is specified in a so-called design matrix. Each row in this matrix refers 
to a functional scan; each column refers to an experimental condition. The columns contain 
binary index variables that indicate scans, during which condition-specific stimulation was 
delivered. The columns (predictor variables) are then convolved with the canonical 
hemodynamic response function (HRF). The HRF is the impulse response of the system, 
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i.e. it reflects the response to a single neural event. A blocked design can be viewed as a 
conglomeration of many such events. In this way, the predicted hemodynamic response 
time course is generated for each experimental condition. 
Separate design matrices were formulated for ROI Localizer and Matching Task 
sessions (see Fig. 2-6). Experimental conditions were modeled as boxcars (20 seconds) 
convolved with the canonical hemodynamic response function. Each column (predictor 
variable) in the design matrix thus reflects the BOLD signal time course that is expected to 
be elicited in the respective experimental condition. The ramping phases (10 seconds each) 
were not explicitly modeled. The six realignment parameters were added to the model as 
covariates of no interest in order to reduce residual movement related variance that was not 
accounted for by the realignment procedure (cf. section 2.2.7.1.1). Another source of non-
experimental variance is comprised of low frequency noise due to scanner drifts and 
aliased biorhythms, e.g. cardiac and respiratory cycles. Therefore, a high pass filter was 
incorporated into the design matrix to remove frequencies below 1/128 Hz. Note that this 
filter is not explicitly shown in SPM5 designs matrices (Fig. 2-6). To account for session 

























































Fig. 2-6. SPM design matrices for a single subject. Left: Matching Task paradigm. Right: Localizer 
paradigm. In both paradigms, experimental conditions are modeled as boxcars convolved with the canonical 




The model specified above is now estimated using a General Linear Model (GLM). 
Briefly, the GLM expresses the BOLD signal at each voxel as a linear combination of 






Y is a column vector with the observed signal time course. X denotes the design matrix, 
whose columns are condition specific predictors of the signal time course. β is a column 
vector with scaling factors (fit coefficients, beta weights) assigned to each predictor in X; ε 
is a column vector with error terms. 
An estimator for β is derived by minimizing the sum of squared differences (εTε) 
between the model’s prediction (Xβ) and the observed signal Y. The GLM assumes that the 
residuals ε are normally and independently distributed. Under this assumption the fit 
coefficients (beta weights) in β are maximum likelihood estimates and thus the best linear 
unbiased estimates. The estimation of β by the method of least squares is equivalent to the 
following computation, which is performed at every voxel: 
 




The equation implies that the columns in the design matrix (predictor variables) are 
linearly independent, since XX T  cannot be inverted otherwise. For overdetermined 
models the Moore Penrose pseudoinverse can be used, however. Nevertheless, correlations 
(collinearity) among predictor variables reduce estimation efficiency and should be 
avoided. Collinearity is minimized in our design, as there is a 10 seconds gap between 
subsequent blocks. The BOLD signal may settle during these intervals improving 
efficiency when estimating subtractions of conditions. Note that a constant term is by 
default added to the design matrix as a predictor variable of no interest to account for the 
session specific mean signal at each voxel. A beta weight, i.e. an element in β, may thus be 
interpreted as a voxel-wise measure of BOLD related response magnitude (effect size) in 
the respective experimental condition relative to the local mean signal.  
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After the beta weights have been estimated, a hypothesis is tested against the null 
hypothesis of no effect. Hypotheses are phrased as a linear combination of beta weights 
(cTβ) as indicated by a contrast vector. The contrast vector c = [1 -1], for instance, is 
equivalent to the hypothesis that condition 1 elicits a greater response than condition 2: β1 
> β2 or β1—β2 > 0. Inference is based on the subtraction principle, i.e. brain areas that 
exhibit a positive (negative) contrast value are activated (deactivated) by the feature that 
distinguishes condition 1 from condition 2. Note that the contrast specific linear 
combination of betas (cTβ) is stored as a so-called contrast image in SPM. Group level 
analyses are based on these images. Next, a t-statistic that expresses evidence against the 
















Basically, the estimated effect is divided by its standard error to yield a statistic that 
follows a Student’s t distribution. The nominator is a linear combination of beta weights 
(cTβ), which essentially reflects an estimator of effect size pertaining to the tested 
hypothesis. The denominator contains the estimated variability of the hypothesized effect 
(standard error). XTX describes the degree of overlap (collinearity) among predictor 
variables in the columns of X. In orthogonal designs, where overlap is by definition absent, 
the quantity ( ) cXXc TT 1−  is minimal, which leads to an optimal estimation efficiency. σ2 
denotes the standard deviation of the models’ prediction from the observed response. 
Hence, the t-value is high, when the deviation from the observed response and collinearity 
among predictors are small and the estimated effect size is large. At each voxel the 
corresponding p-value is derived from a Student’s t-distribution with n degree of freedoms, 
where n is the number of scans minus the rank of the design matrix. For each contrast of 
interest, voxel-wise statistics are stored as T-images that are commonly referred to as 
statistical parametric maps (SPMs). 
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Group level analysis 
Regions of Interest Definition 
We are interested in emotion and pain related brain activation sites that are consistently 
present in the population from which the sample was drawn. These activations, if present, 
permit the definition of functional regions of interest for later ROI analysis (see below). At 
the group level (secondary level) data were analyzed using a random effects model. This 
approach takes into account both within and between-subject variability of the measured 
signal. This is contrary to a fixed effects model that ignores between-subject variability and 
thus precludes statistical inference on the population level. As the ROI definitions in the 
present study are based on a random effects model, they are valid at the population level 
(healthy adult males and females). 
The random effects analysis involves a two-stage ‘summary statistics’ procedure 
(Holmes and Friston, 1998). Firstly, the GLM is estimated for each subject (as described in 
the previous section). Next, contrast images are computed for each effect of interest. A 
contrast image is comprised of per voxel contrast values. Contrast values are linear 
combinations of beta weights as defined by the respective contrast vector (cTβ). Contrast 
images are forwarded to the group level, where per voxel contrast values are averaged 
across participants and divided by the standard error of the mean. The p-value of the 
ensuing statistic is obtained from a Student’s t distribution with n degrees of freedom, 
where n is the number of subjects minus 1. The procedure is equivalent to a voxel-wise one 
sample t-test on contrast values. 
Importantly, the summary statistic approach requires that the design matrix is 
identical for each subject. Otherwise, the sample mean of contrast values is not a maximum 
likelihood estimate for group level activity. This was a point of concern since the 
employed thermal stimuli differ in intensity across subjects. Consequently, at a constant 
ramping rate (2 °C per second) the respective target temperatures are reached at different 
time points calling for individualized design matrices. However, we found that the target 
temperatures were reached within the 10 seconds ramping interval (after 6.2 seconds on 
average) in both paradigms for all participants. The experimental conditions as modeled in 
Fig. 2-6 were thus not affected by this effect. 
For the Matching Task data, the summary statistics approach was implemented 
within a flexible factorial model. For each condition in the 2 x 2 factorial design, the 
corresponding beta weights were estimated and forwarded to the second level. Thus, four 
beta-images were entered per participant. The mapping between beta images and factors is 
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specified in the factor matrix (Fig. 2-7), where both main effects and the 2 x 2 interaction 
were entered as within-subjects factors. The subject factor was added as between-subjects 
factor. Main effects and interactions were modeled as non-independent factors in order to 
take correlations between factor levels into account. 
The purpose of the ROI Localizer was to identify pain responsive regions, i.e. the 
pain neuromatrix. These were determined by a ‘Pain > No Pain’ contrast. Ensuing contrast 
values were statistically assessed using a one-tailed significance criterion, since we expect 
painful stimulation to increase rather than decrease brain activity. The statistical map was 
thresholded at a voxel-wise p value of .001 (one-tailed, uncorrected) and a cluster size of 
165 voxels to yield a cluster-wise significance criterion of p=.05 (FWE corrected for 
multiple comparisons). This combination of per voxel p-threshold and cluster extent 
threshold yields an equivalent correction for multiple comparisons based on the 
assumption that true brain activation is not confined to a single voxel but extends to 
adjacent regions (Forman and others, 1995). Significant activation clusters were reported 
in MNI stereotactic space and anatomically labeled according to the Automated 
Anatomical Labeling (AAL) Atlas (Tzourio-Mazoyer and others, 2002). A corresponding 
SPM plugin is available at http://www.cyceron.fr/freeware/ (as of 3/1/2010). 
Cytoarchitectonic descriptions (Brodmann areas and subcortical nuclei) from the Talairach 
and Tournoux Atlas (Talairach and Tournoux, 1988) were also reported employing the 
MNI Space Utility (http://www.ihb.spb.ru/~pet_lab/MSU/MSUMain.html as of 3/1/2010). 
Moreover, an emotion sensitive subregion of the amygdala volume was defined by 
contrasting face matching trials with form matching trials (Matching Task). Specifically, a 
‘Faces > Forms’ contrast (collapsing over painful and non-painful conditions) was 
employed. A one-tailed significance criterion was used, because we do not expect aversive 
faces to decrease amygdala activity. SPM analysis was confined to the bilateral amygdala 
anatomical region using the Wake Forest University (WFU) Pick Atlas software (Maldjian 
and others, 2003), which is available at http://fmri.wfubmc.edu/cms/software (as of 
3/1/2010). The amygdala region was defined according to the AAL atlas. The ensuing 
statistical map was thresholded at a voxel-wise p value of .05 (one-tailed, FWE corrected 






















































Fig. 2-7. Design matrix for group level data (Matching Paradigm). Four beta images were entered per 
subject. The first 15 columns model subjects effects. Columns 16-17 model the main effect of factor 
‘Emotion’ (faces vs. forms); columns 18-19 model the main effect of factor ‘Pain’ (pain vs. no pain). The last 
four columns model the 2 x 2 interaction effect between both factors. 
 
Region of Interest analysis 
Characterization of pain responsive regions of interest 
As outlined above, pain responsive regions were identified in a separate Localizer 
experiment. The modulation of regional activity by the two experimental factors in the 
Matching paradigm was studied as follows. Beta weights were extracted from each pre-
defined region and averaged across voxels using Marsbar software v. 0.42 (Brett and 
others, 2002), which is available at http://marsbar.sourceforge.net (as of 3/1/2010). The 
resulting summary statistics were entered into a SPSS repeated measures ANVOA with 
factors ‘ROI’, ‘Pain’ (‘No Pain’ vs. ‘Pain’) and ‘Emotion’ (‘Faces’ vs. ‘Forms’). Statistical 
significance was determined using a p-value of .05. Violations of the sphericity assumption 
were corrected with the Greenhouse Geisser method. ANOVA results were further 
investigated in one sample t-tests that were separately conducted for each region and 
contrast of interest. The emotion related response was defined as ‘Faces > Forms’ contrast 
collapsing over painful and non-painful conditions. A one-tailed significance criterion of 
p=.05 was adopted here, since we expected aversive facial stimuli to increase (and not 
decrease) brain activity in pain responsive ROIs. Likewise, the pain related response was 
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defined as ‘Pain > No Pain’ contrast collapsing over face and form matching conditions. 
Since a positive response to pain was expected, statistical significance was determined 
using a one-tailed p-value of .05. For statistical assessment of the 2 x 2 interaction effect 
(‘Forms & No Pain’ + ‘Faces & Pain’ > ‘Forms & Pain’ + ‘Faces & No Pain’), however, a 
two tailed t-test was carried out, since we do not have an a priori hypothesis regarding the 
direction of this effect. In contradistinction to exploratory analyses, t-tests were performed 
on a single summary statistic per ROI rather than on individual voxels. The multiple 
comparisons problem is thus reduced from the number of voxels in the brain to the number 
of ROIs. Bonferroni correction was applied as indicated in the results section. 
It should be noted that the summary statistic (mean contrast value) in a given 
contrast of interest can be interpreted as percent signal change relative to the whole brain 
global mean signal (Penny, 2004). This interpretation is valid because 
i) each time series was by default ratio normalized to a value of 100, i.e. 
each voxel in each scan was multiplied by 100/m, where m is the average 
value across all voxels and scans (SPM ‘grand mean scaling’); 
ii) a beta weight expresses activity relative to the local mean signal (see 
section ‘Model estimation’); due to ‘grand mean scaling’, the local mean 
signal has an average value of 100; 
iii) the constant term, i.e. the predictor for the local mean signal, and the 
condition-specific predictor variables (i.e. the columns in Fig. 2-6) are 
equally scaled. 
Characterization of Amygdala response behavior 
Amygdala response behavior towards painful heat and aversive faces was evaluated 
analogously. Furthermore, amygdala responses to medium and intense thermal pain 
administered in the ROI Localizer (pain rating: 8/10) and Matching Paradigm (pain rating: 
5/10) were assessed i) within the anatomical amygdala volume as defined by the Marsbar 
AAL plugin (available at http://sourceforge.net/projects/marsbar/files as of 3/1/2010), and 
ii) within the emotion sensitive amygdala subregion. The latter was defined functionally by 
a ‘Faces > Forms’ contrast as described in the previous section. A repeated measures 
ANOVA with factor ‘laterality’ (left amygdala vs. right amygdala), ‘ROI definition’ 
(functional vs. anatomical) and ‘pain intensity’ (‘5/10’ vs. ‘8/10’) was conducted. 
Statistical significance was determined using a p-value of .05. Violations of the sphericity 
assumption were corrected with the Greenhouse Geisser method. ANOVA results were 
further investigated in a separately conducted one sample t-tests. A one-tailed significance 
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criterion of p=.05 was used, because we expected painful stimulation to increase (and not 
decrease) amygdala activity. 
Assessment of covariates 
ROI activity may be influenced by two sources of intersubject variability: i) the subject 
specific temperatures that were employed to equalize pain perception in the sample, and ii) 
the response times related to the incidental task. For each contrast of interest, an ANCOVA 
design was formulated at the secondary level. Temperatures and response times (RT) were 
entered as covariates. The RT covariate was constituted of RT differences (in milliseconds) 
between experimental conditions as defined by the respective contrast vector. Both 
covariates were mean centered and normalized to their peak values. Fig. 2-8 shows an 
example of an SPM ANCOVA design used to investigate covariate effects on pain related 
activity in the Localizer session. Covariate effects were statistically assessed in an F-test 
approach. A full model including the appropriate covariates in addition to the constant term 
was compared with a reduced model that only consists in the constant term. According to 
the null hypothesis, the full model does not explain more variance than the reduced model. 
ANCOVA designs were formulated to assess the covariate effect i) on the pain related 
response (both paradigms), ii) on the emotion related response (Matching Task), and iii) on 
the interaction effect (Matching Task). Note that for the ’Face > Forms’ contrast (Matching 
Task) only the response time covariate was studied, since this contrast pools over painful 
and non-painful conditions. To investigate magnitude and direction of each covariate 
effect, separate t-tests were carried out. A two tailed significance criterion (p=.05) was 















































Fig. 2-8. SPM ANCOVA design for the assessment of covariate effects in the Localizer experiment. In the 
example given, the effect of response times (ms) and temperatures (°C) on pain related activity was studied. 
One contrast image (‘Pain > No Pain’) per subject was entered into this analysis. 
 
2.3 Results 
2.3.1 Behavioral Data 
2.3.1.1 Localizer Paradigm 
In one subject 50% of blink events were missed due to a disconnection in the response 
device wiring in the second half of the paradigm. Otherwise, the proportion of misses was 
below 10% in all participants. On average, one event was missed in each experimental 
condition. Mean response times in each condition were averaged across participants. Fig. 
2-9 shows the result. During painful stimulation subjects detected a blink event by 45.4 
milliseconds faster than during stimulation with innocuous warmth. A paired samples t-test 























Fig. 2-9. Mean response time (in milliseconds) per condition in the localizer paradigm, averaged across 
participants. Error bars denote the standard error of the mean. 
 
2.3.1.2 Matching Task 
Due to incorrect mapping of response buttons in one subject, middle finger key presses 
(indicating a right target location) were not recorded resulting in 50% omissions. 
Otherwise, the proportion of misses was below 2.5% in all participants. All misses were 
distributed evenly across conditions. Mean response times in each experimental condition 
were averaged across participants. Fig. 2-10 shows the result. Apparently, subjects needed 
more time to match faces compared to geometric forms. Responses were faster, when the 
matching task was combined with painful stimulation. The 2 x 2 repeated measures 
ANOVA revealed a significant effect of factor ‘Pain’ [F(1,14)=8.65, p=.011, G.G. 
corrected] and factor ‘Emotion’ [F(1,14)=21.72, p<.001, G.G. corrected]. The 2 x 2 
interaction effect was not significant [F(1,14)=.21, p=.66, G.G. corrected]. As shown in 
Fig. 2-11 response accuracy was higher when the matching task was combined with 
painful stimulation. Relative to the respective confidence intervals, however, this effect is 
negligible. The proportion of correct responses was almost 100% in all conditions. 
Evaluation of within-subject effects in a repeated measures Generalized Linear Model 
revealed a non-significant effect of factor ‘Pain’ (Wald X2(df=1)=.10, p=.75). Factor 
‘Emotion’ and the 2 x 2 interaction were also non-significant (Wald X2(df=1)<.001, p≈1.0 























Fig. 2-10. Mean response time (in milliseconds) per condition in the Matching Task. Error bars denote the 




























Fig. 2-11. Proportion of correct responses per condition in the Matching Task. Error bars denote 95% 
confidence intervals (Schoenberg, 1983). 
 
2.3.2 Functional Data 
2.3.2.1 Definition of Pain Responsive Brain Regions 
The first step was the definition of pain responsive regions of interest. These definitions 
were based on a second level random effects analysis of the functional data acquired in the 
localizer experiment. Neural correlates of painful sensation were identified by contrasting 
painful stimulation (corresponding to an individual pain rating of 8 out of 10) with 
innocuous warmth (‘Pain > No Pain’ contrast). The ensuing statistical map (Fig. 2-12) 
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reveals cortical regions that exhibit a pain related response. At the cluster level, four pain 
responsive regions could be reliably identified (P<.05, FWE corrected). These are located 
in the a) right Rolandic Operculum, b) bilateral thalamus, c) right insula, and d) left 
Rolandic Operculum. These anatomical labels were drawn from the Automatic Anatomical 
Labeling Atlas Atlas (Tzourio-Mazoyer and others, 2002). Specifically, from all possible 
AAL labels that overlap with a given activation cluster, the label with the greatest 
intersection area relative to the size of that cluster was chosen. These labels are used 
hereafter to refer to the four pain responsive regions of interest. Table 2.3-1 provides 
further details referring to the peak voxel value of each cluster. The largest cluster (388 
voxels) mainly covers the right Rolandic Operculum (a). Here, the global maximum is 
located. The cluster extends dorsally into the right supramarginal gyrus (BA 40), where a 
secondary local maximum is found. Medially, the cluster extends into the right posterior 
insular region. According to the Talairach Atlas, the right insula constitutes 23 percent of 
the cluster volume. The thalamic cluster (b) is located bilaterally in the medial dorsal 
nuclei of the thalamus, predominantly on the left side, where a secondary maximum is 
present. The right focus extends ventrally to basal brain structures covering parts of the 
hypothalamus, the right mammillary body and a small medial portion of the right 
hippocampus. Note that the primary maximum was detected in the right pedunculus of the 
cranial midbrain, i.e. in the extra-nuclear region. The right insular cluster (c) is the second 
largest activation focus located anteriorly and medially to the Rolandic Operculum cluster 
(a). The primary maximum is located in the inferior frontal operculum, but the cluster 
mostly lies in the anterior insula (BA 13), where a secondary maximum is found. The 
cluster extends medially to cover an adjacent portion of the putamen. The fourth cluster (d) 
mainly covers the left Rolandic Operculum, where a secondary maximum is present. This 
focus is confluent with a medially and anteriorly located cluster in the left insular region 
(BA 13) that contains the primary activation maximum. Note that the largest cluster (right 
Rolandic Operculum) exhibits the highest peak voxel value, whereas peak value and 
cluster size are smallest in the left Rolandic ROI. The inverse contrast (‘Pain < No Pain’) 
does not reveal any voxels that meet the significance criterion (p=.05, corrected for 
multiple comparisons) at any level of inference. 
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Table 2.3-1. ROI Localizer. SPM Activation Clusters. 
MNI coordinates 
Region of activation Laterality Brodmann's Area 
x y z 
Z-score Cluster Size 
Pain > No Pain 
  
   
  
Rolandic Operculum, Supramarginal Gyrus, 
Superior Temporal Gyrus R 13/40/43 44 -20 20 4.59 388 
Thalamus ( R/L ) [Medial Dorsal Nucleus], 
Hippocampus (R), Mammillary Body (R),  
Hypothalamus 
R N/A 6 -8 -10 4.26 174 
Insula, Inferior Frontal Operculum, Putamen, 
Rolandic Operculum R 13/22/44/45 44 14 4 4.25 317 
Rolandic Operculum, Insula, Inferior Frontal 
Operculum, Heschl L 6/13/43/44 -42 4 8 4.14 165 
Pain < No Pain 
 
 
     
no significant voxels/clusters/map in whole brain search volume (p=.05, corrected) 
Pain > No Pain: The table shows clusters of 165 or more contiguous voxels whose global maxima exceed a t-statistic of 
3.79 (P<.001 uncorrected), equivalent to a cluster-wise false positive rate of P<.05, FWE corrected for multiple 
comparisons. For each maximal activation focus per cluster, laterality, Brodmann's area, coordinates, Z-score, and number 
of contiguous voxels within a cluster are provided. The anatomical location of the maximal activation focus is printed in bold. 
Coordinates are defined in Montreal Neurologic Institute stereotactic space in millimeters. 
 
 
Fig. 2-12. SPM T-map showing clusters that exhibit significant activity during painful thermal stimulation 
(‘Pain > No Pain’). Maps are thresholded at T = 3.79 (voxel-wise P=.001, uncorrected) and a cluster size of 
165 voxels (1320 mm3) to meet a cluster-wise significance level of P < .05 (FWE corrected). The colorimeter 
scale indicates per voxel T values. The SPM is overlaid on a canonical brain template and is displayed in 
neurological convention. Slice coordinates (in millimeters) refer to MNI stereotactic space. L: Left; R: Right. 
 
At the region level, a measure of response magnitude is the mean activation in each 
cluster expressed as percent signal change relative to the whole brain global mean. This 
quantity was obtained by averaging the pain specific response (contrast values) across 
voxels in each ROI. According to Fig. 2-13 the right Rolandic Operculum ROI exhibits the 
highest mean activity, followed by the right insular ROI, the thalamic ROI, and finally the 
Rolandic Oper. (R) 
Insula (R) 
y = -10 
Rolandic Oper. (L) 
Insula (R)  
z = 8 
Thalamus 
Thalamus 
x = 40 
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left Rolandic Operculum ROI. Note that the same ranking also applies to cluster size, i.e. a 
strong (weak) response in a given cluster is associated with a large (low) number of 
contiguous voxels contained therein. Per subject contrast values were then entered into a 
repeated measures ANOVA with factor ‘ROI’ (4 levels). The analysis revealed that the 
regions of interest do not differ significantly in their reactivity to painful stimulation 

























Fig. 2-13. Mean activation of pain responsive clusters in the localizer experiment. Activity refers to the ‘Pain 
> No Pain’ contrast and is expressed as percent signal change relative to the whole brain global mean. Error 
bars denote the standard error of the mean. 
 
ROIs were further characterized by taking two sources of intersubject variability 
into account that may interact with the pain related cluster response: i) the subject specific 
temperatures that were employed to equalize pain perception in the sample, and ii) the 
mean RT difference between painful and non-painful blocks: RT(Pain) – RT(No Pain). 
The latter is of particular interest, as behavioral analysis revealed a significant decrease of 
detection times in the presence of painful stimulation. Individual RTs and temperatures 
were added as covariates to the random effects analysis. Statistical significance was 
conjointly evaluated in an F-test approach: a full model including the constant term and 
both covariates was tested against the reduced model that only consists in the constant 
term. It should be noted that both covariates were orthogonalized with respect to the 
constant term. Covariates thus do not affect the magnitude of the estimated group effect 
(Pain > No Pain) but its reliability. The results are listed in Table 2.3-2. The full model 
does not explain significantly more variance than the reduced model in any region of 
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interest, i.e. the pain related signal is unaffected by response time and temperature 
covariates.  
 
Table 2.3-2. ROI Localizer. Covariate Assessment. Full model versus reduced model (F-test). 
Region of Interest Extra sum of squares F value P value Percentage of active 
voxels  
Thalamus .05 1.35 .30 6.90 
Rolandic Oper. (R) .02 .33 .73 1.29 
Insula (R) .04 .48 .63 .63 
Rolandic Oper. (L) .02 .44 .66 .00 
Models refer to the ‘Pain > No Pain’ contrast and were evaluated at the group level. The full model includes response time 
and temperature covariates in addition to the constant term. Magnitude of covariate effect (extra sum of squares), F values 
[F(2,12)] and uncorrected P values are provided for each pre-defined Region of Interest. The percentage of active voxels 
that exceed an F(2,12) value of 3.89 (corresponding to P=.05, uncorrected) is also given. 
 
The effect of each covariate on the pain specific signal was then assessed in 
separate t-tests (two-tailed). The results are summarized in Table 2.3-3. The temperature 
covariate shows a small but consistently positive effect across ROIs, i.e. response to pain 
tends to increase with increasing temperature. This effect is not reliable, however (all two-
tailed p values are above .44). Response times correlate negatively with ROI activity 
except for the right Opercular ROI, where correlation is close to zero. In other words: ROI 
activity in the sample tends to increase with increasing detection speed during painful 
stimulation. This finding is most prominent in the thalamic ROI [T(12)=-1.62, p=.13, two-
tailed]. In concordance with the F-test above, covariate effects do not reach the 
significance criterion in any region of interest.  
 
Table 2.3-3. ROI Localizer. Covariate Assessment (Pain > No Pain). Two-tailed t-tests. 
Covariate Region of Interest Covariate effect T value P value 
Temperature     
 Thalamus .05 .74 .47 
 Rolandic Oper. (R) .06 .68 .51 
 Insula (R) .09 .79 .44 
 Rolandic Oper. (L) .04 .47 .65 
Response Time     
 Thalamus -.15 -1.62 .13 
 Rolandic Oper. (R) .03 .21 .84 
 Insula (R) -.11 -.79 .44 
 Rolandic Oper. (L) -.10 -.91 .38 
Temperature and response time covariates were evaluated at the group level. Their interaction with pain related activity 
(defined as the ‘Pain > No Pain’ contrast) is indicated as covariate effect. Covariate effects (beta weights), T values and 
uncorrected P values are provided per pre-defined Region of Interest. The t-statistic has twelve degrees of freedom. P 
values refer to two-tailed t-tests. 
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2.3.2.2 Functional Characterization of Pain responsive Brain Regions 
The a priori defined pain responsive cortical areas were used as regions of interest in the 
factorial analysis of the functional data acquired in the Matching Task experiment. Beta 
weights were extracted and entered into a 4 x 2 x 2 repeated measures ANOVA with factor 
‘ROI’ (four ROIs), factor ‘Pain’ (Pain vs. No Pain) and factor ‘Emotion’ (Faces vs. Forms). 
The main effect of factor ‘Pain’ is equivalent to a SPM ’Pain > No Pain’ contrast that 
collapses form matching and face matching conditions. Likewise, the main effect of factor 
‘Emotion’ is equivalent to a SPM ‘Faces > Forms’ contrast collapsing painful and non-
painful conditions. As expected, ROIs were activated significantly by factor ‘Pain’: 
F(1,14)=29.14, p<.001, G.G. corrected. Importantly, the effect of factor ‘Emotion’ also 
meets the significance criterion: F(1,14)=6.01, p=.028, G.G. corrected. To assess direction 
and magnitude of these main effects, separate t-tests were carried out (Table 2.3-4). As 
illustrated in Fig. 2-14, the emotion related response (‘Faces > Forms’) is positive 
throughout and most prominent in the right insular ROI [T(14)=2.84, p=.007, one-tailed], 
followed by the right Rolandic Operculum [T(14)=2.19, p=.02, one-tailed], the left 
Rolandic Operculum [T(14)=1.54, p=.07, one-tailed] and finally the thalamus [T(14)=.33, 
p=.37, one-tailed]. The same ranking applies to the pain specific ROI responses (‘Pain > 
No Pain’). Note that the emotion related response in the right insular ROI survives 
Bonferroni correction for the number of regions (4) entered into the analysis (p=.028, 
corrected). On average, the activation by factor ‘Emotion’ amounts to 30.0 percent of the 
activation by factor ‘Pain’. 
 
Table 2.3-4. Matching Task. ROI reactivity to emotional and painful stimuli. T-tests (one-tailed). 
Region of Interest Signal change (%) T value P value Percentage of active 
voxels 
Faces > Forms     
Thalamus .02 .33 .37 10.35 
Rolandic Oper. (R) .07 2.19 .02 30.93 
Insula (R) .13 2.84 .007 59.31 
Rolandic Oper. (L) .07 1.54 .07 6.06 
Pain > No Pain     
Thalamus .13 2.06 .03 36.78 
Rolandic Oper. (R) .33 5.46 < .001 84.28 
Insula (R) .33 4.71 < .001 99.05 
Rolandic Oper. (L) .20 5.13 < .001 96.97 
For each main effect in the 2 x 2 factorial design, response magnitude (expressed as percent signal change relative to the 
whole brain global mean), T values and uncorrected P values are provided per region of interest. The T statistic has 14 
degrees of freedom. P values refer to one-tailed t-tests. The percentage of active voxels that exceed a T value of 1.76 




























Pain > No Pain
 
Fig. 2-14. Pain responsive regions are activated by emotional and painful stimuli in the matching paradigm. 
Pain and emotion related signals are defined as ‘Pain > No Pain’ and ‘Faces > Forms’ contrasts, respectively. 
Response magnitude is expressed as percent signal change relative to the whole brain global mean. Error bars 
denote the standard error of the mean. 
 
Moreover, the ANOVA revealed a significant ‘Pain x ROI’ interaction effect 
[F(3,42)=5.33,p=.01, G.G. corrected]. As illustrated in Fig. 2-14 the group response to 
painful stimulation in both right hemispheric ROIs is stronger than in the thalamic ROI and 
the left Rolandic ROI. A paired samples t-test confirmed that this difference is statistically 
significant: T(14)=3.68, p=.002, two-tailed. The ‘Emotion x ROI’ interaction effect is non-
significant [F(3,42)=1.08, p=.35, G.G. corrected]. The same holds for the ‘Emotion x Pain’ 
interaction effect: F(1,14)=2.61, p=.13, G.G. corrected. However, two-tailed t-tests 
revealed that the ‘Emotion x Pain’ interaction effect is consistently negative in all ROIs 
(Table 2.3-5) and most reliable in the right insular and thalamic ROI [T(14)=-1.83, p=.09 
and T(14)=-1.72, p=.11, respectively]. The three way interaction effect was unreliable 
[F(3,42)=1.56, p=.22, G.G. corrected]. 
 
Table 2.3-5. Matching Task. 2 x 2 interaction effect on ROI activity. T-tests (two-tailed). 
Region of Interest Signal change (%) T value P value Percentage of 
active voxels 
2 x 2 Interaction     
Thalamus -.09 -1.72 .11 25.29 
Rolandic Oper. (R) -.02 -.41 .69 .77 
Insula (R) -.12 -1.83 .09 7.57 
Rolandic Oper. (L) -.05 -.93 .37 3.64 
Effect size (expressed as percent signal change relative to the whole brain global mean), T values and uncorrected P 
values are provided per region of interest. The T statistic has 14 degrees of freedom. P values refer to two-tailed t-tests. The 




To further explore ROI response behavior, beta weights were extracted from each 
ROI and plotted as a function of experimental condition (Fig. 2-15, panel a). The 
conditions were arranged along the x-axis in the direction of expected signal gain: Forms 
& No Pain -> Faces & No Pain -> Forms & Pain -> Faces & Pain. On average, BOLD 
related activity increases linearly across the first three conditions and saturates in the last 
(black line). Hence, the response amplitudes between ‘Forms & No Pain’, ‘Forms & Pain’ 
and ‘Faces & No Pain’ conditions are similar. This linear ascent is particularly evident in 
both right hemispheric ROIs and the thalamic ROI. In the right insular ROI, the greatest 
response amplitude is found between both non painful conditions, i.e. between ‘Forms & 
No Pain’ and ‘Faces & No Pain’. This is striking given the fact that this region is actually 
pain responsive and was defined in an independent localizer experiment. The greatest 
response difference was actually expected to be found between non-painful and painful 
conditions instead of non-emotional and emotional conditions. Only in the right Rolandic 
Operculum, the response difference between face and form matching tasks is small and 
approximately equal in painful and non-painful contexts. In the ‘Face & Pain’ condition, 
the signal gain is small in the left Rolandic ROI or almost absent in both right hemispheric 
ROIs. In the thalamic ROI, the signal even decreases. On average, the signal tends to 
saturate in the ‘Faces & Pain’ condition (black line), where emotional and painful stimuli 
are combined. This ceiling effect is reflected in a negative 2 x 2 interaction effect, which is 
small but consistently present across ROIs as outlined above. To further illustrate this 
response behavior, beta weights were averaged across ROIs and displayed in an interaction 
plot: factor ‘Emotion’ has a high impact on the BOLD related activity in the context of 
innocuous warmth (‘No pain’), whereas the emotion related effect ceases completely in the 
context of painful stimulation. This interaction between factors ‘Pain’ and ‘Emotion’ is, 

































































Fig. 2-15. Activity of pain responsive brain regions as a function of experimental condition in the Matching 
Task. Panel a: Activation profiles are provided in different colors per ROI. The mean activation profile 
(averaged across ROIs) is plotted in black. Panel b: Interaction plot. Mean activation (averaged across ROIs) 
in face matching (squares) and form matching (diamonds) tasks in the context of painful and non-painful 
stimulation. Error bars denote the standard error of the mean. 
 
Covariate effects were assessed for each contrast of interest. In the ‘Pain > No Pain’ 
contrast, two sources of intersubject variability may affect the pain related signal: the 
subject specific temperatures that were employed to equalize pain perception in the 
sample, and the response time differences between painful and non-painful conditions. 
According to the behavioral analysis above, this RT difference was significant: 
F(1,14)=8.65, p=.011, G.G. corrected. In the ‘Faces > Forms’ contrast, the effect of RT 
differences between the face matching and form matching tasks was investigated. On the 




p<.001, G.G. corrected. The temperature covariate was not studied here, as the contrast 
collapses over painful and non-painful conditions. In the 2 x 2 interaction contrast (‘Form 
& No Pain + Face & Pain > Form & Pain + Face & No Pain’) the respective response time 
covariate and the temperature covariate were studied. Note that there was no reliable RT 
effect on the behavioral level, however: F(1,14)=.21, p=.66, G.G. corrected. Covariate 
effects were assessed in an F-test approach: A full model including the appropriate 
covariates in addition to the constant term was compared with a reduced model that only 
consists in the constant term. The results are given in Table 2.3-6. In summary, no 
significant amount of variance can be explained by covariates. However, the RT covariate 
in the ‘Faces > Forms’ contrast explains a relatively large amount of experimental 
variance, especially in the right insular ROI [F(1,13)=3.73, p=.08] and the thalamic ROI 
[F(1,13)=2.30, p=.15]. In the former ROI, 18.0 percent of voxels show a covariation effect 
between emotion related activation and response times. 
 
Table 2.3-6. Matching Task. Covariate Assessment. Full model versus reduced model (F-test). 
Region of Interest Extra sum of squares F value P value Percentage of active 
voxels 
Faces > Forms     
Thalamus .14 2.30 .15 10.35 
Rolandic Oper. (R) .03 1.76 .21 18.04 
Insula (R) .10 3.73 .08 10.41 
Rolandic Oper. (L) .05 1.85 .20 3.03 
Pain > No Pain     
Thalamus .02 .18 .84 .00 
Rolandic Oper. (R) .08 .73 .50 9.79 
Insula (R) .04 .23 .80 1.26 
Rolandic Oper. (L) .05 .99 .40 .00 
2 x 2 Interaction     
Thalamus .03 .39 .69 1.15 
Rolandic Oper. (R) .06 1.35 .30 .00 
Insula (R) .06 .39 .69 .00 
Rolandic Oper. (L) .03 .27 .77 .00 
Models were evaluated at the group level. Faces > Forms: The full model includes the response time covariate plus the 
constant term [F(1,13)]. Other contrasts: The full model includes response time and temperature covariates plus the 
constant term [F(2,12)]. Magnitude of covariate effect (extra sum of squares), F values and uncorrected P values are 
provided for each pre-defined Region of Interest. The percentage of active voxels that exceed an uncorrected p-threshold of 
.05 (equivalent to a voxel-wise F(1,13)=4.67 and F(2,12)=3.89, respectively) is also listed. 
 
Two-tailed t-tests were performed to assess size and direction of each covariate 
effect (Table 2.3-7). In the ‘Faces > Forms’ contrast, t-tests revealed a positive effect of RT 
on BOLD related activity in the right insular ROI [T(13)=1.93, p=.08] and the thalamic 
ROI [T(13)=1.52, p=.15]. Activity thus increases with increasing response times in the 
face matching task relative to the form matching task. A weaker effect in the opposite 
direction was found in both Rolandic Operculum ROIs: T(13)=-1.36, p=.20 (left Rolandic 
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ROI) and T(13)=-1.33, p=.20 (right Rolandic ROI). As to the pain specific response 
(defined as ‘Pain > No Pain’ contrast) the correlation between response times and ROI 
activity is less reliable and has an opposite profile. Activity in both Rolandic ROIs 
correlate with RT, i.e. activity decreases with pain related response acceleration: 
T(12)=1.19, p=.26 (right Rolandic ROI) and T(12)=1.40, p=.19 (left Rolandic ROI). RTs 
show some correlation with the interaction effect in the right Rolandic Operculum 
[T(12)=1.55, p=.15]. Note, however, that i) on the behavioral level, the interaction effect 
on response times was unreliable, and ii) on the functional level, the interaction effect in 
the right Rolandic ROI was very weak (see Table 2.3-5). Therefore, this finding should be 
interpreted cautiously. The temperature covariate shows a small and consistent positive 
effect in the contrasts considered, which is, however, rather unreliable (all p values are 
above .36). Importantly, and in concordance with the F-tests above, no covariate effect 
reached the significance criterion (p=.05, two-tailed) in any region of interest. 
 
Table 2.3-7. Matching Task. Covariate Assessment. Separate t-tests (two-tailed). 
Contrast Covariate Region of Interest Covariate effect T value P value 
Faces > Forms  
    
 Thalamus .26 1.52 .15 
 Rolandic Oper. (R) -.11 -1.33 .20 
 Insula (R) .22 1.93 .08 
 
Response Time 
Rolandic Oper. (L) -.15 -1.36 .20 
Pain > No Pain  
    
 Thalamus .01 .09 .93 
 Rolandic Oper. (R) .03 .36 .72 
 Insula (R) .04 .51 .62 
 
Temperature 
Rolandic Oper. (L) .04 .77 .45 
      
 Thalamus -.06 -.48 .64 
 Rolandic Oper. (R) .13 1.19 .26 
 Insula (R) .09 .63 .54 
 
Response Time 
Rolandic Oper. (L) .10 1.40 .19 
2 x 2 Interaction 
     
 Thalamus .05 .86 .41 
 Rolandic Oper. (R) .04 .94 .36 
 Insula (R) .05 .64 .53 
 
Temperature 
Rolandic Oper. (L) .00 .00 1.00 
      
 Thalamus .01 .05 .97 
 Rolandic Oper. (R) .12 1.55 .15 
 Insula (R) .11 .75 .47 
 
Response Time 
Rolandic Oper. (L) .08 .71 .49 
Covariates were evaluated at the group level. Their correlation with ROI activity in each contrast of interest is indicated as 
covariate effect. Covariate effects (beta weights), T values and uncorrected P values are provided per pre-defined Region of 
Interest. P values refer to two-tailed t-tests. Faces > Forms: The t-statistic has thirteen degrees of freedom. Other contrasts: 




2.3.2.3 Functional Characterization of the Amygdala 
The amygdala was defined as a structural region of interest using the WFU Pick Atlas. 
SPM analysis was thus confined to the bilateral amygdala anatomical region. The emotion 
related response was specified by a ‘Faces > Forms’ contrast collapsing painful and non-
painful conditions. This contrast was employed to uncover emotion responsive subregions 
within both amygdalae. Fig. 2-16 shows the ensuing SPM T-map overlaid on a canonical 
MNI template.  
 
 
Fig. 2-16. Amygdala activation by factor ‘Emotion’ in the matching task (‘Faces > Forms’ contrast). The 
SPM T-map is thresholded at a voxel-wise p value of .05 (FWE small volume corrected) and is overlaid on a 
coronal slice of a structural MNI brain template (at MNI coordinate y=-4.3 mm). L: Left; R: Right. 
 
Table 2.3-8 provides statistical details. The peak voxel value (Z=4.67) in the left 
hemispheric cluster is greater than in the right cluster. Moreover, the left cluster is larger. It 
comprises 46.4 percent of the left amygdala volume (816 mm3) as defined by the Marsbar 
AAL plugin. The right cluster comprises 30.7 percent of the right hemispheric volume 
(608 mm3). One further contrast yielded a significant activation focus, namely the negative 
2 x 2 interaction contrast (Form & Pain + Face & No Pain > Face & Pain + Form & No 
Pain). This focus is comprised of only one voxel in the right amygdala surviving voxel 
level correction for multiple comparisons (p=.04, FWE corrected). Here, activation by 
emotional stimuli is attenuated during painful stimulation and vice versa. Note that other 
contrasts (‘Faces < Forms’, ‘Pain <> No Pain’ and the positive interaction contrast) did not 




Table 2.3-8. Amygdala Characterization. SPM activation clusters in the Matching Task. 
MNI coordinates 
Region of activation Laterality 
x y z 
Z-score Cluster Size 
Faces > Forms       
L -24 -4 -18 4.67 102 
Amygdala (anatomical ROI) 
R 26 -2 -18 4.07 76 
2 x 2 Interaction < 0  
     
L no significant voxels/clusters/map at p=.001, uncorrected 
Amygdala (anatomical ROI) 
R 28 -2 -24 3.21 1 
The table shows clusters whose voxels exceed a t-statistic of 3.34 (P<.05 FWE corrected). The associated contrasts are 
indicated. For each maximal activation focus per cluster, laterality coordinates, Z-score, and number of contiguous voxels 
within a cluster are provided. Coordinates are defined in Montreal Neurologic Institute stereotactic space in millimeters. 
 
Amygdala reactivity was further characterized at the region level. Beta weights 
were extracted from each structural ROI, averaged across voxels and entered into a 2 x 2 x 
2 repeated measures ANOVA with factors ‘Laterality’ (left vs. right), ‘Pain’ (pain vs. no 
pain) and ‘Emotion’ (faces vs. forms). As expected, analysis revealed a highly significant 
effect of factor ‘Emotion’ [F(1,14)=29.2, p<.001]. Separate t tests (Table 2.3-9) confirmed 
that both amygdalae are reliably activated in the ‘Faces > Forms’ contrast. This effect is 
particularly prominent in the left amygdala [T(14)=5.08, p<.001, one-tailed]. Specifically, 
the size of the emotion related response in the left amygdala is by 23.0 percent greater than 
in the right amygdala. However, a paired samples t-test revealed that this difference is not 
significant in the sample [T(14)=-.67, p=.26, one-tailed]. Consistently, the effect of the 
ANOVA factor ‘Laterality’ is unreliable: F(1,14)=1.54, p=.701. However, there is a 
borderline significant effect of the ‘Laterality x Pain’ interaction indicating that the 
magnitude of pain related amygdala activation differs between hemispheres: F(1,14)=1.40, 
p=.049. Separate t-tests confirmed that the pain related response in the right amygdala is 
stronger and more reliable than in the left amygdala (Table 2.3-9). Still, the significance 
criterion is missed in both amygdalae. Concordantly, the effect of the ANOVA factor 
‘Pain’ is unreliable [F(1,14)=5.72, p=.46]. The ‘Emotion x Pain’ interaction and the three 




Table 2.3-9. Amygdala Characterization. ROI Response Behavior in the Matching Task. T-tests. 
Contrast Laterality Signal change (%) T value P value Active voxels (%) 
Faces > Forms      
 L .32 5.08 <.001 78.64 
 R .26 3.51 .002 87.90 
Pain > No Pain      
 L .01 .14 .45 1.36 
 R .08 1.36 .10 5.24 
2 x 2 Interaction      
 L -.04 -.65 .52 3.64 
 R -.08 -1.98 .07 23.39 
For each contrast of interest, response magnitude, T values and uncorrected P values are provided per hemisphere. 
Response magnitude is expressed as percent signal change relative to the whole brain global mean. The T statistic has 14 
degrees of freedom. T tests are two-tailed (interaction contrast) or one-tailed (main effects). The percentage of active voxels 
that exceed a T threshold of 1.76 and ±2.14 (conforming to a one-tailed and two-tailed P value of .05, respectively) is also 
listed. L: Left; R: Right. 
 
Amygdala response profiles were created by plotting the extracted beta weights as a 
function of experimental condition (Fig. 2-17, panel a). Conditions were arranged along 
the x-axis in the order of expected signal gain: Forms & No Pain -> Forms & Pain -> Faces 
& No Pain -> Faces & Pain. The response amplitude is greatest between ‘Forms & Pain’ 
and ‘Faces & No Pain’ conditions, particularly in the left amygdala. In the left amygdala, 
the response profile displays a sigmoid shape. In the right amygdala, however, activity 
increases steeply and almost linearly across the first three conditions. Painful stimulation is 
thus associated with a signal gain that is comparable with the gain produced by emotional 
stimuli. In the last condition (‘Faces & Pain’), where emotional and painful stimuli are 
combined, amygdala activity saturates (right amygdala) or drops (left amygdala). The 
interaction plot (panel b) summarizes bilateral amygdala responsiveness in the matching 
paradigm: In the context of neutral visual stimuli (form matching task), amygdala activity 
is enhanced by painful stimulation. However, exposure to aversive faces (face matching 
task) reverses this effect: Painful stimulation yields a slightly lower amygdala activity than 
non painful stimulation (cross interaction). This negative interaction effect is not reliable, 
but it is present in both amygdalae, more prominently in the right hemisphere [T(14)=-






























































Fig. 2-17. Amygdala activity of as a function of experimental conditions in the Matching Task. Panel a:: 
Activation profiles per hemisphere (right: squares, left: diamonds). Panel b: Interaction plot. The mean 
response (averaged across both ROIs) to painful (squares) and non-painful (diamonds) stimulation in the 
context of face matching and form matching tasks is provided. Error bars denote the standard error of the 
mean. 
 
In the following, the amygdala response to the painful stimulation as administered 
in the Matching Task (pain rating: 5/10) and the Localizer Paradigm (pain rating: 8/10) is 
investigated. Within the amygdala ROI, SPM analysis did not reveal any significantly 
active voxels in the ‘Pain > No Pain’ contrast in both paradigms (p=.001, uncorrected). 
The analysis was repeated at the region level. The results are given in Table 2.3-10. 
Bilateral ROIs showed a reliable activation by the highly painful stimulation administered 
in the Localizer Paradigm (corresponding to a pain rating of 8 out of 10). This response is 
slightly stronger and more reliable in the left amygdala [T(14)=2.49, p=.01, one tailed] and 




survives Bonferroni correction for the number of ROIs (2) entered into the analysis. In the 
Matching Task, painful stimuli are of medium intensity (corresponding to a pain rating of 5 
out of 10) and elicit a clearly weaker response. The significance criterion is missed in both 
hemispheres. The right amygdala is more sensitive to the medium intense pain in the 
Matching paradigm [T(14)=1.36, p=.10, one-tailed] that activates 5.2 percent of the 





























Fig. 2-18. Magnitude of amygdala activation by painful and emotional stimuli. The pain related response 
refers to a ‘Pain > No Pain’ contrast performed on data from the Matching Task (medium intense pain, 
rating: 5/10) and the Localizer Paradigm (high intense pain, rating: 8/10). The response to aversive faces 
refers to a ‘Faces > Forms’ contrast. Error bars denote the standard error of the mean. 
 
It was further investigated, whether the amygdala response to painful stimulation 
can be sharpened by narrowing down the search volume to those subregions that exhibit a 
reliable response to aversive faces. These regions were defined functionally by a ‘Faces > 
Forms’ contrast. The ensuing activation clusters were studied in detail above (Fig. 2-16 
and Table 2.3-8). The analysis was then re-run with these emotion-sensitive ROIs instead 
of the anatomical ROIs. Table 2.3-10 compares the results of both variants of ROI 
specification. In emotion sensitive ROIs, the pain specific mean response (‘Pain > No 
Pain’) was higher, more reliable, and a greater percentage of voxels was activated 
compared to the anatomical definition. This holds for both intensity levels (5/10 and 8/10). 
In particular, the amygdala response to medium intense pain (5/10) benefited from the 
narrower functional ROI definition, but the significance criterion was still missing here. To 
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comprehensively assess the amygdala response to pain, a 3 x 2 repeated measures ANOVA 
was carried out with factors ‘Laterality’ (left vs. right), ‘ROI definition’ (functional vs. 
anatomical), and ‘Intensity’ (medium vs. high). The analysis revealed a significant effect of 
factor ‘ROI definition’ [F(1,14)=5.77, p=.031, G.G. corrected]. A paired samples t-test on 
collapsed data confirmed that the pain related signal in emotion sensitive ROIs was 
significantly higher (by 16.4 %) than in anatomically defined ROIs: T(59)=2.74, p=.008, 
two-tailed. For factor ‘Intensity’ and factor ‘Laterality’ the significance criterion was 
missed [F(1,14)=3.04, p=.10, and F(1,14)=.77, p=.40, respectively]. All two-way 
interactions and the three-way interaction were also non-significant. 
 
Table 2.3-10. Amygdala Characterization. Pain reactivity of anatomical and functional ROIs. T-tests. 
Contrast Amygdala definition Laterality 
Signal change 




Pain > No Pain 
 
     
 anatomical  
     
  L .15 2.49 .01 50.91 
 
 R .12 2.25 .02 41.13 
 
functional  
     
  L .16 2.61 .01 79.41 
 
 R .14 2.31 .02 60.53 
Matching Task 
Pain > No Pain       
 
anatomical  
     
  L .01 .14 .45 1.36 
 
 R .08 1.36 .10 5.24 
 
functional  
     
  L .02 .41 .34 2.94 
 
 R .09 1.40 .09 9.21 
Magnitude of pain related response (percent signal change), T and uncorrected P values are provided per hemisphere and 
type of amygdala ROI definition. amygdala ROIs were defined i) functionally from amygdala clusters exhibiting significant 
activation in the ‘Faces > Forms’ contrast, and ii) anatomically according to the AAL Atlas. Heat stimuli in the Matching Task 
and the Localizer paradigm correspond to medium (rating: 5/10) and intense pain (rating: 8/10), respectively. The T statistic 
has 14 degrees of freedom. P values refer to one-tailed t-tests. The percentage of active voxels that exceed a T threshold of 
1.76 (conforming to a one-tailed P value of .05) is also listed. L: Left; R: Right. 
 
Amygdala activity may be influenced by two sources of inter-subject variability: i) 
the individual temperatures employed to equalize pain perception in the sample, and ii) the 
response times related to the incidental task. Covariate effects were assessed in an F-test 
approach: A full model including the appropriate covariates in addition to the constant 
term was compared with a reduced model that only consists in the constant term. F-tests 
were carried out for each contrast of interest. The results are given in Table 2.3-11 for both 
paradigms. Note that for the ’Face > Forms’ contrast (Matching Task) only the response 
time covariate was studied as the contrast collapses over painful and non-painful 
conditions. In summary, no significant amount of variance can be explained by covariates. 
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This holds for both functional and anatomical definitions of the amygdala region of 
interest. Some effects however, albeit statistically insignificant, are worth mentioning. In 
the Matching Paradigm, there is a notable covariate effect in the ‘Faces > Forms’ contrast. 
19.1 percent of the left anatomical volume correlated with per subject response times 
[F(1,13)=3.32, p=.09]. This number rises to 29.4 percent for the functional ROI definition. 
The F statistic concordantly indicates are more reliable effect for the functional definition, 
but the significance criterion was still not met [F(1,13)=3.83, p=.07]. Separate t-tests 
(Table 2.3-12) revealed that emotion related activity (‘Faces > Forms’) increases with 
growing response time in the left emotion sensitive ROI [T(13)=1.96, p=.07, two-tailed], 
and to a lesser extent in the anatomically defined ROI [T(13)=1.82, p=.09, two-tailed]. 
Moreover, t-tests revealed that the pain related amygdala response (‘Pain > No Pain’) and 
the interaction effect positively correlate with RT, as well. The covariate effect is generally 
stronger in the left hemisphere and in the functionally defined ROIs. The second-strongest 
RT effect refers to the pain-related response (‘Pain > No Pain’) of the functionally defined 
left amygdala, i.e. the response to pain increases with growing response time: T(12)=1.69, 
p=.12, two-tailed. With respect to the Localizer paradigm, there is no substantial covariate 
effect evident from F-tests (all p ≥ .42, two-tailed). Separate t-tests referring to the 
Localizer Paradigm are provided in Table 2.3-13. 
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Table 2.3-11. Amygdala Characterization. Covariate Assessment. Full model versus reduced model. F-tests. 
Paradigm Contrast Amygdala definition Laterality 
Extra sum of 




ROI Localizer    
    
 Pain > No Pain   
    
  anatomical  
    
 
  L .01 .11 .90 .00 
 
  R .07 .70 .52 4.03 
 
 functional 
     
 
 
 L .01 .10 .90 .00 
 
  R .11 .93 .42 11.84 
Matching Task        
 
Pain > No Pain 
      
  
anatomical 
     
   L .15 1.40 .28 3.18 
 
  R .08 .84 .45 2.02 
 
 functional 
     
 
 
 L .13 1.43 .28 6.86 
 
  R .09 .73 .50 1.32 
 
Faces > Forms  
     
 
 anatomical 
     
   L .17 3.32 .09 19.09 
 
  R .00 .00 .98 .00 
 
 functional 
     
 
 
 L .18 3.83 .07 29.41 
 
  R .00 .01 .93 .00 
 
2 x 2 Interaction 
     
 
 anatomical 
     
   L .07 .74 .50 3.64 
 
  R .03 .44 .65 .00 
 
 functional 
     
 
 
 L .05 .49 .62 .98 
 
  R .02 .16 .85 .00 
Models were evaluated at the group level for each contrast of interest in both paradigms. Faces > Forms: The full model 
includes the response time covariate plus the constant term [F(1,13)]. Other contrasts: The full model includes response 
time and temperature covariates plus the constant term [F(2,12)]. Magnitude of covariate effect (extra sum of squares), F 
values and uncorrected P values are provided for functional and anatomical ROI definitions. The percentage of active 
voxels that exceed an uncorrected p-threshold of .05 (equivalent to a voxel-wise F(1,13)=4.67 and F(2,12)=3.89, 
respectively) is also listed. L: Left; R: Right. 
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Table 2.3-12. Amygdala Characterization. Covariate Assessment. Matching Task. Separate t-tests (two-
tailed). 
Contrast Covariate Amygdala definition Laterality 
Covariate 
effect T value P value 
Faces > Forms       
 Response Time      
  
anatomical  
   
   L .28 1.82 .09 
  
 R .00 -.02 .98 
  
functional 
    
  
 L .29 1.96 .07 
  
 R -.02 -.09 .93 
Pain > No Pain       
 Temperature      
  
anatomical  
   
   L .07 1.03 .32 
  
 R .05 .78 .45 
  
functional 
    
  
 L .06 .91 .38 
  
 R .05 .67 .52 
 Response Time      
  
anatomical  
   
   L .18 1.65 .12 
  
 R .13 1.29 .22 
  
functional 
    
  
 L .17 1.69 .12 
  
 R .14 1.21 .25 
2 x 2 Interaction       
 Temperature      
  
anatomical  
   
   L .04 .68 .51 
  
 R -.04 -.85 .41 
  
functional 
    
  
 L .04 .68 .51 
  
 R -.02 -.37 .72 
 Response Time      
  
anatomical  
   
   L .13 1.15 .27 
  
 R .02 .16 .87 
  
functional 
    
  
 L .11 .88 .40 
  
 R .04 .32 .75 
Covariates were evaluated at the group level. Correlation of response times and temperatures with amygdala activity in 
each contrast of interest is indicated as covariate effect. Covariate effects (beta weights), T values and uncorrected P values 
are provided for functional and anatomical ROI definitions. P values refer to two-tailed t-tests. Faces > Forms: The t-statistic 
has thirteen degrees of freedom. Other contrasts: The t-statistic has twelve degrees of freedom. L: Left; R: Right. 
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Table 2.3-13. Amygdala Characterization. Covariate Assessment. ROI Localizer. Separate t-tests (two-tailed). 
Covariate Amygdala definition Laterality 
Covariate 
effect T value P value 
Temperature      
 
anatomical  
   
 
 L -.06 -.46 .65 
 
 R -.08 -.66 .52 
 
functional 
    
 
 L -.06 -.43 .68 
 
 R -.15 -1.14 .28 
Response Time      
 
anatomical  
   
  L .03 .19 .85 
 
 R -.11 -.74 .47 
 
functional 
    
 
 L .05 .28 .79 
 
 R -.06 -.37 .72 
Covariates were evaluated at the group level. Correlation of response times and temperatures with amygdala activity in the 
‘Pain > No Pain’ contrast is indicated as covariate effect. Covariate effects (beta weights), T values and uncorrected P 
values are provided for functional and anatomical ROI definitions. P values refer to two-tailed t-tests. The t-statistic has 
twelve degrees of freedom. L: Left; R: Right. 
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2.4 Discussion 
The aim of the present study was to investigate the interaction between pain and emotion 
processing in the human brain. Heat stimuli equalized for perceived pain intensity were 
employed as pain stimuli. Photographs of high valence facial expressions (anger and fear) 
were employed as socially relevant emotional stimuli. We report four major results: i) pain 
responsive cortical regions are activated by both factor ‘Pain’ and factor ‘Emotion’ in 
approximately the same relative proportions. ii) The bilateral amygdala responds to high 
intensity thermal pain. iii) This response is particularly strong in those subregions of the 
amygdala that exhibit a reliable response to the facial stimuli. iv) Factor ‘Pain’ and factor 
‘Emotion’ do not interact significantly. There is, however, a consistent trend towards a 
negative interaction effect. Specifically, neural correlates of thermal pain and emotional 
stimuli aggregate less than additively (subadditively) in all investigated regions. 
Neurobiological studies have identified the amygdala as a key structure in the 
processing of fear and anxiety (Aggleton, 2000). Concordantly, facial stimuli elicited a 
strong and reliable bilateral amygdala response in the present study. Given this activation 
we assume that a negative affective state has been created successfully in the participants. 
Our paradigm did not provide any rating scheme (e.g., ‘unpleasantness’ rating) that could 
confirm the success of emotional induction. On the other hand, asking the participants to 
rate their feelings would have introduced cognitive effects complicating the interpretation 
of results (see below). Moreover, employed facial stimuli are well validated (Calder and 
others, 2000;Calder and others, 1997), and aversive faces have previously been shown to 
elicit a significant autonomous stress response in the original version of the face matching 
paradigm (Hariri and others, 2002c). The left amygdala cluster is larger and shows a more 
reliable emotion related signal than the right hemispheric focus. In most other studies 
employing the face matching paradigm or its derivatives, the right amygdala is dominant, 
however. Hariri and colleagues found that aversive faces engage particularly the right 
amygdala, whereas the left amygdala is more strongly involved in the processing of 
aversive scenes that are devoid of social elements (Hariri and others, 2002c). It may be 
argued therefore, that our amygdala activation does not reflect the social signal implied by 
angry and fearful expressions. This is a point of concern as there is reason to believe that 
maladaptive processing of social stimuli is a key component of somatoform diseases 
(Grabe, Spitzer, and Freyberger, 2004). A paradigm that does not reliably probe neural 
systems related to the social dimension may be useless for validating corresponding 
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disease models. One must bear in mind, however, that the signal quality in the amygdala 
region (signal to noise ratio, SNR) is reduced due to susceptibility artifacts cause by the 
neighboring sinus cavities. LaBar and colleagues point out that the laterality of activation 
foci in the limbic forebrain is highly variable for this reason and should not be 
overinterpreted (LaBar and others, 2001). Unsurprisingly, other studies have found a 
predominantly left sided response to aversive facial stimuli (Heinz and others, 2005). This 
even holds for (at least) one study employing the face matching paradigm (Hariri and 
others, 2002a). Hence, our findings do not contradict published results concerning the 
neural correlates of socially aversive stimuli.  
Another point of concern refers to the baseline condition. The emotion related 
signal was defined as the remainder of the subtraction between the BOLD responses in the 
face matching and the form matching task. This subtraction principle commonly applied in 
fMRI studies has been criticized in that experimental conditions are likely to elicit a whole 
series of changes in the brain (Jezzard, 2001). It follows that the baseline condition must be 
in every aspect equal to the experimental condition except for the feature of interest, i.e. 
negative emotionality. In this sense, the ‘best’ baseline would employ photographs of 
neutral faces as opposed to abstract geometric forms. In fact, the ‘Faces > Forms’ contrast 
in the present study did not only reveal activity in the amygdala but also in the visual 
cortices and the fusiform ‘face’ areas. We tried to reduce additional activations by 
equalizing baseline and experimental conditions in terms of stimulus shape, luminance and 
position (see method section for details). Meyer-Lindenberg and colleagues defend the 
usage of simple geometric forms (Meyer-Lindenberg and others, 2008) as it has been 
shown that a low-level baseline is necessary for a reliable amygdala activation (Lawrie and 
others, 2002). Moreover, the fMRI environment per se can create anxiety and participants 
may misperceive neutral faces as threatening thus causing amygdala activation in the 
control condition (Thomas and others, 2001).  
We were impressed by the high signal quality in a region that is affected by 
susceptibility induced signal drop outs. According to our literature research, the amygdala 
response in our study (peak Z=4.67) was more reliable than in many other neuroimaging 
studies with similar sample sizes. Our modifications of the original Hariri paradigm have 
successfully optimized the signal to noise ratio (SNR). It should be stressed that a good 
signal to noise ratio is crucial for finding an emotion related signal in pain responsive 
regions, i.e. in brain areas that have been defined according to their response to thermal 
pain rather than their response to emotional faces. The following key modifications have 
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been applied to the original face matching paradigm: Firstly, the number of face matching 
blocks has been increased from two to eight. Note, however, that a significant habituation 
effect for facial stimuli has been repeatedly found in fMRI studies of the amygdala (Hariri 
and others, 2002c;Wedig and others, 2005;Wright and others, 2001). Increasing the 
number of trials by repeating stimuli is probably not enough to improve SNR substantially. 
Secondly, we reduced the duration of a block from 30 to 20 seconds. This is closer to the 
theoretical optimum (16 seconds) that applies to the canonical HRF (Henson, 2007). Trial 
duration was reduced from 5 seconds to 3.3 seconds thus increasing the proportion of time 
during which the participants are engaged in the matching task. Thirdly, we optimized the 
covariance structure of the design by inserting 10 second pauses between subsequent 
blocks. This allows the BOLD signal to settle down improving the estimation efficiency of 
the statistical model (see Formula 2, p. 50). Fourthly, we employed computer enhanced 
stimuli that are of higher emotional valence than the original Ekman and Friesen stimuli 
(Calder and others, 2000). The stimuli were masked at the hairline, i.e. the subjects had to 
match the photographs according to facial features instead of hairstyle or background 
details that are devoid of emotional content. The orbital region is most important to 
determine a person’s identity and has been shown to be particularly relevant for producing 
a BOLD response in the amygdala (Morris, deBonis, and Dolan, 2002).  
The percentage of correctly matched images (faces and forms) was close to 100 for 
all participants indicating a good compliance. Participants matched geometric shapes 
significantly faster than facial images. This finding may raise concern about the specificity 
of the reported amygdala activity: It may not exclusively reflect the aversive character of 
the stimuli but also the higher task difficulty during face matching compared to form 
matching. However, the slowest response time recorded (1.7 seconds) was still well below 
the duration of a trial (3.3 seconds). We therefore do not think that task related stress may 
have contributed to the reported amygdala activation. Covariate assessment nevertheless 
revealed a borderline significant correlation between response time (RT) and the emotion-
related amygdala signal. As illustrated in Fig. 2-19, the amygdala response to factor 
‘Emotion’ increases with increasing task specific RT and saturates when RT in the face 
matching task exceeds the baseline RT (form matching task) by approximately 400 ms. 




















Fig. 2-19. Mean activation in the left emotion sensitive amygdala cluster as a function of response time. The 
emotion related signal is defined as ‘Faces > Forms’ contrast. Likewise, ∆RT denotes the (average) RT 
difference between face matching and form matching trials. Each point in the scatter plot refers to one 
subject. Data are fitted by a logarithmic function using SPSS (v. 15). 
 
It has been shown that amygdala activity can be modulated by cognitive factors. 
For instance, activity decreases when facial emotions are explicitly labeled rather than 
implicitly processed (Hariri, Bookheimer, and Mazziotta, 2000;Critchley and others, 
2000). Cognitive top down modulations are worrisome, however, when the cognitive task 
per se is unrelated to the research question. In the present study the employed task is 
‘incidental’, i.e. it shall merely confirm the participants’ attention towards the stimuli. 
Liberzon and colleagues have found that task instructions relating to recognition memory 
and interoception (‘unpleasantness rating’) differentially influence amygdala reactivity to 
aversive stimuli (Liberzon and others, 2000). Taylor and colleagues (Taylor and others, 
2003) have suggested that amygdala activity might be preserved best by not combing 
emotional stimuli with cognitive tasks at all (‘passive viewing’). However, this implies that 
the experimenter must rely on the subjects to attend to the stimuli in an uncontrolled way. 
As to our knowledge, the influence of RT on amygdala activity in the Matching Task 
paradigm has never been studied before. Our finding indicates that activity evoked by 
facial stimuli depends on the amount of time during which participants actively attend 
towards these stimuli while performing a low level perceptual task. The ceiling effect 
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shown in Fig. 2-19 adds credibility to this interpretation. This finding may motivate design 
optimizations that aim to further improve the signal to noise ratio in the amygdala region 
of interest. For instance, trial duration could be further reduced in order to increase the 
period of time the subjects spend in a state of active attention. As an alarm system, the 
amygdala can respond very rapidly to aversive stimuli, which has been repeatedly shown 
in fMRI studies (Etkin and others, 2004;Morris, Ohman, and Dolan, 1998). Hence, 
statistical power might particularly benefit from a reduction of trial duration in favor of a 
higher number of trials. 
We observed that the amygdala was activated by two different modalities, namely 
by aversive visual stimuli and – to a lesser extent – by physical pain. The response to 
intense pain (rating: 8/10) accounted for 47% of the response to aversive faces. Moderately 
painful (rating: 5/10) stimuli elicited a positive but unreliable response. Pain related 
activity was detected bilaterally in line with a previous fMRI study investigating neural 
correlates of acute thermal pain (Bornhovd and others, 2002). The amygdala is an alarm 
system, whose primary role is to signal impending threat and to elicit behavioral and 
hormonal measures before body harm can be inflicted. In the present study we found 
amygdala activation during ongoing body injury that causes a first degree skin burn. The 
amygdala as a nociceptive structure, is well documented in animal research (Neugebauer 
and others, 2004). In human neuroimaging, however, the role of the amygdala in the 
processing of pain is less established. Numerous neuroimaging studies failed to report 
amygdala activity during acute noxious stimulation. Review articles do not mention the 
amygdala as a core region of the pain processing system (Tracey, 2008;Peyron, Laurent, 
and Garcia-Larrea, 2000;Neugebauer and others, 2004;Tracey and Mantyh, 2007). 
Moreover, both activations and deactivations have been reported (Neugebauer and others, 
2004). Tracey and colleagues (Tracey, 2008) list the amygdala among those regions that 
are optionally but not mainly activated by acute pain. These authors suggest a large 
interindividual variation of the pain related amygdala response depending on context 
factors. It has been emphasized that the amygdala is a region involved in a variety of 
different but somewhat related functions. It would therefore be particularly important to 
select the baseline condition carefully. Different baselines may partly explain the 
inconsistencies regarding the nociceptive amygdala response, which are, however, “yet to 
be understood” (Neugebauer and others, 2004). It must be noted in this context that the 
methodological concerns regarding the form matching baseline discussed above do not 
apply here. High intensity pain stimuli were administered in a separate paradigm that was 
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tailored to unambiguously identify pain responsive regions. The two conditions employed 
there (‘pain’ vs. ‘no pain’) differ only in the feature of interest, namely high intensity 
thermal pain corresponding to a subjective rating of 8 out of 10.  
Bornhovd and colleagues have identified an important confound regarding the pain 
related amygdala response (Bornhovd and others, 2002). They presented heat stimuli of 
various intensities in random order and at random intervals. They found a substantial 
amygdala response in trials, where the stimulus intensity was actually below the perceptual 
threshold (‘null’ trial). During these trials, the participants could not be sure whether a 
‘null’ trial is being presented or a painful trial is about to be initiated. The authors suggest 
that the amygdala is involved in coding this ‘uncertainty’. Concordantly, it has been shown 
that expectation of pain per se can engage anatomical regions implicated in the processing 
of pain (Ploghaus and others, 1999). In the present study, however, the pain stimulus was 
announced 10 seconds prior to the trial. There was consequently no uncertainty involved 
that could have augmented the amygdala response to pain. Moreover, the time intervals 
(ramping intervals), during which anticipation or preparatory responses might have taken 
place, were not included in the statistical model, effectively ruling out these confounds.  
Psychometric profiling revealed that pain perception of a given stimulus intensity 
can vary greatly across subjects (Fig. 1-4). This observation may partly explain the above-
mentioned inconsistencies in the neuroimaging literature regarding the nociceptive 
amygdala response. In designs that operate with fixed temperatures (i.e. temperatures are 
identical for all subjects) only a subset of participants may experience a substantial pain 
sensation. Since amygdala responsiveness largely depends on the subjective perception of 
pain (Bornhovd and others, 2002;Giesecke and others, 2005;Schneider and others, 2001), 
fixed temperature designs are less powerful in detecting a pain related signal change. A 
second reason for the above-mentioned inconsistencies may involve the anatomical 
location of the amygdala near the sinus cavities. SNR in echo-planar imaging is reduced by 
macroscopic susceptibility gradients at air-bone interfaces, particularly when higher field 
strengths are utilized (Deichmann and others, 2003;Krasnow and others, 2003;Merboldt 
and others, 2001). Research groups investigating pain responsive regions often do not 
focus on the amygdala. They often employ high field strengths, since 3 Tesla machines 
become increasingly available and are clearly advantageous in regions that lie remote from 
air-bone interfaces. However, this general advantage does not apply to the amygdala and 
the orbitofrontal cortex (Krasnow and others, 2003), which are particularly implicated in 
psychiatric research. Optimized EPI sequences are available for these elusive regions 
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(Merboldt and others, 2001;Deichmann and others, 2003), but appear to be underutilized. 
A third reason for the reported inconsistencies may relate to the task instruction. In the ROI 
localizer paradigm the task was kept as simple as possible: the subject had to press a button 
as soon the fixation cross blinks. Many studies employ unpleasantness ratings or pain 
intensity ratings. Rating of an unpleasant experience represents a cognitive task that 
produces a feeling of control over that experience. This phenomenon is utilized in a 
therapeutic setting (Marks, 1985). For our purpose, however, a rating task may reduce the 
neural response to pain by exerting a top down control over the amygdala. It has already 
been shown that amygdala activity is attenuated by rating the unpleasantness of aversive 
visual stimuli compared to passive viewing (Taylor and others, 2003). To avoid 
interactions between pain processing and cognition, the participants were not required to 
evaluate their pain experience during fMRI data acquisition. Instead, the pain stimuli were 
rated in a separate session outside the scanner (see section 1.2.4). 
We found that the response to pain was particularly strong in those subregions of 
the amygdala that exhibited a reliable response to facial stimuli. As shown in Fig. 2-20, the 
pain related activation cluster resides almost entirely within the cluster activated by 
aversive faces. In a post hoc analysis we further investigated the regional specifity of the 
amygdala response. For this purpose we employed a probabilistic atlas (Eickhoff and 
others, 2005) that parcellates the human amygdala into three major subdivisions based on 
differences in cyto, myelo and chemoarchitecture (Amunts and others, 2005): the 
laterobasal amygdaloid group (LB), the centromedial group (CM), and the superficial 
(cortical) group (SF). These structures encompass nuclei that have been characterized in 
animal research: LB comprises the lateral, basolateral, basomedial and paralaminar nuclei, 
CM the central and the medial nuclei, and SF includes the anterior amygdaloid area, the 
ventral and posterior cortical nuclei. In humans the functional properties of these 
subdivisions are largely unexplored. Existing imaging studies rarely assess amygdala 
response behavior in terms of cytoarchitecture, although some authors report that regional 
differences in function do indeed exist (Etkin and others, 2004;Whalen and others, 2001). 





Fig. 2-20. Spatial relationship between emotion and pain related activation clusters in the amygdala. The 
emotion related signal was defined as ‘Faces > Forms’ contrast (green). The pain related signal was defined 
as ‘Pain > No Pain’ contrast (red) referring to highly painful stimulation (rating: 8/10). The intersection area 
of both clusters is indicated (yellow). 
 
In mammals, highly processed polymodal information reaches the amygdala from 
the thalamus and the cerebral cortex through the lateral (LA) and basolateral nucleus 
(BLA), and is then conveyed to the central nucleus (CeA). The human homolog lies dorsal 
to the laterobasal part and comprises only 10% of the amygdala volume. This output 
nucleus has efferences to the hypothalamus, brainstem and forebrain regions, regulating 
behavioral, emotional and autonomic responses (LeDoux, 2000). The LA–BLA–CeA 
connection has been described as fear and anxiety related circuitry, which also receives 
input from pain processing structures such as the insular cortex and the midline nuclei of 
the thalamus. Single unit recordings in rats revealed a high concentration of nociceptive 
neurons in the laterocapsular part of the Central nucleus. These neurons typically have a 
large bilateral receptive field, which is in agreement with our finding of a bilateral 
nociceptive amygdala response. The neurons receive direct input from the spinal cord 
(Burstein and Potrebic, 1993) and ascending pain pathways such as the spino-parabrachio-
amygdaloid pain pathway (Gauriau and Bernard, 2002). This ‘nociceptive’ amygdala also 
has indirect connections with the medial dorsal thalamus, hypothalamus and agranular 
insular via the substantia innominata dorsalis. These structures are implicated in pain 
processing, which we were able to confirm in the present study. The amygdala is part of 
the endogenous pain control system via its efferent projections to midbrain regions such as 
the periaqueductal grey (LeDoux, 2000). The amygdala activation in the present study may 
thus reflect both its afferent and its efferent functions, relating to nociception and pain 
control, respectively. 
Given the convergence of polymodal inputs on the same neural circuitry it may be 
no surprise that aversive faces and thermal pain activated overlapping clusters within the 
amygdala. The modality specific activation peaks lie only 4.5 mm (left amygdala) and 6.3 
mm (right amygdala) apart. Thermal pain and aversive faces engaged all three subdivisions 
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in almost the same relative proportions Fig. 2-21. The SF and LB are prominently 
activated in line with the recent meta-analysis by Ball and colleagues (Ball and others, 
2009). We observed the largest response in the SF subdivision, which is adjacent to the 
laterobasal group. In rodents this structure is implicated in the acquisition of conditioned 




















Pain > No Pain (8/10)
Faces > Forms
 
Fig. 2-21. Response of amygdala subdivisions to emotional and painful stimulation. The corresponding SPM 
contrasts are indicated. Intensity of thermal pain corresponds to a subjective pain rating of 8 out of 10. The 
amygdala subdivisions are defined according to cytoarchitectonic criteria (Amunts and others, 2005) using 
the SPM Anatomy toolbox v. 1.5 (Eickhoff and others, 2005). 
 
In summary, facial and pain stimuli share the same neural substrate within the 
amygdala. Both modalities appear to be processed similarly even at the microscopic level 
with the only major difference being the higher signal gain observed for facial stimuli 
compared to thermal pain. Given this concordance and the connection between the 
amygdala and the descending pain control system, one may speculate that a persistent 
negative emotional state may affect the PAG and consequently the filtering of sensory 
information at the dorsal horn. This could be the neural mechanism behind the concept of 
‘somatic amplification’ of sensory stimuli (Barsky and Klerman, 1983), which has been 
proposed to link states of emotional distress to physical symptoms (McCracken, Faber, and 
Janeck, 1998). 
We cannot determine in the present study, whether noxious information reached the 
amygdala via spinal pathways or through structures that we identified as pain responsive 
regions in the localizer experiment. This particularly refers to the midline thalamus and the 
anterior (‘agranular’) insular cortex. These structures were shown to be connected to the 
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amygdala in animal studies (see above) and were strongly activated by the same thermal 
stimulation that also engaged the amygdala. Visual (aversive faces) and thermal 
stimulation is processed strikingly similar, which confirms the general notion that the 
amygdala attaches emotional significance to polymodal sensory inputs. In this sense, the 
lack of significant amygdala activation in response to moderate pain suggests that the 
applied thermal intensity was possibly too low to be interpreted as threat. The high 
relevance of aversive social signals (angry and fearful faces) to social animals like humans 
(Darwin, 1872;Ekman, Sorenson, and Friesen, 1969) may also explain, why the amygdala 
responds stronger to these visual cues of threat rather than to body injury caused by 
noxious heat.  
It has been argued that high resolution imaging is more appropriate to differentiate 
functional aspects of the amygdala nuclei, since their respective centers lie less than 1cm 
apart (Annemieke M. Apergis-Schoute in response to Ball et al. (2007)). In this way, 
functional differences within the amygdala could be delineated more accurately. The 
central nucleus (CeA) as a mediator of the stress response would be particularly interesting 
for further studies in the context of chronic pain syndromes and affective disorders. 
Neugebauer and colleagues have focused on the central nucleus of the amygdala in an 
animal model of chronic pain (Neugebauer and Li, 2003). In this model, monoarthritis in 
rats was induced in one knee by injection of irritants. Within hours after injection, a subset 
of neurons within the central nucleus exhibited enhanced responses to mechanical stimuli, 
not only at the site of injury but also at intact body sites. This indicates a sensitization of 
neurons by a persistent pain stimulus as well as an enlargement of their receptive fields. 
This hypersensitivity to pressure stimuli resembles symptoms observed in some chronic 
pain syndromes, such as fibromyalgia. In the arthritic pain model, whole-cell voltage-
clamp recordings on CeA neurons confirmed enhanced synaptic transmission of both 
spinal and thalamocortical inputs. Moreover, the resting membrane potential of CeA 
neurons was raised indicating a general hyperexcitability. In the present study, we found an 
activation of the CeA homolog in humans by both painful and emotional stimuli. In the 
light of these electrophysiological results, our finding suggests that similar neuroplastic 
changes may not only be evoked by persistent pain, but also by persistent emotional 
distress. Emotional distress may cause somatoform complaints by increasing amygdala 
responsiveness to non noxious stimuli. It would thus be particularly worthwhile to probe 
the pain and emotion related response behavior of the amygdala in chronic pain patients. 
Another interesting target of investigation is the connectivity between the CeA and 
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midbrain regions. The amygdala exerts pain control via its projections to the 
periaqueductal grey, which is part of the descending inhibitory pain control system. In an 
fMRI study, Kirsch an colleagues found that Oxytocin, a nonapeptide implicated the 
formation of social bonds in mammals, modulates functional connectivity between the 
amygdala and the midbrain region (Kirsch and others, 2005). These authors employed the 
Hariri matching paradigm. Our factorial design, however, would allow addressing the 
question, whether modulation of descending pain control systems is specific to visual cues 
of threat or also applies to physical pain. In this way, the distinguishing functional 
differences between healthy controls, chronic pain syndromes and affective disorders could 
be identified at the systems level. 
The factorial design in the present study allowed us to assess the interaction 
between the factor ‘Pain’ (corresponding to a pain rating of 5 out of 10) and the factor 
‘Emotion’. We found that neural correlates of thermal pain and aversive faces aggregate 
less than additively (‘subadditively’). This negative interaction effect was consistently 
present in all regions considered. In the amygdala region, the combination of heat pain 
with aversive faces did not yield a significantly higher hemodynamic response compared to 
aversive faces without concomitant thermal pain. This ceiling effect presumably restricts 
the neural response within a physiological range. It would therefore be particularly 
interesting to assess whether this physiological response behavior is retained in 
pathological conditions, e.g. in chronic pain syndromes. Existing neuroimaging studies of 
clinical pain found that neural correlates of externally applied noxious stimulation are 
reduced compared to healthy controls (Derbyshire, 1999). To our knowledge, the 
interaction between non-physical stressors (e.g., emotional faces) and externally applied 
pain stimuli has not been studied in patients yet. Such studies would be worthwhile, 
particularly since these syndromes are known to be strongly associated with affective 
disorders (McCracken, Faber, and Janeck, 1998).  
Our findings also provide insights into the phenomenon of stress induced analgesia 
at the systems level in humans. It is commonly accepted that exposure to aversive contexts 
results in potent analgesia, so-called stress-induced analgesia (SIA). SIA is of evolutionary 
significance as it allows an animal in threatening situations to react as if there were no 
pain, which increases chances of survival (Amit and Galina, 1988). Animal models use 
physical stressors (e.g., inescapable electric shock) to establish an aversive context. SIA is 
subsequently assessed using standardized nociceptive tests (e.g., tail flick test). A similar 
approach has been adopted in humans: Inescapable shock stress increases the threshold of 
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a nociceptive flexion reflex, an effect reversed by the µ-opioid receptor antagonist 
naloxone (Willer, Dehen, and Cambier, 1981). Moreover, fear induced by acute 
uncontrollable shock reduces pain perception in humans (Rhudy, Grimes, and Meagher, 
2004). The same holds for phobic anxiety induced by confronting arachnophobes with a 
spider, i.e. a potent visual cue of threat (Janssen and Arntz, 1997). Neurobiologically, SIA 
has been linked to opioidergic neurotransmission, but the phenomenon has never been 
studied with functional imaging techniques before (Ford and Finn, 2008), although 
behavioral evidence in humans suggest the involvement of supraspinal mechanisms 
(Rhudy, Grimes, and Meagher, 2004). In the present study we employed aversive social 
cues. The face matching task has been shown to be associated with a significant increase in 
the electrodermal response (Hariri and others, 2002c) confirming the effectiveness of this 
stressor. We found a reduced hemodynamic response to moderately painful heat stimuli 
during face matching, i.e. in the context of a negative affective state. This observation 
holds for both the bilateral amygdala and the independently mapped pain responsive 
regions. Our findings agree with behavioral measures of SIA reported in the studies 
mentioned above. We suggest that at the supraspinal level, SIA results directly from a 
physiological ceiling effect evident in those regions that respond to both physical and non 
physical stressors. Concordantly, the right insular region, which showed the strongest 
response to aversive faces, also exhibited the most prominent ceiling effect among all pain 
responsive regions. Moreover, the amygdala response to the emotional stressor could 
activate the descending pain control systems and therefore attenuate the transmission of 
nociceptive information at the dorsal horn. This mechanism provides an additional account 
for the observed negative interaction effect between the factors ‘Pain’ and ‘Emotion’. 
Placebo analgesia, which depends on expectations and therefore is a function of the 
cognitive domain, has been found to relate to the functional coupling between the PAG and 
the rostral ACC (Bingel and others, 2006). On the other hand, stress induced analgesia, 
which apparently depends on the affective state, may instead relate to the coupling between 
the PAG and the amygdala. Analyses of connectivity between the amygdala and midbrain 
regions are therefore warranted. 
So far we discussed the modulation of amygdala activity by thermal pain and non 
painful, but emotionally salient stimuli (aversive faces). Our factorial analysis also 
includes those brain regions that are involved in the processing of painful heat stimuli. Pain 
is, however, not processed in a single specialized region but is represented in a distributed 
network, the so-called pain neuromatrix (Melzack, 1990). We could have identified this 
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matrix by searching for voxels with a significant main effect of factor ‘Pain’. However, 
this approach is circular, since ROI definition will be biased by ROI characterization, and 
vice versa, if both objectives are addressed within the same paradigm. We therefore 
defined the pain neuromatrix separately from the main experiment, i.e. in an independent 
localizer experiment. 
Pain intensity in the matching paradigm was moderate and located in the middle 
portion of the stimulus response function, where small changes in thermal intensity elicit 
relatively large changes in subjective pain intensity. By choosing a moderate rather than 
intense noxious stimulation we wanted to avoid ceiling effects when assessing the 
modulation of the pain related hemodynamic response by an emotional stressor. As 
mentioned above, we indeed found a ceiling effect in all pain responsive regions 
manifesting as a negative interaction effect in the factorial analysis and presumably 
reflecting saturation of the neural response. This finding confirms our decision to use 
moderate pain stimuli. More intense physical stimulation would probably have concealed 
any modulating influence of non-physical stressors (aversive faces) in regions that were 
actually defined according to their response to physical stressors (thermal pain). In order to 
define these regions reliably, the localizer experiment was designed to elicit a strong pain 
related response. For this purpose, ‘ceiling’ was no matter of concern and a stronger pain 
stimulus (corresponding to a subjective pain rating of 8 out of 10) could be applied. 
The strongest pain related response was observed in the right anterior insula and 
right Rolandic Operculum, followed by the bilateral medial thalamus and the left Rolandic 
Operculum. The size of the respective activation clusters descends in the same order. It 
should be noted that the Rolandic Operculum (Suprasylvian Operculum) is consistent with 
the secondary somatosensory area (SII) located in the human suprasylvian cortex (Frot and 
others, 2001). The strongest activation foci were observed contralateral to the stimulation, 
which is in line with the anatomy of the spinothalamic tract. This pathway conveys 
nociceptive information from small diameter afferents and crosses at the level of the spinal 
cord. The activation of the ipsilateral insular/SII cortices in the present study is concordant 
with the bilaterality of receptive fields in animals (Zhang, Dougherty, and Oppenheimer, 
1999). Intracerebral recordings in humans indicated that ipsilateral activation is compatible 
with transcallosal input (Frot and Mauguiere, 2003). Noteworthy, contralateral insula/SII 
activation was suggested to reflect the earliest cortical response to heat pain in that study. 
These regions were also activated by aversive faces in the present study. A negative 
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affective state may thus be able to modulate processing of somatic pain at the earliest 
cortical stage.  
The bilateral engagement of insula/SII is regularly observed in neuroimaging 
studies of pain (Peyron, Laurent, and Garcia-Larrea, 2000). This may indicate a role of 
these cortices that goes beyond the spatial location of an externally applied noxious 
stimulus. No clear somatotopic organization has been revealed for SII with regard to 
noxious stimuli (Apkarian and others, 2005). Along with the bilateral amygdala, the 
insula/SII cortex has been implicated in the coding of perceived pain intensity (Bornhovd 
and others, 2002). For this reason we equalized subjective pain perception across 
participants. This approach helps reducing the intersubject variability of the pain related 
BOLD response thus increasing the statistical power to i) reliably detect neural correlates 
of pain (localizer experiment) and ii) find an interaction effect between pain and aversive 
faces (matching task). Differing temperatures needed to be employed in order to equalize 
individual pain perception. Covariate analysis revealed that this heterogeneity in applied 
thermal intensity did not introduce a significant amount of variance to any region of 
interest. This observation confirms that the primary determinant of hemodynamic activity 
was perceived pain intensity rather than physical stimulus intensity. 
On the other hand, the primary somatosensory cortex shows a graded response for 
non-noxious stimuli but saturates already at moderate pain intensities (Bornhovd and 
others, 2002). It is therefore less suitable for coding the pain experience. Patients with 
lesions in the primary somatosensory cortex are unimpaired in evaluating pain intensity 
(Knecht, Kunesch, and Schnitzler, 1996). Concordantly, reports on pain related SI 
activation have been “notoriously inconclusive” (Peyron, Laurent, and Garcia-Larrea, 
2000). Likewise, neither the ‘hand area’ of the somatosensory homunculus nor the lateral 
thalamic relays were reliably activated in the present study. Peyron and colleagues (2000) 
suggested that the size of stimulated skin area is a crucial factor for SI activation. In the 
present study we used a thermode with a contact surface of 900 mm2. This is below the 
average (estimated) surface in studies showing a SI activity increase (16,300 mm2). 
Moreover, we applied an innocuous thermal stimulation during non-painful trials, i.e. we 
provided an input to SI in the control condition thus reducing the signal gain in the 
subtraction. 
Furthermore, we found a reliable activation cluster in the bilateral thalamus, in line 
with previous reports. The bilaterality and the location in the medial thalamus suggest that 
this activation does not reflect a sensory discriminatory response. It is more likely to mirror 
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a non specific arousal reaction triggered by noxious stimulation (Peyron and others, 1999). 
In line with this notion, we found a significant reduction of response times during noxious 
stimulation, i.e. participants detect a target cue earlier, possibly due to the alerting effect of 
pain. The thalamic cluster extends caudally into the hypothalamus and midbrain regions, 
perhaps indicating the engagement of autonomous mechanisms that subserve pain control. 
In the context of pain processing, midbrain activation is commonly referred to the 
PAG activation (Peyron, Laurent, and Garcia-Larrea, 2000). The PAG and the rostral 
ventromedial medulla (RVM) limit transmission of noxious information at the dorsal horn 
through descending projections. The midbrain activation maximum in the present study is 
located anteriorly to the PAG. However, given the inaccuracies of stereotactic 
normalization (Thompson and others, 1996) the focus may be related to the PAG. It should 
be noted that we applied rigorous statistical thresholds for the definition of pain responsive 
regions. The signal to noise ratio (SNR) at the brainstem level is, however, compromised 
by rapid systolic displacements (Poncelet and others, 1992), which reduce the power of 
BOLD fMRI to detect signal changes in this region. According to a meta-analysis 
(Apkarian and others, 2005), only 6 from 68 hemodynamic studies on experimental pain in 
healthy subjects found PAG activation. The SNR problem can be addressed by 
synchronizing EPI acquisition with the cardiac cycle (‘cardiac gating’). Given the role of 
the PAG and RVM as final output regions of top-down nociceptive control and their 
implications in the pathogenesis of chronic pain syndromes (Tracey, 2008), application of 
sophisticated methodology is warranted. 
The anterior cingulate (ACC) is commonly linked to the affective dimension of 
pain. The region is regularly reported in neuroimaging studies but not in the present study. 
Many paradigms combine noxious stimulation with a rating task that is performed during 
data acquisition. These designs, however, introduce complex interaction effects between 
sensory/affective and cognitive domains. Rating is an elaborate cognitive task that involves 
orienting towards the stimulus, its evaluation in terms of a given category (‘intensity’ or 
‘unpleasantness’) and the selection of a response from a number of competing options. As 
a multi-integrative region, the ACC is involved in every single step of this process in a 
highly context dependent manner (Peyron, Laurent, and Garcia-Larrea, 2000). Rating the 
unpleasantness of aversive pictures produces ACC activation, but passively viewing them 
does not (Taylor and others, 2003). Moreover, Peyron and colleagues stress the role of the 
ACC as mediating attentive and orienting processes (Peyron and others, 1999). In a recent 
conceptualization of pain perception, affect transaction takes place at the level of the 
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insular cortex, SII and amygdala, whereas ACC and the prefrontal cortex are responsible 
for cognitive attention, action planning and response selection (Chen, 2008). 
From an evolutionary perspective, the ACC represents a relatively new invention 
providing a specialized interface between the neocortex and limbic structures (Allman and 
others, 2001). It is therefore not surprising that this structure is engaged in experiments 
involving some kind of top-down control of pain, e.g. via hypnosis (Rainville and others, 
1999), expectations (Landgrebe and others, 2008) or biofeedback (deCharms and others, 
2005). It is very difficult to disentangle the affective components of ACC activation from 
cognitive/evaluative components as long as the participants are asked to explicitly rate 
their experience. In the present paradigm we use a simple incidental task that is merely to 
ensure constant vigilance and does not involve stimulus appraisal. We thus avoid any 
interplay between the affective/sensory domains and the cognitive domain via the ACC 
interface. This holds for both matching and localizer paradigms. Emotional induction in the 
matching task occurs implicitly by attending towards aversive stimuli that are known to 
elicit an autonomous stress response (Hariri and others, 2002c). Conversely, in a study of 
pain modulation by affect (Rainville and others, 1997), an affective feeling state was 
actively induced by the participants following hypnotic suggestions. In the present study, 
however, participants are passive recipients of painful and emotional stressors rather than 
active modulators. Our design thus probes the interaction of pain and affect at a rather 
basal perceptual level, which renders it robust against cognitive confounds.  
Early characterizations of the human pain processing system divided it into a lateral 
and medial component (Bowsher, 1957). The lateral pain system involves somatotopically 
organized cortices and corresponding relays in the lateral thalamus. It subserves the 
sensory discriminatory aspects of pain, whereas the medial system processes its affective 
dimension (Treede and others, 1999). The medial system comprises the medial thalamus 
and its projections to the limbic system. In the present study, prominent activation of the 
insula, bilateral medial thalamus including the hypothalamus and the bilateral amygdala 
highlight the strong engagement of the medial system during painful stimulation. A closely 
related neurocircuitry has been shown to be engaged in major depressive disorder (Drevets, 
1998). In this sense, the medial pathway is conveying the ‘suffering’ component of both 
painful and affective experiences. 
We observed that the response to a non physical stressor (aversive faces) was 
positive in all pain responsive regions. This is striking given the fact that these regions 
were defined according to their response to externally applied pain (‘pain neuromatrix’). 
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Both modalities activated the same regions in approximately the same relative proportions. 
This finding supports the idea that physical and psychical stressors share a common 
neurosignature. William James regarded somatic feelings from the body as basis for 
emotions (James, 1890). A close relationship between sensory and affective domains is 
indeed confirmed in the present study. Aversive faces induce a motivational state 
(‘emotion’), whose neural correlates engage the pain neuromatrix in a way as if somatic 
pain would be processed (‘body feeling’). Conversely, we have shown that intense pain 
engages the amygdala in those subregions that are also activated by the psychical stressor 
(faces). We cannot solve the hen and egg problem, whether emotions arise from body 
states or vice versa. Instead, we suggest that psychic and somatic stress share a common 
neural network and thus reflect two sides of the same coin.  
As mentioned above we found that SII/insula is involved in the processing of facial 
expressions. The amygdala’s importance in recognizing aversive facial emotions has been 
repeatedly demonstrated (Adolphs and others, 1994;Young and others, 1995;Morris and 
others, 1996), but the involvement somatosensory cortices may appear counterintuitive. 
However, an fMRI lesion study on patients revealed that the right somatosensory cortices 
(SI, SII) and the insula are crucial for identifying facial expressions (Adolphs and others, 
2000). These authors also found a correlation between somatosensory deficits and impaired 
emotion recognition. It has been proposed that the observation of emotion in others 
automatically activates the neural representation of that emotion in the observer (Preston 
and de Waal, 2002). This representation includes simulated somatic activity patterns 
reflecting how the observer would feel when experiencing the depicted emotional state. 
This account explains the involvement of somatosensory cortices in emotion processing in 
addition to the amygdala. In the domain of motor processing, the mirror neuron system 
demonstrates that observation of a motor action automatically evokes neural 
representations of that action in the observer (Rizzolatti, Fogassi, and Gallese, 2001). The 
same may indeed apply to the emotional domain. This idea has been further substantiated 
in a neuroimaging study, where disgusting odorants and facial images of disgust activated 
the same sites within the anterior insula (Wicker and others, 2003). Our findings indicate 
that the internal representation of an aversive emotional state – induced by watching angry 
and fearful faces – evokes correlates of physical pain. 
In this context the following animal study is noteworthy (Ferguson and others, 
2001). Oxytocin knockout mice show impaired social recognition. Exposure to 
conspecifics elicits a lower activity in the medial amygdala but a higher activity in the 
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somatosensory cortex. Since this system, which is specialized in the processing of social 
signals, is defective, KO mice appear to activate alternative pathways of sensory 
processing for compensation. As outlined above, Adolphs and colleagues emphasized that 
both amygdala and the somatosensory cortices are indispensable components in the 
recognition of emotional stimuli in humans (Adolphs and others, 2000). While our results 
agree with this notion, the amygdala responded stronger to the social signal than the 
SII/insula cortices, i.e. the ratio of amygdala activation and somatosensory cortex 
activation was well above 1. In their animal study Ferguson and colleagues suggest that 
impaired social recognition translates into an increases activity in somatosensory 
pathways. According to this logic, the mentioned ratio would change in favor of the 
somatosensory component of emotion processing in alexithymic human subjects. If this 
hypothesis proves correct, the shift towards the somatic aspect of emotion may explain a 
potential association between alexithymia and somatoform disorders (De Gucht and 
Heiser, 2003). 
From all regions constituting the pain neuromatrix, the right insular ROI was most 
strongly activated during both painful and emotional stimulation. Previous imaging studies 
confirm the involvement of the right insula in pain processing (Peyron and others, 2002) 
and emotion processing (Buchel and others, 1998;Phillips and others, 1998). In line with 
these reports we found that the pain responsive cluster within the insular cortex also 
responds to aversive faces. What could be the common denominator of these two very 
different stimulus types (aversive faces and thermal pain)? Craig and colleagues suggest 
that a phylogenetically distinct pathway supplies the dorsal insula with detailed 
information about the current physiological state of the body via lamina I spinothalamic 
neurons (Craig, 2002). The right (non-dominant) anterior insula integrates this information 
so as to generate a mental image of the bodily self, which subserves maintenance of 
homeostasis. From a homeostatic point of view, physical pain does not primarily signal a 
sensation from the external world; it instead signals a disturbance of the internal state of 
the body, i.e. a threat to homeostasis, which needs to be corrected to ensure survival. 
Similarly, aversive faces convey a social signal that indicates a disturbance in the social 
domain. A threat to the integrity of the social sphere may jeopardize survival to the same 
extent as a threat to body integrity, at least for animals that are dependent on a well 
functioning social environment. Biological evolution is certainly conservative, i.e. novel 
functions are piggybacked on established neural systems. From this perspective it makes 
sense that the same neural mechanisms that ensure body homeostasis are made use of in 
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order to support ‘social homeostasis’. It has been shown that neural systems involved in 
pain processing are also activated in response to social exclusion (Eisenberger, Lieberman, 
and Williams, 2003) and when beloved ones are hurt (Singer and others, 2004). We 
therefore propose that ‘threat to homeostasis’ could be the common denominator for both 
stimulus modalities (aversive faces and thermal pain) thus explaining why they engage a 
common neural network.  
Within this network the physical and psychical aspects of stress are predominantly 
represented in the bilateral insula/SII cortices and the bilateral amygdala, respectively. Post 
hoc correlation analysis revealed that insula/SII activity explains a significant amount of 
experimental variance in the ipsilateral amygdala (Pearson’s r=.49, p < .001). 
Concordantly, anatomical connections between amygdala and insula are known to exist in 
the rat (Yasui and others, 1991;Floyd and others, 2000;Ray and Price, 1992) and in 
primates (Augustine, 1996). It may be speculated that via this connection the amygdala 
attaches emotional significance to the insular representation of the physiological body 
state. Conversely, the insula may attach somatic significance to emotionally salient 
information that is represented in the amygdala. Concordantly, an fMRI lesion study has 
demonstrated an indispensable role of somatosensory areas including the insula in emotion 
processing. In this context our findings suggest a dual representation of salient stimuli in 












-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8




























Fig. 2-22. Right insular activity as a function of right amygdala activity. Per subject beta weights for each 
experimental condition are entered into the scatter plot (see legend). 
 
This conceptualization offers a straightforward explanation for the phenomenon of 
somatization, which links anxiety and depression symptoms to somatic complaints: a 
negative affective state would persistently heighten the activity in the pain neuromatrix. 
Incoming sensory inputs would further augment this increased baseline activity creating a 
painful percept in response to non-noxious inputs. Chronic pain and depression may thus 
reflect extremes of an either somatic or psychic amplification of endogenous stress along 
an insula–amygdala axis. It is therefore of particular interest to determine the aggregation 
rule by which somatic and non-somatic stressors add up. In the present study on healthy 
subjects, both stressors appear to attenuate each other thus keeping the neural response 
within a physiological range. As mentioned above, this saturation behavior is evident 
throughout the pain neuromatrix and is manifesting statistically in a negative interaction 
effect between factor ‘Pain’ and factor’ Emotion’. The significance criterion, however, was 
missed. To uncover brain regions that exhibit a reliable interaction effect, we applied the 
interaction contrast at the whole brain level. A significant activation cluster was found in 
the midline thalamus. As part of the medial pain system this structure relays nociceptive 
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information to limbic areas including amygdala and the insula. It is conceivable, that a 
thalamic filter function, which prevents the cortical systems from overload, causes the 
saturation effect in the response to combined emotional and physical stressors. Hence, 
pathology could already be located at the thalamic level, i.e. at a very early stage of 
processing. It may be noted in this context that genetic risk factors for affective disorders 
were shown to be associated with an altered processing in primary sensory cortices in an 
ERP (Event-Related Potentials) study (Herrmann and others, 2007), i.e. these factors affect 
an early stage in the processing pipeline indicating an altered encoding of stimuli rather 



















Fig. 2-23. SPM T-maps with clusters exhibiting a negative interaction effect between factor ‘Emotion’ and 
factor ‘Pain’. The maps were thresholded at T=3.30 (voxel-wise P=.001, uncorrected) and a cluster size of 
170 (1360 mm3) to meet a cluster-wise significance level of P<.05, FWE corrected. The SPM is overlaid on a 
canonical brain template and is displayed in neurological convention. Slice coordinates (in millimeters) refer 
to MNI stereotactic space. The colorimeter scale indicates per voxel T values. L: Left; R: Right. 
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In this thesis the author introduced a novel methodology allowing the assessment of 
psychosocial stress and somatic pain in the human brain employing BOLD fMRI. This 
multi-step approach involves a) acquisition of psychometric profiles b) functional 
localization of the pain neuromatrix c) factorial analysis of pain and emotion correlates in 




On the behavioral level, psychometric profiles relating subjective pain perception to 
stimulus intensity were acquired. We devised a computerized rating paradigm that 
effectively controls for sequence and habituation effects. Fitted stimulus response 
functions allowed us to determine thermal intensities that equalize pain perception across 
participants. In this way heterogeneity in the pain related BOLD response was reduced 
improving the signal to noise ratio. The variability of subjective pain perception was 
particularly high for medium temperatures and therefore constitutes a serious nuisance 
variable in designs that rely on fixed temperatures. The acquisition process was completely 
automatized, i.e. the paradigm can be carried out without the presence of a supervisor. This 
allows studying the relevance of psychosocial context (e.g. subject-instructor interactions) 
on pain perception in future experiments. Moreover, the method provides a high resolving 
power for medium sized samples. Psychometric profiling could be a more powerful tool 
for defining a pain related phenotype of psychiatric disorders compared to procedures that 
are based on single thresholds and are more prone to bias and confounds. 
 
b) & c) 
We conceived thermal pain (factor ‘Pain’) and aversive faces (factor ‘Emotion’) as 
conveying signals of threat arising in the somatic and social domains, respectively. We 
found that somatic and social stressors activate a common neural network comprising the 
bilateral amygdala, insular/SII cortices and the midline thalamus. Specifically, perception 
of aversive faces activated pain responsive areas, which had been identified by their 
reactivity to thermal pain in an independent localizer experiment (‘pain neuromatrix’, step 
b). Conversely, the amygdala, whose importance in the processing of aversive social 
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signals is well established, was reliably activated by intense thermal pain. The spatial 
activity patterns of both sensations within the pain neuromatrix and the amygdala are 
strikingly similar. These findings indicate that the processing of pain and the processing of 
psychosocial stressors rely on a common neuromatrix and evoke similar neurosignatures. 
Within this network, the amygdala particularly responds to aversive faces, whereas the 
insula/SII cortices are more prominently activated by thermal pain.  
Preexisting studies support the idea that perception of threatening bodily signals 
such as pain and dyspnoe are mapped to common limbic brain areas. We extend this 
observation from somatic sensations to social signals. According to the action perception 
model of empathy, the observation of angry and fearful faces evokes the neural 
representation of these emotions in the observer (Preston and de Waal, 2002). We 
demonstrated that this representation of an internal emotional state involves a neuromatrix 
that was independently defined by external noxious stimulation. William James regarded 
somatic feelings from the body as basis for emotions (James, 1890). We leave open the 
direction of causality between somatic and emotional sensations. Instead, we stress that 
negative emotional signals evoke neural correlates of physical pain and vice versa. Our 
findings indicate that the pain neuromatrix is involved in the generation of somatic 
representations of anger and fear, whereas the amygdala attaches emotional significance to 
noxious heat. More recent theories of emotion emphasize the role of the anterior insula in 
linking somatic sensations to the experience of emotion (Damasio, 1994;Craig, 2002). This 
idea is supported by the present study as the right anterior insula showed the strongest and 
most reliable response to both somatic and emotional stressors within in the pain 
neuromatrix. Given the correlation between amygdala and insula activity in our study and 
their anatomical interconnection, we suggest a dual representation of emotionally salient 
stimuli in terms of their affective (amygdala) and somatic (insula) significance. 
Social animals like humans are dependent on both physical health and an intact 
social environment for their survival. In this sense, thermal pain and aversive faces convey 
signals of threat, which arise in the somatic and social domains, respectively. The striking 
neural congruency of both stimulus types in the present study may indicate that aversive 
social and aversive physical signals represent a comparable threat to survival. We suggest 
that the shared limbic network relates to a common homeostatic control system that 
processes the threatening character of these otherwise very different stimulus modalities 
(aversive faces / thermal pain). It follows that the same effector mechanisms that ensure 
 103
body homeostasis are also made use of to support adaptive social behavior. Further studies 
are warranted to substantiate this hypothesis. 
The observed common network implies that neural correlates of painful and 
emotional stimuli need to aggregate when presented simultaneously. The neural response 
amplitude is limited due to inherent physiological constraints, however. Indeed, we found a 
saturation of the hemodynamic response when emotional faces were combined with 
thermal pain. The respective neural correlates aggregate less than additively. This negative 
interaction effect may reflect physiological constraints preventing the system from 
overload. It follows that the response to pain is reduced in the presence of the emotional 
stressor and vice versa. This finding suggests a parsimonious implementation of ‘stress 
induced analgesia’ at the systems level, which directly follows from the convergence of 
physical and affective stressors on a common neural substrate. Alternatively, the amygdala 
response to aversive faces may engage descending pain inhibitory systems thus limiting the 
transmission of nociceptive information at the dorsal horn. Additionally, the midline 
thalamus, where the negative interaction effect is particularly prominent, may act as a 
filtering element while relaying somatic and affective information between the insula and 
the amygdala. 
The identification of a common neural basis for the processing of physical and 
emotional stressors may have important implications for clinical research as it offers a 
unifying perspective on affective disorders and chronic pain syndromes. Our findings 
designate the insula and the amygdala as target regions for the characterization of chronic 
pain syndromes and affective disorders at the systems level. In this conceptualization, 
chronic pain and depression may reflect predominantly somatic and predominantly 
affective augmentation of stress along an insula–amygdala axis, respectively. Persistent 
emotional distress may up-regulate the pain neuromatrix thus amplifying non noxious 
inputs from skin and viscera, which are consequently perceived as pain (allodynia). 
Conversely, persistent somatic pain may up-regulate the amygdala thus increasing the 
vulnerability to emotional stressors. This conception would explain the high comorbidity 
between both syndromes (Bair and others, 2003) and provide a neural rationale for 
incorporating chronic pain syndromes and depression into unified diagnostic and 
therapeutic efforts in the context of clinical routine. Neuroplastic changes pertinent to 
chronic disorders may compromise the observed saturation of the neural response to 
combined emotional and physical stress thus causing overload in limbic networks. These 
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assumptions need to be verified in subsequent experiments on patients. If true, new 
avenues in the diagnosis and therapy of chronic pain syndromes may be opened up. 
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