Abstract. We consider second-order divergence form uniformly parabolic and elliptic PDEs with bounded and V M Ox leading coefficients and possibly linearly growing lower-order coefficients. We look for solutions which are summable to the pth power with respect to the usual Lebesgue measure along with their first derivatives with respect to the spatial variables.
Introduction
We consider divergence form uniformly parabolic and elliptic second-order PDEs with bounded and V M O x leading coefficients and possibly linearly growing lower-order coefficients. We look for solutions which are summable to the pth power with respect to the usual Lebesgue measure along with their first derivatives with respect to the spatial variables. In some sense we extend the results of [17] , where p = 2, to general p ∈ (1, ∞). However in [17] there is no regularity assumption on the leading coefficients and there are also stochastic terms in the equations.
As in [3] one of the main motivations for studying PDEs with growing first-order coefficients is filtering theory for partially observable diffusion processes.
It is generally believed that introducing weights is the most natural setting for equations with growing coefficients. When the coefficients grow it is quite natural to consider the equations in function spaces with weights that would restrict the set of solutions in such a way that all terms in the equation will be from the same space as the free terms. The present paper seems to be the first one treating the unique solvability of these equations with growing lower-order coefficients in the usual Sobolev spaces W 1 p without weights and without imposing any special conditions on the relations between the coefficients or on their derivatives.
The theory of PDEs and stochastic PDEs in Sobolev spaces with weights attracted some attention in the past. We do not use weights and only mention a few papers about stochastic PDEs in L p -spaces with weights in which one can find further references: [1] (mild solutions, general p), [3] , [8] , [9] , [10] (p = 2 in the four last articles).
Many more papers are devoted to the theory of deterministic PDEs with growing coefficients in Sobolev spaces with weights. We cite only a few of them sending the reader to the references therein again because neither do we deal with weights nor use the results of these papers. It is also worth saying that our results do not generalize the results of these papers.
In most of them the coefficients are time independent, see [2] , [4] , [7] , [21] , part of the result of which are extended in [6] to time-dependent OrnsteinUhlenbeck operators.
It is worth noting that many issues for deterministic divergence-type equations with time independent growing coefficients in L p spaces with arbitrary p ∈ (1, ∞) without weights were also treated previously in the literature. This was done mostly by using the semigroup approach which excludes time dependent coefficients and makes it almost impossible to use the results in the more or less general filtering theory. We briefly mention only a few recent papers sending the reader to them for additional information.
In [19] a strongly continuous in L p semigroup is constructed corresponding to elliptic operators with measurable leading coefficients and Lipschitz continuous drift coefficients. In [22] it is assumed that if, for |x| → ∞, the drift coefficients grow, then the zeroth-order coefficient should grow, basically, as the square of the drift. There is also a condition on the divergence of the drift coefficient. In [23] there is no zeroth-order term and the semigroup is constructed under some assumptions one of which translates into the monotonicity of ±b(x) − Kx, for a constant K, if the leading term is the Laplacian. In [5] the drift coefficient is assumed to be globally Lipschitz continuous if the zeroth-order coefficient is constant.
Some conclusions in the above cited papers are quite similar to ours but the corresponding assumptions are not as general in what concerns the regularity of the coefficients. However, these papers contain a lot of additional important information not touched upon in the present paper (in particular, it is shown in [19] that the corresponding semigroup is not analytic and in [20] that the spectrum of an elliptic operator in L p depends on p).
The technique, we apply, originated from [18] and [13] and uses special cut-off functions whose support evolves in time in a manner adapted to the drift. As there, we do not make any regularity assumptions on the coefficients in the time variable but unlike [17] , where p = 2, we use the results of [11] where some regularity on the coefficients in x variable is needed, like, say, the condition that the second order coefficients be in VMO uniformly with respect to the time variable.
It is worth noting that considering divergence form equations in L p -spaces is quite useful in the treatment of filtering problems (see, for instance, [15] ) especially when the power of summability is taken large and we intend to treat this issue in a subsequent paper.
The article is organized as follows. In Section 2 we describe the problem, Section 3 contains the statements of two main results, Theorem 3.1 on an apriori estimate providing, in particular, uniqueness of solutions and Theorem 3.3 about the existence of solutions. The results about Cauchy's problem and elliptic equations are also given there. Theorem 3.1 is proved in Section 5 after we prepare the necessary tools in Section 4. Theorem 3.3 is proved in the last Section 6.
As usual when we speak of "a constant" we always mean "a finite constant".
The author discussed the article with Hongjie Dong whose comments are greatly appreciated.
Setting of the problem
We consider the second-order operator L t
acting on functions u t (x) defined on ([S, T ] ∩ R) × R d (the summation convention is enforced throughout the article), where S and T are such that −∞ ≤ S < T ≤ ∞. Naturally,
Our main concern is proving the unique solvability of the equation
with an appropriate initial condition at t = S if S > −∞, where λ > 0 is a constant and ∂ t = ∂/∂t. The precise assumptions on the coefficients, free terms, and initial data will be given later. First we introduce appropriate function spaces.
Remember that the elements of L p (S, T ) need only belong to L p on a Borel subset of (S, T ) of full measure. We will always assume that these elements are defined everywhere on (S, T ) at least as generalized functions on R d . Similar situation occurs in the case of W 1 p (S, T ). The following definition is most appropriate for investigating our equations if the coefficients of L are bounded. Definition 2.1. We introduce the space W 1 p (S, T ), which is the space of functions u t on [S, T ] ∩ R with values in the space of generalized functions on R d and having the following properties:
In particular, for any φ ∈ C ∞ 0 , the function (u t , φ) is continuous on [S, T ]∩R. In case that property (ii) holds, we write 
Following Definition 2.1 we understand equation (2.1) as the requirement that for any φ ∈ C ∞ 0 and finite s, t ∈ [S, T ] we have
Observe that at this moment it is not clear that the right-hand side makes sense. Also notice that, if the coefficients of L are bounded, then any u ∈ W 1 p (S, T ) is a solution of (2.1) with appropriate free terms since if (2.2) holds, then (2.1) holds as well with
, and f 0 t , respectively. We give the definition of solution of (2.1) adopted throughout the article and which in case the coefficients of L are bounded coincides with the one obtained by applying Definition 2.1.
and assume that S > −∞. By a solution of (2.1) with initial condition u S ∈ W 1−2/p p we mean a function u ∈ W 1 p (S, T ) (not W 1 p (S, T )) such that (i) For any φ ∈ C ∞ 0 the integral with respect to dr in (2.3) is well defined and is finite for all finite s, t ∈ [S, T ];
(ii) For any φ ∈ C ∞ 0 equation (2.3) holds for all finite s, t ∈ [S, T ]. In case S = −∞ we drop mentioning initial condition in the above lines.
Main results
For ρ > 0 denote B ρ (x) = {y ∈ R d : |x − y| < ρ}, B ρ = B ρ (0).
, and c t (x) are real valued and Borel measurable and c ≥ 0.
(ii) There exists a constant δ > 0 such that for all values of arguments and
Also, the constant λ > 0.
(iii) For any x ∈ R d the function
is locally integrable to the p ′ th power on R, where p ′ = p/(p − 1).
Notice that the matrix a = (a ij ) need not be symmetric. Also notice that in Assumption 3.1 (iii) the ball B 1 can be replaced with any other ball without changing the set of admissible coefficients b, b, c.
We take and fix constants K ≥ 0, ρ 0 , ρ 1 ∈ (0, 1], and choose a number
The following assumptions contain a parameter γ ∈ (0, 1], whose value will be specified later. we have
Obviously, Assumption 3.2 is satisfied if b, b, and c are independent of x. They also are satisfied with any q > d, γ ∈ (0, 1], and ρ 1 = 1 on the account of choosing K appropriately if, say,
whenever |x − y| ≤ 1, where N is a constant. We see that Assumption 3.2 allows b, b, and c growing linearly in x. Assumption 3.3. For any ρ ∈ (0, ρ 0 ], s ∈ R, and i, j = 1, ..., d we have
Obviously, the left-hand side of (3.2) is less than
which implies that Assumption 3.3 is satisfied with any γ ∈ (0, 1] if, for instance, a is uniformly continuous in x uniformly with respect to t. Recall that if a is independent of t and for any γ > 0 there is a ρ 0 > 0 such that Assumption 3.3 is satisfied, then one says that a is in VMO.
Theorem 3.1. There exist
if the above assumptions are satisfied and λ ≥ λ 0 and u is a solution of (2.1) with zero initial data (if S > −∞) and some
Notice that the main case of Theorem 3.1 is when S = −∞ because if S > −∞ and u S = 0, then the function u t I t≥S will be a solution of our equation on (−∞, T ] ∩ R with f j t = 0 for t < S. This theorem provides an apriori estimate implying uniqueness of solutions. Observe that the assumption that such a solution exists is quite nontrivial because if b t (x) ≡ x, it is not true that bu ∈ L p (S, T ) for arbitrary u ∈ W 1 p (S, T ). It is also worth noting that, as can be easily seen from the proof of Theorem 3.1, one can choose a function γ(d, δ, p) so that it is continuous in (δ, p). The same holds for N and λ 0 from Theorem 3.1.
We have a similar result for nonzero initial data.
Theorem 3.2. Let S > −∞. In Theorem 3.1 replace the assumption that u S = 0 with the assumption that u S ∈ W 1−2/p p . Then its statement remains true if in the right-hand side of (3.3) we add the term
Proof. Take v t from Definition 2.2 corresponding to g = u S and set
We also modify the coefficients of L by multiplying each one of them but a ij t by I t≥S and settingã
Here we profit from the fact that no regularity assumption on the dependence of the coefficients on t is imposed. By denoting byL the operator with the modified coefficients we easily see thatũ t is a solution (always in the sense of Definition 2.3) of
where
Since λ ≥ λ 0 ≥ 1, we have 1 + λ p ≤ 2λ p and we get our assertion thus proving the theorem.
Here is an existence theorem.
Theorem 3.3. Let the above assumptions be satisfied with γ taken from Theorem 3.1. Take λ ≥ λ 0 , where λ 0 is defined in Theorem 3.1. Then for any f j ∈ L p (T ), j = 0, ..., d, there exists a unique solution of (2.1) with S = −∞.
It turns out that the solution, if it exists, is independent of the space in which we are looking for solutions.
where γ(d, δ, p) is taken from Theorem 3.1. Suppose that Assumptions 3.1 through 3.3 are satisfied with so defined γ and with p = p 1 and p = p 2 .
(
This theorem is proved in Section 6. The following theorem is about Cauchy's problem with nonzero initial data.
Theorem 3.5. Let S > −∞ and take a function u S ∈ W 1−2/p p . Let the above assumptions be satisfied with γ taken from Theorem 3.1. Take λ ≥ λ 0 , where λ 0 is defined in Theorem 3.1. Then for any f j ∈ L p (S, T ), j = 0, ..., d, there exists a unique solution of (2.1) with initial value u S .
Proof. As in the proof of Theorem 3.2 we extend our coefficients and f j t for t < S and then find a unique solutionũ t of
By construction (t − S + 1)v S−t satisfies this equation for t ≤ S, so that by uniqueness (Theorem 3.1 with S in place of T ) it coincides withũ t for t ≤ S. In particular,ũ S = v 0 = u S . Furthermoreũ satisfies (2.1) since the coefficients ofL t coincide with the corresponding coefficients of L t for finite t ∈ [S, T ]. The theorem is proved.
Remark 3.1. If both S and T are finite, then in the above theorem one can take λ = 0. To show this take a large λ > 0 and replace the unknown function u t with v t e λt . This leads to an equation for v t with the additional term −λv t and the free terms multiplied by e −λt . The existence of solution v will be then equivalent to the existence of u if S and T are finite.
Remark 3.2. From the above proof and from Theorem 3.4 it follows that the solution, if it exists, is independent of p in the same sense as in Theorem 3.4.
Here is a result for elliptic equations. Theorem 3.6. Let the coefficients of L t be independent of t, so that we can set L = L t and drop the subscript t elsewhere, let Assumptions 3.1 (i), (ii) be satisfied, and let b, b, and c be locally integrable. Then there exist
such that, if Assumptions 3.2 and 3.3 are satisfied and λ ≥ λ 0 and u is a
Furthermore, for any f j ∈ L p , j = 0, ..., d, and λ ≥ λ 0 there exists a unique solution u ∈ W 1 p of (3.5). This result is obtained from the previous ones in a standard way (see, for instance, the proof of Theorem 2.1 of [13] ). One of remarkable features of (3.6) 
Remark 3.3. It follows, from the arguments leading to the proof of Theorem 3.6(see [13] ) and from Theorem 3.4, that the solution in Theorem 3.6 is independent of p like in Theorem 3.4 if γ is chosen as in Theorem 3.4 and λ ≥ RHS of (3.4) + 1.
Differentiating compositions of generalized functions with differentiable functions
Let D be the space of generalized functions on R d . We need a formula for u t (x + x t ) where u t behaves like a function from W 1 p and x t is an R d -valued differentiable function. The formula is absolutely natural and probably well known. We refer the reader to [16] where such a formula is derived in a much more general setting of stochastic processes. Recall that for any v ∈ D and φ ∈ C ∞ 0 the function (v, φ(· − x)) is infinitely differentiable with respect to x, so that the sup in (4.1) below is measurable. Definition 4.1. Denote by D(S, T ) the set of all D-valued functions u (written as u t (x) in a common abuse of notation) on [S, T ] ∩ R such that, for any φ ∈ C ∞ 0 , the function (u t , φ) is measurable. Denote by D 1 (S, T ) the subset of D(S, T ) consisting of u such that, for any φ ∈ C ∞ 0 , R ∈ (0, ∞), and finite t 1 , t 2 ∈ [S, T ] such that t 1 < t 2 we have
We say that the equation
holds in the sense of distributions if f ∈ D 1 (S, T ) and for any φ ∈ C ∞ 0 for all finite s, t ∈ [S, T ] we have
and assume that (4.2) holds (in the sense of distributions). Then
Indeed, what we claim is that for any φ ∈ C ∞ 0 and finite
However, to obtain this result it suffices to write down an obvious equation for u t φ, then use Theorem 4.1 and, finally, use Definition 4.2 to interpret the result.
Proof of Theorem 3.1
Throughout this section we suppose that Assumptions 3.1, 3.2, and 3.3 are satisfied (with a γ ∈ (0, 1]) and start with analyzing the integral in (2.3). Recall that q was introduced before Assumption 3.2.
Lemma 5.1. Let 1 ≤ r < p and
with strict inequality if r = 1. Then for any U ∈ L r and ε > 0 there exist
Proof. If the result is true for ε = 1, then for arbitrary ε > 0 it is easily obtained by scaling. Thus let ε = 1 and denote by R 0 (x) the kernel of (1 − ∆) −1 . For i = 1, ..., d set R i = −D i R 0 . One knows that R j (x) decrease exponentially fast as |x| → ∞ and
If r = 1, one obtains (5.2) from Young's inequality since, owing to the strict inequality in (5.1) we have
and we obtain (5.2) from the Sobolev-Hardy-Littlewood inequality. After this it only remains to notice that in the sense of generalized functions
The lemma is proved.
Observe that by Hölder's inequality for r = pq/(p + q) (∈ [1, p) due to q ≥ p ′ , see (3.1)) we have
, and η > 0. In this way we come to the following.
In particular,
Lemma 5.3. Let h ∈ L q and u ∈ W 1 p . Then for any ε > 0 we have
Proof. As above it suffices to concentrate on ε = 1. In case q > p observe that by Hölder's inequality
where s = pq/(q − p). After that it only remains to use embedding theorems (notice that 1 − d/p ≥ −d/s since q ≥ d). In the remaining case q = p, which happens only if p > d (see (3.1) ). In that case the above estimate remains true if we set s = ∞. The lemma is proved.
Before we extract some consequences from the lemma we take a nonnegative ξ ∈ C ∞ 0 (B ρ 1 ) with unit integral and definē
We may assume that |ξ| ≤ N (d)ρ
−d
1 . One obtains the first assertion of the following corollary from (5.3) by observing that
The second assertion follows from estimates like (5.6) and (5.4) where one chooses ε appropriately if q > d.
(iii) Almost everywhere on (S, T ) we have .7) and (5.8) holding only almost everywhere on (S, T ), there is no actual need for the replacement.
, and let finite S ′ , T ′ ∈ (S, T ) be such that S ′ < T ′ . Then there is a constant N independent of u and φ such that
so that requirement (i) in Definition 2.3 can be dropped.
Proof. By having in mind partitions of unity we convince ourselves that it suffices to prove (5.9) under the assumption that φ has support in a ball B of radius ρ 1 . Let x 0 be the center of B and set x s ≡ x 0 . Observe that the estimates from Corollary 5.4 imply that
By recalling Assumption 3.1 (iii) and Hölder's inequality we get
Similarly the integrals of |(b i
s D i u s , φ)| and |(c s u s , φ)| are estimated and the corollary is proved.
Since bounded linear operators are continuous we obtain the following.
Corollary 5.6. Let φ ∈ C ∞ 0 , T ∈ (0, ∞). Then the operators
This result will be used in Section 6. Before we continue with the proof of Theorem 3.1, we notice that, if u ∈ W 1 p (S, T ), then as we know (see, for instance, Theorem 2.1 of [14] ), the function u t is a continuous L p -valued function on [S, T ] ∩ R. Now we are ready to prove Theorem 3.1 in a particular case.
Lemma 5.7. Let b i , b i , and c be independent of x and let S = −∞. Then the assertion of Theorem 3.1 holds, naturally, with λ 0 = λ 0 (d, δ, p, ρ 0 ) (independent of ρ 1 and K).
Proof. First let c ≡ 0. We want to use Theorem 4.1 to get rid of the first order terms. Observe that (2.1) reads as After these replacements all terms on the right in (5.10) will be of class D 1 (−∞, T ) since a is bounded. This allows us to apply Theorem 4.1 and for
and its norm coincides with that of u. Equation (5.11) shows thatû ∈ W 1 p (T ). By Theorem 4.4 and Remark 2.4 of [11] there exist γ = γ(d, δ, p) and
Actually, Theorem 4.4 of [11] is proved there only for T = ∞, but it is a standard fact that such an estimate implies what we need for any T (cf. the proof of Theorem 6.4.1 of [12] ). Since the norms in L p and W 1 p are translation invariant, (5.12) implies (3.3) and finishes the proof of the lemma in case c ≡ 0.
Our next step is to abandon the condition c ≡ 0 but assume that for an S > −∞ we have u t = f j t = 0 for t ≤ S. Observe that without loss of generality we may assume that T < ∞. In that case introduce
Then we have v := ξu ∈ W 1 p (T ) and
We multiply both part of (5.13) by pc T ′ ξ −p T ′ and integrate with respect to T ′ over (S, T ). We use integration by parts observing that both parts vanish at T ′ = S. Then we obtain
By adding up this inequality with (5.13) with T ′ = T multiplied by ξ −p
T we obtain (3.3).
The last step is to avoid assuming that u t = 0 for large negative t. In that case we find a sequence S n → −∞ such that u Sn → 0 in W 1 p and denote by v n t the unique solution of class W 1 p ((0, 1) × R d ) of the heat equation ∂v n t = ∆v n t with initial condition u Sn . After that we modify u t and the coefficients of L t for t ≤ S n as in the proof of Theorem 3.2 by taking there v n t and S n in place of v t and S, respectively. Then by the above result we obtain
By letting n → ∞ we come to (3.3) and the lemma is proved.
Remark 5.1. In [11] the assumption corresponding to Assumption 3.3 is much weaker since in the corresponding counterpart of (3.2) there is no supremum over x ∈ R d . We need our stronger assumption because we need a ij t (x − B t ) to satisfy the assumption in [11] for any function B t .
To proceed further we need a construction. Recall thatb andb are introduced in (5.5). From Lemma 4.2 of [13] and Assumption 3.2 it follows that, for h t =b t ,b t , it holds that |D n h t | ≤ κ n , where κ n = κ n (n, d, p, ρ 1 , K) ≥ 1 and D n h t is any derivative of h t of order n ≥ 1 with respect to x. By Corollary 4.3 of [13] we have |h t (x)| ≤ K(t)(1 + |x|), where the function K(t) is locally integrable with respect to t on R. Owing to these properties, for any (t 0 , x 0 ) ∈ R d+1 , the equation
has a unique solution x t = x t 0 ,x 0 ,t .
Next, for i = 1, 2 set χ (i) (x) to be the indicator function of B ρ 1 /i and introduce χ
Here is a crucial estimate.
Lemma 5.8. Suppose that Assumptions 3.1, 3.2, and 3.3 are satisfied with a γ ∈ (0, γ(d, p, δ)], where γ(d, p, δ) is taken from Lemma 5.7. Take (t 0 , x 0 ) ∈ R d+1 and assume that t 0 < T and that we are given a function u which is a solution of (2.1) with S = t 0 , with zero initial condition, some f j ∈ L p (t 0 , T ), and λ ≥ λ 0 , where 14) where and below in the proof by N we denote generic constants depending only on d, δ, and p and by N * constants depending only on the same objects, γ, ρ 1 , and K.
Proof. Shifting the origin allows us to assume that t 0 = 0 and x 0 = 0. With this stipulations we will drop the subscripts t 0 , x 0 .
Fix a ζ ∈ C ∞ 0 with support in B ρ 1 and such that ζ = 1 on B ρ 1 /2 and 0 ≤ ζ ≤ 1. Set x t = x 0,0,t ,
The most important property of η t is that
Also observe for the later that we may assume that
where χ
0,0,t and N = N (d). By Corollary 4.2 (also see the argument before (5.11)) we obtain that for finite t ∈ [0, T ]
We transform this further by noticing that
To deal with the term b i t η t D i u t we use Corollary 5.4 and find the corresponding functions V j t . Then simple arithmetics show that
It we extend u t and f j t as zero for t < 0, then it will be seen from Lemma 5.7 that for λ ≥ λ 0
Recall that here and below by N we denote generic constants depending only on d, δ, and p. Now we start estimating the right-hand side of (5.16). First we deal witĥ f i t . Recall (5.15) and use Corollary 5.4 to get (
(we remind the reader that by N * we denote generic constants depending only on d, δ, p, γ, ρ 1 , and K). By adding that
Lp(0,T ) , we derive from (5.8) and (5.17) that
While estimatingf 0 we use (5.8) again and observe that we can deal with (b i t − b i t )u t D i η t and (c t −ĉ t )u t η t as in (5.17) this time without paying too much attention to the dependence of our constants on γ, ρ 1 , and K and obtain that
Lp(0,T ) ). By estimating also roughly the remaining terms inf 0 and combining this with (5.18) and (5.16), we see that the left-hand side of (5.16) is less than the right-hand side of (5.14). However,
t | which easily leads to (5.14). The lemma is proved.
Next, from the result giving "local" in space estimates we derive global in space estimates but for functions having, roughly speaking, small "past" support in the time variable. In the following lemma κ 1 is the number introduced before Lemma 5.8.
Lemma 5.9. Suppose that Assumptions 3.1, 3.2, and 3.3 are satisfied with a γ ∈ (0, γ(d, p, δ)], where γ(d, p, δ) is taken from Lemma 5.7. Assume that u is a solution of (2.1) with S = −∞, some f j ∈ L p (T ), and λ ≥ λ 0 , where λ 0 = λ 0 (d, δ, p, ρ 0 ) is taken from Lemma 5.7. Take a finite t 0 ≤ T and assume that u t = 0 if t ≤ t 0 . Then for I t 0 := I (t 0 ,T ′ ) , where 19) where and below in the proof by N we denote generic constants depending only on d, δ, and p and by N * constants depending only on the same objects, γ, ρ 1 , and K.
Proof. Take x 0 ∈ R d and use the notation introduced before Lemma 5.8. By this lemma with T ′ in place of T we have
One knows that for each t ≥ t 0 , the mapping x 0 → x t 0 ,x 0 ,t is a diffeomorphism with Jacobian determinant given by
By the way the constant κ 1 is introduced, we have Furthermore, since u t = 0 if t ≤ t 0 and T ′ ≤ t 0 +κ −1 1 , in evaluating the norms in (5.20) we need not integrate with respect to t such that κ 1 (t − t 0 ) ≥ 1 or κ 1 (t − t 0 ) ≤ 0, so that for all t really involved we have Similarly, one proves our assertion about the remaining functions in (6.2). The lemma is proved.
Proof of Theorem 3.3. Owing to Theorem 3.1 implying that the solution on (−∞, T ] ∩ R is unique, without loss of generality we may assume that T = ∞. Define b mt , b mt , and c mt as in Lemma 6.2 and consider equation (2.1) with b mt , b mt , and c mt in place of b t , b t , and c t , respectively. Obviously, b mt , b mt , and c mt satisfy Assumption 3.2 with the same γ and K as b t , b t , and c t do. By Theorem 3.1 and the method of continuity for λ ≥ λ 0 (d, δ, p, ρ 0 , ρ 1 , K) there exists a unique solution u m of the modified equation on R.
