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Resumen 
 
Se presenta un sistema automático de captación de datos de equipos remotos 
para diversas aplicaciones audiovisuales y multimedia, que da solución a las 
necesidades demandadas por el “Consell Comarcal de Menorca”. 
Principalmente, la necesidad de un Web-Service que nutra a su página web 
www.menorca.es de fotografías y datos meteorológicos actuales. 
 
Hay que tener en cuenta que el cliente final es la administración pública y uno 
de los requisitos que nos hará optar y decidir entre diferentes soluciones, es el 
plano económico. El sistema completo tiene que ser lo más ajustado 
económicamente a las necesidades y que su mantenimiento no constituya un 
gasto importante. 
 
El sistema se divide en dos partes funcionales: Por un lado, la captación de 
datos de los equipos remotos. Se requiere la captación de imágenes, con la 
posibilidad de diferentes resoluciones, y variedad de datos meteorológicos. 
Todo ello remotamente, a través de tecnología 3G y/o WiMAX. 
Por otro lado, la administración y gestión de dichos datos  para poderlos 
entregar al cliente cuando los demande. Para ello se implementa una 
aplicación, principalmente en PHP y MySQL con GUI (interfaz gráfica de 
usuario), que es el eje neuronal del sistema. Un webservice denominado 
ADCAM.  
 
El webservice se ha pensado de forma escalable, para que más clientes 
puedan utilizarlo. Además, es independiente al sistema que capta los datos, 
por lo tanto permite la interoperabilidad entre diferentes plataformas. En 
consecuencia, se pueden proveer diferentes servicios integrados dependiendo 
del techo económico u otras variables impuestas por un cliente. Se puede 
acceder desde internet y su tecnología basada en la web2.0 hace que cada 
usuario/cliente obtenga sus contenidos de forma simple, privada y rápida. 
 
Para finalizar, este proyecto plasma todo el proceso de  implementación del 
sistema. Desde los requerimientos principales, hasta las mejoras del sistema 
final, obviando la implementación de la aplicación ADCAM. 
  
 
 
Title: Desarrollo y evolución de una sistema automático para la transmisión de 
imágenes y datos desde equipos remotos (fijos o móviles) para aplicaciones 
audiovisuales y multimedia. 
 
Author:  Joan Clemente Laurenciano 
Director: Jesús Alcober Segura 
Supervisor: Juan Manuel Aliaga (Adtel Telecomunicaciones S.L.) 
Date:  September, 28th 2011 
 
 
 
Overview 
 
We present an automatic data capture system from remote equipment for 
various applications audiovisuals and multimedia, that solves the needs of the 
“Consell Comarcal de Menorca”. Mainly, they need a web server that delivers 
present photos and meteorological data to the web page www.menorca.com. 
 
Considering that the final costumer is public administration, and one of the 
inputs that we have to consider before we choose the final solution is the 
economic plane. The complete system has a very tight budget for your needs 
and the maintenance does not have to be an important expense. 
 
The system is divided into two functional parts: On one hand, the capture of 
data to remote equipments. It requires the capture of images, with the 
possibility of different resolutions and a variety of meteorological data remotely, 
with 3G o Wimax technology . 
By the other hand, the administration and management of these data, in order 
to give it to the client when he asks for them. In order to do that, an application 
is implemented, fundamentally in PHP and MySQL with GUI (graphical User 
interface), that is the core of the system (a webservice named ADCAM). 
 
The web service is designed in a scalable way, so more customers can use it. 
In addition, the web service is independent of the data capture system, 
therefore enables interoperability between different platforms. Consequently, 
the various integrated services can be provided depending the economic limit 
and others variables imposed by the client. The webservice is accessible from 
the Internet. It is based on Web2.0 technology, therefore the client gets the 
contents in a simple, private and fast form. 
 
Finally, this project describes the development of the system.From the main 
requirements to final system improvements, without to explain the construction 
ADCAM application. 
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Introducción  1 
INTRODUCCIÓN 
 
El marco de este proyecto está situado dentro la tendencia actual de separar 
servicios, para poder dar soluciones concretas a problemas concretos en 
sistemas integrados tan grandes como se requiera y lo más importante, 
individualizado para cada individuo. 
 
El hecho de que un mismo proveedor, o sistema implemente todas las 
funcionalidades y una orientación clásica de web1.0, tiene como consecuencia 
sistemas estáticos de baja interacción, no utilización de estándares globales y 
libres, evolución poco eficiente de sistemas y la no actualización de contenidos 
en tiempo real. 
 
Hoy en día, con la entrada de nuevas tecnologías englobadas en el término 
web2.0, solucionamos los inconvenientes anteriores. Damos protagonismo a 
los usuarios, ya que son ellos los que gestionan el contenido; acuñado con el 
término “inteligencia colectiva”. 
 
Este proyecto se inició para dar una solución, viable y de bajo coste, al 
“Consell Insular de Menorca” a través de la empresa Adtel S.L. Consiste en 
capturar datos de equipos remotos (webcams y estaciones meteorológicas) y 
gestionarlos en una plataforma webservice: darles un formato concreto y 
guardarlos en una base de datos para poderlos obtener en cualquier momento 
para ser utilizados en otro sistema, como en páginas web. Las principales 
características del sistema son: 
 
- Bajo coste de implementación y de mantenimiento. 
- Escalabilidad. 
- Multi-usuario. 
- Transacción de datos a través de http sobre TCP. 
- Interoperabilidad en diferentes sistemas de captación de datos. 
- Autogestión del contenido por parte del cliente. 
 
En el capítulo 1, se trata a fondo los requisitos, objetivos y funcionalidades. 
 
En el capítulo 2, se analizan las herramientas utilizadas (MySQL, PHP, 
Apache2, GNU/LINUX,etc) y el porqué de la elección de entornos OpenSource. 
 
Apuntar que este proyecto también implementa un ejemplo de equipos de 
captura de datos, así explicado en el capítulo 3.  
 
El capítulo 4, el más denso, trata la temática relacionada con el webservice. Da 
una solución global, aunque haciendo hincapié  en cómo se tratan los flujos de 
datos externos y los scripts implementados para obtenerlos. Dejando de lado, 
los aspectos relacionados con la presentación gráfica hacia el cliente (scripts, 
hojas de estilo, etc) y el código interno del aplicativo ADCAM. 
 
Por último, el capítulo 5, las conclusiones obtenidas del proyecto. Además de 
un estudio de ambientalización y posibles mejoras. 
2  Sistema automático de transmisión de datos desde equipos remotos para aplicaciones audiovisuales 
CAPÍTULO 1. VISIÓN GENERAL 
 
1.1. Entorno y origen. 
 
Con la implementación de este proyecto se ofrece el servicio que se demanda 
por parte del cliente final, el Consell Insular de Menorca (C.I.M.). Todo 
empieza con la idea de un nuevo servicio en la web www.menorca.es, la de 
servir imágenes y datos meteorológicos en directo de cada emplazamiento. Así 
pues, se realiza un concurso, el cual resulta ganador la empresa Adtel 
Sistemas de Telecomunicación S.L. En consecuencia a partir de Setiembre de 
2010 se empieza con la planificación del sistema completo.   
 
La gestión y administración de la web de Menorca, corre a cuenta de otro 
proveedor. El cual, únicamente requiere tener acceso a la plataforma 
(webservice) y recoger los datos actuales guardados de cada emplazamiento. 
 
Por lo tanto, las funciones de la plataforma son las siguientes: 
 
- Recoger las imágenes y datos de los equipos remotos. 
- Guardarlos en una base de datos. 
- Poder gestionar y administrar los datos guardados. 
- Servir los datos cuando un cliente lo solicite. 
 
En la figura 1.1 se presenta el escenario en el que se muestra cómo interactúa 
el sistema completo. 
 
 
 
Fig.1.1 Esquema funcional del sistema completo. 
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En consecuencia se requiere un servidor que implemente las funciones 
demandadas. Para la implementación del sistema servidor (webservice), se 
utilizaran tecnologías y arquitecturas relacionadas con el término web2.0. 
Obteniendo sistemas dinámicos, donde cada cliente podrá gestionar y 
administrar sus contenidos. De ahora en adelante, dicha plataforma la 
bautizamos con el acrónimo ADCAM. 
 
Es muy importante no olvidar que el cliente es la administración pública. 
Asumiendo recortes presupuestarios en las arcas públicas, el coste final ha de 
ser lo más ajustado posible.  
 
Otro punto importante, es que la plataforma ADCAM es propietaria de Adtel. 
Aunque su inicio se implementa para un solo cliente, ha de poder gestionar 
contenidos de múltiples usuarios/clientes. 
 
 
1.2. Requisitos y Objetivos. 
 
Los requisitos definidos y que se han de cumplir, son los siguientes: 
 
Estación remota de captación de datos: 
 
- Transmisión de información a través de medio radio: posibles 
tecnologías 2G/3G/WiMax. 
- Cámaras con tecnología PTZ y con diferentes resoluciones. 
- Estación meteorológica ha de capturar, al menos, los parámetros: lluvia, 
temperatura, humedad, presión, orientación y velocidad viento. 
- Transmisión entre sensores y módulo principal estación meteorológica, 
sin hilos. 
- Batería de la estación meteorológica recargable con placa solar. 
 
WebService: 
 
- Creación de una aplicación gráfica de gestión/administración de los 
contenidos, estaciones, programaciones de las capturas, usuarios y 
estado de las estaciones. 
- Captura automática tanto de las imágenes como de los datos 
meteorológicos por parte del servidor. 
- Posibilidad de captura de diferentes posiciones en una misma cámara. 
- Registro de logs, de las operaciones que se realizan en el WebService. 
- Entregar los contenidos al cliente, tras una petición con el método GET 
(transacción de datos a través de http sobre TCP). 
- Aplicativo Multiusuario, un servidor para muchos clientes 
 
Los objetivos planteados para la implementación del sistema son: 
 
- Sistema escalable, ya que en un futuro habrá más usuarios y por tanto 
más estaciones remotas que repercute en el aumento de contenido. 
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- Minimizar al máximo posibles costes de mantenimiento: sistemas 
redundantes, arrancada en frio de SAI’s, gestión remota de los 
dispositivos remotos, etc. 
- Interoperabilidad entre el WebService y diferentes sistemas de captación 
de datos. Las estaciones remotas pueden ser propiedad del cliente o de 
Adtel. 
 
 
1.3. Posibles arquitecturas. 
 
Antes de todo, Adtel será la propietaria de la máquina, por lo tanto su 
implementación se hace desde cero. En el mercado, hay diferentes opciones 
para montar una plataforma web. Para ello, hay que escoger un sistema 
operativo, un servidor web y los lenguajes de programación más acordes a la 
aplicación. La elección de estos puntos dependen uno del otro, por ejemplo, 
hay servidores web que únicamente leen algunos lenguajes de programación 
en concreto, plataformas más seguras que otras, etc. 
 
 
1.3.1. Sistema Operativo 
 
Existen básicamente dos grandes grupos bien diferenciados, los servidores 
basados en Windows  y los basados en Unix (Linux, Solaris, etc.). La elección 
de la mejor  opción como plataforma de alojamiento dependerá de las 
necesidades específicas y de las funciones que se deseen incorporar. Si las 
aplicaciones se desarrollan en ASP  y .NET únicamente será posible 
implementar un servidor Windows, ya que en Linux no habrá compatibilidad.  
 
Por otro lado, si un desarrollador necesita acceso de administrador al servidor 
web y requiere ejecutar comandos de Shell, la mejor opción sería un entorno 
Unix/Linux. 
 
A nivel mundial, los resultados se decantan claramente hacia una plataforma. 
Como se puede ver en la figura 1.2 un 36% de los servidores en todo el mundo 
utilizan un S.O. basado en Windows, mientras el resto, un 64% se basan en 
arquitectura Unix, sobresaliendo muy claramente la solución basada en Linux. 
 
La siguiente pregunta a plantear es: Porque Linux es la opción más preferible 
en los servidores? 
 
De entrada, un servidor web Linux es mucho más económico de operar y 
mantener y funciona sobre plataforma de código abierto. Por lo tanto, la 
mayoría de las licencias son gratuitas bajo la licencia GNU/GPL. Al ser una 
plataforma de código abierto, se puede modificar el código fuente, que es 
literalmente imposible en Windows. Este hecho, hace que por un lado exista 
una enorme comunidad de desarrolladores y programadores, los cuales 
siempre se prestan a dar soporte a los problemas que puedan surgir a través 
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de foros, chats, etc. Por otro lado, se obtienen actualizaciones y aplicaciones 
en un tiempo mucho menor que en entornos Windows. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.2 Cuota de mercado de S.O. en servidores. 
 
 
Los entornos Linux son más robustos, flexibles y seguros que un entorno 
Windows. Windows es conocido por tener varios problemas de seguridad y 
multitud de virus. En cambio, en Linux el software malicioso lo tiene 
prácticamente imposible gracias a las actualizaciones regulares y sencillas. 
 
Además, Linux proporciona una estabilidad y rendimiento superior que 
Windows, ya que necesita menos recursos para su funcionamiento. 
 
Otro dato irrefutable es que casi el 70% de los servidores web son Apache, 
como se puede observar en la figura 1.3. Apache es un sistema de código 
abierto creado por la comunidad Linux. Aunque también se puede implementar 
en un servidor Windows, es en Linux donde se obtiene el máximo rendimiento. 
En contra, el servidor web de Windows, el IIS, sólo está presente en el 19% de 
los servidores web mundiales. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.3 Cuota de mercado de Servidores Web. 
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Para concluir la elección del sistema operativo, en la tabla 1.1 se presenta una 
comparativa resumen entre Windows y Linux. 
 
 
Tabla 1.1 Comparativa sistema Windows frente Linux. 
 
 
 
La elección final se decanta claramente hacia un S.O. Linux. De entre todas las 
distribuciones se escoge Linux Debian 5.0.6 i686, ya que es una de las más 
comunes, como se ve en la figura 1.4. Aparte, hay mucho soporte en internet y 
experiencias pasadas con este S.O. han sido muy satisfactorias. 
 
 
 
 
 
 
 
 
 
 
Fig. 1.4 Cuota mercado diferentes distribuciones Linux. 
Aspecto GNU/Linux Windows 
Filosofía Sistema libre, cualquiera lo puede usar, modificar y distribuir. 
Pertenece a Microsoft, única 
compañía que lo puede 
modificar. 
Precio Gratuito Cientos de euros licencia. 
Desarrollo 
Miles de voluntarios en todo el 
mundo, cualquiera puede 
participar. 
Lo desarrolla Microsoft, que 
vende algunos datos técnicos 
relevantes y oculta otros. 
Código fuente Abierto a todos. Secreto empresarial. 
Estabilidad 
Muy estable, difícil que se quede 
colgado, pueden funcionar 
durante meses sin parar. 
Poco estable, común reiniciar 
sistema en no más de un par 
de semanas. 
Seguridad 
Extremadamente seguro, varios 
sistemas de protección. No 
existen virus. 
Muy poco seguro, existen 
miles de virus que atacan 
sistemas Windows. 
Difusión 
Poco extendido en hogares y 
oficinas, pero mucho en 
servidores. 
Copa todo el mercado, salvo 
en los servidores. 
Disponibilidad de 
programas 
Para casi todas las facetas, pero 
no hay tanto como en Windows. 
Miles de programas de todo 
tipo que se instalan con 
facilidad. 
Precio de los 
programas La mayor parte son libres. La mayor parte son de pago. 
Comunicación 
otros sistemas 
operativos 
Lee y escribe en sistemas de 
archivos de Windows, 
Macintosh, etc. Por red, se 
comunica con cualquier otro 
sistema. 
Sólo lee y escribe sus propios 
sistemas de archivos, y 
presenta incompatibilidades 
entre algunas de sus 
versiones. 
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1.3.2. Servidor Web 
 
Se puede definir un servidor web (servidor HTTP ) como un programa que 
procesa cualquier aplicación del lado del servidor realizando conexiones 
bidireccionales y/o unidireccionales y síncronas o asíncronas con el cliente 
generando o cediendo una respuesta en cualquier lenguaje o aplicación del 
lado del cliente. El código recibido por el cliente suele ser compilado y 
ejecutado por un navegador web. Para la transmisión de todos estos datos 
suele utilizarse algún protocolo. Generalmente se utiliza el protocolo HTTP para 
estas comunicaciones, perteneciente a la capa de aplicación del modelo OSI. 
 
Así pues, el servidor web se ejecuta en un ordenador manteniéndose a la 
espera de peticiones por parte de un cliente (navegador web) y responde a 
estas peticiones adecuadamente mediante páginas web, código HTML y otros 
lenguajes del lado del cliente, que se exhibirán en el navegador. 
 
Además de la transferencia de código HTML, los servidores web pueden 
entregar aplicaciones web. Éstas son porciones de código que se ejecutan 
cuando se realizan ciertas peticiones o respuestas HTTP. Hay que distinguir 
entre: 
 
- Aplicaciones del lado del cliente: El servidor proporciona el código de las 
aplicaciones al cliente  y éste, mediante el navegador, las ejecuta. Un 
ejemplo serían aplicaciones tipo Java “applets” o Javascript. 
 
- Aplicaciones del lado del servidor: El servidor web ejecuta la aplicación, 
ésta, una vez ejecutada, genera cierto código HTML. El servidor toma 
este código recién creado y lo envía al cliente por medio del protocolo 
HTTP. El 75 % de las aplicaciones del lado servidor están escritas en 
PHP. 
 
Como se puede ver en la figura 1.3, el mercado está dividido (simplificando un 
poco), entre IIS de Microsoft y Apache, un proyecto libre de la Fundación 
Apache, gratuito y de código abierto. 
 
IIS va por la versión 7.5 y sólo funciona bajo servidores con S.O. Windows. Por 
lo tanto debe ser usado bajo licencia, pagar por él. Con esto ofrecen un servicio 
técnico y cierto tipo de garantías. Los lenguajes que soporta son los 
desarrollador por Microsoft y algún estándar: ASP, ASP.net, vbscript, ajax, 
msSql, mysql, xml y con grandes dificultades PHP y Perl. 
 
Apache va por la versión 2.2.19 y es multiplataforma (Unix, Windows, 
Macintosh, etc.). Es un servidor web de código abierto y gratuito. Su expansión 
en el mundo de los servidores es envidiable, el 68,7% de los servidores web 
son Apache. En consecuencia, hay mucha documentación en internet y es muy 
fácil  conseguir soporte. 
 
Apache es el claro ganador ante todas las otras alternativas pues ha 
demostrado con creces desde su nacimiento,  por el año 1995, su estabilidad, 
solidez y rendimiento superiores a cualquier otro. 
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La elección final es claramente Apache, ya que es gratuito, está consolidado 
como el mejor servidor web y funciona a la perfección en entornos Linux. 
 
 
1.3.3. APACHE/PHP/MySQL 
 
Llegados a este punto, queda por elegir que lenguajes de programación del 
lado servidor se utilizarán para crear la aplicación. Hasta el momento, tenemos 
un sistema compuesto por un sistema operativo (Linux) y un servidor web 
(Apache) libres y de código abierto. Esta configuración básica es la más 
utilizada por los desarrolladores en los servidores del mundo. 
 
Así pues, queda escoger que herramientas/lenguajes se utilizará para 
programar la aplicación y los scripts, que serán el corazón del proyecto. 
 
Como se ha visto en el punto anterior Apache es el elegido como servidor web 
para atender las peticiones de los clientes. Así pues, que se necesita para la 
creación de la aplicación? 
 
La respuesta de esta pregunta es bien fácil, una base de datos y un lenguaje 
de programación del lado del servidor para generar código dinámico. 
Pensemos que cada cliente solicitará información diferente de sus estaciones, 
por lo tanto hay que tenerlo todo guardado en una base de datos. 
 
El lenguaje escogido es PHP, versión 5, ya que es el dominante en el mercado, 
el 76,6% de las aplicaciones del lado servidor se escriben con este lenguaje, 
como se puede ver en la figura 1.5. Su licencia es libre, por lo que el gasto de 
adquirirlo es cero. Además, su parecido con los lenguajes más comunes de 
programación estructurada como C y Perl, permite crear aplicaciones 
complejas con una curva de aprendizaje muy corta. 
 
 
  
Fig. 1.5  Cuota mercado lenguajes lado servidor. 
 
 
La base de datos a utilizar es MySQL, igual que con PHP, es la base de datos 
dominante del mercado con más de 6 millones de instalaciones. Es de licencia 
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libre, por lo tanto de coste cero. Su popularidad como aplicación web está muy 
ligada a PHP. Además, existe gran variedad de API’s (Appliction Programming 
Interface) que permite a aplicaciones escritas en diversos lenguajes de 
programación acceder a bases de datos MySQL. 
 
Así pues el núcleo del WebService está formado por la combinación de Linux,  
Apache, PHP y MySQL. Al ser una combinación tan usual, se ha desarrollado 
un paquete que integra las 3 últimas herramientas, denominado LAMP. Se ha 
hecho para facilitar la instalación y configuración de cada subsistema. 
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CAPÍTULO 2. LENGUAGES Y SISTEMAS UTILIZADOS  
 
En el anterior capítulo, se han visto las diferentes opciones que hay en cada 
subsistema del WebService. En éste, se explica más a fondo la función de 
cada programa escogido, como su versión, librerías importantes, etc. 
 
Por otro lado, se explica cómo se hará el direccionamiento tanto del webservice  
como de las estaciones remotas.  
 
 
2.1. Webservices: Introducción al software libre. 
 
Los programas que se implementan para este sistema tiene un denominador 
común: Software libre. Es la denominación del software que respeta la libertad 
de los usuarios sobre su producto de adquirirlo y, por tanto, puede ser usado, 
copiado, estudiado, modificado y redistribuido libremente. Suele estar 
disponible gratuitamente; sin embargo no es obligatorio. La licencia más común 
para el software libre es la GNU/GPL. 
 
Las ventajas de este tipo de software son: 
 
- Bajo coste de adquisición: gran ahorro en la adquisición de licencias. 
- Innovación tecnológica: cada usuario aporta sus conocimientos y su 
experiencia y así decidir de manera conjunta la evolución del software. 
- Independencia del proveedor: al disponer del código fuente, cada 
usuario puede seguir contribuyendo al desarrollo del software. 
- Escrutinio público: corrección de errores y mejora del producto se lleven 
a cabo de manera más rápida y eficaz. 
- Adaptación del software: personalizar el software a un trabajo específico. 
 
 
2.1.1. Apache2 
 
Apache es el servidor web HTTP más utilizado a nivel mundial.  Su desarrollo 
comenzó en 1995 y se basó inicialmente en el código del popular NCSA 
HTTPd 1.3, pero más tarde fue reescrito por completo. 
 
Entre sus características, destacan: 
 
- Multiplataforma 
- Servidor web conforme al protocolo HTTP 
- Modular, puede ser adaptado a diferentes entornos y necesidades. 
- Extensible, gracias a los módulos. 
- Incentiva la realimentación de los usuarios. 
- Código abierto. 
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El módulo más importante para la implementación del WebService es el 
mod_php ya que prácticamente la aplicación se escribe en dicho código. 
 
La versión escogida es la Apache2 v.2.2.9 (debían). Es una versión definitiva y 
estable, típica en las instalaciones de Apache2. Hoy en día existe la v.2.3, pero 
está en su versión Beta. 
 
La configuración de Apache2 se hace en el fichero httpd.conf o apache2.conf. 
Como utilizamos una distribución de Linux Debian, el fichero de configuración 
por defecto es apache2.conf. De inicio no se cambiará ningún parámetro, 
porque tenemos pocas peticiones. Aún así, hay que tener en cuenta que si 
aumentan las peticiones se tendrá que adaptar el servidor a las nuevas 
necesidades, a una configuración de alta disponibilidad. En el anexo B, se 
pueden ver los principales parámetros que se configuran y una serie de 
consejos para mejorar su rendimiento. 
 
2.1.2. Mysql 
 
Es una sistema de gestión de bases de datos relacional, multihilo y multiusuario 
con más de seis millones de instalaciones. Por un lado se ofrece bajo licencia 
GNU/GPL pero por otro, si una empresa quiere incorporarlo a un producto 
privativo debe comprar una licencia específica que les permita este uso. 
 
Este sistema de gestión de bases de datos, creado en el año 1995 por la 
empresa Sueca MySQL AB, tiene como objetivo cumplir el estándar SQL, pero 
sin sacrificar velocidad, fiabilidad o usabilidad. 
 
Existen gran variedad de API’s que permiten, a aplicaciones escritas en 
diversos lenguajes de programación acceder a bases de datos MySQL, 
incluyendo C, C++, Pascal, Delphi, Java, Perl, PHP, Python, Ruby, etc. 
Además existe una interfaz ODBC y también se puede acceder desde el 
sistema SAP. 
 
Su utilización mayoritaria es en aplicaciones web y en plataformas LAMP 
(Linux-Apache-MySQL-PHP). Su gran popularidad como aplicación web está 
muy ligada a PHP. 
 
Para la implementación del WebService utilizaremos la versión MySQL 5.1.43 
del año 2010, siendo una de las más estables. 
 
Se utilizará el motor transaccional InnoDB en vez, de MyISAM. InnoDB  tiene 
soporte de transacciones, bloqueo de registros, permite características ACID 
garantizando la integridad de las tablas. Además es más eficiente en 
operaciones de INSERT y UPDATE. 
 
El archivo de configuración de MySQL es my.cnf, el cual, no se cambiará 
ningún parámetro.  
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Adicionalmente instalaremos phpMyAdmin, con licencia GPL. Es una 
herramienta escritas en PHP  para manejar la administración de MySQL a 
través de página web.  
 
Para activar esta herramienta hay que añadir un include en el archivo de 
configuración de apache2: 
 
Include /etc/phpmyadmin/apache.conf 
 
 
2.1.3. HTML, PHP y librerías extras. 
 
HTML (HyperText Markup Language), es el lenguaje de marcado predominante 
para la elaboración de páginas web. Es usado para describir la estructura y el 
contenido en forma de texto, así como algunos objetos. Puede incluir scripts 
que afectan el comportamiento de los navegadores web. 
 
PHP (PHP Hypertext Pre-processor) es un lenguaje de programación 
interpretado, diseñado originalmente para la creación de páginas web 
dinámicas con acceso a información almacenada en una base de datos, 
creación de contenido para documentos HTML; aunque también permite crear 
aplicaciones. Se ejecuta en el lado del servidor, invisible al cliente, y es un 
lenguaje libre desde su creación en el año 1994. Puede ser desplegado en la 
mayoría de los servidores web y en casi todos los sistemas operativos y 
plataformas sin coste alguno. Como se ve en la figura 1.5 es el lenguaje 
dominante del lado servidor con el 76,6% de la cuota de mercado. Además, es 
el módulo Apache más popular entre los servidores que utilizan dicho servidor 
web. 
 
La versión de PHP que se utilizará es la v.5.2.6-1, del año 2009. El archivo de 
configuración de php es el típico php.ini, el cual no se harán cambios. Una de 
las ventajas de PHP es la inclusión de módulos según las necesidades de cada 
aplicación. Para la implementación del ADCAM, añadiremos unas librerías 
extras a través de los siguientes módulos: 
 
- Librería php5-curl: automatizar transferencias de archivos o secuencias 
con sintaxis URL. Soporta, entre otros, FTP, FTPS, HTTP, HTTPS, 
TFTP, SCP, SFTP, Telnet. 
- Librería libxml: funciones DOM para operar sobre documentos XML. 
- Librería php5-gd: procesamiento de imágenes. 
- Librería php5-mysql: poder utilizar MySQL desde PHP. 
- Librería php5-mcrypt: colección de funciones criptográficas, algoritmos 
de bloque. 
 
Estas librerías se han de habilitar en el archivo de configuración php.ini, por 
ejemplo: 
 
extension=curl.so 
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2.1.4. Otros  lenguajes utilizados. 
 
Además se utilizan otros lenguajes y técnicas de programación para completar 
el funcionamiento del ADCAM. Entre ellos: 
 
- JavaScript: lenguaje interpretado por el navegador del usuario, añade 
efectos vistosos y permite un cierto dinamismo a la aplicación, como la 
creación de eventos con botones. 
- CSS: Hojas de estilo en cascada, definen la presentación de un 
documento estructurado escrito en HTML o XML. Permite definir 
diferentes aspectos de todos los elementos que componen una página 
web. Se utilizará para definir el aspecto visual de la aplicación ADCAM. 
 
 
2.2. Direccionamiento. 
 
Para acceder al WebService como a las estaciones remotas, se necesitan 
direcciones IP públicas. Dichas IP’s, se asociarán a un nombre de dominio a 
través de servidores DNS. 
 
Como se verá a continuación, la solución escogida diferirá para cada caso. 
 
2.2.1. Webservice. 
 
El Webservice es el servidor donde corre la aplicación de captación de datos y 
gestión de contenidos. Por lo tanto habrán múltiples conexiones, tanto de salida 
para solicitar los contenidos de las estaciones remotas, como de entrada, para 
gestionar y administrar la información capturada. 
 
Así pues, habrán puntas de tráfico y es preciso que la conexión sea lo más 
estable posible. Además, es preciso poder acceder a dicho servidor a través de 
SSL certificado y también es necesario obtener estadísticas de conexiones. 
 
Por lo tanto, se le asignará una IP pública estática. Dicha IP, se contrata a la 
misma ISP de la línea de conexión con un coste mensual de 14 €. En nuestro 
caso, una línea SHDSL simétrica de 4 MB  de Jazztel. 
 
Por otro lado, la IP estática se asociará a un nombre de dominio para facilitar 
su acceso. Esto se hace a través de un servidor DNS. En nuestro caso, se crea 
un subdominio del dominio adtel.cat, alojado en un hosting externo a la 
empresa (strato), que es cameres.adtel.cat y en la tabla DNS se apunta dicho 
subdominio a la IP estática. Aparte, se apunta al puerto 81 la aplicación del 
webservice. 
 
En la figura 2.1 se presenta el esquema de direccionamiento del  WebService. 
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Fig.2.1 Esquema direccionamiento servidor ADCAM. 
 
 
2.2.2. Estaciones remotas,  Dynamic DNS. 
 
Las estaciones remotas están colocadas en diferentes puntos turísticos de 
Menorca. Dichas estaciones únicamente tienen una conexión eléctrica. Por lo 
tanto, cada estación se le dispondrá de una conexión 3G de la compañía 
Movistar ya que da cobertura a toda la isla. 
 
Inicialmente, se requiere instalar 11 estaciones. Por lo tanto, se necesitan 11 
routers que soporten tecnología 3G con sus respectivas tarjetas telefónicas. A 
nivel de enrutamiento, cada estación dispondrá de una IP pública, de igual 
manera que el convencional ADSL. Así pues, podemos contratar una IP pública 
estática. Esto dará más estabilidad a la conexión y tiempos menores de 
conexión. 
 
En contra, está el elevado precio mensual que se tendría que pagar por la 
contratación de 11 IP’s, a 14 €/IP es un total de 154€/mensual. Por lo tanto se 
declina esta solución. 
 
Al estar forzados a utilizar IP’s públicas dinámicas, es necesario encontrar un 
sistema que fije un nombre para cada estación, independientemente de la IP. 
Para ello, se utilizará el servicio DNS dinámico que viene implementado en la 
mayoría de los routers. 
 
Este servicio permite la asignación de un nombre de dominio a un equipo con 
dirección IP dinámica. Así pues, utilizaremos como servidor DNS el dyndns.org. 
El funcionamiento es bien sencillo. El router 3G una vez se le asigna una IP, 
envía dicha información conjuntamente con el nombre del dominio al servidor 
dyndns.org, mediante la cuenta definida. A partir de este momento, el nombre 
del dominio queda asociado a la IP y ya es localizable en internet. En el anexo 
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A se puede observar la tabla DNS del dyndns. En el anexo C.1. la 
configuración del router 3G para activar el servicio DNS dinámico. 
 
En contrapartida, esta solución aumenta el tiempo de respuesta, ya que los 
paquetes de datos TCP/IP han de hacer mas saltos. Importante resaltar, que se 
depende del correcto funcionamiento de la plataforma de dyndns.org, ya que si 
cae, no relaciona correctamente el dominio con la IP actual o no actualiza 
suficientemente rápido sus tablas, la estación remota estará totalmente 
incomunicada.  
 
La petición de contenidos a las estaciones remotas la hace la propia plataforma 
webservice (ADCAM), en vez de un usuario, como en el punto anterior. Pero el 
funcionamiento es el mismo en ambos casos. En la figura 2.2, se puede 
observar el esquema de direccionamiento de las estaciones remotas. 
 
 
ethernet
ethernet
SAI
WebService: 
ADCAM
DynDNS
Router 
Adtel
Router 
3G
IP pública estática: 
87.235.212.250
Cam: 
192.168.0.90
MeteoHUb: 
192.168.0.70 http://
cam#menorca.dyndns.org
IP pública 
dinámica
192.168.0.254
254.254.254.0
Estación 
remota
 
 
Fig.2.2 Esquema direccionamiento estaciones remotas. 
 
 
Para acceder a la cámara o al meteohub desde el exterior; por ejemplo en la 
petición de contenido del ADCAM, únicamente se tienen que definir los puertos 
tanto de entrada como salida en el router 3G, en la tabla 2.1 hay un ejemplo. 
Para todas las estaciones son los mismos: 
 
 
Tabla 2.1 Configuración puertos en el router 3G. 
 
Aplicación Protocolo Puerto 
externo 
Puerto 
interno IP interna Dirección externa 
cámara TCP/UDP 80 80 192.168.0.90 http://cam#menorca.dyndns.org:80 
meteohub TCP/UDP 8008 8008 192.168.0.70 http://cam#menorca.dyndns.org:8008 
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CAPÍTULO 3. CAPTACIÓN REMOTA DE DATOS 
 
3.1. Elementos estación remota. 
 
Uno de los objetivos del proyecto es que se puedan utilizar diferentes cámaras 
y estaciones meteorológicas de marcas distintas, ya que posiblemente haya 
clientes que ya tengan instalados estos equipos. 
 
Aun así, se pretende dar una visión de los equipos que tienen que componer 
una estación remota y las características que han de tener para que se pueda 
realizar las capturas. 
 
Básicamente, la estación remota ha de contener todos los elementos en una 
caja de protección de plástico sellada. La instalación de estos equipos se hace 
en el exterior, por lo tanto ha de resistir condiciones climatológicas adversas: 
lluvia, rachas de viento, etc. 
 
 
3.1.1. Router 3G/UMTS 
 
Como se ha comentado en apartados anteriores, las estaciones remotas no 
tienen acceso ADSL o cualquier otro medio cableado. Por lo tanto se opta por 
una conexión 3G y en consecuencia el router ha de implementar esta 
tecnología.  
 
Además, se necesitan un mínimo de 2 salidas Ethernet para conectar la 
cámara y la estación meteorológica. 
 
Funciones que tiene que implementar el router son: 
 
- Keep Alive: Función que envía unos pocos paquetes de información al 
operador. Su funcionalidad es hacer saber al operador que estamos 
conectados y no nos deniegue el canal por no cursar tráfico. Hay 
operadores que limitan el tiempo de reserva de un canal cuando no se 
transmite nada, pasado ese tiempo liberan los recursos que se le han  
asignado. Se ajustará a 3 segundos. 
- NAT: mecanismo para intercambiar paquetes entre dos redes que se 
asignan mutuamente direcciones incompatibles. Se tendrá activado. 
- MTU: tamaño máximo en bytes de la unidad de datos que puede 
enviarse usando un protocolo de internet. Se configura a un tamaño de 
1424 bytes por recomendación del proveedor de 3G. 
- Mail/SMS alert: activamos esta función para que reporte avisos en el 
momento que cambia de IP, o cuando levanta tras una caída. 
- Firewall: Posibilidad de bloquear  o filtrar accesos indeseados. 
- QoS: Tecnologías que garantizan un cierto throughput. 
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- Port Mapping: Redireccionar datos a máquinas internas a través de los 
puertos. En la tabla 2.1 se puede ver un ejemplo. 
- Dynamic DNS: Imprescindible, ya que se trabaja con ip dinámica. 
Utilizaremos el servicio dyndns.org, como se ha comentado en el 
apartado 2.2.2. 
- Remote acces: Activado, para poder acceder a la aplicación de 
configuración del router desde el exterior. 
 
Se escoge el router TW-EA530 3G del fabricante TeleWell por su calidad-
precio. En el anexo C.1, se puede obtener la configuración utilizada en el router 
como su aspecto. 
 
 
3.1.2. Equipo meteorológico. 
 
El equipo meteorológico está formado principalmente por dos partes. Por un 
lado, los sensores captadores de datos y una unidad principal (tablet) que 
recoge los datos y los muestra. Por otro lado, un PocketPC con tarjeta ethernet. 
Este dispositivo, es un PC de dimensiones muy reducidas que lleva instalado 
un Linux Debian sin entorno gráfico. El modelo utilizado es el ALIX.3D3 que 
implementa 2 puertos USB, 1 RS-232, 1 puerto VGA y una tarjeta de memoria 
de 4GB con 256MB de RAM.  
 
Se instala un software de tratamientos de datos meteorológicos. Se denomina 
meteohub e implementa API’s para poder transmitir los datos meteorológicos a 
través de internet. Sin este dispositivo, no se podría acceder a los datos 
externamente. 
 
El meteohub es un software específico para el tratamiento de datos 
meteorológicos en plataformas NSLU2 o x86. Sus funciones son lectura, 
guardado y evaluación de los datos meteorológicos. Puede realiza múltiples 
gráficos definidos por el usuario, notificaciones por correo, transferencia 
automática de información y gráficos por HTTP o FTP como a redes 
específicas meteorológicas en internet (Awekas, wedaal, wetterpool, etc). 
Aparte, se puede acceder a él remotamente. 
 
Meteohub es compatible con una amplio abanico de fabricantes de estaciones 
meteorológicas (sensores y tablet). Por lo tanto solo se tiene que adquirir una 
estación compatible con el software Meteohub. En nuestro caso, se ha optado 
por una solución de bajo coste, la estación meteorológica PCE-FWS 20. 
Aunque no habría problemas por optar por marcas más contrastadas como 
Peet Bros, LaCrosse, Oregon o Texas Instruments siempre que implementen 
las siguientes características: 
 
- Máximo número de sensores:  lluvia, temperatura, humedad, presión, 
orientación y velocidad viento. 
- Transmisión entre sensores y tablet, sin hilos. 
- Batería de la estación meteorológica recargable con placa solar. 
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Para poder transmitir la información meteorológica, antes se ha de configurar el 
meteohub. Principalmente se configura los parámetros relacionados con la red 
para que sea visible por el router y los datos que queremos capturar. Así pues, 
a este equipo le asignamos la IP 192.168.0.70 y el puerto 8008. En el anexo 
C.2. aparece la configuración completa. 
 
 
3.1.3. Cámara. 
 
La cámara es el elemento principal de las estaciones remotas. En un principio, 
se requieren para capturar imágenes a un intervalo determinado. Las cuales se 
servirán a la web de www.menorca.es, solicitadas al Webservice. 
 
Las características principales que han de implementar, son: 
 
- Cámaras con tecnología PTZ y opción de pre ajustar posiciones. 
- Puerto Ethernet y protocolos TCP/IP. 
- Rango de resoluciones a poder escoger. 
- Administración remota y API’s por HTTP. 
- Carcasa para exteriores. 
- Rango de movimientos de 360º. 
 
Muy importante que sean PTZ, ya que en un mismo emplazamiento se 
capturan imágenes de diferentes posiciones. Por lo tanto han de poder 
moverse con total libertad. 
 
En el mercado hay gran variedad de marcas que cumplen estos requisitos. 
Nosotros, por la calidad-precio que ofrecen y un completo juego de API’s 
hemos escogido el fabricante Axis. El modelo utilizado es el 215 PTZ. Este 
modelo se caracteriza por: 
 
- Gran variedad de resoluciones, con una máxima de 704x576 (PAL). 
- Zoom total de 48x. 
- Auto-flip, 360º de giro del cabezal sin tope mecánico. 
- Seguridad de red: niveles de acceso multiusuario con protección por 
contraseña, filtrado IP y cifrado HTTPS. 
- 20 posiciones preajustadas. 
- Protocolos compatibles: IPv4/v6, HTTP, QoS, FTP, SMTP, Bonjour, 
DynDNS, NTP, RTSP, RTP, TCP, UDP, RTCP. ICMP, DHCP, etc. 
- Sólida API para la integración de software. 
 
La configuración de dicho equipo es parecida a la del meteohub. Por un lado, 
se configuran los parámetros relacionados con la red, para que sea visible por 
el router y desde el exterior. Para ello, le asignamos la IP 192.168.0.90 y el 
puerto 80. A continuación, se configuran los apartados relacionados con la 
captura de imágenes; como son las posiciones de captura, autofocus, 
compresión, usuarios, etc. En el anexo C.3 se detalla la configuración completa 
de la cámara. 
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3.1.4. SAI. 
 
El SAI es un dispositivo de alimentación ininterrumpida. Con él, se consigue 
que cortes de corta duración no afecten. Implementa unas baterías, las cuales 
cuando hay un corte de corriente, siguen alimentando a los demás equipos 
hasta que vuelve la corriente o hasta que se descarguen. 
 
El tiempo que tarda en descargarse dependerá de la capacidad del SAI y de la 
carga que esté conectada. Si el datasheet indica 15 minutos de soporte para 
una carga de 300W, si colocamos 150W tendremos 30 minutos de soporte. 
 
Al SAI se le conectan todos los equipos de la estación remota: router 3G, 
meteohub y cámara. La tablet se alimenta por el mismo cable USB que va 
conectado al meteohub. 
 
Las características principales del SAI son: 
 
- Potencia carga mínima 30 W (9,7 W router, 5 W meteohub y 14 W 
cámara, más un margen de seguridad). 
- Arrancada en frío. 
- Dimensiones lo más reducidas posibles. 
 
Imprescindible que tengan arrancada en frío, porque si no, necesitarán un 
reinicio manual siempre que se hayan descargado tras una caída de la red 
eléctrica. De esta manera, el propio SAI se activa una vez se restablece el 
suministro eléctrico. 
 
En el mercado existe gran variedad de fabricantes y equipos con 
características muy interesantes. Por ejemplo, SAI’s con tarjeta SNMP que 
reportan avisos del estado del SAI o que implementan un pequeño Linux, sin 
entorno gráfico para instalar programas o crear rutinas. Estas características 
extras dan un mayor control sobre la estación remota, por lo tanto ayudan a ser 
más eficientes cuando se presenten incidencias. 
 
Escogemos un SAI del fabricante Soyntek, el Sekury A600. Es un SAI de 
prestaciones mínimas, pero con un precio y dimensiones excelentes. Como 
características principales presenta 4 salidas protegidas, una capacidad de 
300W, autonomía de 22 min, puertos de comunicación USB y RS-232 para 
monitorizar el SAI y arranque en frio. 
 
 
3.2. API’s 
 
Una API es un conjunto de funciones y procedimientos u objetos que ofrece 
cierta biblioteca para ser utilizado por otro software como una capa de 
abstracción. Representa una interfaz de comunicación entre componentes de 
software. 
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Tanto la cámara como el meteohub implementan API’s. Se utilizaran para la 
obtención por parte del WebService de los contenidos. 
 
La cámara de Axis implementa una API abierta, propia de Axis nombrada 
VAPIX, para conseguir una integración con otros sistemas de forma eficiente, 
flexible y escalable. Esta API se basa en los métodos GET o POST en HTTP, 
para solicitar imágenes y controlar las funciones de la cámara. 
 
Así pues, para solicitar una imagen instantánea se necesita la siguiente 
llamada:  
 
http://<servername>/axis-cgi/jpg/image.cgi? 
 
Esta llamada puede estar acompañada de argumentos como: 
 
resolution=resolución de la imagen. 
compression=comprimir imagen, pero pierde calidad. 
 
Otra API es la de solicitar las posiciones que tiene guardada la cámara: 
 
http://<servername>/axis-cgi/com/ptz.cgi?query=presetposall, que devuelve un 
array con los nombres de cada posición. 
 
Po último, mover la cámara a una posición en concreto: 
 
http://<servername>/axis-cgi/com/ptz.cgi?gotoserverpresetname=<preset 
name> 
 
<preset name>, nombre de la posición a la cual se quiere mover la cámara. 
 
Donde <servername> es el nombre de la estación remota que se ha 
configurado en el servidor DynDNS: cam#menorca.dyndns.org mas el puerto 
correspondiente (80 cámara, 8008 meteohub). 
 
El meteohub implementa por igual una API para la solicitud de datos 
meteorológicos desde plataformas software externas. Así pues, desde el 
webservice, ejecutaremos la siguiente llamada cuando se requieran datos 
meteorológicos: 
 
http://<servername>/meteograph.cgi?text=allxml 
 
Esta llamada nos devuelve un XML con todos los datos guardados por dicho 
meteohub. En el script de PHP, una vez recibido, se tendrá que seleccionar la 
información que nos interesa. 
 
Estas API’s se ejecutan desde el servidor, desde los archivos escritos en PHP 
para la captura de los datos. No se tiene que instalar ningún paquete extra para 
poder ejecutarlas, ya que son llamadas a través de HTTP y se ejecutan en la 
cámara o meteohub. En el capítulo 4 se puede ver más a fondo como se 
trabaja con estas llamadas. 
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3.3. MeteoHub 
 
Como se ha comentado en el apartado 3.1.2 el meteohub es el software de 
tratamiento de datos meteorológicos  instalado en el PocketPC. Abusando del 
lenguaje, definimos esta plataforma de PC+software con el mismo nombre, 
meteohub. En la figura 3.1 se observan los servicios que implementa. 
 
La principal ventaja de esta plataforma es la implementación de un sistema 
operativo Linux Debian. Así pues, se pueden crear scripts con finalidades 
concretas que controlen la estación y reporten información. Utilizando el cron 
de Linux, ejecutaremos scripts escritos en lenguaje bash cada cierto tiempo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.1 Arquitectura Meteohub. 
 
 
El primer script implementado es el que reinicia el router 3G. Imaginemos que 
en cualquier momento, el router se cuelga por cualquier motivo. En 
consecuencia no sirve imágenes y el servicio en esa estación queda inutilizado. 
El desplazamiento de un técnico para que únicamente reinicie el equipo, es un 
coste demasiado elevado el cual no se puede asumir. Así pues, la solución 
propuesta es un script que se ejecuta desde el meteohub que reinicia el router 
cada 12 horas: 
 
#!/bin/sh  
host=192.168.0.254  
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port=23  
pass=*********** 
user=*********** 
cmd1=reboot 
date  
(echo open ${host}  
sleep 1  
echo ${user}  
sleep 5  
echo ${pass}  
sleep 5  
echo ${cmd1}  
sleep 100) | telnet  
echo "------------------------------------------------------"  
 
La entrada en el cron es la siguiente:  
 
##reinicia router:192.168.0.254 
* */12 * * *    bash /home/reinicia.sh >> /home/reiniciaLog.log 
 
Cómo se puede ver, se guarda la salida de cada ejecución en un log por si 
surgen problemas y así poderlos consultar. 
 
 
3.4. Medio de transmisión. 
 
Actualmente, hay pocas tecnologías de acceso radio que provean una 
capacidad de transmisión inalámbrica de datos de alta velocidad y gran 
cobertura a precios relativamente asequibles.  
 
Desde un principio se pensó en redes WiMax o 3G, pensadas para prestar 
servicios multimedia tales como video-conferencia. En la tabla 3.1 se presenta 
una comparativa de las principales características de cada tecnología. 
 
 
Tabla 3.1 Comparativa tecnologías radio comerciales. 
 
 
GPRS UMTS/HSPA WiMax 
seguridad cifrado de flujo A5/1 cifrado KASUMI 
3DES de 128 bits, 
AES de 192 bits, 
RSA de 1024 bits 
vel. Tx 
de 56 kbps 
hasta 144 
kbps 
  hasta 124 Mbps 
120km/h   144 kbps   
peatones o puntos 
exteriores   384 kbps   
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interior edificio   7,2 Mbps   
Tecnologia 
comm. 
Paquetes, 
ALOHA/TDMA 
comm.pqts/circuitos, 
WCDMA,  
comm.paquets, 
TDMA, OFDM 
cobertura 35 km 10 km 40-70 km 
espectro 900 MHz – 1800 MHz 
 900 MHz - 1,8 GHz 
- 2,2 GHz 
2,5 GHz - 3,5GHz 
- 5,8GHz 
ancho banda 200 KHZ 5 MHz 1,5 KHz – 20 MHz 
 
 
3.4.1. Introducción tecnología 3G/UMTS. 
 
UMTS (Universal Mobile Telecommunications System) es la tecnología por 
excelencia usada en los terminales de tercera generación (3G) en Europa 
desarrollada por 3GPP. Sus tres grandes características son las capacidades 
multimedia, una velocidad de acceso a internet elevada, la cual  también le 
permite transmitir audio y video en tiempo real; y una transmisión de voz con 
calidad equiparable a la de las redes fijas. 
 
Las tecnologías 3G se categorizan dentro del IMT-2000 de la ITU, que marca el 
estándar para que todas las redes 3G sean compatibles unas con otras. Estos 
sistemas ofrecen servicios de banda ancha por lo que permite el desarrollo de 
entornos multimedia para la transmisión de vídeo e imágenes en tiempo real 
con velocidades de hasta 7,2 Mb/s. 
 
UMTS engloba las anteriores tecnologías móviles. Usa una comunicación  
terrestre basada en una interfaz de radio W-CDMA. Soporta TDD y FDD. Las 
principales características son: 
 
Facilidad de uso y bajos costes: Proporciona gran variedad de servicios de uso 
fácil y adaptable para abordar las necesidades de los usuarios, amplia gama de 
terminales para realizar un fácil acceso a los distintos servicios y bajo coste de 
los servicios. 
 
Nuevos servicios: Servicio de voz de alta calidad junto con servicios de datos e 
información. Servicios multimedia de alta calidad como videoconferencias. 
 
Acceso rápido: Capacidad de soportar altas velocidades de transmisión de 
datos de hasta 144 Kb/s sobre vehículos a gran velocidad, 384 Kb/s en 
espacios abiertos de extrarradios y 7,2 Mb/s con baja movilidad. Esta 
capacidad sumada al soporte inherente del protocolo IP se combinan para 
prestar servicios multimedia de banda ancha y en tiempo real. 
 
La contratación de este servicio la haremos a MoviStar o Vodafone, ya que son 
las únicas que dan cobertura 3G en los emplazamientos seleccionados. Consta 
de una tarjeta SIM que se introducirá en el router 3G y un plan asociado de 
datos, el cual será ilimitado. 
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3.4.2. Cálculos de transmisión. 
 
Es importante tener una estimación del tiempo que tarda en transmitirse una 
imagen ya que tendremos que poner un tiempo de guarda entre la solicitud de 
cada imagen. Recordar que en un mismo emplazamiento se solicitan imágenes 
de diferentes posiciones. 
 
Dichos cálculos son una aproximación ya que no tenemos acceso a todos los 
datos, como son el número de saltos reales, tiempos de propagación de cada 
enlace, etc. La realización completa de los cálculos se pueden observar en el 
anexo D, aquí únicamente indicaremos los resultados. 
 
Así pues asumimos un único salto entre Menorca y Barcelona y obviamos el 
tiempo de propagación de cada medio y los tiempos de procesado de cada 
nodo. 
 
Considerando una transmisión en un punto exterior, en conmutación de 
paquetes y una resolución de imagen de 704x576 : 
 
L = Tamño imagen = 100 KBytes. 
P = MTU = 1424 Bytes. 
B = Vel.tx.= 384 kbps. 
H = cabecera IP = 20 Bytes. 
N = num.saltos = 1. 
tiempo de propagación = tiempo de procesado = 0 ms. 
 
   	
                                           (3.1) 
 
 
Se obtiene que el tiempo necesario para transmitir una imagen a una 
resolución de 704x576 es de 2,16 segundos. 
 
En cambio si queremos transmitir una imagen en calidad HD, con una 
resolución de 1920x1080 tendrá un tamaño L=600 KBytes. El  tiempo de 
transmisión es de 12,96 segundos para una sola imagen. 
 
Así pues, en el script que capture imágenes ha de tener en cuenta estos 
tiempos antes de mover la cámara a una nueva posición. Como se ve, son 
tiempos bastante buenos teniendo en cuenta el medio de transmisión, además 
la velocidad de transmisión puede aumentar ya que son emplazamientos fijos, 
aunque exteriores. 
 
Hasta ahora, no se ha tenido en cuenta los saltos entre nodos. Es imposible 
saber el número real de saltos, aunque se puede aproximar un retardo total en 
función del número de saltos. Los cálculos se hacen con una resolución de 
imagen de 704x576 (L=100KBytes): 
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  	
   	
                                   (3.2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.2 Retardo en función de N. 
 
 
En la figura 3.2 se observa que el incremento de tiempo está ligado linealmente 
con el tamaño del paquete (MTU). Aunque el factor principal de retardo es el 
tiempo de transmisión de todos los paquetes. Se observa que cuanto más 
grande son los paquetes, mas afecta al retardo en los nodos intermedios. Por 
el contrario, si tenemos paquetes grandes, como la cabecera no varía, 
disminuimos la perdida de eficiencia que provocan las cabeceras. 
 
Por lo tanto, dependiendo de N, se puede obtener una P óptima (MTU óptimo) 
para cada caso, que hará disminuir el retardo total como muestra la figura 3.3: 
 
 
   ! "#  $                                           (3.3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.3 P óptima en función de N. 
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CAPÍTULO 4. ADMINISTRACIÓN DE LOS DATOS 
 
Este capítulo pretende profundizar en el aplicativo ADCAM, que es el que 
gestiona, administra y captura los datos de las estaciones remotas. 
 
Antes de entrar más a fondo, expresar que no se indicará exactamente como 
se ha construido el webservice y la aplicación ADCAM, ya que ésta es 
propiedad de la empresa Adtel S.L. y por seguridad no indicaremos como están 
distribuidos todos los ficheros y cómo interactúan entre ellos internamente. 
 
Aun así, nos centraremos en los scripts que realizan la captura de los datos, de 
la comprobación del estado de las estaciones remotas y de la entrega de datos 
al cliente. 
 
 
4.1.   Arquitectura del Web-Service. 
 
La implementación de un webservice acarrea muchos problemas, entre ellos, 
como organizar los ficheros que contienen el código. Es muy importante tener 
un esquema que simplifique la búsqueda de hojas de código para facilitar 
futuras mejoras y problemas que puedan surgir.  
 
La elección de dicha arquitectura ha de ser simple, lógica y poder discernir los 
ficheros a partir de cada nombre. Un error sería poner en la misma carpeta 
hojas de código del funcionamiento de una página en concreto de la aplicación 
con el código asociado a la parte gráfica, o el código asociado a la 
autenticación del usuario.  
 
 
4.1.1. Organización ficheros. 
 
Básicamente se organizará por un lado, por lenguaje de programación utilizado 
y por otro, por los menús que encontraremos en el aplicativo Adcam. 
 
Aunque básicamente la aplicación se escriba en PHP, se necesitaran funciones 
de JavaScript y Ajax. Además de hojas de estilo con CSS. La base de datos se 
ubicará en el mismo servidor, por lo que se crea una carpeta para contenerla.   
 
Como en cualquier página web, también se creará una carpeta que contendrá 
las imágenes utilizadas en el aplicativo Adcam. Además, de dos carpetas que 
contendrán las imágenes capturadas de las cámaras y los reportes 
meteorológicos en formato xml. 
 
La carpeta “scripts” es muy importante ya que contiene el demonio que verifica 
si la estación está levantada o no, y los demonios que realizan las capturas. En 
definitiva, son los scripts que realizan tareas externas al servidor. 
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En este nivel, también encontraremos ficheros php sueltos. Entre ellos el home, 
que es la primera hoja que se carga al acceder al aplicativo y desde donde se 
llamarán a las demás secciones. Muy importante el fichero imagen.php ya que 
es el código que tiene que llamar un cliente externo para que se le envíe una 
imagen y/o datos meteorológicos a través de http. 
 
En la imagen anterior se observan unas carpetas de color rojo y verde ubicadas 
en la carpeta includes. Antes de todo, la carpeta includes guarda la mayor parte 
del código asociado al aplicativo ADCAM. Desde librerías de clases, tipo de 
letra que utilizamos, código asociado a cada parte del aplicativo y ficheros con 
variables y funciones globales. 
 
Así pues, las carpetas de color rojo son las asociadas con la parte de gestión 
del aplicativo. Mientras que las verdes son las asociadas con la parte de 
administración. La parte de gestión es para el cliente y la parte de 
administración sólo tendrá acceso el administrador de la plataforma, en este 
caso Adtel S.L. 
 
Como se puede ver, cada carpeta equivale a una pestaña de las opciones que 
hay en el aplicativo. A continuación, se divide en dos capetas mas, aparte de 
un archivo que contiene las funciones principales. Una de las carpetas la 
llamamos “vistas” , la cual contiene el código para visualizar la información 
correspondiente y con el formato correspondiente. Estos scripts contendrán 
código PHP como HTML o JavaScript y CSS. La otra carpeta, denominada 
“validar” contiene ficheros con una función muy concreta; como puede ser 
eliminar un contenido o crear un nuevo usuario. 
 
En la figura 4.2 se puede observar una captura del aplicativo ADCAM, del 
submenú Contenidos y se observa lo explicado anteriormente. 
 
 
 
 
Fig.4.2 Menú de los contenidos. 
 
 
En definitiva, es una arquitectura jerarquizada a partir de las secciones de la 
aplicación facilitando la búsqueda de código en un momento dado. 
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4.1.2. BBDD (Base de datos). 
 
La elección final de la base de datos ha sido para MySQL. La mayoría de 
personas que utilizan MySQL saben que los motores de almacenamiento más 
comunes son MyISAM e InnoDB. También, la mayoría no toma en cuenta el 
motor de almacenamiento al crear una tabla y acepta el que viene por defecto. 
 
El motor de almacenamiento, es quien almacenará, manejará y recuperará 
información de una tabla en particular. Por lo tanto, su elección es muy 
importante para obtener los resultados deseados. 
 
MyISAM es el motor por defecto. Almacena la información en tres archivos por 
tabla, uno para el formato de la tabla, otro para los datos y un tercero para los 
índices. Soportan un número de filas máximo de aproximadamente 
~4.295E+09 y puede tener hasta 64 archivos índices por tabla. 
 
InnoDB es relativamente nuevo comparado con MyISAM y soporta 
transacciones e integridad referencial. Provee bloqueo a nivel final, en contra 
del bloqueo  a nivel tabla de MyISAM. Esto es, que mientras una consulta está 
actualizando o insertando una fila, otra consulta puede actualizar una fila 
diferente al mismo tiempo. Característica muy útil en concurrencia de múltiples 
usuarios. Permite definir Foreign Key Constraints, lo que permite asegurarse 
que los datos insertados con referencia a otra tabla permanecerán válidos 
(integridad referencial). 
 
Como nuestro sistema requiere ser multiusuario, por lo tanto, se pueden 
actualizar datos de la misma tabla por diferentes usuarios, se escoge el motor 
InnoDB. Además, este motor se recupera de errores o reinicios no esperados 
del sistema a partir de sus logs, mientras que MyISAM requiere una 
exploración, reparación y reconstrucción de índices. 
 
Por el contrario, se pierde un poco de rapidez en selecciones, actualizaciones e 
inserciones. 
 
En el anexo G, podemos ver cómo está construida la base de datos con sus 
tablas y campos que contiene. Comentar que no es un objetivo de este 
proyecto explicar cómo se ha implementado la base de datos, que se ha tenido 
en cuenta y como se relaciona entre ella.  
 
Para la gestión de la base de datos, se ha implementado la herramienta 
phpMyAdmin con la intención de manejar la administración de MySQL a través 
de la web. 
 
 
4.1.3. Diagrama de flujo procesos externos. 
 
Llegados a este punto, nos centraremos en los scripts que interactúan 
externamente al servidor, exactamente los procesos que realizan la captura de 
datos, comprobación de estado y entrega de datos. 
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Tenemos el aplicativo ADCAM ya operativo, el cual no se explicará cómo se ha 
implementado. Así pues, se necesita estructurar la forma en que se harán las 
capturas de imágenes y datos. Tras barajar varias opciones se opta por la 
siguiente solución. 
 
La pregunta principal es: Cuando se tienen que realizar las capturas? Así pues 
se estructura alrededor de las denominadas programaciones. Las 
programaciones son la opción que define a cada estación remota cuando se le 
tiene que realizar una captura de imágenes y/o datos meteorológicos. Son 
definidos por el cliente y se almacena en la base de datos. En la figura 4.3 se 
pueden observar las programaciones asociadas al cliente que ha accedido al 
aplicativo. 
 
 
 
 
Fig. 4.3 Submenú programaciones ADCAM. 
 
 
Ahora que ya se tiene guardado el intervalo de tiempo para realizar las 
capturas, queda por resolver cómo saber el instante, si toca ahora, ejecutar el 
código para capturar los datos. Para ello, se utiliza el cron de Linux. El crontab, 
o cron, es un administrador regular de procesos en segundo plano (daemon) 
que ejecuta procesos a intervalos regulares (por ejemplo, cada minuto, día o 
semana). Así pues, cada minuto se ejecutará un script que comprobará cada 
una de las programaciones guardadas en la base de datos, si le toca en este 
preciso minuto o no. Entonces, las programaciones que les toca en este 
instante ejecutarse, se guardan en una variable tipo array, donde cada fila es 
una programación distinta, correspondiente a una estación. Este array se 
denomina $PROGRAMACIONES. 
 
En la figura 4.4 se puede observar el diagrama de flujo del proceso completo 
de la captura remota de datos. 
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Ahora solo queda realizar las capturas de las imágenes y datos meteorológicos 
de las estaciones remotas correspondientes y guardarlas en la base de datos. 
Para ello, pasaremos el array $PROGRAMACIONES a un script que recorrerá 
el array y realizará las capturas para cada estación. Una vez llegados al final 
del array se finalizará el proceso. 
 
Cabe destacar que cada programación lleva la información necesaria para 
realizar las capturas, como son: dirección de la cámara o estación 
meteorológica, resolución, número estación remota, etc. 
 
En el diagrama de flujo anterior, se interpretan diferentes scripts que 
interactúan entre ellos para realizar la captura de datos. Se hace así, para 
simplificar y separar partes del proceso. Por un lado está el script que  obtiene 
las programaciones que deben ejecutarse, por otro lado está el script que 
realizará las capturas de imágenes como de datos meteorológicos y finalmente 
el script que llamará a los anteriores scripts, escrito en Shell ya que será 
llamado por el cron del Linux/Debian. En la figura 4.5 se representa el diagrama 
de flujo entre los diferentes scripts a la hora de realizar la tarea de captura de 
datos externos. 
 
 
daemon_captura.sh
busca_programaciones.php daemon_captura.sh
$PROGRAMACIONES
$PROGRAMA
CIONES
EXIT
false true
haz_captura.php
 
 
Fig.4.5 Diagrama flujo interacción scripts para capturar datos. 
 
 
En el punto 4.2 se explicará el funcionamiento interno de cada script, las 
funciones que se utilizan y como se tratan los datos obtenidos. 
 
Otro proceso externo importante es el referido a la consulta de las estaciones 
remotas. Esta consulta nos da como resultado saber si están caídas o 
levantadas, lo que denominamos en qué estado se encuentran. La utilidad de 
este proceso es presentar al cliente de una forma rápida y gráfica, a través de 
una esfera y de su color, si la estación está operativa (verde) o caída (roja) en 
el submenú del ADCAM denominado Estado; en el anexo E se puede observar 
una captura de dicho submenú. 
 
El diagrama de flujo del proceso de comprobación del estado, es el presentado 
en la figura 4.6. 
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Fig.4.6 Diagrama flujo de proceso de verificación estado estaciones. 
 
 
Como se puede observar este proceso ejecutado con el cron de Linux verifica 
si una estación esta caída o levantada y actualiza el estado en la base de 
datos. La verificación la hace a través de una función, que se explicará en el 
punto 4.2.1 que básicamente utiliza las API’s implementadas en cada equipo 
remoto a través de las direcciones de la cámara y de la estación meteorológica 
y carga una imagen o un xml, respectivamente. Si lo carga, significa que hay 
conexión y si no, obviamente que no hay conexión. A continuación activa o no 
la variable $ACTIVO y actualiza la hora del último contacto en la base de datos. 
 
La finalidad de este proceso es actualizar la hora del último contacto con la 
estación en la base de datos ya que el ADCAM, el código asociado del 
submenú Estado, comprobará la hora de la última actualización de estado y 
cuando haya pasado un cierto tiempo, por ejemplo 15 minutos desde la última 
actualización, automáticamente dará por caída la estación y lo señalará con el 
color rojo. 
 
La ejecución de este proceso se hará cada 5 minutos a través del cron. Señalar 
que el proceso verifica si hay conexión con la estación remota. Los motivos de 
que no haya pueden deberse a que la línea a caído temporalmente o algún 
problema interno de la estación remota. Pero sea cual sea el origen del 
problema, las capturas no se realizarán y nos avisará de ello. A partir de aquí 
se utilizarán otros procedimientos para comprobar cuál ha sido el problema. 
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Los demás procesos externos, no los ejecuta el servidor, si no el cliente. Son 
los procesos de solicitud de imágenes o datos meteorológicos. Se ejecutan 
cuando el cliente solicita a través de una llamada http los datos de una estación 
remota en concreto. Dichos procesos son muy simples, una vez llega la 
solicitud del cliente se comprueba que tiene permisos, se buscan los datos 
solicitados, se les da formato y se le envían. En la figura 4.7 y 4.8 se ejemplifica 
el diagrama de flujo de ambos procesos. 
 
 
 
 
Fig. 4.7 Diagrama flujo de proceso solicitud de imagen. 
 
 
 
 
 
Fig. 4.8 Diagrama flujo de proceso solicitud de datos meteorológicos. 
 
 
4.2. Scripts. 
 
En este punto se explicará detalladamente cómo se han implementado los 
scripts que ejecutan los procesos externos. No se detallaran scripts del 
funcionamiento interno del ADCAM ya que no forma parte de este proyecto. 
Únicamente nos interesa los scripts que interactúan con elementos externos al 
servidor, que son los descritos a través de sus diagramas de flujo en el punto 
4.1.3. 
 
A continuación, se verá el código realizado para cada script y su función, a 
partir de los diagramas de flujo vistos en el punto anterior. Comentar de 
antemano, que hay partes del código que no se pueden desvelar por seguridad 
de la plataforma; como por ejemplo la función que verifica si el usuario tiene 
permisos. 
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4.2.1. daemon_stat.php  
 
Este script verifica si una estación remota está operativa o no. Si está 
operativa, actualiza la hora del último contacto con la estación en la base de 
datos. El diagrama de flujo al que hace referencia, es el de la figura 4.6.  
 
 
 
La línea 1 es la línea de shebang, es la ruta completa al intérprete que es 
capaz de entender las demás líneas. Recordemos que este proceso lo ejecuta 
el cron. Como está realizado íntegramente en PHP el intérprete ha de ser 
PHP5. A continuación incluimos otros archivos con la sentencia require_once().  
 
En la línea 8 y 9 se hace la consulta a la base de datos para obtener las 
direcciones de la cámara y estación meteorológica de todas las estaciones 
remotas, identificadas a través de su ID. 
 
Para cualquier interacción con la base de datos, se utiliza la librería ADOdb y 
sus métodos a través de la conexión creada en $bd. Implementa la función 
execute que tiene como argumento cualquier comando del lenguaje SQL. Esta 
función, devuelve los datos solicitados a la base de datos a la variable $res. A 
continuación, se evalúa dicha variable. Si el resultado de la consulta es 
erróneo, se actualiza la tabla de “logs” de la base de datos. Si nos fijamos en la 
línea 4 se declara la variable $log definida con la clase Logger(). Esta clase 
introduce en la tabla logs el mensaje ($msg) que nosotros queramos, el nivel 
del error y en que script ha sucedido. Este procedimiento de consulta de la 
base de datos, verificación del resultado devuelto y actualización de los logs se 
hará para cualquier interacción con la base de datos.  
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A continuación se recorre la variable $res que contiene la información solicitada 
de todas las estaciones; lo haremos con la función FecthRow() que recupera 
una fila del array y mueve el puntero una posición.  
 
En cada bucle, lo que se hace es verificar si dicha estación contiene la 
dirección de una cámara y si es así llama  a la función existe_dir(). Si no tiene 
cámara una estación, hará el mismo procedimiento pero con la dirección de la 
estación meteorológica.  La dirección de los equipos es la que se utiliza para 
hacer las capturas, por ejemplo: 
 
http://cam1menorca.dyndns.org/axis-cgi/jpg/image.cgi 
http://cam2menorca.dyndns.org:8008/meteograph.cgi?text=allxml 
 
 
 
La función existe_dir() es un simple fopen con el atributo de lectura y 
comprueba si ha podido leerlo. Devuelve un true o false dependiendo del 
resultado que se almacena en la variable $activo. 
 
 
 
A continuación, dependiendo del valor de la variable $activo o se actualiza la 
tabla estaciones con la hora actual del sistema (sysTimeStamp) si $activo está 
true, o si no, utilizando la función mail de php, se envía un correo electrónico de 
alerta. En ambos casos se actualizan los logs. 
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4.2.2. busca_programaciones.php 
 
Este script es el encargado de obtener las programaciones actuales, en pocas 
palabras, indica que estaciones les toca realizar la captura. En las figuras 4.4 y 
4.5 del apartado anterior están los diagramas de flujo referidos a la captura de 
datos externos. Como se ve, este script es llamado por daemon_captura.sh, el 
cual no se entrará en detalles por temas de seguridad ya que es el script que 
ejecuta la máquina, está escrito en Shell y es el encargado de llamar entre 
otros, a este script. 
 
Como se ve en el diagrama de flujo de la figura 4.4. este script obtiene de todas 
las programaciones guardadas en la base de datos, las que les toca realizar la 
captura en este instante. El código implementado es el siguiente: 
 
 
 
Como siempre incluimos ficheros que necesitamos con el require. A 
continuación, definimos una variable $log con la clase Logger(), que es la 
implementada para introducir los logs en la base de datos, como se ha 
explicado en el apartado 4.2.1. Se definen variables de tiempo para realizar la 
consulta en la base de datos y para el algoritmo de obtención de 
programaciones activas. 
 
La sentencia SQL consulta la tabla programaciones, que es donde se guardan 
todas las programaciones creadas a través del submenú del ADCAM nombrado 
programaciones, en el anexo E se pueden ver capturas de dicho submenú. 
Como vemos, las condiciones de la consulta vienen definidas por fechas y 
horas iniciales y finales. Cuando se crea una programación, se le define una 
fecha y hora inicio y final, fuera de este intervalo la programación queda 
inactiva. Como se ha explicado también en el punto 4.2.1. se ha creado una 
clase,  para hacer las operaciones con la base de datos. A continuación 
evaluaremos si la consulta se ha realizado o no, y en caso negativo a través de 
la variable $log actualizaremos la base de datos. 
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Ahora que tenemos todas las programaciones en la variable $res, la 
recorremos fila a fila con la función FetchRow(). A continuación, utilizamos un 
simple algoritmo de cálculo de frecuencia. Consiste en que si hacemos la 
diferencia entre el tiempo actual y el configurado inicialmente en la 
programación y de este resultado, obtenemos el módulo de la división con la 
frecuencia de captura de datos introducido cuando se ha creado la 
programación, sabremos si toca ahora o no hacer la captura. Tocará siempre 
que el módulo de cero, porque significa que la diferencia entre el tiempo actual 
y el inicial es múltiple de la frecuencia de captura. 
 
Si es cero, se devuelve esta programación al fichero original, el 
daemon_captura.sh, que las almacenará en una variable denominada 
$PROGRAMACIONES. La información que se devuelve consiste en el 
identificador de estación remota, la resolución de la captura, y un flag de 
activación de la cámara como de la estación meteorológica; únicamente es un 
“1” cuando se tenga que capturar una imagen y/o xml y “0” cuando no tenga 
que hacerse esa captura. 
 
 
4.2.3. haz_captura.php 
 
Este es el script encargado de realizar las capturas. Indicar que se ha 
implementado las bibliotecas libCURL que permite  conectase y comunicarse 
con la cámara y la clase DOMDocument, de programación orientada a objeto, 
para manipular documentos XML. Es llamado por daemon_captura.sh y se le 
pasan las programaciones de una en una.  
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Una programación puede que tenga activado solo un flag o ambos, cámara y 
meteo, si tiene los dos significa que se tiene que realizar dos capturas. 
 
 
 
A continuación se obtienen los datos necesarios para realizar las capturas a 
partir de la tabla estaciones. Dependiendo de los flags activados ($camara y 
$meteo) se hará una de las consultas. 
 
 
 
Se ejecuta la consulta a través de la conexión $bd (librería ADOdb), explicada 
en el punto 4.2.1. Igual que en los anteriores scripts, se evalúa el resultado 
devuelto con la clase Logger(), igual en todos los scripts. 
 
 
 
A continuación se recorre el resultado devuelto tras la consulta a la base de 
datos. Puede que una estación tenga 2 o más programaciones activadas al 
mismo tiempo. 
 
Importante verificar la integridad de las tablas, ya que en este script se hacen 
varios inserts. Para ello, se utiliza el método BeginTrans() de ADOdb para 
asegurar que los datos no se corrompen si una transacción da error. 
 
 
 
Si el flag de la cámara está activado, lo primero es montar la url de captura de 
imagen ($url). Esta url activa una API de la cámara Axis explicada en el punto 
3.2.  
 
La dirección de la cámara es un valor guardado en la base de datos, creado 
cuando se definió la cámara a través del aplicativo ADCAM. 
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El siguiente paso, es conseguir el número de posiciones y el nombre de cada 
una de ellas. Se utiliza la biblioteca cURL ya que la respuesta de la cámara la 
hace por el protocolo http al solicitar las posiciones a través de sus API’s.  Se 
define una función “read_body” a la cual se le pasa la url ($url_pos) que activa 
la API que devuelve un array con todas las posiciones y su identificador. La 
implementación de la función “read_body” se puede ver en el anexo F. En 
dicha función se obtienen tres variables globales:  
 
$array_pos: array que contiene el nombre de cada posición. 
$array_pos_num: array que contiene el id de cada posición.  
$num_pos: numero entero de posiciones que hay. 
 
Los dos arrays están ordenados, por lo tanto la posición “0” de cada array 
corresponde a la misma estación y así sucesivamente. 
 
 
 
Si la cámara tiene posiciones gravadas; puede ser que no tenga ninguna 
gravada por lo tanto $num_pos=0, se entra en un bucle que moverá la cámara 
y hará la captura tantas veces como posiciones tenga. 
 
Implementamos la función haz_movimiento() que tiene como argumento la url 
que activa la API de la cámara que hace que se desplace a la posición 
guardada. En dicha función únicamente se hace una conexión con los métodos 
de cURL. A continuación se detiene la ejecución del código unos segundos 
para que dé tiempo a colocarse la cámara y no se haga la captura en 
movimiento. 
 
 
 
A continuación se forma el nombre del fichero con la función 
normaliza_nombre_fichero(). Así conseguimos un patrón igual para todas las 
capturas. La extensión es “jpeg”. A través de la función carga_fichero() se llama 
a la url ($url) y se guarda su contenido en un fichero con la función @fopen 
donde indica la variable $ruta_y_nombre. 
Conclusiones   41 
 
 
A continuación, se introduce en la tabla contenidos la captura realizada.  Entre 
la línea 84 y la 92 se evalúa el resultado devuelto tras la operación con la base 
de datos, la diferencia es que si $res_captura es “false” se tiene que forzar el 
cierre de la transacción con la base de datos con un RollBackTrans() para 
salvaguardar la integridad de los datos: 
 
 
 
Este código, desde la línea 66, se repetirá tantas veces como posiciones tenga 
la cámara. 
 
Ahora bien, si la cámara no tiene ninguna posición guardad ($num_pos=0) no 
se ha de mover la cámara y obtendremos una solo imagen.  
 
 
 
El código utilizado es idéntico al utilizado entre las líneas 73 y 91; el que forma 
el nombre del fichero , carga el archivo, lo introduce en la base de datos y 
verifica si la inserción se ha hecho correctamente. Indicar que la variable 
$array_pos[$i], contiene un NULL, por lo tanto no se inserta ningún carácter en 
la tabla o en el nombre del fichero. 
 
Si el flag $meteo=1 se tendrá que realizar la captura del XML con los datos 
meteorológicos. 
 
 
 
Primero obtenemos la url de la estación meteorológica que es tal cual la 
dirección guardad en la base de datos ($url) que se utiliza para llamar la API 
que devuelve un XML con todos los datos meteorológicos. 
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A continuación, igual que con la cámara, se forma el nombre del archivo, la ruta 
donde se guardará y se carga el fichero a través de la función carga_fichero(). 
Esta función cargara todo el XML y lo guardará en la ruta correspondiente. 
 
 
 
Pero no nos interesa todo el XML obtenido. Para ello se llama a la función 
recorta_xml() que, a partir del XML guardado y con la librería y métodos de 
DOMDocument únicamente guardaremos los datos con el tag “data” con el 
atributo “actual”. También, esta función contiene una variable global, $valor_v[] 
que contiene datos meteorológicos que guardaremos en una tabla de la base 
de datos. 
 
 
 
A continuación, se introduce en la tabla contenidos la captura realizada.  Aquí 
también se evalúa la operación con la base de datos, igual que en la captura de 
imágenes. Si hay un error se tiene que forzar el cierre de la transacción con un 
RollBackTrans(). 
 
 
 
También introduciremos en la tabla meteo_datos, algunos de los datos 
meteorológicos obtenidos en la función recorta_xml(). La variable que contiene 
estos datos es $valor_v[]. Estos datos se utilizan para operaciones de 
seguimiento meteorológico. 
 
 
 
Por último, tras la ejecución de la consulta, como siempre se evaluará la 
operación. En caso negativo, se actualiza los logs y se fuerza el cierre de la 
transacción con RollBackTrans(). 
 
Si las capturas se han realizado con éxito, se actualiza los logs y se cierra la 
transacción con la base de datos con el método CommitTrans(). 
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La diferencia entre un commit y un rollback, consiste en que el commit da por 
bueno los cambios realizados en la base de datos, y el rollback restablece las 
tablas como estaban anteriormente sin que sufran ningún cambio. 
 
En el anexo F se puede ver las funciones que se han utilizado en este script y 
no se han explicado en este apartado por motivos de espacio. 
 
 
4.2.4. imagen.php 
 
A continuación se describe el script que se ejecuta cuando el cliente solicita 
una imagen de una estación y de una posición en concreto. Es necesario una 
biblioteca para la manipulación de imágenes, nosotros utilizaremos GD. El 
diagrama de flujo correspondiente es el de la figura 4.7. La url que el cliente 
tiene que llamar es la siguiente: 
 
http://cameres.adtel.cat:81/adcam/imagen.php?estacion=16&posicion=pos1&mi
daX=950&midaY=800&recortar=1 
 
estación: ID único de cada estación remota. 
posición: nombre de las posiciones guardas en cada cámara. 
midaX: tamaño solicitado de la base de la imagen. 
midaY: tamaño solicitado del alto de la imagen. 
recortar: “0” si no queremos que guarde proporcionalidad, “1” con 
proporcionalidad a partir del valor midaY. 
 
 
 
Primero validamos el usuario y pasword a través de la clase permiso_ext() y 
comprobamos con la función tengoPermisoPara() si el usuario introducido 
puede solicitar datos. Por motivos de seguridad, no podemos adentrarnos más 
en cómo se autentifica al usuario. Si no tiene permisos, se actualizarán los logs 
a través de la clase Logger(). 
 
A continuación con el método GET obtenemos el valor de las variables 
pasadas por la url directamente. Tener en cuenta que el nombre de la posición 
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es el configurado directamente en la cámara y que se ha obtenido al capturar la 
imagen. 
 
 
 
A continuación se consulta la tabla contenidos a partir del ID de la estación, el 
tipo de captura y la posición de la cámara, ordenada descendientemente de la 
más actual a la más antigua. Con el LIMIT únicamente obtenemos un 
resultado. Como en todos los scripts, evaluaremos la variable $res y 
actualizaremos los logs. Su implementación es idéntica a cualquier otro script 
por eso se ha obviado su inclusión. 
 
 
 
Si el recuento de resultados es superior a 0, se crea la imagen. Primero 
creamos la imagen original ($or), que es la devuelta por la consulta a la base 
de datos y obtenemos las medidas de esta imagen ($ancho y $alto). A 
continuación, se verifica que la medida solicitada no sea muy pequeña, por lo 
que se introduce un mínimo que es de 50 pixeles por cada lado. A 
continuación, se crea el marco destino con las medidas que el cliente ha 
introducido ($im). 
 
Si no queremos guardar la proporción original de la imagen ($recortar=0) 
copiamos la imagen original al marco destino con el tamaño enviado por el 
cliente ($medidaX y $medidaY) con la función imagecopyresized. Esta función 
permite definir las coordenadas de inicio tanto del origen como del destino 
donde queremos que empiece a copiar. De esta forma eliminamos el marco 
negro introducido en las capturas originales. 
 
Si queremos guardar la proporción original ($recortar=1), se hará el mismo 
paso, pero antes calculamos una nueva medida de la base de la imagen a 
partir del factor de proporción original (768/576) y de la altura solicitada por el 
cliente ($medidaY). A continuación creamos de nuevo el marco destino pero 
con el nuevo valor de la base. 
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Por último, a través del header  indicamos que tipo de datos enviamos y se 
proporciona un nombre a la imagen. La variable MUESTRA_TIPO_IMAGEN, 
variable global del aplicativo, viene predefinida como “jpeg”.  
 
Pasamos la imagen por http hacia el cliente con la función imagejpeg/imagepng 
y la fecha y hora de la captura de la imagen. 
 
 
 
Finalmente, liberamos la memoria asociada a las variables que contenían 
imágenes. 
 
Si el cliente solicita una imagen que no existe, se le envía un mensaje de error. 
 
 
 
4.2.5. meteo.php 
 
Este Script tiene la misma arquitectura que imagen.php, como se puede ver en 
el diagrama de flujo de la figura 4.8. Es el script que se ejecuta cuando el 
cliente solicita los datos meteorológicos (xml) de una estación en concreto. La 
url que llama el cliente es la siguiente: 
 
http://cameres.adtel.cat:81/adcam/meteo.php?estacion=16 
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estación: ID único de cada estación remota. 
 
 
 
Las primeras líneas del script son idénticas a imagen.php, validando el usuario 
y comprobando si tiene permiso para leer archivos del servidor. En este caso 
definimos el Content-Type del tipo text/xml porque es el tipo de archivo que se 
enviará. Se puede definir en cualquier punto del script siempre que sea antes 
de cargar el xml definitivo.  
 
A continuación se obtiene el ID de la estación remota a través de la url por el 
método GET. A continuación, se hace la consulta en la base de datos. 
 
 
 
La consulta se hace a partir del ID de la estación y el tipo de captura, ordenada 
descendientemente de la mas actual a la más antigua y obteniendo solo un 
resultado con el LIMIT. Como en todos los scripts, evaluaremos la variable $res 
y actualizaremos los logs. Su implementación es idéntica a cualquier otro script 
por eso se ha obviado su inclusión. 
 
 
 
Utilizamos la clase DOMDocument, de programación orientada a objeto, para 
manipular documentos XML. Primero instanciamos dicha clase con el formato y 
la codificación del XML, como se ve en la línea 28 en la variable $doc_xml. 
 
Si la consulta a la base de datos ha devuelto un resultado, se carga el archivo 
resultante de la consulta con el procedimiento load () indicando la ruta al 
documento XML guardado en nuestro servidor. Si este procedimiento falla, se 
actualizan los logs indicando el error. 
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Si la consulta a la BBDD no ha devuelto ningún archivo, se crea un XML vacío 
de datos. Únicamente definimos el nodo “meteo” con los atributos 
“tiempo=actual” y el nodo “dato” que define un nodo de texto con la información 
de “sin datos”. 
 
 
 
Finalmente se copia el árbol XML interno a una cadena. En nuestro caso al 
flujo de salida, el cual será la respuesta del servidor hacia el cliente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
48  Sistema automático de transmisión de datos desde equipos remotos para aplicaciones audiovisuales 
CAPÍTULO 5. CONCLUSIONES 
 
5.1. Estudio de ambientalización. 
 
Cualquier proyecto que se precie, es imprescindible considerar un desarrollo 
sostenible. Para conseguir este objetivo, estudiaremos la sostenibilidad en 
cada fase propia de implantación de un proyecto. 
 
Fase de concepción y diseño 
 
Es la fase en que se concretan las diversas posibilidades de diseño y 
requerimientos. Si desde un principio se incorpora el factor de 
ambientalización, será un factor importante en la selección de un diseño 
óptimo. 
 
Es nuestro caso, se ha intentado disminuir el uso de componentes innecesarios 
al diseñar las estaciones remotas, centrándonos en los requisitos que demanda 
el proyecto y descartando equipos de gama alta que suelen implementar más 
recursos de los necesarios. Un ejemplo es el PocketPC, en el mercado hay 
muchos más potentes a cambio de un elevado consumo. 
 
Por otro lado, el servidor no requiere de un alto nivel de procesado, por lo tanto, 
se reutilizará un servidor de hace 3 años que actualmente no estaba en uso. 
 
 
Fase de construcción 
 
Se ha pensado en la durabilidad de los equipos remotos, ya que están al aire 
libre. Para ello, todos los equipos se han introducido en una caja de plástico de 
alta resistencia y la cámara está protegida por una mampara de plástico 
transparente evitándole golpes y suciedad. Estas protecciones NO están 
hechas de PVC. 
 
Todos los cables utilizados, son UTP, USB y algún cable de alimentación. 
Ninguno de ellos es contaminante y soportan muy bien estirones y golpes. 
Además, la comunicación entre los sensores y la estación meteorológica se 
hace sin hilos, para ahorrarnos metros de cable y disminuir el impacto 
ambiental.  
 
 
Fase de explotación 
 
La contaminación originada por cualquier componente del proyecto se puede 
considerar prácticamente nula. Ningún componente ni su funcionamiento es 
nocivo para el medio ambiente. Únicamente los sensores meteorológicos, al 
estar expuestos en la intemperie, es posible que se desprenda alguna parte. 
Igualmente se han escogido unos sensores que soportan rachas de viento y 
lluvia superiores a la media en la isla de Menorca. 
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Por otro lado, el mantenimiento  de estos equipos no perjudica ningún aspecto 
del medio ambiente. 
 
Fase de desmantelamiento 
 
Una vez el sistema deje de dar servicio, la mayoría de equipos se pueden 
reutilizar en otros sistemas; como se ha hecho con el servidor. Por lo tanto, el 
único equipo que no se podría reutilizar son las cajas que contienen los 
equipos remotos (router, meteohub, SAI y tablet receptora de datos de los 
sensores) ya que se han realizado agujeros para la sujeción a la pared y de los 
equipos internos, aparte de oberturas para un tubo que contiene el cable 
eléctrico y de desagüe por si entra agua. 
 
Igualmente estas cajas están hechas de plástico, así que se pueden reciclar 
muy fácilmente. Además, el desmantelamiento de las estaciones remotas 
consistirá en destornillar la caja, la cámara y los sensores.  
 
 
5.2. Conclusiones. 
 
Para valorar todo el proyecto, hace falta recordar todo el proceso de desarrollo, 
desde la elección de los diferentes sistemas y lenguajes de programación, 
pasando por la elección del servidor web y los componentes de la estación 
remota, hasta la implementación de los scripts que capturan los datos y los 
almacena en nuestro servidor. Todos estos pasos, siempre han estado regidos 
por los objetivos y requerimientos impuestos por el cliente. 
 
El objetivo final es ofrecer al cliente un sistema automático de transmisión de 
datos desde equipos remotos para después solicitar dichos datos a través de 
un webservice.  
 
El objetivo principal se ha cumplido como se puede comprobar en la página 
web del cliente, la cual solicita los datos que nosotros recogemos de las 
estaciones remotas: 
 
http://www.menorca.es/zw_webcams_grid.php 
 
Así pues, el cliente a partir de una estación remota y un usuario registrado en el 
aplicativo ADCAM podrá obtener imágenes y datos meteorológicos para 
utilizarlos en páginas webs turísticas, estudios de campo meteorológicos, 
seguimiento del estado de un emplazamiento remotamente, etc. 
 
A mas a mas, se pensó en la participación del cliente en el aplicativo ADCAM. 
Ya que desde allí, él mismo, podrá configurar las programaciones de cada 
estación, podrá ver los contenidos y el estado de las estaciones.  
 
Aun así, han aparecido problemas en las diferentes fases del proyecto. Sobre 
todo en la estabilidad de las estaciones remotas. Estando varias semanas con 
muchas estaciones caídas sin explicación aparente. Finalmente se solucionó 
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con la última actualización del firmware del router 3G y disminuyendo el 
intervalo de envío de paquetes de verificación de conexión que implementa el 
router. Este parámetro envía datos únicamente para que el operador de la red 
3G no eche nuestro equipo por no enviar datos durante un período largo. 
 
El otro tipo de dificultades que nos hemos tenido que enfrentar a sido la 
implementación de los scripts. Se han tenido que realizar varias versiones 
hasta  dar con la definitiva. Prácticamente, el 80% del tiempo empleado a la 
realización de este proyecto se ha dedicado a hacer pruebas de código, buscar 
los mejores métodos para cada script y solucionar los errores que se 
descubrían. 
 
Aun así, la plataforma ADCAM y las estaciones remotas han quedado 
totalmente operativas, ajustándose al máximo a los requisitos y funcionalidades 
demandadas. A continuación, se repasan y valoran cuales de estas se han 
cumplido y cuales se han dejado de lado: 
 
- Bajo coste de implementación y mantenimiento: Todo el software  elegido 
es gratuito, por lo tanto no hay que pagar licencias. Por otro lado, se asume 
un mayor coste en las estaciones remotas para su adquisición. Aun así, el 
bajo coste de mantenimiento gracias a: SAI que arranca en frio, un router 
que resetea su sistema y tarjetas cuando pierden la señal y la 
implementación de scripts de mantenimiento en el meteohub, hacen que 
solo se tenga que desplazar un técnico a la estación remota cuando un 
equipo falle eléctricamente para sustituirlo. 
-  Escalabilidad: Aunque este sistema se ha diseñado por la necesidad de un 
cliente, está diseñado para que más clientes/usuarios puedan utilizarlo sin 
perder rendimiento desde cualquier lugar del mundo. Además, está 
pensado que para cuando hayan muchas más conexiones, se actualizará 
el fichero de configuración de apache2 para servidores de alto rendimiento.  
- Multi-usuario: No es un requisito del cliente final, pero si uno propio 
nuestro. Ya que toda empresa tiene como objetivo hacer rentables sus 
productos. Así conseguimos que muchos clientes utilicen el mismo ADCAM 
(servidor). 
- Transacción de datos a través de http: Todos los procesos externos se 
ejecutan bajo este protocolo. Era un requisito imprescindible del cliente 
para solicitar los datos al webservice, y se ha ampliado en la solicitud de 
capturas y verificación del estado de las estaciones gracias a las API de los 
equipos.  
- Interoperabilidad en diferentes sistemas de captación de datos: En las 
estaciones meteorológicas se cumple a la perfección, ya que el software 
Meteohub acepta la gran mayoría de estaciones del mercado. Por lo tanto 
la solicitud del XML con los datos meteorológicos (a través de una url 
concreta) no varía. En el caso de las cámaras, siempre que sea de la casa 
AXIS, como las API’s son iguales para todas sus cámaras, no hay 
problema. Para poder utilizar otras marcas de cámaras, antes se tiene que 
actualizar el código del ADCAM. 
- Autogestión del contenido por parte del cliente: A través del ADCAM el 
cliente tiene acceso a los contenidos, pudiendo visualizarlos o eliminarlos 
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de la base de datos. Además de auto gestionarse las programaciones de 
las capturas. 
 
Por otro lado, los requisitos técnicos de las diferentes partes del sistema se han 
cumplido. La transmisión se realiza a través de UMTS (3G), cámaras PTZ, 
transmisión entre módulo principal(tablet) y sensores meteorológicos sin 
cables, batería de sensores meteorológico con placa solar, movimiento y 
capturas se realizan automáticamente desde el servidor. 
 
Además de la ampliación de otros requisitos, como: Sistema de logs en el 
ADCAM y en cada equipo del sistema, posibilidad de capturar datos 
meteorológicos de fechas anteriores y acumulables, automatización de gráficos 
meteorológicos, posibilidad de implementar scripts en el PocketPC de gestión o 
mantenimiento en las estaciones remotas. 
 
En definitiva se han cumplido la gran mayoría de requisitos y objetivos, menos 
el poder utilizar cualquier tipo de cámara. 
 
Para cerrar las conclusiones, destacar que mi participación en concreto a este 
sistema ha sido la elección, implementación de procesos, sistemas y equipos, 
relacionados con las tareas externas al servidor: elección de los equipos que 
forman la estación remota, elección del modo de transmisión e implementación 
de los scripts que interactúan externamente al servidor (capturar datos, 
entregar datos y verificar estado de las estaciones). 
 
Además de evolucionar el aplicativo ADCAM a multi-usuario, ya que en un 
principio no se diseñó para que se pudieran conectar 2 o más clientes distintos 
al mismo servidor. 
 
 
5.3. Mejoras del sistema. 
 
Actualmente, el sistema está en funcionamiento después de muchos meses de 
evolución. Aun así, es un sistema que está dando sus primeros pasos 
intentando abrirse un hueco en el mercado y necesita una toma de contacto 
con sus usuarios potenciales. 
 
Por este motivo, no puede estancarse y sus futuras evoluciones son claves 
para que sea un producto estable, fiable y competitivo. Por eso, los siguientes 
puntos se han de tener en cuenta a la hora de valorar la memoria y no queden 
pendientes de estudiar. 
 
 
5.3.1. HTTPS. 
 
Actualmente el método de acceso a la aplicación y los procesos de obtención 
de datos, mediante usuario y contraseña, no disfrutan de una transferencia de 
información cifrada. Por lo tanto, alguien malintencionado podría realizar una 
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captura de tráfico con un analizador de protocolos sobre la red y obtener tan 
preciada información. 
 
Teniendo en cuenta que los clientes únicamente tienen acceso a la parte de 
“gestión” y a la de “administración” únicamente la empresa, no se considera, ni 
mucho menos un grave problema. 
 
Aun así, la realidad dice que aunque es suficientemente seguro, puede llegar el 
caso de que alguien malintencionado quiera acceder a la información de los 
usuarios. 
 
Para evitarlo y que la transferencia sea totalmente segura, hace falta contratar 
un certificado digital e instalarlo en el servidor. Así, la aplicación disfrutaría de 
soporte HTTPS (Hyper Text Transfer Protocol Secure). 
 
HTTPS es un protocolo que utiliza un cifrado basado en SSL/TLS (Secure 
Socket Layer/Transport Layer Security) para crear un canal cifrado apropiado 
para el tráfico de información sensible. De este modo se consigue que si un 
usuario malintencionado intercepta el flujo de datos, le sea totalmente 
imposible descifrar el usuario y la contraseña. Es utilizado principalmente por 
entidades bancarias y tiendas on-line. 
 
 
5.3.2. Interoperabilidad con diferentes tipos de cámara. 
 
Con la revisión actual del código, la 10, no es posible utilizar cámaras de otros 
fabricantes ya que las API’s cambian. En el caso de la estación meteorológica 
se solucionó poniendo en medio el meteohub (con el PocketPC) que acepta la 
mayoría de estaciones del mercado y la solicitud de información se le hace al 
propio meteohub. 
 
Actualmente, en la base de datos se guarda únicamente la dirección de la 
cámara, que es la url que activa la API de captura de imagen. Las demás API’s 
(url), la de obtención de posiciones o la de movimiento, no se introducen en la 
base de datos. Sino que están directamente insertadas en el código, en el 
script haz_captura.php. 
 
Así pues, en la próxima mejora del código, todas las url’s (API’s) que se tengan 
que utilizar se han de cargar desde una tabla de la base de datos que 
almacene todas las direcciones necesarias para activar todas las API. De esta 
forma, se consigue no depender de un fabricante.  
 
Este es un punto importante a mejorar, ya que una parte importante del 
desembolso inicial es para la estación remota y especialmente la cámara. 
Potenciales cliente pueden tener cámaras de otras aplicaciones y quieran 
reutilizarlas, por lo tanto es un paso importante para conseguir una 
interoperabilidad completa en el sistema; la inmediata repercusión será una 
ampliación de los posibles clientes. 
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5.3.3. Sistema redundante y balanceo de carga. 
 
Cuando se tienen sistemas que tienen que estar disponibles y funcionando 24 
horas al día, 365 días al año, hay que intentar minimizar los fallos que puedan 
afectar al funcionamiento normal del sistema. Existen técnicas y 
configuraciones que ayudan a tener sistemas redundantes, en los que ciertas 
partes pueden fallar sin que esto afecte al funcionamiento normal. 
 
Actualmente, no hay ninguna parte redundante, exceptuando los componentes 
de  red y el SAI que alimenta el servidor. Hay dos líneas conectadas a un router 
boundlle, por lo tanto tenemos dos caminos de salida a internet.  
 
Aun así, los problemas pueden ocurrir en el propio servidor, fallos de discos, 
fuente de alimentación y en la infraestructura necesaria para que el servidor se 
pueda utilizar.  El grado de redundancia de un sistema, dependerá de su 
importancia y del dinero que perdamos cuando el sistema no está disponible 
por un fallo. No merecerá la pena invertir en redundancia, si la inversión 
necesaria para tener un sistema redundante cuesta más de lo que perderíamos 
en dinero, reputación y horas de trabajo, si el sistema fallara. Vamos a ver, que 
soluciones se pueden implementar. 
 
El fallo más común en un servidor son los discos duros. La técnica más común 
es la llamada RAID (redundant array of independenk disks). Con esta técnica 
se crea un conjunto de discos redundantes que aumentaran la velocidad y el 
rendimiento del sistema de almacenamiento. Las configuraciones de RAID más 
comunes son RAID1, RAID5 y RAID10. 
 
Otra técnica muy utilizada es el balanceo de cargas. Se refiere a las técnicas 
usadas para compartir el trabajo a realizar entre varios procesos, servidores u 
otros recursos.  
 
El más usual es el balanceo de carga con tolerancia a fallos. En este tipo de 
clusters, no solo no importa que uno o varios de los servidores deje de 
funcionar, sino que si necesitamos más recursos para proporcionar un servicio, 
podemos incorporar nuevos servidores que incrementen la capacidad de 
procesado del cluster. El proyecto para Linux más importante sobre este tema 
es el denominado Linux Virtual Server (LVS) 
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Anexos  1 
A. Tabla DynDNS. 
 
Las estaciones remotas están configuradas con DNS dinámica, por lo que 
utilizamos el servicio DynDNS.org. Este servicio relaciona la IP pública 
dinámica asignada al router con un nombre de dominio único. 
 
Por lo tanto, conseguimos acceder al equipo remoto siempre con el mismo 
nombre, aunque su IP varíe. Definimos las estaciones con el siguiente patrón: 
 
cam#menorca.dyndns.org 
 
Como se puede ver en la figura B.1 obtenida del dyndns: 
 
 
 
 
Fig.B.1. Tabla de host definidos en el servidor dyndns. 
 
 
Es una solución sencilla y económica si necesitamos fijar un nombre en 
entornos dinámicos. Por el contrario, se depende del correcto funcionamiento y 
actualización del servidor dyndns.org; pero hasta el momento no ha habido 
averías derivadas de un mal funcionamiento de este servicio. 
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B. Configuración servidor Apache2. 
 
Este apartado pretende explicar las principales características de la 
configuración de un servidor apache. Es muy importante una correcta 
configuración acorde a las necesidades del momento. Por este motivo, en el 
primer apartado se explican las principales variables y su función y en el 
segundo apartado se dan una serie de consejos para configurarlo en entornos 
de alta disponibilidad. 
 
Como se ha dicho en el dosier principal, el fichero de configuración de apache 
en una distribución Linux-Debian es apache2.conf en vez de httpd.conf. 
 
Por motivos de confidencialidad no se indicaran los valores actuales del 
servidor apache. 
 
A.1. Parámetros principales. 
 
A la hora de configurar un servidor apache, hay que tener presente la situación 
actual. Todo dependerá del tráfico que curse y de cuantas peticiones tiene que 
atender. En nuestro caso, como de momento solo tiene acceso un cliente al 
webservice, la configuración del apache no sufrirá ninguna modificación. 
 
Igualmente, es muy importante saber las principales características del fichero 
de configuración. Así pues, a continuación explicamos las más importantes: 
 
Port 80: Puerto des de el que escucha el servidor de web. 
 
HostnameLookups: Dentro de los logs del servidor, se intenta traducir la 
dirección IP del cliente que ha hecho la petición a un nombre utilizando DNS o 
no. El intento de traducción lleva asociada unas comunicaciones que pueden 
reducir el rendimiento del servidor. 
 
ErrorLog logs/error_log: Fichero donde se almacenan los errores, como 
peticiones de usuarios de ficheros inexistentes, o peticiones que no se pueden 
reconocer. 
 
ServerName: Este es el nombre que el servidor envía a los clientes, en el caso 
de que hayan accedido a la máquina con un nombre diferente. Una máquina 
puede tener varios nombres, y por cualquiera de ellos se puede acceder al 
puerto 80, donde suele estar el servidor web. Pero normalmente, hay un 
nombre preferido para el web, algo como www.dominio. El servidor puede 
indicar al cliente que en las peticiones futuras, debe utilizar ese nombre. El 
nombre ha de ser un nombre real registrado dentro del sistema DNS. 
 
Timeout (300): El número de segundos tras el cual se envía o se recibe el fin 
de plazo de una petición. 
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KeepAlive (On): Para permitir la existencia de conexiones persistentes (HTTP 
1.1), es decir, de que por una misma conexión se puedan enviar varias 
peticiones HTTP. 
 
MaxKeepAliveRequests (100): Número máximo de peticiones que se pueden 
cursar por una misma conexión. En caso de poner 0, el número será ilimitado. 
Cuantas más peticiones se puedan cursar por una misma conexión, mejor será 
el rendimiento de la comunicación, al evitar establecer nuevas conexiones 
TCP, que son muy costosas. 
 
KeepAliveTimeout (15): Número de segundos máximos en los que se esperará 
la siguiente petición. 
 
MaxClients (150): Número máximo de clientes que pueden conectarse al 
servidor web. Debe ser un número relativamente alto, ya que una vez 
superado, ningún cliente más podrá acceder a la información. Es una método 
de protección, que evita que el sistema pueda quedar totalmente bloqueado. 
MinSpareThreads/MaxSpareThreads: Número mínimo y máximo de hebras en 
espera. Los diferentes MPMs tienen diferentes comportamientos respecto a 
esta directiva. 
 
ThreadsPerChild (25): Esta directiva especifica el número de hebras creadas 
por cada proceso hijo. El proceso hijo crea estas hebras al inicio y no vuelve a 
crear más. 
 
MaxRequestsPerChild (30): número máximo de peticiones que puede servir un 
proceso hijo del proceso servidor principal, antes de que sea eliminado. Esto es 
necesario en sistemas con agujeros en la gestión de memoria. 
 
 
A.2. Consejos para servidor de alta disponibilidad. 
 
Este apartado es una guía para un futuro próximo. No es lo mismo tener que 
servir datos a un cliente que a varios. Por lo tanto, el servidor apache tendrá 
que trabajar mucho más eficientemente. 
 
La idea es que el sistema pueda recibir muchas visitas sin que se sature ni la 
memoria ni el ancho de banda. A continuación una serie de consejos para 
configurar un servidor de alta disponibilidad. 
 
1. Cargar sólo los módulos necesarios:  para ello tenemos el comando 
a2dismod, que desahabilita los módulos que tenemos instalados. 
Como anotación, para cargar módulos es con el a2enmod. Estos dos 
comandos la única cosa que hacen son links simbólicos de /etc/apache2/mods-
available a /etc/apache2/mods-enabled. 
 
2. Usar los módulos de multiprocesing apropiados: Apache ofrece el 
servicio creando nuevos procesos para cada una de las tareas a realizar, 
desde servir una imagen, escribir una línea a log, etc. 
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En apache hay 2 versiones de multi processing, la worker y la prefork. La 
worker por ejemplo trabaja a un rendimiento y escalabilidad mucho mayores a 
la prefork, cada proceso genera varios procesos hijos, estos son agrupados y 
permiten usar la misma conexión. Pero por el contrario, hace que si falla uno de 
los procesos hijo falla todo el proceso padre, la prefork evita esto, pero es más 
lenta ya que cada proceso hijo genera una conexión. 
 
3. DNS lookup: Cada vez que se hace una conexión a un cliente, el apache 
tiene que resolver el nombre del cliente. Esto hace que tenga que hacer una 
petición al DNS. Para accelerar este proceso, apache tiene la posibilidad de 
crear una lista interna de hosts-ips. La opción en apache es HostnameLookups, 
por defecto viene desactivada 
 
4. AllowOverride: Si no vamos a usar ficheros .htaccess o simplemente si no 
queremos que los clientes puedan modificar las opciones por defecto de 
apache, simplemente cuando definamos una sección de directory, 
especificamos AllowOverride None. AllowOverride All buscaría en los 
directorios típicos ficheros de configuración .htaccess. Esto lo que hace es que 
cada vez que se carga una página web vaya a buscar dicho fichero. Así que es 
recomendable dejarlo siempre deshabilitado a menos que queremos que un 
directorio tenga un comportamiento especial 
 
5. Negociación: Un valor interesante es Multiviews, esto lo que hace es que 
cada vez que se accede a un directorio escanea el contenido de este. Si 
básicmaente se va a cceder a nos ficheros ya vinculados y no se tiene porque 
saber el contenido del directorio, simplemente eliminar la opción Multiviews. 
6. MaxClients: Define el número de clientes que pueden conectarse, si el 
numero es demasiado bajo hará que haya muchos timeouts de las conexiones, 
aunque la máquina no se disparará en consumo de RAM. En caso contrario, si 
el valor es alto apenas se darán timeouts, pero en momentos de mucho tráfico 
hará que la máquina swapee y acabe funcionando lenta. 
Para calcular este valor se puede usar esta fórmula: 
MaxClients = Total RAM dedicated to the web server / Max child process size 
7. MinSpareServers, MaxSpareServers, y StartServers: Similar al anterior, 
pero hace referencia al número de procesos hijos que puede tener activos un 
proceso. Dependiendo de la carga de los procesos puede hacer que tarde más 
o menos en servir el contenido. Por ejemplo si tenemos una página que se 
tiene que procesar mucha información, nos va a interesar que use el máximo 
número de procesos hijo para resolver el contenido. Pero por contra, si 
definimos este número muy bajo y el proceso es muy alto va a hacer que se 
tarde mucho en servir el contenido final. 
 
8. MaxRequestsPerChild: Por defecto es 0, que no hay límite. Pero no se 
recomienda en servidores con muchas visitas ya que estas podrían hacerle 
caer. 
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9. KeepAlive y KeepAliveTimeout: KeepAlive permite varias peticiones sobre 
la misma conexión TCP, por lo que siempre ha de estar activado. 
KeepAliveTimeout, define el tiempo que tiene que esperar para la siguiente 
petición. Se recomienda definirlo entre 2 y 5, ya que si es demasiado grande se 
desaprovecha la posibilidad de ofrecer otro contenido a otro visitante durante la 
espera. 
 
10. Compresión HTTP y caching: La compresión permite disminuir 
drásticamente el consumo de ancho de banda (hasta un 75,2%). En su contra 
consume muchos más recursos, ya que usa gzip  para comprimir el contenido 
antes de mandarlo. Para habilitar la compresión hay que activar el módulo 
mod_deflate. Con caching se consigue que el contenido ya pedido 
anteriormente ya esté preparado para servirlo. Se tiene que habilitar los 
módulos mod_expires y mod_headers. 
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C. Configuración equipos remotos. 
 
Teniendo en cuenta que hubieron muchos problemas a la hora de estabilizar la 
conexión de las estaciones remotas y el gran peso que tienen sobre el 
proyecto, se incluye este anexo a modo de información y referencia. 
 
 
C.1. Router 3G/UMTS. 
 
El router elegido es el TW-EA530, de precio módico pero que cumple con 
creces las necesidades del proycto. En la figura C.1 se puede ver su aspecto. 
De las tres antenas que se observan, una de ellas es la del wifi, la cual no se le 
pondrá para ahorrar espacio. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. C.1 Aspecto Router TW-EA530 3G. 
 
 
En la tabla C.1 se pueden ver las principales características que conforman a 
este equipo. 
 
 
Tabla C.1 Principales características del router 3G. 
 
Works with any operating system. System log. 
7.2Mbps/ 2.0 Mbps 3G  modem build in. 12 V DC 1 A PSU. 
Normal SIM slot for 3G usage. EAN code: 64 3001092 6382. 
Auto detection of ADSL and if not available 
then jump to 3G. 
Product package includes RJ45 Ethernet 
cable, RJ11 phone cable, filter, PSU and 
manual. 
802.11b/g Wlan Access Point. 4 10/100 Mbps Ethernet ports. 
Can act as a regular Wlan router with latest 
firmware version (EWAN). Firewall. 
IPTV support. NAT/NAPT. 
DHCP server. Security logs. 
DHCP,PPPoE,PPPoA client support. DNS relay. 
Works with dynamic and static IP Address. DynDNS. 
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Max. throughput: 24 Mbps downstream, 3,5 
Mbps upstream. Virtual server and DMZ. 
Maximum reach is 5-7 km depending on the 
variables, i.e length of the copper pair. Supports RIP-1/2 and static routing. 
Supported modes: Ansi T1.413 v2, G.DMT, 
G.992.2 (G.lite), ADSL, ADSL 2, ADSL 2+, 
Annex A, I, J, L & M. 
SNTP support. 
Supported protocols: RFC2684 (previously 
known as RFC1483), PPPoA, PPPoE. VRRP support. 
Co-Works with regular analogic phone 
(requires filter). VPN/ Ipsec support. 
Web based management.   
 
 
Tras varias actualizaciones de firmware, la configuración del router es la que se 
presenta a continuación.  
 
 
 
 
Fig.C.2.Configuración del 3G. 
 
 
En la figura C.2 se presenta la configuración del 3G para la compañía Movistar. 
El APN y su usuario y password son datos públicos, los cuales los podemos 
encontrar en cualquier página web.  
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Muy importante establecer un Keep Alive bajo, así nos aseguramos que el APN 
no nos hecha de la red por no cursar tráfico. Este valor indica el intervalo de 
tiempo entre cada envío de paquetes “fantasma”. 
 
 
 
 
Fig.C.3 Configuración Dynamic DNS. 
 
 
En la figura C.3 se muestra la configuración del DNS dinámico. Únicamente 
indicarle uno de los nombres indicado en la tabla que se ha creado en el 
dyndns.org.  
 
El período, es el intervalo de tiempo que se irá conectando el router al 
dyndns.org para actualizar la IP. Igualmente, si el router cambia de IP se envía 
la nueva, no se espera a que se cumpla el tiempo restante. 
 
 
 
 
Fig.C.4 Configuración de la LAN. 
 
 
La figura C.4 hace referencia a la configuración de la LAN. Indicamos la IP 
interna del router y la máscara que se utilizará en la red. Estos son los valores 
que vienen por defecto. 
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Fig.C.5 Configuración puertos. 
 
 
En la figura C.5 se muestra la configuración de los puertos en el router para 
poder acceder desde el exterior tanto a la cámara como al meteohub (estación 
receptora de los datos meteorológicos). Además se abre el puerto 22 para 
acceder por SSH al meteohub (recordemos que se trata de un PocketPC). 
 
Si en un futuro se requieren más dispositivos, únicamente se les tiene que dar 
acceso a través de los puertos. 
 
 
 
 
Fig.C.6 Configuración de la gestión del dispositivo. 
 
 
En la figura C.6 se ve la pantalla de configuración de la gestión del dispositivo. 
Se cambia el puerto del router, ya que por defecto es el 80 y éste se ha 
asignado a la cámara. Si no se cambia, entraría en conflicto el dispositivo. 
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Fig.C.7 Configuración de las alertas por correo. 
 
 
Este router implementa el envío de alertas. En la figura C.7. se observa la 
configuración de alertas por correo. Las cuentas de correo han de estar 
creadas en el servidor SMTP indicado. Además, se puede configurar para 
diferentes tipos de alertas como es  fallo en el equipo o cambio de IP pública . 
 
 
C.2. Equipo meteorológico. 
 
El equipo meteorológico está compuesto por dos partes. Por un lado el Pocket 
PC que contiene un sistema operativo Linux y la aplicación Meteohub, que es 
la que recoge los datos meteorológicos e implementa la API que sirve el XML. 
Por otro lado, los sensores y la tablet. El Pocket PC se conectará mediante un 
cable USB a la tablet para recoger los datos y con un UTP al router. 
 
 
 
 
 
 
 
 
 
 
 
Fig. C.8 Aspecto Alix3D3. 
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En la figura C.8 podemos ver el aspecto del PocketPC Alix3D3, como se 
aprecia es de un tamaño muy reducido. En la tabla C.2 se indican las 
principales características. 
 
 
Tabla C.2 Especificaciones técnicas ALIX3D3. 
 
CPU   500 MHz AMD Geode LX CPU cache = 64KB instrucciones + 64KB datos + 128KB     
Memoria 
 256MB DDR DRAM chip de memoria en placa 
Almacenamiento 
 Compact Flash socket 
Puertos   Un puerto 10/100 Mbit/s Fast Ethernet Via VT6105M 10/100, 1 conector hembra DB15 VGA, 2 USB 
MiniPCI slot 
 Dos MiniPCI Type IIIA/IIIB slots 
LEDs 
 3 LED en el panel frontal, pushbutton 
Opciones de 
Alimentación 
 Power over Ethernet: 7..20V DC (except power over datalines) 
 Power jack: 7..20V DC 
Tamaño 
 100 x 160 mm - same as WRAP.2E 
Temperatura 
 Funcionamiento: -20°C to +50ºC (-4°F to 122°F) 
Software 
soportado  
 FreeBSD, Linux, NetBSD, OpenBSD, RouterOS, IkarusOS, 
Windows XP 
Firmware 
 tinyBIOS 
 
 
 
La configuración del aplicativo Meteohub es la siguiente. 
 
 
 
 
Fig. C.9 Configuración parámetros de red. 
 
 
En la figura C.9 se observa la configuración de los parámetros relacionados 
con la red. Dependerá en gran medida de los datos introducidos en el router. El 
Gateway, es la puerta de enlace, que es la IP del router.  
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Fig. C.10 Configuración estación meteorológica. 
 
 
Ahora queda configurar la estación meteorológica que se utilizará, como 
muestra la figura C.10. Se ha optado por la PCE-FWS 20 compatible con el 
software Meteohub. Indicamos que la estación se encuentra a nivel del mar y 
que cada 300 segundos recoja los datos de la tablet. 
 
 
 
 
Fig. C.11  Configuración de los sensores de la estación. 
 
 
Por último, se configuran los parámetros relacionados con los sensores como 
muestra la figura C.11. Lo principal de este apartado es el identificador de cada 
sensor (ID), ya que son los que se utilizarán para generar el XML. 
 
La otra parte que forma la estación meteorológica, está compuesta por los 
sensores captadores de datos y la tablet que recoge y muestra los datos 
meteorológicos.  
 
Los sensores se colocarán en un pequeño mástil en un lugar abierto y libre de 
obstáculos. Por su lado, la tablet va colocada en el interior de la caja protectora 
de plástico, junto al router, el PocketPC y el SAI. 
 
En la figura C.12, se muestra el aspecto de los sensores y la tablet. 
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Fig.C.12 Aspecto estación meteorológica PCE-FWS 20. 
 
 
Las principales características de la estación meteorológicas se pueden ver en 
la tabla C.3. 
 
 
Tabla C.3 Especificaciones técnicas PCE-FWS 20. 
 
Interior 
Rangos de medición 
Temperatura ambiental: 0 ... +60 °C 
Humedad del aire:         1 ... 99 % 
Presión atmosférica:     919 ... 1080hPa 
Resolución 
Temperatura del aire:     0,1 °C 
Humedad del aire:         1 % 
Presión atmosférica:      0,1 / 1,5 hPa 
Intervalo de medición de la 
presión atmosférica, temperatura 
y humedad 
48 segundos 
Duración de la alarma 120 segundos 
Exterior 
Rangos de medición 
Temperatura ambiental: -40 ... +65 °C 
Humedad del aire:         1 ... 99 % 
Pluviometría:                 0 ... 9999mm 
Velocidad del viento:      0 ... 180 km/h 
Indicación de la dirección del viento 
Resolución 
Temperatura del aire:     0,1 °C 
Humedad del aire:         1 % 
Pluviometría:    0.1mm (volumen <1000mm) / 
1mm (volumen >1000mm) 
Intervalo de medición de 
temperatura y humedad 48 segundos 
Transmisión por radio hasta un máx. de 100 m al aire libre 
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Puerto USB 
Alimentación 
 - Estación base 3 x baterías de 1,5 V AA  
 - Unidad transmisora módulo solar y 2 pilas recargables  
Dimensiones 
 - Estación base 230 x 150 mm 
 - Sensores 660 x 540 mm 
 
 
C.3. Cámara. 
 
La cámara elegida es la 215 PTZ de la casa Axis. Cumple con todas las 
características necesarias y además, Axis, tiene una gran relación calidad-
precio. 
 
Cada cámara se instala con una carcasa, como se puede observar en la figura 
C.13 que la protegerá de las inclemencias del tiempo y de la suciedad. 
 
Es una cámara DOMO/PTZ por lo que tiene un rango de movimiento de 360º. 
Por lo tanto la instalación de dicha cámara, se hará normalmente en una torreta 
o mástil. Si lo hacemos en una pared, habrá un gran ángulo muerto por la 
propia pared. Se conecta directamente al router a través de una cable UTP. 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.C.13 Aspecto Axis 215 PTZ. 
 
 
En la tabla C.3 se presentan las principales características de las Axis 215 
PTZ. 
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Tabla C.3 Especificaciones técnicas Axis 215 PTZ. 
 
 
 
 
La configuración de la cámara es muy sencilla y parecida a la del meteohub, la 
mostramos a continuación. 
 
 
 
 
Fig.C.14 Configuración parámetros de red. 
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Como en los demás equipos, primero configuramos los parámetros 
relacionados con la red, como se ve en la figura C.14. Se indica la IP asignada 
a la cámara y la máscara de red, además de la IP del router (gataway). 
Además, indicamos el puerto configurado previamente en el router, el 80. 
   
 
 
 
Fig.C.15 Configuración apariencia imagen. 
 
 
En la figura C.15, se configura la apariencia de la imagen. Fijamos una 
resolución, compresión y brillo por defecto. Esta configuración es la que se 
utilizará si a la hora de hacer la captura no indicamos ninguno de estos 
parámetros a través de la llamada (a través de la url) que ejecuta la API. 
 
 
 
 
Fig.C.16 Configuración ajustes de imagen. 
 
 
Aparte del menú de la figura C.15, también hay que configurar los ajustes de 
imagen, como se ve en la figura C.16. En este apartado, fijamos los valores de 
balance de blancos, control de exposición, filtro IR y reducción de ruido. 
 
Los diferentes parámetros, los configuramos como “automático” ya que las 
capturas se realizan durante todo el día, por lo que la luz varia. 
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Fig.C.17 Configuración posiciones guardadas. 
 
 
Por último, configuramos las posiciones para realizar las capturas, como se ve 
en la figura C.17. Estas son las posiciones que se utilizan desde el script 
haz_captura.php. Se pueden guardar hasta un máximo de 20 posiciones, pero 
por lo general se tendrán entre 2 y 3 posiciones por cámara. 
 
 
C.4. SAI 
 
El último elemento de las estaciones remotas, pero tan importante como los 
demás, es el SAI. El elegido es el Soyntek Secury A600, como se ve en la 
figura C.18. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.C.18 Aspecto SAI Soyntek Secury A600. 
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Se escoge este SAI porque cumple con todas las necesidades y tiene un 
tamaño reducido, perfecto para cuadrar en el interior de la caja de protección 
con los demás equipos. 
 
En la tabla C.4 se presentan las principales característica de este equipo. 
 
 
Tabla C.4 Especificaciones técnicas SAI Soyntek Secury A600. 
 
CAPACIDAD 
   8%9
ENTRADA 
Voltaje :*8
Frecuencia % #7
Fase !""6"
.1
2#(
#

/3

Rango de Voltaje :*8;:<
Frequencia #7: #7;:#7
Forma de onda 
-'":"'
41")

4,1
   : 
BATERÍA 
Tipo '+'":""+
"
Tiempo de carga "-<')
5"=->"
"-"9?
 -"
DISPLAY LED 3''"+@=-+A"
ALARMA AUDIBLE 
!"'"B "'"')-'"
Batería baja "'"')-'"
Sobrecarga "'"''")-'"
Fallo "'""-"
DATOS FÍSICOS 
Dimensiones CC
Peso neto =)
Enchufes *-=">")'""B(
D""''?
)11)

-14.

Temperatura E:*E


,1)

 

INTERFACE 
#-'' <:<
RS-232 9'"F%%25%%4
%8+
!0+2"G(H-C
USB D"9'"F
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D. Cálculo medidas de transmisión. 
 
Estos cálculos son aproximaciones al modelo teórico. Para una mejor 
aproximación se tendrían que hacer pruebas de medición e incluso tener 
acceso a la red de transporte. Aún así, se intenta valorar que parámetros 
afectan más a la transmisión y dimensionar el retraso. 
 
Así pues, estudiaremos diferentes casos, variando parámetros significativos de 
los siguientes: 
 
L = Tamaño imagen. 
P = MTU. 
B = Velocidad de transmisión. 
H = cabecera IP. 
N = número de saltos. 
tiempo de propagación = tiempo de procesado = 0 ya que es información 
interna de la operadora y no lo facilita. 
 
Caso 1: Cálculo tiempo de transmisión de una imagen de resolución 704x576 
desde un emplazamiento exterior. 
 
L = 100 KBytes. 
P = 1424 Bytes. 
B = 384 kbps. 
H = 20 Bytes. 
N = 1. 
tiempo de propagación = tiempo de procesado = 0 ms. 
 
Cálculo número de paquetes: 
 
 %&'(  $  
 
 )) * )+,-./01,+,  +)-./01  2+345670 8 25670 
 
 
Tiempo transmisión de una imagen de resolución 704x576: 
 
 97 6 *  6     	
    
 
  )) * )+, * :-.01,), * :-.01  ,+, * :-.015:,  );-.01   +3<0=790 
 
 
(D.1) 
(D.2) 
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Es un tiempo razonable y en la práctica es menor ya que se consiguen 
velocidades de transmisión por encima de los 384 kbps. 
Caso 2: Transmisión de una imagen en calidad HD, resolución 1920x1080. Es 
una caso real, ya que hay cámaras con esta resolución. Los demás parámetros 
se mantienen igual menos el tamaño de la imagen que pasa a ser: 
 
L = Tamaño imagen = 600 KBytes. 
 
Cómo solo varia el tamaño de la imagen, el resultado es proporcional: 
 
 %>?@A%>?@#   <))BC))BC  < 
 
 
Número de paquetes: 25670 * <  ,5:670 
Tiempo transmisión de una imagen:+3<0 * <  +34<0=790 
 
El transmitir una imagen a esta calidad implica tiempos de transmisión mucho 
más altos. Por lo tanto, entre una petición y su respuesta pasará más tiempo, 
en consecuencia se tardará más tiempo en realizar todas las capturas. Este 
dato es importante para el intervalo de tiempo de las capturas, ya que si es 
muy pequeño y tenemos muchas cámaras y posiciones, se podría llegar al 
caso de solaparse una captura con la siguiente de ella misma. 
 
 
Caso 3: Aproximación del tiempo de retardo, pero con una N variable. Hasta 
ahora se han realizado los cálculos con una N=1. Vamos a ver cómo afecta a 
los datos obtenidos en el caso 1. 
 
 
 %&'(  $  C   C      D 
 
 
Utilizando los parámetros del caso 1 y la ecuación D.4, obtenemos la siguiente 
ecuación: 
 
 +5EE+  ))+4<<     
 
 
Tabla D.1 Retardo en función de N. 
 

 
%
 
 
%

 +    +*
 +**  +**
 +*  +
* +*   +** 
(D.3) 
(D.4) 
(D.5) 
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 +  +*
Si presentamos los datos de la tabla D.1 en un gráfico, como el de la figura D.1, 
se observa que el crecimiento es lineal. Además no es un factor significativo 
para el retardo total ya que no añade demasiado tiempo. 
 
 
 
 
Fig.D.1 Retardo total en función de N. 
 
 
 
Caso 4: Como se transmiten paquetes, el retardo total depende del tamaño de 
estos (P). Pero como se ve en la fórmula D.4, cuando más grande es P más 
afecta al retardo por los nodos intermedios. En cambio, mejora la eficiencia en 
relación a la cabecera. 
 
Así pues, se puede calcular el MTU (P) óptimo dependiendo del número de 
saltos (N). 
 
Se deriva la fórmula D.4 en función de P y encontramos Popt: 
 
  0    F %  $  C   C    G  
 
  %C    $    $A    C  ) 
 
   H %  $    $ 
 
 
(I+C;+
/JI
+
+
+
+
+
+*
+*
   











 
!



+


'"6-D'
2
H>'"
6-D'2?
(D.5) 
22                          Sistema automático de transmisión de datos desde equipos remotos para aplicaciones audiovisuales 
Utilizamos los parámetros del caso 1 en bits  y obtenemos una Popt. en función 
de N: 
 
   H5)2+)))    <) 
 
 
Si damos valores a N, vemos que el tamaño óptimo de paquete va 
disminuyendo, como se ve en la tabla D.2 y en la figura D.2. 
 
 
Tabla D.2 Popt. en función del número de saltos. 
 

 "
#
 
 
 "
#
 

 -K-   *+
 *+   +
 +  + *
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Fig.D.2 Popt. en función de N. 
 
Cada vez se hace menor Popt., ya que N aumenta, por lo tanto la contribución 
de los nodos intermedios al retardo es más alta y para contrarrestarlo se 
necesitan paquetes más pequeños. 
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E. Aplicativo ADCAM. 
 
Este anexo pretende dar una visión más precisa del aplicativo ADCAM a través 
de los diferentes submenús. Cómo se ha comentado, el desarrollo de esta 
aplicación no estaba a nuestro cargo, aun así, para poder implementar el 
sistema completo hay que entender como interactúa. 
 
Para poder acceder al aplicativo ADCAM , hay que entrar en la siguiente 
dirección: 
 
http://cameres.adtel.cat:81/adcam/admin/home.php 
 
Esta dirección carga la primera página, la del login, como se puede ver en la 
figura E.1. 
 
 
 
 
Fig.E.1 Pantalla de login del ADCAM. 
 
 
Una vez introducido los datos, y que sean correctos estos, se carga la página 
de bienvenida, como muestra la figura E.2. 
 
 
 
 
Fig.E.2 Pantalla de Inicio. 
 
 
Esta pantalla será igual, sea quien sea el cliente que se loguee. A la derecha, 
en naranja aparecen unos submenús que corresponden con la parte de 
gestión. La parte de gestión es la que tendrán acceso cada uno de los clientes. 
Por otro lado está la parte de administración, que únicamente tendrá acceso el 
usuario correspondiente al administrador. Para acceder a esta parte, si 
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tenemos permisos, nos aparecerá en la esquina superior izquierda en letras 
azules el acceso. 
 
Primero estudiaremos el menú de administración, ya que antes de realizar las 
capturas hay que crear el usuario y las estaciones. En la figura E.3 se puede 
ver la pantalla de bienvenida del menú de administración. 
 
 
 
 
Fig.E.3 Pantalla de inicio menú administración. 
 
 
Este menú contiene los submenús que el administrador necesita para la 
creación, modificación o eliminación de usuarios, grupos de usuarios y 
estaciones. Además de los logs del sistema. 
 
Primero hay que definir los grupos de usuarios. Un grupo de usuario define los 
permisos que se tendrá en cada submenú, en la figura E.4 se puede observar 
lo comentado. 
 
 
 
 
Fig.E.4 Submenú creación grupos de usuarios. 
 
 
Una vez creados, quedan guardados en el aplicativo y listos para asociarse a 
los usuarios. 
 
Creamos 3 grupos de usuarios. Uno de administración, con todos los permisos. 
Otro para los clientes, con permisos de gestión y webservices y por último el de 
webservice, que únicamente podrá hacer peticiones de solicitud de datos. En la 
figura E.5 se puede ver los grupos de usuarios creados. 
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Fig.E.5 Pantalla lista de grupos de usuarios. 
 
 
Ahora ya podemos definir todos los usuarios que se requieran. Como se puede 
observar en la figura E.6 cuando se definen los usuarios obligatoriamente 
tenemos que asignarle un grupo de usuario el cual automáticamente le 
asignará los permisos correspondientes. 
 
Los campos usuario y contraseña son los que se utilizan para acceder al 
ADCAM, o en su defecto para loguearse cuando se solicitan capturas. 
 
 
 
 
Fig.E.6 Submenú creación de usuarios. 
 
 
Una vez creado, se guarda en la base de datos y podemos consultarlos, 
modificarlos y eliminarlos desde el ADCAM, como se ve en la figura E.7. 
 
En la figura E.7. se observa un botón, ubicado en el centro que relaciona 
usuarios con estaciones. Su funcionamiento se explicará más adelante. 
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Fig.E.7 Pantalla lista de usuarios. 
 
 
La otra parte del menú administración es la creación de estaciones. Se refiere a 
las estaciones remotas que pueden contener una cámara y/o estación 
meteorológica. 
 
En la figura E.8 se muestra el submenú para crear una estación nueva. Como 
se ve, pide la dirección de los equipos. Esta dirección es la que se utiliza para 
hacer la captura de datos; es la que activa la API correspondiente al envío de 
datos. 
 
 
 
 
Fig.E.8 Submenú creación de estaciones. 
 
 
Además, pide que indiquemos que tipos de estación meteorológica, cámara y 
resolución se utilizarán. Estos datos se han introducido directamente en la base 
de datos.  
 
Una vez creada la estación, se almacena en la base de datos y podemos 
listarlas como muestra la figura E.9. 
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Fig.E.9 Pantalla lista de estaciones. 
 
 
Recordemos que el aplicativo es multiusuario, por lo que cada usuario tendrá 
sus cámaras o puede que algunas cámaras se compartan entre usuarios. Por 
lo tanto es necesario relacionar los usuarios con sus cámaras. 
 
Para ello, volvemos al menú usuarios y ahora sí, accedemos al botón que 
indica relación usuario-estaciones. Entonces, se abre una ventana emergente 
como la mostrada en la figura E.10. 
 
 
 
 
Fig.E.10 Pantalla relación usuarios-estaciones. 
 
Una vez escogido el usuario, hacemos una consulta y aparecerán todas las 
estaciones guardadas en la base de datos. En verde aparecen las que están 
relacionadas con este usuario y en rojo las que no. Si queremos añadir o 
eliminar alguna relación, sólo se tiene que seleccionar la estación o estaciones 
y ejecutar la acción correspondiente que modificará directamente la base de 
datos. 
 
Añadir que esta mejora sí que ha sido implementado por nosotros. 
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También desde el menú de administración se pueden consultar los logs, como 
muestra la figura E.11. Los logs registran cualquier movimiento de datos del 
ADCAM, desde la consulta de estado de las estaciones, capturas de datos, 
fallos internos del sistema, movimientos con la base de datos, etc. Son 
guardados en la base de datos, por lo que se pueden consultar por fecha. 
 
 
 
 
Fig.E.11 Pantalla relación usuarios-estaciones. 
 
 
Hasta aquí las opciones del menú administración. Esta parte del ADCAM sólo 
tiene acceso los usuarios relacionados con la empresa que es la dueña de la 
plataforma, usuarios con permisos de administración. 
 
Los usuarios relacionados con los clientes solo podrán acceder al menú de 
gestión, que es el mostrado en la figura E.12. 
 
 
 
 
Fig.E.12 Pantalla estado de las estaciones. 
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La pantalla de estado, muestra un resumen rápido de las estaciones 
relacionadas con el usuario, como muestra la figura E.12. Fijémonos que son 
los datos que se han introducido al crear la estación, figura E.8. 
 
Lo más significativo es que a través de una esfera nos indica si la estación está 
levantada y por lo tanto funcionando (color verde) o caída y por lo tanto no 
realiza capturas (color rojo). La consulta del estado lo realiza el script 
daemon_stat.php, explicado en el apartado 4.2.1. de la memoria principal. 
 
Aparte de consultar el estado de sus estaciones, los clientes pueden crear las 
programaciones. Las programaciones son las encargadas de realizar las 
capturas. Si no hay una programación definida para una estación, no se 
realizarán capturas, por lo tanto en el webservice no habrán datos de esa 
estación. 
 
En la figura E.13 se muestra el submenú de creación de una programación. 
 
 
 
 
Fig.E.13 Submenú creación de programaciones. 
 
 
En la pestaña de “Estación” sólo aparecerán las estaciones relacionadas con el 
usuario. Una vez seleccionada la estación, indicamos que tipo o tipos de 
captura se quiere realizar, la resolución de la captura de la cámara y las fechas 
y horas de inicio y final que deseamos que esté activa la programación. Lo mas 
importantes es indicar la frecuencia, que es el intervalo de tiempo que 
transcurre entre cada captura. Una vez creada se almacena en la base de 
datos.  La cual se irá consultando cada minuto para saber si es el instante 
correspondiente para realizar las capturas de esta estación. Este proceso está 
descrito en los apartados 4.1.3. y en el 4.2.2 de la memoria principal. 
 
Una vez creada la programación, se pueden consultar todas las 
programaciones relacionadas con el usuario, como se ve en la figura E.14. 
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Fig.E.14 Pantalla lista de programaciones. 
 
 
Por último, el cliente puede ver los contenidos capturados como muestra la 
figura E.15. Se listan todos los contenidos relacionados con las estaciones del 
usuario. Como se cargan de la base de datos, podemos consultar contenidos 
capturados meses atrás. 
 
Además, podemos verlos en detalle, la imagen o el XML. O eliminarlos, lo cual 
afecta directamente a la base de datos. 
 
 
 
 
Fig.E.15 Pantalla lista de contenidos. 
 
 
En definitiva, estas son las opciones que nos podemos encontrar en el 
aplicativo ADCAM. Recordar que toda la información mostrada se carga de la 
base de datos, por lo que si eliminamos un registro, no podemos recuperarlo. 
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F. Funciones. 
 
En este anexo se pretende explicar las funciones que no se han podido incluir 
en la memoria principal, sobre todo las funciones que hacen referencia al script 
haz_captura.php. 
 
 
La primera función es la que se utiliza para obtener el número de posiciones y 
el nombre de cada una de ellas. En la figura F.1, podemos ver el código 
asociado. 
 
 
 
 
Fig.F.1 Función read_body(). 
 
 
A través de la biblioteca cURL obtenemos la respuesta de la cámara con la 
información asociada a las posiciones guardadas, con el siguiente formato. 
 
Preset Positions for camera 1 
presetposno1=pos3 
presetposno2=pos1 
presetposno3=pos2 
 
La API de la cámara no nos devuelve una variable, sino un fichero por http. 
Con la función curl_setopt($ch, CURLOPT_WRITEFUNCTION, 'read_body') 
conseguimos guardar este flujo de información en la variable  $string. 
32                          Sistema automático de transmisión de datos desde equipos remotos para aplicaciones audiovisuales 
 
A partir de aquí, es cuestión de ir eliminando los datos que no nos interesan y 
contar el número de posiciones y obtener el nombre de cada una de ellas. En la 
propia figura F.1 está explicado línea a línea. 
 
La siguiente función es la utilizada para mover la cámara a una posición en 
concreto. La función en cuestión es has_movimiento() que tiene como 
argumento la url que activa la API de movimiento, como muestra la figura F.2. 
 
Un ejemplo de una url sería:   $url_mov=http://cam1menorca.dyndns.org/axis-
cgi/com/ptz.cgi?gotoserverpresetname=pos1 
 
 
 
 
Fig.F.2 Función haz_movimiento(). 
 
 
Sencillamente se utiliza la biblioteca cURL para ejecutar la url y así mover la 
cámara a la posición deseada. En el ejemplo, a la posición con nombre pos1, 
que es la segunda posición guardada (presetposno2).  
 
Como no devuelve ninguna respuesta cerramos la sesión abierta con la cámara 
y devolvemos un NULL. 
 
 
A continuación, una vez se haya movido la cámara, normalizaremos el nombre 
del fichero que más tarde se guardará en el servidor a partir de un patrón. 
Dicho patrón en una función que recibe como parámetro el nombre del fichero, 
como se puede observar en la figura F.3. 
 
En la función se reemplazarán los acentos y caracteres extraños, se limpian de 
posibles espacios o saltos de línea y se añade información como la fecha y 
hora de la captura. 
 
Una vez finalizada, se retorna de nuevo la variable que contiene el nombre del 
fichero. 
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Fig.F.3 Función normaliza_nombre_fichero(). 
 
 
 
La siguiente función que se utiliza es la que se encarga de capturar la imagen y 
el XML como muestra la figura F.4. La implementación es sencilla ya que tiene 
como argumentos la url de captura, la ruta y nombre donde se guardará el 
archivo en el servidor, el nombre de la estación y la dirección de correo de 
alertas del administrador del servidor. 
 
En este caso utilizamos fopen para ejecutar la url de la cámara, en vez de la 
bibliote cURL ya que no se tiene que introducir usuario y pasword. Además, la 
respuesta es únicamente una imagen o un xml sin formato, que se pueden 
tratar como un flujo continuo de datos. 
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 Fig.F.4 Función carga_fichero(). 
 
 
El funcionamiento es bien sencillo, se abren el archivo origen ($rh) y el destino 
($wh) y se verifica que ambos se han abierto correctamente. En caso contrario, 
actualizamos los logs, paramos la ejecución del código y se envía un correo de 
alerta al administrador.  
 
Si los archivos se han apuntado correctamente, se lee $rh y su contenido se 
escribe, vuelca, a $wh. Si ocurre un error durante el volcado de información, 
igual que antes, se actualizan los logs, se para la ejecución del código y se 
envía un correo de alerta. 
 
Si todo el proceso se ha ejecutado correctamente, significa que en el servidor 
está almacenada la imagen o el XML, se pasa a cerrar los punteros abiertos. 
 
Cuando se carga el XML de la estación meteorológica se carga el XML 
completo, con datos acumulados, de días anteriores, etc. Solo nos interesan 
los datos actuales, por lo tanto tenemos que recortar dicho XML. 
 
La siguiente función tiene como objetivo cargar el XML recién capturado, 
recortarlo y guardarlo sobre escribiendo el original mediante DOMDocument. 
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Fig.F.5 Función recorta_xml(). 
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G. Arquitectura de la base de datos. 
 
Como se ha comentado en la memoria principal, no es intención de este 
proyecto explicar cómo se ha implementado la base de datos. Únicamente se 
indicará la arquitectura, pero sin entrar en detalles de cómo pueden ser las 
relaciones entre las diferentes tablas. 
 
Así pues, la base de datos del aplicativos consta de las siguientes tablas. 
 
 
Tabla G.1 Tabla contenidos 
 

 4#
 
 "

' >? 2" 
6 ' B 2$HH
"  B 2$HH
6," >? B 2$HH
",- (>*? B 2$HH
6,"-" >? B 2$HH
G" C B 2$HH
"" G>? B 2$HH
 
 
Tabla G.2 Tabla estaciones. 
 

 4#
 
 "

' >? 2" 
" G>? 2" 
"G" G>? B 2$HH
', C B 2$HH
'," C B 2$HH
6,", >? B 2$HH
6,"," >? B 2$HH
-","" ' B 2$HH
 
 
Tabla G.3 Tabla resoluciones. 
 

 4#
 
 "

' >? 2" 
"-" G>? B 2$HH
G" G>? B 2$HH
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Tabla G.4 Tabla grupos_usuarios. 
 

 4#
 
 "

' >? 2" 
",)-" G>*? 2" 
'" G>? 2" 
,'--" >? 2" 
,')-",--" >? 2" 
,'" >? 2" 
,'") >? 2" 
,)")" >? 2" 
,)"'" >? 2" 
,)'" >? 2" 
,FG >? 2" 
 
 
Tabla G.5 Tabla logs. 
 

 4#
 
 "

' >? 2" 
"')" G>*? 2" 
C",'' C 2" 
C",' C 2" 
6 ' 2" ::
G >? 2" 
 G>*? 2" 
 
 
Tabla G.6 Tabla usuarios. 
 

 4#
 
 "

' >? 2" 
- G>? B 2$HH
F"' G>*? 2" 
6,)-" >? 2" 
" G>*? 2" 
'" G>? 2" 
 G>? 2" 
" (>*? 2" 
-","  2" $//325,5	!35!

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Tabla G.7 Tabla meteo_datos. 
 

 4#
 
 "

' >? 2" 
" >? B 2$HH
6 ' B 2$HH
"  B 2$HH
-G 6" B 2$HH
, 6" B 2$HH
-, 6" B 2$HH
,C 6" B 2$HH
-,C 6" B 2$HH
" 6" B 2$HH
G"," G>? B 2$HH
G",",)'" 6" B 2$HH
G",G" 6" B 2$HH
G" C B 2$HH
 
 
Tabla G.8 Tabla programaciones. 
 

 4#
 
 "

' >? 2" 
6," ' 2" ::
6,6 ' 2" **
","  2" 
",6  2" +* 
6 >? 2" 
6," >? B 2$HH
6, >? B 2$HH
6," >? B 2$HH
6,"-" >? B 2$HH
 
 
Tabla G.9 Tabla rel_estaciones_resoluciones 



 4#
 
 "

6," >? 2" 
6,"-" >? 2" 
. 
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Tabla G.10 Tabla rel_usuarios_estaciones. 
 

 4#
 
 "

6,--" >? 2" 
6," >? 2" 
 
 
Tabla G.11 Tabla tipo_camara. 
 

 4#
 
 "

' >? 2" 
" G>? B 2$HH
 
 
Tabla G.12 Tabla tipo_meteo. 
 

 4#
 
 "

' >? 2" 
" G>? B 2$HH
 
 
 
 
