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a b s t r a c t
In extreme value analysis, staring from Smith (1987) [1], the maximum likelihood
procedure is applied in estimating the shape parameter of tails—the extreme value index
γ . For its theoretical properties, Zhou (2009) [12] proved that the maximum likelihood
estimator eventually exists and is consistent for γ > −1 under the first order condition.
The combination of Zhou (2009) [12] and Drees et al (2004) [11] provides the asymptotic
normality under the second order condition for γ > −1/2. This paper proves the
asymptotic normality for −1 < γ ≤ −1/2 and the non-consistency for γ < −1.
These results close the discussion on the theoretical properties of the maximum likelihood
estimator.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Extremal events may cause large impacts and severe consequences. It is difficult to evaluate them due to the scarcity
of observations. As a natural and precise model for rare events, extreme value statistics exhibits its strong potential in
investigating such events. Based on semi-parametric models proposed by the Extreme Value Theory, a major issue in
extreme value statistics is to estimate the parameters in the semi-parametric model. The most important parameter is the
so-called extreme value index, which indicates the tail shape of a distribution function.
Starting from [1], maximum likelihood procedure has been adopted in estimating the extreme value index. It exhibits
good performance in practice. At the mean time, the theoretical properties of the maximum likelihood estimator for the
extreme value index were gradually established in the last decade. Theoretically, it is necessary to clarify to which extent
the maximum likelihood estimator is a proper estimator for the extreme value index. The word ‘‘proper’’ means specific
statistical properties such as consistency and asymptotic normality. However, there are still a few theoretical gaps in
understanding the statistical properties of the maximum likelihood estimator. This paper will close these gaps.
We start from reviewing the setup of the semi-parametric model proposed by the Extreme Value Theory. Let X1, X2, . . .
be independent and identically distributed (i.i.d.) random variables from a distribution function F . Suppose that F is in the
domain of attraction of an extreme value distribution, i.e. there exist constants an > 0 and bn, such that
F n(anx+ bn)→ Gγ (x), for all 1+ γ x > 0
where Gγ (x) = exp(−(1 + γ x)−1/γ ) is the corresponding extreme value distribution function and γ ∈ R is the extreme
value index ([2]). This is commonly denoted by F ∈ D(Gγ ).
To estimate the extreme value index γ is a major issue in extreme value statistics. For positive γ , [3] proposed the so-
called Hill estimator. For general γ , we have the Pickands’ estimator suggested by Pickands III [4], the moment estimator
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suggested by Dekkers et al. [5], the UH estimator suggested by Beirlant et al. [6] and many others. In [7], an estimator for
γ < −1/2 is proposed. Since the estimator has a similar construction as the Hill estimator, it is usually called the negative
Hill estimator. The construction is as follows. Denote the order statistics of X1, X2, . . . , Xn as Xn,1 ≤ · · · ≤ Xn,n. Then
γˆF := 1k
k∑
i=2
log(Xn,n − Xn,n−i+1)− log(Xn,n − Xn,n−k)
gives the negative Hill estimator, where k is a suitable sequence such that k(n)→∞ and k(n)/n→ 0 as n→∞.
To study the asymptotic properties of those estimators, we need the necessary and sufficient conditions of F ∈ D(Gγ ).
One of the commonly used criterion is as follows, see e.g. [8].
Theorem 1.1. Let U := ( 11−F )← be the generalized inverse function of 1/(1 − F). Then F ∈ D(Gγ ) if and only if there exists a
function a(t) > 0 such that
lim
t→∞
U(tx)− U(t)
a(t)
= x
γ − 1
γ
, (1)
for all x > 0. For γ = 0, the right hand side in (1) is to be read as the limit, log x, as γ → 0.
The condition (1) is called the extreme value condition. For all of the above estimators, it is known that they are consistent
under the extreme value condition.
In order to get the asymptotic normality, de Haan and Stadtmüller [9] introduced the second order condition as
lim
t→∞
U(tx)−U(t)
a(t) − x
γ−1
γ
A(t)
= H(x), (2)
for all x > 0, where
H(x) ≡ Hγ ,ρ(x) := 1
ρ
(
xγ+ρ − 1
γ + ρ −
xγ − 1
γ
)
,
for some ρ ≤ 0 with |A| ∈ RVρ , i.e. limt→∞ A(tx)/A(t) = xρ . With the second order condition, the asymptotic normality
of all the above estimators has been proved.1 Compared to this condition, we call the extreme value condition (1), the first
order condition.
An alternative characterization of the necessary and sufficient condition for a distribution function F belonging to the
domain of attraction is via the ‘‘excess distribution function’’ as in [10]. Denote the excess distribution function
Ft(x) := P(X − t ≤ x|X > t) = F(t + x)− F(t)1− F(t) .
Then F ∈ D(Gγ ) is equivalent to
lim
t→x∗
Ft(xσ(t)) = Hγ (x) := 1− (1+ γ x)−1/γ ,
for all 1 + γ x > 0, x > 0, where σ(t) is a positive function and x∗ is the right endpoint of F , i.e. x∗ := sup {x|F(x) < 1}.
Hγ is the so-called generalized Pareto distribution (GPD) function. Intuitively, the distribution function F is in the domain of
attraction if and only if the excesses above a high threshold are asymptotically generalized Pareto distributed.
Smith [1] introduced a maximum likelihood estimator (MLE) of the extreme value index by fitting the GPD with the
empirical excesses. The MLE for the extreme value index and the scale, γˆML and σˆML, are obtained by solving the likelihood
equations. The likelihood equations are (c.f. [11])
k∑
i=1
1
γ 2
log
(
1+ γ
σ
(Xn,n−i+1 − Xn,n−k)
)
−
(
1
γ
+ 1
)
(1/σ)(Xn,n−i+1 − Xn,n−k)
1+ (γ /σ)(Xn,n−i+1 − Xn,n−k) = 0
k∑
i=1
(
1
γ
+ 1
)
(γ /σ)(Xn,n−i+1 − Xn,n−k)
1+ (γ /σ)(Xn,n−i+1 − Xn,n−k) = k,
(3)
(the equations for γ = 0 are defined by continuity). Excluding γ = 0 as a solution, (3) can be simplified as
1
k
k∑
i=1
log
(
1+ γ
σ
(Xn,n−i+1 − Xn,n−k)
)
= γ
1
k
k∑
i=1
1
1+ (γ /σ)(Xn,n−i+1 − Xn,n−k) =
1
γ + 1 .
(4)
1 For the negative Hill estimator, it is proved for−1 < γ < −1/2.
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The equations are based on excesses Yi := Xn,n−i+1 − Xn,n−k, where i = 1, . . . , k and k is a suitable sequence of integers as
in the negative Hill estimator.
For the MLE, because it is only given by solving the likelihood equations instead of an explicit formula, its asymptotic
properties have to be proved in a different way. In case γ > −1/2, Smith [1] sketched the proof of the consistency and
asymptotic normality assuming a few extra conditions. Alternatively, Zhou [12] proved that the first order condition implies
the consistency of the MLE for γ > −1. Drees et al. [11] proved that the second order condition implies the asymptotic
normality for γ > −1/2. In the proof, they assume that there exists a solution of the likelihood equation not too far off the
real value. The existence of such a solution has been proved in [12]. The combination of these two studies completes the
proof of the asymptotic normality for the MLE in the case γ > −1/2.
Since the consistency is proved for γ > −1, a natural question arises: what are the asymptotic properties for −1 <
γ ≤ −1/2? Moreover, if γ < −1, is maximum likelihood estimator still applicable? That is, if a solution of the likelihood
equations exists, is it still consistent? In this paper, we prove the asymptotic normality for −1 < γ ≤ −1/2 under the
second order condition, and show that the maximum likelihood estimator is not consistent when γ < −1.
The paper is organized as follows. Section 2 presents the asymptotic normality results for−1 < γ ≤ −1/2 and sketches
the idea of the proof. Moreover, the case γ < −1 is discussed. Section 3 provides the detail of the proofs.
2. Main theorem
To investigate the MLE, the starting point is how to solve the likelihood equations. Grimshaw [13] discussed a numerical
way as follows. From the Eq. (4), with the notation Yi := Xn,n−i+1 − Xn,n−k, it follows that,(
1
k
k∑
i=1
log
(
1+ γ
σ
Yi
)
+ 1
)
· 1
k
k∑
i=1
1
1+ (γ /σ)Yi = 1. (5)
In order to write this in short hand, denote the two parts in (5) as functions:
fn(t) := 1k
k∑
i=1
log(1+ tYi)+ 1,
gn(t) := 1k
k∑
i=1
1
1+ tYi ,
hn(t) := fn(t)gn(t)− 1.
Then, it is clear that any root (γˆ , σˆ ) of (4) satisfies hn(γˆ /σˆ ) = 0. Conversely, if t∗ is a non-zero root of hn(t) = 0, we obtain
(γˆ , σˆ ) = (fn(t∗) − 1, (fn(t∗) − 1)/t∗) as the solution of (4). With this idea, the MLE can be calculated by the following
procedure:
1. find the root t∗n of hn(t) = 0;
2. γˆML = fn(t∗n )− 1;
3. σˆML = γˆML/t∗n .
The first step was solved in a numerical way in [13]. After that, the MLE (γˆML, σˆML) will be calculated based on the
numerical root of hn(t) = 0.
Zhou [12] gives bounds for the root of hn(t) = 0 for sufficiently large n. When −1 < γ < 0, we have that U(∞) < ∞
is the finite right endpoint of F . From equations (17) and (19) in [12], Appendix A, we get that under only the first order
condition, for some small δ > 0, when n is sufficiently large, the root t∗n of hn(t) = 0 lies between sn and t(δ)n where
sn := − 1− 1/kXn,n − Xn,n−k
and
t(δ)n := −
1− δ
U(∞)− Xn,n−k .
Here the notation U refers to the definition in Theorem 1.1. With such notation, the i.i.d random variables {Xn}∞n=1 can be
rewritten as {Xn}∞n=1 d= {U(Zn)}∞n=1, where {Zn}∞n=1 are i.i.d. random variables with distribution function 1 − 1/x, x ≥ 1.
Correspondingly, let Zn,1 ≤ Zn,2 ≤ · · · ≤ Zn,n be the order statistics of Z1, Z2, . . . , Zn. Then we can write Xn,n−i = U(Zn,n−i)
for i = 0, 1, . . . , k.
Under the second order condition (2), stronger lower and upper bounds for the root of hn(t) = 0 can be obtained
which locates the root. Before constructing the bounds, we first approximate the root of hn(t) = 0. By denoting r0 :=
U(∞)− U(Zn,n−k), we introduce
fn(−1/r0)− 1 = 1k
k∑
i=1
log
U(∞)− U(Zn,n−i+1)
U(∞)− U(Zn,n−k) (6)
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as the pseudo-negative Hill estimator. The reason for calling it ‘‘pseudo’’ is due to the fact that we use the real endpoint U(∞)
instead of its estimation Xn,n as in γˆF . Intuitively, since Xn,n converges to U(∞) very fast in the case γ < −1/2, the pseudo-
negative Hill estimator should have the same asymptotic behavior as the negative Hill estimator γˆF , as we shall prove later.
Similarly, we have
gn(−1/r0) = 1k
k∑
i=1
U(∞)− U(Zn,n−k)
U(∞)− U(Zn,n−i+1) . (7)
We shall prove that, the root of hn(t) = 0 is not far off−1/r0. In order to do that, we introduce the following sequences,
δn := U(∞)− U(Zn,n)U(∞)− U(Zn,n−k) ,
qn := U(Zn,n)− U(Zn,n−k)1− 1/k =
r0
1− 1/k (1− δn),
pn := U(∞)− U(Zn,n−k)1− kγ+ε =
r0
1− kγ+ε ,
where ε is a fixed positive number. Clearly, pn and qn are close to r0.
We first study the asymptotic properties of δn, pn and qn. Denote Ωγ as a random variable with distribution function
exp
(−(γ x)−1/γ ), for γ x > 0. Notice thatΩ1 follows the standard Fréchet distribution, while for negative γ ,Ωγ has finite
right endpoint 0. The asymptotic properties of δn, qn and pn are given in the following proposition.
Proposition 2.1. For −1 < γ < −1/2, we choose a sufficiently small ε > 0 such that γ + ε < −1/2. Suppose the sequence
k = k(n) satisfies k → ∞, k/n → 0 and k−γ A(n/k) → 0 as n → ∞. Under the second order condition (2), we have that as
n→∞,
k−γ
δn
γ
d→ Ωγ , (8)
k−γ
(
qn
a(Zn,n−k)
+ 1/γ
)
= Op(1), (9)
k−γ−ε
(
pn
a(Zn,n−k)
+ 1/γ
)
= Op(1). (10)
Then, we prove the following proposition which locates the root of hn(t) = 0.
Proposition 2.2. Under the conditions in Proposition 2.1, we have that for sufficiently large n,
hn
(
− 1
qn
)
> 0, (11)
hn
(
− 1
pn
)
< 0, (12)
qn < pn. (13)
From the continuity of the function hn, Proposition 2.2 implies that eventually there exists a root t∗n of hn(t) = 0 lying
between−1/qn and−1/pn, i.e. it is not far off−1/r0.
In order to prove asymptotic normality of γˆ = fn(t∗n ) − 1, we first study the asymptotic behavior of fn(−1/qn) − 1 and
fn(−1/pn)−1 and obtain that they have the same normal distributed limit as that for fn(−1/r0)−1. Since fn is an increasing
function, as a direct consequence, we get asymptotic normality of γˆ = fn(t∗n )− 1 with the same limit as fn(−1/r0)− 1.
Next, we sketch the proof of asymptotic normality of the scale estimation. Since −1/t∗n lies in between pn and qn, from
Proposition 2.1, we get that
k−γ−ε
(
γ /a(Zn,n−k)
t∗n
− 1
)
= Op(1), (14)
as n→∞. To obtain the asymptotic normality of σˆ , the proof starts from the following expansion,
σˆ
a(n/k)
= γˆ /t
∗
n
a(n/k)
= γˆ
γ
· γ /a(Zn,n−k)
t∗n
· a(Zn,n−k)
a(n/k)
. (15)
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We shall prove that as n→∞, the first and third factors go to 1 at speed k1/2 with normal distributed limit. Together with
the fact that the second factor goes to 1 at a faster speed k−γ−ε due to γ + ε < −1/2, we get that σˆ /a(n/k) goes to 1 at
speed k1/2 with a limit distribution dominated by limit distributions of the first and third factors. The final result is given as
follows.
Theorem 2.1. Suppose the second order condition (2) holds for the extreme value index −1 < γ ≤ −1/2. If the sequence
k = k(n) satisfies k → ∞, k/n → 0 and k−γ A(n/k) → 0 as n → ∞, then for sufficiently large n, there exist a sequence of
solution (γˆn, σˆn) of the likelihood equations satisfying
√
k
(
γˆn − γ , σˆna(n/k) − 1
)
d→ (W1,W2)
as n→∞, where (W1,W2)T follows a two-dimensional normal distribution with mean (0, 0)T and covariance matrix(
γ 2 γ
γ 1+ γ 2
)
.
Theorem 2.1 contains the case γ = −1/2. The proof of this case is similar to−1 < γ < −1/2 with some minor changes. It
will be sketched in Section 3.3 without providing details.
Remark 2.1. For γ > −1/2, Drees et al. [11] provided the covariance matrix of the limit law for the maximum likelihood
estimator as(
(1+ γ )2 −(1+ γ )
−(1+ γ ) 1+ (1+ γ )2
)
.
Together with the covariance matrix for −1 < γ ≤ −1/2, we observe that the asymptotic variances of the shape and
scale components and the asymptotic covariance between them are all continuous functions of γ . However, they are not
differentiable at the point γ = −1/2.
Now we discuss the case γ < −1. In this case, from the literature, we have no theoretical guarantee that the likelihood
equations are always solvable. Suppose there exists a solution of hn(t) = 0 as t∗n . From the definition of function fn, a well-
defined solution t∗n must verify 1+t∗nYi > 0 for all i = 1, 2, . . . , k. Thus,we get that gn(t∗n ) > 0. On the other hand, hn(t∗n ) = 0
implies that fn(t∗n )gn(t∗n ) = 1 > 0. Combining these two, we must have fn(t∗n ) > 0. Hence γˆML = fn(t∗n ) − 1 > −1, which
implies that theMLE cannot be consistent. Therefore, we conclude that themaximum likelihood procedure is not applicable
for the case γ < −1.
3. Proofs on asymptotic normality for−1 < γ ≤ −1/2
Proposition 2.2 locates the solution of the likelihood equation. Hence, if the speeds of convergence and the limit laws of
the left and right boundaries are the same, theMLEmust have the same asymptotic behavior. Since the boundaries are close
to−1/r0 which has explicit representation, we can directly study its asymptotic properties. They are presented and proved
as lemmas in Section 3.1. Section 3.2 gives the proof of the propositions and Theorem 2.1 for−1 < γ < −1/2. Section 3.3
sketches the proof of the case γ = −1/2.
3.1. Lemmas
First of all, we state Lemma 2.4.10 in [14] here as follows.
Lemma 3.1. With the notation
{
Zn,i
}n
i=1 as defined in the beginning of Section 2 and a sequence k = k(n) such that k→∞ and
k/n→ 0 as n→∞, there exists a sequence of Brownian motions {Wn(s)}s≥0 such that for each ε > 0,
sup
k−1≤s≤1
sγ+1/2+ε
∣∣∣∣∣√k
(( k
nZn,n−[ks]
)γ − 1
γ
− s
−γ − 1
γ
)
− s−γ−1Wn(s)
∣∣∣∣∣ = op(1). (16)
Using the notation in Lemma 3.1, we define
W3 :=
∫ 1
0
s−1Wn(s)−Wn(1)ds
andW4 := Wn(1). One can see that bothW3 andW4 follow a standard normal distribution and they are independent. Notice
that γW3 is the limit law of the negative Hill estimator as presented in the following lemma.
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Lemma 3.2. Assume the conditions on the sequence k in Proposition 2.2 hold. Under the second order condition with−1 < γ <
−1/2, the negative Hill estimator γˆF satisfies
√
k(γˆF − γ ) d→ γW3,
as n→∞.
Proof of Lemma 3.2. Since −1 < γ < −1/2, k−γ A(n/k) → 0 implies that k1/2A(n/k) → 0. Then from Theorem 3.6.4
in [14], we get the result in the lemma. 
W4 plays a role as the limit law for the scale function as shown the following lemma.
Lemma 3.3. Suppose the sequence k satisfies the conditions in Proposition 2.2. Under the second order condition (2), we have
that
√
k
(
a(Zn,n−k)
a(n/k)
− 1
)
d→ γW4,
as n→∞.
Proof of Lemma 3.3. We start from relation (2.3.7) in Theorem 2.3.3, [14]. In our case, we have that
lim
t→∞
(tx)−γ a(tx)− t−γ a(t)
t−γ a(t)A(t)
= x
ρ − 1
ρ
,
i.e. the function t−γ a(t) is extended regularly varyingwith indexρ and auxiliary function t−γ a(t)A(t). FromTheoremB.2.18,
with some specific function A0(t) ∼ A(t) as t →∞, we have that for all ε, δ > 0, there exists t0 = t0(ε, δ) such that for all
t , tx ≥ t0, the following inequality holds∣∣∣∣ (tx)−γ a(tx)− t−γ a(t)t−γ a(t)A0(t) − x
ρ − 1
ρ
∣∣∣∣ ≤ εxρ max(xδ, x−δ).
It can be rewritten as∣∣∣∣∣
a(tx)
a(t) − xγ
A0(t)
− xγ x
ρ − 1
ρ
∣∣∣∣∣ ≤ εxγ+ρ max(xδ, x−δ). (17)
We apply this with t = n/k and x = Zn,n−kn/k . Notice that as n→∞ Zn,n−k
P→∞, and x P→ 1. Moreover,
lim
x→1 x
γ x
ρ − 1
ρ
± εxγ+ρ max(xδ, x−δ) = ±ε.
We get that
√
k
(
a(Zn,n−k)
a(n/k)
− 1
)
= √k
((
Zn,n−k
n/k
)γ
− 1
)
+√kA0(n/k)Op(1).
By taking s = 1 in (16), and considering that k1/2A0(n/k)→ 0, the lemma is proved. 
As discussed in Section 2, the asymptotic behavior of the pseudo-negativeHill estimator is the same as that of the negative
Hill estimator. This is shown in the following lemma.
Lemma 3.4. Assume the conditions of the sequence k in Proposition 2.2 hold. Under the second order condition with−1 < γ <
−1/2, we have that
√
k (fn(−1/r0)− 1− γ ) d→ γW3
as n→∞.
Proof of Lemma 3.4. Consider i.i.d. observations X∗i := 1U(∞)−Xi . It is clear that they follow the distribution function
F∗(x) := F(U(∞)− 1/x). Hence we get that
U∗(x) :=
(
1
1− F∗
)←
= 1
U(∞)− U(x) .
Since U satisfies the second order condition (2), it can be verified that U∗(x) also follows the second order condition, with
extreme value index γ ∗ := −γ > 0.
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Recall (6) for the definition of fn(−1/r0). We have that
1− fn(−1/r0) = −1k
k∑
i=1
log
U(∞)− Xn,n−i+1
U(∞)− Xn,n−k
= 1
k
k∑
i=1
log X∗n,n−i+1 − log X∗n,n−k.
Hence, 1− fn(−1/r0) is the Hill estimator of the extreme value index of the sample
{
X∗i
}n
i=1.
Notice that
{
X∗n,n−i
}k
i=0 =
{
U∗(Zn,n−i)
}k
i=0 can be viewed as monotone transformations of the k upper order statistics in
Zn,1 ≤ Zn,2 ≤ · · · ≤ Zn,n which are the same group of order statistics as in transformations
{
Xn,n−i
}k
i=0 =
{
U(Zn,n−i)
}k
i=0.
The difference is the transformation functions, U∗ and U . From the proof of the asymptotic normality of Hill estimator (see,
e.g. page 76, [14]), with k satisfying the conditions in Proposition 2.2, we have that
√
k(1− fn(−1/r0)− γ ∗) d→ γ ∗W3,
as n→∞. The lemma is thus proved. .
The last lemma studies the asymptotic behavior of gn(−1/r0).
Lemma 3.5. Assume the conditions of the sequence k in Proposition 2.2 hold. Under the second order condition with−1 < γ <
−1/2, we have that as n→∞
kγ+1
(
gn(−1/r0)− 11+ γ
)
d→ S1,
where S1 is a random variable with stable distribution.
Proof of Lemma 3.5. Recall (7) for the definition of gn(−1/r0). We start with the following relation from Lemma 4.5.4
in [14],
lim
t→∞
U(∞)−U(t)
a(t) + 1γ
A(t)
= 1
γ (γ + ρ) .
We rewrite it as
U(∞)− U(t) = a(t)
(
− 1
γ
+ A(t) 1
γ (γ + ρ) (1+ o(1))
)
.
Thus, we have that for fixed x, as t →∞,
U(∞)− U(tx)
U(∞)− U(t) =
a(tx)
a(t)
1− γ A(tx) 1
γ (γ+ρ) (1+ o(1))
1− γ A(t) 1
γ (γ+ρ) (1+ o(1))
.
Combining inequality (17) and the fact that A0(t) ∼ A(t) as t →∞, we get that
a(tx)
a(t)
= xγ + A(t)xγ x
ρ − 1
ρ
(1+ o(1)).
for any fixed x > 0. Thus, we get that
U(∞)− U(tx)
U(∞)− U(t) = x
γ
(
1+ A(t)x
ρ − 1
ρ
(1+ o(1))
) 1− A(tx) 1
γ+ρ (1+ o(1))
1− A(t) 1
γ+ρ (1+ o(1))
= xγ
{
1+ A(t)x
ρ − 1
ρ
(1+ o(1))− A(tx) 1
γ + ρ (1+ o(1))+ A(t)
1
γ + ρ (1+ o(1))
}
(1+ o(1))
= xγ + xγ A(t)
(
xρ − 1
ρ
− A(tx)
A(t)
1
γ + ρ +
1
γ + ρ
)
(1+ o(1))
= xγ + xγ A(t)x
ρ − 1
ρ
(
1− ρ
γ + ρ
)
(1+ (1))
= xγ + xγ A(t)x
ρ − 1
ρ
γ
γ + ρ (1+ o(1)).
Similar to the proof of inequality (17), it implies that t−γ (U(∞) − U(t)) is an extended regularly varying function with
index ρ and auxiliary function t−γ (U(∞) − U(t))A(t) γ
γ+ρ . Thus, we get an inequality analogous to (17) as follows. With
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some specific function A1(t) ∼ A(t) γγ+ρ as t →∞, for all ε, δ > 0, there exists t0 = t0(ε, δ) such that for all t , tx ≥ t0,∣∣∣∣∣
U(∞)−U(tx)
U(∞)−U(t) − xγ
A1(t)
− xγ x
ρ − 1
ρ
∣∣∣∣∣ ≤ εxγ+ρ max(xδ, x−δ).
We apply this for t = Zn,n−k and x = Zn,n−[ks]Zn,n−k > 1 for s ∈ [0, 1]. Notice that k−γ A1(Zn,n−k)
P→ 0, we get that
U(∞)− U(Zn,n−[ks])
U(∞)− U(Zn,n−k) ≤
(
Zn,n−[ks]
Zn,n−k
)γ (
1+ A1(Zn,n−k)Op(1)
)
=
(
Zn,n−[ks]
Zn,n−k
)γ (
1+ kγ op(1)
)
,
holds uniformly for s ∈ [0, 1]. A similar inequality holds for the lower bound of U(∞)−U(Zn,n−[ks])U(∞)−U(Zn,n−k) . Hence as n→∞, we have
the following relation uniformly for all s ∈ [0, 1]:
U(∞)− U(Zn,n−[ks])
U(∞)− U(Zn,n−k) =
(
Zn,n−[ks]
Zn,n−k
)γ
(1+ op(1)kγ ). (18)
Hence
gn(−1/r0) = 1k
k∑
i=1
U(∞)− U(Zn,n−k)
U(∞)− U(Zn,n−i+1) =
1
k
k∑
i=1
(
Zn,n−i+1
Zn,n−k
)−γ
(1+ op(1)kγ ).
Denote Vi = Zn,n−i+1Zn,n−k for 1 ≤ i ≤ k. Then Vi can be recognized as the order statistics of a sample generated from the standard
Pareto distribution F(x) = 1 − 1/x, x > 1, with sample size k. From the central limit theory with stable limit law, we get
that as n→∞,
kγ+1
(
1
k
k∑
i=1
V−γi −
1
γ + 1
)
d→ S1,
where S1 is a random variable with a stable distribution, index α = −1/γ .
Since γ < −1/2, we have that kγ+1(kγ op(1)) = k2γ+1op(1) → 0 as n → ∞. Therefore, we complete the proof of the
lemma. 
3.2. Proof of Theorem 2.1 with−1 < γ < −1/2
We first prove Propositions 2.1 and 2.2. In the end, we shall prove the main theorem.
Proof of Proposition 2.1. Notice that as n→∞, Zn,nn
d→ Ω1 whereΩ1 is the standard Fréchet distribution. Together with
the fact that Zn,n−kn/k
P→ 1, we get that as n→∞, Zn,nkZn,n−k
d→ Ω1, which implies that
1
γ
(
Zn,n
kZn,n−k
)γ
d→ Ωγ .
From (18), we get that
δn = U(∞)− U(Zn,n)U(∞)− U(Zn,n−k) =
(
Zn,n
Zn,n−k
)γ
(1+ op(1)kγ ).
Hence, the limit distribution of k−γ δn
γ
is the same as the limit distribution of 1
γ
(
Zn,n
kZn,n−k
)γ
. Thus, (8) is proved.
Similar to the discussion in the proof of Lemma 3.3, it is only necessary to prove the proposition for a0(t) = −γ (U(∞)−
U(t)), we rewrite qn and pn as
qn
a0(Zn,n−k)
= 1−γ
1
1− 1/k (1− δn),
and
pn
a0(Zn,n−k)
= 1−γ
1
1− kγ+ε .
Therefore, the asymptotic behavior of δn directly leads to the asymptotic relation (9), while (10) is obvious. 
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Proof of Proposition 2.2. We start the proof by verifying relation (13), and then prove the relations (11) and (12) by
inequalities.
From Proposition 2.1, we have that as n → ∞, δn P→ 0 and kδn P→ ∞. Furthermore, since −1 < γ + ε < −1/2, we
have that as n→∞, kγ+ε → 0 and k1+γ+ε →∞. Therefore, eventually, (1− kγ+ε)(1− δn)− 1 P∼ −kγ+ε − δn < −1/k,
which leads to
1
1− 1/k (1− δn) <
1
1− kγ+ε .
It implies that eventually, qn < pn as stated in (13).
Secondly, we prove the positivity of hn(−1/qn). We start from the following inequality,
fn(−1/qn) = 1+ 1k
k∑
i=1
log
(
1− Xn,n−i+1 − Xn,n−k
qn
)
= 1+ − log k
k
+ 1
k
k∑
i=2
log
(
1− Xn,n−i+1 − Xn,n−k
qn
)
≥ 1+ − log k
k
+ 1
k
k∑
i=2
log
(
1− Xn,n−i+1 − Xn,n−k
Xn,n − Xn,n−k
)
= 1+ − log k
k
+ 1
k
k∑
i=2
log
Xn,n − Xn,n−i+1
Xn,n − Xn,n−k
=: 1+ I1 + I2.
Notice that I2 is exactly the negative Hill estimator γˆF and I1
P→ 0 at a speed higher than k1/2. We get that,
lim inf
n→∞ fn(−1/qn) ≥ 1+ γ . (19)
For gn(−1/qn), the calculation is similar. Suppose 1/k < ∆ for a fixed∆ > 0. Then, we have that
gn(−1/qn) = 1k
k∑
i=1
1
1− Xn,n−i+1−Xn,n−kqn
= 1+ 1
k
k∑
i=2
1
1− Xn,n−i+1−Xn,n−kqn
≥ 1+ 1
k
k∑
i=2
1
1− (1−∆) Xn,n−i+1−Xn,n−kXn,n−Xn,n−k
≥ 1+ 1
k
k∑
i=2
1
Xn,n−Xn,n−i+1
Xn,n−Xn,n−k +∆
=: 1+ I3.
Notice that Xn,n−Xn,n−i+1Xn,n−Xn,n−k is bounded as
Xn,n − Xn,n−i+1
Xn,n − Xn,n−k <
U(∞)− Xn,n−i+1
U(∞)− Xn,n−k .
From (16), we have that for s ∈ [1/k, 1], as n→∞, knZn,n−[ks]
P→ s−1 holds uniformly for s ∈ [1/k, 1], which implies that
Zn,n−[ks]
Zn,n−k
P→ s−1
holds uniformly for s ∈ [1/k, 1]. Together with the relation (18), we get that, as n→∞,
U(∞)− Xn,n−[ks]
U(∞)− Xn,n−k
P→ s−γ
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holds uniformly for s ∈ [1/k, 1]. Hence, we have that
I3 =
∫ 1
1/k
ds
Xn,n−Xn,n−[ks]
Xn,n−Xn,n−k +∆
≥
∫ 1
1/k
ds
U(∞)−Xn,n−[ks]
U(∞)−Xn,n−k +∆
P→
∫ 1
0
ds
s−γ +∆ .
From the fact that
lim
∆→0
∫ 1
0
ds
s−γ +∆ =
∫ 1
0
ds
s−γ
= 1
γ + 1 ,
for any ε > 0, by taking∆ sufficiently small, lim infn→∞ I3 > 1γ+1 − ε. Therefore,
lim inf
n→∞ gn(−1/qn) ≥ 1+
1
γ + 1 − ε. (20)
Combining (19) and (20), we get that
lim inf
n→∞ hn(−1/qn) ≥ (1+ γ )
(
1+ 1
γ + 1 − ε
)
− 1 = (1+ γ )(1− ε) > 0,
which completes the proof of (11).
Finally, we turn to prove (12). Since−1/pn = −(1− kγ+ε) 1r0 and log(1+ x) ≤ x for all x > 0, fn(−1/pn) can be bounded
as
fn(−1/pn) = 1+ 1k
k∑
i=1
log
(
1− 1
pn
(Xn,n−i+1 − Xn,n−k)
)
= fn
(
− 1
r0
)
+ 1
k
k∑
i=1
log
(
1− 1pn (Xn,n−i+1 − Xn,n−k)
1− 1r0 (Xn,n−i+1 − Xn,n−k)
)
= fn
(
− 1
r0
)
+ 1
k
k∑
i=1
log
1+ kγ+εr0 (Xn,n−i+1 − Xn,n−k)
1− 1r0 (Xn,n−i+1 − Xn,n−k)

≤ fn
(
− 1
r0
)
+ 1
k
k∑
i=1
kγ+ε
r0
(Xn,n−i+1 − Xn,n−k)
1− 1r0 (Xn,n−i+1 − Xn,n−k)
= fn
(
− 1
r0
)
+ kγ+ε
(
gn
(
− 1
r0
)
− 1
)
, (21)
Next, for gn(−1/pn), we rewrite it as
gn(−1/pn) = 1k
k∑
i=1
1
1− 1pn (Xn,n−i+1 − Xn,n−k)
=
∫ 1
0
1
1− 1pn (Xn,n−[sk] − Xn,n−k)
ds
=
∫ 1
0
1
1− 1r0 (Xn,n−[sk] − Xn,n−k)
· 1
1+
kγ+ε
r0
(Xn,n−[ks]−Xn,n−k)
1− 1r0 (Xn,n−[ks]−Xn,n−k)
ds
=
∫ 1
0
1
1− 1r0 (Xn,n−[sk] − Xn,n−k)
· 1
1+ θn(s)ds,
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where
θn(s) :=
kγ+ε
r0
(Xn,n−[ks] − Xn,n−k)
1− 1r0 (Xn,n−[ks] − Xn,n−k)
.
Denote sk = 2k−1−ε/γ > 1/k. From (18), we get that, in probability
lim
n→∞ k
−γ−ε
(
1− Xn,n−[skk]+1 − Xn,n−k
r0
)
= lim
n→∞ k
−γ−ε U(∞)− Xn,n−[skk]+1
U(∞)− Xn,n−k
= lim
n→∞ k
−γ−ε(sk)−γ = 2−γ > 1,
which implies that
lim
n→∞
Xn,n−[skk]+1 − Xn,n−k
r0
= 1.
Thus, for sufficiently large n,
k−γ−ε
(
1− Xn,n−[sk]+1 − Xn,n−k
r0
)
≥ Xn,n−[sk]+1 − Xn,n−k
r0
⇒ θn(s) ≤ 1
holds for all sk ≤ s < 1.
Notice that 1/(1+ x) < 1 for all x > 0 and 1/(1+ x) < 1− x/2 for 0 < x ≤ 1. We have that
gn(−1/pn) ≤
∫ sk
0
1
1− 1r0 (Xn,n−[sk]+1 − Xn,n−k)
ds
+
∫ 1
sk
1
1− 1r0 (Xn,n−[sk]+1 − Xn,n−k)
·
(
1− θn(s)
2
)
ds
= gn(−1/r0)− 12
∫ 1
sk
1
1− 1r0 (Xn,n−[sk]+1 − Xn,n−k)
θn(s)ds
= gn(−1/r0)− k
γ+ε
2
∫ 1
sk
1
r0
(Xn,n−[sk]+1 − Xn,n−k)(
1− 1r0 (Xn,n−[sk]+1 − Xn,n−k)
)2 ds
=: gn(−1/r0)− k
γ+ε
2
I4.
From (18), we have that as n→∞,
sγ
(
1− 1
r0
(Xn,n−[sk]+1 − Xn,n−k)
)
= sγ
(
U(∞)− Xn,n−[sk]+1
U(∞)− Xn,n−k
)
= 1+ op(1)
holds uniformly for all s ∈ [sk, 1]. Hence, we get that
I4 =
∫ 1
sk
1− s−γ (1+ op(1))(
s−2γ
)
(1+ op(1)) ds
=
∫ 1
sk
s2γ ds(1+ op(1))−
∫ 1
sk
sγ ds(1+ op(1))
= Op(s2γ+1k ) = k(−1−ε/γ )(2γ+1)Op(1).
By employing the boundaries of fn(−1/pn) and gn(−1/pn), we have the upper bound of hn(−1/pn) as
hn(−1/pn) ≤
(
fn
(
− 1
r0
)
gn
(
− 1
r0
)
− 1
)
− kγ+ε I4
2
fn
(
− 1
r0
)
+ kγ+ε
(
gn
(
− 1
r0
)
− 1
)
gn
(
− 1
r0
)
=: I5 − I6 + I7.
First consider I5. From Lemmas 3.4 and 3.5, since γ + 1 < 1/2, we get kγ+1I5 = Op(1). Next consider I6. The asymptotic
property of I4 ensures that
kγ+1I6 = kγ+1kγ+εk(−1−ε/γ )(2γ+1)Op(1) = k−ε(γ+1)/γOp(1)→∞.
982 C. Zhou / Journal of Multivariate Analysis 101 (2010) 971–983
Thirdly, consider I7. Since 2γ + 1+ ε < γ + 1/2+ ε < 0, I7 has the following asymptotic property
kγ+1I7 = kγ+1kγ+εOp(1) = k2γ+1+εOp(1) = op(1).
Finally, combining all these three parts, it is proved that kγ+1hn(−1/pn) P→−∞ as n→∞, which implies (12). 
Proof of Theorem 2.1. From the proof of Proposition 2.2 and Lemma 3.2, we get that
fn
(
− 1
qn
)
− 1− γ ≥ I1 + (I2 − γ ),
where I1 = − log kk = op(k−1/2) and
√
k(I2 − γ ) d→ γW3 as n→∞. Meanwhile, from (21) and by Lemma 3.5, we have that
fn
(
− 1
pn
)
− 1− γ ≤
(
fn
(
− 1
r0
)
− 1− γ
)
+ kγ+εOp(1),
where kγ+εOp(1) = op(k−1/2) and
√
k(fn(−1/r0)−1−γ ) d→ γW3 as n→∞, by Lemma 3.4. Since the root t∗n lies between
−1/qn and −1/pn as −1/qn < t∗n < −1/pn, and fn is an increasing function, we get that as n → ∞,
√
k (fn(−1/qn)− 1),√
k (fn(−1/pn)− 1) and
√
k
(
fn(t∗n )− 1
)
have the same limit as the limit of
√
k (fn(−1/r0)− 1),γW3. DenoteW1 := γW3.
We have that
√
k(γˆ − γ ) d→ W1 as n→∞.
For the scale estimation, we expand (15) to obtain its asymptotic normality as follows. Considering (14), Lemma 3.3 and
the asymptotic normality of γˆ , we have that
√
k
(
σˆ
a(n/k)
− 1
)
= √k
(
γˆ
γ
− 1
)
γ /a(Zn,n−k)
t∗n
a(Zn,n−k)
a(n/k)
+√k
(
a(Zn,n−k)
a(n/k)
− 1
)
γ /a(Zn,n−k)
t∗n
+√k
(
γ /a(Zn,n−k)
t∗n
− 1
)
= √k
(
γˆ
γ
− 1
)
(1+ op(1))+
√
k
(
a(Zn,n−k)
a(n/k)
− 1
)
(1+ op(1))+ op(1)
d→ W3 + γW4
=: W2,
as n→∞. Thus, it is proved that
√
k
(
γˆn − γ , σˆna(n/k) − 1
)
d→ (W1,W2)
as n → ∞. By Lemma 3.1, (W1,W2)T follows the two-dimensional normal distribution with mean (0, 0)T and covariance
matrix(
γ 2 γ
γ 1+ γ 2
)
. 
Remark 3.1. In Theorem 2.1, we requires that k−γ A(n/k) → 0 as n → ∞ for simplicity. In fact, when −1 < γ < −1/2,
if the condition is relaxed as k−γ A(n/k) → λ as n → ∞ for some real number λ, we will get a bias part for S1 defined in
Lemma 3.5, and a bias part for the limit of k−γ δn
γ
as in (8). However, both of them are still Op(1). Thus (9), (10) and (14) still
holds, which implies that the result in Theorem 2.1 remains.
3.3. Sketch of proof of Theorem 2.1 with γ = −1/2
In this subsection we sketch the proof for the case γ = −1/2. Similar to Lemmas 3.4 and 3.5, the following asymptotic
properties on fn(−1/r0) and gn(−1/r0) hold for γ = −1/2.
Lemma 3.6. Suppose the second order condition (2) holds with γ = −1/2 and the sequence k satisfies the condition in
Theorem 2.1. Write
g¯n := 1k
k∑
i=1
(
U(∞)− U(Zn,n−k)
U(∞)− U(Zn,n−i+1)
)2
.
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Then we have that as n→∞,
√
k(fn(−1/r0)− 1/2) d→−12W3,√
k
log k
(gn(−1/r0)− 2) d→ S2,
1
log k
g¯n
P→ 1,
where W3 is the same as in Lemma 3.2, and S2 follows a standard normal distribution.
Then we locate the root of hn(t) = 0 by the following proposition.
Proposition 3.1. For any δ close to 0, write t(δ)n = −(1 + δ)/r0. For sufficiently large n, there exists two random sequences pin
and ωn such that
pin < 0 < ωn√
k log kpin = Op(1) and
√
k log kωn = Op(1)
hn(t(pin)n ) < 0 and hn(t
(ωn)
n ) > 0.
Proposition 3.1 implies that there exists a root t∗n of hn(t) = 0 that lies between t(ωn)n and t(pin)n . Hence, analogous to (14), we
get that
√
k(r0t∗n + 1) = op(1).
By verifying that both fn(t
(pin)
n ) and fn(t
(ωn)
n ) converge to 1/2 with the same speed of convergence 1/
√
k and share the same
asymptotic limit as fn(−1/r0), Theorem 2.1 is then proved for γ = −1/2.
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