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Abstract
The unknown inputs in a dynamical system may represent unknown external drivers, input uncer-
tainty, state uncertainty, or instrument faults and thus unknown-input reconstruction has several wide-
spread applications. In this paper we consider delayed recursive reconstruction of states and unknown
inputs for both square and non-square systems. That is, we develop filters that use current measurements
to estimate past states and reconstruct past inputs. We further derive necessary and sufficient conditions
for convergence of filter estimates and show that these convergence properties are related to multivariable
zeros of the system. With the help of illustrative examples we highlight the key contributions of this
paper in relation with the existing literature. Finally, we also show that existing unbiased minimum-
variance filters are special cases of the proposed filters and as a consequence the convergence results
in this paper also apply to existing unbiased minimum-variance filters.
1. INTRODUCTION
Unknown inputs in a dynamical system may represent unknown external drivers, input uncer-
tainty, state uncertainty, or instrument faults. Thus both reconstruction of unknown-inputs and
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2estimation of states in the presence of unknown inputs, have numerous applications in all fields
of engineering. These are fundamental problems that have been of interest for the last several
decades with a range of papers relating to state estimation and unknown-input reconstruction[1],
[2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [9], [15], [16], [17]. While, both
discrete-time and continuous-time versions of the problem received attention, in the discrete-time
setting, the problem can be stated in its simplest form as the problem of estimating the state xk
and/or the unknown inputs ek for linear systems of the form
xk+1 = Axk +Hek, (1.1)
yk = Cxk, (1.2)
using knowledge of the model equations and measurements of the outputs yk alone.
The early works in this area [1], [2], [3] approached this as a system inversion problem and
focussed on observability conditions under which estimation of unknown inputs are possible.
Subsequently, a number of papers over the next several years focussed on construction of
observers for state estimation in the presence of unknown inputs [4], [5], [6], [7], [8], [9],
[10], [11], [13], [14] with varying approaches.
More recently, interest has turned to reconstructing the unknown inputs in addition to es-
timation of the states [12], [18], [19], [16], [20], [21], [22], [23]. Some work like [9], [23]
suggest that input reconstruction can be conceived as an added step after unbiased estimates of
the states of the systems are obtained. However, both the state estimation literature and input
reconstruction literature focussed on estimating the states or inputs at the immediate previous
time step given output measurements until the current time step. Such an approach invariably led
to an assumption that CH has full column rank or a closely related assumption. This assumption
ensured that all the unknown inputs at time step k− 1 directly affected the outputs at time step
k (as is obvious from a simple substitution in (1.1) and (1.2)), and therefore was a necessary
condition for being able to estimate xk and/or ek−1 from yk. This becomes a fairly restrictive
assumption as there are large classes of systems in which the effect of all the unknown inputs
may not be seen in the output in the immediate next time step but may be seen in subsequent
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3time steps (when CH does not have full column rank). Furthermore, convergence results for the
filters developed re largely missing the literature.
Recent work on input and state observability [17] question the need for this assumption and in
fact conclude that in the case that CH is not full column rank but other conditions are satisfied,
it may be possible estimate inputs and states with a time shift (with a delay). That is, it may be
possible to estimate ek−r or xk−r given measurements of yk. However, [17] does not provide a
robust, recursive way to estimate these states and inputs. [15], [24], [25], [16] take advantage of
this idea to explore recursive filter-based methods to estimate past (delayed) states and inputs
based on measurements of current outputs. [25] represent some initial preliminary efforts in this
direction, while [24] develops a heuristic method for square systems (dimension of inputs are
same as dimension of outputs). [16] incorporates a reconstruction delay with the purpose of
negating the effect of non-minimum-phase zeros on the reconstruction error. Note that it has
been established in [17] and other related works that non-minimum-phase invariant zeros in the
system present a fundamental limitation in reconstruction of unknown inputs and states.
[15] develops a filter that uses a bank of measurements from current time (k) to a past time
(k−r) to estimate the states at time instance k−r. While this paper is able to successfully relax
the assumption that CH must have full column rank and drawing connections with presence of
invariant zeros in the system, it does not focus on input reconstruction and focusses on state
estimation alone. Further, the results are not connected to observability results present int he
literature.
In this paper, we develop a novel but relatively simple class of filters that incorporates
a reconstruction delay in estimating the states and the unknown inputs of the system. This
reconstruction delay allows us to relax the assumption of CH having full column rank and thus
are applicable to a larger class of systems. These filters use measurements up to time step k to
reconstruct states and inputs up to time step k− r, where r is a non-negative integer (see Figure
1). This is referred to as reconstruction of the inputs with a delay of r time steps and should not
be confused with the system dynamics having a delay. We further show that the reconstruction
delay r is not the choice of the user but rather dependent on the system and can be characterised
in terms of the rank of matrices containing markov parameters.
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4For these new filters, we then develop necessary and sufficient conditions for convergence
and investigate their relationship with the multivariable invariant zeros of the system. We further
establish conditions under which a stable filter exists and relate these conditions to system
invertibility results.
Thus we make three important contributions. First, we develop a new class of filters that apply
to a wide range of systems by incorporating an appropriate delay in input reconstruction, with no
restrictions on the nature of input. Second, we develop sufficient conditions for convergence of
the estimates that is largely absent in the literature. By further establishing that several existing
filters are special cases of the current filter, we are also indirectly proving convergence results
for several filters int he literature. Third, we establish a connection between invertibility results
in the literature with conditions for existence and convergence of the proposed filters. Since
invertibility and observability literature and filtering literature have been mostly disparate thus
far, this is a contribution that helps connect two sets of results in the literature.
k-r-2 k-r-1 k-r k-r+1 ... k-1 k k+1
Output
Reconstructed Input
Time
Fig. 1. Concept of input reconstruction with a delay.
We first start by introducing and developing the new filter in the following section.
2. UNBIASED FILTER WITH GENERAL DELAY
Consider state estimation and input reconstruction with a delay of r time steps, that is,
measurements up to time step k are used to estimate states and inputs at time step k − r.
Consider a state-space system
xk+1 = Axk +Buk +Hek + wk, (2.1)
yk = Cxk +Duk + vk, (2.2)
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5xk ∈ Rn, uk ∈ Rm, yk ∈ Rl, ek ∈ Rp, are the state, known input, output measurement, unknown
input vectors, respectively, wk ∈ Rn and vk ∈ Rl are zero-mean, white process and measurement
noise, respectively, and A ∈ Rn×n, B ∈ Rn×m, H ∈ Rn×p, C ∈ Rl×n, and D ∈ Rl×m . Note
that ek is an arbitary unknown input and can represent either deterministic or stochastic unknown
signals. First we consider the simplifications B = 0 and D = 0. Note that the filter derivation
is independent of B and D matrices, and thus the assumption on B and D matrices is for
convenience alone. Without loss of generality, we assume l ≤ n also we assume p < n and
rank(H) = p. l > n would imply the presence of redundant sensors.
For the state-space system (2.1), (2.2) (and with B = 0 and D = 0), we consider a filter of
the form
xˆk−r|k = xˆk−r|k−1 + Lk(yk − Cxˆk|k−1), (2.3)
where
xˆk−r|k−1 = Axˆk−r−1|k−1, xˆk|k−1 = Ar+1xˆk−r−1|k−1. (2.4)
The unique feature of the above filter equations is that estimates are computed with a delay of r
time steps. That is, xˆk−r|k is the state estimate at time step k−r given output data (measurements)
up to the current time step k. Note that xˆk|k−1 is a r+ 1 step open loop prediction based on the
previous state estimate xˆk−r−1|k−1
Next, we define the state estimation error as
εk−r , xk−r − xˆk−r|k, (2.5)
and the error covariance matrix as
Pk−r|k , E[εk−rεTk−r]. (2.6)
A. Necessary Conditions for Unbiasedness
Definition 2.1. The filter (2.3) - (2.4) is unbiased if xˆk−r|k is an unbiased estimate of the state
xk−r.
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6Definition 2.1 implies that the filter (2.3)-(2.4) is unbiased if and only if
E[εk−r] = E[xk−r − xˆk−r|k] = 0. (2.7)
Next, we note that
εk−r =xk−r − xˆk−r|k
=Axk−r−1 +Hek−r−1 + wk−r−1 − xˆk−r|k−1 − Lk(Cxk + vk−
Cxˆk|k−1).
=(A− LkCAr+1)εk−r−1 + (H − LkCArH)ek−r−1
− LkCAr−1Hek−r − LkCAr−2Hek−r+1 + ...+
LkCAHek−2 − LkCHek−1 + wk−r−1 − Lk(CArwk−r−1+
CAr−1wk−r + ...+ Cwk−1 + vk). (2.8)
Theorem 2.1. Let Lk be such that the filter (2.3) - (2.4) is unbiased. Then
H − LkCArH =LkCAr−1H = LkCAr−2H =
... = LkCH = 0 (2.9)
Proof: Since by definition, filter (2.3) - (2.4) is unbiased if and only if E[εk−r−1] = 0, it
follows from (2.8) that
E[εk−r] =E[(A− LkCAr+1)εk−r−1 + (H − LkCArH)ek−r−1
− LkCAr−1Hek−r − LkCAr−2Hek−r+1 + ...
+ LkCAHek−2 − LkCHek−1 + wk−r−1−
Lk(CA
rwk−r−1 + CAr−1wk−r + ...+ Cwk−1 + vk)] (2.10)
Since (2.10) must hold for arbitrary input sequence ek, it follows that (2.9) must hold for filter
(2.3) - (2.4) to be unbiased.
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7Corollary 2.1. Let Lk be such that the filter (2.3) - (2.4) is unbiased. Then, the following
conditions hold
i) p ≤ l,
ii) rank(CArH) = p,
iii) rank(Lk) ≥ p, for all k,
iv) rank(CAdH) ≤ l − p, for d = 0, . . . , r − 1.
Proof. Since the filter (2.3)- (2.4) is unbiased, it follows from Theorem 2.1 that (2.9) holds
and hence
Lk(CA
rH) = H. (2.11)
Since rank(H)=p, it then follows from (2.11) that iii) holds and
rank(CArH) ≥ p (2.12)
Since CArH ∈ Rl×p, it follows from (2.12) that statement i) holds. Furthermore, it follows from
(2.12) and i) that statement ii) holds.
Finally to prove iv), since (2.9) holds, it follows from [26, Proposition 2.5.9, p. 106] that
rank(LkCAdH) = 0 and therefore
rank(Lk) + rank(CAdH) ≤ rank(LkCAdH) + l
= l. (2.13)
Furthermore, using iii), (2.13) becomes
p+ rank(CAdH) ≤ l, (2.14)
that is, rank(CAdH) ≤ l − p.
Corollary 2.2. Let l = p and let Lk be such that the filter (2.3) - (2.4) is unbiased, and let
l = p. Then, CAdH = 0 for d = 0, . . . , r − 1 and rank(Lk) = p for all k and r.
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8Next, we define the Rosenbrock matrix Z(s) as
Z(s) ,
 (sI − A) H
C 0
 .
For an unbiased filter, we know from Corollary 2.1, i) that p ≤ l, therefore the transfer function
G(s)
4
= C(sI − A)−1H has normal rank equal to p.
Definition 2.2. z ∈ C is an invariant zero [26] of (2.1), (2.2) if
rank Z(z) < normal rank Z(s).
Definition 2.3. The filter (2.3)-(2.4) is asymptotically unbiased if
lim
k→∞
E[εk−r] = 0
Definition 2.3 implies that the filter (2.3) - (2.4) is asymptotically unbiased if and only if
xˆk−r|k converges to an unbiased estimate of the state xk−r as k approaches infinity.
In the following subsection we first develop the filter and examine its convergence properties
for a square system (l = p), and treat the non-square case later.
B. Square Systems
1) Sufficient Conditions for Unbiasedness:
Lemma 2.1. Let l = p and let Lk be such that (2.9) holds. Then
Lk = H(CA
rH)−1. (2.15)
Proof. The proof follows from (2.9) and (ii) of Corollary 2.1
Lemma 2.2. Let l = p and let Lk be such that (2.9) hold. Then all non-zero eigenvalues of
(A− LkCAr+1) are invariant zeros of (2.1) and (2.2).
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9Proof. Let λ 6= 0 be an eigenvalue of (A−LkCAr+1). Then using Lemma 2.1, it follows that
det(A−H(CArH)−1CAr+1 − λI) = 0.
Next, let ν 6= 0 be such that
(A−H(CArH)−1CAr+1 − λI)ν = 0,
and thus
(A− λI)ν −H(CArH)−1CAr+1ν = 0.
Next, defining
µ , −(CArH)−1CAr+1ν, (2.16)
it follows that
(A− λI)ν +Hµ = 0, (2.17)
and thus yielding
Aν = λν −Hµ (2.18)
and
Ar+1ν = λArν − ArHµ. (2.19)
Repeatedly using (2.18) in (2.19), we get
Ar+1ν = λr+1ν − λrHµ− λr−1AHµ− . . .− λAr−1Hµ− ArHµ.
Left multiplying by C on both sides gives
CAr+1ν = λr+1Cν − λrCHµ− λr−1CAHµ− . . .− λCAr−1Hµ− CArHµ.
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Since from Corollary 2.2 it follows that CAdH = 0 for d = 0, . . . , r − 1 and since CArH is
invertible, we have
(CArH)−1CAr+1ν = λr+1(CArH)−1Cν − µ,
and thus
µ = −(CArH)−1CAr+1ν + λr+1(CArH)−1Cν. (2.20)
Comparing (2.20) with (2.16), it follows that
λr+1(CArH)−1Cν = 0.
Since λ 6= 0, and (CArH)−1 is full rank, it follows that
Cν = 0. (2.21)
Combining (2.17) and (2.21), we have (λI − A) −H
C 0
 ν
µ
 = 0. (2.22)
Since ν 6= 0, it follows that
 ν
µ
 6= 0 and noting that normal rank Z(s) = n+p from Corollary
12.10.6 in [26], it follows that
rank
 (λI − A) −H
C 0
 < normal rank
 (zI − A) −H
C 0
 = n+ p. (2.23)
Therefore λ is an invariant zero of (A,H,C).
In Lemma (2.2), we established the relationship between the invariant zeros and the eigenvalues
of (A− LkCAr+1). Next, we use this relationship to examine the convergence of the filter.
Theorem 2.2. Let l = p and let Lk be such that (2.9) hold. Then the filter (2.3) - (2.4)
is unbiased if and only if (2.1), (2.2) have no invariant zeros, while the filter (2.3) - (2.4) is
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asymptotically unbiased if and only if all of the invariant zeros lie within the unit circle.
Proof. First, taking the expected values of both sides of (2.8) and using (2.9), and noting that
E[wk−r−1] = E[vk] = E[wk−r] = E[wk−1] = 0, it follows that
E[εk−r] = E[(A− LCAr+1)εk−r−1] = (A− LCAr+1)E[εk−r−1]. (2.24)
Therefore, filter (2.3) - (2.4) is unbiased if and only if (A−LCAr+1) is zero or equivalently all
eigenvalues of (A− LCAr+1) are zero. Furthermore, (2.3) - (2.4) is asymptotically unbiased if
and only if (A−LCAr+1) is asymptotically stable. It follows from Lemma 2.2 that all non-zero
eigenvalues of (A − LCAr+1) are invariant zeros of (2.1), (2.2). Subsequently, the filter (2.3)
- (2.4) is asymptotically unbiased if and only if no invariant zeros of (2.1) and (2.2) are non-
minimum-phase and there are no zeros on the unit circle (all of the invariant zeros are within
the unit circle). The filter gives rise to a persistent reconstruction error if the zeros lie on the
unit circle.
C. Input Reconstruction
We discussed necessary and sufficient conditions to obtain the unbiased estimates of states.
Next, we consider using these estimates to reconstruct the unknown inputs.
Proposition 2.1. Let l = p and let Lk be such that (2.9) hold, and let xˆk−r|k be an unbiased
estimate of xk−r. Then
eˆk−r−1
4
= (CArH)−1(yk − Cxˆk|k−1) (2.25)
is an unbiased estimate of ek−r−1.
Proof. Since rank(CArH) = p, we can define
eˆk−r−1
4
= (CArH)−1(yk − Cxˆk|k−1). (2.26)
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Next, using (2.26), (2.3), (2.5), (2.15) it follows that
eˆk−r−1 = (CArH)−1CArH(CArH)−1(yk − Cxˆk|k−1)
= (CArH)−1CArLk(yk − Cxˆk|k−1)
= (CArH)−1CAr(xˆk−r|k − xˆk−r|k−1)
= (CArH)−1CAr(xk−r + εk−r − xˆk−r|k−1)
= (CArH)−1CAr(Axk−r−1 +Hek−r−1 + wk−r−1 + εk−r − Axˆk−r−1|k−1)
= (CArH)−1CAr(Aεk−r−1 +Hek−r−1 + wk−r−1 + εk−r). (2.27)
Finally, taking the expected values of both sides and noting that
E[εk−r] = E[εk−r−1] = E[wk−r−1] = 0, (2.28)
it follows that
E[eˆk−r−1] = (CArH)−1CArHE[ek−r−1] = E[ek−r−1]. 
D. Non-square Systems
In the previous subsection we dealt with square systems. In this section we explore the
possibility of input reconstruction with a delay for non-square systems (l 6= p). In the context of
non square systems, first we show that the invariant-zeros of the non-square system are a subset
of the eigenvalues of (A− LkCAr+1) as follows.
Lemma 2.3. Let Lk be such that (2.9) is satisfied. Then the invariant zeros of system (2.1),
(2.2) are a subset of the eigenvalues of (A− LkCAr+1).
Proof. Let z be an invariant zero of (2.1), (2.2), and let vector
 ν
µ
 6= 0 be such that
 (zI − A) −H
C 0
 ν
µ
 = 0. (2.29)
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Therefore
(zI − A)ν −Hµ = 0, (2.30)
Cν = 0. (2.31)
Note that if ν = 0, it can be seen from (2.30) that Hµ = 0, but since rank(H) = p, µ = 0
violating the assumption
 ν
µ
 6= 0. Hence ν 6= 0.
Next, left multiplying (2.30) by LkCAr and rearranging,
zLkCA
rν − LkCAr+1ν = LkCArHµ. (2.32)
Also it follows from (2.30) that,
Aν = zν −Hµ. (2.33)
Next using (2.33) in (2.32) and rearranging,
zr+1LkCν − zrLkCHµ− zr−1LkCAHµ− . . .
− zLkCAr−1Hµ− LkCAr+1ν = LkCArHµ. (2.34)
and using (2.31), (2.9),
−LkCAr+1ν = Hµ. (2.35)
Using (2.35) in (2.30),
(zI − A)ν + LkCAr+1ν = 0,
zIν − Aν + LkCAr+1ν = 0,
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and further rearranging, we have
(A− LkCAr+1 − zI)ν = 0. (2.36)
Since ν 6= 0, It follows that z is an eigenvalue of (A− LkCAr+1).
For a non-square system, we note however that the converse of Lemma 2.3 does not hold as the
following counter example demonstrates.
Consider a state space system characterized by the following A,H,C matrices.
A =

−0.95 −0.04 0 0 0 0 0 0 0 0 0 0
0.025 1 0 0 0 0 0 0 0 0 0 0
0 0 0.97 −0.06 0 0 0 0 0 0 0 0
0 0 0.05 1 0 0 0 0 0 0 0 0
0 0 0 0 0.95 −0.05 0 0 0 0 0 0
0 0 0 0 0.1 1 0 0 0 0 0 0
0 0 0 0 0 0 0.98 −0.04 0 0 0 0
0 0 0 0 0 0 0.05 1 0 0 0 0
0 0 0 0 0 0 0 0 0.95 −0.08 0 0
0 0 0 0 0 0 0 0 0.05 1 0 0
0 0 0 0 0 0 0 0 0 0 0.95 −0.06
0 0 0 0 0 0 0 0 0 0 0.1 1

, H =

0.4 0
0 0
0.2 0
0 0
0.2 0
0 0
0 0.2
0 0
0 0.2
0 0
0 0.2
0 0

,
C =

0.25 2 0 0 0 0 0.5 2 0 0 0 0
0 0 0.5 2 0 0 0 0 0.5 2 0 0
0 0 0 0 0.5 1 0 0 0 0 0.5 1
 . (2.37)
It is seen that this system has an invariant zero at 0.8 of multiplicity two. The eigenvalues of (A−
LkCA
2), a delay of one-time step, (r = 1), are found to be 0.7528, 0.9782 + 0.0707i, 0.9782−
0.0707i, 0.9750 + 0.0443i, 0.9750 − 0.0443i, 1.0076, 0.8, 0.8. It can be seen that the invariant
zeros of the non-square system are the eigenvalues of (A−LkCA2) in accordance with lemma
2.3, but along with other spurious eigenvalue of which are not the invariant zeros of the system.
This result is obtained using a value of Lk that satisfies (2.9). The calculation of Lk in the
example (2.37) is based on the procedure which is discussed next.
We note that in the non-square case, an infinite number of solutions for Lk that satisfy (2.9)
are possible. The following results thus derive the Lk that minimizes the trace of the error
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covariance and hence the minimum variance gain. Qk and Rk are the process noise covariance
and sensor noise covariance respectively.
Fact 2.1. Let Lk be such that the filter (2.3) - (2.4) is unbiased. Then
Pk−r|k = (A− LkCAr+1)Pk−r−1|k−1(A− LkCAr+1)T
+ (I − LkCAr)Qk−r−1(I − LkCAr)T + (LkCAr−1)Qk−r(LkCAr−1)T +
. . .+ (LkC)Qk−1(LkC)T + LkRkLTk (2.38)
Proof. The proof follows by substituting (2.8) in (2.6) and using (2.9).
Next, define the cost function J as the trace of the error covariance matrix
J(Lk) = trE[εk−rεTk−r] = trPk−r|k. (2.39)
Therefore, it follows from (2.38) that
J(Lk) = tr
[
(A− LkCAr+1)Pk−r−1|k−1(A− LkCAr+1)T
+ (I − LkCAr)Qk−r−1(I − LkCAr)T + (LkCAr−1)Qk−r(LkCAr−1)T +
. . .+ (LkC)Qk−1(LkC)T + LkRkLTk
]
. (2.40)
To derive the unbiased minimum-variance filter gain, we minimize the objective function (2.40)
subject to the constraints (2.9) while noting that from Corollary 2.1, we have rank(CAdH) ≤
l − p.
Theorem 2.3. Suppose there exists at least one Lk that satisfies (2.9), then the unbiased
minimum-variance gain Lk is
Lk =
[
TkA
rTCT +NkZ
†
k
[
CArH CAr−1H . . . CH
]T]
S−1k . (2.41)
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where
Tk
4
= Qk−r−1 + APk−r−1|k−1AT,
Sk
4
= CArTkA
rTCT + CAr−1Qk−rAr−1
T
CT + . . .+ CQk−1CT +Rk,
Zk =

(CArH)TS−1k (CA
rH) (CArH)TS−1k (CA
r−1H) . . . (CArH)TS−1k (CH)
(CAr−1H)TS−1k (CA
rH) (CAr−1H)TS−1k (CA
r−1H) . . . (CAr−1H)TS−1k (CH)
...
... . . .
...
(CH)TS−1k (CA
rH) (CH)TS−1k (CA
r−1H) . . . (CH)TS−1k (CH)

,
and
Nk =
[
H − TkArTCTS−1k CArH −TkAr
T
CTS−1k CA
r−1H . . . −TkArTCTS−1k CH
]
.
Proof. The Lagrangian for the constrained minimization problem is
L(Lk) , J(Lk)
+ 2tr
([
(I − LkCAr)H LkCAr−1H . . . LkCH
]
Λk
)
, (2.42)
where ΛTk ∈ Rn×(r+1)p is the matrix of Lagrange multipliers. Next, differentiating (2.42) with
respect to Lk and setting it equal to zero yields
−2CArQk−r−1 − 2CAr+1Pk−r−1|k−1AT + 2
[
CAr+1Pk−r−1|k−1Ar+1
T
CT
+CArQk−r−1Ar
T
CT + CAr−1Qk−rAr−1
T
CT + . . .+ CQk−1CT +Rk
]
LTk
−2[CArH CAr−1H . . . CH]Λk = 0. (2.43)
Next assuming Sk is invertible and solving (2.43) for Lk, we get
Lk =
[
TkA
rTCT + ΛTk
[
CArH CAr−1H . . . CH
]T]
S−1k . (2.44)
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Next, to solve for Λk, we substitute (2.44) in (2.9) to get[
TkA
rTCT + ΛTk
[
CArH CAr−1H . . . CH
]T]
S−1k
[
CArH CAr−1H . . . CH
]
=[
H 0n×p . . . 0n×p
]
.
(2.45)
Next we define Zk and Nk as follows
Zk =

(CArH)TS−1k (CA
rH) (CArH)TS−1k (CA
r−1H) . . . (CArH)TS−1k (CH)
(CAr−1H)TS−1k (CA
rH) (CAr−1H)TS−1k (CA
r−1H) . . . (CAr−1H)TS−1k (CH)
...
... . . .
...
(CH)TS−1k (CA
rH) (CH)TS−1k (CA
r−1H) . . . (CH)TS−1k (CH)

,
(2.46)
Nk =
[
H − TkArTCTS−1k CArH −TkAr
T
CTS−1k CA
r−1H . . . −TkArTCTS−1k CH
]
.
(2.47)
Therefore (2.45) becomes
ΛTkZk = Nk. (2.48)
Solving for ΛTk we get
ΛTk = NkZ
†
k. (2.49)
Where Z†k is a Moore-Penrose generalized inverse of Zk. Substituting (2.49) in (2.44) we get
Lk =
[
TkA
rTCT +NkZ
†
k
[
CArH CAr−1H . . . CH
]T]
S−1k . 
Note that the assumption of Sk being invertible is ensured by demanding apriori that Rk is positive
definite for all k. This indicates the persistence of sensor noise and is a valid assumption on
physical grounds. Qk is assumed to be nonnegative definite for all k. It should also be noted
that since Zk is not full rank there are an infinitely many possible solutions for Λk. However at
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any instant k, any Λk that satisfies (2.49) will give the same minimum-variance gain (Lk).
Corollary 2.3. Suppose CAdH = 0 for d = 0, 1, . . . , r then the unbiased minimum-variance
gain Lk is
Lk =
[
TkA
rTCT + Φk(CA
rH)T
]
S−1k , (2.50)
where
Tk
4
= Qk−r−1 + APk−r−1|k−1AT, (2.51)
Sk
4
= CArTkA
rTCT + CAr−1Qk−rAr−1
T
CT + . . .+ CQk−1CT +Rk, (2.52)
Φk
4
=
[
H − TkArTCTS−1k CArH
] (
(CArH)TS−1k CA
rH
)−1
(2.53)
In the next section we present some numerical results using the previously developed filter.
3. EXISTENCE AND MAXIMUM DELAY
According to (2.9), Lk should satisfy the condition
Lk
[
CArH CAr−1H . . . CH
]
=
[
H 0 . . . 0
]
. (3.1)
Lemma 3.1. Lk
[
CArH CAr−1H . . . CH
]
6=
[
H 0 . . . 0
]
∀ r ≥ n
Proof. Suppose on the contrary, assume Lk
[
CArH CAr−1H . . . CH
]
=
[
H 0 . . . 0
]
∀ r ≥
n. Let r = n. The condition for unbiasedness becomes
Lk
[
CAnH CAn−1H . . . CH
]
=
[
H 0 . . . 0
]
(3.2)
Using Cayley-Hamilton theorem and after rearranging (3.2) becomes
[
(d1LkCA
n−1H + d2LkCAn−2H + . . .+ dnLkCH) LkCAn−1H . . . LkCH
]
=
[
H 0 . . . 0
]
,
(3.3)
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which results in a contradiction, which is also true for all r > n. Hence our assumption is wrong
and therefore
Lk
[
CArH CAr−1H . . . CH
]
6=
[
H 0 . . . 0
]
∀ r > n 
This shows that the choice of the delay, r, cannot be arbitrary and has to be smaller than the
system order. The lower bound on the delay is determined by the first Markov parameter which
has full rank.
Conjecture 3.1. The filter will be unbiased for only one value of the delay r, i.e. there exists
only one value of r that satisfies condition (3.1).
Next, we introduce the following notations
Sr
4
=
[
CArH CAr−1H . . . CH
]
,
Sr−1
4
=
[
CAr−1H CAr−2H . . . CH
]
.
Theorem 3.1. There exists a matrix Lk that satisfies (3.1) if and only if
rank
[
Sr
]
− rank
[
Sr−1
]
= p (3.4)
Proof. There exists a matrix Lk that satisfies (3.1) if and only if the matrix
[
H 0 . . . 0
]
is in the space spanned by the rows of Sr. This is equivalent to the condition
rank
 Sr
H 0 . . . 0
 = rank [Sr] (3.5)
.
rank
 CArH CAr−1H . . . CH
H 0 . . . 0

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Using the matrix identity
rank
[
A B
]
= rank
[
A
]
+ rank
[
B
]
− dim
(
R
[
A
]
∩ R
[
B
] )
, (3.6)
and noting that rank[H] = p we get
rank
 Sr
H 0 . . . 0
 = rank [Sr−1]+ p. (3.7)
From (3.5) and (3.7) we get the condition
rank
[
Sr
]
= rank
[
Sr−1
]
+ p. 
Corollary 3.1. If rank
[
Sr
]
− rank
[
Sr−1
]
= p then rank
[
Mr
]
− rank
[
Mr−1
]
= p, where
Mr =

CH 0 0 . . . 0
CAH CH 0 . . . 0
...
...
... . . .
...
CArH CAr−1H CAr−2H . . . 0

.
Proof. Using (3.6) we have
rank
[
Mr
]
− rank
[
Mr−1
]
= rank

CH
CAH
...
CArH

+ dim
(
R

CH
CAH
...
CArH

∩ R
[
Mr−1
] )
, (3.8)
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where Mr−1 can also be represented as follows
[
Mr−1
]
=

0 0 . . . 0
CH 0 . . . 0
CAH CH . . . 0
...
...
...
...
Sr−1

. (3.9)
Since, rank
[
Sr
]
− rank
[
Sr−1
]
= p according the Theorem 3.1, there exists a matrix Lk such
that (3.1) and hence (2.9) is satisfied. Then from Corollary 2.1, ii) we have rank(CArH) = p.
Therefore
rank

CH
CAH
...
CArH

= p. (3.10)
Next, Using (3.6) we have
rank
[
Sr
]
− rank
[
Sr−1
]
= rank
[
CArH
]
+ dim
(
R
[
CArH
]
∩ R
[
Sr−1
] )
. (3.11)
Now since, rank
[
Sr
]
− rank
[
Sr−1
]
= p and rank(CArH) = p, (3.11) leads to
dim
(
R
[
CArH
]
∩ R
[
Sr−1
] )
= 0. (3.12)
From (3.8), (3.9) and (3.12) we have
dim
(
R

CH
CAH
...
CArH

∩ R
[
Mr−1
] )
= 0. (3.13)
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Next, substituting (3.10) and (3.13) in (3.8) leads to
rank
[
Mr
]
− rank
[
Mr−1
]
= p.
This in turn implies that the system (2.1) and (2.2) is r-delay invertible [27]. However it
should be noted that the r-delay invertibility of a system is not a sufficient condition for the
existence of Lk which satisfies the condition (3.1) as the following example shows. Consider
the system
A =

0.5 −0.6 0 0
0.5 0 0 0
0 0 −0.5 −0.6
0 0 0.5 0

, H =

4 0
0 0
0 4
0 0

, C =

0.25 1.05 0.25 1.1
0.25 1.15 0.25 1
0.25 1.05 0.25 1.1
 .
For this system rank(Mr)− rank(Mr−1) = 2 = p, however rank(Sr)− rank(Sr−1) < p.
4. NUMERICAL RESULTS USING AN UNBIASED FILTER WITH DELAY OF ONE TIME STEP
A. Numerical Results - Square Systems
1 2 3 4 5 6
y1 y2
e1 e2
Fig. 2. This compartmental model comprises of six compartments that exchange mass or energy through mutual interaction.
The inputs are provided to the first and the last compartment while the states from the second and the fifth compartment are
measured and constitute the outputs.
To illustrate recursive input reconstruction, we consider a compartmental system comprised
of n compartments that exchange mass or energy through mutual interaction. This can repre-
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sent physical models like collection of rooms which mutually exchange mass and energy. The
conservation equations governing the compartmental model are
x1,k+1 = x1,k − βx1,k + α(x2,k − x1,k), (4.1)
xi,k+1 = xi,k − βxi,k + α(xi+1,k − xi,k)− α(xi,k − xi−1,k),
i = 2, . . . , n− 1, (4.2)
xn,k+1 = xn,k − βxn,k − α(xn,k − xn−1,k), (4.3)
where 0 < β < 1 is the loss coefficient and 0 < α < 1 is the flow coefficient. Figure 2 illustrates
a schematic of the compartmental model wherein each block represents a compartment. The
arrows labeled e1, e2 indicate the input to the system while the arrows labeled y1, y2 indicate
the output. The system equations (4.1) - (4.3) can be written in the state space form (2.1), (2.2)
with
A =

1− β − α α 0 · · · 0
α 1− β − α α · · · 0
... . . . . . .
...
0 · · · 0 α 1− β − α

. (4.4)
Further, for the numerical simulations, we choose n = 6, α = 0.1 and β = 0.1, we assume
we have no known inputs and therefore the Buk and Duk terms disappear, and we assume
two unknown inputs enter compartments 1 and 6, while the states in compartments 2 and 5 are
measured as outputs. It then follows that
H =
 1 0 0 0 0 0
0 0 0 0 0 1
T , C =
 0 1 0 0 0 0
0 0 0 0 1 0
 . (4.5)
Note that since CH = 0, the filters in [9], [21], [11], [22] cannot be applied for input re-
construction (or state estimation). Further, since CAH is full rank and there are no invariant
zeros of the system, it follows from Theorem 2.2 that the filter (2.3) - (2.4), (2.15), (2.25)
with r = 1 will provide an unbiased estimate of the unknown inputs. We choose the first input
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to be a sawtooth and the second input to be a sinusoid. Figure 3 shows the actual unknown
inputs and the estimated unknown inputs using the recursive filter developed previously. The
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Fig. 3. Actual and estimated inputs for the compartmental model example. The filter uses a delay of one time step (r=1), since
CH = 0 and CAH is full rank.
1 2 3 4 5 6
y1 y2
e1 e2
Fig. 4. The inputs are provided to the first and the last compartment while the states from the third and the fourth compartment
are measured and constitute the outputs.
compartmental model is a convenient example to illustrate delayed input reconstruction since
by changing the compartments from which the states are measured, the product CArH can be
altered. For instance, if the inputs are given to the compartments 1 and 6 and the states in the
compartments 3 and 4 are measured as outputs then it follows that
H =
 1 0 0 0 0 0
0 0 0 0 0 1
T , C =
 0 0 1 0 0 0
0 0 0 1 0 0
 . (4.6)
Note that in this case CH = 0, CAH = 0 and CA2H is full rank. This implies that input
reconstruction is only possible using the filter (2.3) - (2.4), (2.15), (2.25) with a minimum delay
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of two time-steps i.e. r = 2. In this case, results similar to those in Figure 3 are obtained, but
not shown here due to space constraints. Note that the filters in [9], [21], [22] are no-delay filters
and require CH to be full rank and hence cannot handle the case where CH = 0.
Next we present a numerical result illustrating delayed input reconstruction in presence of
minimum phase zeros. Consider a state space system characterized by the following A,H,C
matrices.
A =

1.1 −0.6 1
0.5 0 1
0 0.2 0.3
 , H =

2
0
0
 ,
C =
[
0 0.4 1
]
.
This system has a zero at −0.2 (minimum phase) and the eigenvalues of (A − LkCA2) are
0, 0,−0.2 in accordance to Lemma 2.2. Figure 5 shows the actual unknown input and the
estimated unknown input using the recursive delayed input reconstruction filter. Figure 6 shows
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Fig. 5. Actual and estimated inputs for a system with minimum phase zero
the error in state estimation. The computed state estimation error represents the error computed
using (2.24) and substituting r = 1 and assuming that the initial condition of the states is known.
The computation was done using the eigenvalues of (A− LkCA2) and the results were plotted
against the actual state estimation error. The exact overlap between the actual and the computed
state estimation error consolidates the finding that the invariant zeros of the system govern the
dynamics of the state estimation error while the decaying nature of the error is in accordance
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with the Theorem 2.2 with r = 1.
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Fig. 6. Error in state estimation for a system with minimum phase zero
Now consider a state space system characterized by the following A,H,C matrices.
A =

0.0725 1 0.2072
−0.6158 0.0725 0.2339
0 0 −0.1449
 , H =

0
0
4
 ,
C =
[
5.005 0 0
]
.
This system has a zero at −1.0564 (nonminimum phase) and the eigenvalues of A−LkCA2 are
−1.0564, 0, 0 in accordance with 2.2. Figure 7 shows the actual unknown input and the estimated
unknown input using the recursive delayed input reconstruction filter. Figure 8 shows the actual
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Fig. 7. Actual and estimated inputs for a system with nonminimum phase zero
and computed error in state estimation.
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Fig. 8. Error in state estimation for a system with nonminimum phase zero
B. Numerical Results - Non-square Systems
State estimation and input reconstruction with a delay of one time step is performed for the
non-square state space system characterized by the following A,H,C matrices.
A =

0.0725 1 0.2072
−0.6158 0.0725 0.2339
0 0 −0.1449
 , H =

0
0
4
 ,
C =
 5.005 0 0
0 0.1 0
 .
. The minimum variance gain for the estimator is computed using Corollary 2.3. Figure 9 shows
the actual unknown input and the estimated unknown input using the recursive delayed input
reconstruction filter. It should be noted that the convergence of the filter in this case is asymptotic.
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Fig. 9. Input reconstruction for a non-square system
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In the next section we highlight the relationship between the filter developed in this paper and
the filters developed in [9], [21], [22].
5. RELATIONSHIP WITH UNBIASED MINIMUM VARIANCE FILTERS WITH NO DELAY
In this subsection, within the context of square systems (l = p), we show that the filters
developed in [9], [21], [22] are special cases of the filter (2.3) - (2.4), (2.15), (2.25) with r = 0.
Proposition 5.1. Let l = p, then the unbiased minimum variance filters in [21, (3) - (6) along
with (13) and (20)] and [9] are equivalent to the filter (2.3) - (2.4), (2.15), (2.25) with r = 0.
Proof. The proof follows by first noting that in the case l = p, CH (Fk in [21]) is invertible,
and then following straight-forward substitution and simplification.
Note that [21], [9] do not prove convergence of the respective filters, therefore the above result
proves convergence of the filter through Theorem 2.2 with r = 0 by connecting the convergence
with zeros. Furthermore, note that in the case l = p with r = 0, from Theorem 2.1, the filter
gain must satisfy the condition
LCH = H, (5.1)
and since rank H = p and consequently rank CH = p, L = H(CH)−1 is the only possible L
that satisfies (5.1) and hence there is a unique solution and no concept of a minimum variance
solution exists.
6. REMARKS
While the results in this paper indicate that if the system has nonminimum phase zeros or
zeros on the unit-circle, the filter is not convergent, it is worthwhile to note however that there
may be other approaches that may work in such cases as is being explored in [24], [28]. We
also note here that for square systems having no/minimum phase zeros is a sufficient condition
for unbiasedness/asymptotic unbiasedness. In non-square this is not the case as the example in
section 2-D illustrates. Note that no-delay filters in [9], [21], [22] would only be applicable
if CH is full rank. So in the context of the numerical example of a compartmental model in
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section 4-A, they would be applicable only if the the output measurements were the states of
the compartments that the unknown inputs were entering (in this case compartments 1 and 6).
Finally, in the presence of additional known inputs uk, note that the same filter equations and
theory apply with the modified equations
xˆk−r|k = xˆk−r|k−1 + Lk(yk − Cxˆk|k−1 −Duk), (6.1)
xˆk−r|k−1 = Axˆk−r−1|k−1 +Buk−r−1, (6.2)
xˆk|k−1 = Ar+1xˆk−r−1|k−1 + ArBuk−r−1 + Ar−1Buk−r + · · ·
+Buk−1 (6.3)
eˆk−r−1
4
= (CH)−1(yk − Cxˆk|k−1 −Duk). (6.4)
instead of (2.3) - (2.4). It is to be noted that one drawback of the input reconstruction method
is that it cannot differentiate between unknown noise and unknown input.
7. CONCLUSIONS
In this paper, we developed a technique that recursively use current measurements to estimate
past states and reconstruct past inputs. Furthermore, we derived convergence results for the filters
developed and established its relationship with invariant zeros of the system. Thus we developed
a broader class of filters (than traditional unbiased minimum-variance filters), provided necessary
and sufficient conditions for the filter to provide unbiased estimates. we also established that the
unbiased-minimum variance filters in [9], [21], [22], [23] are special cases of the filter developed
in this note and provided numerical examples illustrating the key difference between the proposed
filter and existing methods. The key results are listed below
1) Necessary conditions for unbiasedness of the filter.
2) Sufficient conditions for convergence of the filter for square systems.
3) Showing that the sufficient conditions for convergence of the filter for square systems do
not hold for non-square systems.
4) Establishing an upper bound for the filter delay and deriving existence conditions for the
filter.
Future work will focus on an in depth analysis of convergence in non-square systems and its
relationship with the invariant parameters of the system.
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