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Abstract: The term fusion means in general an approach to extraction of information acquired in several 
domains. The goal of image fusion (IF) is to integrate complementary multisensor, multitemporal and/or 
multiview information into one new image containing information the quality of which cannot be 
achieved otherwise. The term quality, its meaning and measurement depend on the particular 
application. The paper presents the image fusion based on Quaternion Discrete Fourier Transform 
(QDFT) and curvelet transform in and Magnetic Resonance Imaging. In these techniques the MRI image 
is segmented into sub bands using curvelet transform, the segmented images is then fused into sub bands 
using QDFT and enhance the image using contourlet transform. So, for better information and higher 
image resolution on curved shapes we are using wavelet transform with curvelet transform as we know 
that curvelet transform deals effectively with curves areas, corners and profiles. These two fusion 
techniques obtaining the minimum errors and present better quality results.The peak signal to noise ratio 
value for the transform method was higher in comparison to that of existing method fused images. This 
comparison shows that the quality of fused image was better in transform method. 
Keywords: - Image Fusion; Wavelet Transform; Curvelet Transform; Hybrid Image Fusion And Contour 
Let Transform 
I. INTRODUCTION 
Image fusion has been used in many application 
areas. In remote sensing and in astronomy, multi 
sensor Fusion is used to achieve high spatial and 
spectral resolutions by combining images from two 
sensors, one of which has high spatial resolution 
and the other one high spectral resolution. 
Numerous fusion applications have appeared in 
medical imaging like simultaneous evaluation of 
CT, MRI, and/or PET images. Plenty of 
applications which use multisensor fusion of 
visible and infrared images have appeared in 
military, security, and surveillance areas. In the 
case of multiview fusion, a set of images of the 
same scene taken by the same sensor but from 
different viewpoints is fused to obtain an image 
with higher resolution than the sensor normally 
provides or to recover the 3D representation of the 
scene. The multitemporal approach recognizes two 
different aims. Images of the same scene are 
acquired at different times either to find and 
evaluate changes in the scene or to obtain a less 
degraded image of the scene. Medical imaging has 
gained a significant role as diagnoses and analysis 
tool for higher, efficient, and time effective clinical 
practices. The term Medical Imaging intends to get 
inside images of a patient’s body by utilizing 
medical imaging modalities. A single modality 
typically cannot replicate the great information 
needed for adequate Diagnoses since totally 
different imaging modalities have different 
operational limitations. The former aim is Common 
in medical imaging, especially in change detection 
of organs and tumors, and in remote sensing for 
monitoring land or forest exploitation. The 
acquisition period is usually months or years. The 
latter aim requires the different measurements to be 
much closer to each other, typically in the scale of 
seconds, and possibly under different conditions. 
The list of applications mentioned above illustrates 
the diversity of problems we face when fusing 
images. It is impossible to design a universal 
method applicable to all image fusion tasks. Every 
method should take into account not only the 
fusion purpose and the characteristics of individual 
sensors, but also particular imaging conditions, 
imaging geometry, noise corruption, required 
accuracy and application-dependent data 
properties. 
This paper presents a completely unique 
multimodal image fusion algorithmic rule for color 
medical images. The algorithmic rules predicated 
on the Quaternion Discrete Fourier Transform 
(QDFT) that could be a quaternion version of 
Discrete Fourier Transformation(DFT).QDFT 
transforms source images from special domain to 
frequently domain and converts the element values 
into coefficients ordered by their frequencies. The 
algorithmic rule measures and compares distinction 
values of the corresponding coefficients of sources 
images to induce amalgamate pixels. Up to better 
of our information, this is often the primary ever 
conceive to use QDFT for fusion of multimodal 
color medical pictures.  To test the performance of 
the algorithm, we performed experiments on 
image-set of multimodal color images of the brain. 
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II. WAVELET TRANSFORM 
Wavelet analysis is a rapidly developing branch of 
mathematics since 1980s; its research has just been 
unfolding. As a mathematical tool, wavelet 
transform is a major breakthrough of the Fourier 
transform and Fourier transform window known to 
many people; it has good time-frequency features 
and multiple resolution and wavelet analysis theory 
has become one of the most useful tools in signal 
analysis, image processing, pattern recognition and 
other fields. In image processing, the basic idea of 
the wavelet transform is to decompose image 
multiresolution; the original image is decomposed 
into different space and different frequency sub-
image, and then coefficients of sub-image are 
processed. Commonly used wavelet transforms are 
real discrete wavelet transform and complex 
wavelet transform and so on. 
III. QUATERNION DISCRETEFOURIER 
TRANSFORM 
The discrete version of this transform is called 
Discrete Fourier Transform (DFT) which is 
suitable to perform using computers; DFT is 
frequently computed by using fast Fourier 
transform algorithm. To process the color images, 
DFT can be applied individually to each color 
channel after splitting a color image into three R, G 
and B channels. A shortcoming of DFT is its 
inability to process color image holistically. In Ell 
and Sangwine proposed QDFT that treats the color 
image as a vector field by using quaternion 
representation of the color image. The QDFT 
handles color image as a whole; so, it provides a 
vast range of possibilities in color image 
processing.  One QDFT implementation can be 
compared with three DFT implementations. The 
QDFT has higher computational efficiency since 
fewer real multiplications and less physical 
memory is required to compute one QDFT as 
compared to three complex DFT. Three types of 
QDFTs can be defined based on the non-
commutative property of the quaternion. In below 
equations represent the left-sided, right-sided and 
two-sided QDFT, respectively. Recently, the topic 
of generalization of the FT to the quaternion 
algebra called the quaternion Fourier transform 
(QFT) has received considerable attention.  
At present, quaternion wavelet research is divided 
into two branches, one is based on quaternion 
numerical function multi resolution analysis theory 
of quaternion wavelet, using a single tree structure, 
the earliest in 1994, Mitrea gave quaternion 
wavelet form concept  in 2001, Traversoni used 
real wavelet transform and complex wavelet 
transform by quaternion Haar kernel and proposed 
discrete quaternion wavelet transform and gave 
some applications in image processing; in 2004, He 
and Yu used matrix value function multi resolution 
analysis structure for consecutive quaternion 
wavelet transform and gave some properties; in 
2010, Bahri Constructed discrete quaternion 
wavelet transform through complex matrix function 
and proved some. Basic properties in 2011, Bahri 
et al. introduced through quaternion wavelet 
admissibility conditions, systematically extended 
the consecutive wavelet transform concept to 
consecutive quaternion wavelet concept and proved 
the reconstruction theorem and continuous 
quaternion wavelet basic properties. 
 
 
 
IV. CURVELET TRANSFORM (CWT) 
Curvelet transform is a linear function and 
decompose image in a wavelet coefficients. In 
curvelet decomposition, more wavelet coefficients 
and more levels of wavelet decompositions are 
needed. So, it need large amount of execution time 
to get fully decomposed image. 
 
Fig 1. Decomposition of CWT for 2D image 
The basic function of curvelet transform is in the 
form of curve i.e. length
2
~width. It is a multiscale 
transform which operates on image in anisotropic 
way. It is less curvelet coefficient in reduced 
amount of execution time than wavelet transform. 
The characterized of Curvelet functions are scale, 
translational parameters and orientation, values of 
characterized which are adaptably defined. The 
curvelet transform contain three stages in image 
fusion: 
Step 1: In this step, the image is converting into 
individual sub band coefficients. 
Mathematically, it is given by: 
f α (P0f, Δ1f,Δ2f, K) 
Where ‘f’ is image matrix or function, ‘P0’is low 
pass filter, Δ1, Δ2 ... are band pass filters. 
Step 2: apply smoothing partition in each band is 
given by 
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Where Qs is the smoothing image.  
Step 3: Renormalization is centering of each 
smooth partitioning to the unit square [0, 1] × [0, 
1]. For each Q, the operator TQ is defined as: 
 Where TQf is the renormalization image and x1, x2 
are the image pixels. 
V. CONTOURLET TRANSFORM 
The Contourlet transform need a double filter bank 
structure to generate the smooth contours at edges 
of images. The Laplacian pyramid (LP) is first used 
in double filter bank to get the capture the point 
discontinuities, and then we use directional filter 
bank (DFB) to get the point discontinuities into 
linear structures. The Laplacian pyramid (LP) 
decomposition only produce one bandpass image in 
a multidimensional signal processing, that can 
avoid frequency scrambling. And directional filter 
bank (DFB) is only fit for high frequency since it 
will leak the low frequency of signals in its 
directional subbands. This is the reason to combine 
DFB with LP, which is multiscale decomposition 
and remove the low frequency. Therefore, image 
signals pass through LP subbands to get bandpass 
signals and pass those signals through DFB to 
capture the directional information of image. This 
double filter bank structure of combination of LP 
and DFB is also called as pyramid directional filter 
bank (PDFB), and this transform is approximate 
the original image by using basic contour, so it is 
also called discrete contourlet transform. 
The LP decomposition to get one band pass image 
in a image processing that can avoid image noise.  
1) If contourlet transform is used for both the LP 
decomposition and DFB, then the discrete 
contourlet transform can get the original image 
perfectly, which means it provides a frame 
operator. 
2).If contourlet transform are used for both the LP 
decomposition and DFB, then it provides a tight 
frame which bounds equal to 1. 
3).The upper bound for the redundancy ratio of 
contourlet transform is 4/3. 
4). If the  k pyramidal level of LP applies to  Lk 
level DFB, the basis images of the contourlet 
transform have the size of  width≈2k. 
5). When contour is used, the computational 
complexity of the contourlet transform is  O (N) for 
N-pixel images 
 
Fig 2: Process of contourlet transform 
VI. EXPERIMENTAL RESULTS 
To see the qualitatively as well as quantitatively 
performance of the proposed algorithm images has 
been used. The image fusion of the medical images 
is done with the existing technique i.e. QDFT and 
the enhanced Contourlet transform technique. The 
images shown in the fig.3 (a) and 3(b) are input 
images and fig 3(c) shows resultant image using 
Contourlet transform. This technique has 
significantly improved the results. 
             
Fig 3: (a)                                 Fig 3:(b) 
Input image1                      Input image 2 
 
Fig 3: (c) Result image using Image Fusion 
Table1: Comparison table of the image fusion 
techniques. 
 
The Table 1 shows the results of the Image fusion 
based on QDFT and Contourlet transform. The 
improved results using the proposed technique are 
highlighted to show the comparison. The PSNR 
using proposed method is a very good 
improvement as compared to the existing 
technique. The table result proved that the 
proposed technique enhance the result of the fused 
image. 
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VII. GRAPHICAL REPRESENTATION 
The figure 4 shows the comparison of the proposed 
algorithm to the existing algorithm. Here, the 
PSNR having low value in existing method shows 
higher value by applying proposed algorithm. 
 
Fig 4: Column chart for input images 
VIII. CONCLUSION 
This paper presents image fusion based hybrid 
methods. In these hybrid methods, the image is 
segmented into sub bands using curvelet transform, 
and then apply curve let is fused into sub bands 
using QDFT and enhance the image using 
contourlet transform.   
The transform fusion techniques obtaining the 
minimum errors and present better quality results. 
The peak signal to noise ratio value for the 
transform method was higher in comparison to that 
of wavelet fused images. This comparison shows 
that the quality of fused image was better in 
transform method. We will effort on other image 
processing methods using shearlets in our future 
work. 
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