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This paper deals with a mathematical model in cell dynamics population originally
proposed by M. Rotenberg (1983, J. Theoret. Biol. 103, 181–199). Individual cells are
distinguished by their degree of maturity and maturation velocity. Here, all biolog-
ical rules are considered. We bring new techniques to the discussion of this model.
We show that the model is well posed in the sense of the theory of semigroups,
we study the positivity and irreducibility of the generated semigroups, and we cal-
culate its essential type. The asymptotic behavior is obtained in uniform topology.
 2002 Elsevier Science
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1. INTRODUCTION
In 1983, Rotenberg [20] presented a model for growing cell populations
in which each cell is distinguished by two parameters. The ﬁrst parameter
is the degree of maturity µ. He has considered that a cell that divides is
a mother cell and its degree of maturity is µ = 0. A cell that is born is
a daughter cell and its degree of maturity is µ = 1. A cell in the process
evolution has a degree of maturity µ ∈ I = 0 1. The second parameter
is the velocity maturation v. The positivity of velocities comes from the
fact that a cell may not become less mature with time and thus v ∈ J =
a b0 ≤ a < b ≤ ∞. The density of the population f = f µ v t is
described by the following partial differential equation:
∂f
∂t
= −v ∂f
∂µ
 (1.1)
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During each division it is possible that there is a correlation between the
maturation velocity of a mother cell v′ and a daughter cell v which is
described by a positive kernel of correlation k = kv v′ ≥ 0. The mathe-
matical description of such a correlation is given by the boundary conditions
f t 0 v = p
v
∫ b
a
kv v′v′f t 1 v′dv′ (1.2)
where p ≥ 0 is the average number of daughter cells viable per mitotic.
The kernel of correlation k has to verify the condition of normalisation
∫ b
a
kv v′dv = 1 (1.3)
to insure the continuity of the cellular ﬂux at p = 1.
It is also possible that there are cells which degenerate and in this case
there is a total inheritance of the maturation velocity between a mother cell
and its daughters. The biological rule of the inheritance is mathematically
described by
f t 0 v = αf t 1 v (1.4)
where α ≥ 0 is the average number of daughter cells viable per mitotic.
We remark that the previous condition of normalisation is satisﬁed when
α = 1.
But in reality there are always cells which degenerate and other cells
which respect the previous correlation with its daughter cells. The most
observed biological consideration is described by the boundary conditions
f t 0 v = αf t 1 v + p
v
∫ b
a
kv v′v′f t 1 v′dv′ (1.5)
where p ≥ 0 (resp. α ≥ 0) is the average number of viable daughters per
mitotic in correlation case (resp. in the degenerated case).
The model (1.1), (1.3), (1.5) has been rarely studied. For instance, if
α = 0 Rotenberg has numerically resolved this model by using the Chapman
method (see [4]). In 1987, van der Mee and Zweifel [14] approximated
this model by a diffusion equation which was numerically treated. The ﬁrst
theoretical study can be found in 2 3 where we have given a systematic
study of this model always for α = 0. We have also given the asymptotic
behavior in the uniform topology.
Unfortunately when α > 0, there is no study of this model in the litera-
ture. Indeed, this model belongs to the transport theory in which there are
no methods or techniques to treat such a boundary conditions (1.5). The
only general theorem which insures only the existence of a solution of such
a model can be found in (see [19, Theorem 2.2, p. 410]), which holds here
but only when p+ α < 1.
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In the dynamics of cell populations many studied models are based on
biological rules between the density of the cells population f = f t µ v
and the density of daughter cells f t 1 v by means of a bounded operator
K acting on the space of density f t (see for instance [1, 9–11, 13, 25]). In
this case these biological rules are mathematically interpreted by boundary
conditions such as f t 1 · = Kf t which are different from our boundary
conditions, and therefore it is obvious we cannot apply these techniques or
methods.
In this paper we are concerned with the existence of a strongly continuous
semigroup of the model (1.1), (1.3), (1.5) for all α ≥ 0 and all p ≥ 0. We are
also concerned with some properties of this semigroup such as positivity,
irreducibility, and the asymptotic behavior in the uniform topology and
we bring new techniques to the discussion of all these properties of the
generated semigroup. We organize this paper as follows:
(1) introduction
(2) the generated semigroup
(3) construction of the generated semigroup
(4) irreducibility
(5) spectral properties
(6) asymptotic behavior of the generated semigroup
In the next section we recall some mathematical preliminaries we will use
in the sequel. In the third section we study the model (1.1), (1.3), (1.5).
We show the existence of a strongly continuous and positive semigroup on
L1I × J for all α ≥ 0 and all p ≥ 0. This existence is obtained by renorm-
ing the space L1I × J. The third section is devoted by the construction
of the generated semigroup. This construction will be very useful for the
study of the asymptotic behavior of the generated semigroup. In the next
two sections we study the irreducibility of the generated semigroup and
some spectral properties of its inﬁnitesimal generator. In the last section
we study the asymptotic behavior of the generated semigroup and we show
its convergence to rank one projection in the uniform topology where we
will use the following result.
Lemma 1.1 (see [5, Theorems 9.10 and 9.11]). Let T tt≥0 be a posi-
tive irreducible C0-semigroup on a Banach lattice X satisfying the inequality
ωessT t < ω0T t. There exist a rank one projection  and ε > 0 such
that, for any η ∈ 0 ε, there exists Mη ≥ 1 such that∥∥e−sAtT t − ∥∥
X ≤Mηe−ηt t ≥ 0
For all deﬁnitions of all concepts used in the previous lemma, we refer
to [5, 6, 8, 15, 16, 18, 21]. A strongly continuous semigroup etAt≥0 which
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satisﬁes the properties of the above lemma possesses an asynchronous expo-
nential growth with intrinsic growth constant sA. The necessary and sufﬁ-
cient condition for generating such semigroups in a general Banach space
is given by Webb in [25]. The asynchronous exponential growth and other
approaches of this concept are explained and proven in more detail by
Thieme in [22]. The integrated semigroups are also concerned with this
concept in [23].
The idea developed here to obtain the asynchronous exponential growth
is new and most important. Indeed more research papers which are con-
cerned with the asynchronous exponential growth are based on the relation
ωess < ω0. The calculation of the essential type is obtained by writing the
generated semigroup as UKt = U0t +At where At is the compact
operator for t > t0 > 0 and U0t is a known semigroup which corre-
sponds to K = 0. In this case ωessUKt ≤ ωessU0t (see for instance
[1, 9–11, 13, 25] and the references therein). But in our case this situation
does not hold because our operator At is not compact (see Theorem 3.1)
and we have to develop another idea to show the asynchronous exponential
growth.
2. THE GENERATED SEMIGROUP
In this section, we consider Lebesgue’s space L1, where  = 0 1 ×
a b = I × J0 ≤ a < b <∞, with its natural norm
ϕ1 =
∫

ϕµ vdµdv (2.1)
We consider also W 1 = ϕ ∈ L1  v ∂ϕ
∂µ
∈ L1 and its corre-
sponding trace space L1J v dv which are Banach spaces endowed with
the norms
ϕW 1 = ϕ1 +
∥∥∥∥v∂ϕ∂µ
∥∥∥∥
1
and gL1J v dv =
∫ b
a
vgvdv
Mostly we shall assume that the Banach space Lp is over the real
ﬁeld. Sometimes, however, it is necessary (for instance in the section of
spectral properties) to consider the same space over the complex ﬁeld.
We refer to [21, Sect. II.11] for the transition between a Banach space
over the real ﬁeld and its complexiﬁcation. In the sequel we shall not
distinguish between the Banach space LP over the real ﬁeld and its
complexiﬁcation.
Theorem 2.1 [2]. The trace applications γ0 ϕ −→ ϕ0  and γ1 ϕ −→
ϕ1  are linear and continuous from W 1 into L1J v dv.
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In this context we introduce the boundary operator Kpα deﬁned by
Kpα = K0 α +Kp 0 (2.2)
where
K0 αψv = αψv (2.3)
and
Kp 0ψv =
p
v
∫
J
kv v′ψv′v′ dv′ (2.4)
which implies another formulation of the boundary condition (1.5) as
follows:
γ0ϕ = Kpαγ1ϕ = K0 αγ1ϕ+Kp 0γ1ϕ (2.5)
We note that Kp 0K0 α, and Kpα are linear and positive operators on
L1J v dv with
KpαL1J v dv = K0 αL1J v dv + Kp 0L1J v dv = α+ p (2.6)
Now, for any α ≥ 0 and p ≥ 0, one deﬁnes the operator Tpα by
Tpαϕ = −v
∂ϕ
∂µ
with the domain
DTpα = ϕ ∈ W 1 satisfying 25
If p = α = 0, it is easy to see that the operator T0 0 on the domain
DA0 0 = ϕ ∈ W 1  γ0ϕ = 0 generates, on L1, a strongly contin-
uous and positive semigroup of contractions given by
U0 0tϕµ v = χµ v tϕµ− tv v
where
χµ v t =
{
1 if µ ≥ tv,
0 if µ < tv (2.7)
and for λ > 0, we have
λ− T0 0−1ϕµ v =
∫ µ
v
0
e−λtϕµ− tv vdt
The operators λ− T0 0−1 and γ1λ− T0 0−1 are obviously bounded and
strictly positive. That is,
λ− T0 0−1
(L1+\0) ⊂ (L1+\0) (2.8)
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and
γ1λ− T0 0−1
(L1+\0) ⊂ (L1J v dv+\0) (2.9)
Now, from the relation (2.2) we deﬁne an operator Kpα λ on L1J v dv
by
Kpα λ
def= γ1)λKpα = γ1)λK0 α + γ1)λKp 0
def= K0 α λ +Kp 0 λ (2.10)
where )λµ v = e−λµ/v and
K0 α λψv = γ1)λK0 αψv = αe−
λ
v ψv
and
Kp 0 λψv = γ1)λKp 0ψv =
pe−
λ
v
v
∫
J
kv v′ψv′v′ dv′
Now we start by the following lemma
Lemma 2.1 For any λ > max0 b lnp + α, the resolvent of Tpα is a
positive operator, on L1, given by
λ− Tpα−1 = )λKpαI −Kpα λ−1γ1λ− T0 0−1 + λ− T0 0−1
(2.11)
Proof. Let λ > max0 b lnp+ α and g ∈ L1. The general solu-
tion of the equation
λϕ+ v∂ϕ
∂µ
= g (2.12)
is given by
ϕ = )λψ+ λ− T0 0−1g (2.13)
where ψ is any function of the variable v. If ψ ∈ L1J v dv, then the
solution belongs to W 1, because
ϕ1 ≤ )λψ1 + λ− T0 0−1g1 ≤
1
λ
ψL1Jv dv + g1 <∞ (2.14)
and from (2.12)
∥∥∥∥v∂ϕ∂µ
∥∥∥∥
1
≤ λϕ1 + g1 <∞ (2.15)
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In order that ϕ ∈ DTpα we have to show that the system
ψ = Kpαγ1ϕ
γ1ϕ = Kpα λγ1ϕ+ γ1λ− T0 0−1g
(2.16)
has a unique solution ψ ∈ L1J v dv. This follows from the fact
that for any λ > max0 b lnp + α, we have Kpα λL1Jv dv ≤
p + αe−λ/b < 1 and that (2.16) is equivalent to ψ = KpαI −
Kpα λ−1γ1λ − T0 0−1g. By inserting ψ in (2.13) we get the unique
solution of (2.12) in DTpα. Finally the positivity of λ − Tpα−1 fol-
lows from positivity of KpαKpα λ λ − T0 0−1 γ1λ − T0 0−1, and
I −Kpα λ−1 =
∑
n≥0K
n
pα λ.
Theorem 2.2 The operator Tpα generates on L1 a positive C0-
semigroup Upαtt≥0 satisfying, for all t ≥ 0,
UpαtL1 ≤ max1 p+ αemax0 b lnp+αt 
Proof. We begin by renorming the space L1 as
ϕ1 = fϕ1 (2.17)
where f µ v = max1 p+ αµ. The norms (2.1) and (2.17) are equiv-
alent because we have
ϕ1 ≤ ϕ1 ≤ max1 p+ αϕ1 (2.18)
for all ϕ ∈ L1. Let be λ > max0 b lnp + α and g ∈ L1. From
the proof of the previous lemma we know that the function ϕ = λ −
Tpα−1g given by the relation (2.11) is the unique solution of the equa-
tion (2.12) verifying the boundary conditions (2.5). Multiplying the equation
(2.12) by the function sgnϕf and integrating on , we obtain
λϕ1 = −
∫

v
[
f
∂ϕ
∂µ
]
µ vdµdv +
∫

f sgnϕgµ vdµdv
≤ −
∫

v
[
f
∂ϕ
∂µ
]
µ vdµdv + g1
= I + g1 (2.19)
Integrating by parts and using the boundary conditions (2.5), the term I
becomes
I =
∫
J
γ0fϕvv dv −
∫
J
γ1fϕvv dv
+ lnmax1 p+ α
∫

vfϕµ vdµdv
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≤ max1 p+ α −max1 p+ α
∫
J
γ1ϕvv dv
+ b lnmax1 p+ α ϕ1
= max0 b lnp+ α ϕ1 (2.20)
Now inserting the relation (2.20) in the relation (2.19), we obtain
ϕ1 = λ− Tpα−1g1 ≤
g1
λ−max0 b lnp+ α 
As Tpα is a closed operator (because ρTpα = ) and densely deﬁned
(because  ⊂ DTpα ⊂ L1), the Hille–Yosida theorem implies the
generation of a C0-semigroup Upαtt≥0 verifying
Upαtg1 ≤ et max0 b lnp+α g1 (2.21)
Now to ﬁnish this proof, it sufﬁces to apply the relation (2.18).
Remark 2.1 Using [18, Theorem 1.3, p. 102] we conclude that for all
ϕ ∈ DTpα, Rotenberg’s model (i.e., the problem (1.1), (1.3), (1.5) with
f 0 = ϕ) has a unique solution f ∈ C10∞ L1. Furthermore,
f t = Upαtϕ for all t ≥ 0.
3. CONSTRUCTION OF THE SEMIGROUP Upαtt≥0
In this section we construct the semigroup Upαtt≥0. We need this
construction in the section of the asymptotic behavior of the generated
semigroup. Before this construction, we consider a ﬁxed positive q such
that
q > maxp+ αb 1
and we deﬁne the following function:
hx v = q xv 
In this case we have
Lemma 3.1 For all ϕ ∈ L1, the equation
f = Hf + Vϕ (3.1)
has an unique solution fϕ ∈ L1 −∞ 0×J h where
Hf x v = Kpαξ1 ·−xv−1f 1+ xv−1· · v
Vϕx v = Kpαγ1U0 0−xv−1ϕ v (3.2)
ξ = 1− χ
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and χ is given by (2.7). Furthermore, the application
ϕ ∈ L1 −→ fϕ ∈ L1 −∞ 0×J h (3.3)
is linear and continuous.
Proof. For all f ∈ L1 −∞ 0×J h we have
∫ b
a
∫ 0
−∞
Hf x v  hx vdxdv
=
∫ b
a
∫ 0
−∞
∣∣Kpαξ1 ·−xv−1f 1+ xv−1· · v∣∣q xv dx dv
=
∫ b
a
∫ ∞
0
Kpαξ1 · tf 1− t· · vq−tv dt dv
≤ p+ α
∫ b
a
∫ ∞
0
ξ1 · tf 1− t· · vq−tv dt dv
≤ p+ α
∫ b
a
∫ 0
−∞
∣∣∣∣ξ
(
1 v
1− x
v
)
f x v
∣∣∣∣q x−1v dx dv
≤ q −1b p+ αfL1−∞ 0×Jh
which implies that H is a linear bounded operator in L1 − ∞ 0×J h
with the norm
HL1−∞0×Jh ≤ q
−1
b p+ α (3.4)
For the operator V , a last similar calculation infers that
VϕL1−∞0×Jh ≤ p+ αϕ1 (3.5)
for all ϕ ∈ L1. Thus V is a linear bounded operator from L1 into
L1 −∞ 0×J h. Now, as q−1/bp+ α < 1, then the equation (3.1) has
a unique solution fϕ ∈ L1 −∞ 0×J h given by fϕ = I −H−1Vϕ. The
linearity of the application (3.3) follows from the linearity of the operator
I −H−1 and V . Its continuity follows from the equation (3.1) and from
the relations (3.4) and (3.5) which imply
fϕL1−∞0×Jh ≤
p+ α(
1− q −1b p+ α)ϕ1 (3.6)
Lemma 3.2 For all t ≥ 0, the operator Apαt deﬁned by
Apαtϕµ v = ξµ v tfϕµ− tv v
is linear and bounded in L1. Furthermore, for all ϕ ∈ L1, the applica-
tion t ∈ + −→ Apαtϕ is continuous and Apα0 = 0.
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Proof. Let t ≥ 0. Since the application (3.3) is linear, then the operator
Apαt is also. Furthermore we have
q−t
∫

Apαtϕµ vdµdv ≤
∫

q
µ
v −tξµ v t  fϕµ− tv v  dµdv
≤ fϕL1−∞ 0×J h
which implies the asked continuity by using the relation (3.6). Let t > 0,
s > 0, and ϕ ∈ L1; then
q−tApαt + sϕ−Apαtϕ1
≤
∫

q
µ
v −t  ξµ v t + sfϕµ− t + sv v
− ξµ v tfϕµ− tv v  dµdv
=
∫ b
a
∫ 1−tv
−tv
 ξx+ tv v t + sfϕx− sv v
− ξx+ tv v tfϕx v  hx vdxdv
≤
∫ b
a
∫ 0
−∞
fϕx− sv v − fϕx vhx vdxdv
+
∫ b
a
∫ sv
0
 fϕx− sv v  hx vdxdv
= I1s + I2s
Since the translation operators are continuous on L1 then we conclude
lims→0 I1s = 0. For the term I2s, we have
I2s =
∫ b
a
∫ sv
0
 fϕx− sv v  hx vdxdv
= qs
∫ b
a
∫ 0
−sv
 fϕy v  hy vdy dv (3.7)
which implies lims→0 I2s = 0 and therefore the continuity at t > 0 fol-
lows. For the continuity at t = 0+, we have Apαsϕ1 ≤ I2s. Next,
using the relation (3.7), we deduce the asked continuity and the relation
Apα0 = 0.
Lemma 3.3 For all ϕ ∈ W 1, the application
t ∈ + −→ γ0Apαtϕ−Kpαγ1Apαtϕ ∈ L1J v dv (3.8)
is continuous. Furthermore for all t ∈ + we have
γ0Apαtϕ−Kpαγ1Apαtϕ = Kpαγ1U0 0tϕ (3.9)
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Proof. Let ϕ ∈ W 1. From the deﬁnition of the operators ApαtH,
and V we can write
∫ b
a
∫ ∞
0
γ0Apαtϕv −Kpαγ1Apαtϕv −Kpαγ1U0 0tϕvv dt dv
=
∫ b
a
∫ ∞
0
fϕ−tv v −Hfϕ−tv v − Vϕ−tv vv dt dv
=
∫ b
a
∫ 0
−∞
fϕx v −Hfϕx v − Vϕx vdxdv = 0
because fϕ is the unique solution of the equation (3.1) in L1 − ∞,
0×J h, and therefore
γ0Apαtϕ−Kpαγ1Apαtϕ = Kpαγ1U0 0tϕ a.e. t ≥ 0 (3.10)
Now we prove the continuity of the application t −→ γ1U0 0tϕ ∈
L1J v dv. Let ϕ ∈ W 1. As ϕ = f + g where f = e−µ/vγ0ϕ ∈ W 1,
and g = ϕ− f ∈ DT0 0, then we can write
γ1U0 0tϕ = γ1U0 0tf + γ1U0 0tg
But g ∈ DT0 0; then the theorem of traces 2.1 implies that
γ1U0 0t + hg − γ1U0 0tgL1J v dv
≤ γ1U0 0t + hg −U0 0tgDT0 0
and therefore the application t −→ γ1U0 0tg is continuous because
U0 0tt≥0 is also a C0-semigroup on DT0 0. On the other hand we
have
γ1U0 0t + hf − γ1U0 0tfL1J v dv
=
∫ b
a
∣∣∣∣χ1 v t + he− 1−t+hvv − χ1 v te− 1−tvv
∣∣∣∣γ0ϕv v dv
which implies the continuity of the application t ∈ + −→ γ1U0 0tf ∈
L1J v dv. Now we have shown that the application t ∈ + −→
γ1U0 0tϕ ∈ L1J v dv and therefore the application t ∈ + −→
Kpαγ1U0 0tϕ ∈ L1J v dv is continuous. From the relation (3.10),
we deduce that the application (3.8) is well deﬁned and continuous from
+ into L1J v dv for all ϕ ∈ W 1. The proof is achieved.
Lemma 3.4 The family of the operator Spαtt≥0 where
Spαt = U0 0t +Apαt (3.11)
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is a C0-semigroup on L1 verifying
Spαtϕµ v = U0 0tϕµ v
+ ξµ v t
[
Kpαγ1Spα
(
t − µ
v
)
ϕ
]
v (3.12)
Furthermore, for all ϕ ∈ W 1 we have
γ0Spαtϕ = Kpαγ1Spαtϕ (3.13)
Proof. Using the Lemma 3.2 and the fact that U0 0tt≥0 is a C0-
semigroup we conclude that Spαt is a linear and bounded operator in
L1 Spα0 = I (I is the identity operator in L1), and the conti-
nuity of the application t ∈ + −→ Spαtϕ ∈ L1 for all ϕ ∈ L1.
Furthermore, from the deﬁnition of the operator Spαt, we deduce
ξµ v tγ0
[
Spα
(
t − µ
v
)
ϕ
]
v
= ξµ v tγ0
[
U0 0
(
t − µ
v
)
ϕ
]
v
+ ξµ v tγ0
[
Apα
(
t − µ
v
)
ϕ
]
v
= ξµ v tApα
(
t − µ
v
)
ϕ0 v
= ξµ v tfϕµ− tv v
= Apαtϕµ v (3.14)
for all ϕ ∈ W 1 and all t ≥ 0 and p.p. µ v ∈ . On the other hand, if
ϕ ∈ W 1, then Lemma 3.3 implies that
γ0Spαtϕ−Kpαγ1Spαtϕ
= γ0U0 0tϕ+ γ0Apαtϕ
−Kpαγ1U0 0tϕ−Kpαγ1Apαtϕ
= γ0Apαtϕ−Kpαγ1U0 0tϕ−Kpαγ1Apαtϕ
= 0 (3.15)
and therefore
ξµ v tγ0
[
Spα
(
t − µ
v
)
ϕ
]
v
− ξµ v t
[
Kpαγ1Spα
(
t − µ
v
)
ϕ
]
v = 0 (3.16)
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for all t ≥ 0 and a.e. µ v ∈ . Now the relations (3.14), (3.16), (3.11)
and the density of W 1 in L1 imply the relation (3.12).
To show that the family Spαtt≥0 is a C0-semigroup it sufﬁces to prove
that Gt s = SpαtSpαs − Spαt + s = 0 for all t ≥ 0 and all s ≥ 0.
First, if ϕ ∈ W 1 then from the relation (3.12), a simple calculation yields
that
Gt sϕµ v = ξµ v tKpαγ1Gt − µv−1 sϕv (3.17)
This relation implies
∫

 Gt sϕµ v  dµdv
=
∫

 ξµ v tKpαγ1Gt − µv−1 sϕ v  dµdv
=
∫ b
a
∫ tv
0
 Kpαγ1Gt − µv−1 sϕ v  dµdv
=
∫ b
a
∫ t
0
 Kpαγ1Gx sϕ v  v dxdv
≤ p+ α
∫ b
a
∫ t
0
 γ1Gx sϕ v  v dxdv
thus
∫

Gt sϕµv dµdv≤p+α
∫ b
a
∫ t
0
γ1Gxsϕv vdxdv (3.18)
On the other hand,
∫ b
a
∫ ∞
0
q−t  γ1Gt sϕv  v dt dv
=
∫ b
a
∫ ∞
0
q−tξ1 v t  Kpαγ1Gt − v−1 sϕ v  v dt dv
=
∫ b
a
∫ ∞
1
v
q−t  Kpαγ1Gt − v−1 sϕ v  v dt dv
=
∫ b
a
∫ ∞
0
 q−x− 1v Kpαγ1Gx sϕ v  v dxdv
≤ q −1b p+ α
∫ b
a
∫ ∞
0
q−x  γ1Gx sϕ v  v dxdv
As q−1/bp+ α < 1 γ1Gt sϕv = 0 a.e. v ∈ J. Now the relation (3.18)
and the density of W 1 in L1 achieve the proof.
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Theorem 3.1 The C0-semigroup Upαtt≥0 is given by the relation
Upαt = U0 0t +Apαt (3.19)
where the operator Apαt satisﬁed
Apαtϕµ v = ξµ v t
[
Kpαγ1Upα
(
t − µ
v
)
ϕ
]
v (3.20)
Proof. Let us denote by B the inﬁnitesimal generator of the C0-
semigroup Spαtt≥0. As χ + ξ = 1, then for all ϕ ∈ DB and all
ψ ∈  we have
∫

Spαtϕµ v − ϕµ vψµ vdµdv
=
∫

χµ v tϕµ− tv v − ϕµ vψµ vdµdv
+
∫

ξµ v tfϕµ− tv v − ϕµ vψµ vdµdv
=
∫ b
a
∫ 1
tv
ϕµ− tv v − ϕµ vψµ vdµdv
+
∫ b
a
∫ tv
0
fϕµ− tv v − ϕµ vψµ vdµdv
As the support of the function ψ is a compact set, then the second integral
vanishes for small t and thus
lim
t→0
1
t
∫

Spαtϕµ v − ϕµ vψµ vdµdv
= lim
t→0
1
t
∫ b
a
∫ 1
tv
ϕµ− tv v − ϕµ vψµ vdµdv
= lim
t→0
1
t
∫

ψµ+ tv v − ψµ vϕµ vdµdv
=
∫

v
∂ψ
∂µ
µ vϕµ vdµdv
= −
∫

v
∂ϕ
∂µ
µ vψµ vdµdv
By using the deﬁnition of an inﬁnitesimal generator, there exists a function
g ∈ L1 such as
lim
t→0
∥∥∥∥Spαtϕ− ϕt − g
∥∥∥∥
1
= 0
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and
−
∫

v
∂ϕ
∂µ
µ vψµ vdµdv =
∫

gµ vψµ vdµdv
for all ψ ∈ , which implies −v ∂ϕ
∂µ
= g ∈ L1. Thus Bϕ = −v ∂ϕ
∂µ
and
DB ⊂ W 1.
Now let ϕ ∈ DB. Thus, Spαtϕ ∈ DB for all t ≥ 0. By taking t = 0
in the relation (3.13), we obtain γ0ϕ − Kpαγ1ϕ = 0. Thus DB = ϕ ∈
W 1  γ0ϕ = Kpαγ1ϕ which implies B = Tpα. Consequently, by
uniqueness of the C0-semigroup we obtain Upαtt≥0 = Spαtt≥0.
Now to ﬁnd the relation of the theorem it sufﬁces to use the relations
(3.11) and (3.12) which achieve the proof.
We ﬁnish this section with the following result.
Corollary 3.1 If 0 ≤ t ≤ b−1, then
Apαtϕµ v = ξµ v t
[
Kpαγ1U0 0
(
t − µ
v
)
ϕ
]
v (3.21)
Proof. By using the relations (3.19) and (3.20), with µ < tv, we can
write
γ1Upα
(
t − µ
v
)
y = γ1U0 0
(
t − µ
v
)
y
+ ξ
(
1 y t − µ
v
)[
Kpαγ1Upα
(
t − µ
v
− 1
y
)
ϕ
]
y
a.e. y ∈ J. As 0 ≤ t ≤ b−1 then ξ1 y t − µ
v
 = 0 and therefore[
γ1Upα
(
t − µ
v
)
ϕ
]
y =
[
γ1U0 0
(
t − µ
v
)
ϕ
]
y
a.e. y ∈ J which we replace in the relation (3.20) to ﬁnish the proof.
4. IRREDUCIBILITY AND DOMINATION
In this section, we prove the irreducibility of the generated semigroup
Upαtt≥0 under the hypothesis∫
A
∫
J\A
kv v′dv′ dv > 0 (H1)
for all measurable subsetA of J such thatmeasA > 0 andmeasJ\A > 0.
This assumption assures the irreducibility of the operator Kp 0 and there-
fore the irreducibility of Kpα on L1J v dv (see [21, Theorem V.6.61]). In
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this context, referring to the ﬁrst example of [15, p. 262], we get that
Lemma 4.1 Suppose that assumption (H1) holds. Then the operator
Kp 0 λ is irreducible for all λ ≥ 0.
Lemma 4.2 Suppose that the assumption (H1) holds. Then the C0-
semigroup Up 0tt≥0 is irreducible.
Proof. Let λ ≥ 0 and let g be a strictly positive function in L1.
According to the relation (2.9) the function γ1λ − T0 0−1g ∈ L1J v dv
is also strictly positive and from the irreducibility of the operator Kp 0 λ, by
the previous lemma, it follows that there exists an integer m > 0 such that
Kmp 0 λγ1λ− T0 0−1g > 0 a.e. in J
The positivity of the operator λ− T0 0−1 and the inequality Kp 0 ≥ Kp 0 λ
imply that
λ− Tp 0−1g ≥ )λKp 0I −Kp 0 λ−1γ1λ− T0 0−1g
= )λKp 0
∑
n≥0
Knp 0 λγ1λ− T0 0−1g
≥ )λKp 0 λKm−1p 0 λγ1λ− T0 0−1g
= )λKmp 0 λγ1λ− T0 0−1g
Thus, the resolvent operator of Tp 0 is irreducible which is equivalent to
the irreducibility of the semigroup Up 0tt≥0 by [5, Proposition 7.6].
Lemma 4.3 If p ≥ p′ ≥ 0 and α ≥ α′ ≥ 0 then for all t ≥ 0 we have
Upαt ≥ Up′ α′ t
Proof. Let p ≥ p′ ≥ 0 and α ≥ α′ ≥ 0 and λ > max0 b lnp +
α b lnp′ + α′ and g ∈ L1+. From the relations
Kpα λ ≥ Kp′ α′ λ
and
Kpα ≥ Kp′ α′
and the relation (2.11) we get that
λ− Tpα−1g = )λKpαI −Kpα λ−1γ1λ− T0 0−1g + λ− T0 0−1g
= )λKpα
∑
n≥0
Knpα λγ1λ− T0 0−1g + λ− T0 0−1g
≥ )λKp′ α′
∑
n≥0
Knp′ α′ λγ1λ− T0 0−1g + λ− T0 0−1g
≥ )λKp′ α′ I −Kp′ α′ λ−1 + λ− T0 0−1g
= λ− Tp′ α′ −1g
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which implies
[
n
t
(
n
t
− Tpα
)−1]n
g ≥
[
n
t
(
n
t
− Tp′ α′
)−1]n
g
for all t > 0 and integer n. Now Trotter’s formula achieves the proof.
Theorem 4.1 Suppose that assumption (H1) holds; then the semigroup
Upαtt≥0 is irreducible.
Proof. By the last lemma we have Upαt ≥ Up 0t which implies the
asked irreducibility by Lemma 4.2.
5. SPECTRAL PROPERTIES
In this section we give an estimate of the spectral bound sTpα of the
operator Tpα under the following hypothesis:
k ∈ L∞J × J H2
But before such an estimate we deﬁne the operator
Lpα λ = I −K0 α λ−1Kp 0 λ (5.1)
where its expression on L1J v dv is given by
Lpα λψv =
pe−
λ
v
v1− αe− λv 
∫
J
kv v′ψv′v′ dv′
= 1
1− αe− λv 
Kp 0 λψv (5.2)
Lemma 5.1 Suppose that the hypotheses (H1) and (H2) hold and λ ≥ 0.
If 0 < 1−α < p, then Lpα λ is a positive and irreducible and weakly compact
operator on L1J v dv. Furthermore its spectral radius satisﬁes
rLpα 0 =
p
1− α > 1 (5.3)
and
lim
λ→∞
rLpα λ = 0 (5.4)
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Proof. Let λ ≥ 0. As α < 1 then 0 ≤ αe−λ/b < 1. Thus the operator
Lpα λ is well deﬁned. Furthermore, this operator is obviously positive and
from Lemma 4.1 it is also irreducible.
Let ψ ∈ L1J v dv+. From hypothesis (H2) we get
Lpα λψv ≤
pk∞e
−λ
b
1− αe −λb v
∫
J
ψv′v′ dv′
and since 1
v
belongs to L1J v dv, then the second hand of the last relation
is a weakly compact operator in L1J v dv which implies the weak com-
pactness of the operator Lpα λ by [12, Prop. 2.1]. Next, from the relations
(5.2) and (1.3) we get
Lpα 0ψL1J v dv =
p
1− α
∫
J
v′ψv′dv′ = p
1− αψL1J v dv
which implies by iteration
∥∥Lnpα 0∥∥L1J v dv =
[
p
1− α
]n
for all integers n and therefore
rLpα 0 =
p
1− α > 1
On the other hand, the relation (5.1) infers that
lim
λ→∞
rLpαλ= lim
λ→∞
r
(I−K0αλ−1Kp0λ)
≤ lim
λ→∞
∥∥I−K0αλ−1Kp0λ∥∥L1Jvdv
≤ lim
λ→∞
∥∥I−K0αλ−1∥∥L1Jvdv limλ→∞
∥∥Kp0λ∥∥L1Jvdv
≤p lim
λ→∞
1
1−αe− λb 
lim
λ→∞
e−
λ
b =0
Now we deﬁne the set + = λ ∈  λ ≥ 0.
Lemma 5.2 Suppose that the hypothesis (H2) holds. If λ ∈ + and 0 ≤
α < 1 then
λ ∈ σTpα ⇒ 1 ∈ σpL2pα λ
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Proof. Let λ ∈ + and 0 ≤ α < 1. If 1 ∈ ρLpα λ, then for all g ∈
L1, the equation
h = Lpα λh+ I −K0 α λ−1γ1λ− T0 0−1g
= I −K0 α λ−1Kp 0 λh+ I −K0 α λ−1γ1λ− T0 0−1g (5.5)
has a unique solution h ∈ L1J v dv, and therefore h is also a unique
solution of
h = Kp 0 λh+K0 α λh+ γ1λ− T0 0−1g
= Kpα λh+ γ1λ− T0 0−1g (5.6)
which can be expressed by
h = I −Kpα λ−1γ1λ− T0 0−1g
Next, if we deﬁne
ϕ = )λKpαh+ λ− T0 0−1g (5.7)
it is clear that ϕ ∈ DTpα and that it is the unique solution of the equation
λ − Tpαϕ = g. Therefore the arbitrariness of g ∈ L1 implies that
λ ∈ ρTpα. Thus we have shown λ ∈ σTpα ⇒ 1 ∈ σLpα λ. Now, if
L2pα λ is a compact operator, then by the spectral mapping theorem we get
that
1 ∈ σLpα λ2 = σL2pα λ = σpL2pα λ
We now prove the compactness of the operator L2pα λ. For all λ ∈ + and
all ψ ∈ L1J v dv+ we have
Lpα λψv = Lpα λψv + ıLpα λψv
def= Aψv + ıBψv
and
Aψv = 
[
pe−
λ
v
v
(
1− αe− λv )
] ∫
J
kv v′ψv′v′ dv′
≤ pe
− λv
v
(
1− αe− λv )
∫
J
kv v′ψv′v′ dv′
= Lpαλψv
The same calculation yields that Bψv ≤ Lpαλψv. As 0 ≤ α < 1,
from the previous lemma Lpαλ is weakly compact. Thus A and B are
weakly compact by [12, Prop. 2.1], and therefore Lpα λ = A + iB is also
weakly compact. Now the Dunford–Pettis property on L1 spaces achieves
this proof.
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Theorem 5.1 Suppose that the hypotheses (H1) and (H2) hold. If 0 <
1− α < p, then sTpα > 0.
Proof. Let λ ≥ 0. By Lemma 5.1 we get that Lpα λ is a linear positive
and irreducible operator. Furthermore, from Lemma 5.1 and [12, Prop. 2.1],
we get that L2pα λ is a compact operator on L
1J v dv and therefore, by
[17], the spectral radius rLpα λ > 0 is an eigenvalue of Lpα λ and a
simple pole of the resolvent operator of Lpα λ. Using [7, Chap. VII.6,
Theorem 9], we deduce the continuity of the application
λ −→ rLpα λ (5.8)
Let λ > µ ≥ 0. From the relation (5.2) we get
Lpα λψv =
pe−
λ
v
1− αe− λv v
∫
J
kv v′ψv′v′ dv′
= pe
−µ
v e
µ−λ
v
1− αe− λv v
∫
J
kv v′ψv′v′ dv′
≤ pe
−µ
v
1− αe− λv v
e
µ−λ
b
∫
J
kv v′ψv′v′ dv′
= eµ−λb Lpαµψv
for all ψ ∈ L1J v dv+ and therefore Lpα λ ≤ eµ−λ/bLpαµ. Conse-
quently rLpα λ ≤ eµ−λ/brLpαµ < rLpαµ which implies that the
application (5.8) is strictly decreasing. According to the Lemma 5.1, there
exists a unique λ0 > 0 such that rLpα λ0 = 1, proving that λ0 = sTpα.
If λ ∈ σTpα
⋂
+, by Lemma 5.2 there exists ψ = 0 such that
L2pα λψ = ψ. Furthermore, the relation (5.2) implies Lpαλψ ≥
Lpα λψ and therefore L2pαλψ ≥ L2pα λψ = ψ. Thus, L2np αλ
ψ ≥ ψ for all integers n which implies ∥∥Lnpαλ∥∥2L1J v dv ≥∥∥L2np αλ∥∥L1J v dv ≥ 1 and therefore rLpαλ ≥ 1. Since the
application (5.8) is strictly decreasing, we conclude that λ ≤ λ0, and
therefore sTpα ≤ λ0.
Inversely, since rLpα λ0 = 1 and by virtue of Lemma 5.1, [12,
Prop. 2.1], and [17], there exists ψ ∈ L1J v dv+ and ψ = 0 such that
Lpα λ0ψ = ψ, and therefore ψ = Kp 0 λ0ψ + K0 α λ0ψ = Kpα λ0ψ.
Deﬁning ϕ = )λ0Kpαψ and noting that ϕ = 0 because of ψ > 0,
it is easy to see that −v ∂ϕ
∂µ
= λϕ. Furthermore, γ0ϕ = Kpαψ =
KpαKpα λ0ψ = Kpαγ1)λ0Kpαψ = Kpαγ1)λ0Kpαψ = Kpαγ1ϕ.
Thus, λ0 ∈ σpTpα ⊂ σTpα, and therefore λ0 ≤ sTpα. The proof is
ﬁnished.
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6. ASYMPTOTIC BEHAVIOR OF THE
GENERATED SEMIGROUP
In this section we describe the asymptotic behavior of the semigroup
Upαtt≥0. Under the hypothesis (H2), we calculate explicitly the essen-
tial type ωessUpαt of the generated semigroup. But before that we
remark that from the relations (3.19) and (3.21), the generated semigroup
can be written as
Upαt = U0 0t +Apαt
= U0 0t +A0 αt +Ap 0t
= U0 αt +Ap 0t
where
U0 αtϕµ v = U0 0tϕµ v + ξµ v tK0 α
[
γ1U0 0
(
t − µ
v
)
ϕ
]
v
and
Ap 0tϕµ v = ξµ v tKp 0
[
γ1U0 0
(
t − µ
v
)
ϕ
]
v
We start with the following lemma.
Lemma 6.1 If the assumption (H2) holds, then Ap 0tU0 αsAp 0t is
a weakly compact operator on L1 for all 0 < t < b−1 and s ≥ 0.
Proof. Let 0 < t < b−1 s ≥ 0, and ϕ ∈ L1+. Since we have
Ap 0tU0 αsAp 0t = Ap 0tU0 0sAp 0t +Ap 0tA0 αsAp 0t
then it sufﬁces to prove that Ap 0tU00sAp 0t and Ap 0tA0 αs
Ap 0t are weakly compact operators.
First, as the hypothesis (H2) holds, then a simple calculation gives us
Ap 0tU0 0sAp 0tϕµ v
≤ p2k2∞
ξµ v t
v
∫ b
a
∫ b
a
v′′χ
(
1 v′ t + s − µ
v
)
× ξ
(
1−
(
t + s − µ
v
)
v′ v′ t
)
χ
(
1 v′′ 2t + s − µ
v
− 1
v′
)
×ϕ
(
1−
(
2t + s − µ
v
− 1
v′
)
v′′ v′′
)
dv′′ dv′
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The change of variables

µ′ = 1−
(
2t + s − µ
v
− 1
v′
)
v′′
dv′ = −u
2
v′′
dµ′
where
u = ut s µ v µ′ v′′ =
[
2t + s − µv−1 + µ′ − 1 1
v′′
]−1

implies that
Ap 0tU0 0sAp 0tϕµ v
≤ p2k2∞
ξµ v t
v
∫ b
a
∫ ∞
1−
(
2t+s− µv − 1v′
)
v′′
χ
(
1 v′′ 2t + s − µ
v
− 1
u
)
×u2χ1 u t + s − µv−1
× ξ
(
1−
(
t + s − µ
v
)
u u t
)
ϕµ′ v′′dµ′ dv′′ (6.1)
Replacing u by its value, a simple calculation gives us
χ1 u t + s − µv−1ξ1− t + s − µv−1u u t
=
{
1 if 1− tv′′ < µ′ ≤ 1
0 elsewhere,
and 0 ≤ u ≤ b and in any case χ1 v′ 2t + s − µv−1 − u−1 = 1. Thus the
relation (6.1) becomes
Ap 0tU0 0sAp 0tϕµ v ≤ p2b2k2∞
ξµ v t
v
⊗ ϕµ v
where
⊗ ϕµ v =
∫

ϕµ′ v′′dµ′ dv′′
Next, the same previous calculation shows that
Ap 0tA0 αsAp 0tϕµ v ≤ αp2b2k2∞
ξµ v t
v
⊗ ϕµ v
Since ∫

ξµ v t
v
dµdv = tb− a <∞
the operator  ⊗  is of rank one and consequently weakly compact on
L1. Now, the weak compactness of the positive operatorsAp 0tU0 0s
Ap 0t and Ap 0tA0 αsAp 0t follows from [12, Prop. 2.1].
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Lemma 6.2 If the assumption (H2) holds, then ωessUpαt =
ωessU0 αt.
Proof. Let 0 < t < b−1 and suppose that qt = U0 αt1 1+ 1. From
the previous lemma we get that the operator
qt−nUpαt −U0αtU0αnt Upαt −U0αt
is weakly compact for all n ∈ N . Consequently, the operator
Upαt −U0αt
[ m∑
n=0
[
U0αt
qt
]n]
Upαt −U0αt
is also weakly compact for any m ∈ N . Since∣∣∣∣
∥∥∥∥U0αtqt
∥∥∥∥
∣∣∣∣
L1
=
∣∣∣∣
∥∥∥∥ U0αtU0 αt1 1 + 1
∣∣∣∣
∥∥∥∥
L1
< 1
then qt is in the resolvent set of the operator U0αt and therefore the
last sum converges in L1 to the operator
qtUpαt −U0αtqt −U0αt−1Upαt −U0αt
which is weakly compact. Thus the operator[Upαt −U0αtqt −U0αt−1]4
is compact and [24] achieves the proof.
In the following theorem we describe the asymptotic behavior of the
generated semigroup Upαtt≥0 only for 0 < 1 − α < p. In fact only in
this case does the density of cells increase, which is biologically meaningful.
Theorem 6.1 Suppose that the hypotheses (H1) and (H2) hold. If 0 <
1− α < p, then there exists a one rank projection  in L1 and ) > 0 such
that, for every η ∈ 0 ), there exists Mη ≥ 1 such that∥∥e−tsTpαUpαt − ∥∥L1 ≤Mηe−ηt t ≥ 0
Proof. We know that the generated C0-semigroup Upαtt≥0 is posi-
tive (see Theorem 2.2) and irreducible (see Theorem 4.1). As α < 1, then
from Theorem 2.2 we deduce that the C0-semigroup U0 αtt≥0 is con-
tractive and thus ωU0 αt ≤ 0. Furthermore, from Lemma 6.2 and The-
orem 5.1 we get
ωessUpαt = ωessU0 αt ≤ ωU0 αt ≤ 0 < sTpα (6.2)
Now all conditions of Lemma 1.1 hold.
Remark 6.1 Under some modiﬁcations, all of these results we have
proved hold in Lr with r > 1.
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