1 Institute of Geophysics, National Central University, Chung-Li, Taiwan, ROC 2 Department of Earth Sciences, National Central University, Chung-Li, Taiwan, ROC Correlation-dimension analysis is often used to quantify the dynamics of the obscure attractor from the measured time series. Specifically, the method of sliding-window correlation-dimension is used to detect the temporal changes of the number of controlling parameters in a dynamical process, for example, geomagnetic fluctuation through time. By means of sliding-window correlation-dimension analyses of total-field fluctuations at three geomagnetic ground stations in Taiwan, a decrease in correlation dimension during storms has been confirmed in this paper. Such a decrease in the correlation dimension strongly indicates shrinking of phase space in the geomagnetic dynamical system, while the hidden, degenerated state variable remains inconclusive and more work is needed to address this issue.
INTRODUCTION
Since the emergence of the concept of nonlinear dynamics in the 1970s, the idea of geomagnetic attractor is no longer fanciful. Fluctuation in the geomagnetic field has recently been considered a nonlinear dynamical phenomenon (e.g., Vassiliadis et. al. 1990; Shan et. al. 1991; Roberts et. al. 1991; Prichard and Price 1992; Sharma et. al. 1993; Takalo et. al. 1993; Takalo et. al. 1995; Sitnov et. al. 2000) . Vassiliadis et al. (1990) and Shan et al. (1991) carried out correlation-dimension analyses of their own data using two different time sequences of the geomagnetic auroral electrojet AE index, a measure of overall geomagnetic activity in the auroral region derived from ground station measurements of north-south magnetic field components, and finally presented two different correlation dimensions of the AE index, i.e., 3.6 for the former and 2.4 for the latter. In contrast to the AE index, Roberts et al. (1991) used a data set containing 40,000 values of the western auroral electrojet AL index with the sampling interval of 2.5 minutes. They extracted several relatively quiet segments of 1,000 data points from the raw time series compiled by Bargatze et al. (1985) , and found a correlation dimension of 4.0 for AL data, which is higher than the estimates of Vassiliadis et al. (1990) and Shan et al. (1991) .
Although there is significant disagreement on the exact value of the correlation dimension for the underlying system, those researches mentioned above seem to agree that the dimension of geomagnetic fluctuation is low. Thus a low-dimensional attractor-like representation of the Earth's magnetospheric system becomes possible. On the other hand, Prichard and Price (1992) also presented evidence against the presence of low dimensional chaos indeed. A review of the debates associated with dimensionality for geomagnetic activity can be found in Klimas et al. (1996) . Whatever the case, the recognition of a low-dimension attractor from geomagnetic fluctuation is essential to the reconstruction of the system's dynamics. With appropriate variables chosen, the techniques for the construction of equations of motion (e.g., Crutchfield and McNamara 1987) can then be used to build a model with comparable phase space to one reconstructed from the observed data.
Very recently, Sitnov et al. (2000) proposed a hybrid catastrophe model of a magnetospheric substorm (Smith et. al. 1986; Goertz and Smith 1989 ) that behaves like a nonequilibrium phase transition with features of both first-and second-order phase transitions. They have found that the effective dimension of a dynamical magnetospheric system degenerates during substorms and, based on their singular spectrum analysis, dynamic trajectory lies on a twodimensional surface in the three-dimensional space of the main eigenvectors. In this case, while the actual dimension associated with a substorm or storm is still a subject of debate (Klimas et. al. 1996) , it is worth considering if it is possible to observe the temporal variation in the correlation dimension of the geomagnetic system during a storm. Interestingly, the change of a related fractal dimension, that being Hurst's exponent, during a substorm has already been successfully observed by Uritsky and Pudovkin (1998) . This issue relating to the correlation dimension of a storm is further explored in our present work by applying sliding-window correlation-dimension analysis to geomagnetic total-field data at three ground stations in Taiwan. A discussion relating to some of the relevant physical problems in the magnetospheric dynamics will also be provided at the end of this paper.
SLIDING-WINDOW CORRELATION-DIMENSION ANALYSIS
Correlation-dimension analysis (Grassberger and Procaccia 1983 ) is a powerful tool for determining the number of effective degrees of freedom, or dimension, in a single-value time series of a chaotic system with a low-dimensional attractor. Such analysis is sensitive to the dynamical processes of coverage of the attractor shown by the system. Correlation-dimension analysis requires transformation of a time series x(t) into a set of m-dimensional vectors v X i (i = 1, ..., N) lying in the so-called "embedding space". Embedding space is a reconstructed phase space that is used to cover the attractor of the dynamical system. Grassberger and Procaccia (1983) define the correlation integral C(r) as:
where Θ is the Heaviside function and • is the Euclidean norm. For large embedding dimension m and the small correlation distance r, they showed that a power-law relation between C(r) and r holds true when a strange attractor of the dynamical system exists. In practice, one usually estimates the exponent of the power-law relation for different embedding spaces with various dimensions and the estimated exponent saturates as the embedding space enlarges, i.e., m increases. This saturation exponent is considered a best estimate of the correlation dimension D for the dynamical system. However, a white noise process, in which no attractor exists, could never be involved in an embedding space with a finite dimension m and, therefore, would not produce a saturated exponent.
As to evaluating variations in the correlation dimension at different time intervals of geomagnetic fluctuation, the sliding-window technique (Prokoph 1999 ) has been used on our geomagnetic data. If the system is approximately stationary over many relatively short intervals, it is possible to determine the dimension by using many small data sets spanning only a small time interval (Havstad and Ehlers 1989) . On the other hand, the sliding-window algorithm is also used to detect the non-stationary process that is wrapped in a long record. A distinctive analysis window with size less than the total data length is shifted over the whole data set (Prokoph 1999 ). The number of data points for adequately resolving the system's dimension is crucial to correlation dimension analysis (Shan et. al. 1991; Essex 1991) and it is usually case dependant (e.g., Shan et. al. 1991; Roberts et. al. 1991; Prichard and Price 1992; Prokoph 1999) . In our calculation, we have examined results from utilizing various window sizes and obtained a robust estimate of the correlation dimension by choosing a window size of about 800 data points.
RESULTS AND VARIATIONS IN CORRELATION DIMENSION OF TOTAL-FIELD FLUCTUATION
A geomagnetic network for continuous observation of the intensity of geomagnetic total field has been established in Taiwan since 1988, by the Institute of Earth Sciences, Academia Sinica (Yen et. al. 2004 ). Proton total-field magnetometers (Geometric Model G-856 with a sensitivity of 0.1 nT) have been positioned at eight ground stations. For our correlation-dimension analysis, we chose total-field data from January 2000 at three stations, i. It should be noted that our calculation is conducted directly using total-field data instead of AE, AL or other derived geomagnetic indices, e.g., Dst, cf. Vassiliadis et al. (1990) , Shan et al. (1991) , Prichard and Price (1992) and Takalo et al. (1995) .
When conducting the correlation-dimension analysis, the choice of a time-lag parameter is critical for the quality of the reconstruction of embedding space. If the lag time is too short, the data will be redundant. If too long, adjacent data points will be irrelevant. Thus, the choice of the time-lag parameter should be large enough to overcome the autocorrelation effect (Sharma et. al. 1993 ) and small enough to resolve the physical processes of interest. In our case, a strong correlation between adjacent data points appears when smaller delay times of less than 60 minutes are utilized (Fig. 1) . Moreover, a strategy based on the decay of the autocorrelation function of determining the time-lag parameter (Shan et. al. 1991 ) also suggests a delay time with 60 minutes is appropriate to our data. It seems meaningful that such an interval is compa- Fig. 1. (a) Total-field data with a sampling interval of 10 minutes at site HC and phase points of the reconstructed embedding spaces with a delay time = (b) 10 minutes, (c) 30 minutes, and (d) 60 minutes. Strong autocorrelation effect could be found when delay times are chosen to be small in (b) and (c). The unit of magnetic field intensity is nT.
rable to those reported previously, for example, 50 minutes in Shan et al. (1991) and in Roberts et al. (1991) . As a result, we chose a time-lag parameter of 60 minutes for our correlation dimension analysis. Figure 2 shows the results of our sliding-window correlation-dimension analysis of totalfield fluctuations for three ground stations HC (Fig. 2a), YL (Fig. 2b) and LP (Fig. 2c) . The correlation dimension, in general, saturates quickly when the dimensionality of embedding space is larger than 4-dimension. The saturation dimension is around 3.0 overall for the three stations. Previous studies have published varying correlation-dimension figures for the geomagnetic system, from the 2.4 of Shan et al. (1991) to the 4.0 of Roberts et al. (1991) , as we have mentioned before. Given previous results, we consider our result as a plausible calculation, and propose D = 3.0 as another reference value for the correlation dimension of the Earth's magnetic process. We leave its exact value beyond the scope of this study, and concentrate our attention on changes in the correlation dimension during storms.
The most important features of Fig. 2 are two distinct depressions in the correlation dimension that may relate to two issued storms on January 11 and 22 of 2000, according to the equatorial Dst indices of the WDC-C2 database (Kyoto University 2000). If we think some bias out, existing uniformly in our correlation-dimension calculation, the difference in D between the normal days and the storms is a fair estimation and approaches approximately to 1. This implies one disappeared state variable (e.g., Vassiliadis et. al. 1990) or one additional physical constraint (e.g., Sitnov et. al. 2000) coming up during a storm.
One source of bias in calculating the correlation-dimension is temporal correlation in the phase space. Pairs of points measured within a relatively short time span tend to be close in phase space as well and thus introduce a bias when we estimate the correlation sum from the definition. To tackle the problem of such a temporal correlation, Theiler (1986) proposed a practical technique by rejecting close pairs in time and a safe length for the Theiler window could be estimated by the method of space-time separation (Provenzale et. al. 1992) . Two subsets of geomagnetic data with different geomagnetic activity levels at station HC were chosen for examining the decreased dimension during a storm. Figure 3 shows the results of applying a Theiler window of 60 minutes in correlation-dimension analysis. A decrement of about 1 for the correlation dimension verifies our previous computation.
CONCLUDING REMARKS AND DISCUSSIONS
Geomagnetospheric dynamics is a great complex system. Sliding-window correlationdimension analysis has been used as a method for detecting temporal changes in the effective number of control parameters in the geomagnetic dynamical process. A decrease in the correlation dimension of geomagnetic total-field fluctuation during storms has been confirmed in this study and implies the disappearance of some degree of freedom. This result may be related to a recent result obtained from the singular spectrum analysis proposed by Sitnov et al. (2000) ; however, our study is chiefly concerned with storm, rather than substorm as discussed in Sitnov et al. (2000) . Yet, it is well-known that, when the Interplanetary Magnetic Field (the Sun's magnetic field) turns southward, a magnetospheric storm occurs and makes the field line For each calculation of correlation dimension the embedding spaces are enlarged from 2-dimension to 9-dimension (black: 2D; blue: 3D; red: 4D; green: 5D; purple: 6D; brown: 7D; cyan: 8D; yellow: 9D), and the correlation dimension saturates quickly for m larger than 4. While the correlation dimension for the geomagnetic field is around 3 overall, it is depressed by 1 during two issued storms on January 11 and 22. The unit of magnetic field intensity is nT.
reconnection in the magnetospheric tail. Such a reconnection process produces substorms in the auroral zone. While Sitnov et al. (2000) figured out the AL index and claimed that the substorm process is analogue to a non-equilibrium phase transition accompanied by degenerated dimension in the magnetospheric system, in this study we propose a similar effect, dimension shrink, for the magnetic storm through sliding-window correlation-dimension analysis. Recently, many investigations have proposed that the existence of a multifractal structure in the AE signal is the signature of temporal inhomogeneity and the occurrence of time intermittency in the magnetospheric dynamics (Consolini et. al. 1996, Consolini and Michelis 1998) . While temporal inhomogeneity in AE index data might be related to variation in the effective dimension of the geomagnetic system at high latitude, we have shown variation of the effective dimension at low latitude. Fig. 3 . Estimation of correlation dimension with a Theiler window of 60 minutes for two subsets of geomagnetic data at HC. Correlation dimension saturates for embedding dimension larger than 6. A decrement of about 1 between the normal days and the storm is also apparent. For reference, the expected correlation dimension of a random process is shown in the dash line.
While this study only considers the temporal inhomogeneity in the output signal of an input-output system it should be reasonable to model the dynamics of the magnetosphere as an input-output system (Prichard and Price 1992) . But, before conducting sophisticated modeling, it would be helpful to investigate some essential properties regardless of output or input signals. Modeling is a creative task quite different to the computation of a single number (such as a dimension) for a given signal. Dimension, Lyapunov exponent, etc., are ways of quantifying the properties of a signal. Each of these concepts is one of very many ways of turning a sequence of data into a single number. The dimension computation can enhance our knowledge of the underlying system.
We are still a long way from concluding a method for connecting a physical, observable measurement for the state variable in phase space reconstruction (e.g., Crutchfield and McNamara 1987) or the controlling order parameter in phase transition theory (e.g., Sitnov et. al. 2000) . As Sitnov et al. (2000) mention, "neither control parameter in a cusp catastrophe model of substorm can be directly connected with the parameter in the singular spectrum analysis". It appears more work is needed to address which physical variable degenerates during a magnetic storm as has been strongly indicated by our sliding-window correlationdimension analysis of the geomagnetic system.
