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1. INTRODUCTION 
Let n > 1 be an integer, a E R, and k E (2, . . . . n} be given, Let 
a,EC[a, oo), i= 1, . . . . n, and define the linear differential operator, L, by 
Ly = y’“‘+ i a,(x) y+! 
r=l 
Let a=x,< ... <xk-, be given and fixed throughout, and let nj3 1, 
j=l , . . . . k be integers such that C:=, ni = n. For each b > xk ~ r, consider 
the homogeneous, k-point conjugate boundary conditions, 
Y (I- “(Xi) = 0, i=l 5 ..., nj, j= 1, . . . . k- 1, 
(1.1,) 
Y +“(b)=O, i= 1, . . . . nk. 
We shall denote the boundary conditions ( 1.1,) by T, y = 0. 
Let pEC[a, co). For each b>x,-,, we shall consider boundary value 
problems (BVPs) of the form 
0022-0396192 $3.00 
LY = P(X) Y> 
T, y = 0. 
20 
a d x, (1.2) 
(1.3,) 
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Recall that L is disconjugate on [a, co) [3, 141 if the only solution of 
Ly = 0 having n zeros on [cr, co), counting multiplicities, is y E 0. Further, 
we shall say that b0 > xkp 1 is the conjugate point of (1.2) corresponding to 
(1.3,) if 
b0 = inf{ b > xk ~, : (1.2) ( 1.3,,) has a nontrivial solution}. 
Note that if b0 > xk ._ 1 exists, then there exists a nontrivial solution of the 
BVP, (l-2), (1.3,); on the other hand, if b, = xk- 1, then there exists a 
nontrivial solution y of (1.2) satisfying 
Y (I- “(X,) = 0, i = 1, . . . . ni, j = 1, . . . . k - 2, 
Y ci- l)(Xk_ ,) = 0, i= 1, . . . . nk-1 +nk. 
In this paper, under certain sign conditions on p(x), we shall characterize 
the existence of a conjugate point of (1.2) corresponding to (1.3,) by the 
existence of a nontrivial solution that lies in a cone. Classically, if p(x) y < 0 
on (a, co), then b0 is the conjugate point of y” = p(x), y(a) = y(b) = 0 if, 
and only if, there exists a nontrivial solution, 4, of y” = p(x) y, 
y(a) = y(b,) =O, such that 4 does not vanish on (a, b,). See [3] or [ 161. 
Although the classical result is readily obtained by elementary methods, the 
theory of cones in a Banach space has been employed to carry the classical 
result over to other families of BVPs. Schmitt and Smith [19] applied the 
theory of cones to second order, m-dimensional systems of two point 
conjugate problems. Hankerson and Henderson [7] have extended the 
techniques of Schmitt and Smith [ 193 to apply to a family of two point 
BVPs for nth order, m-dimensional systems of ordinary differential 
equations. A number of authors ([6, 10, 221, for example) have studied 
similar questions for two point right focal BVPs for n th order problems. 
This particular paper is largely motivated by the work of Schmitt and 
Smith [19], whose techniques were extended by Hankerson and Hender- 
son [7]. The key argument in each of those papers is that a mapping, 
which maps a linear, compact operator to its spectral radius, is strictly 
increasing as a function of the right hand boundary point, b. In each of 
those papers [7, 191 the arguments to obtain the strict monotoneity are 
geometric and rely heavily on the specific boundary conditions. The techni- 
ques do not readily carry over to broad families of BVPs since geometric 
concepts, such as concavity, are employed. 
In [ 161, Nehari observed that the Green’s functions for second order, 
two point conjugate BVPs satisfy monotonicity properties with respect to 
boundary points. The monotoneity of the mappings employed by Schmitt 
and Smith [19] is readily obtained with Nehari’s observation; in addition, 
the techniques presented in [7, 191 will carry over to families of BVPs for 
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which Nehari’s observation has analogues. Bates and Gustafson [2] have 
extended Nehari’s observation to a family of BVPs that contains the family 
of BVPs, Ly = 0, (1.3,). We shall thus obtain the monotoneity of mappings 
analogous to those employed by Schmitt and Smith [ 191 and extend their 
techniques to apply to the BVP, (1.2), ( 1.36). 
In Section 2, in order that the paper be self-contained, we shall provide 
preliminary definitions and results from the theory of cones in a Banach 
space. In Section 3, we shall provide sign properties of Green’s functions; 
these properties are employed to define appropriate cones. In Section 4, we 
shall define Banach spaces and appropriate cones, and apply the results of 
Section 2. In Section 5, we shall apply our main result, Theorem 4.2, as in 
[7, 191, to establish the existence of solutions for a class of nonlinear 
problems. 
2. CONE THEORETIC PRELIMINARIES 
In this section, in order that the paper be self-contained, we shall provide 
definitions and results from the theory of cones in a Banach space. We refer 
the reader to Krasnosel’skii [12], and also to the works of Amann [ 11, 
Deimling [4], Krein and Rutman [13], Schmitt and Smith [19], and 
Zeidler [23] for accounts of the definitions and results stated here. 
Let B be a real Banach space, and P a closed, nonempty subset of B. 
P is a cone provided: (i) au + flv E P for all U, v E P and all a, p 2 0, and 
(ii) if U, -u E P, then u = 0. A cone is reproducing if for each x E B, there 
exist U, u E P such that x = u - u. 
A Banach space, B, is called a partially ordered Banach space provided 
there exists a partial ordering, d, on B which satisfies: (i) u < u, for U, u E B, 
implies tu < tu, for all t 20 and, for t ~0, tu2 tu and tu# tu, and 
(ii) u1 6 4, u2 d u2, for u~,u~,u~,u~EB, implies that u,+u,du,+u,. Let 
P c B be a cone and define u < u (equivalently, u 2 u), for U, u E B, if, and 
only if, u - u E P. Then 6 is a partial ordering on B, and we shall say that 
< is the partial ordering induced by P. Moreover, B is a partially ordered 
Banach space with respect o the partial ordering induced by P. 
Let N1, N,: B + B be bounded, linear operators. We shall say that 
N1 < N2 with respect o P provided N, u < N2 U, for all u E P. If N: B + B is 
bounded and linear, we shall say that N is positiue with respect to P if 
N:P+P. 
Remark. In this paper, 6 denotes partial orderings with respect to 
cones and the usual partial ordering on [w induced by [w +. The particular 
implied ordering will be clear by context. 
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If B is a real Banach space and N: B -+ B is a bounded, linear operator, 
we shall employ r(N) to denote the spectral radius of N. 
A proof of the following theorem is found in [ 171. 
THEOREM 2.1. Let Nh, CL d b < /I, be a family of compact, linear 
operators on a Banach space such that the mapping b +-+ N, is continuous in 
the uniform operator topology. Then the mapping b H r( Nh) is continuous. 
Proofs of the following three theorems can be found in [ 1 ] or [ 121. In 
each of the following theorems, assume that P is a reproducing cone, and 
that N, N, , N2 : B + B are compact, linear, and positive with respect o P. 
THEOREM 2.2. Assume r(N) > 0. Then r(N) is an eigenvalue of N, and 
there is a corresponding eigenvector in P. 
THEOREM 2.3. If N, < N2 with respect to P, then r(N,) 6 r(NZ). 
THEOREM 2.4. Suppose there exists ,u > 0, u E B, -u $ P such that 
Nu > ,uu. Then N has an eigenvector in P which corresponds to an eigenvalue, 
1>p. 
3. SIGN PROPERTIES OF GREEN'S FUNCTIONS 
In this section, we provide sign properties of Green’s functions of 
multipoint problems in Lemmas 3.1 and 3.2 and in Corollaries 3.4 and 3.5. 
Lemmas 3.1 and 3.2 are employed to define natural cones in Banach spaces 
in which we shall apply the results of Section 2. Corollaries 3.4 and 3.5, 
special cases of some results of Bates and Gustafson [2], will be employed 
to obtain the monotoneity of mappings analogous to those employed by 
Schmitt and Smith [ 19 3. Throughout the remainder of the paper, we 
assume that L is disconjugate on [a, 00). 
The first lemma is well known; see [3] or [14]. 
LEMMA 3.1. For each b>xkpl, the Green’s function, G(b; x, s), for the 
BVP, Ly = 0, Tb y = 0, exists, and satisfies 
G(b; x, s)(x-xl)“‘.. .(~-.~~~,)~~~‘(x-b)“~~O for s~(a, b). 
Moreover, the inequality is strict if x F$ (x1, . . . . xk _, , b}. 
Motivated by Lemma 3.1, we define subsets, Z,(b) and Z,(b) of [a, b] 
such that Z,(b) u Z,(b) = [a, b], and 
G(b; x, s) 6 0 on Z,(b) x (a, b), G(b; x, s) 20 on Z,(b) x (a, b). (3.1) 
Let Ii( u bzxk_, zi(b), i= 1, 2. 
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Further, let J,, J, partition { 1, . . . . k - 1 } such that 
jEJl, if nj+ 1 + .. + nk is odd, 
and 
jE J2, if ni + 1 + . . . + nk is even. 
The following lemma is proved in [5]. The proof follows from discon- 
jugacy and an application of Taylor’s theorem, and is omitted here. 
LEMMA 3.2. For each b > xk ~, , 
if j E Jj, then ( - 1 )i 8”‘/8x”jG(b; xj, s) > 0 for SE (a, b), i= 1,2, 
8”/i3xnkG(b; b, s) > 0 for s E (a, b). 
Remark. By a”l/ax”lG(b; x,, s) and ank/axnkG(b; b, s), we mean right 
and left hand derivatives, respectively. 
Now, define H(b; x, s) = a/abG(b; x, s). 
LEMMA 3.3. For each b > xkp 1, and for each s E (a, b), H(b; x, s), as a 
function of x, is the unique solution of the BVP, 
Ly=O, (3.2) 
Y (i- “(Xi) = 0, i = 1, . . . . nj, j= 1, . . . . k - 1, 
Y (;- 1 ‘(6) = 0, i= 1, . . . . nk - 1, (3.3,) 
ycnk ~ ’ ‘(b) = -ank/axfikG( b; b, s) < 0. 
Before we prove Lemma 3.3, we shall state and prove Corollaries 3.4 and 
3.5, which shall be applied in Section 4. We point out that Bates and 
Gustafson [2] have obtained Lemma 3.3 and Corollary 3.4 in a more 
general setting. In order that this paper be self contained, we provide 
details here. 
COROLLARY 3.4. For each b>x,-,, 
H(b; x, s) < 0 on Z,(b) x (a, b), H(b; x, s) 2 0 on Z,(b) x (a, 6). (3.4) 
Moreover, the inequalities are strict if x $ {x1, . . . . xk ~ 1, b}. 
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Proof Since Z-Z satisfies the BVP, (3.2) (3.3,) the proof reduces to 
analyzing the sign properties of the solution of the BVP, (3.2), (3.3,). 
Taylor’s theorem can be employed here; however, we refer to results 
obtained by Seda [20] for upper and lower solutions. Assuming discon- 
jugacy, Seda [20] showed that if v satisfies the differential inequality, 
Lv > 0, and satisfies the boundary conditions, 
and 
Y (i- “(X,) = 0, i> 1, . ..) nj, j=2, . . . . k- 1, 
Y ‘i- “(X,) = 0, i= 1, . ..) n, - 1, 
y”- “(b) = 0, i=o, . ..) nk- 1, 
Ob(-1) n + n, lyh 1 yx, ), 
0 2 yCnk - l’(b), 
then v(x) 6 0 for x E Z,(b) and v(x) b 0 for x E Z,(b). Clearly, (3.4) follows 
from Seda’s [20] results. Moreover, that the inequalities are strict if 
x$ (x1, . ..t Xk-I, b} follows by disconjugacy. 
COROLLARY 3.5. For each b > xk ~, , 
if j E Ji, then ( - 1 )j D/dx*lH(b; xi, s) > 0 for s E (a, b), i = 1, 2. 
Proof: By the disconjugacy of L, a”,lax~H(b; xj, s) # 0. As in the proof 
of Lemma 3.2, the sign is readily determined by applying Taylor’s theorem. 
Proof of Lemma 3.3. Let U(X, s) be the Cauchy function for (3.2); 
i.e., for each c( <s, U(X, s) is the solution of (3.2) and satisfies the initial 
conditions 
U @l)(s, s) = di+ i = 1, . ..) n. 
Let n, , . . . . nk and x, , . . . . xk _, , b be as in the introduction, and for nota- 
tional purposes, set xk = b. Define 
tjj,(.9) = aj--l/axj-b(~,,~), j=l , . . . . n,, l= 1, . . . . k. 
Also, for each Jo { 1, . . . . n,}, 1 E ( 1, . . . . k}, let yj,(x) denote the solution of 
(3.2) which satisfies the boundary conditions, 
and 
Y (f- 1)(x,) = 0, i = 1, . . . . n, , v = 1, . . . . k, v # I, 
Y (i- 1)(x,) = d,, i = 1, . . . . n,. 
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Set g(b; x, s) = C;‘=, x,7=, yi,(x) +,(s). Then the Green’s function 
G(b; x, s), with xk = b, for the BVP, (3.2) ( 1.3h) is given by 
G(b; x, s) = g(b; x, s) - 4x, s), 
x < s, 
g(k x, s), x 2 s, 
for x,<s<x,,+~, 1 dv<k- 1. See Jackson [9], Kiguradze [ll], or 
Seda [21]. 
For each fixed s E (01, b), G(b; x, s) is a solution of (3.2) on [a, s] and on 
[s, b]. Moreover, it follows by the disconjugacy of L and arguments in 
Henderson [ 81 concerning variational equations and differentiation of 
solutions with respect o boundary conditions, that for each fixed s E (IX, b), 
H(b; x, s) exists, is a solution of (3.2) on [CI, s] and on [s, b], and satisfies 
the boundary conditions (3.3,). In addition, as a consequence of the 
representation of G(b; x, s) given above, it follows that for each fixed 
s E (CI, b), H(b; x, s) E C”[tx, b], and the proof is complete. 
4. CRITERIA FOR CONJUGATE POINTS 
In this section, we employ the properties provided in Section 3 to 
construct cones, and then apply the results of Section 2. Let B= 
{YE BC[c(, co): y(xj)-0, j= 1, . . . . k- 1 }, where B is equipped with the 
usual supremum norm. Note that only some of the boundary conditions at 
the first k - 1 boundary points are included in the definition of B. 
Remark. Throughout this paper, we have assumed that L is discon- 
jugate on [cr, co). If, instead, we only assume that L is disconjugate on 
[LX, b] for some fixed /? > xk _, , the results in this section and in Section 5 
will carry over if we set B = { y E C[a, j?]: y(xi) = 0, j = 1, . . . . k - 1 }. 
Let P c B be the cone defined by 
P=[~EB: y(x)<O,ifxEZ,(cO),and y(x)>0,ifxEZ2(m)). 
P is reproducing since, if y E B, then y = y 1 - y, , where 
i 
min(0, y(x)}, x~Z~(co), Yz(x)= 
y1(x)= max{O, y(x)}, 
min{O, --y(x)}, xEZr(a), 
XEZ2(W), i max{O, -v(x)}, xEZ2(a). 
Thus, Theorems 2.2 and 2.4 apply. 
For each b > xk ~ r, define a Banach space, B,, by 
B,= {y~C-~[ct, b]: ycip’)(xj)=O, i= 1, . . . . n,, i= 1, . . . . k-l}, 
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with norm, Ilyll =max,.,.. {suP~~\-~~ ly”-“(x)1}. Next, define a cone 
f’,cBb by 
Note that int P= 0, whereas 
int P,= (YE B,: y(x)<O, ifxEZ,(b)\{x,, . . . . xk -r}, y(x)>O, 
ifxEZ,(b)\(x,, . . . . xkpl ) (-l)‘y’“J’(x.)>o ‘f .Z,,i=l,2}. , J ’ ’ JE 
For each b>x,-,, we consider the BVP, (1.2), ( 1.36), and recall that L is 
disconjugate on [a, co). Assume further that PE C[a, co), p(x)<O, if 
x E I, ( CC ), p(x) > 0, if x E Z,( cc ), and p(x) does not vanish identically on 
each compact subinterval of [cr, co). 
In addition, we shall require certain disconjugacy conditions on the 
operator L - p. 
DEFINITION. Let h E { 2, . . . . n}. Let t, < ... < t,, be fixed in an interval Z, 
and let m,, . . . . mh be positive integers such that m, + . . . + m,, = n. A linear 
nth order differential operator, kZ, is said to be (m,, . . . . m,; tl, . . . . th) 
disconjugate on Z, if y(t) = 0 is the only solution of the BVP, 
My=O, 
Y (i- “($) = 0, i= 1, . . . . mi, j= 1, . . . . h. 
We shall assume hereafter that L - p is (n,, . . . . ni, nj+ , + ... + n,; 
xi, . . . . x,, c) disconjugate on [a, c], for each c E (xj, xi+ ,I, j = 1, . . . . k - 2. 
Remark. Our assumption on L-p is vacuous when k = 2. 
Remark. Muldowney [ 151 has proved that (k - 1 )-point disconjugacy 
of L - p implies our above assumption on L - p. 
For each b>x,-,, define N,: B-+ B by 
1 
i 
b 
G(k x, s) P(S) Y(S) & a<xxb, 
NbY(X)= * (4.1) 
0, b > x. 
Observe that if YE P, then p(s) y(s) 2 0, for s > a; thus, by Lemma 3.1, 
Nb: P -+ P. In the discussion that follows, we shall also restrict the operator 
Nb to Bb; that is, define Nh: B, --) Bb by 
Nb Y(X) = i‘” G(b; x, $1 P(S) Y(S) ds. 
1 
(4.2) 
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Throughout the remainder of the paper, we shall specify the domain, B or 
B,, when referring to the operator N,, in order to avoid confusion. Note 
that, by Lemma 3.1, N, : P, + P,. 
Remark. It is a standard argument using the properties of G(b; x, s) 
and the Arzela-Ascoli theorem to show that N,, defined on B or Bb, is a 
compact operator for each b > xk _, . Moreover, the disconjugacy of L on 
[a, co) implies A # 0 for all eigenvalues of the BVP, Ly = Ap(x) y, (1.3,). If 
y is an eigenvector corresponding to an eigenvalue 1 of Ly = Q(x) y, (1.3,,) 
on [a, b], then we can extend y by setting y(x) = 0 for b <x. This exten- 
sion, y, satisfies y = AN, y, where Nh is defined on B. Conversely, suppose 
that y E B is an eigenvector for N, corresponding to an eigenvalue, p # 0. 
Then the restriction of y to [x, b] is a nontrivial solution of the BVP, 
Ly = &(x) y, ( 1.3b) corresponding to 1= l/p. 
THEOREM 4.1. For b>x,-,, r(N,,) is strictly increasing as a function 
ofb. 
ProoJ We first argue that for each b > xk _, , r(Nb) > 0. In [S], Eloe 
and Henderson show that there exists I > 0 and u E Pb\{O) such that for 
x E: [a, b], N,u(x) = k(x). Extend u by U(X) = 0 for x > b and it follows 
that for x 3 a, N&x) = Au(x). Thus, r(Nb) B A > 0. 
Let xkp i < b, < bZ. Since r(Nb,) > 0, it follows by Theorem 2.2 that there 
exists UEP\{O} such that N,,u=r(N,,)u. Set y, =N,,u=r(N,,)u and 
y, = NbZu. Then, for x E [a, b,], 
= 
s 
b1 (G(b 2; x, s) - W,; x, ~1) P(S) u(s) ds. 
rx 
Since u(s) #O for some SE [a, b,], it follows by Corollary 3.4 that 
(Y~-Y~Mx)<O for xEl,(bl)\(xl,...,xk-,}, and (Y~-Y,)(x)>~ for 
xEIz(bl)\{x,, . . . . xk-,). Moreover, it follows by Corollary 3.5 that 
( - 1 )i( y, - y i)@‘(x,) > 0, if je Ji, i = 1, 2. In particular, the restriction of 
y, - y, to [a, b,] is an element of the interior of Pb,. Thus, there exists 
6 > 0 such that y, - yi > 6u, where this inequality is with respect to the 
cone Pb,. Since yi(x) = 0 for x > b, and y, E P, it readily follows that 
y, - y, >6u, where the inequality is now with respect to the cone P. 
Thus, y, 2 y, + 6~ = (r(Nbl) + 6)~. It follows by Theorem 2.4 that r(Nb2) 3 
r(Nb,) + 6 > r(Nb, 1. 
We now state and prove the main result of the paper. 
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THEOREM 4.2. The following are equivalent: 
(i) b, is the conjugate point of (1.2) corresponding to (1.3,); 
(ii) there exists a nontrivial solution, y, qf the BVP, (1.2), (1.3,,), such 
that y E P,; 
(iii) r(Nho) = 1. 
Proof: (iii) =S (ii). This follows immediately from Theorem 2.2. 
(ii) 3 (i). Let u E P,,\(O) satisfy (1.2), (1.3,). Extend u by u(x) = 0 
for x > b,; it now follows that r(Nho) > 1. If r(Nbo) = 1, the proof is com- 
plete by Theorem 4.1, since for b E (xk- , , b,), r(Nh) < 1 and thus, the BVP, 
(1.2), (1.3,) has only the trivial solution. 
Assume then that r(N,,)> 1. Let UE P\(O) be such that N,,u=r(Nbo)r. 
In [S], Eloe and Henderson employed a cone 
where 
and showed that v E int P,,,. Thus, there exists S > 0 such that u > &I, where 
> is with respect to the cone P,,. Recall that u has been extended for 
x > 6, and v(x) = 0 for x > b,. Thus, u 3 &, where 2 is now with respect 
to the cone P. Assume that 6 is maximal. Then 
u = Nb,,u 2 N,(&I) = BNhov = Gr(N,,)u 
which contradicts the maximality of 6, if r(N,,) > 1. Hence, r(Nho) = 1. 
(i) + (iii). We first note that lim,,,,_, r(Nbo) < 1. To see this, we add 
to the family (N,: xk-, < b} of operators of B as follows. Define N, = 0, 
and for CE (x,, x,, ,I, define 
I 
s (’ G(c; x, $1 P(S) y(s) ds, cc<x<c, 
N,y(x)= OL 
0, c < -5 
where G(c; x, s) is the Green’s function for the BVP, 
Ly=O, 
Y (i- “(X,) = 0, i= 1, . . . . n,, j= 1, . . . . v, 
(i-l’(c)=O, 
(4.3c) 
Y i= 1, . . . . nv+, + ... +n,, 
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for v= 1 , . . . . k - 2. For each c( < c, G(c; x, s) satisfies sign properties given 
by an analogue of Lemma 3.1 and in particular, N,. : P + P. 
By Theorem 2.1 and properties of G(c; x, s), the map CH r(iV,.) is 
continuous. We claim that r(N,) < 1 for c1< c < xk ~ i. First, if k = 2, then 
N, = 0 so that r(N,) < 1. Next, suppose that k > 2 and suppose that 
r(N,) 2 1 for some c E [or, xkp ]]. Since r(N,) + 0 as y --t c(+, it follows by 
continuity that we can assume that r(N,.) = 1 for some c E [cc, xkp 1]. For 
this c, choose v, v E { 1, . . . . k - 2 >, such that c E (x,,, X, + r]. Then the BVP, 
Ly = p(x) y, (4.3C) has a nontrivial solution. This contradicts the assump- 
tion that L - p iS (n,, . . . . n,,, n,, , + ... + nk; x1, . . . . x,, c) disconjugate on 
c4 cl. 
Since lim b-xa-l r(Nb) < 1, it follows by continuity that if r(NJ > 1, there 
exists be (xkp ,, b,) such that r(Nb) = 1. Then there exists a nontrivial 
solution of the BVP, (1.2), ( 1.3h), and b < bO. This contradicts (i). Thus, 
r(Nbo) = 1. 
5. A NONLINEAR PROBLEM 
In this section, we apply the results of Section 4 to establish the existence 
of nontrivial solutions of the nonlinear BVP. 
LY =fk Yh (5.1) 
satisfying the boundary conditions, (1.3,), where we assume that L is 
disconjugate on [a, co), f(x, y): [a, co) x R + R is continuous, and 
f(x, 0) - 0. 
Assume also that p(x) = (8flay)(x, 0) exists, is continuous on [cr, oo), 
and does not vanish identically on each compact subinterval of [cl, co). 
Then the variational equation along the zero solution of (5.1) is 
LY = P(X) Y. (5.2) 
Assume further, that (- 1)$(x) 2 0, XE Zi(co), i= 1,2. Thus, if YE P, 
p(s) y(s) > 0, for c1 <s. 
For the existence of nontrivial solutions of the BVP, (5.1), ( 1.36), we 
apply the following fixed point result for nonlinear operator equations; see 
Deimling [4, p. 2531 or Schmitt and Smith [19]. 
LEMMA 5.1. Let B be a Banach space and P c B, a reproducing cone. Let 
M: B + B be a completely continuous, nonlinear operator such that 
M: P-, P and M(0) = 0. Let M be Frt%zhet dlyferentiable at y = 0 whose 
Frechet derivative N = M’(O) has the property: 
BOUNDARY VALUE PROBLEMS 31 
(A) There exist w E P and p > 1 such that NW = pw, and Ny = y 
implies that y 4 P. Further, there exists p > 0 such that, if y = (l/n) My, y E P 
and 11 yll =p, then 1< 1. 
Then, the equation, y = My has a solution y E P\ { O}. 
Applying Lemma 5.1 and the results of Section 4, we have the existence 
of nontrivial solutions of the BVP, (5.1) ( 1.3h). 
THEOREM 5.2. Assume that L is disconjugate on [cl, co ), and that L - p 
is (n,, . . . . rZ,,nj+l+ .‘. +nk; X1, . . . . xj, c) disconjugate on [ CI, c], for each 
cE(q, x,+ll, j= 1, . . . . k - 2, and assume that b,> xk-, is the conjugate 
point of (5.2) corresponding to (1.3,). Assume also that the following condi- 
tion holds: 
(A’) There exists a p(b) > 0 such that, I$ y(x) is a nontrivial solution 
of Ly = (l/J) f(x, y) satisfying (1.3,) and ify(x) E P, with 11 yll = p(b), then 
A< 1. 
Then, for all 6, < b. The BVP, (5.1), ( 1.36) has a nontrivial solution, y E P. 
Proof For each b > bO, let N, be defined by (4.1) with respect to 
p(x) = (&/8y)(x, 0), and define the nonlinear operator Mb by 
I 
5 ’ G(b; x, 3) f (s, Y(S)) ds, a<x6b, 
MAY= ’ 
0, b 6 x. 
Mb is Frechet differentiable at y = 0 and M;(O) = Nb. 
From Theorem 4.1 and 4.2, it follows that r(NJ = 1 and r(Nb) > 1 for 
b > b,. Moreover, since b, is the conjugate point of (5.2) corresponding to 
(1.3,), it follows from Theorem 4.2 that, for b > b,,, if Nb y = y and y is 
nontrivial, then y&P. Thus, (A’) and Lemma 5.1 imply that there exists 
y E P\(O) such that y = Mb y. In particular, y is a nontrivial solution of the 
BVP, (5.1), (1.3,). 
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