Abstract. In this note, the existence of orthogonal * -basis of the symmetry classes of polynomials is discussed. Analogously to the orthogonal * -basis of symmetry classes of tensor, some criteria for the existence of the basis for finite groups are provided. A condition for the existence of such basis of symmetry classes of polynomials associated to symmetric groups and some irreducible characters is also investigated.
1. Introduction. One of the classical areas of algebra, the theory of symmetric polynomials is well-known because of its role in branches of algebra, such as Galois Theory, representation theory and algebraic combinatorics. For a review of the theory of symmetric polynomials, one can see the book of Macdonald, [6] . The relative symmetric polynomials as a generalization of symmetric polynomials are introduced by M. Shahryari in [11] . In fact, he used the idea of symmetry classes of tensors to introduce such notions.
One of the most interesting topics about symmetry classes of tensors is the issues of finding a necessary condition for the existence of an orthogonal * -basis for the symmetry classes of tensors associated with a finite group and an irreducible character. Many researchers pay a lot of attention to investigate condition stated above. For example, M.R. Pournaki, [8] , gave such a necessary condition for the irreducible constituents of the permutation character of the finite groups in which he extended a result of R.R. Holmes, [2] . Also, M. Shahryari provided an excellent condition for the existence of such basis in [10] . Furthermore, the existence of the special basis for particular groups have been discussed by many authors, see, for example, [3, 4, 13] . Similar questions concerning about the existence of an orthogonal * -basis arise in the context of relative symmetric polynomials as well, see, for example [9, 14, 15] . The general criterion is still an open problem, [11] .
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In this article, we provide some criteria for the existence of the special basis of symmetry classes of polynomials for finite groups and some corresponding permutation characters which are parallel to those of M.R. Pournaki in [8] , R.R. Holmes in [2] and M. Shahryari in [10] . We also investigate some condition for the existence of such basis of symmetry classes of polynomials associated to symmetric groups and some irreducible characters, which are similar to the results of Y. Zamani in [12] . 
The group G, as a subgroup of the full symmetric group S m , acts on
It also acts on Γ 
It is well known that
is called the symmetry class of polynomials of degree d with respect to G and χ and it is denoted by H d (G; χ).
is called a symmetrized polynomial with respect to G and χ. Note that
We write X α, * instead of X α, * χ unless it is necessary to avoid confusion.
Definition 2.
1. An orthogonal * -basis (o-basis, for short) of a subspace U of H d (G; χ) is an orthogonal basis of U of the form {X α1, * , X α2, * , . . . , X αt, * } for some
Since the set {T (G, χ) : χ ∈ Irr(G)} is a complete set of orthogonal idempotents, where Irr(G) is the set of irreducible complex characters of G, we have the following orthogonal direct sum decomposition (cf. Remark 2.3 in [11] ) Also, for the induced inner product on H d (G; χ), we have (see, [9, 11] ).
where Orb(β) is the orbit of β in Γ + m,d under the action of G. Then the norm of X α, * , with respect to the induced inner product, is given by
we have the orthogonal direct sum
where ∆ = ∆ ∩ Ω and H 
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As an immediate consequence of (2.7) and (2.8),
In particular, if χ is linear, then the set {X α, * : α ∈ ∆} is an orthogonal basis of
Thus, the orthogonal * -basis for H d (G; χ) exists for any abelian group G.
3. Main criteria. According to the notations in the previous section, H d (G; χ) denotes the relative symmetry classes of polynomials of degree d with respect to G and χ. This class is equipped with the induced inner product as in (2.5). Let Λ be a set of m elements. Suppose G acts faithfully on Λ. So, we consider {f σ | σ ∈ G} as the group G, where f σ : Λ → Λ defined by f σ (λ) = σ · λ, for all λ ∈ Λ. Namely, G can be viewed as a subgroup of S m in this way. We also denote the permutation character of G by θ. It is well known that θ(σ) = |{λ ∈ Λ | σ · λ = λ}|, for each σ ∈ G. The similar criterion as in the main theorem of [8] is shown below. under the action of G in which α ∈ ∆. We can assume without loss of generality that Λ = {1, 2, . . . , m} and thus G α = G 1 , where G α refers to the stabilizer subgroup of α (when G acts on Γ + m,d ) and G 1 refers to the stabilizer subgroup of 1 (when G acts on Λ). Since G acts transitively on Λ, (1 Gα ) G = (1 G1 ) G = θ, by Lemma 5.14 of [5] . Hence, by (2.8) and Frobenius reciprocity, we have that
Since χ is an irreducible constituent of permutation character θ of G, (χ, θ) G = 0 and σ∈Gα χ(σ) = 0. Thus α ∈ ∆. So, H 
We can assume that {X σ1α, * , X σ2α, * , . . . , X σtα, * } is an o-basis for H
Now, let µλ = δ ∈ G α . Then µ = δλ −1 and we have
By orthogonal relations of irreducible character, we have (D)
We note that m = θ(1) = χ∈Θ χ(1)(χ, θ), where Θ is the set of all irreducible constituents of the permutation character θ. Since m > 1, |Θ| > 1 and hence m > t.
We can now write D in the form 
where I t is the t × t identity matrix. So,
we get
Since t < m, 
does not have an orthogonal * -basis, by (2.7).
We also obtain a similar results of Holmes in [2] . Proof. Note that G has a canonical transitive an faithful action on the set Λ = {1, 2, . . . , m}, given by σ · i := σ(i) for each σ ∈ G ≤ S m and i ∈ Λ. Since G acts 2-transitively on Λ with permutation character θ, by Corollary 5.17 in [5] , χ = θ − 1 G is an irreducible constituent of θ. We compute that [8] ) Let G = Λ = A 4 be the alternating group of degree 4. We know that G acts transitively and faithfully on Λ by left multiplication. Then we can view G as a subgroup of S 12 . Note that G has an irreducible character, χ, of degree 3 and the permutation character θ of G is regular. Thus χ is an irreducible constituent of θ of multiplicity 3. Hence, χ(1)(χ, θ) G = 9 > not have an orthogonal * -basis, by Theorem 3.1. In this example, however, the action G on Λ is not 2-transitive.
By using the same technique as in the proof of Theorem 3.1, we also obtain an analogous criterion of Shahryari in [10] .
. Suppose the orbit of α under the action of G is Orb(α) = {σ 1 α, σ 2 α, . . . , σ r α}. Then, by orbit-stabilizer theorem, r = [G :
σiα, * , X σj α, * which is idempotent as before. Next, suppose χ is a non-linear irreducible character of G and α ∈ ∆ and assume also that {X σ1α, * , X σ2α, * , . . . , X σtα, * } is an o-basis for H α, * d (χ) in which t < r, where t = dim H α, * d (χ). So, the matrix D has the block partition form
where D 2 , D 3 and D 4 are matrices of sizes t × (r − t), (r − t) × t and (r − t) × (r − t) respectively. By the same arguments as in the proof of Theorem 3.1, we reach to the conclusion that t ≤ r − t or t ≤ G α ], t = χ(1)(χ, 1) Gα in the inequality r 2 < t < r and using (2.6) and (2.7), the result follows.
4. Symmetric groups. It is well known that there is a standard one-to-one correspondence between the complex irreducible characters of the symmetric group S m and the partitions of m. Here, a partition π of m of length t, denoted by π ⊢ m, means an unordered collection of t positive integers that sum to m. In this article, we use the same symbol to denote an irreducible character of S m and the partition of m corresponding to it. Typically, we represent the partition by a sequence π = [π 1 , π 2 , . . . , π t ] in which π 1 ≥ π 2 ≥ · · · ≥ π t > 0. A partition π = [π 1 , π 2 , . . . , π t ] is usually represented by a collection of m boxes arranged in t rows such that the number of boxes of row i is equal to π i , for i = 1, 2, . . . , t. This collection is called the Young diagram associated with π and denoted by [π] . The Young subgroup corresponding to π ⊢ m is the internal direct product 
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We write 1 Sπ = 1 π for the principle character of S π . Note that 1 Sm π is a character of S m , so there must exist integers K µ,π such that
The numbers K µ,π = 1 Sm π , µ Sm are called Kostka coefficients. By Corollary 4.54 in [7] , the Kostka coefficient K π,π = 1 for all π ⊢ m. 
where π ′ j := |{k ∈ {1, 2, . . . , t}|π k ≥ j}| (a j part of conjugate partition of π), is the number of boxes in the hook determined by B ij . By the Frame-Robinson-Thrall Hook Length Formula (see, e.g., Theorem 4.60 in [7] ), if π is a partition of m, then the degree of the irreducible character of S m corresponding to π = [π 1 , π 2 , . . . , π t ] is
As a consequence of Theorem 3.3, we have an analogous result of Y. Zamani in [12] . Theorem 4.1. Let π be an irreducible character of S m of the cycle type; 
