Abstract. We show that the weighted Bergman-Orlicz space A ψ α coincides with some weighted Banach space of holomorphic functions if and only if the Orlicz function ψ satisfies the so-called ∆ 2 -condition. In addition we prove that this condition characterizes those A ψ α on which every composition operator is bounded or order bounded into the Orlicz space L ψ α . This provides us with estimates of the norm and the essential norm of composition operators on such spaces. We also prove that when ψ satisfies the ∆ 2 -condition, a composition operator is compact on A 
Introduction and first definitions
Hardy-Orlicz and Bergman-Orlicz spaces are natural generalizations of the classical Hardy H p and Bergman spaces A p . They have been rather well studied when the defining Orlicz function grows slowly, i.e. when they are larger than H 1 and, roughly speaking, similar to the Nevanlinna class N , which is one instance of such a space. Nevertheless, there are not so many papers dealing with small Hardy-Orlicz and Bergman-Orlicz spaces. One of the interests in looking at these spaces is that, due to the wide range of Orlicz functions, they provide an as well wide and refined scale of natural Banach spaces of holomorphic functions between A 1 and H ∞ . And by many aspects H ∞ radically differs from Hardy and Bergman spaces. This can be seen for instance from the point of view of operator theory and more specifically from that of composition operators. We recall here that a composition operator C φ , with symbol φ, is defined as C φ (f ) = f • φ, where f lies in some Banach space of holomorphic functions and φ is an appropriate holomorphic map. If B N = z = (z 1 , . . . , z N ) ∈ C N , |z| := |z 1 | 2 + . . . + |z N | 2 1/2 < 1 is the unit ball of C N , every composition operator is trivially bounded on the space H ∞ (B N ) of bounded holomorphic functions on B N and, when N = 1, the Littlewood Subordination Principle says that this is also true on every Hardy and Bergman space [38] . Yet things get more complicated whenever N ≥ 2 since even the simple symbol φ(z 1 , z 2 ) = (2z 1 z 2 , 0) does not induce a bounded composition operator on H 2 (B 2 ) (see [14] for other examples). Besides, whatever the dimension, while the compactness of C φ on H p (B N ), 1 ≤ p < ∞, does not depend on p and can occur when φ(B N ) touches the boundary of B N [14, 39] , it is compact on H ∞ (B N ) if and only if |φ(z)| ≤ r < 1 for every z ∈ B N [37] . These observations recently motivated some authors to study composition operators on the whole scale of Hardy-Orlicz and Bergman-Orlicz spaces. This study turned out to be rich, [24, 25, 26, 27] on the unit disc D and [9, 10, 12, 13] on the unit ball B N , N ≥ 1. In the present paper we will mainly focus on small Hardy-Orlicz and Bergman-Orlicz spaces, namely that which are close to H ∞ (B N ). A surprising characterization of the latter ones will be obtained and used to refine some previously known results. We hope that it will highlight how properties of composition operators are related to the structure of these spaces.
Let us give the definitions of Hardy-Orlicz and weighted Bergman-Orlicz spaces. Given an Orlicz function ψ, i.e. a strictly convex function ψ : [0, +∞) → [0, +∞) which vanishes at 0, is continuous at 0 and satisfies ψ (x) x − −−− → x→+∞ +∞, and given a probability space (Ω, P), the Orlicz space L ψ (Ω, P) associated with ψ on (Ω, P) is defined as the set of all (equivalence classes of) measurable functions f on Ω for which there exists some C > 0, such that Ω ψ |f | C dP is finite. It is also usual to define the Morse-Transue space M ψ (Ω, P) as the subspace of L ψ (Ω, P) for which Ω ψ |f | C dP is finite for any constant C > 0. L ψ (Ω, P) and M ψ (Ω, P), endowed with the Luxemburg norm · ψ given by 
. We refer to [13, 27] for an introduction to weighted Bergman-Orlicz spaces and to [10, 24] for a discussion about Hardy-Orlicz spaces (on the disc and on the ball); to learn more about the general theory of Orlicz spaces, we refer to [21, 35] .
As A ψ α (B N ) and H ψ (B N ) are continuously embedded into H(B N ), some sharp inclusions
hold for some typical radial weights v and w, where H ∞ v (B N ) is the weighted Banach space -or growth space-associated with v:
We recall that a weight v on B N is a continuous (strictly) positive function on B N , which is radial if v(z) = v(|z|) for all z ∈ B N , and typical if v(z) → 0 as |z| → 1.
Our first result will say that when the Orlicz function ψ grows fast, then
, which is the typical growth for the functions in the Bloch space. This result echoes Kaptanoglu's observation that some weighted Bloch spaces (not the true ones) coincide with some other weighted Banach spaces [20] . An immediate consequence is that weighted and unweighted small Bergman-Orlicz are the same. We should mention that weighted Banach spaces and their composition operators have been far more studied than Bergman-Orlicz spaces, [1, 4, 5, 6, 8, 17, 28, 29, 30, 33] and the references therein. We will mention from time to time in the forthcoming sections that similar results were obtained independently for H , and turn out to be identical for ψ and v as above.
We will also derive easily from the previous that every composition operator is bounded on A ψ α (B N ) whenever ψ grows fast, a result which was already stated in [13] and where the machinery of Carleson measures was heavily used. Actually, the proof of our first result will point out that, more than bounded, every composition operator is order bounded into L ψ (B N , v α ) (ψ growing fast). We recall that an operator T from a Banach space X to a Banach lattice Y is order bounded into some subspace Z of Y if there exists y ∈ Z positive such that sup x ≤1 |T x| ≤ y. The notion of order boundedness is often related to that of p-summing, nuclear or Dunford-Pettis operators [15] , as illustrated by the result of A. Shields, L. Wallen and J. Williams, asserting that an operator from a normed space to some L p space, which is order bounded into L p , is p-summing. From the point of view of composition operators, the notion was investigated in several papers [16, 18, 19, 41] 
) is no longer stronger than its compactness (by the foregoing, this is already clear when ψ grows fast, since every composition operator is then order bounded into L ψ (B N , v α ), while the identity fails to be compact). Though C φ is still compact for any ψ whenever it is order bounded into M ψ (S N , σ N ) (resp. M ψ (B N , v α )), the latter does not imply any more that it is p-summing, for any p < ∞ [24] . Note that on H ∞ , C φ is compact if and only if it is p-summing [22] .
In these directions, our two main results state as follows. The first one (Theorem 3.17) completes what has already been said above.
Theorem. Let M ≥ 1, N > 1, α > −1, and ψ be an Orlicz function. The following assertions are equivalent.
2 -condition (a fast growth condition, see Section 2.1).
The second one (Theorem 3.21) is a generalization of [24, Theorem 3.24] to N ≥ 2 and to the Bergman-Orlicz setting.
Theorem. Let α > −1, let ψ be an Orlicz function satisfying the ∆ 2 -condition and let φ : B N → B N be holomorphic. The following assertions are equivalent.
(
By many aspects the behavior of a composition operator C φ is related to how frequently and sharply φ(B N ) touches the boundary of B N . In particular, it is known that if φ(B N ) is contained in some Korányi approach regions (i.e. Stolz domains for N = 1), then C φ is bounded or compact on H p (B N ) and A p α (B N ), depending on the opening of the Korányi region [14, 38] . In fact the condition on the opening of the Korányi region K which ensures
In [12] it was proven that φ(B N ) included in any such region does no longer automatically imply the compactness of
In the last section, we will geometrically illustrate the idea developed in the previous paragraph by showing that if
, whatever ψ. The faster the Orlicz function will grow, the less restrictive will be the condition on the opening of the region.
We shall mention that we will make use of Carleson measure techniques only for the equivalence between (1) and (3) in our second main theorem (through Corollary 3.3).
The paper is organized as follows: in the next section we will provide the remaining definitions and show that small weighted Bergman-Orlicz spaces coincide with some weighted Banach spaces. In Section 3, we will focus on the boundedness, the compactness, and the order boundedness of composition operators acting on small weighted Bergman-Orlicz spaces and Hardy-Orlicz spaces. The last section will be devoted to some geometric illustration of the general idea of the paper. Notation 1.1. Given two points z, w ∈ C N , the euclidean inner product of z and w will be denoted by z, w , that is z, w = N i=1 z i w i ; the notation |·| will stand for the associated norm, as well as for the modulus of a complex number.
The notation T will be used to denote the unit sphere S 1 = ∂D. We recall that dv α = c α (1 − |z| 2 ) α dv is the normalized weighted Lebesgue measure on the ball and so that c α =
, where Γ is the Gamma function. dσ N will stand for the normalized rotation-invariant positive Borel measure on S N . We will use the notations and for one-sided estimates up to an absolute constant, and the notation ≈ for two-sided estimates up to absolute constants. Some important classes of Orlicz functions. Orlicz-type spaces can be distinguished by the regularity and the growth at infinity of the defining Orlicz function. We recall that two equivalent Orlicz functions define the same Orlicz space, where two Orlicz functions Ψ 1 and Ψ 2 are said to be equivalent if there exists some constant c such that
for any x large enough. In the sequel, we will consider Orlicz functions essentially of four types:
• ψ satisfies the ∆ 2 -condition (or belongs to the ∆ 2 -class) if there exists C > 0 such that ψ(2x) ≤ Cψ(x) for any x large enough.
• ψ satisfies the ∆ 1 -condition (or belongs to the ∆ 1 -class) if there exists C > 0 such that xψ(x) ≤ ψ(Cx) for any x large enough .
• ψ satisfies the ∆ 2 -condition (or belongs to the ∆ 2 −class) if there exists C > 0, such that ψ (x) 2 ≤ ψ (Cx) for any x large enough.
• ψ satisfies the ∇ 2 -condition (or belongs to the ∇ 2 -class) if its complementary function Φ belongs to the ∆ 2 -class, where Φ is defined by
The ∇ 2 -condition is a regularity condition satisfied by most of the Orlicz functions, and ∆ If ψ ∈ ∆ 2 , then x q ψ(x) x p for some 1 ≤ q ≤ p < +∞ and x large enough; typical
2 ) for some a > 0 and x large enough. The ∆ 2 -class consists in those functions ψ growing faster than exponential: ψ(x) ≥ e ax for some a > 0 and for any x large enough. Orlicz functions of the form x → exp a(log(x + 1)) b − 1 with a > 0 and b ≥ 2 are examples of ∆ 1 -functions, which are not in the ∆ 2 -class. Moreover x → e ax b − 1 belongs to the ∆ 2 −class, whenever a > 0 and b ≥ 1. Note that x → x p , 1 < p < ∞, satisfies the ∇ 2 -condition, and not the ∆ 1 -one.
We do not go into more details and we refer to [12, 24] for information sufficient for our purpose. Actually the classification of Orlicz functions is much more refined; to learn more about the general theory of Orlicz spaces, see [21] or [35] .
As in the classical case, it can be convenient for the presentation to sometimes look at Hardy-Orlicz spaces as a limit case of weighted Bergman-Orlicz spaces A ψ α (B N ) when α tends to −1. The following standard lemma gives some sense to that. 
where the limits may be ∞.
Proof. Let f be as in the lemma and let us write, for −1 < α < 0 and 0 < η < 1,
Observe that because c α → 0 as α → −1, the first term of the right-hand side tends to 0. Since F : r → S N f (rz)dσ N (z) is increasing, either F is convergent, or it increases to ∞ as r → 1. Assume first that F (r) → ∞ as r → 1. Then for any A > 0 there exists η(A) ∈ (0, 1), close enough to 1, such that
for any η ∈ (0, 1). Thus
which tends to A as α → −1. Since the first term of the right-hand side of (2.1) is nonnegative, we finally get
Let now assume that lim r→1 F (r) exists in (0, ∞). For every ε > 0 one can find η(ε) ∈ (0, 1) close enough to 1 such that
Using (2.2) we get, for any ε > 0,
as expected.
In particular, given g ∈ H(B N ), ψ an Orlicz function and a > 0, and applying Lemma 2.2 to the subharmonic function f = ψ |g| a
For now on we will use the unique notation A ψ α (B N ) to denote the weighted BergmanOrlicz space when α > −1, and the Hardy-Orlicz space
The following result specifies the topological and dual properties of Hardy-Orlicz and Bergman-Orlicz spaces, pointing out that if we intend to generalize the classical Hardy or Bergman spaces and provide with a refined scale of spaces up to H ∞ , then we must consider Banach spaces with less nice properties. . Note that when ψ(x) = x p , 1 ≤ p < +∞, the previous theorem reminds that the classical Hardy and Bergman spaces are separable and reflexive, a situation which no longer occurs when the Orlicz function does not satisfy the ∆ 2 -condition. Nevertheless it also points out some similarities with Bloch-type spaces or weighted Banach spaces, and more generally with M-ideals [34] . 
2.2.
A first characterization of small weighted Bergman-Orlicz spaces. We start with the following observation.
Lemma 2.5. Let α > −1 and ψ be an Orlicz function satisfying the ∆ 2 -condition. Then
Proof. We recall that (1 − |z|) β belongs to L 1 (B N , v) if and only if β > −1. Then it is enough to show that for any a > 0, there exists some constant C > 0 and some β > −1 such that
for every |z| close enough to 1. Since ψ satisfies the ∆ 2 -condition, Proposition 2.1 (3) ensures that for any b > 1 there exists C > 0 such that ψ (x) b ≤ ψ (Cx) for any x large enough. Using that ψ is increasing, the last inequality becomes ψ C
, and setting y = (ψ(x)) b gives ψ (C −1 ψ −1 (y)) ≤ y 1/b for any y large enough. Thus, replacing y with 1/ (1 − |z|) a , we obtain
for every |z| close enough to 1. The lemma follows by choosing b large enough in order that α − a/b > −1 (possible for α > −1).
Let us give another easy lemma.
Lemma 2.6. Let ψ be an Orlicz function satisfying the ∆ 2 -condition. For every a ≥ 1, there exists a constant C > 0 such that
Proof. The first inequality is valid for any y ≥ 1 since ψ −1 is increasing and a ≥ 1. For the second inequality, for b > 1 let C > 0 be given by Proposition 2.1 (3). We have ψ(x) b ≤ ψ (Cx) for any x large enough, hence setting y = (ψ(x)) b/a as in the previous proof and composing the last inequality by the increasing function ψ −1 , we get ψ
for any y large enough. To finish we choose b so that a/b is smaller than 1 and we use again that ψ −1 is increasing.
For any Orlicz function ψ and and γ ≥ 1, let us define the following typical radial weight: 
for any f ∈ A ψ α (B N ) and any z ∈ B N (note that we have used the concavity of ψ −1 ), where C > 0 is the constant given by Lemma 2.6 and which only depends on ψ and α. This gives
. For the other inequality, we simply observe that for
By Lemma 2.5 ψ
Remark. 1) We will see in the next section that the ∆ 2 -condition actually characterizes those Orlicz functions ψ for which the associated weighted Bergman-Orlicz space A ψ α (B N ) coincides with the weighted Banach space H ∞ w ψ (B N ). We will see show that this result does not hold for Hardy-Orlicz spaces.
2) Note that, by Theorem 2.7,
for any α, β > −1 whenever the Orlicz function ψ satisfies the ∆ 2 -condition; in other words, the corresponding weighted Bergman-Orlicz spaces coincide with the non-weighted ones.
3) We shall recall Kaptanoglu's result [20] telling that 
The previous provides another characterization of weighted Bergman-Orlicz spaces associated with ∆ 2 Orlicz functions. 
hence the first assertion. For the last assertions, observe first that the inequality f A
is trivial for any f holomorphic on B N . Let now A > 0 and f ∈ A ψ α (B N ). By (2.6) we get
K, then the left hand-side of the previous inequality is less than or equal to 1, so A ≥ f A 
In the next section we will apply those observations to composition operators, and furthermore we will be able to refine Theorem 2.7. Of course, in view of Theorem 2.7, the forthcoming results involving A 
Application to composition operators
In the sequel we will use the notations w ψ,γ and w ψ , see (2.3).
Preliminary results.
3.1.1. Composition operators on weighted Bergman-Orlicz and Hardy-Orlicz spaces of B N . A useful tool to study the boundedness and the compactness of composition operators acting on Hardy-Orlicz and Bergman-Orlicz spaces are Carleson embedding theorems. In this paper we will use these techniques only to deal with the compactness. They involve geometric notions that we will briefly introduce here. For ζ ∈ B N and 0 < h < 1, let us denote by S (ζ, h) and S (ζ, h) the non-isotropic "balls", respectively in B N and B N , defined by
For φ : B N → B N , we denote by µ φ,α the pull-back measure of v α by φ and by µ φ that of σ N by the boundary limit φ * of φ. To be precise, given E ⊂ B N (resp. E ⊂ B N ),
In view of the end of Paragraph 2.1, we will unify the notations denoting also by µ φ,α , with α = −1, the measure µ φ (the latter acting on B N ). Then we define the functions ̺ φ,α on the interval (0, 1) by
First of all, by testing the boundedness of C φ on a standard function, one easily gets the following necessary condition. 
for every h ∈ (0, η).
The next theorem, stated for ψ in the ∆ 2 -class, is a particular case of the one obtained in [10, 13] for a larger class of Orlicz functions (see also [24, 27] for the unit disc). 
for every h ∈ (0, h A ).
For α ≥ −1 and a ∈ B N , we define the function f a ∈ H ∞ by
H a is the Berezin kernel. The following corollary will be useful for the proof of (2)⇔(3) in Theorem 3.21. 
Remark. This result was stated in [24] for an arbitrary Orlicz function, when α = −1 and N = 1. Theorem 3.2, Corollary 3.3 and its proof below, work for a class of Orlicz functions much larger than the ∆ 2 -class, namely for Orlicz functions satisfying the so-called ∇ 0 -condition; we refer to [10, 13] .
Proof Corollary 3.3. For the only if part, we introduce the function
g a lies in the unit ball of A ψ α (B N ) (see [24, Lemma 3.9] and the proofs of [10, 13, Propositions 1.9 and 1.6 respectively]) and tends to 0 uniformly on every compact set of B N , as |a| tends to 1. In particular g a • φ converges pointwise to 0 as |a| → 1. C φ being compact on A ψ α (B N ), up to take a subsequence, we may assume that g a • φ tends in A For the converse, we only deal with α > −1, the case α = −1 being the same up to change the non-isotropic balls. It follows from the proof of [13, Theorem 2.5 (1)] that, given ζ ∈ S N and a = |a|ζ ∈ B N , the following estimate holds:
for some constant K > 0 independant of ζ. So, if (3.1) holds, then for every ε > 0, there exists h ε ∈ (0, 1) such that for every ζ ∈ S N and every a = |a|ζ ∈ B N with |a| ∈ (1 − h ε , 1) we have
We deduce from the previous corollary some sufficient conditions for the compactness of C φ on A ψ α (B N ). Proposition 3.4. Let α ≥ −1, let ψ be an Orlicz function satisfying the ∆ 2 -condition and let φ : B N → B N be holomorphic. Then C φ is compact on A ψ α (B N ) whenever one of the two following conditions is satisfied:
Proof. Observe that lim sup
Since ψ is an Orlicz function,
and, by Corollary 3.3, 
3.1.2.
Composition operators on weighted Banach spaces of B N . In [7] , the authors give a mild condition on a typical weight v on the unit disc D to ensure that every composition operators acting the weighted Banach space H ∞ v (D) is bounded. We provide below a straightforward proof of this fact for the specific weights w ψ,γ on the unit ball B N . We need two lemmas and somme definition.
For a typical weight
, z ∈ B N , and say that v is essential if there exist two constants c and C such that
for any z ∈ B N . Lemma 3.5. For N ≥ 1, γ ≥ N and ψ an Orlicz, the weight w ψ,γ is essential.
Proof. The inequality w ψ,γ (z) ≤ w ψ,γ (z) follows from the definition of w ψ,γ (z). For the other one, let us choose α ≥ −1 such that γ = N + α + 1 (this is possible since γ ≥ N). We now use Proposition 2.4 to observe first that · w ψ,γ ≤ 2 N +α+1 · A . Then for every z ∈ B N ,
, as expected.
Note that the previous proof underlines the fact that a weight v is essential if and only if there exists a Banach space of holomorphic functions X on B N , continuously embedded into H ∞ v (B N ), such that for any z ∈ B N , 1/v(z) is the norm of the evaluation at z on X, up to some constants independant of z.
More generally, some conditions for a weight on D to be essential were exhibited in [5] and, more recently, some general characterizations of such weights have been given in [2] . Lemma 3.6. Let ψ be an Orlicz function, γ ≥ 1 and φ a holomorphic self-map of B N . Then
Proof. Let a = φ(0) and let ϕ a be an automorphism of B N which vanishes at a. Since ϕ a is an involution, φ = ϕ a • ϕ a • φ, and ϕ a • φ(0) = 0. Recall that for any automorphism ϕ a of B N , we have
. Then, applying the Schwarz lemma to ϕ a • φ and using the convexity of ψ, it follows that
and we deduce: 
Proof. Only (3.4) needs to be checked. Now, starting with (3.3), the first estimate is a consequence of Theorem 2.7 and Lemma 3.5 (applied to γ = N + α + 1) and the second then follows from Lemma 2.6.
Remark. (1) Using Carleson measure theorems, it was already stated in [10, 13] that every composition operator is bounded on A ψ α (B N ) and H ψ (B N ) whenever ψ satisfies the ∆ 2 -condition. Yet, whatever the Orlicz function, no explicit estimate of the norm of a composition operator where known for N > 1. (2) We will see in the next paragraph that the estimates in (3.4) does not hold whenever ψ does not satisfy the ∆ 2 -condition; indeed, while the right-hand side of the estimate is always bounded (Lemma 3.6), we will see that, if ψ / ∈ ∆ 2 , then there exist unbounded composition operators. (3) More generally, it is easily seen that the norm of C φ on H ∞ v , v a typical radial weight, is equal to sup
, where v is defined similarly as in Lemma 3.5 (see [6, 7] for N = 1) and can be replaced with v, up to some constant, whenever v is essential.
In the next paragraph, we will show that the ∆ 2 -condition in fact characterizes these extreme behaviors.
3.2.
Order boundedness of composition operators. Let us briefly recall that an operator T from a Banach space X to a Banach lattice Y is order bounded into some subspace Z of Y if there exists y ∈ Z positive such that |T x| ≤ y for every x in the unit ball of X. In the sequel X will stand for A 
If ψ(x) = x p , Assertions (1) and (2) are the same and we recall that, in this case, Condition (3.5) (or (3.6)) is equivalent to C φ being Hilbert-Schmidt on A 2 α (B N ) (see the introduction for more precisions).
Remark 3.12. Let ψ be any Orlicz function and α ≥ −1. We immediately deduce from Proposition 3.11 the following observations:
In order to prove our main results, we need to complete Proposition 3.11 with a more geometric understanding of the order boundedness of composition operators. For α ≥ −1 and h ∈ (0, 1), let us denote by C α (h) the corona defined by
We extend [24, Theorem 3.15] to dimension N > 1 and all α ≥ −1, providing a useful alternative to Proposition 3.11. 
is sufficient for the order boundedness of C φ into AM ψ α (B N ). Remark 3.14. By Theorem 3.13, Theorem 3.9 is trivially false for α = −1, i.e. for H ψ (B N ): if φ (z) = z for every z ∈ B N , µ φ (C −1 (h)) = 1 hence C φ is not order bounded. Thus we also deduce that, whatever the Orlicz function ψ, H ψ (B N ) does not coincide with any weighted Banach space.
The proof of Theorem 3.13 is an adaptation of that of [24, Theorem 3.15] . It relies on the introduction of the weak-Orlicz space: Definition 3.15. Given an Orlicz function ψ and a probability space (Ω, ¶), the weakOrlicz space L ψ,∞ (Ω, ¶) is the space of all measurable functions f : Ω → C such that, for some constant c > 0, one has ¶(|f | > t) ≤ 1 ψ(ct) , for every t > 0.
We then have the following [24, Proposition 3.18] which is the key of the proof of [ 
Proof of Theorem 3.13. For α > −1, the both only if parts proceed from Proposition 3.11 and the Markov's inequality
For α = −1, it is enough to replace B N par S N in the previous inequalities (and to remind the notations).
We now assume that (3.8) (resp. (3.9)) is satisfied and that
Without loss of generality, we may assume that ψ ∈ C 1 (R). According to [24, Lemma 3.19] , there exists B > 1 such that
For C > 0, we denote χ C,α (x) = ψ(Cψ −1 (x N +α+1 )) ∈ C 1 (R). Using (3.8) (resp. (3.9), there exists A > 0 such that (resp. for every A > 0)
for some K < ∞. Setting C = A/B, the change of variable u = χ C,α (t) gives χ A,α (t) = χ B,α (u) and
Thus (3.5) (resp. 3.6) is satisfied and we are done.
We are now ready to characterize small Bergman-Orlicz spaces.
3.3.
A more complete characterization of small Bergman-Orlicz spaces. Our first main result states as follows. We recall that the function w ψ is defined in (2.3).
Theorem 3.17. Let M ≥ 1, N > 1, α > −1, and let ψ be an Orlicz function. The following assertions are equivalent.
(1) ψ belongs to the ∆ 2 -class;
Proof. We already know that (1) ⇒ (2), (3), (4) and (5) , that (5) ⇒ (3), that (3) ⇔ (4) (Theorem 2.3 (4)) and that (2) ⇒ (3) (Proposition 3.7). Thus it remains to prove that (3) ⇒ (1) and that (5) .
Hence, according to Theorem 3.2, C φ β is unbounded on A ψ α (B N ) whenever for any A > 0, there exists (h n ) n decreasing to 0 such that
n as n → ∞.
Using that ψ −1 is increasing and setting y n = Aψ
, this condition is realized as soon as for every A > 0, every C > 0, and every y 0 > 0 there exists y ≥ y 0 such that
Now, since N > 1, β can be chosen between 0 and 1 and so that 2βN +α+1 2α+N +3 > 1. With such a choice of β, by Proposition 2.1, the last condition is satisfied if ψ does not belong to the ∆ 2 -class, which proves (3) ⇒ (1). The proof of (5) ⇒ (1) is similar to the previous but simpler, since it is enough to take
as h tends to 0. Now, since 2+α 1+α > 1, we can prove as above that, if ψ does not satisfy the ∆ 2 -condition, then for any A > 0, there exists (h n ) n decreasing to 0 such that 1
This means that C φ is not order bounded on A ψ α (B N ) by (1)-(a) of Theorem 3.13. Remark. 1) As already said in Remark 3.14, item (2) in the previous theorem is never true for Hardy-Orlicz spaces, so the previous theorem does not hold for α = −1. Nevertheless we know after [10, Theorem 3.7] that every composition operator is bounded on H ψ (B N ) whenever ψ satisfies the ∆ 2 -condition, and we can prove as above that the ∆ 2 -condition still characterizes this fact. Indeed, let us consider φ the holomorphic self-map of B N given by φ(z) = (ϕ(z), 0 ′ ), where ϕ is a non-constant inner function of B N vanishing at the origin [3] . Since ϕ is measure-preserving as a map from ∂B N to ∂D, we get
Thus C φ is unbounded on H ψ (B N ) whenever for every A > 0, there exists (h n ) n decreasing to 0 such that 1
which is, as above, satisfied whenever ψ does not belong to the ∆ 2 -class, keeping in mind that N > 1. We have the following corollary. Proof. We recall first that if ψ satisfies the ∆ 2 -condition then w ψ is an essential weight on B N by Lemma 3.5, hence it is equivalent to a log-convex weight by [5] (see also [17 First of all, up to now, no estimate of the essential norm C φ e of the composition operator C φ on Bergman-Orlicz spaces is known, except when ψ(x) = x p , 1 ≤ p ≤ ∞ (see [11] and the references therein). In [6] the authors estimate C φ e for composition operators acting on weighted Banach spaces on certain domains in the complex plane, including the unit disc. Their proofs smoothly extend to the unit ball, what provides, appealing to Theorem 3.17 together with Lemma 3.5, with the estimates in Equation (3.10) below. We omit the proof. 
Similar estimates also appear in [17, 33] where weighted composition operators acting on weighted Banach spaces of the unit disc are considered. Note that the equivalence between (3.11) and the compactness of C φ on A ψ α (B N ) is a particular case of [12, Theorem 3.11] . Indeed, it is shown there that, under some mild condition, this characterization holds on the whole range of weighted Begman-Orlicz spaces, whenever the Orlicz functions satisfy the ∇ 0 -condition (yet the essential norm was not computed). The equivalence between compactness and weakly compactness for a composition operator is more generally related to the duality properties of the spaces on which it acts. For instance, such equivalence was also observed in the context of weighted Banach spaces of analytic functions on the unit disc [6] .
Proof of Theorem 3.21. We present it only for α > −1, as it is again very similar if α = −1. The proof of (1) ⇒ (2) ⇒ (3) is an adaptation of the proof of Theorem 3.24 in [24] . As reminded above, we already know (2) ⇒ (1). To prove the converse, it is enough to show, according to Theorem 3.13, that the condition
for every A > 0, every h ∈ (0, h A ) and some h A ∈ (0, 1) and C A > 0. (note that we may just require the preceding to be true for any A bigger than some arbitrary positive constant). Now let us remind that we showed, at the end of the proof of Corollary 3.3, that if Condition (3.13) holds then for every ε > 0, there exists h ε ∈ (0, 1) such that for every ζ ∈ S N and opening of the Korányi region is not too large. On the opposite side we have the following.
Theorem (Theorem 3.5 of [12] ). Let N ≥ 1 and let ψ be an Orlicz function satisfying the ∆ 2 -condition. Then, for every ζ ∈ S N and every b > 1, there exists a holomorphic self-map φ taking B N into Γ (ζ, b), such that C φ is not compact on H ψ (B N ) (and hence not order-bounded into M ψ (S N , σ N )). The same holds for the weighted Bergman-Orlicz spaces in dimension 1.
So, when ψ ∈ ∆ 2 , the condition φ (B N ) ⊂ Γ (ζ, b), whatever the opening b > 1, becomes non-sufficient for the compactness of C φ on A (
Proof. We will assume that α > −1, the case α = −1 being similarly proven (to get the case α = −1, it is essentially enough to change suitably B N into S N and v α into σ N , and to consider φ * instead of φ, or S(ζ, h) instead of S(ζ, h). The details are left to the reader). Moreover we can assume for simplicity that all Korányi approach regions Γ (ζ, a) appearing in the sequel are based at the point ζ = e 1 = (1, 0, . . . , 0) ∈ S N . Indeed for every unitary maps U of B N UΓ (ζ, a) = Γ (Uζ, a), and C φ : A The proof of (1) and (2)-(a) are similar: if N = 1, we recall that if φ maps D into a Stolz domain, then C φ is Hilbert-Schmidt on A 2 α (B N ) [38] and then the conclusion follows by Remark 3.12 (1) . If N > 1 it is classical that if φ (B N ) ⊂ Γ (ζ, γ) for γ < a N then C φ is Hilbert-Schmidt on A 2 α (B N ) [14] . We conclude again by Remark 3.12. We now deal with (2)-(b). For this purpose, we need first an adaptation of [14, Lemma 6.3 ] to the Orlicz setting. 
for any h ∈ (0, η), some η ∈ (0, 1) and some constant A > 0 depending only on α and ϕ(0).
We finish the proof of (2)-(b) of Theorem 4.1, assuming that φ (B N ) ⊂ Γ (ζ, a N ). The absorption property of the non-isotropic balls S(ζ, t), ζ ∈ S N , ensures that there exists a constant 1 ≤ C < ∞ such that C α (h) ∩ Γ (1, a) ⊂ S (1, Ch). Thus (4.1) µ φ,α (C α (h)) ≤ µ φ,α (S (e 1 , Ch)) .
Let χ φ −1 (S(e 1 ,h)) be the characteristic function of φ −1 (S (e 1 , h)). By integrating in polar coordinates and applying the slice integration formula we get, for any h ∈ (0, 1), 
.
From (4.1) and (4.2) we conclude the proof of (2)-(b) using the concavity of ψ −1 and Theorem 3.13 (1)-(b), ψ satisfying the ∆ 1 -condition.
Remark 4.3. Point (2)-(b) in the previous theorem is false if ψ satisfies the ∆ 2 -condition. Indeed in this case, the order boundedness of a composition operator implies its compactness and it is known [14] (see also [12] ) that there exists holomorphic self-map φ of B N such that φ (B N ) ⊂ Γ (ζ, a N ), though C φ is not compact on A ψ α (B N ), α ≥ −1. In view of the previous, it is more accurate to consider known geometric conditions to the compactness of a composition operator on Hardy(-Orlicz) or Bergman(-Orlicz) spaces as conditions to its order boundedness. This leads to the following problems:
(1) To find reasonable geometric conditions -somehow similar to that involving Korányi regions but depending on the Orlicz function-sufficient for the compactness of C φ at every scale of Hardy-Orlicz (or Bergman-Orlicz) spaces. (2) In the classical cases H p and A p α , to exhibit a geometric condition ensuring the compactness of C φ but not necessarily its order boundedness. As mentioned in [14, , it already requires some effort to find an example of a composition operator which is compact but not Hilbert-Schmidt on H 2 (D) (i.e. not order bounded), see also [39, Section 4] . (3) Also it would be interesting to find where in the scale of Hardy-Orlicz or BergmanOrlicz spaces -in terms of the type of growth of Orlicz functions-the order boundedness of C φ becomes no longer stronger than its compactness.
