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On considere un systeme de Coxeter, un sous-systeme parabolique, et les deuxÁ Á Á
algebres de Hecke correspondantes. Pour tout caractere de degre un de l'algebreÁ Á Â Á
de Hecke parabolique, on considere le module induit de l'algebre de HeckeÁ Á
parabolique a la grande algebre de Hecke. Chacun de ces modules possede uneÁ Á Á
Žbase standard et deux bases de Kazhdan]Lusztig invariantes par un automor-
.phisme involutif du module considere . Il en resulte la definition, pour chaqueÂ Â Â Â
caractere lineaire de l'algebre de Hecke parabolique, de deux familles de polynomesÁ Â Á Ã
de Kazhdan]Lusztig, dont on etudie les diverses proprietes: existence et unicite,Â Â Â Â
symetrie, dualite, formules de recurrence, calcul en utilisant la notion de sous-Â Â Â
expression distinguee d'un element du groupe de Coxeter. Cela generalise uneÂ Â Â Â Â
construction faite par Deodhar, laquelle correspondrait aux deux cas extremes desÃ
caracteres indice et signe. Enfin, on etablit des formules donnant l'action de laÁ Â
grande algebre de Hecke sur les modules induits en termes de bases deÁ
Kazhdan]Lusztig. Q 1999 Academic Press
We consider a Coxeter system, a parabolic subsystem, and the two corresponding
Hecke algebras. For each linear character of the parabolic Hecke algebra, take the
induced module from the parabolic Hecke algebra to the large Hecke algebra. For
Žeach module, there are a standard basis and two Kazhdan]Lusztig bases i.e.,
.invariant basis by an involution of Kazhdan]Lusztig type . So, for each linear
character of the parabolic algebra, we have two families of Kazhdan]Lusztig
polynomials, for which we compute the classical properties: existence and unicity,
symmetry, duality, induction formulas, and computation of the polynomials using
distinguished subexpressions of a Coxeter group element. This generalizes Deod-
har's construction, which corresponds to the extreme case of sign and index
characters. Finally, we give formulas for the action of the Hecke algebra on the
induced modules in Kazhdan]Lusztig basis terms. Q 1999 Academic Press
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INTRODUCTION
Ž . Ž .Soient W, S un systeme de Coxeter, I ; S et W , I le sous-systemeÁ ÁI
parabolique correspondant. Soit u une indeterminee sur Q et soient HÂ Â
Ž . w 1r2 y1r2 xl'algebre de Hecke de W, S sur l'anneau R s Z u , u et H celleÁ I
Ž .de W , I . Si x est un caractere de degre 1 de H , on considere leÁ Â ÁI I
x w x xH-module induit M s H m x . Le module M a une R-base standardHI
Ž . Im indexee par l'ensemble W des elements I-reduits de W. L'algebre HÂ Â Â Â Ás
est munie de deux automorphismes involutifs i et j. L'involution i s'etendÂ
en un automorphisme involutif H-semilineaire du module M x. Le mor-Â
phisme j echange les deux caracteres x et jx , et s'etend en une bijectionÂ Á Â
x
j x Ž .H-semilineaire de M dans M Section 1 .Â
On definit alors dans la Section 2, pour chaque caractere x , une familleÂ Á
x Žde polynomes en u a coefficients entiers, R definis par les coefficientsÃ Á Ât , s
.de la matrice de i dans la base standard . On donne, pour chacune de ces
j xxfamilles, des formules de recurrence, une relation entre R et RÂ t , s t , s
Ž . xProposition 2.4 , une relation entre R et les polynomes classiques RÃt , s x, y
Ž . xProposition 2.5 , et dans le cas ou W est fini, une relation entre R etÁ t , s
x Ž .I IR Proposition 2.6 . Enfin, en utilisant la notion de sous-expres-w s w , w t w0 0 0 0
sion distinguee due a Deodhar, on montre comment calculer les R xÂ Á t , s
Ž . IProposition 2.8 . Les polynomes de Kazhdan]Lusztig paraboliques RÃ t , s
w xconstruits par Deodhar dans 9 correspondent aux deux cas extremes deÃ
Ž w x.notre etude: le cas u s y1 dans les notations de 9 correspond au casÂ
x s SGN, et le cas u s q au cas x s IND.
Dans la Section 3, on construit, pour chaque caractere x , des bases deÁ
Ž . x Ž x . Ž X x .Kazhdan]Lusztig c'est a dire invariantes par i de M , c et c , etÁ s s
x Žune famille de polynomes P definis par les coefficients de la matrice deÃ Ât , s
. w xchangement de base , en suivant le mode d'exposition de 13 . On etudieÂ
les proprietes combinatoires de ces objets, analogues a celles donnees dansÂ Â Á Â
w x w x x15 et dans 9 . En particulier, on donne la formule de recurrence des PÂ t , s
Ž .Theoreme 3.4 . On a aussi des formules, partielles, pour l'action de H surÂ Á
x X X x Ž .M en termes de bases c et c Proposition 3.6 . On remarque quew s
Ž x . Ž X j x . xl'involution j echange les bases c et c , et que P intervient dansÂ s s t , s
X j x SGN Ž Ila formule definissant c : en particulier, P le P de Deodhar dansÂ s t , s t , s
. X INDle cas u s y1 , apparaõt dans c .Ã s
Dans la Section 4, en se limitant aux cas des caracteres SGN et IND, etÁ
au cas W fini si x s SGN, on obtient des relations entre les bases deI
Kazhdan]Lusztig paraboliques et les bases de Kazhdan]Lusztig clas-
siques, ce qui permet d'obtenir des formules completes pour l'action de HÁ
sur M x en termes de bases c et de bases cX.
Dans la Section 5, on suppose W fini et on donne une expression simpleI
X IND Ž SGN . X Ž .I Ide c resp. de c en fonction de c resp. c et de l'idempotents s s w s w0 0
Ž .central primitif associe au caractere IND resp. SGN .Â Á
BASES DE KAZHDAN]LUSZTIG 689
Dans la Section 6, on suppose W fini et on calcule, pour tout x , les
polynomes de Kazhdan]Lusztig inverses et les bases de Kazhdan]LusztigÃ
w xduales au sens de 16 , c'est a dire pour une dualite definie par une formeÁ Â Â
bilineaire sur 0M x = M x, ou 0M x est le H-module a droite defini de facËonÂ Á Á Â
analogue a celle dont on a defini M x.Á Â
On donne dans l'Appendice des exemples de polynomes R x et P xÃ t , s t , s
Ž xcalcules a la main par la methode exposee dans la Section 2 pour les RÂ Á Â Â t , s
x .et en utilisant les relations de la Proposition 3.1 pour en deduire les P ,Â t , s
pour des groupes de type A et B , et divers choix du sous-groupe3 3
parabolique W et du caractere x , dans le cas ou x / SGN et x / IND.Á ÁI
Devant la construction de ces familles de polynomes se pose la questionÃ
de la positivite des coefficients des polynomes de type P et de leurÂ Ã
interpretation geometrique. On constate dans l'un des exemples donnesÂ Â Â Â
dans l'Appendice que cette positivite n'est plus assuree pour un caractereÂ Â Á
Žx different de SGN et de IND exemple de B , lorsque l'ensemble I estÂ 3
constitue des deux sommets du diagramme de Dynkin lies par un lienÂ Â
. w xdouble . Par contre, on sait par des travaux de Deodhar 9 que les
polynomes P SGN ont des coefficients positifs et ont une interpretationÃ Ât , s
Ž .cohomologique a la maniere de Kazhdan]Lusztig, des que W, S estÁ Á Á
Žw xcristallographique, et des travaux recents de Soergel 2, Theoreme 3.11.4Â Â Á
w x. xet 17 indiquent que les coefficients de P sont positifs dans les deuxt , s
w xcas duaux x s IND et x s SGN si W est un groupe de Weyl. Dans 4 ,
nous donnons une interpretation des bases XcIND en termes de faisceauxÂ s
pervers en suivant une methode de J. G. Mars et T. A. Springer, mais uneÂ
interpretation analogue des bases XcSGN reste a faire.Â Ás
1. LES H-MODULES M x ET LES INVOLUTIONS i ET j
ÂLes Elements I-ReduitsÂ Â
Ž .Soit W, S un systeme de Coxeter et soit I une partie de S. On note -Á
Ž .l'ordre de Bruhat de W, S . On note W le sous-groupe parabolique de WI
engendre par I. Soit W I l'ensemble des elements ``I-reduits'' de W, c'est aÂ Â Â Â Á
dire, l'ensemble des representants de longueur minimale des classes aÂ Á
gauche de W modulo W ; autrement dit, si s g W, s g W I si et seule-I
Ž .ment si s s ) s pour tout s dans I. On note l w la longueur d'un
Ž . Žw x w x.element w de W, S . On rappelle que 1, p. 37 et 7, Lemmes 31 et 32 :Â Â
Ž . Ž X . Ii Pour tout w g W, il existe un unique couple s , w g W = WI
X Ž . Ž . Ž X.tel que w s s w ; de plus, l w s l s q l w .
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Ž . Iii Si s g W et si s g S, trois cas seulement peuvent se presenter:Â
Ž . Ia ss - s et alors ss g W .
Ž . Ib ss ) s et ss g W .
Ž . I sc ss f W et alors s g I et ss ) s .
Les In¤olutions i et j et les Caracteres de Degre 1 de l' Algebre de HeckeÁ Â Á
Ž . w 1r2 y1r2 xSoit H l'algebre de Hecke de W, S sur l'anneau R s Z u , u ,Á
Ž .u etant une indeterminee. On note T la base standard de H.Â Â Â w w g W
Les relations de definition de H sont:Â
Ž . Ž .Ž .i T y u T q 1 s 0 si s g S.s s
Ž . Ž X. Ž . Ž X . XX Xii T T s T si l ww s l w q l w , w g W et w g W.w w w w
Il en resulte que H possede deux automorphismes involutifs semi lineaires,Â Á Â
Ž w x.i et j, definis comme suit cf. 15 :Â
y1 1r2 y1r2
y1i T s T , i u s u ,Ž . Ž . Ž .w w
Ž .yl w 1r2 y1r2j T s yu T , j u s u .Ž . Ž . Ž .w w
Ž .L'involution i est aussi notee: i T s T . On rappelle queÂ w w
Ty1 s uy1T q uy1 y 1.s s
Les Caracteres de Degre 1 de HÁ Â
Si x est un caractere de degre 1 de H et si s g S, necessairementÁ Â Â
Ž .x T s u ou y1. De plus, s'il y a un lien d'ordre impair entre s et t danss
Ž . Ž . Ž .le diagramme de Dynkin de W, S , alors x T s x T . Donc, le nombres t
de caracteres de degre 1 de H est exactement 2 c, ou c est le nombre deÁ Â Á
composantes connexes du diagramme de Dynkin obtenues en supprimant
les liaisons multiples d'ordre pair ou infini.
L'algebre H a toujours au moins deux caracteres de degre 1: le caractereÁ Á Â Á
ŽIND qui vaut u pour tout T c'est le caractere ``indice,'' correspondant auÁs
.caractere identite de W , et le caractere SGN qui vaut y1 pour tout TÁ Â Á s
Ž .c'est le caractere ``signe'' de H, correspondant au caractere signe de W .Á Á
Ž .Mais par exemple, H B a deux autres caracteres de degre 1.Á Ân
Remarque. L'involution i conserve les caracteres de degre 1 de H. ParÁ Â
contre, l'action de l'involution j sur les caracteres de degre 1 de H echangeÁ Â Â
Ž .leurs deux valeurs possibles: si x est un caractere de degre 1 de H, j x j TÁ Â s
Ž . Ž . Ž .vaut u resp. y1 si x T vaut y1 resp. u .s
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Notation. Pour alleger l'ecriture, si x est un caractere de degre 1 de H,Â Â Á Â
et si w g W, on notera
jx pour j x j,
x w pour x T .Ž . Ž .w
Les H-Modules M x
Ž . w 1r2 y1r2 xSoit H l'algebre de Hecke de W , I sur l'anneau R s Z u , u .ÁI I
Soit x un caractere de degre 1 de H et R¤ l'espace de la representationÁ Â ÂI x
sur R de caractere x .Á
DEFINITION 1.1. On notera M x le H-module IndH c'est a dire,Â ÁHI
M x s H m R¤ , et si s g W I, on pose m x s T m ¤ . L'ensemble desH x s s xI
m x, quand s decrit W I, constitue une base de M x sur R.Âs
Comme tout x g W s'ecrit x s s w, ou s g W I et w g W , on aÂ Á I
Ž . x IT m ¤ s x w m , et par definition, on a, pour tout s g W ,Âx x s
m x s T ? m x.s s 1
Operation de H sur M xÂ
LEMME 1.2. Si s g S et s g W I,
¡ x Im , si ss ) s et ss g W ,ss
x xx ~um q u y 1 m , si ss - s ,Ž .T ? m s ss ss s
s x I¢x s m , si ss f W .Ž . s
Demonstration. C'est un calcul facile a partir de la definition de m x;Â Á Â s
X s
X Xdans le troisieme cas, utiliser T s T s T T , ou s s s g I.Á Áss s s s s
Extension de i et j au module M x
Ž . xDEFINITION 1.3. i On definit une involution de M en posantÂ Â
T m ¤ s T m ¤ pour tout x g W; on la notera encore i. De plus, cettex x x x
involution est H-semilineaire c'est a dire verifieÂ Á Â
;h g H , ;m g M x , i h ? m s i h ? i m 1.1Ž . Ž . Ž . Ž .
Ž .ii En posant
Ž . jyl s xxj m s yu mŽ .Ž .s s
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on definit une bijection H-semilineaire de M x sur M
j x, c'est a direÂ Â Á
verifiantÂ
;h g H , ;m g M x , j h ? m s j h ? j m 1.2Ž . Ž . Ž . Ž .
et cette bijection j ``commute'' a i, c'est a direÁ Á
I x x;s g W j m s j m .Ž . Ž .s s
Ã x2. LES POLYNOMES Rt , s
DEFINITION 2.1. Soit s , t g W I. On definit R x g R comme suitÂ Â t , s
Ž . Ž .l s ql tx ylŽs . x xm s y1 u R m .Ž .Ýs t , s t
ItgW
Formule de Recurrence pour les R xÂ t , s
Ž . IPROPOSITION 2.2. i Si s g W et s g S, ¤erifient ss - s ,Â
R x , si st - t ,¡ st , ss
x x Ix ~ u y 1 R q uR , si st ) t et st g W ,Ž .R s 2.1Ž .t , ss st , sst , s
j t x I¢x s R si st f W .Ž . t , ss
Ž . I Iii Si s , t g W , s g S sont tels que st - t , et ss f W ,
R x sjx ss R x . 2.2Ž . Ž .st , s t , s
Ž . w xDemonstration. La demonstration du i se fait comme dans 9, 2.8i , enÂ Â
appliquant l'involution i aux deux membres de l'egalite: T ? m x s m x,Â Â s ss s
puis en identifiant le coefficient de m x dans les deux membres obtenus.t
Ž . x Ž s . xDemonstration du ii : Par le Lemme 1.2, T ? m s x s m . OnÂ s s s
applique l'involution i aux deux membres, puis on identifie le coefficient
de m x pour t g W I tel que st - t dans les deux membres de l'egaliteÂ Ât
obtenue. On trouve
R x s u y 1 y x ss R x sjx ss R xŽ . Ž .Ž .st , s t , s t , s
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COROLLAIRE 2.3. ;s , t g W I,
Ž . x w x x x xi R g Z u , R s 1, R / 0 « t F s , et degre de R FÂt , s s , s t , s t , s
Ž . Ž . Ž .l s y l t egalite dans le cas x s SGN .Â Â
lŽs .y lŽu . x xii u R R s d .Ž . Ý t , u u , s t , s
IugW
w xug t , s
w xDemonstration immediate, comme dans 9, 2.8ii et iii .Â Â
PROPOSITION 2.4.
Ž . Ž . jl t yl sI x x;s , t g W , R s yq RŽ .t , s t , s
I Ž x .Demonstration. D'apres la Definition 1.3, ;s g W , j( i m sÂ Á Â s
Ž x .
j xi( j m g M . On en deduit le resultat en identifiant les coefficients deÂ Âs
j xm dans les deux membres.t
REMARQUE.
Ž . Ž . jl s ql u x xy1 R R s d .Ž .Ý t , u u , s t , s
IugW
w xug t , s
Ž .Cela se deduit du Corollaire 2.3 ii et de la Proposition 2.4.Â
Relation Entre les Polynomes R x et les Polynomes Usuels R deÃ Ãt , s x, y
Kazhdan]Lusztig
I  4 x xDans le cas trivial I s B, W s W, W s 1 , M s H, et R s RI t , s t , s
Ž .polynome usuel de Kazhdan]Lusztig . Mais plus generalement:Ã Â Â
PROPOSITION 2.5.
Ž .l wI x;t , s g W , R s y1 x w R ,Ž . Ž .Ýt , s t w , s
wgWI
t wFs
ou R designe le polynome usuel de Kazhdan]Lusztig.Á Â Ãt w , s
Ž w x.Remarque. Cette somme est finie cf. 9 .
x xDemonstration. Il suffit d'ecrire m s T ? m , c'est a direÂ Â Ás s 1
Ž . Ž . Ž . Ž .l s ql t l x ql sylŽs . x x ylŽs . xy1 u R m s y1 u R T ? m .Ž . Ž .Ý Ýt , s t x , s x 1
I xgWtgW xFstFs
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En ecrivant la decomposition canonique de x en x s t w dans W s W I W ,Â Â I
le second membre s'ecritÂ
Ž . Ž . Ž .l s ql t ql w ylŽs . xy1 u R T T ? m .Ž .Ý t w , s t w 1
ItgW
wgWI
t wFs
x xŽ . Ž .Or, T T ? m s x w m cf. la Definition 1.1 ; d'ou le resultat.Â Á Ât w 1 t
Cas ou W est Fini: Relation Entre les Polynomes R x et R I IxÁ Ã t , s w s w , w t w0 0 0 0
Ž I . ŽOn note w resp. w l'element de plus grande longueur de W resp.Â Â0 0
.de W .I
Remarque. Si s g W I, w s w I g W I et si t - s dans W I, w t w I )0 0 0 0
w s w I.0 0
I I I I Ž .En effet, si s g I, w s - w , et donc, s w s - s w ordre scinde , d'ouÂ Á0 0 0 0
w s w I s ) w s w I , puisque la multiplication par w renverse l'ordre dans0 0 0 0 0
W, ce qui prouve que w s w I g W I. De meme, si t - s dans W I,Ã0 0
t w I - s w I , d'ou w t w I ) w s w I.Á0 0 0 0 0 0
PROPOSITION 2.6. ;t , s g W I, tels que t F s ,
R x s R I Ix .t , s w s w , w t w0 0 0 0
Ž .Demonstration. On fait la demonstration par recurrence sur l s . LaÂ Â Â
Ž .propriete est vraie pour l s s 0. Soit s g S tel que ss - s , montronsÂ Â
que dans tous les cas, R I Ix est egal au second membre des egalitesÂ Â Âw s w , w t w0 0 0 0
Ž . x2.1 , et par consequent a R . Il existe t g S tel que w s s tw ; doncÂ Á t , s 0 0
tw s w I s w ss w I ) w s w I dans W I, d'apres la remarque ci-dessus.Á0 0 0 0 0 0
Si st - t : de meme que ci-dessus, tw t w I s w st w I ) w t w I; d'apresÃ Á0 0 0 0 0 0
Ž . x xI I I Ile premier cas de la formule 2.1 , R s R qui parw s w , w t w t w s w , t w t w0 0 0 0 0 0 0 0
hypothese de recurrence est egal a R x . Donc on a bien montreÁ Â Â Á Âst , ss
R I Ix s R x si st - t .w s w , w t w st , ss0 0 0 0
Si st ) t et st g W I: Alors, tw t w I s w st w I - w t w I et on peut0 0 0 0 0 0
Ž . Ž . x Ž . xI I I Iappliquer 2.1 deuxieme cas , R s u y 1 R qÁ w s w , w t w w s w , t w t w0 0 0 0 0 0 0 0
x Ž . Ž . x xI I I I I IuR . Mais par 2.1 premier cas , R s Rt w s w , t w t w w s w , t w t w t w s w , w t w0 0 0 0 0 0 0 0 0 0 0 0
qui, par hypothese de recurrence est egal a R x ; de meme, par hypotheseÁ Â Â Á Ã Át , ss
de recurrence, R I Ix s R x . Donc, on a montre queÂ Ât w s w , t w t w st , ss0 0 0 0
R I Ix s u y 1 R x q uR x si st ) t et st g W I .Ž .w s w , w t w t , ss st , ss0 0 0 0
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Si st f W I: Alors, il existe sX et sY g I tels que st s t sX et sX w I s w I sY.0 0
Ž .En appliquant 2.2 , on obtient
R I Ix sjx tw 0t w 0I R I Ix .Ž .w s w , w t w w ss w , w t w0 0 0 0 0 0 0 0
I I X I I Y w 0t w 0
I Y j Ž Y .Or, tw t w s w st w s w t s w s w t w s , d'ou t s s et x s sÁ0 0 0 0 0 0 0 0
j Ž X. j Ž t . Y X w 0
I
x s s x s puisque s s s . Comme par hypothese de recurrence,Á Â
R I Ix s R x , on obtientw ss w , w t w t , ss0 0 0 0
R I Ix sjx st R x .Ž .w s w , w t w t , ss0 0 0 0
Ž .Donc on a montre que dans tous les cas, par 2.1 ,Â
R I Ix s R x .w s w , w t w t , s0 0 0 0
Calcul des R x . Arbres Distingues de DeodharÂt , s
Ž .On adapte au cas parabolique general, I et x quelconques , la methodeÂ Â Â
w xexposee par 8 pour les polynomes R de Kazhdan]Lusztig. CetteÂ Ã x, y
methode consiste a choisir une decomposition reduite de s g W I, a luiÂ Á Â Â Á
Žassocier un arbre binaire dans lequel on etudie les chemins de 1 a t ceÂ Á
.que Deodhar appelle des suites de sous-expressions distinguees . L'interetÂ Â Ã
de cette methode reside dans le fait que, une fois l'arbre de s dessine, onÂ Â Â
obtient tous les polynomes R x , pour tous les t g W I et tous les caracte-Ã Át , s
res x ; de plus, on dispose d'une formule intrinseque pour R x .Á t , s
DEFINITIONS 2.7. Soit s g W I et s s s ??? s une decompositionÂ Âl 1
reduite finie de s , ou ; i, s g S. Notons s s s , . . . , s . On appelle ``arbreÂ Á i l 1
I}distingue associe a s ''}plus brievement, ``arbre de s ''}l'arbre dontÂ Â Á Á
Ž .les sommets sont les suites u s 1, . . . , u , 0 F j F l ouÁ0 j
; i F j, u g W I ; u s u ou s u , eti i iy1 i iy1
u s u « u - s u .i iy1 iy1 i iy1
Ž .On etiquette le sommet u , . . . , u par u et il y a une arete pour chaqueÂ Ã0 j j
ŽŽ . Ž .. Icouple de sommets u , . . . , u , u , . . . , u , u . On note D l'ensemble0 j 0 j jq1 s
des sommets de l'arbre de s . Il y a donc, en chaque sommet d'etiquette uÂ i
quatre configurations possibles:
ou bien u s s u - u : u est ``fils unique de droite'';i i iy1 iy1 i
ou bien u s u et s u f W I: u est ``fils unique de gauche'';i iy1 i iy1 i
ou bien u s s u ) u : u est ``fils de droite'';i i iy1 iy1 i
ou bien u s u - s u : u est ``fils de gauche.''i iy1 i iy1 i
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Si u est un sommet de D I , on pose:s
Ž .  4m u s card i N s u - u : c'est le nombre de fils uniques dei iy1 iy1
droite dans la suite u .
Ž .  4n u s card i N u s u - s u : c'est le nombre de fils de gauche1 i iy1 i iy1
dans la suite u .
Ž .  I 4n u s card i N s u f W : c'est le nombre de fils uniques de2 i iy1
gauche dans u .
I Ž . ISi t g W , on dit que u , . . . , u g D est un ``chemin de 1 a t '' si u s t .Á0 l s l
On note D I l'ensemble des chemins de 1 a t dans l'arbre de s .Át , s
 I 4  I 4 Ž w x w x.Remarque. On sait que u N u g D s t g W N t F s cf. 8 et 9 .l s
PROPOSITION 2.8. Soient t , s g W I; a¤ec les notations precedentes,Â Â
Ž .n u jx mŽu . u1 iy1R s u y 1 u x s .Ž .Ý Łt , s iž /is1, . . . , lIugD It , s s u fWi iy1
w xRemarque. Cet enonce generalise celui de 9, 2.11 .Â Â Â Â
Demonstration. Cela se demontre par recurrence sur la longuer de s ,Â Â Â
x Ž .en utilisant les formules de recurrence de R donnees en 2.1 . LaÂ Ât , s
formule est triviale pour s s 1.
Soit une decomposition reduite s ??? s de s g W I: alors, s ??? s estÂ Â l 1 ly1 1
une decomposition reduite de s s . Soit f : D I “ D I , definie parÂ Â Âl s s sl
Ž . Ž . If u , . . . , u , u s u , . . . , u . Soit t g W , tel que t F s ; trois cas0 ly1 l 0 ly1
peuvent se presenter:Â
Ž .a Si s t - t : Alors, s t F s s , et d'apres la Proposition 2.2 etÁl l l
l'hypothese de recurrence,Á Â
Ž X . X Xn u jx x mŽu . uq iy1R s R s u y 1 u x s .Ž .Ý Łt , s s t , s s il l ž /X IX I i , s u fWi iy1u gD s ss t , ll
I I ŽOr, f est une bijection entre D et D c'est le cas ou u est ``fils deÁt , s s t , s s ll l
. Ž . Ž X . I Ž . Ž X.droite'' . Donc, n u s n u , s u s t g W , et m u s m u . D'ou leÁ1 1 l ly1
resultat.Â
Ž . Ib Si s t ) t et s t f W : D'apres la Proposition 2.2 et l'hypotheseÁ Ál l
de recurrence,Â
Ž X . X Xn uj j jx t x t mŽu . u1 iy1R s x s R s x s u y 1 u x s .Ž .Ž . Ž . Ý Łt , s l t , s s l il ž /X IX I i , s u fWi iy1u gD s st , l
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I I Ž .Or f est une bijection de D sur D u est ``fils unique de gauche'' .t , s t , s s ll
Ž . Ž X . Ž . Ž X.Ici, n u s n u et m u s m u , mais a la liste des s tels queÁ1 1 i
s u X f W I s'ajoute s . D'ou le resultat.Á Âi iy1 l
Ž . Ic Si s t ) t et s t g W : D'apres la Proposition 2.2 et l'hypotheseÁ Ál l
de recurrence,Â
Ž X . Xn u jx mŽu . u1 iy1R s u y 1 u y 1 u x sŽ . Ž .Ý Łt , s iž /X IX I i , s u fWi iy1u gD s st , l
Ž n. nn u jmŽu . u1 iy1q u u y 1 u x s .Ž .Ý Ł iž /
n In I i , s u fWi iy1u gD s ss t , ll
I Ž . IIci, il y a une partition de D en D @ D , ou u , . . . , u , u g DÁt , s 1 2 0 ly1 l t , s
est dans D si et seulement si u s u s t .1 l ly1
I ŽAlors, la restriction de f a D est bijective de D sur D u est ``filsÁ 1 1 t , s s ll
. X Ž . Ž . Ž X. Ž .de gauche'' . Donc, si u s f u et u g D , n u s n u q 1 et m u s1 1 1
Ž X. Im u , et la liste des s tels que s u f W est la meme pour u etÃi i iy1
pour u X.
I ŽDe meme, la restriction de f a D est bijective de D sur D , uÃ Á 2 2 s t , s s ll l
. Y Ž . Ž . Ž Y .est ``fils unique de droite'' . Donc si u s f u et u g D , n u s n u2 1 1
Ž . Ž Y . Iet m u s m u q 1, et la liste des s tels que s u f W est la memeÃi i iy1
pour u et pour u Y. D'ouÁ
Ž .n u y1 jx mŽu . u1 iy1R s u y 1 u y 1 u x sŽ . Ž .Ý Łt , s iž /
Ii , s u fWugD i iy11
Ž .n u jmŽu .y1 u1 iy1q u u y 1 u x s .Ž .Ý Ł iž /
Ii , s u fWugD i iy12
D'ou le resultat.Á Â
EXEMPLE: Cas de B . Soient s et t les deux sommets du diagramme de2
 4 I  4Dynkin de B , et soit I s s . Alors, W s 1; t; st; tst . Soit s s tst, et2
Ž . Idonc s s t, s, t . L'arbre D est le suivant:s
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On en deduit les valeurs des R x en utilisant la Proposition 2.8. Il y aÂ t , t s t
I Ž . Ž .deux chemins de 1 a 1 dans D , a savoir, 1, 1, 1, 1 et 1, t, t, 1 , etÁ Át s t
u2 u y 1 , si x s s y1,Ž . Ž .2 jxR s u y 1 x s q u u y 1 sŽ . Ž . Ž .1, t s t ½ u y 1, si x s s u.Ž .
De meme, il y a un seul chemin u de 1 a t dans D I , etÃ Á t s t
u u y 1 , si x s s y1,Ž . Ž .jxR s u y 1 x s sŽ . Ž .t , t s t ½ 1 y u , si x s s u.Ž .
Il y a un seul chemin de 1 a st dans D I , et R x s u y 1.Á t s t s t, t s t
Remarque. En effacËant la derniere ligne de D I , on obtient D et onÁ t s t s t
peut donc lire les valeurs des R x .t , st
Ã x3. LES POLYNOMES Pt , s
Definition et ExistenceÂ
PROPOSITION 3.1. Pour tout couple t , s g W I tel que t F s , il existe un
x w xunique polynome P g Z u tel queÃ t , s
i P x s 1;Ž . s , s
1xii si t - s , deg P F l s y l t y 1 ;Ž . Ž . Ž .Ž .t , s 2
lŽs .y lŽt . x x xiii u P s R P .Ž . Ýt , s t , u u , s
IugW
w xug t , s
La definition combinatoire des polynomes P x a partir des polynomesÂ Ã Á Ãt , s
x wR se fait de la facËon generale classique decrite par exemple dans 13,Â Â Ât , s
xp. 56 . Nous ne reproduisons pas ce calcul standard ici puisque la con-
struction faite dans la demonstration du Theoreme 3.4 redonneraÂ Â Á
l'existence des P x .t , s
Les Bases c x et Xc x de M xs s
PROPOSITION 3.2. Soit s g W I, on pose
Ž . Ž .l t yl sx lŽs .r2ylŽt . x xc s y1 u P m . 3.1Ž . Ž .Ýs t , s t
ItgW
tFs
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 x I 4 xAlors, l'ensemble c rs g W est une R-base de M , fixe par l'in¤olu-s
x Ž .tion i. C'est l'unique R-base de M , fixe par l'in¤olution i, de la forme 3.1 ,
x w xou P est un polynome appartenant a Z u et ¤erifiant les conditionsÁ Ã Á Ât , s
Ž . Ž .de la Proposition 3.1 i et ii .
Ž .Demonstration. La condition iii de la Proposition 3.1 est equivalente aÂ Â Á
I x xla condition ;s g W , c s c . En effet,s s
Ž . Ž . Ž . Ž .l t ql s l t ql ux lŽt .y lŽs .r2 x ylŽt . x xc s y1 u P y1 u R m ,Ž . Ž .Ý Ýs t , s u , t u
I ItgW ugW
tFs uFt
c'est a dire,Á
Ž . Ž .l s ql ux ylŽs .r2 x x xc s y1 u R P mŽ .Ýs u , t t , s u
Iu , tgW
uFs
w xtg u , s
d'ou, en identifiant les coefficients de m x,Á u
x x x x lŽs .y lŽu . xc s c m R P s u P .Ýs s u , t t , s u , s
ItgW
w xtg u , s
Enfin, les c x constituent bien une nouvelle R-base de M x puisque less
lŽt .q lŽs . lŽs .r2ylŽt . x IŽ .y1 u P , pour t , s g W , t F s , definissent la matriceÂt , s
Ž x . Ž x .triangulaire de changement de base de la base m vers la base c .t s
xL'unicite resulte de celle des P .Â Â t , s
PROPOSITION 3.3. Soit s g W I, on pose
X Ž . jl s xxc s y1 j c . 3.2Ž . Ž .ž /s s
Il en resulte queÂ
Xc x s uyl Žs .r2 P j x m x . 3.3Ž .Ýs t , s t
ItgW
tFs
 X x I 4 xL'ensemble c rs g W est une base du R-module M , et c'est l'uniques
Ž .
j x w xbase fixee par l'in¤olution i et de la forme 3.3 , ou les polynomes P g Z uÂ Á Ã t , s
Ž . Ž .¤erifient la Proposition 3.1 i et ii .Â
Demonstration.Â
j j jŽ . Ž .l s l tx x xlŽs .r2ylŽt .y1 j c s j y1 u P m ,Ž . Ž .Ýž /s t , s tž /ItgW
tFs
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c'est a dire, d'apres la Definition 1.3,Á Á Â
Ž . j Ž . j Ž .l s l t yl tx xlŽt .y lŽs .r2 xy1 j c s y1 u P yu m .Ž . Ž . Ž .Ýž /s t , s t
ItgW
tFs
D'ou la formule annoncee. Ici encore on a une matrice triangulaire deÁ Â
Ž x . Ž X x .changement de base de la base m vers la base c , dont les coeffi-t s
jyl Žs .r2 x Icients sont les u P , quand t , s g W .t , s
ŽRemarque. On a donc encore, comme dans le cas classique, c'est a direÁ
. x Ž x . Ž X x .I Idans le cas ou I s B , deux nouvelles bases de M : c et c ;Á s s g W s s g W
mais ici, la matrice de changement de base est donnee par les polynomesÂ Ã
x Ž x .
j xP dans le cas de la base c et par les polynomes P dans le cas deÃt , s s t , s
Ž X x . w x X SGN X INDla base c . Cette difficulte a ete aussi evoquee dans 12 ou c et cÂ Â Â Â Â Ás s s
sont definis a l'aide de l'involution F s i( j.Â Á
Formule de Recurrence des P xÂ t , s
I x Ž .Notation. Si t , s g W avec t - s , on convient de noter m t , s le
1 x xŽ Ž . Ž . .coefficient du terme de degre l s y l t y 1 de P . Comme P gÂ t , s t , s2
w x Ž . Ž . x Ž .Z u , si l s y l t est pair, m t , s s 0.
THEOREME 3.4. Soient s g S et t , s g W I tels que ss - s et t F s .Â Á
Alors,
P x q m x u , ss uŽ lŽs .y lŽu ..r2P xŽ .Ýt , s t , u
IugW , u)su
I uŽ Ž . .ou sufW et x s sy1
uP x q P x , si st - t ,¡ t , ss st , ss
x x I~P q uP , si st ) t et st g W ,s t , ss st , ss
t x I¢ 1 y ux s P , si st f W .Ž .Ž . t , ss
ÁRemarque 1. A propos des indices u intervenant dans la somme
figurant dans le premier membre. Si P x et P x sont definis, et si de plusÂt , s t , u
x Ž . Žm u , ss / 0 et u ) su , alors necessairement, t F u - ss puisqueÂ
. Ž . Ž . Ž . lŽu . Ž . lŽs .ss - s et l ss y l u est impair, donc y1 s y1 .
Remarque 2. Dans le cas st f W I, le membre de droite de l'egaliteÂ Â
enoncee dans le theoreme vautÂ Â Â Á
0, si x st s u ,Ž .
t x1 y ux s P sŽ .Ž . t , ss x t½ 1 q u P , si x s s y1.Ž . Ž .t , ss
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y1r2Ž .Puisque pour t g S, c s u T y u , cela peut encore s'ecrireÂt t
t x 1r2 x
t1 y ux s P s yu x c P .Ž . Ž .Ž . t , ss s t , ss
w xDemonstration du Theoreme 3.4. On suit la methode de 15, p. 170 :Â Â Á Â
x Ž .c'est une construction des c par recurrence sur l s . C'est en memeÂ Ãs
x Žtemps une deuxieme demonstration de l'existence des P . On oublieÁ Â t , s
x x .donc provisoirement l'acquis precedent concernant les P et les c .Â Â t , s s
I x x x xSoit s g W . On cherche un element c g M tel que c s c et queÂ Â s s s
Ž . Ž .l t ql sx lŽs .r2ylŽt . x xc s y1 u P m ,Ž .Ýs t , s t
ItgW
tFs
1x x xw x Ž . Ž Ž . Ž . .ou P g Z u avec degre P F l s y l t y 1 si t - s et PÁ Ât , s t , s s , s2
x x Ž x .s 1. On pose c s m et donc, P s 1 et on suppose deja construitsÂ Á1 1 1, 1
x I Ž . Ž .les c , ;t g W , tels que l t - l s . Soit s g S tel que ss - s . Ont
y1r2Ž .connaõt dans l'algebre de Hecke H l'element c s u T y u . PosonsÃ Á Â Â s s
c x [ c ? c x y m x u , ss c x .Ž .Ýs s ss u
IugW , su-u
I uŽ Ž . .ou sufW et x s sy1
Ceci definit bien c x par recurrence puisque dans la somme u F ssÂ Âs
Ž x Ž .. xpropriete de m u , ss . Montrons que ce c verifie bien les proprietesÂ Â Â Â Âs
x x x xrequises. Tout d'abord, c g M et c s c par hypothese de recurrenceÁ Âs s s
xet car c s c . Etudions maintenant la decomposition de c dans la baseÂs s s
Ž x . x Ž . lŽt .q lŽs .Im de M , et observons le coefficient de y1t t g W
ulŽs .r2ylŽt . m x:t
Ž . xa Contribution de c ? c : Par hypothese de recurrence,Á Âs ss
Ž . Ž .l t ql s q1x y1r2 1r2 lŽs .r2ylŽt .y1r2 x xc ? c s u T y u ? y1 u P mŽ .Ž . Ýs ss s t , ss t
ItgW
tFss
Ž . Ž .l t ql s lŽs .r2ylŽt . x x y1 xs y1 u P m y u T ? m .Ž . Ž .Ý t , ss t s t
ItgW
tFss
En utilisant le Lemme 1.2, on obtient pour la contribution cherchee:Â
Si st - t ,
x y1 x xP y u u y 1 P q PŽ .t , ss t , ss st , ss
Ž yl Ž st .y1 x ylŽt . x Ž . .car, u T ? m s u m , puisque s st ) st , c'est a direÁs st t
x xuP q P .t , ss st , ss
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Si st ) t et st g W I,
x y1 xP q u Pt , ss st , ss
Ž yl Ž st .y1 x ylŽt .y2 x Ž . .cette fois, u T ? m va donner u um , puisque s st - st ,s st t
c'est a direÁ
x xP q uP .t , ss st , ss
Si st f W I,
x y1 x tP y u P x s ,Ž .t , ss t , ss
c'est a direÁ
t x1 y ux s P .Ž .Ž . t , ss
Ž . x Ž . xI I ub Contribution de Ý m u , ss c :u g W , su - u ou Ž su f W et x Ž s .sy1. u
On a remarque que les u consideres dans cette somme sont telsÂ Â Â
Ž . lŽu . Ž . lŽs .que y1 s y1 . Donc, la contribution au coefficient de
Ž . lŽt .q lŽs . lŽs .r2ylŽt . x xy1 u m dans c estt s
x Ž lŽu .y lŽs ..r2 xm u , ss u P .Ž .Ý t , u
IugW , su-u
I uŽ Ž . .ou sufW et x s sy1
x lŽt .q lŽs . lŽs .r2ylŽt . xŽ .Donc, si on appelle P le coefficient de y1 u m danst , s t
c x, ce coefficient verifie les relations enoncees dans le Theoreme 3.4.Â Â Â Â Ás
Il resulte de ces relations et de l'hypothese de recurrence que P x gÂ Á Â t , s
w x x x x xZ u , et que P s P ;s g S tel que ss - s , d'ou P s P s 1.Ás , s ss , ss s , s 1, 1
Il ne reste donc plus a verifier que la condition sur le degre de P x ,Á Â Â t , s
quand t - s : on examine encore la formule trouvee ci-dessus, qui exprimeÂ
P x en fonction des P x pour des u F ss . On regarde, dans chacun dest , s z , u
trois cas possibles, les termes de P x dont le degre peut etre strictementÂ Ãt , s
1 Ž Ž . Ž . .superieur a l s y l t y 1 .Â Á 2
1Ž lŽs .y lŽu ..r2 x Ž Ž . Ž . .On sait que le degre de u P F l s y l t y 1 , sauf siÂ t , u 2
1 Ž Ž . Ž ..u s t , auquel cas ce degre vaut l s y l t . Donc:Â 2
1 xŽ Ž . Ž . .Si st - t , Les termes de degre ) l s y l t y 1 dans P sontÂ t , s2
m x t , ss uŽ lŽs .y lŽt ..r2 y uŽ lŽs .y lŽt ..r2 s 0Ž . Ž .
car dans la somme indexee par u , t s u est possible.Â
Si st ) t et st g W I, dans la somme indexee par u , t s u estÂ
impossible car su - u ou su f W I, et par ailleurs, uP x n'a pas de termest , ss
Ž Ž . Ž ..de degre l s y l t r2.Â
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Si st f W I, donc, st ) t et deux cas se presentent:Â
Ž t .Si x s s u, dans la somme indexee par u , t s u est impossible etÂ
t xŽ .par ailleurs 1 y ux s P s 0.Ž . t , ss
Ž t .Si x s s y1, dans la somme indexee par u , t s u est possible, ceÂ
x Ž . Ž lŽs .y lŽt ..r2qui fournit un terme ym t , ss u , lequel neutralise le terme
t xŽ Ž . Ž .. Ž .de degre l s y l t r2 de 1 y ux s P .Ž .Â t , ss
1x Ž Ž . Ž . .En resume, dans tous les cas, on a bien degre P F l s y l t y 1 .Â Â Â t , s 2
Ainsi, le c x que l'on a construit verifie les proprietes requises, et laÂ Â Âs
construction par recurrence des c x est terminee. Par unicite de la solu-Â Â Âs
tion, il s'agit bien des c x definis dans la Proposition 3.2 et des polynomesÂ Ãs
P x definis dans la Proposition 3.1: nous avons donc obtenu au passage lesÂt , s
xrelations de recurrence pour les P enonces dans le Theoreme 3.4.Â Â Â Â Át , s
Action de H sur les M x en Termes de Bases de Kazhdan]Lusztig
Rappel. Soit s g S,
cX s uy1r2 T q 1 et c s uy1r2 T y u ,Ž . Ž .s s s s
2X X1r2 y1r2 2 1r2 y1r2c s u q u c et c s y u q u c .Ž . Ž . Ž .s s s s
PROPOSITION 3.5. Soit s g S et s g W I,
c ? c xs s
¡ x x x Ic q m u , s c si ss ) s et ss g W ,Ž .Ýss u
IugW , u)su~ I us Ž Ž . .ou sufW et x s sy1
1r2 y1r2 x¢y u q u c si ss - s et x s IND.Ž . s
Demonstration. La construction de c x faite dans la demonstration duÂ Âs
Theoreme 3.4 donne directement le resultat dans le cas ss ) s etÂ Á Â
ss g W I. En fait, la formule de recurrence pour les P x donnee dans leÂ Ât , s
Theoreme 3.4 est equivalente a la formule donnant c ? c x dans ce cas.Â Á Â Á s s
Ž . Ž .Cas ou ss - s . On raisonne par recurrence sur l s . Si l s s 1, c'estÁ Â
a dire si s s s g S _ I,Á
;x , ;s g S _ I , c x s c ? m xs s 1
Ž x x x 1r2 x y1r2 x Ž 1r2car, comme P s P s 1, c s yu m q u m s yu qs, s 1, s s 1 s
y1r2 . x x .u T ? m s c ? m d'ouÁs 1 s 1
;x , ;s g S _ I , c ? c x s c2 ? m x s y u1r2 q uy1r2 c x .Ž .s s s 1 s
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Supposons la formule vraie pour tous les u g W I tels que su - u et
Ž . Ž . Ž .l u - l s . Comme s ss ) ss , d'apres ce qui precede,Á Â Á
c ? c x s c x q m x u , ss c x .Ž .Ýs ss s u
IugW , u)su
I uŽ Ž . .ou sufW et x s sy1
D'ou,Á
c ? c x s c ? c ? c x y m x u , ss c x ,Ž .Ýs s s s ss už /IugW , u)su
I uŽ Ž . .ou sufW et x s sy1
d'ou, en utilisant l'hypothese de recurrence et la formule donnant c2, etÁ Á Â s
x Ž .sachant que m u , ss / 0 entraõne u - ss - s ,Ã
c ? cIND s y u1r2 q uy1r2 c ? cIND y mIND u , ss c xŽ . Ž .Ýs s s ss už /
IugW
u)su
s y u1r2 q uy1r2 cIND.Ž . s
PROPOSITION 3.6. Soit s g S et s g W I,
cX ? Xc xs s
¡X x j x X x Ic q m u , s c si ss ) s et ss g W ,Ž .Ýss u
IugW , u)su~ js I uŽ Ž . .ou sufW et x s sy1
X1r2 y1r2 x¢ u q u c si ss - s et x s SGN.Ž . s
Demonstration. En effet, il suffit d'appliquer l'involution j aux relationsÂ
j x j xŽ . Ž . lŽu . Ž . lŽs .c ? c , et de remarquer que m u , s / 0 entraõne y1 s y y1 .Ãs s
Remarque 1. On obtient pour cX ? Xc x, lorsque ss ) s et ss g W I, unes s
formule analogue a celle donnant c ? c x; mais, contrairement au casÁ s s
Ž X X .classique c'est a dire au cas I s B, si on compare c c a c c , ce n'estÁ Ás w s wj xŽ . x Ž .pas la meme formule, car, a priori, m u , s / m u , s .Ã Á
Remarque 2. Il manque en particulier ici les formules c ? c x dans les s
cas ss f W I. On trouvera dans le Theoreme 4.3 des formules completesÂ Á Á
dans le cas x s IND, et dans le cas x s SGN si W est fini.I
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LEMME 3.7. Si s g S, s g W I, et ss f W I,
0, si x ss s u ,Ž .
xc ? m ss s 1r2 y1r2 x s½ y u q u m , si x s s y1.Ž . Ž .s
En effet, c s yu1r2 q uy1r2T , d'ou, en utilisant le Lemme 1.2: c ? m x sÁs s s s
Ž 1r2 y1r2 Ž s .. xy u y u x s m .s
4. LES CAS x s SGN ET x s IND
Relations Entre les P x et les P et Entre les c x et les ct , s x, y s x
Les formules concernant les polynomes sont donnees par Deodhar: laÃ Â
SGN w xformule concernant P est prouvee dans 9, 3.4 et celle concernantÂt , s
IND w xP est indiquee sans demonstration dans 9, Remarque 3.8 . Ici, on metÂ Ât , s
l'accent sur les formules concernant les bases c x.s
PROPOSITION 4.1. Soient t , s g W I et t F s :
Ž .i W et W etant quelconques,ÂI
Ž .l wINDP s y1 PŽ .Ýt , s t w , s
wgWI
t wFs
cette somme est toujours finie, et
cIND s c ? mIND.s s 1
Ž . Iii Si W est fini et si w est l'element de plus grande longueur de W ,ÂÂI 0 I
P SGN s P I It , s t w , s w0 0
et
y1
I IŽ .l wSGN lŽw .r2 ylŽw . SGN0 0 Ic s y1 u u c ? m .Ž . Ýs s w 10ž /
wgWI
Demonstration. Soit s g W,Â
Ž . Ž .l x ql sx lŽs .r2ylŽ x . xc ? m s y1 u P T ? m .Ž .Ýs 1 x , s x 1
xgW
xFs
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On decompose x en x s t w, ou t g W I et w g W . Donc, T ? m x sÂ Á I x 1
Ž . xx w m , d'ouÁt
Ž . Ž . Ž .l t ql s ql wx lŽs .r2ylŽt .y lŽw . xc ? m s y1 u x w P m .Ž . Ž .Ýs 1 t w , s t
wgWI
ItgW
t wFs
Donc si s g W I,
Ž . Ž .l t ql sx lŽs .r2ylŽt .c ? m s y1 uŽ .Ýs 1
ItgW
tFs
Ž .l w ylŽw . x= y1 u x w P m . 4.1Ž . Ž . Ž .Ý t w , s tž /
wgWI
t wFs
On considere cette derniere egalite pour les deux valeurs de x considereesÁ Á Â Â Â Â
dans l'enonce:Â Â
Ž . Ii Si x s IND et s g W , la parenthese relative a t devient,Á Á
Ž .l w w xÝ y1 P , c'est l'image par i d'un element de Z u , quiŽ . Â Âw g W , t w F s t w , sI
1 Ž Ž . Ž . .est de degre F l s y l t y 1 si t - s et qui est egal a 1 si t s s .Â Â Á2
Or, le premier membre de l'egalite est un element de M IND fixe parÂ Â Â Â Â
l'involution i. Donc, par definition, le premier membre est cIND et laÂ s
INDparenthese relative a t est egale a P .Á Á Â Á t , s
Ž . Iii Si W est fini, w etant son element de plus grande longueur, etÂ Â ÂI 0
Ž . SGNIsi x s SGN, considerons l'egalite 4.1 pour c ? m ,Â Â Â s w 10
Ž . Ž . Ž I .l s ql t ql wSGN lŽs .r2ylŽt .0
Ic ? m s y1 uŽ .Ýs w 10
ItgW
tFs
IlŽw .r2ylŽw . SGN0 I= u P mÝ t w , s w t0ž /
wgWI
I I Žcar si t , s g W et w g W , t w F s w m t F s cf. les proprietes deÂ ÂI 0
w x. ŽI I Il'ordre ``scinde'' dans 10 . Or, P s P on raisonne par recur-Â Ât w , s w t w , s w0 0 0
Ž I . Ž . Ž I . Ž .rence sur l w y l w s l t w y l t w en utilisant la Propriete 2.3.g deÂ Â0 0
w x15 , a savoir: si x, y g W, s g S verifient x - y, ys - y, et x - xs, alors,Á Â
w x.P s P ; cf. aussi 14, 7.14 exercice . Donc la parenthese relative a tÁ Áx s, y x, y
s'ecritÂ
IlŽw .r2 ylŽw .0 I Iu u P .Ý t w , s w0 0ž /
wgWI
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Notons
A [ ulŽw 0
I .r2 uyl Žw . ,Ý
wgWI
I IlŽw .r2 ylŽw w . I I0 0A s u u s A puisque l ww s l w y l w .Ž .Ž . Ž .Ý 0 0
wgWI
Donc,
Ž . Ž .l s ql t lŽs .r2ylŽt . SGN
I Iy1 u P mŽ .Ý t w , s w t0 0
ItgW , tFs
Ž I .l w SGN y10
Is y1 c ? m AŽ . s w 10
1w x Ž Ž .I Iest invariant par l'involution i, avec P g Z u , de degre F l s yÂt w , s w 20 0
Ž . .l t y 1 si t - s et egal a 1 si t s s .Â Á
SGN SGN
I IOn est donc par definition en presence de c et P s P .Â Â s t w , s w t , s0 0
w xRemarque. Deodhar montre aussi dans 9, 3.5 qu'inversement tout
polynome P de Kazhdan]Lusztig peut se lire comme un P SGN pour unÃ x, y t , s
certain sous ensemble I non vide de S tel que W soit fini, a savoir,ÁI
 4I s s g S N ys - y .
COROLLAIRE 4.2. Pour tout couple t , s g W I,
mIND t , s s m t , sŽ . Ž .
et si de plus W est fini,I
mSGN t , s s m t w I , s w I ,Ž . Ž .0 0
Ž . Ž lŽ y .y lŽ x .y1.r2ou m x, y designe le coefficient de u dans le polynome deÁ Â Ã
Kazhdan]Lusztig classique P .x, y
SGN Ž .Demonstration. Le cas de m est clair d'apres la Proposition 4.1 ii .Â Á
IND Ž .Pour le cas de m , d'apres la Proposition 4.1 i ,Á
Ž .l wINDP s y1 P .Ž .Ýt , s t w , s
wgWI
t wFs
1I Ž Ž .Or, w g W , t , s g W , et t w F s « t F s , et degre P F l s yÂI t w , s 2
1Ž . Ž . . Ž Ž . Ž . .l t y l w y 1 . Donc, ;w / 1, degre P - l s y l t y 1 et leÂ t w , s 2
coefficient de uŽ lŽs .y lŽt .y1.r2 dans le second membre de l'egalite ci-dessusÂ Â
Ž .est m t , s .
THEOREME 4.3. Soient s g S et s g W I, alors:Â Á
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Ž .i Si W est fini,I
¡ SGN SGN SGN Ic q m u , s c , si ss)s et ss g W ,Ž .Ýss s
IugW , u-sSGN ~ Ic ? c s u)su ou sufWs s
1r2 y1r2 SGN¢y u q u c , sinon.Ž . s
Ž .ii Sans hypothese sur W ,Á I
¡ IND IND IND Ic q m u , s c , si ss ) s et ss g W ,Ž .Ýss u
IugW
su-u-s
1r2 y1r2 INDIND ~y u q u c , si ss - s ,c ? c s Ž . ss s
IND IND Im u , s c , si ss f W .Ž .Ý u
IugW¢
su-u-s
Demonstration. Le cas ss ) s avec ss g W I est connu de facËonÂ
Ž .generale, ainsi que le cas ss - s et x s IND cf. la Proposition 3.5 .Â Â
Ž .i Si x s SGN et si W est fini:I
Ž . I SGNa Si ss f W : Dans la Proposition 4.1, on a vu que c ss
Cc I ? mSGN, en notants w 10
y1
I IŽ .l w lŽw .r2 ylŽw .0 0C [ y1 u u .Ž . Ýž /
wgWI
Donc C est une constante independante de s . Puisque ss f W I, ss sÂ
s ss, avec ss g I. Or, dans W , on a ssw I - w I , d'ou ss w I - s w I. Donc,ÁI 0 0 0 0
c ? cSGN s Cc c I ? mSGNs s s s w 10
et, en utilisant la formule classique de multiplication des c dans H,w
c ? cSGN s C y u1r2 q uy1r2 c I ? mSGN s y u1r2 q uy1r2 cSGNŽ . Ž .Ž .s s s w 1 s0
Remarque. On avait deja vu la formule dans le cas s s 1 puisqueÂ Á
x x Ž .c s m cf. le Lemme 3.7 .1 1
Ž .b Si ss - s : On peut terminer dans le cas x s SGN le calcul
fait dans la Proposition 3.5 puisque l'on connaõt maintenant la formuleÃ
I Ž u .pour le cas su f W et x s s y1, ce qui donne le resultat attendu.Â
Ž . Iii Si x s IND et ss f W : Tout d'abord, montrons le Lemme 4.4
LEMME 4.4.
;w g W , si w f W I , c ? cIND s 0.w 1
Ž .Demonstration. On fait la demonstration par recurrence sur l w :Â Â Â
c ? cIND s 0 ;s g I, d'apres le Lemme 3.7. Soit w g W tel que w f W I etÁs 1
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Ž . X X Žque l w ) 1, il existe s g I tel que w s w s et que w - w ecrire parÂ
I .exemple w sous la forme canonique w s s s ??? s dans W W . En1 k I
utilisant les formules classiques dans H, on peut ecrireÂ
c X c s c X q m y , wX c ,Ž .Ýw s w s y
ygW
ys-y
d'ouÁ
c X c ? cIND s c ? cIND q m y , wX c ? cIND.Ž .Ýw s 1 w 1 y 1
ygW
ys-y
I Ž X.Comme s g I, y g W et ys - y « y f W ; si de plus m y, w / 0,
X Ž . Ž .y F w et donc l y - l w . Donc, par hypothese de recurrence, tousÁ Â
les termes sous le signe Ý dans l'egalite precedente, sont nuls. C'estÂ Â Â Â
aussi le cas du membre de gauche comme on l'a rappele plus haut. Donc,Â
INDc ? c s 0.w 1
Ž .On peut alors terminer la Demonstration du Theoreme 4.3 ii . D'apresÂ Â Á Á
Ž . IND INDla Proposition 4.1 i , c s c ? c , d'ouÁs s 1
c ? cIND s c c ? cIND.s s s s 1
Donc, si s g S, s g W I, et ss f W I, d'ou s - ss , on a d'apres lesÁ Á
formules classiques dans H,
c ? cIND s c ? cIND q m y , s c ? cINDŽ .Ýs s ss 1 y 1
ygW
y)sy
soit, en utilisant le Lemme 4.4,
c ? cIND s m u , s c ? cIND.Ž .Ýs s u 1
IugW
u)su
C'est a dire,Á
c ? cIND s mIND u , s cIND.Ž .Ýs s u
IugW
u)su
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THEOREME 4.5. Soit s g W I:Â Á
Ž . Ii On suppose W fini et w designe son plus grand element,Â ÂÂI 0
y1
IX XIND lŽw .r2 lŽw . IND0 Ic s u u c ? m ,Ýs s w 10ž /
wgWI
cX ? XcINDs s
¡X IND SGN X IND Ic q m u , s c si ss ) s et ss g W ,Ž .Ýss u
IugW , u-s~ Is u)su ou sufW
X1r2 y1r2 IND¢ u q u c sinon.Ž . s
Ž .ii Sans hypothese sur W ,Á I
XcSGN s cX ? mSGN,s s 1
¡X SGN IND X SGN Ic q m u , s c , si ss ) s et ss g W ,Ž .Ýss u
IugW
su-u-s
XXX 1r2 y1r2 SGNSGN ~ u q u c , si ss - s ,c ? c s Ž . ss s
XIND SGN Im u , s c , si ss f W ,Ž .Ý u
IugW¢
su-u-s
et si w f W I,
cX ? XcSGN s 0.w 1
Demonstration. Il suffit d'appliquer j aux formules de la PropositionÂ
4.1, le Theoreme 4.3, et le Lemme 4.4 en se souvenant queÂ Á
j Ž . j jl s XŽ .l sx x xx x y1 xj m s m , j m s yu m , et j c s y1 cŽ . Ž .Ž . Ž . Ž .1 1 s s s s
Žet le fait que j echange les caracteres IND et SGN. Remarquer queÂ Á
x Ž . Ž . Ž . .m u , s / 0 entraõne que l u q l s y 1 est pair .Ã
Â5. INTERPRETATION DES IDEMPOTENTS DE HI
Â ÁASSOCIES AUX CARACTERES SGN ET
IND QUAND W EST FINII
On note w I l'element de plus grande longueur de W .Â Â0 I
LEMME 5.1. A un scalaire pres, l'idempotent primitif central de H associeÁ ÂI
Ž . X Ž .I Iau caractere IND resp. au caractere SGN est c resp. c .Á Á w w0 0
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Demonstration. On peut munir l'algebre de Hecke H de la formeÂ Á I
Ž .bilineaire symetrique non degeneree associative , , en posant queÂ Â Â Â Â Â
Ž .;e, f g H , e, f est le coefficient de 1 dans le developpement de ef dansÂI
Ž yl Ž y . .y1la base standard. Pour cette forme, ; x, y g W , T , u T s d .I x y x, y
Donc, l'idempotent primitif central de H associe au caractere x est, a unÂ Á ÁI
scalaire multiplicatif pres,Á
x uyl Žw .T y1 T .Ž .Ý w w
wgWI
Ž .En particulier, pour x s IND resp. x s SGN , il s'agit de
Ž .yl wT resp. yu T .Ž .Ý Ýw wž /
wgW wgWI I
Or,
I I I Ž .Ž . yl wX l wylŽw .r2 lŽw .r2 00 0I Ic s u T et c s u y1 yu TŽ . Ž .Ý Ýw w w w0 0
wgW wgWI I
ŽI I Icar ;w g W , P s P s 1 cf. la Demonstration de la Proposi-ÂI w , w w , w0 0 0
Ž ..tion 4.1 ii .
Ž .PROPOSITION 5.2. i L'idempotent de H associe au caractere IND estÂ ÁI
c IXw 0INDe s .X
IIND cŽ .w 0
Ž . IND INDii Si on realise M comme le sous-module He de H,Â
;s g W I , XcIND s c IX ? eIND.s s w 0
Demonstration. On a vu dans Definition 1.1 que m x s T m ¤ ou R¤Â Â Á1 1 x x
est l'espace de la representation x ; m x est donc defini a un scalaire pres.Â Â Á Á1
Le H-module M x s IndH x s H ? m x peut se voir comme le sous-moduleH 1I
H ? e x de H, ou e x est l'idempotent de H associe au caractere x . CetÁ Â ÁI
idempotent etant a un scalaire multiplicatif pres c IX dans le cas x s IND,Â Á Á w 0
et mIND etant lui meme defini a un scalaire multiplicatif pres, on peutÂ Ã Â Á Á1
IND X Ž .Ichoisir m s c . Alors, le Theoreme 4.5 i se litÂ Á1 w 0
c IXwX X 0I IND
I;s g W , c s c ? .Xs s w 0
IIND cŽ .w 0
En particulier, en prenant s s 1, on trouve
2X X X
I I Ic s IND c c ,Ž . Ž .w w w0 0 0
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IND X Ž Ž X ..I Ice qui montre que e s c r IND c est bien l'idempotent de Hw w I0 0
Ž . X IND X Iassocie au caractere IND, et le Theoreme 4.5 i se lit alors c s c ?Â Á Â Á s s w 0INDe .
Ž .Remarque 1. La formule de la Proposition 5.2 ii s'interpretera enÁ
w xtermes de faisceaux pervers dans 4 .
Ž .Remarque 2. La formule de la Proposition 5.2 ii permet de retrouver
Ž .les formules de multiplication de le Theoreme 4.5 i a partir des formulesÂ Á Á
classiques. Par exemple, si s g S, s g W I sont tels que ss - s ou
I I I Ž .ss f W , ce qui est equivalent a dire ss w - s w ordre scinde ,Â Á Â0 0
cX ?X cIND s cX c IX ? eIND s u1r2 q uy1r2 c IX ? eINDŽ .s s s s w s w0 0
s u1r2 q uy1r2 XcIND.Ž . s
Ž .PROPOSITION 5.3. i L'idempotent de H associe a SGN estÂ ÁI
c Iw 0SGN INDe s s j e .Ž .
ISGN cŽ .w 0
Ž .ii A¤ec le choix fait dans la Proposition 5.2,
Ž I .l wI SGN SGN0
I;s g W , c s y1 c ? e .Ž .s s w 0
Ž IND . SGN SGNDemonstration. Tout d'abord, j m s m , d'ou m sÂ Á1 1 1
Ž . lŽw 0I . Ž .Iy1 c . Alors, la Proposition 4.1 ii se litw 0
c II wŽ . 0l wI SGN 0
I;s g W , c s y1 c ?Ž .s s w 0
ISGN cŽ .w 0
ce qui montre que l'idempotent associe a SGN est bien eSGN sÂ Á
Ž Ž .. Ž .I Ic r SGN c , ce qui permet d'ecrire la Proposition 4.1 ii sous la formeÂw w0 0
Ž I .l wSGN SGN0
Ic s y1 c ? e .Ž .s s w 0
Á6. CAS OU W EST FINI: MATRICE INVERSE DE LA
w x x xMATRICE P , BASES DUALES dt , s s
Ž I .Dans tout ce paragraphe, W est suppose fini. On note w resp. w ,Â 0 0
Ž .l'element de plus grande longueur de W resp. W .Â Â I
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w x x IPROPOSITION 6.1. La matrice in¤erse de la matrice P est lat , s t , s g W
wŽ . lŽt .q lŽs . j x xI I Imatrice y1 P .w s w , w t w t , s g W0 0 0 0
w Ž .x IDemonstration. On suit la demonstration de 15, 3.1 . Soient t , s g WÂ Â
tels que t F s . Il faut montrer que
Ž . Ž . jl t ql u xx x x
I Isi M [ y1 P P , alors M s d .Ž .Ýt , s t , u w s w , w u w t , s t , s0 0 0 0
IugW
w xug t , s
Ž . Ž .On fait la demonstration par recurrence sur l s y l t . Il est clair queÂ Â
M x s 1. On suppose que M x s 0 pour tout u, ¤ g W I tels que u - ¤ ett , t u, ¤
Ž . Ž . Ž . Ž .que l ¤ y l u - l s y l t . En reportant le resultat de la PropositionÂ
Ž .2.4 dans la Proposition 3.1 iii , on voit que
jŽ . Ž .l t ql n xx lŽs .y lŽn . xP s y1 u R P .Ž .Ýt , s t , n n , s
IngW
w xng t , s
En reportant cette formule dans l'expression de M x , on obtientt , s
Ž . Ž .l t ql uxM s y1Ž .Ýt , s
IugW
w xug t , s
Ž . Ž . Ž . Ž .l t ql n ql s ql m lŽu .y lŽn .q lŽ m .y lŽu .= y1 uŽ .Ý
Im , ngW
tFnFuFmFs
j jx xx x I II I= R P R P ,w mw , w u wt , n n , u w s w , w mw 0 0 0 00 0 0 0
c'est a direÁ
jŽ . Ž .l m ql s xx lŽ m .y lŽn . x x
I IM s y1 u M R R .Ž .Ýt , s n , m t , n w s w , w mw0 0 0 0
Im , ngW
tFnFmFs
Mais, par hypothese de recurrence, tous les M x sont nuls sauf pourÁ Â n , m
n s m ou pour n s t et m s s , d'ouÁ
jŽ . Ž . Ž . Ž .l s yl t l s ql n xx x x
I IM s u M q y1 R R .Ž . Ž .Ýt , s t , s t , n w s w , w n w0 0 0 0
IngW
w xng t , s
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Par la Proposition 2.6, R I Ix s R x , et par la Proposition 2.4,w s w , w n w n , s0 0 0 0
Ž . Ž . jl s ql n x xy1 R R s 0.Ž .Ý t , n n , s
IngW
w xng t , s
Donc,
Ž . Ž .l s yl tx xM s u M .Ž .t , s t , s
w x xCe qui entraõne, comme dans 15 , la nullite de M , compte tenu du faitÃ Â t , s
1x Ž Ž . Ž . .que P est un polynome de degre inferieur ou egal a l s y l t y 1 .Ã Â Â Â Át , s 2
w xSuivant 16, debut du Chap. 5 , on pose la definition suivante:Â Â
DEFINITION 6.2. Pour tout s g W I, on poseÂ
j xx ylŽs .r2 x
I Id [ u P m .Ýs w t w , w s w t0 0 0 0
ItgW
tGs
Ž x . xIDonc, d constitue une nouvelle base de M .s s g W
LEMME 6.3. Pour tout s g W I,
I Xx Ž lŽw .y lŽw ..r2 I x0 0 Id s u x w T ? c .Ž .s 0 w w s w0 0 0
X Xx xŽ .Demonstration. D'apres 3.3 et puisque c sc ,Â Á s s
jIX xx lŽw s w .r2 x0 0I I I IT ? c s u P T ? mÝw w s w w t w , w s w w w t w0 0 0 0 0 0 0 0 0 0
ItgW
tGs
x y1 x Ž .I I y1or, m s T ? m par definition de i cf. la Definition 1.3 , d'ouÂ Â Áw t w w t w 10 0 0 0
x x x I xŽ .I I IT ? m s T ? m s T ? m s x w m . Donc,w w t w w w t w 1 t w 1 0 t0 0 0 0 0 0 0
jIX xx Ž lŽw .y lŽw ..r2 I ylŽs .r2 x0 0I I IT ? c s u x w u P m ,Ž . Ýw w s w 0 w t w , w s w t0 0 0 0 0 0 0
ItgW
tGs
d'ou le resultat annonce.Á Â Â
Remarque.
d IND s d ? mIND ,s s 1
w Ž .x Ž .ou d est l'element defini dans 16, 5.1.6 base duale de H .Á Â Â Âx
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Definition d'une DualiteÂ Â
Reprenant la construction du H-module a gauche M x s H m R¤Á H xI
dans la Definition 1.1, on peut definir de facËon symetrique un H-module aÂ Â Â Á
droite 0M x s R¤ m H dont la base sera indexee par IW, ensemble desÂ Âx HI
Ž I y1 I .elements de W qui sont I-reduits a gauche, si s g W , s g W . OnÂ Â Â Á
0 x Ž 0 x 0 x . 0 xy1 y1 y1convient de noter m resp. c , d , les analogues dans M dess s s
x Ž x x . xelements m resp. c , d de M . En particulier, on obtient les memesÂ Â Ãs s s s
polynomes P x s0P y1 y1x .Ã t , s t , s
Ž . 0 x xOn definit une forme bilineaire , sur M = M en posant, pourÂ Â
tout t , s g W I,
uyl Žt . 0m y1x , m x [ d .Ž .t s t , s
Ž x . x Ž 0 . 0 xI y1 y1 IPROPOSITION 6.4. Les bases c de M et d de Ms s g W s s g W
Ž .sont duales pour la forme bilineaire , .Â
ŽŽ . lŽt .q lŽs . x . IDemonstration. En notant P la matrice y1 P ,Â t , s t , s g W
uyl Žs .r2c x s P ? uyl Žt .m x etI IŽ . Ž .s tsgW tgW
ulŽs .r2 0d y1x s tPy1 ? 0m y1x .I Iy1 y1Ž . Ž .s ts g W t g W
w xRemarque. Dans le cas I s B, on retrouve la Propriete 5.1.10 de 16 .Â Â
Ã x xAPPENDICE: EXEMPLES DE POLYNOMES R ET Pt , s t , s
POUR LES TYPES A ET B3 3
Les calculs sont faits a la main, par la methode des arbres pour les R xÁ Â t , s
Ž .cf. l'Exemple en fin de la Section 2 , puis de proche en proche en utilisant
Ž . xla formule de la Proposition 3.1 iii , pour les P .t , s
Remarque. Dans l'Appendice, la variable u sera notee q.Â
Cas d'un Groupe de Coxeter de Type A3
Ž .  4Soit W, S un groupe de Coxeter de type A . On note S s s, t, u , ouÁ3
le diagramme de Dynkin comporte une arete entre t et u, et une areteÃ Ã
 4entre s et t. On choisit de prendre I s s, u :
s} t }u.Ž .
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W I est de la forme
Ž . Ž .Si x s s q et x u s y1, nous avons les resultats de les Tables I et II.
Cas d'un Groupe de Coxeter de Type B3
Ž .  4Soit W, S un groupe de Coxeter de type B . On note S s s, t, u , ou tÁ3
et u sont lies par un lien double, et ou s et t sont lies par un lien simple.Â Á Â
 4Cas ou I s t, uÁ
Ž .s }t u .
I  4Alors W est totalement ordonne et se compose de 1; s; ts; uts; tuts; stuts .Â
Ž . Ž . Ž .i Si x t s y1 et x u s q, nous avons les resultats dans les
Tables III et IV.
Ž . Ž . Ž .ii Si x t s q et x u s y1, nous avons les resultats dans les
Tables V et VI.
Remarque. On notera que, ici, les coefficients de P x ne sont plust , s
positifs pour les deux caracteres x differents de IND et SGN.Á Â
TABLE I
xR 1 t st ut sut tsutt , s
Ž . Ž .1 1 q y 1 1 y q q q y 1 q 1 y q 0
2Ž . Ž .t 0 1 q y 1 q y 1 q y 1 q 1 y q
st 0 0 1 0 q y 1 1 y q
Ž .ut 0 0 0 1 q y 1 q q y 1
sut 0 0 0 0 1 q y 1
tsut 0 0 0 0 0 1
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TABLE II
xP 1 t st ut sut tsutt , s
1 1 1 0 1 0 0
t 0 1 1 1 1 0
st 0 0 1 0 1 0
ut 0 0 0 1 1 1
sut 0 0 0 0 1 1
tsut 0 0 0 0 0 1
TABLE III
xR 1 s ts uts tuts stutst , s
2 4 3Ž . Ž . Ž .1 1 q y 1 q q y 1 q 1 y q q 1 y q yq q 2 q y q
2Ž .s 0 1 q y 1 1 y q q y 1 q 1 y q
Ž .ts 0 0 1 q y 1 1 y q q 1 y q
Ž .uts 0 0 0 1 q y 1 q q y 1
tuts 0 0 0 0 1 q y 1
stuts 0 0 0 0 0 1
TABLE IV
xP 1 s ts uts tuts stutst , s
1 1 1 1 0 yq yq
s 0 1 1 0 0 yq
ts 0 0 1 1 0 yq
uts 0 0 0 1 1 1
tuts 0 0 0 0 1 1
stuts 0 0 0 0 0 1
TABLE V
xR 1 s ts uts tuts stutst , s
4 2Ž . Ž .1 1 q y 1 1 y q q 1 y q q q y 1 q y 2 q q q
2Ž . Ž . Ž .s 0 1 q y 1 q q y 1 q q y 1 q q y 1
Ž . Ž .ts 0 0 1 q y 1 q q y 1 q 1 y q
uts 0 0 0 1 q y 1 1 y q
tuts 0 0 0 0 1 q y 1
stuts 0 0 0 0 0 1
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TABLE VI
xP 1 s ts uts tuts stutst , s
1 1 1 0 yq 0 q
s 0 1 1 1 1 q
ts 0 0 1 1 1 0
uts 0 0 0 1 1 0
tuts 0 0 0 0 1 1
stuts 0 0 0 0 0 1
 4Cas ou I s s, uÁ
Ž .s }t u .
Alors, W I est de la forme
avec tsut s tust, tstut s stsut s stust, et ustust s sutsut.
On donne dans les Tables VII]IX les valeurs de R x et P x pour let , s t , s
Ž . Ž .caractere x defini par x s s y1 et x u s q.Á Â
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TABLE VII
xR 1 t st ut sut tut stut tustt , s
2 2 21 1 q y 1 q y q 1 y q q y q q y 1 q y q 0
2 2Ž . Ž . Ž .t 0 1 q y 1 q y 1 q y 1 1 y q y q y 1 q 1 y q
Ž .st 0 0 1 0 q y 1 0 1 y q q q y 1
2 2Ž . Ž .ut 0 0 0 1 q y 1 q y 1 q y 1 q y 1
sut 0 0 0 0 1 0 q y 1 q y 1
tut 0 0 0 0 0 1 q y 1 q y 1
stut 0 0 0 0 0 0 1 0
tust 0 0 0 0 0 0 0 1
TABLE VIII
xR tstut utust sutsut tustsutt , s
4Ž .1 0 0 0 q q y 1
3Ž . Ž .t q q y 1 0 q q y 1 0
2Ž . Ž .st q 1 y q q q y 1 0 0
2Ž .ŽŽ . . Ž . Ž .ut q y 1 q y 1 q q q 1 y q q q y 1 0
2Ž . Ž . Ž .sut q y 1 q q y 1 q 1 y q 0
2 2Ž . Ž . Ž .tut q y 1 1 y q y q y 1 q q y 1
stut q y 1 0 1 y q q y 1
2Ž . Ž .tust q y 1 q y 1 q y 1 q 1 y q
tstut 1 0 q y 1 1 y q
Ž .utust 0 1 q y 1 q q y 1
sutsut 0 0 1 q y 1
tustsut 0 0 0 1
TABLE IX
xP 1 t st ut sut tut stut tust tstut utust sutsut tustsutt , s
21 1 1 1 0 0 0 0 0 0 0 0 q
2t 0 1 1 1 1 0 0 0 0 0 q q
2st 0 0 1 0 1 0 0 1 0 1 q q
ut 0 0 0 1 1 1 1 1 1 0 q 0
sut 0 0 0 0 1 0 1 1 1 1 q 0
tut 0 0 0 0 0 1 1 1 1 0 0 0
stut 0 0 0 0 0 0 1 0 1 0 0 0
tust 0 0 0 0 0 0 0 1 1 1 1 0
tstut 0 0 0 0 0 0 0 0 1 0 1 0
utust 0 0 0 0 0 0 0 0 0 1 1 1
sutsut 0 0 0 0 0 0 0 0 0 0 1 1
tustsut 0 0 0 0 0 0 0 0 0 0 0 1
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