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G protein-coupled receptors (GPCRs) belong to diverse families of 
proteins that can be defined at multiple levels. Computational mod-
eling of GPCR families from the sequences has been performed sep-
arately at each level of family, sub-family, and sub-subfamily. 
However, relationships between classes are ignored in these ap-
proaches as they process the information in the sequences with a 
group of disconnected models.  
In this work, we propose a deep learning network to simul-
taneously learn representations in the GPCR hierarchy with a unified 
model and a loss term to express hierarchical relations in terms of 
distances in a single embedding space. The model introduces a 
method to learn and construct shared representations across hier-
archies of the protein family. In extensive experiments, we showed 
 
 ii 
that hierarchical relations between sequences are successfully cap-
tured in our model in both of technical and biological aspect. First, we 
showed that phylogenetic information in the sequences can be in-
ferred from the vectors by constructing phylogenetic tree using hi-
erarchical clustering algorithm and by quantitatively analyzing the 
quality of clustering results compared to the real label information. 
Second, inspection on embedding vectors is demonstrated to be a 
effective first step toward an analysis of GPCR proteins by showing 
that biologically significant sequence features can be revealed from 
multiple sequence alignments on clustering results on embedding 
vectors. Our work showed that simultaneous modeling of protein 
families with multiple hierarchies is possible. 
 
Keywords : G protein-coupled receptors, hierarchical structure, 
embedding space, representation learning, deep learning 
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G protein-coupled receptor (GPCR) is the largest trans-
membrane protein family[1, 2] and one of the most extensively in-
vestigated drug targets[3, 4, 5]. GPCR is of a hierarchical class 
structure, represented by family, subfamily and sub-subfamily level 
classes. This structure was constructed following the phylogeny of 
the proteins[2, 6]. Analyzing the characteristics from the sequences 
regarding this structure lies at the heart of GPCR studies[1, 7, 8, 9]. 
Thus, approaches based on machine learning techniques, such as hi-
erarchical classification and clustering, on the class structure have 
been widely explored[10, 11, 12]. These methods have been suc-
cessful in modeling GPCR fairly accurately. However, we are yet to 
know how to model family, subfamily and sub-subfamily simultane-
ously, thus existing methods had to model GPCR at each of family 
hierarchies separately. For example, a top-down approach for hier-
archical classification presented in 2007 trained multiple classifiers 
and selected the most suitable classifiers at each hierarchical 
level[10]. Likewise, PCA-GPCR arranged distinct classifiers dedi-




Aforementioned approaches inevitably employed series of 
separate steps to deal with the features in the class structure, since 
the representations used in the methods cannot reveal distinctive and 
unified features across the class hierarchies. These methods used 
representations derived from the low level features such as k-mer 
frequency vectors[13] or physiochemical properties of amino acid 
characters at each position[10, 11]. Although these features can be 
useful in describing the global properties such as hydrophobicity or 
electric charge, these vectors have limitations in capturing significant 
sequence patterns, or motifs, for representing the sequences. As a 
result, processing complex features throughout the hierarchy levels 
as a whole is nearly impossible with these representations. In the 
sense that GPCR class hierarchy was constructed using complex 
features including phylogenetic traits, ligand types and their functions, 
these approaches may not provide research opportunities to inspect 
which sequence features determine the relations between the GPCR 
proteins. Moreover, robust inspections on proteins, for example 
comparison between sequence clusters at different hierarchy levels, 
cannot be done with existing methods since comparing models at dif-
ferent hierarchies is not feasible. Since protein families are annotated 
hierarchically with the help of experiments to reflect the evolutionary 
history, inspections on relations between sequences and classes are 
really important in the protein family studies. In this regard, it is im-
portant to construct comprehensive representations of GPCR pro-






Recently, methods for constructing efficient representations 
of the biological sequences have been widely researched [14], as we 
cannot inspect the information in the sequences without the help of 
sophisticatedly designed representations. In particular, with the ad-
vance in deep learning techniques, neural networks have been ex-
tensively adopted, since neural networks are capable of extracting 
complex features in the data. Among them, convolutional neural net-
works (CNN) are widely used to discover motifs in the dataset[15, 
16]. Furthermore, representation learning approach to represent the 
motifs in the protein sequences was introduced[17] and there were 
studies to embed sequences into more significant vectors in the as-
pect of metric space. In these deep metric learning based sequence 
analyses, components of training phases are designed to make dis-
tances in embedding space more meaningful. For instances, siamese 
neural network for biological sequences was introduced, where 
alignment distances between sequences can be directly inferred from 
the embedding vectors of the given sequences[18]. However, up to 
our knowledge, deep learning based approaches for modeling hier-
archical relations in the sequences have not been widely investigated 
yet. 
 
In this work, we present a novel method to simultaneously 
learn and represent the comprehensive features across the hierar-
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chies. First, we propose a deep learning network to process hierar-
chical features in GPCR proteins at once. Our method adopted a loss 
function based on metric learning approaches to make distances in 
embedding space represent hierarchical relations. As a result, the 
embedding function was devised to incorporate significant features 
at all hierarchical levels into one vector where further machine 
learning analysis such as clustering and classification can also be 
performed and support the analysis of the protein family. In a series 
of experiments, we showed the efficacies of our approach in two as-
pects. In terms of hierarchy, phylogenetic trees of the sequences can 
be inferred from the distances in representations generated from our 
model. This suggests that distances in the embedding space was 
shown to be a strong indicator of the relations between the classes. 
Technically, inspection on the sequences can be designed in multi-
ple-scale using distances in the embedding space, from coarse-
grained to fine-grained resolution. Here, inspections at coarse-
grained level corresponds to family-level and fine-grained level re-
fers to sub-subfamily level investigations. These inspections can 
lead to investigation on sequences in biological aspect. We demon-
strated examples of these experiments by aligning sequences in the 
same clusters of the hierarchical clustering results. In such experi-
ments, we showed that biologically significant motifs in the GPCR 
proteins are well-represented in each clusters. In addition, we in-
vestigated how those motifs are generalized or narrowed along clus-
ters at different hierarchical levels. Moreover, in the experiments of 
GPCR classification, we showed that our method still achieved good 
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classification power compared to the state-of-the-art GPCR clas-





Figure 1 : Overview of the proposed method. (a) Our model process hierar-
chical structure in GPCR with a unified model without introducing additional 
models. (b) Previous approaches arranged multiple set of models at each 
hierarchical levels. (c) Illustration of the proposed method. Input sequence 
is converted into one-hot encoding vector before fed into neural network. 
Motif searching convolutional neural network at the first layer builds rep-
resentations from the presence of motifs. Embedding vectors are generated 
by dense layer connected from motif features. After that, MLP based three 
branches classifiers is connected to the embedding vector. (d) Schematic 
illustration of hierarchically embedded vectors. Representations of se-









2.1 Data Preparation 
2.1.1 Dataset 
The GPCR sequences were retrieved from BIAS-PROFS GPCR da-
taset provided by Davies et al[10]. In this dataset, sequence labels 
are annotated in a hierarchical manner, from family level to sub-
subfamily level. For convenience in training and testing, classes with 
fewer than 10 sequences were removed, resulting in 87 sub-sub-
families and 8222 sequences. Train and test dataset were prepared 
in a 10-fold cross validation manner. Training sequences were used 
for training the model and the experiment outcomes given in the re-
sults section are merely constructed from the test dataset. 
 
2.1.2 Data representation 
Inputs to our model are originally in form of amino acid character 
sequences. To enable computations on such inputs, one-hot encod-
ing scheme is widely adopted in Bioinformatics, where every amino 
acid position is represented as an one-hot vector [16, 19, 20]. En-
coding of amino acid character was conducted following the IUPAC 
protein codes. In addition, every sequence is padded with zeros to a 
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fixed length, as CNN requires input vectors of same size. 
 
2.2 Model architecture 
The overall figure for the architecture adopted in this work is illus-
trated in Figure 1. Detailed description of each layer in the architec-
ture is provided in this section. 
2.2.1 Feature extractor with CNN 
Architectures of the neural network were derived and modified from 
DeepFam[16]. In DeepFam, variable length convolutional filter was 
used with 1-max pooling, inspired from DeepBind[15]. Especially, 
from the experiments in DeepFam and DeepBind, this structure was 
proven to be successful in finding motifs of variable lengths. Since 
GPCR protein families are known for their highly conserved struc-
tural regions, our model exploits this architecture to effectively ex-
tract features from common motifs in the sequences. After that, out-
puts from the convolutional filters are flattened together and passed 
to the next layer.  
 
2.2.2 Embedding layer 
The next layer after the convolutional layer is embedding layer, fully 
connected to the previous layer with l2 normalization operator. This 
layer serves as an embedding function that generates a representa-
tive vector of the input sequence in a lower dimensional space. In the 
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sense that flattened layer from the feature extractor encodes pres-
ence of certain sequence patterns, vector representations of input 
sequences encode the information in biological motifs. 
 
2.2.3 Output layer 
Next, branches of Multilayer Perceptron (MLP) classifier is following 
the embedding layer. A technique of separating branches in a single 
neural network, with each branch dedicated to a domain-specific task, 
was proposed in Multi-Domain Network (MDNet)[21] to learn 
shared features across the multiple domains. In our architecture, 
three branches are used, each corresponding to family, subfamily and 
sub-subfamily level classification task. For each branch, MLP clas-
sifier with one hidden layer is used and ReLU function is used as an 
activation function of the hidden layer. Table 1 contains the value of 
hyperparameters used for the model architecture. 
 
Table 1 : Selected hyperparameter for model architecture 
hyperparameter values 
list of convolutional filter lengths [8, 12, 16, 20, 24, 28, 32, 36] 
list of number of filters for each length  [256, 256, 256, 256, 256, 256, 256, 256] 
number of nodes in embedding layer 15 





2.3 Loss function 
2.3.1 Softmax loss 
Cross-entropy loss with softmax function is one of the most fre-
quently referenced loss function in machine learning. In general, 
softmax function is used to generate probability distribution of can-
didate labels from the output layer of the network. Most cases, soft-
max function is combined with cross-entropy loss in supervised 
learning to enforce classifiers to output higher probability on desired 
labels. This is effective for classifiers in learning separable repre-
sentations between different classes. Likewise, we also employed 
this function as a part of the loss to empower neural network to learn 
separable features in input sequences based on class labels. 
 
2.3.2 Center loss 
Center loss has been proposed in Wen et al's work[22] to comple-
ment the softmax loss function. Although softmax loss is practical 
enough to separate features between classes, it lacks ability to learn 
compact representations of data within a single class. In other words, 
feature space built from softmax loss is not metrically well-con-
structed in that distances between feature vectors of the data do not 
impose any implications. To address more sound feature space with 
neural network, Wen et al proposed additional loss term to a softmax 




Center loss can be stated in following form: 
 








In exploiting the above loss function, mean vectors should be updated 
simultaneously with parameters being updated. In Wen et al's work, 
mean vectors are calculated based on the images in mini-batch based 
fashion[22] as considering vector representations of the whole da-
taset, generally comprising of 50K to 200M images for computer vi-
sion, is computationally exhaustive. However, number of sequences 
in the training data does not exceed 10K in general for the protein 
families. Therefore, we updated mean vector of each class based on 
feature vectors from the whole dataset. Furthermore, we configured 
a margin[23] for each hierarchy and use it as a class boundary of the 
class so that clear distinction is made between classes from different 
hierarchy. In conclusion, our center loss is in following form: 
 





, 𝑚) (2.2) 
 
where m denotes the margin value of the class. Due to the margin 
value, center loss will stop updating parameters toward the class 








2.3.3 Overall loss 
Combining cross-entropy loss 𝐿𝑆  from the classifiers and center 
loss for each hierarchy, overall loss function can be stated in follow-
ing equation. 
 






In the above equation, S denotes the set of hierarchy levels and loss 
function is stated as a weighted sum of losses from each hierarchy. 
To balance between center loss and softmax loss, 𝜆𝐶 was introduced 
as a weight of center loss[22]. 
Figure 2 : Illustration of loss terms. (a) Center loss updates weights in the 
neural network to make representations of data in a same class compactly 
clustered. (b) Softmax loss makes representations between different clas-




2.4 Training procedure 
As we are training a network with information from three hierarchical 
levels, smart way to combine information is required. For that pur-
pose, we compose training procedure with three different phases. 
These phases are structured with an idea borrowed from transfer 
learning[19].  
 
In transfer learning, given some tasks, system for solving this prob-
lem is trained starting from the knowledge pre-acquired from rele-
vant tasks. Likewise, we devised our network to focus on loss values 
from one level, from family-level to sub-subfamily level, in each 
phase. Phases of training are controlled by weight parameters. In 
selecting the weight for each phase, to avoid catastrophic forgetting, 
the phenomenon where previously acquired knowledge is abruptly 
diminished when neural network is facing a new loss function, we 
empirically searched the weight value on validation dataset. Resulting 






Table 2 : Selected hyperparameters for each training phase. Each phase is 
focusing on family, subfamily, sub-subfamily level each. About the notation 
in the table, 𝜆𝑐 denotes weight on center loss, m is for a class boundary for 
each level and 𝜔𝐶  and 𝜔𝑆 specifies weight for the loss terms from each 
level in center loss terms and softmax loss respectively. 
variable phase 1 phase 2 phase 3 
λC  
(center loss weight) 
0.01 







Family 0.8 0.1 0.05 
Subfamily 0.15 0.8 0.1 
Sub-subfamily 0.05 0.1 0.85 
ω𝑆 
Family 0.8 0.2 0.1 
Subfamily 0.15 0.7 0.15 
Sub-subfamily 0.05 0.1 0.75 
 
 
2.5 Evaluation metric 
To assess the effectiveness of the method, we performed several 
quantitative evaluations on results from our embedding vectors. In 
this subsection, explanations on evaluation metrics used in result 
section is explained. 
2.5.1 Silhouette score 
Silhouette score measures the average value of the silhouette coef-
ficients calculated from each data. Silhouette coefficient is generally 
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adopted to assess the relative quality of the clusters by evaluating 
the tightness and separability of data points given clustering la-
bels[24]. For a given sample, this metric compares two distances, 
distances to data points that lies within a same cluster and distances 
to data points of nearest cluster. Silhouette coefficient for a data point 
𝑖 is stated as follows: 
 





In the above equation, 𝑎(𝑖) denotes the mean distance between the 
given sample and other samples of the same cluster and 𝑏(𝑖) is the 
mean distance between the sample and the data points in the nearest 
cluster. Silhouette score can be calculated by taking an average on 
above silhouette coefficients, resulting in values range between −1 
and 1. If intracluster data points are closely placed compared to data 
points of other clusters, silhouette score will be positive and close to 
one, indicating that the data points well match the cluster information. 
Otherwise, silhouette score of negative value implies the poor cor-
respondence between data points and cluster results. 
 
2.5.2 Adjusted mutual information score 
Adjusted mutual information (AMI) score is used to evaluate the 
quality of clustering results compared to the ground truth class labels. 
This score utilizes information theoretic perspectives to compare the 
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results from clustering algorithms. AMI score is defined as follows 
for given two set of clusters, U and V. 
 
 𝐴𝑀𝐼(𝑈, 𝑉) =  
𝐼(𝑈, 𝑉) − 𝐸{𝐼(𝑈, 𝑉)}
𝑚𝑎𝑥{𝐻(𝑈), 𝐻(𝑉)} − 𝐸{𝐼(𝑈, 𝑉)}
 (2.5) 
 
In the above equation, 𝐼(𝑈, 𝑉) is the mutual information between two 
results and 𝐻() is the information entropy measured for each cluster 
result. In AMI score, additional term 𝐸{𝐼(𝑈, 𝑉)} is introduced to com-
pensate for agreements between two clusters arouse by chance. This 
index calculates the proportion of information shared between two 
clustering results. 
 
For assessing evaluation metrics introduced in this section, we used 









In this section, experiment results from testing embedding vectors 
are presented. We first evaluated the quality of embedding vectors in 
terms of hierarchical structure. Further, we interpreted the results in 
technical and biological aspects.  
 
3.1 Evaluation on hierarchical structure 
Our method produces one embedding space for GPCR families at 
family, subfamily, and sub-subfamily. Thus, our goal in this experi-
ment was to test how good the embedding space was in terms of 
three criteria: 
(1) Preservation of distances between sequences at multiple levels 
(2) Phylogenetic tree reconstruction based on distances in the embed-
ding space 
(3) Quantitative evaluation on clustering results 
3.1.1 Preservation of distances  
We first transformed GPCR sequences into embedding vectors and 
performed further analyses. Distance matrix was generated using 
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pairwise euclidean distances of the sequences. On the distance ma-
trix, clustering analyses, such as hierarchical clustering algorithm, 
Unweighted pair group method with arithmetic mean (UPGMA)[26], 
were performed on the column vectors. Then, columns were ordered 
based on the clustering results whereas rows were sorted according 
to family, subfamily, sub-subfamily class labels. Visualization of dis-
tance matrix is given in Figure 3. Three-line color bands on the col-
umns and rows were drawn on the figure to show the relevance be-





Figure 3 : Distance matrix and hierarchical clustering results overlaid on col-
umns. Colors in the matrix indicate the pairwise distance between the se-
quences. Color bands on the left side of the matrix and the upper side of the 
matrix represent the class information of corresponding sequence of that 
row or column. 
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Hierarchical relations between sequences are apparent in the dis-
tance matrix illustrated in Figure 3. Overall pairwise distances be-
tween the sequences represented in different colors as a heat map 
and the heat map distance matrix shows that there clearly exist three 
distinctive distance relations among GPCR sequences, the brightest 
one (0.875 ~ 1.25), the middle-range one (0.375 ~ 0.875) and the 
darkest one (0.0 ~ 0.375). These distinctions in color level make 
separation between data points more clearly visible. Comparing 
boundary regions with true label information represented with color 
bands on columns and rows, color distinctions in distance matrix cor-
rectly correspond to the label information of sequences. Moreover, 
hierarchical relations between sequences are successfully demon-
strated in terms of euclidean distance as three color levels well rep-
resent the family, subfamily and sub-subfamily label relation be-
tween sequences. 
 
3.1.2 Phylogenetic tree reconstruction 
Based on the distances in the embedding vectors, a phylogenetic tree 
was constructed using the neighbor-joining clustering method [27]. 
In the phylogenetic tree, every family-level label is represented by 
a distinct color. A branch in the tree was assigned a color corre-
sponding to the family when more than 70% of the leaves of the 
branch belong to a specific family. In addition, as we have done in 
generating the distance matrix, additional figure of overlaying three-
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layer color rings with colors corresponds to each layer in the hier-
archy. The colored phylogenetic tree is shown in Figure 4. In the 
phylogenetic trees, sequences belonging to the same family labels 
are clustered in close positions. In the second and the third rings that 
represent subfamily and sub-subfamily respectively, sequences be-
longing to subfamily and sub-subfamily were also positioned in close 
locations in the tree. In summary, we created a single embedding 
space and we showed that a phylogenetic tree based on the single 
embedding space grouped GPCR sequences closely at family, sub-
family and sub-subfamily levels. 
 
3.1.3 Quantitative evaluation on clustering results 
To evaluate how good and effective the embedding space is, we com-
pared our embedding space with the vector space that is generated 
by competing methods such as : 
(1) Model with same architecture with ours but without center loss 
(2) Model with same loss function and feature extractor with ours but 
without multiple branches output layer 
(3) DeepFam 
(4) Simple MLP classifier 
(5) K-mer frequency vector (3-mer, 4-mer) 
For models that do not employ multiple branches in the architecture, 
we trained the model based on supervisions from subfamily labels. 
Since it is not possible to compare feature spaces from different 
methods directly, we performed quantitative evaluation of clustering 
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analysis based on distances in the feature space. The evaluation was 




Figure 4 : Phylogenetic tree drawn from the embedding vectors. Branches 
that reached consensus on family-level classes, with more than 70% of 
leaves assigned to a majority class, are colored with a family-specific color. 
Colors of the rigns aroung the phylogenetic tree indicate the label infor-
mation of each leaf. 
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We first performed a comparison on silhouette score to measures the 
consistency of clusters by comparing intracluster and intercluster 
distances. Detailed description of silhouette score is given in the 
method section. We first calculated the silhouette score of embedding 
vector where real class labels have been used for assessing the score. 
As three label information is presented for each sequence, score was 
evaluated for family, subfamily and sub-subfamily labels using eu-
clidean distances. Under our scheme, silhouette scores will represent 
the consistency of distances between embedding vectors to the real 
class labels. From here, correspondence between representations 
given in the embedding vectors and the hierarchical class labels can 
be inferred. 
 
Figure 5 contains the calculated silhouette score coming from each 
sequence analysis techniques. In the Figure, only our model and our 
model w/o center loss are the model equipped with multiple branches 
and use all three labels information during training. The distinctive 
result from these models is that they show non-negative silhouette 
scores in the three class levels, whereas vectors from other models 
present non-negative values in one level and negative or near-zero 
scores in other two class levels. Vectors from AutoEncoder, which 
does not use any of the class information in training, show negative 
scores in all levels. This result shows that label information can be a 
powerful supervisor in training a model. Competitive silhouette 
scores in all three levels show that the neural network architecture 
adopted in our model successfully incorporated the information from 
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three labels. For the two methods that use multiple branch networks, 
although the model without center loss shows best score in sub-
subfamily level, our model shows comparable performance to the 
best score. On the other hand, for the family and subfamily level, our 
model shows significantly better score. This result indicates that 
center loss in our model effectively supports neural network to learn 
compact representations of the sequences. In conclusion, these re-
sults demonstrate that components in our model succeed in gener-
ating vectors adequate for representing hierarchical class information. 
 
Figure 5 : Evaluated scores of embedding vectors. (a) Silhouette score cal-
culated for vectors from each method. Scores evaluated for class labels from 
each hierarchical level is illustrated. (b) Adjusted mutual information(AMI) 
score evaluated for each level versus k clusters yielded from agglomerative 





Correspondence between the hierarchical clustering results and the 
real GPCR family labels was estimated using adjusted mutual infor-
mation (AMI) score. Detailed description on the index is given in the 
method part. In estimating the mutual information score, we regard 
real label information as ground-truth label information to measure 
the quality of clustering results coming from the embedding vectors. 
We performed agglomerative clustering, a hierarchical clustering al-
gorithm where pair of clusters with closest distances are merged to-
gether, on embedding vector based on average linkage of euclidean 
distances. In agglomerative clustering, merge between two groups of 
data points takes place until the number of clusters in the dataset 
reaches the target number of clusters. AMI score was calculated with 
target number of clusters incrementally changing. AMI scores were 
measured for each class level and overall fluctuations following the 
number of clusters are illustrated in Figure 5. 
 
In Figure 5, AMI score shows the maximum value when the number 
of resulting clusters from the algorithm gets closer to the real number 
of labels in that class level, 5 for family, 38 for subfamily and 87 for 
sub-subfamily level. This indicates that hierarchical clustering re-
sults comply with the real hierarchical label structure in the data. 
Similar to the results from silhouette scores, there are some algo-
rithms that shows comparable scores in sub-subfamily level clus-
tering evaluation. However, our model shows notably higher score in 
family and subfamily levels. In fact, our model is the only one with 
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maximum AMI score higher than 0.7 for all class levels. This again 
supports that our model succeed in incorporating information from all 
three class levels into an unified embedding vector. In addition, com-
parison between results from our model and our model without center 
loss demonstrates that center loss in our approach makes our em-
bedding more compactly represented. 
 
3.2 Sequence analysis with embedding vectors 
3.2.1 Technical analysis 
In Bioinformatics, the characteristics of the target sequences are of-
ten induced from other sequences with high similarity, since exper-
imental identification of every individual sequence is infeasible. In 
this manner, we demonstrated how distances in embedding space can 
be utilized in selecting the reference proteins. Given the query se-
quence, we can infer the characteristics of the sequence by selecting 
the nearby sequences in the feature space. As the relations between 
sequences are represented as distances in the embedding space, we 
can adjust the resolution of inspection by varying the distance 
boundary of search range. For instances, we can infer the coarse-
grained characteristics, or family level features, by selecting the ref-
erence protein from loosely bounded search range. On the other hand, 
fine-grained characteristics, sub-subfamily level features, can be 
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extracted by selecting the reference proteins from tight ranges. 
 
Overall process of above inspection is visualized in Figure 6. The t-
Distributed Stochastic Neighbor Embedding (tSNE) was used to map 
the embedding vectors on two-dimensional space to reveal the 
overall distribution of embedding vectors. In Figure 6, query se-
quence is marked as a star and other points are colored according to 
the relation to the query sequence. Dark violet color represents the 
sequences from the same sub-subfamily and light violet color de-
notes the sequences from the same family but different in sub-sub-
family level. Gray points are sequences from different families. In the 
Figure 6 : t-SNE visualization of embedding vectors and example of inspec-
tions on the sequences at varying scale. Given a query sequence, which is 
represented as a star in the plot, color of the points in the plot indicates the 
relation between the query sequence and the corresponding sequences. In 
inferring the characteristics of the sequence from the nearby sequences, 
resolution of the investigation can be adjusted by varying the distance 
boundary of the reference sequences. 
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figure, query protein was selected from the Putpher sub-subfamily 
in the class C family. For a fine-grained reference proteins, with 
distance boundary of 0.01 from the query sequence, we were able to 
select 11 sequences where eight of them belong to Putpher sub-
subfamily. By enlarging the search range to distance of 0.1, we se-
lected 76 sequences, with 74 sequences belong to Class C family. 
This demonstrates the possibility of selecting the reference se-
quence in a desired resolution from the distances in the embedding 
vector. 
 
3.2.2 Biological analysis 
As a demonstration of biological analysis with embedding vectors, 
motif discovery experiments were performed on the sequences. In 
these experiments, Muscle, a multiple sequence alignment tool, was 
mainly used to detect conserved sequence patterns in the reference 
proteins set. Sets of reference proteins were selected from hierar-
chical clustering result. Especially, by changing the target number of 
clusters in hierarchical clustering algorithm and by selecting one of 
those clusters, it is possible to construct reference protein set at 
multiple scale. Afterwards, preserved regions in the alignments were 
compared to known motifs in the literatures to check if the results 
coincide with our biological knowledge on GPCR proteins. The results 





From the clusters resulting of the hierarchical clustering with target 
cluster number of five, conserved sequences of DRY and NSxxNPxxY 
were found to be distinctive features in the first cluster. This cluster 
comprises of 566 sequences, of which 559 sequences belong to 
Family A of GPCR protein family. In fact, NSxxNPxxY(NSxxY) and 
D(E)RY(F) motif is the most characterizable sequence features 
shown in family A or Rhodopsin GPCR family[1, 28, 29]. Unlike the 
first cluster, however, alignments on the other clusters does not re-
veal the conserved sequence of DRY. This corresponds to our 
knowledge that DRY and NSxxNPxxY are distinctive features for 
Rhodopsin-like (Family A) GPCR proteins. Likewise, other signifi-
cant motifs were found from other clusters too. On the second cluster 
among five clusters in the results, conserved sequences of LIGWG, 
GPVLASLL and CFLxxEVQ were discovered. These sequences be-
long to the conserved regions in the transmembrane structures of 
family B or Secretin receptor family of GPCR family[30]. Indeed, this 
cluster consists of 46 sequences where 44 of them belong to family 
B GPCR proteins. On deeper hierarchical levels, RKAAKTLG and 
FKQLHXPTN were found to be conserved in the 22nd cluster among 
50 clusters. These features are known to be the representative mo-
tifs in the Traceamine sub-subfamily that belongs to family A of 
GPCR proteins. This coincide with the fact that all the sequences in 





3.3 Classification accuracy 
Classification accuracy of the model was evaluated to show that our 
model does not lose the classification power even with the other fac-
tors in training phase. Up to our knowledge, DeepFam shows the 
state-of-the-art performance on the BIAS-PROF GPCR da-
taset[10]. Therefore, comparison was performed only between 
DeepFam and our model as classification power is not the primary 
objective in our work. Accuracies of our model were evaluated for 
Figure 7 : Visualization of discovered motif logos from phylogenetic tree gen-
erated from hierarchical clustering results. Discovered motifs is shown next 
to the clusters and information on that cluster is provided with texts. Cluster 
55-22 denotes that this cluster is 22nd clusters from the hierarchical clus-
tering when the target number of cluster is 55. 
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the prediction yielded from each branch of the multi-branch classi-
fiers. Evaluation result is listed in Table 2. Clearly, our model still 
shows competitive performance in all hierarchical levels. Unlike 
DeepFam, which requires construction of separate neural networks 
for each class level, our model achieved notable performance with a 
single network. 
 
Table 3 : Classification accuracy assessed for our model and three models 
from DeepFam. For DeepFam, three models were trained, specialized for 
family, subfamily and sub-subfamily level classifications and compared to 
our model. 
 
Methods Family Subfamily Sub-subfamily 
Our method 0.984 0.896 0.821 
DeepFam 
(Family) 
0.984 - - 
DeepFam 
(Subfamily) 
- 0.894 - 
DeepFam 
(Sub-subfamily) 










We proposed a deep learning based approach to embed sequences in 
the GPCR protein family. In this study, deep neural network was used 
as a core component to process features from the sequences with a 
guidance of additional loss terms. These loss terms were designed to 
make feature vectors comply with background knowledge on the se-
quences, which is given in form of class labels. Moreover, our work 
presented a way to integrate multi-level information into a single 
vector space. As a result, embedding vectors from the model succeed 
in representing hierarchical features of the sequences in a feature 
space compactly. Indeed, inspections in Bioinformatics heavily de-
pends on prior knowledge acquired from previous biological studies. 
Hence, one of the most important issues in Bioinformatics is to 
transform such knowledge into a computational form. In this aspect, 
our work proposes a simple yet powerful approach to incorporate 
understandings on the subject into a computational form. First, based 
on the fact that class labels of GPCR proteins are annotated in a way 
that phylogeny of the proteins are reflected, the proposed method 
defines a feature space and distances to represent the background 
knowledge during the learning phases. In addition to that, loss func-
tion was designed in a way that feature learning can take place with 
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a supervision from such prior knowledge. As a result, embedding 
function is trained to put sequences into a space with a guidance of 
different levels of clusters defined from class labels. In a series of 
experiments, compliance between real hierarchical label structure 
and hierarchical clustering results was demonstrated. In addition to 
that, we demonstrated that further inspections such as phylogeny 
reconstruction, motif analysis on clusters can be performed on em-
bedding vectors and results correspond to the biological knowledge 
on the subjects. 
 
Although the proposed method successfully embedded GPCR se-
quences into a euclidean space with phylogenetic relations conserved, 
there is still a room for improvement. First, imbalance in class labels 
is a common problem in real world machine learning tasks. This issue 
becomes more apparent when the task is dealing with biological 
data[31]. GPCR protein dataset is also exposed to imbalance in the 
class distribution, as Family A GPCR proteins account for more than 
60% of known GPCR sequences[10]. To address this problem, ad-
ditional techniques based on data sampling approaches could be con-
sidered to learn representations in data more effectively[31, 32]. 
Second, distances between sequences could be more rigorously de-
fined in loss function. For instance, Zheng et al utilized the distances, 
inferred from pairwise alignments, in training neural networks for 
sequence embedding[18]. In this way, previously calculated phylo-
genetic distances might become more biologically sound when de-
signing a loss function. As a future study, we are opting to address 
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above issues and bring more capability in deep metric learning ap-
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딥러닝 기반 단일 거리 공간 내 GPCR 








 G 단밸질 연결 수용체(GPCR)은 계층 구조로 형성된 다양한 단
백질군으로 구성된다. 단백질 서열을 통한 GPCR에 대한 계산적인 모델
링은 군(family), 아군(subfamily), 준아군(sub-subfamily)의 각 계층
에서 독립적으로 실행되는 방식으로 이루어져왔다. 하지만 이러한 접근 
방식들은 단절된 모델들을 통하여 단백질 내의 정보를 처리하기 때문에 
GPCR 종류 사이의 관계는 고려하지 못한다는 한계를 가지고 있다. 
 본 연구에서는 딥러닝을 이용하여 GPCR의 계층 구조에서 나타
나는 특징들을 단일한 모델로 동시적으로 학습하는 방법을 제시한다. 또
한 계층적인 관계들을 하나의 벡터 공간에 거리를 통해 표현할 수 있도
록 하기 위한 손실함수도 제시한다. 이 연구는 GPCR 수용체들의 여러 
계층에서 공통적으로 나타나는 특징들을 학습하고 표현할 수 있도록 하
는 방법을 다루고 있다. 여러 심화적인 실험들을 통하여 우리는 기술적
인 측면과 생물학적인 측면에서 단백질 간 계층적인 관계가 성공적으로 
학습이 되었다는 것을 보였다. 첫번째로, 우리는 임베딩 벡터에 계층적 
군집화(hierarchical clustering) 알고리즘을 적용함으로써 계통수
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(phylogenetic tree)를 만들었고, 군집 알고리즘과 실제 계층 구조와의 
수치적인 비교를 통하여 임베딩 벡터를 통해 계통학적 특징에 대한 유추
가 가능하다는 것을 보였다. 두번째로, 임베딩 벡터의 군집화 결과에 다
중 서열 정렬(multiple sequence alignment)를 적용시킴으로써 생물학
적으로 유의미한 서열적 특성들을 찾아낼 수 있다는 것을 보였다. 이는 
임베딩 벡터 분석이 GPCR 단백질 연구에 있어 효율적인 첫걸음이 될 
수 있다는 것을 보여준다. 이러한 결과는 여러 계층으로 이루어진 단백
질군에 대한 동시적인 모델링이 가능하다는 것을 말하고 있다.  
 
Keywords : G 단백질 연결 수용체, 계층 구조, 임베딩 공간, 표현 학습, 
딥러닝 
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