Abstract-We provide a derivation of the Poisson multiBernoulli mixture (PMBM) filter for multi-target tracking with the standard point target measurements without using probability generating functionals or functional derivatives. We also establish the connection with the δ-generalised labelled multiBernoulli (δ-GLMB) filter, showing that a δ-GLMB density represents a multi-Bernoulli mixture with labelled targets so it can be seen as a special case of PMBM. In addition, we propose an implementation for linear/Gaussian dynamic and measurement models and how to efficiently obtain typical estimators in the literature from the PMBM. The PMBM filter is shown to outperform other filters in the literature in a challenging scenario.
I. INTRODUCTION
Multiple target tracking (MTT) is an important problem with many different uses, for example, in aerospace applications, surveillance, air traffic control, computer vision and autonomous driving [1] - [6] . In MTT, a variable and unknown number of targets appear, move and disappear from a scene of interest. At each time step, these targets are observed through noisy measurements and the aim is to infer where the targets are at each time step.
The random finite set (RFS) framework is widely used to model this problem in a Bayesian way [7] . Here, the usual set-up is to consider the state of the system at the current time as a set of targets. There are a variety of dynamic models [8] for this set of targets but it is usually assumed that it evolves in time according to a Markov process, which also accounts for target birth/deaths. There are also different widely used measurement models, for example, standard (point target) [7] , extended target [9] , [10] or track-before-detect [11] , [12] measurement models.
As in any Bayesian setting, the information of interest about the targets at the current time step is contained in the (multitarget) density of the current set of targets given present and past measurements. In theory, this density can be computed via the prediction and update steps of the Bayesian filtering recursion. However, in general, this computation is intractable and general, computationally expensive approximations such as particle filters should be used [13] . Nevertheless, as we explain next, there are families of multitarget densities that are conjugate prior for some models that enable easier and more efficient computation.
In Bayesian probability theory, a family of probability distributions is conjugate for a given likelihood function if the posterior distribution for any member of this family also belongs to the same family [14] . In MTT filtering, it is especially useful for computational reasons to consider conjugate priors in which the posterior distributions can be written explicitly in terms of single target Bayesian updates, which might not admit a closed-form expression [15] , [16] . Additionally, in MTT, it is convenient to introduce conjugacy for the prediction step. That is, a multitarget density is conjugate with respect to a dynamic model if the same family is preserved after performing the prediction step. This conjugacy property for the prediction and update steps is quite important in the RFS context as it allows the posterior to be written in terms of single target predictions and updates, which are much easier to compute/approximate than full multitarget predictions and updates. Due to this important characteristic, in general, when we refer to MTT conjugacy, we are referring to a family of distributions which is closed under both prediction and update steps.
We proceed to describe the two conjugate priors in the literature for the standard (point target) measurement model, in which the set of measurements at a given time comprises clutter and one or zero measurements per each target. The first conjugate prior consists of the union of a Poisson process and a multi-Bernoulli mixture (PMBM) [16] . Importantly, the multiBernoulli mixture, which considers all the data association hypotheses, can be implemented efficiently using a trackoriented multiple hypotheses tracking (MHT) formulation [17] . The Poisson part considers all targets that have never been detected and enables an efficient management of the number of hypotheses covering potential targets [16] . The second conjugate prior was presented for labelled targets in [15] . In the usual radar tracking case, in which targets do not have a unique ID, labels are artificial variables that are added to the target states with the objective of estimating target trajectories [11] , [15] , [18] - [20] . With them, we can also obtain conjugate priors, as in the δ-generalised labelled multi-Bernoulli (δ-GLMB) filter [15] , [19] .
The PMBM filter in [16] , which is based on the previously mentioned conjugate prior, was derived by using probability generating functionals (PGFLs) and functional derivatives [21] . These are very important tools for deriving RFS filters, such as the probability hypothesis density (PHD) or cardinalised PHD (CPHD) filters [21] , [22] . However, non-PGFL derivations are also useful as they can provide insights about the structure of the filter and make the understanding of the filter accessible to more researchers, as was done in [23] for the PHD and CPHD filters.
The main aim of this paper is to make the PMBM filter accessible to a wider audience from a theoretical and practical point of view. In order to do so, we make the following contributions: 1. In Section III, we provide a derivation of the PMBM filter for point measurements that does not rely on PGFLs or functional derivatives, improving the accessibility of these results and providing more insight into the structure of the solution. 2. In Section IV, we show that the δ-GLMB density can be seen as a special case of a PMBM on a labelled state space, and discuss the benefits of the PMBM form. 3. Section V proposes an implementation of the PMBM filter for linear/Gaussian dynamic and measurement models. 4 . In Section VI, we provide tractable methods for obtaining the estimators used in MHT and the δ-GLMB filter using the PMBM distribution form. We also provide a third estimator that improves performance for high probability of detection. 5. Finally, Section VII demonstrates the PMBM implementation on a challenging scenario, comparing performance between the three estimators and other multitarget filters.
II. BAYESIAN FILTERING WITH RANDOM FINITE SETS
In Section II-A, we review the Bayesian filtering recursion with random finite sets. In Section II-B, we present the likelihood function for the standard point target measurement model.
A. Filtering recursion
In this section we review the Bayesian filtering recursion with RFSs, which consists of the usual prediction and update steps. As we only need to consider one prediction and update step, we omit the time index of the filtering recursion for notational simplicity.
In the standard RFS framework for target tracking, we have a single target state x ∈ R nx and a multi-target state X ∈ F (R nx ), where X is a set whose elements are single target state vectors and F (R nx ) denotes the space of all finite subsets of R nx . In the update step, the state is observed by measurements that are represented as a set Z ∈ F (R nz ). Given a prior (multiobject) density f (·) and the (multiobject) density l(Z|X) of the measurement Z given the state X, the posterior multiobject density of X after observing Z is given by Bayes' rule [22] 
where the normalising constant is
The Bayesian filtering recursion is completed with the prediction step. Given a posterior density q (·), the prior density ω (·) at the next time step is given by the ChapmanKolmogorov equation
where X ∈ F (R nx ) denotes the state at the next time step and γ (X |X) is the transition density of the state X given the state X. We consider the conventional dynamic assumptions for MTT used in the RFS framework [24] : at each time step, a target follows a Markovian process such that it survives with a probability p s (·) and moves with a transition density g (· |· ). New born targets follow a Poisson RFS with intensity λ b (·).
B. Standard point target measurement model
In this section, we provide the likelihood l(Z|X) for the standard point target measurement model, which is described next. At different parts of this paper, we will make use of different representations of the likelihood, which require the introduction of extra notation. To aid the reader, a summary of this notation is found in Table I .
Given the set X = {x 1 , ..., x n } of targets, the set Z of measurements is Z = Z c Z 1 ... Z n where Z c , Z 1 ,..., Z n are independent sets, Z c is the set of clutter measurements, Z i is the set of measurements produced by target i. Symbol stands for disjoint union, which is used to represent that Z = Z c ∪Z 1 ∪...∪Z n and Z c , Z 1 , ..., Z n are mutually disjoint (and possibly empty) [7] . Set Z c is a Poisson point process with intensity/PHD c (·). We get Z i = with probability 1 − p d (x i ), which corresponds to the case where the target is not detected, and Z i = {z} where z has a density p (z|x i ) with probability p d (x i ), which corresponds to the case where the target is detected.
Using the convolution formula for multiobject densities [7, Eq. (4.17) ], the resulting density l (·|·) of Z given X can be written as
where λ c = c (z) dz and we use the multiobject exponential [15] . The notation in (5) means that for a given Z, we perform a sum that goes through all possible sets Z c , Z 1 ,..., Z n that meet the requirement Z c Z 1 ... Z n = Z. In other words, each term of the sum considers a measurement-to-target association hypothesis. Note that any hypothesis that assigns more than one measurement to a target has zero likelihood, as indicated in the last row of (6). In the next example, we illustrate how the sum in (5) is interpreted as it is widely used in this paper. • l (Z|X): Density of measurement set Z given set X of targets, defined in (5).
•l (Z|x): Density of measurement set Z given target x, defined in (6).
•l (z|Y ): Likelihood of set Y after observing measurement z, defined in (13).
• lo (Z|Y, X 1 , ..., Xn): Density of measurement set Z given sets
Example 1. Let us consider Z = {z 1 , z 2 } and n = 1 so the sum in (5) goes through all possible sets Z c and Z 1 such that Z c Z 1 = {z 1 , z 2 }. These are: 1) Z c = and
Nevertheless, as pointed out before, hypotheses that assign two measurements to a target have probability zero so case 1) can be removed.
III. PROOF OF THE CONJUGATE PRIOR
In this section, we provide a non-PGFL proof of the conjugate prior in [16] for the standard point target measurement model. We first review the conjugate prior in Section III-A. Then, we proceed to derive the update for a Poisson prior in Section III-B. Based on this preliminary derivation, we perform a Bayesian update on the conjugate prior to show its conjugacy in Section III-C. The prediction step is addressed in Section III-D.
A. Conjugate prior
It was proved in [16] using PGFLs that the union of two independent RFS, one Poisson and another a multi-Bernoulli mixture, is conjugate with respect to the standard point target measurement model. Before reviewing the mathematical form of the conjugate prior, we give an overview of its key components and the underlying structure.
1) Interpretation: The Poisson part of the conjugate prior models the undetected targets, which represent targets that exist at the current time but have never been detected. Each measurement at each time step gives rise to a new potentially detected target. That is, there is the possibility that a new measurement is the first detection of a target, but it can also correspond to another previously detected target or clutter, in which case there is no new target. As this target may exist or not, its resulting distribution is Bernoulli and we refer to it as "potentially detected target".
In addition, for each potentially detected target, there are single target association history hypotheses (single target hypotheses), which represent possible histories of target-tomeasurement (or misdetections) associations. A single target hypothesis along with the existence probability of the corresponding Bernoulli RFS incorporates information about the events: the target never existed, the target exists at the current time, the target did exist but death occurred at some point since the last detection. Finally, a global association history hypothesis (global hypothesis) contains one single target hypotheses for each potential target with the constraints that each of the measurements has to be contained in only one of the single target hypotheses.
2) Mathematical representation: Due to the independence property, the considered density is [7] f (X) =
where f p (·) is a Poisson density and f mbm (·) is a multiBernoulli mixture [16] . The Poisson density is
where µ (·) represents its intensity. The multi-Bernoulli mixture has multiplicative weights such that
where ∝ stands for proportionality, j is an index over all global hypotheses [16] , n is the number of potentially detected targets and, w j,i and f j,i (·) are the weight and the Bernoulli density of potentially detected target i under the jth global hypothesis.
The derivation demonstrates that a new Bernoulli component should be created for each new measurement, where its existence corresponds to the event that the measurement is the first detection of a new target (which, prior to detection, was modelled by the Poisson component), and non-existence corresponds to the event that the measurement is a false alarm, or it corresponded to a different, previously detected target. In addition, as each target can create at maximum one measurement, the number of potentially detected targets corresponds to the number of measurements up to the current time. The weight of global hypothesis j is proportional to the product of the hypothesis weights n i=1 w j,i for the n potentially detected targets. If potentially detected target i is not considered in global hypothesis j, which implies that its originating measurement was assigned to another target, w j,i = 1 and the probability of existence of f j,i (·) is zero. We do not make global hypotheses explicit in the notation as it is not necessary to prove conjugacy. A notation that explicitly states both these hypotheses and the data association history is provided in [16] .
The Bernoulli density f j,i (·) has the expression
where r j,i is the probability of existence and p j,i (·) is the state density given that it exists. Plugging (9) into (7), we can also write (7) as
Note that, given X, X i can be either empty or a single element set (otherwise the density f j,i (·) is zero) and Y can have any cardinality that meets the constraint Y X 1 ... X n = X.
B. Update of a Poisson prior
In this section, we prove the update for a Poisson prior using the likelihood (5) . This result will be used in Section III-C to update the Poisson component of the conjugate prior (11). 1) Likelihood representation: For Z = {z 1 , ..., z m }, we prove in Appendix A that we can write the likelihood (5) as
wherel
The interpretation of (12) is as follows. We decompose the set X of targets into all possible sets U ,
Set U represents the undetected targets and set Y i represents the origin of the ith measurement, which can be a single-element set containing the state of the target that gave rise to the measurement, or an empty set if the measurement is clutter. This is a different but equivalent way of expressing the data association hypotheses considered in (5) . An example is illustrated in Figure 1 .
2) Update: Given a Poisson prior f p (·) and Z = {z 1 , ..., z m }, we use Bayes' rule to compute the posterior q p (·|Z) given the measurement set Z:
Note that q p (X|Z) denotes the updated Poisson process with set Z but this density is not Poisson unless Z is empty. We show in Appendix B that substituting (8) and (12) into (14), we find that the updated posterior is a union of a Poisson process and a multi-Bernoulli RFS such that
where the Poisson component has the intensity of the prior multiplied by
and the Bernoulli components are given by
Note that we define ρ p (z i ) by normalising it by e − µ(x)dx as (19) will be used later on and there is no need to compute this exponential in the resulting filter. The explanation of the resulting updated density (16) is as follows. Given Z = {z 1 , ..., z m } and a Poisson process with intensity µ (·), the updated density is the union of m + 1 independent random finite sets, represented by U,
and represents the undetected part of the prior. RFS Y j is the Bernoulli RFS coming from the jth measurement. Its density is given by (18) , which has a probability of existence given by (21) .
C. Update of conjugate prior
In order to show the update of the conjugate prior, we first propose another likelihood representation in Section III-C1. Then, we show the update of one Bernoulli component in Section III-C2 and utilise this result to obtain the whole update in Section III-C3.
1) Likelihood representation:
Here we represent the likelihood in a way that is suitable to update the Poisson multiBernoulli mixture. For any sets Y, X 1 , ..., X n such that |X i | ≤ 1 for i = 1, ..., n we define the function
where t (Z i |X i ) is the likelihood for a set with zero or one measurement elements without clutter
We show in Appendix C that for any sets Y, X 1 , ..., X n , such that |X i | ≤ 1 for i = 1, ..., n, we have
where
2) Update of one Bernoulli component: As will be seen in the next subsection, one part of the update of the conjugate prior requires the update of the Bernoulli components. Therefore, we proceed to derive this update in this subsection so that we have the result available for the next subsection. In the update of the conjugate prior, we will need to compute the update of Bernoulli component f j,i (·), which is given by (10), by measurement Z i considering the likelihood t (Z i |·). We denote the corresponding updated density as
According to t (Z i |X) in (24), Z i can only take values Z i = {z} or Z i = so that the likelihood is different from zero so we proceed to compute (26) in these two cases. For Z i = {z}, t (Z i |X) is only different from zero if X = {x} so, using (27) , (24) and (10), we obtain
Substituting the previous equations into (26) we find that q j,i (·| {z}) is Bernoulli with probability of existence 1 and target state density proportional to
Now, using (27) , (24) and (10), we have
Then, substituting the previous equations into (26), we find that q j,i (·| ) is Bernoulli with probability of existence
and target state density proportional to
3) Update of the conjugate prior: Substituting the prior (11) into Bayes' rule (1), we have that
As f j,i (·) is Bernoulli, the corresponding term in the previous sum is different from zero if and only if |X i | ≤ 1. Therefore, we can add this constraint to the sum:
Now, substitute (25) in (30) so that (31) represents the unnormalised update of a Poisson prior. In (15), we obtained the result for such an update so we can apply it in (31) . Therefore, we have that
where χ A (·) denotes the indicator function on set A χ A (z) = 0 z / ∈ A 1 z ∈ A and δ (·) is the multitarget Dirac delta centered at [24, Eq. (11.124)]:
We should note that for the update of the Poisson RFS Y , we only consider the measurements that are hypothesised to be coming from Y , which are represented by Z c in (32) . Therefore, in the third line of (32), we use a product over measurements z 1 , ..., z m but setting the probability of existence of the Bernoulli RFS associated to
Merging the two inner summations into one, rearranging the indices and comparing with the prior (11), we see that the posterior is also the union of two independent processes: one Poisson and the other a multi-Bernoulli mixture. This proves that this density is conjugate with respect to the standard point target measurement model.
We would also like to comment on the weights of the new potentially detected targets, which are considered in the product over m factors in (33) . If a new potentially detected target i does not exist in a new global hypothesis, which implies that χ Z c (z i ) = 0, then, its hypothesis weight is one and its density δ (Y i ) can also be represented as Bernoulli with zero probability of existence. On the contrary, if a new potentially detected target i exists in a new global hypothesis, χ Z c (z i ) = 1, its hypothesis weight is ρ p (z i ) and its Bernoulli density is given by q (Y i |z i ). The weight for a previous potentially detected target corresponds to the same weight w j,i multiplied by ρ j,i (Z i ), see (27) . Depending on the hypothesis Z i can be either empty or has one element, the resulting weights and Bernoulli components in these two cases are discussed after (27) .
D. Prediction of the conjugate prior
In this section, we prove that, if the posterior is a PMBM of the form (7)-(9), then the prior at the next time step is also PMBM with the following parameters. The Poisson part of the predicted density is obtained using the PHD filter prediction equation [22] so that its intensity is 
In order to prove this result, we first note the equivalences between the dynamic/measurement processes [24, Chap. 13] . In the standard models, each target is detected/survives with probability p d (·) /p s (·) and generates a measurement/new target state according to l (·|·) /g (·|·) and there are additional independent clutter measurements/new born targets distributed according to a Poisson process with intensity c (·) /λ b (·). In other words, the density of the measurement, denoted as ρ(·) in (2) , is equivalent to the predicted density, denoted as ω (·) in (4), by making the previous equivalences [23] . As we have explained the notation for proving the update step, we will first compute the density of the measurements and then establish the equivalence with the prediction step. Before doing so, we establish the following corollary.
Corollary 2. Let us consider an RFS X = X 1 ... X n where X 1 , ...,X n are independent so the density f (·) of X can be written as
where f i (·) is the density of X i . For an arbitrary set-valued function v (·), then
The proof of the corollary is straightforward using [25, Eq. (63)] n − 1 times. Substituting (11) into (2), we obtain
where l(·|X) is the density of the measurements (including clutter) given X. Using Corollary 2, we find
As f j,i (·) are Bernoulli, we can apply (25) and then (23) so that
where we recall that ρ j,i (·) is a Bernoulli density previously specified in (28) and (29) and t (·|X) is the density of the measurement generated by a set X, which can have cardinality zero or one, without clutter. From the PHD filter recursion [22] , [23] , we know that
In summary, the density of the measurement is the union of a Poisson process and a multi-Bernoulli mixture with the same weights as the prior and the parameters specified above.
Due to the equivalence of parameters in the prediction/update steps mentioned at the beginning of this section, the proof of the conjugacy is finished.
IV. CONNECTION BETWEEN THE PMBM FILTER AND THE
δ-GLMB FILTER
In this section, we show that if we set the Poisson intensity of the prior, see (7) , to zero, which corresponds to removing the Poisson part, we can use the same derivation to directly obtain the δ-GLMB conjugate prior [15] , [19] . We show that the δ-GLMB filter propagates a multi-Bernoulli mixture with (uniquely) labelled targets, which can also be referred to as labelled multi-Bernoulli mixture. More specifically, the δ-GLMB filter corresponds to a specific type of multi-Bernoulli mixture (MBM) representation that is generally less efficient than the MBM representation used in the PMBM filter.
In order to clarify these relations, we first discuss an alternative parameterisation of multi-Bernoulli mixtures in Section IV-A. Then, we prove in Section IV-B that a labelled multiBernoulli mixture is a conjugate prior by using the derivation in Section III with the following two assumptions:
1) Set the intensity of the prior of the Poisson process to zero and replace the Poisson birth process with a multiBernoulli or multi-Bernoulli mixture birth process. 2) Augment the single target state space by adding unique, fixed labels to each target state. Section IV-C proves that the δ-GLMB density is in fact a labelled multi-Bernoulli mixture, but with a less efficient parameterisation, in which targets have deterministic existence for each hypothesis. A discussion on both parameterisations and the advantages of the PMBM form is given in Section IV-D.
A. Multi-Bernoulli mixture 01 parameterisation
In this section, we discuss an alternative parameterisation of an MBM that is relevant to the connection between the PMBM filter and the δ-GLMB filter. The MBM parameterisation in (9) is simply referred to as the MBM parameterisation.
Any multi-Bernoulli density can be represented as a multiBernoulli mixture with existence probabilities that are either 0 or 1, which is denoted as MBM 01 . For example, consider an MB density with m targets, of which n have existence probability in the interval (0, 1) and the rest have existence probability 1. Transforming this to an MBM 01 parameterisation requires 2 n components to represent all possible hypotheses about target existence. Equivalently, any MBM can be parameterised as an MBM 01 by expanding all multi-Bernoulli components into their MBM 01 form. For large n, the MBM 01 parameterisation gives rise to a tremendous increase in the number of components in the mixture, which is an inefficient way to represent the same distribution. In fact, we can combine the PMBM filter with an MBM 01 parameterization, but a standard brute-force implementation would yield much higher computational complexity due to the huge increase in the number of components. For example, as will be clarified in Section V, we need to solve a data-association problem for each component of the mixture so it is desirable to have as few components as possible.
B. Conjugacy of labelled multi-Bernoulli mixtures
Given assumptions 1) and 2), the prior (see (7)) becomes a labelled multi-Bernoulli mixture. The density is
where f lb j,i (·) is the (labelled) Bernoulli density for target i under global hypothesis j and is given by
where δ [·] represents a Kronecker delta, i is the deterministic label of target i and, r j,i and p j,i (·) are its existence probability and state density under global hypothesis j. In addition, in (34), we have i = i for i = i to ensure unique labels. The only difference between (35) and its unlabelled counterpart (10) is that the state space has been expanded to incorporate a unique label that is known for each pair j and i. However, this does not change the update, presented in Section III-C, in any respect. All the equations are still valid as a labelled multi-Bernoulli mixture can be seen as a special case of a multi-Bernoulli mixture. Therefore, a labelled multi-Bernoulli mixture prior is conjugate with respect to the standard measurement model. In the prediction step, it is straightforward to check that the conjugacy property of the multi-Bernoulli mixture remains unaltered if we consider multi-Bernoulli births or multi-Bernoulli mixture births. For multi-Bernoulli birth, we incorporate additional multi-Bernoulli components to each term in the mixture. For multi-Bernoulli mixture birth, a new term is created for each combination of a term in the old mixture and a term in the birth mixture, where the new term combines the Bernoulli components from each. The same principle extends to labelled multi-Bernoulli mixture births by using a labelling convention such that different new born targets obtain distinct labels.
C. A δ-GLMB density is equivalent to a labelled multiBernoulli mixture
We have already indicated that a labelled multi-Bernoulli mixture is a conjugate prior for the standard multitarget models, by adding labels to a multi-Bernoulli mixture. In this section, we prove: Proposition 3. A δ-GLMB density is equivalent to a labelled multi-Bernoulli mixture density, in the sense that they can represent the same set of RFS distributions. However, the δ-GLMB density uses a labelled version of the MBM 01 parameterisation, discussed in Section IV-A. If the (labelled) MBM contains m components, the δ-GLMB requires m j=1 2 nj components, where n j is the number of Bernoulli densities in component j of the MBM with existence probability in the interval (0,1), which excludes the deterministic cases for target existence in which the probability is either 0 or 1.
We first prove how a labelled multi-Bernoulli mixture can be written as a δ-GLMB density. We write (34) as
where we have normalised the weights of the global hypotheses and w j ∝ n i=1 w j,i . Let L = { 1 , ..., n } denote the set with all the possible target labels according to the prior (34) .
Both the δ-GLMB density and the labelled multi-Bernoulli mixture are zero if 1) they are evaluated on a set that includes more than one target with the same label, or 2) if they are evaluated on a set that includes a target whose label does not belong to L. Therefore, the case of interest is when we evaluate the density with a set of targets with distinct labels that belong to L. We evaluate the labelled multi-Bernoulli mixture (34) on a labelled set (x 1 , a1 ) , ..., x p , ap where a1 , ..., ap are p distinct labels that belong to L. As labels are distinct, there is only one combination in the sum over X 1 ... X n = X that is non-zero. This yields
(1 − r j,am ) , (37) where a p+1 , ..., a n represents the target indices that are not in a 1 , ..., a p .
We proceed to write this density in the δ-GLMB form [19] . We denote
In the δ-GLMB filter, this weight is written as
where [19] 
The previous step is direct, as there is only one summand in (39) that is different from zero, which corresponds to (38) . Following [19] , we also denote p j (x, ) = p j,i( ) (x) where i ( ) = i such that = i and index j is denoted as ξ. Substituting this notation into (37), we find
which corresponds to the δ-GLMB density [19, Eq. (9)] evaluated on a set of targets with different labels. It should be noted that the pair (ξ, I) represents a δ-GLMB hypothesis [19] . In order to finish the proof that a δ-GLMB density and a labelled multi-Bernoulli mixture represent the same types of random sets, we proceed to prove that a δ-GLMB density can be written as a labelled multi-Bernoulli mixture. We consider that the maximum number of targets is n with labels belonging to L = { 1 , ..., n }, the δ-GLMB single target densities are p ξ (·, i ) for all ξ and i ∈ {1, ..., n} and the hypothesis weights are w ξ (I) for I ⊆ L. In order to prove the equivalence, we evaluate a δ-GLMB density f (·) at (x 1 , a1 ) , ..., x p , ap , which is given by (40). We can write the two sums in (40) as one sum over j = (ξ, I) such that
where p (ξ,I),am (·) = p ξ (·, am ) and w (ξ,I) = w ξ (I) δ I a1 , ..., ap . For a given δ-GLMB hypothesis j = (ξ, I), targets either exist or not with probability one so we can write
where r j,am = 1 for m ∈ {1, ..., p} and r j,i = 0 otherwise. Note that r j,i is the existence probability of target i, with label i , and hypothesis j, which is either 0 or 1. The previous equation corresponds to the evaluation of a labelled multiBernoulli mixture, see Equation (37) . Therefore, the δ-GLMB density and a labelled multi-Bernoulli mixture represent the same type of random sets and the δ-GLMB density parameterisation is equivalent to an MBM 01 parameterisation, in which for each hypothesis targets either exist or not. Finally, the number of components of the δ-GLMB density in relation to the MBM parameterisation can be obtained by noticing that each Bernoulli component with probability of existence in (0, 1) creates two new components in the MBM 01 (δ-GLMB) parameterisation. The result is indicated in Proposition 3.
D. Discussion
We have proved that the δ-GLMB density can be seen as a special case of the PMBM by removing the Poisson part and adding unique labels to each target. More specifically, the δ-GLMB density uses a labelled version of the MBM 01 parameterisation. As indicated in Proposition 3, the MBM 01 parameterisation is less efficient than the (labelled) MBM parameterisation if the MBM contains many Bernoulli components with existence probabilities in (0,1), that is, components for which existence is not deterministic. This situation happens in the usual MTT scenarios with the standard dynamic and measurement models, for which the probabilities of detection and survival are in (0,1), there is Poisson clutter and target births are Poisson or MBM with existence probabilities in (0,1).
In the usual MTT scenarios described above with MBM births, the PMBM parameterisation also has some implementation benefits compared to the MBM 01 (δ-GLMB) parameterisation, as we proceed to discuss. In the PMBM filter, the prediction step is straightforward, see Section III-D. This is in stark contrast with the δ-GLMB filter prediction implementation in [19] , which truncates the predicted density by the use of a K-shortest path algorithm. For instance, for probability of survival lower than one, Bernoulli components that have existence probability 1 have a smaller existence probability after the prediction step, see Section III-D. Because of this, a multi-Bernoulli density that contains n Bernoulli components, all with existence probability 1, is represented after the prediction step by an MBM 01 (δ-GLMB) with 2 n components even though it is simply one multi-Bernoulli process with existence probabilities in (0,1).
In the update step, we need to solve a data-association problem for each mixture component, which represents a global hypothesis. In this case, the PMBM parameterisation is also advantageous due to the lower number of components, compared to the MBM 01 (δ-GLMB) parameterisation. The reason for these advantages in the prediction and update steps in the PMBM filter is mainly due to the inefficient MBM 01 (δ-GLMB) parameterisation. One PMBM global hypothesis can efficiently represent many δ-GLMB global hypotheses and this extra degree of flexibility in the PMBM filter simplifies the prediction and update steps and it is independent of whether or not we use labels. We should note that the PMBM parameterisation is also more flexible as it can use labels or not, while labels are essential in the δ-GLMB parameterisation.
In addition, if there are Poisson births, the PMBM characterises the Poisson part by its intensity, which is an efficient way of representing a Poisson distribution. In contrast, if we were to use a labelled Poisson process to model target births, the δ-GLMB parameterisation would need an infinite number of components to represent the Poisson part, since each component in the δ-GLMB density has a deterministic cardinality.
V. IMPLEMENTATION FOR LINEAR/GAUSSIAN DYNAMIC AND MEASUREMENT MODELS
In this section we propose an implementation of the PMBM filter for linear Gaussian dynamic and measurement models with Poisson births. We first provide an overview of the structure of the hypotheses in Section V-A. Then, we explain the prediction and update in Sections V-B and V-C, respectively.
A. Structure of the hypotheses
In the conjugate prior, see (11) , there is an index j for the multi-Bernoulli mixture. Each j corresponds to a global hypothesis, which represents possible association of measurements to potentially detected targets. As explained in [16] , global hypotheses can be expressed in terms of singletarget hypothesis. A single-target hypothesis corresponds to a sequence of measurements associated to a potentially detected target. Given a single-target hypothesis, this potentially detected target follows a Bernoulli distribution, as explained in Section III. Therefore, each measurement starts a new singletarget hypothesis. At following time steps, new single-target hypotheses are created by associating previous single-target hypotheses with current measurements or with a misdetection. By doing this, global hypotheses are a collection of these single-target hypotheses, with the conditions that no measurement is left without being associated and a measurement can only be assigned to one single target hypothesis. This hypothesis structure resembles the one in track-oriented MHT [17] and is illustrated in Figure 2 . We proceed to explain the prediction and update steps.
B. Prediction
We assume that, in the posterior at the previous time step, the Poisson component is a Gaussian mixture
and the multi-Bernoulli mixture parameters are w
We also assume constant probability of survival p s , linear/Gaussian dynamics g (x |y ) = N (x; F y, Q) and new born target intensity
Then, from Section III-D and using known results from the Kalman filter prediction step [26] , we find that the predicted intensity is a Gaussian mixture
The predicted Bernoulli components have the same weights as in the previous time step with existence r j,i = r u j,i p s and
Clearly, the implementation of the prediction step is straightforward, contrary to the prediction step of the δ-GLMB filter in [19] , as discussed in Section IV-D.
C. Update
We assume that p d is constant and p (z|x) = N (z; Hx, R). We rewrite the predicted intensity of the Poisson part (41) as
and the multi-Bernoulli mixture parameters as w j,i , p j,i (x) = N (x; x j,i , P j,i ), r j,i . From the conjugate prior update, see Section III-C3, we have that three different types of updates: update for undetected targets (Poisson component), update for potential targets detected for the first time and update for previously potentially detected targets. The update of the Poisson component is straightforward. Using (17), the updated intensity for undetected targets is (42) multiplied by 1 − p d . We proceed to explain the other two updates.
1) Potential targets detected for the first time: We first go through all components of the Poisson prior and perform ellipsoidal gating [17] on the measurements to lower the computational complexity. For those measurements that can create a new track according to the gating output, we perform the Bayesian update (18) 
and we recall that c (·) is the clutter intensity. Note that x u µ,i (z) , P u µ,i are the updated mean and covariance matrix of a Kalman filter with prior x µ,i and P µ,i [26] . For computational complexity, we approximate the Gaussian mixture in (44) as a Gaussian by performing moment matching.
We still have to determine the hypothesis weight of the newly created components of the multi-Bernoulli mixture. According to (33) , the hypothesis weight w j,i of a potential target detected for the first time with measurement z in a global hypothesis j that considers it is ρ p (z), which is given by (45). If the global hypothesis j does not consider this potentially detected target w j,i = 1 and its existence probability is set to zero.
2) Previous potentially detected targets: According to Section III-C2, we go through all potentially detected targets and their single target hypotheses in (9) and create the new single target hypotheses. In order to explain this procedure, let us consider that a single target hypothesis with indices j, i which has weight w j,i , existence probability r j,i and Gaussian density for the target
For p d ) ) and the density given that the target exists remains the same, p j,i (·). We then perform ellipsoidal gating [17] using (46) to consider only the relevant measurements. For each of the chosen measurements and this Bernoulli component, we perform the update (26) , which has a closed-form expression given the update step of the Kalman filter [26] . For measurement z, we have that the corresponding hypothesis weight is
and the Bernoulli component has existence probability one and density
3) Selection of k-best global hypotheses: At this point, we have calculated all possible new single-target hypotheses but we still have to form the global hypotheses. We can see in (33) that for each global hypothesis j at the previous time step, we must go through all possible data association hypotheses that give rise to the updated global hypotheses. This high increase in the number the global hypotheses is the bottleneck of the computation of the conjugate prior. However, based on the literature on labelled RFSs and MHT, we approximate this update by pruning the number of hypotheses using Murty's algorithm [27] . With this algorithm, we can select the k new global hypotheses with highest weight for a given global hypothesis j without evaluating all the newly generated global hypotheses [15] , [19] , [28] , [29] . An interesting alternative would be to use the generalised Murty's algorithm for multiple frames [30] .
For global hypothesis j, all measurements (excluding those removed by gating) must be associated either to an existing track in hypothesis j or to a new track, i.e., no measurement is left unassigned. We can then construct the corresponding cost matrix using the updated weights of the conjugate prior. Let us assume there are n o old tracks in global hypothesis j and m measurements z 1 , ..., z m after gating. The cost matrix is
with ρ p (z i ) given by (45). Matrix W nt represents the weight matrix for new potentially detected targets and W ot ∈ R m×nj represents the weight matrix for old targets, where n j are the number of potentially detected targets at the previous time steps in global hypothesis j. Component p, i of W ot represents the weight of the pth measurement associated to ith target, which is
according to Section V-C2. Note that we normalise the previous weights by ρ j,i ( ) so that the weight of a hypothesis that does not assign a measurement to a target is the same for an old and a new target. This is just done so that we can obtain the k-best global hypotheses efficiently using Murty's algorithm but we do not alter the real weights, which are unnormalised. Each new global hypothesis that originates from hypothesis j can be written as an m × (m + n 0 ) assignment matrix S consisting of 0 or 1 entries such that each row sums to one and each column sums to zero or one. Then, we select the k best global hypotheses that minimise tr S T C using Murty's algorithm [27] . For global hypothesis j, whose weight is w j ∝ n i=1 w j,i , we suggest choosing k = N h · w j , where it is assumed that we want a maximum number N h of global hypotheses as in [19] . This way, global hypotheses with higher weights will give rise to more global hypotheses. Note that this part of the algorithm is quite similar to the δ-GLMB filter update with just some modifications in the cost matrix [19, Sec. IV] . Finally, the pseudo-code of a prediction and an update is given in Algorithm 1.
VI. ESTIMATION
In this section, we discuss how to perform target state estimation in the PMBM filter. In a multiple target system, an optimal estimator is given by minimising a multi-target metric, for example, the optimal subpattern assignment (OSPA) metric [25] , [31] , [32] . Nevertheless, there are suboptimal estimators that are easy to compute and can work very well in many cases. In this section, we provide tractable methods for obtaining the (suboptimal) estimators used in MHT (Estimator 3) and the δ-GLMB filter (Estimator 2) using the PMBM distribution form. We also propose an additional estimator based on the PMBM (Estimator 1).
A. Estimator 1
In Estimator 1, we first select the global hypothesis of the multi-Bernoulli mixture in (9) with highest weight, which corresponds to obtaining index
w j,i .
Algorithm 1 Pseudo-code for one prediction and update for PMBM filter
Input: Parameters of the PMBM posterior at the previous time step, see Section V-B, and measurement set Z at current time step. Output: Parameters of the PMBM posterior at the current time step.
-Perform prediction, see Section V-B. Update for z ∈ Z do Targets detected for first time -Perform ellipsoidal gating of z w.r.t. Gaussian components of Poisson prior (8) .
if z meets ellipsoidal gating for at least one component then -Create a new Bernoulli component, see Section V-C1. end if end for for i = 1 to n do
We go through all possible targets for ji = 1 to li do li is the number of single-target hypotheses for possible target i -Create new misdetection hypothesis, see Section V-C2.
-Perform gating on Z and create new detection hypotheses, see Section V-C2.
end for end for for all j do
We go through all previous global hypotheses -Create cost matrix (47).
-Run Murty's algorithm to select k = N h · wj new global hypotheses, see Section V-C3. end for -Estimate target states, see Section VI.
Pruning -Prune the Poisson part by discarding components whose weight is below a threshold. -Prune global hypotheses by keeping the highest N h global hypotheses.
-Remove Bernoulli components whose existence probability is below a threshold or do not appear in the pruned global hypotheses.
Then, we report the mean of the Bernoulli components in hypothesis j * whose existence probability is above a threshold Γ. Given the probabilities of detection and survival, this threshold determines the number of consecutive misdetections we can have from a target to report its estimate, see prediction and update for missed targets in Sections III-D and III-C2.
B. Estimator 2
Estimator 2 is the same kind of estimator as the one proposed in the δ-GLMB filter [19] , which we proceed to describe. The δ-GLMB filter also has hypotheses with the difference that hypotheses have fixed cardinality while the hypotheses in the PMBM filter have a probabilistic cardinality distribution, as each global hypothesis represents the knowledge of the multitarget state as a multi-Bernoulli RFS. The δ-GLMB filter estimator first obtains the maximum a posteriori (MAP) estimate of the cardinality. Then, it finds the global hypothesis with this cardinality with highest weight and reports the mean of the targets in this hypothesis.
The same type of estimate can be constructed from the multi-Bernoulli mixture in (7) by first calculating its cardinality distribution [24, Eq. (11.115 
where p j (n) is the cardinality distribution of term j of the mixture. The cardinality distribution p j (n) can be calculated efficiently using a discrete Fourier transform as the cardinality distribution of a multi-Bernoulli RFS is the convolution of the cardinality distributions of its Bernoulli components [33] . By finding the value of n that maximises (48), we obtain the MAP cardinality n * . We can then obtain the highest weight global hypothesis with deterministic cardinality, implicitly represented by the multi-Bernoulli mixture, from the global hypothesis
where i 1 , . . . , i n is an ordering such that r j,i l ≥ r j,i l+1 ∀ l.
Note that given a MBM hypothesis j, the weight of the deterministic hypothesis with highest weight is given by the term inside the argmax in (49), Once we have found the global hypothesis j * , the set estimate is formed by the means of the n * Bernoulli components with highest existence in this hypothesis.
C. Estimator 3
Estimator 3 is the same type of estimator as the one proposed in the MHT of [34] , [35] , which has also been suggested for the δ-GLMB filter [19] . This estimate first obtains the global hypothesis with a deterministic cardinality with highest weight, i.e., the MAP estimate of the global hypotheses with deterministic cardinality. Note that the global hypotheses (and their weights) with deterministic cardinality (no uncertainty in the cardinality distribution) can be obtained from the multiBernoulli mixture (9) by expanding each Bernoulli component so that, in each of the resulting mixture components, either a target exists or not. Then, the estimate is constructed by reporting the mean of the targets in this hypothesis.
We proceed to explain how to obtain this kind of estimate directly from the multi-Bernoulli mixture. We obtain the MAP estimate of the global hypotheses with deterministic cardinality by finding
It should be noted that the term inside the argmax in (50) corresponds to the the weight of the deterministic hypothesis with highest weight for the jth MBM hypothesis. The set estimate is formed by the means of the Bernoulli components for global hypothesis j * whose existences are above 0.5, as indicated in (50). In summary, we find that both the δ-GLMB style and the MHT style estimators can be easily constructed from the multi-Bernoulli mixture representation.
VII. SIMULATIONS
In this section, we show simulation results that compare the PMBM filter with the Gaussian mixture PHD, CPHD filters [36] , [37] and, track-oriented and measurement-oriented multiBernoulli/Poisson (TOMB/MOMB) filters in [16] . We also analyse the behaviours of the three estimators proposed in Section VI. We consider an area T and covariance diag 150 2 , 1, 150 2 , 1 , which covers the region of interest. We use the following parameters for the simulation:
where ⊗ is the Kronecker product, q = 0.01, T = 1, p s = 0.99. We also consider Poisson clutter uniform in the region of interest with λ c = 10, which implies 10 expected false alarms per time step, and p d = 0.9. The filters consider that there are no targets at time 0. The PMBM filter implementation uses a maximum number of global hypotheses N h = 200, estimation threshold for estimator 1 is Γ = 0.4, which allows two consecutive misdetections for p d = 0.9 and p s = 0.99 to report an estimate, see Section VI. In the Poisson part, we use a pruning threshold of 10 −5 . For the MB part, we remove Bernoulli components whose existence probability is lower than 10 −5 . We also use ellipsoidal gating [17] with threshold 20. TOMB/MOMB report estimates for targets with existence probability higher than 0.7.
We consider 81 time steps and the scenario in Figure 3 . These trajectories were generated as indicated in [16, Sec. VI] . For each trajectory, we initiate the midpoint (state at time step 41) from a Gaussian with mean [150, 0, 150, 0] T and covariance matrix 0.1I 4 and the rest of the trajectory is generated running forward and backward dynamics. This scenario is challenging due to the broad Poisson prior that covers the region of interest, the high number of targets in close proximity and the fact that one target dies when they are in close proximity. We perform 100 Monte Carlo runs and obtain the root mean square optimal subpattern assignment (OSPA) error (p = 2, c = 10) [31] , [38] at each time step for each algorithm, as shown in Figure 4 . Estimator 1 applied to the PMBM filter provides the lowest errors followed by Estimators 2 and 3, which behave similarly. MOMB performs as accurately as Estimators 2 and 3 of the PMBM. It takes TOMB a long time to determine that one target disappears at time step 40. PHD and CPHD are rougher approximations and do not perform well in this scenario.
We also show the root mean square OSPA error averaged over all time steps of the algorithms for different values of p d and λ c = 10 in Table II . On the whole, the PMBM filter performs better than the rest regardless of the estimator. Estimator 1 has lower error than Estimator 2 and 3 for p d equal or higher than 0.9. For lower values of p d , Estimator 2 provides lowest errors. The MOMB has the second best performance followed by the TOMB algorithm. The CPHD and PHD filters perform much worse than the other filters.
VIII. CONCLUSIONS
In this paper, we have first provided a non-PGFL derivation of the Poisson multi-Bernoulli mixture filter in [16] , showing its conjugacy property. In order to attain this, we have used a suitable representation of the prior density, which is the union of a Poisson and a multi-Bernoulli mixture, as well as different representations of the likelihood function at several steps. In addition, we have also proved that this derivation can be directly extended to the labelled case, which corresponds to the δ-GLMB filter, by removing the Poisson component and adding unique labels to the Bernoulli components. We have also explained that the PMBM filter parameterisation has important benefits compared to the δ-GLMB filter parameterisation, which considers hypotheses with deterministic cardinality.
We have also provided an implementation of the Poisson multi-Bernoulli mixture filter for linear/Gaussian measurement models and Poisson births and clutter. The multi-Bernoulli mixture is a more efficient parameterisation of the filtering density than the δ-GLMB form and, consequently, the prediction step is greatly simplified. Based on the multiple target tracking literature on MHT and labelled random finite sets, we have suggested three suboptimal estimators for the PMBM filter and how they can be obtained efficiently. Finally, we have compared the performance of the PMBM filter with other RFS filters in a challenging scenario, in which new born targets are distributed according to a Poisson RFS with an intensity that covers the surveillance area and several targets get in close proximity. PMBM outperforms the rest of the filters in this scenario.
APPENDIX A
In this appendix, we prove (12) . We denote l s ({z 1 , ..., z m } |X) = e −λc U Y1... Ym=X
We perform a proof by induction. In the rest of this appendix, we denote Z = {z 1 , ..., z m } and X = {x 1 , ..., x n } for notational simplicity. First, we note that
The result is proved if we prove that l ({z 1 , ..., z j } | {x 1 , ..., x i }) = l s ({z 1 , ..., z j } | {x 1 , ..., x i })
for j ≤ m and i ≤ n, implies that l (Z {z m+1 } |X) = l s (Z {z m+1 } |X)
and l (Z|X {x n+1 }) = l s (Z|X {x n+1 }) .
A. First part
We proceed to prove (54). We have that 
We also have 
Using (53), we finish the proof of (54).
B. Second part
We proceed to prove (55). In this part, we denote p d (·) = 1 − p d (·). We have that 
We also have that 
Using (53), we finish the proof of (55).
APPENDIX B
We show how to update a Poisson prior, whose result is given in (15) . Substituting (12) into (14), we find
APPENDIX C
In this appendix we prove (25) . By definition, we know that (25) is met for n = 0 as l o (Z|Y ) = l (Z|Y ). By induction, we prove (25) if, assuming that l o (Z|Y, X 1 , ..., X n ) = l (Z|Y X 1 ... X n ) then l o (Z|Y, X 1 , ..., X n , X n+1 ) = l (Z|Y X 1 ... X n X n+1 ) .
We have to prove two cases: X n+1 = and X n+1 = {x}. For X n+1 = , we have that Z n+1 = so that t (Z n+1 |X n+1 ) = 0. Therefore, where X = Y X 1 ... X n . This proves the second case.
