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“they tell me you have written this large book on the system of the universe, and have
never even mentioned its Creator”
Napole´on Bonaparte
“I had no need of that hypothesis.”
Pierre-Simon Laplace
iii

Abstract
The current foundations of theoretical physics can be summarised by the two corner-
stones of physics, namely quantum mechanics and relativity theory. One can probably
add to this list information theory since as observers we are in essence information
gatherers from which one deduces certain aspects of these theories as well as making
predictions. In this thesis we will explore various aspects of these theories as well as
the interactions between them. This thesis can be broken into three broad topics which
fit into and overlap various aspects of these three cornerstones of physics.
The main topic of this thesis is on relativistic quantum information theory. Here we
construct a reformulation of quantum information which is consistent with relativity
theory. We will see that by providing a rigorous formulation starting with the field
equations for a massive fermion and a photon we can construct a theory for relativistic
quantum information. In particular we provide a measurement formalism, a transport
equation which describes the unitary evolution of a state through spacetime as well as
how to extend this to multipartite systems.
The second topic concerns the nature of time, duration and clocks in current phys-
ical theories and in particular for Newtonian mechanics. We analyse the relationship
between the readings of clocks in Newtonian mechanics with absolute time. We will see
that in order to answer this question we must provide not only a model for a clock but
also solve what is referred to as Newton’s Scholium problem. We then compare this
with other dynamical theories in particular quantum mechanics and general relativity
where the treatment of time is quite different from Newtonian mechanics.
The final topic is rather different from the first two. In this chapter we investigate
a range of methods to perform tomography in a solid-state qubit device, for which a`
priori initialization and measurement of the qubit is restricted to a single basis of the
Bloch sphere. We explore and compare several methods to acquire precise descriptions
of additional states and measurements, quantifying both stochastic and systematic
errors, ultimately leading to a tomographically-complete set that can be subsequently
used in process tomography. We focus in detail on the example of a spin qubit formed
by the singlet-triplet subspace of two electron spins in a GaAs double quantum dot,
although our approach is quite general.
These three parts are followed by a personal (and possibly controversial) conclusion,
which describes my fascination with, and ultimately my reason for pursuing studies in
relativity, quantum information and the foundations of physics.
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Author’s Note
In writing this thesis there were several choices regarding the style and format that
I would like to note. Firstly I would like to point out what this thesis is not: This thesis
is not intended to convey a coherent story, research indeed is not like that rather as
scientists we identify areas where we believe progress can be made. Only after decades
even centuries when we step back do we begin to see the bigger picture. This thesis
is simply a collection of research projects both large and small varying over various
different fields some leaning towards philosophy others couched in experiments. These
are areas which not only interested me but where I believed answers can be found from
deep problems regarding the quantization of gravity to answering the simple question
“what is my state?” or “what gate did I just perform?”.
In this light let us address the first issue regarding the basic format of the thesis,
that is whether to present a traditional thesis or simply a ‘thesis by publication’. Here
I have opted to present my research somewhere in between these two formats: those
projects which are small self contained bodies of work I have simply presented the
papers in essentially the same way as they were or will be published. Others are much
larger and I have here for the readers sanity avoided repetition and presented a more
traditional format which we might call a thesis.
In particular the first part is in the field of relativistic quantum information which
has been the primary field of research during my PhD. In this part of the thesis I
have adopted a traditional thesis format. There are several reasons for this: firstly in
order to avoid repetition a traditional thesis seemed more suitable. Secondly, during
the preparation of each paper there were several decisions to remove some results
for not being inline with the primary focus of each paper which were perhaps better
suited to a thesis style document. As these represented a significant research effort
on my part I have decided to include them and I have indicated in the Publications
and Attributions section where such results have been included. Having said this the
majority of the chapters have been left untouched from the original manuscripts. In
contrast the second part of this thesis represents several fields of research with small
research projects. As these projects are small self contained bodies of work I have
presented these ‘by publication’.
In regards to the use of pronouns, since the majority of the work is research that
was collaborative in nature I will use ‘we’ rather than ‘I’ throughout for consistency,
unless I am conveying an opinion not shared by my collaborators. I hope you enjoy
reading this at least as much as I did writing it.
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Introduction
Over the past 80 years there has been an enormous research effort into the field of
Quantum Gravity [1–4] the primary aim being to construct a quantum theory of grav-
ity which should in principle answer or at the very least shed light on the very peculiar
features encountered at the boundary of quantum theory and gravitational physics,
such as the black hole information paradox, Hawking radiation and much more [5, 6].
Unfortunately, this research field has been long and arduous with very few significant
breakthroughs. Much of the difficulty has been due to a lack of any clear experimental
indication as to how one should proceed in quantizing gravity as well as many technical
challenges faced when applying the standard quantization tools that have proved so
useful in quantizing virtually any other gauge theory. In contrast, more recently there
has been an enormous amount of progress in quantum information theory and quantum
computation and although the long term goal of developing a quantum computer has
been highly elusive, one can not deny that the field has evolved into an empirically pre-
cise science. In this thesis we would like to explore from a theoretical perspective how
one might gain some insight into the field of quantum gravity, our approach however
will not be concerned with the difficult task of quantizing gravity but rather asking the
much simpler question of what we can learn about gravity from quantum theory and
more specifically quantum information theory.
Before we embark on such a journey it is reasonable to ask why we think this
is the right question and what do we think we would gain? The answer to this is
historical: since the discovery of special relativity in 1905, it was well known to the
physics community that the (at the time) highly successful and accurate theory of
Newtonian gravity was not consistent with special relativity and the question was how
to ‘relativize gravity’ so that it is consistent with special relativity. While there had
been many attempts to do this, Einstein and (perhaps less well known) Hilbert were
the first to construct such a theory[7, 8]. Einstein’s approach to constructing his theory
hinged on
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1. The geometrical formulation of special relativity developed by Minkowski, where
the three dimensional ‘ether’ is replaced by the four dimensional spacetime.
2. Asking the operational question: what can be learned by probing gravity using
classical test particles? Following such a thought process Einstein concluded that
the aspect of Newtonian gravity that should be retained is the equivalence prin-
ciple. The most widely accepted version of this principle is the strong equivalence
principle according to which in an Einstein elevator that is freely falling, the laws
of special relativity are approximately valid. This is the aspect that is consistent
locally with special relativity.
The intuition (for the main body of work detailed in this thesis, see Part I) is therefore:
to firstly develop a geometrical formulation of quantum theory or in our case quantum
information theory. Secondly, one should probe gravity using quantum test particles,
or in our case qubits, in the hope that one can gain some insight into how one should
quantize the gravitational field, or at the very least highlight the incompatibility be-
tween these two corner stones of physics. In addition to this we will also explore various
other topics of interest which tie into the general theme of this thesis, namely relativity,
gravity and quantum information.
1.1 Outline of the Thesis
Specifically this thesis details the broad areas of interests that I have explored relating
to relativity, gravity and quantum information theory. The main body of work, Part
I, concerns a detailed study into the field of relativistic quantum information theory.
Part II covers two very different topics one concerning classical Newtonian mechanics
the other quantum information theory, which we briefly detail below.
Part I
Relativistic Quantum Information
The this part of this thesis we will develop a general relativistic theory of a localized
qubit realised by the spin of an electron and the polarization of a photon. Importantly,
we will see that this formalism fits into the two criteria detailed above. This research
was motivated by a simple experimental question: if we move a spatially localized
qubit, initially in a state |ψ1〉, along some spacetime path Γ from a spacetime point x1
to another point x2, what will the final quantum state |ψ2〉 be at point x2? This paper
addresses this question for two physical realizations of the qubit: spin of a massive
fermion and polarization of a photon. Our starting point is the Dirac and Maxwell
equations that describe respectively the one-particle states of localized massive fermions
and photons. In the WKB limit we show how one can isolate a two-dimensional
quantum state which evolves unitarily along Γ. In addition we show how to obtain from
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this WKB approach a fully general relativistic description of gravitationally induced
phases. We then extend this formalism by considering multipartite states and generalize
the formalism to incorporate basic elements from quantum information theory such as
quantum entanglement, quantum teleportation, and identical particles. Finally, we
provide a concrete physical model for a Stern–Gerlach measurement of spin and obtain
a unique spin operator which can be determined given the orientation and velocity of
the Stern–Gerlach device and velocity of the massive fermion.
Part II
The Newton Scholium Problem
In Chapter 9 we will look at a very different topic to the previous one. One of the
major long standing challenges in the quantization of general relativity is known as the
problem of time. It is a problem which arrises in quantizing general relativity partly
because of the very different nature of time in general relativity compared to what we
are accustomed to in virtually all other physical theories. In this chapter we would
like to address a very foundational problem of understanding the relationship between
time, clocks and duration in Newtonian physics where even in this simple context we
will see that the answer to what is time, clocks and duration are quite subtle. By
addressing this problem we will see that this leads to what has been referred to as The
Newton Scholium problem.The hope is that exploring these deep fundamental questions
we may gain some insight into the problem of time in general relativity.
Tomography of a spin qubit in a double quantum dot
One of the major challenges experimentalists face when performing an experiment
probing quantum systems is in identifying the quantum state. This is not only impor-
tant to understand the physical system under question but is of particular importance
in quantum computation where accurately identifying the quantum state, known as
Quntum State Tomography, is crucial for quantum computational tasks. In Chapter 10
we investigate a range of methods to perform tomography in a solid-state qubit device,
for which a` priori initialization and measurement of the qubit is restricted to a single
basis of the Bloch sphere. We explore and compare several methods to acquire precise
descriptions of additional states and measurements, quantifying both stochastic and
systematic errors, ultimately leading to a tomographically-complete set that can be
subsequently used in process tomography. We focus in detail on the example of a spin
qubit formed by the singlet-triplet subspace of two electron spins in a GaAs double
quantum dot, although our approach is quite general.
4 Introduction
Part I
Relativistic Quantum Information
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2
Introduction to RQI
The first part of this thesis will provide a systematic and self-contained exposition of
the subject of localized qubits in curved spacetimes with the focus on two physical
realizations of the qubit: spin of a massive fermion and polarization of a photon. Al-
though a great amount of research has been devoted to quantum field theory in curved
spacetimes [9–11] and also more recently to relativistic quantum information theory
in the presence of particle creation and the Unruh effect [12–16], the literature about
localized qubits and quantum information theory in curved spacetimes is relatively
sparse [17–19]. In particular, we are aware of only several papers, [17, 18, 20], that
deal with the issues surrounding the following question: if we move a spatially localized
qubit, initially in a state |ψ1〉, along some spacetime path Γ from a point p1 in space-
time to another point p2, what will the final quantum state |ψ2〉 be at point p2? This,
and other relevant questions, were given as open problems in the field of relativistic
quantum information by Peres and Terno in [21, p.19]. The formalism developed in
this paper will be able to address such questions, and will also be able to deal with the
basic elements of quantum information theory such as entanglement and multipartite
states, teleportation, and quantum interference.
The basic object in quantum information theory is the qubit. Given a Hilbert space
of some physical system, we can physically realize a qubit as any two-dimensional sub-
space of that Hilbert space. However, such physical realizations will in general not be
localized in physical space. We shall restrict our attention to physical realizations that
are well-localized in physical space so that we can approximately represent the qubit
as a two-dimensional quantum state attached to a single point in space. From a space-
time perspective a localized qubit is then mathematically represented as a sequence of
two-dimensional quantum states along some spacetime trajectory corresponding to the
worldline of the qubit.
In order to ensure relativistic invariance it is then necessary to understand how this
quantum state transforms under a Lorentz transformation. However, as is well-known,
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there are no finite-dimensional faithful unitary representations of the Lorentz group [22]
and in particular no two-dimensional ones. The only faithful unitary representations
of the Lorentz group are infinite dimensional (see e.g. [23]). Hence, these cannot be
taken to mathematically represent a qubit, i.e. a two-level system. Naively it would
appear that a formalism for describing localized qubits which is both relativistic and
unitary is a mathematical impossibility.
In the case of flat spacetime the Wigner representations [22, 24] provide unitary
and faithful but infinite-dimensional representations of the Lorentz group. These rep-
resentations make use of the symmetries of Minkowski spacetime, i.e. the full inhomo-
geneous Poincare´ group which includes rotations, boosts, and translations. The basis
states |p, σ〉 are taken to be eigenstates of the four momentum operators (the genera-
tors of spatio-temporal translations) Pˆ µ, i.e. Pˆ µ|p, σ〉 = pµ|p, σ〉 where the symbol σ
refers to some discrete degree of freedom, perhaps spin or polarization. One strategy
for obtaining a two-dimensional (perhaps mixed) quantum state ρσσ′ for the discrete
degree of freedom σ would be to trace out the momentum degree of freedom. But
as shown in [21, 25–27] this density operator does not have covariant transformation
properties (see §3.3). The mathematical reason, from the theory presented in this pa-
per, is that the quantum states for qubits with different momenta belong to different
Hilbert spaces. Thus, the density operator ρσσ′ is then a mixture of states which be-
long to different Hilbert spaces. The operation of ‘tracing out the momenta’ is neither
physically meaningful nor mathematically motivated1.
Another strategy for defining qubits in a relativistic setting would be to restrict to
momentum eigenstates |p, σ〉. The continuous degree of freedom P is then fixed and
the remaining degrees of freedom are discrete. In the case of a photon or fermion the
state space is two dimensional and this can then serve as a relativistic realization of a
qubit. This is the strategy in [17, 18] where the authors develop a theory of transport of
qubits along worldlines. However, when we go from a flat spacetime to curved we lose
the translational symmetry and thereby also the momentum eigenstates |p, σ〉. The
only symmetry remaining is local Lorentz invariance which is manifest in the tetrad
formulation of general relativity. Since the translational symmetry is absent in a curved
spacetime it seems difficult to work with Wigner representations which rely heavily on
the full inhomogeneous Poincare´ group. The use of Wigner representations therefore
needs further justification as they do not exist in curved spacetimes.
In this paper we shall refrain altogether from making use of the infinite-dimensional
Wigner representation. Since our focus is on qubits physically realized as polarization
of photons and spin of massive fermions our starting point will be the field equations
that describe those physical systems, i.e. the Maxwell and Dirac equations in curved
spacetimes. Using the WKB approximation we then show in detail how one can isolate
a two-dimensional Hilbert space and determine an inner product, unitary evolution,
and a quantum state. Our procedure reproduces the results of [17, 18], and can be
regarded as an independent justification and validation.
Notably, possible gravitationally induced global phases [28–33], which are absent in
[17, 18], are automatically included in the WKB approach. Such a phase is irrelevant
1This statement will be further clarified in §4.3.4
9if only single trajectories are considered. However, quantum mechanics allows for more
exotic scenarios such as when a single qubit is simultaneously transported along a
superposition of paths. In order to analyze such scenarios it is necessary to determine
the gravitationally induced phase difference. We show how to derive a simple but
fully general relativistic expression for such a phase difference in the case of spacetime
Mach–Zehnder interferometry. Such a phase difference can be measured empirically
[34] with neutrons in a gravitational field. See [30, 35, 36] and references therein for
further details and generalizations. The formalism developed in this paper can easily
be applied to any spacetime, e.g. spacetimes with frame-dragging.
This paper aims to be self-contained and we have therefore included necessary back-
ground material such as the tetrad formulation of general relativity, the connection
1-form, spinor formalism and more (see §3.1.1 and 3.1.2). For example, the absence of
global reference frames in a curved spacetime has a direct bearing on how entangled
states and quantum teleportation in a curved spacetime are to be understood concep-
tually and mathematically. We discuss this in section 6.2. We have also included an
overview of the Wigner formalism in both flat and curved spacetime in §3.3, which has
interesting comparisons with the formalism presented in this paper which we will point
out along the way.
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3
Preliminaries Localized qubits in curved
spacetimes
In this chapter we will provide the necessary mathematical tools required to understand
the details of this thesis. We will also provide a brief review of the relevant literature
to provide a broader context of where this thesis fits.
3.1 Mathematical tools
Throughout this paper we will require the use of several mathematical tools in order to
construct a relativistic quantum information formalism. Specifically we will review the
tetrad formulation of general relativity and spinor notation along with its connection
to the Weyl field. The hurried reader may want to skip to §3.3.
3.1.1 Reference frames and connection 1-forms
The notion of a local reference frame, which is mathematically represented by a tetrad
field eµI (x), is essential for describing localized qubits in curved spacetimes. This section
provides an introduction to the mathematics of tetrads with an eye towards its use for
quantum information theory in curved spacetime. A presentation of tetrads can also
be found in [37, App. J].
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The absence of global reference frames
One main issue that arises when generalizing quantum information theory from flat
to curved spaces is the absence of a global reference frame. On a flat space manifold
one can define a global reference frame by first introducing, at an arbitrary point x1,
some orthonormal reference frame, i.e. we associate three orthonormal spatial vectors
(xˆx1 , yˆx1 , zˆx1) with the point x1. In order to establish a reference frame at some other
point x2 we can parallel transport each of the three vectors to that point. Since the
manifold is flat the three resulting orthonormal directions are independent of the path
along which they were transported. Repeating this for all points x in our space we
obtain a unique field of reference frames (xˆx, yˆx, zˆx) defined for all points x on the
manifold.1 Thus, from an arbitrarily chosen reference frame at a single point x1 we
can erect a unique global reference frame.
However, when the manifold is curved no unique global reference frame can be
established in this way. The reference frame obtained at point x2 by the parallel
transport of the reference frame at x1 is in general dependent on the path along which
the frame was transported. Thus, in general there is no path-independent way of
constructing global reference frames. Instead we have to accept that the choice of
reference frame at each point on the manifold is completely arbitrary, leading us to the
notion of local reference frames.
To illustrate this situation and its consequences in the context of quantum informa-
tion theory in curved space, consider two parties, Alice and Bob, at separated locations.
First we turn to the case where the space is flat and the entangled state is the singlet
state. The measurement outcomes will be anticorrelated if Alice and Bob measure
along the same direction. In flat space the notion of ‘same direction’ is well-defined.
However, in curved space, whether two directions are ‘the same’ or not is a matter
of pure convention, since the direction obtained from parallel transporting a reference
frame from Alice to Bob is path dependent. Thus, the phrase ‘Alice and Bob measure
along the same direction’ does not have an unambiguous meaning in curved space.
With no natural way to determine that two reference frames at separated points
have the same orientation, we are left with having to keep track of the arbitrary local
choice of reference frame at each point. The natural way to proceed is then to develop
a formalism that will be reference frame covariant, with the empirical predictions (e.g.
predicted probabilities) of the theory required to be manifestly reference frame invari-
ant. The formalism obtained in this paper, in comparison to the formalism presented
in §3.2, meets these two requirements.
1In this paper we will implicitly always work in a topologically trivial open set. This allows us to
ignore topological issues, e.g. the fact that not all manifolds will admit the existence of an everywhere
non-singular field of reference frames.
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Tetrads and local Lorentz invariance
The previous discussion was in terms of a curved space and a spatial reference frame
consisting of three orthonormal spatial vectors. However, in this paper we consider
curved spacetimes, and so we have to adjust the notion of a reference frame accordingly.
We can do this by simply including the 4-velocity of the spatial reference frame as a
fourth component tˆx of the reference frame. Thus, in relativity a reference frame
(tˆx, xˆx, yˆx, zˆx) at some point x consists of three orthonormal spacelike vectors and a
timelike vector tˆx.
Instead of using the cumbersome notation (tˆx, xˆx, yˆx, zˆx) to represent a local ref-
erence frame at a point x we adopt the compact standard notation eµI (x). Here
I = 0, 1, 2, 3 labels the four orthonormal vectors of this reference frame such that
eµ0 ∼ tˆ, eµ1 ∼ xˆ, eµ2 ∼ yˆ, and eµ3 ∼ zˆ, and µ labels the four components of each vector
with respect to the coordinates on the curved manifold. The object eµI (x) is called a
tetrad field. This object represents a field of arbitrarily chosen orthonormal basis vec-
tors for the tangent space TxM for each point x in the spacetime manifold M. This
orthonormality is defined in spacetime by
gµν(x)e
µ
I (x)e
ν
J(x) = ηIJ
where gµν is the spacetime metric tensor and ηIJ is the local flat Minkowski metric.
Furthermore, orthogonality implies that the determinant e = det(eµI ) of the tetrad as
a matrix in (µ, I) must be non-zero. Thus there exists a unique inverse to the tetrad,
denoted by eIµ, such that e
I
µe
µ
J = η
I
J = δ
I
J or e
I
µe
ν
I = g
ν
µ = δ
ν
µ. Making use of the inverse
eIµ we obtain
gµν(x) = e
I
µ(x)e
J
ν (x)ηIJ .
Therefore, if we are given the inverse reference frame eIµ(x) for all spacetime points x
we can reconstruct the metric gµν(x). The tetrad e
µ
I (x) can therefore be regarded as a
mathematical representation of the geometry.
As stressed above, on a curved manifold the choice of reference frame at any specific
point x is completely arbitrary. Consider then local, i.e. spacetime-dependent, trans-
formations of the tetrad eµI (x) → e′µI (x) = Λ JI (x)eµJ(x) that preserve orthonormality;
ηIJ = gµν(x)e
′µ
I (x)e
′ν
J (x) = gµν(x)Λ
K
I (x)e
µ
K(x)Λ
L
J (x)e
ν
L(x) = ηKLΛ
K
I (x)Λ
L
J (x).
(3.1)
The transformations Λ JI (x) are recognized as local Lorentz transformations and leave
ηIJ invariant. Given that the matrices Λ
J
I (x) are allowed to depend on x
µ, so that
different transformations can be performed at different points on the manifold, the
reference frames associated with different points are therefore allowed to be changed
in an uncorrelated manner. However for continuity reasons we will restrict Λ JI (x) to
local proper Lorentz transformations, i.e. members of SO+(1, 3).
The inverse tetrad eIµ transforms as e
I
µ → e′Iµ = ΛIJeJµ where ΛIKΛ KJ = δIJ . We now
see that the gravitational field gµν is invariant under these transformations:
g′µν = ηIJe
′I
µ e
′J
ν = ηIJΛ
I
Ke
K
µ Λ
J
Le
L
ν = ηIJΛ
I
KΛ
J
Le
K
µ e
l
ν = ηKLe
K
µ e
L
ν = gµν . (3.2)
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Therefore, all tetrads related by a local Lorentz transformation ΛIJ(x) represent
the same geometry gµν . Thus, by switching from a metric representation to a tetrad
representation we have introduced a new invariance: local Lorentz invariance.
As stated earlier it will be useful to formulate qubits in curved spacetime in a
reference frame covariant manner. To do so we need to be able to represent spacetime
vectors with respect to the tetrads and not the coordinates. A spacetime vector V
expressed in terms of the coordinates will carry the coordinate index V µ. However, the
vector could likewise be expressed in terms of the tetrad basis, in this case V µ = V IeµI
where V I are the components of the vector in the tetrad basis given by V I = eIµV
µ. We
can therefore work with tensors represented either in the coordinate basis labelled by
Greek indices µ, ν, ρ, etc or in the tetrad basis where tensors are labelled with capital
Roman indices I, J,K, etc. The indices are raised or lowered either with gµν or with
ηIJ depending on the basis. We will switch between tetrad and coordinate indices
freely throughout this paper.
The connection 1-form
In order to define a covariant derivative and parallel transport one needs a connection.
When this connection is expressed in the coordinate basis, which is in general neither
normalized nor orthogonal, this is referred to as the affine connection Γρµν . Alternatively
if the connection is expressed in terms of the orthonormal tetrad basis it is called the
connection one-form ω Iµ J . To see this, consider the parallel transport of a vector V
µ
along some path xµ(λ) given by the equation
DV µ
Dλ
≡ dV
µ
dλ
+
dxν
dλ
ΓµνρV
ρ ≡ 0.
where λ is some arbitrary parameter. The vector V µ in the tetrad basis is expressed
as V µ = V IeµI . We can now re-express the parallel transport equation in terms of the
tetrad components V I :
D(eµIV
I)
Dλ
≡d(e
µ
IV
I)
dλ
+
dxν
dλ
Γµνρe
ρ
IV
I
=eµI
(
dV I
dλ
+
dxν
dλ
[
eIρ∂νe
ρ
J + Γ
σ
νρe
I
σe
ρ
J
]
V J
)
.
Thus, if we define
ω Iν J ≡ eIρ∂νeρJ + ΓσνρeIσeρJ ,
the equation for the parallel transport of the tetrad components V I can be written as
DV I
Dλ
≡ dV
I
dλ
+
dxν
dλ
ω Iν JV
J = 0.
The object ω Iν J is called the connection 1-form or spin-1 connection and is merely
the affine connection Γµνρ expressed in a local orthonormal frame e
µ
I (x). It is also
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called a Lie-algebra -valued 1-form since, when viewed as a matrix (ων)
I
J , it is a 1-
form in ν of elements of the Lie algebra so(1, 3). The connection 1-form encodes
the spacetime curvature but unlike the affine connection it transforms in a covariant
way (as a covariant vector, or in a different language, as a 1-form) under coordinate
transformations, due to it having a single coordinate index ν. However, as can readily
be checked from the definition, it transforms inhomogeneously under a change of tetrad
eIµ(x)→ ΛIJ(x)eJµ(x):
ω Iµ J → ω′ Iµ J = ΛIKΛ LJ ω Kµ L + ΛIK∂µΛ KJ . (3.3)
The inhomogeneous term ΛIK∂µΛ
K
J is present only when the rotations depend on the
position coordinate xµ and ensures that the parallel transport DV
I
Dλ
transforms properly
as a contravariant vector under local Lorentz transformations.
3.1.2 Spinors and SL(2,C)
In our analysis of qubits in curved spacetime it will be necessary to introduce some
notation for describing spinors. A spinor is a two-component complex vector φA, where
A = 1, 2 labels the spinor components, living in a two-dimensional complex vector space
W . We are going to be using spinors as objects that transform under SL(2,C), which
forms a double cover of SO+(1, 3). Hence, W carries a spin-1
2
representation of the
Lorentz group. The treatment of spinors in this section begins abstractly by detailing
the properties of the spinor space W , we will then review SL(2,C) spinors and how
they are related to Dirac spinors.
Complex vector spaces
Mathematically, spinors are vectors in a complex two-dimensional vector space W . We
denote elements of W by φA. Just as in the case of tangent vectors in differential
geometry, we can consider the space W ∗ of linear functions ψ : W 7→ C, i.e. ψ(αφ1 +
βφ2) = αψ(φ1) + βψ(φ2). Objects belonging to W
∗, which is called the dual space of
W , is written with the index as a superscript, i.e. ψA ∈ W ∗.
Since our vector space is a complex vector space it is also possible to consider the
space W
∗
of all antilinear maps χ : W 7→ C, i.e. all maps χ such that χ(αφ1 + βφ2) =
α¯χ(φ1) + β¯χ(φ2). A member of that space, called the conjugate dual space of W , is
written as χA
′ ∈ W ∗. The prime on the index distinguishes these vectors from the dual
vectors.
Finally we can consider the space W dual to W
∗
, which is identified as the conjugate
space of W . Members of this space are denoted as ξA′ .
In summary, because we are dealing with a complex vector space in quantum me-
chanics rather than a real one as in ordinary differential geometry we have four rather
than two spaces:
• the space W itself: φA ∈ W ;
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• the space W ∗ dual to W : ψA ∈ W ∗;
• the space W ∗ conjugate dual to W : χA′ ∈ W ∗;
• the space W dual to W ∗: ξA′ ∈ W .
Spinor index manipulation
There are several rules regarding the various spinor manipulations that are required
when considering spinors in spacetime. Specifically, we would like to mathematically
represent the operations of complex conjugation, summing indices, and raising and
lowering indices. The operation of raising and lowering indices will require additional
structure which we will address later.
Firstly the operation of complex conjugation: In spinor notion the operation of com-
plex conjugation will turn a vector in W into a vector in W . The complex conjugation
of φA is represented as
φA = φA′ .
We will also need to know how to contract two indices. We can only contract when
one index appears as a superscript and the other as a subscript, and only when the
indices are either both primed or both unprimed, i.e. φAψ
A and ξA′χ
A′ are allowed
contractions. Contraction of a primed index with an unprimed one, e.g. φAχ
A′ , is not
allowed.
The reader familiar with two-component spinors [38–40] will recognize the index
notation (consisting of primed or unprimed indices) with that commonly used in treat-
ments of spinors. It should be noted however that this structure has little to do with
the Lorentz group or its universal covering group SL(2,C). Rather, this structure is
there as soon as we are dealing with complex vector spaces and is unrelated to what
kind of symmetry group we are considering. We will now consider the symmetry given
by the Lorentz group.
SL(2,C) and the spin-1
2
Lorentz group
The Lie group SL(2,C) is defined to consist of 2×2 complex-valued matrices L BA with
unit determinant which mathematically translates into
1
2
CD
ABL CA L DB = 1
where AB is the antisymmetric Levi–Civita symbol defined by 12 = 1 and AB = −BA
and similarly for AB. It follows immediately from the definition of SL(2,C) that the
Levi–Civita symbol is invariant under actions of this group. If we use the Levi–Civita
symbols to raise and lower indices it is important due to their antisymmetry to stick
to a certain convention, more precisely: whether we raise with the first or second index
[38]. See e.g. [39] for competing conventions.
3.1 Mathematical tools 17
The generators GIJ in the corresponding Lie algebra sl(2,C) is defined by (matrix
indices suppressed)
[GIJ , GKL] = i
(
ηJKGIL − ηIKGJL − ηJLGIK + ηILGJK)
and their algebra coincides with the Lorentz so(1, 3) algebra. In fact, SL(2,C) is the
double cover of SO+(1, 3) and is therefore a spin-1
2
representation of the Lorentz group.
Note also that the indices I, J,K, L = 0, 1, 2, 3 labelling the generators of the group
are in fact tetrad indices. The Dirac 4× 4 representation of this algebra is given by
SIJ =
i
4
[γI , γJ ]
This representation is reducible, which can easily be seen if we make use of the Weyl
representation of the Dirac matrices
γI =
(
0 σIAA′
σ¯IA
′A 0
)
In this way the Dirac 4 × 4 representation decomposes into a left- and right-handed
representation. To see this note that since primed and unprimed indices are different
kinds of indices the ordering does not matter. However, if we want the spinors σIAA′
and σ¯JA
′A to be the usual Pauli matrices it is necessary to have the primed/unprimed
index as a row/column for σ¯JA
′A and vice versa for σIAA′ [39]. Furthermore, σ
I
AA′ and
σ¯JA
′A are in fact the same spinor object if we use AB and ¯A′B′ to raise and lower
the indices. Nevertheless, it is convenient for our purposes to keep the bar since that
allows for a compact index-free notation σI = (1, σi), σ¯I = (1,−σi), where the σi are
(in matrix form) the usual Pauli matrices.
This allows us to extract from the Dirac algebra {γα, γβ} = 2ηαβ the corresponding
two-component algebra
σαAA′σ¯
βA′B + σβAA′σ¯
αA′B = 2ηαβδ BA (3.4)
where δ BA is the Kronecker delta. In this representation the generators become
SIJ =
i
4
[
γI , γJ
]
=
(
(LIJ) BA 0
0 (RIJ)A
′
B′
)
where
(LIJ) BA =
i
4
(
σIAA′σ¯
JA′B − σJAA′σ¯IA′B
)
(3.5)
(RIJ)A
′
B′ =
i
4
(
σ¯IA
′AσJAB′ − σ¯JA′AσIAB′
)
. (3.6)
The Dirac spinor can now be understood as a composite object:
Ψ =
(
φA
χA
′
)
(3.7)
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where φA and χ
A′ are left- and right-handed spinors respectively. In this paper we take
the left-handed component as encoding the quantum state. However, we could equally
well have worked with the right-handed component as the result turns out to be the
same.
Although AB and ¯A′B′ are the only invariant objects under the actions of the group
SL(2,C), the hybrid object σ¯IA′A plays a distinguished role because it is invariant under
the combined actions of the spin-1 and spin-1
2
Lorentz transformations, that is
σ¯IA
′A → ΛIJΛABΛ¯A
′
B′σ¯
JB′B = σ¯IA
′A
where ΛIJ is an arbitrary Lorentz transformation and Λ
A
B and Λ¯
A′
B′ are the corre-
sponding spin-1
2
Lorentz boosts. ΛAB is the left-handed and Λ¯
A′
B′ (= Λ¯
−1A′
B′) the
right-handed representation of SL(2,C).
The connection between SO(1, 3) vectors in spacetime and SL(2,C) spinors is es-
tablished with the linear map σ¯IA
′A, a hybrid object with both spinor and tetrad indices
[38]. The relation between a spacetime vector φI and a spinor φA is given by
φI = σ¯IA
′Aφ¯A′φA.
This relation can be thought of as the spacetime extension of the relation between
SO(3) vectors and SU(2) spinors, i.e. this object is the Bloch 4-vector. This is in fact
a null vector, and we can say that σIA
′A provides a map from the spinor space to the
future null light cone [38].
The geometric structure of the inner product
In order to turn the complex vector space W into a proper Hilbert space we need to
introduce a positive definite sesquilinear inner product. A sesquilinear form is linear in
the second argument, antilinear in the first, and takes two complex vectors φA, ψA ∈ W
as arguments. The antilinearity in the first argument means that φA must come with
a complex conjugation and the linearity in the second argument means that ψA comes
without complex conjugation. In order to produce a complex number we now have
to sum over the indices. So we should have something looking like 〈φ|ψ〉 = ∑ φ¯A′ψA.
However, we are not allowed to carry out this summation: both the indices appear
as subscripts and in addition one comes primed and the other unprimed. The only
way to get around this is to introduce some geometric object with index structure
IA
′A ∈ W¯ ∗ ⊗W ∗. The inner product then becomes
〈φ|ψ〉 = IA′Aφ¯A′ψA.
In order to guarantee positive definiteness, the inner product structure IA
′A (when
viewed as a matrix) should have only positive eigenvalues.
3.2 Relativistic Quantum Information circa 2009
Before we begin our analysis of relativistic quantum information it will be helpful
to have a clear picture of the current standing of the field of relativistic quantum
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information, with which we will draw many comparisons. Specifically we will focus on
the treatment of fermion and photon one particle states which is based on an alternative
representation to the one which will be explored in this thesis known as the Wigner
representation. The outline of this section is therefore as follows, we will begin with a
brief summary of the Wigner representation for a massive spin-1
2
system and a massless
spin-1 system. We will then review several interesting results that have been found in
the relativistic quantum information community. We will continually return to these
results throughout this part of the thesis to make various comparisons.
3.2.1 The Wigner representation
During the 1930’s, Eugene Wigner asked the important question whether there exists
a unitary representation of the Poincare´ group, the symmetry group for flat spacetime
which is comprised of Lorentz boosts, rotations and translations. The need for a
unitary representation should be clear: if one would like to unify relativity and quantum
mechanics then one would hope that a unitary representation of the symmetry group
of flat spacetime can be found. However it is (and was) a well known fact that there
are no finite dimensional faithful unitary representations of the Poincare´ group, which
stems fundamentally from the fact that neither the Poincare´ group nor the Lorentz
group are compact.2 This question, in a seminal paper [22] was with the use of infinite
dimensional representations, answered affirmatively and is now commonly known as the
Wigner representation. We will now outline how to construct the Wigner representation
for both massive spin-1
2
and massless spin-1 systems.
One-particle states
The goal is to construct a unitary representation of the Poincare´ group acting on an
infinite dimensional Hilbert space H. First lets begin by considering the Lie algebra of
the Poincare´ group defined by the commutation relations
i
[
Jαβ, Jγδ
]
= ηβγJαδ − ηαγJβδ − ηαδJγβ + ηβδJγα (3.8)
i
[
Pα, Jβγ
]
= ηαβP γ − ηαγP β (3.9)[
Pα, P β
]
= 0 (3.10)
where Pα is identified as the generators of traslations and Jαβ as the generators of the
Lorentz group. The generators can further be decomposed into generators of rotations
Jmn and generators of Lorentz boosts J0n. Note that for simplicity we will occasionally
keep indices implicit.
In order to quantize we promote the generators Pα and Jαβ to operators Pˆα and
Jˆαβ which act on states in an infinite dimensional Hilbert space. Following Weinberg’s
2We will see that we can recover unitarity for finite dimensional systems by introducing an ap-
propriate inner product, however by doing so we will no longer have a representation in the strict
mathematical sense as boosts will map states from one hilbert space to another.
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treatment, we identify our Hilbert space by the set of states which satisfies the following
Pˆα |p, σ〉 = pα |p, σ〉 , (3.11)
i.e. by the set of momentum eigenstates |p, σ〉, where σ can be any discrete label,
but here we will take it to represent the spin of the fermion or the polarization of the
photon. Under an arbitrary translation |p, σ〉 → U(1, a) |p, σ〉 = eip·a |p, σ〉. We are left
to identify the action of the Lorentz group on the states |p, σ〉. To do this first consider
an arbitrary Lorentz transformation Λ which is represented by the unitary operator
U(Λ, 0) ≡ U(Λ). The action of U(Λ) on |p, σ〉 must be to produce an eigenstate of Pˆα
with eigenvalue Λp. Therefore the action of U(Λ) must result in a transformation of
the form
U(Λ) |p, σ〉 =
∑
σ′
Cσσ′ |Λp, σ′〉 (3.12)
In order to determining the coefficients Cσσ′ the standard procedure is to first choose a
representative four-momentum kα, e.g. for a massive fermion a suitable choice may be
the rest frame momentum kα = (1, 0, 0, 0), however any other choice is equally valid.
We then define the action of a set of privileged Lorentz transformation Lαβ(p) as
|p, σ〉 ≡ N(p)U(L(p)) |k, σ〉 (3.13)
where pα = Lαβ(p)k
β and N(p) is some appropriately chosen normalisation. For the
massive case Lαβ(p) would correspond to a pure boost. We see that this definition of
the Lorentz transformation L(p) acting on |k, σ〉 simply leaves σ invariant. Considering
again an arbitrary Lorentz transformation acting on an arbitrary momentum eigenstate
we have
U(Λ) |p, σ〉 = N(p)U(Λ)U(L(p)) |k, σ〉
= N(p)U(L(Λp))U(L−1(Λp)ΛL(p)) |k, σ〉 (3.14)
The Lorentz transformation L−1(Λp)ΛL(p) can be viewed as the following sequence
of operations k → p → Λp → k. This transformation belongs to a subgroup of
the Poincare´ group which we refer to as Wigner’s little group and consists of the set
of Lorentz transformations which leaves the standard momentum kα invariant, i.e.
Wαβk
β = kα. Explicitly they are given by the following set of Lorentz transformations
Wαβ = L
−1(Λp)αγΛ
γ
δL(p)
δ
β
The action of a Lorentz transformation on an arbitrary state has therefore been split
into a component which acts purely on the momentum subspace U(L(Λp)) and a com-
ponent U(L−1(Λp)ΛL(p)) which acts purely on the discrete subspace σ. Note however
that U(L−1(Λp)ΛL(p)) is not independent of the momentum subspace. We therefore
have
U(Λ) |p, σ〉 =
∑
σ′
Dσσ′(W (Λ, p)) |Λp, σ′〉 (3.15)
where we can identify Dσσ′(W (Λ, p)) = U(L
−1(Λp)ΛL(p)). The matrices Dσσ′ furnish
a representation of Wigner’s little group and is referred to as the Wigner rotation
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matrix. Dσσ′(W (Λ, p)) is the σ-representation of W , e.g. for a spin-
1
2
system the Dσσ′
would correspond to the spin-1
2
representation of the Lorentz transformation W .
The Hilbert space in the Wigner representation is given by the tensor product
H = L2 ⊗Hσ and the momentum eigenstates can be decomposed as |p, σ〉 = |p〉 ⊗ |σ〉.
Wigner rotations for massive spin-1
2
particles
For a massive spin-1
2
particle the action of a Lorentz transformation can be determined
by first choosing a standard momentum kα. This we define as the rest frame momentum
kα =

m
0
0
0

The corresponding little group is therefore the group of spatial rotations SO(3) and the
action of a Lorentz transformation simply rotates the spin. This is clearly true if we
restrict Λ to rotations, since the boost L and the rotation Λ commute W (Λ, p) = Λ and
D(
1
2
)(W ) is the corresponding SU(2) rotation. If we restrict Λ to a pure boosts in order
to determine W (Λ, p) and hence D(
1
2
)(W ) we will require the spin-1
2
representation of
an arbitrary Lorentz boost
Λ 1
2
(p) =
√
γ + 1
2
σ0 +
√
γ − 1
2β2
βiσi
where β is the boost parameter and γ the corresponding Lorentz factor. The Wigner
rotation is D(
1
2
)(W (Λ, p)) = L−11
2
(Λp)Λ 1
2
L 1
2
(p) and for an infinitesimal Lorentz boost is
explicitly given by
D(
1
2
)(W (Λ, p)) = σˆ0 − i
2
ijkδv
ipj
p0 +m
σˆk (3.16)
where δvi is the infinitesimal boost. Note that the Wigner rotation has broken manifest
Lorentz covariance. This as we shall see in §4.3.4 is because the Wigner formalism
is defined in a specific reference frame defined by the choice of the standard four-
momentum kα.
Wigner rotations for massless spin-1 particles
The structure of Wigner’s little group for massless particles is more complicated. This
stems from the fact that a null four-vector is orthogonal to itself, for the purpose of this
thesis we will simply outline the basic result further details can be found in [24, 41].
The standard choice for kα is the null vector
kα =

1
0
0
1

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There are two distinct transformations that leave kα invariant rotations in the x − y
plane by an angle θ = θ(Λ, p) which we label R(θ) and transformations that have
the structure of the Euclidean group of translations E(2) which we label as S(α, β).
The transformations S(α, β) acting on a polarisation vector ψα corresponds to a gauge
transformation of the form ψα → ψ′α = ψα + λkα, where λ is some arbitrary con-
stant and hence does not change the physical state. The action of a general Lorentz
transformation therefore has the form
W (Λ, k) = S(α, β)R(θ) (3.17)
That is, a component R(θ) which changes the physical state of the polarization and
a component S(α, β) which is pure gauge. Explicit forms of the Wigner rotation for
photons can be found in [41].
3.3 Relativistic quantum information
The birth of relativistic quantum information began with [25, 42] and since then there
has been active research into understanding how these two cornerstones of physics,
namely quantum information theory and relativity can be combined [13, 17, 18, 21, 26,
27, 43]. Here we will state the results found in [17, 21]. For convenience we will only
review the analysis of fermions, however it is important to note that similar results
have also been obtained for the case of photons [25, 43].
3.3.1 Flat spacetime
As we have just outlined the Wigner representation is in fact an infinite dimensional
representation acting in an infintie dimensional Hilbert space H. The state |p, σ〉 ∈ H
therefore cannot be taken to represent the state of a qubit. In order to obtain the state
of a qubit encoded in σ according to the standard prescription of quantum theory we
must trace out the momentum degrees of freedom. Specifically given the density matrix
ρ corresponding to the state |p, σ〉, the partial trace over the moomentum degrees of
freedom yields
ρσ = Trp ρ = |σ〉〈σ|.
This illustrates the first peculiar result of relativistic quantum information. Specifically
the reduced density matrix ρσ has no Lorentz transformation law. This is because
the Wigner rotation is explicitly momentum dependent. Therefore if we consider two
inertial observers Alice and Bob who each have states ρA and ρB respectively, there
is no way Alice can compare her state with Bob’s in any physically meaningful way
without knowing the momentum of the state with respect to each frame. The reduced
density matrix therefore appears to have very little use in the relativistic context.
The second interesting result that stemmed from considering not a momentum
eigenstate but the more realistic minimum uncertainty state that is separable in spin
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and momentum
|Ψ〉 =
∫
ψ(p) |p, σ〉 dµ(p)
where ψ(p) = Nexp(−|p|2/2∆2) and dµ(p) = d4p δ(p2 − m2) = d3p/(2pi)3(2p0) is
the Lorentz invariant measure. The action of a Lorentz transformation on the reduced
density matrix corresponds to a completely positive trace preserving (CPTP) map with
master equation
ρ′σ = ρσ(1−
Γ2
4
) + (σxρˆσσˆx + σˆyρσσˆy)
Γ2
8
where
Γ =
∆
m
1−√1− β2
β
.
The Lorentz transformation results in a CPTP map because the Wigner rotation is
momentum dependent. The action of a Lorentz transformation therefore acts as an
entangling gate, entangling the momentum and spin degrees of freedom. We will see
in Chapter 7 that the spin observable for a Stern-Gerlach measurement is in fact
momentum dependent and therefore in order to determine the measurement statistics
one cannot use the reduced density matrix ρσ, instead an alternative tracing operation
must be considered we will have more to say about this in the latter chapters.
3.3.2 Extensions to curved spacetime
The above discussion has been in the context of flat spacetime. An important question
would be whether there exists an appropriate extension of the Wigner formalism to
curved spacetime. One approach for extending such a formalism can be found in [17]
who as a first approximation extended the Wigner formalism to curved spacetime. To
do this recall that the gravitational field encoded in the spin-1 connection ω Iν J acts
via a sequence of infinitesimal Lorentz transformations. Therefore given a timelike
trajectory xµ(τ) along which a massive spin-1
2
particle is transported we can determine
the corresponding Wigner rotation
W IJ(τ) = η
I
J + ϑ
I
J(τ) dτ, (3.18)
where ϑ00(τ) = ϑ
0
i(τ) = ϑ
i
0(τ) = 0 and
ϑik(τ) = λ
i
k(τ) +
λi0(τ) pk(τ)− λk0(τ) pi(τ)
p0(τ) +mc
. (3.19)
and
λIJ(τ) = −
1
mc2
[
aI(τ) pJ(τ)− pI(τ) aJ(τ)
]− 1
mc
pν(τ)ω Iν J(x(τ)). (3.20)
The corresponding spin-1
2
representation of the Wigner rotation in curved spacetime is
D
( 1
2
)
σ′σ(W (τ)) = σˆ0 +
i
2
[
ϑ23(τ) σˆx + ϑ31(τ) σˆy + ϑ12(τ)σz
]
dτ (3.21)
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However the validity of this approach is entirely not clear for one small but important
reason, the Wigner representation is a unitary representation of the Poincare´ group - the
symmetry group of flat spacetime. We however require a unitary representation of the
Lorentz group - the local symmetry group of curved spacetime. Although the Lorentz
group is a subgroup of the Poincare´ group the construction of the Wigner representation
explicitly made use of the momentum eigenstates |p, σ〉 and the translation operator Pˆα
which is not a member of the Lorentz group and therefore one should think seriously
before blindly applying this formalism. This thesis is primarily aimed at addressing this
fundamental issue. We will see in the next chapter precisely under what approximations
this extension of the Wigner formalism is valid.
4
Relativistic qubits
4.1 An outline of methods and concepts
In this section we provide a general outline of the main ideas and concepts needed to
understand the topic of localized qubits in curved spacetimes.
4.1.1 Localized qubits in curved spacetimes
Let us now make precise the concept of a localized qubit. As a minimal characterization,
a localized qubit is understood in this paper as any two-level quantum system which
is spatially well-localized. Such a qubit is effectively described by a two-dimensional
quantum state attached to a single point in space. From a spacetime perspective the
history of the localized qubit is then a sequence (i.e. a one-parameter family) of two-
dimensional quantum states |ψ(λ)〉 each associated with a point xµ(λ) on the worldline
of the qubit parameterized by λ. In this paper we will focus on qubits represented
by the spin of an electron and the polarization of a photon and show how one can,
by applying the WKB approximation to the corresponding field equation (the Dirac
or Maxwell equation), extract a two-level quantum state associated with a spatially
localized particle.
An immediate consequence of this definition is that the sequence of quantum states
|ψ(λ)〉 must be thought of as belonging to distinct Hilbert spacesHx(λ) attached to each
point xµ(λ) of our trajectory.1 The situation is identical to that in differential geometry
where one must think of the tangent spaces associated with different spacetime points
1Mathematically the structure is referred to as a fibre bundle where we have a fibre Hx(λ) for each
spacetime point.
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Figure 4.1: If we parallel transport a vector v from point x1 to x2 along two distinct
trajectories Γ1 and Γ2 in curved spacetime we generally obtain two distinct vectors vΓ1 and
vΓ2 at x2. Thus, no natural identification of vectors of one tangent space and another exists
in general and we need to associate a distinct tangent space for each point in spacetime. The
same applies to quantum states and their Hilbert spaces: the state at a point x2 of a qubit
moved from a point x1 would in general depend on the path taken, and hence the Hilbert
space for each point is distinct. The Hilbert spaces Hx1 and Hx2 are illustrated as vertical
‘fibres’ attached to the spacetime points x1 and x2.
as mathematically distinct: since the parallel transport of a vector along some path
from one point to another is path dependent there is no natural identification between
vectors of one tangent space and the other. The parallel transport, for any type of
object, is simply a sequence of infinitesimal Lorentz transformations acting on the
object and it is this sequence that is in general path dependent. Thus, if we are dealing
with a physical realization of a qubit whose state transforms non-trivially under the
Lorentz group, as is the case for the two physical realizations that we are considering,
we must also conclude that in general it is not possible to compare quantum states
associated with distinct points in spacetime. As we shall see in sections 4.3.3 and
4.4.4, Hilbert spaces for different momenta pµ(λ) of the particle carrying the qubit
must also be considered distinct. The Hilbert spaces will therefore be indexed as Hx,p,
and so along a trajectory there will be a family of Hilbert spaces H(x,p)(λ).
The ambiguity in comparing separated states has particular consequences: It is in
general not well-defined to say that two quantum states associated with distinct points
in spacetime are the same. Nor is it mathematically well-defined to ask how much a
quantum state has “really” changed when moved along a path. Nevertheless, if two
initially identical states are transported to some point x but along two distinct paths,
the difference between the two resulting states is well-defined, since we are comparing
states belonging to the same Hilbert space (see figure 4.1).
There are also consequences for how we interpret basic quantum information tasks
such as quantum teleportation: When Alice “teleports” a quantum state over some
distance to Bob we would like to say that it is the same state that appears at Bob’s
location. However, this will not have an unambiguous meaning. An interesting alter-
native is to instead use the maximally entangled state to define what is “the same”
quantum state for Bob and Alice, at their distinct locations. We return to these issues
in §6.2.3.
In a strict sense a localized qubit can be understood as a sequence of quantum
4.1 An outline of methods and concepts 27
states attached to points along a worldline. We will however relax this notion of local-
ized qubits slightly to allow for path superpositions as well. More specifically, we can
consider scenarios in which a single localized qubit is split up into a spatial superpo-
sition, transported simultaneously along two or more distinct worldlines, and made to
recombine at some future spacetime region so as to produce quantum interference phe-
nomena. We will still regard these spatial superpositions as localized if the components
of the superposition are each localized around well-defined spacetime trajectories.
4.1.2 Physical realizations of localized qubits
The concepts of a classical bit and a quantum bit (cbit and qubit for short) are abstract
concepts in the sense that no importance is usually attached to the specific way in
which we physically realize the cbit or qubit. However, when we want to manipulate
the state of the cbit or qubit using external fields, the specific physical realization of
the bit becomes important. For example, the state of a qubit, physically realized as the
spin of a massive fermion, can readily be manipulated using an external electromagnetic
field, but the same is not true for a qubit physically realized as the polarization of a
photon.
The situation is no different when the external field is the gravitational one. In
order to develop a formalism for describing transport of qubits in curved spacetimes it
is necessary to pay attention to how the qubit is physically realized. Without knowing
whether the qubit is physically realized as the spin of a massive fermion or the po-
larization of a photon, for example, it is not possible to determine how the quantum
state of the qubit responds to the gravitational field. More precisely: gravity, in part,
acts on a localized qubit through a sequence of Lorentz transformations which can
be determined from the trajectory along which it is transported and the gravitational
field, i.e. the connection one-form ωµ
I
J . Since different qubits can constitute different
representations under the Lorentz group, the influence of gravity will be representation
dependent. This is not at odds with the equivalence principle, which only requires that
the qubits are acted upon with the same Lorentz transformation.
4.1.3 Our approach
Our starting point will be the one-particle excitations of the respective quantum fields.
These one-particle excitations are fields Ψ or Aµ, which are governed by the classical
Dirac or Maxwell equation, respectively. Our goal is to formulate a mathematical de-
scription for localized qubits in curved spacetime. Therefore we must find a regime in
which the spatial degrees of freedom of the fields are suppressed so that the relevant
state space reduces to a two-dimensional quantum state associated with points along
some well-defined spacetime trajectory. Our approach is to apply the WKB approxima-
tion to the Dirac and Maxwell equations (sections 4.3.1 and 4.4.1) and study spatially
localized solutions. In this way we can isolate a two-dimensional quantum state from
Ψ and Aµ, that travels along a classical trajectory.
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In the approach that we use for the two realizations, we start with a general wave-
function for the fields expressed as
φA(x) = ψA(x)ϕ(x)e
iθ(x) or Aµ(x) = Re[ψµ(x)ϕ(x)e
iθ(x)]
where the two-component spinor field φA(x) is the left-handed component of the Dirac
field Ψ and xµ is some coordinate system. The decompositions for the two fields are
similar: θ(x) is the phase, ϕ(x) is the real-valued envelope, and ψA(x) or ψµ(x) are
fields that encode the quantum state of the qubit in the respective cases. These latter
objects are respectively the normalized two-component spinor field and normalized
complex-valued polarization vector field. Note that we are deliberately using the same
symbol ψ for both the two-component spinor ψA and the polarization 4-vector ψµ as
it is these variables that encode the quantum state in each case.
The WKB limit proceeds under the assumptions that the phase θ(x) varies in x
much more rapidly than any other aspect of the field and that the wavelength of the
phase oscillation is much smaller than the spacetime curvature scale. Expanding the
field equations under these conditions we obtain:
• a field of wavevectors kµ(x) whose integral curves satisfy the corresponding clas-
sical equations of motion;
• a global phase θ, determined by integrating kµ along the integral curves;
• transport equations that govern the evolution of ψA and ψµ along this family of
integral curves;
• a conserved current which will be interpreted as a quantum probability current.
The assumptions of the WKB limit by themselves do not ensure a spatially localized
envelope ϕ(x), and therefore do not in general describe localized qubits. In sections
4.3.2 and 4.4.2 we add further assumptions that guarantee that the qubit is localized
during its transport along the trajectory. The spatial degrees of freedom are in this
way suppressed and we can effectively describe the qubit as a sequence of quantum
states, encoded in the objects ψA(τ) or ψ
A(λ). These objects constitute non-unitary
representations of the Lorentz group. As we shall see in §6.1, unitarity is recovered
once we have correctly identified the respective inner products. Notably, the Hilbert
spaces H(x,p)(λ) we obtain are labelled with both the position and the momentum of
the localised qubit.
Finally, since the objects ψA(τ) and ψ
A(λ) have been separated from the phase eiθ(x),
the transport equations for these objects do not account for possible gravitationally
induced global phases. We show how to obtain such phases in §5 from the WKB
approximation. Thus, with the inclusion of phases, we have provided a complete,
Lorentz covariant formalism describing the transport of qubits in curved spacetimes.
Hereafter it is straightforward to extend the formalism to several qubits in order to
treat multipartite states, entanglement and teleportation (§6.2), providing the basic
ingredients of quantum information theory in curved spacetimes.
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4.2 Issues from quantum field theory - the domain
of applicability
The formalism describing qubits in curved spacetimes presented in this paper has its
specific domain of applicability and cannot be taken to be empirically correct in all
situations. One simple reason for this is that the current most fundamental theory of
nature is not formulated in terms of localized qubits but instead involves very different
objects such as quantum fields. There are four important issues arising from quantum
field theory that restrict the domain of applicability:
• the problem of localization;
• particle number ambiguity;
• particle creation;
• the Unruh effect.
Below we discuss these issues and indicate how they restrict the domain of applicability
of the formalism of this paper.
4.2.1 The localization problem
The formalism of this paper concerns spatially localized qubits, with the wavepacket
width being much smaller than the curvature scale. However, it is well-known from
quantum field theory that it is not possible to localize one-particle states to an arbi-
trary degree. For example, localization of massive fermions is limited by the Compton
wavelength λc = h/mc [44]. More precisely, any wavefunction constructed from exclu-
sively positive frequency modes must have a tail that falls off with radius r slower than
e−r/λc . However, this is of no concern if we only consider wavepackets with a width
much larger than the Compton wavelength. This consequently restricts the domain
of applicability of the material in this paper. In particular, since the width of the
wavepacket is assumed to be much smaller than the curvature scale (see §4.2.2), the
localization theorem means that we cannot deal with extreme curvature scales of the
order of the Compton wavelength.
A similar problem exists also for photons. Although the Compton wavelength for
photons is ill-defined, it has also been shown that they must have non-vanishing sub-
exponential tails [45, 46].
Given these localization theorems it is not strictly speaking possible to define a
localized wavepacket with compact support. However, for the purpose of this paper
we will assume that most of the wavepacket is contained within some region, smaller
than the curvature scale, and the exponential tails outside can safely be neglected in
calculations. We will assume from here on that this is indeed the case.
30 Relativistic qubits
4.2.2 Particle number ambiguity
One important lesson that we have learned from quantum field theory in curved space-
times is that a natural notion of particle number is in general absent; see e.g. [10].
It is only under special conditions that a natural notion of particle number emerges.
Therefore, for arbitrary time-dependent spacetimes it is not in general possible to talk
unambiguously about the spin of one electron or the polarization state of one photon
as this would require an unambiguous notion of particle number. This is important in
this paper because a qubit is realized by the spin of one massive fermion or polarization
of one photon.
The particle number ambiguity can be traced back to the fact that the most funda-
mental mathematical objects in quantum field theory are the quantum field operators
and not particles or Fock space representations. More specifically, how many particles
a certain quantum state is taken to represent depends in general on how we expand
the quantum field operators in terms of annihilation and creation operators (aˆi, aˆ
†
i ):
φˆ(x) =
∑
i
f¯iaˆi + fiaˆ
†
i
which in turn depends on how the complete set of modes (which are solutions to
the corresponding classical field equations) is partitioned into positive and negative
frequency modes (fi, f¯i). In particular, the number operator Nˆ ≡
∑
i aˆ
†
i aˆi depends on
the expansion of the quantum field operator φˆ(x). This expansion can be done in an
infinitude of distinct ways related by Bogoliubov transformations [9]. Particle number
is therefore ill-defined. Since we base our approach on the existence of well-defined
one-particle states for photons and massive fermions, the particle number ambiguity
seems to raise conceptual difficulties.
We will now argue from the equivalence principle that the particle number ambi-
guity does not occur for spatially localized states. Consider first vanishing external
fields and thus geodesic motion (we will turn to non-geodesics in the next section).
In a pseudo-Riemannian geometry, for any sufficiently small spacetime region we can
always find coordinates such that the metric tensor is the Minkowski metric gµν
∗
= ηµν
and the affine connection is zero Γρµν
∗
= 0. However, this is true also for a sufficiently
narrow strip around any extended spacetime trajectory, i.e. there exists an extended
open region containing the trajectory such that gµν
∗
= ηµν and Γ
ρ
µν
∗
= 0 [47]. Thus, as
long as the qubit wavepacket is confined to that strip it might as well be travelling in
a flat spacetime. In fact, the usual free Minkowski modes e±ip·x form a complete set of
solutions to the wave equation for wavepackets localized within that strip. Using these
modes we can then define positive and negative frequency and thus the notion of par-
ticle number becomes well-defined. Thus, if we restrict ourselves to qubit wavepackets
that are small with respect to the typical length scale associated with the spacetime
curvature, the particle number ambiguity is circumvented and it becomes unproblem-
atic to think of the classical fields Ψ(x) and Aµ(x) as describing one-particle excitations
of the corresponding quantum field.
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4.2.3 Particle creation and external fields
Within a strip as defined in the previous section, the effects of gravity are absent
and therefore there is no particle creation due to gravitational effects for sufficiently
localized qubits. If the trajectory Γ along which the qubit is transported is non-
geodesic, non-zero external fields need to be present along the trajectory. For charged
fermions we could use an electromagnetic field. However, if the field strength is strong
enough it might cause spontaneous particle creation and we would not be dealing with
a single particle and thus not a two-dimensional Hilbert space. As the formalism of
this paper presupposes a two-dimensional Hilbert space, we need to make sure that we
are outside the regime where particle creation can occur.
When time-dependent external fields are present, the normal modes e±ip·x are no
longer solutions of the corresponding classical field equations and there will in general be
no preferred way of partitioning the modes (fi, f¯i) into positive and negative frequency
modes. Therefore, even when we confine ourselves to within the above mentioned
narrow strip, particle number is ambiguous.
This type of particle number ambiguity can be circumvented with the help of asymp-
totic ‘in’ and ‘out’ regions in which the external field is assumed to be weak. In the
scenarios considered in this paper there will be a spacetime region Rprep. in which the
quantum state of the qubit is prepared, and a spacetime region Rmeas. where a suitable
measurement is carried out on the qubit. The regions are connected by one or many
timelike paths along which the qubit is transported. The regions Rprep. and Rmeas.
are here taken to be macroscopic but still sufficiently small such that no tidal effects
are detectable, and so special relativity is applicable. We allow for non-zero external
fields in these regions and along the trajectory, though we assume that external fields
(or other interactions) are weak in these end regions so that the qubit is essentially
free there. This means that in Rprep. and Rmeas. we can use the ordinary Minkowski
modes eip·x and e−ip·x to expand our quantum field. This provides us with a natural
partitioning of the modes into positive and negative frequency modes and thus particle
number is well-defined in the two regions Rprep. and Rmeas.. For our purposes we can
therefore regard (approximately) the regions Rprep. and Rmeas. as the asymptotic ‘in’
and ‘out’ regions of ordinary quantum field theory.
If we want to determine whether there is particle creation we simply ‘propagate’
(using the wave equation with an external field) a positive frequency mode (with respect
to the free Minkowski modes in Rprep.) from region Rprep. to Rmeas.. In region Rmeas. we
then see whether the propagated mode has any negative frequency components (with
respect to the free Minkowski modes in Rmeas.). If negative frequency components are
present we can conclude that particle creation has occurred (see e.g. [48]). This will
push the physics outside our one-particle-excitation formalism and we need to make
sure that the strength of the external field is sufficiently small so as to avoid particle
creation.
One also has to avoid spin-flip transitions in photon radiation processes such as
gyromagnetic emission, which describes radiation due to the acceleration of a charged
particle by an external magnetic field, and the related Bremsstrahlung, which corre-
sponds to radiation due to scattering off an external electric field [49–51]. For the
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former, a charged fermion will emit photons for sufficiently large accelerations and can
cause a spin flip and thus a change of the quantum state of the qubit. Fortunately, the
probability of a spin-flip transition is much smaller than that of a spin conserving one,
which does not alter the quantum state of the qubit [51]. In this paper we assume that
the acceleration of the qubit is sufficiently small so that we can ignore such spin-flip
processes.
4.2.4 The Unruh effect
Consider the case of flat spacetime. A violently accelerated particle detector could
click (i.e. indicate that it has detected a particle) even though the quantum field φˆ is
in its vacuum state. This is the well-known Unruh effect [9, 15, 52]. What happens
from a quantum field theory point of view is that the term for the interaction between
a detector and a quantum field allows for a process where the detector gets excited and
simultaneously excites the quantum field. This effect is similar to that when an accel-
erated electron excites the electromagnetic field [53]. A different way of understanding
the Unruh effect is by recognizing that there are two different timelike Killing vec-
tor fields of the Minkowski spacetime: one generates inertial timelike trajectories and
the other generates orbits of constant proper acceleration. Through the separation of
variables of the wave equation one then obtains two distinct complete sets of orthonor-
mal modes: Minkowski modes and Rindler modes, corresponding respectively to each
Killing field. The positive Minkowski modes have negative frequency components with
respect to the Rindler modes and it can be shown that the Minkowski vacuum contains
a thermal spectrum with respect to a Rindler observer.
In order to ensure that our measurement and preparation devices operate ‘accu-
rately’, their acceleration must be small enough so as not to cause an Unruh type
effect.
4.2.5 The domain of applicability
Let us summarize. In order to avoid unwanted effects from quantum field theory we
have to restrict ourselves to scenarios in which:
• the qubit wavepacket size is much smaller than the typical curvature scale (to
ensure no particle number ambiguity);
• in the case of massive fermions, because of the localization problem the curvature
scale must be much larger than the Compton wavelength;
• there is at most moderate proper acceleration of the qubit (to ensure no particle
creation or spin-flip transition due to external fields);
• there is at most moderate acceleration of preparation and measurement devices
(to ensure negligible Unruh effect).
For the rest of the paper we will tacitly assume that these conditions are met.
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4.3 The qubit as the spin of a massive fermion
A specific physical realization of a qubit is the spin of a massive fermion such as an
electron. An electron can be thought of as a spin-1
2
gyroscope, where a rotation of 2pi
around some axis produces the original state but with a minus sign. Such an object is
usually taken to be represented by a four-component Dirac field, which constitutes a
reducible spin-1
2
representation of the Lorentz group. However, given that we are after
a qubit and therefore a two-dimensional object, we will work with a two-component
Weyl spinor field φA(x), with A = 1, 2, which is the left-handed component of the Dirac
field (see 3.1.2).2 The Weyl spinor itself constitutes a finite-dimensional faithful – and
therefore non-unitary – representation of the Lorentz group [23] and one may therefore
think that it could not mathematically represent a quantum state. As we shall see,
unitarity is recovered by correctly identifying a suitable inner product.3
We will begin by considering the Dirac equation in curved spacetime minimally
coupled to an electromagnetic field. We rewrite this Dirac equation in second-order
form (called the Van der Waerden equation) where the basic field is now a left-handed
Weyl spinor φA. This equation is then studied in the WKB limit which separates the
spin from the spatial degrees of freedom. We then localize this field along a classical
trajectory to arrive at a transport equation for the spin of the fermion which forms
the physical realization of the qubit. We find that this transport equation corresponds
to the Fermi–Walker transport of the spin along a non-geodesic trajectory plus an
additional precession of the fermion’s spin due to the presence of local magnetic fields.
We will see that from the WKB approximation a natural inner product for the two-
dimensional vector space of Weyl spinors emerges. Furthermore, we will see in section
4.3.3 that in the rest frame of the qubit the standard notion of unitarity is regained.
It is also in this frame where the transport equation is identical to the result obtained
in [17].
4.3.1 The WKB approximation
Before we begin our analysis of the Dirac equation in the WKB limit we refer the reader
to 3.1.2 for notation and background material on spinors. This material is necessary
for the relativistic treatment of massive fermions.
The minimally coupled Dirac field in curved spacetime
Fermions in flat spacetime are governed by the Dirac equation iγµ∂µΨ = mΨ. Since we
are dealing with curved spacetimes we must generalize the Dirac equation to include
these situations. This is done as usual through minimal coupling by replacing the
2We could work instead with the right-handed component, but this would yield the same results.
3For the those unfamiliar with Weyl spinors, their relationship with the Dirac 4-spinor and their
application to massive fermions we refer the reader to [54].
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partial derivatives by covariant derivatives. The covariant derivative of a Dirac spinor
is defined by [55]
∇µΨ = (∂µ − i
2
ωµIJS
IJ)Ψ (4.1)
where SIJ = i
4
[γI , γJ ] are the spin-1
2
generators of the Lorentz group and γI are the
Dirac γ-matrices which come with a tetrad rather than a tensor index. The gravita-
tional field enters through the spin-1 connection ωµIJ . We assume that the fermion is
electrically charged and include an electromagnetic field FIJ by minimal coupling so
that we can consider accelerated trajectories. The Dirac equation in curved spacetime
minimally coupled to an external electromagnetic field Aµ is then given by
iγµDµΨ = mΨ (4.2)
where we define the U(1) covariant derivative as Dµ = ∇µ − ieAµ.
The Van der Waerden equation: an equivalent second order formulation
In order to proceed with the WKB approximation it is convenient to put the Dirac
equation into a second-order form. This can be done by making use of the Weyl
representation of the γ-matrices (see 3.1.2 for further details). In this representation
the γ-matrices take on the form
γI =
(
0 σIAA′
σ¯IA
′A 0
)
.
The Dirac equation then splits into two separate equations
iσ¯µA
′ADµφA = mχ
A′ (4.3a)
iσµAA′Dµχ
A′ = mφA (4.3b)
with σ¯µA
′A ≡ eµI σ¯IA
′A and σµA′A ≡ eµI σ¯IA′A, and Ψ = (φA, χA
′
), where φA and χ
A′
are left- and right- handed 2-spinors respectively. Solving for χA
′
in equation (4.3a)
and inserting the result into (4.3b) yields a second-order equation called the Van der
Waerden equation [56]
σµAA′σ¯
νA′BDµDνφB +m
2φA = 0
which is equivalent to the Dirac equation (4.2). We can rewrite this equation in the
following way
0 = σµAA′σ¯
νA′BDµDνφB +m
2φA
= σµAA′σ¯
νA′B (D{µDν} +D[µDν])φB +m2φA
= gµνDµDνφA − iLµν BA (R CµνB − ieδ CB Fµν)φC +m2φA (4.4)
where we have used that 2D[µDν] = [Dµ, Dν ] and 2D{µDν} = {Dµ, Dν}, and σ{µσ¯ν} =
gµν . We identify Fµν ≡ 2∇[µAν] as the electromagnetic tensor and R BµνA φB :=
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2∇[µ∇ν]φA as a spin-12 curvature 2-form associated with the left-handed spin-12 connec-
tion i
2
ωµIJL
IJ B
A , where Lˆ
µν = eµI e
ν
J Lˆ
IJ = i
2
σ[µ, σ¯ν] are the left-handed spin-1
2
generators
related to the Dirac four-component representation by Sˆµν = Lˆµν ⊕ Rˆµν . We have tac-
itly assumed here that the connection is torsion-free. Torsion can be included (at least
in the case of vanishing electromagnetic field) and will slightly modify the way the
spin of the qubit changes when transported along a trajectory. We refer the reader to
[57–59] for further details on torsion.
The basic ansatz
The starting point of the WKB approximation is to write the left-handed two-spinor
field φA as
φA(x) = ϕA(x)e
iθ(x)/
and study the Van der Waerden equation in the limit  → 0, where  is a convenient
expansion parameter. Physically this means that we are studying solutions for which
the phase is varying much faster than the complex amplitude ϕA. In the high fre-
quency limit  → 0 the fermion will not ‘feel’ the presence of a finite electromagnetic
field. We are therefore going to assume that as the frequency increases the strength
of the electromagnetic field also increases. We therefore have that the electromagnetic
potential is given by 1

Aµ, where  is to be thought of as a ‘dummy’ parameter whose
only role is to identify the different orders in an expansion. Once the different orders
have been identified the value of  in any equation can be set to 1.
The Van der Waerden equation in the WKB limit
Rewriting the Van der Waerden equation in terms of the new variables ϕA and θ, and
collecting terms of similar order in 1

, yields
gµν∇µ∇νϕA − iLµν BA R CµνB ϕC +
i

(2kµ∇µϕA + ϕA∇µkµ
+ ieFµνL
µν B
A ϕB)−
1
2
kµk
µϕA +m
2ϕA = 0 (4.5)
where we define the momentum/wavevector as the gauge invariant quantity kµ = ∇µθ−
eAµ.
If we assume that both the typical scale ` over which ϕA varies and the curvature
scale R are large compared to the scale o over which the phase varies (which is param-
eterized by ), the first two terms of (4.5) can be neglected. The WKB limit consists
of approximating (4.5) by the set of equations
2kµ∇µϕA + ϕA∇µkµ + ieFµνLµν BA ϕB = 0 (4.6a)
kµkµ −m2 = 0. (4.6b)
Specifically the WKB limit assumes that a solution of (4.6) is an approximate solution
to the full equation (4.5). Note that in the WKB limit the mass term represents a large
number and is therefore treated as a 1/2 term.
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Derivation of the spin transport equation and conserved current
The dispersion relation (4.6b) implies that k is timelike. Furthermore, by taking the
covariant derivative of the dispersion relation and assuming vanishing torsion (i.e.
∇ν∇µθ = ∇µ∇νθ) we have
∇ν(kµkµ −m2) = 2kµ∇νkµ = 2kµ∇ν(∇µθ − eAµ)
= 2(kµ∇µkν + ekµFµν) = 0
we readily see that the integral curves of uµ(x) ≡ kµ(x)/m, defined by dxµ
dτ
= uµ, satisfy
the classical Lorentz force law
m
D2xµ
Dτ 2
+ e
dxν
dτ
F µν = 0. (4.7)
where aµ ≡ D2xµ
Dτ2
= dx
ν
dτ
∇νuµ and uµuµ = 1. Thus, the integral curves of kµ are classical
particle trajectories.
To see the implications of the first equation (4.6a) we contract it with kµσ¯
µA′Aϕ¯A′
and add the result to its conjugate. Simplifying this sum with the use of (4.7) and the
identity ([54, Eqn (2.85) p19])
σ¯KA
′ALIJ BA =
i
2
(ηKI σ¯JA
′B − ηKJ σ¯IA′B − iKIJLσ¯LA
′B)
yields
∇µ(ϕ2)kµ + ϕ2∇µkµ = 0 (4.8)
where ϕ2 ≡ uµσ¯µA′Aϕ¯A′ϕA. Eq.(4.8) can also be rewritten as
∇µ(ϕ2kµ) = 0 (4.9)
which tells us that we have a conserved energy density jµ ≡ √−gϕ2kµ 4, with g =
det gµν .
Secondly, (4.8) yields ∇µkµ = −(2kµ∇µϕ)/ϕ and when this is inserted back into
(4.6a) we obtain
2kµ∇µψA + ieFµνLµν BA ψB = 0.
By making use of the integral curves xµ(τ) we obtain the ordinary differential equation
DψA
Dτ
+ i
e
2m
FIJL
IJ B
A ψB = 0 (4.10)
where DψA
Dτ
= dψA
dτ
− i
2
uµωµIJL
IJ B
A ψB is the spin-
1
2
parallel transport. Equation (4.10)
governs the evolution of the normalized spinor ψA ≡ ϕA/ϕ along integral curves. Below
ψA will assume the role of the qubit quantum state.
4ϕ2 has dimension L−3.
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4.3.2 Qubits, localization and transport
The aim of this paper is to obtain a formalism for localized qubits. However, the
WKB approximation does not guarantee that the fermion is spatially localized, i.e.
the envelope ϕ(x) need not have compact support in a small region of space. In
addition, even if the envelope initially is well-localized there is nothing preventing it
from distorting and spreading, and becoming delocalized. We therefore need to make
additional assumptions beyond the WKB approximation to guarantee the initial and
continued localization of the qubit. As pointed out in §4.2.2, by restricting ourselves
to localized envelopes we avoid the particle number ambiguity and can interpret the
Dirac field as a one-particle quantum wavefunction.
Localization
Before we begin let us be a bit more precise as to what it means for a qubit to be ‘lo-
calized’. In order to avoid the particle number ambiguity we know that the wavepacket
size L has to be much less than the curvature scale R. We also know from quantum
field theory that it is not possible to localize a massive fermion to within its Compton
wavelength λcom ≡ h/mc using only positive frequency modes. Mathematically we
should then have λcom < L  R where L is the packet length in the rest frame of the
fermion. If λcom ∼ R the formalism of this paper will not be empirically correct.
How well-localized a wavepacket is, is determined by the support of the envelope.
Strictly speaking we know from quantum field theory that a localized state will always
have exponential tails which cannot be made to vanish using only positive frequency
modes. However, the effects of such tails are small and for the purpose of this paper
we will neglect them and assume that the wavepacket has compact support.
The equation that governs the evolution of the envelope within the WKB approxi-
mation is the continuity equation (4.9)
∇µ(uµϕ2(x)) = 0.
If we assume that the divergence of the velocity field uµ is zero, i.e. ∇µuµ = 0, the
continuity equation reduces to
∇µ(uµϕ2(x)) = uµ∇µϕ2 + ϕ2∇µuµ = uµ∇µϕ2 = 0,
or, using the integral curves of uµ,
dϕ2
dτ
= 0.
Thus, the shape of the envelope in the qubit’s rest frame remains unchanged during
the evolution. However, because of the uncertainty principle [60], if the wavepacket has
finite spatial extent it cannot simultaneously have a sharp momentum, and therefore
the divergence in velocity cannot be exactly zero. We can then relax the assumption,
since the only thing that we need to guarantee is that the final wavepacket is not
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significantly distorted compared to the original one. Since ∇µuµ measures the rate of
change of the rest-frame volume 1
V
dV
dτ
[61] we should require that
〈∇µuµ〉  1
τ
Γ
where 〈∇µuµ〉 is the typical value of |∇µuµ|, and τΓ the proper time along some path Γ
assumed to have finite length. If we combine this assumption of negligible divergence
with the assumption that the envelope is initially localized so that the wavepacket size
is smaller than the curvature scale, we can approximately regard the envelope as being
rigidly transported while neither distorting nor spreading during its evolution.
To further suppress the spatial degrees of freedom we need also an assumption
about the two-component spinor ψA(x). This variable could vary significantly within
the localized support of the envelope ϕ(x). However, as we want to attach a single
qubit quantum state to each point along a trajectory we need to assume that ψA(x)
only varies along the trajectory and not spatially. More precisely, we assume that
ψA(t, ~x) = ψA(t) when we use local Lorentz coordinates (t, ~x) adapted to the rest
frame of the particle. This implies that the wavepacket takes on the form
φA(t, ~x) = ψA(t)ϕ(t, ~x)e
iθ(t,~x).
This form is not preserved for all reference frames since in other local Lorentz co-
ordinates ψA will have spatial dependence. Nevertheless, if the packet is sufficiently
localized and ψA varies slowly the wave-packet will approximately be separable in
spin and position for most choices of local Lorentz coordinates. With these addi-
tional assumptions we have effectively ‘frozen out’ the spatial degrees of freedom of
the wavepacket. The spinor ψA can now be thought of not as a function of spacetime
ψA(x) satisfying a partial differential equation, but rather as a spin state ψA(τ) defined
on a classical trajectory Γ satisfying an ordinary differential equation (4.11). We can
therefore effectively characterize the fermion for each τ by a position xµ(τ), a 4-velocity
dxµ/dτ = uµ(τ), and a spin ψA(τ). Once we have identified the spin as a quantum
state this will provide the realization of a localized qubit.
The physical interpretation of WKB equations
As discussed in section 4.2.2, if we restrict ourselves to localized wavepackets we can
interpret φA(x) as one-particle excitations of the quantum field. This allows us to
interpret the conserved current jµ/m =
√
gϕ2uµ as the probability current of a single
particle. In this way we can provide a physical interpretation of the classical two-
component spinor field φA(x) as a quantum wavefunction of a single particle.
Next, let us examine the transport equation (4.10). The electromagnetic ten-
sor FIJ that appears in the term ieFIJ Lˆ
IJ/m can be decomposed into a compo-
nent parallel to the timelike 4-velocity uI and a spacelike component perpendicu-
lar to uI using a covariant spatial projector hIJ = δ
I
J − uIuJ . We can then rewrite
FIJL
IJ B
A as (2uIu
KFKJ + h
K
I h
L
J FKL)L
IJ B
A . The first term corresponds to the elec-
tric field as defined in the rest frame, uIu
KFKJ . This will produce an acceleration
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uµ∇µuI = aI = − emuJFJI of the fermion as described by the Lorentz force equation
(4.7). The second term is recognized as the magnetic field experienced by the particle,
i.e. the magnetic field as defined in the rest frame of the particle, BrestIJ . We thus obtain
the transport equation for ψA;
DψA
Dτ
− iuIaJLIJ BA ψB + i
e
2m
BrestIJ L
IJ B
A ψB = 0. (4.11)
This has a simple physical interpretation. The third term represents the magnetic
precession which is induced by the torque that the magnetic field exerts on the spin.
This takes the usual form i
2
e
m
FijL
ij = i
2
e
m
Bij
1
2
εij kσ
k = − i
2
e
m
B · σ if we express it in a
tetrad co-moving with the particle, i.e. eµ0 = u
µ.
The two first terms represent the spin-half version of the Fermi–Walker derivative:
DFWψA
Dτ
≡ DψA
Dτ
− iuIaJLIJ BA ψB. (4.12)
The presence of a Fermi–Walker derivative can be understood directly from physical
considerations. Heuristically we understand the electron as a spin-1
2
object, i.e. loosely
as a quantum gyroscope. The transport of the orientation of an ordinary classical gyro
is not governed by the parallel transport equation but rather, it is governed by a Fermi–
Walker transport equation. The Fermi–Walker equation arises when we want to move
a gyroscope along some spacetime path without applying any external torque [61]5. We
thus identify (4.12) as describing torque-free transport of the electron, resulting in the
usual Thomas precession of the spin [47]. Finally, the parallel transport term DψA/Dτ
encodes the influence of gravity on the qubit, governed by the spin-1 connection ω Iµ J .
A summary of the WKB limit
Let us summarize the results from the previous section.
• The full wavepacket is written as φA(x) = ψA(x)ϕ(x)eiθ(x).
• The current jµ/m = √gϕ2uµ is a conserved probability density.
• The phase θ and the vector potential Aµ define a field of 4-velocities uµ =
1
m
(∇µθ − eAµ).
• The integral curves of uµ are timelike and satisfy the classical Lorentz equation
maµ = eu
νFµν .
• The two-component spinor ψA(τ) defined along some integral curve of uµ satisfies
the transport equation
DψA
Dτ
− iuIaJLIJ BA ψB + i
e
2m
h KI h
L
J FKLL
IJ B
A ψB = 0 (4.13)
5At first one might think that this is just what the parallel transport equation achieves. However,
this is only true for geodesic motion (aI = 0), where the Fermi–Walker and parallel transport equations
agree.
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which dictates how the spin is influenced by the presence of an electromagnetic
and gravitational field.
4.3.3 The quantum Hilbert space
The spinor ψA ∈ W (where W is a two dimensional complex vector space) could po-
tentially encode a two dimensional quantum state. However, given that ψA constitutes
a faithful and therefore non-unitary representation of the Lorentz group this identifica-
tion might seem problematic. This issue is resolved by identifying a velocity-dependent
inner product on the space W . In doing so we are able to promote W to a Hilbert
space and so regard ψA as a quantum state. Let us now show how the two-component
spinor ψA can be taken as a representation of the quantum state for a qubit, and that
it does indeed evolve unitarily.
The quantum state and the inner product
Although the space of two-component spinors W is a two-dimensional complex vector
space, it is not a Hilbert space as there is no positive definite sesquilinear inner product
defined a priori. However, in the above analysis of the Dirac field in the WKB limit
the object IA
′A
u ≡ uI σ¯IA′A emerged naturally, which the reader may recall has the
appropriate index signature for an inner product. We would like to see how this relates
to the inner product for a Dirac field in the WKB limit.
To begin consider the conserved current jµ = Ψ¯(x)γˆµΨ(x). The net ‘flow’ of this
current through an arbitrary hypersurface forms the Dirac inner product, and is a
conserved quantity. Now consider the Dirac inner product between two 4-spinor fields
Ψ1(x), Ψ2(x) in the Weyl representation (3.7). We have∫
Ψ¯1(x)γˆ
µΨ2(x) dΣµ =
∫
σ¯µA′Aχ¯
A
1 (x)χ
A′
2 (x) + σ¯
µAA′φ¯1B′(x)φ
2
A(x) dΣµ (4.14)
where the integration is over an arbitrary spacelike hypersurface Σ. If nµ is the unit
vector field normal to the hypersurface and dΣ is the induced volume element, we write
dΣµ = nµdΣ. Equation (4.14) is further simplified by making use of the equations of
motion mχA
′
= iσ¯µA
′ADµφA, where the covariant derivative reduces to DµφA ≈ kµφA
in the WKB approximation. In this approximation we obtain∫
Ψ¯1(x)γˆ
µΨ2(x) dΣµ ≈∫
u1αu
2
βσ¯
αB′AσµAA′σ¯
βA′Bφ¯1B′(x)φ
2
B(x) + σ¯
µAA′φ¯1A′(x)φ
2
A(x) dΣµ. (4.15)
If we further assume that k1α = k
2
α, i.e. the 4-momentum of the fields Ψ1 and Ψ2 in the
WKB limit coincide, the inner product can be further simplified to∫
Ψ¯1(x)γˆ
µΨ2(x) dΣµ =
∫
2IA
′A
u ϕ¯
1
A′(x)ϕ
2
A(x)u
µ dΣµ (4.16)
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where we have made use of the identity [54, Eqn (2.52) p16]
σ¯αB
′AσµAA′σ¯
βA′B = gαµσ¯βB
′B − gαβσ¯µB′B + gβµσ¯αB′B + iαµβγσ¯ B′Bγ . (4.17)
We therefore see that IA
′A
u , which naturally emerged in the WKB approximation, also
emerges in the inner product for the Dirac field in the WKB limit.6 Thus we take the
inner product between two spinors ψ1A and ψ
2
A to be given by〈
ψ1|ψ2〉 = IA′Au ψ¯1A′ψ2A = uI σ¯IA′Aψ¯1A′ψ2A (4.18)
which in the rest frame uI = (1, 0, 0, 0) takes on the usual form u0σ
0A′Aψ¯1A′ψ
2
A =
δA
′Aψ¯1A′ψ
2
A.
7 The connection between Dirac notation and spinor notation can therefore
be identified as
|φ〉 ∼ φA 〈φ| ∼ IA′Au φ¯A′ .
First note that the inner product (4.18) is manifestly Lorentz invariant. This follows
immediately from the fact that all indices have been contracted.8 Secondly, IA
′A
u satis-
fies all the criteria for an inner product on a complex vector space W : Sesquilinearity9
is immediate, and the positive definiteness follows if uI is future causal and timelike,
since the eigenvalues λ± = u0(1±v) of IA′Au are strictly positive, where u0 ≡ (1−v2)−
1
2
and v denotes the speed of the particle as measured in the tetrad frame. Thus, in the
WKB limit, IA
′A
u can be taken to define an inner product on the spinor space W which
therefore becomes a Hilbert space. The spinor ψA is then a member of a Hilbert space
and thus it can play the role of a quantum state. A qubit is then characterized by its
trajectory Γ and the quantum states ψA(τ) attached to each point along the trajectory.
In §4.1.1 we saw that we need a separate Hilbert space for each spacetime point
x. However, the inner product is also velocity dependent, or equivalently momentum
dependent. Thus, we must also regard states corresponding to qubits with different
momenta as belonging to different Hilbert spaces. In particular, as we saw in (4.16),
we cannot compare or add quantum states with different 4-momenta p1 6= p2 even if
the quantum states are associated with the same position in spacetime. Consequently
the Hilbert space of the qubit is labelled not only with its spacetime position but also
with its 4-momentum. We therefore denote the Hilbert space as Hx,p.
6Note that the factor of 2 arises from differences in defining normalization: the Dirac spinor is
normalized by Ψ(x)†Ψ(x) ≡ 1 with Ψ = (φ, χ), but the Weyl 2-spinor is normalized by φ(x)†φ(x) ≡ 1.
7In non-relativistic quantum theory, one would choose the inner product as IA
′A = δA
′A where
δA
′A is the Kronecker delta. However, a different structure arises from the inner product of the Dirac
field in the WKB limit.
8Lorentz invariance can be verified explicitly by making use of ΛIJ(x)σ¯
JB′B(x)Λ¯ A
′
B′ (x)Λ
A
B (x) =
σ¯IA
′A [54].
9Sesquilinearity is the property that the inner product is linear in its second argument and antilinear
in its first.
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4.3.4 Relation to the Wigner rotation
In order to establish a relation to the Wigner representations and Wigner rotations
[24] we first note that the basis
ξA =
(
1
0
)
χA =
(
0
1
)
in which the quantum state is expanded, ψA = ψ1ξA + ψ2χA, is an oblique basis
and not orthonormal with respect to the inner product IA
′A
u , i.e. 〈ξ|χ〉 6= 0 and
〈ξ|ξ〉 6= 1 6= 〈χ|χ〉. One consequence of this is that the transport equation (4.12)
appears non-unitary as it contains both terms that look Hermitian (e.g. Lˆij = 1
2
εij kσˆ
k),
and terms that look anti-Hermitian (e.g. Lˆ0j = − i
2
σˆj). However, as will shall see in
§6.1 the transport is unitary with respect to the inner product IA′Au .
The connection to the Wigner formalism is seen by re-expressing the quantum state
in an orthonormal basis. This is given by
ξ˜A = Λ
B
A ξB χ˜A = Λ
B
A χB
where Λ BA is the spin-
1
2
representation corresponding to the Lorentz transformation
defined by uI = Λ
J
I δ
0
J . Orthonormality follows from the Lorentz invariance of σ¯
JB′B
and the fact that ξA and χA are orthonormal with respect to the inner product δ
A′A.
For example, ξ˜ and χ˜ are orthogonal which can be seen by making use of the invariance
of σ¯IA
′A:
〈ξ˜|χ˜〉 = Λ¯ C′A′ ξ¯C′Λ DB χDuI σ¯IA
′B
= ξ¯C′χDΛ¯
C′
A′ Λ
D
B Λ
J
Iδ
0
J σ¯
IA′B = ξ¯C′χDδ
BC′ = 0
and we can in a similar way demonstrate that 〈ξ˜|ξ˜〉 = 〈χ˜|χ˜〉 = 1. The components
(ψ˜1, ψ˜2) are defined by ψA = ψ˜1ξ˜A+ψ˜2χ˜A and can now be understood as the components
ψ˜A = Λ
−1 B
A ψB of the spinor in the particle’s rest frame.
Given that in the rest frame the basis (ξ˜A, χ˜A) is indeed orthonormal, it is instructive
to also express the Fermi–Walker transport in such a basis. By doing so we will not
only see that the evolution is indeed unitary, but in addition we will make contact with
the transport equation identified by [17] in which the authors made use of infinite-
dimensional representations and the Wigner rotations.
Explicitly the spin-1
2
Lorentz boost as defined above takes the form [54]
Λ BA =
√
γ + 1
2
σ0 BA +
√
γ − 1
2β2
βiσ
i B
A (4.19)
where βi is the boost velocity, γ = (1 − β2)− 12 is its Lorentz factor, and the Pauli
operators are given by σI BA = σ
0
AA′σ
IA′B. The corresponding spin-1 boost (acting on
a contravariant vector) is
ΛIJ =
(
γ γβj
γβi δij +
γ2βiβj
γ+1
)
(4.20)
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where βj = δijβ
i. Substituting ψA = Λ
B
A ψ˜B into the Fermi–Walker derivative (4.12)
yields
DFWψA
Dτ
=
dψA
dτ
− i
2
uµωµ IJL
IJ B
A ψB − iuIaJLIJ BA ψB
= Λ BA
dψ˜B
dτ
+
dΛ BA
dτ
ψ˜B − i
(
1
2
uµωµ IJ + uIaJ
)
LIJ BA Λ
C
B ψ˜C = 0.
The latter expression can be rearranged to give an evolution equation for the rest-frame
spinor
dψ˜A
dτ
=
[
−Λ−1 BA
dΛ DB
dτ
+ i
(
1
2
uµωµ IJ + uIaJ
)
Λ−1
B
A L
IJ C
B Λ
D
C
]
ψ˜D.
One can then simplify this using the identities Λ BA Λ
D
CL
IJ C
B = Λ
I
KΛ
J
LL
KL D
A
10 and
Λ−1 BA = Λ
B
A [39, p9] to obtain spin-1 boosts to the terms involving L
IJ . Using now
explicit expressions of the spin-1
2
and spin-1 boosts (4.19) and (4.20), one can cancel
many of the terms to yield the result
dψ˜A
dτ
=
iγ2
2(γ + 1)
βi
dβj
dτ
ijkσ
k B
A ψ˜B
+ iuµ
(
1
2
ωµ ij + γωµ 0jβi +
γ2
γ + 1
ωµ ilβ
lβj
)
Lij BA ψ˜B. (4.21)
This is the transport equation for the quantum state ψA expressed in terms of the
rest-frame spinor ψ˜A. First we note that the transport is unitary with respect to the
standard inner product δA
′A as it only contains terms proportional to Lˆij = 1
2
εij kσˆ
k.
It is however not manifestly Lorentz invariant. Secondly, it is also equivalent to the
transport equation (3.21) derived by [17] who used the infinite-dimensional Wigner
representations [24]. We have thus re-derived their result using the Dirac equation in
the WKB limit. In addition, we have done so while avoiding the use of momentum
eigenstates |p, σ〉, which are strictly speaking not well-defined in a curved spacetime as
no translational invariance is present.
Notice that there is no term proportional to the identity δ BA which would correspond
to an accumulation of global phase. In fact, global phase is missing in [17]. On the
other hand, as we shall see in §5, these phases are automatically included in the WKB
approach adopted in this paper.
Although the unitarity of the transport becomes manifest when written in terms
of the rest-frame spinor it is not necessary to work with equation (4.21). Once we
generalize the notion of unitarity in §6.1 we will see that we can treat the evolution of
the quantum state in terms of the manifestly Lorentz covariant Fermi–Walker transport
(4.12).
10This can be shown using the Lorentz invariance of σ¯IA
′A and the definition of LIJ BA in terms of
σI : see §3.1.2.
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4.4 The qubit as the polarization of a photon
Another specific physical realization of a qubit is the polarization of a single photon.
This is an important example since it lends itself easily to physical applications. We
obtain this realization via the WKB limit of Maxwell’s equations in curved spacetime
[61, 62]. The polarization of a photon is described by a unit spacelike 4-vector ψµ
called the polarization vector [61–63]. Restricting ourselves to localized wavepackets
we obtain the description of a photon with definite 4-momentum/wavevector kµ and
polarization vector ψµ(λ) which is parallel transported along a null geodesic x
µ(λ). We
will see that in fact ψµ contains only two gauge invariant degrees of freedom and thus
can be taken to encode the quantum state of a photonic qubit.
Although we consider only geodesic trajectories in this paper it is possible to con-
sider non-geodesic trajectories. We refer the reader to B.1 for a discussion of approaches
to this problem. A physically motivated way to obtain non-geodesic trajectories would
be to introduce a medium in Maxwell’s equations through which the photon propa-
gates. Nevertheless, even without explicitly including a medium, it is easy to include
optical elements such as mirrors, prisms, and other unitary transformations as long
as their effect on polarization can be considered separately to the effect of transport
through curved spacetime.
4.4.1 Parallel transport from the WKB approximation
In this section we shall see that the parallel transport equation for the polarization
vector emerges directly from the WKB approximation [61, 62]. Gauge invariance and
gauge fixing in the WKB approach are important for properly isolating the quantum
state and we have therefore paid attention to this issue.
The basic ansatz
The WKB approximation for photons follows a procedure similar to that for the Dirac
field. First we write the vector potential Aµ as
Aµ = Re[ϕµe
iθ/]. (4.22)
As in the case for the Dirac field, the WKB limit is where the phase θ is oscillating
rapidly compared to the slowly varying complex amplitude ϕµ. As before, this is
expressed through the expansion parameter . Maxwell’s equations can then be studied
in the limit  → 0. Although we omit taking the real part of ϕµeiθ/ in this section it
is implicitly understood that this is done.
Gauge transformations in the WKB limit
Let us now study the U(1) gauge transformations in terms of the new variables θ and
ϕµ. It is clear that not all gauge transformations Aµ → Aµ + ∇µλ will preserve the
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basic form Aµ = ϕµe
iθ/ε. We therefore consider gauge transformations of the form
λ = ζeiθ/ε where ζ is a slowly varying function. This class of gauge transformations
can be written in the polar form of (4.22) as
Aµ → Aµ +∇µλ = Aµ +∇µ(ζeiθ/) =
(
ϕµ +∇µζ + i

kµζ
)
eiθ/
and so ϕµ → ϕµ +∇µζ + ikµζ.
In the limit  → 0 note that ϕµ does not behave properly under the gauge trans-
formations of the type that we are considering since the second term blows up. This
has no physical significance and is just an artefact of describing the vector potential
as being of the specific form (4.22). Such a gauge transformation leaves the physics
unchanged but will no longer preserve the form of the solution (4.22) where we have
a slowly varying envelope and rapid phase. Because of this it is necessary to further
restrict the space of gauge transformations to “small” gauge transformations ζ = −iξ.
In that limit we then have
ϕµ → ϕµ − i∇µξ + kµξ (4.23)
and so ϕµ → ϕµ + kµξ + O(). However, as we shall see below, in order to maintain
gauge invariance of the equations in all orders of  it is important to keep both orders
of  in the gauge transformation (4.23).
The gauge condition
In the literature we find two suggestions for imposing a gauge. For example, in [61]
the Lorenz gauge is used, ∇µAµ = (∇µϕµ + ikµϕµ)eiθ/ = 0, and in [62] the gauge
kµϕµ = 0 is imposed so that the complex amplitude ϕµ is always orthogonal to the
wavevector kµ. However, for our purposes neither of these gauge conditions turns out
to be suitable. Rather we will work in a gauge where kµ and ϕµ are orthogonal up to
first-order terms in , i.e.
ϕµk
µ = α(x)
where α is taken to be some arbitrary function of xµ.
Maxwell’s equations in the WKB limit
Let us now turn to Maxwell’s equations in vacuum:
∇µF µν = gρµ∇ρ(∇µAν −∇νAµ) = 0. (4.24)
The equations ∇[ρFµν] = 0 are mere identities when we work with a vector potential
Aµ rather than the gauge invariant Fµν ≡ ∇µAν −∇νAµ. If we substitute the ansatz
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Aµ = ϕµe
iθ/ into (4.24) we obtain
ϕν −∇µ∇νϕµ + i

[2kµ∇µϕν + ϕν∇µkµ
−kν∇µϕµ −∇ν(ϕµkµ)]− 1
2
(k2ϕν − kνϕµkµ) = 0. (4.25)
Gauge invariance can be a bit subtle in this context so let us make a few remarks.
Eq.(4.25) is of course invariant under gauge transformations ϕµ → ϕµ− i∇µξ+kµξ as
this is nothing but Maxwell’s equations (4.24) rewritten in different variables. However,
note that the terms of zeroth, first, and second order (in 1/) of Eq. (4.25):
ϕν −∇µ∇νϕµ (4.26a)
2kµ∇µϕν + ϕν∇µkµ − kν∇µϕµ −∇ν(ϕµkµ) (4.26b)
k2ϕν − kνϕµkµ (4.26c)
are not separately gauge invariant. This is so because the gauge transformation ϕµ →
ϕµ − i∇µξ + kµξ contains terms of different orders in . Thus, after a gauge transfor-
mation of the second-order term (4.26c) we end up with first-order terms in , which
then belong to (4.26b). Similarly first-order terms in  in (4.26b) end up in (4.26a). It
is then easy to verify that the entire equation (4.25) is gauge invariant although the
separate terms in (4.26) are not.
Equations of motions in the gauge ϕµk
µ = α
Imposing the gauge condition kµϕµ = α on (4.25) yields the equation[
ϕν −∇µ∇νϕµ −∇να + i

(2kµ∇µϕν + ϕν∇µkµ
−kν(∇µϕµ − α))− 1
2
k2ϕν
]
eiθ/ = 0. (4.27)
We now demand that the solutions for ϕµ be independent of  in the limit when  is
small. Physically this means that for high frequencies the form of the solutions should
be independent of the frequency (parameterized by ). Consequently, each separate
order of 1

in the expansion must be zero. The equations corresponding to the first and
second orders then read
2kµ∇µϕν + ϕν∇µkµ − kν(∇µϕµ − α) = 0 (4.28a)
kµkµ = 0 (4.28b)
for ϕν 6= 0. The zeroth-order equation is to be thought of as ‘small’ in comparison to
the higher order terms in 1/ and is therefore ignored and not imposed as an equation
of motion. The second equation (4.28b) is trivially gauge invariant since kµ does not
transform. The first equation is only gauge invariant up to first-order terms in . This
can be seen by letting α transform as α → α + kµ∇µξ under a gauge transformation,
making use of (4.26c), and the fact that kµ satisfies the geodesic equation as shown in
(4.29).
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The derivation of parallel transport and conserved currents
Equation (4.28b) tells us that the wavevector kµ is a null vector, and that its integral
curves xµ(λ) defined by dxµ/dλ ∝ kµ lie on a light cone. Taking the derivative of
Eq.(4.28b) yields
∇ν(kµkµ) = 2kµ∇νkµ ≡ 2kµ∇ν∇µθ = 2kµ∇µ∇νθ = 2kµ∇µkν = 0 (4.29)
which tells us that the integral curves are null geodesics.11 These are expected since
we have considered Maxwell’s equations in vacuum. Non-geodesic trajectories can be
obtained by introducing a medium through which the photon propagates. See B.1 for
a discussion.
Contracting equation (4.28a) with ϕ¯v and adding to it its complex conjugate yields
the continuity equation
2ϕ¯νkµ∇µϕν + 2ϕνkµ∇µϕ¯ν + 2ϕ¯νϕν∇µkµ = −2∇µ(ϕ2kµ) = 0 (4.30)
where ϕ2 ≡ −gµνϕ¯µϕν . Note that ϕ2 is gauge invariant up to first-order terms in ,
i.e. ϕ2 → ϕ2 +O(), and therefore also jµ ≡ √gϕ2kµ is gauge invariant to first order.
This means that jµ is a conserved current in the WKB limit. Since j0 has the units of
a probability density12 we can interpret jµ as a conserved probability density current.
We can also deduce that ∇µkµ = − 2ϕkµ∇µϕ and if we insert this in equation (4.28a)
and define the polarization vector ψν through ϕν ≡ ϕψν , we obtain
2kµ∇µϕν + ϕν∇µkµ − kν(∇µϕµ − α) = 2kµ∇µϕν − ϕν 2
ϕ
kµ∇µϕ− kν(∇µϕµ − α)
= 2ϕkµ∇µψν − kν(∇µϕµ − α) = 0
which implies that
kµ∇µψν =
(∇µϕµ − α
2ϕ
)
kν .
However, since α is arbitrary the whole right-hand side is arbitrary and we can write
kµ∇µψν = βkν . (4.31)
The right-hand side is proportional to the wavevector kν and represents an arbitrary
infinitesimal gauge transformation of ψµ. Let us now introduce the integral curves of
uµ = kµ/E given by dxµ/dλ = uµ where E is an arbitrary constant with dimensions
of energy. We can then write equation (4.31) as
Dψµ
Dλ
= βuµ. (4.32)
Thus the transport of the polarization vector ψµ is given by the parallel transport
along the null geodesic integral curves of uµ, with an arbitrary infinitesimal gauge
transformation at each instant.
11We have assumed in (4.26a) that the spacetime torsion is zero. A non-zero torsion field could
possibly influence the polarization (see [59]).
12We recall that Aµ has dimensions L−1 in natural units with e = 1.
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4.4.2 Localization of the qubit
As in the fermion case, the WKB approximation is not enough to guarantee either that
the wavepacket is localized or that it stays localized under evolution, and again it is
not possible to achieve strict localization. Indeed it can be proved that a photon must
have non-vanishing sub-exponential tails [45, 46]. As in the case of fermions, §4.3.2,
we are going to ignore these small tails and treat the wavepacket as effectively having
compact support within some small region much smaller than the typical curvature
scale.
The continuity equation (4.30) dictates the evolution of the envelope ϕ(x). Dividing
by the energy as measured in some arbitrary frame gives ∇µ(ϕ2uµ) = 0. Again we see
that the assumption ∇µuµ = 0 simplifies this equation. However, the interpretation
of ∇µuµ is a bit different. Instead of quantifying how much a spatial volume element
is changing (as in §4.3.2), it quantifies how much an area element, transverse to uµ in
some arbitrary reference frame, changes [64]:
∇µuµ = 1
A
dA
dλ
where λ is an affine parameter defined by dxµ/dλ = uµ. In this case we require that
〈∇µuµ〉  1/λΓ, where λΓ is the affine length of the trajectory Γ. Thus, it gives
us a measure of the transverse distortion of a wavepacket. For photons there can be
no longitudinal distortion since all components, regardless of frequency, travel with
the speed of light. Initial localization and the assumption that ∇µuµ ≈ 0 therefore
guarantee that the wave-packet is rigidly transported along the trajectory.
Once we assume that the polarization vector ψµ does not vary spatially within
the wavepacket we can effectively describe the system as a polarization vector ψµ(λ)
for each λ ∈ Γ. Having effectively suppressed the spatial degrees of freedom of the
wavepacket, the polarization ψµ can thus be thought of as a function defined on a
classical trajectory Γ, satisfying an ordinary differential equation (4.32). A photonic
qubit can then be characterized by a position xµ(λ), a wavevector kµ(λ), and a spacelike
complex-valued polarization vector ψµ(λ).
4.4.3 A summary of WKB limit
To summarize, the WKB approximation yields the following results and equations:
• The integral curves xµ(λ) of uµ are null geodesics
• The vector jµ = √gϕ2kµ is a conserved probability density current.
• The polarization vector ψµ satisfies ψµuµ = 0 and transforms as ψµ → ψµ + υuµ
under gauge transformation up to first-order terms in .
• The transport of ψµ is governed by (4.32) which is simply the parallel transport
along integral curves of uµ modulo gauge transformations.
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We have now established a formalism for the quantum state of a localized qubit which
is invariant under ψµ → ψµ + υuµ and ψµuµ = 0 up to first-order terms in . We shall
from this point on neglect the small terms of order .
4.4.4 The quantum Hilbert space
We now show that the polarization 4-vector has only two complex degrees of freedom
and in fact it can be taken to encode a two-dimensional quantum state. We do this first
with a tetrad adapted to the velocity of the photon for simplicity and then construct a
covariant formalism which is particularly suited for the description of a qubit realized
by the polarization of photons.
Identification of the quantum state with an adapted tetrad
Recall from the previous section that we partially fixed the gauge to uIψ
I = 0. The
remaining gauge transformations are of the form ψI → ψI + υuI . Indeed, if uIψI = 0
we also have that uI(ψ
I + υuI) = 0 for all complex-valued functions υ, since uI is null.
Note that for convenience, we will in this section work with tetrad indices instead of
the ordinary tensor indices.
To illustrate in more detail what effect this gauge transformation has on the polar-
ization vector we adapt the tetrad reference frame eµI to the direction of the photon so
that uµ ∝ eµ0 + eµ3 . Notice that there are several choices of tetrads that put the pho-
ton 4-velocity into this standard form. The two-parameter family of transformations
relating these different tetrad choices are (1) spatial rotations around the z-axis and
(2) boosts along the z-axis.
With a suitable parameterization of the photon trajectory such that e0µ(dx
µ/dλ) = 1
we can eliminate the proportionality factor and we have uµ = eµ0 + e
µ
3 . In tetrad
components uI = (1, 0, 0, 1) and we see that the tetrad z-component eµ3 is aligned with
the photon’s 3-velocity. Since 0 = uIψ
I = ψ0−ψ3 it follows that ψ0 = ψ3 = ν and the
polarization vector can be written as
ψI =

ν
ψ1
ψ2
ν
 .
It is clear that a gauge transformation ψI → ψI+υuI leaves the two middle components
unchanged and changes only the zeroth and third components. The two complex
components ψ1 and ψ2 therefore represent gauge invariant true degrees of freedom of
the polarization vector whereas the zeroth and third components represent pure gauge.
We can now identify the quantum state as the two gauge invariant middle com-
ponents ψ1 and ψ2, where ψ1 is the horizontal and ψ2 the vertical component of the
quantum state in the linear polarization basis defined with respect to this adapted
tetrad.
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Covariant representation of the Quantum state
As we have just seen the polarization 4-vector ψµ has only two gauge invariant physical
degrees of freedom, which in fact belongs to a two dimensional subspace Sx ⊂ TxM.
It is therefore natural to represent polarization degrees of freedom as elements of this
two dimensional subspace. However, in order to do this we need to introduce the
notion of a null hypersurface Sx (a hypersurface orthogonal to a null vector u
µ) and
the corresponding projector hµν onto this hypersurface, details on null hypersurfaces
and null projectors can be found in [64].
First consider the constraint uµψµ = 0 on polarization vectors. This suggests that
we should identify the space orthogonal to uµ and represent the vectors ψµ ∈ Sx with
respect to this subspace. However, as we have already discussed since a null vector
is orthogonal to itself we can always apply the transformation ψµ → ψµ + λuµ to
any vector and still preserve orthogonality. We should therefore separate the space
transverse to uµ from that parallel (i.e. separate the physical degrees of freedom from
gauge). To do this we must introduce an arbitrarily (auxiliary) null vector Nµ defined
such that uµNµ ≡ −1 and NµNµ ≡ 0. The projector for a null vector onto the space
transverse to uµ is then given by
hµν = gµν + uµNν +Nµuν . (4.33)
hµν projects vectors onto the space Sp orthogonal to both uµ and Nµ, therefore if
ψµuµ = 0 and ψ
µNµ = 0 then h
µ
νψ
ν = ψµ.
To proceed first note that Sp is in fact two dimensional and hµν can be thought of
as a metric for this space. This can be seen if we adapt our basis such that the four
velocity uµ = (1, 0, 0, 1), then hµν = diag(0,−1,−1, 0). The vectors uµ and Nµ in fact
form a basis for S⊥x , in order to represent an arbitrary vector in Sx we introduce two
additional vectors which form a basis for Sx. We label these e
µ
A where A = 1, 2 and we
refer to this object as a diad (in analogy to the tetrad).13 We choose the diad to be
orthonormal such that it satisfies
gµνe
µ
Ae
ν
B = −δAB (4.34)
where δAB = diag(1, 1). Since e
µ
A when viewed as a matrix is rectangular it is not
immediately clear whether the inverse diad eAµ exists, however the two additional con-
straints eµAuµ = e
µ
ANµ = 0 guarantee that the inverse exists and is unique. The inverse
has the following properties
eAµ e
B
ν δAB = e
A
µ eνA = hµν (4.35)
where we have used eAµ e
µ
B = −δAB.
We can therefore represent the polarization vector ψµ orthogonal to uµ and Nµ in
either the coordinate basis or the diad basis
ψµ = hµνψ
ν = eµAe
A
ν ψ
ν = eµAψ
A (4.36)
13Note that one could instead of formulating general relativity in terms of a tetrad field use the
vectors uµ, Nµ and eµA. This is similar to the null tetrad formulation, see [40].
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where we define ψA ≡ eAµψµ. The object ψA is referred to as the Jones vector [65]
where ψ1 is the horizontal and ψ2 the vertical component of the quantum state in the
linear polarization basis defined with respect to the diad. Note we have deliberately
used a notation similar to that used for representing spinors; however, ψA should not
be confused with an SL(2,C) spinor. In order to distinguish ψA from ψµ we refer to
the former as the Jones vector and the latter as the polarization vector.
We will now show that ψA is in fact gauge invariant. To do this note that under
the transformation ψµ → ψµ + vuµ clearly the relation ψµNµ = 0 will not hold since
uµN
µ 6= 0. Therefore we must have that under a gauge transformation of ψµ we must
also transform Nµ and hence hµν . To do this consider a general transformation on
Nµ of the form Nµ → N ′µ = Nµ + V µ for V µ some arbitrary 4-vector which can be
represented as a linear combination of uµ, Nµ and eµA which forms a complete basis for
TxM. In order to ensure that the constraints, NµNµ = 0, Nµuµ = −1 and Nµψµ = 0,
are propagated under an arbitrary gauge transformations
ψµ → ψ′µ = ψµ + (cAeνAψν)uµ (4.37)
where cA are two arbitrary parameters. We must also transform Nµ by
Nµ → N ′µ = Nµ + 1
2
cAcAu
µ + cAeµA (4.38)
Under the above set of transformations the transverse metric changes according to
hµν → h′µν = hµν + cAcAuµuν + cAuµeAν + cAeµAuν . This can be re-expressed as
h′µν = δ
A
Be
′µ
Ae
′B
ν and so a gauge transformation corresponds to the following diad trans-
formation eµA → e′µA = eµA + cAuµ. Therefore under a gauge transformation the Jones
vector ψA ≡ eAµψµ transforms as:
ψ′A = e′Aµψ
′µ = (eAµ + c
Auµ)(ψ
µ + (cAeνAψν)u
µ) = eAµψ
µ = ψA (4.39)
We see that the Jones vector is indeed gauge invariant. Therefore ψA encodes the two
physical degrees of freedom and is hence taken to represent the quantum state.
The inner product
We must identify an inner product on the complex vector space for polarization vectors
so that it can be promoted to a Hilbert space. In the analysis of the WKB limit
we found that jµ = −√gϕ2gρσψρψ¯σkµ corresponded to a conserved 4-current which
was physically interpreted as a conserved probability density current. A natural inner
product between two polarization 4-vectors ψI and φJ in the tetrad basis or equivalently
two Jones vectors ψA and φB is then given by
− ηIJ φ¯IψJ or δABφ¯AψB (4.40)
This innerproduct is clearly sesquilinear and positive definite for spacelike polarization
vectors.14 Unlike the case for fermions, the inner product ηIJ/δAB is not explicitly
14There is no primed index for conjugate terms because the vector representation of the Lorentz
group is real.
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dependent on the photon 4-velocity. However the Jones vectors are defined with respect
to the null projector which is velocity dependent. Furthermore, in order to be able to
coherently add two polarization states it is also necessary to have kI1 = k
I
2, i.e. the two
photons must have the same frequency. Therefore we conclude that two polarization
vectors corresponding to two photons with distinct momentum do not lie in the same
Hilbert space. Under such conditions the inner product is both Lorentz invariant and
gauge invariant. With the inner product (4.40) the complex vector space of polarization
vectors is promoted to a Hilbert space which is notably labelled again with both position
and 4-momentum pI = ~kI .
The above inner product (4.40), in particular when represented in terms of the
Jones vectors is nothing but the standard inner product for a two-dimensional Hilbert
space 〈φ|ψ〉, where we associate
|ψ〉 ∼ ψI , ψA and 〈φ| ∼ −φ¯I = −ηIJ φ¯J , δABφ¯B.
We now have a complete quantum mechanical formalism and we can work either with
the polarization 4-vector ψI or the Jones vector ψA interchangeably.
4.4.5 The transport equation for the Jones Vector
The transport equation for the polarisation vector (4.32) can now be used to derive
the transport equation for the Jones vector
Dψµ
Dλ
=
dψµ
dλ
+ uνΓµνρψ
ρ (4.41)
= eµAu
ν∂νψ
A + uν
(
∂ν(e
µ
A) + Γ
µ
νρe
ρ
A
)
ψA (4.42)
= eµAu
ν∂νψ
A + uν
(
∂ν(g
µ
σe
σ
A) + Γ
σ
νρg
µ
σe
ρ
A
)
ψA = βuµ (4.43)
Now substituting (4.33) and subsequently (4.35), we get
Dψµ
Dλ
= eµA
dψB
dλ
+ eµA(e
A
δ ∂β(e
δ
B) + Γ
δ
βγe
A
δ e
γ
B)u
νψB
− uνΓσνρ(uσNµ +Nσuµ)eρAψA = βuµ (4.44)
The last two term are each proportional to Nµ and uµ respectively, likewise the right-
hand side is proportional to uµ. Multiplying the whole equation by eBµ , and relabelling
indices we are left with
DψA
Dλ
=
dψA
dλ
+ uµWµ
A
Bψ
B (4.45)
where Wβ
A
B = e
A
δ ∂β(e
δ
B) + Γ
δ
βγe
A
δ e
γ
B. This is the connection on the space of Jones
vectors, i.e. the 2 dimensional Hilbert space H and plays an analogous role to the
spin-1 connection in the tetrad basis. This connection is antisymmetric in A,B (and
we note that it is real) therefore Wµ
A
B = iWµσ
yA
B i.e. it is proportional to the Pauli
y-matrix in the Linear polarization basis.15 Therefore the parallel transport is both
15Note again that this should not be confused with the σ-matrices encountered when working with
spinors.
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unitary and preserves helicity of the polarization, i.e. the gravitational field cannot
transform a right circularly polarized state into a left-circularly polarized state.16
We have now presented an alternative two component formalisms to the polarization
vector which we refer to as the Jones vector representation of the quantum state.
In summary, one should apply the following recipe to the polarization vector ψµ to
calculate the parallel transport of the Jones vector ψA, given a null world line xµ(λ)
with four-velocity uµ
1. Choose an arbitrary (spacelike) diad eµA(λ)along each point of the world line
defined such that eµAuµ = 0. Note that this has essentially fixed the choice of N
µ
since we have four constraints NµNµ = 0, u
µNµ = −1 and eµANµ = 0 we do not
need to explicitly choose Nµ.
2. Determine the initial state of the Jones vector ψA = eAµψ
µ.
3. Calculate the connection Wβ
A
B along each point of the world line.
4. And integrate to determine (4.45) along the world line to determine the final
state.
It is important to note that the two formalisms are from a numerical perspective
equivalent, however from a practical perspective the Jones vector representation has
several advantages which we should point out. Firstly, the connection is abelian and
can be simply integrated without the need of time ordered products encountered with
the Polarization vector. Furthermore, unlike the case for fermions and the 4-component
polarization representation the standard quantum information formalism carries over
directly without the need for any modifications. Finally, it is through this manifestly
gauge invariant formalism that we see the parallel transport is unitary and helicity
preserving for photons which from the 4 component polarization representation is not
immediately apparent. I would like to point out that the formalism presented here is a
novel alternative approach to working with the polarisation 4-vector which is manifestly
Lorentz covariant and gauge invariant.
The relation to the Wigner formalism
The Wigner rotation on the quantum state which results from the transport of the
polarization vector can be identified in the same way as was done in §4.3.4 for fermions.
Recall (§3.2.1) that the Wigner rotation is defined with respect to a Standard 4-velocity
kI , for photons the typical choice is kI = (1, 0, 0, 1). The Wigner rotation is then
determined by W (p,Λ) = L−1(Λp)ΛL(p), where L(p) is defined by pI ≡ LIJ(p)kJ . For
photons L(p) corresponds to a rotation of the photons 4-momentum pI to align with
the z-axis of the tetrad, followed by a boost along the z-axis. For the Jones vector
this prescription cannot be immediately applied since we have introduced the diad in
16This can be understood because gravity simply acts via sequence of Lorentz transformations which
must be helicity preserving [24].
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place of the tetrad. One could therefore introduce the tetrad and define the diad with
respect to the tetrad.
However let us first recall what a Wigner rotation is. A Wigner rotation corre-
sponds to an element of Wigner’s little group which corresponds to the set of Lorentz
transformations which leaves kI invariant. We should note however that the transport
equation (4.45) is already of this form, explicitly uµWµ
A
B is a map on Sp and hence
generates rotations around the axis defined by uµ hence such rotations must leave uµ
invariant and hence they are elements of Wigner’s Little group. The only difference
here is that the Wigner rotation is defined with respect to the standard 4-momentum
kI where as (4.45) is expressed in a manifestly covariant way and hence is equivalent to
any choice of standard momentum, not just kI = (1, 0, 0, 1). Therefore there is no need
to determine the Wigner rotation it is already expressed in in the transport equation
(4.45).
There are several additional points which we should point out. Firstly, the standard
treatments for photons [21, 41] and fermions 4.3.4 in determining the Wigner rotation
is to break Lorentz covariance, which as we have already stressed is due to the fact
that the standard momentum kI is expressed in a particular choice of reference frame.
Secondly, the astute reader may have noticed that since the choice of diad is arbitrary
so is the Wigner rotation which it is defined with respect to, at least in an arbitrary
curved spacetime. Hence, one should not be interested in the ‘amount’ of Wigner
rotation along a given trajectory but rather with Lorentz invariant quantities such as
the outcomes of measurements given an experimental setup, see §6.1.
5
Phases and interferometry
So far we have determined the transport of the quantum state of a single qubit along
one spacetime trajectory. If we inspect the transport equations (4.11) and (4.45) we see
that neither one contains a term proportional to the identity δBA
1. Such a term would
lead to an overall accumulation of global phase eiθψA. This leads one to suspect that
not all of the possible contributions to the global phase have been taken into account
in these transport equations. Indeed this is the case, as can be seen immediately by
considering the full wavepacket in the WKB approximation
Ψσ(x) = ϕ(x)ψσ(x)e
iθ(x)
where ϕ(x) is a real-valued envelope and σ = 1, 2 for fermions or σ = 0, 1, 2, 3 for
photons.2 Clearly there is an additional phase θ(x) which is not included in ψσ(x).
Since global phase is unobservable this is of course of no concern if we restrict our-
selves to a qubit moving along a single trajectory. However, quantum mechanics allows
for more exotic experiments where a single qubit is split up into a spatial superposi-
tion, simultaneously transported along multiple distinct paths, and recombined so as
to produce quantum interference phenomena. Here it becomes necessary to keep track
of the phase difference between the components of the spatial superposition in order
to be able to predict the measurement probabilities at the detectors.
In this section we will extend the formalism in this paper to include gravitationally
induced phase difference in experiments involving path superpositions. The formalism
will be derived from equations of the WKB approximation together with the assump-
tions of localization. With these assumptions, the details of the spatial profile of the
1Recall that although the index notation for fermions and photons is similar, for fermions we are
dealing with spinors indices where as for photons we are dealing with diad indices.
2In the case of a scalar particle (and thus not a qubit) there are still gravitational phases, and here
the index σ can just be removed.
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qubit become irrelevant, and we can satisfactorily describe the experiment solely in
terms of a phase difference ∆θ between two quantum states. This phase difference will
depend on the spacetime geometry gµν and the trajectories along which the qubit is
simultaneously transported. We show how the various sources for the phase difference
can be understood from a wave-geometric picture. In addition we will analyze the
transport equations (4.11) and (4.45) to determine whether there are additional ‘geo-
metric’ phase factors which could arise from transporting a state along a superposition
of two paths which forms a closed spacetime loop. We find that for a qubit represented
by the spin of an electron this is indeed the case. However, for photons this phase
factor is limited to only circularly polarized states. We lastly apply the formalism of
this paper to gravitational neutron interferometry [32–34] and obtain an exact general
relativistic expression for the phase difference which in various limits reproduces the
results in [30, 31, 36] in which higher order corrections to the non-relativistic result
were proposed.
5.1 Spacetime Mach–Zehnder interferometry
We consider, as a concrete example of an interference experiment, standard Mach–
Zehnder interferometry. As usual, there is a qubit incident on a beam splitter (e.g. a
half-silvered mirror) which creates a spatial superposition of the qubit. The two com-
ponents of the spatially superposed state (each assumed to be spatially well-localized)
are then transported along two different paths and later made to interfere using another
beam splitter. This produces two output rays each incident on a particle detector, as
illustrated in figure 5.1.
Let us now focus our attention on a small region D1 situated on the right output
arm. There are then two classical paths Γ1 and Γ2 which arrive at D1, as illustrated
in Fig.5.1. Note that in order for us to derive a formalism in terms of quantum states,
the wavevectors kµ1 and k
µ
2 of Γ1 and Γ2 must be approximately equal in this region,
i.e. kµ1 = k
µ
2 = k
µ. This is because the Hilbert space of a quantum state is labelled
with momentum, as explained in §4.3.3 and §4.4.4.
In general the times of arrival of the two paths Γ1 and Γ2 at the second beam
splitter BS2 will differ for the two paths. As we shall see this contributes to the total
phase difference between the two packets.
Let x be some suitable local Lorentz coordinate system in regionD1. The wavepacket
in region D1 is then given by the superposition
aΨ(1)σ (x) + bΨ
(2)
σ (x) (5.1)
where Ψ
(1)
σ (x) and Ψ
(2)
σ (x) are the packets propagated along Γ1 and Γ2 respectively. a
and b are determined from the reflection and transmission coefficients of the various
beam splitters in the experiment. In the case of 50-50 beam splitters, a = b = i√
2
in
region D1 (see Fig.5.1). We will ignore any overall global phase factor resulting from
reflections.
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Figure 5.1: Spacetime figure of a Mach–Zehnder type interferometer, illustrating a single
qubit subjected to a beam splitter BS1 resulting in a superposition of the qubit travelling
along two distinct spacetime paths Γ1 and Γ2. In some future spacetime region containing
the beam splitter BS2 the components of the spatial superposition are assumed to recombine
to produce possible interference phenomena in the detector regions D1 and D2. These regions
contain two trajectories, indicating that the times of arrival at the second beam splitter BS2
are not in general the same. The variables x1,2 are arbitrary spacetime points in the region
D1 along trajectories Γ1 and Γ2 and are useful for calculating the total phase difference.
The red and blue strips represent the spatial extents of the wavepackets along Γ1 and Γ2
respectively. These correspond to the length L of the wavepacket as measured along the line
joining the points x1 and x2.
5.2 The phase difference from the WKB approxi-
mation
In order to make empirical predictions in a Mach–Zehnder type interference experiment
we must determine explicitly the forms of Ψ
(1)
σ (x) and Ψ
(2)
σ (x) in (5.1) in the detector
region D1. By making use of the field equations in the WKB limit and the localization
assumptions we will see that Ψ
(1)
σ (x) and Ψ
(2)
σ (x) will differ by a phase accumulated
along the trajectory and a rigid translation/displacement, resulting in an overall phase
difference. The derivations differ in the cases of fermions and photons and we will treat
them separately.
5.2.1 Fermions
In the small region D1 the wavepacket in the WKB approximation is given by
aφ
(1)
A (x) + bφ
(2)
A (x) = aϕ1(x)ψ
(1)
A (x)e
iθ1(x) + bϕ2(x)ψ
(2)
A (x)e
iθ2(x) (5.2)
where x is some local Lorentz coordinate system, and a and b are real-valued coeffi-
cients. The functions φi(x), ψ
(i)
A (x) and θi(x) (i = 1, 2) are defined in section 4.3.1. We
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are now going to successively make use of the equations of the WKB approximation
and the localization assumptions to simplify the expression (5.2) and thereby extract
the relative phase difference between the two components in the superposition.
First we use the fact that under the mathematical assumptions detailed in §4.3.2 the
envelope will be transported rigidly and will not distort. Therefore, ϕ1(x) and ϕ2(x)
will differ at most up to a rigid translation and rotation. We assume that the packet
is ‘cigar shaped’ and is always oriented in the direction of motion. The final envelopes
will then differ at most up to a translation and we can write ϕi(x) = ϕ(x − xi) for
some suitable function ϕ(x) and an arbitrary choice of spacetime points xµ1 , x
µ
2 ∈ D1
situated on the trajectories Γ1,Γ2 respectively (see figure 5.1).
If we now assume that
(xµ − xµi )∇µϕ(x)
ϕ(x)
 1, i = 1, 2
for all points x ∈ D1, the difference in the envelopes ϕ1(x) and ϕ2(x) is negligible. The
translational difference in the envelopes can then be neglected and factored out:
aφ
(1)
A (x) + bφ
(2)
A (x) ≈ ϕ(x)
(
aψ
(1)
A (Γ1)e
iθ1(x) + bψ
(2)
A (Γ2)e
iθ2(x)
)
(5.3)
where ψ
(i)
A (Γi) are determined by integrating the transport equation (4.11) to the points
x1, x2, respectively. Thus for the purpose of interferometry the details of the envelope,
apart from determining the overall visibility, become irrelevant and can be ignored.
We now focus on the phase θ1 and θ2. As we pointed out in section 4.3.3, in order
to coherently add two quantum states it is necessary to assume that the wavevectors
of the packets are the same, kµ1 = k
µ
2 = k
µ. Therefore in the region D1 we have from
the WKB approximation that the phases θ1(x) and θ2(x) both satisfy the equation
∇µθ = kµ + eAµ. (5.4)
Within the small region D1 we regard kµ(x) and Aµ(x) as constant and so the par-
tial differential equation (5.4) has the solution θi(x) = (kµ + eAµ)(x
µ − xµi ) + θi(xi)
where θi(xi) are two integration constants corresponding to the value of θi(x) at the
points xi. These integration constants can be determined by integrating (5.4) along
the trajectories Γ1,2 to the positions x1,2 respectively, i.e.
θi(xi) =
∫
Γi
(kµ + eAµ)dx
µ + θ0 (5.5)
where θ0 is some arbitrary global phase just before the wavepacket was split up by the
first beam splitter. Using the above we can rewrite (5.3) as
aφ
(1)
A (x) + bφ
(2)
A (x) ≈ ϕ(x)eiθ1(x)
(
aψ
(1)
A (Γ1) + bψ
(2)
A (Γ2)e
i∆θ
)
(5.6)
where
∆θ = (kµ + eAµ)(x
µ
1 − xµ2) + (θ2(x2)− θ1(x1)). (5.7)
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It is important to note that this phase difference is independent of xµ ∈ D1 as all
dependence on x has been factored out in (5.6). Furthermore, we note that the choice
of x1 and x2 is arbitrary and the phase difference ∆θ is also independent of this choice.
To see this, consider a different choice of positions, x′1 = x1 + δx1 and x
′
2 = x2 + δx2
on Γ1 and Γ2. This results in a change in the integration constants (5.5) of θi(xi) →
θi(xi)+(kµ+eAµ)δx
µ
i which exactly cancels the change in the term (kµ+eAµ)(x
µ
1−xµ2)
in (5.7). Therefore ∆θ is independent of the arbitrary positions x1 and x2.
Note that ∆θ is not the phase difference determined empirically in a Mach–Zehnder
type interference experiment. This is because the transported quantum states ψ
(1)
A (Γ1)
and ψ
(2)
A (Γ2) can contain an additional phase difference induced from their specific evo-
lutions on the Bloch sphere. This transport induced phase difference can be determined
from [66] (see §5.4 below for more details)
ei∆θTrans =
〈ψ(1)(Γ1)|ψ(2)(Γ2)〉
|〈ψ(1)(Γ1)|ψ(2)(Γ2)〉| . (5.8)
The region D1 is assumed to be small enough that ψ
(1)
A and ψ
(2)
A do not vary significantly
with changes in x1 and x2. Thus, the total phase difference ∆θTot, which is the quantity
that we actually measure in a Mach–Zehnder experiment, is then given by
∆θTot = ∆θ + ∆θTrans.
This total phase difference ∆θTot can be determined completely from the trajectories
Γ1 and Γ2 and the spacetime geometry gµν using the transport equation (4.11). In
particular, the phase difference measured by some detector in D1 is independent of the
motion of that detector.
Lastly, if we restrict ourselves to measurements that do not probe the spatial profile
we can neglect the factor ϕ(x)eiθ1(x) in (5.6). All contributions to the phase difference
are then contained in ψ
(i)
A and ∆θ, and so at D1 we are left with the two-dimensional
quantum state
|ψ〉recomb = aψ(1)A (Γ1) + bψ(2)A (Γ2)ei∆θ.
Therefore the assumptions that led to (5.6) established a formalism for determining
the resulting qubit quantum state in region D1 of a Mach–Zehnder type interferometer.
5.2.2 Photons
The derivation of the phase difference for photons follows essentially the same path as
that for fermions. The starting point is to consider the wavepacket in the small region
D1
aAI(1)(x) + bA
I
(2)(x) = aϕ1(x)ψ
I
(1)(x)e
iθ1(x) + bϕ2(x)ψ
I
(2)(x)e
iθ2(x) (5.9)
where x is some local Lorentz coordinate system, and a and b are real-valued coeffi-
cients. The functions ϕi(x), ψ
I
(i)(x) and θi(x) (i = 1, 2) are defined in section 4.4.1. We
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then make use of the equations of the WKB approximation and the localization as-
sumptions to simplify the expression (5.9). As in the case of fermions, this means that
the envelopes ϕ1(x) and ϕ1(x) are rigidly transported along their respective trajectories
and so they differ at most by a translation i.e. ϕi(x) = ϕ(x− xi).
Again, if we assume the change in the envelope is small
(xµ − xµi )∇µϕ(x)
ϕ(x)
 1, i = 1, 2
for all points x ∈ D1, the translational difference in the envelopes can be neglected and
can be factored out:
aAI(1)(x) + bA
I
(2)(x) ≈ ϕ(x)eiθ1(x)
(
aψI(1)(Γ1) + bψ
I
(2)(Γ2)e
i∆θ(x)
)
where ∆θ = θ2(x)− θ1(x). We then solve the partial differential equation ∇µθ = kµ to
determine
θi(x) = kµ(x
µ − xµi ) + θi(xi) + θ0 (5.10)
where θi(xi) =
∫
Γi
kµdx
µ are again integration constants. Using that kµ is null and
that we are integrating along its integral curves, we have
∫
Γi
kµdx
µ ≡ 0. Thus, the
only contribution to the phase difference is
∆θ = kµ(x
µ
1 − xµ2). (5.11)
Again note that this phase difference is independent of the position xµ ∈ D1 at
which the phase difference is computed. We also have that the phase difference
∆θ is independent of the choice of points x1 and x2. This follows since a change
xµi → x′µi = xµi + δxµi = xµi + ikµ leaves ∆θ invariant since kµδxµi = 0.
As in the fermionic case there is also a phase difference ∆θTrans defined by (5.8)
related to the transport along the trajectories. What is actually measured in a Mach–
Zehnder interference experiment is then
∆θTot = ∆θ + ∆θTrans.
Just as in the case for fermions we now neglect the spatial part and we end up with
the final qubit quantum state at D1
|ψ〉recomb = aψI(1)(Γ1) + bψI(2)(Γ2)ei∆θ(x)
We have now obtained a formalism for describing interference experiments for photons
solely in terms of two-dimensional quantum states.
5.2.3 The recipe for adding qubit states
Above we have established a formalism for quantum interference phenomena for both
fermions and photons in a Mach–Zehnder interference experiment. This description can
be summarized by the following recipe for correctly adding the two quantum states:
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1. Transport the quantum states ψ
(1)
σ and ψ
(2)
σ to the arbitrary positions x1 and
x2 on the respective paths Γ1 and Γ2 in the recombination region D1 using the
appropriate transport equation, either (4.11) for fermions or (4.32) for photons.
2. Determine the integration constants θ1 and θ2. For fermions this is determined
by equation (5.5). For photons this is identically zero.
3. Determine the phase difference ∆θ using either (5.7) or (5.11).
4. Finally, the two-dimensional quantum state in region D1 is given by
|ψ〉recomb = aψ(1)σ + bψ(2)σ ei∆θ.
5.3 The physical interpretation of phase in terms
of wave geometry
We now provide an intuitive wave-geometric picture for the various terms in the phase
difference ∆θ. To do this we will focus on the specific case of fermions. Note however
that the essential picture is also applicable to photons and we will comment on photons
when necessary. The phase difference for fermions (5.7) is given by
∆θ =(kµ + eAµ)∆x
µ +
∫
Γ2
(kµ + eAµ)dx
µ −
∫
Γ1
(kµ + eAµ)dx
µ
=
∮
Γ
kµdx
µ + e
∮
Γ
Aµdx
µ (5.12)
where ∆xµ ≡ xµ1 − xµ2 and Γ = Γ2 + Γ2→1 − Γ1, where Γ2→1 denotes the straight path
going from point xµ2 to x
µ
1 . The second term in the integral accounts for an Aharonov–
Bohm phase. Let us consider the first term. The various contributions to this term
are ∮
Γ
kµdx
µ =
∫
Γ2
kµdx
µ −
∫
Γ1
kµdx
µ + kµ∆x
µ. (5.13)
The first two terms in the decomposition can each be thought of as representing the
accumulation of global phase along each trajectory, while the third is related to the dis-
placement of the wavepackets. We now show how to interpret these two contributions
wave-geometrically.
5.3.1 The internal phase shift
The first two terms in (5.13) are integrals of the wavevector kµ along the paths Γi,
i = 1, 2. If we parameterize the paths with proper time dx
µ
dτ
= ~
m
kµ, the integrals
62 Phases and interferometry
a) t1 b) t2
Figure 5.2: An illustration of the accumulation of internal phase from a time t1 (a) to a
later time t2 (b) along a trajectory. The internal phase θint = ∆xint/o is determined by the
difference in the offset ∆xint = ∆x2 −∆x1 of a point pph of constant phase and a point penv
of constant position on the envelope at the two times t1 and t2. For timelike packet velocities
the phase velocity vph is greater than the group velocity vg = c2/vph < c so the internal phase
is seen to accumulate along the trajectory.
become ∫
Γi
kµdx
µ =
∫
Γi
dτ
mc2
~
. (5.14)
This results in a phase discussed in [28, 29] and motivated from the relativistic path in-
tegral. We can also understand this term in a simple wave-geometric picture. Consider
a point penv(τ) defined by ϕ(x) = const which is fixed on the rigidly moving envelope
(see figure 5.2). With respect to some arbitrary reference frame with 4-velocity nµ,
the velocity at which penv moves in this frame is called the group velocity vg (see e.g.
[63]), defined by u0 = e0µu
µ = γvg = (1 − v2g/c2)−1/2, and corresponds to the particle’s
velocity. Secondly, consider a fixed phase point pph defined by θ(x) = const. The speed
at which this phase point moves is given by vph ≡ c2/vg and is called the phase velocity.
Thus, if vg < c the points of constant phase move with respect to the wavepacket. It is
this difference in velocity that results in the accumulation of the above mentioned path
integral phase (5.14). To see this, first calculate how much distance δxint is gained by
pph relative to penv during some time interval dt measured in this reference frame. This
is given by
δxint = pph − penv =
(
c2
vg
− vg
)
dt.
In order to see how many radians of phase this distance is equivalent to we divide by
the reduced wavelength o ≡ ~/p = ~/mvg;
δxint
o
=
(
c2
vg
− vg
)
dt
o
=
c2
vg
γ−2dtmγvg
~
=
mc2
~
γ−1dt =
mc2
~
dτ.
During a finite period of time we have θint ≡
∫
dτmc2/~ = ∆xint/o, which is nothing
but the path integral phase. We can now interpret the path integral phase as how much
the constant phase surfaces have shifted inside the wavepacket. We call this an internal
phase shift θint. When we add two wavepackets it is important to keep track of this
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phase shift as it may lead to destructive or constructive interference. θint calculated
for each trajectory is simply the integration constants θi(xi) (e.g. (5.5)).
Recall that for photons there was no contribution to the phase from the path
integral, i.e. the integration constants are θi(xi) = 0. From a wave-geometric picture
this is due to the fact that the group and phase velocities are equal and therefore
θint = 0 .
5.3.2 The displacement induced phase difference
Let us now provide a wave-geometric interpretation for the third term in (5.13), kµ∆x
µ.
First, for simplicity let ∆xµ = xµ1 − xµ2 be spacelike and orthogonal to some arbitrary
unit timelike vector nµ, i.e. ∆xµ = hµν∆x
ν where hµν = δ
µ
ν − nµnν projects onto the
orthogonal space of nµ.3 kµ∆x
µ then simplifies to:
|kµ∆xµ| = |kµhµν∆xν | = k⊥∆xdis| cos(α)| =
∆xdis
o
where k⊥ =
√−hµνkµkν and ∆xdis = √−hµν∆xµ∆xν , and we have used that | cos(α)| =
1 since the wavepackets are spatially displaced in the direction of motion, i.e. kµ⊥ ∝
∆xµ.
Figure 5.3: Illustration of the recombination of two envelopes in the detector region D1.
The offset of the classical positions x1, x2 of two wavepackets with the same wavelength o
produces a displacement phase of ∆θdis = ∆xdis/o.
This contribution to the phase difference, which is present for both fermions and
photons, can therefore be interpreted as the two wavepackets being spatially displaced,
as illustrated in figure 5.3 and as argued in [35]. Note that in order for this displacement
induced phase difference ∆θdis = kµ∆x
µ to be experimentally, the variance in ∆xdis over
runs of an interference experiment must be significantly smaller than the wavelength o.
Furthermore, if ∆xdis ∼ L (see Fig.5.1) then the interference effects will be drastically
reduced and when ∆xdis ≥ L no interference phenomena will be present.
3∆xµ can always be made spacelike orthogonal by changing the arbitrary end points of the trajec-
tories Γ1 and Γ2.
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5.3.3 Addition of quantum states in the wave-geometric pic-
ture
The recipe for adding two quantum states §5.2.3 can now readily be understood in terms
of wave geometry. In the detector region D1 we have two wavepackets whose envelopes,
centred at x1 and x2, overlap but are slightly offset (as in figure 5.3). Furthermore,
each wavepacket has a rapidly oscillating phase that has evolved in a path-dependent
way along each of the two distinct trajectories Γ1 and Γ2 (as in figure 5.2). These
two effects produce respectively the displacement induced phase difference and the
internal phase difference. We then add these wavepackets to obtain the total phase
difference ∆θ. This is illustrated in figure 5.4. The total phase difference is again
∆θTot = ∆θTrans. + ∆θ.
Figure 5.4: From a wave-geometric point of view we can understand the phase difference
∆θ as the sum of two contributions: the difference in the internal phase given by ∆θint =
∆xint/o and a phase difference ∆θdis = ∆xdis/o originating from the wavepackets being
spatially displaced.
5.4 Geometric phase
In the previous section we made a clear distinction between a phase shift induced by
the transport of a quantum state along a given curve from that which is obtained from
the WKB approximation by considering the interference of two wave packets. In this
section we will like to expand on the transport induced phase shift. Consider (5.8) and
for clarity let us assume that the states |ψ(1)(Γ1)〉 and |ψ(2)(Γ2)〉 are the same state
up to phase, i.e. |〈ψ(1)(Γ1)|ψ(2)(Γ2)〉| = 1. Expanding (5.8) for electrons we get the
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following expression for ∆θTrans.
ei∆θTrans = uI σ¯
IA′AψA′ψC ×
T1 exp
[
−
∫
Γ1
dτ
(
i
2
uµωµIJ + iuIaJ − i e
2m
BrestIJ
)
LIJ BA
]
×
T2 exp
[∫
Γ2
dτ
(
i
2
uµωµIJ + iuIaJ − i e
2m
BrestIJ
)
LIJ CB
]
(5.15)
where T1,2 corresponds to the time ordering operator along Γ1,2, which is required since
the infinitesimal transformations along the trajectory in general do not commute from
one instance to the next. In order to see that (5.15) must be true one can use that the
transport equation (4.13) preserves the inner product between states and as we shall
see is also unitary 6.1.1, hence the inner product between |ψ(1)(Γ1)〉 and |ψ(2)(Γ2)〉 is
equivalent to the inner product between |ψ(1)〉 and |ψ(2)(Γ1 + Γ2)〉, where |ψ(2)〉 has
been transported backwards in time along Γ1.
Making use of the face that the two integrands by construction commute since by
assumption |〈ψ(1)(Γ1)|ψ(2)(Γ2)〉| = 1 we get
ei∆θTrans = uI σ¯
IA′AψA′ψB T exp
[∮
Γ
dτ
(
i
2
uµωµIJ + iuIaJ − i e
2m
BrestIJ
)
LIJ BA
]
(5.16)
Finally since the exponent is proportional to the identity we have
ei∆θTrans = Tr
[
T exp
[∮
Γ
dτ
(
i
2
uµωµIJ + iuIaJ − i e
2m
BrestIJ
)
LIJ BA
]]
(5.17)
We can now identify the various properties of what is generically known as geometric
phase. The last term is closely related to the famous Berry phase [67]. This can
easily be seen by evaluating the term in the rest frame − i
2
e
m
B · σ, hence provided that
the magnetic field is changed adiabatically this would precisely correspond to a Berry
phase. The first and second term are two additional geometric phases that arise for spin
in the relativistic regime. The first is a purely geometric effect due to the spacetime
curvature where as the latter is due to the acceleration along the spacetime trajectory.
Although the presence of the first phase has been suggested in the literature (although
not explicitly stated) the second phase is to our knowledge novel.
We can similarly obtain a geometric phase for the polarization qubit. By using the
transport equation for the Jones vector (4.45) we have
ei∆θTrans = Tr
[
T exp
(∮
Γ
dτuµWµ
A
B
)]
= Tr
[
exp
(∮
Γ
iuµWµdτσy
A
B
)]
(5.18)
Where the time ordered operator is no longer necessary since operators at different
points along a trajectory are always proportional to σy
A
B and hence commute. Fur-
thermore for a closed trajectory where the initial and final states are the same we must
have either
∮
Γ
iuµWµdτ = 2pin and hence e
i∆θTrans = 1 or our initial state must be an
eigenstate of σy
A
B, i.e. the Jones vector corresponds to either left or right circular
polarization.
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Figure 5.5: A Schematic diagram of a Neutron interferometer used in the COW experi-
ment. A neutron incident on the first beam splitter BS1 is split into a spatial superposition
travelling along two distinct paths Γ1 and Γ2. We find that Γ2 accumulates a phase shift
with respect to Γ1 as it is higher in the gravitational field by ∆z.
5.5 An example: relativistic neutron interferome-
try
As a concrete example for implementing the above recipe for calculating the phase
difference we consider the gravitational neutron interferometry experiment illustrated
in Fig.5.5, known as the Colella–Overhauser–Werner (COW) experiment [34]. The
setup is geometrically identical to a Mach–Zehnder interferometer: The wavepacket
is as usual split up into a spatial superposition and the respective wavepackets then
travel along two distinct paths. The interferometer is oriented such that one path is
higher up in the gravitational field relative to the other path. Essentially the two com-
ponents of the spatial superposition have different speeds and experience two different
gravitational potentials, which leads, in the recombination region, to a phase shift.
Interference fringes have been observed (see e.g. [32–34]) when the interferometer is
rotated in the gravitational field, altering the difference in height of the paths.
In this section we are going to derive the phase difference for this experiment using
the relativistic formalism developed above. The spin of the neutrons is ignored and we
treat them as scalar particles with no internal discrete degree of freedom. Therefore
there is no need to use the transport equation (4.11). The effects due to the spin could
be included by computing (5.8); however the corrections to the overall phase difference
are minute, as noted in [36]. From this analysis we will arrive at an exact relativistic
result which contains, in certain limits, both approximate relativistic corrections to the
COW experiment [30, 31, 36] as well as the non-relativistic result [32–34].
One might represent the gravitational field for this experiment by the Schwarzschild
metric. However, since the size of the experimental apparatus is less than a metre and
hence small compared to the curvature scale, we can mimic gravity by simply going
to an accelerated reference frame. This can be achieved by making use of the Rindler
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coordinates [61, 63] in which the flat spacetime metric takes the form4
gµν =

(1 + zg
c2
)2 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
Since the Rindler metric is static (i.e. independent of t) we have a Killing vector
ηµ = (1, 0, 0, 0) and hence conserved energy E ≡ pµηµ = mc2γg00, where γ ≡ (g00 −
v2
c2
)−1/2 with v the speed of the neutron as measured in the frame defined by the
Killing vector ηµ. We can now use this conserved energy to determine the speed v2
of the neutron in the upper path given the speed in the lower path v1, i.e. E1 =
mc2γ1g00(z1) = mc
2γ2g00(z2) = E2. We take the lower path to be at height z1 = 0, and
so if the difference in height is ∆z we have the height of the top path being z2 = ∆z.
Therefore we have the relation γ2g00(z2) = γ1 since g00(z1) = 1.
The easiest way to calculate the phase difference is by using the formula
∆θ =
∮
Γ
kµdx
µ =
∫
Γ2
kµdx
µ −
∫
Γ1
kµdx
µ + kµ∆x
µ (5.19)
where we have used (5.7) and assumed that Aµ(x) is constant. This formula contains
two arbitrary spacetime points x1 and x2. Here we take these points to be where the
trajectories Γ1 and Γ2, respectively, hit the second beam splitter BS2. Since the spatial
positions of these two events are the same in our Rindler coordinate system we have
∆xµ = (∆t, 0, 0, 0), where ∆t is the difference in arrival time. This is given by
∆t = `
(
1
v1
− 1
v2
)
where ` is the length of the horizontal legs of the paths. The contribution of the phase
difference from the third term is thus
kµ∆x
µ =
mc2`
~
(
g00(∆z)γ2
v1
− g00(∆z)γ2
v2
)
=
mc2`
~
(
γ1
v1
− γ1
v2
)
.
Let us now turn to the first and second terms in (5.19), representing the internal phase
shifts. Since the internal phases accumulated along the vertical components of each
path are equal the quantity cancels in the calculation of the phase difference and so
it is unnecessary to calculate them. The internal phase shifts of the upper and lower
horizontal paths are given by
θ
(1)
int =
mc2
~
τ1 =
mc2`
~
1
γ1v1
, θ
(2)
int =
mc2
~
τ2 =
mc2`
~
1
γ2v2
.
4Note that we could also consider rotating reference frames which would lead to the Sagnac effect
[30, 33, 36], but for simplicity we will stick to the Rindler metric.
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The phase difference is then given by
∆θ = θ
(2)
int − θ(1)int + kµ∆xµ =
mc2`
~
(
1
γ2v2
− 1
γ1v1
+
γ1
v1
− γ1
v2
)
which simplifies to
∆θ =
m`γ1
~
(
v1 − v2
(1 + ∆zg
c2
)2
)
(5.20)
where we can make the replacement v2 = c
√
g00
(
1− g00γ−21
)
.
Eq.(5.20) is the exact result for the gravitationally induced phase shift in the Rindler
metric. This compares to various results in the literature [30–33, 36] for the gravita-
tional effect in the COW experiment, which turn out to be approximations of (5.20).
It is instructive to take various limits to demonstrate these connections.
Firstly, if we take the weak field limit, ∆zg/c2  1 we obtain
∆θ ≈ m`v1γ1
~
(
1−
√
1− 2∆zg
v21
)
. (5.21)
If we furthermore take ∆zg/v21  1, which corresponds to assuming |v1 − v2|/v1  1,
and consider only first order terms, we obtain the phase result in [30]. If we instead
take the non-relativistic limit (γ1 ≈ 1) we obtain the result of [31]. Expanding this
result to two orders of ∆zg/v21 gives
∆θ ≈ m`
~
(
∆zg
v1
+
∆z2g2
4v31
)
, (5.22)
which indicates the ‘g2’ correction term derived in [31]. To leading order in ∆zg/v21 the
non-relativistic limit gives the standard theoretical prediction of the phase difference
∆θCOW observed in the COW experiment
∆θCOW =
m∆z`g
~v1
. (5.23)
There is a reported small discrepancy between measurement and theory [34]. However,
the error introduced by neglecting corrections in ∆zg/v21 is too small to account for
this discrepancy [31].
The standard result (5.23) is obtained using a path integral approach (see e.g.
[32, 33]). The path integral method allows only for summation over paths which start
and end at the same two spacetime points. However, the classical trajectories in this
problem in fact do not arrive at the second beam splitter at the same time. Therefore,
the standard expression, although a very good approximation in the specific case of
the actual experiment under consideration, is not exact even non-relativistically.
Let us examine a COW experiment numerically, presented in Table 5.1. From
[32], the interferometer dimensions are ∆z = ` = 3.16 cm, the neutrons have mass
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Result Approximation Ref ∆ from COW ∆ from Exact
Exact Rindler (5.20) 1× 10−6 0
Weak field 1O ∆zg/c2 = 3× 10−18 (5.21) 1× 10−6 −1× 10−25
Small ∆v wf+1O ∆zg/v21 = 4× 10−8 [30] 2× 10−9 −1× 10−6
Non relativistic wf+0O γ = 1 + 2× 10−11 [31] 1× 10−6 −2× 10−9
g2 correction nr+2O ∆zg/v21 (5.22) 6× 10−7 −5× 10−7
[34] nr+1O ∆zg/v21 (5.23) 0 −1× 10−6
Table 5.1: Phase results for different approximations starting from the exact result (5.20)
and finishing with the COW approximation (5.23). The Approximation column indicates to
what order a term is expanded (0O,1O,2O), the numerical value of the term, as well as
indicating whether the phase result is based on previous approximations. For example, the
‘Non relativistic’ result is zeroth order (‘0O’) in γ, but also possesses all of the Weak field
result’s approximations (‘wf’). The ∆ columns indicate the value of the result subtracting
the COW result, and the Exact result, respectively.
m = 1.67 × 10−27 kg and speed v1 = 2794 m.s−1, and g = 9.81 m.s−2. All results for
phase difference ∆θ with these data give 55.6 rad. From 5.1, the difference between
the COW result (5.23) and the exact result (5.20) is 1.05 × 10−6 rad, a difference of
19 parts per billion. The weak field limit is a very good approximation; 10−25 from
the exact result. A nonrelativistic limit is the next best approximation (10−9 from the
exact result), whereas the small velocity change first order expansion by [30] is less
justified, providing only a relatively minor improvement on the COW result.
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6
Relativistically covariant quantum
information
6.1 Elementary operations and measurement for-
malism
In order to develop quantum information theory in curved spacetimes we need to under-
stand how elementary operations such as unitary transformations and state updating
are represented within the reference frame covariant formalism of this paper. This
chapter is dedicated to these issues. In addition we show how Hermitian observables
are represented, how to calculate their expectation values, and in Chapter 7 we will
show how to construct explicitly a quantum observable for a Stern-Gerlach measure-
ment.
6.1.1 Fermions
In this section we develop the notion of unitarity, observables and projectors for
fermions. The notion of unitarity and observables is not straightforward for two rea-
sons: (1) the inner product is velocity dependent and (2) Hilbert spaces associated
with distinct points in spacetime must be thought of as separate. The formalism that
we develop addresses these issues in a reference-frame-covariant way.
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Unitarity and Hermitian operators
Unitarity is traditionally defined for automorphisms U : H 7→ H, i.e. unitary maps
take elements from one Hilbert space back to the same Hilbert space. The map U is
unitary if it satisfies
〈Uφ|Uψ〉 = 〈φ|ψ〉 (6.1)
where, for example the inner product for non-relativistic qubits is given by 〈φ|ψ〉 =
δA
′Aφ¯A′ψA. However, for our purposes this definition is too restrictive: we are interested
in localized qubits transported along some spacetime trajectory Γ. The Hilbert spaces
associated with the points along Γ must be thought of as distinct and the therefore a
map induced by the transport equation (4.11) cannot be thought of as a map from a
Hilbert space to itself. Furthermore, the inner products for the Hilbert spaces depend
on the respective 4-velocity. It is then clear that the transformation induced by the
transport equation (4.11) is not going to be unitary according to (6.1) as we are not
dealing with automorphisms.
Consider therefore a map U : H1 → H2 where H1 and H2 are two Hilbert spaces
on the trajectory Γ. A quantum state which belongs to H1 is indicated by a subscript
|·〉1 and similarly for H2. The ‘generalized’ definition of unitarity then becomes
2 〈Uφ|Uψ〉2 = 1 〈φ|ψ〉1 (6.2)
using the inner product i 〈φ|ψ〉i = IA
′A
ui
φ¯
(i)
A′ψ
(i)
A , with I
A′A
ui
≡ u(i)I σ¯IA
′A, and φ
(i)
A , ψ
(i)
A ∈
Hi, i = 1, 2. If we adapt the tetrad such that uI = (1, 0, 0, 0) along the trajectory we
see that the inner product IA
′A
u = uI σ¯
IA′A becomes the ordinary inner product δA
′A
which is independent of both position and momentum. We would therefore expect the
inner product between two quantum states along some trajectory Γ to be conserved.
To see this let φ(τ) and ψ(τ) represent two quantum states that are Fermi–Walker
transported, according to equation (4.12) along Γ. Then we have
d
dτ
〈φ|ψ〉 = D
FW
Dτ
〈φ|ψ〉 = uI σ¯IA′AD
FW φ¯A′
Dτ
ψA + uI σ¯
IA′Aφ¯A′
DFWψA
Dτ
= 0 (6.3)
since the Fermi–Walker derivative of uI is zero by construction, and the inner product
〈·|·〉 is defined using IA′Au(τ). Strictly speaking, the inner product should be labelled with
τ (i.e. τ 〈·|·〉τ ) in order to indicate that we are dealing with different Hilbert spaces.
However, for convenience we omit this cumbersome notation.
Let us now consider a more general evolution dictated by a Schro¨dinger equation
DFWψA
Dτ
=
dψA
dτ
− i
(
1
2
dxµ
dτ
ωµIJ + uIaJ
)
LIJ BA ψB = iA
B
A ψB (6.4)
whereA BA represents some operator on ψB. Requiring the inner product to be preserved
under the evolution implies that A BA must for all φ, ψ ∈ H satisfy
uI σ¯
IA′Aφ¯A′A
B
A ψB − uI σ¯IA
′AA¯ B
′
A′ φ¯B′ψA = 0 (6.5)
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or equivalently 〈φ|Aψ〉 = 〈Aφ|ψ〉, which is nothing but the standard definition of a
Hermitian operator. Since this must hold for all φA and ψA we must have I
B′A
u A
B
A =
IA
′B
u A¯
B′
A′ .
In spinor notation we can define AA′A ≡ A AB IA′Bu which yields an equivalent defi-
nition of Hermiticity for the spinorial object AA′A:
A¯A′A = AA′A.
An object AA′A satisfying this condition can be written as
AA′A = NI σ¯IA′A (6.6)
for some real-valued coefficients NI . We also have A
B
A = IuAA′AA′B where IuAA′ is the
inverse of IA
′A
u defined by IuAA′I
A′B
u = δ
B
A . The corresponding operator A
B
A is then
given by
A BA ≡ IuAA′AA
′B = uIσ
I
AB′NJ σ¯
JB′B = uINJ(σ
[I σ¯J ] + σ{I σ¯J}) BA
= −2iuINJLIJ BA + uIN Iδ BA (6.7)
where LIJ
B
A are the left-handed sl(2,C) generators and the term in δ BA generates
changes in global phase 1. Using the self dual property Lˆαβ = 1
2
iεαβγδLˆγδ [54, Eqn. 2.74]
to introduce the Pauli-Lubanski vector Wˆα(p) := 1
2
εαβγδpβLˆγδ = ipβLˆ
αβ, one can then
show that a Hermitian operator Aˆ must be of the form
A BA = NI
(
−2W
I B
A (p)
m
+ uIδ BA
)
(6.8)
where each operator is identified by a Lorentz 4-vector NI of real coefficients.
2
It should be noted that the operator A BA does not ‘look’ Hermitian when written out
in matrix form. For example, A 21 6= A¯ 12 . Rather, it is only the object AA′A ≡ IA′Bu A AB
which looks Hermitian in matrix form, i.e. AA′A = A¯AA′ 3. The reason for this
difference can be clearly seen by expressing A BA in the rest frame of the qubit. In the
particle rest frame, Hermitian operators are expressed as A˜ BA = NIσ
0
AA′σ¯
IA′B, and in
this case A˜ 21 =
¯˜A 12 . Thus, from an operator
ˆ˜A which is Hermitian with respect to δA
′A
we can construct another operator Aˆ which is Hermitian with respect to IA
′A
u simply
by applying a boost, i.e. A BA = Λ
C
A A˜
D
C Λ
−1B
D , where Λ is the spin-
1
2
representation of
the Lorentz boost that takes δI0 to u
I .
A general inner product preserving evolution can therefore be understood as being
composed of two pieces. One piece, the Fermi–Walker derivative, dictates how accel-
eration and the gravitational field affect the quantum state and has therefore a purely
1Note that one could also have chosen the right-handed representation RIJA
′
B′ of the Lorentz group
as this would yield the same result.
2This form will be used heavily in §7
3Spinor notation gives the relationship AA′A ≡ A¯AA′ ≡ A¯A′A between the conjugate and row-
column transpose.
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geometric character. The Fermi–Walker derivative maps elements between neighbour-
ing Hilbert spaces H(x,p)(τ) and H(x,p)(τ+δτ). The remaining term A BA encodes possible
non-geometric influences on the quantum state and is an automorphism A : H → H.
This second term is required to be Hermitian with respect to the inner product IA
′A
u .
4
We have already seen an example of an evolution of the form (6.4). In the WKB
limit of the minimally coupled Dirac equation we arrived at the transport equation
(4.11), where the Hermitian operator took on the form
B BA ≡ −
e
2m
BIJL
IJ B
A = −
e
2m
h KI h
L
J FKLL
IJ B
A
where BIJ ≡ h KI h LJ FKL is the magnetic field experienced by the particle. To see that
the magnetic precession term B BA is Hermitian with respect to the inner product, we
expand the left side of the Hermiticity definition (6.5):
〈φ|Bˆψ〉 − 〈Bˆφ|ψ〉 = − e
2m
φ¯
(
uK σ¯
KBIJ Lˆ
IJ − B¯IJ ˆ¯LIJuK σ¯K
)
ψ.
With BIJ real and making use of the identity [σ¯
K , LˆIJ ] = i[ηIJ σ¯K − ηJK σ¯I ] [39], we
have
〈φ|Bˆψ〉 − 〈Bˆφ|ψ〉 = − e
2m
uKBIJ φ¯[σ¯
K , LˆIJ ]ψ (6.9)
= −i e
2m
φ¯σ¯Kψ[uKB
I
I −B IK uI ] = 0 (6.10)
since BIJu
J = 0 and B II = 0. The magnetic precession is thus a Hermitian automor-
phism with respect to the inner product IA
′A
u .
Observables and projective measurements
Observables are represented by Hermitian operators A BA , which will take the form
indicated in (6.8). The covariant expression of the expectation value of the observable
Aˆ for a spinor ψA is given by
〈ψ|Aˆ|ψ〉 = ψ¯A′NI σ¯IA′AψA. (6.11)
where we have again used the identity IuAA′I
A′B
u = δ
B
A . Note that in (6.11) all indices
have been contracted, indicating the expectation value is manifestly a Lorentz invariant
scalar and could in principle represent an empirically accessible quantity.
In order to complete the measurement formalism we need to discuss how to de-
termine the post-measurement quantum state. We do this for the simple case of
projection-valued measures, however we can easily extend the formalism to general-
ized measurements. A Hermitian operator has a real eigenvalue spectrum and its
normalized eigenstates |ψ(k)〉 are orthogonal, i.e.
〈ψ(k)|ψ(l)〉 = IA′Au ψ¯(k)A′ ψ(l)A = δkl.
4Hermiticity can alternatively be defined in terms of the partial d/dτ or covariant D/Dτ derivatives
but in doing so we would have to modify the definition of a Hermitian operator.
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where k, l = ±. The spectral decomposition of an observable Aˆ is A BA =
∑
± λ±P
±B
A ,
where the λ± are the eigenvalues of A BA and the P
±B
A represents the corresponding
projector onto the eigenstate |ψ±〉. In spinor notation, the projectors are given by
P±BA = I
A′B
u ψ¯
±
A′ψ
±
A . A pair of projection operators P
±B
A which, together with the
identity operator, span the space of Hermitian observables on H can also be written as
P±BA =
1
2
(δ BA ∓ 2iuInJLIJ BA ) (6.12)
with nIn
I = 1 and nIu
I = 0. These are the ordinary Bloch sphere projectors but
written in a reference frame covariant way. One can then suspect that a measurement
of spin along some unit direction can be represented by such projectors. This is indeed
the case as we shall see in Ch.7 for the specific case of a Stern-Gerlach measurements.
Strictly speaking nIu
I need not be zero, this however only changes the global phase on
the updated state.
6.1.2 Photons
In this section we develop the notion of unitarity, observables and projectors for pho-
tons. The definition of unitarity is much simpler than for fermions as the inner product
is not velocity dependent; the difficulty is only in handling the gauge degrees of freedom,
which as we shall see for the gauge invariant Jones vector is not relevant.
As we have already stated, the polarization state of a photon can be represented by
a spatial complex 4-vector ψI orthogonal to the null wavevector kµ. Furthermore, the
corresponding quantum state of a photonic qubit with null velocity uI was identified
as being a member of an equivalence class of polarization vectors ψI ∼ ψI + υuI all
orthogonal to uI (§4.4.4). With the orthogonality condition and the gauge degree of
freedom this space therefore reduced to a two-dimensional Hilbert space on which uni-
tary and Hermitian operators act. We now develop the notion of unitarity, observables
and projectors within this four-dimensional formalism.
Unitarity and Hermitian operators
Unitarity and Hermiticity are more straightforward with polarization vectors than
spinors because the definition of unitarity 〈Uφ|Uψ〉 = 〈φ|ψ〉 is in terms of a stan-
dard inner product ηIJ φ¯
IψJ where ηIJ is constant. The requirement for unitarity
again translates into requiring that the inner product between two polarization vectors
is conserved along trajectories, i.e.
d 〈φ|ψ〉
dλ
=
D 〈φ|ψ〉
Dλ
=
D 〈φ|
Dλ
|ψ〉+ 〈φ| D |ψ〉
Dλ
= 0. (6.13)
Consider now a Schro¨dinger evolution of the form
DψI
Dλ
= βuI + iAIJψ
J or
DψA
Dλ
= iAABψ
B (6.14)
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which is more general than the transport equation (4.32) or (4.45). Substituting into
(6.13), we get
A¯ JI φ¯Jψ
I − φ¯IAIJψJ = 0 or A¯ BA φ¯BψA − φ¯AAABψB = 0
where we have used that ψIuI = u
IφI = 0. Requiring that this hold for all |φ〉 and |ψ〉
we obtain the standard definition of Hermiticity; A¯ IJ = A
I
J or A¯
A
B = A
A
B.
For operators in the Jones vector representation we have no additional requirements.
The Hermitian operator AAB is interpreted as acting on vectors in the subspace Sp
orthogonal to uµ. In the polarization vector representation we must, in addition to the
above, ensure that the gauge condition uIψ
I = 0 is preserved. This implies that
d(uIψ
I)
dλ
=
D(uIψ
I)
Dλ
=
DψI
Dλ
uI = A
I
Jψ
JuI = 0.
This condition ensures that Hermitian operators AIJ map polarization vectors into
polarization vectors. Again this should hold for all ψJ , so we have the condition
AIJuI ∝ uJ . The following two conditions suffice for characterizing a general Hermitian
operator;
A¯ IJ = A
I
J , (6.15a)
AIJu
J ∝ uI . (6.15b)
In order to determine the form of valid operators it is convenient to express the
matrix AIJ in terms of the basis vectors {uI , N I , eIA} which spans the full tangent
space, where eIA = e
I
µe
µ
A is the diad expressed in the tetrad basis. A valid map A
I
J
on polarization vectors must satisfy equations (6.15). In terms of the sixteen basis
elements formed by the tensor product of each of the vectors, no terms in N I or NJ
can exist, since N IuI 6= 0. Any remaining terms that involve uI or uJ are pure gauge
and do not change the polarization vector. A hermitian operator is therefore, up to
gauge, represented as
AIJ = a
Aa¯Be
I
Ae
B
J
where the two complex numbers aA constitute the four remaining real degrees of
freedom. The two conditions in (6.15) thus reduce a 4 × 4 hermitian matrix to ef-
fectively a 2 × 2 hermitian operator that acts on the transverse spacelike (polariza-
tion) degrees of freedom. The relationship with the Jones vector is then given by
AAB = a
Aa¯B = C
aσ Aa B, where C
a consists of four coefficients a = 0, 1, 2, 3 and σˆa
corresponds to the four Pauli matrices.
Observables and projective measurements
The construction of observables and projectors is identical to that of fermions. Observ-
ables are represented by Hermitian operators AIJ or A
A
B. Let P
I
(k)(P
A
(k)) represent the
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eigenvectors of AIJ(A
A
B). The
∣∣P(k)〉 form an orthonormal basis with 〈P(k)|P(l)〉 = δkl.
The probability pk of getting outcome λk is given by
pk = |P¯ I(k)ψI |2 = |P¯A(k)ψA|2. (6.16)
The corresponding projector for an eigenvector
∣∣P(k)〉 is Pˆ = ∣∣P(k)〉 〈P(k)∣∣ and the
post-measurement state, up to gauge, is given by |ψ〉 → |ψ′〉 = Pˆ |ψ〉.
In the case for photons in the polarization vector formalism we have a clean inter-
pretation of the eignevectors P Ik as polarizer vectors: complex, spacelike normalized
vectors5. Polarizer vectors correspond to the physical direction and parameters of an
optical polarizer: A linear polarizer direction is of the form eiθP I with P I real, and
a circular polarizer is a complex vector P I = 1√
2
(P I1 + iP
I
2 ) with P
I
1P
J
2 ηIJ = 0 and
P¯ I1P
J
1 ηIJ = P¯
I
2P
J
2 ηIJ = −1. The probability of transmission of a polarization vector
through a polarizer is simply the modulus square of the overlap of the polarization
state with the polarizer vector (6.16). Such an overlap clearly does not depend on the
tetrad frame used, and indeed all indices are contracted in (6.16). The probability p
is then manifestly a Lorentz scalar. It is easy to verify that the formalism is invariant
under gauge transformations ψI → ψI + υuI and P I → P I + κuI . Thus, the prob-
ability p is both gauge invariant and Lorentz invariant as should be the case. With
this completed measurement formalism we now have a complete framework for both
photons and fermions to consider quantum information in the relativistic regime.
6.2 Quantum entanglement
Until now we have been concerned with the question of how the quantum state of
some specific physical realization of a single qubit is altered by moving along some
well-defined path in spacetime. We shall now show how this formalism can easily be
extended to describe entanglement of multiple qubits.
6.2.1 Bipartite states
We have seen that it is necessary to associate a separate Hilbert space with each pair of
position and momentum (xµ, pµ). A single qubit moving along a specific path x
µ(λ) in
spacetime will therefore have its state encoded in a sequence of distinct Hilbert spaces
associated with the spacetime points along the path 6. The formalism that we have
5Note that P Ik need not be orthogonal to the photons velocity, P
IψI = P Ih JI ψI = 0, hence it is
only the projected vector hIJP
J
k , or if you like P
A which is physically significant.
6Recall that while we can uniquely determine the 4-momentum pµ = mdx
µ
dτ from the trajectory
x(τ) in the case of massive fermions, the same is not true for photons. Due to the arbitrariness of
the parametrization of the null trajectory x(λ) we can only determine the null momentum up to a
proportionality factor, i.e. pµ ∝ dxµdλ .
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so far developed determines how to assign a quantum state to each distinct Hilbert
space along the path along which we move the qubit. The one-parameter family of
quantum states |ψ(λ)〉 is parameterized by some parameter λ of the path x(λ), and
the sequence of Hilbert spaces associated with the path is H(x,p)(λ). The quantum state
|ψ(λ)〉 belongs to the specific Hilbert space H(x,p)(λ).
Let us now consider how to generalize the formalism of this paper to the quantum
state of two, possibly entangled, qubits in curved spacetime. Instead of one worldline
we will now have two worldlines, x1(λ1) and x2(λ2), and consequently instead of one
parameter λ we now have two, λ1 and λ2. Corresponding to each value of λ1 and λ2
we have two spacetime points and two Hilbert spaces, H(x1,p1)(λ1) and H(x2,p2)(λ2). It
is therefore clear that the quantum state describing the two qubits is mathematically
described by a quantum state |ψ(λ1, λ2)〉 ∈ H(x1,p1)(λ1) ⊗ H(x2,p2)(λ2) which belongs to
the tensor product Hilbert space.
In order to calculate statistics (e.g. correlation functions) we need to provide an
inner product for the tensor product Hilbert spaceH(x1,p1)(λ1)⊗H(x2,p2)(λ2). The natural
choice is the inner product induced by the inner products for the individual Hilbert
spaces.
In the case of fermions the natural choice for the parameterization λ is the proper
time τ . The Hilbert spaces H(x1,p1)(τ1) and H(x2,p2)(τ2) have the inner products given by
IA
′A
1 = u
1
I σ¯
IA′A and IA
′A
2 = u
2
I σ¯
IA′A where u1I and u
2
I are the respective 4-velocities. In
our index notation a bipartite quantum state can be represented by an object with two
spinor indices ψA1A2(x1(τ1), x2(τ2)). Note however that the indices A1 and A2 relate
to two distinct spinor spaces associated with two distinct points x1(τ1) and x2(τ2) and
therefore cannot be contracted. The inner product between two bipartite quantum
states |ψ〉 and |φ〉 becomes
〈ψ|φ〉p1,p2 = u1I σ¯IA
′
1A1u2J σ¯
JB′2B2ψ¯A′1B′2φA1B2 .
where p1, p2 are the momenta of the two qubits. In the case of photons the quan-
tum state |ψ〉 can be represented by a polarization 4-vector ψI(λ) or Jones vector
ψA(λ). A bipartite state |ψ〉 is then given by a two-index object ψI1I2(x1(λ1), x2(λ2))
or ψA1A2(x1(λ1), x2(λ2)), where I1/A1 and I2/A2 belong to two different tangent spaces
and thus cannot be contracted. The requirement that the polarization vector be or-
thogonal to the null wavevector generalizes to uI1ψ
I1I2 = 0 = uI2ψ
I1I2 . The inner
product between two bipartite quantum states |ψ〉 and |φ〉 becomes
〈ψ|φ〉p1,p2 = ηI1J1ηI2J2ψ¯I1I2φJ1J2 = δA1B1δA2B2ψ¯A1A2φB1B2 .
We could also consider bipartite states |φ〉 where one component is an electron and the
other is a photon. Mathematically this would be represented as φI1A2(x1(λ), x2(τ)) and
likewise for the Jones vector. The inner product can be constructed similarly.
Let us now turn to the evolution of bipartite quantum states. The physically
available interactions of the qubits are given by local operations. Mathematically this
means that the most general evolution of the state vector is given by two separate
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Schro¨dinger equations:
i
DT
Dλ1
|ψ(λ1, λ2)〉 = Aˆ1(λ1)⊗ I|ψ(λ1, λ2)〉 (6.17)
i
DT
Dλ2
|ψ(λ1, λ2)〉 = I⊗ Aˆ2(λ2)|ψ(λ1, λ2)〉 (6.18)
where Aˆ1(λ1) and Aˆ2(λ2) are possible local Hermitian operators (as defined in §6.1)
acting on the Hilbert spaces H(x1,p2)(λ1) and H(x2,p2)(λ2). DT/Dλ denotes the transport
law, i.e. the Fermi–Walker transport for fermions or the parallel transport for photons.
This mathematical description of the evolution of the quantum state is not standard
since we have two Schro¨dinger equations rather than one. However, if we introduce
an arbitrary foliation t(x) these two equations can be combined into one Schro¨dinger
equation. First we express the parameters as functions of the foliation λ1 = λ1(t) and
λ2 = λ2(t). This allows us to write the quantum state as only depending on one time
parameter: |ψ(t)〉 = |ψ(λ1(t), λ2(t))〉. The evolution of the quantum state now takes a
more familiar form
i
DT
Dt
|ψ(t)〉 ≡ i
(
dλ1
dt
DT
Dλ1
+
dλ2
dt
DT
Dλ2
)
|ψ(λ1(t), λ2(t))〉
=
(
dλ1
dt
Aˆ1 ⊗ I+ dλ2
dt
I⊗ Aˆ2
)
|ψ(λ1(t), λ2(t))〉
= Aˆ|ψ〉
where Aˆ ≡ dλ1
dt
Aˆ1⊗ I+ dλ2dt I⊗ Aˆ2 is the total Hamiltonian acting on the full state. For
this single Schro¨dinger equation to hold for all paths xµ1(λ1) and x
µ
2(λ2), and all choices
of foliation t(x), and so for all values of dλ1
dt
and dλ2
dt
, it is necessary that both equations
(6.17) and (6.18) hold. Thus, the two mathematical descriptions of the evolution of
the quantum state are equivalent when only local operations enter in the evolution.
If the Hamiltonian is not a local one, i.e. not of the form Aˆ = aAˆ1 ⊗ I + bI ⊗ Aˆ2,
then it is not possible to cast it into the previous form with two independent evolution
equations and it is also necessary to introduce a preferred foliation. However, if all
interactions are local the introduction of an arbitrary foliation is not necessary.
The generalization to multipartite states is straightforward. Furthermore, if we
are dealing with identical particles the wavefunction should be symmetrized or anti-
symmetrized with respect to the particle label, depending on whether we are dealing
with bosons or fermions. This will correctly reproduce for example the Pauli exclusion
phenomenon and the Hong–Ou–Mandel bunching phenomenon [68].
6.2.2 State updating and the absence of simultaneity
Let us now discuss the issue of state updating for entangled states. Let Γ1 and Γ2 be
two spacetime trajectories along which two qubits are being transported. Furthermore
let x1(λ1) and x2(λ2) each represent a distinct point on the corresponding trajectory.
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Consider now that the two qubits are in the entangled state
|ψ(λ1, λ2)〉 = 1√
2
(|+, λ1〉 |−, λ2〉 − |−, λ1〉 |+, λ2〉) .
If a measurement on qubit 1 is carried out at the spacetime point x1(λ1) with outcome
‘+’, the bipartite state has to be updated as follows:
|ψ(λ1, λ2)〉 → |+, λ1〉 |−, λ2〉 .
Note that the value of λ2 is left completely arbitrary after the state update. It should
therefore be clear that even though the state update is associated with a distinct
spacetime point x1(λ1) on the trajectory Γ1 no such point can be identified for Γ2. In
other words, as long as the local unitary evolution for particle 2 is well-defined, the
state updating can be thought of as occurring at any point x2(λ2) along Γ2. The point
x2(λ2) could be in the past, elsewhere, or in the future of x1(λ1). The reason for this
freedom in state updating is that a projection operator on particle 1 commutes with
any local unitary operator acting on particle 2.
6.2.3 An example: quantum teleportation
As an example of entanglement and state updating let us look at quantum teleportation
in a curved spacetime. Although the mathematics is virtually the same as for the non-
relativistic treatment, the interpretation is more delicate. In particular, in a curved
spacetime the claim that the input state is in some sense the “same” as the output
state seems to lack a well-defined mathematical meaning. However, as we are going
to see, in order to carry out the standard teleportation protocol the parties involved
must first establish a shared basis in which the entangled state takes on a definite and
known form. For example, Alice and Bob could choose the singlet state. This will
be called the ‘canonical’ form of the entangled state. Once this shared basis has been
established, Alice and Bob have a well-defined convention for comparing quantum
states associated with these different points in spacetime. The problems associated
with quantum teleportation in curved spacetime are therefore similar to the problems
associated with teleportation in flat spacetime when the maximally entangled state is
unknown [69–72].
Consider then three qubits moving along three distinct trajectories Γ1, Γ2, and Γ3.
For concreteness assume that the qubits are physically realized as the spins of massive
fermions. The tripartite state is then given by
|Υ;λ1, λ2, λ3〉 ∈ H(x1,p1)(λ1) ⊗H(x2,p2)(λ2) ⊗H(x3,p3)(λ3)
or, written in our index notation, ΥA1A2A3(λ1, λ2, λ3).
In order to proceed we define a basis for each one of the three Hilbert spaces
H(x1,p1)(λ1), H(x2,p2)(λ2), and H(x3,p3)(λ3) and for all points along the trajectories Γ1, Γ2,
and Γ3. The three pairs of basis vectors are assumed to be orthonormal, and to evolve
according to the local unitary evolution (e.g. by pure gravitational evolution given by
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the Fermi–Walker transport (4.12)). Therefore, once we have fixed the basis for particle
i at one point xi(λi) on the trajectory Γi, the basis is uniquely fixed everywhere else
along the trajectory, at least where the local unitary evolution is well-defined. It follows
that a state can be expressed as a linear combination of these basis states with the
components independent of λi, i = 1, 2, 3.
We denote these three pairs of (one-parameter families of) orthonormal states as
φ
(i)
Ai
(λi) and ψ
(i)
Ai
(λi), with i = 1, 2, 3. The orthonormality conditions are explicitly given
by 〈
φ(i);λi|ψ(i);λi
〉
= u
(i)
Ii
σ¯IiA
′
iAiφ¯
(i)
A′i
(λi)ψ
(i)
Ai
(λi) = 0〈
φ(i);λi|φ(i);λi
〉
= u
(i)
Ii
σ¯IiA
′
iAiφ¯
(i)
A′i
(λi)φ
(i)
Ai
(λi) = 1〈
ψ(i);λi|ψ(i);λi
〉
= u
(i)
Ii
σ¯IiA
′
iAiψ¯
(i)
A′i
(λi)ψ
(i)
Ai
(λi) = 1
with i = 1, 2, 3.
Consider now the specific tripartite three-parameter family of states
ΥA1A2A3(λ1, λ2, λ3) =
1√
2
(
αφ
(1)
A1
(λ1) + βψ
(1)
A1
(λ1)
)(
φ
(2)
A2
(λ2)φ
(3)
A3
(λ3) + ψ
(2)
A2
(λ2)ψ
(3)
A3
(λ3)
)
(6.19)
where α and β are independent of λ1 (since evolution is entirely in the basis vectors)
and |α|2 + |β|2 = 1. The maximally entangled state (involving particles 2 and 3) only
has coefficients equal to 0 or 1 which are trivially independent of the parameters λ2
and λ3. We will call the maximally entangled state in equation (6.19) the canonical
form. Other choices of this canonical form are possible but the teleportation protocol
used below (see (6.20)) will then change accordingly.
As in the flat spacetime description we now proceed to rewrite the state in the Bell
basis for the Hilbert space H(x1,p1)(λ1) ⊗H(x2,p2)(λ2):
Φ±A1A2(λ1, λ2) ≡
1√
2
(
φ
(1)
A1
(λ1)φ
(2)
A2
(λ2)± ψ(1)A1 (λ1)ψ
(2)
A2
(λ2)
)
Ψ±A1A2(λ1, λ2) ≡
1√
2
(
φ
(1)
A1
(λ1)ψ
(2)
A2
(λ2)± ψ(1)A1 (λ1)φ
(2)
A2
(λ2)
)
.
In these new bases the state |Υ〉 reads
ΥA1A2A3(λ1, λ2, λ3) =
1
2
(
Φ+A1A2 (αφA3 + βψA3) + Φ
−
A1A2
(αφA3 − βψA3)
+ Ψ+A1A2 (βφA3 + αψA3) + Ψ
−
A1A2
(−βφA3 + αψA3)
)
.
Alice now performs a Bell basis measurement on the particles 1 and 2. It is important
to note that the specific physical measurement operation that Alice needs to carry out
depends on the bases (φ
(1)
A1
, ψ
(1)
A1
) and (φ
(2)
A2
, ψ
(2)
A2
). The basis (φ
(2)
A2
, ψ
(2)
A2
) is determined by
the maximally entangled state. If Alice does not know the maximally entangled state
she will not be able to do the correct Bell basis measurement.
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The outcome of the Bell basis measurement (Φ+, Φ−, Ψ+, or Ψ−) is then commu-
nicated to Bob’s side: Bob performs the local unitary operation U (which is assumed
to act on the state but not on the basis) given by
U =

1ˆl if Φ+
σˆz if Φ
−
σˆx if Ψ
+
iσˆy if Ψ
−
(6.20)
where σˆx, σˆy, σˆz take the usual form when expressed in the local orthonormal basis
(φ
(3)
A3
, ψ
(3)
A3
). Thus, as was the case for Alice, in order for Bob to know which specific
physical operation to carry out, the basis has to be specified. Since the basis is deter-
mined by the maximally entangled state, Bob must know the entangled state in order
to carry out his operations. Note that if the basis in which Bob applies the operation
is incorrect, the state that Bob obtains at the end differs depending on the outcome of
the Bell measurement. In the case where Bob implements the operation in the correct
basis, Bob’s state is given by αφA3 + βψA3 .
We should now ask whether we can sensibly view this protocol as a ‘teleportation’
of a quantum state from Alice to Bob in the sense that Bob received the same state
as Alice sent. This hinges on there being a meaningful way of comparing quantum
states associated with distinct spacetime points. However, as we have already stressed,
if spacetime is curved, sameness of quantum states cannot be established uniquely by
parallel transporting one qubit to the other as this would depend on the specific path
along which we transport the qubit.
On the other hand, the maximally entangled state, by determining the bases for
it to take the canonical form, defines a shared spinor basis for Alice and Bob. If we
change the basis, the maximally entangled state would of course change accordingly
and would no longer take on the canonical form. Given a shared basis we have a
well-defined way of comparing quantum states and in particular a well-defined way to
claim that they are the same or not. Thus, when we have a maximally entangled state,
there is a natural way of comparing quantum states associated with distinct spacetime
points. It is in using this convention for comparing quantum states that we can claim
that Bob did indeed receive the same quantum state, and therefore we can say that
the state was in this sense teleported.7
In the case of fermions it is also easy to see that the maximally entangled state will
also establish a shared reference frame, i.e. a shared tetrad. This comes about because
from the left-handed spinor ψA by means of which the quantum state is expressed we
can construct the null Bloch 4-vector bI = σ¯IA
′Aψ¯A′ψA. A maximally entangled state
can therefore be loosely understood geometrically as a kind of ‘non-local connection’.
7We note that all examples of experimentally produced entangled qubit pairs are produced in
localized spatial regions and distributed to the parties. The components of the entangled state will
then undergo local unitary evolution along each trajectory.
7
Relativistic Stern-Gerlach measurements
In this chapter we will be concerned with the relativistic measurement of spin, the
details in this section are based on the work presented in [73]. In the literature there
have been several proposals dating back to the 1960’s for relativistic spin operators and
these have been studied in the context of quantum field theory for various reasons (see
e.g. [74–78]). More recently, these operators have been used in relativistic quantum
information theory to predict measurement statistics for relativistic spin measurements
[42, 79–83]. The approach of this paper will not follow these proposals. Rather we will
follow a strictly operational approach, where we will expand on results developed in
[73, 84]. Specifically, we will derive the relevant spin operator for a Stern-Gerlach
measurement of a relativistic massive fermion. Importantly, our operational approach
yields a Hermitian spin operator which is mathematically distinct from these previous
proposals.
The outline of this paper is as follows: We will begin by very briefly reviewing
Hermitian operators with an eye towards spin observables. We will then derive the
relativistic Stern-Gerlach spin observable by modelling a Stern-Gerlach measurement.
Firstly, the specific mathematical form of the Stern-Gerlach operator is established
using the transformation properties of the electromagnetic field. Next, to confirm
that this is indeed the correct operator we provide a detailed analysis of the Stern-
Gerlach measurement process. We do this by applying a WKB approximation to
the minimally coupled Dirac equation describing an interaction between a massive
fermion and an electromagnetic field. Making use of the superposition principle we
show that the +1 and −1 spin eigenstates of the proposed spin operator are split into
separate packets due to the inhomogeneity of the Stern-Gerlach magnetic field. We
then compare this operator with two alternative proposals for a spin operator found
in[42, 79]. We conclude by discussing the consequences for quantum tomography. Note
that throughout this chapter we will assume that we are working in flat spacetime and
as such all quantities are expressed with flat spacetime indices (α, β . . .). The extension
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to curved spacetime can be made by assuming that the measurement process occurs in
a region that is sufficiently small compared to the spacetime curvature.
7.1 Hermitian operators and spin observables
Recall that an Hermtian operator is given by
Aˆ = 2inαuβLˆ
αβ + nαuβη
αβIˆ = nα
(
−2Wˆ
α(p)
m
+ uαIˆ
)
(7.1)
where each operator is defined by a Lorentz 4-vector nα of real coefficients. We are
now interested in spin observables formed from Hermitian operators (7.1). In order to
do this we require that a spin observable evaluated in the particle’s rest frame reduce
to the non-relativistic expression niσ
i where ni is the normalised spin measurement
direction. This implies that nα in (7.1) is orthogonal to uα, i.e. we have the condition
uαn
α = 0. (7.2)
The magnitude of nα only rescales the eigenvalues of the observable and without loss of
generality we can normalise it so that it is spacelike with n2 = −1. A spin observable
therefore reduces to
Aˆ = 2inαuβLˆ
αβ + nαuβη
αβIˆ = −2nα Wˆ
α(p)
m
(7.3)
The task of determining a spin observable has been reduced to determining nα. We will
now look at how we can do this for the particular case of a Stern-Gerlach measurement.
7.2 Intuitive derivation of the Stern-Gerlach ob-
servable
The task now is to determine the correct spin observable for a Stern-Gerlach mea-
surement in which the Stern-Gerlach apparatus and particle carrying the spin have
a relativistic relative velocity. Given the measurement formalism and formation of
Lorentz invariant expectation values outlined in the previous section, the problem of
determining a ‘relativistic Stern-Gerlach spin operator’ is reduced to simply determin-
ing how nα is related to the direction of the Stern-Gerlach apparatus. This analysis
will follow [73].
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7.2.1 The non-relativistic Stern-Gerlach experiment
Before we consider the relativistic case it is helpful to first review a standard non-
relativistic Stern-Gerlach spin measurement represented by the arbitrary non-relativistic
Hermitian observable niσˆ
i. In this case a particle is passed though an inhomogeneous
magnetic field. This causes the wavepacket to separate into two packets of orthogonal
spin, after which a position measurement records the outcome. In the rest frame of the
particle, the fermion is exposed to a magnetic field BSGi = |BSG|bSGi for a short period
of time, which is the magnetic field as measured specifically in the Stern-Gerlach rest
frame, denoted by SG. The direction bSGi of the magnetic field defines the quantization
direction of the spin, and the gradient of the magnetic field ∇i|BSG| determines the rate
and direction along which the wavepacket splits into eigenstates of bSGi σˆ
i [60]. Therefore
in the non-relativistic case the measurement direction ni is simply the direction of the
magnetic field in the Stern-Gerlach rest frame, bSGi .
7.2.2 The relativistic Stern-Gerlach experiment
We now turn to the relativistic scenario. In this case the qubit is now moving through
the Stern-Gerlach apparatus with relativistic velocity. Viewed in the rest frame of
the particle, denoted RF, the measurement process is indistinguishable from the non-
relativistic one described in §7.2.1. However, in this frame the fermion will experience
a transformed magnetic field BRFi = |BRF|bRFi . The measurement direction is now given
by ni = biRF, giving a spin observable of b
RF
i σ
i.1 This spin observable is written in the
specific frame of the particle rest frame, and due to the transformation properties of the
magnetic field, the relationship between bRFi and the orientation of the Stern-Gerlach
apparatus is nontrivial. The goal is now to arrive at a covariant expression of the
spin observable in terms of the Stern-Gerlach direction bSGα and the 4-velocities of the
Stern-Gerlach apparatus and the particle.
In order to do this we assume that the electromagnetic field generated consists of
purely a magnetic field in the rest frame of the Stern-Gerlach device,
Fαβ = −αβγδvγBδSG ∗∗=
(
0 0
0 Bij
)
(7.4)
where vγ is the 4-velocity of the Stern-Gerlach device and BδSG is the magnetic field
4-vector of the Stern-Gerlach device. The double star ‘∗∗’ of the right hand side
indicates that it has been evaluated explicitly in the frame where vα
∗∗
= (1, 0, 0, 0),
i.e. the Stern-Gerlach rest frame in which the Stern-Gerlach magnetic 4-vector is given
by BδSG
∗∗
= (0, BiSG).
We can now determine the 4-vector BαRF defined by B
α
RF
∗
= (0, BiRF), where ‘∗’ indi-
cates evaluation in the particle rest frame, uα
∗
= (1, 0, 0, 0). The covariant expression
1Similarly it is the gradient of the rest frame magnetic field ∇i|BRF| which now determines the
rate and direction along which the wavepacket splits.
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for BαRF is given by B
α
RF ≡ −12αβγδuβFγδ, which when inserted into (7.4) yields
BαRF =
1
2
αβγδuβγδκλv
κBλSG = B
α
SG(v · u)− vα(BSG · u) (7.5)
with αβγδγδκλ = −2(δακδβλ − δαλδβκ) [61, p.87], and the notation a · b ≡ aαbα indicating
a 4-vector scalar product. Considering a spin measurement using this magnetic field,
the four-vector nα in (6.11) is now the normalized direction of the rest frame magnetic
field:
nα(m,u, v) ≡ bαRF =
BαRF
|BRF| (7.6)
where |BRF| :=
√
−BαRFBβRFηαβ, and from (7.5) we have bRF · u = 0, in agreement with
(7.2). By Eqn.(7.3) the relativistic spin operator is therefore given by
S BA := −bRFα
2Wα BA
m
, (7.7)
and the expectation value of the corresponding measurement is calculated using (6.11).
Expectation values (6.11) are invariant under simultaneous Lorentz transformation of
both particle and apparatus, and thus with only the relative velocity between the
apparatus and qubit and the spatial orientation of the Stern-Gerlach apparatus, we
can calculate the expectation values corresponding to a relativistic Stern-Gerlach spin
measurement.
7.3 WKB analysis of a Stern-Gerlach measurement
In section 7.2 we argued that in the particle rest frame the measurement process is
indistinguishable to a non-relativistic one [60, 85]. From this analysis we saw that it is
the direction of the magnetic field, as seen in the particle rest frame, that determines
which spin measurement is being carried out. That derivation used standard arguments
based on classical relativity and nonrelativistic quantum mechanics (see also [73, 84]).
In this section we provide a more fundamental analysis of the relativistic Stern-
Gerlach measurement process, using the minimally coupled Dirac equation in the WKB
limit. Our starting point is again the Van der Waerden equation (4.4). The two com-
ponent field is then expanded, without loss of generality, as a superposition in the
eigenbasis of the spin operator (7.7). Using the linearity of the Van der Waerden equa-
tion, we can analyse each component of the superposition separately, and identify the
classical trajectories of each component. We will use this to show that an inhomoge-
neous magnetic field results in the splitting of a localised wave-packet with arbitrary
spin into two components of orthogonal spin. This analysis singles out (7.7) as the
relevant spin operator for a relativistic Stern-Gerlach spin measurement.
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7.3.1 The WKB equations
A qubit physically realized by the spin of a massive fermion is described by the Dirac
field, therefore our starting point will be the Dirac equation minimally coupled to the
electromagnetic field
iγαDαΨ = iγ
α (∂α − ieAα) Ψ = mΨ (7.8)
where we define the U(1) covariant derivative as Dα ≡ ∂α− ieAα. Ψ is the Dirac field,
γα are the Dirac γ-matrices and Aα is the electromagnetic four potential. Strictly
speaking it is the positive frequency solutions of the Dirac equation that describe a
one particle state. Furthermore we assume that the strength of the electric field is
insufficient to cause particle creation. We refer the reader to [73] for a discussion of
spin of a massive fermion as a realisation of a relativistic qubit.
We proceed with the WKB approximation by putting the Dirac equation (7.8) into
a second order form. In the Weyl representation of the Dirac matrices, the field splits
into Ψ = (φA, χ
A′) [48]. The objects φA and χ
A′ are each two-component Weyl-spinor
fields constituting left- and right- handed spinor representations of SL(2,C). In this
representation the Dirac equation splits into two separate equations
iσ¯αA
′ADαφA = mχ
A′ (7.9a)
iσαAA′Dαχ
A′ = mφA. (7.9b)
Solving for χA
′
in equation (7.9a), inserting the result into (4.3b), and rearranging
yields a second order equation called the Van der Waerden equation [56]
ηαβDαDβφA − eFαβLαβ BA φB +m2φA = 0 (7.10)
where Fαβ = ∂αAβ − ∂βAα is the electromagnetic tensor and we have used that Lˆαβ =
i
2
σ[ασ¯β] and ηˆαβ = σ{ασ¯β}.
The next step is to consider the Van der Waerden equation in the high frequency
WKB limit [73]. In this limit we see that the fermion travels along classical trajectories.
We will assume that the field is sufficiently localised for the purposes of the Stern-
Gerlach measurement.2 The goal then is to show that the wavepacket is split by the
Stern-Gerlach magnetic field into two packets of spin corresponding exactly to the
eigenstates of the spin operator (7.7).
Traditional treatments of the WKB approximation begin with an ansatz for the
spinor field of the form
φA(x) = ϕA(x)e
iθ(x)/ε
where ε is to be thought of as a ‘dummy’ parameter whose only role is to identify
the different orders in an expansion. This ansatz is substituted into the Van der
Waerden equation. One can then expand in the limit ε → 0; the high frequency
limit. Mathematically this corresponds to splitting the field into a rapidly varying
phase θ and a slowly varying envelope ϕA. The phase determines a field of wavevectors
2We refer the reader to [73] for further details on localisation.
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kα ≡ ∂αθ − eAα which in this limit define integral curves along which the envelope is
transported.
In the case of a Stern-Gerlach spin measurement we know the initial wave packet
will be split into two wavepackets of orthogonal spin with different wavevectors k±α ≡
∂αθ
± − eAα. Therefore we must slightly modify the WKB ansatz to
φA = aϕ
+
Ae
iθ+/ε + bϕ−Ae
iθ−/ε (7.11)
where we have, without loss of generality, expanded the spinor field in the eigenbasis
of S BA (7.7) with components a, b ∈ C defined so that |a|2 + |b|2 = 1. The integral
curves are determined by the phases θ± which correspond to the spin eigenstates ϕ±A.
We will see that these components are deflected in two different directions by the
inhomogeneous magnetic field.
Using the linearity of the Van der Waerden equation we can analyze each component
φ±A = ϕ
±
Ae
iθ±/ε separately. Substituting φ±A into (7.10) yields(
ηαβ∂α∂βϕ
±
A − eFαβLαβ BA ϕ±B +
i
ε
(2kα±∂αϕ
±
A + ϕ
±
A∂αk
α
±)
− 1
ε2
k±α k
α
±ϕ
±
A +m
2ϕ±A
)
eiθ
±/ε = 0 (7.12)
where k±α ≡ ∂αθ± − eAα. It is customary to treat the mass term as ε−2 and we shall
do so here. In the ε→ 0 limit, which corresponds to large momentum, we notice that
the electromagnetic field term Fαβ has a negligible influence in (7.12). Thus in order
for the fermion to ‘feel’ the presence of the electromagnetic field, we will need to treat
Fαβ as a 1/ε term.
The WKB approximation proceeds by separating the orders of ε. For our purposes
we neglect the lowest order terms and thus obtain the following set of equations
1
ε
(
2kα±∂αϕ
±
A + ϕ
±
A∂αk
α
± + ieFαβL
αβ B
A ϕ
±
B
)
= 0, (7.13)
1
ε2
(
k±α k
α
± −m2
)
ϕ±A = 0. (7.14)
The first equation (7.13) will describe the evolution of the spin state of ϕ±A along a
trajectory [73]. The second equation (7.14) determines the trajectories along which
the fermion is transported. As it is, the spin does not couple to the magnetic field,
implying that the trajectories cannot be spin-dependent, and thus no spin-dependent
deflection of packets can occur. However, if we treat the gradient of the magnetic field
as a ε−2 term, we can include such a term in (7.14):(
k±α k
α
± −m2
)
ϕ±A − εeFαβLαβ BA ϕ±B = 0. (7.15)
To zeroth order in ε, Eqn.(7.15) is still the standard dispersion relation, and implies that
kα± is timelike. However, upon taking the gradient of (7.15), the second term becomes
relevant. It is in this way that the trajectories become spin-dependent, producing the
separation of the wavepacket that occurs in a Stern-Gerlach measurement.
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7.3.2 Determining the spin-dependent trajectories
It is from the integral curves of
dxα±
dτ
= uα±(x) ≡ kα±(x)/m that we can read off the
deflection of the trajectories, where uα+ = u
α
− prior to entering the magnetic field. In
order to deduce the implications of (7.15) we first multiply it by IA
′A
u± ϕ¯
±
A′ , obtaining(
k±α k
α
± −m2
) |ϕ±|2 − εeFαβIA′Au± Lαβ BA ϕ±Bϕ¯±A′ = 0. (7.16)
Next, we decompose the operator FαβLˆ
αβ into the electric field EˆRF and magnetic field
BˆRF operators as measured in the rest frame defined by the initial 4-velocity u±α . This
is given by
FαβLˆ
αβ = EˆRF + BˆRF
≡ 2u±γ uα±FαβLˆγβ + Fαβh±αγh±βδLˆγδ
(7.17)
where h±
α
γ ≡ δαγ − uα±u±γ is the spacetime projector onto the space orthogonal to the
4-velocity uα±. The first term is anti-Hermitian with respect to the inner product I
A′A
u± ,
whereas the second term is Hermitian.
First consider the magnetic field term BˆRF. Using the self-dual property Lˆαβ =
1
2
iεαβγδLˆγδ, and substituting the specific form (7.4) of the electromagnetic field of the
Stern-Gerlach apparatus, the expression can be rearranged to give
BˆRF =Fαβh±
α
γh±
β
δLˆ
γδ
=− 2iuαBRFβ Lˆαβ ≡ |BRF|Sˆ
(7.18)
where |BRF| is the magnitude of the magnetic field as measured in the rest frame of u±α
(7.5). We see that the magnetic field operator is in fact the relativistic spin operator
(7.7) derived in the previous section multiplied by the field strength. Given that ϕ±A
are defined as eigenstates of this operator, (7.11), we therefore have that〈
ψ±
∣∣ BˆRF ∣∣ψ±〉 = ±|BRF| (7.19)
where the quantum state is identified as |ψ±〉 ∼ ϕ±A/|ϕ±| with |ϕ±|2 ≡ ϕ¯±A′IA
′A
u± ϕ
±
A.
Let us now proceed to show that the expectation values of EˆRF in (7.17) with |ψ±〉
are zero. Firstly, we define the projector Πˆ±BRF ≡ 12(Iˆ ± 1|BRF|2 BˆRF), so we have〈
ψ±
∣∣ EˆRF ∣∣ψ±〉 = Tr[EˆRF|ψ±〉〈ψ±|] = Tr[EˆRFΠˆ±BRF ]
= Tr[EˆRF
1
2
(Iˆ ± 1|BRF|2 BˆRF)].
Using the Lorentz invariance of the expectation values, we can evaluate the expectation
values in the particle rest frame where the operators take on the form EˆRF
∗
= ERFi σˆ
i
and BˆRF
∗
= BRFi σˆ
i: 〈
ψ±
∣∣ EˆRF ∣∣ψ±〉 ∗= ± 1|BRF|2ERFi BiRF.
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The electric field vector is given by EiRF
∗
= F 0i = εijkvjB
SG
k . By Eqn.(7.5), B
i
SG is a
linear combination of BiRF and v
i, and so we have EiRFB
RF
i = 0. Therefore〈
ψ±
∣∣ EˆRF ∣∣ψ±〉 = 0. (7.20)
Now substituting (7.19) and (7.20) into (7.16), and taking the gradient of the re-
sulting equation, we obtain
0 = ∂α(k
±
β k
β
±)± ∂α(|BRF|)
= 2kβ±∂βk
±
α + 2ek
β
±Fβα ± ∂α(|BRF|) (7.21)
where we have used that ∂α(|BRF|) ∼ 1/ε2. We see that dx
α
±
dτ
= uα± = k
α
±/m must satisfy
m
d2xα±
dτ 2
+ e
dxβ±
dτ
F αβ ±
1
m
∂α(|BRF|) = 0 (7.22)
where
d2xα±
dτ2
=
dxβ±
dτ
∂βu
α
± is the 4-acceleration and u
α
±u
±
α = 1. The first two terms of
(7.22) are simply the classical Lorentz force law, but in addition to this we have a
deflection induced by the non-zero magnetic field gradient ±∂α(|BRF|)/m whose sign
depends on whether the spin is parallel or anti-parallel to the magnetic field BRFα .
The implications of (7.22) are as follows: prior to measurement we have that uα+ =
uα−. The qubit is then exposed to a strongly inhomogeneous electromagnetic field Fαβ
for a short period of time. This impulse-like interaction alters the velocity of the
respective packets. For an ideal measurement this interaction is short enough that
negligible precession of the spin, governed by (7.13), will occur during this splitting.
The end result is the deflection of the ψ+A component of spin with amplitude |a|2 in the
direction of the gradient of the magnetic field, and the deflection of the ψ−A component
with amplitude |b|2 in the opposite direction. A position measurement will then produce
the outcome ‘+’ with probability |a|2, and ‘−’ with |b|2. Thus we conclude that the
operator corresponding to relativistic Stern-Gerlach measurement is given by (7.7).
7.4 Comparison of spin operators
As we have already mentioned there have been various relativistic spin operators that
have appeared in the literature. These operators were originally developed in the con-
text of quantum field theory for the purpose of splitting the spin degrees of freedom
from the orbital angular momentum in a unique way which had important consequences
in developing a well defined position operator for a relativistic particle. It is only re-
cently within the relativistic quantum information community where several authors
[21, 25, 42, 79, 80, 82, 86] have considered the possibility that these operators could
correspond to an observable for ‘some’ spin measurement. In this section we will exam-
ine two proposals for a relativistic spin operator first applied to Relativistic quantum
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information by Terno [79] and Czachor[42], hence we will call them respectively the
Terno and Czachor spin operator. The Terno operator is given by
Sˆ(B)i :=
1
m
[
Wˆi − Wˆ0pi
m+ p0
]
. (7.23)
The Czachor operator is given by
Sˆ(C)i :=
Wˆi
p0
, (7.24)
Comparing these operators we will see that the operator derived in this section differs
to both the Terno and Czachor spin operators.
The first distinction between the observables (7.23) and (7.24), and that for a Stern-
Gerlach measurement (7.7) is that the former are defined in terms of 3-vectors (e.g.
Wi, pi), i.e. they are defined in a specific reference frame, and in order to a compare
these we will need to either break the manifest Lorentz covariance of the Stern-Gerlach
operator or generalise the above to an arbitrary reference frame. We will here follow the
latter as this clearly highlights the similarities as well as the differences between these
operators as well as highlight the features a measurement devices must have in order
to be mathematically represented by either (7.23) or (7.24). We would like to point
out that the analysis presented here in this thesis is the first time such a comparison
has been made.
In order to generalise these operators we must first decide on the specific reference
frame with respect to which these operators are defined. There appears to be only two
logical choices either the rest frame of the measurement apparatus or the rest frame
of the qubit. However we also require that a spin operator should correspond to a
Hermitian observable, i.e. we should have that (7.23) and (7.24) both reduce to the
non-relativistic spin operator σˆi in the rest frame of the qubit. We will therefore assume
that these two operators are defined in the rest frame of the measurement apparatus
and identify the momentum pi as that corresponding to the momentum of the qubit
as measured with respect to this frame.
As we have seen, an arbitrary Hermitian observables can always be expressed as
some linear combination of the Pauli-Lubanski vector (7.1), i.e. aRFα W
α B
A . The goal
is therefore to identify the vector aRFα , which for the case of the Stern-Gerlach mea-
surement we found corresponded to to the direction of spin being measured as seen
in the particles rest frame. We will therefore adopt this interpretation for aRFα and
hence denote it by ‘RF’. Recall that aRFα must satisfy a
RF
α u
α = 0 and can geometrically
be thought of as the direction along the Bloch sphere one projects the spin. A rela-
tivistic spin observable will simply define a relationship between aRFα and the physical
quantities defining the measurement, such as the settings of a measurement apparatus
aMAα (denoted ‘MA’) and the relative velocity between the measurement apparatus and
qubit. Note that in an arbitrary frame the relative veloocity will depend on the velocity
of the measurement apparatus vα and the velocity/momentum of the qubit uα/pα.3
3Note that we will restrict our attention to cases where aMAα v
α = 0, i.e. aMAα is a spatial vector in
the measurement apparatus frame.
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7.4.1 The Bogoliubov spin operator
The first operator we will consider was highlighted by [79] which follows the treat-
ment by Bogoliubov in [87]. The spin operator is derived by defining three conditions
that a relativistic spin-operator Sˆi should satisfy: (1) it should reduce to the Pauli
matrices in the non-relativistic limit; (2) it should be a 3-vector, so should transform
under rotations appropriately; and (3) it should satisfy the spin commutation rela-
tions. These three conditions uniquely determine the Terno spin operator (7.23). A
given measurement will correspond to an arbitrary linear combination of this operator
Sˆ (B) = −aRFα
Wˆα(u)
m
∗∗
= aiSˆ(B)i . (7.25)
where we label the equality with ∗∗ for expression which have been evaluated in the
‘MA’ rest frame, i.e. where vα
∗∗
:= (1, 0, 0, 0). We therefore associate ai with the the
apparatus settings according to aαMA
∗∗
= (0, ai). By making the right hand side of (7.25)
manifestly covariant we obtain the following relationship between aRFα and a
MA
α
aαRF =
[
aβMA −
uγa
γ
MAv
β
uρ(uρ + vρ)
]
hαβ (7.26)
where hαβ(u) = δ
α
β − uαuβ is the projector onto the space orthogonal to the 4-velocity
uα. The spin observable is given by
Sˆ (B) = − 1
m
[
aMAα −
uγaMAγ vα
uρ(uρ + vρ)
]
hαβWˆ
β (7.27)
It is easy to see that in the MA frame (7.27) reduces to the right hand side of (7.25).
The unique feature of this operator is that the settings of the measurement apparatus
in fact corresponds to the same direction as seen by the qubit in the rest frame. By
this means that for aαMA
∗∗
= (0, ai) we have that aαRF
∗
= (0, ai), i.e. the measurement
directions as seen in these two different frames are independent of the relative velocity.
This should be contrasted with the Stern-Gerlach spin operator where the direction
one aligns the Stern-Gerlach device biSG and the direction as seen in the rest-frame b
i
RF
are momentum dependent and as a result do not in general coincide.
7.4.2 The Czachor spin operator
A second spin operator which we will compare has received considerable interest in the
relativistic quantum information community. This operator was first applied to quan-
tum information by Czachor [42] who studied the effect of Lorentz boosts on the degree
of violations of Bell inequalities on bipartite systems subjected to the measurements
corresponding to the spin operator (7.24).
Sˆ (C) = −aRFα
Wˆα(u)
m
∗∗
= aiSˆ(C)i . (7.28)
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Putting this in a manifestly Lorentz covariant form we have:
Sˆ (C) = −a
RF
α Wˆ
α
pαvα
= −a
MA
α h
α
βWˆ
β
pαvα
. (7.29)
We can now easily read off the relationship between aRFα and a
MA
α for the Czachor
operator as
aαRF = h
α
βa
β
MA (7.30)
Unlike the Terno operator the motivation behind choosing S(C)i as a relativistic spin
operator can be understood from physical grounds. Namely, by considering how a
Lorentz boost acts on the 3-vector ai. We have that
ai
Λ(γβn)−→ a′i = ai + γ
2β2
γ + 1
(njaj)n
i
with ni the direction of the boost. If we then associate the direction ai as corresponding
to the direction in which we align our measurement apparatus, the direction as seen in
the qubits rest frame is no longer ai but is in fact a′i. Therefore a suitable relativistic
spin observable which has an appropriate non-relativistic limit is defined as a
′iσˆi
γ
where
γ is the Lorentz factor. This can then be rearranged to give a linear combination of
the Czachor spin operator Sˆ(C)i .
7.4.3 Analysis of spin operators
Finally we would like to compare the two relativistic spin operators with the spin
operator corresponding to a relativistic Stern-Gerlach measurement derived in §7.2.
Given that we have expressed the above operators in a manifestly Lorentz covariant
way the comparison is rather simple. In terms of the Pauli-Lubanski vector we have
S BA = −bRFα Wα BA
= −b
SG
α (v · u)− vα(bSG · u)√
(v · u)2 − (bSG · u)2 W
α B
A . (7.31)
where we recall that bRFα = B
RF
α / |BRF| and bSGα = BSGα / |BSG|. We identify bRFα = aRFα
and bSGα = a
MA
α .
There are several interesting features which we should point out. Firstly all op-
erators when expressed covariantly have the same standard form aRFα W
α B
A . They are
hermitian operators which reduce appropriately to the non-relativistic spin operator.
This should therefore not be used as a bench mark for whether a given operator is
correct. The differences between these operators can be seen in how the directions aRFα
and aMAα are related. For example in the case of a Stern-Gerlach measurement this
relationship was established by the transformation properties of the electromagnetic
field. In regards to the operators (7.27) and (7.29) we clearly see that the relativistic
observable for a Stern-Gerlach measurement is mathematically distinct because the
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Figure 7.1: Example of expectation value for spin operators as a function of relative
velocity β. Note that the Czachor and Stern-Gerlach expectation values are not always
symmetrically opposed.
relationship between aRFα and a
MA
α is distinct. What must be addressed regarding these
operators, if they are to be of any use, is how one might construct such a measurement,
i.e. what physical setup would correspond to such measurements.
We would now like to highlight the empirical difference between the various spin
operators which will shed some light on the relationship between aRFα and a
MA
α . Note
this analysis is similar to that found in [84] who compared Sˆ (SG) with yet another spin
operator. The first point to note is that the empirical difference between these operators
is only noticeable for measurements which are not parallel or orthogonal to the direction
of motion. In order to notice the greatest difference we choose our measurements to be
45◦ to the direction of motion. Next one must choose an appropriate state. For states
orthogonal to both the direction of motion and the direction of measurement again no
difference is noticeable. In order to see the greatest difference we choose the rest frame
state to be:
|ψ〉 = cos(pi/8) |0〉+ sin(pi/8) |1〉
When viewed in the non-relativistic limit on the Bloch sphere this would correspond
to a measurement in an orthogonal direction to the state.
Calculating the expectation values as a function of the relative velocity between
the measurement apparatus and the qubits rest frame results in Figure 7.1. Note that
in order to make this comparison we have normalised the operators Sˆ (T) and Sˆ (C) such
that the expectation values are in the range [−1, 1]
We see that the expectation values diverge between the various operators. What
one finds, provided the appropriate state and measurement direction are chosen is that
the expectation values between Sˆ (C) and Sˆ (SG) will diverge from each other. This is
because the measurement direction aRFα for Sˆ (C) projects onto the direction of motion
where as the magnetic field bRFα projects onto the space orthogonal to the direction of
motion. While the expectation value for Sˆ (B) will always be independent of the relative
velocity vR because the corresponding direction a
RF
α have been constructed so that it
is independent of the vR. We therefore have shown that for an appropiate choice of
states and measurements one can indeed distinguish between these operators.
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7.5 Summary
In this chapter we provided two distinct ways of identifying the spin observable cor-
responding to a Stern-Gerlach measurement of a massive fermion where the relative
velocity of the particle and Stern-Gerlach apparatus is relativistic. The first approach
followed an intuitive argument based on the transformation properties of the electro-
magnetic field. The second approach was a first-principles approach, starting with the
Dirac equation minimally coupled to the electromagnetic field. Using this equation we
showed that in the WKB limit the ‘+’ spin eigenstate of (7.7) is deflected ‘up’ and the
‘−’ spin eigenstate is deflected ‘down’. We therefore concluded that in the relativistic
regime the appropriate spin-operator for a Stern-Gerlach measurement is
Sˆ(v, p, bSG) = −b
SG
α (v · p)− vα(bSG · p)√
(v · p)2 − (bSG · p)2
2Wˆα(p)
m
. (7.32)
Notably the spin operator (7.32) is momentum-dependent, so that, if the momentum is
unknown, it is not possible to determine the expectation value. This has the following
implications: Firstly, as we mentioned in §3.3 tracing over momentum of a state written
in a tensor product basis of spin and momentum has been used in relativistic quantum
information theory to extract the reduced spin density matrix [25–27, 82, 88, 89].
However, we can see that due to the momentum dependence of the observable (7.32),
this reduced spin density matrix is not useful for predicting the statistics of a relativistic
Stern-Gerlach measurement. The usefulness of the reduced spin density matrix is
further limited by the fact that it has no Lorentz covariant transformation properties
[21, 25, 26, 89–91].
Secondly, in attempting to perform quantum tomography of the spin degrees of
freedom one faces an obstacle. The goal of quantum state tomography is to infer
the quantum state from the outcomes from a set of different measurements. Non-
relativistically, the relationship between the quantum state and measurement data is
momentum independent, and it is enough to choose three linearly independent direc-
tions in order to reconstruct the quantum state. However, in the relativistic Stern-
Gerlach case, the experimental data are related to momentum dependent theoretical
expectation values of the quantum state, determined by (7.32). Thus, if momentum is
unknown, three linearly independent directions will not suffice. We leave it as an open
question as to what minimal set of measurements is required to reconstruct the state
in this relativistic case.
As a final point we discussed several alternative operators that are used as ob-
servables for relativistic spin measurements. Two notable operators that have been
proposed in the relativistic quantum information community are the Terno (7.27) and
Czachor (7.29) spin operators. Although we showed that indeed these proposals are
Hermitian they are mathematically distinct from (7.32) and it was shown that they
lead to quantitatively distinct predictions. The question that therefore must be ad-
dressed is whether there exists a non-trivial physical implementation for either of these
proposals. However, it is clear that measurements making use of the coupling of spin
to the electromagnetic field will not yield these spin operators.
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8
Conclusion
This section of the thesis explored relativistic quantum information restricted to the
regime of localized qubits where the particle number ambiguity is circumvented. A lo-
calized qubit is therefore understood in this paper to be any object that can effectively
be described by a position and momentum (x, p) and some two-component quantum
state |ψ〉. In particular, we obtained a description of localized qubits in curved space-
times, with the qubits physically realized as the spin of a massive fermion, and the
polarization of a photon.
The original motivation for this research was to develop a formalism for answering a
simple experimental question: if we move a spatially localized qubit, initially in a state
|ψ1〉 at spacetime point x1, along some classical spacetime path Γ to another point x2,
what will the final quantum state |ψ2〉 be? Rather than working directly with Wigner
representations, which as we have already stressed cannot be extended to curved space-
time, our starting point in answering this question was the one-particle excitations of
the quantum fields that describe these physical systems. The one-particle excitations
in curved spacetime satisfy respectively the Dirac equation minimally coupled to the
electromagnetic field, and Maxwell’s equations in vacuum. From these fields we were
able to isolate a two-component quantum state and a corresponding Hilbert space.
In the case of fermions §4.3, the equation governing the transport of the spin of a
fermion consisted of a spin-1
2
version of the Fermi–Walker derivative and a magnetic
precession term, expressed in a non-orthonormal Hilbert space basis. This result was
expected since an electron can be regarded as a spin-1
2
gyroscope, and the precession
of a classical gyroscope along accelerated trajectories obeys the Fermi–Walker equa-
tion. By introducing an orthonormal Hilbert space basis, which physically corresponds
to representing the spinor in the particle’s rest frame, we reproduced the transport
equation obtained in [17, 18] which made use of Wigner representations.
For photons §4.4, we showed by applying the WKB approximation to vacuum
Maxwell equations that the polarization vector of a photon is parallel transported along
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geodesics and that this corresponds to a Wigner rotation. Furthermore, this rotation
is proportional to the spin-1 connection term ωµ12 when we consider a reference frame
where the photon 3-velocity is along the z-axis. In this way the effect of spacetime
geometry on the quantum state was easily identified. In addition and in contrast to the
case for fermions, we were able to constructed a representation which we referred as
the Jones vector ψA that is a unitary, gauge invariant and Lorentz covariant formalism.
In the case for fermions we worked with faithful finite-dimensional but non-unitary
representations of the Lorentz group, specifically a two-component left-handed spinor
ψA. Nevertheless, by identifying a suitable inner product we obtained a unitary formal-
ism by no-longer insisting on the need for a representation. The advantage of working
with non-unitary representations is that the objects which encode the quantum state
transform covariantly under actions of the Lorentz group. As a result the transport
equations are manifestly Lorentz covariant, in addition to taking on a simple form.
The connection to the Wigner formalism for fermions was obtained by choosing a ref-
erence frame adapted to the particle’s 4-velocity, which is the reason why the Wigner
formalism is not manifestly Lorentz covariant.
For photons the situation was a little different, for fermions unitarity was restored
by introducing a Lorentz invariant inner product. For the Jones vector formalism the
difficulty is not with unitarity or Lorentz covariance, rather the difficulty is in insisting
on a gauge invariant formalism. In particular, we showed that in order for the inner
product to be gauge invariant we were required to only take the inner product between
states with the same momentum and as such our Hilbert space was again labelled
by momentum Hp, and in the same way as for fermions the formalism is therefore
no longer a representation Lorentz group. With this insight we showed the transport
equation in fact corresponds to a Wigner rotation, but not to that obtained in the
Wigner formalism, since the Jones vector is manifestly Lorentz convariant where as
the Wigner formalism is not.
A second advantage of working in terms of the Dirac and Maxwell fields instead of
the Wigner representations is that global phases and quantum interference come out
automatically from the WKB approximation. By considering spacetime Mach–Zehnder
interference experiment we arrived at a general relativistic formula for calculating the
gravitationally induced phase difference. In the specific case of gravitational neutron
interferometry we obtained a new general relativistic phase which reduced in various
limits to existing relativistic and non-relativistc approximations for the gravitationally
induced phase difference. Our overall approach, however, provides a general, unified,
and straightforward way of calculating phases and interference for any situation. In
addition we derived a new gravitationally induced geometric phase for fermions and
using the Jones vector formalism showed that no such phase exists for photons.
Using these two representations we then constructed in Chapter 6 a fully relativisti-
cally covariant quantum information formalism. In particular we showed how to treat
hermitian operators, measurements and state updating, as well as the treatment of
multipartite states, entanglement, and teleportation, thereby extending the formalism
to include all the basic elements of quantum information theory.
One area that (with the exception of a few) has been neglected within the litera-
ture was in regard to making empirical predictions, that is, we need a way to extract
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probabilities for outcomes from the formalism. Such a measurement formalism was
developed for both fermions and photons. The predicted probabilities of outcomes of
experiments were shown to be manifestly Lorentz invariant and thus reference frame
invariant, resulting in a relativistically invariant measurement formalism. In addition,
we identified the spin observable corresponding to a Stern-Gerlach measurement of a
massive fermion where the relative velocity of the particle and Stern-Gerlach appara-
tus is relativistic. This was shown in two distinct ways, the first approach followed an
intuitive argument based on the transformation properties of the electromagnetic field.
The second approach was a first-principles approach, starting with the Dirac equation
minimally coupled to the electromagnetic field. Using this equation we showed that
in the WKB limit the ‘+’ spin eigenstate of (7.7) is deflected ‘up’ and the ‘−’ spin
eigenstate is deflected ‘down’. We therefore concluded that in the relativistic regime
the appropriate spin-operator for a Stern-Gerlach measurement is
Sˆ(v, p, bSG) = −b
SG
α (v · p)− vα(bSG · p)√
(v · p)2 − (bSG · p)2
2Wˆα(p)
m
. (8.1)
Notably the spin operator (8.1) is momentum-dependent, so that, if the momentum is
unknown, it is not possible to determine the expectation value. This has the following
implications: Firstly, the effect of tracing over momentum of a state when written in
a tensor product basis of spin and momentum, that is in the Wigner representation
has been has been a big area of interest in relativistic quantum information theory.
In particular the fact that the reduced spin density matrix has no Lorentz covariant
transformation properties has been the source of many debates [21, 25–27, 82, 88–91].
However, we can see that due to the momentum dependence of the observable (8.1),
this reduced spin density matrix is not useful for predicting the statistics of a relativistic
Stern-Gerlach measurement.
Secondly, in attempting to perform quantum tomography of the spin degrees of
freedom one faces an obstacle. The goal of quantum state tomography is to infer
the quantum state from the outcomes from a set of different measurements. Non-
relativistically, the relationship between the quantum state and measurement data is
momentum independent, and it is enough to choose three linearly independent direc-
tions in order to reconstruct the quantum state. However, in the relativistic Stern-
Gerlach case, the experimental data are related to momentum dependent expectation
values of the quantum state, determined by (8.1). Thus, if momentum is unknown,
three linearly independent directions will not suffice. It would be very interesting to see
if it is possible to reconstruct a state given a set of measurement data, and if so what
is the minimal set of measurements required to reconstruct the state in this relativistic
case.
As a final point we discussed several alternative operators that are used as ob-
servables for relativistic spin measurements. Two notable operators that have been
proposed in the relativistic quantum information community are the Terno (7.27) and
Czachor (7.29) spin operators. Although we showed that indeed these proposals are
Hermitian they are mathematically distinct from (8.1) and it was shown that they lead
to quantitatively distinct predictions. The reason behind this was due to the simple
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fact that the measurement direction as seen in the rest-frame aRFα had different trans-
formation properties to that for a magnetic field and as a result these proposals cannot
be considered to represent a Stern-Gerlach measurement. The question that therefore
must be addressed is whether there exists a non-trivial physical implementation for
either of these proposals. However, it is clear that measurements making use of the
coupling of spin to the electromagnetic field will not yield these spin operators.
On reflection of this part of the thesis, we see that the the Lorentz group played
a primary role in the construction of qubits in curved spacetime. This role can be
understood in terms of how gravity acts on physical objects. When an object is moved
along some path xµ(λ) in spacetime it passes through a sequence of tangent spaces.
These are connected by infinitesimal Lorentz transformations that are determined from
the trajectory and the gravitational field (i.e. the connection 1-form ω Iµ J). That is,
apart from a possible global phase, this sequence of infinitesimal Lorentz transforma-
tions determines how an object is affected by the gravitational field. In particular, if
the object has internal degrees of freedom that transform under the Lorentz group, we
can determine the effect of gravity on the state of these internal degrees of freedom.
For example, this is the explanation for the presence of spin connection terms in the
fermion Fermi–Walker transport. It is also an explanation for why the photon Wigner
rotation is simply a rotation of the linear polarization and so respects the helicity of
the photon: no Lorentz boost can change frames sufficiently to change the helicity of
a photon.
In this paper we focused on just two physical realizations which constituted non-
trivial representations of the Lorentz group. We can nevertheless contemplate other
realizations such as composite two-level systems. In order to understand how gravity
acts on the qubit state the same general approach applies: One needs to provide a
mathematical model of the physical system. Once a model is established one can
in principle determine how (if at all) the quantum state transforms under a Lorentz
transformation. In addition to this there are other possible gravitational influences on
the quantum state such as gravitationally induced phases.
As a concrete example of a physical realization that would behave very differently
to the elementary realizations treated in this paper, consider a two-level system where
the two levels are energy eigenstates |E1〉 and |E2〉. From ordinary non-relativistic
quantum mechanics we know that the total state |ψ〉 = a |E1〉+ b |E2〉 will undergo the
evolution
|ψ(t)〉 = aeiE1t/~ |E1〉+ beiE2t/~ |E2〉 .
If the composite object is much smaller than the curvature scale and the accelera-
tion is sufficiently gentle to not destroy it we can obtain a fully general relativistic
generalization by simply replacing the Newtonian time t with the proper time τ :
|ψ(τ)〉 = aeiE1τ/~ |E1〉+ beiE2τ/~ |E2〉 .
Thus, because of the energy difference we develop a relative phase between the two
energy levels which is proportional to the proper time of the trajectory. In principle
we can make use of such a two-level system to measure the proper time of a spacetime
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trajectory. Since proper time is path dependent we see that the transport of the
quantum state is also path dependent, and we can also contemplate possible interference
experiments.
The formalism presented in this paper provides a basis for quantum information
theory of localized qubits in curved spacetime. One theoretical application of this is to
extend the applicability of clock synchronization [92–94] and reference frame sharing
[70, 71] to curved spacetime, and provide an interesting physical scenario for the study
of symmetries in quantum mechanics [95, 96].
This formalism also has potential measurement applications. For example, in the
last ten or fifteen years there has been interest in precision measurement of the effects
of general relativity. Most recently there has been the experimental confirmation of the
predicted frame-dragging effect by Gravity Probe B [97].1 On the other hand, in the
same period there has been an increased interest in quantum precision measurements
using techniques from quantum information theory [99–104]. The formalism of this
paper provides a bridge between these developments, providing a solid foundation for
considering the effects of gravity on quantum states, and for considering the design of
precision measurements of these effects. Importantly, by the use of entangled states
one can in principle significantly increase the precision of such a measurement. For
localized qubits in curved spacetimes as defined in this paper, the effect of gravity enters
as classical parameters in the unitary evolution of the quantum state. Therefore, one
should be able to use these same quantum information theory techniques to increase
the precision in measurements of the gravitational field. It is plausible that such an
amalgamation of the transformation of the discrete degrees of freedom of a quantum
state and the phase accumulation, by increasing the degrees of freedom to be measured,
will increase the sensitivity with which possible future sophisticated precision quantum
measurements can measure gravitational effects.
For example, spacetime torsion is generally believed, even if non-zero, to be too
small to measure with present day empirical methods [59]. One problem is that tor-
sion, as it is conventionally introduced in Einstein–Cartan theory, does not have any
propagating degrees of freedom. Thus, the torsion in a spacetime region is non-zero
if and only if the spin density is non-zero there. Experiments to measure torsion thus
require objects to pass though a material with non-zero spin density to accumulate an
effect, while accounting for standard interactions. Needless to say, measuring torsion is
then very difficult. However, electrons decouple from matter in the high energy WKB
limit and effectively only feel the gravitational field including torsion. Thus, the spin
of high energy fermions might carry information about the spacetime torsion.
To summarize: in this paper we have provided a complete account of the transport
and measurement of localized qubits, realized as elementary fermions or photons, in
curved spacetime. The manifest Lorentz covariance of the formalism allows for a rela-
tivistic treatment of qubits, with a perhaps more straightforward interpretation than
approaches based on Wigner representations. The treatment of multipartite states,
entanglement and interferometry provides a basis for quantum information theory of
localized qubits in curved spacetime.
1See also [20, 98] for a recent theoretical analysis of polarization rotation due to gravity.
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9
“Not all together desperate” - the Newton
Scholium Problem
The concept of time and duration has been of great interest in natural philosophy
dating back to Aristotle and remains so today [105–108]. For physicists however, such
notions are typically believed to be well understood at least within the context of a
physical theory. That was, until the beginning of the research field formally referred
to as canonical quantum gravity (the Hamiltonian quantization of general relativity)
in 1968 [2]. This approach to quantum gravity, as well as many alternative approaches
since, have, all been plagued by the infamous ‘problem of time’, and this has led
many to think seriously about what is time and how it is treated in our physical
theories [109–112]. In particular what is it about time in general relativity that is
so different from other theories that makes it such a difficult theory to quantize? To
even begin answering this question we need to understand precisely the relationship
between what we mean mathematically by ‘time’ in our physical theories and how this
is tied to the the measurements of duration. In this paper we will contribute to such an
investigation by analysing the notion of time within the context of Newtonian physics,
where surprisingly even within this ‘simple’ theory the notion of time, duration and
clocks is still very mirky. In particular we will see that in order to arrive at a satisfactory
understanding of time and duration we will have to solve what Julian Barbour has
dubbed the Newton Scholium problem (see, e.g., [113], p. 1266).
The Scholium refers to a section in Newton’s Mathematical Principles of Natural
Philosophy [114] and builds upon the careful definitions of terms that Newton presents
in the opening section of the Principia. In particular, he offers the following distinction
I. Absolute, true, and mathematical time, of itself, and from its own nature,
flows equably without relation to anything external, and by another name
is called duration: relative, apparent, and common time, is some sensible
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and external (whether accurate or unequable) measure of duration by the
means of motion, which is commonly used instead of true time; such as an
hour, a day, a month, a year. ([114], p.6)
Newton introduces two distinct notions of time, namely absolute and relative time.
Absolute time is purely mathematical in character and by definition is a unique mea-
sure, at least up to a choice of units. On the other hand relative time is tied to the
measurements and observations of the physical world around us. As such, there is no
unique choice, any measure will suffice as a notion of relative time, e.g. one could use
a swinging pendulum or equally as valid the motion of the moon. We will refer to a
device that reads relative time as a clock and a clock whose readings coincide with
absolute time as an accurate clock.
Given that these two times are in general distinct and should not be assumed to be
equivalent, we have to ask an important but yet very elementary question: does the
symbol t in Newton’s equations of motion
mk
d2xk
dt2
= Fk (9.1)
refer to absolute or relative time? Put differently, does the symbol t correspond directly
to the readings of some external physical clock or does it represent Newton’s more
abstract absolute time?
From a logical point of view we are free to adopt any of the two interpretations of
the symbol t, but a moment’s reflection reveals that when carrying out elementary me-
chanical experiments, it is almost universally assumed that the symbol t represents the
reading of a laboratory clock, i.e. an external device which is not modelled explicitly
by the equations of motion describing our physical system in question. This interpre-
tation of the symbol t corresponds to what Newton calls relative time (or common
time). Notably, this operational interpretation of t is also the one adopted by Einstein
in his seminal paper on special relativity in which clocks (and rods) are treated as
self-sufficient primitive objects [108, 115].1
Let us illustrate these remarks by an example. Consider a swinging pendulum, the
equation of motion describing our physical system is
d2θ
dt2
= −g
r
cos θ. (9.2)
In this example the symbol t could represent relative time, i.e. the readings of an
external laboratory clock. However we here face an immediate issue, as we have already
pointed out there is no unique choice of a suitable clock. The only privileged choice
would be if the clock is accurate.
Even if we assume the clock is accurate any real physical clock consists of many
internal degrees of freedom. In this example however, the external clock is mathemati-
cally represented only by one real number t. In particular, the equation (9.2) does not
1Although Einstein did later criticize the idea of taking clocks and rods as self-sufficient entities
[116].
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contain any dynamical degrees of freedom of the external clock. Obviously, the clock
with all its internal degrees of freedom, is not faithfully modelled within the theory.
Therefore, the assumption that the clock is accurate (i.e. that the rate of ticking re-
mains uniform over time and is hence in sync with absolute time) cannot be justified
within our pendulum theory. Rather, the accuracy of the clock has to be taken on
trust; perhaps we trust the clock manufacturer. The question we would like to address
here is how do we measure duration and how do we determine its accuracy? We will
see that addressing this fundamental question will ultimately lead to the Scholium
problem. Simply stated the Newton Scholium problem is as follows: do the Newtonian
equations of motion allow us, given a set of observations, to deduce the presence of
absolute time or space?
In this paper we aim to give a modernized presentation of the Newton Scholium
problem. In particular, we will formalise this traditionally philosophical problem math-
ematically, with a view to exposing its foundations and stating exactly what it would
take to resolve this long lasting problem that remains to this day. We also draw on
historical and philosophical lessons from our analysis highlighting, in particular, the
extent to which the sophistication of Newton’s understanding of time and its measure-
ment has been radically underestimated.
The outline of this chapter is as follows: we will begin by defining a clock and
how one determines the accuracy of a given clock. We will then briefly review some
clocks that have been used throughout history and analyse in particular why some
clocks have been rejected for “better” ones. At this point we will take a brief historical
interlude into how Newton viewed the Scholium and the issues it presented. This will
then lead us to defining mathematically how a clock can be constructed but in doing
so we will see that we will be forced to solve the Newton Scholium problem. Once
we have defined in mathematically precise terms what the problem is we will consider
how we might go about solving this difficult problem. Though our treatment will stay
firmly within the context of Newtonian mechanics, we will briefly discuss how other
theoretical frameworks, namely quantum mechanics and general relativity, face their
own distinct Scholium problems.
9.1 Theory of clocks and their accuracy
Not all clocks are “good clocks” and some clocks are certainly “better” than others.
But what do we exactly mean by “good” and “better” here? More precisely, what is
the theoretical definition of a “good clock”? What do we exactly mean by “the rate
of ticking remains uniform over time”? With respect to what does it remain uniform?
If a clock is believed to be slightly inaccurate, how can we numerically quantify how
inaccurate it is?
Surprisingly, it is very hard to find a coherent answers to these very basic questions
in standard treatments of Newtonian mechanics. If Newtonian mechanics is able to
make any empirically meaningful statements we must address this important founda-
tional problem which seem to have been somewhat neglected in the literature with
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few exceptions [107, 108]. The remarks by Newton in the above quote, where Newton
stresses that relative (or “common”) time might not provide an accurate measure of
absolute time, suggests that Newton was well aware of this kind of question and it
seems reasonable to believe that this was his reason for favouring absolute mathemat-
ical time over the relative common time. This is borne out by Newton’s reference to
the treatment of time by astronomers:
V. Absolute time, in astronomy, is distinguished from relative, by the equa-
tion or correction of the apparent time. For the natural days are truly
unequal, though they are commonly considered as equal, and used for a
measure of time; astronomers correct this inequality that they may mea-
sure the celestial motions by a more accurate time. It may be, that there
is no such thing as an equable motion, whereby time may be accurately
measured. All motions may be accelerated and retarded, but the flowing
of absolute time is not liable to any change. . . ([114], p.7)
Before we proceed it should be noted that there is nothing inherently inconsistent in
adopting the operational interpretation of the symbol t, i.e. t corresponds to relative
time. Indeed, this is the interpretation that is adopted everyday in the laboratory
where a “good clock” is supposed to be a` priori given. The problems raised above
concerns how one can justify the accuracy of such external physical clocks.
9.1.1 What is an accurate clock?
Let us now proceed and take t to represent absolute time, i.e. the symbol t in Newton’s
equations of motion is per definition absolute time and is not assumed to represent the
readings of some external physical clock. By making this shift in interpretation of the
symbol t we can potentially start understanding the questions raised above. Clearly, a
“good” clock is one which “marches in step” with absolute time, i.e. the t in Newton’s
equations.
In order to make these remarks precise we need to provide a theoretical model
of the physical clock. Imagine then that the clock is composed of N point-particles
X = (x1,x2, ...xN , ) with the interactions described by some set of forces. Given
some initial conditions (X0, V0) for the Newtonian equations of motion it is possible to
determine the consequent evolution X(t), where V0 is the set of initial velocities for all
N particles. Furthermore, we assume that the readings of the clock is some real-valued
function τ = τ(X(t)) of the dynamical variables X. Given this we can now define in
mathematically precise terms what a “good” clock is:
A “good” physical clock should obey τ(X(t)) = at+ b, i.e. the clock reading
τ should “march in step” with absolute time t.
The constant a stands for a choice of units and b for an irrelevant “starting time”, since
in the end we are only interested in the duration ∆τ = τ(t2)− τ(t1) = a∆t.
It is important to stress that under this definition the accuracy of a clock is ex-
plicitly dependent on the model of our clock and as a result there are different types
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of inaccuracy which we should distinguish. The first rather benign type, arises if the
model τ(X(t)) 6= at+ b, i.e. it is not a linear function of absolute time. This source of
inaccuracy can easily be dealt with since one can, given the function on the right hand
side, construct a new function τ ′(X(t)) such that linearity is restored.
The second source of inaccuracy is however more severe and it is the one which we
will focus on. In particular, it is possible that the theoretical model we have provided of
the physical clock is not accurate. Perhaps we have omitted friction terms, or perhaps
we have by mistake used the wrong masses. In such a case given the model τ(X(t))
one cannot accurately deduce the right hand side since there are unknown higher order
terms which are non-negligible. In order to quantify the inaccuracy it is enough to get
estimates of the magnitudes of these terms with respect to the lower order terms, i.e.
one could obtain a quantitative measure of its inaccuracy by Taylor expanding around
some time t0, τ(t) = b+ a(t− t0) +O((t− t0)2) and estimating the relative magnitude
of O((t− t0)2) with respect to first order term a(t− t0). Precisely how this is achieved
however is not straight forward, without either assuming the accuracy of the theory
that one is testing or having access to a ‘more’ accurate clock.
In short: we can only trust a physical clock to give us an accurate measure of
Newton’s absolute time as much as we trust the theoretical model of the physical clock.
But provided that we believe our theoretical model is adequate so is this definition of
a “good clock”.
9.1.2 Model dependence and the failure of Sidereal time
Let us elucidate these remarks. A famous example of a much used external clock is
the rotation of the Earth. This is called Sidereal time by astronomers. The rotation
is revealed by the apparent motion of the fixed stars. In order to justify the accuracy
of this astronomical clock we have to provide a theoretical model of Sidereal time and
so also of the rotation of Earth. A simple model can be constructed if we assume that
Earth is a perfect spherical solid with only six dynamical degrees of freedom: three
center of mass coordinates and three Euler angles α, β, γ. The Newtonian equations of
motion then yield solutions of the form: α = α0, β = β0, and γ = ωt+ γ0. Thus γ is a
linear function in the parameter t and hence γ can be taken to represent an accurate
measure of Newton’s absolute time.
However, dating as far back as the mid 17th century it was becoming clear to
astronomers, due to the observed anomalous acceleration of the moon that this was in
fact not a good model for the rotation of the Earth and hence γ(t) does not provide
an accurate measure of absolute time [117, 118]. In a desperate attempt to resolve
this issue, a huge research effort over several centuries took place to account for the
observed acceleration of the moon by modifying this model for the rotation of the
Earth. The first attempt at a solution came from Pierre-Simon Laplace who proposed
that the Earth’s orbit was distorted due to the other nearby planets. This however
only accounted for half of the observed acceleration. The next attempt was tidal effects
decelerating the rotation of Earth. It was then the motion of the Earth’s rotation axis
that came into question and the list goes on: the presence of other (at the time),
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unobserved celestial bodies, magnetic forces and even meteorites. It was only after
having exhausted all alternative explanations that astronomers abandoned the use of
Sidereal time and made way for an alternative, more accurate notion of time called
Ephemeris time which we shall turn to next.
It is important to stress that although it was reasonably clear that it was the
overly simplistic theoretical model of the rotation of the Earth which resulted in the
anomalous accelerations of the moon, the failure of Sidereal time was ultimately due to
the unpredictable nature of the Earth’s rotation, or simply put the lack of an accurate
model describing its motion. In short there were unknown higher order terms O(t2)
which could not be accounted for. This example of a clock not only illustrates the
dependence on the underlying theory to define absolute time t, but also the dependence
on an accurate model to quantify a good clock τ . As Harvey Brown succinctly puts
it “it is theory that rules in the construction of accurate clocks, not the availability of
accurate clocks that rules in the construction of theory” [108].
9.1.3 Ephemeris time
As we have seen the rotation of the Earth which had been used for several centuries
ultimately failed and an alternative more accurate system was needed to define a clock.
The solution was to not use the rotation of the Earth with respect to the background
stars as a clock but rather the motion of some near by body with respect to some
background object(s). The most accurate choice turned out to be the motion of the
moon with respect to the solar system. They used in Barbour’s words “the Moon
as the hand of a clock formed by the solar system” [105]. This basic notion of time
is referred to as Ephemeris time and for a period of about 40 years since the 1920’s
became the standard notion of time used by astronomers, until the development of the
atomic clock [118].
A more modern theoretical account of Ephemeris time which captures the essential
challenge in defining a clock has been proposed by Barbour [107]. The approach here
is to take a closed dynamical system, say the solar system. The idea is to then use the
conservation of the total energy E to define a relationship between Newtonian time t
and the dynamical degrees of freedom, i.e. the position of the planets xi. We have that
the total energy is given by
E =
∑
i
1
2
mi
(
dxi
dt
)2
+ V (x1,x2, . . .) (9.3)
where mi are the masses of the planets, the dxi/dt are the velocities and V is the
Newtonian gravitational potential. One can then rearrange this to obtain
dt =
√∑
i
1
2
mi (dxi)
2
E − V ≡ dτ(X(t)) (9.4)
Therefore by observing the changes in positions dxi as a clock whose increments dτ
will ‘march in step’ with Newtonian time dt. Obviously this notion of a clock also
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depends on the accuracy of our model, for example perhaps the solar system is not a
good approximation to an isolated system.
In any case, one might think that (9.4) provides a clear operational definition for
what we mean by a clock. There is however a major flaw in this argument: firstly
the xi in (9.4) are the positions defined with respect to an inertial frame. However, in
practice the xi are taken to represent the positions as measured with respect to Earth
and the motions of the planets are measured with respect to the background stars which
are assumed to be fixed. It is not uncommon in standard treatments of Newtonian
mechanics to hear the phrase “there exists frames in which Newton’s laws hold”, the
question is how are these inertial frames related to those of any Earth bound observer
which clearly is non-inertial. If such statements are to have any empirical content we
must be able to determine how an observers frame is related to an inertial frame of
reference. Furthermore we have also overlooked the fact that the masses, the potential
V and any other constant, such as the total energy E and the Newtonian gravitational
constant G are assumed to be known. A moments reflection as to how one measures
masses for example however reveals that we must assume we have access to an accurate
clock and hence there is no independent way of determining these unknowns. If we
are to arrive at a true operational definition of a clock which marches in step with
Newtonian time (9.4) does not suffice. We must determine how an observers frame is
related to an inertial frame as well as all the unknown quantities given the measurement
data.2 This problem is what we refer to as the Newton Scholium problem and as we
shall see it is a problem that Newton raises in the Scholium to his Principia.
9.2 Newton’s Scholium
The same problem as we have just raised in identifying an accurate clock can in fact
be found in Newton’s Scholium. Newton was concerned with eliminating from the
mathematical principles of natural philosophy certain common preconceptions about
the concepts of not only time but also space, place and motion. For Newton, it is
crucial that the proper physical description (couched in mathematics) is not tarred by
such misconceptions: time, space, place, and motion in the popular mind provide us
only with relative and apparent notions.
True time and relative time are, then, distinct conceptually, ontologically and em-
pirically. These differences lead to an obvious problem that Newton was well aware of:
if our only direct sensory access is to the relative versions of time, space, place, and
motion, then how are we to find out the true versions from these impostors? Indeed,
Newton closed his Scholium with these words, amounting to a statement of this very
problem:
It is indeed a matter of great difficulty to discover, and effectually to dis-
tinguish, the true motions of particular bodies from the apparent; because
2We will see in §9.3.1 precisely what we mean by measurement data.
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the parts of that immovable space, in which those motions are performed,
do by no means come under the observation of our senses. ([114], p.12)
Newton goes on to claim, somewhat wryly, that “the thing is not altogether desperate”
since he has up his sleeve “some arguments to guide us, partly from the apparent
motions, which are the differences of the true motions; partly from the forces, which
are the causes and effects of the true motions”. This way of putting things sounds to
our ears like an admission that the problem raised is not solved to his full satisfaction.3
Indeed, Newton does not subsequently fully come to grips with this problem that he
clearly saw as the central project of the Principia “for to this end it was that I composed
it”.
The Scholium was interpreted (for example by Mach and Reichenbach [119]) as
fuzzy metaphysics. However, this appears to have been a mistake for Newton can be
seen to have raised a serious problem: given the existence of absolute space and time,
how in practice are absolute time, space and motions to be distinguished from the
apparent (since they “do by no means come under the observation of our senses”)? Or,
in other words, how do we know when we have a good clock? How do we know when
we have a good ruler? Which, if we could access such ideal measurement device we
could deduce absolute time, space and motion from the apparent. We would now like
to formulate this problem more sharply.
9.3 A ‘modern take’ on the Newton Scholium
We shall now provide a mathematically sharp formulation of what we have referred
to as the Newton scholium problem. But before we begin let us first clarify several
important distinctions between the Scholium problem that we will formulate from
the one that Newton envisaged. In reading the Scholium it appears that Newton
apparently believed in the existence of an unobservable rest-frame. Hence, the term
true motion could be taken to mean the motion of some object with respect to that
invisible non-moving frame. We could then imagine some preferred inertial system with
corresponding coordinate system (x, t) and interpret the true motion as mathematically
represented by x(t). The term apparent motion could then simply mean motion as seen
from any other reference system be it inertial or non-inertial. Such a system could be
accelerating, rotating or perhaps be an inertial system but not necessarily Newton’s
privileged one. It is however clear from the Galilean relativity principle that we cannot
empirically identify Newton’s privileged rest-frame since no such structure is present
on Newton’s laws unless we break Galilean invariance with some potential V or force.
We shall instead interpret true motion as motion with respect to some inertial system
and the term apparent motion as the motion observed from any non-inertial reference
3In case the reader thinks that the bucket and globes thought experiments are sufficient for solving
the problem, we note that this cannot have been the case as far as Newton was concerned, for those
arguments come before the preceding quotations.
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frame (y, τ) and represent the motion of some body with respect to this frame as y(τ).
The parameter τ used to order events into a one-parameter sequence of instances need
not have anything to do with Newton’s absolute time t, rather τ will be interpreted
as corresponding to readings of some clock whether it be accurate or inaccurate. The
scholium problem is therefore the problem of identifying the true motions x(t) from
the apparent y(τ).
9.3.1 Observing the apparent motion
There however seems to be an additional problem with this formulation of the Scholium
problem: precisely what aspects of the apparent motions y(τ) are directly observable?
Clearly we cannot assume that the positions y(τ) themselves are directly observable,
since it presupposes that we can easily erect a non-inertial Cartesian coordinate system
(y, τ) everywhere in space. This is not only impractical but also raises the question:
how can we ascertain that our erected coordinate system is Cartesian? In order to
root out such fantastic assumptions not easily independently verified, we shall only
assume that the angular coordinates of a body can be observed. Specifically we will
parameterize the position y(τ) of a particle in spherical polar coordinates
y = (r sin θ cosφ, r sin θ sinφ, r cos θ) (9.5)
and take {θ(τ), ϕ(τ)} and any derivatives {θ′, ϕ′}, {θ′′, ϕ′′}, . . . as directly observable.
Although one could question the accuracy of any angular measurement this is essen-
tially a question of geometry and does not depend on the physical theory under ques-
tion. Thus we have reduced the assumption to practical Euclidean geometry which can
be carried out locally.4
9.3.2 Newton’s equations in a non-inertial frame
Let us take the solar system as a concrete example. The scholium problem can now be
stated as follows: given the observed angular coordinate data for all the celestial bodies
of our solar system {θi(τ), ϕi(τ)} where for an n particle system i = 1, 2, ..., n, can we
distinguish the true motions of the planets from the apparent motions as observed from
the accelerating, and rotating, reference system called Earth where no reliable clock
exists? Note that τ which labels the readings of our clock, need not correspond to
an external system as for example an atomic clock but could also be for example the
angular coordinates of the moon whose true motion must also be determined. The
4If we consider the observation of the positions of celestial bodies, there are of course additional
assumption. For example, does it not bend in the atmosphere? And do we not have gravitational
lensing? And is it not true that light from Pluto takes some 36 hours to reach us, under which time
period the angular coordinate of Pluto has changed? For simplicity we will ignore such issues.
114 “Not all together desperate” - the Newton Scholium Problem
only restriction we place on the parameter τ is that it is a monotonically increasing
function.
Contrary to the previous interpretation of true motion as motion with respect to
Newton’s privileged inertial frame of reference, we have some hope of solving this
problem. Put succinctly we would like to determine the true motion xi(t) as would be
seen from an inertial frame of reference (x, t) given the observed data {θi(τ), ϕi(τ)}.
Given that {θi(τ), ϕi(τ)} corresponds to data collected with respect to an arbitrary
frame of reference (y, τ), our starting point will therefore be Newton’s equations in
a non-inertial reference frame. In order to do this we will begin with the Newtonian
Lagrangian and systematically apply arbitrary action of the euclidian group: rotations
R and translations T . Specifically this will correspond to the coordinate transformation
xi → yi = RT(xi − T ) (9.6)
where the xi are the coordinates of the inertial reference frame and the yi are the
coordinates of the arbitrary Euclidean reference frame. The rotation matrix R has the
property RR−1 = RRT = I, where I is the identity matrix and RT is the transpose
of R. The inertial coordinates are therefore:
xi = Ryi + T (9.7)
and the corresponding velocity is given by
dxi
dt
= x˙i = Ry˙i + R˙yi + T˙ (9.8)
The Newtonian action for a system of n particles is:
S =
∫
dt(T − V ) =
∫
dt(
1
2
n∑
i=1
mi
(
dxi
dt
)2
− V (X))
where X = (x1,x2, . . .xn). Applying the change of coordinates Eqn (9.7) and (9.8) the
action becomes:
S =
∫
dtL =
∫
dt
[
1
2
n∑
i=1
mi
(
y˙Ti R
T + yTi R˙
T
+ T˙
T
)
·
(
Ry˙i + R˙yi + T˙
)
− V (Y)
]
where Y = (y1,y2, . . .yn). We have assumed, as is the case in Newtonian gravity,
that the potential V is invariant under both translations and rotations and hence
V is independent of T and R. The observed apparent motions are related to the
coordinates yi(t) which are functions of Newtonian time, the experimental data is
however a function of time measured by an arbitrary clock τ . We therefore will apply
an arbitrary reparamatrisation to the temporal coordinate. This involves promoting
t to a dynamical variable which depends on the parameter τ by extending to a new
3n+ 1 dimensional configuration space
t→ t(τ) and dt→ dt
dτ
dτ = Ndτ
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where N is referred to as the lapse function. The Newtonian action expressed in an
arbitrary Euclidian frame of reference is therefore
S =
∫
dτL(yi,y
′
i, t; τ)
where prime denotes differentiation with respect to the independent variable τ . The
corresponding Lagrangian L is
L =
1
2
n∑
i=1
mi
N
(
yTi
′
+ yTi R
T′R+ V T
)
· (y′i +RTR′yi + V )−NV (X) (9.9)
where V ≡ RTT ′. The corresponding 3n Newtonian equations of motion for yi are
mi
N
(y′′i +
Coriolis︷ ︸︸ ︷
2ω × y′i +
Euler︷ ︸︸ ︷
ω′ × yi +
Centrifugal︷ ︸︸ ︷
ω × (ω × yi) +A)
−
Lapse force︷ ︸︸ ︷
miN
′
N2
(y′i + ω × yi + V ) +N∇iV = 0 (9.10)
where we have defined the angular velocity asRTR′ ≡ ω× and made use of the identity
RTR′ +RT
′
R = 0. We have identified the additional ficticious forces which arise due
to being in an non-inertial reference frame. The Coriolis, Euler and Centrifugal forces
are due to the arbitrary rotation R. The additional linear acceleration A ≡ V ′ is
due to the arbitrary translation T . Finally the Lapse force is due to the arbitrary
reparameterization encoded in the Lapse function N , this is the term which resulted
in the anomalous acceleration of the moon.
In addition to (9.10) we have an additional equation for the dynamical variable t.
Given that (9.9) does not depend explicitly on t we have a conserved quantity −E
which after some rearranging gives
dt = Ndτ =
√∑
i
1
2
mi
(
y′i +R
TR′yi + V
)2
E − V dτ. (9.11)
This is equivalent to (9.4) but now expressed in an arbitrary frame of reference.
Before we move on note that although the velocity V (defining the Galilean frame
of reference) is present one can verify by making an arbitrary Galilean transformation
V → V +λv0 that the equations of motion are indeed Galilean invariant and hence one
cannot uniquely determine V . Similarly one cannot determine the absolute position
T as well as the absolute orientation R, as should be the case.
9.3.3 The modern Newton Scholium problem
We can now state the Scholium problem in mathematically precise terms. Specifically
the Scholium problem reduces to solving for ω(τ), A(τ) and N(τ) from the set of 3n
116 “Not all together desperate” - the Newton Scholium Problem
nonlinear coupled ordinary differential equations (9.10), given the experimental data
{θi, ϕi} which recall are related to yi by (9.5). But given that we will not assume that
we have access to the distances ri, the masses mi, as well as any additional constants
that appear in the potential V we must also solve for these. The quantities ω, A and
N , which are typically believed to be unobservable, define a relationship between an
observers frame and absolute space and time for which Newton’s laws are defined. In
particular, using (9.11) we see that the Lapse N relates Newton’s absolute time t with
the readings of an observers clock τ , and therefore in order to identify an accurate
clock we must solve the Newton Scholium problem.5
9.4 Solving the Scholium Problem: What does it
take?
The Scholium problem as presented here is clearly extremely difficult, we can however
simplify the problem by noting that we do not need to determine ω(τ), A(τ) and N(τ)
for all τ , rather it suffices to determine the instantaneous values of these quantities.
This has the advantage that we can treat the problem algebraically as opposed to
working with sets of non-linear coupled ordinary differential equations. The Scholium
problem therefore consists of uniquely determining the instantaneous values of ω, ω′,
A, N , N ′, ri, r′i, r
′′
i , mi, plus any additional unknown constants which enter into the
potential V , for example Newton’s gravitational constant G.
9.4.1 An algebraic approach to the Scholium problem
Let us illustrate some of the complications which arise when pursuing the algebraic
approach. We can firstly eliminate some of the unknowns by fixing the units for
mass, distance and time. This is allowed because the data {θi, ϕi} is dimensionless.
However, even with this slight simplification we still have more unknowns (4n+9) than
the number of independent equations (3n). Therefore the equations of motion alone
do not provide a solution to the Scholium problem. The reason for this is because the
Newtonian equations of motion only predict the subsequent evolution of the system
provided the initial positons and velocities are specified, as well as the masses and
any additional constants. It is these constants which make the Scholium problem
underdetermined.
One simple way to proceed would be to introduce additional equation which the
data {θi, ϕi} should satisfy. This could be done by taking additional derivatives of
5Note the clear distinction between this problem and the n-body problem. The n-body problem is
the problem of finding the solution xi(t) to Newton’s equations for all t given the initial data, which
consists of the initial positions, velocities and masses etc associated with all the particles of a system.
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the Newtonian equations of motion. With each derivative we get an additional 3n
independent equations, whereas only an additional n + 7 unknowns: n unknowns for
derivatives of ri and 7 for additional derivatives of ω, A and N . In particular if we
take d derivatives we have 3n(d+ 1) equations and 4n+ 9 + d(n+ 7) unknowns. It is
easy to check that we need a minimum of 4 particles in order to be able to solve the
Scholium problem, in which case we would need to take at least 13 derivatives. On the
other hand for only one additional derivative d = 1, we need the number of particles
n ≥ 16.
Clearly in full generality the Scholium problem is not tractable analytically, one
could of course simplify this problem by allowing for additional observables. For exam-
ple, Barbour has suggested in [120] to take the distances rij between all the particles
as directly observable. But as we have mentioned it is difficult to independently verify
the accuracy of, for example our rulers without assuming (at least in practice) the
properties that one is attempting to determine. We will leave the problem of how one
can solve the Scholium problem for future analysis and turn to the implications for
different types of solutions.
9.4.2 The implications of different solutions
There are three situations we could find our selves in when facing the Scholium problem.
That is, we could have no solution, multiple solutions and lastly a unique solution. Let
us discuss these in a little more detail highlighting in particular the implications they
have on the foundation of Newtonian mechanics.
If there is no solution to the Scholium problem, i.e. there is not a set of values for
all the unknowns such that all equations are simultaneously satisfied, then we must
conclude that Newtonian mechanics is fundamentally flawed, in particular there is no
operational way in which to test this theory. This could of course happen since the
Newtonian equations of motion are underdetermined in the unknown parameters, and
if indeed this were the case it would be a remarkable coincidence that Newtonian
mechanics has been so successful. One possible reason for why this might be the case,
may be because the physical world is fundamentally relational and as a result any
properties of absolute space and time are empirically inaccessible. This could therefore
provide evidence for favouring relational theories over absolute ones, that is theories
whose dynamical variables are relational in nature. For example, theories where the
dynamical variables are simply the distances between all the planets [121].
If there are multiple solutions to the Scholium problem then it may be that New-
tonian mechanics is as a physical theory ill-defined, it cannot make unique predictions.
This of course depends somewhat on the degeneracy of the solution. It may be that
certain parameters are uniquely determined whilst others are not. In such a case one
should study the degeneracy and determine what predictions if any Newtonian me-
chanics can make. For example it may be that only the relational quantities remain
invariant whilst the absolute quantities such as ω, A and N are dependent on the
particular solution. This again may suggest that the fundamental nature of the world
is relational, however if this were the case we would be right back where we started,
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namely what is an accurate clock? This form of a solution is probably the hardest to
test since it may not be clear given a particular solution how one can generate another.
If however, this were the case there would at least be a explanation for the remarkable
success of Newtonian mechanics.
Finally, it may be that the Scholium problem has a unique solution. This would
be the ideal case all unknowns will have unique values and hence it will be possible
to define not only an accurate clock which marches in step with absolute time, but
also the relationship between an arbitrary observers frame and an inertial frame of
reference. Newtonian mechanics will as a theory be on solid ground. It would also
be difficult to motivate a relational theory given both the success and simplicity of
Newtonian mechanics. A theory based in absolute space which although cannot be
directly observed its presence can, given the equations of motion, be deduced.
9.5 Modern Clocks
We seem to have raised a serious issue within Newtonian mechanics. If one cannot solve
the Scholium problem how can we test the accuracy of a clock. Given that we have many
examples of what we claim to be very accurate clocks we might think that the Scholium
problem has been solved. This is not far from the truth, but to see exactly which aspects
of the Scholium problem have been tackled and exactly how this is achieved it is an
instructive exercise to see how clocks have been constructed. To do this let us begin
with where we left of, that is with Ephemeris time. The way Ephemeris time was
used in practice was to take the solar system as a clock. Specifically one models the
solar system, i.e. all the celestial bodies: planets, moon, and any asteroids/meteorites
sufficiently large to be observationally significant. Observing then the position of a
given body, in this case the moon with respect to the position of the other planets we
can infer the passage of absolute time with respect to this clock.
Once we have a model, the Scholium problem has been reduced to determining
all the unknowns given the observational data. Of these unknowns it is the velocities
and accelerations which enter into our model which introduce the greatest uncertainty.
In particular how do we determine say the velocity of a given particle or the rate of
change of an angular coordinate without an accurate clock? The approach is simply
to guess the initial values, in the example of the solar system astronomers used a ‘bad’
clock namely Sidereal time to obtain approximate values of the initial velocities. Then,
by performing a ‘fit’ to the data it is possible to determine the best solution to the
Scholium problem consistent with the data. This approach however is not without its
problems and in particular it is not clear whether a solution generated in this way can
also distinguish whether the solution is unique or not.
Nowadays we have two equivalently accurate choices for clocks, one based on quan-
tum mechanics the other on general relativity, namely atomic clocks and pulsars [117].
The atomic clock was first developed in the late 1950’s, interestingly the reason for
favouring the atomic clock over Ephemeris time was not because the atomic clock was
more accurate, rather the choice of atomic time over Ephemeris time was for practical
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reasons. The nature of astronomical observations make them quite inaccurate therefore
in order to make Ephemeris time comparable to atomic time it was necessary to use
the astronomical data collected since the beginning of the century.
Time standards based on both Atomic and pulsar clocks also face the issues that we
mentioned above and as such do not solve the Scholium problem in its full generality.
In fact atomic clocks raise an additional issue: they are modelled in quantum mechanics
and as such they provide a measure of the t in Schro¨dinger’s equation, which a` priori
has nothing to do with Newtonian time. It is therefore a curious case that in fact these
two time scales agree. Pulsars however do not face this issue since the correlation with
Newtonian time can be understood as the non-relativistic limit of general relativity,
the same case cannot be easily made for quantum mechanics although we do believe
this to be the case. The same comments can also be said for the time parameter in
quantum field theory and special relativity. This brings us to our next topic, namely
how time is treated in these two different dynamical theories.
9.6 Time and duration in different dynamical the-
ories
We have now seen the mathematical formulatation of the Scholium problem and deter-
mined what is required to solve this fundamental problem within Newtonian physics.
We arrived at this problem by asking what is an accurate clock? We would now like
to see how one might begin to consider this question in different dynamical theories
and in particular point out the unique challenges that we would face. The two theories
that are of particular importance are quantum mechanics and general relativity.
9.6.1 Quantum mechanics
The quantum mechanical version of the scholium problem can be approached in a
similar way to the Newtonian scholium problem, that is by defining an accurate clock.
By following such a procedure we will quickly see that the quantum scholium problem
share many similarities to the Newtonian Scholium problem. Just as in Newtonian
mechanics, quantum mechanics has a presupposed background absolute space with
respect to which true dynamics occurs. Our observations are however only relative
observations of this dynamics and one would like to see how we could deduce the true
dynamics given the observational data.
Let us see in a little more detail how this problem might be approached. Firstly
in the context of quantum mechanics an accurate clock is one which marches in step
with the t in the Schro¨dinger equation. Therefore an accurate clock is an observable
τˆ(X(t) whose expectation value obeys
τ = 〈τˆ(X(t))〉 = at+ b. (9.12)
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In order to find an observable τˆ(X(t) it is necessary to solve the quantum Scholium
problem. In particular, the starting point is the Schro¨dinger equation in an arbitrary
parametrization
i
dΨ
dτ
= N(τ)HˆΨ (9.13)
where N(τ) is again the lapse function defined by dt = Ndτ . Furthermore, we see that
just as in the Newtonian case (9.13) is defined with respect to an inertial frame which
again cannot be assumed to be given. In order to address this fundamental problem we
must again face the quantum Scholium problem, i.e. in order to identify the accuracy
of a clock we must relate an observers frame to an inertial frame of reference and in
addition identify all unknown constants such as the masses of the particles, Planck’s
constant h, etc. which enter into our theory.
In the philosophical and foundations community it is not uncommon to hear debates
surrounding the notion of time in quantum mechanics. In particular, why is it that time
is not an observable within quantum mechanics? But approached from the perspective
of the Scholium problem this does not seem so strange. In particular the situation is no
different to that found in Newtonian mechanics, time is simply an external parameter
within our theory, which is not directly observable.
Although the quantum version of the Scholium problem which we outlined above
share many of the similarities to that found in Newtonian mechanics, there are two
notable distinctions which we would like to point out. Firstly, what we have proposed
is in essence the construction of a clock observable from the dynamical degrees of
freedom within the theory. It is however well known that for any system governed by a
Hamiltonian Hˆ bounded from below no such observable τˆ(X) can be found to satisfy
(9.12). Yet everyday we make use of atomic clocks so precisely how does the observable
for an atomic clock relate to this theorem? Is the theorem violated? Or perhaps an
atomic clock does not satisfy (9.12).
Secondly, why is it that atomic clocks which are now the standard time keeping
device, and which march in step with Schro¨dinger time in fact also march in step with
Newton’s absolute time. Presumably this is because Newtonian mechanics is believed
to be the classical limit of quantum mechanics but what is the precise mechanism by
which this comes about. One could use an argument similar to that found in Ehrenfest’s
theorem [122], where it is shown that the expectations values of an observable satisfy
the classical equations of motion. The evolution of mean values however, does not
fully explain how we obtain classical Newtonian mechanics from quantum mechanics
and therefore cannot explain why these two time scales agree. The most promising
approach to date has been decoherence, which indeed would be an interesting research
avenue and have potential applications to quantum gravity in understanding how we
can obtain a very classical world from what we believe to be based on a very quantum
theory [123]. Alternatively, if we are limited to quantum theory, there may not be
a good argument for understanding how we obtain classical physics nor why these
two time scales agree rather this could indicate that a more universal theory which
reproduces both quantum mechanics and classical mechanics in various limits is the
cause.
The quantum Scholium problem also connects with many current research areas
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whose goal is to understand the nature of time in quantum mechanics and why the
quantisation of gravity has lead to the problem of time[124–128]. In particular it would
be interesting to see what light the quantum Scholium problem sheds on these research
areas.
9.6.2 General Relativity
In any introductory course in relativity it is standard practice to be taught it in terms
of an observer’s readings of rods and clocks. In particular, it is not uncommon to hear
statements along the lines of “the proper time λ corresponds to an observer’s readings
of a clock. . . ”. But what is meant by this in particular, precisely what readings does
λ correspond to? Presumably it corresponds to the readings of an accurate clock, if
so, how do we determine the clock’s accuracy when restricted to general relativity? In
order to address these questions we need to have a model for our clock. Fortunately
within special relativity or locally within general relativity for observers at rest, a simple
model can be constructed. Such observers can simply use the constancy of the speed
of light postulated within this theory to design an accurate clock, i.e. a light clock.
However, if one would like to predict the readings of a clock of an arbitrary observer or
implement a global positioning system, then we are faced by a very difficult problem
analogous to the Newtonian Scholium problem which we call the relativistic Scholium
problem.
Let us restrict our attention to general relativity and elaborate on the above com-
ments. The main difference in this context is that absolute time t in Newtonian ma-
chanics, which is a global parameter that all observers agree on (at least if all obsevers
had access to an accurate clock) is replaced by proper time λ which is operationally
interpreted as an observer’s readings of an ideal clock. If we would like to deal with
non-ideal clocks where we must determine the accuracy of such a clock or predict the
readings for some arbitrary observer then this would not suffice, we must use the laws
of general relativity. In particular, the proper time for an observer travelling along a
world line γ is represented as
λ =
∫
γ
√
gµν
dxµ
dλ
dxν
dλ
dλ (9.14)
where gµν(x) is the metric and corresponds to a solution of Einstein’s Field equations
encoding the spacetime geometry. The coordinates xµ correspond to an arbitrary choice
of coordinates and do not correspond to the physical readings of ‘rods’ and ‘clocks’.
This is a reflection of the fact that general relativity is generally covariant and hence
any observable within this theory is by construction independent of the choice of xµ.
This definition is therefore not operational.
Within this context there are two ways we can proceed: we could either assume a
spacetime geometry gµν and in this case the Scholium problem corresponds to relating
the arbitrary chosen coordinates xµ to some set of physical observables which corre-
sponds to say the positions of the particles6; or we could also require that we determine
6Note that this is not at odds with the principle of general covariance rather we should think of
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gµν given the observable data. The later of course is far more challenging since the
metric has 6 gauge invariant degrees of freedom for each spacetime point which must
be determined [129].
Let us address the simpler Scholium problem which in fact has important applica-
tions for the implementation of GPS technology. Hence given the importance of GPS
devices it is not surprising that this version of the Scholium problem has received some
attention, although perhaps not phrased in the language used in this paper. The idea
here is to model the local spacetime geometry around Earth by a suitable metric, for
example take the post-Newtonain approximation of the Schwarzschild geometry. The
goal is to relate the arbitrarily chosen coordinates to the physically observable bodies.
How this can be done however is rather subtle, one approach implemented by the IAU
is to align these to the directions of suitably chosen background-‘candles’, i.e. quasars
[117]. This choice would be suitable provided that one assumes that the background
is indeed asymptotically flat as well as assuming that the chosen objects are fixed. Al-
though for practical purposes this approach appears to be adequate, it does not address
the fundamental issue, in particular gµν is believed to only be an approximate solution
locally around Earth and hence one should not make reference to distant objects which
are clearly inconsistent with this assumption. In order to truly address this version
of the Scholium problem one should only rely on measurements of local bodies. One
possible way to approach this problem is as follows, given gµν one sends out a set of
satellites which are assumed to move along geodesics. Furthermore these satellites are
capable of communicating amongst themselves and have access to some clock. It may
then be possible for these satellites to implement a GPS-like protocol and establish the
world-lines of each satellite by determining the relative distances between each satellite
by sending signals between them and simultaneously determine the accuracy of each
on-board clock self-consistently. The second version of the Scholium problem where gµν
is unknown is far more difficult but also brings out many foundational issues relating
to observables within general relativity. We leave the details of precisely how one could
formulate and solve the relativistic Scholium problem to future research.
9.7 Conclusion
Our starting point was to determine in mathematically precise terms what do we mean
by time and duration? What do we mean by an accurate clock? We approached this
issue strictly within the context of Newtonian mechanics. We have showed that in
order to answer this question one is forced to face Newton’s Scholium problem. We
then developed a clear mathematical construction of this problem which to date has
never been formulated. Although we did not come to any satisfactory resolution to
this problem we hope that we have developed a frame work to begin such an analysis.
The Scholium problem has been debated for a long time. Historically its formu-
lation however has not been in terms of clocks, rather it has been in terms of the
this as an arbitrary gauge choice. See [129] for further details.
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famous debate by Newton and Mach, namely the absolute versus relational debate.
The standpoint of a relationalist is that only relative quantities are observable and
hence the existence of absolute space which does “by no means come under the obser-
vation of our senses” should be questioned. Indeed if a theory is to make empirically
meaningful statements about the world then the relationalist seems to have raised a
serious issue. The Scholium problem however precisely address this question, and we
can speculate that the reason the absolute versus relative debate has been such a long-
lasting issue is perhaps largely due to the fact that Newton’s Scholium problem has to
our knowledge never been satisfactorily solved.
On the other hand the usefulness of absolute theories is undeniable and an absolutist
may be content with a pragmatic approach and leave these issues to the philosophers to
sought out. But from the perspective of quantum gravity this may have serious physical
implications, indeed a physicist’s intuition regarding how to construct a viable theory
of quantum gravity is strongly swayed by their particular belief regarding this problem
and for this reason it is of importance to solve this long lasting problem.
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10
Tomography of a spin qubit in a double
quantum dot
10.1 Introduction
Quantum tomography is considered the gold standard for fully characterising quantum
systems, and in particular for characterising the quantum logic gates that form the
basic elements of a quantum computer.
In the standard formulation of process tomography [130], a quantum process is
characterised through the average statistics of an experiment wherein the unknown
process is applied to a system prepared in one of a tomographically complete set of
known input states, and the output is subjected to one of a tomographically complete
set of known measurements. Generally, the input states and measurements are assumed
to be pure and rank-1, respectively (an approximation that is quite reasonable in a
range of optical and atomic systems [131, 132]).
This situation in many solid state implementations of qubits is complicated by
two issues. First, one generally does not have access to either a tomographically-
complete set of state preparations or measurements in the system; in fact typically,
only preparations and measurements in a single basis (say the energy eigenbasis) can
be performed directly. Tomographically complete sets can be generated using transfor-
mations (gates) that change these bases, but fully characterising these basis-changing
gates through some form of tomographic methods is a bootstrapping problem. As an
illustration of the problem, consider how one would operationally define a direction on
the Bloch sphere of a qubit (say, the x-basis) in a system where the only preparations
and measurements are diagonal in the z-basis and where the operations used to rotate
into and out of this axis are subjected to both stochastic and systematic errors.
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The second complication is that these state preparations and measurements are of-
ten poorly approximated by pure states and projectors. In many solid state implemen-
tations of a qubit, state preparation and measurement (SPAM) errors are significantly
larger than gate errors, and so one requires a full characterisation of the SPAM errors
prior to performing process tomography. The effects of SPAM errors, and more broadly
the exploration of the effects of systematic and stochastic errors on tomography as well
as techniques to overcome these, has been the topic of several recent studies [133–137].
In this paper, we investigate a number of methods to perform quantum tomogra-
phy on a system subject to the constraints listed above. As a specific example we
will focus on the singlet-triplet qubit in a double quantum dot [138–140], building on
the result of Shulman et al. [141] by proposing general procedures to perform both
state and measurement tomography to characterise these elements for their use in pro-
cess tomography. We expect our results to be applicable (possibly with appropriate
modifications) to a broader range of solid state systems including other realisations
of qubits in semiconductors [142–146] and superconductors [147–149]. Specifically, we
introduce three distinct tomographic methods. The first, Method A, makes additional
assumptions about certain state preparations and measurements in order to constrain
the problem; these assumptions are unique to our spin qubit, but similar assumptions
may be natural in other realisations. Our second, Method B, uses a phenomenological
model for qubit evolution (which incorporates relevant noise processes) to provide fur-
ther constraints; again, this phenomenological model is specific to spin qubits, but this
method could be applied to other qubit realisations for which the evolution is under-
stood phenomenologically. Finally, our third method, Method C, uses additional state
preparations and measurements beyond the ‘standard’ tomographically complete one
in order to constrain the problem; we expect this method to be broadly applicable to all
qubit systems, and we show that this method has other advantages as well. Our work
complements a number of recent investigations into the tomographic characterisation
of spin qubit quantum devices [133, 141, 145, 150].
The outline for this paper is as follows. In Sec. 10.2, we describe the spin singlet-
triplet qubit in a double quantum dot that will serve as our model qubit system. We
turn to the construction of tomographically-complete sets of states and measurements
in Sec. 10.3, where we also provide three distinct recipes for tomography, each with
differing sets of assumptions, all of which fully characterise a tomographically-complete
set of state and measurement operators. We compare the convergence of these three
recipes. In Sec. 10.4, we numerically study the performance of process tomography
using the tomographically-complete sets of states and measurements used in each of the
three recipes. We show, perhaps not surprisingly, that the highest fidelity tomographic
reconstructions are obtained using a model for state and measurement tomography
with the fewest assumptions.
10.1.1 Mathematical elements of quantum tomography
We briefly review the standard formalism to describe general (mixed) quantum states,
generalized quantum measurements, and quantum processes. See Ref. [151] for details.
10.2 Spin singlet-triplet qubits 127
For a quantum system with finite-dimensional Hilbert space H, a quantum state is
described by a density matrix ρ, which is a hermitian, positive semi-definite matrix
satisfying Tr(ρ) = 1. Measurements of a qubit are often described as projections along
some direction on the Bloch sphere; a description of general noisy measurements in-
cludes errors in this measurement direction as well as stochastic errors where the wrong
(opposite) direction is identified. All such measurement errors can be described within
the framework of generalized measurements, which can describe noisy measurements in
the same way that density matrices describe noisy states. A generalized measurement
is formally expressed as a positive operator valued measure (POVM), i.e., a set {E(µ)}
of hermitian, positive semi-definite matrices E(µ) satisfying
∑M
µ=1 E
(µ) = I where µ
labels the measurement outcome µ = 1, . . . ,M and I is the identity matrix. Note
that, for two outcome measurements, a POVM consists of only two elements, E(1) and
E(2) = I −E(1); as such measurements are completely defined by the operator E(1), we
can describe the measurement using only this operator, and drop the label µ. If the
state ρ is subjected to a process E and then measured with the POVM described by
E, the probability p of obtaining the measurement outcome associated with E is given
by the Born rule p = Tr(E(ρ)E). Finally, any quantum process is described by a com-
pletely positive (CP) map E , which maps density operators to density operators, and
which should preserve the trace condition. A unitary evolution U , acting on quantum
states as ρ 7→ UρU−1, is a special case of such a quantum process.
10.2 Spin singlet-triplet qubits
In this section, we briefly review the details of the singlet-triplet spin qubit, following
Ref. [140]. This particular realisation of a qubit consists of the spin states of two
electrons trapped in a double quantum dot. The spin configurations of two electrons
each in separate dots spans a four-dimensional space, but a uniform in-plane magnetic
field B is applied along the z-axis to energetically separate the states |T+〉 = |↑↑〉 and
|T−〉 = |↓↓〉, leaving a two-dimensional space of spin configurations that will define the
qubit. The system is controlled by varying the detuning  ∝ VL − VR, where VL and
VR are the electrostatic potentials applied to each dot with L,R respectively labelling
the left and right dot. See Fig. 10.1.
10.2.1 Initialization and readout
With two electrons in the double dot, initialization of the spin states can be performed
using a large bias. Biasing the potential difference so that  > 0 first confines two
electrons in one of the two dots with charge configuration (0, 2), where the numbers
in parentheses labels the occupation number of electrons in the left and right dot
respectively. The Pauli-exclusion principle requires that the ground-state wave-function
is antisymmetric and hence the spins must be in the singlet state which we label as
|S(0, 2)〉 = 1√
2
(|↑↓〉 − |↓↑〉). By adiabatically mapping  from this initialisation point
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Figure 10.1: The Bloch sphere is defined at the point labelled BS , where we have plotted
the energy levels as a function of  the gate voltage. The z-basis corresponds to the energy
eigenstates of the Hamiltonian at the point BS .
M to a point  < 0 it is possible to have one electron tunnel to the second dot such
that the state |S(0, 2)〉 7→ |S(1, 1)〉 ≡ |S〉 without affecting the spin configuration.
Readout of the spin state can also be performed by using a large bias together
with charge sensing (e.g., via a neighbouring quantum point contact (QPC)) [152]. By
slowly increasing the detuning to a large value M , the state |S(1, 1)〉 is adiabatically
mapped to |S(0, 2)〉, and an electron charge moves from the left to the right dot.
The triplet states do not result in the motion of an electron charge, due to Pauli
exclusion. Thus, by distinguishing these charge configurations with a nearby charge
sensor, this spin-dependent charge transfer results in a single-shot measurement of the
spin configuration.
10.2.2 The qubit Bloch sphere and Hamiltonian
The qubit is defined by the two-dimensional space spanned by the |S〉 and the triplet
state |T0〉 = 1√2 (|↑↓〉+ |↓↑〉). We note, however, that the charge configuration of these
states depends explicitly on the value of the detuning . As we change  we also
change the energetics of the system (i.e., we change the Hamiltonian). It is helpful,
and conceptually clearest, to define our qubit and hence our Bloch sphere for a fixed
value  = BS, where the preparation, evolution and subsequent measurement of our
states are all defined relative to this point. At this point BS, we will define the
z-axis of the Bloch sphere to be the energy eigenbasis of the system’s Hamiltonian;
specifically, |0〉 ' |S〉 to be the ground state (with singlet character) and |1〉 ' |T0〉 the
excited state (with triplet character). These energy eigenstates are not precisely spin
singlets/triplets, due to an additional term in the Hamiltonian which we now describe.
Along with the exchange interaction between electrons in the two dots, controlled
by the detuning , the qubit’s energetics will be affected by any gradient ∆B in the
magnetic field. The presence of this gradient field is necessary in order to be able to
coherently manipulate the qubit state around two linearly independent directions on
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the Bloch sphere. As was demonstrated in Foletti et al. [140], the presence of a fixed
and constant magnetic gradient field allows arbitrary qubit operations to be performed
by simply controlling the detuning parameter . The Hamiltonian for this qubit can
be expressed as
Hˆ() = J˜()σˆz + ω˜σˆx (10.1)
where σˆi are the Pauli matrices, J˜() ≈ J() + δJ and ω˜ ≈ ω + δω for ω ≡ gµB∆B.
The quantity δJ represent the errors in the pulses controlling the gate voltages and δω
arises from random fluctuations in the magnetic field gradient. For each value of  this
Hamiltonian generates rotations approximately around an -dependent axis at a rate
Ω ≈ √J2 + ω2. We therefore see that it is possible to achieve arbitrary qubit rotations
by simply controlling the gate voltages.
We see, then, that if the z-axis of Bloch sphere is defined by the energy eigenbasis
at some value of detuning BS, the precise spin nature of the energy eigenstates |0〉
and |1〉 will be determined by the ratio of J(BS) and the gradient field ω. We choose
a value of BS such that J(BS)  ω, so that the ground state |0〉 ' |S〉 has singlet
character and |1〉 ' |T0〉 has triplet character. With this choice, the above-described
methods for state initialization and readout can accurately prepare and measure in
this basis, as states can be quickly mapped to the large value of detuning while still
maintaining the adiabatic condition. We also note that the gradient field implicitly
defines the x-axis of the Bloch sphere for our qubit; we return to this precise definition
later.
10.2.3 Types of noise
It is useful to classify errors associated with our state preparations and measurements
into two distinct types:
• Stochastic errors resulting from the system coupling to an environment and de-
cohering.
• Systematic errors associated with over- and under-rotations of bases, leading to
biases in the state or measurement direction on the Bloch sphere. (Such errors
are sometimes referred to as unitary errors.)
For example, in attempting to prepare the x-state |+〉, stochastic errors will result in
a mixed state described by a Bloch vector ~r with length |~r| < 1, and systematic errors
will result in the direction of this Bloch vector being non-parallel to the x-axis.
The systematic errors will be modelled by fixed but randomly determined energies
J and ω in the system Hamiltonian, while stochastic errors will be modelled by white
noise fluctuations δJ and δω in those same parameters. Note that, more generally,
we could consider a noise spectrum that acts at a range of frequencies, describing a
non-Markovian interaction with an environment. Systematic errors as defined above
are the zero-frequency component, whereas Markovian stochastic errors correspond to
a white spectrum. Practically, this would mean that some errors may appear stochastic
when describing long-time experiments, but systematic on very short time scales. A
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fully general analysis of this situation is beyond the scope of this work, and we restrict
our attention to the classification of noise described above.
The stochastic noise associated with δJ and δω in the Hamiltonian (10.1) results in
a decohering map which, due to the white noise approximation, leads to exponential
decay in qubit coherence as described by a Bloch equation with a decoherence time T2
determined by the noise power. The qubit evolution in this case can be represented by
a Lindblad master equation which at BS takes the form
ρ˙ = i
Ω
2
[σˆz, ρ] +
1
2T2
(σˆzρσˆz − ρ). (10.2)
The evolution has two parameters, the rotation rate Ω (which depends on BS through
the values of J and ∆B at this point) and the T2 decoherence time.
10.3 Tomography for states and measurements
The standard methods of process tomography make use of a tomographically complete
set of states and measurements. However, as we’ve described the singlet-triplet qubit
so far, we have only discussed how to initialize the qubit in one particular state, and
how to measure in a single basis, and in addition both the initialization and readout
will be affected significantly by noise. In this section, we describe how to build up
a tomographically complete set of states and measurements using qubit evolutions
that introduce both systematic and stochastic errors, and then present tomographic
procedures to quantify these errors in a self-consistent way.
10.3.1 Tomographically complete sets of states and measure-
ments
For a single qubit, the standard tomographically-complete set of states and measure-
ments includes preparations of +x,+y,+z eigenstates as well as projective measure-
ments in the x, y, z bases. As we will make use of noisy (full rank) state and measure-
ment operators, we require an additional state to fix the overall normalization. We use
the additional state −z for this purpose. In this section, we first discuss noisy prepara-
tion and measurement in the z-basis, and then further preparations and measurements
in different bases to complete a tomographically-complete set of 4 states and 3 mea-
surements. Using the techniques of Ref. [140], we describe first how to prepare states
and measurements that are diagonal in the z-basis, then states that are approximately
+x eigenstates, and finally describe the most general states and measurements.
Initialization and measurement in the z-basis
The initialization process described in Sec. 10.2 provides our starting point. As the
energy eigenbasis defines the Bloch sphere, there are no systematic errors in this state
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preparation. However, we can allow the possibility of stochastic errors due to imprecise
relaxation to the ground state. That is, our initialization leads to a state described as
ρ+z = (1− ε)|0〉〈0|+ ε|1〉〈1| (10.3)
where ε is a free, unknown parameter describing the noise associated with this prepa-
ration. (Recall that |0〉 , |1〉 are the energy eigenbasis of the qubit at BS.)
The readout performs a measurement that is also, by definition, along the z-axis.
However, it will not in general be well described by a projective measurement, as there
will be stochastic errors. We describe this measurement by the effect (POVM operator)
E+z, diagonal in the z-basis, as
E+z = (1− ε0)|0〉〈0|+ ε1|1〉〈1|
=
1
2
(1 + (ε1 − ε0))Iˆ + 1
2
(1 + (ε1 + ε0))σˆz . (10.4)
The operator E+z describes the measurement outcome “0”, i.e., the singlet outcome.
(The “1” measurement outcome is associated with the operator I−E+z.) The parame-
ter ε0 describes the probability that the measurement will signal the outcome “1” when
the state was actually |0〉, and ε1 describes the independent probability of signalling
the outcome “0” when the state was actually |1〉.
We therefore have 3 unknown noise parameters, one for ρ+z and two for E+z.
However, only two of these are independently observable, even in principle, if ρ+z
and E+z are the only states and measurements that can be performed on the double
quantum dot system. (All other states and measurements correspond to a coherent
evolution together with these.) Using this fact and that ρ+z and E+z are both diagonal
in the same basis, it is straightforward to show that under an arbitrary evolution of
ρ+z it is impossible to distinguish all three parameters. We can therefore eliminate one
of the three noise parameters by redefining the remaining two without affecting the
measurement statistics. Therefore, without loss of generality we will choose ρ+z to be
a pure state (that is, choose ε = 0),
ρ+z = |0〉〈0| = 1
2
Iˆ ± 1
2
σˆz . (10.5)
The corresponding measurement will therefore still be of the form (10.4) but now with
different values for ε0 and ε1. We will illustrate the preparation and measurement by
the -pulse sequences illustrated in Fig. 10.2. Note that these parameters will in general
depend on the choice of BS.
Initialization in the x-basis
The magnetic field gradient ∆B in the Hamiltonian of Eq. (10.1) provides a different
direction on the Bloch sphere than z, and allows us to define the x-axis of the Bloch
sphere as follows. Performing an initialization where the |S(0, 2)〉 singlet is brought
adiabatically to the point where J() = 0 can be used to prepare an eigenstate of this
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Figure 10.2: Schematic illustration of the  pulse sequence for the z preparation and
measurement as a function of time t. The pulse starts at the measurement point M and
rapidly but adiabatically ramps down to the qubit point BS . See Ref. [140] for details.
Hamiltonian term, and rapidly switching the detuning to BS completes the initializa-
tion; see Fig. 10.3(a). We define this state ρ+x to be real, i.e., its Bloch vector lies in
the x−z plane; in general, systematic errors due to the implementation of the control
pulse will mean this state is not precisely aligned with the x-axis. We can therefore
represent ρ+x by
ρ+x =
1
2
I +
1
2
(
r(2)x σx + r
(2)
z σz
)
. (10.6)
where r
(2)
x and r
(2)
z are the Bloch sphere components constrained such that (r
(2)
x )2 +
(r
(2)
z )2 ≤ 1. (Here, the superscript (2) denotes that this is our second independent
preparation.) We emphasise that the above equation is a completely general expression
for the form of the +x preparation, regardless of the specific method (pulse sequence)
used to generate it.
The remaining states and measurements
For process tomography, we require at least four states ρi, i = 1, 2, 3, 4 and three
measurements Ej, j = 1, 2, 3. With ρ1 = ρ+z, ρ2 = ρ+x and E1 = E+z as defined
above, we still require at least two or more additional states ρi for i = 3, 4, . . ., and
at least two additional measurements Ej for j = 2, 3, . . .. In general, these states will
have both stochastic and systematic errors.
Additional states can be initialized by reducing J() to zero, or any nonzero value,
and allowing the qubit to evolve prior to switching back to the point BS. Rather than
attempting to describe the effect of such pulse sequences, we leave the form of these
initializations completely general, represented as an arbitrary qubit density operator
as
ρi =
1
2
I +
1
2
3∑
a=1
r(i)a σa (10.7)
where each state i has three unknown parameters r
(i)
a for a = 1, 2, 3 corresponding to
the x, y, and z components of the Bloch vector. The value in parentheses labels the
different state preparations, i = 3, 4, . . ..
Similarly any additional measurements are also left completely general and are
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(a) (b)
Figure 10.3: Schematic illustration of the pulse sequence for the (a) +x and (b) +y
preparation and measurement.
explicitly represented as
Ej =
1
2
(1− (ε1 − ε0)) I + 1
2
(1− (ε1 + ε0))
3∑
a=1
R(j)a σa (10.8)
where the unknowns are the 2 noise parameters ε0,1, the three measurement parameters
R
(j)
a for a = 1, 2, 3, and again where the value in parentheses labels the different mea-
surements j = 2, 3, . . .. Note that we retain the z-axis measurement noise parameters
ε0,1, because any measurement on this system correspond to an evolution subsequently
followed by the original E+z measurement. However, additional stochastic noise is in-
cluded in this description as well, represented by the possibility that
∑
a=13 R
(j)
a can be
less than unity. In order for these to correspond to physical states and measurements
they must be constrained such that
∑3
a=1 r
(i)
a ≤ 1 and ∑3a=1R(j)a ≤ 1, where equality
denotes pure states and projective measurements. The pulse sequences for these states
and measurements are illustrated in Fig. 10.3.
10.3.2 Characterising the states and measurements
The task of characterising the states and measurements is now reduced to simply
determining the unknown parameters for an informationally complete set of states and
measurements. In order to identify these unknowns, one would collect statistics from
preparing and then measuring in all combinations of states and measurements, and
then fit the unknown parameters to the data for example by using maximum likelihood
estimation (MLE). Unfortunately, to characterise a minimal set, i.e., only 4 states and
3 measurements, we have 16 unknown parameters to determine, and the statistics from
measuring these 4 states with 3 measurements will only give 12 independent pieces of
data. We therefore will either require additional assumptions to restrict the number of
free parameters, or additional states and measurements to provide more independent
statistics.
We define and compare three different methods for this, each based on a different
approach.
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Method A – additional assumptions
We reduce the number of unknown parameters by making additional assumptions about
the form of the states and measurements. One natural assumption is that the measure-
ments E2,3 do not have any additional stochastic errors apart from those due to the
underlying E+z measurement, described by ε0,1. (The measurements can still possess
arbitrary systematic errors.) This assumption corresponds to enforcing the additional
constraints
∑3
a=1(R
(j)
a )2 = 1 for j = 2, 3 which eliminates 1 unknown for each mea-
surement, yielding a total of 13 unknown parameters in the model. Another natural
assumption is that the measurement E2, which uses an inverted pulse sequence to that
used in the ρ+x initialization, is similarly constrained to the x− z plane on the Bloch
sphere, i.e., enforcing R
(2)
3 = 0. This additional assumption reduces the total number of
unknown parameters in the model to 12, precisely equal to the number of independent
data we can obtain.
We note these assumptions are particular to our singlet-triplet qubit system. To
apply this method to other qubit realisations, one would need to identify a similar
number of ‘natural’ assumptions to constrain the problem, and we note that this may
not be possible in all situations.
Method B – using free evolution
As an alternative method, we can avoid making additional assumptions on the form of
our states and measurements, and follow the general approach of Shulman et al., [141].
In this approach, we obtain additional data by allowing the qubit to evolve freely for
some time between the state initialization and the measurement. By fitting the evolu-
tion to a simple phenomenological model with few free parameters, we can constrain
the parameters of all states and measurements in our tomographically-complete set.
We consider allowing the qubit to evolve freely for various times between the prepa-
rations and measurements. This will introduce additional unknown parameters asso-
ciated with the evolution. In order to reduce the number of unknown parameters
introduced, we will evolve the states under the Hamiltonian defined at the qubit point,
i.e., at BS, and to a good approximation the evolution corresponds to rotations around
the z-axis with some decay towards the z-axis. Specifically, we model evolution of an
arbitrary quantum state ρ by the Lindblad master equation of Eq. (10.2). This model
introduces two unknown parameters: the rotation rate Ω and the T2 coherence time.
The solution is given by
ρ(t) = 1
2
(
1 + e−t/T2 cos Ωt
)
ρ(0)
+ 1
2
(
1− e−t/T2 cos Ωt)σzρ(0)σz
+ i
2
e−t/T2 sin Ωt [σz, ρ(0)] . (10.9)
We will take the above form of ρ(t) as an ansatz for the state obtained by initializing
the qubit as ρ(0) and then allowing it to evolve freely for time t. The conditional
probability pj|i = P(Ej|ρi(t)) for obtaining the measurement outcome Ej given the
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initial state ρi and an evolution time t takes the form
pj|i(t) = ai,j + e−t/T2 (bi,j cos(Ωt)− ci,j sin(Ωt)) (10.10)
We note that this method can be modified, in particular in the form of the decoher-
ence, if the qubit evolution is more accurately modelled by an alternative parametri-
sation. For example, in a non-Markovian noise environment, other non-exponential
decay envelopes may be more appropriate. We emphasise that any such model forms
an assumption on which this method is based.
With this evolution, we can constrain all of the parameters in our tomographically-
complete sets of states and measurements, as well as the additional free parameters in
the above evolution, by allowing the qubit to evolve for a number of finite timesteps tk
between the various qubit initializations and the subsequent measurements. We note,
however, that this method is based on the assumption of qubit evolution according
to the above ansatz. This Method B can be adapted to other qubit systems using a
phenomenological evolution appropriate to that qubit and its noise environment.
Method C – more states and measurements
Finally, as a third method, we investigate how we can add additional states ρi and
measurements Ej beyond the minimal tomographically complete set in order to further
constrain the parameters of our fit. The number of unknown parameters introduced by
adding K additional states and measurements grows linearly with K; specifically, we
introduce 6 new parameters for each state and measurement pair using the completely
general forms of (10.7) and (10.8). Performing all possible combinations of state ini-
tialization and measurement in an experiment, the amount of independent data grows
quadratically in K. Therefore, provided we introduce a sufficient numbers of state and
measurement pairs we can always collect a sufficient set of independent data to deter-
mine all unknown parameters without the need of evolving our states or introducing any
other assumptions. In our case, it suffices to make use of a total of 5 state and measure-
ment pairs: that is, 4 states and 3 measurements from our tomographically-complete
sets, plus 1 more arbitrary state and 2 more arbitrary measurements. Therefore, we
would have 25 unknown parameters and exactly 25 independent measurements with
the probabilities given by pj|i = P(Ej|ρi).
We emphasise that, unlike methods A and B above, this method introduces no
additional assumptions; beyond the z-basis state and measurement, all other states
and measurements are completely free and arbitrary. As a result, Method C is broadly
applicable to all qubit realisations that possess a common z-basis state preparation
and measurement.
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10.3.3 Tomography and the state and measurement recon-
structions
We now describe how experimental data following the above three methods can be
used to reconstruct the parameters of the states and measurements, therefore provid-
ing an accurate estimate of these states and measurements for future use in process
tomography.
Let us first consider Method B, which requires qubit evolution. We select M equally
spaced intervals of time tk, k = 1, . . . ,M . For each state i = 1, 2, 3, 4, measurement
j = 1, 2, 3, and time tk, k = 1, . . . ,M , we generate a set of data corresponding to the
conditional probabilities (10.10) which corresponds to preparing the state ρi evolving
for a fixed period of time tk and measuring Ej. This is repeated N times with nj|i(tk)
positive outcomes. The statistics are labelled by the measurement i, the initial state j
and the time t with a frequency p˜j|i(tk) = nj|i(t)/N . The 12 data sets are then collected
and likelihood function L for the 12 conditional probabilities (10.10) is maximized over
the parameter space to determine the best fit. Although p˜j|i(tk) will be distributed
binomially, for sufficiently large N we can approximate this by a normal distribution.
The log-likelihood becomes
− lnL =
∑
i,j
M∑
k=1
1
σijk
(
Tr(Ejρi(tk))− p˜j|i(tk)
)2
where σijk =
√
Np˜j|i(tk)(1− p˜j|i(tk)) are the errors associated with the measurements.
Minimizing − lnL we obtain the best fit values of the 16 unknown parameters char-
acterising the states and measurements and the two evolution parameters Ω and T2.
Note that if the reconstructed states or measurements were found to be unphysical
then they should be corrected for in the standard manner [131].
For methods A and C the situation is considerably simpler. For both methods, as
the measurement frequencies p˜j|i = nj|i/N completely constrain the unknown parame-
ters, we similarly construct − lnL and minimize over all parameters to determine the
states.
We emphasize that the fit in all cases is of the conditional probabilities pj|i =
Tr(Ejρi), which are non-linear functions of the unknown parameters. Therefore, to
achieve a good fit, in practice we require a reasonable initial estimate.
10.3.4 Simulations of state and measurement tomography
We now will explore how the above methods behave using simulated data, and compare
the relative accuracy and convergence of the three methods.
The assumptions used in these methods provide a fundamental problem in doing
simulations. Both Methods A and B make explicit use of assumptions: Method A
makes assumptions about some of the state initializations and measurements, and
Method B makes assumptions about the free evolution of the qubit. In our simulations
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(as with actual experiments) the performance of these methods will obviously depend
on the accuracy of these assumptions. In the following, we describe simulations for
which the assumptions of Method A are explicitly violated, but the assumptions of
Method B are obeyed, and we compare these methods in light of this.
In our simulations, the values of the unknown parameters in the states and mea-
surements were selected with systematic errors described by inaccuracies in the mea-
surement directions on the Bloch sphere of ∼ 10◦ and stochastic errors ∼ 0.05, which
roughly corresponds to those found in Ref. [140]. Note the results presented here in do
not depend significantly on the particular choice of parameters. In particular all the
measurements have additional noise, and the x-measurement E2 is not constrained to
lie in the x−z plane as assumed by Method A. Also in our simulations, qubit evolution
is modelled by the Lindblad master equation of Eq. (10.2); therefore this assumption in
Method B is precisely obeyed in our simulation. The minimization of the log likelihood
is performed using Minuit, a minimization routine in the ROOT library developed by
CERN.
If we compare how quickly the systematic errors for the measurements converge to
the true values, Fig. 10.4(a), we find that at least for sufficiently small stochastic errors
in the true measurements (. 0.05) the systematic errors converge to the true errors
at exactly the same rates for N . 106. However, for N larger we see that method
A obtains a lower limit on the accuracy of the systematic errors. We find through
simulations that this lower limit on the accuracy is primarily due to the inaccurate
assumption about the stochastic errors on measurement j = 2, 3 and not the inaccurate
assumption that the x-measurement lies in the x−z plane.
In Fig. 10.4(b), we compare the convergence of the reconstructed states to the true
states, as quantified by the fidelity F (ρesti , ρi). For both methods B and C we find
that the reconstructed state converges to the true state at a rate ∝ N−1. For method
A we find that for small N . 100 the reconstructed state converges at approximately
the same rate, however for N larger we find that the fidelity reaches a lower bound
of the order 10−3. This lower limit is set by the stochastic errors associated with the
measurements which were assumed to be sufficiently small that they can be ignored.
We note that Method C performs better on average than B by a constant factor (about
a factor of 5), although the spread in this performance is significant. (Note that the
data in Fig. 10.4(b) has been averaged over 10 runs per point to highlight this difference
in average-case performance.)
As mentioned above, given that the conditional probabilities pj|i = Tr(Ejρi) are
non-linear functions of the unknown parameters, to achieve a good fit we in practice
require a reasonable initial estimate. Here, we found that method B was the most sta-
ble and in practice one could be completely ignorant about all of the parameters and
still achieve a reasonable fit to the data. This is primarily because the extra evolution-
ary degrees of freedom reduce the parameter space compatible with the data. (This
stability suggests that one may wish to increase the number of states and measurements
in method C beyond the minimum required, in order to obtain similar stability.) For
methods A and C this is not the case, and we require a reasonable approximation to
the true states and measurements, for example we found that it was necessary to take
ρ2 to be approximately |+〉〈+|, likewise for any additional states in order to achieve a
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Figure 10.4: Comparison of state and measurement reconstruction for method A (green),
B (blue) and C (red). (a) The convergence of a systematic error for the measurement Ex.
Here, α is the angular separation between the vector R2i and the true measurement with
respect to the total number of measurements N . (b) The infidelity 1 − F between the true
state ρ1 and reconstructed state ρest1 . The data has been averaged over 10 runs per point in
order to highlight the difference in average-case performance of Methods B and C.
reasonable fit. Finally method A was the most sensitive to the initial conditions and
for a fair comparison we have plotted the data with initial parameters to be within
1%−2% of their true value.
10.4 Process tomography
The methods described in the previous section provide estimates (reconstructions) of a
tomographically-complete set of states and measurements, which can subsequently be
used to perform process tomography. Here, we investigate the performance of process
tomography based on these reconstructions.
As an example, we consider process tomography of a noisy implementation of the
Hadamard gate. The Hadamard gate is unitary, but any experimental implementation
will have both stochastic and systematic errors. The resulting evolution is therefore
a CP map E , which we would like to estimate. We will use our tomographically-
complete sets of states {ρi} and measurements {Ej}, reconstructed to some accuracy
as parameterised by the number of measurements NSPAM. Process tomography then
follows the standard procedure [151], however with the added complication that the
states and measurements are nonorthogonal and noisy.
For each state i and measurement j, we collect statistics from N experiments where
the input state ρi is acted upon by the gate E and subsequently measured with Ej.
The relative frequencies, p˜j|i = nij/N , which are estimates of the quantum mechanical
probabilities pj|i = p(Ej|E(ρi)). Given our estimates for ρi and Ej obtained through
state and measurement tomography, we can reconstruct the process E .
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For the numerical implementation of this reconstruction, it is useful to consider the
Choi state ρErec associated with this process. Recall that, for a qubit, the Choi state
for a process E is given by ρE = [I ⊗ E ](|Φ+〉〈Φ+|), where |Φ+〉 = 1/
√
2(|00〉 + |11〉).
In practice this simple inversion using the Born rule will typically yield an unphysical
Choi state. A standard method to obtain only physical Choi states is to perform MLE
on the reconstructed state ρErec constrained to the set of physical Choi states. There
are two conditions that a physical Choi state must satisfy
1. it must be an Hermitian, Tr ρE = 1, positive semi-definite operator, i.e., 〈ψ| ρE |ψ〉 ≥
0 for any |ψ〉.
2. The partial trace over subsystem B should yield the maximally mixed state, i.e.,
TrB(ρE) = 12IA.
The first condition will be enforced by choosing a suitable parametrization for positive
semi-definite states. Namely, the Cholesky decomposition where ρE = T †T/Tr(T †T )
where T is a lower triangular complex matrix which has 16 degrees of freedom ti, i =
1, 2, . . . , 16 [131]. The second condition can now be expressed as a set of 4 constraints
on the parameters ti, Ci(ti) = 0, for i = 1, . . . , 4.
In order to perform maximum likelihood estimation, we construct the likelihood
function L by considering an operator basis of 16 elements formed by the tensor product
Mij = Mi⊗Mj where Mi are an operator basis for a qubit (for example, the Pauli spin
matrices). We define pij and qij to be tho components of the reconstructed operator
ρErec and the physical Choi state ρEest . The resulting log-likelihood function is
− lnL = N
∑
ij
(pij − qij)2
qij(1− qij)
where pij = Tr(MijρErec) and qij = Tr(MijρEest). As is standard practice we have ignored
the normalisation constant which enters into the likelihood function [131]. We would
now like to minimize − lnL over the parameters ti whilst enforcing the constraints
Ci = 0. In order to enforce these constraints we will follow a procedure similar to that
of Ref. [153]. We can turn this into an unconstrained problem by following what is
called the augmented Lagrangian method where we add a penalty function to − lnL
[154]
L(t1, t2, . . .) = − lnL+
4∑
i=1
(
λiCi +
µ
2
C2i
)
(10.11)
where in optimization theory L is called the Lagrangian function. The minimization
of L follows an iterative procedure where λi and µ are appropriately chosen constants
which are updated after each minimization. The advantage of this method is that the
solutions do not depend strongly on the initial guess and will converge to the mini-
mum in a finite number of iterations (here we found that 5 iterations were sufficient).
Minimizing L over the set of parameters ti results in the closest physical Choi state
consistent with the data satisfying conditions 1 and 2 [155].
We performed simulations of process tomography for the Hadamard gate, using the
Choi matrix obtained by integrating a variant of the master equation (10.2) using a
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rotation axis corresponding to J/ω ≈ 1 for a period of time t ≈ pi/Ω. In a well-designed
process tomography scheme, our estimate ρEest should converge to the true state ρE as
N → ∞. However, we can expect that reconstruction errors in our estimates of the
states and measurements used in this process tomography will affect this convergence
to the true value. This is borne out in our simulations; see Fig. 10.5(d). Comparing
the fidelity of the estimated state to the true state F (ρEest , ρE) we see that all methods
lead to process tomography that initially converges at a rate proportional to N−1.
However, for large N the errors do not converge to zero, but saturate at a nonzero
lower bound determined by the accuracy of the state and measurement tomography.
For example, using NSPAM = 10
6 to characterise the states and measurements (a value
of NSPAM for which the estimates obtained in method A for state and measurement
begin to saturate, see Fig. 10.4), we find that our process tomography stops improving
after about N & 105. Note that this effect of the state and measurement errors on
process tomography was also observed in Ref. [135]. If, however, we perform state and
measurement tomography with NSPAM = 10
9 (a value for which the estimates using
method A have long since saturated, but methods B and C are still improving), we see
that the process tomography fidelities for methods B and C improve, converging as
would be predicted, however method A remains saturated at this limit. This example
clearly demonstrates the dependence of process tomography on state and measurement
tomography.
10.5 Conclusion
Quantum process tomography has become the gold standard for benchmarking quan-
tum gates, in part because it constitutes a general method for characterising arbi-
trary processes without making unnecessary assumptions. However, as applied in the
past, substantial assumptions have been made about the form of the tomographically-
complete set of states and measurements used for performing process tomography.
These assumptions, while possibly well-justified in optical and atomic systems, are
inappropriate for most solid-state implementations.
We have presented and analysed numerically a range of methods for process to-
mography where these assumptions are relaxed or avoided altogether. We showed
that out of these methods, the one without any assumptions about the form of the
tomographically-complete set of states and measurements (Method C) leads to the
most efficient process tomography. We note that our technique is related in spirit to
the self-consistent tomography approach of Ref. [135]. The key distinction between the
two is that we first characterise our tomographically-complete states and measurements
prior to initiating standard process tomography, with a relatively simple optimisation,
whereas their approach performs a unified estimation of all gates, including those that
could be used for state preparation and measurement in different bases, all at the same
time. Our work is relevant not just for the singlet-triplet qubit but for any system
which has large SPAM errors.
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Figure 10.5: Process fidelities for the Hadamard gate, reconstructed using states and
measurements characterised from method A (green), B (blue), and C (red). (a),(b) the
infidelity between the ideal unitary ρU and the reconstructed process ρEest based on state
and measurement tomography obtained for NSPAM = 106 (a) and NSPAM = 109 (b) total
measurements respectively. The solid line represents the fidelity between the true process and
the ideal Hadamard gate; process tomography estimates should converge to this line. (c),(d)
the fidelity between the true E and reconstructed process Eest, again for NSPAM = 106 (c)
and NSPAM = 109 (d) total measurements respectively. These process tomography estimates
should improve continuously as 1/
√
N . The data has been averaged over 10 runs per point.
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11
The future of relativistic quantum
information theory
This thesis explored a diverse range of topics ranging from the philosophical founda-
tions of physics regarding time and duration in Chapter 9, to the other extreme being
grounded in experiments where we explored how to identify the state of a qubit in solid
state systems, in Chapter 10.
In Chapter 9 we showed that in order to truly understand the nature of absolute
time we are forced to solve the Newton Scholium problem. Furthermore this problem
is not confined to Newtonian mechanics or other absolute theories such as quantum
mechanics, rather it is a general problem that occurs in any physical theory and one
that deserves more attention especially in light of the challenges which we face in the
quantization of gravity.
The problems faced in Chapter 10 were more tractable than the Scholium prob-
lem, specifically we were concerned with performing tomography on systems which
suffer from large state preparation and measurement errors . We presented and anal-
ysed numerically a range of methods for process tomography by first characterising
a tomographically-complete set of state preparations and measurements and subse-
quently using these for process tomography. The key to achieving this was to simultane-
ously characterise both the tomographically-complete set of states and measurements.
Interestingly the most efficient method made use of a tomgraphically over-complete
set of states and measurements and has important implications for a broad range of
spin-qubit quantum devices which face these issues.
The main field of research was somewhere in between these two extremes: we took
an operational approach exploring the foundational connections between relativity and
quantum information theory. The goal was to address the following criteria
1. Develop a geometric formulation of quantum information theory compatible with
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general relativity.
2. Probe gravity with quantum test particles, namely qubits, to understand how
the quantum nature of matter and gravity ‘interact’
Through the guidance of these two principles the hope was that we can gain some
insight into how nature unifies quantum theory with general relativity. This formalism
which is aimed at systems which are experimentally accessible, provides the foundations
to test the quantum nature of matter in regimes where gravity can no longer be ignored.
This could potentially point to how relativity and quantum theory should be unified.
In particular, we systematically approached a vast range of topics from the evolution
of quantum states in curved spacetime, to an exploration of the non-classical aspects of
quantum theory, such as superpostions and entanglement even the effects of relativistic
measurements. Of particular importance to the current discussion we showed that in
fact quantum information theory is completely compatible with relativity provided that
we modify our notion of unitarity, which we can think of as a geometrical modification
to quantum information theory.1
Looking back what exactly were we trying to achieve? What does this framework
buy us? It is my belief that the road to quantum gravity will come from experiment,
and it seems reasonable to expect that such experiments should combined aspects
of both quantum mechanics and gravity. In this light, it would be interesting to
investigate what experiments would be fruitful. Perhaps there are experiments which
could utilise powerful quantum information techniques improving the current tests of
general relativity. For example, given that there is a rather large family of gravitational
theories compatible with current experiments one interesting research avenue may be to
explore the possibility that general relativity is only really an approximation to a deeper
more fundamental (though still classical) theory, which potentially does not face the
difficulties that general relativity faces in quantization, as discussed in detail in Chapter
8. Conversely perhaps general relativity can shed some light on the foundations of
quantum theory, for example there may be certain interpretations of quantum theory
that are simply incompatible with the principles of relativity. These questions have
only been explored for a limited class of scenarios and I believe that it would be a
fruitful avenue of research.
One particularly interesting scenario which brings together the topics presented in
this thesis has been proposed in [156]. In this scenario the author asks what happens
when we take a massive state and place it in a spatial superpositions of being in position
x with wave-function |ψx〉 and being in position −x with wave-function |ψ−x〉? We can
immediately see that if we consider now the state of the gravitational field for each
component of the superpostion, denoted |Gx〉 and |G−x〉 we see that the full state is
in fact an entangled state between the gravitational degrees of freedom contained in
|G±x〉 and the degrees of freedom contained in |ψ±x〉. Explicitly we have
|Ψ〉 = λ |ψx〉 |Gx〉+ µ |ψ−x〉 |G−x〉 (11.1)
1In comparison the Wigner formalism suggests that one cannot unify quantum information theory
with relativity without sacrificing the relativity principle.
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We can now ask a basic elementary question, namely, how does this state evolve? Given
that in general relativity the time parameter is a measure of the local gravitational field,
it is not clear how this question should be addressed, given that the gravitational field
is ill defined. Furthermore since there is no clear mathematical framework, namely a
theory of quantum gravity, to define the gravitational degrees of freedom |G±x〉 it is
hard to see how we can come to any satisfactory answer to this question, although it
has been suggested that decoherence plays a fundamental role and estimates for the
rate of decoherence have been suggested and could perhaps be within experimental
reach in the foreseeable future [156].
If this scenario could be experimentally probed it would provide deep insight into
how we might in fact quantize gravity. In this light I believe the topics explored
in this thesis have important conceptual as well as possible practical implications in
the consideration of such experiments. Firstly at a very basic level one will require a
scheme to perform quantum state tomography on the system under question in order to
estimate the state of the system such as that proposed in [157]. Furthermore I believe
this scenario gets at the heart of one of the major reasons a quantum theory of gravity
has been so elusive, namely, that is due to the problem of time or more specifically due
to the incompatibility between the way in which time in quantum mechanics and time
in general relativity are treated. For this reason I believe the Scholium problem for
quantum mechanics and in particular relativity may provide some interesting insight
into this problem and may indicate possible physical effects that could be observed.
Lastly our formalism for relativistic quantum information I believe provides a richer
framework into which we can analyse these types of scenarios, where properties of
quantum mechanics and general realtivity can no longer be ignored.
It is clear that there is a good deal more to be said in understanding the significance
of quantum information theory to relativity and quantum gravity in general; a tale
which is still in its infancy. Indeed there is a vast field of problems still waiting to be
explored. I truly hope you enjoyed reading this thesis, and I hope I was able to teach
you some things about the foundations of physics, quantum information theory and
relativity, and awaken you to the richness of these disciplines.
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A
The original qubit formalism
Here we present the essential details of the original qubit formalism presented in [73],
which can be contrasted to that presented in §4.4.
A.1 The quantum state
We now show that the polarization 4-vector has only two complex degrees of freedom
and in fact it can be taken to encode a two-dimensional quantum state. We do this
first with a tetrad adapted to the velocity of the photon for simplicity and then with
a general tetrad. It is convenient and more transparent to work with tetrad indices
instead of the ordinary tensor indices and we shall do so here.
Identification of the quantum state with an adapted tetrad
Recall from the previous section that we partially fixed the gauge to uIψ
I = 0. The
remaining gauge transformations are of the form ψI → ψI + υuI . Indeed, if uIψI = 0
we also have that uI(ψ
I + υuI) = 0 for all complex-valued functions υ, since uI is null.
To illustrate in more detail what effect this gauge transformation has on the polar-
ization vector we adapt the tetrad reference frame eµI to the direction of the photon so
that uµ ∝ eµ0 + eµ3 . Notice that there are several choices of tetrads that put the pho-
ton 4-velocity into this standard form. The two-parameter family of transformations
relating these different tetrad choices are (1) spatial rotations around the z-axis and
(2) boosts along the z-axis.
With a suitable parameterization of the photon trajectory such that e0µ(dx
µ/dλ) = 1
we can eliminate the proportionality factor and we have uµ = eµ0 + e
µ
3 . In tetrad
components uI = (1, 0, 0, 1) and we see that the tetrad z-component eµ3 is aligned with
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the photon’s 3-velocity. Since 0 = uIψ
I = ψ0−ψ3 it follows that ψ0 = ψ3 = ν and the
polarization vector can be written as
ψI =

ν
ψ1
ψ2
ν
 .
It is clear that a gauge transformation
ψI =

ν
ψ1
ψ2
ν
→ ψI + υuI =

ν + υ
ψ1
ψ2
ν + υ

leaves the two middle components unchanged and changes only the zeroth and third
components. The two complex components ψ1 and ψ2, which form the Jones vector
[65], therefore represent gauge invariant true degrees of freedom of the polarization
vector whereas the zeroth and third components represent pure gauge.
We can now identify the quantum state as the two gauge invariant middle com-
ponents ψ1 and ψ2, where ψ1 is the horizontal and ψ2 the vertical component of the
quantum state in the linear polarization basis:
|1〉 ∼

0
1
0
0
 , |2〉 ∼

0
0
1
0

or simply |A〉 ∼ δIA with A = 1, 2. The quantum state is then
|ψ〉 ∼ ψA = δAI ψI =
(
ψ1
ψ2
)
.
Note we have deliberately used a notation similar to that used for representing spinors;
however, ψA should not be confused with an SL(2,C) spinor. In order to distinguish ψA
from ψI we will refer to the former as the Jones vector and the latter as the polarization
vector.
Identification of the quantum state with a non-adapted tetrad
In the above discussion we have used an adapted tetrad in order to identify the quantum
state. We can write a map for this adaption explicitly, which will provide a generic
non-adapted formalism. To adapt one simply introduces a rotation which takes the
4-velocity uI to the standard form [24]
uI → u′I = RIJuJ =

1
0
0
1

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which results in the tetrad being aligned with the photon’s 3-velocity, as illustrated in
figure A.1.
Such a rotation is explicitly given by
RIJ(u) = δ
I
0δ
0
J − rˆI rˆJ −
u3
u
(P IJ + rˆ
I rˆJ)−
√
1−
(u3
u
)2
εIKJ0rˆ
K
where u3/u = uµe
µ
3/u = − cos θ is the angle between the direction of the photon and the
z-component of the tetrad, rI ≡ εIJ30uJ is the spatial axis of rotation with rˆI ≡ rI/|r|,
and P IJ ≡ δIJ − eI0e0J is the projector onto the spacelike hypersurface orthogonal to the
tetrad time axis (see Fig.A.1).
Figure A.1: The rotation R adapts the spacelike vectors of the tetrad ~ei so that the
z-axis ~e3 is aligned to the 3-velocity of the photon ~u. A polarization vector is then in the
plane spanned by R~e1 and R~e2.
It is important to stress that there are several other possible choices for this spatial
rotation corresponding to different conventions for the linear polarization basis. Fur-
thermore, the rotation matrix above becomes undefined for θ = pi which is unavoidable
for topological reasons.
The rotation RIJ induces a linear polarization basis δ
A
I R
I
J . We can now extract the
components of the quantum state expressed in this basis as
ψA = fAJ ψ
J , with fAJ ≡ δAI RIJ . (A.1)
It is clear that the specific linear polarization basis used here depends on how we
have adapted the tetrad to the velocity of the photon. However, regardless of what
convention one chooses, the quantum state ψA is gauge invariant. Alternatively we
could think of the quantum state directly in terms of an equivalence class of polarization
vectors ψI ∼ ψI+υuI orthogonal to photon velocity uI . The advantage of this approach
is that once one has developed a gauge invariant formalism one need not work with the
cumbersome two component Jones vector, but instead can work solely with the gauge
covariant polarization vector ψI . This will be addressed below and in Section 6.1.2.
fAI from (A.1) turns out to provide a ‘diad’ frame: The two vectors f
1
I and f
2
I span
the two-dimensional space orthogonal to both the photon’s 4-velocity uI and the time
component of a tetrad etI . If we let f
I
A be the inverse of f
A
I we have that f
I
Af
A
J = δ
I
J and
f IAuI = f
I
Ae
t
I = 0. In fact, if we define wI to be a null vector defined by e
t
I =
1
2
(uI +wI)
[64], the vectors uI , wI , f
1
I and f
2
I span the full tangent space. This decomposition will
be useful when identifying unitary operations in Section 6.1.2.
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A.2 The inner product
We must identify an inner product on the complex vector space for polarization so that
it can be promoted to a Hilbert space. In the analysis of the WKB limit we found that
jI = −√gkIϕ2ηJKψJ ψ¯K corresponded to a conserved 4-current which was physically
interpreted as a conserved probability density current. A natural inner product between
two polarization 4-vectors ψI and φJ is then given by
− ηIJ φ¯IψJ . (A.2)
This form is clearly sesquilinear and positive definite for spacelike polarization vectors.1
Unlike the case for fermions, the inner product ηIJ is not explicitly dependent on the
photon 4-velocity. However, if we consider the gauge transformation ψI → ψI + υ1uI1
and φI → φI + υ2uI2 it is clear that unless uI1 = uI2, i.e. kI1 ∝ kI2, the inner product
(4.40) is not gauge invariant. We conclude that two polarization vectors corresponding
to two photons with non-parallel null velocities do not lie in the same Hilbert space.
Furthermore, in order to be able to coherently add two polarization states it is also
necessary to have kI1 = k
I
2, i.e. the two photons must have the same frequency. Under
such conditions the inner product is both Lorentz invariant and gauge invariant. With
the inner product (4.40) the complex vector space of polarization vectors is promoted
to a Hilbert space which is notably labelled again with both position and 4-momentum
pI = ~kI .
The above inner product (4.40) reduces to the standard inner product for a two-
dimensional Hilbert space. This is best seen through the use of an adapted tetrad. In
an adapted frame the inner product of ψI = (ν, ψ1, ψ2, ν) with some other polarization
vector φI = (µ, φ1, φ2, µ) is given by
−ηIJ φ¯IψJ = −µ¯ν + φ¯1ψ1 + φ¯2ψ2 + µ¯ν = φ¯1ψ1 + φ¯2ψ2 = 〈φ|ψ〉.
Thus, the standard inner product 〈φ|ψ〉 = φ¯1ψ1 + φ¯2ψ2 is simply given by 〈φ|ψ〉 =
−ηIJ φ¯IψJ , where we associate
|ψ〉 ∼ ψI and 〈φ| ∼ −φ¯I = −ηIJ φ¯J .
We can now work directly with the polarization 4-vector ψI which transforms in a
manifestly Lorentz covariant and gauge covariant manner.
A.3 The relation to the Wigner formalism
The Wigner rotation W BA (k,Λ) on the quantum state represented by the Jones vector
which results from the transport of the polarization vector can be identified in the same
way as was done in §4.3.4 for fermions. Specifically, this is achieved by determining the
1There is no primed index for conjugate terms because the vector representation of the Lorentz
group is real.
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evolution of the Jones vector ψA that is induced by the transport of the quantum state
represented by the polarization 4-vector ψI . Substituting ψI = f IBψ
B in the transport
equation (4.32), dψ
I
dλ
+ uµω Iµ Jψ
J = βuI , and multiplying by fAI , we obtain
dψA
dλ
= −
(
uµeAI ω
I
µ Jf
J
B + f
A
I
df IB
dλ
)
ψB + βfAI u
I . (A.3)
The last term is zero, as fAI is the diad frame defined to be orthogonal to u
I . If we first
consider (A.3) in an adapted tetrad as in §4.4.4 we see that the derivative dfIB
dλ
vanishes
and the remaining term on the right-hand side can be simplified to
dψA
dλ
= iuµωµ12σ
yA
Bψ
B (A.4)
where we have made use of the antisymmetry of the spin-1 connection in order to
introduce the antisymmetric Pauli Y matrix σyAB.
2 Eq.(A.4) is then clearly unitary
and helicity preserving as it is proportional to σyAB in the linear polarization basis.
We can now readily identify the infinitesimal Wigner rotation as WAB = iu
µωµ12σ
yA
B,
where the rotation angle is uµωµ12. In a non-adapted tetrad frame the map f
I
A = δ
J
AR
I
J
can be seen to put (A.3) in the form (A.4) with a modified spin-1 connection ω′ Iµ J . The
Wigner rotation for non-adapted tetrads is then
WAB = iu
µ(R I1 ∂µR
2
I +R
I
1 ω
J
µI R
2
J)σ
yA
B. (A.5)
A general Wigner rotation is understood as the composition of mapsWAB ≡ f IB(Λu)Λ JI fAJ (u).
It is therefore no surprise that the transport of the polarization vector induces a Wigner
rotation: The action of the gravitational field along a trajectory is simply a sequence
of infinitesimal Lorentz transformations which are given by uµω Iµ J (§4.1.2). The trans-
port of the Jones vector is therefore described by a sequence of infinitesimal Wigner
rotations given by (A.5). Notice that the Wigner rotation takes on a form which is not
manifestly Lorentz covariant. This is because the Wigner rotation describes a spatial
rotation. This should be contrasted with the manifestly Lorentz covariant representa-
tion in terms of parallel transported polarization vectors. Furthermore, after we have
developed a measurement formalism in section 6.1.2 it will become clear that there is
no need to work with the cumbersome Wigner rotations.
2Note again that this should not be confused with the σ-matrices encountered when working with
spinors.
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B
Null Fermi-Walker transport
B.1 Jerk and non-geodesic motion
We have seen that the transport of qubits as massive fermions is governed by the spin-1
2
Fermi–Walker transport equation (§4.3.3). One might then expect that the transport of
qubits as polarization of photons along non-geodesic null-trajectories should similarly
be governed by a kind of Fermi–Walker transport. Transport of polarization vectors for
these non-geodesic null trajectories was developed by Castagnino [158–160]. However,
these two proposals are mathematically distinct, and it is not clear to us which one
is the correct one. Furthermore, both of these proposals involve the ‘jerk’ along the
path, i.e. the time derivative of the acceleration, making the transport equation for
non-geodesic paths looks rather unpleasant.
It is easy to show that any transport of a polarization vector along a null path
must involve three or more derivatives of the trajectory xµ(λ), i.e. involve one or
more derivative of the acceleration aµ(λ). From linearity and the requirement that the
transport reduces to the parallel transport for geodesics we deduce that the transport
must have the form D
NFWφI
Dλ
= Dφ
I
Dλ
+ T IJφ
J = 0. We now show that no such choice
of T IJ containing only the 4-velocity and the acceleration exists that preserves the
orthogonality φIuI = 0 between the 4-velocity and the polarization vector. We have
that
0 =
d
dλ
(φIuI) =
D
Dλ
(φIuI) =
DφI
Dλ
uI + φ
IaI = −T IJuIφJ + φIaI .
However, if we now assume that the transport contains at most the second derivative
of xµ(λ) (i.e. the velocity uI and the acceleration aI) we deduce that T IJ = αu
IuJ +
βuIaJ + γa
IuJ + δa
IaJ . But since u
IaI ≡ 0 we see that T IJuIφJ ≡ 0 and we have thus
deduced that φIaI = 0 for all trajectories and all polarization vectors which is false.
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Therefore, we have a contradiction and we have to conclude that T IJ contains one or
more derivatives of the acceleration aI .
It is, however, not clear that it is appropriate to study transport of polarization
vectors along non-geodesic null trajectories. Physically, non-geodesic paths of photons
can only be achieved in the presence of a medium, in which case the photon trajectories
will be timelike. In our approach a physically motivated way to obtain non-geodesic
trajectories would be to introduce a medium in Maxwell’s equations through which the
photon propagates. Nevertheless, even without explicitly including a medium, it is easy
to include optical elements such as mirrors, prisms, and other unitary transformations
as long as their effect on polarization can be considered separately to the effect of
transport through curved spacetime.
C
Relationship between Wigner and Weyl
representations
We have now completely derived a relativistic covariant quantum information formal-
ism. Specifically we have seen how to construct starting with the fundamental field
equations the notion of a localized qubit in the relativistic context, the trajectories
along which they are transported and the governing transport equations. In the light
of the previous chapters we would now like to critically analyse the alternative treat-
ment of the spin of a massive fermion as a representation of a qubit in the relativistic
quantum information community. As we have already mentioned this treatment is
based on the Wigner representation which is related to the SL(2,C) representation
used in this paper by adapting the reference frame to the particles four velocity. In
this section we would like to compare the relationship between the Wigner and Weyl
representations for a spin-1
2
massive fermion.
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C.1 Relation to the Wigner representation
There are several important distinctions between the Wigner representation and the
Weyl representation which we should make. Firstly in the Wigner representation there
is a natural tensor product between spin and momentum H = L2⊗C2, however in the
Weyl representation we found that the Hilbert space for the spin degrees of freedom
are in fact labelled by momentum we therefore have that H = ⊕pHp. The second
important distinction is in the transformation properties of the states under arbitrary
Lorentz transformations. In the Wigner representation one must determine the Wigner
rotation matrix DA′A(W (Λ, P )) which essentially characterises the action of Lorentz
transformations on the spin degrees of freedom. The rotation matrix has the peculiar
feature that the action of an arbitrary Lorentz transformation Λ on our states depends
on the momentum. This is in contrast to the Weyl representation where the action
of Lorentz transformations are simply spin-1
2
representations of Λ, Λ 1
2
. Recall that
although the matrices Λ 1
2
are non-unitary, with the appropriate choice of inner product
the action of Λ 1
2
on any state in our Hilbert space is indeed unitary in the sense that
they are norm preserving. Given that these two representations are very different it is
helpful to see precisely how they are related. To do this we will need to consider the
quantized Dirac field.
C.1.1 Mathematical
In this section we would like to see the mathematical relationship between the Weyl
representation presented in this thesis and the Wigner representation, to do this let us
consider the quantized Dirac field. The Dirac field can be expanded in a fourier series
in terms of the annihilaion and creation operators for both fermions aˆ(p, σ), aˆ†(p, σ)
and anti-fermions bˆ(p, σ), bˆ†(p, σ) which under fourier decomposition takes the form:
Ψˆ(x) =
∑
σ
∫
dµ(p)
[
u(p, σ)aˆ(p, σ)e−ip·x + v(p, σ)bˆ†(p, σ)e+ip·x
]
, (C.1)
or in the two component Weyl representation
φˆA(x) =
∑
σ
∫
dµ(p)
[
xA(p, σ)aˆ(p, σ)e
−ip·x + yA(p, σ)bˆ†(p, σ)e+ip·x
]
, (C.2)
where dµ(p) = (2pi)−3/2(2Ep)−1/2d3p is the Lorentz invariant measure. The relation-
ship between four component dirac field and the Weyl 2-spinor is given by
u(p, σ) =
(
xA(p, σ)
y†A
′
(p, σ)
)
.
In this context the Wigner state |p, σ〉 is simply defined to be a one particle exci-
tation of the Dirac field and therefore we have
|p, σ〉 = (2pi)3/2(2Ep)1/2a†(p, σ) |0〉
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One can then show that in order for |p, σ〉 to have the appropriate transformation prop-
erties as discussed in §3.2.1, the annihilation and creation operators must transform
according to
U−1(Λ)a†(p, σ)U(Λ) = N(Λ, p)
∑
σ′
Dσσ′(W (Λ, p))a
†(pΛ, σ
′) (C.3)
where we have used the Lorentz invariance of the vacuum state |0〉. N(Λ, p) is an
appropriate normalization constant and pΛ corresponds to the spatial components of
Λp [24]. Given that under an arbitrary Lorenz transformation the annihilation and
creation operators transform via a Wigner rotation we should understand them as
creating and annihilating states with rest-frame spin σ.
Consider now the one-particle wave functions ψ(x) and φA(x). They are defined as
ψ(x) ≡ 〈0| Ψˆ(x) |p, σ〉 = u(p, σ)e−ip·x and φA(x) ≡ 〈0| φˆA(x) |p, σ〉 = xA(p, σ)e−ip·x
A Lorentz transformation acting on |p, σ〉 in fact induces a spin-1
2
Lorentz transfor-
mation on the one-particle wave functions. Therefore we can identify the Dirac wave-
function φA(x) as a basis for the spatially localised quantum state presented in this
thesis. In order to see this it suffices to show that the transformation properties are
the same. To see this consider an arbitrary Lorentz transformation Λ acting on a Dirac
field. In order for this to furnish a representation of the Lorentz group we must have
that
U−1(Λ)φˆA(x)U(Λ) = Λ BA φˆB(Λ
−1x) (C.4)
Expanding the left hand side and using (C.3), we see that (C.4) is satisfied provided∑
σ′
xA(p, σ
′)D
1
2
σσ′ = Λ
B
A xB(Λp, σ) (C.5)
Putting this all together let us now consider the transformation of the one-particle
wave function under an arbitrary Lorentz transformation U(Λ) acting on |p, σ〉.
〈0| φˆA(x)U(Λ) |p, s;F 〉 = 〈0|U−1(Λ)φˆA(x)U(Λ) |p, σ〉 = Λ BA xB(p, σ)e−ip·Λ
−1x
where we have used (C.4), (C.5) and the Lorentz invariance of |0〉. Rearranging the
right hand side
〈0| φˆA(x) |Λp, σ〉 = xA(Λp, σ)e−iΛp·x
which is in agreement with the transformation of the quantum state as found in §4.3.4.
Note that we have expressed the wave-function as a function of the rest-frame spin
σ, however given that this is indeed a basis for the quantum state we should identify
xA(p, σ) as belonging to Hp and we should remove the functional arguments (Λp, σ)
which can be implicitly understood given the reference to the Hilbert space. That is
we have
xA(p, σ) = Λ
B
A x˜A = Λ 1
2
χσ (C.6)
Where χσ corresponds to the spin components σ in the rest-frame, and corresponds
to the restframe spin which as we have already shown has the same transformation
properties as the Wigner representation (4.21).
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(a) (b)
Figure C.1: Comparison of the action of Lorentz transformations between the (a) Weyl
and (b) Wigner representations. (a) Lorentz transformations takes a state ψA ∈ Hp1 to a
new state Λ BA ψB ∈ Hp2 . (b) Lorentz transformations correspond to actions which preserve
the standard momentum k.
C.1.2 Geometric
We have shown the clear mathematical relationship between these two representations.
It is perhaps helpful to give a clearer geometric picture of this mathematical relationship
between these two different representations. With in the Weyl representation a Lorentz
transformation simply acts via a spin-1
2
Lorentz transformation and one adapts the in-
ner product with the four momentum of the qubit. This is illustrated in Fig C.1(a).
However in he Wigner representation instead of adapting the inner product one chooses
a standard momentum k and actions of the Lorentz group on the Hilbert space for spin
H = C2 are defined as those which leave k invariant, that is W (Λ, p) = L−1(Λp)ΛL(p).
For equal to the rest frame momentum k = (1, 0, 0, 0), this is illustrated in Fig C.1(b).
As we showed in §4.3.4 the Weyl representation reduces to that of the Wigner repre-
sentation by simply re-expressing the action of Lorentz transformations on ψA as those
acting on the rest-frame spin ψ˜A. Given that the choice of the standard momentum k
is arbitrary one should strictly speaking also index the spin Hilbert space with k, i.e.
H = C2k=p˜, where p˜ denotes the rest-frame momentum .
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