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PREFACE 
The p e n a l t y  f u n c t i o n  method (PFM) ha s  l ong  been one o f  ve ry  
few t echn iques  which were s u c c e s s f u l  i n  s o l v i n g  n o n l i n e a r  mathe- 
m a t i c a l  programs. I t s  main advantage  i s  t h a t  it h e l p s  t o  o b t a i n  
a  rough approximat ion t o  a  s o l u t i o n  v e r y  q u i c k l y  and r e q u i r e s  
a lmos t  no a d d i t i o n a l  memory. 
However, when a p p l i e d  t o  l i n e a r  programs, it  has  proved t o  
be incompat ib le  w i t h  d i r e c t  methods, such a s  t h e  Simplex-Method, 
w i t h  r e s p e c t  t o  speed and accuracy.  I t  i s  n o t  s u r p r i s i n g ,  how- 
e v e r ,  f o r  u n l i k e  t h e  Simplex-Method, no e f f o r t  was made t o  t r y  
t o  d eep ly  unders tand  t h e  s t r u c t u r e  o f  uncons t ra ined  semi-quadra- 
t i c  o p t i m i z a t i o n  problems a r i s i n g  when PFM i s  a p p l i e d .  
I n  t h i s  pape r ,  it i s  shown t h a t  t h e  t r a d i t i o n a l  PFII, w i t h  
q u a d r a t i c  p e n a l t y  f u n c t i o n ,  i s ,  i n  f a c t ,  f i n i t e  and when a p p l i e d  
t o g e t h e r  w i th  m a t r i x  f a c t o r i z a t i o n  schemes, pos se s se s  some n i c e  
f e a t u r e s ,  which a l l o w  us  t o  s o l v e  l a r g e - s c a l e  problems.  
The a p p l i c a t i o n  o f  t h e  proposed a l g o r i t h m  t o  s t r u c t u r e d  
l i n e a r  programs, e s p e c i a l l y  t o  dynamic l i n e a r  programs, which 
a r i s e  i n  d i f f e r e n t  IIASA a r e a s ,  i s  d e s c r i b e d .  

ABSTRACT 
An a l g o r i t h m  converg ing  t o  a n  o p t i m a l  s o l u t i o n  of  a l i n e a r  
program i n  a  f i n i t e  number of s t e p s  i s  proposed.  The a l g o r i t h m  
i s  based on t h e  u s e  o f  smooth p e n a l t y  f u n c t i o n s  as w e l l  a s  on 
m a t r i x  f a c t o r i z a t i o n  t e c h n i q u e s .  I t  c o n s i s t s  of f i n d i n g  c o r n e r  
p o i n t s  of  t h e  p iece -wise  l i n e a r  u n c o n s t r a i n e d  minima t r a j e c t o r y .  
The a p p l i c a t i o n  o f  t h e  a l g o r i t h m  t o  dynamic l i n e a r  programs 
and b lock-angu la r  programs i s  d e s c r i b e d .  
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On The U s e  o f  Mat r ix  F a c t o r i z a t i o n  Techniques  i n  P e n a l t y  
Func t ion  Methods f o r  S t r u c t u r e d  L i n e a r  Programs 
S i n c e  t h e  v e r y  beg inn ing  of  l i n e a r  programming a p p l i c a t i o n s ,  
d i r e c t  numer ica l  methods such a s  t h e  Simplex-Method and i t s  d i f -  
f e r e n t  m o d i f i c a t i o n s  became most 2 o p u l a r  i n  b o t h  t h e o r e t i c a l  and 
a p p l i e d  r e s e a r c h .  The u s e  o f  t r i a n g u l a r  f a c t o r i z a t i o n  schemes i n  
t h e  -Simplex-Method t o g e t h e r  w i t h  d i f f e r e n t  " t r i c k s "  i n  p i v o t i n g  
s t r a t e g i e s  have l e d  t o  v e r y  e f f i c i e n t  d i r e c t  a l g o r i t h m s  f o r  l i n -  
e a r  programming. A rev iew o f  such methods i s  g i v e n  i n  [ I ] .  I t  
would n o t  be  a  b i g  m i s t a k e  t o  s a y ,  t h a t  now t h e  main s t e p s  o f  t h e  
Simplex-Method a r e  c a r r i e d  o u t  i n  a n  a lmos t  o p t i m a l  way, s o  t h e  
main d i r e c t i o n  o f  c u r r e n t  r e s e a r c h  a c t i v i t y  i n  t h i s  f i e l d  i s  t h e  
m o d i f i c a t i o n  of  genera l -purpose  d i r e c t  a l g o r i t h m s  f o r  s o l v i n g  
s p e c i a l l y  s t r u c t u r e d  l i n e a r  programs. 
On t h e  o t h e r  hand,  many books and a r t i c l e s  a r e  devoted  t o  
i t e r a t i v e  schemes f o r  l i n e a r  programs s o l u t i o n s ,  and many o f  them 
d e a l  w i t h  p e n a l t y  f u n c t i o n  t e c h n i q u e s .  The main r e a s o n  f o r  t h e i r  
development  i s  t h a t ,  i n  p r i n c i p a l ,  t h e s e  t e c h n i a u e s  p r o v i d e  a n  I 
approximate  s o l u t i o n  t o  t h e  problem much f a s t e r  t h a n  any one o f  
t h e  d i r e c t  methods. U n f o r t u n a t e l y ,  t h e  r e f i n e m e n t  o f  t h e  approx- 
i m a t e  s o l u t i o n  t a k e s  such a  l o n g  t i m e  t h a t  it t u r n s  o u t  t o  b e  ' 
o n l y  a  was te  o f  t i m e  and money. 
However, r e c e n t l y  a  number o f  a r t i c l e s  have  been p u b l i s h e d ,  
which d e s c r i b e  methods u s i n g  t h e  modif ied  Lagrange f u n c t i o n s ,  and 
i n  p r i n c i p a l ,  p r o v i d e  e x a c t  s o l u t i o n s  t o  l i n e a r  programs,  (see, 
i . g . ,  [ 2 1 )  . A rev iew o f  such methods i s  g i v e n  i n  [ I ]  . 
The main purpose  o f  t h i s  p a p e r ,  however, i s  t o  show t h a t  a  
t r a d i t i o n a l  q u a d r a t i c  p e n a l t y  f u n c t i o n  scheme r e i n f o r c e d  by t h e  
u s e  o f  t r i a n g u l a r  f a c t o r i z a t i o n  a l s o  g i v e s  t h e  e x a c t  s o l u t i o n  t o  
l i n e a r  programs,  and i s  f r e e  o f  known p e n a l t y - f u n c t i o n  drawbacks,  
such a s  poor convergence  i n  t h e  v i c i n i t y  o f  a n  o p t i m a l  s o l u t i o n ,  
which it u s u a l l y  was supposed t o  have .  
Although b e i n g  somewhat i n f e r i o r  t o  t h e  Simplex-Method when 
s o l v i n g  g e n e r a l  LP problems,  t h e  a l g o r i t h m  proposed h e r e  seems 
t o  b e  more e f f e c t i v e  i n  t h e  c a s e  of s o - c a l l e d  " s t a i r c a s e "  prob- 
l e m s .  So t h e  main f i e l d  o f  a p p l i c a t i o n  o f  t h e  a l g o r i t h m  i s  i n  
s o l v i n g  dynamic l i n e a r  problems.  Another  c l a s s  o f  LP problems 
where t h e  a l g o r i t h m  h a s  proved t o  b e  e f f e c t i v e  i s  block-angu la r  
l i n e a r  programs w i t h  c o u p l i n g  columns. 
2 .  A SUFFICIENT C O N D I T I O N  FOR UNIQUENESS OF THE UNCONSTRAINED 
M I N I M A  TRAJECTORY 
L e t  A b e  a n  m x n  m a t r i x ,  and l e t  b and p  b e  column v e c t o r s  
w i t h  m and n  components r e s p e c t i v e l y .  W e  c o n s i d e r  t h e  l i n e a r  
programming (LP)  problem i n  t h e  c a n o n i c a l  form 
s u b j e c t  t o  
where "T" d e n o t e s  t h e  t r a n s p o s e .  
I n  what f o l l o w s  it i s  supposed t h a t  m <  n ,  and t h a t  t h e r e  
e x i s t s  a  unique  s o l u t i o n  t o  t h e  problem ( 1 ) - ( 3 ) .  L e t  u s  i n -  
t r o d u c e  t h e  f u n c t i o n  F ( q , x )  a s  f o l l o w s :  
where q >  0 i s  a n  a r b i t r a r y  s c a l a r  and t h e  e l e m e n t s  o f  t h e  d i a g o - -  
n a l  m a t r i x  8 ( - x )  a r e  d e f i n e d  by t h e  r e l a t i o n  
i f  xi < 0 
o t h e r w i s e  . 
A s  i s  well-known [ I ,  C h a p t e r  9 1 ,  t h e  f o l l o w i n g  r e l a t i o n  h o l d s  
l i m  [min F ( ~ , x ) ]  = f  , 
q++o X 
p r o v i d e d  t h a t  t h e  minimum e x i s t s  f o r  any  q > 0.  T h i s  r e l a t i o n  
a l l o w s  u s  t o  f i n d  a n  approx ima te  s o l u t i o n  t o  t h e  problem ( 1 ) - ( 3 )  
by s o l v i n g  a  sequence  o f  u n c o n s t r a i n e d  o p t i m i z a t i o n  p rob lems .  
Each o f  t h e  problems c o n s i s t s  o f  m i n i m i z a t i o n  o f  t h e  n o n l i n e a r  
f u n c t i o n  F ( q 1 x )  f o r  a  f i x e d  v a l u e  o f  q. U s u a l l y  t h e  r a t e  o f  con- 
v e r g e n c e  depends  v e r y  much o n  t h e  c h o i c e  o f  t h e  sequence  {qk} .  
One c a n  f i n d  t h e  d i s c u s s i o n  o f  t h e  q u e s t i o n  and r e f e r e n c e s  i n  t h e  
c h a p t e r  w r i t t e n  by D.M. Ryan i n  [ I ] .  
I f  q  v a r i e s  c o n t i n u o u s l y  t h e n  t h e r e  i s  a  t r a j e c t o r y  o f  min- 
i m i z e r s  o f  F ( q , x )  which t e r m i n a t e s  a t  t h e  s o l u t i o n  x of  t h e  prob-  
l e m  ( 1 ) - ( 3 ) .  I n  what  f o l l o w s  w e  suopose  t h a t  t h e  t r a j e c t o r y  is  
u n i q u e ,  i . e .  t h a t  F ( q 1 x )  h a s  a  u n i q u e  min imize r  x ( q )  f o r  any  
q  > O .  A s u f f i c i e n t  c o n d i t i o n  f o r  u n i q u e n e s s , w h i c h  reminds  m e  o f  
t h e  Haar c o n d i t i o n ,  i s  g i v e n  i n  Theorem 1  below. 
I t  i s  e v i d e n t  t h a t  x ( q )  s a t i s f i e s  t h e  e q u a t i o n  
Using t h e  n o t a t i o n  
t h e  f u n c t i o n  F ( q , x )  may b e  w r i t t e n  i n  t h e  form 
L e t  a n  a r b i t r a r l r  q  > 0  b e  g iven . .  Suppose ,  a l s o ,  t h a t  t h e r e  
a r e  two m i n i m i z e r s  o f  F ( q , x )  : x i  and xi # x i .  S i n c e  F  ( q , x )  i s  
convex,  any p o i n t  o f  t h e  segment  [x;,x$] a l s o  minimizes  F ( q , x ) .  
It i s  e v i d e n t  t h a t  o n e  may choose  a s e g n e n t  [ x 1 , x 2 ]  x 1 # x 2  em- 
bedded i n  [ x i  , xi] and such  t h a t  t h e  c o r r e s p o n d i n g  c o o r d i n a t e s  
o f  x, and x2 have  t h e  same s i g n s ,  i . e .  t h e  v e c t o r s  x  and  x 
- 
1 2 
b e l o n g  t o  t h e  same o r t h a n t  i n  t h e  e u c l i d e a n  s p a c e  E". 
L e m m a  1 .  L e t  x  E [x ,  , x 2 ]  , and t h e  set  of i n d i c e s  J h e  de- 
1 2  1  f i n e d  by J =  {i/xi<O}.  L e t  y  ,y  # y  be  two a r b i t r a r y  v e c t o r s  
1 2  1 2  
such t h a t  y  .y E [ x l  , x 2 1 .  Then yi = yi f o r  i E J ,  i .e .  t h e  segment 
[ x 1 , x 2 ]  l i e s  on a  hyperp lane  o r t h o g o n a l  t o  t h e  u n i t  v e c t o r s  ei, 
i E J. 
P r o o f :  Suppose t h e  c o n t r a r y .  L e t  x i <  0 ,  and t h e  hyper-  
p l a n e  c o n t a i n i n g  [ x 1 , x 2 I  i s  n o t  o r t h o g o n a l  t o  ei. Then F ( q , x )  
t a k e s  t h e  form 
The f i r s t  t h r e e  t e r m s  i n  ( 8 )  c o n s t i t u t e  a  convex f u n c t i o n  w h i l e  
t h e  l a s t  one  d e s c r i b e s  a  s t r i c t l y  convex f u n c t i o n  w i t h  r e s p e c t  
t o  any d i r e c t i o n  n o t  o r t h o g o n a l  t o  ei. Hence F  ( x , q )  i s  s t r i c t l y  
convex w i t h  r e s p e c t  t o  such d i r e c t i o n s ,  which i m p l i e s  t h e  unique-  
n e s s  of  t h e  min imize r :  a  c o n t r a d i c t i o n .  I ! 
L e m m a  2 .  Suppose t h a t  any m columns o f  A a r e  l i n e a r l y  i n -  
dependent .  Then t h e  number of  nonnega t ive  c o o r d i n a t e s  of  
x  5 [ x l  , x 2 ]  i s  less t h a n  o r  e q u a l  t o  n  - m - 1 . 
P r o o f :  Denote t h e  number o f  n e q a t i v e  c o o r d i n a t e s  of  
- 
1 2  1  
x  E [ x 1 , x 2 ]  by I J I .  A s  was shown i n  Lemma 1 ,  y i = y i  f o r  y  . 
2 y  E [ x 1 , x 2 ]  and ~ E J .  Hence t h e  f u n c t i o n  F ( q , x )  e q u a l s  
t o  w i t h i n  a n  a d d i t i v e  c o n s t a n t .  Here t h e  m a t r i x  A i s  t h e  re- 
s t r i c t i o n  o f  A t o  t h e  columns A ~ ,  i , gT and $ a r e  t h e  ana lo -  
gous r e s t r i c t i o n s  o f  pT and x  r e s p e c t i v e l y .  I f  I J ~  - > n - m t h e n .  
s i n c e  any m columns o f  A (and c o n s e q u e n t l y  of A )  a r e  l i n e a r l y  
'I' A,, independen t ,  t h e  f u n c t i o n  (Kg-b) ( A -  i s  s t r i c t l y  convex,  
which a g a i n  c o n t r a d i c t s  t h e  nonuniqueness  a s sumpt ion .  I ( 
L e t  u s  add t h e  row pT t o  A and d e n o t e  t h e  new m a t r i x  by x. 
Now w e  may s t a t e  a  theorem.  
Theorem I .  The f u n c t i o n  F (x ,q )  h a s  a  u n i q u e  m i n i m i z e r  f o r  
any  q  > 0  i f  any  m + l  co lumns  o f  a r e  l i n e a r l y  i n d e p e n d e n t .  
P r o o f :  Let  x  E [x l  , x 2 ]  Let  a l s o  x ,  p and 2 be de f ined  a s  
i n  t h e  proof of Lemma 2 .  Then i s  t h e  s o l u t i o n  t o  
hence 
A A T  
Making use  of t h e  n o t a t i o n  a =  ( b - ~ B ) / q  we g e t  $ = A  a. If a = 0  
f o r  a l l  & s , X ^ 2 ]  then  i t  means (from Lemma 1 ) t h a t  t h e  so lu-  
t i o n  i s  unique.  E l s e  t h e r e  i s  a  2 such t h a t  (b-AGo)/q# 0 ,  s o  0 A T  6 i s  a  l i n e a r  combination of columns of  A , i. e .  eT i s  a  l i n e a r  
combination of rows of  A .  
So we have shown t h a t  i f  t h e r e  a r e  two d i f f e r e n t  minimizers 
then  a  v e c t o r  6 i s  a  l i n e a r  combination of rows of  A. Using 
Lemma 2 ,  we can c o n s t r u c t  t h e  c o n t r a d i c t o r y  s ta tement  which com- 
p l e t e s  t h e  proof .  I I 
I n  what fo l lows  it i s  supposed t h a t  t h i s  uniqueness condi-  
t i o n  i s  s a t i s f i e d .  
3. THE OUTLINE O F  THE ALGORITHM 
I n  [3]  it was shown t h a t  t h i s  t r a j e c t o r y  i s  piece-wise l i n -  
n  
e a r  and i s  l i n e a r  i n  each o r t h a n t  of t h e  euc l idean  space E . 
This p rope r ty  i s  used i n  t h e  fol lowing a lgor i thm,  which c o n s i s t s  
of f i n d i n g  t h e  "corner"  p o i n t s  of t h e  t r a j e c t o r y .  
Suppose t h a t  an i n i t i a l  p o i n t  xo E x ( Q O ) ,  Qo > 0 of  t h e  t r a -  
1 T 0 T j e c t o r y  i s  known. Le t  C O = A  A + d i a g  [8( -x  ) I  and d = A  b. ~ v i -  
d e n t l y  xo s a t i s f i e s  t h e  equa t ion  
' )The  s o l u t i o n  process  i s  desc r ibed  i n  t h e  nex t  s e c t i o n .  
with 
0 Note that x is unique, hence Co is nonsingular. 
Solve the equation 
for an auxiliary vectory y, and compute 
for such is that y. 1 f x  O i' lnfact,ql (i) is the value of param- 
eter q with which the ith component of the solution of (9) be- 
came zero. So Q1 
(k) 
Ql = max {~;q{~)> = ql 
defines the value of q corresponding to the first (with respect 
0 to x ) angular point of the trajectory x(q). This point is de- 
fined by the relation 
Q1 0 x1 = x(Q1) = Y - - (y-x 
Qo 
This completes the first iteration of the algorithm. The 
next segment of the trajectory corresponds to the matrix C1 
which differs from Co in only one element, namely Ckk, for x 
2 k has changed its sign at q = Q 1 .  So, 
2)If k is not unique, we have to take an arbitrary Q2, 
0 < Q2 5 Q1 and find x (Q2) using x1 as an initial approximation. 
0  + s i g n  ( x k )  , i f  i = j = k  
( C I I i j  = 
o t h e r w i s e  . 
Now we have  t o  s o l v e  
f o r  y .  Then compute 
2 
and t h e  n e x t  a n g u l a r  p o i n t  x  : 
and s o  on.  
The a l g o r i t h m  t e r m i n a t e s  a t  Q = 0  i n  a  f i n i t e  number o f  s t e p s  
and when it i s  s o ,  y  i s  t h e  e x a c t  s o l u t i o n  t o  ( 1 ) - ( 3 ) .  The proof 
i s  given  i n  [ 2 ]  . 
For t h e  implementa t ion  o f  t h e  a l g o r i t h m  w e  need a  method 
f o r  e v a l u a t i o n  o f  t h e  i n i t i a l  p o i n t  xo and a n  e f f i c i e n t  proce-  
d u r e  f o r  s o l v i n g  sys tems  such a s  ( 9 )  which t a k e  i n t o  accoun t  t h e  
s l i g h t  m o d i f i c a t i o n  o f  t h e  m a t r i c e s  C O , C 1 , . . .  a t  each s t e p  o f  t h e  
a l g o r i t h m .  
The n e x t  s e c t i o n  d e s c r i b e s  t h e  i t e r a t i v e  p rocedure  f o r  min- 
i m i z i n g  F ( q , x )  f o r  a  f i x e d  v a l u e  o f  q = Q  > 0 ,  i . e .  f o r  c a l c u l a -  
0  0  t i o n  of  t h e  i n i t i a l  p o i n t  x  . 
4 .  DETERMINATION OF THE INITIAL POINT 
The m i n i m i z i n g  x  o f  F ( Q o , x )  s a t i s f i e s  t h e  e q u a t i o n  
which ,  b e i n g  n o n l i n e a r  i n  t h e  l a r g e ,  i s  l i n e a r  i n  e v e r y  o r t h a n t  
o f  E". T h i s  p r o p e r t y  a l l o w s  u s  t o  c o n s t r u c t  a n  e f f e c t i v e  com- 
p u t a t i o n a l  p r o c e d u r e  u s i n g  a  m a t r i x  f a c t o r i z a t i o n  t e c h n i q u e .  
L e t  a n  a r b i t r a r y  Qo b e  c h o s e n .  I n  what  f o l l o w s  w e  w i l l  
T T 
make u s e  o f  t h e  n o t a t i o n s :  d = A  b -  QOp, ? =  I + A  A where I de-  0  
n o t e s  t h e  n x  n  u n i t y  m a t r i x .  Now ( 1 5 )  may b e  r e w r i t t e n  as 
where a ( x )  i s  a  d i a g o n a l  m a t r i x  such  t h a t  
k  n  n  Suppose t h a t  w e  h a v e  a  v e c t o r  x  E Ekl  where Ek i s  a n  o r -  
t h a n t  i n  E". L e t  t h e  v e c t o r  x  k+l  be  d e f i n e d  by 
where 
The f o r m u l a s  ( 1 7 )  - ( 1 8 )  d e f i n e  t h e  l i n e a r  a u t o n o n o u s  i te ra-  
t i v e  p r o c e s s  f o r  which  t h e  f o l l o w i n g  theo rem h o l d s :  
Theorem 2 .  The p r o c e s s  ( 1 7 ) - ( 1 8 )  c o n v e r g e s  t o  t h e  s o l u t i o n  
o f  ( 1 5 )  f o r  any i n i t i a l  a p p r o x i m a t i o n .  
P r o o f :  F o r  t h e  p r o o f  o f  t h e  theo rem it i s  s u f f i c i e n t  [3, 
p .  ] t o  s h o w t h a t  (i)  t h e  p r o c e s s  ( 1 7 ) - ( 1 8 )  i s m o n o t o n i c ,  (ii) 
k  t h e  s e q u e n c e  I x  1 i s  compact ,  and (iii) t h e  a l g o r i t h m i c  map from 
k 
x t o  x  k+l  i s  c o n t i n u o u s .  
L e t  u s  p r o v e  a t  f i r s t  t h a t  t h e  p r o c e s s  ( 1 7 ) - ( 1 8 )  g e n e r a t e s  
K 
a s t r i c t l y  d e c r e a s i n g  sequence  { F ( Q ~ . X  ) ) .  Denote F ( Q ~ , X )  by 
0  F  ( x )  , and i n t r o d u c e  t h e  f u n c t i o n  
0 T T k  Fk ( x )  = $ (Ax-b) (AX-b) + Qop x  + fxTO ( -x  ) x  
0  0  n  So Fk ( x )  = F ( x )  when x  E Ek. 
Suppose t h a t  xk and x  0  k+l  are a s  i n  ( 1 7 ) .  F k ( x )  i s  convex 
w i t h  r e s p e c t  t o  x ,  h e n c e  
0  
where  pF;(xk") i s  t h e  g r a d i e n t  o f  F k ( x )  e v a l u a t e d  a t  t h e  p o i n t  
x k + l .  I t  f o l l o w s  f rom (17)  t h a t  
On t h e  o t h e r  hand 
S u b s t i t u t i n g  ( 2 0 )  and  (21 )  i n t o  ( 1 9 )  and  u s i n g  t h e  symmetry o f  
-- 1  C and a k  w e  o b t a i n  
L e t  u s  i n t r o d u c e  f o u r  sets o f  i n d i c e s  
It is easy to see that 
Using (22) and (23) we obtain 
If J1 U J 2 U J 3  is empty then by (17)-(18) 
X 
and 
v --I 
x = c do = xk+l, for all v - > k + 1 
that is xk+lis a stationary point of the process. If J2 is non- 
empty, we obtain that 
by definition of J2. Hence 
So suppose J2 is empty. If J3 is non-empty then it is evident 
from (241 that this inequality also holds if there exists 
k+l 
Xi > 0, i E Jj. If x:+' = 0 for a11 i E J3 then consider the fol- 
lowing possible cases. 
~ f  J ~ U  J~ i s  empty,  t h e n  x t  < O ,  x  k+l  = 0  f o r  a l l  i. I£ f o l -  
k+ 1 i --I  l ows  f r o m  ( 1  6 )  t h a t  e x  = d  and h e n c e  C d o  = 0 .  Bu t  t h e n  
k+2 - --1 k+ l  +?-1 
X 
- C  Ok+lX 
--9 d Q = C  d o = O .  So ,  x  '+' i s  a s t a t i o n a r y  
p o i n t  o f  t h e  p r o c e s s .  
I f  J1 i s  empty b u t  J4 i s  n o t ,  t h e n  a g a i n  by  d e f i n i t i o n  o f  
0 w e  o b t a i n  x  k+2 = ?- 1  k+l  + S-l -- 1  k+ 1  k+l is k  Ok+lx d o = C  d o = x  , s o  x  
a s t a t i o n a r y  p o i n t .  
I: k+1)2  If  J1 i s  non-empty t h e n  c o n s i d e r  t h e  t e r m  i$ J, (xi-x i 
f rom ( 24) . I f  t h i s  t e r m  e q u a l s  z e r o ,  t h e n  it means t h a t  x! = 
k+2--1 x k + l + ~ - d O =  
xk+' > 0  f o r  a l l  i E J 1  Then w e  have  x  
- C  ak+l 1 - 
--I k  ---I 
C o x  +C d =xk+l by d e f i n i t i o n  o f  ok and  by  ( 1  7 )  . So,  i n  t h i s  k  0  
c a s e  a s  w e l l ,  x  i s  a  s t a t i o n a r y  p o i n t  o f  t h e  p r o c e s s .  
C o n s i d e r  now t h e  case when J 2 U J  i s  empty.  I n  t h i s  case, 3 
J1 U J,, i s  non-empty, and  a  = o  h e n c e  F:(xk+') =F '  ( x  k + l )  - k+l k t  k+l  
FO ( x k ~ l  ) . Now w e  may rewrite ( 2 2 )  i n  t h e  form 
I f  t h e  l a s t  i n e q u a l i t y  s a t i s f i e s  as a n  e q u a l i t y ,  t h e n  it f o l -  
k+' = xk for  i E J l ows  t h a t  xi  i 1  ' S i n c e  a  = a  w e  o b t a i n  k+l  k  
t h a t  i s  x  k+' i s  a s t a t i o n a r y  p o i n t  o f  ( 1 7 ) - ( 1 8 ) .  
Thus w e  h a v e  p roved  t h a t  i f  xk i s  n o t  a s t a t i o n a r y  p o i n t  
o f  ( 1 7 ) - ( 1 8 )  t h e n  
k  0  The compac tnes s  o f  { x  i s  e v i d e n t .  S i n c e  F ( x )  i s  convex  
and  by  t h e  a s s u m p t i o n  h a s  a  u n i q u e  m i n i m i z e r ,  t h e  set  R(a) = 
0  0  {x/F0 (x )  - < a }  is  compact .  L e t  a = F ( x  ) where  x" i s  a n  i n i t i a l  
k  
a p p r o x i m a t i o n .  Then x  E R ( a )  b e c a u s e  t h e  p r o c e s s  i s  monotonic .  
k  k+l  W e  h a v e  t o  p r o v e  now t h a t  t h e  a l g o r i t h m i c  map PI : x  + x  
k  1  i s  c o n t i n u o u s .  L e t  u s  s u p p o s e  t h a t  w e  have  t w o  v e c t o r s  ( x  ) 
k  2  
and  ( x  ) . W i t h o u t  loss o f  g e n e r a l i t y  w e  may c o n s i d e r  them as 
be long ing  t o  t h e  s a n e  o r t h a n t  of E n ,  k+l 1  E:. Suppose t h a t  ( x  ) 
and (xk+'  ) have been e v a l u a t e d  i n  accordance  w i t h  ( 17)  , i. e. , 
Then 
k  1  k  2 For any E > 0 ,  hav ing  l e t  1 1  ( x  ) - ( x  ) ( 1  < 6.. E w e  have 
I I  e-' I I  
5. FACTORIZATION AND THE UPDATING PROCEDURE 
The implementa t ion  of  t h e  i t e r a t i v e  p rocedure  i n v o l v e s  t h e  
L D L ~ - - f a c t o r i z a t i o n  o f  ? where L i s  a  lower  t r i a n g u l a r  ma- 0 0 0  0 
t r i x  w i t h  a  u n i t  main d i a g o n a l ,  and Do--a d i a g o n a l  m a t r i x .  With 
., 
t h i s  f a c t o r i z a t i o n  a t  hand,  t h e  computa t ion  of  x k + l  s a t i s f y i n g  
(17)  c o n s i s t s  o f  forward  and backward s u b s t i t u t i o n  which i s  v e r y  
e a s y  t o  implement.  
The s t r u c t u r e  o f  C i s  u s e 3  e x p l i c i t l y  i n  computing t h e  
T L D L f a c t o r i z a t i o n .  I t  i s  e a s y  t o  see t h a t  0  0  0 
where A i s  t h e  - j t h  row o f  A .  So w e  nay u s e  a  p r o c e d u r e  f o r  i 
upda t ing  t h e  f a c t o r s  of  a  modif ied  m a t r i x  w i t h  a  rank-one modi- 
f i c a t i o n .  I n  o t h e r  words,  s t a r t i n g  w i t h  t h e  u n i t  m a t r i x  I ,  w e  
compute f a c t o r s  f o r  t h e  m a t r i x  
Then we repeat the procedure and obtain 
In m steps we will have the desired factorization: 
For the factor i lpdai- inq it is cc:;iJenien-t to use Bennett's 
method [5], which in the case of rar1;;-one modification can be 
described as follows: 
T Let B = B +  yuu , where O is a sym~etric n x n matrix, y -is 
7' 
a scalar, and u - n--vector. If LDL- - factorization of B is known 
B = LDL T 
--- 
then L D L ~  factorizati-on of is qenerated by the following re- 
currence relations: 
1) Set y l = y r  u(l) = u ,  i =  7 .  
8) Stop. 
Here u (i (i) denotes the first cunponent of the vector u . 1 9 
L This procedure requires -n + 0(n) multiplications while 
3 the direct factorization of B requires some n /3 multiplica- 
- 
tions. So, factorii~tion of C reqcires -mn2 multiplications. 
The same p r o c e d u r e  i s  u s e d  f o r  c a l c u l a t i o n  o f  t h e  L D L ~  f a c -  
t o r i z a t i o n  o f  C o .  Namely, when xo i s  d e f i n e d ,  w e  know which co- 
o 
o r d i n a t e s  o f  x a r e  p o s i t i v e ,  s o  w e  c a n  compute Co a s  
where e i s  t h e  ith u n i t  n - v e c t o r ,  and  summation i n  ( 2 6 )  i s  i 0  t a k e n  o v e r  a l l  i ' s  s u c h  t h a t  x; > O .  The number o f  p o s i t i v e  co- 
U 
o r d i n a t e s  o f  x d e f i n e s  how many t i m e s  w e  h a v e  t o  u s e  t h e  up- 
d a t i n g  p r o c e d u r e  t o  compute t h e  f a c t o r i z a t i o n  o f  C o .  
I f ,  a t  - s a y  t h e  kth s t e p  o f  t h e  a l g o r i t h m  - a  c e r t a i n  coor -  
d i n a t e  o f  x ,  e . g .  xi ,  c h a n g e s  i t s  s i g n ,  t h e n  w e  w i l l  u s e  t h e  
same u p d a t i n g  p r o c e d u r e  f o r  c a l c u l a t i o n  o f  t h e  Lk+l Dk+l~:+ ,  
f a c t o r i z a t i o n  of  t h e  m a t r i x  Ck+l .  C l e a r l y ,  v e c t o r  u now t a k e s  
t h e  form u  = e whzre e - ith u n i t  v e c t o r .  i i 
Again ,  e q u a t i o n  ( 1 0 )  i s  s o l v e d  by u s e , o f  f o r w a r d  and  back- 
ward s u b s t i t u t i o n s .  
6 .  ANOTHER APPROACH TO FACTORIZATION 
The f a c t o r i z a t i o n  scheme d e s c r i b e d  above  s u f f e r s  o n e  heavy 
drawback,  namely,  when it i s  a p p l i e d ,  it c a u s e s  t remendous  f i l l -  
i n  i n  t h e  m a t r i x  L. To remedy t h i s  problem,  o n e  c a n  e x p l o i t  
t h e  s p e c i a l  s t r u c t u r e  o f  C. C o n s i d e r  t h e  f o l l o w i n g  problem 
n 1- 
min p  x  
sub  j ec t t o  
A;; < b  
- 
- n-m 
where  x E E and A i s  m x ( n - n ) - m a t r i x  or a d d i n g  s l a c k  v a r i a b l e s  
w e  g e t  t h e  c o n s t r a i n t s :  
T  - T  Using t h e  n o t a t i o n  x  = ( y , x )  and A = [E,A] where  E i s  u n i t  
m x m-matrix,  w e  r e d u c e  t h i s  problem t o  t h e  form ( 1 )  - ( 3 )  . Now 
A ~ A  t a k e s  t h e  form 
I t  i s  e v i d e n t  t h a t  t h e  m a t r i x  
where I - u n i t  (n-m) x (n-m)-matr ix  i s  n o n s i n g u l a r ,  f o r  
L e t  u s  rewrite ( 1 5 )  i n  t h e  form 
where y ( x )  i s  a  d i a g o n a l  m a t r i x  s u c h  t h a t  
- 1 i f  xi  < 0  and i < m 
- 
0  i f x  < O a n d i > m  y i ( x i )  = i 
1 i f  x .  > 0  and i > m 
1 - 
0  i f x .  > 0  and i < m . 
1 - - 
E v i d e n t l y  t h e  s y s t e m s  ( 1  5 )  and ( 2 8 )  are e q u i v a l e n t ,  hence  w e  
may s o l v e  ( 2 8 )  u s i n g  t h e  p r o c e s s  (17 )  - ( 2 1 )  w i t h  o b v i o u s  m o d i f i -  
c a t i o n s .  
So,  i n  t h i s  c a s e ,  t h e  t r i a n g u l a r  f a c t o r i z a t i o n  o f  C i s  
known i n  advance ,  and w e  s a v e  memory and  CPU t i m e .  
T r i a n g u l a r  f a c t o r i z a t i o n  o f  m a t r i x  Co (see (9)) may e a s i l y  
b e  o b t a i n e d  from (27)  u s i n g  For re s t -Toml in  (FT) u p d a t i n g  proce(-  
d u r e  [ 6 ] .  
C o n s i d e r  y  and x p a r t s  o f  v e c t o r  x  s e p a r a t e l y .  Suppose 
0  -0 .  t h a t  f i r s t  r coordinates o f  v e c t o r  [ y  , x  1 = x o  a r e  n e g a t i v e ,  
and i t s  l a s t  c o o r d i n a t e s  a r e  n o n n e g a t i v e .  I t  i s  c l e a r  t h a t  a  
g e n e r a l  c a s e  c a n  b e  r e d u c e d  t o  t h i s  s i t u a t i o n  u s i n g  p e r m u t a t i o n s .  
To c o n s t r u c t  t h e  m a t r i x  C w e  now have  t o  add u n i t y  t o  0 ' 
t h e  f i r s t  r d i a g o n a l  e l e m e n t s  o f  C and s u b t r a c t  u n i t y  f rom t h e  
l a s t  s o n e s .  The f a c t o r i z a t i o n  ( 2 7 )  now t a k e s  t h e  form: 
r n - m  
where a l l  E ' s  and 1 ' s  d e n o t e  u n i t y  matrices o f  a p p r o p r i a t e  s i z e ,  
and t h e  shaded  a r e a  r e p r e s e n t s  f i r s t  r columns  o f  xT t a k e n  w i t h  
t h e  o p p o s i t e  s i g n .  Note t h a t  r - > s ,  f o r ,  i f  n o t ,  t h e n  H i s  s i n -  
g u l a r .  
L e t  u s  now d e s c r i b e  t h e  p r o c e s s  o f  r e d u c t i o n  o f  H t o  uppe r  
t r i a n g u l a r  form.  F i r s t  o f  a l l ,  n o t e  t h a t  t h e  r i g h t - l o w e r  p a r t  
o f  R c o r r e s p o n d s  t o  t h o s e  c o o r d i n a t e s  o f  xo  which  d u r i n g  t h e  
i t e r a t i v e  p r o c e s s  w e r e  supposed  t o  b e  n e g a t i v e .  So a t  t h e  f i r s t  
s t e p  w e  h a v e  t o  pe rmute  t h e  columns o f  A s o  t h a t  a l l  n - m  o f  t h e  
0 l a s t  columns o f  A c o r r e s p o n d  t o  t h e  n e g a t i v e  c o o r d i n a t e s  o f  x  . 
I n  o t h e r  words ,  w e  h a v e  t o  exchange  s l a s t  columns w i t h  s o f  
t h e  r f i r s t  co lumns ,  s o  t h e  permuted m a t r i x  A t a k e s  t h e  form 
P  
r-s 
L 
So now t h e  f i r s t  r -  s and t h e  l a s t  n - m  columns o f  A c o r r e -  
P  
spond t o  n e g a t i v e  c o o r d i n a t e s  o f  x o  w h i l e  t h e  o t h e r s - - t o  t h e  
n o n - n e g a t i v e  o n e s .  
The equality constraints of the original problem become 
now 
A x = b  . 
P 
Premultiplying this equality by 
we reduce it to the form 
Ax = i; 
where 
A = W I  , 
v v 
m n-m 
- 
-1- 
and A = B  A. 
Naturally we don't need to perform explicit multiplication 
because we may keep B-' in Product Form of the Inverse (PFI) or 
in Elimination Form of the Inverse (PFI). The matrix Co for 
(30) now takes the form 
- 
n - m  
where t h e  shaded area i n  fi c o i n c i d e s  w i t h  t h e  f i r s t  r -  s c o l -  
AT 
umns of A t a k e n  w i t h  t h e  o p p o s i t e  s i g n s .  
Now w e  have t o  o p e r a t e  on t h e s e  columns t o  r e d u c e  fi t o  a n  
upper t r i a n g u l a r  form. Applying FT-procedure we f i r s t  u s e  c o l -  
umn p e r m u t a t i o n s  t~ change fi t o  t h e  form 
where P i s  
m a t r i x  by 
w e  g e t  
t h e  column 
r-'s 
p e r m u t a t i o n  m a t r i x .  
C-Tj 
n- rn  
P r e m u l t i p l y i n g  t h i s  
where 
U = 
T h i s  m a t r i x  i s  a l m o s t  upper  t r i a n g u l  . a r  e x c e p t  t h e  b l o c k  @ which 
b e i n g  o f  a r a t h e r  s m a l l  s i z e  c a n  b e  e a s i l y  LDLT-factorized w i t h  
t h e  h e l p  o f  (32)  and Benne t t  p rocedure  d e s c r i b e d  above- 
A s  it f o l l d w s  from t h e  above i n  t h i s  approach,  w e  need no 
c a l c u l a t i o n  a t  a l l  t o  g e t  t h e  t r i a n g u l a r  f a c t o r s  o f  C, f o r  t h e y  
a r e  e x p l i c i t l y  d e f i n e d  by (27)  i n  t e r m s  o f  and o n l y  o f  t h e  ele- 
ments o f  A. So no e x t r a  memory o r  CPU t i m e  i s  needed.  
For L U - f a c t o r i z a t i o n  of  Co w e  need e x t r a  memory t o  s t o r e  @ 
m a t r i x  from (32)  i n  f a c t o r i z e d  form. The amount r e q u i r e d  i s  
2 
approx imate ly  #(r-s)  . The number o f  m u l t i p l i c a t i o n s  needed 
f o r  L D L ~  f a c t o r i z a t i o n  of  @ amounts t o  -(n-m) (r-sI2 which i s  
r e l a t i v e l y  s m a l l .  On t h e  o t h e r  hand, t h e  o t h e r  non-zeros o f  rl 
and U c o i n c i d e s  w i t h  t h o s e  of  A t o  w i t h i n  t h e  s i g n .  So, u s e  of 
t h e  FT-procedure s a v e s  a g r e a t  d e a l  o f  s t o r a g e  and CPU t i m e  when 
computing t h e  t r i a n g u l a r  f a c t o r i z a t i o n  of  C 0 ' 
The same scheme i s  used f o r  c a l c u l a t i o n  o f  t r i a n g u l a r  f a c -  
t o r s  of  m a t r i c e s  C 1 C 2 ,  .... 
7 .  APPLICATION OF DYNAMIC LINEAR PROGRAMMING 
Cons ide r  now s o - c a l l e d  dynamic l i n e a r  programs,  which some- 
t i m e s  a r e  r e f e r r e d  t o  a s  " s t a i r c a s e "  programs.  E v i d e n t l y ,  i n  
t h i s  c a s e ,  f i l l - i n  i n  L m a t r i x  grows l i n e a r l y  w i t h t h e  d imension 
o f  t h e  problem. T h i s  c l a s s  o f  problems now a t t r a c t s  many re- 
s e a r c h e r s ,  b u t  what s h o u l d  b e  done i n  t h i s  f i e l d  outweighs  heav i -  
l y  what  h a s  been done.  For a s h o r t  r ev iew see, e . g .  [7]. 
The problem is 
n- 1 (llUO + min c 0 k=l 
subject to 
where xo is known initial state vector, xk,uk-unknown n- and r k 
-dimensional vectors respectively, bk E E rnl,, (2) ICk ISk E E  n (1) EErkf 
' Ck 
and GkIDkIAkIBk--constant matrices of appropriate sizes. 
In static formulation, the constraints matrix A of (35) - (36) 
in the case when N = 2  takes the form 
sir.ce xo is known and GOx0 and A ~ X O  can be be subtracted. Ma- 
T trice A A takes the form 
On t h i s  f i g u r e ,  t h e  heavy l i n e  e n g u l f s  t h e  m a t r i x  L where 
T T I + A  A = LDLA and D i s  a  d i a q c n a l  m a t r i x .  The m a t r i x  L i n  t u r n  
1 IT- 1 
c o n s i s t s  of  N - 1 t r a p e z o i d a l  b l o c k s  L',L , . . . , L  . I t  i s  e a s y  
t o  show t h a t  b l o c k - t r i a n g u l a r  shape  w i t h  a  v a r i a b l e  band-width 
d o e s n ' t  change  w i t n  change  of d i a g o n a l  e l e m e n t s  p rov ided  L re- 
mains p o s i t i v e  d e f i n i t e .  
T  The t r i a n g u l a r  f a c t o r i - z a t i o n  of  I + A  A i s  c a r r i e d  o u t  i n  
t h e  f o l l o w i n g  way. F i r s t ,  we t r a n s f o r m  b l o c k s  o f  A cor respond-  
0  i n g  t o  k  = 0  t o  m a t r i c e s  L , D o  and upper  t r i a n g l e  o f  L'  shaded 
i n  F i g .  1 .  Then b l o c k s  o f  A c o r r e s p o n d i n g  t o  k = l  a r e  t r a n s -  
formed t o  m a t r i c e s  L'  # D 1  and upper  shaded t r i a n g l e  o f  L~ and s o  
o n .  The number o f  o p e r a t i o n s  needed f o r  d e t e r m i n a t i o n  o f  L and 
N- 1 2 
D i s  -of  o r d e r  [mk ( n + r k )  + n ( 2 n + r k 2 )  1 and grows l i n e a r l y  w i t h  k=O 
N. 
When L and D a r e  c o n s t r u c t e d ,  t h e  a l g o r i t h m  c o n t i n u e s  a s  i n  
t h e  g e n e r a l  c a s e .  The i m p o r t a n t  i d e a  h e r e  i s  t h e  s t o r a g e  scheme 
f o r  L and D .  The e l e m e n t s  o f  D a r e  r e p r e s e n t e d  a s  d i a g o n a l  ele- 
ments  o f  L which i n  t u r n a r e  s t o r e d  i n  two a r r a y s  [ 8 ] :  VE(Va1ues 
o f  E lemen t s )  and P D ( P o s i t i o n s  of  t h e  Diagonal  e l e m e n t s  i n  VE) . 
Array  VEik) c o n t a i n s  a l l  t h e  non-zero e l e m e n t s  o f  L~ w r i t -  
t e n  column by column. 
Ar ray  PD(k)  i s  d e f i n e d  by t h e  r e c u r r e n c e  r e l a t i o n s :  
An e l emen t  lk of  t h e  m a t r i x  L c a n  b e  r e c o v e r e d  from t h e  i j 
above s t o r a g e  scheme a s  f o l l o w s :  
T h i s  s t o r a g e  scheme f o r  L~ and Dk a l l o w s  u s  t o  r e c o v e r  1 k ij 
from a  one-d imens ional  a r r a y  w i t h o u t  m u l t i p l i c a t i o n s  o r  d i v i -  
s i o n s ,  and t h u s  r e d u c e s  t h e  CPU t i m e .  
8 .  APPLICATION TO BLOCK-ANGULAR PROGRAMS 
The o t h e r  i m p o r t a n t  c l a s s  of  s p e c i a l l y  s t r u c t u r e d  LP p r o -  
grams where  t h e  p r o p o s e d  a l g o r i t h m  seems t o  b e  most  e f f e c t i v e  
i s  t h e  c l a s s  of  s o - c a l l e d  b l o c k - a n g u l a r  p rob lems  w i t h  c o u p l i n g  
columns.  T h e s e  p rob lems  w e r e ,  p e r h a p s ,  most  p o p u l a r  i n  l i t e r a -  
t u r e  o n  s p e c i a l l y  s t r u c t u r e d  LP p rob lems ,  b e c a u s e  t h e y  h a v e  s i m -  
p l e  s t r u c t u r e  a s  wel.1 a s  m e a n i n g f u l  economic i n t e r p r e t a t i o n  [ 9 ] .  
C o n s i d e r  t h e  problem of  
T T 
min 1 P . x  + P  x  
1 i i = l  0 0 
s u b j e c t  t o  
where  x  - n o n n e g a t i v e  n  - v e c t o r ,  P.-known v e c t o r  o f  t h e  same d i -  i i 1 
mension ,  and bi-known m - v e c t o r  f o r  a l l  i =  1, ..., N .  Bi and (Pi  i 
a r e  known m a t r i c e s  o f  a p p r o p r i a t e  s i z e .  
C o n s t r a i n t s  ( 3 7 )  may b e  w r i t t e n  a s  o n e  m a t r i x  c o n s t r a i n t  
w i t h  t h e  f o l l o w i n g  m a t r i x  
T  The m a t r i x  C = A  A i n  t h i s  c a s e  t a k e s  t h e  form 
"1 "a 
m 
The m a t r i x  ? = I + A L A  a g a i n  may be f a c t o r i z e d  a s  =LDL T  
where  D i s  a  n o n - s i n g u l a r  d i a g o n a l  m a t r i x  and  L - n o n s i n g u l a r  
l ower  t r i a n g u l a r  m a t r i x  w i t h  t h e  f o l l o w i n g  s t r u c t u r e  
The b locks  of C , L  and D a r e  r e l a t e d  by 
I t  fo l lows  t h a t  t h e  ma t r i ce s  L i , D i , i =  1 ,  ... , N  may be  computed 
independent ly ,  and when they  a r e  a v a i l a b l e  we proceed t o  compu- 
t a t i o n  of M i =  1 ,  . . . I N  and DO,Lo .  i f  
I t  should be emphasized t h a t  we may use  t h e  FT-procedure 
f o r  computation of t h e  t r i a n g u l a r  f a c t o r s  L , i =  1 ,  ..., N ,  i and 
Benne t t ' s  procedure  f o r  f a c t o r i z a t i o n  of t h e  r igh t - lower  block 
of c.  Namely, t h e  f a c t o r s  L i . i = l  , . . . . 8  a r e  e a s i l y  o b t a i n a b l e  
a s  i n  ( 2 7 )  , and LO , D O  a r e  computed i n  two s t e p s  us ing  t h e  formu- 
l a  
Here t h e  t r ans fo rma t ion  of  t h e  exp res s ion  i n  paren theses  cor re -  
sponds t o  t h e  f i r s t  s t e p  whi le  t h e  t r ans fo rma t ion  of t h e  term 
i n  bracke ts - - to  t h e  second.  
Note t h a t  a t  each s t e p  of t h e  a lgo r i t hm desc r ibed  above, 
on ly  one d iagona l  element of C changes. Suppose t h a t  a t  some 
s t e p  a  d iagona l  e lement  of i - t h  block ( i < N )  - changes.  Then it 
' fo l lows  from (38) t h a t  on ly  t h e  e lements  of  LO,Di,Mi,DO,LO 
change whi le  a l l  t h e  o t h e r  b locks  remain a s  be fo re .  When a  d i -  
agonal  element of 0-th block changes,  on ly  t h e  e lements  of Lo 
and Do have t o  be modif ied.  
The equa t ion  (10)  may now b e  so lved  us ing  t h e  fo l lowing  r e -  
cu r r ence  equa t ions .  
Forward t r ans fo rma t ion :  
Backward t r a n s f o r m a t i o n :  
S i m i l a r  r e l a t i o n s  a r e  u s e d  i n  s o l v i n g  ( 1 5 ) .  I t  i s  e a s y  t o  see 
t h a t  d u r i n g  t h e  s o l u t i o n  p r o c e s s  w e  have  t o  k e e p  i n  c o r e  memory 
a t  one  t i m e  o n l y  b l o c k s  LiDiMi. A l l  t h e  o t h e r  b l o c k s  may b e  
s t o r e d  i n  a  drum o r  a  d i s k .  So t h i s  a p p r o a c h  r e p r e s e n t s  a  t y p e  
o f  d e c o m p o s i t i o n ,  f o r  t o  compute t h e  n e x t  " c o r n e r  p o i n t "  o f  t h e  
t r a j e c t o r y  ( i . e .  t h e  n e x t  a p p r o x i m a t i o n  t o  t h e  s o l u t i o n )  w e ,  i n  
f a c t ,  have  t o  s o l v e  s u c c e s s i v e l y  2(N+1) t r i a n g u l a r  s y s t e m s  o f  
l i n e a r  e q u a t i o n s .  
9 .  CONCLUSIOIl 
The method d e s c r i b e d  i n  t h i s  p a p e r  i s  b a s e d  on  t w o  main 
i d e a s :  t h e  u s e  o f  p e n a l t y  f u n c t i o n s  and a p p l i c a t i o n  o f  m a t r i x  
f a c t o r i z a t i o n  t e c h n i q u e s .  The main r e s u l t  i s  t h a t  t h e  u s e  o f  a  
smooth p e n a l t y  f u n c t i o n  a l l o w s  u s  t o  f i n d  t h e  e x a c t  s o l u t i o n  t o  
t h e  o r i g i n a l  p roblem i n  a  f i n i t e  number o f  s t e p s .  The method 
d i f f e r s  f rom t h e  u s u a l  i m p l e m e n t a t i o n  o f  p e n a l t y  f u n c t i o n  methods 
i n  t h a t  a t  e a c h  s t e p  w e  now have  t o  s o l v e  o n l y  l i n e a r  s y s t e m s  
o f  e q u a t i o n s  d i f f e r i n g  from e a c h  o t h e r  i n  o n l y  o n e  d i a g o n a l  ele-  
ment .  Numer ica l  e x p e r i m e n t s  show t h a t  t h e  g a i n  i n  speed  and 
a c c u r a c y  i s  t r emendous  i n  compar i son  w i t h  t h e  u s u a l  implementa-  
t i o n .  
The number o f  s t e p s  depends  v e r y  much o n  c h o i c e  o f  t h e  i n i -  
t i a l  v a l u e  o f  t h e  p e n a l t y  c o e f f i c i e n t .  The s m a l l e r  Qo t h e  f e w e r  
t h e  number o f  s t e p s .  U s u s a l l y  ( f o r  p rob lems  o f  medium s i z e )  t h e  
number o f  s t e p s  i s  much s m a l l e r  t h a n  t h a t  o f  t h e  s i m p l e x  method.  
The number o f  o p e r a t i o n s  r e q u i r e d  a t  e a c h  s t e p  i n  t h e  dy- 
namic c a s e  grows l i n e a r l y  w i t h  t h e  number of  t i m e  p e r i o d s .  I n  
p r i n c i p l e ,  it a l l o w s  u s  t o  s o l v e  v e r y  l a r g e  p rob lems ,  f o r  a l l  
b u t  o n e  o f  t h e  t r a p e z o i d a l  m a t r i c e s  may b e  s t o r e d  on  a  d i s k  o r  
a  drum. The s 3 m e  c o n c l u s i o n  i s  t r u e  f o r  b l o c k - d i a g o n a l  p rograms.  
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