







































































The research-study outlined in this paper aims at examining the input interface for 
small devices like smartphones. 
This research proposes an input interface with a low degree of freedom using 8 buttons 
by 3 different input techniques: flick input, eye glance input, and gesture input. By 
combining input operations multiple times, we aim to increase the number of choices 
and aim to make an interface that is able to be used in different situations. 
This paper consists of 6 chapters, which are summarized as follows: 
Chapter 1: As an input interface of small size mobile terminals, we list the conventional 
input interfaces, their problems and explain the necessity of a new input interface. 
Chapter 2: We introduce design for the screen of the input interface that solves the 
above problems in chapter 1. The proposed design consists of 2 vertical × 4 horizontal 
sections that make 8 degrees of freedom and let us choose one section. 64 choices are 
available by continuously repeating this selection twice. Since the proposed design 
consists of a few sections, the screen occupancy is low. Further, the design is horizontal, 
and it is able to use the QWERTY keyboard layout, etc., which is used as a general 
keyboard layout. 
Chapter 3: As a method with low dependence on the touch area, we propose a method 
of inputting up and down flick operations on 4 buttons. By limiting the number of choices 
to 8 and repeating the input operation twice in a row, 64 choices can be used. We devised 
a screen corresponding to this input method and conducted an evaluation experiment 
focusing on comparison with the conventional methods. As a result of this experiment, 
the input speed is slightly slower due to the number of inputs, but the correct input rate 
is higher than the conventional methods. According to these results, the input interface 
which is designed in this research is suggested.  
Chapter 4: an input method without using a hand, we explain about the eye gaze input. 
We explain basic knowledge about eye movements and introduced conventional eye-gaze 
input methods. We described the Eye Glance input method which uses reciprocation of 
quick eye movement as an input operation and the method of estimating eye movement 
by performing image analysis on the region near an eye. In addition, we proposed a 
method of dividing the input into two kinds according to the length of time required for 
input operation as a method of increasing the choice of Eye Glance input and described 
the result of the evaluation experiment. 
Chapter 5: We proposed an input method using a gesture to move the hand while 
holding the smartphone. The input operation of the proposed method was measured with 
an acceleration sensor built in the smartphone and the discrimination method was 
examined from the characteristics of the obtained waveform. As a result, a high 
discrimination rate could be obtained for the four types of motion. 
Chapter 6: The results obtained in the above study were summarized and the results of 








































提案する．提案デザインは縦 2×横 4 の区画によって構成され，8 自由度をもつ














作とする Eye Glance 入力方式と，眼球近傍の領域に対して画像解析を行うこと
で視線移動を推定する手法について記述する．さらに，一度に利用できる選択肢
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図 1.1 メディア接触時間(1日あたり・週平均)[3] 












































































































































































































































図 2.1 提案画面デザイン 




























































に並んだ 4 ボタンに対して上方向または下方向へのフリック操作を 2 回行うこ
とで入力とするという，操作の自由度を少なくしつつも多くの選択肢を利用で
きる入力インタフェースを提案する． 
第 2 章で提案した画面デザインと本項で提案する入力方法の対応を図 3.1 に
示す．縦に並んだ黒と白の 2 つの選択肢は，上方向または下方向へのフリック
入力を行うことで選択される．これにより，この入力インタフェースは 8 操作
自由度を持つ．この入力動作を 2 回繰り返すことで 1 つの入力として扱う．そ
のため，本研究で提案するこの入力インタフェースは，操作方法に関しては上下
のフリックという 2 種類しかなく，タッチするボタンも 4 種類と，操作自由度
は非常に少ないが，最終的に入力できる選択肢数は 64個となる．この選択肢数
























図 3.1 提案画面デザインとの対応 

































図 3.2 入力例 
















(a) Conventional method  (b) Proposed method 
図 3.3 実験画面 
Fig. 3.3. Experiment screen  
 
図 3.4 入力画面 




























表 3.1 実験結果 




A B C D E Ave 
入力文字
数/min 
40.9 26.8 24.3 29.4 25.3 21.2 25.4 
誤入力率
(%) 

































表 3.2 先行研究との比較 
Table. 3.2. Comparison with conventional studies 
研究 ボタン数 自由度 選択肢数 被験者数 cpm 
Chenら[20] 1 9(3) 28 16 19.58 
平山ら[13] 5 10 50 8 18.39 



































































































































































図 4.1 従来手法の実験の様子 


































移動量に精度を必要としない．図 4.2 に Eye Gesture 入力インタフェースの画面
デザインを示す． 
 
 この入力画面では 2 つの斜め方向視線移動の組み合わせを 1 つの入力として







図 4.2  Eye Gesture入力インタフェースの入力画面 
Fig. 4.2.  Eye Gesture input interface input screen 
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図 4.3  Eye Glance入力インタフェースの入力画面 
Fig. 4.3.  Input screen of Eye Glance input interface 
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4.6. 交流増幅 EOGを用いた視線移動検出 
 

























図 4.5 に示すように眼電図の各時点の電位から 1 つ前の電位を引いた差分値
 
図 4.4 電極貼付位置 






















図 4.5 EOGの差分値 




 EOG から得られる波形は，Eye Glance 入力動作以外にも，画面を見る際の通
常の視線移動やまばたきなどが混在するため，Eye Glance入力動作のみを抽出す
る処理が必要である．Eye Glance 時の交流 EOG の差分値波形において，次の 3
つの特徴が得られる． 









つ Eye Glanceを行い，閾値を設定している． 
 
図 4.6 波形例 



















図 4.7 Eye Glance入力の解析アルゴリズム 














される場面での利用は難しい．しかし，1回の Eye Glance入力は 1秒弱という短
時間で行えるため，連続で複数回の視線移動の往復を行うことを 1 つの入力と
することができる．先行研究[53]では 2 回の Eye Glance を 1 つの入力として扱う
ことで，16(4×4)個の選択肢を検討した．図 4.8 のように縦横ともに 4 つずつの
選択肢を配置して実験を行った結果，平均判別率は 91.5%となり，1分あたりの




(a) Normal (b) Input detected (Upper Left) 
図 4.8 実験画面 






視線移動方向を推定することで Eye Glance 入力を実現した．入力手法としては
精度も十分で，一般的な性能の PCを用いてもリアルタイムで判別結果をフィー
ドバックできるほど計算負荷も軽い．また，先行研究では，信号増幅のための生




















































図 4.9 計測領域 












(a) Averaging the whole    (b) Averaging top of 10% 
図 4.10 Eye Glance入力動作時の波形(左上) 
Fig. 4.10. a waveform of Eye Glance (Upper Left) 
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4.10. Eye Glance入力動作波形の判別アルゴリズム 
 






















図 4.11 波形例と閾値 


























図 4.12 瞬目で得られる波形例 






























































入力方法を検討する．Eye Glance 入力は斜め方向の 4 種類の動作を入力に用い
るため，図 4.13 のように提案画面デザインを 4 つの領域に分けて入力する方法
を検討する． 
 








4.12.1. Eye Glance入力インタフェースの選択肢増加の検討 
 
選択肢増加の方法として，本研究では，Eye Glance入力の画面隅を一瞬見る動




から 8 つに倍増する．また，先行研究[53]と同様に 2 回の入力動作を 1 つの入力
とすれば，8×8=64の選択肢を扱うことができる．この数は，平仮名 50音に加え
て補助キーをいくつか加えても十分な数であり，文字入力に Eye Glance 入力を
 
図 4.13 Eye Glance入力と提案デザインの対応 




きる．外側に配置されている．図 4.14 に示すように，ボタン 1 および 4 の領域












Glance 入力(以下，短入力)と画面隅をやや長めに見る入力(以下，長入力)の 2 種
類に分ける手法の実験を行った．被験者は 20 代の成人男性 4名とし，うち 3人
が眼鏡装着者とした．今回の実験は短入力と長入力の区別の可否を調査するた
め，被験者には Eye Glance入力に関する実験の経験者のみを徴用した． 
実験システムのハードウェアは顔画像を撮影するカメラを内蔵し，撮影された
動画像を記録し，画像への分割，および画像の解析を行うラップトップ PC1 台
を使用した．カメラの画素数は 92 万画素であり，時間分解能は 30fps である．
 
図 4.14 入力の長短に対応するボタン配置 







被験者には，短入力の際には通常通りの Eye Glance 入力を行い，長入力の際に
は画面の隅をしっかり見るように指示した． 







図 4.15 実験の流れ 









し，中央と四隅の間の視角度は水平方向が約 7°，垂直方向は約 6°とした． 
 次に，入力に慣れるために 60秒間の練習時間を設けた．練習時間中，被験者
















(b) Instruction (c) Detection 
図 4.16 実験画面 


















表 4.1 判別結果 
Table 4.1. Result of detection. 
被験者 a b c d 
正答 78 57 61 70 
長→短 0 8 5 3 
短→長 0 3 6 1 
他 2 11 8 6 
計 80 57 80 80 
 
 
図 4.17 入力にかかった時間 


















し，被験者 b は長入力の受付時間を 0.05 秒延長し，短入力の受付時間を 0.1 秒
延長して再度同じ実験を行った．結果を表 4.2に示す．被験者 bは長入力が短入











表 4.2 条件変更に伴う判別の変化 
Table 4.2. Change in detection accompanying condition change 
被験者 b c 
条件変更 前 後 前 後 
正答 57 61 61 70 
長→短 8 1 5 2 
短→長 3 4 6 6 








選択肢増加の手法の 1 つとして，先行研究で提案されていた 2 回の Eye Glance
入力動作を 1つの入力として扱う方法を検討する．8選択肢の入力を 2回行うこ
とで，最終的に使用できる選択肢は 6４となる．この数は，日本語入力で用いら






被験者および設備などの実験環境は先述の 8 選択肢評価実験と同様とした． 
 実験画面には，図 4.18 を用いた．これは 8 選択肢評価実験で用いたものにさ
らにボタン内部の選択肢を追加したものであり，文字などの具体的な情報は配
置していない． 







図 4.18 実験画面   図 4.19 実験の流れ 





て，一度目の Eye Glance の際には判別された箇所に赤い枠線を表示し，二度目





















図 4.20 入力にかかった時間 










































図 4.21 2回の Eye Glance入力の間にかかった時間 









































図 4.22 誤入力数 








































表 4.3 先行研究との比較(※換算値) 
Table 4.3. Comparison with previous research 
研究 入力方法 計測方法 操作自由度 判別精度(%) 入力速度(文字/min) 
新井ら[59] 注視+瞬目 カメラ+HMD 9 53 35 
Chenら[60] 注視+瞬目 カメラ - 97 12 
伊藤ら[50] Eye Glance EOG 4 92 15.2 





















































































上記の 4 動作を判別するため，スマートデバイスの 3 軸加速度センサによっ
て加速度値を取得するアプリを Android上で作成した．スマートデバイスの 3軸







から gl(i)を取り除き gh(i)を算出する．これにより得られた gl(i)および gh(i)を用
いてその特徴を明らかにする．計算式は従来研究(3)より，以下の式(1)，(2)を使
用した(0 <α< 1)．  
    gl(i) = gr(i)×α+gr(i-1)×(1-α)………………………………………………………...(1) 




図 5.1：スマートデバイスの 3軸方向 
Fig.5.1. Three-axis direction of smart device 
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 実験用のスマートデバイスとして，Sony 社の Xperia XZ を使用した．被験者
は日頃からスマートデバイスを使用している 21~27 歳の右利き男性 3 名，右利
き女性 1 名である． 実験は室内の一般的な蛍光灯照明の下で行った．被験者
にはスマートデバイスを普段から使用している際の持ち方で持たせ，楽な姿勢
で椅子に座ってもらった(図 5.2)． 
 提案した 4 つの入力動作に対して，①～④の順に 10 回ずつ計 40 回動作を行
った．これを 1セットとし，5.2節の式(1)の係数 α が 0.1から 0.9になるまで 0.1






は図 5.5 に示す((a)は α=0.1，(b)は α=0.9 の場合を示す)．図 5 において，赤線の
LOWは gl(i)の，青線の HIGHは gh(i)の波形を表している．また，表 5.1に各入
力動作で得られた加速度波形におけるピークの特徴をまとめたものを示す． 
 x 軸成分は，図 5.3 より左近において，特に α=0.9 の場合の LOW にノイズが
 
図 5.2：実験風景 










に見られた．また，表 5.1 より，HGH のピーク特徴が他軸に比べ不規則的であ
ることが分かった．このことから，動作を判別するための波形としては HIGHで
はなく LOWが適すると考えられる． 
 z軸成分は，図 5.5より，y軸と同様の特徴であることが分かった． 
 これらの特徴をまとめると，αの値が高くなるにつれて HIGH の振幅変動は
小さく，LOWの振幅変動は大きくなることが分かった．振幅変動は小さい方が
動作間の差が減り，繰り返し性が高いと予想できる．また，x軸成分は α=0.9の
LOW にノイズが多く発生し，y 軸成分は HIGH のピーク特徴が α の値によらず
不規則的であることが分かった．これらの結果から，判別に用いる波形としては
α=0.1の LOWが最適であると考えられる． 








(a)α=0.1                          (b)α=0.9 
図 5.3：動作④における x軸成分加速度波形例 












































(a)α=0.1                          (b)α=0.9 
図 5.4：動作④における y軸成分加速度波形例 



































 (a)α=0.1                          (b)α=0.9  
図 5.5：動作④における z軸成分加速度波形例 













































実験 1の結果より，動作の判別には α=0.1 の LOWが最適であると考えた．し
かし課題として，基準値が 0 よりも上に存在していることと，左近の x 軸成分
にノイズが見られたことから，更にフィルタ処理をかける必要性が挙げられた．
そこで本実験では，α=0.1 の LOW に対して更にフィルタ処理をかけた値に対し
て実験 1 同様の実験を行い，入力動作のリアルタイム判別に用いる波形を決定
する．実験 1で使用した HIGHは加速度センサの値と LOWの差分値であり，基
準値を 0にとることが分かったので，今回の実験では α=0.1の LOWにハイパス
フィルタをかけ，基準値を 0にする．計算式は以下の(3), (4)を使用した． 
    wl(i) = gl(i)×0.1+gl(i-1)×0.9………………………………………………………….(3) 










Table 5.1. Characteristic of the peak of each axis acceleration wave pattern  
 
右遠 右近 左遠 左近
x 負から正 正から負 正から負 負から正
y 負から正 正から負 負から正 負から正
z 負から正 正から負 負から正 正から負
x 負 正 正 負
y 負 正 負 正







波形例として，x 軸成分は図 5.6 の(a)に右遠，(b)に左近の，y 軸成分は図 5.7
に右遠の，z軸成分は図 5.8に右遠の LH波形特徴を示す．図 5.6,7,8より，基準






(a)右遠                                   (b)左近 
図 5.6：x軸成分 LH波形例 





































図 5.7：右遠における y軸成分 LH波形例 






















表 5.2 に各入力動作の LH 波形におけるピークの特徴をまとめたものを示す．
図 5.6(b)および表 5.2 より，左近の x 軸成分にはノイズが発生していること，y










図 5.8：動作①における z軸成分 LH波形例 
















表 5.2：各軸 LH波形のピークの特徴 




動作① 動作② 動作③ 動作④
x 負から正 正から負 正から負 負から正(※)
y 負から正 正から負 負から正 負から正




















ーチャートを図 5.9 に示す．このプログラムでは，右遠と左遠は z 軸と x 軸を，
右近と左近は z軸と y軸の LH成分を判別に使用する．判別例を図 5.10に示す．
図中の赤線は閾値(ここではピークの最大(小)値の 60%とした)を表している．入
力動作を行った際，x軸および y軸においてピーク移行が負から正に移行する入
力では(図 5.10(a))，設定した負の閾値を LH が下回り，その後正の閾値を越え，
更にそれを下回った時に動作が行われたと判別する．ピーク移行が正から負へ
移行する場合は上記とは逆の処理を行う．z軸においてピークが正に存在する入










図 5.9 判別アルゴリズム 
Fig.5.9. Determination algorithm 
 
 (a) Example of x or y-axis LH wave pattｚern   (b) Example of z-axis LH wave pattern 
図 5.10：判別方法の例 






































表 5.3に判別率をまとめたものを示す．表 5.3より，全体の平均判別率は 79%，








 被験者別で判別率が最低だった被験者 B において，最も判別率が低かった左













Table.5.3. Summary of discrimination rate (%) 
 
被験者 A B C D 平均
動作① 100 70 90 100 90
動作② 70 40 70 70 63
動作③ 100 30 90 80 75
動作④ 90 80 100 90 90








としていたところを 50%とし，z 軸の判別方法を図 5.10(a)に示した方法から図
5.11に示す方法とした．図 5.11における赤線は閾値を表している．z軸のみ閾値
をピークの 50%ではなく，±0.3[m/s2]で上下固定した．この値は，実験 2により



















図 5.11：z軸 LH波形の判別方法の例(改善後) 
































者 C の 88%であった．全体の未判別数は 0回となり，誤判別も全体で 11回であ
った．平均判別率も改善前から大きく向上したことから閾値の条件や z 軸成分
の判別方法の改善が成功したと考えられる． 
 誤判別数 11 回のうち，右近が 6 回(左遠と 6 回誤判別)，左近が 5 回(右近と 2










Table.5.4. Summary of discrimination rate after improvement (%) 
 
被験者 A B C D 平均
右遠 100 100 100 100 100
右近 100 100 70 70 85
左遠 100 100 100 100 100
左近 90 90 80 90 88












 今後は，Eye Glance 入力同様に動作を 4 選択肢から 8 選択肢に増加させるこ
とを目的とする．提案した 4 動作の動作時間に着目し，同じ動作でも入力動作
にかかる時間が長いものと短いもので 2 種類に分割するようにプログラムを改




















 第 3 章では，提案インタフェースの実現の先駆けとして，フリック操作を用
いた入力方法を提案した．4ボタンに対して上下のフリック操作を行って 8選択
の中から 1 つを選ぶ動作を 2 回繰り返すことを 1 つの入力とすることで，64 個
の選択肢を利用可能にした．また，その評価実験を行い，有効性が示唆された． 
 第 4 章では，手を使わずに計算機に対して入力操作を行う手法として，視線
入力を紹介した．また，一般的に用いられている注視入力に代わる手法として提
案されている Eye Glance 入力の選択肢増加に関する検討を行った．入力にかか
る時間の長短を利用して一度に提示できる選択肢を倍増し，2回の入力動作の組
み合わせで 64選択肢を利用できる可能性が示唆された． 















































タッチ入力 25 88.1 
視線入力 15 75 





























Table.6.2. Effectiveness of each input method 
 指入力可 指入力不可 環境 照度 装飾 
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