In our previous work, a new PSO algorithm called θ-PSO based on phase angle was put forward, which has better optimization performance than standard PSO algorithm when dealing with some simple benchmark functions. But this algorithm may easily stick in the local minima when handling some complex or multimode functions. In this paper, an improved θ-PSO with mutation operator is studied. And this improved algorithm has better optimization performance when solving some complex benchmark functions. Benchmark testing shows that this improved θ-PSO algorithm can overcome the local minima and achieve the goal of global minimum in limited iterations.
Introduction
PSO is one of the famous evolutionary computation techniques introduced by Kennedy and Eberhart in 1995 [1] - [2] . It is a population-based search algorithm which is initialized with a swarm of random particles. PSO makes use of a velocity vector to update the current position of each particle in the swarm under the rules: (1) maintaining own inertia; (2) using own personal best solution and (3) based the global best solution. The velocity vector is updated based on the history information gained by the swarm. And the positions of the swarm are updated to search for better positions according to the updated velocity vector [3] . In our early work, a new PSO algorithm, called θ-PSO was put forward [4] . In θ-PSO, increment of phase angle vector θ r Δ replaces velocity vector v r and the positions are adjusted by the mapping function of phase angles. Benchmark testing of nonlinear functions shows that θ-PSO appears to be a promising approach of function optimization. But this algorithm may easily stick in the local minima when handling some complex or multi-mode functions such as Ackly and Rastrigrin etc. In this paper, an improved θ-PSO algorithm with mutation operator is studied. And this improved algorithm has better optimization performance when solving some complex functions. Experiments results show that this improved θ-PSO can overcome the local minima and achieve the goal of global minimum in limited iterations.
Standard θ-PSO algorithm
In θ-PSO, the increment of phase angle replaces velocity and the position is decided by the mapping of phase angle. The standard θ-PSO can be described in vector notation as follow: 
and f is a monotonic mapping
We assume the global optimal particle is not on the boundary and s is the size of the swarm. n is the dimension of the problem 
Improved θ-PSO algorithm
Compared to basic PSO algorithm, θ-PSO algorithm has better optimization performance when dealing with some simple benchmark functions [1] . But it's difficult for basic θ-PSO algorithm to overcome the local minima when handling some complex or multimode functions. So in this paper, we adopt the mutation operator of genetic algorithm. If the personal fitness value has not improved compared the last iteration's result, i.e., if
, a mutation operator is introduced in the basic θ-PSO algorithm with a small probability. And the detail is as follow: if
c is a non-negative real number, 
, create a random number
, do mutation operation using Eq. (6), and calculate ) (t
, go back to step 3 if stopping condition is not true.
Benchmark functions test
Standard θ-PSO has better performance than standard PSO when dealing with function Camel, Levy F3, Sphere and Jason. Generally speaking, Standard θ-PSO can obtain the global optimal in hundreds iterations when handling some simple functions. But this algorithm may still easily stick in the local minima sometime when handling complex multi-mode functions such as Rosenbrock, Schwefel, Rastrigrin and Ackly. In this paper, we use these four benchmark functions to demonstrate our improved algorithm. The basic information of the functions is listed in table 1.
Function Rosenbrock is a classical complex optimization case whose global optimal is located at a flat, long and narrow valley. This function gives little information and it's hard to identify the search direction. Function Rastrigrin is a very difficult case that has thousands of local minima. There is few algorithms can obtain the global minimum 0 at
of function Schwefel. Function Ackly is a multi-mode case with a lot of cloughs, and the local minima are located everywhere. All these four functions are complex, full of local minima.
First, basic θ-PSO algorithm is tested by these four functions. According to the results of [4] 
, which can obtain better optimization performance. And in this case, the maximum iteration number is fixed to 10000 and the swarm size is 40. Each optimization experiment is run 20 times with random initial value of θ and θ Δ . Our testing computer is IBM T60 notebook PC with 2 CPU at 1.66GHz and 512M memory, the operating system is Window XP, and the program is coded by Matlab 6.5. The test results are listed in table 2. And we can see that basic θ-PSO algorithm can not get the optimal in the fixed iterations. In the following experiment, we use these four benchmark functions to test our improved θ-PSO algorithm. The stopping conditions are (1) the goal of optimization is 0.01 and (2) the maximum iteration number is 10000. The swarm size is 40. Each optimization case is run also 20 times. We will observe the effect of parameters Pm and 3 c . The results are shown in table 3. From the testing results, the improved θ-PSO algorithm can achieve the goal of optimization in the limited iterations and the average optimization time is only about several seconds. And the success rate is high when Pm and 3 c are set properly. In the experiment, we find the performance is better while 01 . Figure  1 shows the average fitness values curve of the 19 good cases. Look back at figure 1, we can see the function Ackly has lots of local minima in the area when the fitness value is between 19 and 20. If the particles can jump out this area, the improved θ-PSO algorithm can converge very quickly.
In the following experiment, we use these four benchmark functions to test our improved θ-PSO algorithm. The stopping conditions are (1) the goal of optimization is 0.01 and (2) the maximum iteration number is 10000. The swarm size is 40. Each optimization case is run also 20 times. We will observe the effect of parameters Pm and 3 c . The results are shown in table 3. From the testing results, the improved θ-PSO algorithm can achieve the goal of optimization in the limited iterations and the average optimization time is only about several seconds. And the success rate is high when Pm and 3 c are set properly. In the experiment, we find the performance is better while 01 . 1 The average number of iteration to achieve the goal and the average optimization time are the average value of successful cases. The effect of swarm size is tested and the results are shown in table 5. As the samethe stopping conditions are (1) the goal of optimization is 0.01 and (2) the maximum iteration number is 10000. The swarm size 20, 40, 60, 80 and 100 are used to demonstrate the optimization performance. Generally speaking, with the increasing swarm size, the minimum, maximum and average numbers of iteration to achieve the goal decrease. And the corresponding average optimization time increase. But the swarm size has little affection on the success rate. Function Ackly is something special, compared to other three functions, the swarm size effects the maximum and average numbers of iteration to achieve the goal with some randomicity for the thousands of local minima.
Conclusions
An improved θ-PSO algorithm with mutation operator is put forward, which will jump out the local minima readily by adjusting the parameters Pm and 3 c properly. Simulation results of four complex or multi-mode benchmark functions show that, this improved algorithm can obtain the goal of global optimal in limited iterations with high success rate. But this algorithm still needs further study. For example, in our experiments, to function Ackly, 3 c should be set to near zero, while to function Schwefel, when 3 c is about 4, the optimization performance is good. So how to set the parameter 3 c according to the testing function is an interesting research direction.
