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Abstract
We describe a connection between the geometrical structure of the numerical range W(L)
of a selfadjoint quadratic operator polynomial L(λ) and the lengths of Jordan chains for
eigenvalues on the boundary of the numerical range. Also for each pair of natural numbers
m, n (1  m  2n) we construct a monic quadratic polynomial Lm,n(λ) = λ2 + λC + B
with selfadjoint n× n matrices C, B which has an eigenvalue λ0 ∈ W(Lm,n) with a Jordan
chain of length m.
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0. Introduction
Consider a monic quadratic operator polynomial
L(λ) = λ2I − 2λA+ B, (0.1)
where A and B are selfadjoint linear bounded operators on a Hilbert space H.
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Let S denote the linear operator S = A+ iB and FL = F(S) the (classical) field
of values of operator S, which coincides with the joint numerical range of the oper-
ators A and B:
FL = F(S)= JNR(A,B)
= {p + iq = (Ax, x)+ i(Bx, x) ∈ C: x ∈ H, ‖x‖ = 1}. (0.2)
By the Hausdorff–Toeplitz theorem the set F(S) is convex. In particular, for any n,
the field of the values F(S) of an n× n matrix S is convex hull of a certain algebraic
curve [2,6].
Denote by W(L) the numerical range of the polynomial L:
W(L)= {λ ∈ C: (L(λ)x, x) = 0 for some x ∈ H, ‖x‖ = 1}
= {λ ∈ C: λ2 − 2pλ+ q = 0 for some (p, q) ∈ F(S)}, (0.3)
and byW+ = W+(L) (resp.W− = W−(L)) the part ofW = W(L) in the open upper
(resp. lower) half-plane. It is clear that W− = W+.
A complex number λ0 is called an eigenvalue of a polynomial L, if KerL(λ0) is
non-trivial.
In this paper we assume that L(λ) is not weakly hyperbolic. This means that W+
is non-empty. The case of weakly hyperbolic polynomials is studied in detail (see
e.g. [9], Section 31).
It is proved in the papers [7,8] that each non-real point λ0 ∈ ∂W has the exterior
cone property (see the definition 1.1 below), and this implies that each non-real ei-
genvalue λ0 (∈ ∂W) of the polynomial L(λ) is semisimple. Recall that an eigenvalue
λ0 is said to be semisimple if all Jordan chains for λ0 have length one.
The definition of Jordan chains and their length can be found in [3,9]. Below by
l(L,w) we denote the maximal length of Jordan chains for the eigenvalue w.
In this paper we answer the following two questions:
1. What is the connection between the geometric structures of the boundaries ∂W+,
∂FL and the lengths of Jordan chains corresponding to (real) eigenvalues
λ0 ∈ ∂W+?
2. What are the possible lengths of Jordan chains for eigenvalues λ0 ∈ ∂W+ of poly-
nomial L(λ) with n× n selfadjoint matrices A,B?
The answer to the first question is given in Section 1 (Theorem 1.2). Let, for
example, a real number w ∈ ∂W+ be an eigenvalue of the polynomial L(λ), and
let  denote the parabola  := {(x, x2)}. If ∂FL is tangent of order m to  in the
point (w,w2) (or equivalently, if ∂W+ is tangent of order (m− 1)/2 to the axis 0x
at the point (w, 0)), then the lengths of Jordan chains for w cannot exceed m+ 1.
Examples in Sections 2 and 4 show that these statements are sharp. These results
remain true if we replace W+ with W− and FL with FL.
The answer to the second question is given in Section 3. For each pair of natural
numbers m, n (1  m  2n) we define (explicitly) selfadjoint n× n matrices A,B
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such that the matrix polynomial L(λ) has an eigenvalue λ0 ∈ ∂W+(L) with Jordan
chain of length m.
In Section 5 we describe the shapes of numerical ranges F(S) for some matrices
S = A+ iB which appear in Section 3.
1. The length of Jordan chains and the geometric structure of the numerical
range
Let  denote the curve q = p2, D the domain above : D = {(p, q) : q > p2},
andM = D ∩ F(S). Since clos (M) is a bounded convex set it is defined by relations
clos(M) = {(p, q) : p1  p  p2; g(p)  q  f (p)}, (1.1)
where f and g are some continuous functions.
Proposition 1.1. The sets clos(W+) and clos(W \ R) are defined by the following
relations:
clos(W+) =
{
(x, y) ∈ C : p1  x  p2;√
g(x)− x2  y 
√
f (x)− x2
}
, (1.2)
and
clos(W \ R) = {(x, y) ∈ C : p1  x  p2; g(x)  x2 + y2  f (x)}, (1.3)
where the functions f, g are defined in (1.1).
Proof. It is clear that z = x + iy ∈ W+ if and only if there exists (p, q) ∈ M such
that z2 − 2pz+ q = 0 and x + iy = z = p + i√q − p2, i.e. x = p, y = √q − p2.
Thus (see (1.1)), x + iy ∈ clos(W+) if and only if
p1  x  p2;
√
g(x)− x2  y 
√
f (x)− x2. (1.4)
This proves (1.2). Since W \ R = W+ ∪W+, equality (1.3) follows from (1.2). 
In order to continue we need some definitions.
1.1. A point λ0 ∈ ∂W(L) is said to have the exterior cone property (ECP), if there
exists an angle 0 with vertex in the point λ0 and a neighborhood U(λ0) such that
0 ∩ clos(W(L)) ∩ U(λ0) = {λ0}. (1.5)
1.2. Let two curves y = u(x) and y = v(x) be tangent at a point (w, u(w)).
Denote
hτ (x) = |u(x)− v(x)|/|x − w|τ+1 (τ > 0). (1.6)
By definition the order of tangency equals τ, if there exist finite limits hτ (w ± 0)
and at least one of them is positive.
134 N. Krupnik / Linear Algebra and its Applications 385 (2004) 131–147
If hτ (w + 0) > 0 (hτ (w − 0) > 0), we say more precisely that the right (left)
order of tangency equals τ.
Theorem 1.1. Let a point w ∈ ∂W(L) not have the exterior cone property. Then w
is a real number and the curves  and ∂FL are tangent at the point (w,w2). In this
case  is tangent to the curve y = g(x) at the point (w,w2).
Let the order of tangency equal t. Then ∂W+(L) is tangent of order τ = (t − 1)/2
to the axis 0x at the point (w, 0). This point does not have the exterior cone property
if and only if t > 1.
Proof. If w(∈ ∂W(L)) is non-real then (see [7], Theorem 8) it has the ECP. If w
is real, but w /∈ ∂W+, then, of course, it has the ECP too. So, let w ∈ R ∩ ∂W+(L).
Then (see Proposition 1.1) (w,w2) ∈ ∂FL. Let us show that the curves ∂FL and 
are tangent in the point (w,w2). If they are not tangent at this point, then there exists
a support line q = w2 + k(p − w) (or p = w) to ∂FL at the point (w,w2) with a
slope k /= 2w, and there is a segment s of this line inside clos(D) with an end-point
(w,w2). The image of this segment under the transformation x = p, y = √q − p2
is
y =
√
w2 + k(x − w)− x2 = √(x − w)(k − x − w)
(or x = w). It is not difficult to check that this curve is orthogonal to the axis 0x
at the point (w, 0). This implies that the point (w, 0) has the ECP. So, it remains
to consider only the case when  is tangent to ∂FL. In this case ∂FL coincides
with the curve q = g(p) in some neighborhood of the point (w,w2), and hence
the curve q = g(p) is tangent to  at this point. Let the order of tangency equal
t. Then g(x)− x2 = |x − w|t+1h(x) where h(x) has finite limits h(w ± 0), and at
least one of them is positive. Correspondently the function
√
g(x)− x2 admits a
representation√
g(x)− x2 = √h(x)|x − w| t+12 . (1.7)
If t > 1 then the curve y = √g(x)− x2 is tangent to the axis 0x of order (t − 1)/2 >
0, and it follows from (1.2) that the point (w, 0) does not have the ECP. If t = 1, then
it follows from (1.7) that the point (w, 0) has the ECP. The theorem is proved. 
Remark 1.1. Denote N(λ) := L(λ+ w) where w is a real number. If ∂FL is tan-
gent of order t > 1 to  at the point (w,w2), then both ∂W+(L) and ∂W+(N) are
tangent of order τ = (t − 1)/2 to the axis 0x respectively at the points (w, 0) and
(0, 0). In this case ∂FN is tangent of order t to  at the point (0, 0).
Indeed, since W+(N) = W+(L)− w the curves ∂W+(L) and ∂W+(N) have the
same orders of tangency with the axis 0x. The rest of the statements follow from
Theorem 1.1.
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Theorem 1.2. Let m be a positive integer and let  be tangent of order t  m to
∂FL at a point (w,w2). If w is an eigenvalue of L(λ), then the lengths of Jordan
chains for eigenvalue w cannot exceed m+ 1.
Proof. If m = 1 then the point w has the ECP, and it follows from [7], Theorem 8,
that the lengths of Jordan chains for eigenvalue w cannot exceed 2.
Let m > 1. Using Remark 1.1 we may restrict ourselves to the case w = 0. Let,
for definiteness, t be the right order of tangency of the curves ∂FL and . Then
g(x) > x2 in some interval (0, δ), and there exists an ) > 0 such that the straight
lines y = 2rx − r2 (tangents to  at the points (r, r2)) do not intersect FL for each
0 < r < ). It follows from this that these numbers r are not roots of the equation
λ2 − 2pλ+ q = 0 for any (p, q) ∈ FL. Thus (0, )) ∩W(L) = ∅. This implies that
dist(λ,W(L)) = dist(λ,W+(L)) (1.8)
for each λ ∈ (0, )/2).
Since t is the right order of tangency of the curves ∂FL and , it follows from
Theorem 1.1 that W+(L) is tangent of the right order τ = (t − 1)/2 to the axis 0x,
hence there exist positive constants δ1 and c such that√
g(x)− x2  cxτ+1 = cx t+12  cx m+12 (1.9)
for all x ∈ [0, δ1). Denote by Y the set
Y = {(x, y) : 0  x  δ1, y  cx m+12 }.
It is clear that
dist(x,W+(L))  dist(x, Y ) (1.10)
for all x ∈ [0, δ1), and it can be directly checked that
lim
x→+0 dist(x, Y )
2/xm+1 = c2. (1.11)
Let xn (xn ∈ [0, δ1), xn → +0) be a sequence of real numbers. It follows from
(1.8), (1.10), (1.11) and [10], Theorem 1, that
‖L−1(xn)‖ c1/dist(xn,W(L))2
= c1/dist(xn,W+(L))2  c1/dist(xn, Y )2  c2/xm+1n . (1.12)
Using (1.12) and Lemma 3 from [10] we obtain that the lengths of Jordan chains
for λ = 0 cannot exceed m+ 1. The theorem is proved. 
In the next section we consider (for dim H = 2) three examples of L(λ) with m =
1, 2, 3 and correspondently l(L,w) = 2, 3, 4. These examples show that
Theorem 1.2 is sharp (at least for dimH = 2). The case dimH > 2 will be discussed
in Sections 4 and 5.
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2. Three examples
Let k be a positive number and
T =
(
0 1 + k
1 − k 0
)
. (2.1)
It is well known and can be directly checked, that ∂F (T ) is an ellipse x2 + y2
k2
=
1.
Let z = a + bi and w = R exp(is) (0  s  π) be two arbitrary complex num-
bers, and
S = zI + wT =
(
z w(1 + k)
w(1 − k) z
)
. (2.2)
Then ∂F (S) is an ellipse with the center z = a + bi, semiaxes R and kR, and
angle s between the axis R and 0x.
2.1. Tangent of order 3
Let us take for F(S) a circle tangent of order 3 to the parabola q = p2 at the point
(0, 0) (for example, p2 + (q − 1/2)2 = 1/4). For S we can take the matrix (2.2)
with z = i/2, w = −1/2, k = 1, i.e.
S =
(
i/2 −1
0 i/2
)
=
(
0 −1/2
−1/2 0
)
+ i
(
1/2 i/2
−i/2 1/2
)
. (2.3)
The corresponding polynomial L(λ) = λ2I − 2SR + SI is
L(λ) =
(
λ2 + 1/2 λ+ i/2
λ− i/2 λ2 + 1/2
)
. (2.4)
This polynomial has only one eigenvalue λ = 0 with a Jordan chain
g0 = (1, i); g1 = (−2i, 0); g2 = (−2, 0); g3 = (4i, 0) (2.5)
of length 4.
It follows also from (1.2) that the numerical range W(L) coincides with the do-
main bounded by the curve (x2 + y2 − 1/2)2 = 1/4 − x2. This domain has only one
real point (0,0), and it does not have the ECP.
2.2. Tangent of order 2
Let us take for F(S) the circle (p + 4)2 + (q − 7/2)2 = 125/4. It is tangent of
order 2 to the parabola q = p2 at the point (1,1). For S we can take the matrix (2.2)
with z = −4 + 7i/2, w = 5√5/2, k = 1, i.e.
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S =
(−4 + 7i/2 5√5
0 −4 + 7i
)
=
( −4 5√5/2
5
√
5/2 −4
)
+ i
(
7/2 −i5√5/2
i5
√
5/2 7/2
)
, (2.6)
and the polynomial L(λ) = λ2I − 2SR + SI is
L(λ) =
(
λ2 + 8λ+ 7/2 −5√5λ− 5√5i/2
−5√5λ+ 5√5i/2 λ2 + 8λ+ 7/2
)
. (2.7)
This polynomial has only two eigenvalues λ = 1 (multiplicity 3) and λ = −19.
A Jordan chain for λ = 1 is
g0 = (2 + i,
√
5); g1 = (0, 2i/
√
5); g2 = (2(9i − 2)/25, 0). (2.8)
The numerical range W(L) is a connected set. It coincides with the union of a do-
main (like a cardioid) bounded by the curve (x2 + y2 − 7/2)2 = 125/4 − (x + 4)2
and of the segment [−19,−3]. Only the point (1, 0) does not have the ECP.
2.3. Tangent of order 1
Let us take for F(S) the circle p2 + (q − 3/2)2 = 5/4. It is tangent of order 1 to
the parabola q = p2 at the points (±1, 1). For S we can take the matrix (2.2) with
z = 3i/2, w = −√5/2, k = 1, i.e.
S =
(
3i/2 −√5
0 3i/2
)
=
(
0 −√5/2
−√5/2 0
)
+ i
(
3/2 i
√
5/2
−i√5/2 3/2
)
, (2.9)
and the polynomial L(λ) = λ2I − 2SR + SI is
L(λ) =
(
λ2 + 3/2 √5λ+√5i/2√
5λ−√5i/2 λ2 + 3/2
)
. (2.10)
This polynomial has only two eigenvalues λ = ±1 with multiplicities 2. A Jordan
chain for λ = 1 is g0 = (2 + i,−
√
5), g1 = (0,−2i/
√
5), and a Jordan chain for
λ = −1 is g0 = (2 − i,
√
5), g1 = (0, 2i/
√
5).
The numerical range W(L) is a connected set. It coincides with the domain (like
two crescent moons) bounded by the curve (x2 + y2 − 3/2)2 = 5/4 − x2. Only the
points (±1, 0) are on the real line and they have the ECP.
The next proposition gives a general form of L(λ), in the case dimH = 2, for
which the length of a Jordan chain is maximal (i.e. equals 4).
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Proposition 2.1. Consider a polynomial
L(λ) = λ2I − 2λA+ B (2.11)
with selfadjoint 2 × 2 matrices A,B, and let S = A+ iB. A complex number λ is
an eigenvalue of polynomial (2.11) with a Jordan chain of length 4 if and only if
(i) λ = a is a real number;
(ii) F(S) is an ellipse with center (a, b), where b (b > a2) is an arbitrary real
number, and the ellipse F(S) is tangent of order 3 to the parabola q = p2 at
the point (a, a2).
In this case the polynomial (2.11) is defined uniquely up to unitary equivalence,
and it can be represented in the following form:
L(λ) =


λ2 − 2λa + b √2(b − a2)(λ− a)
+ i(b − a2)√
2(b − a2)(λ− a) λ2 − 2λa + b
−i(b − a2)

 . (2.12)
If, for example, a = 0, b = 1/2, then we obtain the polynomial (2.4).
Proof. Let λ be an eigenvalue of polynomial (2.11) with a Jordan chain of length 4.
It follows from [7, Theorem 8, 8, Theorem 7] that λ is a real number (say λ = a), and
from Theorem 1.2 that the ellipse ∂F (S) is tangent of order 3 to the parabola q = p2
at the point (a, a2). (The order of tangency of an ellipse and a parabola cannot exceed
3.) Direct calculations show that such an ellipse has center at a point (a, b), where a
is given and b is an arbitrary number with the condition b > a2. Since dimH = 2,
it follows from [4] (Section 1.3, Problem 18) that S is unitary equivalent to a matrix
(2.2), i.e. it is of the form
S =
(
a + bi R(1 + k)eiθ
R(1 − k)eiθ a + bi
)
=
(
a c
c¯ a
)
+ i
(
b d
d¯ b
)
, (2.13)
and accordingly
L(λ) =
(
λ2 − 2λa + b −2cλ+ d
−2cλ+ d λ2 − 2λa + b
)
(2.14)
with some complex numbers c, d which can be obtained from (2.13). Now, when
the center (a, b) of the ellipse is fixed, we can forget about the rest of the para-
meters of the ellipse F and find the parameters c, d for the matrix (2.14), using that
detL(λ) = (λ− a)4. In this way we come to (2.12). It remains to check that the
vectors
g0 = (1, i); g1 = (−i
√
2/t, 0); g2 = (−1/t2, 0);
g3 = (i
√
2/t3, 0), (2.15)
where t = √b − a2, give a Jordan chain for polynomial (2.12), and the proposition
is proved. 
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Remark 2.1. The determinant of polynomial (2.12) equals (λ− a)4 not only for
b > a2. For b = a2 we have L(λ) = (λ− a)2I, and the lengths of Jordan chains
equal two. This polynomial is weakly hyperbolic, and hence beyond our consider-
ation. For b < a2 vectors (2.15) give a Jordan chain for the eigenvalue λ = a too,
but the polynomial L(λ) is not selfadjoint and again beyond our consideration.
3. Possible lengths of Jordan chains for eigenvalues from ∂W(L)
It is well known that the length of any Jordan chain of a quadratic polynomial
L(λ) = λ2 + λC + B with selfadjoint n× n matrices C,B does not exceed 2n, be-
cause the sum of the lengths of all Jordan chains equals 2n [3]. Also we know [7,
Theorem 8, 8, Theorem 7] that each non-real eigenvalue λ on the boundary ∂W(L)
is semisimple.
In this section we answer the following question. Let dimH = n. What are the
possible lengths of Jordan chains for real eigenvalues λ ∈ ∂W?
Theorem 3.1. For any natural numbers m, n (1  m  2n) there exists a quadratic
polynomialLm,n(λ) = λ2 + λC + B with selfadjoint n× nmatricesC,B which has
an eigenvalue λ0 ∈ ∂W(L) with one-dimensional eigensubspace KerL(λ0) and with
Jordan chain of length m.
Proof
1. Denote by Mk (k > 1) the tridiagonal selfadjoint k × k matrix polynomial with
the main diagonal (λ2 + 1, λ2 + 1, . . . , λ2 + 1, λ2) and the next diagonal
(λ, λ, . . . , λ). For M1 we take the polynomial M1(λ) = λ2. It is not difficult to
check that detMk(λ) = λ2k and rank(Mk(0)) = k − 1. It follows that Mk(λ) has
only one eigenvalue λ = 0 and only one Jordan chain of length l = 2k.
2. Denote by Nk (k > 1) the tridiagonal selfadjoint k × k matrix polynomial with
the main diagonal (λ2 + λ+ 1, λ2 + 1, λ2 + 1, . . . , λ2 + 1, λ2) and the next dia-
gonal (λ, λ, . . . , λ). For N1 we take the polynomial N1(λ) = λ2 + λ. It is not
difficult to check that detNk(λ) = λ2k + λ2k−1, rank(Nk(0)) = k − 1, and
rank(Nk(−1)) = k − 1. It follows that Nk(λ) has only two eigenvalues: λ = 0
and λ = −1, each of them has only one eigenvector, and eigenvalue λ = −1 is
simple. Thus the Jordan chain corresponding to the eigenvalue λ = 0 has length
l = 2k − 1.
3. Denote by Kp the p × p diagonal matrix
Kp(λ)= diag((λ+ 1/2)(λ+ 1/3), (λ+ 1/4)(λ+ 1/5), . . . ,
(λ+ 1/2p)(λ+ 1/(2p + 1))).
This polynomial has 2p simple eigenvalues in the open interval (−1, 0).
4. Let m = 2q. In this case we take for Lm,n the block-diagonal matrix
Lm,n = diag(Mq,Kn−q). (3.1)
The length of the Jordan chain corresponding to the eigenvalue λ = 0 equals m.
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5. Let m = 2q − 1. In this case we take for Lm,n the block-diagonal matrix
Lm,n = diag(Nq,Kn−q). (3.2)
The length of the Jordan chain corresponding to the eigenvalue λ = 0 equals m.
Note that in both cases (3.1) and (3.2) the spectrum σ(Lm,n) ⊆ [−1, 0]. This
implies that the eigenvalue λ0 = 0 belongs to ∂W(L) (see Theorem 10.15 in [3]),
and the theorem is proved. 
The following corollary follows from Theorems 3.1 and 1.2.
Corollary 3.1. Let Lm,n (m  2) be defined by equalities (3.1) and (3.2). Then the
curve ∂FLm,n is tangent to the axis 0x at the point (0, 0). The order of tangency is
not less than m− 1.
4. The shapes of F(S) corresponding to polynomials M3 and N3
A complete (explicit) description of the numerical range F(S) for any 2 × 2 ma-
trix S is well known. All possible shapes of numerical ranges F(S) for 3 × 3 matrices
are completely described too (see [5], Theorem 5.2). Nevertheless, the problem of
finding explicit equations of ∂F (S) for concrete 3 × 3 matrices is not quite simple.
In this section we describe explicitly the geometry of the sets F(S) (and W(L))
for L = M3 and L = N3. We also prove that the parabola  is tangent to the curve
∂FM3 (∂FN3) of order 5 (of order 4). This shows that Theorem 1.2 is sharp for
dimH = 3 too.
Recall that
M3(λ) = λ2 − 2λAM3 + BM3 =

λ2 + 1 λ 0λ λ2 + 1 λ
0 λ λ2

 . (4.1)
Denote
S3 = AM3 + iBM3 =

 i −1/2 0−1/2 i −1/2
0 −1/2 0

 . (4.2)
Theorem 4.1. Let M3(λ) and S3 be defined by (4.1) and (4.2). Then
i (equation). The set F(S3) is bounded above by the straight segment [i − 1/2, i +
1/2], and the rest of the boundary is given by the equation
x2 = 22y − 13y
2 − 1 + (7y + 1)√(1 + 7y)(1 − y)
32
(0  y  1); (4.3)
ii (shape). The set F(S3) is inscribed in the rectangle −1/
√
2  x  1/
√
2, 0 
y  1 and has one point on each of the lines y = 0, x = ±(1/√2). These points
are (0, 0) and (±1/√2, 3/4).
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iii (tangency). The parabola y = x2 is tangent of order 5 to ∂F (S3) at the point
(0, 0).
iv. The boundary of W+(M3) consists of two arcs:
x2 + y2 = 1 (√3/2  y  1) (4.4)
and
x2 = h(x2 + y2) (0  y  1), (4.5)
where h(y) is the function in the right hand side of (4.3). These two arcs have
two common points (±1/2,√3/2). The curve ∂W+(M3) is tangent of order 2 to
the axis 0x.
v. The matrix S3 can be uniquely defined (up to unitary similarity) by its numerical
range F(S3).
Proof. Let X = (R cos θ, R sin θ,√1 − R2) ∈ R3. Since S3 = ST3 , it follows (see
[1], p. 65) that
F(S3) = FR(S3)= {(S3X,X): 0  θ  2π, 0  R  1}
= {p + iq: p = R sin θ(R cos θ +
√
1 − R2), q = R2;
0  R  1, 0  θ  2π}. (4.6)
If R = 1 then q = 1 and |p| = | sin(2θ)|/2  1/2; if R = 0 then p = q = 0. Now
we fix a q = R2 (0 < R < 1) and denote
θ(R) = max {p: p = R sin θ(R cos θ +√1 − R2) (0  θ  2π)}.
Using the standard calculus we can obtain that
cos θ(R) = 2R√
1 + 7R2 +√1 − R2 . (4.7)
It remains to substitute (4.7) in (4.6) and we obtain (4.3).
Let us check the order of tangency between the curves y = x2 and ∂F (S3) at the
point (0,0). Using the Taylor expansion of the function h(y) in the right hand side of
(4.3) we obtain: x2 = y − y3 + 2y4 + O(y5), and hence
y − x2
xk
= y
3(1 − 2y + O(y2))
yk/2(1 − y2 + O(y3))k/2 .
It follows that
lim
y→0
y − x2
xk
= 0 (k  5) (4.8)
and
lim
y→0
y − x2
x6
= 1. (4.9)
Thus the order of tangency is 5.
142 N. Krupnik / Linear Algebra and its Applications 385 (2004) 131–147
Having complete information about F(S3) and using Proposition 1.1, statement
(iv) of the theorem can be obtained without difficulties.
Since F(S3) is a two-dimensional shape with only one flat portion (segment [i −
1/2, i + 1/2]) on its boundary, it follows from [5], Theorem 5.2, that the matrix S3
can be uniquely defined (up to unitary similarity) by its numerical range F(S3). The
theorem is proved. 
It is not always easy (or even possible) to find explicit expressions of cos θ(R) and
sin θ(R) as in (4.7). Let us consider a slightly modified approach. Consider a 3 ×
3 selfadjoint matrix polynomial L(λ) with entries ajj = λ2 + ajλ+ 1 (j = 1, 2),
a33 = λ2, ajk = akj = cjkλ (j > k) with some real constants cjk. The correspond-
ing quadratic form for the vector X = (R sin θ, R cos θ,√1 − R2) equals
(SX,X) = iR2 + R2f (θ)+ R
√
1 − R2g(θ),
and hence
F(S) = {x + iy: y = R2, x = R2f (θ)+ R√1 − R2g(θ),
0  R  1, 0  θ  2π
}
. (4.10)
It is clear that F(S) is located in the band 0  y  1, it contains the segment y =
1,min f (θ)  x  max f (θ) and has only one point (0, 0) on the axis 0x.
For each fixed y = R2 (0 < R < 1) we have
min
0θ2π
(R2f (θ)+ R
√
1 − R2g(θ))
 x  max
0θ2π
(R2f (θ)+ R
√
1 − R2g(θ)). (4.11)
If we can express explicitly the points of extremum, then we proceed as in the
proof of Theorem 4.1. If not, we fix some R and collect all points θ for which the
derivative x′(θ) = 0. These are the points for which
yf ′(θ)+
√
y − y2g′(θ) = 0. (4.12)
Equalities (4.12) and (4.10) give us a parametric equation of a curve γ :
y = g
′(θ)2
f ′(θ)2 + g′(θ)2 ; x =
g′(θ)(f (θ)g′(θ)− f ′(θ)g(θ))
f ′(θ)2 + g′(θ)2 . (4.13)
This curve contains all points of the boundary of F(S), except the interval y =
1, min f (θ) < x < max f (θ), and also it contains some additional points from int
F(S), which we obtain because we did not study the character of the critical points
of the function x(θ). In any case this curve γ defines the set F(S) = conv(γ ) and
its boundary. Moreover, this curve allows us to find the order of tangency of the
parabola y = x2 with the curve ∂F (S) at the point (0, 0). Namely, consider the limit
sτ := lim
θ→θ0
y(θ)− x(θ)2
x(θ)τ+1
, (4.14)
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where θ0 is taken so that x(θ0) = y(θ0) = 0, and θ (θ → θ0) are taken so that the
points (x(θ), y(θ)) belong to the lower branch of γ, i.e. from the boundary ∂F (S).
If for some number τ > 0 there exists a finite limit (4.14) and sτ /= 0, then the order
of tangency is τ.
Consider (for illustration) again the polynomial M3, for which
f (θ) = − sin θ cos θ; g(θ) = − cos θ. (4.15)
Here the parametric equation of the curve γ (see (4.13)) is
x(t) = − sin θ cos
3 θ
cos2(2θ)+ sin2 θ ; y(t) =
sin2 θ
cos2(2θ)+ sin2 θ (0  θ  π).
(4.16)
This curve has a nice graph, which determines the shape of F(S3).Only the part γ0 of
the curve γ , which corresponds to the parameters θ ∈ [0, π/4] ∪ [3π/4, π], belongs
to the boundary ∂F (S3). The whole boundary ∂F (S3) = γ0 ∪ [i − 1/2, i + 1/2].
If θ → 0 or θ → π then the limit s5 = 1. This confirms that the order of tangency
is 5.
Consider the polynomial
N3(λ) = λ2I − 2λAN3 + BN3 =

λ2 + λ+ 1 λ 0λ λ2 + 1 λ
0 λ λ2

 , (4.17)
and denote
Sˆ = AN3 + iBN3 =

i − 1/2 −1/2 0−1/2 i −1/2
0 −1/2 0

 . (4.18)
Theorem 4.2
i (equation). The set F(Sˆ) is bounded above by the straight segment
q = 1, −
√
5 + 1
4
 p 
√
5 − 1
4
, (4.19)
and from the left side (resp. the right side) by the curve (4.13), where
f (θ)=−sin θ cos θ − 12 sin2 θ, g(θ)=−cos θ, θ ∈ [0, (π − arctan2)/2]
(resp. θ ∈ [(2π − arctan2)/2, π]). (4.20)
It has only one point (0, 0) on the axis 0x.
ii (tangency). The parabola y = x2 is tangent of order 4 to ∂F (Sˆ) at the point
(0, 0).
iii. The matrix Sˆ can be uniquely defined (up to unitary similarity) by its numerical
range F(Sˆ).
Proof. It follows from (4.18) and (4.10) that
F(Sˆ)= {x + iy: y = R2, x = R2f (θ)+ R
√
1 − R2g(θ)
(0  R  1, 0  θ  2π)}, (4.21)
144 N. Krupnik / Linear Algebra and its Applications 385 (2004) 131–147
where
f (θ) = − sin θ cos θ − 12 sin2 θ; g(θ) = − cos θ. (4.22)
If y = 1 then
−
√
5 + 1
4
= min f (θ)  x  max f (θ) =
√
5 − 1
4
.
The curve γ corresponding to Sˆ is defined by (4.13) and (4.22) where θ takes
all values from the segment [0, 2π]. The restriction θ ∈ [0, (π − arctan 2)/2] (resp.
θ ∈ [(2π − arctan 2)/2, π]) deletes the points inside the set F(Sˆ). The remaining
part γ0 ⊂ γ together with the segment
[
i −
√
5+1
4 , i +
√
5−1
4
]
define the boundary of
F(Sˆ).
Next we have to find the limits (4.14) for the case when f (θ) and g(θ) are defined
by (4.22). It can be checked (for example, using MAPLE) that s4 = 1. This proves
ii.
Since F(Sˆ) is a two-dimensional shape with only one flat portion (segment[
i −
√
5+1
4 , i +
√
5−1
4
]
) on its boundary, it follows from [5], Theorem 5.2, that the
matrix Sˆ can be uniquely defined (up to unitary similarity) by its numerical range
F(Sˆ). The theorem is proved. 
Remark 4.1. Having the explicit form of ∂F (S3), ∂F (Sˆ) and Proposition 1.1, we
can obtain the explicit form of ∂W(M3) and ∂W(N3).
5. Description of the sets F(S) for the polynomials Mk
In this section we describe the numerical range F(Sk) which corresponds to k ×
k-matrix polynomial Mk, for which the eigenvalue λ = 0 has a Jordan chain of max-
imal length 2k. Recall that Mk is a tridiagonal k × k matrix with main diagonal
diag(λ2 + 1, λ2 + 1, . . . , λ2 + 1, λ2)
and the other two diagonals (λ, λ, . . . , λ).
Theorem 5.1. Let Mk(λ) = λ2I − 2λAk + Bk, Sk := Ak + iBk, and Fk := F(Sk)
(k = 2, 3, . . .). Then
i.
F2 ⊆ F3 ⊆ · · · ⊆ Fk ⊆ · · · ; (5.1)
ii. The set Fk is bounded from above by the straight segment
k = [− cos π
k
+ i, cos π
k
+ i] (k = 1, 2, . . .); (5.2)
iii. The curve ∂Fk has only one common point (0, 0) with the parabola y = x2, and
it is a point of tangency of order τ  2k − 1.
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iv. The set Fk is inscribed in the rectangle |x|  cos πk+1 , 0  y  1, and has only
one point on each of the lines y = 0, x = ± cos π
k+1 . These points are: (0, 0)
and
Pk =
(
± cos π
k + 1 ,
k + cos 2π
k+1
k + 1
)
. (5.3)
In particular, P2 =
(
± 12 , 12
)
and P3 =
(
± 1√
2
, 34
)
.
Proof. Assertion (5.1) is true because each matrix Sk is a sub-matrix of Sk+1.
(ii) It is clear that Sk is a tridiagonal matrix with the main diagonal (i, i, . . . , i, 0)
and the other two diagonals−1/2(1, 1, . . . , 1). Let t := (t1, t2, . . . , tk) ∈ Sk−1. Then
(Skt, t) = i
k−1∑
m=1
t2m −
k−1∑
m=1
tmtm+1.
Since Sk = STk , it follows from [1], p. 65, that
Fk =
{
(x, y) ∈ C : y = y(t1, t2, . . . , tk) =
k−1∑
m=1
t2m;
x = x(t1, t2, . . . tk) = −
k−1∑
m=1
tmtm+1
}
, (5.4)
where t := (t1, t2, . . . , tk) ∈ Sk−1. It follows that 0  y  1. If y = 0, then
t1 = · · · = tk−1 = 0 and hence x = 0.
Let y = 1. Then tk = 1, and ∂Fk ∩ {y = 1} = [α + i, β + i], where α (β) is the
minimum (maximum) of the quadratic form
K = t1t2 + · · · + tk−2tk−1 (t21 + · · · + t2k−1 = 1). (5.5)
It is known that these numbers coincide with the minimal and maximal eigen-
values of the (k − 1)× (k − 1) matrix whose only non-zero elements are aj,j+1 =
aj,j−1 = 1/2. The eigenvalues of this matrix are cos mπk (m = 1, 2, . . . , k − 1).
Hence, β = cos π
k
and α = cos π(k−1)
k
= − cos π
k
. Assertion ii is proved.
(iii) The point λ = 0 is an eigenvalue of the polynomial Mk with a Jordan chain
of length 2k. It follows from Theorem 1.2 that the curves y = x2 and ∂Fk are tangent
at the point (0, 0), and the order of tangency is at least 2k − 1.
(iv) It follows from [4], Lemma 1.5.7 that
max{Re z: z ∈ F(S)} = λmax(S + S∗)/2. (5.6)
We mentioned above that the maximal eigenvalue of the matrix (Sk + S∗k )/2 is
cos π
k+1 . This proves that the vertical support lines of F(Sk) are x = ± cos πk+1 . It is
not difficult to check that the vector
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V :=
√
2
k + 1
(
sin
π
k + 1 , sin
2π
k + 1 , . . . , sin
kπ
k + 1
)
(5.7)
is an eigenvector corresponding to the maximal eigenvalue cos π
k+1 , and ‖V ‖ = 1. It
follows that vector V maximizes the quadratic form x(t1, t2, . . . , tk) defined in (5.4).
This allows one to calculate the second coordinate y of the point Pk(x, y) (see (5.3)).
It follows from (5.6), (5.7) and (5.4) that this coordinate
y = max y(t1, t2, . . . , tk) = 2
k + 1
k−1∑
m=1
sin2
πm
k + 1 =
k + cos 2π
k+1
k + 1 . (5.8)
We omit the details. The theorem is proved. 
Remark 5.1. It would be interesting to show that Theorem 1.2 is sharp for each k.
In order to do this, it would be enough to show that the order of tangency of the curve
∂FMk (∂FNk ) with the curve y = x2 equals 2k − 1 (2k − 2).
Denote by d(y) (0 < y < 1) the maximum of the quadratic form
K(t) := t1t2 + · · · + tk−1tk (5.9)
on the hyper-circle
k∑
j=1
t2j = 1, t21 = 1 − y. (5.10)
In order to prove that the order of tangency of the curve ∂FMk with the curve
y = x2 equals 2k − 1 it is enough to show that
lim
y→0
y − d2(y)
dk(y)
/= 0. (5.11)
The corresponding question for Nk can be reduced to Mk.
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