Abstract. We classify the endomorphism algebras of factors of the Jacobian of certain hypergeometric curves over a field of characteristic zero. Other than a few exceptional cases, the endomorphism algebras turn out to be either a cyclotomic field E = Q(ζq), or a quadratic extension of E, or E⊕E. This result may be viewed as a generalization of the well known results of the classification of endomorphism algebras of elliptic curves over C.
Introduction
Throughout this paper, the word "curve" is reserved for smooth projective curves, and N ∈ N denotes an integer strictly greater than 1. If N is a prime power p r , we write q for it instead. Let k be a field of characteristic zero with algebraic closurek, and A be an elliptic curve over k. It is a classical result that the absolute endomorphism algebra End 0 (A) := Endk(A) ⊗ Z Q of A is either Q or an imaginary quadratic field (cf. [25, Theorem 5.5] ). Over characteristic zero, every elliptic curve is defined by a Weierstrass equation of the form (1.1) C f,2 :
where f (x) ∈ k[x] is a polynomial of degree 3 without multiple roots. It is very tempting to replace the exponent of y in (1.1) by N and study the curve
and its Jacobian variety J(C f,N ). We are interested in the endomorphism algebra of J(C f,N ). There are multiple ways of putting C f,N in a slightly more general context. In one direction (say k = C), we may look at the hypergeometric curves C λ,N defined by
where λ ∈ C − {0, 1}. These curves are closely related to Gauss's hypergeometric series F (a, b, c; z) (cf. [28] by J. Wolfart) . Assume that A = B = C = 1. One may study the exceptional set E N = {λ ∈ C − {0, 1} | The Jacobian J(C N (λ)) has complex multiplication.} When N = 5 or 7, De Jong and Noot [7] showed that E N is infinite, and thus providing counter examples (in genus g = 4 and 6 respectively) to the Coleman's conjecture ( [6, Conjecture 6] ), which predicted that for each fixed g ≥ 4, there are only finitely number of isomorphic classes of curves of genus g whose Jacobians have complex multiplication. Coleman's conjecture remains to be open for g ≥ 8. See [19] for a survey. Nowadays, the question of the finiteness of E N is generally seen in the light of André-Oort Conjecture ([1, p. 215, problem 1], [21] , [22, Conjecture 1.5] ), which is a conjecture on the special points of Shimura varieties. Another general setting for C f,N is to allow the degree of f (x) in (1.2) to be an arbitrary number n ≥ 3, while still requiring that f (x) has no multiple roots. We call such curves superelliptic curves. In a series of papers [31] , [33] , etc., Yu. G. Zarhin determined the endomorphism algebras End 0 (J(C f,N )), assuming that n ≥ 5, N = q = p r is a prime power coprime to n, and f (x) is irreducible over k with Galois group Gal(f ) equal to either the full symmetric group S n or the alternating group A n (cf. [ To explain Zarhin's results more clearly, and to state our main theorem, we need to introduce some new concepts. Clearly, C f,N (with an arbitrary f (x)) admits a natural automorphism of order N :
where ξ N ∈k is a primitive N -th root of unity. By Albanese functoriality, δ N induces an automorphism of J(C f,N ), which will be denoted again by δ N by an abuse of notation. Thus we obtain an embedding of the cyclic group G = Z/N Z into Autk(J(C f,N )), and hence a homomorphism from the group ring Q[G] to Zarhin showed that under afore mentioned assumptions, the embedding i is in fact an isomorphism, and (recall that q = p r )
Q(ζ p i ).
He also treated the case n = 3, 4 assuming some further conditions on the base field and Gal(f )(cf. [32, Theorem 1.3] ). If q = 2 r , and deg f (x) = 3, then (1.5) need to be modified accordingly [32, Theorem 1.4] . Many parts of this paper are based on his results.
We will improve Zarhin's result by removing the extra assumptions and classify End 0 (J new f,q ) for all polynomials f (x) of degree 3 with nonzero discriminants. Partial results are also obtained for a general N .
The genus formula for C f,N for a general f (x) and N is given in [15] and [26] . By (2.6) of Section 2, if f (x) is of degree 3 with nonzero discriminant, and N > 3, then dim J The proofs of Theorem 1.1 and Theorem 1.2 will be given in Section 3. Remark 1.3. When q = 3, C f,3 has genus 1, and J new f,3 = J(C f,3 ) is an elliptic curve with Endk(J(C f,3 )) ⊇ Z[ζ 3 ], the maximal order in the imaginary quadratic field Q(ζ 3 ). Therefore, Endk(J(C f,3 )) = Z[ζ 3 ]. Since the class number of Q(ζ 3 ) is one, J(C f,3 ) is isomorphic overk to the elliptic curve y 2 = x 3 + 1.
of degree 3 with no multiple roots. In other words, J new f,4 is isogenous to the square of elliptic curves y 2 = x 3 − x. This result was first proven by J.W.S. Cassels [4] , and an explicit construction of the isogeny is given by J. Guàrdia in [10] . Corollary 1.5. Let the assumptions be the same as Theorem 1.1. We further assume that p > 7 and f (x) is a monic polynomial. With a unique change of variable of the form x → x − b for a suitable b ∈ k, we may assume that f (x) =
In particular, if f (x) = x(x − 1)(x − λ), then Autk(C λ,q ) ∼ = Z/3q Z if and only if λ = (1 ± √ −3)/2, and Autk(C λ,q ) ∼ = Z/2q Z if and only if λ ∈ {−1, 2, 1/2}. There are only finitely many λ ∈ C such that the curve C λ,q has extra automorphisms. Remark 1.6. We will also obtain some results for a general N with gcd(N, 3) = 1. For example, if there exists a quadratic field extension L/Q(ζ N ) such that
and N ∈ {4, 10}, then it is shown in Corollary 3.9 that End 0 (J Here are some examples of f (x) which give rise to the endomorphism algebras in Theorem 1.1. Most of the proofs will be given in Section 4.
(1a) Suppose that k =Q(t), the rational function field of transcendental degree 1 overQ, and
. By Example 2.3 and Theorem 5.18 of [32] 
3 −x and N is even and coprime to 3, then End
3 + x and p ≥ 5, and q = 5, 7, then End
Remark 1.8. The examples show that our classification in Theorem 1.1 is complete for those q = p r with p ≥ 5, in the sense that there are examples for each case listed in the theorem for those q. However, if q = 3 r , we have yet to find examples where End 0 (J new f,q ) is quadratic extension of Q(ζ 3 r ) (case (1b)); if q = 2 r , we don't have examples for which J new f,q is not simple (case (2e), (2f)). The remaining cases when q is a power of 2 or 3 are again supported by examples.
The paper is organized as follows. In Section 2, we study superelliptic curves C f,N and define the subvariety J new f,N of J(C f,N ). In Section 3, we show how the information extracted from the study of C f,N is used in classifying End 0 (J new f,N ). Certain arithmetic results needed there are postponed to Section 5. In Section 4, we study the automorphism group of C f,N and construct examples with the given endomorphism algebra in our classification.
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superelliptic curve and its Jacobian variety
The goal of this section is to define the abelian subvariety J new f,N and study its basic properties. Let k be a field with characteristic coprime to N . We assume that k contains a primitive N -th root of unity ξ N . Then ξ D := (ξ N ) N/D is a primitive D-th root of unity for each D | N . In the latter half of the section, we will restrict to the case that k has characteristic zero.
2.1.
We first recall some basic fact about curves and their Jacobian varieties. Let X be a curve over k of genus g ≥ 2, and Aut k (X) its automorphism group over k. It is well known that Autk(X) (and hence Aut k (X)) is finite if g ≥ 2 ([11, Exercise IV.5.2], [13, Chapter 11] ). By Albanese functoriality, each δ ∈ Aut k (X) induces an automorphism of the Jacobian variety J(X), which is still denoted by δ by an abuse of notation. Torelli's theorem ( [17, Section 12] ) implies that the homomorphism Aut k (X) → Aut k (J(X)) thus obtained is an embedding. This gives rise to a homomorphism from the group ring Z[Aut k (X)] to the endomorphism ring of J(X):
Let π : X → Y be a separable map of curves of degree m. It induces two morphisms of the Jacobians:
by Picard functoriality;
Let G ≤ Aut k (X) be a subgroup of order m, and Y := X/G be the quotient curve. The quotient map π : X → Y is separable and finite of degree m. We have
In particular, if Y ∼ = P 1 , then g∈G g = 0 ∈ End(J(X)).
Suppose that
, and gcd(N, m 1 , · · · , m s ) = 1. Let C f,N be the curve defined by y N = f (x) and J(C f,N ) the Jacobian variety of C f,N . The map
realizes C f,N as a (ramified) cyclic cover of P 1 with covering group G := Aut(π) ∼ = Z/N Z. A generator of G is given by 
Assume that f (x) = a 0 n i=1 (x − α i ) has no multiple roots. We have two cases:
2.6. We show that there exists a natural embedding i :
The main idea of the proof is already contained in [9, Lemma 5.2] . It is included here since the construction is needed for Subsection 2.7. Since G = Z/N Z is commutative,
where G(C) := {χ : G → C × } is the (C-valued) character group of G, and C χ := C with the projection map C[G] → C χ given by g → χ(g) for all g ∈ G. Let χ N be the generator of G(C) with χ N (δ N ) = ζ N := e 2πi/N . For simplicity, we write C a for C χ a N for each a ∈ Z/N Z. Let ǫ a ∈ C[G] be the element associated with the character (χ N ) a :
The orthogonality of characters implies that ǫ a is mapped to the primitive idempotent (0, · · · , 0, 1, 0 · · · , 0) ∈ C a on the right hand side of (2.7). Therefore, {ǫ a } a∈Z/N Z is a complete set of primitive pairwise orthogonal idempotents of
and (2.10)
and [9, Corollary 5.3] showed that
and (2.13)
Therefore, we have a natural embedding (2.14)
2.7. The isogeny in (2.13) can be refined further. Recall that {η D } D|N form a complete set of primitive pairwise orthogonal basis for Q [G] . By the remark below
Clearly, we have the following commutative diagram of morphism of curves:
N , and similarly for δ D . Hence
Therefore,
This generalizes [31, Corollary 4.12] .
Remark 2.8. More generally, let π : C → C ′ be a cyclic cover of curves with covering group G = Z/N Z (cf. [9, Definition 5.1]). The constructions in Subsections 2.6 and 2.7 apply without much changes. We see that Q(ζ N ) ֒→ End(J new C ), and
2.9. Let X be a smooth projective curves over k. We write λ X : J(X) → J(X) ∨ for the canonical polarization of J(X). It is well known that λ X is an isomorphism. Let π : X → Y be a morphism of curves, and π : J(X) → J(Y ) and π * : J(Y ) → J(X) be the induced morphisms of the Jacobians as in Subsection 2.1. We write π ∨ :
∨ for the dual homomorphism of π. Then there is a commutative diagram:
In other words, if we identify each Jacobian with its dual via the canonical polarization, then π and π * are dual to each other(cf. [3, Prop.11.11.6] in the case k = C, and [18, Prop A.6] in much more generality). 
In particular, if N = q = p r is a prime power, then J old f,q = π * p J(C f,q/p ), and
= identity component of ker π q/p .
2.11.
We assume that f (x) ∈ k[x] satisfies one of the following conditions:
• there exists a root α ∈k of f (x) such that its multiplicity m α is coprime to N ; • deg f (x) is coprime to N . In the first case, there is exactly one point P ∈ C f,N (k) corresponding to (α, 0) ∈ A 2 (k). (Generally one needs to perform some desingularization to obtain C f,N .) Moreover, the covering map π : C f,N → P 1 in (2.4) is totally ramified at P . In the second case, there is exactly one point P := ∞ at infinity for C f,N , and π is totally ramified at P again. Either way, it follows that Let A be the quotient abelian variety of
Taking the dual exact sequence, we get
By (2.19), we may rewrite the exact sequence as
In particular, if N = q = p r is a prime power, and f (x) has no multiple roots, then J new f,q = ker π q/p , and
which makes (2.13) more explicit.
2.12.
Let X be a curve over k, and Lie k (J(X)) be the Lie algebra of J(X), which is canonically isomorphic to the tangent space to J(X) at 0. The Picard functoriality induces a right action of Aut
Combining with the Serre duality [11, Corollary 7.13]), we obtain a perfect and Aut k (X)-equivariant pairing
) from the right via pull-backs. (Over C, this follows directly from the classical definition of the Jacobian [17, Section 2].) Note that Aut k (X) also acts on Lie k (J(X)) from the left via Albanese functoriality, which is just the inverse of the Picard action. Therefore, we will also let Aut k (X) act on Γ(X, Ω 1 X ) from the left by taking the inverse of the pullback so that (2.23) is again Aut k (X)-equivariant.
2.13.
Since k contains a primitive N -th root of unity ξ N , any left representation
where
is a primitive N -th root of unity in k, and 0 otherwise. Therefore,
2.14. Assume that k has characteristic zero, and ξ N = ζ N = e 2πi/N . We force
) from the left by taking the inverse of the pullback. It follows from Subsection 2.12 that
If f (x) has no multiple roots and N ∤ n, then (2.27)
In particular, if f (x) has no multiple roots, and N ∤ n, then
Here ⌊t⌋ is the smallest integer less or equal to t (i.e., the floor function). In the floor function of (2.28), we take a to be the unique integer between 0 and N − 1 for the corresponding residue class. One easily checks that h(a) + h(−a) = n − 1 for the function h in (2.28).
Let E be a number field, and k be a field of characteristic zero that contains all conjugates of E. Let Σ k E = {σ | σ : E ֒→ k} be the set of all embeddings of E into k.
Mimicking the definition of CM-types, we make the following definition.
Definition 2.15. Let E and k be as above. Suppose that (X, i) is a pair consisting an abelian variety X/k together with an embedding i :
is called the generalized multiplication type of (X, i).
2.16.
Let the assumptions be the same as Subsection 2.14. Consider the pair
× , and σ a : E ֒→ k, ζ N → ξ a N }, which is naturally identified with the set (Z/N Z) × . One easily sees that
Therefore, the generalized multiplication type of (J new f,N , i) is given by (2.28) under the aforementioned assumptions on f (x) and N .
Let
This saves us the trouble to go from the left representation
Therefore, it is more convenient to replace (i, h) with (ī,h), which we will do in the next section.
complex abelian varieties with given multiplication type
Throughout this section, E := Q(ζ N ) is the N -th cyclotomic field, and (X, i) will denote a pair consisting a complex abelian variety X together with an embedding i : E ֒→ End 0 (X). We will identify E with its image in End 0 (X) via i and write E ⊆ End 0 (X). Let h : (Z/N Z) × → N be the generalized multiplication type of (X, i). We will classify End 0 (X), using arithmetic properties of h. In the case X = J new f,N , we assume that h is given by (2.30).
3.1.
In general, let E be a number field, and g : Σ E → N be the generalized multiplication type of a pair (Z, j) of a complex abelian variety Z together with an embedding j : E → End 0 (Z). The first rational homology group V Q := H 1 (Z, Q) carries naturally a structure of faithful End 0 (Z)-module, and hence a structure of
On the other hand, we have the Hodge decomposition [20, Chapter 1],
where H −1,0 (Z) and H 0,−1 (Z) are mutually complex conjugate C-vector spaces of dimension dim(Z). The splitting is End 0 (Z)-invariant and the End 0 (Z)-module H −1,0 (Z) is canonically isomorphic to Lie C (Z). For any σ ∈ Σ E , we writeσ for the composition of E σ − → C with the complex conjugation map C → C. Then
Let End
Suppose that dim X = ϕ(N ) = [E : Q], then we have the following possibilities for End 0 (X, i):
where L/E is a field extension of degree 2. In the last three cases, X is an abelian variety of CM-type, as observed in [32, Theorem 3.1]. We claim that End
× with h(a) = 1. Indeed, as in Subsection 2.16,
and each Lie(X) a is a End 0 (X, i)-invariant complex vector space of dimension h(a). On the other hand, Mat 2 (E) ⊗ Q C ∼ = ⊕ a∈(Z/N Z) × Mat 2 (C), and a minimal module of Mat 2 (C) is 2-dimensional. Remark 3.4. Let λ : X → X ∨ be a polarization on X that induces a Rosati involution α → α † on End 0 (X). Suppose that E is invariant under the Rosati involution (i.e., E † = E), then its centralizer End 0 (X, i) is also invariant under the Rosati involution. In particular, if End
f,N and we take λ to be the restriction of the canonical principal polarization of
, and h is given by (2.30). Then h is primitive if one of the following condition holds:
• gcd(n, N ) = 1, (by Proposition 5.3);
• n = 3, and N = 3 r ≥ 9, (by [29, Lemma 4.2] ).
For the rest of the section, we will do a case by case study of the first three cases of (3.2). The case when End 0 (X, i) = E and when N = q = p r is a prime power was treated in [32] for n = deg f = 3, 4, and in [31] and [33] for n ≥ 5, where it was assumed that gcd(q, n) = gcd(p, n) = 1. The case when q = p r and p | n was treated in [29] . We will extend these results to a more general N .
First, we state the following theorem of Zarhin [30, Theorem 2.3] . 
Theorem 3.6. Let the notation be the same as in Subsection 3.1. Suppose that E (identified with its image via j) contains the center
C Z of End 0 (Z), and E/C Z is Galois, then g(σ • κ) = g(σ), ∀σ ∈ Σ E , ∀κ ∈ Gal(E/C Z ).(Z/N Z) × → N of (X, i) is primitive,
then X is absolutely simple, and End
Proof. Since the centralizer of E in End 0 (X) coincides with E, the center
× , which is not the case by our assumption. Therefore, E coincides with the center of End 0 (X). Hence End 0 (X) = End 0 (X, i), which equals to E by assumption.
quadratic extension of E, and the generalized multiplication type h of (X, i) is primitive, then X is absolutely simple, and End
Proof. As X is an abelian variety of CM-type, and by [24, Section II.5], we see that
Note that we have a tower of fields
Same argument as in the proof of Proposition 3.7 shows that E = F and
Contradiction to our assumption. Therefore, EF = L. If L = F , then t = 1, and X = Y is simple. Furthermore,
So for the rest of the proof, we assume that EF = L, F = L and show that this leads to a contradiction.
We write ι for the unique generator of Gal(L/E). It commutes with all elements of Gal(L/F ).
Let g : Σ L → N the generalized multiplication type of (X, L ֒→ End 0 (X)), and h 0 : Σ F → N be the CM-type of (Y, F ֒→ End 0 (Y )). By (3.1), both g and h 0 takes values 0 and 1 only. Since Lie C (X) is isomorphic to the direct sum of t-copies of Lie C (Y ), g is induced from h 0 in the following sense:
In particular, g(σκ) = g(σ) for all κ ∈ Gal(L/F ). On the other hand,
This again contradicts the assumption that h is primitive.
is a polynomial of degree 3 with no multiple roots, 3 ∤ N and N ∈ {4, 10}. Suppose further that End
We have mentioned in Subsection 3.5 that the multiplication type of (J new f,N , i) is primitive, so the corollary follows from Proposition 3.8.
We also give the proof of Theorem 1.2. 3.10. Suppose that dim X = ϕ(N ) and End 0 (X, i) = E ⊕ E. Then X is isogenous to Y 1 × Y 2 , and each Y i is an abelian variety of dimension ϕ(N )/2 with complex multiplication by E. Let p i : E ⊕ E → E be the projection onto i-th factor for i = 1, 2, and
If we write g i for the CM-type of (Y i , j i ), then h = g 1 + g 2 . By the criterion of Shimura-Taniyama [24] ,
3.11. Since g i only takes value in {0, 1}, h(a) = 0 if and only if both g 1 (a) and g 2 (a) are zero. Note that h(a) = ⌊3a/N ⌋ takes value 0 for all 1 ≤ a < N/3 and gcd(a, N ) = 1, so the same holds for both g 1 (a) and g 2 (a). Let T N be the set of functions
Suppose that N = q = p r is a prime power. We are interested in the set
Clearly, s ∈ S q if and only if s −1 ∈ S q . In Section 5, it will be shown (3.5)
if p = 3 and q ≥ 9; {q/2 − 1} if p = 2 and q ≥ 16.
Moreover, for each s ∈ S q , there exists a unique g ∈ T q such that g • θ s ∈ T q . It follows that other than some exceptional cases, Y i are all simple.
Proposition 3.12. Let q = p r be a prime power with p odd. Assume that q = 7, and q ≥ 9 if p = 3. Let (Y, j) be a pair consisting a complex abelian variety of dimension ϕ(q)/2 and an embedding j :
Proof. We need to show that g is primitive. If p = 3 and q = 7, this is shown in Corollary 5.7. If p = 3 and q ≥ 9, this is shown in Corollary 5.15.
Proposition 3.13. Assume that dim X = ϕ(N ), the multiplication type h of (X, i) is given by (2.30) with n = 3, and End 0 (X, i) = E ⊕ E. Assume further that N = q = p r is a prime power, q > 3 if p = 3, and q > 4 if p = 2. Then
• if p ≥ 5 and q = 5, 7, then End 0 (X) = E ⊕ E; 
So the CM-type g 1 is induced from Q( √ −7), the fixed subfield of 
) and Y 1 is isogenous to a square of an elliptic curve with complex multiplication by Q( √ −1). Similarly, Y 2 is isogenous to the square of an elliptic curves with complex multiplication by
r ≥ 16, then End 0 (X) depends on the specific form of g i 's. If g 1 is of the form given in (5.9), by Lemma 5.19,
One easily checks that the fixed subfield of Q(ζ q ) by 2 r−1 − 1 is Q(α). By Lemma 5.19 again, g 2 = h − g 1 is primitive. So End 0 (X) = Mat 2 (Q(α)) ⊕ E. If neither g 1 nor g 2 is of the form in (5.9), then both g i are primitive, and Y 1 ∼ Y 2 by Lemma 5.20. Therefore, End 0 (X) = E ⊕ E.
3.14. Recall that C λ,q denotes the curve
where λ lies on the punctured complex plane with the points 0 and 1 removed. Fix λ such that J new q,λ is not of CM-type (Such a λ exists if q = 4). We may construct a Shimura datum (G, X) from J new q,λ in the following way. Let V be the Q-vector space H 1 (J new q,λ , Q). It carries a natural structure of Q(ζ q )-vector spaces of dimension 2. The canonical principal polarization on J(C λ,q ) induces on V ⊆ H 1 (C λ,q , Q) a nondegenerate alternating Q-bilinear form ψ which satisfies the condition
Let CSp(V Q , ψ) be the group of symplectic similitudes of ψ, and
Let S := Res C/R G m be the Deligne torus, and h 0 : S → G ⊗ Q R the homomorphism of R-algebraic groups that defines the Hodge structure on V . We set X to be the 
Automorphisms and construction of examples
Throughout this section, we assume that k is an algebraically closed field of characteristic zero, f (x) ∈ k[x] is a monic polynomial of degree 3 with no multiple roots.
Suppose that gcd(N, 3) = 1, and f
∪ {∞}, where ∞ is the unique point at infinite for C f,N . Let div denote the divisor of a function. Then
Choose s, t ∈ Z such that 3s + N t = 1. We have div y
4.2. Let Aut(C f,N ) be the absolute automorphism group of C f,N . We write H for the normalizer of δ N in Aut(C f,N ). Suppose that H = δ N . We consider an element φ in H but not in δ N . Then φ permutes elements of S. We claim that φ∞ = ∞ if N = 2, 4. Otherwise, say φ −1 ∞ = P 1 , then P 1 = φ −1 P i for all 1 ≤ i ≤ 3. Without lose of generality, we assume that φ −1 P 2 = ∞. Note that
Using (4.3) to replace ∞ on the right hand side of (4.4), we get an divisor supported on {P 1 , P 2 , P 3 } that's linear equivalent to zero. By [29, Lemma 2.7], a divisor of degree 0 supported on {P 1 , P 2 , P 3 } is linear equivalent to zero if and only if all coefficients of the P i 's are congruent to each other modulo N . (A priori, [29, Lemma 2.7] only proved the statement for the case N is a prime power, however, the same argument applies for any arbitrary N .) Comparing the coefficient of φ −1 P 2 and P 1 , we see that 1 ≡ −3 (mod N ), which contradicts the assumption that N = 2, 4.
4.3.
Suppose that gcd(N, 3) = 1 and N ∤ 4. Let k(C f,N ) be the field of rational functions of C f,N . The fixed subfield of k(C f,N ) by δ N is k(x), and every element of H sends k(x) to itself, therefore, the action of H on k(x) induces an embedding H/ δ q ⊆ Aut(k(x)/k). It is well known (cf. [23, Corollary 6 .65]) that Aut(k(x)/k) is isomorphic to the group of all linear fractional transformations over k. Since a linear fractional transformation is uniquely determined by its image on any three distinct points, we see that H/ δ q ֒→ Perm {P 1 , P 2 , P 3 } ∼ = S 3 .
Let φ x ∈ H/ δ q be the automorphism of k(x) induced by φ * : k(C f,N ) → k(C f,N ). Since φ ∈ δ N , φ x is nontrivial, so the order of φ x is either 2 or 3. Since φ(∞) = ∞, φ x (x) = tx + b, for some t, b ∈ k. Therefore,
If φ x has order 2, then t = −1, and if φ x has order 3, t = ω, where ω is a primitive 3rd root of unity. By changing the x coordinate appropriately, we may assume that φ x (x) = −x or φ x (x) = ωx respectively. More explicitly, if ord φ x = 2, we replace x by x − b/2, and if ord φ x = 3, we replace x by x − b(1 − ω 2 )/3. Now since φ permutes the points P 1 , P 2 , P 3 and fixes ∞,
In particular, φ * f (x) = cf (x) for some c ∈ k * . On the other hand, φ x (f (x)) = f (φ x x). Comparing the coefficients, we see that f (x) = x 3 + B 0 x if φ x has order 2, and f (x) = x 3 + C 0 if φ x has order 3. In both cases, the coefficient of x 2 is zero. We note that for f (x) = x 3 + A 0 x 2 + B 0 x + C 0 , there exists a unique b ∈ k such that the coefficient of
It follows that H/ δ N does not contain both an element of order 2 and an element of order 3. In other words, H/ δ N = S 3 .
If φ x has order 2, 
4.5.
Suppose that k = C, and
If it is of the form x 3 + C 0 , then λ = (1 ± √ −3)/2; if it is of the form x 3 + B 0 x, then λ = −1, 2, 1/2.
Proof of Corollary 1.5. It was remarked in Subsection 2.1 that
By Theorem 1.1, End 0 (J(C f,q )) is commutative if p > 7, and hence Aut(C f,q ) coincides with the normalizer of δ q . So Corollary 1.5 follows directly from Theorem 4.4 and Subsection 4.5.
For the rest of this section, we will try to construct examples of J new f,N whose endomorphism algebras take the form as predicted by Proposition 3.8 or Proposition 3.13. Our method is to use curves with extra automorphisms.
4.6.
Consider the curve C f1,N with f 1 (x) = x 3 − x, 3 ∤ N , N ∈ 2Z even, and N ∈ {4, 10}. Let γ 2N ∈ Aut(C f1,N ) be the automorphism defined by (x, y) → (−x, ζ 2N y). Clearly, γ 2 2N = δ N . So J new f1,N is γ 2N -invariant, and we have an embedding
It follows from Corollary 3.9 that J 
4.7.
Let f 1 be as above, and N = q = p r be a prime power with p odd. If p = 3, we assume that q ≥ 9. Let γ 2 ∈ Aut(C f1,q ) be the automorphism defined by (x, y) → (−x, −y), then γ 2 commutes with δ N , so J new f1,q is γ 2 invariant. With an abuse of notation, we still write γ 2 for the restriction γ 2 | J new
We claim that γ 2 = ±1. Let b = (q − 1)/2, and c = (q + 1)/2, then gcd(b, q) = gcd(c, q) = 1. By (2.27), both dx/y b and dx/y c are differentials of first kind on C f1,q . Clearly they are eigenvectors corresponding to distinct eigenvalues for γ * 2 :
). It follows from (2.25) and Subsection 2. We claim that End
is the subspace of Lie(J new f1,q ) on which dγ 2 acts as identity. On the other hand, if q/3 < a < 2q/3, then dx/y a is γ * 2 -invariant if and only if a is odd. It follows that g 1 (using notation in Subsection 3.10) is given by (5.6). By Lemma 5.17,
4.8.
Consider the curve C f0,N with f 0 (x) = x 3 + 1, 3 ∤ N , and N = 4, 10. Let γ 3 : C f0,N → C f0,N be the automorphism defined by (x, y) → (ωx, y) for a primitive 3rd root of unity ω ∈ k. As C f0,N / γ 3 ∼ = P 1 , it follows from (2.3) that γ 3 ∈ End(J (C f0,N ) ) satisfies the polynomial equation T 2 +T +1 = 0. Since γ 3 commutes with δ N , J new f0,N is γ 3 -invariant, and we have an embedding
Now it follows from Corollary 3.9 that J new f0,N is absolutely simple with End
This result in itself is not new. A theorem of Kubota-Hazama [12] states that the Jacobian variety of the curve y p = x ℓ + 1 is absolutely simple if p and ℓ are distinct primes. In particular, it follows that if N = p = 3 is a prime, then J new f0,p = J(C f0,p ) is simple. More generally, one could realize C f0,N as a quotient of the Fermat curve
,N is isogenous to a factor of J(X 3N ). One checks that it corresponds to the triple (N, 3, 2N − 3) ∈ (Z/3N Z) 3 . There is only one entry (namely, 2N − 3) that's coprime to 3N . So it is of Type I in Aoki and xdx/y q−1 are differentials of the first kind on C f,q , and they are eigenvectors corresponding to eigenvalue ω for δ *
). On the other hand, γ * 3 (dx/y q−1 ) = ω(dx/y q−1 ), and γ * 3 (xdx/y q−1 ) = ω 2 (xdx/y q−1 ). In other words, they corresponds to distinct eigenvalues for γ * 3 . Let
be elements of End 0 (J new f0,q ). Using the fact that both δ 3 and γ 3 satisfy the equation T 2 + T + 1 = 0, one sees that e 1 and e 2 are orthogonal idempotents with e 1 + e 2 = 1, and it follows from (2.25) and Subsection 2.12 that neither e 1 nor e 2 is zero. Therefore, End q + y q = 1. There exists an cover X q → C f0,q given by (x, y) → (−x 3 r−1 , y). Therefore, J new f0,q is isogenous to a factor of J(X q ). Using notations of [14] , one sees that
Arithmetic Results
In this section, we prove the arithmetic results mentioned Section 3. For two real numbers x ≤ y, let [x, y] Z be the set of integers
Through out this section, n ≥ 3 is an integer that's not a multiple of N , and h denotes the function
where a is taken to be in [1, N − 1] Z for the floor function. We have
We are particularly interested in the case n = 3, where
Proposition 5.1. Suppose that n = 3, and N ∤ n. There exists a ∈ (Z/N Z) × such that h(a) = 1 if and only if N ∈ {4, 6, 10}.
Proof. For one direction, one easily checks by direct calculation that [N/3, 2N/3] Z = ∅ if N ∈ {4, 6, 10}. For the other direction, we need to show that there exists an a ∈ [N/3, 2N/3] Z if N ∈ {4, 6, 10}. The proof will be separated into a few cases based on the factorization type of N .
Suppose N = p is prime. If N = 2, we take a = 1; if N = 5, we take a = 2; otherwise, N ≥ 7, so there exists an integer in [N/3, 2N/3] Z .
If N = 9, we take a = 4. Suppose that
Now suppose that N is not a prime and gcd(N, 3) = 1. Let p 0 be the smallest prime that divides N , m := N/p 0 and a 0 := ⌊2p 0 /3⌋. We will choose appropriate b > 0 such that a := a 0 m + b lies in [N/3, 2N/3] Z . We note that
By our choice of p 0 , every prime factor of m is greater or equal to p 0 . In particular, if m is even, then p 0 = 2, and 4 | N . We also note that m > 3. Indeed, if m = 2, then N = 4, contradiction to our assumption; 3 ∤ m because that N is assumed to be coprime to 3.
If p 
A complex valued function g on (Z/N Z)
× is said to odd if g(−a) = −g(a), and even if g(−a) = g(a). So h odd := h − (n − 1)/2 is an odd function by (5.1). For
We are going to show that h is primitive if gcd(n, N ) = 1. Clearly, it is enough to show that h odd is primitive.
5.2.
For each a ∈ Z/N Z, we write a for the unique representative of a in [1,
Let V odd denote the space of all complex valued odd functions on (Z/N Z) × . A character χ : (Z/N Z) × → C × is odd if and only if χ(−1) = −1. The set of odd characters of (Z/N Z)
× forms a basis of V odd . Therefore h odd can be uniquely written as a linear combination c χ χ of the odd characters. Suppose that gcd(n, N ) = 1.
By the orthogonality of the characters,
Recall that the generalized Bernoulli number B 1,χ is defined (cf. [27, Chapter 4]) to be
Since n ≥ 2, n − χ(n) = 0. It follows that c χ = 0 if and only if B 1,χ = 0. Proof. We may and will assume that N > 2 since (Z/2 Z) × is trivial. Clearly, the proposition is true if and only if it is true for h odd . Moreover, if h odd • θ s = h odd , then h odd • θ s i = h odd for all i ∈ Z. Note that
So h odd (−1) = −h odd (1) > 0. Therefore −1 is not in s , the cyclic subgroup of (Z/N Z) × generated by s.
By the linear independence of characters, we see that h odd • θ s = h odd if and only if
for all odd characters χ. Following [14, Proposition, p. 1190], we let S(N ) be the set of odd characters of (Z/N Z) × , and
Since B 1,χ =B 1,χ , S 0 (N ) coincides with the set of odd characters χ with c χ = 0 by Subsection 5.2. Further, let T 1 (s, N ) be set
Assume that h odd • θ s = h odd . It follows from (5.4) that
Our goal is to show that when s = 1, the size of both S 0 (N ) and T 1 (s, N ) are small comparing to that of S(N ), and thus obtain a contradiction. Let ord(s, N ) denote the order of s in (Z/N Z) × . Since −1 is not in the cyclic group generated by s, ord(s, N ) .
In particular, if s = 1, then
On the other hand, if gcd(N, 6) = 1, then 
We write w(N ) for the last sum. Note that it makes sense to talk about u, v, w only if N has at least two distinct prime factors.
Here is a list of some simple facts about w(N ).
• By [14, Proposition, p. 1190] , w(N ) < 1/6 if gcd(N, 6) = 1.
•
• Suppose that M has at least two factors, and M | N , then
We separate the estimate of w(N ) into cases according to the factor type of N . Case 1. Assume that N has at least two distinct prime divisors that's greater or equal to 5. Since ord(p, N i ) ≤ log p N i + 1, we have
Case 2. Assume that N > 42, and N = 2 e1 3 e2 p e3 with e 1 , e 2 , e 3 ≥ 0 and p ≥ 5.
If
If e 2 ≥ 1,
, or e 3 = 1 and p = 5 or 7, and ord(p, N/p e3 ) ≥ 2. Overall, we see that
There is a unique odd character χ modulo 6, and B 1,χ = (1 − 5)/6 = 0.
If N = 2ℓ e2 for some odd prime ℓ with ℓ e2 ≥ 5, then v(ℓ, N ) = 0 since ℓ ≡ −1 (mod 2). So
If N = 4 · ℓ e2 with e 2 ≥ 1 and ℓ = 3, 7, then v(ℓ, N ) = 0 since ℓ ≡ −1 (mod 4). So This complete the enumeration of all the positive numbers N ≤ 42 that are not prime powers.
For the rest of the section, we focus on the case where N = q = p r is a prime power and n = 3. Then h(a) = ⌊3a/q⌋. Recall that
S q := {s ∈ (Z/q Z) × | s = 1, and ∃g ∈ T q such that g • θ s ∈ T q }.
Let g i : (Z/q Z) × → {0, 1} be functions satisfying g i (a) + g i (−a) = 1 for i = 1, 2. If h = g 1 + g 2 , then g i ∈ T q for all i.
5.5.
We note that if p is odd, then 2 ∈ S q . Indeed, let g ∈ T q be the function given by
Since q is odd, it follows from the assumption g
In other words, the function with both g and g • θ 2 in T q is uniquely determined. Since 2
Proof. Note that the lemma is trivial for q = 5 since (q + 1)/2 = 3 in this case, so the only other nontrivial element in (Z/5Z) × that's not in our list is s = 4 ≡ −1 (mod 5), which is not in S q as remarked in subsection 5.5. Henceforth we assume that q ≥ 7. In particular, 2 ∈ [0, q/3] Z . Suppose that g ∈ T q is a function such that g • θ s ∈ T q . We narrow down on the possible s in steps.
Step
Step 2. We show that the lemma is true for 7 ≤ q ≤ 23. This will also give us a glimpse of the idea of the proof for larger q. Note that q is a prime in this case. First suppose that 3 ≤ s < q/3, then 2 < ⌊q/s⌋ < q/3, and
So it follows that g(s · ⌊q/s⌋) = 1. Contradiction. Hence we must have s ∈ [q/3, 2q/3] Z . If q/3 < s < q/2, then 2q/3 < 2s < q, and (g • θ s )(2) = g(2s) = 1. Contradiction again! Therefore s ∈ [q/2, 2q/3] Z . Note that the lemma is already proved for q = 7 since the only element in the set [7/2, 14/3] Z is 4 = (7 + 1)/2. We further assume that q ≥ 11. In particular 3 ∈ [1, q/3] Z and thus g(3) = 0. Note that 3q/2 < 3s < 2q. In order that g(3s) = 0 we must have 3s − q < 2q/3, or equivalently s < 5q/9. Recall that q ≤ 23. So (q + 3)/2 > 5q/9, and the only element in [q/2, 5q/9] Z is (q + 1)/2. The lemma is proved for all 7 ≤ q ≤ 23.
We assume that q ≥ 25 for the rest of the proof. In particular, both 3 and 4 are in [1, q/3] Z .
Step 3. In this step we will show that if s ≥ 3, then s ∈ [q/2, 2q/3] Z . One difference with the previous step is that q is not necessarily prime, so we have to avoid using any 1 ≤ a < q/3 that are divisible by p in our proof.
First, we claim that s ∈ [3, q/6] Z . Suppose otherwise, then
If p ∤ ⌊q/s⌋, we set a = ⌊q/s⌋, otherwise, we set a = ⌊q/s⌋ − 1. Then a ∈ [2, q/3] Z , and
This contradicts the assumption of the lemma. Second, we claim that s ∈ [q/3, q/2] Z . Suppose this is not true, then 2q/3 < 2s < q, and (g • θ s )(2) = g(2s) = 1. Contradiction.
Third, if 2q/9 < s < q/3, then 2q/3 < 3s < q, and it follows that
Again, this leads to a contradiction. Last, if q/6 < s < 2q/9, then 2q/3 < 4s < 8q/9 < q. Once again the contradiction arises since (g • θ s )(4) = g(4s) = 1. So we must have (5.7) q/2 < s < 2q/3.
Step 4. Assume that s = 2. Then we must show that s = (q + 1)/2. By (5.7), 3q/2 < 3s < 2q. Since g(3s) = g(3s − q) = 0, we must have 3s − q < 2q/3, i.e., (5.8) q/2 < s < 5q/9.
Note that 5/9 < 2/3, so the upper bound for s has been lowered. Now the idea is to repeat this process by taking the products of s with odd numbers a = 5, 7, 9, etc., and inductively lower the upper bound until there is no other element left in the interval except s = (q + 1)/2. But once again extra care must be taken since we need to make sure that the odd numbers that are divisible by p be skipped. For integers t ≥ 1, let
.
Note that c 1 = 2/3, c 2 = 5/9, and c t > c t+1 . Suppose that for a given t ≥ 2 we have q/2 < s < c t q.
Now assume additionally that 2t + 3 < q/3. If p ∤ 2t + 1, then (g • θ s )(2t + 1) = g((2t + 1)s) = 0. Hence (2t + 1)s − tq < 2q/3. That is, q/2 < s < (3t + 2)q 3(2t + 1) = c t+1 q.
Similarly, if p ∤ 2t + 3, we have (2t + 3)s − (t + 1)q < 2q/3, and hence q/2 < s < (3t + 5)q 3(2t + 3) = c t+2 q.
Clearly, either 2t + 1 or 2t + 3 is not divisible by p. Recall that c t+2 < c t+1 . We see that as long as 2t + 3 < q/3, Remark 5.11. Let q = 2 r with r ≥ 3, and s = 2 r−1 − 1. Then for any positive odd number 2t + 1 < 2 r−1 , we have
Then g ∈ T q and g = g • θ s with s = 2 r−1 − 1. In other words, Corollary 5.7 fails for all powers of 2 that's greater or equal to 8.
On the other hand, let g ′ ∈ T q be any function such that g
Combining with the fact that g ′ also vanishes on [1, q/3] Z , we see that g ′ coincides with g. In conclusion, if q = 2 r ≥ 8 and s = q/2 − 1, there is a unique g ∈ T q such that g • θ s ∈ T q .
5.12.
Suppose that q = 3 r ≥ 9. We claim that S q ⊇ {2, (q+1)/2, q/3−1, 2q/3−1}. Note that (q/3 − 1)(2q/3 − 1) = 2q 2 /9 − q + 1 ≡ 1 (mod q),
It is enough to show that S q ∋ (q/3 − 1). Let s = q/3 − 1, and a = 3t + a 0 with a 0 = 1 or 2. Then
and if a 0 = 2, then sa = 2q/3 − a ∈ [q/3, 2q/3] Z . Moreover, if a ≡ 1 (mod 3) and a ∈ [q/3, 2q/3] Z , then one easily shows that ∃a ′ ∈ [1, q/3] Z such that sa ′ = a. Therefore, if g ∈ T q is a function such that g • θ s ∈ T q , then g must be of the form
Last we note that the order of s = q/3 − 1 ∈ (Z/q Z) × is 6. Indeed, since q ≥ 9,
5.13. Suppose that s = q/3 − 1, and g be as in (5.10) so that g • θ s ∈ T q . Given a ∈ [q/3, 2q/3] Z , if a ≡ 1 (mod 3), then (g • θ s )(a) = g(sa) = 1; and if a ≡ 2 (mod 3), then (g • θ s )(a) = 0. It follows that
for this particular g.
Similar to [x, y] Z , we define (x, y) Z := {z ∈ Z | x < z < y, gcd(z, q) = 1}.
Lemma 5.14. Suppose that q = 3 r ≥ 9, then S q = {2, (q + 1)/2, q/3 − 1, 2q/3 − 1}.
Proof. The proof is follows the same ideas of that of Lemma 5.6, except extra care must be taken. First, if q = 9, we only need to prove that s = 4. Indeed, 2 < 9/3 = 3, but (g • θ 4 )(2) = g(8) = 1. We assume that q ≥ 27 for the rest of the proof. In particular, q/3 ≥ 9.
Clearly, s ∈ [1, 2q/3] Z . Similar arguments as Step 3 of Lemma 5.6 shows that s ∈ (q/3, q/2) Z and s ∈ (3, q/6) Z . Suppose that s ∈ (q/6, q/4) Z , then 2q/3 ≤ 4s ≤ q, and therefore (g •θ s )(4) = g(4s) = 1. Contradiction. Suppose that s ∈ (q/4, 2q/7) Z , then 5q/3 < 7q/4 < 7s < 2q, and hence (g • θ s )(7) = g(7s) = 1. Contradiction. We have shown that if s ∈ (3, q/2) Z , then s ∈ (2q/7, q/3) Z . In particular, if q = 27, then the only integer in (2q/7, q/3) Z is q/3 − 1 = 8. We may further assume that q ≥ 81.
Let t ∈ N. Suppose that s ∈ (2tq/(6t + 1), q/3) Z . Notice that this is true for t = 1. Moreover,
Indeed,
Therefore, if s ∈ (2tq/(6t + 1), 2(t + 1)q/(6t + 7)) Z , then (2t + 1)q + 2q 3 < (6t + 7)s < 2(t + 1)q.
We get a contradiction as long as 6t + 7 < q/3. Since 2t 6t + 1
it is an increasing function in t. Our bound are refined each time we increase t.
It follows that if s ∈ (2q/7, q/3) Z , then s = q/3 − 1. Now assume that s ∈ (3q/5, 2q/3) Z . If q = 27, then the only element in (3q/5, 2q/3) Z is s = 17 = 2q/3 − 1. So we may assume that q ≥ 81 in this case. Suppose that s ∈ (3q/5, 20q/33) Z , then 7q + 4q 5 = 39q 5 < 13s < 260q 33 = 7q + 29q 33 .
We have (g • θ s )(13) = 1. Contradiction. Now suppose that s ∈ (20q/33, 7q/11) Z , then 6q + 2q 3 < 11s < 7q.
Therefore, g • θ s (11) = 1 but g(11) = 0. Contradiction again. So we must have s ∈ (7q/11, 2q/3) Z . Now let t ∈ N. Suppose that (4t − 1)q/(6t − 1) < s < 2q/3. Clearly, this is true for t = 2. Now 4t − 1 6t − 1 = 2 3 − 1 3(6t − 1)
. This shows the only possible s ∈ (3q/5, 2q/3) Z is s = 2q/3 − 1. We need to handle the remaining case q/2 < s < 3q/5. Note that 5q/2 < 5s < 3q, so we must have 5q/2 < 5s < 8q/3. That is q/2 < s < 8q/15.
So
Assume that q/2 < s < (9t − 1)q/(3(6t − 1)). Then this holds for t = 1. 9t − 1 3(6t − 1) = 1 2 + 1 6(6t − 1)
. This takes care all the cases for q = 3 r .
Corollary 5.15. Let q = 3 r ≥ 9. For any g ∈ T q , g • θ s = g if and only if s = 1.
Proof. Suppose that g • θ s = g and s = 1. By Lemma 5.14, s ∈ S q = {2, (q + 1)/2, q/3 − 1, 2q/3 − 1}, and all nontrivial elements of the cyclic group s lie in S q . If s = 2 or (q + 1)/2, then 4 ∈ S q . On the other hand, if q = 9, then S q = {2, 5}; if q > 9, then q/3 − 1, (q + 1)/2 and 2q/3 − 1 are all strictly greater than 4. So Lemma 5.17. Suppose that q = 3 r ≥ 27, and g ∈ T q be the function given by (5.10) . Let h = g 1 + g 2 with g i ∈ T q . Then g 2 = g 1 • θ s for some s ∈ (Z/q Z)
× if and only if the pair (s, g 1 ) coincides with (q/3 − 1, g) or (2q/3 − 1, g • θ (q/3−1) ). In particular, g ∈ {g 1 , g 2 }, then g 2 = g 1 • θ s for any s ∈ (Z/q Z) × .
Proof. By subsection 5.12, the pairs (q/3 − 1, g) and (2q/3 − 1, g • θ (q/3−1) ) satisfies the required conditions. On the other hand, it follows from Lemma 5.14 that it is enough to show that there does not exists g ′ ∈ T q such that h = g ′ + g ′ • θ 2 . Suppose that g ′ is such a function. By subsection 5.5, it must be of the form given by (5.6) in order that g ′ • θ 2 ∈ T q . Let a 0 = q/3 + 2. Then 3 ∤ a 0 , a 0 is odd, and 2q/3 < 2a 0 < q since q ≥ 27. Therefore, g ′ (a 0 ) = 1, and (g ′ • θ 2 )(a 0 ) = g ′ (2a 0 ) = 1. On the other hand, h(a 0 ) = 1, so h(a 0 ) = g ′ (a 0 ) + (g ′ • θ 2 )(a 0 ). Assume that q ≥ 32. Suppose that s ∈ [3, q/6] Z we treat it similarly as the previous case. Suppose that s ∈ [2q/9, q/3] Z , 2q/3 < 3s < q. Contradiction. Suppose that s ∈ [q/6, 2q/9] Z , then 3q/2 < 9s < 2q. Therefore, s ∈ [q/6, 5q/27] Z . Now 5q/6 < 5s < 25q/27. Contradiction.
Suppose that s ∈ [q/3, q/2] Z . Then 5q/3 < 5s < 5q/2. Therefore, we must have 2q < 5s < 5q/2, that is s ∈ [2q/5, q/2]. Suppose that for some t ∈ N we have tq/(2t + 1) < s < q/2. Then t 2t + 1 = 1 2 − 1 2(2t + 1) .
So t/(2t + 1) is an increasing function in t. If 2t + 3 < q/3, then (2t + 3)t 2t + 1 − (t + 2 3 ) = 3t(2t + 3) − (2t + 1)(3t + 2) 3(2t + 1) = 2t − 2 3(2t + 1) > 0.
Therefore, (t + 2 3 )q < (2t + 3)s < (t + 3/2)q.
Therefore, (t + 1)q < (2t + 3)s < (t + 3/2)q, and hence s ∈ [(t + 1)q/(2t + 3), q/2] Z . Take t 0 ∈ N such that 2t 0 + 1 is the largest odd number that's smaller than q/3, then t 0 ≥ (q − 8)/6. q 2(2t 0 + 1) = 3q 2(q − 5) ≤ 48 27 < 2.
If s ∈ [ t0q 2t0+1 , q/2] Z , then s = q/2 − 1. The case s ∈ [q/2, 2q/3] Z is treated similarly as the previous cases. Except we will have s lies in an interval of the form [q/2, c t q], and the length of the interval is less than 1, so there are no integers in it.
Lemma 5.20. Suppose that q = 2 r ≥ 16. There does not exist a function g ∈ T q such that h = g + g • θ s for any s ∈ (Z/q Z) × .
Proof. By Lemma 5.19, s = 1 or q/2 − 1. We have observed in Subsection 5.11 that if s = q/2 − 1, then g is given by (5.9). But then it follows g • θ s = g, and h = 2g, which is impossible, since there exists a ∈ (Z/q Z) × such that h(a) = 1.
Lemma 5.21. Let q = 2 r ≥ 8, s = q/2 − 1 ∈ (Z/q Z) × , and α = 2i sin(2π/q). Then Q(α) is the subfield of Q(ζ q ) fixed by the subgroup s .
Proof. Indeed, we assume that ζ q = exp 2πi/q = cos(2π/q) + i sin(2π/q). Then ζ s q = exp (q − 2)πi/q = − cos(2π/q) + i sin(2π/q).
Let K be the subfield of Q(ζ q ) fixed by s. It is clear that 2i sin(2π/q) = ζ q + ζ s q ∈ K. Now ζ q satisfies the quadratic equation over Q(α): 
