Shanks developed a method for accelerating the convergence of sequences. When applied to classical sequences in number theory, Shanks' transform yields some famous identities of Euler and Gauss. It is shown here that the Pad&. approximants for the little q-Jacobi polynomials can be used to explain and extend Shanks' observations. The combinatorial significance of these results is also discussed. 0 1986 Academic Press, Inc.
INT~0Ducr10N
In the early 1950's, Shanks [lo] studied the following convergence acceleration method: Let A, be a sequence converging to the limit L. Define for n > k, 1 1 1 '
AA n-k ... Under appropriate conditions lim, _ 'x) B,,, = L, and the convergence of B,,, to L is more rapid than that of A,.
We shall be concerned with one aspect of Shanks' transform: namely, his applications to number theory [lo, p. 34; 9, 111. In particular, if A; l= n;=, (1 -q$ then Thus Shanks' transform not only increases convergence in these two instances, but it also provides resulting sequences which yield immediately the famous corollaries:
"G*(l-q")=l+ A number of natural questions arise. First, what's going on here anyway? Also, what is the extent to which Shanks' transform will apply to other q-products? We study this question analytically in Sections 2 and 3. We rely on the close relationship of Shanks' transform to Pade approximants [lo; p. 211, and reveal that the little q-Jacobi polynomials and the PadC approximants related to their moment generating function lie behind (1.2) and (1.3). In Section 4 we consider and make rigorous Shanks' application of his transform to a sequence related to the Sieve of Eratosthenes. In Section 5 we present the combinatorial aspects of the identities arising from our analytic studies.
SHANKS' TRANSFORM AND PADB APPROXIMANTS
Shanks himself proved the main result on which our work is based. Namely he proved [ 10; Theorem VI, p. 221 that if A, = C;=O cizi, then B,,, is the Pade approximant [k/n] to
We are using the notation of [4] for Padt approximants. In addition, Wynn [14; p. 881 (see also [6, 133) has effectively made possible the explicit construction of the PadC approximants for the case of (2.1) when 1-1 Amq"+/ cj= n j=. B-q'+"' (2.2) In fact the relevant orthogonal polynomials discovered by Wynn [14; p. 88, Eq. (46) ] are the little q-Jacobi polynomials first studied by Hahn [S] . The important details about these polynomials were presented in [3] . Given this information about the little q-Jacobi polynomials, we can make explicit the Pade approximants for Wynn's series (2.1) whose coefficients are given by (2.2). We shall restrict our construction to Shanks' sequence B,, so that we can see the general series acceleration phenomenon explicitly.
The following lemma is a reformulation of standard results related to PadC approximants for moment generating functions. Then in the notation of (1.1)
provided det(AifjP2)nxn exists and is nonzero for each n.
Remark.
We note that st dco/( 1 -Ax) is the moment generating function for the distribution do, and A, is merely a linear shift of the nth partial sum of this function. Furthermore each of these systems has a unique solution because det(A , +jP 2) # 0 for each n by hypothesis.
The solution of (2.9) is given by is the appropriate multiple of the nth moment of the distribution yields the first n equations of (2.9), and 01, is chosen to force the nth equation to work.
Finally we note that R", = L = -1 En xo C:=oAx; = -ml thus (2.5) and (2.6) now follow from (2.11). 1
APPLICATION TO THE LITTLE q-JACOBI POLYNOMIALS
In the lemma of Section 2, let us take
where, using standard notation
The p,(x) are the little q-Jacobi polynomials of Hahn [5] . The relevant distribution is discrete and consists of weights wi at the points q'(i = 0, l,...), where
[3; p. 13, Eq. (3.8)1.
Hence in this instance
(as)n =-C&L Therefore by line 2 of (2.11)
(by the q-Pfaff-Saalschutz summation, [2; p. 38 (3.3.12)])
(3.9)
These observations now leave us in position to prove our main result. In (3.13) set N= n, 6 = bq"", y = b/a, a = b, and let E, /I -+ co. This yields the identity of (3.10) with (3.12) . To obtain (3.11) we note by (3.10) that
We conclude this section by noting that the identities Shanks derived via his transform in [9, 111 are merely special cases of portions of Theorem 1.
If we set b= 1 and let a -+O, then (3.11) and (3.12) yield
which is Shanks' result in [9] , see also [7] . If we replace q by q* and then set b= 1, a= 4-l in (3.11) and (3.12) we obtain (q2; q2)n n c (q; q*)i qQn+ 1) We should add that this result is not terribly surprising. It is merely the analytic counterpart of the fact that we can determine d(n) by counting twice all the divisors of n less than & and adding 1 if n is a perfect square. 5 . COMBINATORIAL ASPECTS Identity (3.15) has been proved in an elegant combinatorial manner by Knuth and Paterson [7] . Knuth and Paterson study the Franklin involution F very carefully. We begin by recounting their definition of F.
Let 17 be a partition of n into m parts, so that n= {CC, ,..., a,} for some integers c1r > ... >a,>O, where rxl + . . . + CI,,, = n. We shall write
for the sum, number of parts, largest part and number of odd parts of Z7, respectively; if 17 is the empty set, we let Z(ZZ) = v(Z7) = A(Z7) = o(Z7) = 0.
We alo define the base b(U) and slope a(n) when 17 has distinct parts as follows:
Note that if IRJ is nonempty we have qm 2 P(U) + v(n) -1 and v(n) 2 a(U).
(5.
3)
The Franklin involution F is a mapping from the set of all partitions with distinct parts to the set of all partitions with distinct parts. The partition F(U) corresponding to ZZ under Franklin's transformation F is obtained as follows: All of the above notation is taken essentially from Knuth and Paterson [7] . In their paper, they use the Franklin mapping F to establish nicely our (3.15).
We point out that the other portion of Theorem 1 when b = 1 and a = 0 (namely (3.10) = (3.12)) follows from this approach as well:
i (-l)k-jq(k-$+l) ( Noting that for any IIE 9 -dk, F has the sign reversing property
we see that (5.12) will be proved if we can show that F(Zl) E 9 -dk when L'ELS-SXZ~. Suppose IIES~. If /3(Z7)<a(Z7) then F(ZZ)egj+, unless the parts larger than k are of the form k + Z, k + I -l,..., k + 1 and one of the parts <k is k itself, in which case FEDS++. If P(n)>o(n), then F(17) E gj-, unless the parts larger than k are of the form k + I,..., k + 1. In this case it is clear that F(17) E gji 2 unless 2 =j. If I= j then o(n) >, j, and we must have o(n) =j, P(n) =j + 1 since P(Z7) <j + 1 by definition of gj. But b(Z7) =j+ 1 implies that the parts < k are k, k -l,...,j+ 1, so F(Z7) = k, a contradiction. Therefore 1 #j, and so F(U) E $9 -L&. This proves (5.12) and thus (5.8).
We may also derive the identity of (3.11) with (3.12) by adapting the Durfee rectangle proof of the Rogers-Fine identity [ 1; Sect. 41. If in (3.11) and (3.12) we replace q by q*, then set a = t*q* and then set b = -at2q3, we obtain the following equivalent assertion: ( -at2q3 ; q2)n + 1 n ( -aq; 4'). is the generating function G(/1,; q, 1, t2, a) where /1, is the set of partitions in which each even part is <2n + 2, each odd is < 2n + 3, no odds are repeated and 1 does not appear. By considering the conjugates of elements of /i, relative to the 2 modulus representation (i.e., read columns rather than rows of the representation), we see that G(A,; q, 1, t2, a) = WA;; q, t, 1, a) (5.19) where ,4; is the set of partitions in which the largest part is even, no odds are repeated, there are at most n + 2 parts and if there are n + 2 parts the smallest is 1. and G(A;; q, I, 1, a) generates the portion to the right. Combining (5.18)-( 5.20) and summing on i = 0 to n, we find that the left-hand side of (5.13) also equals G(&; q, t, 1, a) thus (5.13) is established.
CONCLUSION
Our main object of explaining the mechanism behind Shanks' transform for (aq),/(bq), has been accomplished. However, some questions remain. First, are there other families of orthogonal polynomials that lead to number-theoretic surprises like (1.2) (1.3), or (4.4)? Second, can a general study be made of the little q-Jacobi polynomials based on extending the interpretations we have given in Section 5?
While Shanks' method was primarily prepared for numerical acceleration of convergence and was, therefore, viewed as an analytic process; nonetheless, the problems we have considered can be completely dealt with in rings of formal power series. Let R[ [q] ] be a ring of formal power series with S,(q)(n = I, 2, 3,...) and S(q) all in this ring. We define M(n) by the identity S(q) -S,(q) = cqMfn) + dqMCn)+ ' + . . . where c # 0. We may say that S,(q) converges to S(q) if M(n) + cc with n. We may accelerate convergence by constructing a new sequence s,Jq) with related A(n) such that i@(n) > M(n) for n sufficiently large. In the actual cases we have considered &(n)/M(n) -An as n -+ 00.
