In this paper we study the existence and concentration of solution for a class of strongly indefinite problem like
The present article has as first motivation some recent articles that have studied the existence of ground state solution for related problems with (P ) ǫ , more precisely for strongly indefinite problems of the type
In [9] , Kryszewski and Szulkin have studied the existence of ground state solution for (P 1 ) by supposing the condition (V 1 ). Related to the function f : R N × R → R, they assumed that f is continuous, Z N -periodic in x with |f (x, t)| ≤ c(|t| q−1 + |t| p−1 ), ∀t ∈ R and x ∈ R N (h 1 ) and 0 < αF (x, t) ≤ tf (x, t) ∀(x, t) ∈ R N × R * , F (x, t) = t 0 f (x, s) ds (h 2 ) for some c > 0, α > 2 and 2 < q < p < 2 * where 2 * = 2N N − 2 if N ≥ 3 and 2 * = +∞ if N = 1, 2. The above hypotheses guarantee that the energy functional associated with (P 1 ) given by
is well defined and belongs to C 1 (H 1 (R N ), R). By (V 1 ), there is an equivalent inner product , in H 1 (R N ) such that
where u = u, u and H 1 (R N ) = E + ⊕ E − corresponds to the spectral decomposition of −∆ + V with respect to the positive and negative part of the spectrum with u = u + + u − , where u + ∈ E + and u − ∈ E − . In order to show the existence of solution for (P 1 ), Kryszewski and Szulkin introduced a new and interesting generalized link theorem. In [11] , Li and Szulkin have improved this generalized link theorem to prove the existence of solution for a class of strongly indefinite problem with f being asymptotically linear at infinity.
The link theorems above mentioned have been used in a lot of papers, we would like to cite Chabrowski and Szulkin [4] , doÓ and Ruf [6] , Furtado and Marchi [8] , Tang [24, 25] and their references.
Pankov and Pflüger [15] also have considered the existence of solution for problem (P 1 ) with the same conditions considered in [9] , however the approach is based on an approximation technique of periodic function together with the linking theorem due to Rabinowitz [16] . After, Pankov [14] has studied the existence of solution for problems of the type
by supposing (V 1 ), (h 1 ) − (h 2 ) and employing the same approach explored in [15] . In [14] and [15] , the existence of ground state solution has been established by supposing that f is C 1 and there is θ ∈ (0, 1) such that
However, in [14] , Pankov has found a ground state solution by minimizing the energy functional J on the set
The reader is invited to see that if J is strongly definite, that is, when E − = {0}, the set O is exactly the Nehari manifold associated with J. Hereafter, we say that u 0 ∈ H 1 (R N ) is a ground state solution if
In [19] , Szulkin and Weth have established the existence of ground state solution for problem (P 1 ) by completing the study made in [14] , in the sense that, they also minimize the energy functional on O, however they have used more weaker conditions on f , for example f is continuous, Z N -periodic in x and satisfies
for some C > 0 and p ∈ (2, 2 * ).
F (x, t)/|t| 2 → +∞ uniformly in x as |t| → +∞, (h 6 ) and t → f (x, t)/|t| is strictly increasing on R \ {0}.
The same approach has been used by Zhang, Xu and Zhang [30, 31] to study a class of indefinite and asymptotically periodic problem.
After a review bibliography, we have observed that there are no papers involving strongly indefinite problem whose the nonlinearity is of the form f (x, t) = A(ǫx)f (t), ∀x ∈ R N and ∀t ∈ R, with A verifying the condition (A 1 ) and ǫ > 0. The motivation to consider this type of nonlinearity comes from many studies involving the existence and concentration of standing-wave solutions for the nonlinear Schrödinger equation
where N ≥ 1, ǫ > 0 is a parameter and V, f are continuous functions verifying some conditions. This class of equation is one of the main objects of the quantum physics, because it appears in problems that involve nonlinear optics, plasma physics and condensed matter physics. Knowledge of the solutions for the elliptic equation like
has a great importance in the study of standing-wave solutions of (N LS). In recent years, the existence and concentration of positive solutions for general semilinear elliptic equations (S) ǫ have been extensively studied, see for example, Floer and Weinstein [7] , Oh [12, 13] , Rabinowitz [18] , Wang [26] , Ambrosetti and Malchiodi [2] , Ambrosetti, Badiale and Cingolani [3] , del Pino and Felmer [5] and their references. In some of the above mentioned papers, the existence, multiplicity and concentration of positive solutions have been obtained in connection with the geometry of the potential V by supposing that inf(σ(−∆ + V )) > 0. By using the above condition, we have that the problem is strongly definite, which permits to show, in some cases, that the energy functional satisfies the mountain pass geometry and that the mountain pass level is a critical level. In some papers it was proved that the maximum points of the solutions are close to the set
when ǫ is small enough. Moreover, in a lot of problems, the multiplicity of solutions is associated with the topology richness of V.
In [18] , by a mountain pass argument, Rabinowitz proved the existence of positive solutions of (S) ǫ , for ǫ > 0 small, whenever lim inf
Later Wang [26] showed that these solutions concentrate at global minimum points of V as ǫ tends to 0.
In [5] , del Pino and Felmer have found solutions that concentrate around local minimum of V by introducing of a penalization method. More precisely, they assume that
and there is an open and bounded set Ω ⊂ R N such that
Here, we intend to prove the existence of ground state solution u ǫ for (P ) ǫ when ǫ is small enough. After, we study the concentration of the maximum points of |u ǫ | with related to the set of maximum points of A. We would like point out that one of the main difficulties is the loss of the mountain pass geometry, because we are working with a strongly indefinite problem. Then, if I ǫ denotes the energy functional associated with (P ) ǫ , we were taken to do a careful study involving the behavior of number c ǫ given by
where
The understanding of the behavior of c ǫ is a key point in our approach to show the existence and concentration of ground state solution when ǫ is small enough. Hereafter, f : R → R is a continuous function that verifies the following assumptions:
(f 3 ) t → f (t)/t is increasing on (0, +∞) and decreasing on (−∞, 0).
Our main theorem is the following
The plan of the paper is as follows: In Section 2 we do a study involving the autonomous problem. In Section 3 we show the existence of ground state solution for ǫ small, while in Section 4 we establish the concentration phenomena.
Notation. In this paper, we use the following notations:
• o n (1) denotes a sequence that converges to zero.
• If g is a mensurable function, the integral R N g(x) dx will be denoted by g(x) dx.
• B R (z) denotes the open ball with center z and radius R in R N .
• The usual norms in H 1 (R N ) and L p (R N ) will be denoted by
and | | p respectively.
2 Some results involving the autonomous problem.
Consider the following autonomous problem
where λ > 0 and V, f verify the conditions (V 1 ) and (f 1 ) − (f 4 ) respectively. Associated with (AP ) λ we have the energy functional J λ :
or equivalently
In what follows, let us denote by d λ the real number defined by
The reader is invited to observe that E(u) andÊ(u) are independent of λ, more precisely they depend on only of the operator −∆ + V . This remark is very important because these sets will be used in the next sections.
In [19] , Szulkin and Weth have proved that for each λ > 0, the problem (AP ) λ possesses a ground state solution
In the above mentioned paper, the authors also proved that
Moreover, an interesting and important fact is that for each
is a singleton set and the element of this set is the unique global maximum of J λ |Ê (u) , that is, there are t * ≥ 0 and v
The next two lemmas will be used in the study of the behavior of d λ and c ǫ .
The next lemma is a more weaker version of [19, Lemma 2.5].
(ii) F (t) ≥ 0 for all t ∈ R.
For the functional ϕ :
Proof. Suppose by contradiction that there exist (u n ) ⊂ V and (
As ||w n || → +∞, we set v n := w n ||w n || ∈ E(u n ). Then, there is s n ≥ 0 such that
Consequently w n = ||w n ||s n u n + ||w n ||v
From this, s n u n → 0. In fact, otherwise, s n ||u n || → 0 leads to
Therefore v − n → 0 and v n = s n u n + v − n → 0, which is absurd, because ||v n || = 1 for all n ∈ N. Thereby, s n u n → 0. As (u n ) is bounded, we have s n → 0. On
, it follows that u n ⇀ 0, and so,
, we conclude that s n → +∞. Thus, for some subsequence, s n → s = 0, u n ⇀ u = 0 and
So, by Fatou's Lemma,
contradicting (2.8).
After the above commentaries we are ready to prove the main result this section. Proof. In the sequel, u λ and u µ denote a ground state solution for J λ and J µ respectively. Note that if λ > µ, then
Hence
Therefore,
By using the fact that λ > µ and (f 4 ), we get t µ u µ + v µ = 0 a.e. in R N , and so, (2.6) . From this, the function λ → d λ is injective and decreasing. Now we are going to prove the continuity of λ → d λ . To this end, we will divide into two steps our arguments:
Step 1: Let (λ n ) be a sequence with λ 1 ≤ λ 2 ≤ ... ≤ λ n → λ. Our goal is to prove that lim
For each n ∈ N, let us fix t n ≥ 0 and v n ∈ E − verifying
From Lemma 2.2, there exists R > 0 such that J λ1 (u) ≤ 0 for all u ∈ E(u λ ) \ B R (0). Recalling that J λn ≤ J λ1 , we have
On the other hand J λn (t n u λ + v n ) = max
By (2.9) and (2.10), ||t n u λ + v n || ≤ R for all n ∈ N. Then, (t n u λ + v n ) is bounded in H 1 (R N ) and
implying that lim
Step 2: Let (λ n ) be a sequence with λ 1 ≥ λ 2 ≥ ... ≥ λ n → λ. Our goal is to prove lim
From [19] , for each n ∈ N let u n be a ground state solution of (AP ) λn , t n ≥ 0 and
Our next goal is to show that (u n ) is bounded. Inspired by [19, Proposition 2.7] , suppose by contradiction that ||u n || → +∞ and let w n := u n ||u n || . As
Using the equality ||w
Consequently there exist (y n ) ⊂ Z N and r, η > 0 such that
Otherwise, we can apply Lions [10, Lemma I.1] to conclude that w
which is absurd because s is arbitrary, showing (2.11). Now, we set u n (x) := u n (x + y n ) and w n (x) := w n (x + y n ).
By Lemma 2.1, w + n (x) = w + n (x + y n ). Moreover, by (2.11), w n ⇀ w with w + = 0, because w + n ⇀ w + . Since u n = w n ||u n ||, it follows that | u n (x)| → +∞ for each x ∈ R N with w(x) = 0. Therefore, by Fatou's Lemma,
obtaining a contradiction. This proves that (u n ) is bounded. Now, we are ready to prove that lim
n dx → 0. Now, combining this limit with the equality below
we derive ||u + n || → 0, contradicting the inequality ||u + n || ≥ 2d λn ≥ 2d λ1 for all n ∈ N. This proves (2.12), and so, there exist (y n ) ⊂ Z N and r > 0 such that
Defining u n (x) := u n (x + y n ), we have that ( u n ) is bounded and u + nj ⇀ 0 as n j → +∞ for any subsequence. Fixing
. Thus, by Lemma 2.2, there exists R > 0 such that
On the other hand, if v n (x) := v n (x + y n ), we have
By (2.13) and (2.14), it follows that ||t n u n + v n || ≤ R, for all n ∈ N. Therefore ||t n u n + v n || ≤ R, for all n ∈ N, that is, (t n u n + v n ) is bounded. Finally,
Since d λ ≥ d λn for all n ∈ N, we have lim
3 Existence of ground state for problem (P ) ǫ .
In this section our main goal is proving that c ǫ given in (1.1) is a critical level for I ǫ when ǫ small enough. Hereafter, for each ǫ ≥ 0, we denote by I ǫ : H 1 (R N ) → R the energy functional associated with (P ) ǫ given by
Here, it is very important to observe that by using the notations explored in Section 2, we derive that 
From now on, without loss of generality we assume that
is a singleton set and the element of this set is the unique global maximum of I ǫ |Ê (u) , that is, there are t * ≥ 0 and
Our first lemma shows an important relation between c ǫ and c 0 . Proof. Consider ǫ n → 0 with ǫ n > 0. Our goal is to prove that c ǫn → c 0 . First of all, note that c 0 ≤ c ǫn for all n ∈ N, which leads to c 0 ≤ lim inf n→+∞ c ǫn . On the other hand, by (3.17), if w 0 ∈ H 1 (R N ) is a ground state solution of (P ) 0 , there are t n ∈ [0, +∞) and v n ∈ E − such that t n w + 0 + v n ∈ M ǫn , implying that
As in the previous section, (t n w + 0 + v n ) is bounded. Thus, without loss of generality, we can consider that t n → t 0 and v n ⇀ v in H 1 (R N ). Note that
Hence, since the norm is weakly lower semicontinous, the Fatou's Lemma gives lim sup
As an immediate consequence of the last lemma we have the corollary below As a byproduct of the proof of Lemma 3.1, we also have the following result, which can be useful for related problems. Lemma 3.3 Let (t n ) ⊂ [0, +∞) and (v n ) ⊂ E − the sequences defined in the proof of Lemma 3.1. Then, for some subsequence,
Proof. Note that in the proof of Lemma 3.1, we find that lim inf
Then for some subsequence lim Our next result is related to the [19, Proposition 2.7] , however as in the present paper A is not periodic, we cannot repeat the same arguments explored in that paper, then some adjustments are necessary in the proof to get the same result. 
In fact, suppose by contradiction that (3.18) does not hold. Then, applying again Lions [10,
which absurd, because s is arbitrary. This shows that (3.18) is valid. Fixing u n (x) := u n (x + y n ) and v n (x) := v n (x + y n ), by Lemma 2.1, we have v + n (x) := v + n (x + y n ) and u n = v n ||u n ||. Since v n ⇀ v, by (3.18), v = 0. Then, u n (x) → +∞ when v(x) = 0. By using the Fatou's Lemma, we get
The above limit yields
obtaining a new absurd. Now, we can repeat the same arguments found in [19, see proof of Theorem 1.1] to guarantee the existence of a (P S) sequence (u n ) ⊂ M ǫ associated with c ǫ , that is,
Theorem 3.5 The problem (P ) ǫ has a ground state solution for all ǫ ∈ (0, ǫ 0 ), where ǫ 0 > 0 was given in Corollary 3.2.
Proof. First of all, the fact that (u n ) ⊂ M ǫ leads to
Claim 3.6 (z n ) is a bounded sequence.
If (z n ) is unbounded, for some subsequence, we must have |z n | → +∞. Fixing
Taking the limit n → +∞, we obtain
The last equality says that w is a nontrivial solution of (AP ) A∞ . From characterization of d A∞ and Fatou's Lemma,
On the other hand, by Corollary 3.2, c ǫ < d A∞ when ǫ < ǫ 0 , which is absurd. Therefore, (z n ) is bounded. As (z n ) is bounded, there exists r > 0 such that B δ (z n ) ⊂ B r (0) for all n ∈ N. Then,
From this, u n ⇀ u with u = 0. Now, it is enough to repeat the arguments found [1, page 23] to conclude that u is a ground state solution for (P ) ǫ .
Concentration of the solutions
In this section, we denote by u ǫ the ground state solution obtained in Section 3. Our main goal is to show that if x ǫ is a maximum point of |u ǫ |, then
Of a more precise way, we have proved that if ǫ n → 0, for some subsequence, ǫ n x ǫn → x 0 for some x 0 ∈ A where
In what follows, we set (ǫ n ) ⊂ (0, ǫ 0 ) with ǫ n → 0, I n = I ǫn , c n := c ǫn and u n = u ǫn , that is, I
′ n (u n ) = 0 and I n (u n ) = c n . By (A 1 ), c n ≥ c 0 > 0 for all n ∈ N.
Next, we will prove some technical lemmas that are crucial to get the concentration of the solutions. 
Proof. If the lemma does not hold, by Lions [10,
On the other hand, from [19, Lemma 2.4], we know that ||u + n || ≥ √ 2c n ≥ √ 2c 0 , which contradicts the last limit.
In the sequel, v n (x) := u n (x + y n ) for all x ∈ R N . Thus, for some subsequence, v n ⇀ v = 0. Proof. First of all, we will prove the boundedness of the sequence (ǫ n y n ). Arguing by contradiction, suppose that for some subsequence |ǫ n y n | → +∞. Since u n is a ground state solution for (P ) ǫn ,
. Hence, by a change variable,
for all φ ∈ C 0 (R N ). Now, taking the limit as n → +∞, we find
. This combined with the density of
Then v is a nontrivial solution of (AP ) A∞ , and so, v ∈ M A∞ . By Fatou's lemma,
obtaining a contradiction. Consequently (ǫ n y n ) is bounded, and we can assume that ǫ n y n → z. The same argument works to prove that
Hence v is a nontrivial solution of (AP ) A(z) , and so, v ∈ M A(z) . The previous arguments lead to
From now on, we are considering that ǫ n y n → z with z ∈ A, i.e., A(z) = A(0). Here, it is very important to observe that
By growth condition on f , we know that for each τ > 0 there exists δ := δ τ ∈ (0, 1) such that
In what follows, we set g τ (t) := χ δ (t)f (t) and j τ (t) :=χ δ (t)f (t), where χ δ is the characteristic function on (−δ, δ) andχ δ (t) = 1 − χ δ (t).
Lemma 4.4 For each τ > 0, there is c τ > 0 such that
where r = q + 1 q with q given in (f 2 ).
Proof. By using the definition of g τ , it is obvious that above inequality involving the function g τ holds.
In order to prove the second inequality, note that [
On the other hand, there exists b τ > 0 verifying
Thus, there exist A τ , B τ , c τ > 0 such that
for some c τ > 0. Thereby,
finishing the proof. The last lemma permit us to prove an important convergence involving the sequence (v n ).
Our goal is to prove that
First of all, as f has subcritical growth,
On the other hand, for each τ > 0, we can fix R large enough a such way that
Claim 4.6 Increasing R if necessary, we also have
In fact, for each τ > 0, the Lemma 4.4 ensures the existence of c τ > 0 such that |j τ (t)| r ≤ c τ tf (t), where r = q + 1 q .
From Lemma 4.4,
Now, increasing R if necessary, a such way that 
Since I ′ n (u n )u + n = 0, it follows that
showing that v
, finishing the proof. Lemma 4.8 For all n ∈ N, v n ∈ C(R N ). Furthermore, there exist a continuous function P : R → R with P (0) = 0 and K > 0 such that ||v n || C(B1(z)) ≤ K · P ||v n || L 2 * (B2(z)) , for all n ∈ N and for all z ∈ R N .
Proof. Since u n is solution of (P ) ǫn , v n is a solution of
Setting Ψ n (x, t) := A(ǫ n x+ǫ n y n )f (t), it is easy to check that there exists C > 0, independently of n ∈ N, verifying Ψ n (x, t) ≤ C(|t| + |t| q ), ∀x ∈ R N and ∀t ∈ R.
Moreover, for each R > 0 and z ∈ R N , we have that u ∈ L s (B 2 (z)) with s ≥ q, Ψ n (·, u(·)) ∈ L s/q (B 2 (z)) and there exist C s = C(s) > 0, independent of z, such that ||Ψ n (·, u(·))|| L s/q (B2(z)) ≤ C s (||u|| L s/q (B2(z)) + ||u|| q L s (B2(z)) ), ∀n ∈ N.
Here we have used the fact that A is a bounded function. Now, recalling that potential V is also a bounded function, we can proceed in the same manner as in [17, Proposition 2.15 ] to get the desired result.
As a byproduct of the last lemma we have the corollary below Proof. Since v n → v in H 1 (R N ), given τ > 0 there are R > 0 such that v n L 2 * (B2(z)) < τ, for all |z| ≥ R and n ∈ N.
As P is a continuous function and P (0) = 0, given β > 0, there is τ > 0 such that |P (t)| < β/K, for |t| < τ.
Hence, by Lemma 4.8, ||v n || C(B1(z)) < β for |z| ≥ R and n ∈ N.
This proves the corollary.
Finally we are ready to show the concentration.
Concentration of the solutions:
From Corollary 4.9, there is z n ∈ R N such that |v n (z n )| = max x∈R N |v n (x)|. Now, applying Corollary 4.7, there exists δ > 0 such that |v n (z n )| ≥ δ for all n ∈ N, implying that (z n ) is bounded. Therefore if ξ n := z n + y n , it follows that |u n (ξ n )| = max x∈R N |u n (x)| and ǫ n ξ n = ǫ n z n + ǫ n y n → 0 + z = z with z ∈ A, finishing the study of the concentration phenomena.
