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Etude des mesures hyperboliques pour les
applications méromorphes
Henry De Thélin et Franck Nguyen Van Sang
Résumé
Nous montrons un résultat du type Closing Lemma pour les mesures non unifor-
mément hyperboliques associées à des applications méromorphes. Nous prouvons aussi
qu’il est possible d’approximer la dynamique de telles mesures par des codages du type
Bernoulli.
Abstract
We prove a Closing Lemma for nonuniformly hyperbolic measures of meromorphic
maps. We prove also a theorem of approximation of the dynamics of such measures
by Bernoulli coding maps.
Mots-clefs : dynamique complexe, Closing Lemma, entropie, approximation par des
horsehoes.
Classification : 32H50, 37Dxx.
Introduction
Soit X une variété Riemannienne lisse compacte de dimension k et f : X −→ X un
difféomorphisme de classe C1+α.
On considère µ une mesure de probabilité invariante par f , ergodique et hyperbolique
(c’est-à-dire que ses exposants de Lyapounov sont non nuls).
Un résultat majeur, obtenu par A. Katok (voir [12]), est la construction dans ce contexte
d’orbites périodiques. C’est le Closing Lemma : sous certaines hypothèses, lorsqu’un point
x et son itérée fm(x) (avec m ≥ 1) sont proches, on peut trouver un point périodique près
de x. Ce résultat est crucial pour approximer le système dynamique par des horseshoes
(voir A. Katok et L. Mendoza dans [13]).
L’objet de cet article est d’étendre ces théorèmes en dynamique méromorphe.
Soit donc X une variété complexe compacte de dimension k et f : X −→ X une
application méromorphe dominante. Nous noterons I son ensemble d’indétermination.
1
On considère µ une mesure de probabilité qui vérifie
∫
log d(x, I)dµ(x) > −∞. On
suppose µ invariante par f , ergodique et hyperbolique, c’est-à-dire que ses exposants de
Lyapounov vérifient :
χ1 ≥ · · · ≥ χm0 > 0 > χm0+1 ≥ · · · ≥ χk pour un 1 ≤ m0 ≤ k − 1.
Sous ces hypothèses, en suivant la stratégie d’A. Katok (voir [12]), nous démontrons le
Closing Lemma (voir le paragraphe 2 et le théorème 5).
Ensuite, grâce à la démonstration de ce résultat, nous pouvons approcher la dynamique
de µ par des ensembles qui sont codés par des Bernoulli. Plus précisément, on a
Théorème 1. On suppose en plus que hµ(f) > 0.
Alors pour tout ρ > 0 et ϕ1, · · · , ϕk0 ∈ C
0(X,R) on a :
1. Il existe n ≥ 1 et un codage :
{1, · · · , N}Z
σ
//
S0

{1, · · · , N}Z
S0

Λ0
fn
// Λ0
où N = ehµ(f)n−ρn, fn ◦ S0 = S0 ◦ σ, σ est le décalage à droite et S0 est continue.
De plus ν0 = (S0)∗λ0 (où λ0 est la mesure de Bernoulli) est une mesure invariante
par fn et d’entropie métrique supérieure ou égale à n(hµ(f)− ρ).
2. htop(f|Λ0) ≥ hµ(f)− ρ (où ici Λ0 = S0({1, · · · , N}
Z)).
3. Si on note Λ = Λ0∪f(Λ0)∪· · ·∪f
n−1(Λ0), on a que Λ est contenu dans un ρ-voisinage
de supp(µ) et la mesure
ν =
1
n
(ν0 + f∗ν0 + · · ·+ (f
n−1)∗ν0),
portée par Λ, est f -invariante et vérifie :
∀i = 1, · · · , k0
∣∣∣∣∫ ϕidν − ∫ ϕidµ∣∣∣∣ < ρ.
Remarque. Dans le théorème précédent, si on sait de plus que f est inversible et que∫
log d(x, I(f−1))dµ(x) > −∞ (où I(f−1) est l’ensemble d’indétermination de f−1), alors
S0 est un homéomorphisme et Λ est un horseshoe comme dans le cas des difféomorphismes
(voir [13]).
Signalons que l’hypothèse
∫
log d(x, I)dµ(x) > −∞ est assez faible et qu’elle est natu-
relle pour faire de la théorie de Pesin. Lorsque f est inversible et que µ est plus régulière,
typiquement une mesure SRB (voir la condition 1.1 de [14]), il existe aussi des résultats
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d’approximation des systèmes dynamiques dits singuliers (voir [14]) qui se basent sur l’ap-
proche de Pesin (voir [17]).
Ce type de théorème est vrai aussi pour les applications avec singularités lorsque tous
les exposants de Lyapounov sont strictement positifs (voir [11]).
Par ailleurs, il existe aussi des résultats de codage par des Bernouilli pour la mesure
d’entropie maximale d’un endomorphisme holomorphe de Pk(C) (voir [1] et [6]).
Le Closing Lemma de notre article est à comprendre en tant que fermeture d’une orbite
sans changement de l’application f . Il y a aussi des théorèmes en dynamique holomorphe
où l’orbite est fermée en faisant varier f (voir [8] et [9]).
Voici maintenant le plan de l’article : dans un premier paragraphe nous faisons des
rappels sur la théorie de Pesin et sur les théorèmes de transformées de graphes que nous
utiliserons. Dans le second, nous donnons un énoncé précis du Closing Lemma et nous le
démontrons. Le troisième paragraphe est consacré à la preuve du théorème 1, c’est-à-dire
à l’approximation du système dynamique par des Bernoulli.
1 Théorie de Pesin et transformées de graphes
Dans ce paragraphe nous rappelons la théorie de Pesin ainsi que les théorèmes de
transformées de graphes.
1.1 Théorème d’Oseledets et théorie de Pesin
Soit X une variété complexe compacte de dimension k et f : X → X une application
méromorphe dominante. On notera I son ensemble d’indétermination.
On munit X d’une famille de cartes (τx)x∈X qui vérifient τx(0) = x, τx est définie sur
une boule B(0, ǫ0) ⊂ C
k avec ǫ0 indépendant de x et la norme de la dérivée première et
seconde de τx sur B(0, ǫ0) est majorée par une constante indépendante de x. Pour construire
ces cartes il suffit de partir d’une famille finie (Ui, ψi) de cartes de X et de les composer
par des translations.
On considère une probabilité µ telle que
∫
log d(x, I)dµ(x) > −∞. On la suppose aussi
invariante par f et ergodique. On note Ω = X \ ∪i≥0f
−i(I). Comme µ ne charge pas I et
qu’elle est invariante par f , µ est une probabilité de Ω.
On définit l’extension naturelle :
Ω̂ := {x̂ = (· · · , x0, · · · , xn, · · · ) ∈ Ω
Z , f(xn) = xn+1}.
Dans cet espace, f induit une application f̂ qui est le décalage à gauche. Si on note π
la projection canonique π(x̂) = x0 alors µ se relève en une unique probabilité µ̂ invariante
par f̂ qui vérifie π∗µ̂ = µ.
Dans toute la suite, on notera fx = τ
−1
f(x) ◦f ◦ τx qui est définie au voisinage de 0 quand
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x n’est pas dans I. Le cocycle auquel nous allons appliquer la théorie de Pesin est :
A : Ω̂ −→Mk(C)
x̂ −→ Dfx(0)
où Mk(C) est l’ensemble des matrices carrées k × k à coefficients dans C et π(x̂) = x.
Grâce à l’hypothèse d’intégrabilité de la fonction log d(x, I), on a (voir le lemme 8 de [4])∫
log+ ‖A(x̂)‖dµ̂(x̂) < +∞.
Il en découle que l’on a un théorème du type Oseledets (voir [10] et [18] ainsi que le
théorème 2.3 de [16], le théorème 6.1 dans [7] et [15]) :
Théorème 2. Il existe des réels λ1 > λ2 > · · · > λl ≥ −∞, des entiers m1, · · · ,ml et un
ensemble Γ̂ de mesure pleine pour µ̂ tels que pour x̂ ∈ Γ̂ on ait une décomposition de Ck
de la forme Ck =
⊕l
i=1Ei(x̂) où les Ei(x̂) sont des sous-espaces vectoriels de dimension
mi qui vérifient :
1) A(x̂)Ei(x̂) ⊂ Ei(f̂(x̂)) avec égalité si λi > −∞.
2) Pour v ∈ Ei(x̂) \ {0}, on a
lim
n→+∞
1
n
log ‖A(f̂n−1(x̂)) · · ·A(x̂)‖ = λi.
Si de plus, λi > −∞, on a la même limite quand n tend vers −∞.
Pour tout γ > 0, il existe une fonction Cγ : Γ̂ −→ GLk(C) telle que pour x̂ ∈ Γ̂ :
1) limn→∞
1
n log ‖C
±1
γ (f̂
n(x̂))‖ = 0 (on parle de fonction tempérée).
2) Cγ(x̂) envoie la décomposition standard
⊕l
i=1C
mi sur
⊕l
i=1Ei(x̂).
3) La matrice Aγ(x̂) = C
−1
γ (f̂(x̂))A(x̂)Cγ(x̂) est diagonale par bloc (A
1
γ(x̂), · · · , A
l
γ(x̂))
où chaque Aiγ(x̂) est une matrice carrée mi ×mi et
∀v ∈ Cmi on a eλi−γ‖v‖ ≤ ‖Aiγ(x̂)v‖ ≤ e
λi+γ‖v‖
si λi > −∞ et
∀v ∈ Cml ‖Alγ(x̂)v‖ ≤ e
−4γ‖v‖
si λl = −∞.
Pour le dernier point, voir la remarque après le théorème 14 de [3].
Notons maintenant gx̂ la lecture de fx dans les cartes Cγ c’est-à-dire gx̂ = C
−1
γ (f̂(x̂)) ◦
fx ◦ Cγ(x̂) où π(x̂) = x.
Nous allons construire des cartes de Pesin qui seront adaptées pour montrer le Closing
Lemma.
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Proposition 1.1. Il existe un ensemble Γ̂′ de mesure pleine pour µ̂ et une application
mesurable r : Γ̂′ →]0, 1] tels que pour tout x̂ ∈ Γ̂′ on ait e−γ ≤ r(f̂(x̂))r(x̂) ≤ e
γ et
1) gx̂(0) = 0.
2) Dgx̂(0) = Aγ(x̂).
3) gx̂(w) est holomorphe pour ‖w‖ ≤ r(x̂) et on a ‖D
2gx̂(w)‖ ≤
1
r(x̂) pour ‖w‖ ≤ r(x̂).
En particulier, si on note gx̂(w) = Dgx̂(0)w + h(w), on a ‖Dh(w)‖ ≤
1
r(x̂)‖w‖ pour
‖w‖ ≤ r(x̂).
Démonstration. On se place sur Γ̂. Les deux premiers points proviennent du théorème
précédent.
La démonstration de la troisième propriété est basée sur la proposition 8 de [2] (voir
aussi la proposition 10 de [4]). On reprend les notations de [4].
On a l’existence d’une constante ǫ1 > 0 telle que gx̂(w) est holomorphe pour ‖w‖ ≤
ǫ1dist(x,I)p
‖Cγ (x̂)‖
. De plus, pour ‖w‖ ≤ ǫ1dist(x,I)
p
‖Cγ (x̂)‖
, on a Dgx̂(w) = C
−1
γ (f̂(x̂)) ◦Dfx(Cγ(x̂)(w)) ◦
Cγ(x̂), ce qui donne la majoration
‖D2gx̂(w)‖ ≤ ‖C
−1
γ (f̂(x̂))‖‖D
2fx(Cγ(x̂)(w))‖‖Cγ (x̂)‖
2.
Comme dans la preuve de la proposition 10 de [4], en utilisant que ‖D2f(x)‖ ≤ Cd(x, I)−p
(voir le lemme 2.1 de [5]) et que l’image par τx du segment [0, Cγ(x̂)(w)] vit dans la boule
B(x,K‖Cγ(x̂)(w)‖) où K est une constante qui ne dépend que de X, on a (toujours pour
‖w‖ ≤ ǫ1dist(x,I)
p
‖Cγ(x̂)‖
)
‖D2gx̂(w)‖ ≤ C‖C
−1
γ (f̂(x̂))‖‖Cγ(x̂)‖
2dist(τx([0, Cγ(x̂)(w)]), I)
−p
≤ C(1−Kǫ1)
−p‖C−1γ (f̂(x̂))‖‖Cγ(x̂)‖
2dist(x, I)−p
≤ 2C‖C−1γ (f̂(x̂))‖‖Cγ(x̂)‖
2dist(x, I)−p.
Notons maintenant (avec x = π(x̂))
α(x̂) = max
(
1,
‖Cγ(x̂)‖
ǫ1dist(x, I)p
, 2C‖C−1γ (f̂(x̂))‖‖Cγ(x̂)‖
2dist(x, I)−p
)
.
Comme
∫
log d(π(x̂), I)dµ̂(x̂) =
∫
log d(x, I)dµ(x) > −∞, le théorème de Birkhoff
implique qu’il existe un ensemble de mesure pleine A pour µ̂ sur lequel
lim
n→+∞
1
n
n−1∑
i=0
log d(π(f̂ i(x̂)), I) = lim
n→+∞
1
n
n−1∑
i=0
log d(π(f̂−i(x̂)), I)
=
∫
log d(π(x̂), I)dµ̂(x̂) > −∞.
Classiquement, cela implique que pour x̂ ∈ A, on a
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lim
n→±∞
1
n
log d(π(f̂n(x̂)), I) = 0.
Comme les ‖Cγ(x̂)‖ sont aussi tempérées, on obtient que α(x̂) est une fonction tempérée
sur Γ̂′ = Γ̂ ∩A.
Par le lemme S.2.12 dans [13], il existe une fonction αγ ≥ α qui vérifie e
−γ ≤
αγ(f̂(x̂))
αγ(x̂)
≤
eγ pour tout x̂ ∈ Γ̂′.
On pose alors r(x̂) = 1αγ (x̂) (qui est plus petit que 1). On a e
−γ ≤ r(f̂(x̂))r(x̂) ≤ e
γ pour tout
x̂ ∈ Γ̂′, la fonction gx̂(w) est holomorphe pour ‖w‖ ≤ r(x̂) =
1
αγ(x̂)
≤ 1α(x̂) ≤
ǫ1dist(x,I)p
‖Cγ (x̂)‖
et
enfin
‖D2gx̂(w)‖ ≤ 2C‖C
−1
γ (f̂(x̂))‖‖Cγ(x̂)‖
2dist(x, I)−p ≤ α(x̂) ≤ αγ(x̂) =
1
r(x̂)
pour ‖w‖ ≤ r(x̂). C’est ce que l’on voulait démontrer.
1.2 Transformées de graphes
Nous utiliserons les théorèmes de transformées de graphes en avant et en arrière par
des applications non inversibles.
Commençons par la transformée de graphe en avant (voir le paragraphe 4 de [2]).
On se place dans Ck et dans la suite ‖ · ‖ désignera la norme Euclidienne et Bl(0, R) la
boule de centre 0 et de rayon R dans Cl.
On considère
g(X,Y ) = (g1(X,Y ), g2(X,Y )) = (AX +R(X,Y ), BY + U(X,Y ))
avec (X, 0) ∈ E1 (abscisses), (0, Y ) ∈ E2 (ordonnées) et A : C
k1 −→ Ck1 , B : Ck2 −→
Ck2 des applications linéaires avec k = k1+k2. On suppose que g : Bk(0, R0) −→ Bk(0, R1)
est holomorphe avec R0 ≤ R1, g(0) = 0 et max(‖DR(Z)‖, ‖DU(Z)‖) ≤ δ sur Bk(0, R0).
On supposera aussi A inversible, ‖B‖ < ‖A−1‖−1 et on note ξ = 1−‖B‖‖A−1‖ ∈]0, 1].
Nous utiliserons la version raffinée suivante du théorème de la transformée de graphe
(voir le paragraphe 4 de [2] ) :
Théorème 3. Soit {(X,φ(X)),X ∈ D} un graphe dans Bk(0, R0) au-dessus d’une partie
D de E1 qui vérifie Lip(φ) ≤ γ0 ≤ 1.
Si δ‖A−1‖(1 + γ0) < 1 alors l’image par g de ce graphe est un graphe au-dessus de
π0(g(graphe de φ)) où π0 est la projection sur les abscisses. Par ailleurs, si (X,ψ(X))
désigne ce nouveau graphe, on a :
‖ψ(X1)− ψ(X2)‖ ≤
‖B‖γ0 + δ(1 + γ0)
‖A−1‖−1 − δ(1 + γ0)
‖X1 −X2‖
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qui est inférieur à γ0‖X1 −X2‖ si δ ≤ ǫ(γ0, ξ).
Enfin, si de plus Bk1(0, α) ⊂ D et ‖φ(0)‖ ≤ β, alors π0(g(graphe de φ)) contient
Bk1(0, (‖A
−1‖−1 − δ(1 + γ0))α− δβ) et ‖Ψ(0)‖ ≤ (1 + γ0)(‖B‖β + δβ + ‖D
2g‖Bk(0,R0)β
2)
(si δ ≤ ǫ(γ0, ξ)).
Démonstration. Il s’agit de reprendre la preuve de [2] et de modifier juste la fin.
Tout est identique jusqu’à la ligne 11 p.102 sauf qu’ici les graphes sont au-dessus des
abscisses.
Ensuite, on a
‖λ(X1)− λ(X2)‖ ≥ (‖A
−1‖−1 − δ(1 + γ0))‖X1 −X2‖.
En particulier,
‖λ(X) − λ(0)‖ ≥ (‖A−1‖−1 − δ(1 + γ0))‖X‖
= (‖A−1‖−1 − δ(1 + γ0))α si X ∈ ∂B(0, α).
Mais λ(0) = A0 +R(0, φ(0)) est de norme inférieure à
‖R(0, φ(0))‖ = ‖R(0, φ(0)) −R(0, 0)‖ ≤ δ‖φ(0)‖ ≤ δβ.
On en déduit que π0(g(graphe de φ)) contient Bk1(0, (‖A
−1‖−1 − δ(1 + γ0))α− δβ).
C’est la modification que l’on voulait montrer.
Nous utiliserons aussi la transformée de graphe en arrière dans le cas non-inversible
(voir [7] théorème 6.4).
Théorème 4. Soit (φ(Y ), Y ) un graphe dans Bk(0, R0) au-dessus de Bk2(0, α) qui vérifie
‖φ(0)‖ ≤ β et Lip(φ) ≤ γ0 ≤ 1 pour un certain β ≤ α ≤ R0/4. Soit γ > 0 tel que e
2γ < 32 .
On suppose que
γ0(1− ξ) + 2δ(1 + γ0)‖A
−1‖ ≤ 1 et
(γ0‖B‖+ δ(1 + γ0))(‖A
−1‖−1 − δ(1 + γ0))
−1 ≤ e−γγ0 et
(‖B‖+ 2δ)e2γ + δ ≤ 1 et δ(1 + γ0) ≤ min{(‖A
−1‖−1 − γ0‖B‖)/2, ‖A
−1‖−1 − e2γ}.
Alors il existe ψ : Bk2(0, αe
2γ ) −→ Ck1 avec Lip(ψ) ≤ e−γγ0, ‖ψ(0)‖ ≤ βe
−2γ et
g(graphe(ψ)) ⊂ graphe(φ).
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Démonstration. Il s’agit d’une légère adaptation de la preuve du théorème 6.4 dans [7].
Nous en reprenons aussi les notations.
Soit Y ∈ Bk2(0, αe
2γ) et
Lβe−2γ = {(X,Y ) , ‖X‖ ≤ ‖Y ‖+ βe
−2γ}.
Tout d’abord, on a Lβe−2γ ⊂ Bk(0, R0) car pour (X,Y ) ∈ Lβe−2γ
‖(X,Y )‖ ≤ ‖X‖+ ‖Y ‖ ≤ 2‖Y ‖+ βe−2γ ≤ 2αe2γ + α
≤
R0
2
e2γ +
R0
4
< R0.
Ensuite, toujours pour (X,Y ) ∈ Lβe−2γ , on a
‖g2(X,Y )‖ ≤ ‖B‖‖Y ‖+ ‖U(X,Y )‖ = ‖B‖‖Y ‖+ ‖U(X,Y )− U(0, 0)‖
≤ ‖B‖‖Y ‖+ δ‖(X,Y )‖ ≤ ‖B‖‖Y ‖+ δ‖X‖ + δ‖Y ‖
≤ (‖B‖+ 2δ)‖Y ‖+ δβe−2γ < (‖B‖+ 2δ)αe2γ + δα ≤ α
car (‖B‖+ 2δ)e2γ + δ ≤ 1.
On en déduit que ‖g2(X,Y )‖ < α pour tout (X,Y ) ∈ Lβe−2γ . En particulier, si on note
U = {Y ∈ Bk2(0, R0) , g2(Lβe−2γ ) ⊂ Bk2(0, α)},
on a Bk2(0, αe
2γ) ⊂ U .
Soit Y ∈ Bk2(0, αe
2γ) fixé. On veut trouver (X,Y ) ∈ Lβe−2γ avec φ(g2(X,Y )) =
g1(X,Y ). C’est équivalent à trouver (X,Y ) ∈ Lβe−2γ avec
ΛY (X) = A
−1 [φ(g2(X,Y ))− (g1(X,Y )−AX)] = X.
Pour cela montrons d’abord que ΛY : Bk1(0, ‖Y ‖+ βe
−2γ) −→ Bk1(0, ‖Y ‖+ βe
−2γ).
Pour X ∈ Bk1(0, ‖Y ‖+ βe
−2γ), on a :
‖ΛY (X)‖ ≤ ‖A
−1‖ [‖φ(g2(X,Y ))− φ(0)‖ + ‖φ(0)‖ + ‖g1(X,Y )−AX‖]
≤ ‖A−1‖ [γ0(‖B‖‖Y ‖+ ‖U(X,Y )‖) + β + ‖R(X,Y )‖]
≤ ‖A−1‖ [γ0(‖B‖‖Y ‖+ δ‖X‖ + δ‖Y ‖) + β + δ‖X‖ + δ‖Y ‖]
≤ ‖A−1‖
[
γ0(‖B‖‖Y ‖+ 2δ‖Y ‖) + γ0δβe
−2γ + β + 2δ‖Y ‖+ δβe−2γ
]
= ‖A−1‖
[
(γ0‖B‖+ 2δ(1 + γ0))‖Y ‖+ β(1 + δ(1 + γ0)e
−2γ)
]
.
Mais γ0‖B‖+ 2δ(1 + γ0) ≤ ‖A
−1‖−1 et e2γ + δ(1 + γ0) ≤ ‖A
−1‖−1, d’où
‖ΛY (X)‖ ≤ ‖A
−1‖
[
‖A−1‖−1‖Y ‖+ βe−2γ‖A−1‖−1
]
≤ ‖Y ‖+ βe−2γ .
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C’est ce que l’on voulait.
Maintenant, en suivant mot pour mot la preuve de [7], on a que ΛY est une contraction
ce qui donne l’existence et l’unicité d’un point fixe dans Bk1(0, ‖Y ‖+ βe
−2γ) que l’on note
Ψ(Y ).
Ensuite, toujours en suivant [7] et en utilisant l’hypothèse
(γ0‖B‖+ δ(1 + γ0))(‖A
−1‖−1 − δ(1 + γ0))
−1 ≤ e−γγ0,
on a Lip(ψ) ≤ e−γγ0.
Enfin, comme Λ0 : Bk1(0, βe
−2γ) −→ Bk1(0, βe
−2γ), on obtient que ‖ψ(0)‖ ≤ βe−2γ .
Cela termine la démonstration.
2 Le Closing Lemma
2.1 Cadre et énoncé du théorème
On commence par donner le cadre du théorème. On utilisera les notations et les résultats
du paragraphe 1.
Soit µ une mesure de probabilité avec
∫
log d(x, I)dµ(x) > −∞. On la suppose in-
variante par f , ergodique et hyperbolique, c’est-à-dire que ses exposants de Lyapounov
vérifient :
χ1 ≥ · · · ≥ χm0 > 0 > χm0+1 ≥ · · · ≥ χk pour un 1 ≤ m0 ≤ k − 1.
Comme les exposants de Lyapounov ne dépendent pas du choix des cartes pour X, on
peut supposer que µ ne charge pas le bord des cartes (Ui, ψi).
On fixe γ > 0 petit devant les exposants de Lyapounov avec 4γ < χm0 − χm0+1 et on
applique le théorème d’Oseledets avec ce γ.
Soit 0 < δ < 16 . Pour ǫ0 > 0 suffisamment petit, la masse pour µ d’un ǫ0-voisinage des
bords des cartes qui recouvrent X (pour une métrique fixée sur X) est plus petite que δ2 .
On note Vǫ0 ce voisinage et on a µ̂(π
−1(V cǫ0)) = µ(V
c
ǫ0) ≥ 1−
δ
2 .
Par le théorème de Lusin, on peut trouver un ensemble Λδ compact, inclus dans π
−1(V cǫ0)
avec µ̂(Λδ) ≥ 1− δ et x̂ 7→ C
±1
γ (x̂), x̂ 7→ r(x̂) continues sur Λδ.
On fixe une métrique standard sur Ω̂ qui vérifie dist(x̂, ŷ) ≥ dist(π(x̂), π(ŷ)) pour tout
x̂, ŷ ∈ Ω̂ et on a alors le théorème :
Théorème 5 (Closing Lemma). Soit ǫ > 0. Il existe η > 0 tel que si x̂ ∈ Λδ, f̂
m(x̂) ∈ Λδ
pour un certain m ≥ 1 avec dist(x̂, f̂m(x̂)) < η alors il existe z ∈ X tel que :
1. fm(z) = z,
2. dist(f i(x), f i(z)) ≤ ǫ×max(e−γi, e−γ(m−i)) pour 0 ≤ i ≤ m (où x = π(x̂)),
3. z est hyperbolique.
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2.2 Preuve du Closing Lemma
2.2.1 Démonstration de l’existence du point périodique z
Pour démontrer le Closing Lemma, nous suivons l’approche d’A. Katok (voir [12]).
Ce qui change c’est que f n’est pas inversible et qu’il y a un ensemble d’indétermination
I sur lequel f n’est même pas définie. Pour surmonter ces difficultés, nous utiliserons des
transformées de graphes pour applications non inversibles (voir le théorème 4) et des cartes
de Pesin qui prennent en compte I.
Soit 0 < γ0 <
1
5 fixé suffisamment petit pour que γ0 < e
γ
4 − 1, γ0 < 1 − e
− γ
2 et
γ0e
χ1+γ + e−4γ < e−
7
2
γ .
Λδ est compact, donc il existe r0 > 0 tel que :
∀x̂ ∈ Λδ, r(x̂) ≥ r0 et r0 ≤ ‖Cγ(x̂)
±1‖ ≤
1
r0
.
Dans un premier temps, nous faisons des transformées de graphes en avant et en arrière
dans des boîtes de taille hr(f̂ i(x̂)) avec h suffisamment petit (nous préciserons à quel point
au fur et à mesure).
1) Poussées en avant de graphes à partir de x par gx̂, gf̂(x̂), · · · , gf̂m−1(x̂) :
Soit x̂ ∈ Λδ. On note Eu(x̂) la somme directe de tous les Ei(x̂) correspondants aux
exposants strictement positifs et Es(x̂) la somme directe des Ei(x̂) avec des exposants
strictement négatifs.
On a dim Eu(x̂) = k1 et dim Es(x̂) = k2 = k − k1.
Pour i compris entre 0 et m− 1, on se place dans le repère :
C−1γ (f̂
i(x̂))Eu(f̂
i(x̂))
⊕
C−1γ (f̂
i(x̂))Es(f̂
i(x̂))
et on a :
Lemme 2.1. Soit (X,φ(X)) un graphe au-dessus de Bk1(0, α) ⊂ C
−1
γ (f̂
i(x̂))Eu(f̂
i(x̂)) où
α = hr(f̂ i(x̂)), β = ‖φ(0)‖ ≤ hr(f̂ i(x̂)) et Lip(φ) ≤ γ0.
Alors l’image par g
f̂ i(x̂)
de ce graphe est un graphe (X,ψ(X)) au-dessus d’une partie
de C−1γ (f̂
i+1(x̂))Eu(f̂
i+1(x̂)) au moins pour ‖X‖ ≤ hr(f̂ i+1(x̂))eγ et ‖ψ(0)‖ ≤ e−2γβ,
Lip(ψ) ≤ γ0e
−γ.
Démonstration. Si χm0+1 = −∞, les calculs qui vont suivre restent valables en remplaçant
χm0+1 par −5γ.
Dans le repère précédent g
f̂ i(x̂)
s’écrit (voir le paragraphe 1.1) :
g
f̂ i(x̂)
(X,Y ) = (AX +R(X,Y ), BY + U(X,Y ))
avec (A,B) = diag(A1γ(f̂
i(x̂)), · · · , Alγ(f̂
i(x̂))) . On a ‖A−1‖−1 ≥ eχm0−γ et ‖B‖ ≤
eχm0+1+γ et pour ‖(X,Y )‖ ≤ 5hr(f̂ i(x̂))
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max(‖DR(X,Y )‖, ‖DU(X,Y )‖) ≤
1
r(f̂ i(x̂))
‖(X,Y )‖ ≤ 5h.
On applique le théorème de la transformée de graphe en avant avec R0 = 5hr(f̂
i(x̂)).
Tout d’abord, le graphe (X,φ(X)) est bien dans Bk(0, R0) car
‖φ(X)‖ ≤ ‖φ(0)‖ + γ0‖X‖ ≤ hr(f̂
i(x̂))γ0 + hr(f̂
i(x̂)) ≤ hr(f̂ i(x̂))(γ0 + 1) ≤ 2hr(f̂
i(x̂)).
Ensuite, pour les hypothèses du théorème on a d’une part
δ‖A−1‖(1 + γ0) ≤ 5he
−χm0+γ × 2 < 1
pour h petit par rapport à γ et d’autre part
‖B‖γ0 + δ(1 + γ0)
‖A−1‖−1 − δ(1 + γ0)
≤
γ0e
χm0+1+γ + 6h
eχm0−γ − 6h
≤ e−γγ0
toujours pour h petit car 4γ < χm0 − χm0+1.
Le théorème permet alors d’affirmer que l’image par g
f̂ i(x̂)
du graphe de φ est un graphe
(X,ψ(X)) au-dessus d’une partie de C−1γ (f̂
i+1(x̂))Eu(f̂
i+1(x̂)) qui contient Bk1(0, t) avec :
t ≥ (‖A−1‖−1 − δ(1 + γ0))α− δβ ≥ (e
χm0−γ − 6h)hr(f̂ i(x̂))− 5h× hr(f̂ i(x̂))
≥ hr(f̂ i(x̂))(eχm0−γ − 6h− 5h) ≥ hr(f̂ i(x̂)) (e4γ − 11h)︸ ︷︷ ︸
>e2γ si h<<γ
car si on veut eχm0−γ ≥ e4γ .
Cette dernière quantité est supérieure à hr(f̂ i+1(x̂))eγ car r(f̂
i(x̂))
r(f̂ i+1(x̂))
≥ e−γ .
Enfin on a :
‖ψ(0)‖ ≤ (1 + γ0)(‖B‖β + δβ + ‖D
2g
f̂ i(x̂)
‖B(0,R0)β
2)
≤ e
γ
2 (eχm0+1+γ + 5h+
1
r(f̂ i(x̂))
hr(f̂ i(x̂)))β
≤ e
γ
2 (e−4γ + 5h+ h)β car si on veut eχm0+1+γ ≤ e−4γ
≤ e−2γβ si h << γ.
Cela achève la démonstration du lemme.
On applique maintenant ce lemme de la manière suivante.
On part d’un graphe (X,φ0(X)) dans le repère C
−1
γ (x̂)Eu(x̂)
⊕
C−1γ (x̂)Es(x̂) avec
φ0(X) = 0 pour ‖X‖ ≤ hr(x̂).
En poussant en avant par gx̂ on obtient un graphe (X,φ1(X)) au moins pour ‖X‖ ≤
hr(f̂(x̂))eγ avec ‖φ1(0)‖ = 0 ≤ hr(f̂(x̂))e
−γ et Lip(φ1) ≤ γ0e
−γ .
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Dans ce graphe on ne garde que la partie pour ‖X‖ ≤ hr(f̂(x̂)) (on fait un cut-off)
et on recommence en prenant l’image par g
f̂(x̂)
. Après m étapes (poussées successives par
gx̂, gf̂(x̂), · · · , gf̂m−1(x̂)), on obtient un graphe (X,φm(X)) dans le repère :
C−1γ (f̂
m(x̂))Eu(f̂
m(x̂))
⊕
C−1γ (f̂
m(x̂))Es(f̂
m(x̂))
au moins pour ‖X‖ ≤ hr(f̂m(x̂))eγ avec ‖φm(0)‖ = 0 ≤ hr(f̂
m(x̂))e−γ et Lip(φm) ≤
γ0e
−γ .
On veut maintenant remettre le graphe (X,φm(X)) obtenu dans le repère initial :
C−1γ (x̂)Eu(x̂)
⊕
C−1γ (x̂)Es(x̂)
afin de recommencer l’opération.
Remarque. On va le faire en supposant seulement que ‖φm(0)‖ ≤ hr(f̂
m(x̂))e−γ (et non
‖φm(0)‖ = 0) car cela nous sera utile dans la suite.
Cela revient à prendre l’image de (X,φm(X)) par l’application :
C(X,Y ) := C−1γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂))(X,Y ).
Par définition, Λδ ne contient pas des points de π
−1(Vǫ0). En particulier, si x̂, ŷ ∈ Λδ
avec dist(x̂, ŷ) < η < ǫ0 on a dist(x, y) ≤ dist(x̂, ŷ) < ǫ0, c’est-à-dire que x et y sont dans
une même carte.
On peut supposer que la famille (τx)x est choisie de sorte que dans ce cas τ
−1
x ◦ τy soit
juste une translation (on rappelle que τx est la composée ψ ◦ tx où ψ est une carte et tx
une translation). On supposera que les (τx)x vérifient cette propriété dans la suite.
Comme dist(x̂, f̂m(x̂)) < η < ǫ0, on a τx = ψ ◦ tx et τfm(x) = ψ ◦ tfm(x).
On en déduit qu’il existe un vecteur am tel que τ
−1
x τfm(x)(w) = w+ am, ce qui permet
de simplifier l’expression de C sous la forme :
C(w) = g1(w) + C
−1
γ (x̂)am
où g1(w) = C
−1
γ (x̂)Cγ(f̂
m(x̂))(w).
Commençons par prendre l’image du graphe (X,φm(X)) par g1. On a :
g1(w) = C
−1
γ (x̂) ◦ Cγ(x̂)w + C
−1
γ (x̂) ◦ (Cγ(f̂
m(x̂))− Cγ(x̂))w
= w + C−1γ (x̂) ◦ (Cγ(f̂
m(x̂))− Cγ(x̂))w
avec ‖C−1γ (x̂) ◦ (Cγ(f̂
m(x̂))− Cγ(x̂))‖ ≤
1
r0
‖Cγ(f̂
m(x̂))− Cγ(x̂)‖.
Par ailleurs ŷ 7→ Cγ(ŷ) est continue sur le compact Λδ, donc y est uniformément
continue. En particulier, il existe une fonction ǫ(η) −→
η→0
0 telle que l’on ait l’implication
suivante :
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dist(ẑ, ŷ) ≤ η avec ẑ, ŷ ∈ Λδ =⇒
1
r0
‖Cγ(ẑ)−Cγ(ŷ)‖ ≤ ǫ(η).
Pour η petit par rapport à γ et γ0 l’image du graphe (X,φm(X)) par g1 va être un
graphe (X,ψ1m(X)). En effet, g1 s’écrit sous la forme g1(X,Y ) = (AX + CY,BY +DX)
avec ‖A−1‖−1 ≥ 1− ǫ(η), ‖B‖ ≤ 1 + ǫ(η), ‖C‖ ≤ ǫ(η) et ‖D‖ ≤ ǫ(η).
Si on reprend les notations du théorème de la transformée de graphe on a donc :
δ‖A−1‖(1 + γ0) ≤ ǫ(η)×
1
1− ǫ(η)
× 2 <︸︷︷︸
pour η petit
1 et
‖B‖γ0e
−γ + δ(1 + γ0)
‖A−1‖−1 − δ(1 + γ0)
≤
(1 + ǫ(η))e−γγ0 + 2ǫ(η)
1− ǫ(η)− 2ǫ(η)
≤︸︷︷︸
pour η<<γ,γ0
γ0.
Les hypothèses de ce théorème étant vérifiées, on obtient un graphe (X,ψ1m(X)) avec
Lip(ψ1m) ≤ γ0 au moins au-dessus de Bk1(0, t) avec :
t ≥ (1− ǫ(η)− 3ǫ(η))eγhr(f̂m(x̂)) = (1− 4ǫ(η))eγhr(f̂m(x̂)).
Mais r(f̂m(x̂)) ≥ e−
γ
4 r(x̂) si η est petit par rapport à γ.
En effet, x̂ 7→ r(x̂) est uniformément continue sur Λδ et on peut donc supposer que :
dist(x̂, ŷ) < η avec x̂, ŷ ∈ Λδ =⇒ |r(x̂)− r(ŷ)| ≤ (1− e
− γ
4 )r0
ce qui donne
r(ŷ) ≥ r(x̂)− (1− e−
γ
4 )r0 ≥ r(x̂)− (1− e
− γ
4 )r(x̂) = e−
γ
4 r(x̂).
On a donc t ≥ (1− 4ǫ(η))eγhe−
γ
4 r(x̂) > he
γ
4 r(x̂) si η << 1.
Enfin comme g1 est linéaire,
‖ψ1m(0)‖ ≤ (1 + γ0)(1 + ǫ(η) + ǫ(η))he
−γr(f̂m(x̂))
≤ e
γ
4 (1 + 2ǫ(η))he−γr(f̂m(x̂)) ≤ e−
γ
2 (1 + 2ǫ(η))hr(x̂)
car comme précédemment on a r(f̂m(x̂)) ≤ e
γ
4 r(x̂).
Ainsi, ‖ψ1m(0)‖ ≤ e
− γ
4hr(x̂) si η << γ.
Il reste désormais à translater ce graphe par C−1γ (x̂)am (on rappelle que C(w) = g1(w)+
C−1γ (x̂)am).
Le vecteur C−1γ (x̂)am s’écrit (t1, t2) donc l’image de (X,ψ
1
m(X)) est :
(X ′, ψm(X
′)) := (X + t1, ψ
1
m(X) + t2)
où ψm(X
′) = ψ1m(X) + t2 = ψ
1
m(X
′ − t1) + t2.
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C’est donc un graphe au-dessus d’une partie de l’axe des abscisses C−1γ (x̂)Eu(x̂). De
plus, Lip(ψm) = Lip(ψ
1
m) ≤ γ0 et c’est un graphe au moins au-dessus de B(0, hr(x̂)e
γ
4 −
‖C−1γ (x̂)‖‖am‖).
Mais en utilisant que am =
−−−−−−−−−−−−−−→
ψ−1(x)ψ−1(fm(x)), on a
‖C−1γ (x̂)‖‖am‖ ≤
1
r0
‖ψ−1(fm(x))− ψ−1(x)‖ ≤︸︷︷︸
si η<<h,r0
h2r20
r0
= h2r0 ≤ h
2r(x̂).
D’où hr(x̂)e
γ
4 − ‖C−1γ (x̂)‖‖am‖ ≥ hr(x̂)(e
γ
4 − h) > hr(x̂) si h << γ.
Enfin :
‖ψm(0)‖ = ‖ψ
1
m(−t1) + t2‖ ≤ ‖ψ
1
m(−t1)− ψ
1
m(0)‖ + ‖ψ
1
m(0)‖ + ‖t2‖
≤ γ0‖ − t1‖+ ‖t2‖+ e
− γ
4 hr(x̂) ≤ (1 + γ0)‖C
−1
γ (x̂)‖‖am‖+ e
− γ
4hr(x̂)
≤ e
γ
4 h2r(x̂) + e−
γ
4 hr(x̂) ≤ hr(x̂)(he
γ
4 + e−
γ
4 ) ≤ hr(x̂) pour h << γ.
On a donc bien récupéré un graphe avec les bonnes estimées pour pouvoir recommencer
tout le processus (voir le lemme précédent) avec (X,ψm(X)) à la place de (X,φ0(X)).
On notera B0 le graphe initial (X,φ0(X)), B1 le graphe obtenu (X,ψm(X)) et ainsi de
suite. On a ainsi construit une suite (Bj)j de graphes.
On va maintenant faire la même chose en tirant en arrière.
2) Tirés en arrière de graphes à partir de fm(x) par g
f̂m−1(x̂)
, · · · , gx̂ :
Par hypothèse f̂m(x̂) ∈ Λδ. Pour le lemme qui suit, on se place dans le repère :
C−1γ (f̂
i+1(x̂))Eu(f̂
i+1(x̂))
⊕
C−1γ (f̂
i+1(x̂))Es(f̂
i+1(x̂))
(pour i compris entre 0 et m− 1) :
Lemme 2.2. Soit (ψ(Y ), Y ) un graphe au-dessus de Bk2(0, α) ⊂ C
−1
γ (f̂
i+1(x̂))Es(f̂
i+1(x̂))
où α = hr(f̂ i+1(x̂)), β = ‖ψ(0)‖ ≤ hr(f̂ i+1(x̂)), Lip(ψ) ≤ γ0.
Alors il existe un graphe (φ(Y ), Y ) au-dessus d’une partie de C−1γ (f̂
i(x̂))Es(f̂
i(x̂)) pour au
moins ‖Y ‖ ≤ e2γα avec g
f̂ i(x̂)
(graphe φ) ⊂ graphe ψ, ‖φ(0)‖ ≤ e−2γβ et Lip(φ) ≤ e−γγ0.
Démonstration. Si χm0+1 = −∞, les calculs qui vont suivre restent valables en remplaçant
χm0+1 par −5γ. Dans le repère :
C−1γ (f̂
i(x̂))Eu(f̂
i(x̂))
⊕
C−1γ (f̂
i(x̂))Es(f̂
i(x̂))
g
f̂ i(x̂)
s’écrit :
g
f̂ i(x̂)
(X,Y ) = (AX +R(X,Y ), BY + U(X,Y ))
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où (A,B) = diag(A1γ(f̂
i(x̂)), · · · , Alγ(f̂
i(x̂))), ‖A−1‖−1 ≥ eχm0−γ et ‖B‖ ≤ eχm0+1+γ .
Comme dans la démonstration du lemme précédent, on a pour ‖(X,Y )‖ ≤ 5hr(f̂ i(x̂)) =
R0 :
max(‖DR(X,Y )‖, ‖DU(X,Y )‖) ≤ 5h.
On a aussi :
β ≤ α ≤ eγhr(f̂ i(x̂)) ≤
R0
4
.
La deuxième inégalité vient du fait que r(f̂ i+1(x̂)) ≤ eγr(f̂ i(x̂)). La dernière découle
de 4eγ ≤ 5 (qui est vraie pour γ suffisamment petit).
On peut alors appliquer le théorème de la transformée de graphe en arrière. En effet,
on a :
γ0(1− ξ) + 2δ(1 + γ0)‖A
−1‖ ≤ γ0 + 6h× 2× e
−χm0+γ ≤ γ0 + 12h < 1
car γ0 <
1
5 et h petit. Ensuite,
γ0‖B‖+ δ(1 + γ0)
‖A−1‖−1 − δ(1 + γ0)
≤
γ0e
χm0+1+γ + 6h
eχm0−γ − 6h
< e−γγ0
si h << γ, γ0 car e
χm0+1+γ−χm0+γ ≤ e−2γ . Puis,
(‖B‖+ 2δ)e2γ + δ ≤ (eχm0+1+γ + 10h)e2γ + 5h < 1
pour h << γ car eχm0+1+γ ≤ e−4γ . Enfin, d’une part,
δ(1 + γ0) ≤ 6h <
‖A−1‖−1 − γ0‖B‖
2
car ‖A−1‖−1−γ0‖B‖ ≥ e
χm0−γ−γ0e
χm0+1+γ ≥ e4γ −γ0 ≥ e
2γ > 12h par l’hypothèse faite
sur γ0 au début et le fait que e
2γ > 12h pour h petit. D’autre part,
‖A−1‖−1 − e2γ ≥ eχm0−γ − e2γ ≥ e4γ − e2γ > 6h
aussi. Ce qui achève la démonstration du lemme.
On va maintenant appliquer ce lemme. On commence par se placer dans le repère
C−1γ (f̂
m(x̂))Eu(f̂
m(x̂))
⊕
C−1γ (f̂
m(x̂))Es(f̂
m(x̂))
et on part de (ψm(Y ), Y ) avec ψm ≡ 0 et Y ∈ Bk2(0, hr(f̂
m(x̂))).
Par le lemme précédent, on a l’existence d’un graphe (ψm−1(Y ), Y ) avec
g
f̂m−1(x̂)
(graphe ψm−1) ⊂ graphe ψm,
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Lip(ψm−1) ≤ γ0e
−γ et ce graphe est défini au moins pour ‖Y ‖ ≤ e2γhr(f̂m(x̂)) c’est-
à-dire au moins pour ‖Y ‖ ≤ eγhr(f̂m−1(x̂)). De plus ‖ψm−1(0)‖ = 0 ≤ e
−2γhr(f̂m(x̂)) ≤
e−γhr(f̂m−1(x̂)).
Dans ce graphe on ne garde que la partie pour ‖Y ‖ ≤ hr(f̂m−1(x̂)) (on fait un cut-off)
et on recommence avec g
f̂m−2(x̂)
.
Après m étapes (tirés en arrière successifs par g
f̂m−1(x̂)
, g
f̂m−2(x̂)
, · · · , gx̂), on obtient
un graphe (ψ0(Y ), Y ) dans le repère
C−1γ (x̂)Eu(x̂)
⊕
C−1γ (x̂)Es(x̂)
au moins pour ‖Y ‖ ≤ e2γhr(f̂(x̂)) (donc au moins pour ‖Y ‖ ≤ eγhr(x̂)), ‖ψ0(0)‖ =
0 ≤ e−2γhr(f̂(x̂)) ≤ e−γhr(x̂) et Lip(ψ0) ≤ e
−γγ0.
On veut maintenant remettre ce graphe dans le repère initial
C−1γ (f̂
m(x̂))Eu(f̂
m(x̂))
⊕
C−1γ (f̂
m(x̂))Es(f̂
m(x̂))
afin de recommencer l’opération.
On va le faire en supposant seulement ‖ψ0(0)‖ ≤ e
−γhr(x̂) et non pas 0 car cela nous
servira pour les étapes suivantes.
On prend l’image de (ψ0(Y ), Y ) par C
−1. Par les mêmes arguments que précédemment,
l’image de (ψ0(Y ), Y ) est un graphe (φ0(Y ), Y ) au moins pour ‖Y ‖ ≤ hr(f̂
m(x̂)), avec
Lip(φ0) ≤ γ0 et ‖φ0(0)‖ ≤ hr(f̂
m(x̂)).
Ce sont les bonnes estimées pour pouvoir recommencer le processus avec (φ0(Y ), Y ) à
la place de (ψm(Y ), Y ).
On note A0 le graphe initial (ψm(Y ), Y ), A1 celui obtenu (φ0(Y ), Y ). On a donc
construit de cette manière une suite de graphes (Al)l≥0.
Nous noterons aussi A0l le graphe obtenu juste avant de prendre l’image par C
−1 et
créer Al+1. Le graphe A
0
l est dans le repère C
−1
γ (x̂)Eu(x̂)
⊕
C−1γ (x̂)Es(x̂).
Les ensembles Bj et A
0
l se coupent en un seul point (voir la démonstration de la
proposition S.3.7 dans [13] car γ20 < 1).
Pour l, j ≥ 0, on pose :
zl,j = τx ◦ Cγ(x̂)(Bj ∩A
0
l ).
Le lemme suivant énonce des propriétés de la suite (zl,j)l,j.
Lemme 2.3. La suite (zl,j)l,j vérifie :
1. fm(zl,j) = zl−1,j+1 pour l ≥ 1, j ≥ 0.
2. ‖C−1γ (x̂) ◦ τ
−1
x (zl1,j)−C
−1
γ (x̂) ◦ τ
−1
x (zl2,j)‖ ≤ e
−γ‖C−1γ (x̂) ◦ τ
−1
x (zl1−1,j+1)−C
−1
γ (x̂) ◦
τ−1x (zl2−1,j+1)‖ pour l1, l2 ≥ 1 et j ≥ 0.
3. ‖C−1γ (x̂) ◦ τ
−1
x (zl,j1)−C
−1
γ (x̂) ◦ τ
−1
x (zl,j2)‖ ≥ e
γ‖C−1γ (x̂) ◦ τ
−1
x (zl−1,j1+1)−C
−1
γ (x̂) ◦
τ−1x (zl−1,j2+1)‖ pour j1, j2 ≥ 0 et l ≥ 1.
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Démonstration. Par construction des A0l , on a pour l ≥ 1 :
g
f̂m−1(x̂)
◦ · · · ◦ gx̂(A
0
l ) ⊂ Al ⊂ Bk1(0, he
γr(f̂m(x̂)))×Bk2(0, hr(f̂
m(x̂)))
et pour i = 0, · · · ,m− 1 :
g
f̂ i−1(x̂)
◦ · · · ◦ gx̂(A
0
l ) ⊂ Bk1(0, hr(f̂
i(x̂)))×Bk2(0, he
γr(f̂ i(x̂)))
(car ‖ψi(Y )‖ ≤ ‖ψi(Y ) − ψi(0)‖ + ‖ψi(0)‖ ≤ γ0e
−γeγhr(f̂ i(x̂)) + he−γr(f̂ i(x̂)) ≤
hr(f̂ i(x̂))).
Les abscisses de ces ensembles sont donc dans la partie que l’on garde quand on fait le
cut-off pour le poussé en avant, c’est-à-dire dans la construction des Bj .
En particulier, Cγ(x̂)
−1τ−1x τfm(x)Cγ(f̂
m(x̂))(g
f̂m−1(x̂)
◦· · ·◦gx̂(C
−1
γ (x̂)τ
−1
x zl,j)) est dans
A0l−1 ∩Bj+1. D’où
{Cγ(x̂)
−1τ−1x f
m(zl,j)} = A
0
l−1 ∩Bj+1 = {C
−1
γ (x̂)τ
−1
x zl−1,j+1}.
Donc fm(zl,j) = τx ◦ Cγ(x̂)C
−1
γ (x̂)τ
−1
x zl−1,j+1 = zl−1,j+1.
Ce qui achève la démonstration du point 1.
Passons aux points 2 et 3 du lemme. Leurs démonstrations utiliseront les deux lemmes
suivants :
Lemme 2.4. Notons Bij pour i = 0, · · · ,m les étapes intermédiaires (après cut-off) entre
Bj et Bj+1 lorsque l’on fait les cut-off successifs. En particulier, pour i = 1, · · ·m− 1, B
i
j
est un graphe (X,ψ(X)) dans le repère
C−1γ (f̂
i(x̂))Eu(f̂
i(x̂))
⊕
C−1γ (f̂
i(x̂))Es(f̂
i(x̂))
au moins au-dessus de Bk1(0, hr(f̂
i(x̂))) ⊂ C−1γ (f̂
i(x̂))Eu(f̂
i(x̂)), Lip(ψ) ≤ γ0e
−γ et
‖ψ(0)‖ ≤ hr(f̂ i(x̂))e−γ (pour i = 0 ce sont les mêmes estimées sans les e−γ et pour i = m
c’est Bk1(0, hr(f̂
m(x̂))eγ) au lieu de Bk1(0, hr(f̂
m(x̂)))).
B0j = Bj et C
−1
γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂))Bmj ⊃ Bj+1 (cut-off).
Alors si z1, z2 ∈ B
i
j (i = 0, · · · ,m− 1) on a :
‖g
f̂ i(x̂)
(z1)− gf̂ i(x̂)(z2)‖ ≥ e
2γ‖z1 − z2‖.
Démonstration. On a vu au précédemment (voir lemme 2.1) que g
f̂ i(x̂)
s’écrit :
g
f̂ i(x̂)
(X,Y ) = (AX +R(X,Y ), BY + U(X,Y ))
où (A,B) = diag(A1γ(f̂
i(x̂)), · · · , Alγ(f̂
i(x̂))), ‖A−1‖−1 ≥ eχm0−γ , ‖B‖ ≤ eχm0+1+γ et
max(‖DR(X,Y )‖, ‖DU(X,Y )‖) ≤ 5h pour ‖(X,Y )‖ ≤ 5hr(f̂ i(x̂)).
Notons (X,φ(X)) le graphe qui représente Bij . On a z1 = (X1, φ(X1)) et z2 = (X2, φ(X2)).
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D’où ‖g
f̂ i(x̂)
(X1, φ(X1))− gf̂ i(x̂)(X2, φ(X2))‖ est supérieur à
‖A(X1 −X2)‖ − ‖R(X1, φ(X1))−R(X2, φ(X2))‖
− ‖U(X1, φ(X1))− U(X2, φ(X2))‖ − ‖B‖‖φ(X1)− φ(X2)‖
≥ ‖A−1‖−1‖X1 −X2‖ − 5h(1 + γ0)‖X1 −X2‖ − 5h(1 + γ0)‖X1 −X2‖
− γ0e
χm0+1+γ‖X1 −X2‖ ≥ (e
χm0−γ − 12h − γ0e
χm0+1+γ)‖X1 −X2‖
(on a utilisé que ‖AX‖ ≥ ‖A−1‖−1‖X‖). Or :
eχm0−γ − γ0e
χm0+1+γ ≥ e4γ − γ0e
−4γ ≥︸︷︷︸
γ0<<γ
e3γ ,
donc pour h << γ, γ0 on a :
eχm0−γ − γ0e
χm0+1+γ − 12h ≥ e3γ − 12h ≥ e
5γ
2 .
De plus, ‖z1 − z2‖ ≤ (1 + γ0)‖X1 −X2‖ ≤ e
γ
4 ‖X1 −X2‖ ce qui donne :
‖g
f̂ i(x̂)
(X1, φ(X1))− gf̂ i(x̂)(X2, φ(X2))‖ ≥ e
5γ
2 ‖X1 −X2‖ ≥ e
2γ‖z1 − z2‖.
Cela achève la démonstration.
Lemme 2.5. Notons Ail pour i = 0, · · · ,m les étapes intermédiaires (après cut-off) entre
Al et Al+1 lorsque l’on fait les cut-off successifs. En particulier, pour i = 1, · · · ,m− 1, A
i
l
est un graphe (φ(Y ), Y ) dans le repère
C−1γ (f̂
i(x̂))Eu(f̂
i(x̂))
⊕
C−1γ (f̂
i(x̂))Es(f̂
i(x̂))
au moins au-dessus de Bk2(0, hr(f̂
i(x̂))) ⊂ C−1γ (f̂
i(x̂))Es(f̂
i(x̂)) avec Lip(φ) ≤ γ0e
−γ
et ‖φ(0)‖ ≤ hr(f̂ i(x̂))e−γ (pour i = m ce sont les mêmes estimées sans les e−γ et pour
i = 0 c’est Bk2(0, hr(x̂)e
γ) au lieu de Bk2(0, hr(x̂))).
A0l est le même que défini précédemment et A
m
l = Al
Alors si z1, z2 ∈ A
i
l (i = 0, · · · ,m− 1) on a :
‖g
f̂ i(x̂)
(z1)− gf̂ i(x̂)(z2)‖ ≤ e
−2γ‖z1 − z2‖.
Démonstration. On reprend les mêmes notations que dans le lemme précédent.
Notons (φ(Y ), Y ) le graphe qui représente Ail . On a z1 = (φ(Y1), Y1) et z2 = (φ(Y2), Y2).
D’où :
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‖g
f̂ i(x̂)
(φ(Y1), Y1)− gf̂ i(x̂)(φ(Y2), Y2)‖
≤ ‖A‖‖φ(Y1)− φ(Y2)‖+ ‖R(φ(Y1), Y1)−R(φ(Y2), Y2)‖
+ ‖U(φ(Y1), Y1)− U(φ(Y2), Y2)‖+ ‖B‖‖Y1 − Y2‖
≤ eχ1+γγ0‖Y1 − Y2‖+ 5h(1 + γ0)‖Y1 − Y2‖+ 5h(1 + γ0)‖Y1 − Y2‖
+ eχm0+1+γ‖Y1 − Y2‖ ≤ (γ0e
χ1+γ + 12h+ eχm0+1+γ)‖Y1 − Y2‖.
Or :
γ0e
χ1+γ + eχm0+1+γ ≤ γ0e
χ1+γ + e−4γ ≤︸︷︷︸
γ0<<γ
e−
7γ
2 .
Donc pour h << γ, γ0, on a γ0e
χ1+γ + 12h+ eχm0+1+γ ≤ e−3γ .
De plus ‖z1 − z2‖ ≥ (1− γ0)‖Y1 − Y2‖ ≥ e
−γ‖Y1 − Y2‖ ce qui donne :
‖g
f̂ i(x̂)
(φ(Y1), Y1)− gf̂ i(x̂)(φ(Y2), Y2)‖ ≤ e
−3γ‖Y1 − Y2‖ ≤ e
−2γ‖z1 − z2‖.
C’est ce que l’on voulait démontrer.
Utilisons maintenant ces deux lemmes pour montrer les points 2 et 3 du lemme 2.3.
Démonstration du point 2 :
On a vu que pour i = 0, · · · ,m − 1, on a g
f̂ i(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x (zl1,j)) dans la
partie que l’on garde quand on fait le cut-off pour construire Bj+1, c’est-à-dire qu’il est
dans Bi+1j . En particulier, par le lemme 2.4 on a :
‖g
f̂m−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl1,j)− gf̂m−1(x̂) ◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl2,j)‖
≥ e2γm‖C−1γ (x̂)τ
−1
x zl1,j − C
−1
γ (x̂)τ
−1
x zl2,j‖.
Or :
τfm(x) ◦ Cγ(f̂
m(x̂)) ◦ g
f̂m−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl1,j) = f
m(zl1,j) = zl1−1,j+1
par le premier point du lemme 2.3.
Donc si on note C = C−1γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂)), on a :
‖C−1γ (x̂)τ
−1
x zl1,j − C
−1
γ (x̂)τ
−1
x zl2,j‖
≤ e−2γm‖C−1(C ◦ g
f̂m−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl1,j))
− C−1(C ◦ g
f̂m−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl2,j))‖
≤ e−2γm‖DC−1‖ × ‖C−1γ (x̂)τ
−1
x zl1−1,j+1 − C
−1
γ (x̂)τ
−1
x zl2−1,j+1‖.
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Or C−1(w) = C−1γ (f̂
m(x̂))Cγ(x̂)w + C
−1
γ (f̂
m(x̂))bm, donc DC
−1 = C−1γ (f̂
m(x̂))Cγ(x̂)
ce qui implique ‖DC−1‖ ≤ eγ si η << γ.
On en déduit le point 2 du lemme 2.3.
Démonstration du point 3 :
Pour i = 0, · · · ,m− 1, on a
g
f̂ i(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,j1) dans A
i+1
l (par construction des A
i
l) d’où par le lemme
2.5 :
‖g
f̂m−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,j1)− gf̂m−1(x̂) ◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,j2)‖
≤ e−2γm‖C−1γ (x̂)τ
−1
x zl,j1 − C
−1
γ (x̂)τ
−1
x zl,j2‖.
Or :
τfm(x) ◦ Cγ(f̂
m(x̂)) ◦ g
f̂m−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,j1) = f
m(zl,j1) = zl−1,j1+1.
D’où, si on note toujours C = C−1γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂)), on a :
‖C−1γ (x̂)τ
−1
x (zl−1,j1+1)− C
−1
γ (x̂)τ
−1
x (zl−1,j2+1)‖
= ‖C−1γ (x̂)τ
−1
x f
m(zl,j1)− C
−1
γ (x̂)τ
−1
x f
m(zl,j2)‖
= ‖C ◦ g
f̂m−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,j1)− C ◦ gf̂m−1(x̂) ◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,j2)‖
≤ ‖DC‖e−2γm‖C−1γ (x̂)τ
−1
x (zl,j1)− C
−1
γ (x̂)τ
−1
x (zl,j2)‖.
Comme précédemment on a DC(w) = C−1γ (x̂)Cγ(f̂
m(x̂))w avec ‖DC‖ ≤ eγ si η << γ,
d’où le point 3 du lemme 2.3.
Cela termine la démonstration du lemme 2.3.
On continue la démonstration de l’existence du point z et on va utiliser le lemme 2.3
pour cela.
L’idée est de démontrer que la suite (zl+1,l)l converge vers un point périodique de f .
Par ce lemme 2.3, on a
‖C−1γ (x̂)τ
−1
x zl+1,l − C
−1
γ (x̂)τ
−1
x zl,l‖
≤ e−γl‖C−1γ (x̂)τ
−1
x z1,2l − C
−1
γ (x̂)τ
−1
x z0,2l‖ ≤ 2hr(x̂)e
−γl
car C−1γ (x̂)τ
−1
x z1,2l et C
−1
γ (x̂)τ
−1
x z0,2l sont dans B2l.
De même :
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‖C−1γ (x̂)τ
−1
x zl,l+1 −C
−1
γ (x̂)τ
−1
x zl,l‖
≤ e−γl‖C−1γ (x̂)τ
−1
x z2l,1 − C
−1
γ (x̂)τ
−1
x z2l,0‖ ≤ 2hr(x̂)e
−γl,
et pour l ≥ 1,
‖C−1γ (x̂)τ
−1
x zl,l−1 − C
−1
γ (x̂)τ
−1
x zl,l‖
≤ e−γ(l−1)‖C−1γ (x̂)τ
−1
x z2l−1,0 − C
−1
γ (x̂)τ
−1
x z2l−1,1‖ ≤ 2hr(x̂)e
−γ(l−1).
En combinant ces inégalités, on obtient :
‖C−1γ (x̂)τ
−1
x zl+1,l − C
−1
γ (x̂)τ
−1
x zl,l−1‖ ≤ 4hr(x̂)e
−γ(l−1).
Cela implique que la suite (C−1γ (x̂)τ
−1
x zl+1,l)l≥0 est une suite de Cauchy de C
k.
En effet si q ≥ l on a :
‖C−1γ (x̂)τ
−1
x zq+1,q − C
−1
γ (x̂)τ
−1
x zl+1,l‖
≤ ‖C−1γ (x̂)τ
−1
x zq+1,q − C
−1
γ (x̂)τ
−1
x zq,q−1‖+ · · ·
+ ‖C−1γ (x̂)τ
−1
x zl+2,l+1 − C
−1
γ (x̂)τ
−1
x zl+1,l‖ ≤
∑
i≥l
4he−γi −→
l→+∞
0.
La suite (C−1γ (x̂)τ
−1
x zl+1,l)l converge donc vers un point que l’on note C
−1
γ (x̂)τ
−1
x z.
De plus,
‖C−1γ (x̂)τ
−1
x zl+1,l − C
−1
γ (x̂)τ
−1
x zl,l+1‖ ≤ 2hr(x̂)e
−γl + 2hr(x̂)e−γl −→
l→+∞
0
ce qui montre que zl,l+1 −→
l→+∞
z aussi.
Montrons que le point z obtenu vérifie fm(z) = z.
Pour i = 0, · · · ,m − 1 le point g
f̂ i−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl+1,l) est dans l’ensemble
Bk1(0, hr(f̂
i(x̂)))×Bk2(0, e
γhr(f̂ i(x̂))) sur lequel g
f̂ i(x̂)
est continue. Ainsi,
fm(zl+1,l) = τfm(x)Cγ(f̂
m(x̂))g
f̂m−1(x̂)
◦ · · · ◦ gx̂C
−1
γ (x̂)τ
−1
x (zl+1,l) −→
l→+∞
fm(z).
Comme fm(zl+1,l) = zl,l+1 −→
l→+∞
z, on obtient bien que fm(z) = z.
Cela termine donc la démonstration du point 1 du Closing Lemma, c’est-à-dire l’exis-
tence du point périodique z.
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2.2.2 Démonstration du deuxième point du Closing Lemma :
Il s’agit d’estimer la distance entre f i(x) et f i(z) pour i = 0, · · · ,m.
On se place dans le repère C−1γ (x̂)Eu(x̂)
⊕
C−1γ (x̂)Es(x̂) et on note yl := B0 ∩A
0
l .
Pour 0 ≤ i ≤ m− 1, on a :
‖g
f̂ i(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,l+1)‖
≤ ‖g
f̂ i(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,l+1)− gf̂ i(x̂) ◦ · · · ◦ gx̂(yl)‖+ ‖gf̂ i(x̂) ◦ · · · ◦ gx̂(yl)‖.
Mais g
f̂ i(x̂)
◦ · · · ◦ gx̂(yl) ∈ gf̂ i(x̂) ◦ · · · ◦ gx̂(A
0
l ) est dans la partie que l’on garde quand
on fait le cut-off pour construire B1 (voir le début de la démonstration du lemme 2.3), il
est donc dans Bi+10 . Par le lemme 2.4, on a donc pour i = 0, · · · ,m− 1 :
‖g
f̂ i(x̂)
◦ · · · ◦ gx̂(yl)‖ = ‖gf̂ i(x̂) ◦ · · · ◦ gx̂(0)− gf̂ i(x̂) ◦ · · · ◦ gx̂(yl)‖
≤ e−2γ(m−i−1)‖g
f̂m−1(x̂)
◦ · · · ◦ gx̂(0)− gf̂m−1(x̂) ◦ · · · ◦ gx̂(yl)‖
≤ e−2γ(m−i−1) × 2hr(f̂m(x̂)) ≤ 2he−2γ(m−i−1).
Par ailleurs, par le lemme 2.5, on a aussi pour i = 0, · · · ,m− 1 :
‖g
f̂ i(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,l+1)− gf̂ i(x̂) ◦ · · · ◦ gx̂(yl)‖
≤ e−2γi‖C−1γ (x̂)τ
−1
x zl,l+1 − yl‖ ≤ 2hr(x̂)e
−2γi ≤ 2he−2γi.
En combinant les deux inégalités, on en déduit que
‖g
f̂ i(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x zl,l+1)‖ ≤ 2he
−2γ(m−i−1) + 2he−2γi
≤ 4hmax(e−2γi, e−2γ(m−i−1)).
On fait tendre l vers l’infini, et par continuité (comme précédemment), on obtient :
‖g
f̂ i(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x z)‖ ≤ 4hmax(e
−2γi, e−2γ(m−i−1)).
Maintenant comme f i(z) = τf i(x)◦Cγ(f̂
i(x̂))◦g
f̂ i−1(x̂)
◦· · ·◦gx̂(C
−1
γ (x̂)τ
−1
x z) et f
i(x) =
τf i(x) ◦ Cγ(f̂
i(x̂))(0), par le théorème des accroissements finis, on a pour i = 0, · · · ,m :
dist(f i(x), f i(z)) ≤ C(X)‖Cγ(f̂
i(x̂))‖ × ‖g
f̂ i−1(x̂)
◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x z)‖.
Mais ‖Cγ(f̂
i(x̂))‖ ≤ eγi‖Cγ(x̂)‖ ≤
eγi
r0
car ‖Cγ(x̂)‖ est tempérée et x̂ ∈ Λδ. De même,
comme f̂m(x̂) ∈ Λδ, on a ‖Cγ(f̂
i(x̂))‖ ≤ eγ(m−i)‖Cγ(f̂
m(x̂))‖ ≤ e
γ(m−i)
r0
.
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On obtient donc, pour i = 0, · · · ,m,
dist(f i(x), f i(z)) ≤ C(X)‖Cγ(f̂
i(x̂))‖4hmax(e−2γ(i−1), e−2γ(m−i))
≤ C(X)e2γ‖Cγ(f̂
i(x̂))‖4hmax(e−2γi, e−2γ(m−i)) ≤
C(X)e2γ4h
r0
max(e−γi, e−γ(m−i)).
Il suffit alors de prendre h suffisamment petit pour que C(X)4he
2γ
r0
< ǫ et on obtient
l’estimée que l’on voulait.
Il reste le point 3 du Closing Lemma à montrer, c’est-à-dire que z est hyperbolique.
2.2.3 Démonstration de l’hyperbolicité de z
Nous allons montrer que Dfm(z) a m0 valeurs propres de module supérieur à e
γ et
k −m0 valeurs propres de module inférieur à e
−γ (on compte avec multiplicité).
Pour cela on va construire des variétés stables et instables en z à partir des suites (Bj)j
et (Al)l précédentes. Commençons par la variété instable.
On se place dans le repère C−1γ (x̂)Eu(x̂)
⊕
C−1γ (x̂)Es(x̂) et on note Gh l’ensemble des
graphes de fonctions holomorphes (X,ψ(X)) au-dessus de Bk1(0, hr(x̂)) ⊂ C
−1
γ (x̂)Eu(x̂)
avec Lip(ψ) ≤ γ0 et ‖ψ(0)‖ ≤ hr(x̂). Les Bj sont dans Gh par construction.
On munit Gh de la métrique suivante :
d(graphe φ, graphe ψ) = max
t∈Bk1 (0,hr(x̂))
‖φ(t) − ψ(t)‖.
Par le théorème d’Ascoli, (Gh, d) est relativement compact (on a une famille équiconti-
nue car Lip(ψ) ≤ γ0 et ‖ψ(t)‖ ≤ ‖ψ(0)‖+ ‖ψ(t)−ψ(0)‖ ≤ hr(x̂)+ γ0‖t‖ ≤ hr(x̂)(1+ γ0)).
Une limite uniforme de fonctions holomorphes étant holomorphe, (Gh, d) est même
compact. On a alors :
Lemme 2.6. (Bj)j est une suite de Cauchy de (Gh, d). En particulier il existe B ∈ Gh tel
que Bj −→
j→+∞
B.
Démonstration. Comme dans la fin de la preuve de l’existence de z, il suffit de démontrer
que :
∀j ≥ 0, d(Bj, Bj+1) ≤ e
−γjd(B0, B1) ≤ e
−γj3hr(x̂).
Pour cela il est suffisant de voir que :
∀j ≥ 0, d(Bj+1, Bj+2) ≤ e
−γd(Bj, Bj+1).
Dans le repère C−1γ (f̂
i(x̂))Eu(f̂
i(x̂))
⊕
C−1γ (f̂
i(x̂))Es(f̂
i(x̂)), on considère pour i =
0, · · · ,m− 1, l’ensemble Gih des graphes de fonctions holomorphes (X,ψ(X)) au-dessus de
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Bk1(0, hr(f̂
i(x̂)) avec Lip(ψ) ≤ γ0 et ‖ψ(0)‖ ≤ hr(f̂
i(x̂)) muni de la distance di définie
par :
di(graphe φ, graphe ψ) = max
t∈Bk1 (0,hr(f̂
i(x̂)))
‖φ(t)− ψ(t)‖.
On a d0 = d. On considère aussi G
m
h l’ensemble des graphes de fonctions holomorphes
(X,ψ(X)) au-dessus de Bk1(0, e
γhr(f̂m(x̂)) avec Lip(ψ) ≤ γ0 et ‖ψ(0)‖ ≤ hr(f̂
m(x̂)) muni
de la distance dm définie par :
dm(graphe φ, graphe ψ) = max
t∈Bk1 (0,e
γhr(f̂m(x̂)))
‖φ(t) − ψ(t)‖.
Les Bij (i = 0, · · · ,m) sont dans G
i
h.
On a pour i = 0, · · · ,m− 1 et j ≥ 0 :
di+1(B
i+1
j , B
i+1
j+1) ≤ e
−2γdi(B
i
j, B
i
j+1).
En effet g
f̂ i(x̂)
(X,Y ) = (AX + R(X,Y ), BY + U(X,Y )) avec ‖A−1‖−1 ≥ eχm0−γ ,
‖B‖ ≤ eχm0+1+γ et max(‖DR(X,Y )‖, ‖DU(X,Y )‖) ≤ 5h pour ‖(X,Y )‖ ≤ 5hr(f̂ i(x̂)).
Donc si on note (X,φ1(X)) le graphe de B
i
j , (X,ψ1(X)) le graphe image par gf̂ i(x̂) qui
contient Bi+1j , (X,φ2(X)) le graphe de B
i
j+1 et (X,ψ2(X)) le graphe image par gf̂ i(x̂) qui
contient Bi+1j+1, on a :
‖ψ1(AX +R(X,φ1(X))) − ψ2(AX +R(X,φ1(X)))‖
≤ ‖ψ1(AX +R(X,φ1(X))) − ψ2(AX +R(X,φ2(X)))‖
+ ‖ψ2(AX +R(X,φ2(X))) − ψ2(AX +R(X,φ1(X)))‖.
Mais g
f̂ i(x̂)
(X,φ1(X)) = (AX +R(X,φ1(X)), Bφ1(X) + U(X,φ1(X)))
est un point de (X,ψ1(X)) (et de même en remplaçant φ1 par φ2 et ψ1 par ψ2), d’où :
‖ψ1(AX +R(X,φ1(X))) − ψ2(AX +R(X,φ1(X)))‖
≤ ‖Bφ1(X) + U(X,φ1(X)) −Bφ2(X)− U(X,φ2(X))‖
+ γ0‖R(X,φ2(X)) −R(X,φ1(X))‖
≤ ‖B‖‖φ1(X)− φ2(X)‖ + 5h‖φ1(X)− φ2(X)‖ + γ05h‖φ1(X)− φ2(X)‖
≤ (eχm0+1+γ + 5h(1 + γ0))‖φ1(X)− φ2(X)‖ ≤ e
−2γ‖φ1(X)− φ2(X)‖.
Bi+1j et B
i+1
j+1 sont des sous-parties de (X,ψ1(X)) et (X,ψ2(X)) d’où :
∀i = 0, · · · ,m− 1,∀j ≥ 0, di+1(B
i+1
j , B
i+1
j+1) ≤ e
−2γdi(B
i
j , B
i
j+1).
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On obtient ainsi :
dm(B
m
j , B
m
j+1) ≤ e
−2γmd0(B
0
j , B
0
j+1) = e
−2γmd(Bj , Bj+1).
Il faut maintenant passer de Bmj à Bj+1.
On a Bj+1 qui est le cut-off de C
−1
γ (x̂) ◦ τ
−1
x ◦ τfm(x) ◦ Cγ(f̂
m(x̂))(Bmj ).
On reprend les notations utilisées à savoir C = C−1γ (x̂) ◦ τ
−1
x ◦ τfm(x) ◦ Cγ(f̂
m(x̂)) qui
s’écrit C(w) = g1(w) + C
−1
γ (x̂)am avec g1(w) = C
−1
γ (x̂)Cγ(f̂
m(x̂))w.
On a g1(X,Y ) = (AX + CY,BY + DX) avec ‖A
−1‖−1 ≥ 1 − ǫ(η), ‖B‖ ≤ 1 + ǫ(η),
‖C‖, ‖D‖ ≤ ǫ(η). En notant C−1γ (x̂)am = (t1, t2), on peut écrire,
C(X,Y ) = (t1 +AX + CY, t2 +BY +DX).
Si on reprend le calcul précédent avec C à la place de g
f̂ i(x̂)
, (X,φ1(X)) pour B
m
j ,
(X,φ2(X)) pour B
m
j+1 et (X,ψ1(X)), (X,ψ2(X)) les images respectives de ces graphes par
C, on a :
‖ψ1(t1 +AX + Cφ1(X))− ψ2(t1 +AX + Cφ1(X))‖
≤ ‖ψ1(t1 +AX + Cφ1(X)) − ψ2(t1 +AX + Cφ2(X))‖
+ ‖ψ2(t1 +AX + Cφ2(X))− ψ2(t1 +AX + Cφ1(X))‖
≤ ‖Bφ1(X) +DX −DX −Bφ2(X) + t2 − t2‖+ γ0‖C‖‖φ1(X) − φ2(X)‖
≤ (‖B‖+ γ0‖C‖)‖φ1(X) − φ2(X)‖ ≤ (1 + ǫ(η) + γ0ǫ(η))‖φ1(X)− φ2(X)‖
≤ eγ‖φ1(X)− φ2(X)‖ pour η << γ, γ0.
Comme Bj+1 et Bj+2 sont inclus dans (X,ψ1(X)) et (X,ψ2(X)), on obtient :
d(Bj+1, Bj+2) ≤ e
γdm(B
m
j , B
m
j+1) ≤ e
γe−2γmd(Bj , Bj+1) ≤ e
−γd(Bj , Bj+1).
C’est ce qu’on voulait démontrer. La suite (Bj)j converge donc vers B ∈ Gh.
Remarquons aussi que de la même façon, les Bij convergent quand j → +∞ vers
Bi ∈ Gih pour i = 0, · · · ,m (cela découle des inégalités que l’on vient de montrer).
Passons maintenant à la variété stable.
Dans le repère C−1γ (x̂)Eu(x̂)
⊕
C−1γ (x̂)Es(x̂), on note Gv l’ensemble des graphes de
fonctions holomorphes (φ(Y ), Y ) au-dessus de Bk2(0, he
γr(x̂)) ⊂ C−1γ (x̂)Es(x̂) pour les-
quels Lip(φ) ≤ γ0 et ‖φ(0)‖ ≤ hr(x̂). Les A
0
l sont dans Gv.
On munit Gv de la métrique :
d(graphe φ, graphe ψ) = max
t∈Bk2 (0,he
γr(x̂))
‖φ(t)− ψ(t)‖.
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Comme précédemment, par le théorème d’Ascoli, (Gv , d) est compact.
On a alors :
Lemme 2.7. (A0l )l est une suite de Cauchy de (Gv , d). En particulier il existe A
0 ∈ Gv
avec A0l −→
l→+∞
A0.
Démonstration. On va montrer que :
∀l ≥ 1, d(A0l , A
0
l+1) ≤ e
−γd(A0l−1, A
0
l )
et cela impliquera le résultat comme au lemme précédent.
Dans le repère C−1γ (f̂
i(x̂))Eu(f̂
i(x̂))
⊕
C−1γ (f̂
i(x̂))Es(f̂
i(x̂)), on considère, pour i =
1, · · · ,m, l’ensemble Giv des graphes de fonctions holomorphes (φ(Y ), Y ) au-dessus de
Bk2(0, hr(f̂
i(x̂)) avec Lip(φ) ≤ γ0 et ‖φ(0)‖ ≤ hr(f̂
i(x̂)) muni de la distance di définie
par :
di(graphe φ, graphe ψ) = max
t∈Bk2 (0,hr(f̂
i(x̂)))
‖φ(t)− ψ(t)‖.
Les Ail sont dans G
i
v par construction pour i = 1, · · · ,m. De plus, on a (en notant
d0 = d)
∀i = 0, · · · ,m− 1 et ∀l ≥ 0, di(A
i
l, A
i
l+1) ≤ e
−2γdi+1(A
i+1
l , A
i+1
l+1).
En effet comme dans le lemme précédent g
f̂ i(x̂)
(X,Y ) = (AX+R(X,Y ), BY +U(X,Y ))
avec ‖A−1‖−1 ≥ eχm0−γ , ‖B‖ ≤ eχm0+1+γ et max(‖DR(X,Y )‖, ‖DU(X,Y )‖) ≤ 5h pour
‖(X,Y )‖ ≤ 5hr(f̂ i(x̂)).
Donc si on note (φ1(Y ), Y ) le graphe de A
i
l, (ψ1(Y ), Y ) son graphe image par gf̂ i(x̂)
qui est inclus dans Ai+1l , (φ2(Y ), Y ) le graphe de A
i
l+1 et (ψ2(Y ), Y ) son graphe image par
g
f̂ i(x̂)
qui est inclus dans Ai+1l+1, on a :
‖ψ1(BY + U(φ1(Y ), Y ))− ψ2(BY + U(φ1(Y ), Y ))‖
≥ ‖ψ1(BY + U(φ1(Y ), Y ))− ψ2(BY + U(φ2(Y ), Y ))‖
− ‖ψ2(BY + U(φ2(Y ), Y ))− ψ2(BY + U(φ1(Y ), Y ))‖.
g
f̂ i(x̂)
(φ1(Y ), Y ) est un point de (ψ1(Y ), Y ) (et de même en remplaçant φ1 par φ2 et
ψ1 par ψ2) d’où la quantité précédente est supérieure à
‖Aφ1(Y ) +R(φ1(Y ), Y )−Aφ2(Y )−R(φ2(Y ), Y )‖ − γ05h‖φ1(Y )− φ2(Y ))‖
≥ ‖A(φ1(Y )− φ2(Y ))‖ − (1 + γ0)5h‖φ1(Y )− φ2(Y )‖
≥ (eχm0−γ − 5h(1 + γ0))‖φ1(Y )− φ2(Y )‖
≥ e2γ‖φ1(Y )− φ2(Y )‖ car (e
χm0−γ − 5h(1 + γ0)) ≥ e
2γ .
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L’image de Ail par gf̂ i(x̂) est incluse dans A
i+1
l d’où :
∀i = 0, · · · ,m− 1 et ∀l ≥ 0, di+1(A
i+1
l , A
i+1
l+1) ≥ e
2γdi(A
i
l, A
i
l+1).
On obtient ainsi :
d0(A
0
l , A
0
l+1) ≤ e
−2γmdm(A
m
l , A
m
l+1).
Si C−1 = C−1γ (f̂
m(x̂)) ◦ τ−1fm(x) ◦ τx ◦Cγ(x̂), on a C
−1(A0l−1) ⊃ Al = A
m
l (car on fait un
cut-off) d’où :
d0(A
0
l , A
0
l+1) = d(A
0
l , A
0
l+1) ≤ e
−2γmdm(A
m
l , A
m
l+1)
≤ e−2γmdm(C
−1(A0l−1), C
−1(A0l ))
≤ eγe−2γmd(A0l−1, A
0
l ) (exactement comme au lemme précédent)
≤ e−γd(A0l−1, A
0
l ).
C’est ce qu’on voulait démontrer.
Remarquons aussi que les Ail convergent quand l → +∞ vers A
i dans Giv pour i =
0, · · · ,m par les inégalités que l’on a prouvées.
Rappelons que le point zl,l+1 vérifie C
−1
γ (x̂)τ
−1
x (zl,l+1) ∈ Bl+1 ∩ A
0
l . En particulier
quand l→ +∞ on a C−1γ (x̂)τ
−1
x (z) ∈ B ∩A
0.
B et A0 sont des graphes de fonctions holomorphes comme limites uniformes de fonc-
tions holomorphes.
On va maintenant utiliser ces deux ensembles pour montrer que z est hyperbolique.
Cela va se faire en deux étapes : tout d’abord nous construisons des espaces inva-
riants Eu(z) et Es(z) puis dans une deuxième étape nous estimerons les valeurs propres de
Dfm(z) dessus.
Construction de sous-espaces invariants :
On a g
f̂m−1(x̂)
◦ · · · ◦ gx̂ ◦ C
−1
γ (x̂)τ
−1
x (τx ◦ Cγ(x̂)(A
0
l )) ⊂ A
m
l et
Aml ⊂ C
−1
γ (f̂
m(x̂)) ◦ τ−1fm(x) ◦ τx ◦ Cγ(x̂)(A
0
l−1) ce qui implique :
τfm(x) ◦ Cγ(f̂
m(x̂)) ◦ g
f̂m−1(x̂)
◦ · · · ◦ gx̂ ◦ C
−1
γ (x̂)τ
−1
x (τx ◦ Cγ(x̂)(A
0
l )) ⊂ τx ◦ Cγ(x̂)(A
0
l−1).
En passant à la limite sur l, on obtient fm(τx ◦ Cγ(x̂)(A
0)) ⊂ τx ◦ Cγ(x̂)(A
0) (et
z = fm(z) ∈ fm(τx ◦ Cγ(x̂)(A
0))).
En particulier si on note Es(z) l’espace tangent à τx ◦ Cγ(x̂)(A
0) en z, on a :
Dfm(z)(Es(z)) ⊂ Es(z).
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On verra que si 0 est valeur propre de Dfm(z), l’inclusion Dfm(z)(Es(z)) ⊂ Es(z)
peut être stricte.
Faisons un raisonnement analogue pour l’espace Eu(z).
Dans la suite, on note∆0 = Bk1(0, hr(x̂))×Bk2(0, e
γhr(x̂)), pour i = 1, · · · ,m−1,∆i =
Bk1(0, hr(f̂
i(x̂)))×Bk2(0, hr(f̂
i(x̂))) et ∆m = Bk1(0, e
γhr(f̂m(x̂)))×Bk2(0, hr(f̂
m(x̂))).
En passant à la limite sur les Bj on a :
C−1γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂))(g
f̂m−1(x̂)
(· · · (g
f̂(x̂)
(gx̂(B) ∩∆1) ∩∆2) · · · ) ∩∆m) ∩∆0 = B
(cut-off successifs).
Le point C−1γ (x̂)τ
−1
x (z) est dans B, ensuite gf̂ i(x̂) ◦ · · · ◦ gx̂(C
−1
γ (x̂)τ
−1
x (z)) est dans
l’intérieur de ∆i+1 pour i = 0, · · · ,m − 1 et C
−1
γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂))g
f̂m−1(x̂)
◦ · · · ◦
gx̂(C
−1
γ (x̂)τ
−1
x (z)) est dans l’intérieur de ∆0.
On peut donc trouver un voisinage U de C−1γ (x̂)τ
−1
x (z) tel que gf̂ i(x̂) ◦ · · · ◦ gx̂(U) ⊂
∆i+1 pour i = 0, · · · ,m− 1 et C
−1
γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂))g
f̂m−1(x̂)
◦ · · · ◦ gx̂(U) ⊂ ∆0.
En particulier :
C−1γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂))g
f̂m−1(x̂)
◦ · · · ◦ gx̂(U ∩B) ⊂ B
ce qui implique que fm(τxCγ(x̂)(U ∩B)) ⊂ τxCγ(x̂)(B).
Si on note Eu(z) l’espace tangent à z en τxCγ(x̂)(B), on a comme précédemment :
Dfm(z)Eu(z) ⊂ Eu(z).
Remarque. On verra qu’ici on a une égalité, c’est-à-dire que Dfm(z) est un isomorphisme
de Eu(z) dans lui-même.
Estimation des valeurs propres de Dfm(z) :
Soit v un vecteur tangent à A0 au point C−1γ (x̂)τ
−1
x (z) avec v 6= 0.
On note g = g
f̂m−1(x̂)
◦ · · · ◦ gx̂ et on va évaluer ‖Dg(C
−1
γ (x̂)τ
−1
x (z))v‖.
Supposons dans un premier temps que cette quantité est non nulle. On a :
‖Dg(C−1γ (x̂)τ
−1
x (z))v‖
= ‖Dg
f̂m−1(x̂)
(g
f̂m−2(x̂)
◦ · · · ◦ gx̂C
−1
γ (x̂)τ
−1
x (z))D(gf̂m−2(x̂) ◦ · · · ◦ gx̂)(C
−1
γ (x̂)τ
−1
x (z))(v)‖
=
‖Dg
f̂m−1(x̂)
(g
f̂m−2(x̂)
◦ · · · ◦ gx̂C
−1
γ (x̂)τ
−1
x (z))D(gf̂m−2(x̂) ◦ · · · ◦ gx̂)(C
−1
γ (x̂)τ
−1
x (z))(v)‖
‖D(g
f̂m−2(x̂)
◦ · · · ◦ gx̂)(C
−1
γ (x̂) ◦ τ
−1
x (z))(v)‖
× ‖D(g
f̂m−2(x̂)
◦ · · · ◦ gx̂)(C
−1
γ (x̂) ◦ τ
−1
x (z))(v)‖,
puis on recommence ce que l’on vient de faire avec g
f̂m−2(x̂)
◦· · ·◦gx̂ au lieu de gf̂m−1(x̂)◦
· · · ◦ gx̂. Après m fois on a :
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‖Dg(C−1γ (x̂)τ
−1
x (z))v‖ =
‖Dg
f̂m−1(x̂)
(Zm−1)(Um−1)‖
‖Um−1‖
× · · · ×
‖Dgx̂(Z0)(U0)‖
‖U0‖
‖U0‖ (1)
avec Zi = gf̂ i−1(x̂) ◦· · ·◦gx̂C
−1
γ (x̂)τ
−1
x (z) et Ui = D(gf̂ i−1(x̂) ◦· · ·◦gx̂)(C
−1
γ (x̂)τ
−1
x (z))(v)
pour i = 0, · · · ,m− 1.
Maintenant on a :
g
f̂ i−1(x̂)
◦ · · · ◦ gx̂(A
0) ⊂ Ai = lim
l→+∞
Ail par construction .
Cela signifie que Ui est tangent à A
i au point Zi.
Ai est un graphe de la forme (φi(Y ), Y ) avec ‖Y ‖ ≤ hr(f̂ i(x̂)) pour i = 1, · · · ,m et
‖Y ‖ ≤ eγhr(x̂) pour i = 0. On a aussi Lip(φi) ≤ γ0 pour i = 0, · · · ,m. Le vecteur Ui est
donc de la forme Ui = (Dφ
i(Y )αi, αi).
On a alors ‖Dg
f̂ i(x̂)
(Zi)(Ui)‖ ≤ e
−2γ‖Ui‖. En effet, pour ‖(X,Y )‖ ≤ 5hr(f̂
i(x̂)) :
Dg
f̂ i(x̂)
(X,Y )(w1, w2) = (Aw1 +DR(X,Y )(w1, w2), Bw2 +DU(X,Y )(w1, w2))
d’où :
‖Dg
f̂ i(x̂)
(Zi)(w1, w2)‖ ≤ ‖A‖‖w1‖+ 10h‖(w1, w2)‖+ ‖B‖‖w2‖
avec (w1, w2) = Ui. Mais ‖w1‖ = ‖Dφ
i(Y )αi‖ ≤ γ0‖αi‖ = γ0‖w2‖ et donc :
‖Dg
f̂ i(x̂)
(Zi)(w1, w2)‖ ≤ (γ0‖A‖ + 10h(1 + γ0) + ‖B‖)‖w2‖
≤ (γ0e
χ1+γ + 10h(1 + γ0) + e
χm0+1+γ)‖w2‖ ≤ e
−3γ‖w2‖
(voir la démonstration du lemme 2.5 pour la dernière inégalité).
Cette dernière quantité est bien plus petite que e−2γ‖Ui‖ car
‖Ui‖ ≥ ‖w2‖ − ‖w1‖ ≥ (1− γ0)‖w2‖ ≥ e
−γ‖w2‖.
Si on reprend l’équation (1), on obtient ainsi
‖Dg(C−1γ (x̂)τ
−1
x (z))v‖ ≤ e
−2γm‖v‖.
C’est aussi vrai si le membre de gauche est nul.
Considérons encore C = C−1γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂)). On a :
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‖D(C ◦ g)(C−1γ (x̂)τ
−1
x (z))(v)‖
≤ ‖DC(g ◦ C−1γ (x̂) ◦ τ
−1
x (z))‖‖Dg(C
−1
γ (x̂)τ
−1
x (z))(v)‖
≤ ‖C−1γ (x̂) ◦ Cγ(f̂
m(x̂))‖e−2γm‖v‖
≤ eγ−2γm‖v‖ car η << γ
≤ e−γ‖v‖.
Maintenant on va itérer cette inégalité. Pour cela, on remarque que :
(C ◦ g)(C−1γ (x̂) ◦ τ
−1
x (z)) = C
−1
γ (x̂)τ
−1
x ◦ f
m(z) = C−1γ (x̂) ◦ τ
−1
x (z)
et (C ◦ g)(A0) ⊂ C(Am) ⊂ A0.
On peut donc recommencer et par une formule du même type que celle de l’équation
(1), on a pour k ≥ 1 :
‖D(C ◦ g ◦ · · · ◦ C ◦ g︸ ︷︷ ︸
k fois
)(C−1γ (x̂) ◦ τ
−1
x (z))(v)‖ ≤ e
−γk‖v‖.
Ensuite :
D(C ◦ g ◦ · · · ◦ C ◦ g)(C−1γ (x̂) ◦ τ
−1
x (z))v
= D(C−1γ (x̂) ◦ τ
−1
x ◦ f
mk ◦ τx ◦ Cγ(x̂))(C
−1
γ (x̂) ◦ τ
−1
x (z))v
= D(C−1γ (x̂) ◦ τ
−1
x )(f
mk(z)) ◦Dfmk(z) ◦D(τx ◦ Cγ(x̂))(C
−1
γ (x̂) ◦ τ
−1
x (z))v,
d’où :
‖D(C ◦ g ◦ · · · ◦ C ◦ g)(C−1γ (x̂) ◦ τ
−1
x (z))v‖
≥ ‖D(C−1γ (x̂) ◦ τ
−1
x )(z)
−1‖−1 × ‖Dfmk(z) ◦D(τx ◦ Cγ(x̂))(C
−1
γ (x̂) ◦ τ
−1
x (z))v‖.
Soit w ∈ Es(z). Par définition de Es(z), w s’écrit w = D(τx ◦Cγ(x̂))(C
−1
γ (x̂)τ
−1
x (z))(v)
avec v tangent à A0 en C−1γ (x̂)τ
−1
x (z). D’où :
‖Dfmk(z)w‖ ≤ ‖D(C−1γ (x̂)τ
−1
x )(z)
−1‖e−γk‖v‖ ≤ C(X, r0)e
−γk‖w‖.
Donc Dfm(z) est contractante sur Es(z) et ses valeurs propres sont de module inférieur
ou égal à e−γ .
Passons à Eu(z). Soit v un vecteur tangent à B au point C
−1
γ (x̂)τ
−1
x (z) avec v 6= 0.
Notons Zi = gf̂ i−1(x̂) ◦ · · · ◦gx̂C
−1
γ (x̂)τ
−1
x (z) et Ui = D(gf̂ i−1(x̂) ◦ · · · ◦gx̂)(C
−1
γ (x̂)τ
−1
x (z))(v)
pour i = 1, · · · ,m− 1.
On commence par estimer ‖Dg
f̂ i(x̂)
(Zi)Ui‖.
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Si U est un petit voisinage de C−1γ (x̂)τ
−1
x (z) on a :
g
f̂ i−1(x̂)
◦ · · · ◦ gx̂(U ∩B) ⊂ B
i = lim
j→+∞
Bij pour i = 0, · · · ,m.
En particulier Ui est tangent à B
i en Zi.
Comme Bi est un graphe du type (X,ψi(X)) avec ‖X‖ ≤ hr(f̂ i(x̂)) pour i = 0, · · · ,m−
1, ‖X‖ ≤ eγhr(f̂m(x̂)) pour i = m et que Lip(ψi) ≤ γ0 pour i = 0, · · · ,m, le vecteur Ui
est de la forme Ui = (αi,Dψ
i(X)αi).
On a alors :
‖Dg
f̂ i(x̂)
(Zi)Ui‖ ≥ e
2γ‖Ui‖.
En effet :
Dg
f̂ i(x̂)
(X,Y )(w1, w2) = (Aw1 +DR(X,Y )(w1, w2), Bw2 +DU(X,Y )(w1, w2)),
d’où :
‖Dg
f̂ i(x̂)
(Zi)(w1, w2)‖
≥ ‖Aw1‖ − ‖DR(Zi)(w1, w2)‖ − ‖B‖‖w2‖ − ‖DU(Zi)(w1, w2)‖
≥ ‖A−1‖−1‖w1‖ − 5h‖(w1, w2)‖ − ‖B‖‖w2‖ − 5h‖(w1, w2)‖.
Or Ui = (αi,Dψ
i(X)αi) = (w1, w2) donc ‖w2‖ ≤ γ0‖αi‖ = γ0‖w1‖, et ainsi
‖Dg
f̂ i(x̂)
(Zi)(w1, w2)‖
≥ eχm0−γ‖w1‖ − 5h(1 + γ0)‖w1‖ − e
χm0+1+γγ0‖w1‖ − 5h(1 + γ0)‖w1‖
= (eχm0−γ − 10h(1 + γ0)− γ0e
χm0+1+γ)‖w1‖.
Comme ‖(w1, w2)‖ ≤ (1 + γ0)‖w1‖ on obtient :
‖Dg
f̂ i(x̂)
(Zi)Ui‖ ≥
eχm0−γ − 10h(1 + γ0)− γ0e
χm0+1+γ
1 + γ0
× ‖Ui‖ ≥ e
2γ‖Ui‖
(voir la preuve du lemme 2.4 pour la dernière inégalité).
Remarquons que cela implique aussi que Dg
f̂ i(x̂)
(Zi)(Ui) = Ui+1 est non nul si Ui 6= 0.
En particulier, comme U0 = v 6= 0, on a Ui 6= 0 pour i = 0, · · · ,m− 1.
Maintenant, si on utilise la formule de l’équation (1), on a :
‖Dg(C−1γ (x̂)τ
−1
x (z))v‖ ≥ e
2γm‖v‖,
et si on compose par C = C−1γ (x̂)τ
−1
x τfm(x)Cγ(f̂
m(x̂)), on obtient
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‖D(C ◦ g)(C−1γ (x̂)τ
−1
x (z))v‖
= ‖DC(g ◦ C−1γ (x̂)τ
−1
x (z)) ◦Dg(C
−1
γ (x̂)τ
−1
x (z))v‖
≥ ‖DC(g ◦ C−1γ (x̂)τ
−1
x (z))
−1‖−1e2γm‖v‖
= ‖C−1γ (f̂
m(x̂)) ◦ Cγ(x̂)‖
−1e2γm‖v‖ ≥ e−γe2γm‖v‖ si η << γ
≥ eγ‖v‖.
On va itérer cette inégalité.
Pour cela, on remarque C ◦g(C−1γ (x̂)τ
−1
x (z)) = C
−1
γ (x̂)τ
−1
x (z) et si W1 est un voisinage
suffisamment petit de C−1γ (x̂)τ
−1
x (z), on a C ◦ g(B ∩W1) ⊂ B ∩ U .
On peut donc recommencer ce que l’on vient de faire. En itérant k fois le procédé (quitte
à prendre Wk à chaque fois), on a par une formule du même type que celle de l’équation
(1) :
‖D(C ◦ g ◦ · · · ◦ C ◦ g)(C−1γ (x̂)τ
−1
x (z))(v)‖ ≥ e
γk‖v‖.
Ensuite comme précédemment :
D(C ◦ g ◦ · · · ◦ C ◦ g)(C−1γ (x̂)τ
−1
x (z))(v)
= D(C−1γ (x̂)τ
−1
x )(z) ◦Df
mk(z)(D(τx ◦ Cγ(x̂))(C
−1
γ (x̂)τ
−1
x z)(v)),
d’où :
‖D(C ◦ g ◦ · · · ◦ C ◦ g)(C−1γ (x̂)τ
−1
x (z))(v)‖
≤ ‖D(C−1γ (x̂)τ
−1
x )(z)‖ × ‖Df
mk(z)(D(τx ◦ Cγ(x̂))(C
−1
γ (x̂)τ
−1
x z)(v))‖.
Soit w ∈ Eu(z). Par définition w = D(τx ◦ Cγ(x̂))(C
−1
γ (x̂)τ
−1
x (z))(v) avec v tangent à
B en C−1γ (x̂)τ
−1
x (z). Donc e
γk‖v‖ ≤ ‖D(C−1γ (x̂)τ
−1
x )(z)‖‖Df
mk(z)w‖ ou encore eγk‖w‖ ≤
C(X, r0)‖Df
mk(z)w‖. En particulier, Dfm(z) est dilatante sur Eu(z) et ses valeurs propres
sont de module supérieur ou égal à eγ .
Cela termine la démonstration du Closing Lemma.
Faisons deux remarques supplémentaires :
1. Tout d’abord comme Dfm(z)|Eu(z) est dilatante, Df
m(z) est un isomorphisme de
Eu(z) dans lui-même. On a donc Df
m(z)Eu(z) = Eu(z).
2. L’inclusion Dfm(z)Es(z) ⊂ Es(z) peut être stricte. En effet KerDf
m(z) ⊂ Es(z)
(pour le voir faire une décomposition de v ∈ KerDfm(z) dans une base composée
de vecteurs de Es(z) et Eu(z)).
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3 Approximation par des Bernoulli
Le but de ce paragraphe est de démontrer le théorème 1. Nous allons pour cela suivre
la méthode d’A. Katok et L. Mendoza (voir [13]). Comme dans le Closing Lemma, ce qui
change c’est que f n’est pas inversible et possède un ensemble d’indétermination.
On garde les γ, δ et ǫ0 du paragraphe 2. Soit ρ > 0 et ϕ1, · · · , ϕk0 ∈ C
0(X,R).
On fixe 0 < r < 1 petit de sorte que 0 < r < ρ et
hµ(f)
1+r − 3r > hµ(f)− ρ.
On choisit ensuite ǫ > 0 suffisamment petit pour que dist(x, y) < ǫ implique |ϕi(x) −
ϕi(y)| <
r
2 pour i = 1, · · · , k0. C’est possible car les fonctions ϕi sont uniformément
continues (X est compact).
Par le théorème de Brin-Katok, si on note
Bm(x, ǫ) = {y ∈ X , dist(f
p(x), fp(y)) < ǫ pour p = 0, · · ·m− 1},
on a
hµ(f) = lim
ǫ→0
lim inf
m→+∞
−
1
m
log µ(Bm(x, ǫ)) pour µ− presque tout x.
On pose :
Γǫ,m0 = {x,∀m ≥ m0 µ(Bm(x, ǫ)) ≤ e
−hµ(f)m+rm}.
Si ǫ est assez petit, on a :
1−
δ
2
≤ µ({x, lim inf
m→+∞
−
1
m
log µ(Bm(x, ǫ)) ≥ hµ(f)−
r
2
}) ≤ µ(∪m0Γǫ,m0)
donc µ(Γǫ,m0) ≥ 1− δ si m0 est assez grand.
Dans la suite on considère le γ0 (qui était petit par rapport à γ), le h et le η du Closing
Lemma ou de sa preuve. On mettra des conditions un peu plus fortes sur ces quantités que
l’on aurait pu supposer dans la démonstration du Closing Lemma si on voulait.
Voici maintenant le plan de la preuve :
Dans un premier temps, on va construire ŷ ∈ Λδ avec beaucoup de récurrence autour
de lui. Ensuite nous utiliserons ce point pour fabriquer le codage et vérifier les trois points
du théorème.
3.1 Construction du ŷ ∈ Λδ avec de la récurrence :
Les {B(ŷ, η), ŷ ∈ Λδ} forment un recouvrement de Λδ qui est compact : on peut donc
trouver un sous-recouvrement fini ∪ti=1B(ŷi, η).
Soit ξ une partition finie de l’extension naturelle X̂ , plus fine que (Λδ , X̂\Λδ) et telle que
le diamètre des éléments de ξ soit plus petit que la constante de Lebesgue du recouvrement
de Λδ par ∪
t
i=1B(ŷi, η).
On note :
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Λδ,m′0 = {x̂ ∈ Λδ,∀m ≥ m
′
0 on a f̂
q(x̂) ∈ ξ(x̂) pour un q ∈ [m,m(1 + r)] et
∀i = 1, · · · , k0 on a
∣∣∣∣∣ 1m
m−1∑
l=0
ϕi ◦ π(f̂
l(x̂))−
∫
ϕidµ
∣∣∣∣∣ < r2}.
Lemme 3.1. Pour m′0 assez grand, on a µ̂(Λδ,m′0) ≥ 1− 2δ.
Démonstration. Les fonctions ϕi◦π sont continues sur X̂ , donc par le théorème de Birkhoff,
on a sur un ensemble de masse 1 pour µ̂ :
1
m
m−1∑
l=0
ϕi ◦ π(f̂
l(x̂))
m
−→
∫
ϕi ◦ πdµ̂(x̂) =
∫
ϕidµ.
Cela implique que
⋃
m1
{
x̂,∀m ≥ m1 , ∀i = 1, · · · , k0 on a
∣∣∣∣∣ 1m
m−1∑
l=0
ϕi ◦ π(f̂
l(x̂))−
∫
ϕidµ
∣∣∣∣∣ < r2
}
est de mesure 1 pour µ̂.
Si m1 est assez grand on a donc :
µ̂
({
x̂,∀m ≥ m1 , ∀i = 1, · · · , k0 on a
∣∣∣∣∣ 1m
m−1∑
l=0
ϕi ◦ π(f̂
l(x̂))−
∫
ϕidµ
∣∣∣∣∣ < r2
})
≥ 1−
δ
2
.
Soit maintenant C ∈ ξ avec C ⊂ Λδ. On suppose que µ̂(C) > 0.
Si on applique le théorème de Birkhoff à la fonction x̂→ χC(x̂) (qui vaut 1 sur C et 0
ailleurs), on a :
1
m
m−1∑
l=0
χC(f̂
l(x̂))
m
−→
∫
χC(x̂)dµ̂(x̂) = µ̂(C)
sur un ensemble de masse 1 pour µ̂.
Cela signifie en particulier que :
⋃
m2
{x̂,∀m ≥ m2 on a
1
m
m−1∑
l=0
χC(f̂
l(x̂)) < µ̂(C)(1 +
r
3
) et
1
[m(1 + r)] + 1
[m(1+r)]∑
l=0
χC(f̂
l(x̂)) > µ̂(C)(1−
r
3
)}
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est de mesure 1 pour µ̂.
Si m2 = m2(C) est assez grand, on a donc :
µ̂(Γ(C)) = µ̂({x̂ ∈ C,∀m ≥ m2 on a
1
m
m−1∑
l=0
χC(f̂
l(x̂)) < µ̂(C)(1 +
r
3
) et
1
[m(1 + r)] + 1
[m(1+r)]∑
l=0
χC(f̂
l(x̂)) > µ̂(C)(1−
r
3
)}) ≥ µ̂(C)−
δ
2cardξ
.
Si x̂ est dans Γ(C) et si f̂ l(x̂) /∈ C pour l = m, · · · , [m(1 + r)] (avec m ≥ m2), on a :
(1 + r)(1−
r
3
)µ̂(C) <
1
m
[m(1+r)]∑
l=0
χC(f̂
l(x̂)) =
1
m
m−1∑
l=0
χC(f̂
l(x̂)) < µ̂(C)(1 +
r
3
),
d’où :
(1 + r)(1−
r
3
) < 1 +
r
3
=⇒
r
3
<
r2
3
, ce qui est absurde.
Cela signifie que pour x̂ ∈ Γ(C) on a ∀m ≥ m2(C), x̂ ∈ C et il existe q ∈ [m,m(1+ r)]
avec f̂ q(x̂) ∈ C = ξ(x̂). Soit
m2 = max
C∈ξ,C⊂Λδ,µ̂(C)>0
m2(C).
L’ensemble {x̂ ∈ Λδ,∀m ≥ m2 il existe q ∈ [m,m(1 + r)] avec f̂
q(x̂) ∈ ξ(x̂)} contient
donc
⋃
C∈ξ,C⊂Λδ,µ̂(C)>0
Γ(C). On en déduit que :
µ̂({x̂ ∈ Λδ,∀m ≥ m2 il existe q ∈ [m,m(1 + r)] avec f̂
q(x̂) ∈ ξ(x̂)})
≥ µ̂(Λδ)−
δ
2
≥ 1−
3δ
2
.
Ainsi si m′0 = max(m1,m2), on a :
µ̂(Λδ,m′0) ≥ 1−
δ
2
−
3δ
2
= 1− 2δ
car Λδ,m′0 contient
{
x̂,∀m ≥ m1 , ∀i = 1, · · · , k0 on a
∣∣∣∣∣ 1m
m−1∑
l=0
ϕi ◦ π(f̂
l(x̂))−
∫
ϕidµ
∣∣∣∣∣ < r2
}
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intersecté avec{
x̂ ∈ Λδ,∀m ≥ m2 il existe q ∈ [m,m(1 + r)] avec f̂
q(x̂) ∈ ξ(x̂)
}
.
Cela démontre le lemme.
Maintenant on a µ(π(Λδ,m′0) ∩ Γǫ,m0) ≥ 1 − 3δ. Pour m ≥ max(m0,m
′
0), soit Em un
ensemble (m, ǫ)-séparé de cardinal maximal dans π(Λδ,m′0) ∩ Γǫ,m0 .
Si x ∈ Em, on a µ(Bm(x, ǫ)) ≤ e
−hµ(f)m+rm. Le cardinal de Em est donc supérieur à
(1− 3δ)ehµ(f)m−rm.
Pour q = m, · · · , [(1 + r)m], on pose Vq = {x ∈ Em, f̂
q(x̂) ∈ ξ(x̂)} où x̂ est un point de
Λδ,m′0 qui se projette sur x.
Soit n qui maximise le cardinal de Vq. On a :
card Vn ≥
(1− 3δ)ehµ(f)m−rm
rm+ 1
≥ (1− 3δ)ehµ(f)m−2rm ≥
1
2
ehµ(f)m−2rm.
Soit x ∈ Vn. On a f̂
n(x̂) ∈ ξ(x̂) et alors dist(x̂, f̂n(x̂)) ≤ diam(ξ(x̂)) qui est lui-même
plus petit que la constante de Lebesgue du recouvrement de Λδ par ∪
t
i=1B(ŷi, η).
En particulier il existe i ∈ {1, · · · , t} tel que x̂ et f̂n(x̂) sont dans B(ŷi, η).
Soit i qui maximise le nombre de x ∈ Vn qui vérifient cette propriété. On notera ŷ = ŷi,
y = π(ŷ), et N le nombre de x ∈ Vn avec x̂ et f̂
n(x̂) dans B(ŷ, η). On a N ≥ e
hµ(f)m−2rm
2t .
C’est le point ŷ ∈ Λδ que l’on voulait construire.
Remarquons que e
hµ(f)m−2rm
2t ≥ e
hµ(f)m−3rm si on prend m grand et que ce nombre est
supérieur à ehµ(f)
n
1+r
−3rn car m ≤ n ≤ (1 + r)m.
On a donc N ≥ ehµ(f)n−ρn grâce à l’hypothèse faite sur r au début. En particulier
quitte à réduire le nombre de points on prendra dans la suite N = ehµ(f)n−ρn et nous
noterons x1, · · · , xN les x de Vn tels que x̂ et f̂
n(x̂) sont dans B(ŷ, η).
Par construction x1, · · · , xN sont dans π(Λδ,m′0) et nous appellerons x̂1, · · · , x̂N des
points de Λδ,m′0 qui se projettent sur eux (et qui vérifient x̂i, f̂
n(x̂i) dans B(ŷ, η)).
Nous allons maintenant utiliser ces points pour construire le codage.
3.2 Construction du codage
Nous utiliserons le lemme suivant :
Lemme 3.2. Pour η > 0 petit, on a :
Pour tout x̂, ŷ ∈ Λδ avec dist(x̂, ŷ) < η, si (X,ψ(X)) est un graphe au-dessus d’une par-
tie de C−1γ (ŷ)Eu(ŷ) (dans le repère C
−1
γ (ŷ)Eu(ŷ)⊕C
−1
γ (ŷ)Es(ŷ)) pour ‖X‖ ≤ e
γ
2 r(ŷ)h (res-
pectivement ‖X‖ ≤ eγr(ŷ)h) avec ‖ψ(0)‖ ≤ e−
γ
2 r(ŷ)h (respectivement ‖ψ(0)‖ ≤ e−γr(ŷ)h)
et Lip(ψ) ≤ γ0e
− γ
2 (respectivement Lip(ψ) ≤ γ0e
−γ) alors l’image de ce graphe par
C = C−1γ (x̂)τ
−1
x τyCγ(ŷ) est un graphe (X,φ(X)) au-dessus d’une partie de C
−1
γ (x̂)Eu(x̂)
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pour au moins ‖X‖ ≤ r(x̂)h (respectivement ‖X‖ ≤ e
γ
2 r(x̂)h) avec ‖φ(0)‖ ≤ r(x̂)h (res-
pectivement ‖φ(0)‖ ≤ e−
3γ
4 r(x̂)h) et Lip(φ) ≤ γ0 (respectivement Lip(φ) ≤ γ0e
− γ
2 ).
Démonstration. C’est exactement ce que l’on a fait dans la démonstration du Closing
Lemma (voir après le lemme 2.1). Il suffit de remplacer f̂m(x̂) par ŷ et de mettre des
conditions un peu plus fortes sur les γ0, h et η. Ces conditions pouvaient être supposées
dans le Closing Lemma si on voulait.
Remarque. On a un lemme du même type en remplaçant Eu(x̂) et Eu(ŷ) par Es(x̂) et
Es(ŷ) et des graphes (φ(Y ), Y ) au lieu de (X,ψ(X)).
Le codage va être construit à partir de graphes provenant de transformées de graphes
en arrière et en avant.
Commençons par ceux construits par des tirés en arrière.
On se place dans le repère C−1γ (ŷ)Eu(ŷ) ⊕ C
−1
γ (ŷ)Es(ŷ) pour le ŷ construit dans le
paragraphe précédent.
Soit A0 l’ensemble constitué de l’union des graphes d’applications holomorphes (ψ(Y ), Y )
au-dessus de C−1γ (ŷ)Es(ŷ) avec ‖Y ‖ ≤ hr(ŷ)e
γ
2 , ψ(Y ) = constante, ‖ψ(0)‖ ≤ hr(ŷ)e−
γ
2 et
Lip(ψ) = 0 ≤ γ0e
− γ
2 .
L’image de ces graphes par Ci = C
−1
γ (f̂
n(x̂i))τ
−1
fn(xi)
τyCγ(ŷ) (pour i = 1, · · · , N) sont
des graphes (φ(Y ), Y ) au-dessus d’une partie de C−1γ (f̂
n(x̂i))Es(f̂
n(x̂i)) pour au moins
‖Y ‖ ≤ hr(f̂n(x̂i)) avec ‖φ(0)‖ ≤ hr(f̂
n(x̂i)) et Lip(φ) ≤ γ0 grâce à la remarque précédente
car dist(f̂n(x̂i), ŷ) < η et f̂
n(xi) ∈ ξ(x̂i) ⊂ Λδ, ŷ ∈ Λδ.
Ensuite on tire en arrière ces graphes (φ(Y ), Y ) par g
f̂n−1(x̂i)
, · · · , gx̂i (voir le lemme
2.2). On obtient à la fin des graphes (φ0(Y ), Y ) au-dessus d’une partie de C
−1
γ (x̂i)Es(x̂i)
pour au-moins ‖Y ‖ ≤ eγhr(x̂i), ‖φ0(0)‖ ≤ e
−γhr(x̂i) et Lip(φ0) ≤ e
−γγ0.
Maintenant, on remet ces graphes dans le repère initial C−1γ (ŷ)Eu(ŷ) ⊕ C
−1
γ (ŷ)Es(ŷ)
c’est-à-dire que l’on prend leur image par C−1γ (ŷ)τ
−1
y τxiCγ(x̂i).
Comme dist(x̂i, ŷ) < η, la remarque précédente implique que l’on obtient des graphes
(ψ0(Y ), Y ) pour au moins ‖Y ‖ ≤ e
γ
2hr(ŷ) avec ‖ψ0(0)‖ ≤ e
− 3γ
4 hr(ŷ) et Lip(ψ0) ≤ e
− γ
2 γ0.
Ce sont exactement les mêmes conditions qu’au départ (c’est-à-dire que l’on pourra
recommencer le procédé avec un x̂j pas nécessairement égal au x̂i), sauf qu’en plus on a
‖ψ0(0)‖ ≤ e
− 3γ
4 hr(ŷ).
Grâce à cette marge, si on prend ‖Y ‖ ≤ e
γ
2hr(ŷ) on a (quitte à supposer que γ0 est
suffisamment petit pour que e−
3γ
4 + γ0 < e
− γ
2 ) :
‖ψ0(Y )‖ ≤ ‖ψ0(0)‖ + ‖ψ0(Y )− ψ0(0)‖ ≤ e
− 3γ
4 hr(ŷ) + γ0e
− γ
2 ‖Y ‖ < hr(ŷ)e−
γ
2
c’est-à-dire que les graphes (ψ0(Y ), Y ) ne sortent de Bk1(0, e
− γ
2 hr(ŷ))×Bk2(0, e
γ
2 hr(ŷ))
que par le bord Bk1(0, e
− γ
2 hr(ŷ))× ∂Bk2(0, e
γ
2 hr(ŷ)). Ce sont des graphes verticaux.
Notons A01, · · · ,A
0
N les ensembles constitués de l’union de ces graphes obtenus pour
i = 1, · · · , N . On a donc A0i ⊂ A
0. On notera aussi Ai l’image de A
0
i par τy ◦ Cγ(ŷ).
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On a alors :
Lemme 3.3. Les ensembles Ai sont disjoints pour i = 1, · · · , N .
Démonstration. Soit z ∈ Ai. Pour l = 0, · · · , n − 1 on a :
‖g
f̂ l(x̂i)
◦ · · · ◦ gx̂i ◦ C
−1
γ (x̂i)τ
−1
xi (z)‖
≤ ‖g
f̂ l(x̂i)
◦ · · · ◦ gx̂i ◦ C
−1
γ (x̂i)τ
−1
xi (z)− gf̂ l(x̂i) ◦ · · · ◦ gx̂i(y)‖+ ‖gf̂ l(x̂i) ◦ · · · ◦ gx̂i(y)‖
où y est le point d’intersection entre le graphe de la forme (φ0(Y ), Y ) précédent qui
contient C−1γ (x̂i)τ
−1
xi (z) et le plan complexe horizontal (X, 0) pour ‖X‖ ≤ hr(x̂i).
On obtient donc (voir le paragraphe 2.2.2) :
‖g
f̂ l(x̂i)
◦ · · · ◦ gx̂i ◦ C
−1
γ (x̂i)τ
−1
xi (z)‖ ≤ 4hmax(e
−2γl, e−2γ(n−l−1)).
Par continuité cette inégalité est encore vraie si z ∈ Ai.
Ainsi, toujours par le paragraphe 2.2.2,
dist(f l(z), f l(xi)) ≤
C(X)e2γ4h
r0
max(e−γl, e−γ(n−l))
car f̂n(x̂i) ∈ ξ(x̂i) ⊂ Λδ.
Si h est assez petit, on a donc :
dist(f l(z), f l(xi)) ≤
ǫ
4
pour l = 0, · · · , n.
Comme les points xi sont (m, ǫ)-séparés, ils sont (n, ǫ)-séparés car n ≥ m. En particulier
si i 6= j il existe l compris entre 0 et n avec dist(f l(xi), f
l(xj)) ≥ ǫ.
Si on avait un point z ∈ Ai ∩ Aj on aurait alors :
ǫ ≤ dist(f l(xi), f
l(xj)) ≤ dist(f
l(xi), f
l(z)) + dist(f l(z), f l(xj)) ≤ 2×
ǫ
4
ce qui est absurde.
Les ensembles Ai sont donc bien disjoints et cela démontre le lemme.
Les graphes qui constituent l’ensemble A0j vérifient les mêmes conditions qu’au départ.
On peut donc recommencer le processus par rapport à x̂i, c’est-à-dire que l’on passe ces
graphes dans le repère C−1γ (f̂
n(x̂i))Eu(f̂
n(x̂i)) ⊕ C
−1
γ (f̂
n(x̂i))Es(f̂
n(x̂i)) puis on tire en
arrière par g
f̂n−1(x̂i)
, · · · , gx̂i et on repasse dans le repère initial, à savoir C
−1
γ (ŷ)Eu(ŷ) ⊕
C−1γ (ŷ)Es(ŷ).
On obtient ainsi, en faisant varier i et j, N2 ensembles A0ij (avec le même type de
notation que précédemment).
On a alors :
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Lemme 3.4. A0ij ⊂ A
0
i pour tout i = 1, · · · , N et j = 1, · · · , N.
Démonstration. Soit z ∈ A0ij. Par construction z appartient à un graphe (ψ0(Y ), Y ) au-
dessus de Bk2(0, hr(ŷ)e
γ
2 ) ⊂ C−1γ (ŷ)Es(ŷ).
Soit B un plan complexe parallèle à C−1γ (ŷ)Eu(ŷ) et qui passe par z.
B est un graphe (X,φ(X)) au-dessus de Bk1(0, hr(ŷ)e
5γ
2 ) avec φ constante (donc
Lip(φ) = 0) et ‖φ(0)‖ ≤ hr(ŷ)e
γ
2 .
Par le lemme 3.2 (en remplaçant h par e
3γ
2 h) l’image de B par C−1γ (x̂i)τ
−1
xi τyCγ(ŷ)
est un graphe B0 de la forme (X,φ0(X)) au moins pour ‖X‖ ≤ e
γhr(x̂i) avec ‖φ0(0)‖ ≤
e
3γ
4 hr(x̂i) et Lip(φ0) ≤ γ0.
Maintenant on peut pousser en avant ce graphe par gx̂i , · · · , gf̂n−1(x̂i) comme dans
le lemme 2.1 avec eγh à la place de h. A chaque étape on fait aussi le cut-off (pour
‖X‖ ≤ heγr(f̂ l(x̂i))).
A la fin on obtient un graphe Bn de la forme (X,φn(X)) au-dessus d’une partie de
C−1γ (f̂
n(x̂i))Eu(f̂
n(x̂i)) qui contient B(0, hr(f̂
n(x̂i))e
2γ) avec ‖φn(0)‖ ≤ e
− γ
4 hr(f̂n(x̂i)) et
Lip(φn) ≤ γ0e
−γ .
Pour l = 0, · · · , n, notons :
zl = gf̂ l−1(x̂i) ◦ · · · ◦ gx̂i(C
−1
γ (x̂i)τ
−1
xi τyCγ(ŷ)(z)).
Par construction de A0ij, zl est dans un graphe (ψ
′
l(Y ), Y ) avec au pire ‖Y ‖ ≤ e
γhr(f̂ l(x̂i)),
‖ψ′l(0)‖ ≤ hr(f̂
l(x̂i)) et Lip(ψ
′
l) ≤ γ0.
On a donc :
‖ψ′l(Y )‖ ≤ ‖ψ
′
l(0)‖ + ‖ψ
′
l(Y )− ψ
′
l(0)‖
≤ hr(f̂ l(x̂i)) + γ0e
γhr(f̂ l(x̂i)) ≤ e
γhr(f̂ l(x̂i))
car γ0 est petit par rapport à γ.
Le point zl est donc dans la partie de Bl que l’on garde quand on fait les cut-off.
Maintenant, quand on prend l’image du dernier graphe (X,φn(X)) par
C−1γ (ŷ)τ
−1
y τfn(xi)Cγ(f̂
n(x̂i)) on obtient un graphe B˜ de la forme (X, φ˜(X)) au moins
au-dessus de B(0, hr(ŷ)eγ) avec ‖φ˜(0)‖ ≤ hr(ŷ) et Lip(φ˜) ≤ γ0e
− γ
2 (toujours par le lemme
3.2 avec e
3γ
4 h au lieu de h).
Par définition de A0ij,
z˜n = C
−1
γ (ŷ)τ
−1
y τfn(xi)Cγ(f̂
n(x̂i))(zn) ∈ A
0
j ⊂ A
0.
Le point z˜n appartient donc à un graphe ∆˜ qui constitue l’ensemble A
0. Ce graphe
∆˜ fait partie des graphes que l’on utilise pour construire A0i via le processus qui utilise
gx̂i , · · · , gf̂n−1(x̂i).
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Soit ∆ le graphe de A0i issu de ∆˜ via ce procédé.
∆ est un graphe (ψ(Y ), Y ) au-dessus de B(0, hr(ŷ)e
γ
2 ) ⊂ C−1γ (ŷ)Es(ŷ) avec ‖ψ(0)‖ ≤
e−
γ
2 hr(ŷ) et Lip(ψ) ≤ γ0e
− γ
2 . ∆ coupe donc B en un unique point que l’on note z′.
Montrons que z = z′ : cela impliquera que z ∈ A0i et terminera la démonstration du
lemme.
Supposons que z 6= z′.
Leurs images par C−1γ (x̂i)τ
−1
xi τyCγ(ŷ) donnent deux points z0 et z
′
0 distincts de B0.
Comme précédemment les points z′l = gf̂ l−1(x̂i)◦· · ·◦gx̂i(C
−1
γ (x̂i)τ
−1
xi τyCγ(ŷ)(z
′)) restent
dans la partie de Bl que l’on garde quand on fait le cut-off (par construction de A
0
i ).
De plus, par un résultat du même type que le lemme 2.4 on a :
‖g
f̂ l−1(x̂i)
(zl−1)− gf̂ l−1(x̂i)(z
′
l−1)‖ ≥ e
2γ‖zl−1 − z
′
l−1‖ pour tout l = 1, · · · , n.
Par récurrence cela donne que pour l = 0, · · · , n le point zl est distinct de z
′
l. En
particulier zn 6= z
′
n. Mais C
−1
γ (ŷ)τ
−1
y τfn(xi)Cγ(f̂
n(x̂i))(z
′
n) est dans ∆˜ ∩ B˜ qui est réduit à
z˜n = C
−1
γ (ŷ)τ
−1
y τfn(xi)Cγ(f̂
n(x̂i))(zn).
On obtient ainsi la contradiction recherchée.
A la deuxième génération on a donc construit N2 ensembles A0ij avec A
0
ij ⊂ A
0
i pour
j = 1, · · · , N . On va maintenant itérer le processus.
On part de A0ij qui rappelons le provient de A
0
j via le procédé qui utilise gx̂i , · · · , gf̂n−1(x̂i).
A0j contient N ensembles A
0
jl pour l = 1, · · · , N . Si on applique le processus aux graphes
de A0jl (via gx̂i , · · · , gf̂n−1(x̂i)), on obtient un ensemble que l’on note A
0
ijl (l = 1, · · · , N).
Ils vérifient A0ijl ⊂ A
0
ij par le même raisonnement que A
0
ij ⊂ A
0
i .
Et on continue le procédé.
A la (l + 1)-ème génération on a N l+1 ensembles A0w0···w−l avec wi = 1, · · · , N .
A0w0···w−l est constitué de graphes (ψ(Y ), Y ) avec ‖Y ‖ ≤ e
γ
2 hr(ŷ), ‖ψ(0)‖ ≤ e−
3γ
4 hr(ŷ)
et Lip(ψ) ≤ γ0e
− γ
2 .
Ces graphes proviennent des graphes de A0w−1···w−l via le procédé qui utilise gx̂w0 , · · ·
,g
f̂n−1(x̂w0 )
.
Comme précédemment on aA0w0···w−l ⊂ A
0
w0···w−l+1
pour tout w0, · · · , w−l ∈ {1, · · · , N}
et l ≥ 0.
De plus on a :
Lemme 3.5. Les N l+1 ensembles A0w0···w−l sont disjoints.
Démonstration. On démontre le lemme avec une récurrence sur l.
Pour l = 0, c’est déjà fait. Supposons la propriété vraie au rang l − 1 avec l ≥ 1.
Au rang l considérons deux ensembles A0w0···w−l et A
0
w′0···w
′
−l
avec (w0, · · · , w−l) 6=
(w′0, · · · , w
′
−l).
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On distingue les deux cas suivants :
- si (w0, · · · , w−l+1) 6= (w
′
0, · · · , w
′
−l+1) alors on a A
0
w0···w−l+1
et A0w′0···w′−l+1
qui sont
disjoints par hypothèse de récurrence . Comme A0w0···w−l ⊂ A
0
w0···w−l+1
et A0w′0···w′−l
⊂
A0w′0···w′−l+1
on obtient que les deux ensembles A0w0···w−l et A
0
w′0···w
′
−l
sont disjoints.
- si (w0, · · · , w−l+1) = (w
′
0, · · · , w
′
−l+1) alors nécessairement w−l 6= w
′
−l. Par hypothèse
de récurrence, A0w−1···w−l et A
0
w′
−1···w
′
−l
sont disjoints.
Comme A0w0···w−l vient de A
0
w−1···w−l
via le processus qui utilise gx̂w0 , · · · , gf̂n−1(x̂w0 )
et que A0w′0···w′−l
vient de A0w′
−1···w
′
−l
via le même procédé car w0 = w
′
0, on en déduit que
A0w0···w−l est disjoint de A
0
w′0···w
′
−l
.
Cela termine la démonstration du lemme.
On veut maintenant évaluer la distance entre les graphes d’un même ensemble A0w0···w−l
de la (l + 1)-ème génération.
Pour cela, soit Gv l’ensemble des graphes de fonctions holomorphes (φ(Y ), Y ) au-dessus
de Bk2(0, e
γ/2hr(ŷ)) avec ‖φ(0)‖ ≤ e−
γ
2hr(ŷ) et Lip(φ) ≤ γ0.
Les graphes qui constituent les A0w0···w−l sont dans Gv.
Sur Gv on met la métrique :
d(graphe φ, graphe ψ) = max
Bk2 (0,e
γ/2hr(ŷ))
‖φ− ψ‖.
On a alors :
Lemme 3.6. Pour tout l ≥ 1 et pour tout w0, · · · , w−l+1 ∈ {1, · · · , N} on a :
∀A1l , A
2
l graphes qui constituent A
0
w0···w−l+1
, d(A1l , A
2
l ) ≤ 2he
−2γnl+2γl.
Démonstration. A1l vient d’un graphe A
1
l−1 de A
0
w−1···w−l+1
qui vient d’un graphe A1l−2 de
A0w−2···w−l+1 , et ainsi de suite. On notera A
1
l−p (p = 0, · · · , l) les graphes de A
0
w−p···w−l+1
qui font partie du processus pour construire A1l . On fait de même pour A
2
l .
On a alors :
∀p = 1, · · · , l, d(A1p, A
2
p) ≤ e
−2γn+2γd(A1p−1, A
2
p−1).
En effet, pour passer de A1p−1 à A
1
p et de A
2
p−1 à A
2
p on prend tout d’abord les images
de A1p−1 et A
2
p−1 par l’application C
−1
γ (f̂
n(x̂w−l+p))τ
−1
fn(xw
−l+p
)τyCγ(ŷ).
Mais on a vu dans la démonstration du lemme 2.6 que comme f̂n(x̂w−l+p) est très proche
de ŷ, cette opération multiplie la distance entre les graphes d(A1p−1, A
2
p−1) par au plus e
γ .
Ensuite, on tire en arrière par g
f̂n−1( ̂xw
−l+p
)
, · · · , g ̂xw
−l+p
. On a montré précédemment (voir
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la preuve du lemme 2.7) qu’à chaque étape la distance entre les graphes est divisée par au
moins e2γ .
Enfin à la dernière étape on prend l’image par C−1γ (ŷ)τ
−1
y τxw
−l+p
Cγ(x̂w−l+p) et là cela
multiplie encore la distance par au plus eγ .
En appliquant l’inégalité :
∀p = 1, · · · , l, d(A1p, A
2
p) ≤ e
−2γn+2γd(A1p−1, A
2
p−1),
on obtient :
d(A1l , A
2
l ) ≤ e
−2γnl+2γld(A10, A
2
0) ≤ e
−2γnl+2γl × 2e−
γ
2 hr(ŷ) ≤ 2he−2γnl+2γl.
C’est ce que l’on voulait démontrer.
Grâce à ce lemme on peut définir une application de {1, · · · , N}N dans Gv de la façon
suivante.
Soit w = (w0, w−1, · · · , w−l, · · · ) ∈ {1, · · · , N}
N. On prend Al un graphe qui constitue
A0w0w−1···w−l pour l ≥ 0.
Al est dans Gv et par le théorème d’Ascoli, il existe une sous-suite (Alj ) qui converge
vers A ∈ Gv (une limite uniforme de fonctions holomorphes est holomorphe).
Montrons que (Al)l converge aussi vers A.
Soit β > 0. Il existe j0 tel que d(A,Alj ) <
β
2 si j ≥ j0. Ensuite
A0lj ⊂ A
0
w0···w−lj
⊂ A0w0···w−j
donc d(Alj , Aj) ≤ 2he
−2γn(j+1)+2γ(j+1) en utilisant le lemme précédent. Cette quantité
est plus petite que β2 si j ≥ j1 (car n ≥ 3 si on veut).
Pour j ≥ max(j0, j1) on a donc :
d(Aj , A) ≤ d(Aj, Alj ) + d(Alj , A) < β.
La suite (Aj) converge vers A et on a donc bien défini une application :
σv : {1, · · · , N}
N −→ Gv
w −→ A
Remarque. L’application σv est injective et on a même σv(w) ∩ σv(w
′) = ∅ si w 6= w′.
En effet, soit w,w′ ∈ {1, · · · , N}N avec w 6= w′. On considère l le plus petit entier avec
w−l 6= w
′
−l. Soit Ap ∈ A
0
w0···w−p et A
′
p ∈ A
0
w′0···w
′
−p
pour p ≥ 0 (on a donc Ap −→ σv(w) et
A′p −→ σv(w
′)).
Comme w−l 6= w
′
−l, les ensembles A
0
w0···w−l
et A0
w′0···w
′
−l
sont disjoints.
Or pour tout p ≥ l, Ap ⊂ A
0
w0···w−p ⊂ A
0
w0···w−l
et A′p ⊂ A
0
w′0···w
′
−p
⊂ A0
w′0···w
′
−l
donc
σv(w) ∩ σv(w
′) = ∅. En particulier σv est injective.
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On refait maintenant ce que l’on a réalisé avec des transformées de graphes en avant.
Comme précédemment on se place dans le repère C−1γ (ŷ)Eu(ŷ)⊕C
−1
γ (ŷ)Es(ŷ) pour le
ŷ ∈ Λδ fixé.
On part de l’ensemble des graphes de la forme (X,φ(X)) au-dessus de C−1γ (ŷ)Eu(ŷ)
avec ‖X‖ ≤ hr(ŷ)e
γ
2 , φ(X) = constante, ‖φ(0)‖ ≤ hr(ŷ)e−
γ
2 et Lip(φ) = 0 ≤ γ0e
− γ
2 .
On notera B0 l’ensemble constitué par l’union de ces graphes.
L’image de ces graphes par Ci = C
−1
γ (x̂i)τ
−1
xi τyCγ(ŷ) (pour i = 1, · · · , N) sont des
graphes (X,ψ(X)) au-dessus d’une partie de C−1γ (x̂i)Eu(x̂i) pour au moins ‖X‖ ≤ hr(x̂i)
avec ‖ψ(0)‖ ≤ hr(x̂i) et Lip(ψ) ≤ γ0 par le lemme 3.2 car dist(ŷ, x̂i) < η.
Ensuite on pousse en avant ces graphes (X,ψ(X)) par gx̂i , · · · , gf̂n−1(x̂i). On obtient à
la fin des graphes (X,ψn(X)) au-dessus d’une partie de C
−1
γ (f̂
n(x̂i))Eu(f̂
n(x̂i)) pour au
moins ‖X‖ ≤ eγhr(f̂n(x̂i)) avec ‖ψn(0)‖ ≤ e
−γhr(f̂n(x̂i)) et Lip(ψn) ≤ e
−γγ0 (voir le
lemme 2.1).
Maintenant, on remet ces graphes dans le repère initial C−1γ (ŷ)Eu(ŷ) ⊕ C
−1
γ (ŷ)Es(ŷ)
c’est-à-dire que l’on prend leur image par C−1γ (ŷ)τ
−1
y τfn(xi)Cγ(f̂
n(x̂i)).
Comme dist(f̂n(x̂i), ŷ) < η, on obtient des graphes (X,φn(X)) pour au moins ‖X‖ ≤
e
γ
2 hr(ŷ) avec ‖φn(0)‖ ≤ e
− 3γ
4 hr(ŷ) et Lip(φn) ≤ e
− γ
2 γ0 (toujours par le lemme 3.2).
Ce sont exactement les mêmes conditions qu’au départ (c’est-à-dire que l’on pourra
recommencer le procédé avec un x̂j pas nécessairement égal au x̂i), sauf qu’en plus on a
‖φn(0)‖ ≤ e
− 3γ
4 hr(ŷ).
Grâce à cette marge, si on prend ‖X‖ ≤ e
γ
2 hr(ŷ) on a :
‖φn(X)‖ ≤ ‖φn(0)‖ + ‖φn(X)− φn(0)‖ ≤ e
− 3γ
4 hr(ŷ) + γ0e
− γ
2 ‖X‖ < hr(ŷ)e−
γ
2
c’est-à-dire que les graphes (X,φn(X)) ne sortent de B(0, e
γ
2 hr(ŷ)) × B(0, e−
γ
2 hr(ŷ))
que par le bord ∂B(0, e
γ
2 hr(ŷ))×B(0, e−
γ
2 hr(ŷ)). Ce sont des graphes horizontaux.
Notons B01, · · · ,B
0
N les ensembles constitués de l’union de ces graphes obtenus pour
i = 1, · · · , N . On a donc B0i ⊂ B
0. On notera aussi Bi l’image de B
0
i par τy ◦ Cγ(ŷ).
Ici les B0i ne sont pas forcément disjoints car f n’est pas a priori injective.
On recommence le processus. On fixe i et j dans {1, · · · , N} et on considère les graphes
de B0j . On les met dans le repère C
−1
γ (x̂i)Eu(x̂i) ⊕ C
−1
γ (x̂i)Es(x̂i) en appliquant Ci, puis
on les pousse en avant par gx̂i , · · · , gf̂n−1(x̂i) et on repasse dans le repère initial.
On note B0ij (i, j = 1, · · · , N) les N
2 ensembles ainsi obtenus. On a alors :
Lemme 3.7. B0ij ⊂ B
0
i pour tout i, j = 1, · · · , N .
Démonstration. Soit z ∈ B0ij. Par construction z est dans un graphe de B
0
ij qui provient
d’un graphe de B0j via le processus qui utilise gx̂i , · · · , gf̂n−1(x̂i). En particulier,
z = C−1γ (ŷ)τ
−1
y τfn(xi)Cγ(f̂
n(x̂i))gf̂n−1(x̂i) ◦ · · · ◦ gx̂i ◦ C
−1
γ (x̂i)τ
−1
xi τyCγ(ŷ)(z0)
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où z0 est dans un graphe de B
0
j .
Cela signifie que C−1γ (x̂i)τ
−1
xi τyCγ(ŷ)(z0) et gf̂ l(x̂i) ◦ · · · ◦ gx̂i ◦ C
−1
γ (x̂i)τ
−1
xi τyCγ(ŷ)(z0)
(pour l = 0, · · · , n− 1) et z sont toujours dans la partie du cut-off que l’on garde. Mainte-
nant z0 ∈ B
0
j ⊂ B
0 donc z0 appartient à un graphe de B
0. Quand on applique le processus
à ce graphe de B0 via gx̂i , · · · , gf̂n−1(x̂i) on obtient à la fin un graphe de B
0
i et le point z
est dedans car les images successives de z0 restent dans la partie du cut-off que l’on garde
par la remarque précédente. On a donc z ∈ B0i et le lemme est démontré.
A la deuxième génération on a donc construit N2 ensembles B0ij avec B
0
ij ⊂ B
0
i . On va
maintenant itérer le processus.
B0j contient N ensembles B
0
jl (l = 1, · · · , N). Si on applique le processus aux graphes
de B0jl (via gx̂i , · · · , gf̂n−1(x̂i)), on obtient un ensemble que l’on note B
0
ijl. Comme précé-
demment, on a B0ijl ⊂ B
0
ij pour tout i, j, l = 1, · · · , N . Et on continue ainsi le procédé.
A la l-ème génération on a N l ensembles B0w1···wl avec w1, · · · , wl = 1, · · · , N .
B0w1···wl est constitué de graphes (X,φ(X)) avec ‖X‖ ≤ e
γ
2 hr(ŷ), ‖φ(0)‖ ≤ e−
γ
2 hr(ŷ)
et Lip(φ) ≤ γ0e
− γ
2 . Ces graphes proviennent de graphes de B0w2···wl via le procédé qui
utilise gx̂w1 , · · · , gf̂n−1(x̂w1 )
. On a encore B0w1···wl ⊂ B
0
w1···wl−1
pour tout l ≥ 1 et pour tout
w1, · · · , wl = 1, · · · , N .
Comme expliqué plus haut, les B0w1···wl ne sont pas nécessairement disjoints.
On veut maintenant évaluer la distance entre les graphes qui constituent un même
ensemble B0w1···wl . Pour cela, soit Gh l’ensemble des graphes de fonctions holomorphes
(X,φ(X)) au-dessus de Bk1(0, hr(ŷ)e
γ/2) avec ‖φ(0)‖ ≤ e−γ/2hr(ŷ) et Lip(φ) ≤ γ0.
Sur Gh on met la métrique :
d(graphe φ, graphe ψ) = max
Bk1 (0,hr(ŷ)e
γ/2)
‖φ− ψ‖.
On a alors :
Lemme 3.8. Pour tout l ≥ 1 et tout w1, · · · , wl = 1, · · · , N on a :
∀B1l , B
2
l graphes qui constituent B
0
w1···wl
, d(B1l , B
2
l ) ≤ 2he
−2γnl+2γl.
Démonstration. B1l vient d’un graphe B
1
l−1 de B
0
w2···wl
qui vient d’un graphe B1l−2 de
B0w3···wl , et ainsi de suite. On note B
1
p pour p = 0, · · · , l les graphes de B
0
wl−p+1···wl
qui
font partie du processus pour construire B1l . On fait de même pour B
2
l .
On a alors pour p = 1, · · · , l :
d(B1p , B
2
p) ≤ e
−2γn+2γd(B1p−1, B
2
p−1).
La démonstration est la même que dans le lemme 3.6, en utilisant ce que l’on a fait
dans la preuve du lemme 2.6.
En particulier on a maintenant :
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d(B1l , B
2
l ) ≤ e
−2γnl+2γld(B10 , B
2
0) ≤ 2e
− γ
2hr(ŷ)e−2γnl+2γl ≤ 2he−2γnl+2γl.
Cela démontre le lemme.
Grâce à ce lemme on peut définir une application de {1, · · · , N}N dans Gh de la façon
suivante.
Soit w = (w1, · · · , wl, · · · ) ∈ {1, · · · , N}
N. On prend Bl un graphe qui constitue B
0
w1···wl
pour l ≥ 1. Bl est dans Gh et par le théorème d’Ascoli, il existe une sous-suite (Blj ) qui
converge vers B ∈ Gh. Alors comme pour les A
0, grâce au lemme précédent, on a aussi (Bl)
qui converge vers B. Cela définit une application σh : {1, · · · , N}
N −→ Gv par σh(w) = B.
Si f n’est pas inversible, σh n’est pas a priori injective.
Par contre si f est inversible et
∫
log d(x, I(f−1))dµ(x) > −∞, comme dans le cas A0,
σh est injective (il suffit de prendre des r(x̂) adaptés à la fois pour f et f
−1).
Voici maintenant le codage que l’on cherchait :
Soit w = (· · ·w−l, · · · , w0, w1, · · · , wl, · · · ) ∈ {1, · · · , N}
Z.
(· · · , w−l, · · · , w0) définit un élément A ∈ Gv (qui est égal à σv(w0, w−1, · · · , w−l, · · · ))
et (w1, · · · , wl, · · · ) définit un B ∈ Gh (qui est σh(w1, · · · , wl, · · · )).
L’intersection de A avec B est composée d’un unique point (voir la démonstration de
la proposition S.3.7 dans [13] car γ20 < 1).
On notera S0(w) l’image de ce point par τyCγ(ŷ). On a obtenu ainsi une application
S0 : {1, · · · , N}
Z −→ X. C’est le codage que l’on cherchait. Il s’agit maintenant de vérifier
les propriétés du théorème 1.
3.3 Propriétés du codage
Montrons tout d’abord que l’on a le diagramme suivant :
{1, · · · , N}Z
σ
//
S0

{1, · · · , N}Z
S0

X
fn
// X
avec σ le décalage à droite et fn ◦ S0 = S0 ◦ σ.
Soit w = (· · · , w−l, · · · , w−1, w0, w1, · · · ) ∈ {1, · · · , N}
Z.
S0(w) = τyCγ(ŷ)(A ∩ B) avec A = limA
0
l et B = limB
0
l où A
0
l est un graphe de
A0w0w−1···w−l (pour tout l ≥ 0) et B
0
l est un graphe de B
0
w1···wl
(pour tout l ≥ 1).
Pour l ≥ 1, on a par construction C−1γ (ŷ)τ
−1
y τfn(xw0 )Cγ(f̂
n(x̂w0))gf̂n−1(x̂w0 )
◦· · · ◦gx̂w0 ◦
C−1γ (x̂w0)τ
−1
xw0
τyCγ(ŷ)(A
0
l ) qui est inclus dans un graphe A
1
l de A
0
w−1···w−l
.
A1l converge donc vers σv(w−1, · · · , w−l, · · · ) quand l→ +∞.
Maintenant les g
f̂p−1(x̂w0 )
◦ · · · ◦ gx̂w0 ◦ C
−1
γ (x̂w0)τ
−1
xw0
τyCγ(ŷ)(A
0
l ) sont dans des boîtes
Bk1(0, e
−γ/2hr(f̂p(x̂w0))) × Bk2(0, hr(f̂
p(x̂w0))) pour p = 1, · · · , n − 1 grâce aux pro-
priétés des graphes, C−1γ (x̂w0)τ
−1
xw0
τyCγ(ŷ)(A
0
l ) est dans la boîte Bk1(0, e
−γ/2hr(x̂w0)) ×
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Bk2(0, e
γhr(x̂w0)) et pour p = n le point précédent est dans Bk1(0, e
γ/2hr(f̂n(x̂w0))) ×
Bk2(0, hr(f̂
n(x̂w0))) (toujours par les propriétés des graphes et 1 + γ0 ≤ e
γ
2 ).
En particulier, g
f̂p−1(x̂w0 )
◦ · · · ◦gx̂w0C
−1
γ (x̂w0)◦ τ
−1
xw0
τyCγ(ŷ)(A
0
l ) vit dans un endroit où
g
f̂p(x̂w0 )
est holomorphe donc continue. On peut donc passer à la limite quand l→ +∞ et
on obtient que
C−1γ (ŷ)τ
−1
y f
n(S0(w)) = C
−1
γ (ŷ)τ
−1
y τfn(xw0 )Cγ(f̂
n(x̂w0))gf̂n−1(x̂w0 )
◦ · · ·
◦ gx̂w0 ◦ C
−1
γ (x̂w0)τ
−1
xw0
τyCγ(ŷ)(C
−1
γ (ŷ)τ
−1
y (S0(w)))
est dans σv(w−1, · · · , w−l, · · · ).
Par ailleurs on obtient aussi que :
g
f̂p−1(x̂w0 )
◦ · · · ◦ gx̂w0 ◦ C
−1
γ (x̂w0)τ
−1
xw0
τyCγ(ŷ)(C
−1
γ (ŷ)τ
−1
y (S0(w)))
se trouve dans Bk1(0, e
−γ/2hr(f̂p(x̂w0)))×Bk2(0, hr(f̂
p(x̂w0))) pour p = 1, · · · , n−1, dans
Bk1(0, e
−γ/2hr(x̂w0)) × Bk2(0, e
γhr(x̂w0)) pour p = 0 et dans Bk1(0, e
γ/2hr(f̂n(x̂w0))) ×
Bk2(0, hr(f̂
n(x̂w0))) pour p = n.
Soit (bl) une suite de B
0
l qui converge vers C
−1
γ (ŷ)τ
−1
y (S0(w)). Par continuité pour
l assez grand on a : g
f̂p−1(x̂w0 )
◦ · · · ◦ gx̂w0 ◦ C
−1
γ (x̂w0)τ
−1
xw0
τyCγ(ŷ)(bl) qui est au-dessus
de Bk1(0, hr(f̂
p(x̂w0))) pour p = 0, · · · , n − 1 et au-dessus de Bk1(0, e
γhr(f̂n(x̂w0))) pour
p = n : ce sont donc des points qui sont dans la partie du cut-off que l’on garde quand
on passe de B0l à son successeur via le processus qui passe de gx̂w0 , · · · , gf̂n−1(x̂w0 )
. Le
successeur de B0l est par définition un graphe B
1
l qui constitue B
0
w0w1···wl
.
On a B1l → σh(w0, w1, · · ·wl, · · · ) et ainsi
C−1γ (ŷ)τ
−1
y f
n(S0(w)) = C
−1
γ (ŷ)τ
−1
y τfn(xw0 )Cγ(f̂
n(x̂w0))gf̂n−1(x̂w0 )
◦ · · ·
◦ gx̂w0 ◦ C
−1
γ (x̂w0)τ
−1
xw0
τyCγ(ŷ)(C
−1
γ (ŷ)τ
−1
y (S0(w)))
est dans σh(w0, w1, · · · , wl, · · · ).
Si on fait le bilan on a que C−1γ (ŷ)τ
−1
y f
n(S0(w)) est l’unique point de
σv(w−1, · · · , w−l, · · · ) ∩ σh(w0, w1, · · · , wl, · · · ).
En particulier cela signifie que :
fn(S0(w)) = τyCγ(ŷ)(σv(w−1, · · · ) ∩ σh(w0, · · · )) = S0(σ(w))
où σ est le décalage à droite. C’est bien ce que l’on voulait démontrer.
Montrons maintenant que S0 est continue. Sur {1, · · · , N}
Z on met la métrique :
46
d(w,w′) =
+∞∑
i=1
|wi − w
′
i|
2i
+
0∑
i=−∞
|wi − w
′
i|
2−i
.
Soit β > 0. Si p est suffisamment grand, on a 8he−2γnp+2γp ≤ βr0C(X) .
Maintenant, si d(w,w′) < 1
2p+1
, on a forcément
w0 = w
′
0, · · · , w−p = w
′
−p, w1 = w
′
1, · · · , wp = w
′
p.
σv(w0, w−1, · · · , w−l, · · · ) est limite de A
1
l avec A
1
l graphe de A
0
w0w−1···w−l
pour l ≥ 0.
Pour l ≥ p on a A1l ⊂ A
0
w0···w−l
⊂ A0w0···w−p . En prenant la limite quand l tend vers
+∞, on obtient que σv(w0, w−1, · · · ) ⊂ A0w0···w−p . Le point C
−1
γ (ŷ)τ
−1
y (S0(w)) est donc
dans A0w0···w−p . De même C
−1
γ (ŷ)τ
−1
y (S0(w
′)) est dans A0
w′0···w
′
−p
qui est égal à A0w0···w−p .
Par un raisonnement similaire, C−1γ (ŷ)τ
−1
y (S0(w)) et C
−1
γ (ŷ)τ
−1
y (S0(w
′)) sont dans
B0w1···wp .
Comme C−1γ (ŷ)τ
−1
y (S0(w)) est dans A
0
w0···w−p , il existe une suite de points de A
0
w0···w−p
qui converge vers lui. Par définition la suite de points s’écrit (φ1l (Yl), Yl) où ‖Yl‖ ≤ e
γ
2 hr(ŷ),
Lip(φ1l ) ≤ γ0 et ‖φ
1
l (0)‖ ≤ e
− γ
2 hr(ŷ).
Par le théorème d’Ascoli, il existe une sous-suite (φ1lj ) qui converge uniformément vers
φ1 qui est dans Gv. Par ailleurs, si C
−1
γ (ŷ)τ
−1
y (S0(w)) = (X,Y ), on a Yl → Y et ‖φ
1
lj
(Y )−
φ1lj (Ylj )‖ ≤ γ0‖Y −Ylj‖ → 0 donc φ
1(Y ) = X c’est-à-dire que C−1γ (ŷ)τ
−1
y (S0(w)) appartient
au graphe (φ1(Y ), Y ) de Gv.
De même, C−1γ (ŷ)τ
−1
y (S0(w
′)) appartient à un graphe (φ2(Y ), Y ) construit par le même
procédé.
Par le lemme 3.6, on a d(graphe φ1l , graphe φ
2
l ) ≤ 2he
−2γn(p+1)+2γ(p+1) et ainsi, en
passant à la limite sur l, on a d(graphe φ1, graphe φ2) ≤ 2he−2γn(p+1)+2γ(p+1) .
De la même façon, C−1γ (ŷ)τ
−1
y (S0(w)) appartient à un graphe (X,ψ
1(X)) de Gh (limite
de graphes de B0w1···wp et C
−1
γ (ŷ)τ
−1
y (S0(w
′)) est dans un graphe (X,ψ2(X) de Gh. On a
aussi, en utilisant cette fois-ci le lemme 3.8 que d(graphe ψ1, graphe ψ2) ≤ 2he−2γnp+2γp.
Le point d’intersection C−1γ (ŷ)τ
−1
y (S0(w)) entre les graphes (φ
1(Y ), Y ) et (X,ψ1(X))
est de la forme (φ1(Y1), Y1) où Y1 est l’unique point fixe de ψ
1 ◦ φ1 : Bk2(0, e
γ/2hr(ŷ)) −→
Bk2(0, e
γ/2hr(ŷ)) (voir la démonstration de la proposition S.3.7 dans [13] car on a γ20 <
1). De même le point d’intersection C−1γ (ŷ)τ
−1
y (S0(w
′)) entre les graphes (φ2(Y ), Y ) et
(X,ψ2(X)) est de la forme (φ2(Y2), Y2) où Y2 est l’unique point fixe de ψ
2 ◦ φ2. On a alors
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‖Y1 − Y2‖ = ‖ψ
1 ◦ φ1(Y1)− ψ
2 ◦ φ2(Y2)‖
≤ ‖ψ1 ◦ φ1(Y1)− ψ
2 ◦ φ1(Y1)‖+ ‖ψ
2 ◦ φ1(Y1)− ψ
2 ◦ φ2(Y2)‖
≤ d(graphe ψ1, graphe ψ2) + γ0‖φ
1(Y1)− φ
2(Y2)‖
≤ d(graphe ψ1, graphe ψ2) + γ0
(
‖φ1(Y1)− φ
2(Y1)‖+ ‖φ
2(Y1)− φ
2(Y2)‖
)
≤ d(graphe ψ1, graphe ψ2) + γ0d(graphe φ
1, graphe φ2) + γ20‖Y1 − Y2‖.
D’où
‖Y1 − Y2‖ ≤
d(graphe ψ1, graphe ψ2) + γ0d(graphe φ
1, graphe φ2)
1− γ20
.
De là on en déduit que
‖C−1γ (ŷ)τ
−1
y S0(w) − C
−1
γ (ŷ)τ
−1
y S0(w
′)‖ ≤ ‖Y1 − Y2‖+ ‖φ
1(Y1)− φ
2(Y2)‖
≤ ‖Y1 − Y2‖+ ‖φ
1(Y1)− φ
2(Y1)‖+ ‖φ
2(Y1)− φ
2(Y2)‖
≤ (1 + γ0)‖Y1 − Y2‖+ d(graphe φ
1, graphe φ2)
≤
1
1− γ0
(d(graphe ψ1, graphe ψ2) + d(graphe φ1, graphe φ2)).
Autrement dit,
‖C−1γ (ŷ)τ
−1
y S0(w) − C
−1
γ (ŷ)τ
−1
y S0(w
′)‖ ≤ 8he−2γnp+2γp ≤
βr0
C(X)
et par le théorème des accroissements finis, comme ‖Cγ(ŷ)‖ ≤
1
r0
, on a finalement
dist(S0(w), S0(w
′)) ≤
C(X)
r0
×
βr0
C(X)
= β.
On a donc montré que S0 est uniformément continue.
Remarque. Lorsque f est inversible et que l’on a en plus
∫
log d(x, I(f−1))dµ(x) > −∞,
S0 est un homéomorphisme de {1, · · · , N}
Z sur son image.
En effet, tout d’abord S0 est injective : si w,w
′ ∈ {1, · · · , N}Z avec w 6= w′ on a soit
(· · · , w−l, · · · , w0) 6= (· · · , w
′
−l, · · · , w
′
0), soit (w1, · · · , wl, · · · ) 6= (w
′
1, · · · , w
′
l, · · · ).
Dans le premier cas C−1γ (ŷ)τ
−1
y S0(w) et C
−1
γ (ŷ)τ
−1
y S0(w
′) sont respectivement dans
σv(w0, · · · , w−l, · · · ) et σv(w
′
0, · · · , w
′
−l, · · · ) qui sont disjoints. On a donc S0(w) 6= S0(w
′).
Dans le second cas, comme f est inversible et que
∫
log d(x, I(f−1))dµ(x) > −∞, on a
aussi σh(w1, · · · , wl, · · · ) et σh(w
′
1, · · · , w
′
l, · · · ) qui sont disjoints et ainsi S0(w) 6= S0(w
′).
Montrons, toujours sous l’hypothèse f inversible et
∫
log d(x, I(f−1))dµ(x) > −∞, que
S−10 est continue sur Λ0 = S0({1, · · · , N})
Z.
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Soit β > 0. Si p est suffisamment grand on a 4N
2p+1
< β. On a vu que les Aw0···w−p sont
disjoints. Comme f est inversible et
∫
log d(x, I(f−1))dµ(x) > −∞, il en est de même pour
les Bw1···wp . Soit donc α > 0 plus petit que la distance minimale entre deux Aw0···w−p et
que la distance minimale entre deux Bw1···wp .
Soit z et z′ ∈ Λ0 avec dist(z, z
′) < αr0C(X) .
Comme on l’a vu quand on montrait que S0 est continue, C
−1
γ (ŷ)τ
−1
y (z) ∈ A
0
w0···w−p ∩
B0w1···wp où S
−1
0 (z) = (· · · , w−p, · · · , w0, · · · , wp, · · · ). De même, C
−1
γ (ŷ)τ
−1
y (z
′) ∈ A0
w′0···w
′
−p
∩
B0
w′1···w
′
p
où S−10 (z
′) = (· · · , w′−p, · · · , w
′
0, · · · , w
′
p, · · · ).
Par le théorème des accroissement finis,
‖C−1γ (ŷ)τ
−1
y (z)− C
−1
γ (ŷ)τ
−1
y (z
′)‖ <
C(X)
r0
×
αr0
C(X)
= α
car ‖C−1γ (ŷ)‖ ≤
1
r0
.
On en déduit que C−1γ (ŷ)τ
−1
y (z) et C
−1
γ (ŷ)τ
−1
y (z
′) ne peuvent pas être dans deux
A0w0···w−p ou dans deux B
0
w0···w−p différents.
On a donc w0 = w
′
0, · · · , w−p = w
′
−p et w1 = w
′
1, · · · , wp = w
′
p.
En particulier
dist(S−10 (z), S
−1
0 (z
′)) =
+∞∑
i=1
|wi −w
′
i|
2i
+
0∑
i=−∞
|wi − w
′
i|
2−i
≤
+∞∑
i=p+1
N
2i
+
−p−1∑
i=−∞
N
2−i
≤
N
2p+1
× 2 +
N
2p+1
× 2 ≤
4N
2p+1
< β.
L’application S−10 est donc uniformément continue sur Λ0.
Revenons au cas général.
Pour terminer la démonstration du premier point du théorème 1 il reste à étudier la
mesure ν0 = (S0)∗λ0 (où λ0 est la mesure de Bernoulli sur {1, · · · , N}
Z). On a
(fn)∗ν0 = (f
n)∗(S0)∗λ0 = (f
n ◦ S0)∗λ0 = (S0 ◦ σ)∗λ0 = (S0)∗λ0 = ν0.
C’est donc une mesure (fn)-invariante. Calculons maintenant hν0(f
n).
Soit α > 0 la distance minimale entre deux Ai pour i = 1, · · · , N . On a
Lemme 3.9. Pour tout z1 ∈ Aw0···w−l et z2 ∈ Aw′0···w′−l avec (w0, · · · , w−l) 6= (w
′
0, · · · , w
′
−l),
les points z1 et z2 sont (l + 1, α)-séparés pour f
n.
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Démonstration. On considère deux points z1, z2 comme ci-dessus et soit p le plus petit
entier avec w−p 6= w
′
−p (0 ≤ p ≤ l).
On a vu au début du paragraphe 3.3 que
C−1γ (ŷ)τ
−1
y f
nτyCγ(ŷ)(A
0
w0···w−l
) ⊂ A0w−1···w−l
c’est-à-dire fn(Aw0···w−l) ⊂ Aw−1···w−l .
Ainsi fnp(Aw0···w−l) ⊂ Aw−p···w−l ⊂ Aw−p et de la même façon f
np(Aw′0···w′−l) ⊂
Aw′
−p···w
′
−l
⊂ Aw′
−p
. Par continuité fnp(Aw0···w−l) ⊂ Aw−p et f
np(Aw′0···w′−l) ⊂ Aw
′
−p
.
On a donc dist(fnp(z1), f
np(z2)) ≥ α et c’est ce que l’on voulait démontrer.
Si w ∈ {1, · · · , N}Z, on a vu que pour l ≥ 0, on a S0(w) ∈ Aw0···w−l .
Le support de ν0 est donc inclus dans⋃
w0,··· ,w−l=1,··· ,N
Aw0···w−l .
.
De plus,
ν0(Aw0···w−l) = λ0(S
−1
0 (Aw0···w−l))
= λ0({w
′, w′0 = w0, · · · , w
′
−l = w−l}) car les Aw0···w−l sont disjoints
=
(
1
N
)l+1
.
Soit z ∈
⋃
w0,··· ,w−l=1,··· ,N
Aw0···w−l . On a z ∈ Aw0···w−l pour un certain (w0, · · · , w−l) ∈
{1, · · · , N}l+1 et donc, par le lemme précédent, si on note
Bl+1(f
n, α, z) = {y ∈ X , dist(fnp(z), fnp(y)) < α pour p = 0, · · · , l},
on a
ν0(Bl+1(f
n, α, z)) = ν0
Bl+1(fn, α, z) ∩ ⋃
w0,··· ,w−l=1,··· ,N
Aw0···w−l

= ν0(Bl+1(f
n, α, z) ∩ Aw0···w−l) ≤
(
1
N
)l+1
.
Par le théorème de Brin-Katok, on a :
hν0(f
n) = lim
α→0
lim sup
l→+∞
−
1
l + 1
log ν0(Bl+1(f
n, α, z))
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pour ν0 presque tout point (car comme λ0 est ergodique, ν0 l’est aussi grâce à la relation
fn ◦ S0 = S0 ◦ σ).
Si z ∈
⋂
l≥0
⋃
w0,··· ,w−l=1,··· ,N
Aw0···w−l (qui est de masse 1 pour ν0), on a pour tout
l ≥ 0 :
−
1
l + 1
log ν0(Bl+1(f
n, α, z)) ≥ − log
1
N
= logN,
ce qui implique hν0(f
n) ≥ logN = hµ(f)n− ρn. C’est que l’on voulait démontrer.
Il reste à démontrer les points 2 et 3 du théorème 1.
Tout d’abord, htop(f|Λ0) ≥ htop((f
n)|Λ0)×
1
n car un ensemble (l, α)-séparé pour f
n est
(ln− n+ 1, α)-séparé pour f .
Ensuite on a (par exemple en utilisant le théorème de Brin-Katok), htop((f
n)|Λ0) ≥
hν0(f
n) ≥ hµ(f)n− ρn. On a donc htop(f|Λ0) ≥ hµ(f)− ρ. C’est ce que l’on voulait.
Passons au dernier point.
On note Λ = Λ0 ∪ f(Λ0) ∪ · · · ∪ f
n−1(Λ0).
Soit z ∈ Λ0. On a z = S0(w) avec w = (· · · , w−l, · · · , w0, · · · , wl, · · · ) ∈ {1, · · · , N}
Z.
z ∈ Aw0 et on a vu dans la démonstration du lemme 3.3 que dist(f
l(z), f l(xw0)) ≤
ǫ
4
pour l = 0, · · · , n. Le point xw0 est dans le support de µ si on veut (on peut toujours
intersecter π(Λδ,m′0) ∩ Γǫ,m0 par le support de µ si on le souhaite).
Cela signifie que Λ est inclus dans un ǫ4 -voisinage de support de µ. Si on prend
ǫ
4 < ρ,
on a donc la première partie du point 3.
Si z ∈ Λ0, on a z = S0(w) et on a vu aussi que gf̂ l(x̂w0 )
est continue au voisinage de
g
f̂ l−1(x̂w0 )
◦ · · · ◦ gx̂w0 ◦ C
−1
γ (x̂w0)τ
−1
xw0
(z) pour l = 0, · · · , n − 1. Cela implique que f est
continue au voisinage de f l(S0(w)) pour l = 0, · · · , n − 1.
On peut donc définir :
ν =
1
n
(ν0 + f∗ν0 + · · ·+ (f
n−1)∗ν0)
et on a :
f∗ν =
1
n
(f∗ν0 + (f
2)∗ν0 + · · ·+ (f
n)∗ν0︸ ︷︷ ︸
=ν0
) = ν.
La mesure ν est donc bien invariante par f et portée par Λ. Enfin, pour i = 1, · · · , k0,
on a
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I =
∣∣∣∣∫ ϕidν − ∫ ϕidµ∣∣∣∣ = ∣∣∣∣∫ ϕi 1nd(ν0 + · · ·+ (fn−1)∗ν0)−
∫
ϕidµ
∣∣∣∣
=
∣∣∣∣∣ 1n
∫ n−1∑
l=0
ϕi(f
l(x))dν0(x)−
∫
ϕidµ
∣∣∣∣∣ =
∣∣∣∣∣ 1n
∫ n−1∑
l=0
ϕi(f
l(S0(w)))dλ0(w)−
∫
ϕidµ
∣∣∣∣∣
=
∣∣∣∣∣
∫ (
1
n
n−1∑
l=0
ϕi(f
l(S0(w))) −
∫
ϕidµ
)
dλ0(w)
∣∣∣∣∣ .
Mais pour l = 0, · · · , n, on a dist(f l(S0(w)), f
l(xw0)) ≤
ǫ
4 . L’hypothèse faite au début
implique donc que |ϕi(f
l(S0(w))) − ϕi(f
l(xw0))| <
r
2 pour l = 0, · · · , n− 1.
D’où :
I ≤
∫ ∣∣∣∣∣ 1n
n−1∑
l=0
ϕ(f l(xw0))−
∫
ϕidµ
∣∣∣∣∣dλ0(w) + r2 .
Enfin par définition de Λδ,m′0 , on a :∣∣∣∣∣ 1n
n−1∑
l=0
ϕ(f l(xw0))−
∫
ϕidµ
∣∣∣∣∣ < r2
ce qui donne I ≤ r < ρ et cela termine la démonstration du théorème.
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