Analytical solutions of a linear internal-tide generation problem are presented for a stratification that involves both an interface (thermocline) and a lower layer of constant stratification. It is shown that an internal tidal beam scatters strongly at a moderately developed thermocline but much less at a thermocline that is either very weak or very strong. This scattering goes along with a local wave activity at the thermocline as well as with a downward leaking from the thermocline. It is argued that these processes offer a clue to explaining observations in the Bay of Biscay of 'local generation' of internal soliton packets. This is substantiated by numerical results from a nonlinear nonhydrostatic model, which is derived in this paper. Also, the effects of Coriolis dispersion are discussed. It appears that the observations from solitary waves in the Bay of Biscay can be contrasted with those in the Sulu Sea, to which a different stratification regime applies. An interpretation is given in terms of the modal structure.
Introduction
In a series of observations in the central Bay of Biscay, New and Pingree (1990, 1992) detected semidiurnal packets of large internal solitary waves in the upper 150 m of the water column. What makes these observations exceptional is that the solitary waves arose locally, some 150 km away from the continental slope (in contrast to the common situation, when they can be traced back to a topographic feature, like the shelf break). New and Pingree (1992) convincingly linked this appearance to the internal tidal beam. The beam itself is generated at the shelf break, moves downward, reflects at the bottom (Pingree and New, 1991) , and then hits the thermocline near the spot where the packets were found. The same mechanism of local generation possibly applies to observations on internal solitary waves near Mascarene Ridge (see Konyaev et al., 1995) .
The solitary waves evolve from a large depression of the thermocline. In this process of disintegration, nonlinear and nonhydrostatic effects play a crucial role (Lee and Beardsley, 1974) , and Coriolis effects can be crucial too (Grimshaw et al., 1998) ; this is discussed further in Section 5. The problem to be addressed first is under what conditions an internal tidal beam can provoke that large depression of the thermocline. It is argued in this paper that the underlying mechanism is that of scattering, an essentially linear process.
In its simplest conceptual form, the effect of the thermocline on the propagation of the beam (and vice versa) can be studied by considering a stratification that involves a mixed upper layer, a constantly stratified lower layer, and a jump in density across the interface (that divides the layers); this interface represents the thermocline (see Fig. 2 with ⑀ 3 0). For brevity, we shall refer to this stratification as 2c-layer model (the 'c' derives from the constant stratification in the lower layer).
Precisely this type of stratification was used by Baines (1982) as an ingredient for his linear internal-tide generation model. He distinguished three regimes. Under the assumption that the mixed layer is thin compared to the total water depth (a condition which is always satisfied in the ocean), they can be classified in terms of the thermocline strength. In regime A (thermocline weak or absent), the internal-tide beams, which propagate in the lower layer, are hardly affected by the inhomogeneity of the medium that is due to the presence of the mixed layer. (In principle, any inhomogeneity in the buoyancy frequency causes internal reflections, a non-WKB effect, but here they remain insignificant.) In the opposite case, when the thermocline is very strong (regime B), the interface (i.e., the thermocline) practically acts as a rigid surface for the internal beams that propagate beneath it; they can reflect at the interface without being significantly disturbed. So, both in regime A and B the beam retains its structure while propagating, and Baines' model can be applied to either of them.
There is, however, an intermediate regime ('C'); it falls outside the scope of Baines' model, and forms the focus of attention in this paper. It is characterized by a welldeveloped (but not exceedingly strong) thermocline. Below we show (Section 4) that an initially narrow tidal beam cannot propagate undisturbed in this regime; after only a few reflections at the thermocline, the beam is largely destroyed, while its energy gets scattered all over the basin. The thermocline takes part in this process, but in a complicated and capricious way. Its behavior can be interpreted in terms of modes by noticing that in regime C "more than one mode has significant interface motion associated with it" (Baines, 1982) . As a consequence, a two-way traffic takes place between the thermocline and the deeper ocean: at some positions a sudden wave-activity is found in the thermocline, while at further positions the energy leaks again downward into the deeper layer. It is the main goal of this paper to show that it is in this regime that one can expect to encounter the phenomena observed by New and Pingree (1990, 1992) .
The 2c-layer type of stratification was previously used in laboratory experiments by Delisi and Orlanski (1975) , who investigated the reflection of beams at an interface. They found that only minor interfacial displacements accompany the reflection of the beam, except in a specific range of values for the 'thermocline' strength; this will be further discussed below (Section 4). Nonlinear aspects of the reflection were recently studied by Thorpe (1998) for an infinitely deep (constantly stratified) lower layer and infinitely wide beams; the reflection of the beam was shown to lead to higher (second) harmonics. The approach in this paper will be different in two respects: a lower layer of finite depth will be used, and beams of finite width. The former aspect implies that the linear plane-wave solutions for the beams no longer satisfy the nonlinear equations; the latter refinement, besides making the setting more realistic, helps to illustrate the fact that the wave-energy, originally confined to a narrow beam, gets scattered throughout the basin as the beam propagates away from its source (as it will be shown to happen in regime C).
The tool used in this study is a simple internal-tide generation model (described in Section 2)-simple in the sense that it assumes uniformity in one of the horizontal directions, and that the topography (which in combination with the barotropic tidal flow acts as the generator of internal tides) is assumed to have an infinitesimal amplitude. The principal reason for making the latter assumption is that the internal-tidal beam thus generated is clear and distinct (whereas it would have a more complicated and blurred structure if the topography were of finite amplitude). Moreover, it has the advantage that a modal approach can be used, and that closed analytical solutions of the linear hydrostatic problem can be obtained (Section 3). (Thus the tools used here are appropriate for studying the conceptual problem of the fate of an internal-tide beam in the presence of a thermocline; the model cannot, and is not meant to, simulate or reproduce observations in any precise way.) Exact solutions are presented for various values of thermocline strength, with an emphasis on regime C. As a by-product of this study, it is shown that a piece-wise linear topography is to be avoided as it gives rise to singularities in the velocity field (Appendix A).
The next logical step is to include nonlinear and nonhydrostatic effects to investigate whether the local wave activity in the thermocline (already present in the linear solution) can give rise to solitary waves. In this case, no exact solutions of the internal-tide generation problem can be obtained; therefore, the equations are solved numerically. Furthermore, a unimodal approach (e.g., Ostrovsky, 1978; Grimshaw, 1985) would be unsuitable here since the beams can be represented only by a superposition of modes; hence a set of coupled multi-modal equations arises (Section 5). This set is solved for various strengths of the thermocline. It is shown that higher harmonics appear in all cases, but solitary waves only in regime C. However, they attenuate fairly quickly, apparently by leaking into the lower layer (deep ocean), where they produce high-frequency waves. It is also shown that adding Coriolis effects tends to impede the generation of solitary waves, in accordance with previous results from two-layer models (Gerkema, 1996; Grimshaw et al., 1998) .
Finally, we return to the observations from the Bay of Biscay and the Sulu Sea (Apel et al., 1985) to illustrate the main points of this paper (Section 6).
A simple internal-tide generation model
The model used here includes nonlinear, nonhydrostatic and Coriolis effects ( f-plane), but is frictionless and uniform in one of the horizontal directions ( y). The variables to be solved are the baroclinic streamfunction (u ϭ z , w ϭ Ϫ x ), the baroclinic transverse velocity component v, and , which is the density perturbation with respect to its local static value (multiplied by g/ * ; g the acceleration due to gravity, * a reference value for 
with ٌ 2 ϭ ‫ץ‬ 2 /‫ץ‬x 2 ϩ ‫ץ‬ 2 /‫ץ‬z 2 ; the Jacobians are defined by J(a, b) ϭ a x b z Ϫ a z b x ; f is the Coriolis parameter; and N the buoyancy frequency, here assumed to be a function of the vertical coordinate z only. Effects of barotropic advection are neglected, which is a reasonable assumption since the focus will be on the deep ocean.
The forcing F is introduced by prescribing a cross-isobath barotropic tidal flow
is the local water depth (H a constant); Q is the amplitude of the barotropic flux at depth H; and is the tidal frequency. Continuity then requires that the vertical barotropic component is
2 where the boundary condition W ϭ 0 at z ϭ 0 (upper surface, rigid lid) is satisfied. Hence the forcing term becomes (cf. Baines, 1982) 
In particular, for topographies of small amplitude (͉h͉ Ӷ H) we can approximate this by
This approximation will be made throughout this paper. It implies that we can simply use the boundary conditions ϭ 0 at z ϭ 0 (upper surface, rigid-lid) and z ϭ ϪH (flat bottom), and allows a modal approach to be adopted. (It may be noticed that the forcing (2) used here leads to similar solutions as those obtained by an oscillatory boundary condition, see the end of Appendix A.)
Solution of the linear problem
In this section the linear hydrostatic internal-tide generation problem (for infinitesimal topography) will be reduced to the well-known eigenvalue problem (6) and harmonic oscillator (7). (The hydrostatic assumption means that Ӷ N.) These equations are then solved for a smooth localized topography and 2c-layer stratification; this solution provides the tool for studying what happens when an internal-tidal beam encounters the thermocline (Section 4).
The starting point of the analysis is the linear hydrostatic form of the model (1) with F given by (2):
To proceed, we must choose a specific topography h to solve (7), and a stratification N( z) to solve the eigenvalue problem (6).
a. Topography
For the topography, various simple choices are possible. In theoretical and numerical studies it is not uncommon to use a piece-wise linear slope, but this leads to singularities in the velocity field (see Appendix A). The singularities can be avoided if a continuously differentiable topography is chosen, for instance a slope of height h 0 and length L in terms of a cubic polynomial (see Fig. 1 ):
Using the second derivative of h on the right-hand side of (7), and imposing the radiation condition (no rightward propagating waves for x Ͻ 0 and no leftward propagating waves for x Ͼ L) as well as continuity of a n and a n,x at x ϭ 0, L, we obtain
Substituting (9) back into (5), and taking the imaginary part, we obtain for u ϭ z : Figure 1 . The smooth topographic shape used in this study: a slope (cubic polynomial), which is continuously differentiable everywhere.
in which the (n-dependent) arguments are defined by
The denominator of (10) contains the square of k n ; this crucially improves the rate of convergence in comparison with the solution for a piece-wise linear slope, in which case the series would diverge, see Appendix A. Finally, displacements of an isopycnal, around rest-level z 0 , i.e. z ϭ z 0 ϩ (t, x, z 0 ), can be expressed in terms of the streamfunction via Ϫ x ϭ w ϭ t . Hence
b. 2c-layer stratification
For the stratification we use the 2c-layer model (by definition, see the Introduction, it consists of a mixed upper layer, which we regard as nonstratified, a constantly stratified lower layer, and a jump in density across the interface, which represents the thermocline); in Figure 2 one obtains the 2c-layer model by letting ⑀ 3 0. Thus:
Here ⌰ is the Heaviside-step function (being 1 for positive argument and zero elsewhere); ␦ the delta-distribution; and gЈ reduced gravity, i.e. the acceleration g multiplied by the relative difference in density across the interface. For this N( z), the eigenvalue problem (6) yields 
Internal and interfacial tides
The eigenmodes (14) together with the eigenvalues c n (obtained numerically) from (15) provide the ingredients for the internal-tide solution (10), which can then be calculated at any position and time. As it stands, the series (10), consisting of a superposition of modes, does not reveal that the internal tides manifest themselves as beams that propagate diagonally through the ( x, z) plane. However, the series can be rewritten such that the ray behavior becomes obvious; this procedure is sketched for a simpler example in Appendix A.
The internal tidal beams are generated at the slope; from the slope one beam travels to the left, the other to the right. The signal on the left-hand side of the topography mirrors that on the right-hand side (except for a phase shift); in what follows we, therefore, discuss only the latter. The 2c-layer stratification involves four parameters: d, H, N c and gЈ (Fig. 2) . The first three of them will remain unchanged throughout the rest of this paper: d ϭ 60 m, H ϭ 4000 m, N c ϭ 0.002 s Ϫ1 . Only gЈ, a measure of the thermocline strength, will be varied. The other parameters are fixed at the following values: ϭ 0.00014 s
Ϫ1
(tidal frequency), f ϭ 0 (Coriolis effects will be discussed in Section 5), L ϭ 10 km (length of the slope), h 0 Q ϭ 5 ϫ 10 4 m 3 s Ϫ1 (forcing factor). The series (10) was calculated using the first 30 modes; including more modes produces no visible changes in the figures. 
a. Overall pattern
The simplest way to present the solution (10) is by first casting it in the form u͑t, x, z͒ ϭ A͑x, z͒ sin ͑t Ϫ ͑x, z͒͒.
The spatial distributions of amplitude A and phase are shown in Figures 3 and 4 In the following we may think of regime C as being representative of the (summer) conditions in the Bay of Biscay (see also Section 6 and Fig. 11a) , with the reservation that the 2c-layer model is of a very simplified nature.
In regime A (Figs. 3a, 4a) the beam remains nearly intact. Due to the inhomogeneity of the medium (the presence of the mixed layer) internal reflections occur; in principle, this causes a distortion of the beam as it propagates to the right, but the effect is hardly visible. In regime B (Fig. 3b, 4b ) the thermocline (interface) is so strong that it almost acts as a rigid surface at which the beam which propagates beneath it can reflect; yet some small disturbances (both in the mixed layer and near the beam) are visible.
In regime C a totally different picture emerges (Figs. 3c, 4c): after its first reflection at the thermocline, the beam quickly weakens, and its energy gets scattered over nearly the whole domain. Another difference from the previous cases is that the thermocline now becomes involved in the wave-motion, as is evident from the distinct current patterns in the mixed-layer (see also Fig. 5, solid line, below) .
The patterns in Figures 3c and 4c are remarkably capricious and irregular. In fact, the spatial pattern is a-periodic in all three cases (but most clearly so in regime C). This is due to the fact that for the 2c-layer stratification, as for most types of stratification, the ratio of any two wavenumbers belonging to different modes is irrational; hence the modes are incommensurable, and a superposition of modes gives a spatially a-periodic pattern. (It is only for very special types of stratification, e.g. N( z) constant over the whole column, that the ratio of wavenumbers becomes rational, in which case the modes neatly add up to form a periodic pattern.) An interesting detail apparent in regime C is the occurrence of what we may call amphidromes (following DeWitt et al. (1985) , who found the same phemonenon in a numerical solution of the internal tide): at some positions the amplitude vanishes while the co-phase lines circle around that position, e.g. near x ϭ 150 km and z ϭ Ϫ3 km.
Without prior knowledge of what solution Figure 3c represents, one would perhaps think that a transfer of energy takes place from one mode to another. But there really is no such transfer, since the modes are uncoupled, (see (7)); this is purely linear theory. It is just the superposition of modes (none of which has a distinct interfacial character, see the discussion below) that gives the deceptive impression of 'transfer' or 'interaction.' Regime C can be described as the one in which the thermocline is 'moderately' Figure 3 . The amplitude A( x, z) of u (in ms Ϫ1 ) for three different strengths of the thermocline (controlled by gЈ, in ms Ϫ2 ), illustrating the regimes A, B and C, respectively. The internal tidal beam is generated in the lower left corner and propagates to the right. In (a) no thermocline is present, gЈ ϭ 0; in (b) the thermocline is very strong, gЈ ϭ 0.4. Both in regime A and B the beam propagates almost without distortion. However, in regime C (moderate thermocline, gЈ ϭ 0.015) the beam rapidly loses energy; the wave-energy gets spread all over the domain; concurrently, the thermocline (interface) now shows considerable wave-activity, giving strong currents in the mixed layer.
developed. Yet, it covers a fairly wide range of gЈ values; we find pictures qualitatively similar to the one in Figure 3c for gЈ roughly between 0.002 and 0.02 (ms Ϫ2 ), all other parameters being fixed. It suggests that regime C might well be of considerable importance to the ocean (see also Section 6). An impression of the development in time at various positions, and for the three different regimes, is given in Figure 5 . It shows the wave motion at the interface (i.e. the thermocline), whose static level is at 60 m (ϭ d) below the upper surface. The value of is calculated from (12) (notice that, at this linear stage, the amplitude of the waves is directly proportional to the forcing amplitude, and could, therefore, be made arbitrarily large by increasing the latter). Profiles are shown from regime A (gЈ ϭ 0, dotted line), regime B (gЈ ϭ 0.4, dashed line), and regime C (gЈ ϭ 0.015, solid line). Within the first 50 km, i.e. before the beam hits the interface (cf. Fig. 3) , the signal is weak in all cases. At the position where the beam hits the interface (near 60 km) the largest elevation is reached for gЈ ϭ 0, as one would expect since the absence of a jump in density across the interface implies that it is more easily moved vertically than in regime C, while in regime B the stiffness of the interface is such that it hardly moves at all. Yet, the response in regime A, although large initially, does not (and in fact cannot) propagate away; only in regime C does a significant elevation propagate to the right. It gradually becomes smaller; the only place the energy can have gone to is the deep ocean, so here we have an example of downward leaking (upon closer examination it can also be seen in Fig. 3c ).
c. Modal structure
The first three modes of the different regimes are shown in Figure 6 . In regime A the modes look sinusoidal, as if the whole column were constantly stratified. In Figure 6b , the first mode has a distinct interfacial character. The higher modes remain very small in the upper layer, while showing a sinusoidal behavior in the lower layer. The implication is that the interfacial tides (supported by 1 ) and the internal tidal beams in the lower layer (supported by n , n Ն 2) can propagate independently of each other. This is altogether different in Figure 6c , where none of the modes has a distinct interfacial character; in fact, all modes (at least those shown) contribute simultaneously to the interfacial and lowerlayer motion, implying that the beams and interfacial waves become intertwined, as indeed we saw in Figure 3c .
So far we distinguished the three regimes by the thermocline strength gЈ, keeping the other parameters fixed. We now make this classification more general and more precise. Let
From the definition of q n (see Section 3b) it follows that c n ϭ N c H/ n . The following analysis holds both for rotating and nonrotating systems, but recall (see (8)) that the interpretation of the eigenvalues c n is different in both cases: only in the nonrotating system (i.e. f ϭ 0) can they be interpreted as phase speeds. We shall 
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assume that the mixed layer is thin (␦ Ӷ 1); the dispersion relation (15) can then be approximated by
We now consider the cases ␥ ӷ 1, ␥ Ӷ 1, and the intermediate case, which will turn out to correspond to regime B, A, and C, respectively. The interpretation of ␥ is straightforward: its numerator is the eigenvalue we would find in a purely two-layer system, i.e. ( gЈd) 1/ 2 ; and its denominator (apart from a factor ) is the eigenvalue of the first mode we would find in a purely constantly stratified system, i.e. N c H/. (For a nonrotating system, ␥ is thus the ratio of the phase speed of a purely interfacial wave and the phase speed of the first mode in a fluid of constant stratification). In other words, the parameter ␥ reflects the interfacial versus ray behavior of the waves.
If ␥ ӷ 1, the first root is given by 1 Ϸ ␥ Ϫ1 (Ӷ1), while the higher ones are n Ϸ n (n ϭ 2, 3 . . . ). For the eigenvalues c n (being inversely proportional to n ) this implies that the one belonging to the first mode is by far the largest. In fact, it is given by c 1 Ϸ ( gЈd) 1/ 2 , which is precisely the eigenvalue we would find for a purely two-layer system (with thin upper layer). Moreover, the modal structure in the lower layer (see (14)), 1 Ϸ 1 (1 ϩ z/H), shows a steady increase upward, so that 1 takes its maximum at the interface. Hence for ␥ ӷ 1 a distinct interfacial mode exists, and this corresponds to regime B (in practice, the requirement on ␥ can be relaxed considerably; in the above-mentioned examples illustrating regime B, ␥ is of order one). If, on the other hand, ␥ Ӷ 1, then the lowest modes can be solved from tan n Ϸ Ϫ␦ n Ӷ 1 so that n Ϸ n. Hence c n Ϸ N c H/n, just as if the stratification were constant (N c ) throughout the fluid; this corresponds to regime A.
Finally, the intermediate regime C is characterized by a ␥ that is neither very large nor very small, reflecting the fact that the interfacial tides and internal tidal beams have become intertwined.
The conclusion is that the regimes are characterized by ␥. This is consistent with the classification made by Baines (1982) in terms of two parameters which can be combined to form ␥ (namely, in Baines' notation, RS 1/ 2 ). A synoptic plot of the role of ␥ is shown in Figure 7 : for the parameters corresponding to those in Figure 3 , we let ␥ vary via gЈ, and show the amplitude of the interfacial displacement at x ϭ 100 km versus ␥. For ␥ either very small or very large, the amplitude is small.
In the laboratory experiments by Delisi and Orlanski (1975) (mentioned in Section 1), large interfacial waves were found within a fairly narrow range of a parameter representing the density jump (comparable to gЈ here). Delisi and Orlanski (1975) interpreted this range as one in which "the phase velocity of the interfacial wave equals the horizontal phase velocity of the internal wave" (suggesting a correspondence to regime C), but as Thorpe (1998) pointed out, the interpretation of the dispersion relations (and hence of the phase speeds) was flawed. Furthermore, Thorpe (1998) notes that the interfacial wave is "largely confined to the region where the ray is incident on the interface"; this suggests a correspondence with regime A (cf. Fig. 5) . A direct quantitative comparison between the experiments by Delisi and Orlanski (1975) and the analysis presented here, however, is not possible since the hydrostatic approximation does not apply to the waves observed in their experiments.
Nonlinear and nonhydrostatic effects
In this section the nonlinear nonhydrostatic equations (1) are taken as a starting point for further analysis. The presence of both nonlinearity and nonhydrostaticity allows, in principle, for the occurrence of internal solitary waves; hence the model provides a tool for studying the connection between internal tides (beams, in particular) and internal solitary waves.
In the next subsection, the set of equations (1) will be reduced to a coupled set of equations for the modal coefficients. The numerical method for solving them is described in Section 5b. Then the stratification and corresponding modes from the 2c-layer model are used, and results of the nonlinear evolution are presented.
a. Multi-modal approach
We shall assume that nonlinear and nonhydrostatic effects are weak, and of equal order of strength. This implies that results from the linear hydrostatic equations, (3), may be used to simplify the nonlinear and dispersive terms, and that combined effects of nonlinearity and dispersion (the xx in the Jacobian in (1a)) can be neglected. The vertical structure of the modes is again described by the modal solution of the linear hydrostatic problem (6), although a correction term accounting for the nonhydrostatic effects must be included, as will become clear below. Let us first, however, try the following (naive) expansion for the streamfunction function , density perturbation , and transverse velocity v:
Substitution into (1) gives:
n ͫ a n,t Љ n ϩ a n,xxt n ϩ (2)). The equations can be rewritten by using the eigenvalue relation (6), and interchanging labels in the nonlinear terms; next we multiply the equations by k , Ј k and k , respectively, and use the eigenvalue relation (6) and the orthogonality relations
The forcing coefficient d k is defined in (8), and
The appearance of the nonhydrostatic term (Ϫc k 2 ¥ n a n,xxt R kn ) in (16a) signals a problem: in contradiction to its linear dispersive nature, the term gives rise to a coupling between modes. This indicates that the modes obtained from (6) are no longer suitable in this nonhydrostatic problem. Following Benney (1966) , one can introduce a correction term to the modes; the procedure is outlined in Appendix C. The end result of this procedure is that it leaves the equations (16) unaffected, except that the nonhydrostatic term now becomes Ϫc k 2 a k,xxt R kk ; the artificial coupling has thus been removed.
b. Numerical tools
The equations (16) are solved numerically using finite-difference methods: centered differences in space and a 3rd-order Adams-Bashforth scheme in time (e.g. Durran, 1999) ; spatial and temporal steps are chosen as 200 m and 50 s, respectively. Sponge-layers (150 km thickness) are used at both sides of the domain by adding a Rayleigh friction term whose coefficient gradually increases from zero at the inner end of the sponge layer (i.e. at x ϭ Ϯ200 km) to its maximum at the ends of the domain (i.e. at x ϭ Ϯ350 km). The model is started from rest.
To perform a check on the validity of the numerical results, the exact solution given by (10) was compared with the numerical solution of the set (16), with nonlinear and nonhydrostatic terms neglected. It turned out that some 15 modes were sufficient to get a faithful reproduction of the exact result, and that it takes about 25 tidal periods for the transients to leave the area of interest, i.e. within a range of 200 km from the source. These values were, therefore, used in the experiments (except in Section 5d, where 12 modes were used). The forcing factor is h 0 Q ϭ 6 ϫ 10 5 m 3 s
Ϫ1
.
c. Local generation of solitary waves
The model equations (16) will now be solved for the 2c-layer stratification (13) and the corresponding eigenmodes (14). Expressions for the integrals that appear in the nonlinear and nonhydrostatic terms are given in Appendix B. In this section Coriolis effects are neglected (f ϭ 0).
For the three regimes A, B and C (the values of gЈ, d, H and N c are as in Section 4) the interfacial evolution is shown in Figure 8 . As in Section 4, by 'interface' we understand the surface which divides the stratified from the nonstratified part of the water column; in regimes B and C, it may also be called the thermocline (see Fig. 2 with ⑀ 3 0: in A gЈ ϭ 0 i.e. no thermocline is present, whereas in B and C gЈ Ͼ 0).
Not surprisingly (cf. Fig. 5 , dashed line), in regime B (strong thermocline), the interface hardly moves at all. In regime A (no thermocline) there is already some activity in front of the position where the main (i.e. M2) beam hits the interface (near x ϭ 60 km). This happens because higher harmonics are generated by the nonlinear terms, giving internal tides of frequencies M4 (predominantly), M6 etc. The steepness of the beam (in the x, z plane) increases with its frequency, and so these higher harmonics hit the interface before the M2 beam does. The largest activity, though, occurs at those positions where the M2 beam hits the interface, that is near x ϭ 60, 175 km.
In regime C an altogether different picture emerges. The main interfacial wave activity starts near 60 km; the wave is then seen to travel to the right, and in the course of propagation it steepens and splits up into solitary waves. If we follow the first (and largest) solitary wave of the sequence, we find that its amplitude has dropped considerably near x ϭ 150 km, that is within a distance of 100 km from the position where the depression arose. Thus, the solitary waves do not retain their shape. Apparently they lose energy; the loss can only be due to downward leaking (notice that outside the sponge layers no frictional terms are at work in the model).
In the linear interfacial solution presented in Figure 5 propagating waves occurred only in regime C, and as a natural sequel, we now find that these waves can steepen and break up into solitary waves. So, we may think of the formation of solitary waves as a process that involves two stages: first, due to scattering, which is an essentially linear process, the beam gives rise to (rightward) propagating interfacial waves, and second, due to nonlinear and nonhydrostatic effects, these interfacial waves disintegrate into solitary waves. Since the former process can happen only in regime C, so can the latter.
At deeper positions no coherent signal is found, see Figure 9 . Fairly short-period oscillations occur which are not 'slaved' to the interfacial motion, and should, therefore, be interpreted as waves travelling independently through the lower layer. 
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In an earlier study, but in a strict two-layer model (Gerkema, 1996) , it was shown that Coriolis dispersion (working on the long internal-tide length scale) tends to counteract the steepening due to nonlinearity, and thus tends to impede the disintegration of the internal tide into trains of solitary waves.
The same effect is at work in the 2c-layer type of stratification, as can be seen by comparing Figure 8 (solid line) with Figure 10 . They show the results of experiments that are identical except for Coriolis effects, which are present in the latter figure but not in the former. Coriolis effects cause the beam to propagate at a lower angle with the horizontal, which means that the beam hits the thermocline slightly farther away from the source (near x ϭ 80 km). The depression created there is visible in Figure 10 but does not develop into a train of solitary waves. So in this example Coriolis dispersion is able to prevent the occurrence of solitary waves. However, this depends on the strength of the forcing, which in this model cannot be related directly to the real strength in the Bay of Biscay because of its idealized character. In general, for a fixed Coriolis parameter, solitary waves will still be found if the forcing, and hence the effect of nonlinearity, is sufficiently strong in comparison with Coriolis effects, see Gerkema (1996) .
Discussion
The parameter values used above to illustrate regime C (moderate thermocline) were chosen in accordance with the observed values from the Bay of Biscay (New, 1988; Pingree and New, 1991) . This suggests that the observed local wave-activity in the thermocline is due to scattering of the internal-tide beam, as it is in the analysis here (Section 4). In regime C, local generation (the word 'generation' be here not understood as involving a transfer of energy between modes) at the thermocline goes along with downward leaking from the thermocline; they are two sides of the same coin, both being a consequence of the fact that no distinct interfacial mode exists (Section 4c). Hence internal-tidal beams and interfacial tides become intertwined.
The key result of this paper, then, is that the qualitative connection between internal tidal beams and interfacial tides can already be understood from linear theory, simply by looking at the modal structure. (Only in the later evolution of the local interfacial tides, when solitary waves develop, the nonlinear and nonhydrostatic processes become essential, see Section 5.)
The observations in the Bay of Biscay (New and Pingree, 1990, 1992) offer a remarkable contrast with those by Apel et al. (1985) in the Sulu Sea. First, the internal solitons in the Sulu Sea can be traced back to a topographic source (Pearl Bank). Due to its position, the bank generates internal tides directly in the thermocline, and while travelling away from the source, the internal tides disintegrate into trains of solitons (this process was modeled by Gerkema (1994) using a two-layer configuration). Second, they still showed no appreciable loss in amplitude after having travelled over 100 km (Apel et al., 1985, Fig. 22a ). In the Bay of Biscay, by contrast, they disappeared within some 80 km (New and 2001] 247 Gerkema: Internal & interfacial tides , a value pertinent to mid-latitudes (e.g. Bay of Biscay).
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[59, 2 Journal of Marine Research Pingree, 1992, Fig. 10b) ; if this were due to friction, it would remain inexplicable why the solitary waves in the Sulu Sea travelled much farther without becoming significantly smaller. To shed more light on the different behavior of the solitary waves in these two regions, it is helpful to look at the respective modal structures, see Figure 11 . In the Bay of Biscay (Fig. 11a, b) no distinct interfacial mode is present, and the comparison with Figure 6c is convincing, suggesting that regime C (moderate thermocline) applies to the Bay of Biscay. In the Sulu Sea (Fig. 11c, d ), a distinct interfacial mode seems present (first mode), which has its maximum close to the thermocline; this is comparable to Figure 6b (although in the latter the second and third modes are weaker in the upper part of the column), suggesting that regime B (strong thermocline) applies to the Sulu Sea. According Figure 11 . A comparison between the Bay of Biscay and the Sulu Sea. In (a) the stratification in the Bay of Biscay (after New, 1988; Pingree and New, 1991) , in (b) the corresponding first three modes, in (c) the stratification in the Sulu Sea (after Apel et al., 1985) , in (d) the corresponding first three modes. First mode, solid line; second mode, dotted line; third mode, dashed line.
to this classification, then, the nonexistence of an interfacial mode in the Bay of Biscay explains both the generation (by the incoming beam) and rapid disappearance (by downward leaking) of the solitary waves, while the presence of an interfacial mode in the Sulu Sea explains the longevity of the solitary waves. A further implication is that the solitary waves in the Sulu Sea can only be generated by a direct forcing of the interfacial tides (as it happens indeed, over Pearl Bank), and not by an incoming internal tidal beam. Note that Figures 11a and b apply to the stratification in the Bay of Biscay in summer. During winter, the stratification is more similar to that of regime A, and hence, on the basis of this study, no occurrence of internal solitary waves is expected; this is indeed confirmed by recent work on remote-sensing observations (New and Da Silva, 2001) .
In regime C, see Figure 3c , the internal tidal beam scatters at the thermocline and thereby distributes its energy over the basin. This effect is likely to be of significance in the ocean, since it provides a mechanism for a rapid spatial distribution of internal-wave energy that emanates from a localized source.
for n ϭ 1, 2, 3 . . . . It is now a matter of elementary trigonometry to rearrange the expressions in (17), and cast the series in a form the exact summation of which is known, namely (Oberhettinger, 1973, 1.13; 1.15) 
written in terms of the characteristic coordinates
where ␣ 2 ϭ N c 2 /( 2 Ϫ f 2 ). The expression (19) shows that the velocity field contains logarithmic singularities, which renders the solution physically unacceptable. The underlying cause is that a piece-wise linear topography provides a forcing only at the corners (i.e., at x ϭ 0, L), while the slope itself generates nothing; the characteristics at which the singularities occur are indeed precisely those which emanate from the corners. It is interesting to note that for a (finite-amplitude) piecewise-linear slope, New (1988) , using a numerical procedure, had to suppress the higher modes artificially to obtain acceptablylooking solutions; the above analysis suggests that this lack of convergence was due to the choice of topography.
The solution obtained here, (19) , is analogous to that of a different problem in which internal waves are generated by a vertically moving piston (Baines, 1969, Section 2.3) ; in that case, too, logarithmic singularities occur.
B. Integral expressions
This section contains the integral expressions for the 2c-layer stratification (13) and the corresponding eigenmodes (14).
To avoid sloppily defined integrals, we calculated them by first replacing the ␦-distribution, which represents the thermocline in (13), with a thermocline of finite thickness ⑀ and buoyancy frequency (squared) gЈ/⑀; thus the stratification becomes as in Figure 2 . The corresponding eigenmodes and dispersion relation were used to evaluate the integrals; the limit ⑀ 3 0 was taken after this evaluation. The end result is:
