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M A N U S C R I P T
Highlights • An effective framework for de-noising and compressing sensor pattern noise (SPN, a form of device fingerprint) is proposed.
• A compact and discriminative representation can be obtained directly from a high-dimensional SPN.
• A novel training set construction method is designed to minimize the impact of various interfering artifacts in training samples.
• The proposed methods can be jointly used as a general post-processing framework applied after any existing SPN extraction methods for effective and efficient source camera identification.
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Inference of a Compact Representation of Sensor Fingerprint for Source Camera Identification
Introduction
Nowadays, the use of digital images or videos as evidence in the fight against physical crime and cybercrime is a norm, which makes multimedia forensics crucial. Typically, multimedia forensics includes source camera verification and identification, source-oriented images classification, integrity verification, 5 forgery detection, authentication, etc. Source camera identification, as an important branch of multimedia forensics, is about answering the question: Which one of the many cameras has taken the image in question? This is actually a task of matching the camera fingerprint of an image in question to a set of reference fingerprints, each representing a different camera. The size of the reference 10 fingerprint set can be in the order of millions. How to deal with such a task more accurately and efficiently is the focus of this paper.
In order to link digital images to the source cameras, many techniques have been proposed in the last two decades. These techniques can be broadly divided into three categories. The simplest way is to use digital images' metadata that 15 contains the information of the source camera [1] . However, due to the wide prevalence and great user-friendliness of multimedia processing tools nowadays (e.g., Adobe Photoshop and IrfanView), metadata can be easily changed or removed by laymen. Therefore, metadata is no longer regarded as reliable for authentication purposes. Another possible way is to use the digital watermark, 20 which is a signature embedded in the image by a certain type of cameras [2] . This technique is useful in the cases of proving ownership of copyright. Yet it is only applicable to the cameras that have watermarking mechanism [2] . The third category of techniques rely on the intrinsic characteristics of digital cameras left in the captured images. Many traces left in the content by various hardware and 25 software components in the image acquisition pipeline can be exploited to link the image to its source camera. Good examples are sensor pattern noise (SPN) [3, 4, 5, 6, 7, 8] , lens aberrations [9] , colour filter array (CFA) interpolation artefacts [10] , JPEG compression [11] , and the combination of several intrinsic characteristics [12] . Among these modalities, SPN has been proved to be the stance, even if a sensor takes an image of an evenly lit scene, the resulting image will still exhibit slight changes in intensity between individual pixels [3] . Every image taken by the same sensor would exhibit the same SPN pattern, while two sensors, even made from the same silicon wafer, would exhibit uncorrelated patterns [3] . 40 The dimensionality of SPN is as large as that of the original image. As a result, not only each SPN needs a fairly large amount of space for storage, but memory access would also take considerable amount of time. Moreover, SPN matching involves vector operations and the complexity is proportional to the size of SPNs. Thus, with a large number of reference SPN in the database to be 45 matched, the complexity of matching process would become a critical concern.
In order to address the high complexity issue, many efforts [13, 14, 15, 16, 17, 18, 19] have been made in recent years. In [13] , Bayram et al. embeded reference SPNs in a binary search tree, where the leaf/internal node represents a reference/composite SPN. Based on this structure, the total number of SPN 50 matchings to be performed is substantially reduced. However, errors tend to increase significantly when a large number of reference SPNs are stored in a single binary tree. On the other hand, more methods reduce the computational complexity by compressing the SPN. In [14, 15] , the authors introduced a SPN digest technique for dimensionality reduction, which preserves the largest ele- which considerably reduces the storage requirements and speeds up loading of SPN into the memory. However, the binarization process inevitably degrades the matching accuracy due to information loss. In [17, 18] , Valsesia et al. reduced the dimensionality of SPN using random projection. However, since the 60 subspace is randomly selected, the obtained representation is unlikely to be
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optimal and tends to compromise the matching accuracy.
To alleviate the common limitation (i.e, reduced accuracy) of the aforementioned SPN compression methods [14, 15, 16, 17, 18] , in our previous work [20, 21] , we presented a feature extraction algorithm based on the concept of PCA 65 de-noising [22, 23] , and promising results were achieved on a small dataset.
However, this method is based on the assumption that the training set is well representative of the population so that an effective SPN feature extractor can be learned. Unfortunately, the noise residuals in the training set can be contaminated by many sources of interference, making the training set less rep-70 resentative. To learn a robust SPN feature extractor from the noisy training data, in this work, we further propose a training set construction procedure and provide its theoretical basis. We also provide more detailed discussion of the SPN feature extractors and treat it as a general post-processing framework on other SPN methods. It is evaluated in term of effectiveness and efficiency on 75 a much larger dataset. We also test this framework on some challenging cases, e.g., all the reference SPNs are extracted from images with significant scene details (a form of distortion to the SPN), which are scenarios barely considered by previous works.
The rest of this paper is organized as follows. Section 2 provides a brief 80 review on the three main steps of the SPN-based SCI system. In Section 3, we present the proposed training dataset construction procedure and the feature extraction method in details. In Section 4, the proposed source camera identification method is summarized, which is then followed by extensive experimental evaluations in Section 5. Section 6 concludes the work. Note that, in 85 this manuscript, we use bold upper-case letters to represent matrices, and bold lower-case letters to denote vectors.
Background
In order to decide whether a query image is taken by one of the cameras in a large dataset, three main steps are required, i.e., SPN extraction, reference SPN estimation and SPN matching. In this section, techniques for these three steps are briefly reviewed.
SPN Extraction
The most important step of the SPN-based SCI framework is to extract the 
In Eq. (1), I (0) is the noiseless sensor output and I (0) K represents the discriminative part of SPN, i.e., PRNU noise, which is a multiplicative noise and the signal of our interest. The matrix K is the PRNU multiplicative factor, where all the elements in it are typically close to 0. Θ is a combination of random noise, such as shot noise, read-out noise, and quantization noise. In order to extract the signal of interest I 
where X is the noise residual where the true SPN is present, Ξ is the sum of Θ and two additional noise terms introduced by the de-noising filter.
From Eq.
(2), one can see that the better a de-noising algorithm F is, the closer the de-noised versionÎ (0) is to the noiseless image I (0) , and thus the less 
Reference SPN Estimation
This step aims at estimating the reference SPN for a camera. Typically, the reference SPN, R, for a camera is estimated by averaging N (e.g., N 20) noise residuals extracted from flat-field/low-variation images (e.g., blue sky images) 125 taken by that camera, such as
Random noise presented in different images are different, while the true SPN components would be the same as long as these images are taken by the same camera. Therefore, the random noise components can be averaged out in R They also proposed two enhancing operations, namely zero-mean (ZM) and
Wiener filtering (WF) in the discrete Fourier transform (DFT) domain, to remove the artifacts caused by camera processing operations from the reference SPN. In [31] , Lin et al. argued that the true SPN is unlikely to be periodic 135 and should have a flat spectrum. Therefore, they proposed another reference enhancing method, namely spectrum equalization algorithm (SEA), to detect and suppress the peaks appearing in the DFT spectrum of the reference SPN so as to remove the periodic artifacts.
SPN Matching

140
Once both query SPN and reference SPN are obtained, the matching step can be performed. Such a task can be treated as a binary hypothesis test as follows H 0 : X = R i (the query image is not taken by the i-th camera), H 1 : X = R i (the query image is taken by the i-th camera).
Here a correlation-based detector is used to make the decision between H 0 and H 1 by comparing the correlation ρ(X, R i ) to a pre-calculated threshold τ . The detector accepts H 1 when ρ τ or H 0 when ρ < τ . The normalized crosscorrelation (NCC) is usually used to measure the similarity between the query noise residual X ∈ R M ×M and the reference SPN R ∈ R M ×M , which is defined
where X and R are the mean value of X and R, and · is the L 2 norm. Given 
Proposed SPN Feature Extraction and Enhancement
Generally speaking, high-dimensional SPNs not only incur a high computa-175 tional costs but also tend to contain more redundancy and interfering components. For simplicity, we write Eq. (2) as the sum of the true SPN and unwanted noise, i.e.,
where X (0) is the true SPN, and Ξ represents an additive mixture of unwanted interferences, which may include scene details and the artifacts introduced by 180 color interpolation, JPEG compression and other camera processing operations
[4]. The former can be scene-specific, while the latter can be shared among cameras of the same model or sensor design. Therefore they are non-unique, less discriminant and redundant. In order to improve the performance of SCI systems, one intuitive way is to suppress these artefacts Ξ.
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PCA [35] is a well-known unsupervised learning method, which minimizes the reconstruction error using a linear transformation, and can be used to learn compact representation of high-dimension data. This method has been widely used for the purpose of de-noising [22, 23] , dimensionality reduction [36] , feature extraction [37] , etc. Compared with data-independent dimensionality reduction 190 methods, such as random projection, the PCA projection matrix is learned based on a training data, and it generally has higher performance in classification tasks [38] . In this work, we attempt to find a PCA transformed domain, where the true SPN is well represented. Ideally, by projecting the extracted noise residuals onto this domain, a small set of coefficients that contain most of the representative 195 information of the true SPN can be extracted.
Training Set Construction
In order to identify such a transformed domain, a representative training set needs to be established in advance. PCA is to find an optimal transformed domain that better represents the primary signal shared among the training 200 samples. So if SPN appears as the most representative signal among the training samples, it would be better to represent it in the obtained domain. However, some contamination (e.g., scene details) can be more dominant than SPN in the noise residual (as shown in Fig. 1(b) ). Without removing these strong contaminations from the training set, the obtained domain is more likely to represent 205 these noisy components rather than the true SPN. To avoid this situation, we propose the following strategies to minimize the impact of the unwanted noise in the training set:
Training sample selection: To build the training set, if we have access to the cameras in the database, we give the priority to the noise residuals 210 extracted from flat-field images (e.g., blue sky). Such images are more similar to the evenly lit scene and contain less scene details so that these images can better exhibit the changes caused by SPN. However, in many real-world scenarios, the cameras in question may not be in the investigator's possession, making it impossible for the investigator to use the cameras to take 215 flat-field images. Instead only images with varying scene details taken by those cameras are available (e.g., from someone's Facebook account). In this case, our strategy is to suppress the impact of scene details through averaging. Considering the fact that scene details presented in different images are normally different, we can generate a smoother sample by averaging several 220 noise residuals of the images taken by the same camera. By repeating this process several times, we can finally generate a set of training samples, which are more representative.
We also model the afore-mentioned contamination-removal process based on Eq. (5). In this context, θ represents the scene details, whileX is the 225 sum of SPN and some non-unique artifacts (e.g., CFA pattern and JPEG blocky artifacts), which will not be suppressed by averaging in this stage.
Given that, for a camera with N reference images, each pixel's mean and variance in the reference SPN can be expressed as µ X =X + 1
.., N, respectively. For a camera, if we 230 repeat averaging the SPNs of a random subset of T out of the N reference images for L times, then according to Eq. (5) we will have
The new mean and variance for each pixel can be expressed as follows
A
In Eq. (8) in [31] , these artifacts cause peaks in the DFT magnitude spectrum, while the SPN appears as a flat spectrum without salient peaks. Therefore, by suppressing the peaks present in the DFT spectrum, these artifacts can be effectively suppressed and the quality of the true SPN in the noise residual can be thereby enhanced.
250
Assume there are n reference images {{I ij } N i=1 } c j=1 taken by c cameras {C j } c j=1 , each responsible for N images such that n = cN . According to the two afore-mentioned strategies for training sample selection and enhancement, we can summarize the proposed training set construction as follows:
pixels cropped from the center of the n reference images.
2) For each camera C j , randomly select T noise residuals from {X ij } N i=1 (belong to camera C j ) for averaging.
3) Detect and suppress the peaks of the averaged noise residual in the DFT magnitude specturm with SEA [31] . Then concatenate the 2D output into a
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column vector as a training sample x ij . Note that we use X ij to represent 2D noise residuals and x ij to represent their 1-d version.
4) Repeat the process in
Step 2) and 3) L times for each camera to form the
In
Step 2), we randomly select T images from each camera for averaging. As 265 discussed above, it is preferable to set T to a larger value so as to better attenuate the impact of scene details and random noise. However, since the CFA pattern and JPEG blocky artifacts are shared among the images taken by the camera, the averaging operation would also inevitably enhance these two artifacts in each training sample. However, the peaks caused by these artifacts are more distinct 270 in the DFT spectrum and they can be more easily and accurately detected.
Given that, setting T to a large value would also help SEA to achieve a more accurate peak detection in Step 3), which would consequently increase the effect of enhancement. More details about how the setting of T affects the performance is discussed in Section 5.2. 
where 
we can obtain A T Av k = λ k v k . By multiplying both sides by A, we get
where y (0) and Ξ y are the transformed versions of the SPN term and the noise term, respectively. Now the problem is recast as estimating y (0) from the noisy 290 y. Generally speaking, in a PCA transformed vector (i.e., y), most energy of the primary signal among the training set would concentrate on the first several elements of y, while the energy of the noise would be distributed in y much more evenly. Therefore, only retaining the first several elements of y while discarding the rest would preserve the energy of the signal of interest 295 and suppress the energy of the noise. Following this concept, the eigenvectors with the d largest eigenvalues are selected to form an SPN feature extractor
A lower dimensionality by
where y d is the compact representation of y. With the feature vector y d and SPN feature extractor M d pca , it is reasonable to assume that we can obtain 300 a reconstructed SPN in the spatial domain via the inverse PCA transform as follow
where x is an approximation of the original x. If our assumption is correct, noise Ξ y should be suppressed by the PCA-based SPN feature extractor. As a consequence, the reconstructed x should contain less noise and have a higher 305 signal-to-noise ratio (SNR) than the original noise residual x. To validate our assumption, we demonstrate the behaviour of our SPN feature extractor with a simple example. As shown in Fig. 1(b) , the scene details in Fig. 1(a) propagates through the Wiener filter into the noise residual. After performing the proposed SPN feature extraction and inverting the PCA transformation, the 310 artifacts caused by the scene details have been significantly suppressed in the reconstructed SPN, as shown in Fig. 1(c) . The effect of the proposed method
can also be quantitatively evaluated by comparing the Signal-to-Noise Ratio (SNR) of the true SPN, to the contaminated version ( Fig. 1(b) ) and to the reconstructed SPN (Fig. 1(c) ). First, the true SPN x (0) is estimated by averaging 315 50 noise residuals extracted from blue sky images. According to Eq. (5), the noise Ξ in the noise residual ( Fig. 1(b) ) and the reconstructed SPN ( Fig. 1(c) ) can be estimated by subtracting the true SPN x (0) from the observed data ( Fig.   1(b) and Fig. 1(c) ), respectively. Then, the SNR can be calculated according to 10 log 10
var(x (0) ) var(Ξ) . As expected, the reconstructed SPN has a much higher 320 average SNR (4.3 dB) than the original noise residual (-15.5 dB), which further validates our assumption.
SPN Feature Enhancement through LDA
In the task of SCI, the source cameras of the images in the database are usually known, which means the class label of each image is known. If this is 325 the case, by taking advantage of this prior knowledge, we can further extract a more discriminant feature by using a supervised learning method, i.e., linear discriminant analysis (LDA) [40, 41] . 
where S w is defined as 
where z is another compact version of the noise residual x; M e = M d pca M lda is the refined SPN extractor which is used for extracting z directly from the 335 original x. In most cases, c − 1 would be much smaller than d so that z would be more compact than y d .
Source camera identification
The camera identification process using the proposed compact features are summarized in Algorithm 1 and 2. We call the feature vectors y d and z produced 
Experiments
350
In this section, we carry out experiments on the Dresden image database
[42] to validate the feasibility of the proposed methods. First we evaluate and discuss some main parameters, which play key roles in the proposed methods.
Significant performance gain is achieved by using the proposed training construction process, which can suppress the unwanted noise. After that we plot 
7. Calculate the NCC value ρ(z q , z Cj ) between query z q and each reference z Cj using Eq. (4).
Accept
we also use our methods as a post-processing framework, and we also compare the dimensionality of different features under the same situation so as to evaluate the compactness of different types of features. Finally, the performance in 360 terms of computational efficiency of the proposed methods are reported.
Experimental Setup
In this work, images taken by 36 including 150 images with varying scene details (i.e., textured images) and 50 flat-field images. We consider two scenarios with different types of reference images (i.e., flat-field and textured), as shown in Table 2 . For each image, a blocks of 512 × 512 pixels cropped from the center is used in the experiments so as to avoid the vignetting effect [34] . For each image block, we extract the noise residuals from three color channels (i.e., red, green and blue channel) and combine them by using the following linear combination to form a grayscale version, such that
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where x R , x G and x B are the noise residuals extracted from the red, green and 375 blue channel, respectively.
In our experiments, the noise residuals extracted with the methods in [3] (Basic), [4] (MLE), [25] (BM3D) and [27] (PCAI8) are served as the original SPNs. SEA [31] is applied to enhance the reference SPNs and the training samples for PCA-SPN and LDA-SPN. The results are compared against the 380 SPN Digest of [15] . NCC defined in Eq. (4) is used to measure the similarity in the SCI tasks. 
Parameter Settings and Discussions
In this work, one of the most important parameters is the number of noise residuals (T in Eq (6)) used to estimate a training sample (also referred to as the 385 random subset size). As discussed in Section 3.1, we set T to a relatively large number (i.e., T → N , and N = 50 in this paper) so as to minimize the impact of scene details and random noise. Fig. 2 depicts the performance sensitivity (i.e., True Positive Rate (TPR) with the False Positive Rate (FPR) fixed at 10 −3 ) to T in the two SCI scenarios described in Table 2 . We can see that generally the 390 performance based on PCA-SPN from BM3D features is not very sensitive to the setting of T (i.e., its performance is stable in a wide range of value of T [20, 48] ).
It improves slightly with an increasing value of T , reaching the peaks for both the training set is not large enough to learn the effective feature representation [43] . Therefore, to minimize SPN distortion, we set T to 48 throughout the rest of the paper.
A C C E P T E D M A N U S C R I P T
405
It is also interesting to discuss d, the dimensionality of PCA-SPN in different cases. Clearly, we prefer d to be as small as possible without compromising the identification accuracy. d is determined by two main factors, namely the percentage of the total variance retained in Eq. (12) and the quality of the training set. As shown in Eq. (12), the value of d is affected by the percentage 410 of the total variance that we aims to preserve (i.e., 98% in this paper). The less percentage that is retained, the smaller value of d would be. Table 3 shows two types of reference images. In both flat-field and textured training sets, we 415 can see that the dimensionality d of PCA-SPNs decrease when T is larger. One reason is that, with a larger T , according to Eq. (8) we can see that the quality of the training set tend to be better (i.e., lower σ 2 X ), thus the energy of the true SPN is more concentrated in the transformed domain. As a result, the SPN feature extractor requires less leading eigenvectors to cover the 98% of the total 420 energy. Similarly, flat-field reference images (with training samples of higher quality) also tends to have a more compact representation than their textured counterpart, as shown in Table 3 . It is worth mentioning that d is insensitive to the size of original SPN. According to our experimental results, the PCA-SPN derived from large image blocks has a similar size to the one from small 425 image blocks. This observation indicates that the PCA-SPN is compressed more effectively when its original SPN is extracted from larger image blocks.
Distributions of Intra-class and Inter-class Correlations
We evaluate the effectiveness of different features in terms of the distribution of their inter/intra-class correlations. A great separation between intra-class and Table 2 ). Results are reported in Fig. 3 , from which we can see the means of the intra-class correlations are significantly increased by 435 using PCA-SPN and LDA-SPN, when compared with the results based on the original SPNs. Specifically, for the two SCI scenarios, the application of PCA increases the mean of the intra-class correlations from 0.046 to 0.564 for the flatfield references while from 0.033 to 0.412 when only given the textured images as reference. The means of the intra-class correlations can be further boosted 440 by using LDA-SPN owing to its supervised-learning nature, to 0.883 and 0.838, respectively in the two scenarios.
The increase in the mean of the intra-class correlations results in the rightward shift of the intra-class distribution, which widens the separation between the intra/inter-class similarity distributions. However, the variance of the inter-445 class correlations is also increased in the case of using PCA-SPNs and LDA-SPNs. For example, in the case with flat-field references, the inter-class variance for PCA-SPN and LDA-SPN are 7.8 × 10 −4 and 6.8 × 10 −3 , respectively, which are higher than that of the original SPNs, 5.4 × 10 −6 . However, the increase in variance are trivial when compared to the displacements of the means of the 450 intra-class correlations (i.e., 0.564 − 0.046 = 0.518 and 0.883 − 0.046 = 0.837) away from the inter-class mean. This suggests the benefits of applying PCA-SPN and LDA-SPN in the SCI tasks. This is clearly reconfirmed in Fig. 3, where the overlapping area between the intra-class and inter-class distributions of PCA-SPN and LDA-SPN are much smaller, making the two distributions 455 more separated (especially with LDA-SPN).
In addition, when using the original SPN (as shown in the first columns of Fig. 3) , the intra-class distribution has small peaks in the overlapping area, which is mainly due to the small negative correlation exhibited among the matching SPN pairs. These small correlations are probably caused by the strong the numbers of small negative intra-class correlations are significantly reduced.
As a result, the overlapping area decreases substantially, again reconfirming the merit of PCA-SPN and LDA-SPN. Moreover, since the separation is mainly 465 caused by the rightward shift of the intra-class distribution, which has a major influence on the False Rejection Rate (FRR). As such, PCA-SPNs and LDA-SPNs have particular advantage in the situations where low FRR is preferred.
Performance Comparison -Accuracy
We can use the afore-mention methods (i.e., training set construction and SPN extraction methods. For evaluation purpose, here we report the performance (in terms of ROC curves) of four popular methods, namely, Basic [3] , MLE [5] , BM3D [26] and PCAI8 [27] combined with and without the proposed post-processing method. Moreover, since our method aims to compress the size 475 of SPNs, we also present another SPN compression method (i.e., SPN Digest false positive rate P f p , respectively. Since the same number of images by each camera are use in our experiment, we can simply calculate the P tp and P f p for a threshold as follows
where c is the number of cameras; T is the number of query images from all cameras; D i tp and D i f p are the number of true positive decisions and false positive 495 decisions made for camera C i . By varying the detection threshold from the minimum to maximum value, we can obtain the overall ROC curve. In realworld forensic applications, it is often necessary to ensure a sufficiently low FPR. Therefore, we plot the horizontal axis of the overall ROC curve in the logarithmic scale. 500 Fig. 4 shows the overall ROC curves of different features based on the Basic SPN extraction method [3] in the two SCI scenarios described in Table 2, when different SPN extraction methods (i.e., MLE, BM3D and PCIA) are used respectively.
Performance Comparison -Compactness
In this section, we compare the compactness of different types of features.
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The dimensionality of SPN Digest is determined by k/m. Therefore, in the case of using the image block of 512 × 512 pixels, the size of SPN Digest-10% and -20% are 26, 215 and 52, 429, respectively. As listed in query noise residuals. The third factor is the computational cost for calculating the similarity between the 18, 000 query samples and the 180 references, which is referred to as "Matching". The overall computational cost is presented as "Total".
As shown in Table 5 , PCA-SPN needs a very small space to store its 180 reference vectors (0.43 MB) but a relatively huge space for the feature extractor (621.21 MB). With such a large 565 amount of data in total, it is not surprising to see PCA-SPN incurs the highest computational cost in terms of I/O operations. LDA-SPN also needs to load a feature extractor (M lda ), but its size is only m × (c − 1) so that the space it occupies is much smaller than that of PCA-SPN, which is 44.80 MB. Moreover, since the size of LDA-SPN is only c−1, its storage overhead for the 180 reference 570 vectors (0.03 MB) is the lightest among all the features. In this experimental setting, the total storage requirement of LDA-SPN (44.83 MB) is just slightly lower than that of the original SPN (45.05 MB), but this margin will grow in a linear manner w.r.t. the increasing number of cameras. SPN Digest requires the smallest storage among these 4 types of features.
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As mentioned earlier, the digest of a normal-sized reference SPN consists of not only the k top largest elements but also the corresponding location information of these k elements. This location information will be used to extract query digests from the query SPNs so that the location information of each reference digest can be also treated as a feature extractor. Therefore, when using SPN Table 4 ).
As mentioned in [44] , the process of matching a query feature with all the Bear in mind, these above-mentioned post-processing methods would also incur an extra computational cost in the training process or the process of estimating the optimal SPN digest. However, compared to the processes that have to be conducted on-line (i.e., the processes listed in Table 4 ), PCA/LDA 600 training or SPN Digest estimation can be performed off-line, and there is no need to re-run these processes as long as the population of database does not change. Moreover, the efficiency of the off-line operations of an SCI system is generally less important when it is compared to the identification accuracy or the on-line matching efficiency. Therefore, the computational cost of the off-line 605 operations, i.e., PCA/LDA training and SPN Digest estimation, are not counted in this experiment.
Conclusion
In this paper, we introduced and evaluated the concept of PCA de-noising in the SCI task. Based on this concept, an effective framework for de-noising
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construction method that minimizes the impact of interfering artifacts, which plays an important role in learning the SPN feature extractor that is insensitive to various unwanted noise. Both theoretical derivations and experimental results suggest that our methods can be used as a general post-processing framework 615 for effective and efficient source camera identification. It is worth mentioning that the proposed framework also achieves very competitive performance in the challenging tasks when only textured references are available, which is usually the case in real-world applications. However, so far we focus on the case that the reference SPNs of all the cameras in question are included in the training 620 set, while in real-world forensic applications, reference SPNs of new cameras will continuously be added to the database. In this case, the proposed system needs to re-perform the training process with the new cameras or reference SPNs of the cameras involved so as to maintain the identification accuracy. A new line for future research is to develop a new methodology that can progressively 625 update the previously trained SPN feature extractor to accommodate the newly received reference SPNs without having to re-train the entire expanded set.
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