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ABsTRACr The solutions to a general class of axon partial differential equations
proposed by FitzHugh which includes the Hodgkin-Huxley equations are studied.
It is shown that solutions to the partial differential equations are exactly the solutions
to a related set of integral equations. An iterative procedure for constructing the so-
lutions based on standard methods for ordinary differential equations is given and
each set of initial values is shown to lead to a unique solution. Continuous depend-
ence of the solutions on the initial values is established and solutions with initial
values in a restricted (physiological) range are shown to remain in that range for all
time. The iterative procedure is not suggested as the basis for numerical integration.
I. INTRODUCTION
Hodgkin and Huxley in reference 1 postulated that transmembrane voltage V(x, t)
and other state variables m(x, t), h(x, t), and n(x, t) governing specific ionic con-
ductances in the giant axon of the squid should be solutions of the following system
of partial differential equations
a = gNamh( VNa - V) + gKn4(VK - V) + gL(VL - V),Ot Ox2 a
Om mo-m
at Tm
Oh hZ-h
Here the independent variables x (distance along the axon) and t (time) are given
in units of the respective length and time constants for the axon in order to eliminate
the constant coefficients multiplying the partial derivatives of V in reference 1. The
other letters occurring in equations 1 designate empirically determined constants and
infinitely differentiable functions of the voltage V as listed in the following.
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Constants
gN& = maximum sodium conductance.
gK = maximum potassium conductance.
gL = conductance of remaining (leakage) ions.
VNa = sodium equilibrium potential.
V, = potassium equilibrium potential.
VL = equilibrium potential of remaining (leakage) ions.
Functions of V
mm = steady-state value of m at voltage V.
ho = steady-state value of h at voltage V.
n. = steady-state value of n at voltage V.
Tm = relaxation time of m at voltage V.
Th = relaxation time of h at voltage V.
,r. = relaxation time of n at voltage V.
The constants gNa, X g}, and gL are positive while the given functions of V satisfy the
restrictions
O < m. (V), h. (V), nm(V) < 1
O < Tm(V), 'rh(V), rn(V) (2)
for all values of V.
Hodgkin and Huxley examined those solutions of equations 1 with each of the
unknown functions in the form of an unmodulated wave traveling with constant
velocity I down the axon so that 1(02V/Ox2) = C2V/at2. This yields a system of ordi-
nary differential equations on substitution into equations 1. In references 2-4, the
numerical integration of these ordinary differential equations by digital computer
was given and in references 5 and 6 numerical integration by digital computer was
reported for the system of partial differential equations 1 without restrictions on the
wave form.
In this paper we study directly all solutions of a general class of systems of partial
differential equations proposed by FitzHugh (7) which includes the Hodgkin-Huxley
equations 1 as well as the systems of equations of FitzHugh (8) and Rail (9). We
consider equations of the form
av_ a2v Zv 1 v,w)
at Ox2 =f(V,WI,.. ,Wn)
atwt Vt w,x)tetnv n forrtj =1, 2,W *., n, a 3sa
with V(t, x) the transmembrane voltage and WVl(x, t), - - *, Wn(x, t) auxillary state
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variables. Again x and t are given in units of the respective length and time constants
for the axon.
The differential operator (,/Ot) - (62/ax2) appearing on the left side of the first
equation in equations 3 is that occurring in the diffusion or heat equation. This
differential operator may be inverted by using the fundamental solution
F(x, y, t) = It e-(X-y)214t ( 4 )
for the diffusion equation. The differential operator a/lt in the remaining equations
is inverted simply by integrating in time. This yields a system of integral equations
equivalent to the initial value problem for equations 3 which may be solved by an
iterative procedure modeled on Picard's method for solving the initial value problem
for an ordinary differential equation.
We show that for arbitrary bounded initial values there exists a unique solution of
equations 3 which may be constructed by iteration. This solution is defined for all
t > 0 and is continuously dependent on the initial values. Under additional assump-
tions met by equations 1 it is shown that a solution with initial values in a restricted
(physiological) range has values which remain in this range for all t > 0.
Section II deals with the fundamental solution to the diffusion equation. This
fundamental solution is used in section III to derive a system of integral equations
equivalent to equations 3 and in section IV an iteration procedure based on these
integral equations is developed and proof of the convergence of this procedure to a
solution to equations 3 is given. In section V a theorem on the continuous depend-
ence of the solutions to equations 3 on the initial values is given and in section VI
this result is used in showing that under added assumptions, satisfied by the Hodgkin-
Huxley equation and others, solutions with initial values in a certain region have
values in this region for all time. In the final section some concluding remarks are
made.
II. THE FUNDAMENTAL SOLUTION TO THE DIFFUSION
EQUATION
The function F(x, y, t) given in equation 4 satisfies the diffusion equation with no
source term
(a_ dKzF(x,y,t) = O, 5Sait ax2,~
for each y and for t > 0 and has the property that
F(x,y,t) > 0 for all x, y and for all t >0; (6)
and that
F(x, y, t) dy = 1 for all x and all t > 0. (7)
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More general solutions to the diffusion equation can be constructed using F.
For a(x), a bounded continuous function, the function
co
A (x, t) = f F(x, y, t)a(y) dy (8)
00
is infinitely differentiable and satisfies
faa2
a(td-_ i8A(x, t) = O 9
for t > 0 and all x with
lim A(x, t) = a(x)
t > (10)
for all x. For b(x, t) bounded and continuous and for all x and 0 < t < T the func-
tion
rt r0
B(x, t) = f F(x,y, t - s)b(y, s)dy ds (11)
o00
is continuous and (OB/Ox) (x, t) exists and is continuous for all x and 0 < t < T. If
(ab/lx) (x, t) exists and is continuous for all x and 0 < t < T, then (aB/Ot) (x, t) and
(02B/0x2) (x, t) exist, and B(x, t) satisfies
( a-_ ad 2) B(x, t) =b(x, t) (12)
for all x and 0 < t < T with
lim B(x, t) = 0.
t
t > O (13)
We now state proposition 1.
Proposition I
Suppose that a(x), b(x, t), (Ob/Ox)(x, t) are bounded and continuous for 0 < t < T
and all x. Then the unique bounded solution to
adt a)u(x, t) = b(x, t) (14)
with
lim u(x, t) = a(x)
t ---->(0
t > O (15)
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is given for 0 < t < T by the formula
u(x, t) = FF(x, y, t)a(y) dy + X F(x, y, t - s)b(y, s)dy ds. (16)
Go 00
The solution u(x, t) is continuous for 0 < t < T; (au/at) (x, t) and (a2u/ax2)(x, t)
are continuous for 0 < t < T.
If the initial function a(x) has a continuous bounded derivative then (au/ax) (x, t)
exists and is continuous for 0 < t < T.
This standard material is found in reference 1.
III. THE SYSTEM OF INTEGRAL EQUATIONS
To simplify the discussion we will assume throughout most of this paper that n = 1
in equations 3. The reader can easily modify the discussion to treat the case of arbi-
trary positive integers n. Also we will write W for WI and g for g1 so that the initial
value problem for equations 3 takes the form
Vt(x, t) =f(V(x, t), W(x, t)), for 0 < t < T,
-W(x, t) = g(V(x, t), W(x, t)), for 0 < t < T,ait
V(x, 0) = o(X),
W(x, 0) = 4d'(x). (17)
We now show that the solutions to equations 17 are exactly' the solutions to a sys-
tem of integral equations.
Theorem 1
Suppose thatf(V, W) and g(V, W) have continuous bounded partial derivatives for
all V and W and that the initial values so(x) and 46(x) and (ag(/ax) (x) and (a ,/ax) (x)
are continuous and bounded for all x. Then V(x, t) and W(x, t) are solutions ofequa-
tions 17 with V, W, aV/ax and aW/ax bounded for 0 < t < T and with aV/at and
a2V/ax2 continuous for 0 < t < T if and only if V(x, t) and W(x, t) are bounded
and continuous for 0 < t < T and are solutions of the system of integral equations
V(x, t) = F(x, y, t)jo(y) dy + f f F(x, y, t - s)f( V(y, s),
00 oX~~~~~~~~~~~0
W(y,s))dyds, (18a)
WtW(x, t) = A(x + Jg(V(x, s), W(x, s)) ds. (18 b)
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Proof. If V and W are solutions of equations 17 with the properties stated,
thenf(V(x, t), W(x, t)) and g(V(x, t), W(x, t)) and their x derivatives are continuous
and bounded for 0 < t < T and all x so that an application of equation 16 to the
first equation in equations 17 yields equation 18 a and integration of the second
equation in equations 17 from 0 to t yields equation 18 b.
Now suppose that V and W are bounded continuous solutions of equations 18 a
and b. The existence and continuity of (0WIOt)(x, t) as well as the validity of the
second of equations 17 follow from the fundamental theorem of calculus. The fourth
equation in equations 17 is immediate.
The x derivative of the first integral in equation 18 a is given by
LF(x, y, t) dy() dy
and is therefore continuous and bounded for 0 < t < T, and by the remark after
equation 11, the x-derivative of the second integral in equation 18 a is continuous
and bounded for 0 < t < T.
We now consider equation 18 b as an ordinary differential equation in t for the
function W(x, t) with x as a parameter. Because the initial value 4l(x) and the in-
homogenous term g(V(x, t), W) in this equation have continuous and bounded first
partial derivatives with respect to the parameter x, the solution W(x, t) also has a
continuous and bounded x-derivative for 0 < t < T. (See reference 11.)
Finally because we now have that f(V(x, t), W(x, t)) has a continuous
and bounded x-derivative for 0 < t < T, we can apply proposition 1 to conclude
that (OV/Ot) (x, t) and (C2 Vl/x2) (x, t) are continuous for 0 < t < T and that the first
and third of equations 17 are satisfied.
IV. THE ITERATION PROCEDURE
To obtain solutions to equations 18 a and b with initial valuess, A, we set
Vo(x, t) = (p(x) and W((x, t) = #I(x) for 0 < t < T and all x.
Once Vj(x, t) and W,(x, t) have been defined for j > 0 we set
V,+l(x, 0) = So(x), Wj+i(x, 0) = 40)
and
Vj+l (x, t) - F(x, y, t)p(y) dy
00
+ f| f F(x, y, t -s)f( Vj(y, s), Wj(y, s) ) dy ds, (19 a)W 00
Wj+, (x, t) = (x) + g(Vi(x, s), Wy(x, s), ds (19 b)
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for t > 0. The resulting sequences of functions I Vj(x, t) I and { Wj(x, t) I are defined
and continuous for 0 < t < T and all x. We will show that these sequences converge
uniformly to a solution of equations 18 a and b.
Since so and yp are bounded by hypothesis and F(x, y, t) has integral 1
over - o < y< + oc for each t > 0, it follows by induction that each of the func-
tions V, and Wj is bounded.
Let p1(t) be the least upper bound for all x of
Vj(x, t) - vjl(x) 1) + W,(x, t) - Wjl(xy t)
for 0 < t < T and let L be an upper bound for
|i(a(V, W) |, | (8(VI )| |dW) |,(V W) 8 (VI W)|aiv ' 'w ' 'ov ' 'w
for all V and W. Then by the mean value theorem of calculus
If(Vj(x, t), WA(x, t)) - f(Vj_(x, t), Wjl(x, t)) < Lpj(t) (20)
and
g(Vj(x, t), Wj(x, t))- g(Vj_l(x, t), Wjl(xy t)) < Lpj(t). (21 )
Therefore equations 19 a and b yield
Vj+, (x, t) - Vj(x, t) < f f F(x, y, t - s)Lpj(s) dy ds
o00
t
L pj(s) ds for all x and for 0 < t < T (22)
and
Wj+1(X, t) - Wj(x, t)
<L p(s)ds forall x andfor 0< t< T. (23)
On adding equations 22 and 23 we obtain
t
pj+i(t) < 2Lf pj(s) ds for 0 < t < T and j= 1, 2,.* *. (24)
IfK is then a bound on pi(t) for 0 < I < T we have
Pil(t) < K, p2(t) < K2L,MY ..- pj ) < K(2Lt)j *-. (25)
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Thus
Epp(t) < E K (2Lt) = Ke2Ltj-1 ~ j=1 (I + 1)!
and the sequences I VjA and I WjA converge uniformly to limit functions V(x, t) and
W(x, t). Moreover by equations 20 and 21 the limit functions satisfy the integral
equations 18 a and b.
The solution is unique, for suppose that 8(x, t), tW(x, t) is also a continuous
bounded solution with initial values sp(x) and .,i(x), respectively. Then if p(l) is the
least upper bound for all x of I V(x, t) - P(x, t) + W(x, t) - W(x, 1) calcula-
tions similar to those leading to equations 24 and 25 show that
p(t) < L2 p(s) ds
and thus p(t) < (2LT)/j! for 0 < t < T and all j < 1. This shows that p(t) is zero
and hence that V = P and W = W.
We state these results as the main theorem.
Theorem 2
The sequence (Vm(x, t), Wm(x, t)) converges uniformly to a solution (V(x, t),
W(x, t)), of equation 17 and of equations 18 a and b for all x and for 0 < t < T.
The solution is the unique solution with V(x, 0) = so(x) and W(x, 0) = ,6(x) for
all x.
We remark here that this method would share all the disadvantages of Picard's
method (for ordinary differential equations) if used as the basis for numerical in-
tegration.
V. CONTINUOUS DEPENDENCE ON INITIAL VALUES
The following theorem shows that two solutions of equations 3 remain close over a
finite interval for bounded time provided the initial conditions are sufficiently close
over a sufficiently large finite interval. We will apply this result in the next section of
the paper.
Theorem 3
Let I be an arbitrary finite interval and M, e, T arbitrary positive constants. There is a
finite interval J and a a > 0 such that solutions (V(x, t), W(x, t)) and (P(x, t),
W(x, t)) of equations 3 will satisfy
I V(x, t) - P(x, t) I, I W(x, t) - W(x, t) < e for x in I, 0 < t < T (26)
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provided
V(x, 0) - P(x, 0)1, W(x, 0) - J'(x, 0) 6 for x in J (27)
and
V(x, 0)1, IW(x, 0)1, IP(x, 0)1, IV(xj 0) < M for all x. (28)
Proof. Since V, W, P, and i' are uniform limits of sequences {Vm},
Wm.), tmFJ, and { ImV} constructed by the iteration procedure defined by equations
19 a and b and since the rate of convergence depends only on L and M, there is an
integerm such that V(x, t)- V(X, t) 1, W(x, t) - Wm(X, t) 1I 1(x, t) - m(X, 1) 1,
and W(x, t) - Wm,(x, t) are less than e/3 for 0 < t < T and all x. Therefore it
suffices to show that there exist 6 > 0 and J such that equation 27 implies Vm(x, t) -
Pfm(xl t) < e/3, Wn(x, t) - IV..(x, t) < c-/3 for x in I and O < t < T. Set I. I
and 6m = e/3. Define 6, = bj+l/(l + 2M + 2LT + 2LPT) for 0 < j < m- 1
where P is a bound on all iterates of equation 19 a and b for all x and 0 < t < T
with initial conditions bounded by M.
Choose aj(O < j< m) such that
2_I e-t dt < aj
and define intervals rn-I, Imn-2 * Io by requiring that Ij be the interval Ij+1 ex-
panded by aj in each direction. Set 6 = 6S and J = Io. Repeated application of the
following lemma completes the proof of the theorem.
Lemma 2
If I Vk(x, t) - FP(X, t) j, Wk(x, t) - JTj(X, t) < 6k for x in Ik, then Vk+i(x, t) -
Pk+1(X, t) |, Wk+1(X, t) - k+1(X, t) < 6k+j for x inIk+l
Proof. Let Ik consist of all x not in Ik ; then we have
Vk+i(x, t) - P,±1(X, t)
=-|L ( Vk(y, 0) - Pk(y, 0))F(x, y, t) dy + f f (f(Vk(y, s), Wk(y, s)
-f (P'k(y, s), Wk(y, s)))F(x, y, t - s) dy ds < fk F(x, y, t) dy
+ 2M F(x, y, t) dy + 2L6k ]'F(x, y, t - s) dy ds
+ 2LPf f(x,y, t-s) dy ds.
O kc
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Now
2 rco 2 co
f F(x, y, t) dy = v-I e`2 dz < e-&Z dz
so that if x is in Ik+l we have
Vk+l(x, t) - tfk+l(x, t) | . 5k + 2M5k + 2L5kT + 2LPTSk (30)
as desired. The corresponding statement for Wk+l(x, t) - Wk+1(x, t) follows im-
mediately from equation 19 a.
VI. SOLUTIONS IN A PHYSIOLOGICAL REGION
We say that a region D of n-dimensional space and constants E1< E2 define a physio-
logical region if for all (Wa, ***, W') in D we havef(El, W1, ** *, W') > 0 and
f(E2, W', *., W'0) < 0 and also that the vector (gl(V, W', **, Wa), ...,
g"(V, W ***, W')) for (W1, * W**,Wn) on the boundary of D is not zero and points
into D for all E1 < V < E2. Under this assumption the solutions to dWi/dt =
g'(V, W, ... , W), i = 1, - - *, n never leave the region D if E1< V < E2 .
In the Hodgkin-Huxley equations we take for D the region 0< m, n, h < 1 and for
E£ and E2 the minimum and maximum of VK , NN. , VL , respectively.
Theorem 4
Given the above conditions for a region D in n-dimensional space and constants
E1 < E2, a solution to equations 3 with E1 < V(x, 0) < E2 and (W'(x, 0), ***,
Wn(x, 0)) in D for all x has E1< V(x, t) < E2 and (W1(x, t), ***, Wn(x, t)) in D for
all t > 0 and all x.
Proof. We first assume that the initial conditions are periodic with period
R so that V(x, 0) = V(x + R, 0) and W'(x, 0) = Wi(x + R, 0), i = 1, ..., n.
Since the solution is unique we must have V(x, t) = V(x + R, t) and Wi(x, t) -
Wi(x + R, t), i = 1, ... , n for all t > 0. Let to be the greatest lower bound of those
t such that V(x, t) . El or V(x, t) 2 E2 for some x. V(x, t) is continuous. Therefore
if to is finite either the greatest lower bound of V(x, to) for all x is equal to El or the
least upper bound of V(x, to) for all x is equal to E2 and since V(x, to) is periodic in x
there exists xo such that either V(to, x0) = El or V(to, xo) = E2. Because El <
V(x, t) < E2 for 0 < t < to and by the condition on the region D we have that
(W'(x, t), ..., W"(x, t)) isinDforallxandfor0 < t < to. If V(xo, to)= E2,
then xo is a maximum of V(x, to), so that 02V/0x2 < and (by equations 3 and the
assumption ofj) aV/lt 0, contradicting the inequality El < V(x, t) < E2 for 0 <
t < to. By a similar argument the equation V(xo, to) = El leads to a contradiction.
Therefore to is infinite.
Consider an arbitrary solution V(x, t), W(x, t), ... , W6(x, t) with initial values in
JOHN EVANS AND NORMAN SHENK Solutions to Axon Equations 1099
the physiological range. There can be no (xo, to) with V(xo, to) > E2 or V(xo, t0) <
E1 because by theorem 3, V can be approximated arbitrarily closely at (xo, to) by a
P arising from periodic initial conditions in the physiological range and we have
seen that such a P7 must satisfy El < P(xo, to) < E2 . Consequently (W(x, t), ***,
W`(x, t)) is in D for t> 0 and all x. A repetition of the previous argument shows that
Vcan never equal El or E2 without violating equations 3.
VII. CONCLUDING REMARKS
The method of iterative construction given above can be applied to equations of
the form
av
a(xI t) a-2 b(x, t) ao ff(x t, VI Wv Wn)Tt a~x2 Olx
a= g(x, t, V, W1, * *, Wn), i = 1, ... , n (31)
provided the fundamental solution to
av a2v av
a(x,t) -b(x,t) =OWt- Ox2 Olx
has the relevant properties given in proposition 1 and provided there is a constant
L such that
(x, t, V, W,I*-*., Wn) -f(x, t, V,) WI) *-*..)
< L(j V-VI + W- WT + + W- Wn I)
for all x and for 0 < t < T with a similar inequality holding for gi, 1 < i < n. Thus
nonuniform dynamics and cable properties can be treated. Extension of this method
to branching systems with boundary conditions is also possible.
The condition that the partial derivatives off and gi, i = 1, * , n in equations 3
be bounded for all V, W', - * *, W' may not be satisfied. If a physiological range (as
defined) can be found on which this condition is satisfied, thenf, gi, 1 < i < n can
be modified outside the physiological range so that the condition is met for all V,
F, * - *, W". By theorem 4 it then follows that solutions of the modified system with
initial values in the physiological range will satisfy the unmodified system of equa-
tions. Such a modification is needed for the Hodgkin-Huxley equations, for the
equations of FitzHugh and for those of Rall.
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