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ФИЛЬТРАЦИЯ СИГНАЛОВ В СТОХАСТИЧЕСКИХ СИСТЕМАХ 
ДИФФУЗИОННО-СКАЧКООБРАЗНОГО ТИПА 




В статье развиваются методы сведения задачи оптимальной нелинейной фильтрации в стохастических 
системах диффузионно-скачкообразного типа к задаче анализа вспомогательной стохастической системы, 
траектории которой могут получать случайные приращения, разветвляться и обрываться в случайные моменты 
времени. Ранее соответствующие методы и алгоритмы были предложены и апробированы для стохастических 
систем диффузионного типа. 
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Ранее в работах [5], [6] были предложены новые методы и алгоритмы решения задачи 
оптимальной фильтрации сигналов в нелинейных стохастических системах диффузионного 
типа, т.е. в системах, модели объекта наблюдения и измерителя для которых описываются с 
помощью стохастических дифференциальных уравнений. Предложенные методы и алгоритмы 
базируются на общности структуры уравнений оптимальной нелинейной фильтрации для 
ненормированной апостериорной плотности вероятности вектора состояния объекта 
наблюдения, а именно уравнений типа Дункана–Мортенсена–Закаи при фиксированных 
измерениях, и обобщенного уравнения Фоккера–Планка–Колмогорова, включающего 
дополнительные слагаемые – функции поглощения и восстановления [1], [3], [4]. 
Один из основных результатов работ [5], [6] – это обоснование того, что задачу 
оптимальной фильтрации сигналов можно свести к задаче статистического анализа 
вспомогательной стохастической системы со случайными обрывами и ветвлениями траекторий, 
решение которой можно получить методом статистических испытаний или методом Монте-
Карло. Есть два варианта подобных методов получения оптимальной оценки вектора состояния 
по результатам измерений: первый основан на классическом, а второй – на робастном уравнении 
Дункана–Мортенсена–Закаи. Оба варианта методов апробированы на решении модельных задач, 
они имеют свои достоинства и недостатки, в некотором смысле дополняя друг друга. 
Для стохастических систем диффузионно-скачкообразного типа, когда модель объекта 
наблюдения описывается стохастическим дифференциальным уравнением с пуассоновской 
составляющей, можно применить аналогичный подход. Каким образом сводить задачу 
оптимальной фильтрации к задаче анализа вспомогательной стохастической системы с обрывами, 
разрывами и ветвлениями траекторий, беря за основу классическое уравнение Дункана–
Мортенсена–Закаи, было показано в работе [8]. В настоящей работе предлагается перейти к 
задаче анализа вспомогательной стохастической системы на базе робастного уравнения Дункана–
Мортенсена–Закаи. Причем, как и ранее [8], разрывы траекторий для вспомогательной 
стохастической системы обусловлены исходной постановкой задачи, однако параметры разрывов 
меняются и нарушается «баланс» между поглощением и восстановлением траекторий. Эти 
параметры, а также вероятностные характеристики распределения интервалов времени между 
ветвлениями и до обрыва зависят от текущих измерений оцениваемого вектора состояния. 
1 Работа выполнена при финансовой поддержке РФФИ (проект № 13-08-00323-а). 
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Актуальность этой работы обусловлена большим числом прикладных задач в 
радиотехнике, навигации, управлении движущимися объектами, требующих эффективных 
методов и алгоритмов оценивания параметров в реальных системах по результатам косвенных 
измерений на фоне помех. 
 
1. ПОСТАНОВКА ЗАДАЧИ 
 
Как и в [8], будем рассматривать модель объекта наблюдения, описываемую 
стохастическим дифференциальным уравнением Ито с пуассоновской составляющей: 
 
 0 0( ) ( , ( )) ( , ( )) ( ) ( ), ( ) ,dX t f t X t dt t X t dW t dQ t X t X= +σ + =  (1) 
 
где nX R∈  – вектор состояния; t T∈ , 0 1[ , ]T t t=  – отрезок времени функционирования системы; 
( , ) :f t x  n nT R R× →  – вектор-функция 1n× , ( , ) :t xσ  n snRT R ×× →  – матричная функция n s× ; 
( )W t  – s -мерный стандартный винеровский процесс, не зависящий от начального состояния 
0X , которое определяется плотностью вероятности 0 ( )xϕ . Далее, ( )Q t  – общий пуассоновский 










= ∆∑  
 
В правой части последнего равенства ( )P t  – пуассоновский процесс, k∆  – независимые 
случайные векторы из nR , распределение которых задано плотностью вероятности ( , )kψ τ ∆ , 
т.е. вектор состояния X  получает случайные приращения в моменты времени 21, ,... Tτ τ ∈ , 
образующие пуассоновский поток событий: 
 
 ( ) ( 0) .k k kX Xτ = τ − + ∆  (2) 
 
Если величина приращения зависит от вектора состояния, то используется 
условная плотность вероятности ( , | )kψ τ ∆ ξ , характеризующая распределение k∆  при 
условии ( 0)kX τ − = ξ . В частном случае ( , | ) ( , )k kψ τ ∆ ξ = ψ τ ∆ . Наряду с ( , | )kψ τ ∆ ξ  введем 
плотность вероятности ( , | )k xη τ ξ , характеризующую распределение ( )kX τ  при условии 
( 0)kX τ − = ξ . 
Пуассоновский поток событий и, следовательно, моменты времени 21, ,...τ τ , 
а также пуассоновский процесс ( )P t  определяются интенсивностью ( , )t xλ , т.е. 
условная вероятность события (2) при ( )X t x=  на промежутке [ , ]t t t+ ∆  задается 
равенством 
 
P( , ) Pr( ( ) ( ) 1| ( ) ) ( , ) ( ).t t t P t t P t X t x t x t o t+ ∆ = + ∆ − = = = λ ∆ + ∆  
 
Модель измерительной системы проще, чем в [8], а именно здесь, как и в [6], будем 
рассматривать стационарную модель: 
 
 0 0( ) ( ( )) ( ), ( ) 0,dY t c X t dt dV t Y t Y= + = =  (3) 
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или 
 ( ) ( ( )) ( ),Z t c X t N t= +  (4) 
 
где , mY Z R∈  – векторы измерений; ( ) :c x  n mR R→  – вектор-функция 1m× , ( )V t  – m -мерный 
стандартный винеровский процесс, не зависящий от ( )W t  и от начального состояния 0X , ( )N t  – m -
мерный стандартный гауссовский белый шум. Отметим, что стационарность модели (3) или (4) не 
имеет принципиального значения, но позволяет записывать многие соотношения более компактно. 
Задача оптимальной фильтрации состоит в нахождении оценки ˆ ( )X t  траектории случайного 
процесса ( )X t  по результатам измерений 0 0{ ( ), [ , )}
tY Y t t= τ τ∈  или 0 0{ ( ), [ , )}
tZ Z t t= τ τ∈  в 
соответствии с заданным критерием оптимальности. Далее при записи соотношений будут 
использованы измерения ( )Y t  или ( )Z t  в зависимости от удобства. Задачу оптимальной 
фильтрации можно рассматривать шире: как нахождение апостериорной плотности вероятности 
0( , | )
tp t x Y  вектора состояния X . 
При использовании критерия минимума среднеквадратической ошибки оценивания 
имеем [10]: 
 
 0 0ˆ ( ) M ( ) | ( , | ) .n
t
R
tX t X t Y xp t x Y dx = =  ∫  (5) 
 
2. УРАВНЕНИЯ ДЛЯ НЕНОРМИРОВАННЫХ АПОСТЕРИОРНЫХ ПЛОТНОСТЕЙ ВЕРОЯТНОСТИ 
 
Приведем уравнение Дункана–Мортенсена–Закаи [3], [4], [10] для ненормированной 
апостериорной плотности вероятности 0( , | )
tt x Yϕ , которая связана с функцией 0( , | )
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t x Yp t x Y






и воспользуемся некоторыми результатами, полученными в [8]. 
Уравнение Дункана–Мортенсена–Закаи относится к классу стохастических 
дифференциальных уравнений в частных производных. Используя форму Стратоновича и 







( , | ) ( , | ) ( , ) ( , | ) ( , ) ( , | ) ( , | )







t x Y t x Y t x t x Y t t x t Y d
t






= ϕ −λ ϕ + λ ξ η ξ ϕ ξ ξ +
∂
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Уравнение (8) по структуре соответствует обобщенному уравнению Фоккера–Планка–
Колмогорова, при этом функции ( ( ), ( ))X t Z t−µ  и ( ( ), ( ))X t Z t+µ  – интенсивности обрывов и 
ветвлений траекторий случайного процесса ( )X t , а произведения 0( ), ( ) ( , | )
tx Z t t x Y−µ ϕ  и 
0( ), ( ) ( , | )
tx Z t t x Y+µ ϕ  – функции поглощения и восстановления соответственно [1]. 
Следовательно, условные вероятности обрывов и ветвлений при ( )X t x=  и ( )Z t z=  на 
промежутке [ , ]t t t+ ∆  определяются равенствами: 
 
P ( , ) ( , ) ( ), P ( , ) ( , ) ( ).t t t x z t o t t t t x z t o t− − + ++ ∆ = µ ∆ + ∆ + ∆ = µ ∆ + ∆  
 
Таким образом, функции 0( , | )
tp t x Y  и 0( , | )
tt x Yϕ  характеризуют распределение вектора 
X  – состояния объекта наблюдения, описываемого уравнением (1), – с учетом того, что 
траектории случайного процесса ( )X t  получают случайные приращения, ветвятся или 
обрываются. Напомним [8], что перечисленные события образуют неоднородные 
пуассоновские потоки с известными интенсивностями, при ветвлении в фиксированный 
момент времени может появиться только одна новая ветвь, при обрыве прекращается 
моделирование только одной ветви. Для удобства моделирования, как и в случае систем 
диффузионного типа [5; 6], каждая из новых ветвей должна рассматриваться как 
самостоятельная траектория. 
Однако, как и для систем диффузионного типа, уравнение Дункана–Мортенсена–Закаи 
содержит множитель типа белого шума – случайный процесс ( )N t , наличие которого 
усложняет его решение с помощью метода статистических испытаний. Основная 
сложность состоит в том, что ( )N t  входит в интенсивности обрывов и ветвлений 
траекторий случайного процесса ( )X t , делая их, вообще говоря, неограниченными 
(см. (4) и (8)). В результате, как показано на примере в работе [6], для 
интенсивностей 
 
( ) ( ( ), ( ))t X t Z t− −µ = µ  и ( ) ( ( ), ( ))t X t Z t+ +µ = µ  
 
характерно быстрое возрастание и убывание, а также относительно большие максимальные 
значения, определяющие среднее число обрывов и ветвлений в единицу времени. 
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Чтобы минимизировать влияние указанного недостатка, проведем замену 
ненормированной апостериорной плотности вероятности [9]: 
 
 
T ( ) ( )
0 0( , | ) e ( , | ).
t Y t c x tt x Y t x Yϕ = ρ  (9) 
Тогда [8] 
 




( , | ) ( , | ) ( , ) ( , | ) ( , ) ( , | ) e ( , | )
( ) ( , | ) ( ) ( ) ( , | ).
n
t




t x Y t x Y t x t x Y t t x t Y d
t
Y t t x Y Y t Y t t x Y
ξ −
α α α β αβ
α= α= β=
∂ρ
= ρ −λ ρ + λ ξ η ξ ρ ξ ξ −
∂







В уравнении (10) [ , ]α α=   , 12 [ ,[ , ]]αβ α β=    , где [ , ]α   и [ , ]α β   – 
коммутаторы указанных в скобках операторов, α  – операторы умножения на функции ( )c xα , 
, 1, 2, , mα β = … . 
Начальное условие для уравнения (10) совпадает с начальным условием для уравнения 
(7) или (8), поскольку 
T ( ) ( )e 1Y t c x =  при 0t t= , т.е. 0 0( , ) ( )t x xρ = ϕ . 
Уравнение (8) отличается от робастного уравнения Дункана–Мортенсена–Закаи для 
систем диффузионного типа наличием слагаемых 
 
( )T ( ) ( ) ( )
0 0( , ) ( , | ) ( , ) ( , | ) e ( , | ) ,n
Y t c c
R
xt tt x t x Y t t x t Y dξ −− λ ρ + λ ξ η ξ ρ ξ ξ∫  
 
поэтому можно воспользоваться результатами работы [6], где подробно показано, как получить 
другую форму записи робастного уравнения Дункана–Мортенсена–Закаи на основе 
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m m m
t t tt x Y Y t t x Y Y t Y t t x Yα α α β αβ
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которое можно представить как 
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Таким образом, имеем 
 
 
( )T ( ) ( ) ( )0
0 0 0
0 0 0
( , | ) ( , | ) ( , ) ( , | ) ( , ) ( , | ) e ( , | )
( , , ( )) ( , | ), ( , ) ( ).
n
t




t x Y t x Y t x t x Y t t x t Y d
t
t x Y t t x Y t x x
ξ −∂ρ = ρ −λ ρ + λ ξ η ξ ρ ξ ξ +
∂
+ ν ρ ρ = ϕ
∫  (11) 
 
3. СВЕДЕНИЕ К ЗАДАЧЕ АНАЛИЗА СИСТЕМ С ОБРЫВАМИ И ВЕТВЛЕНИЯМИ ТРАЕКТОРИЙ 
 
Применим подход, использованный ранее для систем диффузионного типа [6], а именно 
сведем задачу оптимальной фильтрации к задаче анализа вспомогательной стохастической 
системы с обрывами и ветвлениями траекторий. Чтобы правильно интерпретировать входящие 
в уравнение (11) слагаемые при формировании алгоритма моделирования траекторий 
вспомогательного случайного процесса с обрывами, разрывами и ветвлениями, во-первых, 
представим функцию ( , , )t x yν  в виде: 
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∂
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t x y t x y t x y dx t T x R y Rλ ≥ η ξ ≥ η ξ = ∈ ξ∈ ∈∫    
 
т.е. после преобразований робастное уравнение Дункана–Мортенсена–Закаи представлено так, 
что его структура совпадает со структурой уравнения (8). 
Это уравнение описывает закон изменения ненормированной апостериорной плотности 
вероятности 0( , | )
tt x Yρ  вектора состояния ( )X X t=   в момент времени t  для вспомогательной 
стохастической системы при условии, что вектор сноса – ( , , ( ))f t x Y t , а матрица диффузии 
совпадает с матрицей диффузии исходного объекта наблюдения (1) – ( , )g t x . Начальное 
состояние вспомогательной стохастической системы совпадает с начальным состоянием 0X  
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исходной системы (1). Кроме того, во вспомогательной стохастической системе возможны 
следующие события, образующие неоднородные пуассоновские потоки: 
1) обрыв траектории с суммарной интенсивностью ( , ( )) ( , ( ), ( ))t X t t X t Y t−λ + ν  , т.е. 
вероятность обрыва траектории при ( )X t x=  и ( )Y t y=  задается выражением 
 
P ( , ) ( ( , ) ( , , )) ( );t t t t x t x y t o t− −+ ∆ = λ + ν ∆ + ∆  
 
2) ветвление траектории с интенсивностью ( , ( ), ( ))t X t Y t+ν  , т.е. вероятность ветвления 
траектории при ( )X t x=  и ( )Y t y=  задается выражением 
 
P ( , ) ( , , ) ( );t t t t x y t o t+ ++ ∆ = ν ∆ + ∆  
 
3) ветвление траектории со скачком с интенсивностью ( , ( ), ( ))t X t Y tλ  , т.е. вероятность 
такого события при ( )X t x=  и ( )Y t y=  задается выражением 
 
*P ( , ) ( , , ) ( ),t t t t x y t o t+ ∆ = λ ∆ + ∆  
 
а величина ( )kX τ  при ветвлении со скачком для новой ветви определяется условной 
плотностью вероятности ( , | , )k x yη τ ξ , если ( 0)kX τ − = ξ , )( kY yτ = , kτ  – момент ветвления. 
Выражение 
 
( ) 0( , ) ( , , ( )) ( , | )tt x t x Y t t x Y−λ + ν ρ  
 
определяет функцию поглощения, а выражение 
 
0 0( , , ( )) ( , | , ( )) ( , | ) ( , , ( )) ( , | )n
t t
R
t Y t t x Y t t Y d t x Y t t x Y+λ ξ η ξ ρ ξ ξ + ν ρ∫    
 
– функцию восстановления траекторий случайного процесса ( )X t  [1]. 
Для этой системы распределением моментов времени появления обрывов и ветвлений 
управляет процесс ( )Y t , а не ( )Z t , как это происходит со вспомогательной стохастической 
системой, построенной на основе классического, а не робастного уравнения Дункана–
Мортенсена–Закаи. Этот процесс влияет и на поведение траекторий между 
моментами ветвлений, и на интенсивность ветвлений со скачком, и на распределение величины 
этого скачка. Основываясь на результатах моделирования, можно утверждать, что 
интенсивности 
 
( ) ( , ( ), ( ))t t X t Y t− −ν = ν  и ( ) ( , ( ), ( ))t t X t Y t+ +ν = ν  
 
меняются значительно медленнее по сравнению с интенсивностями 
 
( ) ( ( ), ( ))t X t Z t− −µ = µ  и ( ) ( ( ), ( )),t X t Z t+ +µ = µ  
 
следовательно, среднее число обрывов и ветвлений в единицу времени оказывается 
существенно меньше. Наряду с этим есть и недостаток, который проявляется в нарушении 
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«баланса» между поглощением и восстановлением траекторий при разрыве траектории. Если 
для исходной стохастической системы интенсивности, входящие в функции поглощения и 
восстановления, одинаковы – они совпадают с интенсивностью ( , )t xλ  разрыва траекторий 
случайного процесса ( )X t , то для вспомогательной стохастической системы они разные. Даже 
если в исходной постановке задачи ( , ) constt xλ = λ = , то для случайного процесса ( )X t  при 
восстановлении интенсивность будет переменной по времени и будет определяться текущим 
состоянием, поскольку она должна вычисляться на траекториях ( )X t  и ( )Y t . Эта интенсивность 
выражается через коэффициент сноса ( )c x  в уравнении (3) или (4) модели измерительной 
системы и явным образом зависит от ( )Y t . 
Ненормированную апостериорную плотность вероятности 0( , | )
tt x Yρ  можно найти 
приближенно, моделируя траектории вспомогательного случайного процесса ( )X t  с учетом 
обрывов, разрывов и ветвлений. Как и в аналогичных алгоритмах, разработанных для более 
простых моделей систем наблюдения [5], [6], по ансамблю траекторий, полученному в 
результате применения методов численного решения стохастических дифференциальных 
уравнений и моделирования неоднородных пуассоновских потоков событий [2], [3], можно 
оценить функцию 0( , | )
tt x Yρ , например, с помощью построения гистограммы, и по этой оценке 
найти апостериорную плотность вероятности 0( , | )
tp t x Y  согласно формулам (6) и (9). По 
известной функции 0( , | )
tp t x Y  может быть найдена и оптимальная оценка ˆ ( )X t , причем можно 
использовать не только выражение (5), если модифицировать постановку задачи оптимальной 
фильтрации, заменив критерий минимума среднеквадратической ошибки оценивания каким-
либо другим критерием [3]. 
Как отмечалось при формулировании постановки задачи, стационарность модели 
измерительной системы не имеет принципиального значения и предлагаемая методика решения 
задачи оптимальной фильтрации может применяться и для нестационарных моделей. При 
зависимости от времени коэффициента сноса в уравнении (3) или (4) модели измерительной 
системы в робастном уравнении Дункана–Мортенсена–Закаи появится дополнительное 
слагаемое, которое будет относиться к интенсивностям обрывов и ветвлений траекторий 
вспомогательного случайного процесса [7]. Кроме того, можно рассматривать вариант задачи 
оптимальной фильтрации, когда размерности вектора измерений и вектора шума в уравнении 
измерительной системы не совпадают, а в случае совпадения коэффициент при шуме 
необязательно представляет собой единичную матрицу и может быть матричной функцией 
времени, но не функцией вектора состояния [3], [4]. 
Для моделирования неоднородных пуассоновских потоков событий рекомендуется 
использовать метод «максимального сечения» [2], а для моделирования фрагментов траекторий 
вспомогательного случайного процесса ( )X t  между моментами ветвлений и до момента обрыва 
можно применять любые подходящие алгоритмы численного решения стохастических 
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This article develops new methods that reduce the optimal filtering problem for jump-diffusion models to the 
analysis problem for the special stochastic system with jumps, branching and terminating trajectories. Earlier appropriate 
methods and algorithms have been proposed and tested for diffusion models. 
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