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Atmospheric monitoring and inverse modelling for verification of greenhouse gas inventories 
The Paris Agreement requires accurate accounting of greenhouse gases (GHGs) by all countries. 
Complementary to bottom-up emission inventories, global, regional and national GHG emissions can be 
estimated using atmospheric measurements and atmospheric models (the "top-down" approach). This report 
provides an overview of current capabilities, potential, and further perspectives to use the "top-down" approach 
to evaluate and improve estimates of greenhouse gas emissions in support of the Paris Agreement. 
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Executive summary 
Policy context 
The Paris Agreement, adopted at the 21st Conference of the Parties of the United Nations 
Framework Convention on Climate Change (UNFCCC) in Paris on 12 December 2015, 
brought, for the first time, all nations into a common cause to undertake ambitious efforts 
to combat climate change (1). The central aim of the Paris Agreement is to hold "the 
increase in the global average temperature to well below 2°C above pre-industrial levels 
and pursuing efforts to limit the temperature increase to 1.5°C above pre-industrial level". 
In order to achieve the long-term temperature goal, it is essential to reduce global 
greenhouse gas (GHG) emissions substantially as soon as possible. E.g., the EU committed 
to reduce its emission by at least 40% below 1990 levels by 2030 ("2030 climate & energy 
framework") and aims to cut its emissions by 2050 by 80-95% compared to 1990 (2). 
The implementation of the Paris Agreement requires that all parties regularly report their 
national anthropogenic GHG emissions and removals to UNFCCC and that the sum of global 
emissions is regularly analysed in the "global stocktake" process. An essential part of the 
Paris Agreement is the "transparency framework", to ensure accurate, transparent, 
comparable, consistent and complete reporting of GHG inventories, building on the 
methodologies developed by the Intergovernmental Panel on Climate Change (IPCC). The 
reporting requirements, established under the UNFCCC, are generally based on "bottom-
up" methods, using statistical activity data and source-specific emission factors. Bottom-
up emission inventories, however, can have significant uncertainties, especially for non-
CO2 GHGs due to large uncertainties in the emission factors for many source sectors, as 
well as biases due to unaccounted sources. Furthermore, statistical activity data can have 
considerable uncertainties (and might be incomplete), in particular for countries with less 
developed statistical infrastructure, which will also have to submit regular reports under 
the Paris Agreement. 
Emission estimation using atmospheric observations  
Complementary to bottom-up emission inventories, global, regional and national GHG 
emissions can be estimated using atmospheric measurements and atmospheric models 
(the "top-down" approach). This approach links emissions with atmospheric concentrations 
using atmospheric transport (and chemistry) models and is often referred to as "inverse 
modelling". A large number of scientific studies demonstrate that inverse modelling can be 
used to check the consistency between bottom-up emission inventories and GHG 
concentrations measured in the atmosphere.  
However, the accuracy of the emissions derived from inverse modelling, and the spatial 
scales at which the emissions can be estimated, depend on the quality and density of 
measurements and the quality of the atmospheric models. Furthermore, it is important to 
note that inverse modelling provides estimates of total emissions, i.e. including both 
anthropogenic and natural sources. Building on the positive experiences from the existing 
scientific studies, WMO has initiated the Integrated Global Greenhouse Gas Information 
System (IG3IS) with the aim of promoting top-down methods and help bridge science and 
policy. Already some countries, including Switzerland and UK include inverse modelling 
results in their National Inventory Reports. The potential for policy applications has recently 
been recognised by the Subsidiary Body for Scientific and Technological Advice (SBSTA) of 
UNFCCC (3), which stated: "The SBSTA noted the increasing capability to systematically 
monitor greenhouse gas concentrations and emissions, through in situ as well as satellite 
observations, and its relevance in support of the Paris Agreement".  The UNFCCC Executive 
Secretary has signed a Memorandum of Understanding for cooperation on IG3IS with the 
WMO Secretary General.  
                                           
(1) https://unfccc.int/process-and-meetings/the-paris-agreement/the-paris-agreement 
(2) European Commission, A Roadmap for moving to a competitive low carbon economy in 2050, COM(2011) 
112 final 
(3) https://unfccc.int/resource/docs/2017/sbsta/eng/l21.pdf 
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Carbon Dioxide 
Inverse modelling of CO2 was primarily employed in the past to quantify natural CO2 fluxes 
over land and ocean (which have much larger uncertainties than the anthropogenic CO2 
emissions). In order to quantify fossil fuel CO2 emissions from atmospheric measurements, 
the main challenge is to separate the fossil CO2 component from the ecosystem CO2 fluxes. 
The most promising approach for this purpose is to use additional measurements of tracers 
co-emitted with fossil fuel CO2 (CO, NOx) and 14C in CO2 (radiocarbon). Several studies for 
North America and Europe showed that 14CO2 measurements could reduce the uncertainty 
in fossil fuel CO2 emissions at national and regional scale with respect to existing emission 
inventories. Furthermore, CO2 monitoring from space can provide important additional 
information, especially on CO2 emission hotspots. A recent study (1) using Orbiting Carbon 
Observatory 2 (OCO-2) satellite retrievals demonstrated the feasibility to quantify, in 
selected cases, CO2 emissions from large point sources in close agreement with reported 
daily emission values. This study suggests that future CO2 imaging satellites, optimised for 
point sources, could monitor emissions from individual power plants, which will be 
important for areas that lack detailed emission information. The monitoring of small 
gradients in atmospheric CO2 columns from satellites is extremely challenging, but recent 
improvements in satellite retrievals are encouraging and various studies investigate the 
potential to use satellite data to quantify CO2 emissions from large cities and point sources. 
The space-based and ground-based elements required for a European operational capacity 
in support of the monitoring and verification of anthropogenic CO2 emissions are currently 
being elaborated by the Copernicus CO2 Monitoring Task Force. 
Independent quantification of emissions, via atmospheric measurements, is essential for 
non-CO2 GHGs (CH4, N2O and a wide range of high-GWP halogenated gases), as they 
generally have much larger uncertainties in their bottom-up inventories than fossil fuel 
CO2. 
Methane 
For CH4, several studies demonstrated the feasibility of providing independent top-down 
emission estimates at regional or national scale in areas that are sufficiently covered by 
atmospheric observations. Top-down estimates of national total CH4 emissions for the UK 
and Switzerland are in close agreement with reported CH4 emissions in recent years, but 
show a smaller emission reduction for the UK since 1990. A number of inverse modelling 
studies for Europe and the US give larger total CH4 emissions than the reported 
anthropogenic CH4 emissions. A recent study (2) highlighted the potentially significant 
contribution from natural sources (which are not included in the national inventories 
reported to UNFCCC), which may partly explain the observed differences in the European 
CH4 estimates. The discrepancies found for the US indicate that CH4 emissions from the oil 
and gas sector could be underestimated in the inventories. 
Nitrous Oxide 
Top-down estimates of global N2O emissions are in good agreement with bottom-up 
estimates, however, there are some differences at continental and regional scales. A recent 
global inversion indicates significant positive emission trends in South America and South 
Asia, which are not reported by inventories, while the negative emission trend found for 
Europe supports the reported decrease in N2O emission. An ensemble of regional inversions 
in Europe indicates slightly larger emissions than the emissions reported to the UNFCCC 
for 2006-2012, but with reduced uncertainty. A national-scale inversion for the UK 
confirmed their reported emissions and a decreasing trend since the 1990s. 
Halocarbons 
Global budget studies of halocarbons and other synthetic compounds revealed significant 
differences between bottom-up and observation-based estimates, for example for SF6, NF3 
or CCl4, which helped in identifying major shortcomings in the current reporting. Several 
                                           
(1) Nassar, R., et al., doi:10.1002/2017gl074702, 2017 
(2) Bergamaschi, P., et al., doi:10.5194/acp-18-901-2018, 2018 
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regional scale estimates of halocarbon emissions (East Asia, Europe, US) challenged the 
numbers reported in bottom-up inventories and revealed striking discrepancies (e.g. for 
HFC-23 emissions from Western Europe).  However, the current observation network is 
sparse, which presently limits the capability to quantify emissions of halocarbons at sub-
continental or country scale.  
Main conclusions 
While the existing studies clearly demonstrate the potential to provide independent top-
down emission estimates, we do not yet have the operational systems in place to support 
the successful implementation of the Paris Agreement. In order to develop an operational 
monitoring and verification support capacity, it will be essential to significantly extend the 
atmospheric observation system, including the further extension of in situ monitoring from 
different platforms (surface stations and aircraft) as well as satellite and ground-based 
remote sensing. It is expected that future satellite instruments will significantly enhance 
the capabilities to monitor CO2 and CH4 emissions from space and will largely extend the 
spatial coverage of the atmospheric monitoring system. However, the accuracy 
requirements for the space borne measurements are very demanding. Therefore, the 
ground-based monitoring remains indispensable and will require a significant expansion of 
surface monitoring stations, such as of the "Integrated Carbon Observation System" 
(ICOS) network over Europe, and national and international networks, including the "Total 
Carbon Column Observing Network" (TCCON) for validation of satellite retrievals, as well 
as the development of pilot urban networks for selected cities. Furthermore, measurement 
programmes closer to emission sources, which can quantify emissions at facility scale, 
should be further expanded. Such facility scale measurements can provide more 
representative emission factors and allow to directly improve emission inventories. 
In particular for top-down estimates at regional, national and continental scale, significant 
development of the atmospheric models will also be necessary. Current inverse models still 
have significant uncertainties. The largest concern is transport model errors resulting in 
biases in the derived top-down emission estimates. Therefore, atmospheric transport 
models need to be thoroughly evaluated against independent observations in order to 
identify / quantify potential biases and to support the further development of models. 
For the continued development of top-down verification capabilities, a close interaction 
between research projects, operational infrastructures (under the Copernicus CO2 initiative 
programme including a space infrastructure based on a constellation of CO2 imagers, an 
enhanced in situ measurement infrastructure, improved emission maps at high spatial 
resolution, and an operational inverse modelling system) and policy makers will be 
essential. The top-down verification capabilities will provide important complementary 
information, with the goal of improving the quality of national GHG emission inventories in 
support of the Paris Agreement. 
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1 Introduction 
Significant increases of atmospheric greenhouse gases (CO2, CH4, N2O, halocarbons and 
other synthetic compounds) since preindustrial times due to human activities are the main 
driving force of climate change. The recognition of the global threats related to climate 
change lead to the adoption of the Paris Agreement at the 21st Conference of the Parties 
of the United Nations Framework Convention on Climate Change (UNFCCC) in Paris on 12 
December 2015, signed by 195 countries (as of May 2018), and effective since 4 November 
2016. The central aim of the Paris Agreement is to hold "the increase in the global average 
temperature to well below 2°C above pre-industrial levels and pursuing efforts to limit the 
temperature increase to 1.5°C above pre-industrial level". In order to achieve the long-
term temperature goal, substantial reductions of global GHG emissions are required. All 
Parties have to put forward their best efforts through "nationally determined contributions", 
which are regularly assessed in the "global stocktake" process. The EU committed to reduce 
its emission by at least 40% below 1990 levels by 2030 ("2030 climate & energy 
framework" [European Commission, 2014c]) and aims to cut its emissions by 2050 by 80-
95% compared to 1990 [European Commission, 2011]. In order to monitor, if Parties 
fulfilled their commitments, accurate quantification of GHG emissions by all countries is 
required, which will be performed within the "transparency framework" established by the 
Paris Agreement. The UNFCCC reporting requirements build on the methodologies 
developed by the Intergovernmental Panel on Climate Change (IPCC) and are generally 
based on "bottom-up" methods, using statistical activity data and source-specific emission 
factors. Bottom-up emission inventories, however, can have significant uncertainties, 
especially for non-CO2 GHGs due to large uncertainties in the emission factors for many 
source sectors, as well as biases due to unaccounted sources. Furthermore, statistical 
activity data can have considerable uncertainties (and might be incomplete), in particular 
for countries with less developed statistical infrastructure. Complementary to bottom-up 
emission inventories, global, regional and national GHG emissions can be estimated using 
atmospheric measurements and atmospheric models (the "top-down" approach). This 
approach links emissions with atmospheric concentrations using atmospheric transport 
(and chemistry) models and is often referred to as "inverse modelling". A large number of 
scientific studies demonstrate that inverse modelling can be used to check the consistency 
between bottom-up emission inventories and GHG concentrations measured in the 
atmosphere. The potential to use top-down methods for verification of reported bottom-
up inventories has recently been recognised by the Subsidiary Body for Scientific and 
Technological Advice (SBSTA) of UNFCCC [SBSTA, 2017], which stated: "The SBSTA noted 
the increasing capability to systematically monitor greenhouse gas concentrations and 
emissions, through in situ as well as satellite observations, and its relevance in support of 
the Paris Agreement". 
The objective of this report is to provide an overview of current capabilities, potential, and 
further perspectives to use atmospheric monitoring and inverse modelling to improve 
estimates of greenhouse gas (GHG) emissions in support of the Paris Agreement. This 
report is largely based on presentations and discussions at the workshop "Atmospheric 
monitoring and inverse modelling for verification of GHG inventories" under the mandate 
of the Climate Change Committee Working Group I, European Commission Joint Research 
Centre, Ispra, 21-22 June 2017, and a literature review on this topic. 
Chapter 2 provides an overview of the reporting of GHG emission inventories to the United 
Nations Framework Convention on Climate Change (UNFCCC) and for the Paris Agreement, 
based on bottom-up methods, the related EU monitoring mechanism, and complementary 
scientific global bottom-up GHG inventories. 
Chapter 3 gives an introduction on top-down estimates of GHG emissions using 
atmospheric measurements and inverse modelling. 
Chapters 4, 5, 6, 7 discuss in more detail the top-down estimates of CO2, CH4, N2O and 
halocarbon emissions, respectively. 
Chapter 8 presents the European and global in situ GHG observations. 
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Chapter 9 gives an overview about the satellite observations of GHGs. 
Chapters 10 discusses data and model infrastructure, and European and global 
programmes supporting and further developing top-down estimates of GHG emissions. 
Finally, the Conclusions provide recommendations for the further development of top-down 
verification capabilities. 
 
 
 
Figure 1.1.  Participants of workshop "Atmospheric monitoring and inverse modelling for verification 
of GHG inventories", European Commission Joint Research Centre, Ispra, 21-22 June 2017. 
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2 Bottom-up greenhouse gas emission inventories reported 
to the UNFCCC and for the Paris Agreement and the EU 
monitoring mechanism 
A. Danila, D. Günther, G. Janssens-Maenhout, M. Strogies, J. van Aardenne 
 
1 2 3 4 
2.1 Introduction 
National greenhouse gas (GHG) inventories of anthropogenic emissions by sources and 
removals by sinks are a reporting requirement established at the EU and international 
level, to cover the anthropogenic emissions and removals of greenhouse gases.  
As a bottom up-calculation of national emissions, GHG inventories rely on a complete 
coverage of anthropogenic emissions sources, the robustness of the methodologies used 
and the procedures for compilation of data.  
GHG emission inventory reports are an important element to enable the understanding of 
national emissions and are recognised in the Paris Agreement [UNFCCC, 2015] as elements 
of the reports to be put forward by all Parties. The Paris Agreement has designed a 
transparency system that is to be implemented by individual countries through national 
reports. These are primary input to a global stocktake process whereby collective progress 
                                           
(1) Emissions Database for Global Atmospheric Research  
(2) Carbon Dioxide Information Analysis Centre  
(3) Global Carbon Project  
(4) Community Emissions Database System  
In December 2015, the Paris Agreement brought, for the first time, all nations into a 
common cause to undertake ambitious efforts to combat climate change. It requires all 
Parties to put forward their best efforts through "nationally determined contributions" 
and has established an enhanced transparency framework applicable to all.  
At EU level, the European Commission needs to rely on up-to-date and reliable data 
and information from Member States and has established an EU monitoring and 
reporting mechanism.  
The United Nations Framework Convention on Climate Change (UNFCCC) and the linked 
Kyoto Protocol and Paris Agreement require countries to carry-out a continuous 
improvement of the estimation of emissions by sources and removals by sinks and to 
establish specific quality assessment and control procedures following the IPCC 
Guidelines for National Greenhouse Gas Inventories. Quality of the emissions data is 
assessed with uncertainties, either calculated under the approach of error propagation 
in the emissions compilation or under the Monte Carlo Simulations approach. Also the 
inventories are reviewed by emission inventory experts as part of UNFCCC and EU 
monitoring, reporting and verification processes. 
Countries work towards reducing uncertainty in inventories through better data 
collection, refined methodologies and calculations, however some emission sources, in 
particular for non-CO2 GHGs have inherent uncertainties that could be quite large. For 
countries with a less developed statistical infrastructure, activity data can have 
additional considerable uncertainties. 
In order to have a complete and accurate picture of the global level of emissions, the 
national greenhouse gas emissions inventories need to be robust and complete.  Due 
to absence of annual inventories by several non-Annex I countries, emission data should 
be complemented with input from scientific global inventories (e.g. EDGAR(1), 
CDIAC(2), GCP(3), CEDS(4)) or with observations-based estimates from inverse models. 
Regional and global scale top-down models can help refine and complement national 
emission totals, and can inform an aggregation at global level. 
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towards achieving the purposes of the Paris Agreement by Nationally Determined 
Contributions is tracked. GHG emissions inventories, as reported by Parties will be an 
important element for the five-yearly global stocktake. 
2.2 Reporting national inventories at international and EU level 
2.2.1 UNFCCC 
GHG emission data is required from each Party under the United Nations Framework 
Convention on Climate Change (UNFCCC) [UNFCCC, 1992]. However, currently, only 
parties included in Annex I to the Convention (Annex I Parties), mostly the developed 
countries of 1992, are required to make regular GHG inventory submissions of consistent 
time series. The Paris Agreement confirmed the need for national submissions of GHG 
inventories from all Parties and has enabled a process to develop common guidelines for 
reporting GHG inventories applicable to all countries.  
Currently, the UNFCCC reporting guidelines [UNFCCC, 2013] require Annex I Parties to 
provide by 15 April each year annual GHG inventory time series covering emissions and 
removals of direct GHGs (carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), 
perfluorocarbons (PFCs), hydrofluorocarbons (HFCs), sulphur hexafluoride (SF6) and 
nitrogen trifluoride (NF3). The inventories shall cover emissions and removals from five 
sectors (energy; industrial processes and product use; agriculture; land use, land-use 
change and forestry (LULUCF); and waste), for all years from the base year (or period) to 
two years before the inventory is due (e.g. the inventories due 15 April 2017 covered 
emissions and removals for all years from the base year to 2015).  
The UNFCCC reporting guidelines require Annex I Parties to use the 2006 IPCC Guidelines 
for National Greenhouse Gas Inventories [IPCC, 2006] for the calculation and structured 
reporting of emissions and removals. In 2019 the 2006 IPCC Guidelines [IPCC, 2006] will 
be refined by the UNFCCC Task Force on Inventories. 
According to the UNFCCC reporting guidelines on annual inventories for Annex I Parties, 
inventory submissions are in two parts:  
• Common Reporting Format (CRF) tables – a series of standardized data tables 
containing mainly quantitative information;  
• National Inventory Report (NIR) – a report containing transparent and detailed 
information on the inventory. It should include descriptions of the methodologies used 
in the estimations (including references and sources of information), the data sources, 
the institutional arrangements for the preparation of the inventory (including quality 
assurance and control procedures), and recalculations and changes compared with the 
previous inventory.  
Good annual inventories should include transparent documentation and data to enable the 
reader to understand the underlying assumptions and calculations of the reported emission 
estimates.  
Annex I Parties should implement and maintain national inventory arrangements for the 
estimation of anthropogenic GHG emissions by sources and removals by sinks. The national 
inventory arrangements include all institutional, legal and procedural arrangements made 
within an Annex I Party for estimating emissions and removals of GHGs, and for reporting 
and archiving inventory information. 
An annual in-depth review process is conducted under the UNFCCC on the annual inventory 
submissions, to promote the provision of consistent, transparent, comparable, accurate 
and complete information of the GHG inventories [UNFCCC, 2014]. 
For developing countries, the UNFCCC reporting guidelines on national communications for 
non-Annex I Parties [UNFCCC, 2002] require countries to report national inventory data of 
anthropogenic emissions by sources and removal by sinks of all greenhouse gases not 
controlled by the Montreal Protocol for 1990 or 1994 in the first communication and for 
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2000 or for a later year in the second and next communications. Countries are requested 
to provide updates to this data in biennial update reports [UNFCCC, 2011].  
The Paris Agreement introduced a biennial reporting of GHG inventories from all countries, 
with enhanced quality and set up a technical review and a facilitative multilateral 
consideration of progress. 
2.2.2 GHG inventories under the EU monitoring mechanism 
All EU Member States, and the EU itself are parties to the UNFCCC and thus responsible 
for annual EU inventory submissions. All EU Member States are required to monitor their 
emissions under the EU's greenhouse gas monitoring mechanism, which sets the EU's own 
internal reporting rules on the basis of internationally agreed obligations. 
Regulation (EU) 525/2013 – the "Monitoring Mechanism Regulation" (MMR) [European 
Commission, 2013a] establishes the mechanism for monitoring and reporting GHG 
emissions and other climate information at national and Union levels. Under the Regulation, 
Member States are required to develop, regularly update, publish and report their national 
inventories, establish and maintain national inventory systems.  
Substantive requirements for reporting under the MMR are further elaborated in 
Commission Implementing Regulation 749/2014 [European Commission, 2014a] and 
Commission Delegated Regulation (EU) 666/2014 [European Commission, 2014b].  
The annual EU's greenhouse gas inventory is prepared by the European Commission, 
closely assisted by the European Environment Agency (EEA). The EU inventory is a 
compilation of national inventories, based on the submissions of the 28 Member States. 
An annual review at EU level is established through the MMR as part of the internal EU 
compliance cycle under the Effort Sharing Decision (Decision 406/2009/EC) [European 
Commission, 2009]. 
2.3 Monitoring and reporting GHG emissions through GHG 
inventories – some considerations 
2.3.1 Data quality and quality assurance 
Both the UNFCCC Reporting Guidelines for National Greenhouse Gas Inventories and the 
MMR request countries to improve over time their estimates of emissions by sources and 
removals by sinks. To ensure high quality of GHG inventories, each Member State carries 
out quality assurance and quality control (QA/QC) procedures, in line with the 2006 IPCC 
Guidelines for national greenhouse gas inventories and in line with the IPCC reporting 
principles of transparency, accuracy, consistency, completeness and comparability.  
Part of these QA/QC procedures is the use of different tiers of data quality according to the 
importance of emission sources. Countries have to conduct a key categories assessment 
according to the IPCC Guidelines and consider higher tier (more detailed data like plant 
specific data in Tier 3) for key categories. Various other QA/QC procedures are in place, 
like inter alia completeness and consistency checks, four-eyes principle or peer reviews 
and audits. 
At EU level, procedures are in place to check the robustness of the compilation of EU GHG 
inventory, including a quality assessment and quality control (QA/QC) process [European 
Commission, 2013b], coordinated by the EEA.  
QA/QC procedures on the GHG inventories of Member States are primarily performed to 
ensure a consistent compilation of the EU inventory [European Environment Agency, 
2017].  QA/QC procedures at EU level include completeness checks, time series checks, 
checks on potential over- and underestimations in key categories, comparison of implied 
emission factors across Member States, notation key checks, checks on recalculations, 
especially when methodological changes occurred, comparison with emissions reported 
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under EU-ETS, comparison with Eurostat’s sectoral energy data and checks on 
recommendations from earlier EU or UNFCCC reviews. 
2.3.2 Uncertainty analysis 
In order to assess the uncertainties of the reported GHG emissions in the annual 
inventories, Annex I parties are requested by the UNFCCC reporting guidelines ([UNFCCC, 
2013] § 15) to quantify and report the uncertainty of the data used for all source and sink 
categories.   
The IPCC guidelines ([IPCC, 2006], volume 1, chapter 3) provide guidance in estimating 
and reporting uncertainties associated with both annual estimates of emissions and 
removals, and emission and removal trends over time.   
The Guidelines provide two different approaches for the calculation of uncertainties. 
"Approach 1" is a simple calculation based on error propagation and is used to estimate 
uncertainty in individual categories, in the inventory as a whole and in trends between a 
year of interest and a base year. In comparison to the "Approach 2" this approach has 
limitations in case of high uncertainties of input data (which might be the case in a few 
categories). Furthermore, "Approach 1" does not take into account "non-normal" density 
distribution parameters. Therefore, "Approach 2" has been introduced and recommended 
to be used. Here the uncertainties are calculated using a Monte Carlo simulation.    
As such, uncertainty estimates are an essential element of a complete GHG inventory and 
should be performed at both total emissions level and on trend estimate, as well as for the 
component parts such as emission factors, activity data and other estimation parameters 
for each category.  
In the EU, uncertainty analysis is performed by each Member State on their national 
inventory and is utilised as a means to help prioritise national efforts to reduce the 
uncertainty of inventories in the future and guide decisions on methodological choice. 
With the efforts to reduce uncertainty across especially key sectors, it is worth noting that 
some emission sources have inherent uncertainties that could be quite large despite efforts 
undertaken to reduce these uncertainties through better data collection, refined 
methodologies and calculations. This is the case for emissions from agriculture, waste and 
land-use sectors and non-CO2 gases in particular. Even if the numerical differences for the 
uncertainties calculated in both Approaches are low the results of "Approach 2" should be 
used for the assessment of further improvements to the inventory.  
Fig. 2.1 shows the example of the "Approach 1" ("tier 1") and Fig. 2.2  shows the example 
of the "Approach 2" ("tier 2") uncertainty assessment of the 2018 Inventory submission 
by Germany [Umweltbundesamt, 2018]. While the overall uncertainty of 4.5% for the total 
inventory is rather low, the main sources of uncertainty are the non-CO2 gases (N2O and 
CH4), in particular in the agricultural category 3.D (agricultural soils) and waste 
management category 5.D (wastewater management). Their accumulated share of the 
total uncertainty amounts to about 50%. Regarding CO2, the main driver of uncertainty in 
the German inventory is the LULUCF sector.   
This example shows that high uncertainties can be found in source categories where 
emissions and/or emission factors have a high spatial, temporal and/or site-to-site 
variability. 
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Figure 2.1. Uncertainty analysis for German GHG inventory using "Approach 1" [Umweltbundesamt, 
2018]. 
 
Figure 2.2. Uncertainty analysis for German GHG inventory using "Approach 2" [Günther et al., 
2018]. 
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2.3.3 Complementary scientific global bottom-up GHG inventories  
To support the global stocktake foreseen in the Paris Agreement every 5 years (with the 
first global stocktake scheduled for 2023), it is important to have a complete and accurate 
picture of the GHG emissions at global scale and national scale for all countries. However, 
not all countries currently provide annual greenhouse gas emissions inventories, 
consequently a global overview of greenhouse gas emissions is not possible from national 
inventories alone. 
The European Commission’s in-house database, the "Emissions Database for Global 
Atmospheric Research" (EDGAR) [Janssens-Maenhout et al., 2017], calculates time series 
of anthropogenic emissions for all world countries, primarily using energy balance statistics 
of the International Energy Agency (IEA) and agriculture statistics of the UN Food and 
Agriculture Organisation (FAO) as activity data and IPCC [IPCC, 2006] emission factors 
and applying the same bottom-up methodology for each country with a common level of 
detail. The anthropogenic activities of EDGARv4.3.2 [Janssens-Maenhout et al., 2017] 
include all human activities [FAO, 2014; IEA, 2014] except the large scale biomass burning 
sector (such as forest fires or savannah burning) and the land use, land-use change and 
forestry (LULUCF) sector. Emission time series 1970-2012 and global grid-maps are 
available for CO2, CH4, N2O, air pollutants and particulate matter per sector. More recent 
fossil CO2 emissions are derived from statistics for the latest years (e.g. from British 
Petroleum Ltd (BP) for energy, U.S. Geological Survey (USGS) for cement, World Steel 
Association (WSA) for steel and and the International Fertilizer Association (IFA) for 
ammonia) and a fast track dataset with CO2 emission time series extended until year t-1 
(EDGARv4.3.2FT2016 in 2017) is produced annually. For non-CO2 gases such recent 
updates are not feasible, because the statistics of some activities (e.g. from the agricultural 
sector) are typically only available with a two year time-lag. 
While the Paris Agreement engages all UNFCCC Parties in reporting GHG emission 
inventories, the GHG inventories currently reported under UNFCCC do not provide a 
complete picture for the globe. Non-Annex I Parties are not reporting time series, and for 
year t-2 (two years before reporting year) not all Non-Annex I Parties reported a GHG 
inventory. EDGARv4.3.2 provides a comprehensive dataset that can serve to fill remaining 
gaps for the UNFCCC’s first global stocktake of 2023. In addition, EDGARv4.3.2 emissions 
are geospatially distributed, providing gridded datasets which are widely used by the 
atmospheric modelling community. Although uncertainties remain large, inverse 
atmospheric models provided observationally constrained top-down emission estimates 
and pointed to necessary updates of geospatial proxy data, revisions of emission factors, 
and additional activity statistics for the EDGARv4.3.2 inventory. Furthermore, the impact 
of updating emission factors from [IPCC, 1996] to [IPCC, 2006] guidelines has been 
assessed globally [Janssens-Maenhout et al., 2017]. 
In addition, other efforts on global emission inventory compilation have been undertaken 
by the scientific community. The Carbon Dioxide Information Analysis Centre (CDIAC) 
[Andres et al., 2012; Boden et al., 2017], its follow-up product in spatially gridded format 
(ODIAC) [Oda and Maksyutov, 2011] and the Global Carbon Project (GCP) [Le Quéré et 
al., 2016] provide widely used global CO2 emissions. Lamarque et al. [2010] compiled a 
dataset of historical gridded emissions of reactive gases and aerosols, which also contains 
CH4 for the Climate Model Intercomparison Programme CMIP5 that underpins the IPCC 5th 
Assessment. The Community Emissions Data System (CEDS) [Hoesly et al., 2018] provides 
a global emission inventory of both CH4 and CO2 in addition to other polluting gases with 
historic timeseries of more than 6 decades in gridded format for the atmospheric modelling 
community. 
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Figure 2.3. EDGARv4.3.2 emission time series: (a) total GHG emissions for top emitters, and 
emissions of individual GHGs for major countries (or groups of countries): (b) CO2 emissions, 
(c) CH4 emissions, and (d) N2O emissions [Janssens-Maenhout et al., 2017]. 
(a) 
(b) 
(c) 
(d) 
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Regional and global scale atmospheric models can help refine and complement national 
totals and can inform about the completeness of emission inventories at global level. Such 
models can also inform about inventory data gaps and inconsistencies in assumptions and 
methodologies. GHG estimates based on inverse modelling results could provide input for 
global, regional and national total emissions. In order to bridge the gap between inventory 
reporting and inverse modelling using atmospheric observations, spatial and temporal 
distributions of emissions are essential. 
2.4 Conclusions 
GHG inventories serve different purposes: (1) for regulatory reporting and policy making 
on the national level, monitoring emission reduction measures and (2) scientific use for 
the analysis of global and regional GHG budgets using atmospheric transport models, 
including inverse models, which relate emission inventories with atmospheric 
measurements through simulations of atmospheric transport (and chemistry). 
GHG inventories for regulatory reporting are compiled by and issued from national 
governments and conform to EU/internationally agreed standards and methods. Annual 
national totals are compiled by sectors and gases and limited to anthropogenic sources. 
These national inventories reported by the countries are the official reference emission 
under the UNFCCC. 
GHG inventories for scientific use aim to provide as accurate as possible input to research 
activities (atmospheric modelling), with a spatial and temporal resolution that is 
matching/approaching the resolution of atmospheric transport models including both 
anthropogenic and natural emissions. GHG emission estimates based on inverse modelling 
results can provide global, regional and national total emissions, and in some case point 
information on emissions that would explain the observed concentrations. As discussed in 
the following chapters of this report, inverse modelling has a large potential for the 
verification of the bottom-up GHG inventories to support the Paris Agreement. Already 
today, some countries, including Switzerland and UK include inverse modelling results in 
their NIRs. For the use of inverse modelling results in the framework of UNFCCC and the 
Paris Agreement, it is critical that the methods used to generate the top-down emission 
estimates are robust, scientifically sound, and transparent. 
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3 Introduction to emissions verification from atmospheric 
observations 
R. F. Weiss, P. Ciais, P. Bergamaschi 
 
3.1 Historical context 
One would expect that the so-called "bottom-up" methods of calculating emissions of 
greenhouse gases (GHGs) outlined in chapter 2, namely the determination of the inventory 
of an emitting activity multiplied by an emission factor, should yield a reasonably accurate 
emission rate for each activity and each GHG. Unfortunately, atmospheric scientists have 
known for many years that emissions reported in this way for some gases can differ 
surprisingly from the emissions that are determined by measuring the actual increases of 
emitted gases in the atmosphere, so-called "top-down" emissions quantification.  In its 
simplest form, the global budget of any atmospheric gas X can be described by the mass 
balance equation:  
𝑑𝑑
𝑑𝑑𝑑𝑑
𝑀𝑀𝑋𝑋 = 𝐸𝐸𝑋𝑋 − 𝑆𝑆𝑋𝑋                                                                            (eq. 3.1) 
where 𝑑𝑑
𝑑𝑑𝑑𝑑
𝑀𝑀𝑋𝑋 is the rate of change of its total mass or atmospheric burden, 𝑀𝑀𝑋𝑋, 𝐸𝐸𝑋𝑋 is the 
total of its emissions, and 𝑆𝑆𝑋𝑋 is the total of its removal processes or sinks. Accordingly, the 
atmospheric burden of a long-lived GHG, and its changes with time can be relatively 
accurately determined by atmospheric measurements because, compared to their 
lifetimes, the atmosphere is a well-mixed reservoir in which it takes approximately a month 
to mix tropospheric air within a hemisphere, approximately one year to mix tropospheric 
air between the hemispheres and several years to mix upward into the stratosphere. 
Early in the pioneering research on the global increase of atmospheric carbon dioxide (CO2) 
by Charles David Keeling, Roger Revelle and others that began in the 1950s, it was already 
clear that the global combustion of fossil fuels, plus the net global deforestation reported 
by terrestrial ecologists (ECO2 = ECO2 fossil + ECO2 deforestation), minus the net uptake of carbon 
dioxide by the oceans (SCO2 oceans), over-predicted the measured increase of carbon dioxide 
Atmospheric measurements of greenhouse gases (GHGs) can be used to provide "top-
down" emission estimates. At global scale, simple models allow the quantification of 
global total fluxes from atmospheric measurements. Such global "mass balance" 
approaches have been applied to many GHGs. In particular, a wide range of extremely 
potent industrial GHGs with negligible natural sources and very long atmospheric 
lifetimes are highly amenable to top-down quantification of their global emissions. Such 
studies suggested that e.g. emissions from sulphur hexafluoride (SF6), carbon 
tetrafluoride (CF4), and nitrogen trifluoride (NF3) were under-reported in bottom-up 
emission inventories. But there are also some examples of over-reporting of emissions 
of several industrial GHGs (e.g. for some HFCs). 
The top-down quantification of GHG emissions on regional and national scales is a far 
more complex problem and requires a higher spatial and temporal density of 
atmospheric GHG measurements and inverse atmospheric transport (and chemistry) 
models. Significant progress has been made in this field in recent years and a number 
of studies showed that 3D inverse modelling can be used to quantify national emissions 
(in areas which are well constrained by atmospheric observations), which is considered 
very useful especially for non-CO2 GHGs for which uncertainties in bottom-up 
inventories are large. It has also been demonstrated that inverse modelling can identify 
the locations of large industrial facilities for some HFCs.  
Furthermore, top-down methods can be used to quantify the GHG emissions at the scale 
of large urban areas (based on measurement networks around an in cities) and at facility 
scale. 
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in the atmosphere ( 𝑑𝑑
𝑑𝑑𝑑𝑑
𝑀𝑀𝐶𝐶𝐶𝐶2).  For many years, this discrepancy was referred to as being 
caused by a "missing sink" (e.g. [Broecker et al., 1979]), but it turned out to be due mainly 
to revised deforestation estimates and errors in assessing changes in the amount of carbon 
in the terrestrial biosphere, which actually represented a net global sink for atmospheric 
carbon dioxide despite massive deforestation occurring in some regions.  Even today, the 
terrestrial uptake of anthropogenic CO2 is commonly quantified as the residual flux required 
to balance the other better-known terms in the global carbon budget [Ciais et al., 2013].  
The goal of top-down estimates is to quantify GHG emissions on different spatial scales, 
including global, continental, national, regional, urban and facility scales. The degree to 
which atmospheric measurements can do this depends upon many variables, as is 
illustrated for CO2, methane (CH4), nitrous oxide (N2O) and halocarbons in the following 
chapters.  The first three of these gases have budgets that are complicated by the need to 
separate natural, mostly biogenic, sources and sinks from anthropogenic ones.  On the one 
hand, because CH4 reacts with hydroxyl radical in the troposphere, its atmospheric lifetime 
is relatively short (about 9 years – still larger than the interhemispheric mixing time), so 
its variability in the atmosphere is relatively large and atmospheric observations at high 
temporal and spatial density are required for top-down modelling of its global and regional 
sources and sinks. Conversely, because N2O is destroyed mainly in the upper stratosphere 
its atmospheric lifetime is relatively long (about 120 years), its variability in the 
atmosphere is relatively small and atmospheric measurements of very high precision and 
accuracy are needed for top-down modelling of its budget. CO2 is both the most important 
GHG in the atmosphere in terms of anthropogenic climate change and the most difficult 
one to model. This is because its anthropogenic impacts are superimposed on large natural 
fluxes between the atmosphere and the oceans and between the atmosphere and the land 
that vary on timescales from hours to decades (and beyond) and have significant impacts 
everywhere except over ice sheets and deserts. 
3.2 Global emissions of potent industrial GHGs 
There is a wide range of extremely potent industrial GHGs with negligible natural sources 
and very long atmospheric lifetimes that are extremely amenable to top-down 
quantification of their global emissions from atmospheric measurements.  The emissions 
of many of these gases are limited to specific industrial processes, so bottom-up emissions 
inventories ought to be relatively easy to quantify compared to the emissions of gases with 
a wide range of anthropogenic and natural biogenic sources and sinks. These industrially 
produced gases therefore represent significant test cases for assessing the accuracies of 
bottom-up accounting methods.   
One example is sulphur hexafluoride (SF6), an industrial gas with an atmospheric lifetime 
of about 850 years [Ray et al., 2017] that is used primarily as a dielectric to protect 
equipment used in high voltage electrical distribution systems. SF6 has a Global Warming 
Potential over a 100-year time horizon (GWP100) of about 23,000 – that is, the emission of 
one unit mass of SF6 will have, over the subsequent 100 years, the same effect on Earth’s 
climate as the emission of about 23,000 units mass of CO2.  Unfortunately, there is poor 
agreement between bottom-up reported SF6 emissions and actual emissions as determined 
from measured atmospheric trends of this gas, which suggest (Figure 3.1) that the 
industrialised "Annex-1" nations of the world have under-reported their SF6 emissions to 
the United Nations Framework Convention on Climate Change (UNFCCC) by a factor of 
about 2, while SF6 emissions from the "non-Annex-1" nations of East Asia that do not 
report to the UNFCCC have increased dramatically in recent years (e.g. [Levin et al., 2010; 
Rigby et al., 2010]).  
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Figure 3.1.  An example of the mismatch between "bottom-up" and "top-down" global emissions 
estimates for the high-GWP industrial GHG sulphur hexafluoride (SF6) from Rigby et al. [2010]. In 
the upper panel, optimised top-down global emissions based on AGAGE (solid line), AGAGE plus 
NOAA (dotted line) and Levin et al. [2010] (crosses) atmospheric SF6 data are compared to bottom-
up SF6 emissions reported to the UNFCCC by "Annex-1" industrialised nations (diamonds).  The 
UNFCCC data prior to 1995 have been adjusted as described by Levin et al. [2010]. The shaded area 
shows the 1 standard deviation uncertainty of the AGAGE-based emissions.  Also shown are the 
bottom-up estimates from EDGAR v4 [JRC/PBL, 2009] for global (dashed line) and UNFCCC "Annex-
1" (dash-dot line) emissions that have both been scaled to match published atmospheric 
measurements. The lower panel shows the percentage emissions in the northern hemisphere (NH) 
according to the AGAGE top-down inversion (solid line) and the EDGAR bottom-up assessment 
(dashed line). 
 
Global emissions of other perfluorinated gases have also been under-reported. Carbon 
tetrafluoride (CF4), with an atmospheric lifetime of about 50,000 years and a GWP100 of 
about 6,600, is emitted by metal smelting (aluminium and rare earths) as well as by 
electronics manufacturing. Its measured atmospheric trends show that its bottom-up 
emissions have also been under-reported by about a factor of two [Mühle et al., 2010].  
And global emissions of nitrogen trifluoride (NF3), a gas used solely in electronics 
manufacturing, with a lifetime of about 500 years and a GWP100 of about 16,600, were 
initially under-reported by a factor of about 4.5, a discrepancy that has since been reduced 
through industry efforts to identify sources and reduce emissions [Arnold et al., 2013; 
Weiss et al., 2008] (see also chapter 7 and Fig. 7.3). 
There are also some examples of over-reporting of emissions of some industrial GHGs (e.g. 
for some HFCs: [Lunt et al., 2015]), but across the broader range of industrial gases that 
have been studied in this way so far, these are less common than under-reporting [Weiss 
and Prinn, 2011]. Why is this? If the discrepancies were due to random statistical errors in 
assessing inventories or assigning emission factors, there would be equal probabilities of 
over- or under-reporting, but there is a bias toward under-reporting. Possible explanations 
for such bias include unaccounted sources, emission factors measured under idealised 
industrial operating conditions that are not representative of everyday operating 
conditions, monetary incentives in carbon-equivalent trading markets, or biased selection 
of lower emission factors out of a desire either to meet certain emissions reduction targets 
or simply to be seen as good global citizens.  
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3.3 Regional emissions quantification based on regional 
measurements 
While global fluxes of many GHGs are comparatively easy to quantify from existing 
atmospheric measurements and simple models, emissions accountability in the context of 
anthropogenic climate change legislation divides along political boundaries. The top-down 
quantification of GHG emissions on regional and national scales is a far more difficult 
problem that requires a higher spatial and temporal density of atmospheric GHG 
measurements, coupled with modelling of atmospheric transport on similar scales and prior 
information on how emissions and sinks are distributed temporally and spatially. The 
general schematic of 3-dimensional inverse modelling systems is illustrated in Fig. 3.2. 
 
 
Figure 3.2.  Generalised schematic illustrating the inverse method for the optimal estimation of GHG 
emission fluxes by combining "top-down" information from atmospheric concentration 
measurements (including atmospheric monitoring stations and satellite retrievals) and "bottom-up" 
information on emissions which are used as first estimate (a priori). Atmospheric transport models 
(driven by analysed meteorological fields) relate assumed emissions to atmospheric concentrations 
at the locations and time of the measurements. The inverse modelling system modifies the emissions 
to obtain optimal agreement between simulated and measured GHG concentrations, taking into 
account the a priori emissions and their errors (uncertainties) as well as the errors of the 
observations.  
 
Meteorological data are assimilated in models that yields a description of atmospheric 
transport and mixing processes as a function of space and time, often by nesting a higher 
resolution model representing the area of interest within a coarser global model. A first 
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guess (a priori) map of emissions of the GHG in question is put into the model in an attempt 
to reproduce the observed GHG concentrations. The model then optimises the emissions 
map (and other input parameters), weighted according to their presumed uncertainties, to 
minimise the discrepancies between the actual GHG measurements and the modelled GHG 
abundance variations.  The results of this optimisation calculation are contained in an 
optimised (a posteriori) emissions map for the region and time period in question.  
There has been significant progress in this type of modelling in recent years, as is illustrated 
in detail in the following four chapters. For example, it is now possible to identify the 
locations of HCFC-22 (CHClF2) refrigerant manufacturing facilities across East Asia based 
on measurements of the emitted manufacturing by-product and potent GHG, HFC-23 
(CHF3) at three relatively remote western Pacific island atmospheric monitoring stations 
[Stohl et al., 2010].  In another striking example based on the comparison of several 
different inverse modelling approaches, it is now possible to quantify top-down national 
emissions of CH4 and N2O in Europe and the United States with reported uncertainties that 
approach (for CH4) or can even be smaller (for N2O) than the stated uncertainties of 
bottom-up national emissions reporting [Bergamaschi et al., 2015; Bergamaschi et al., 
2018; Henne et al., 2016; Manning et al., 2011; Miller et al., 2013].   
At the sub-national scale, a number of studies are currently underway to quantify the GHG 
emissions of large urban areas that account for a large fraction of global anthropogenic 
GHG emissions. These so-called "megacities" campaigns are based on intensive 
measurement networks around and within these cities, mainly for CO2 and CH4 which are 
well-measured by sensitive optical techniques, coupled with high-resolution modelling. 
Programmes underway include Paris, London and Los Angeles. Furthermore, numerous 
facility scale studies have been performed in recent years, in particular to quantify fugitive 
CH4 emissions from oil and gas production facilities (see Chapter 5). 
Other powerful tools that can be used to assess regional and national emissions include 
the use of stable isotopes and radioisotopes to characterise sources and sinks of GHGs (see 
also chapters 4, 5, 6, and 8).  For example, radiocarbon (carbon-14) can be used to 
distinguish fossil CH4 of geological origin (natural gas) from modern biogenic CH4, such as 
from landfills or wetlands, because the former is radiocarbon-free and the latter is not.  
Similarly, CO2 added to the atmosphere from the combustion of fossil fuels is radiocarbon-
free, while CO2 that is actively exchanging with the terrestrial biosphere and with the 
oceans is not.  Stable isotopes of carbon and oxygen can also be used to discriminate 
source and sinks of trace gases that contain these elements.  And some trace gas ratios, 
such as between CH4 and other hydrocarbon gases, are characteristic of certain sources, 
but their interpretations are also complicated by their components having different 
lifetimes in the atmosphere. Finally, satellite retrievals are an emerging technology that 
provides wide geographic coverage of total column abundances of CO2, CH4 and other 
gases (see chapter 9), although at present with significantly less accuracy than ground-
based methods. 
3.4 Towards convergence between top-down and bottom-up 
Within the regulatory framework that is necessary to address anthropogenic climate 
change, it will be important to quantify emissions accurately enough to assess compliance. 
While top-down emissions estimates in the global context are less likely than bottom-up 
estimates to be biased, in a regional modelling context transport errors remain a major 
concern.  For the foreseeable future, emissions reduction legislation is therefore unlikely 
to be based on anything other than bottom-up quantification, as it is at present.  It is 
nevertheless essential that all available information be used to improve convergence 
between bottom-up and top-down methods by variously improving emission factors, 
identifying missing sources and sinks and other potential sources of bias. To strengthen 
the top-down component of this convergence process to the level required to verify national 
emissions reporting, it will be important to continue improvements in modelling, including 
improving the observation and modelling of atmospheric transport parameters and also to 
increase the density of atmospheric GHG measurement networks, including applying new 
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in situ measurement technologies and satellite and ground-based remote sensing.  It will 
also be important for bottom-up national emission totals to be disaggregated into 
emissions maps that can serve as a priori input for top-down modelling.  
An important part of the convergence process will be to use optimal estimation inverse 
methods, taking into account all the available top-down and bottom-up information, 
including realistic uncertainties to arrive at improved reporting protocols that yield results 
that are consistent with global and regional atmospheric GHG observations. A general 
schematic for this approach is shown in Figure 3.2.  Such an optimal estimation approach 
to improving emissions verification is particularly germane in the context of the Paris 
Agreement, with its different Nationally Determined Contributions (NDCs) to emissions 
reductions and its requirements for strengthening these commitments in the event that 
the nations of the world fall short of their ambitious collective climate stabilisation goals, 
as current atmospheric GHG trends strongly suggest will be the case. Independent 
quantification of national GHG emissions will therefore be critical to the success of this 
process. 
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4 Top-down estimates of CO2 emissions and natural CO2 
fluxes 
P. Ciais, D. Crisp, F. Chevallier, F. Vogel, J. Miller, S. Basu, W. Peters, C. Gerbig, 
R. L. Thompson, R. Weiss, P. Bergamaschi, S. Hammer, I. Levin 
 
4.1 Introduction 
Global mean atmospheric concentrations of CO2 increased by 40% from about 277 parts 
per million (ppm: µmole/mole) by volume in pre-industrial times to 403 ppm by the end 
of 2017 (http://www.esrl.noaa.gov/gmd/ccgg/trends/#mlo_full) (Fig. 4.1). The atmo-
spheric concentration of CO2 is now at levels unprecedented over the last 800,000 years 
and continues to rise [IPCC, 2013].  The increase of CO2 is driven by human activities, 
primarily fossil fuel combustion to produce energy, but also cement production for 
construction, and land-use change to produce food and fibres. The first two of these 
sources introduce carbon into the atmosphere from geological pools previously decoupled 
from the atmosphere-land-ocean carbon system. The largest increases in CO2 
concentrations have occurred during the last decades and the rate of increase is 
accelerating. Because of its long lifetime, CO2 emitted since the beginning of the industrial 
era still contributes to radiative forcing and elevated temperature relative to pre-industrial 
levels. Today, the increase of CO2 alone, relative to pre-industrial levels, is responsible for 
64% of the radiative forcing by well-mixed GHGs. Thus, human caused emissions of CO2 
is the main driving force of climate change.  
Emissions from fossil fuel combustion and cement production increased during the last six 
decades by a factor of five, from 2 PgC yr-1 in 1960 to 10 PgC yr-1 in 2016. These numbers 
are estimated from inventories of energy use statistics including all fossil fuel types, with 
a stated accuracy of 10% globally. This increase in fossil CO2 emissions reflects the increase 
in population and economic development leading to more energy consumption, also per 
capita, but with large inequalities between countries. Emissions from land-use change 
increased until the late 1990s, but appear to have remained stable for the past nearly two 
decades. Current land-use change emissions are about 1 PgC yr-1, but with uncertainty of 
the order of 50%. This number is estimated from models that include land-use area 
changes and associated changes in ecosystem carbon densities. A relevant feature of land-
This chapter presents a summary of attempts to use atmospheric CO2 and tracer 
measurements for evaluating surface-atmosphere CO2 fluxes at various scales using 
atmospheric inversions. The term "CO2 fluxes" includes direct anthropogenic CO2 
emissions and natural CO2 fluxes over land and over ocean. Initially, inverse modelling 
of CO2 attempted to quantify the natural CO2 fluxes, which have much larger 
uncertainties than the anthropogenic CO2 emissions. Such CO2 inversions showed that 
on average the European continent is at present a net sink of carbon (considering only 
the ecosystem CO2 fluxes, excluding fossil fuel emissions). 
In order to quantify fossil fuel CO2 emissions from atmospheric measurements, the main 
challenge is to separate the fossil fuel CO2 component from the ecosystem CO2 fluxes. 
The most promising approach for this purpose is to use 14C in CO2 (radiocarbon). Several 
studies for North America and Europe have shown that 14CO2 measurements can 
quantify fossil fuel CO2 emissions on national and regional scale. Furthermore, CO2 
monitoring from space can provide important additional information, notably on CO2 
emission hotspots. A recent study using Orbiting Carbon Observatory 2 (OCO-2) 
satellite measurements showed that, in selected cases, CO2 emissions from large coal 
power plants in the US could be quantified within 1-17% of reported daily emission 
values. This study suggests that future CO2 imaging satellites, optimised for point 
sources, could monitor emissions from sites that lack detailed emission information. 
Finally, several recent studies have demonstrated that urban measurement networks 
allow the quantification of emissions at city scale. 
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use change emissions compared to fossil fuel emissions, is that they do not constitute 
additional carbon added in the atmosphere-land-ocean carbon system from long-term 
reservoirs, but rather a manmade transfer of carbon from terrestrial carbon pools into the 
atmosphere. Globally, land use is a net source of CO2 to the atmosphere, but this human 
activity can result into a sink of atmospheric CO2 in those regions where agricultural 
activities have decreased and carbon pools in vegetation biomass and soils have been 
partly restored. Emissions of CO2 from land-use change include legacy changes in land 
carbon pools that cause CO2 sources and sinks after an initial human disturbance, such as 
soil CO2 emissions following deforestation or afforestation and intensive agricultural land 
management. 
 
Figure 4.1. Observed atmospheric increase of carbon dioxide (CO2) since 1750. Red dots indicate 
ice core measurements representing an average concentration over 5 to 10 years. Black curve is 
from high precision measurements at the South Pole, which began in 1957 by C. D. Keeling. 
 
Fortunately for humankind, the land and ocean global carbon reservoirs have absorbed a 
significant fraction of anthropogenic emissions since the beginning of the industrial era. 
Over the last six decades, on average, natural carbon sinks have absorbed the equivalent 
of 50% of the CO2 emitted by human activities [Ballantyne et al., 2012]. This absorption 
capacity is remarkable because it has kept pace with the large increase of emissions over 
the last six decades. Future projections of climate change depend mainly on the future 
evolution of CO2 in the atmosphere driven by emissions and partly mitigated by natural 
carbon sinks. The IPCC recognised that the change in global temperature is linearly related 
to cumulative anthropogenic CO2 emissions, provided that carbon cycle models continue 
to project an increase in sinks roughly proportional to emissions in the future. This has led 
to the concept of "carbon budgets" that is, the allowable emissions compatible with a given 
global warming level. To meet a maximum of 2°C warming with a probability higher than 
66%, the total emission budget, starting from 2015 into any time in the future must be 
limited to about 230 PgC [UNEP, 2017].  To meet the 1.5°C warming level, the total budget 
is reduced to 204 PgC [Millar et al., 2017] (1). By comparison, the "carbon budget" used 
so far is 600 PgC [Ciais et al., 2013]. Limiting warming to these levels thus requires the 
implementation of substantial CO2 emissions reductions and/or increases in carbon sinks 
at an unprecedented rate. Approximately halving emissions each decade between now and 
the end of the century will be required, which has been called an herculean effort in 
transforming energy production systems and human behaviour [Rockström et al., 2017]. 
Given the anticipated investments, the efficacy of this expected emissions mitigation effort 
needs to be evaluated on a regular basis.  While for this purpose the inventory "bottom-
up" approach will certainly be used, it will be important to check the consistency of reported 
emissions with atmospheric measurements of CO2 (and related tracers) and inverse 
modelling ("top-down"), as described below. 
                                           
(1) Please note that different estimates of the remaining carbon budget from different studies depend on 
assumed climate sensitivity, carbon cycle response, and probability of staying below the given temperature. 
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4.2 Continental to global scale CO2 inversions 
Researchers have tackled the problem of quantifying the global distribution and variability 
of natural carbon sinks over lands and oceans using top-down atmospheric inversions. In 
these inversions, fossil fuel CO2 emissions associated with human activities are assumed 
to be much better known than natural fluxes at global and continental scales. The top-
down or inversion approach makes use of the fact that the surface fluxes of CO2 introduce 
spatio-temporal gradients in CO2 mole fractions in the atmosphere. Measurements of those 
variations can be used to quantify or at least constrain the magnitudes of sources and sinks 
at Earth’s surface. This has to be done within the context of global numerical atmospheric 
transport models, which relate surface fluxes to the atmospheric concentrations at the 
observations sites. 
The estimation of natural CO2 fluxes from atmospheric measurements constitutes a highly 
underdetermined mathematical inverse problem, because neither the present in situ 
observation network, nor any anticipated space borne observation system samples the 
atmosphere with a sufficient density to resolve the complexity of CO2 sources and sinks 
existing in the real world. Inverse techniques are a branch of Bayesian statistical inference. 
They combine three ingredients: (1) prior knowledge of CO2 fluxes, (2) measurements of 
atmospheric CO2 mole fractions, and (3) atmospheric transport models to translate 
information on surface fluxes into atmospheric CO2 concentration gradients. This 
information is expressed statistically by probability distributions ("probability density 
functions" (PDFs)) in inversions. The underlying assumption is that the true fluxes (if they 
were known) coupled to the transport model, which relates fluxes to atmospheric 
observations, would be consistent with the measurements. The inversion methodology 
refines the prior knowledge producing a reduced uncertainty on CO2 fluxes, and an 
evaluation of the consistency of the three sources of information. 
In most existing inversion studies, the prior information on global atmospheric CO2 fluxes 
includes two critical assumptions. The first is a perfect knowledge of fossil fuel and cement 
CO2 emissions and of their space-time patterns from emission maps derived from 
inventories. The second is an assumed estimate of ocean and terrestrial CO2 fluxes 
obtained from bottom-up carbon cycle models, or statistical information (e.g. assuming 
that certain fluxes are correlated within a given spatial and/or temporal domain). Prior 
information may be additionally specified based on ad hoc plausibility arguments (e.g. no 
CO2 sources over ice sheets or deserts, or assuming CO2 uptake following fire emissions in 
grid-cells affected by fires). 
Typically, global inversions use atmospheric CO2 concentration measurements from a 
global in situ surface network of about 150 sites (chapter 8) operated by different 
institutions, with most of the sites being part of the NOAA Global Greenhouse Gas 
Reference Network (https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php). The observations 
have different sampling frequency and can be grouped into discrete air samples (flasks) 
collected about once a week and continuous (~hourly) in situ measurements. The 
continuous measurements contain more information about sources and sinks than the 
weekly flask data. A uniform spatial sampling of the global atmosphere is desirable to 
constrain global inversions, but as of today this is not available. Most of the current surface 
stations are located at marine sites and in North America, East Asia and Western Europe 
(see Figure 8.1). The most important regions where the largest natural fluxes are located, 
including the Southern Ocean, tropical South America, tropical Africa, Siberia and the Arctic 
have very few observation sites. This severely limits the ability of global inversions to 
constrain CO2 fluxes over these regions.  
Global atmospheric transport models numerically solve the mass continuity equation for 
CO2, given the three-dimensional, time varying meteorological fields describing the state 
of the atmosphere. Global inversions typically assume CO2 to be an inert gas that is subject 
only to transport and surface emissions and sinks, although there is chemical production 
of CO2 in the atmosphere from the oxidation of CO, CH4 and hydrocarbons mainly by OH 
radicals. The global meteorological fields used for transport models come either from 
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analyses of numerical weather forecast models or from atmospheric general circulation 
models running in climate mode. Typical global atmospheric transport models currently in 
use have horizontal resolutions of 1° - 4° in latitude and longitude and up to 60 layers in 
the vertical dimension. The temporal resolution is typically is 3-6 hours as determined by 
the availability of the meteorological analyses. 
Global atmospheric inversions constrained by in situ data have provided much of the 
information on the large-scale carbon cycle such as the existence of a northern terrestrial 
sink [Tans et al., 1990], or the role of tropical land in modulating inter-annual variability 
[Bousquet et al., 2000]. Their uncertainties are large at continental scales, typically on the 
order of 50% to 100% of the mean, although it is likely that the uncertainty in year to year 
variability is much less [Baker et al., 2006]. Fig. 4.2 presents inversion estimates and other 
estimates of natural CO2 fluxes for continental Europe. Although on average the continent 
seems to be a net sink of carbon, CO2 uptake from inversions is much larger than the net 
land carbon increase diagnosed from inventories and Dynamic Global Vegetation models 
(DGVMs). In tropical regions, global inversions bring only marginal reductions in the 
uncertainty of CO2 fluxes due to the lack of atmospheric CO2 stations. The scientific value 
of these inversions is that they provide long time series of CO2 fluxes facilitating the 
analysis of trends and variability of CO2 fluxes over the past 30 years [Gurney and Eckels, 
2017]. For instance Yue et al. [2017] used two global inversions to investigate the CO2 flux 
anomaly during the 2015 El Nino event and found consistency between their results only 
when seasonal fluxes were analysed at the scale of very large latitude bands. In their 
annual update of the global budget of anthropogenic CO2 Le Quéré et al., [2017] used 
inverse modelling results from Carbon-Tracker Europe [van der Laan-Luijkx et al., 2017], 
Jena Carboscope [Rödenbeck et al., 2003] and the Copernicus Atmospheric Monitoring 
Service (CAMS) [Chevallier et al., 2010], which are regularly updated with results being 
used for the global separation between land and ocean fluxes and for three latitude bands. 
The variability of tropical CO2 fluxes is consistent between the three inversions, but their 
mean values differ, with the CAMS inversion giving a larger northern sink and a smaller 
tropical flux (small source) than the two other inversions. 
For atmospheric inversions, the surface network may be complemented by satellite 
retrievals of the column-averaged CO2 dry air mole fraction, denoted XCO2 (see also 
chapter 9). The higher spatial density of such measurements offer the prospect of a much 
stronger constraint on the CO2 fluxes despite significant random errors for individual 
sounding values. XCO2 estimates from existing satellite measurements are also subject to 
coherent systematic errors over large time and space scales that must be accounted for in 
flux inversion experiments to ensure that derived fluxes do not result from measurement 
biases. Current inversion results based on polar-orbiting satellites vary a lot depending on 
the applied transport model, on the inversion system and on the satellite retrieval 
algorithm used [Chevallier et al., 2014; Chevallier et al., 2017]. They also show some 
inconsistency with other measurements [Houweling et al., 2015]. Fig. 4.2 shows that 
inversions based on GOSAT XCO2 data produce a much larger CO2 uptake over the 
European continent than other estimates, as discussed by Reuter et al. [2017]. Various 
improvements are expected in the future, for instance through higher-resolution global 
transport models or through more and refined calibration and validation of the space-based 
data [Wunch et al., 2015], while new types of satellite missions will also allow the inversion 
systems to evolve, as explained below. 
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Figure 4.2. Estimates of the carbon balance of continental Europe for natural carbon fluxes (i.e., 
excluding fossil fuel emissions) from peer-reviewed publications. By convention a net CO2 removal 
from the atmosphere (for inversions) or a net increase in land carbon stocks (from bottom-up carbon 
accounting and Dynamic Global Vegetation models (DGVMs)) are counted positively. Light blue: 
global coarse regions inversions with global transport models that were developed in the 2000s. Dark 
blue: regional inversions based on higher spatial resolution transport models and optimised fluxes 
over small regions. Magenta: Inversions based on GOSAT XCO2 in the short wave infra-red spectrum 
with global transport models [Houweling et al., 2015], and with regional transport models [Reuter 
et al., 2014b] and based on Thermal Infra-red measurements (TES) [Nassar et al., 2011]. Orange: 
empirical model based on satellite vegetation optical depth changes scaled into biomass C changes. 
Light green: carbon accounting estimates, mainly from inventories and models. Dark green: Dynamic 
Global Vegetation models (DGVMs). 
 
4.3 Sub-national to national scale CO2 inversions 
Advances in modelling and expansion of atmospheric CO2 measurements have been 
realised over some regions with denser networks of continuous stations providing 
information available at much smaller scales. Law et al. [2002] noted that high-frequency 
variations in concentration reflected smaller scale features in emissions. Improvements in 
high-resolution modelling allowed the simulation of features with enough accuracy to 
constrain sources and sinks [Geels et al., 2007; Kountouris et al., 2016a; Pillai et al., 2010; 
Sarrat et al., 2009]. This allowed the recovery of sources first over sub-continental regions 
in Europe [Broquet et al., 2011; Kountouris et al., 2016b] and North America [Gourdji et 
al., 2012] to evaluate bottom-up ecosystem models [Fang et al., 2014] and over smaller 
agricultural regions [Lauvaux et al., 2008; Lauvaux et al., 2009; Schuh et al., 2013] or on 
urban scales [Bréon et al., 2015; Turnbull et al., 2015], see section 4.5). A particular 
advance was realised with bi-weekly vertical profile measurements across the Amazon 
basin and regional inversions [Alden et al., 2016; Gatti et al., 2014; van der Laan-Luijkx 
et al., 2015] to reduce the uncertainty of the CO2 budget of this important region for the 
global carbon cycle. 
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Other advances have been made with inversion simulation studies that use synthetic data, 
also called an Observation System Simulation Experiment (OSSE). One such study 
[Kadygrov et al., 2015] was based on networks of tall tower stations with a regional 
transport model that had a spatial resolution 0.5° by 0.5° over Western Europe assuming 
unbiased measurement errors and a perfect transport model. This study concluded that 
uncertainty reductions of up to 60% in large European Union (EU) countries with the best 
coverage of atmospheric continuous measurement stations would be possible. This would 
make this approach competitive compared to current uncertainties in the reported 
national-scale bottom-up inventories for natural CO2 fluxes in the Agriculture, Forestry and 
Other Land Use (AFOLU) sector (e.g. [Stinson et al., 2011]). 
In order to better represent a particular region, a nested higher resolution grid or a non-
uniform zoom region may be employed. In addition to nesting, mesoscale inversion 
systems use lateral boundary conditions from a global inversion system. Ultimately, the 
resolution of atmospheric transport models is limited by the resolution of the parent model 
providing the meteorological fields.  
4.4 The challenge of constraining fossil fuel CO2 emissions from 
atmospheric measurements 
The global stocktake of emission reduction pledges from the Paris Agreement gives 
approaches that could constrain fossil fuel CO2 emissions using atmospheric concentration 
measurements, which are largely independent of inventories, a policy relevance. Policy 
makers not only need to quantify emissions, but also emission trends. Because 
anthropogenic emissions are spatially concentrated in cities, industrial centres and power 
plants, and because the urbanisation trend will continue and amplify in developing 
countries, one research focus is on urban and industrial "hot-spots" of emissions with high 
resolution observations and to use tracers that can separate the signal of fossil fuel CO2 
sources. However, the Paris Agreement is defined in terms of nation-states, which means 
that quantifying total annual fossil fuel emissions within national boundaries will remain 
important. 
Inventory estimates of fossil fuel CO2 emissions contain considerable uncertainties, 
particularly at smaller scales (chapter 2) and this is the reason why independent estimates, 
for instance from atmospheric inversions are required. As explained above for natural 
fluxes, inversions need prior information on the space-time distribution of fluxes. 
Therefore, even though policy obligations for the post- Paris Agreement process only 
require the reporting to UNFCCC of national totals for different sectors, inversions of fossil 
fuel CO2 emissions require maps of CO2 emissions, with temporal profiles. Emission maps 
are based on models combining spatially explicit activity data and emission factors (chapter 
2). Models of the space-time distribution of emissions contain uncertainties that need to 
be included in the prior uncertainties of inversions targeting fossil fuel CO2 emissions.  
The European Copernicus CO2 Report [Ciais et al., 2015] recommended an observing 
strategy based on sampling emissions hotspots using a constellation of satellites that could 
produce 2D images of XCO2. Research studies showed that a typical spatial resolution of 2 
km x 2 km and individual sounding precision of less than 1 ppm would be sufficient to 
provide an error reduction of up to 50% on the emissions of a large city [Broquet et al., 
2017] or a large power plant [Bovensmann et al., 2010]. The study with one imager over 
the city of Paris showed that uncertainty reductions of up to 50% could be achieved under 
low to moderate wind conditions and for few days per month, given cloud coverage. The 
performance of the inversion degraded if systematic errors in satellite XCO2 images on the 
order of 0.3 ppm over distances of 100 km were included [Broquet et al., 2017]. This 
emphasises the importance of controlling all sources of systematic errors in retrieval 
algorithms of column CO2, in particular the effect of scattering by clouds and aerosols. 
Actual column CO2 retrievals [Nassar et al., 2017] from OCO-2 acquired during satellite 
overpasses of a few large power plants (Fig. 4.3) and inverted with a Gaussian plume 
model showed U.S. power plants emission estimates could be constrained within 1–17% 
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of reported daily emission values, suggesting application of the approach to other sites 
that lack detailed emission information [Nassar et al., 2017].  
 
 
Figure 4.3. Column CO2 from OCO-2 (V8 dataset) overpasses for four large power plants. The 
structure of the XCO2 excess downwind each power plant depends on the wind speed and directions 
denoted by the red arrows [Nassar et al., 2017; Nassar, personal communication, 2017]. 
 
The ability of a constellation of satellite XCO2 imagers to quantitatively constrain the 
national or regional budgets of CO2 emissions from the sum of hotspot emissions 
observations, given the coverage and time sampling of the satellites, is still an open 
scientific question. Because smaller sources will not be detected from space, and because 
total CO2 also in hot-spot areas contain significant contributions from ecosystem fluxes, 
the CO2 Report [Ciais et al., 2015] proposes to complement satellites by continental scale 
sampling of 14C in CO2 and other fossil fuel CO2 tracers like carbon monoxide [Levin et al., 
2003; Levin and Karstens, 2007]. The report also recommended the development of Fossil 
Fuel Data Assimilation Systems (FFDAS) to estimate fossil fuel CO2 emissions at a sub-
national resolution (25-50 km) by combining spatio-temporal information from a dynamical 
emission (inventory) model and co-emitted species (CO, NOx), natural CO2 fluxes 
estimates, and in situ and space-borne observations of atmospheric CO2, 14CO2, and co-
emitted species (CO, NOx, black carbon).  
Measuring 14C in CO2 (radiocarbon) represents the most promising approach for separating 
fossil CO2 in the atmosphere from the signal of natural fluxes. Although fossil fuel fluxes 
are typically dominant at the annual scale, ecosystem fluxes can be significantly larger at 
any given point in time, thus necessitating the use of radiocarbon, or proxy gases like 14C-
calibrated CO [Vogel et al., 2010] to separate their signals and hence for inversions to 
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constrain fossil fuel CO2 emissions [Levin et al., 2003; Turnbull et al., 2006] (see Figure 
4.4, updated from Levin et al. [2011]). Rayner et al. [2010] showed in an "Observing 
System Simulation Experiment" (OSSE) that adding 14CO2 measurements provides a 
considerable regional constraint of the order of a further 70% reduction in the uncertainty. 
The potential to estimate national fossil fuel emissions of the US using 14CO2 measurements 
was also shown by the National Research Council [2010] to be very significant, even with 
a somewhat limited network of measurement locations [Ray et al., 2014]. With the 
sampling density of 14CO2 measurements available in 2010 over North America (969 
measurements per year) the annual (monthly) mean of these emissions can be constrained 
up to a precision of about 1% (5%) according to Basu et al. [2016] (see Figure 4.5). The 
performance of these inversions depend on the mismatch between observed gradients of 
14CO2, which depend on the spatial-temporal distribution and intensity of emissions, and 
the grid size of transport models used in inversions. This issue emphasises the need for 
enhancing the spatial resolution of the transport models for constraining fossil fuel CO2 
emissions with inversions.  
 
Figure 4.4. Long-term 14CO2 observations measured in the outskirts of Heidelberg in comparison to 
the clean air reference level measured at the Jungfraujoch High Alpine station (a). The Heidelberg 
14CO2 data, sampled only during night-time, always fall below the Jungfraujoch reference level due 
to depletion of the atmospheric 14C/C ratio by local 14C-free fossil fuel CO2 emissions. This depletion 
is used to estimate the local fossil fuel CO2 component at the site, which shows typical values between 
5 ppm in summer and 20 ppm in winter (b). Note that the biogenic component (shown in green in 
(b)) is of similar magnitude as the fossil component, even in this rather polluted environment (from 
Levin et al. [2011] extended with unpublished data). 
 
14CO2 measurements can only be performed in situ by collecting flask air samples to be 
analysed in the laboratory, mainly by accelerator mass spectrometry. The ICOS research 
infrastructure has recently developed a network of continuous high precision atmospheric 
measurements of atmospheric CO2 in Europe including 14CO2 measurements for some of 
these sites currently sampling 2-week integrated 14CO2 at about 20 stations, soon to be 
supplemented by flask sampling of targeted source areas.  
An OSSE study to quantify fossil fuel CO2 emissions at the scale of a mid-size European 
country was performed by Wang et al. [2017], using a coarse resolution transport model 
and continental scale networks consistent with ICOS. This study assessed the "uncertainty 
reduction" estimated from a Bayesian inversion (i.e. the reduction of the prior uncertainty 
in emissions by adding observations) and the performance of the inversion scheme to 
retrieve a "true" emission field. The annual averaged uncertainty reduction and misfit 
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reduction using a network of 17 stations measuring CO2 continuously and 14CO2 in flask air 
samples for two-weeks integrated samples reaches 50% compared to the prior emission 
uncertainty. As expected, better performance can be obtained with a denser network of 
stations, and especially with an increase of the sampling frequency, i.e. daily instead of bi-
weekly. 
 
 
Figure 4.5. Measurement sites and emissions quantification from "Observing System Simulation 
Experiments" (OSSEs) of Basu et al. [2016].  Upper panel shows "2010 coverage" map, with size of 
diamond indicating relative number of samples per site.  Lower panel shows prior and posterior fluxes 
for the five eastern-most regions, which represent more than 50% of US annual emissions.  NRC 
5000 refers to the 5000 measurements per year recommended by the U.S. National Research Council 
[2010]. 
 
4.5 Local fossil fuel CO2 emissions from urban areas 
Today, urban areas actually contribute 53-87% of the global budget for CO2 emissions 
from fossil fuel burning and are expected to further grow in importance in the future 
[Dhakal, 2009; IEA, 2008; IPCC, 2014]. In contrast to efforts at very local scales using 
eddy-covariance measurements [Grimmond and Christen, 2012] high-resolution inversion 
systems are able to quantify emissions for a whole city or urban region. So far, inversion 
systems have been successfully deployed in test-bed cities, for example, in Paris [Bréon 
et al., 2015; Staufer et al., 2016] (Fig. 4.6), Indianapolis [Davis et al., 2017; Lauvaux et 
al., 2016], and Los Angeles (https://megacities.jpl.nasa.gov/portal). Significant 
uncertainty reductions were achieved and results are comparable with other techniques 
(i.e., mass-balance approaches using aircraft and high-resolution emission models) 
[Gurney et al., 2017]. 
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Typically, these urban GHG monitoring test-beds rely on networks of high-precision in situ 
observations (8 to 14 sites), but for some cities other observation systems have been 
tested, for example, ground-based total column (Boston and Paris), continuous carbon 
stable isotope measurements (Toronto) and lower-cost sensors (San Francisco). OSSEs 
have also demonstrated the value of such novel (dense) networks [Lopez-Coto et al., 2017; 
Wu et al., 2016], when attempting to quantify emissions for specific source sectors. Other 
studies have used observations of co-emitted species or carbon isotopes to quantify sector 
contributions [Lopez et al., 2013; Pugliese et al., 2017; Turnbull et al., 2015; Vardag et 
al., 2016]. 
 
 
 
Figure 4.6. Top: Inverted CO2 fluxes (mainly emissions) from the Paris urban area in green as 
compared to prior fluxes from the city inventory. The assimilated measurements with a high-
resolution transport model are CO2 gradients between pairs of stations upwind and downwind of the 
city. Noteworthy that inverted emissions follow the "heating degrees". Bottom: CO2 emission maps 
from the City inventory and atmospheric stations (shown by yellow inverted triangles). Adapted from 
Staufer et al. [2016]. 
 
As this scientific field continues to grow, WMO/UNEP has established a dedicated working 
group to promote and coordinate these efforts within the Integrated Global Greenhouse 
Gas information system (IG3IS) (see also section 10.6). Some countries also have started 
to align research across their cities, for example within the "CO2 Urban Synthesis and 
Analysis" (CO2-USA) network (1). Key deliverables of these programmes are to establish 
best practices and to help transform research successes into solutions relevant for 
stakeholders.  
                                           
(1) https://www.nist.gov/news-events/events/2017/11/co2-urban-synthesis-and-analysis-usa-network-
workshop 
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5 Top-down estimates of CH4 emissions 
P. Bergamaschi, H. Bovensmann, D. Brunner, E. Dlugokencky, S. Henne, E. A. Kort, 
A. J. Manning, T. Röckmann, M. Schmidt, and R. L. Thompson 
 
5.1 Introduction 
Atmospheric methane (CH4) is the second most important anthropogenic greenhouse gas 
(GHG), and contributed ~17% (0.51 W m-2) to the direct anthropogenic radiative forcing 
of all long-lived GHGs in 2016, relative to 1750 (NOAA Annual Greenhouse Gas Index 
(AGGI) [Butler and Montzka, 2017]). Taking into account additional indirect effects (1), the 
total radiative forcing of CH4 is estimated to be 0.97 (0.80 to 1.14) W m–2 [Myhre et al., 
2013]. Methane concentrations in the contemporary atmosphere are 2.5 times higher than 
in preindustrial times (~1750) [Etheridge et al., 1998]. Direct measurements of 
atmospheric CH4 showed a large increase during the 1980s (1984-1989: 11.8±0.9 ppb yr-
1), a slow-down during the 1990s (1990-1999:  6.3±4.3 ppb yr-1), and a stabilisation 
between 1999 and 2006 [Dlugokencky et al., 2003]. Since 2007, however, CH4 has risen 
again significantly [Dlugokencky et al., 2009; Rigby et al., 2008] with an average growth 
rate of 5.7 ± 1.1 ppb yr-1 during 2007-2013, and at a further increased rate of 10.1 ± 2.3 
ppb yr-1 during 2014-2016 [Dlugokencky, 2017] (Fig. 5.1). 
CH4 has a Global Warming Potential 28 times larger than CO2 on a 100-year time horizon 
and 84 over a 20-year time horizon [IPCC, 2013]. Due to the short atmospheric lifetime of 
9.14 yr (±10%) [IPCC, 2013], CH4 is considered to be an important target to mitigate 
global warming in the near-term [Shindell et al., 2012; Shindell et al., 2017]. Furthermore, 
reductions in global CH4 would have significant co-benefits for air quality. However, the 
                                           
(1) including ozone production, increase of stratospheric water vapour, generation of CO2 as final product of the 
CH4 oxidation chain, and increase of CH4 lifetime due to feedbacks to the global OH concentration  
Bottom-up inventory estimates of CH4 emissions have large uncertainties due to both 
the spatial and temporal heterogeneity of sources and large uncertainties in emission 
factors for most CH4 source sectors.  
Various regional or national scale CH4 inverse modelling studies demonstrated the 
feasibility of providing independent top-down emission estimates. Top-down estimates 
of national total CH4 emissions for the UK and Switzerland are in close agreement with 
reported CH4 emissions in recent years. However, for the UK they show a much smaller 
reduction in CH4 emissions during 1990-2015 compared to the reported values. 
A number of inverse modelling studies for Europe and the US showed larger total CH4 
emissions compared to the reported anthropogenic CH4 emissions. However, a recent 
study highlighted the potentially significant contribution of natural sources (from 
wetlands, peatlands, and wet soils in some geographical regions). Taking into account 
recent estimates for natural emissions, top-down and bottom-up estimates for Europe 
are broadly consistent. However, large uncertainties in the contribution from natural 
sources remain (especially regarding their spatial distribution). The large discrepancies 
between top-down and bottom-up estimates for the US (with top-down estimates being 
a factor of ~1.5 higher compared to the reported emissions) are likely due to 
underestimated CH4 emissions from the oil and gas sector. 
A large number of facility scale top-down studies of oil and gas production areas in the 
US give higher CH4 emissions than bottom-up inventories. Such facility scale 
measurements (using airborne instruments or mobile labs in vehicles) allow for the 
quantification of CH4 emissions from major individual CH4 sources (e.g. oil and gas 
production facilities, coal mines, or landfills) and will play an important role in improving 
CH4 inventories. 
32 
current atmospheric CH4 levels are higher than any Representative Concentration 
Pathways (RCP) scenario, except RCP 8.5 Wm−2 [Saunois et al., 2016b]. 
 
 
 
Figure 5.1. Atmospheric CH4. Upper panel: globally-averaged, monthly mean atmospheric CH4 
abundance determined from NOAA marine surface sites. Lower panel: Global CH4 growth rate 
[Dlugokencky, 2017]. 
 
5.2 Global CH4 budget 
The global CH4 budget can be described mathematically by the equation: 
𝑑𝑑
𝑑𝑑𝑑𝑑
𝑀𝑀𝐶𝐶𝐶𝐶4 = 𝐸𝐸𝐶𝐶𝐶𝐶4 − 𝑆𝑆𝐶𝐶𝐶𝐶4                                                                             (eq 5.1) 
where 𝑀𝑀𝐶𝐶𝐶𝐶4 is the total CH4 mass in the atmosphere ("atmospheric burden"), 
𝑑𝑑
𝑑𝑑𝑑𝑑
𝑀𝑀𝐶𝐶𝐶𝐶4 the 
rate of change of the atmospheric CH4 burden with time, 𝐸𝐸𝐶𝐶𝐶𝐶4the total CH4 emissions, and 
𝑆𝑆𝐶𝐶𝐶𝐶4the total sinks. The most accurately known term in this equation is the rate of change 
in the atmospheric burden, which can be directly calculated from high accuracy 
measurements of atmospheric CH4 mole fractions (Fig. 5.1). The main sink of atmospheric 
CH4 is the reaction with OH radicals in the troposphere (~87% of the total sink [Saunois 
et al., 2016a]). Further sinks are photochemical reactions in the stratosphere, reactions 
with chlorine radicals in the marine boundary layer and the soil sink. Although the 
magnitude of the atmospheric sinks varies considerably in space and time (since the 
radicals have very short atmospheric lifetimes, of the order of 1 second), the total sink via 
OH radicals can be derived from similar budgets of other tracers, whose emissions are 
relatively well known (such as methyl chloroform) and which are also predominantly 
destroyed by OH [Montzka et al., 2011b]. Largely based on this "proxy method", a total 
sink of ~550 Tg CH4 yr-1 has been derived with an estimated uncertainty of 10–20% 
[Saunois et al., 2016a]. Combining the estimate of the sink and the average observed 
atmospheric increase of 10 Tg CH4 yr-1 during 2003-2012, Saunois et al., [2016a] derive a 
global total CH4 emission of 558 [540–568] Tg CH4 yr-1 for this period. 
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Global and continental scale CH4 budgets have been compiled within the Global Carbon 
Project CH4 by reviewing and integrating available bottom-up and top-down estimates 
[Kirschke et al., 2013; Saunois et al., 2016a]. Around 60% (range 50–65 %) of 
contemporary global CH4 emissions are estimated to originate from anthropogenic sources. 
The main anthropogenic sources are fugitive emissions from the production (and 
distribution) of fossil fuels (coal, oil, and natural gas), emissions from agricultural activities 
(ruminants, manure management and rice cultivation), and from the waste sector (solid 
waste and wastewater treatment). The main natural CH4 sources are emissions from 
wetlands (including peatlands, wet soils and inland water bodies) and geological sources.  
While the global total CH4 emission is relatively well constrained by the global mass balance 
(i.e. top-down), estimates of emissions from individual source categories are largely based 
on bottom-up approaches and have considerable uncertainties, mainly due to large 
uncertainties in the emission factors for most CH4 source sectors. Anthropogenic CH4 
sources with very large uncertainties are, in particular, fugitive emissions from fossil fuels 
and the waste sector, but also from agriculture, owing to large spatio-temporal (and site-
to-site) variability of the emission factors (e.g. [Brandt et al., 2014]). 
The renewed increase of atmospheric CH4 concentrations is highly debated in the scientific 
literature. Given the relatively small source/sink imbalance (< 6%), however, it remains 
very challenging to identify and accurately quantify the drivers of the atmospheric increase. 
Some constraints come from the observed decrease in 13C isotopes, which suggests that 
biogenic CH4 emissions (probably mainly from agriculture) have increased [Saunois et al., 
2017; Schaefer et al., 2016]. In contrast, it has been proposed by several studies that the 
increase in CH4 emissions from the oil and gas industry has been driving the global CH4 
increase, based on the observed increase of atmospheric C2H6 [Franco et al., 2016; 
Hausmann et al., 2016]. However, the quantification of the increase in global CH4 
emissions from oil and gas based on the observed increase of atmospheric C2H6 remains 
difficult owing to large differences in the C2H6/CH4 ratios for different oil and gas sources 
[Kort et al., 2016]. Furthermore, recent studies by Rigby et al. [2017] and Turner et al. 
[2017] suggested that inter-annual variations in the OH sink may also play a role in the 
recent trend in atmospheric methane. Recently, Worden et al. [2017] showed that reduced 
biomass burning emissions could reconcile the conflicting estimates of the post-2006 
atmospheric methane budget, suggesting that CH4 emissions both from fossil fuels and 
from biogenic sources increased significantly after 2006. 
5.3 National and regional scale CH4 emissions 
Various regional or national scale CH4 inverse modelling studies are available especially for 
Europe and North America. These studies use mainly in situ measurements at regional 
surface monitoring stations and employ atmospheric models with medium to high spatial 
resolution. 
Henne et al. [2016] presented a regional-scale inverse modelling study for Switzerland 
using 6 monitoring stations (including 4 stations of the newly established CarboCount CH 
network on the Swiss Plateau) and a Lagrangian transport model at high-resolution (7 km 
× 7 km) (see Fig. 5.2). Their top-down estimate of 196±18 Gg CH4 yr-1 (for year 2013) is 
in close agreement with the bottom-up Swiss Greenhouse Gas Inventory (SGHGI) estimate 
of 206±33 Gg CH4 yr-1 (as reported to UNFCCC in 2015 for 2013). This study has been 
included in the National Inventory Report (NIR) of Switzerland as independent support of 
reported CH4 emissions. Recently, these high-resolution inversions have been extended for 
the years 2013-2016, resulting in similar results in agreement with the NIR. 
Manning et al. [2011] reported top-down estimates of the CH4 emissions from the UK 
(1990-2007) using a Lagrangian transport model and measurements from Mace Head. 
Updated and further extended CH4 inversions have been used in the NIR of the UK (see 
Fig. 5.3). The top-down estimates show good agreement with reported CH4 emissions for 
the most recent years, but are significantly lower during 1990-2010, i.e. these estimates 
suggest a much smaller reduction of CH4 emissions compared to the inventory data. 
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Figure 5.2. Swiss CH4 emissions [Henne et al., 2016]. Left: Prior surface CH4 fluxes from bottom-
up inventories. Right: Difference between posterior surface CH4 fluxes (from inversion) and prior 
fluxes. 
 
Figure 5.3. CH4 emissions from the UK: Top-down estimates using a Lagrangian transport model 
[Manning et al., 2011] and measurements from 2 stations (yellow, 1990-2015), or 7 stations (red 
crosses, 2013-2016). The black bars are the CH4 emissions reported to UNFCCC 2017. 
 
Bergamaschi et al. [2018] presented top-down estimates of European CH4 emissions for 
2006-2012 using a dataset of 18 European atmospheric monitoring stations with in situ 
measurements and an ensemble of seven different inverse models. The inverse models 
inferred total CH4 emissions of 26.8 (20.2-29.7) Tg CH4 yr-1 for the EU-28 for 2006-2012, 
compared to total anthropogenic CH4 emissions of 21.3 Tg CH4 yr-1 (2006) to 18.8 Tg CH4 
yr-1 (2012) reported to UNFCCC (Fig. 5.4). This study highlighted the potential significant 
contribution from natural sources (from wetlands, peatlands and wet soils), estimated from 
an ensemble of wetland models [Melton et al., 2013; Wania et al., 2013] to be between 
2.3 and 8.2 Tg CH4 yr-1 for EU-28. Taking into account these estimates for the natural CH4 
emissions, the top-down and bottom-up estimates were considered broadly consistent, 
even though most top-down estimates (6 of 7 models) are within the upper uncertainty 
range of the total of the anthropogenic and natural bottom-up inventories. However, it 
needs to be emphasised that wetland inventories have large uncertainties and show large 
differences in the spatial distribution of CH4 emissions. 
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Figure 5.4. European CH4 estimates [Bergamaschi et al., 2018]. Top: European CH4 emissions 
derived from one of the applied inverse models; blue circles are the locations of the measurement 
stations. Bottom: EU-28 annual total CH4 emissions derived by seven different inverse models 
(coloured symbols; bars show estimated 2σ uncertainties). Anthropogenic CH4 emissions reported to 
UNFCCC are shown by the black line (grey range: 2 σ uncertainty estimate). Furthermore, the blue 
lines show natural CH4 emissions from wetlands, peatlands, and wet soils from the WETCHIMP 
ensemble [Melton et al., 2013; Wania et al., 2013] of seven models (mean (blue solid line); median 
(blue dashed line); minimum-maximum range (light-blue range)). 
 
Miller et al. [2013] estimated CH4 emissions from the United States based on a Lagrangian 
transport model and measurements from tall towers and vertical aircraft profiles. Their 
top-down estimates of the total anthropogenic CH4 emissions of the US are a factor of ∼1.5 
higher than the inventory from the US Environmental Protection Agency (EPA). 
Furthermore, they found a pronounced discrepancy especially in the south-central United 
States, with ∼2.7 times higher emissions compared to the EDGAR inventory, suggesting 
that regional CH4 emissions from fossil fuel production could be significantly 
underestimated in the bottom-up inventories. The study of Miller et al. [2013] accounts 
also for natural CH4 emissions (estimated to be 2.7 Tg CH4 y−1 for the continental United 
States). 
Thompson et al. [2017] reported top-down estimates of CH4 emissions for northern North 
America using 6 stations with in situ CH4 measurements in Canada. They found a close 
agreement with the bottom-up inventories (including wetland fluxes from a land surface 
model) for the Hudson Bay Lowlands. However, their estimate for Alberta (5.0-5.8 Tg CH4 
yr-1), a region with large natural gas production (and large conventional and shale gas 
reserves) is significantly higher compared to the EDGAR and GAINS inventories (probably 
mainly due to underreported emissions from the natural gas industry). 
Top-down estimates provide in general estimates of total emissions and cannot distinguish 
between different sectors unless additional information is available, e.g. about the spatial 
distribution of different source sectors (and if different source sectors are spatially clearly 
separated and atmospheric measurements have sufficient spatial coverage). A powerful 
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method to distinguish between different CH4 source sectors is measurements of the stable 
isotopes in CH4, i.e. 13C/12C and D/H ratios, since different CH4 sources have characteristic 
isotopic ratios ("fingerprints"), mainly due to different CH4 production processes (Fig. 5.5).  
 
 
Figure 5.5: The stable isotopes in CH, i.e. 13C/12C and D/H ratios provide additional constraints on 
different sectors, since different CH4 sources have characteristic isotopic ratios ("fingerprints"), 
mainly due to different CH4 production processes (1). 
 
Using novel instruments for the in situ analysis of the stable isotopic composition of CH4 at 
a tall tower in the Netherlands (Cabauw), Röckmann et al. [2016] showed that atmospheric 
CH4 measurements at this station are mainly influenced by agricultural CH4 emissions from 
ruminants, but they could also identify specific events with greater contributions from 
natural gas and landfills. In this analysis, model simulations using the TNO-MACC emission 
inventory are in better agreement with the isotope measurements compared to simulations 
using the EDGAR inventory, demonstrating the potential of isotope measurements to 
reduce process specific uncertainties in emission inventories [Röckmann et al., 2016].  
Besides in situ measurements, satellite retrievals of CH4 have also been used in a number 
of studies. In particular, near-IR retrievals from SCIAMACHY and GOSAT providing column 
average mole fractions (XCH4) have been shown to provide additional information on the 
emissions at regional scales [Alexe et al., 2015; Bergamaschi et al., 2009; Wecht et al., 
2014a]. However, current satellite retrievals may still have biases. Furthermore, 
integration over the entire column implies that the signal from the CH4 variability in the 
planetary boundary layer (which is directly related to the regional emissions) is reduced in 
the retrieved XCH4.  
Nevertheless, a number of studies demonstrated the potential to detect CH4 emission hot 
spots from space. Using satellite retrievals from SCIAMACHY, Kort et al. [2014] identified 
the Four Corners area in the US (an area with intensive natural gas, coal, and coalbed CH4 
mining and processing) as a large CH4 source, which exhibits the largest CH4 anomaly in 
satellite data over the US (Fig. 5.6). Buchwitz et al. [2017b] used a simple and fast data-
driven method to estimate CH4 emissions from hotspots from maps of annually averaged 
satellite XCH4. Application of their approach for Four Corners resulted in emission estimates 
in good agreement with the study of Kort et al. [2014]. It is expected that future satellite 
instruments will significantly enhance the capabilities to monitor CH4 emissions from space 
(see chapter 9). 
                                           
(1) http://www.iceandclimate.nbi.ku.dk/research/drill_analysing/cutting_and_analysing_ice_cores/analysing_gasses/isotopic_signature/  
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Figure 5.6. Example of satellite retrievals for identification of CH4 emission hot spots [Kort et al., 
2014]. The figures show column averaged CH4 anomalies over the US from the SCIAMACHY 
instrument aboard ENVISAT (average 2003-2009). The significant CH4 enhancement over the Four 
Corners region (within white parallelogram) is the largest US CH4 anomaly viewed from space. 
 
5.4 Facility scale CH4 emissions 
Given the large uncertainties in emission factors, measurements close to sources are 
essential. In the US in particular, numerous studies have been performed close to oil and 
gas production facilities in recent years, since this sector contributes significantly to CH4 
emissions in the US, and US oil and gas production (including shale oil and gas) has 
significantly increased in the past decade. A comprehensive review of the scientific and 
technical literature by Brandt et al. [2014], on natural gas emissions in the United States 
and Canada, showed that most studies at the scale of individual devices or facilities inferred 
larger emission factors from the measurements than those used in the bottom-up 
inventories. Furthermore, this review suggests that a small number of "super-emitters" 
could be responsible for a large fraction of the total emissions. 
Most top-down studies at facility scale are based on CH4 measurements upwind and 
downwind of the CH4 source and use a mass balance approach or plume models to infer 
the emissions from the measured atmospheric mole fractions. The measurements include 
airborne in situ and remote sensing instruments (Fig. 5.7) and mobile labs in vehicles. This 
technique has been applied, e.g. to estimate CH4 emissions from a massive blowout plume 
in the North Sea [Gerilowski et al., 2015], oil and gas fields in the US (e.g. [Karion et al., 
2013; Thompson et al., 2015]), coal mine ventilation shafts [Krings et al., 2013], open 
coal mines (Fig. 5.8), landfills (Fig. 5.9) [Krautwurst et al., 2017], waste water treatment 
plants, and natural geological off-shore emissions (seeps) [Krings et al., 2017]. Fig. 5.10 
shows an example of airborne measurements in the Four Corners region in the US [Smith 
et al., 2017]. This airborne study found CH4 emissions consistent with the above-
mentioned previous satellite work [Kort et al., 2014] (Fig. 5.6). 
Since the Brandt et al. [2014] study, a multitude of field campaigns in the US have utilised 
the mass balance technique for quantifying emissions from oil and gas production fields, 
and this has greatly improved emission estimates and our understanding of US oil and gas 
emissions [Peischl et al., 2015; Peischl et al., 2016; Zavala-Araiza et al., 2015]. Further, 
the advance of a so-called "Green’s function approach" has made quantification of 
individual facilities possible [Conley et al., 2017], and remote sensing from aircraft 
corresponds nicely with the in situ approaches and enables the evaluation of individual 
emissions from facilities across an entire oil/gas field [Frankenberg et al., 2016].  For oil 
and gas facilities and production basins, it has been demonstrated that these methods can 
tightly quantify emissions. Provided that sufficient data are available including detailed 
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activity data, representative emission factors, and atmospheric concentration 
measurements close to the emission sources, reconciliation of top-down and bottom-up 
estimates is possible. 
 
 
Figure 5.7. Concept of airborne top-down estimates. CH4 is measured as column (with highest 
sensitivity for below aircraft concentration changes) with airborne remote sensing instruments (here 
MAMAP instrument) and as CH4 mole fraction with airborne in situ instruments at different height 
levels in the boundary layer. The measured CH4 data are transferred into an emission estimate using 
mass balance or plume inversion approaches. 
 
 
 
Figure 5.8. Example of GHG measurements using a vehicle equipped with a mobile lab. The example 
shows measurements around an opencast coal mine in Germany.  
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Figure 5.9. Comparison of top-down emission estimate for a landfill near Los Angeles. The bar graph 
shows the derived emissions using in situ data (blue) and remote sensing data (red) (here from 
MAMAP instrument) as well as inventory values. EPA inventory data for the years 2010 to 2013 (grey 
shaded) and 2014 (yellow) are shown (details see Krautwurst et al. [2017]). 
 
 
Figure 5.10. Example of airborne measurements for mass balance flux estimates.  This airborne 
study over the Four Corners region in the US [Smith et al., 2017] found CH4 emissions directly 
consistent with the previous satellite work [Kort et al., 2014] (see Fig. 5.6). 
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6 Top-down estimates of N2O emissions 
R. L. Thompson, P. Bergamaschi, E. Dlugokencky, E. A. Kort, and A. J. Manning 
 
6.1 Introduction 
Atmospheric nitrous oxide (N2O) levels have increased by approximately 20% since the 
pre-industrial era [MacFarling Meure et al., 2006] reaching a global annual mean of 328.95 
± 0.07 nmol mol-1 (or parts-per-billion, ppb) in 2016 (see Fig. 6.1). Most of the increase 
has occurred in the latter half of the 20th and beginning of the 21st centuries and is mainly 
due to human perturbation of the nitrogen cycle. Through the use of synthetic fertilisers 
(from the Haber-Bosch process) and manure in agriculture, the amount of reactive nitrogen 
(1) in the environment has increased by approximately a factor of two [Fowler et al., 2013]. 
The increase has occurred not only in agricultural soils but also in soils under natural 
vegetation and aquatic systems, as reactive nitrogen is distributed by run-off, leaching and 
atmospheric deposition. N2O is formed as a by-product of the microbial processes of 
nitrification and denitrification [Bremner, 1997], for which reactive nitrogen, in the form of 
ammonia and nitrate, is the substrate. The greater abundance of reactive nitrogen has led 
to an increase in N2O emissions from soils and aquatic systems of 6 to 7 TgN yr-1 above 
the natural level, which is generally defined as the pre-industrial level, estimated to be 10 
to 12 TgN yr-1 [Davidson, 2009; Syakila and Kroeze, 2011]. Although agriculture is 
responsible for about 80% of the N2O increase [Syakila and Kroeze, 2011], emissions also 
occur via a number of other human activities including municipal waste, industry 
(especially adipic acid production) and fuel combustion.  
In the atmosphere, N2O is a long-lived species with an estimated lifetime of between 116 
and 132 years [Fleming et al., 2011; Prather et al., 2015; Volk et al., 1997]. N2O is 
principally lost in the stratosphere via photolysis, approximately 90% of the loss, and 
reaction with the oxygen radical O(1D), accounting for the remaining 10% of the loss 
[Minschwaner et al., 1993]. In addition to being a greenhouse gas, N2O is also an important 
ozone depleting substance via the formation of NO in the stratosphere [Ravishankara et 
al., 2009]. 
Despite the availability of data on fertiliser and manure use, estimates of agricultural 
emissions of N2O, the dominant source, remain very uncertain. This is largely owing to the 
large uncertainty in the emission factor, that is, the ratio of nitrogen emitted as N2O relative 
to the reactive nitrogen applied. The emission factors used in the IPCC [2006]  
                                           
1  Reactive nitrogen includes both oxidized (e.g. nitrate) and reduced (e.g. ammonia) forms of nitrogen (and 
excludes N2). 
Inventory estimates of N2O emissions have very large uncertainties (>100%) owing to 
the heterogeneity of sources and uncertainty in emission factors for the main N2O 
sources, in particular, agriculture. Since emissions vary strongly from site to site 
depending on e.g. soil properties, management and meteorology, it is extremely 
challenging to determine accurate mean emission factors. Top-down approaches, on the 
other hand, use atmospheric measurements of N2O, which are related to the emissions 
through atmospheric mixing and transport. Top-down estimates of the global N2O 
emission are in good agreement with bottom-up estimates, however, there are some 
differences at continental and regional scales. Importantly, a recent global inversion 
indicates significant positive trends in emissions in South America and South Asia, which 
are not reported by inventories, while the negative trend found for Europe supports that 
reported. An ensemble of regional inversions in Europe indicates slightly larger 
emissions than the mean estimate reported to the UNFCCC for 2006-2012, but with 
reduced uncertainty. A national-scale inversion for the UK confirmed their reported 
emissions and a decreasing trend since the 1990s. Similarly, for the US, a recent 
inversion supports the EDGAR inventory estimate but indicates a significantly lower level 
of uncertainty. 
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methodology are about 1% for direct emissions, i.e. from managed soils, and of the order 
of 1% for indirect emissions, i.e. from soils that receive reactive nitrogen by means of 
wind, water or trade [De Klein et al., 2006]. However, the variation in the emission factors 
is large, depending on agricultural practices, soil properties, meteorology, and the amount 
of leaching and run-off. All these factors contribute to the overall uncertainty in the 
emission factor, which for direct emissions is estimated to be 30 to 300% [De Klein et al., 
2006]. The increase in atmospheric N2O indicates that the global mean emission factors 
for direct plus indirect emissions (approximately 2.5% for fertiliser and 2% for manure 
[Davidson, 2009]1) are consistent with IPCC estimates within the uncertainties. Adding to 
uncertainty in indirect emissions, are the significant uncertainties in emissions from inland 
water systems, coastal regions and the open ocean, which have also been perturbed by 
the input of anthropogenic sources of reactive nitrogen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 6.1. Atmospheric N2O. Upper panel: Globally averaged, monthly mean atmospheric N2O 
abundance from 1980 to present. All data is from the NOAA Global Monitoring Division (GMD). The 
red line is using data from the Halocarbons and other Atmospheric Trace Species Group (HATS) and 
the blue line is using data from the Carbon Cycle Group (CCG), which exists from 1998. Lower panel: 
Global N2O growth rate (prior to 2001 the NOAA network coverage was insufficient to accurately 
calculate the growth rate). 
 
Nitrous oxide in the atmosphere has been measured since the late 1970s [Prinn et al., 
1990], however, it was only in the mid-1990s when the atmospheric network began to 
expand and the precision improved, that these observations could be used in atmospheric 
inversions to retrieve regionally and temporally resolved emissions. Although the precision 
of N2O measurements is better than 0.1%, the signal to noise ratio for N2O is low compared 
to that of other trace gases, since gradients of N2O in the troposphere are small, for 
instance, the mean inter-hemispheric difference in N2O is about 1.5 ppb compared to a 
precision of about 0.2 ppb. Owing to the small N2O atmospheric signal, calibration 
differences between laboratories become important as these may be in the same order of 
magnitude as the signal. Laboratory inter-comparison programmes, such as the NOAA 
                                           
1  The Davidson et al. [2009] study calculated separate emission factors for newly fixed nitrogen, largely synthetic 
fertilizer, and recycled nitrogen, largely, manure, but which include direct and indirect emissions. The emission 
factors should not be added but rather applied to synthetic fertilizer and manure separately. 
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Round Robin, in which samples of reference gas are measured by each laboratory, and on-
going comparisons of ambient air measurements (i.e. measurements at the same site by 
different laboratories) provide the information required to adjust the measurements from 
different laboratories to the same calibration scale. This is an important step in combining 
N2O observations from different laboratories in an inversion to avoid errors in the emissions 
from measurement artefacts. In addition, measurement bias corrections have been used 
in some inversions [Bergamaschi et al., 2015; Corazza et al., 2011; Thompson et al., 
2014b]. 
6.2 Continental to global scale N2O emissions 
Global atmospheric inversions of N2O provide a mass balance constraint on the N2O budget, 
estimating the total emission from land and ocean while either calculating or using a 
prescribed value for the atmospheric sink. Inversion estimates for the global source of N2O 
vary from 15.9 to 18.8 TgN yr-1 [Hirsch et al., 2006; Huang et al., 2008; Saikawa et al., 
2014; Thompson et al., 2014b; Wells et al., 2018]. This variability is partly due to the 
uncertainty in the atmospheric sink, which needs to be balanced by the global source and 
the change in atmospheric burden; the range of lifetimes of 116 to 132 years translates 
into an uncertainty in the sink of approximately ±1 TgN per year (assuming an atmospheric 
burden of 1553 TgN [Prather et al., 2012]). In addition, atmospheric transport errors in 
each model further contribute to the differences between top-down estimates. Overall 
though, the top-down estimates are in reasonable agreement with the bottom-up 
estimates used in IPCC AR5 [Ciais et al., 2013] for the global emission, as well as the land 
and ocean components (Fig. 6.2). There are, however, some differences between inversion 
estimates at continental and regional scales owing to disparities in atmospheric transport 
and, especially, where the observational constraint is weak, such as in Central and South 
America and Asia [Thompson et al., 2014a].  
 
 
Figure 6.2. Global N2O budget from published inversions (blue), the Copernicus Atmospheric 
Monitoring Service (CAMS) 2017 inversion (yellow) and the bottom-up estimate of the IPCC AR5 
[Ciais et al., 2013] (green). 
 
Continental scale estimates are provided here from the recent atmospheric inversion from 
the Copernicus Atmospheric Monitoring Service (CAMS). In this inversion, the prior 
estimates were based on the OCN land-surface model for natural and agricultural soil 
emissions (Zaehle et al. 2011) and EDGAR-v4.2 for the non-soil anthropogenic emissions.   
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Figure 6.3. N2O emission estimates by (sub)-continental region from the CAMS 2017 inversion. The 
bars show the prior and posterior emission in TgN yr-1. The left and right bars show the mean 
emissions for 1995-2005 and 2006-2015, respectively. Note that the y-axes have been adjusted for 
South America and Africa. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.4. Annual area integrated N2O emissions from the CAMS atmospheric inversion. Shown are 
the prior emissions (black) and three inversion scenarios using an inter-annually varying prior 
estimate (IAV = blue), a climatological prior estimate (CLIM = magenta) and, similar to IAV but 
using a subset of observation sites with quasi-continuous measurements throughout the inversion 
period (REF = green). The grey and blue shading indicates the prior and posterior uncertainties, 
respectively. 
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The inversion covers the period 1995 to 2015 and provides a constraint on the evolution 
of N2O emissions globally and at (sub)-continental scale. Figure 6.3 shows the area-
integrated emissions for each region for 1995-2005 and 2006-2015. For most regions the 
posterior emissions agree quite well with the prior, with notable exceptions in Northern 
Eurasia, and North and South America. On average the global annual emission of N2O has 
not increased over the past 20 years, however, there is an increase of 0.65 TgN yr-1 
between 2007 and 2015 (Fig. 6.4). In North America, emissions dropped by approximately 
0.65 TgN yr-1 from 2000 to 2005 even though nitrogen fertiliser was quite stable during 
this period. After 2012, the emissions increased again but remained lower than 2000 levels. 
One possible reason for the decrease is an improvement in nitrogen use efficiency (NUE) 
and, correspondingly, a decrease in nitrogen surplus [Lassaletta et al., 2014]. In Europe, 
a decrease in emissions of approximately 0.26 TgN yr-1 is seen between 2003 and 2015, 
which is comparable to that reported to the UNFCCC (submission 2017) of 0.2 TgN yr-1 and 
consistent with the reported decrease in nitrogen fertiliser use and improvement in NUE. 
In contrast, emissions have increased significantly in East Asia, South Asia, and South 
America. In East Asia, N2O emissions have increased on average by 0.03-0.04 TgN yr-2 
since 1995, which is in agreement with the prior estimate and is consistent with the 
increase in nitrogen fertiliser use and decrease in NUE. Similarly in South Asia, emissions 
have increased by 0.01-0.016 TgN yr-2, again owing to increasing fertiliser use and 
decreasing NUE. The rate of increase found for South America, 0.018-0.035 TgN yr-2, is 
substantial and is much greater than that predicted by the prior, 0.006 TgN yr-2. The 
increase is, however, not unexpected considering the intensification of agriculture and 
increased fertiliser use. 
6.3 National-scale N2O emissions 
There are a growing number of atmospheric inversions focusing on the estimation of N2O 
emissions at national and regional scale [Bergamaschi et al., 2015; Corazza et al., 2011; 
Manning et al., 2011; Miller et al., 2012; Thompson et al., 2011]. These inversions use 
global transport models with a "zoom" over the region of interest or regional models and 
typically have higher resolution than global inversions.  
Recently, a dataset of atmospheric N2O in situ measurements from 13 European stations 
has been prepared by adjusting all observations to a common calibration scale. This dataset 
has been used to derive European N2O emissions for 2006 to 2012, applying 4 different 
inverse modelling systems (Fig. 6.5). The top-down estimates of total N2O emissions for 
EU-28 are broadly consistent with the values reported to the UNFCCC within the very large 
uncertainties (~100%) of the reported values. However the top-down estimates are in the 
upper part of UNFCCC uncertainty range. The natural N2O emissions are assumed to be 
small, but should be better quantified in the future to allow a more accurate comparison 
between bottom-up (anthropogenic sources only) and top-down estimates. The range of 
the top-down estimates of the applied model ensemble is smaller than the uncertainty 
range of the bottom-up inventories, which demonstrates the potential of inverse modelling 
to significantly reduce the uncertainties in emission estimates. In addition, the top-down 
estimates all show a negative trend in emissions, consistent with the UNFCCC and global 
inversion estimates.  
Manning et al. [2011] reported top-down estimates of the N2O emissions from the UK 
(1990-2007) using a Lagrangian transport model and measurements from Mace Head. 
Updated and further extended N2O inversions have been used in the UNFCCC National 
Inventory Report of the UK (see Fig. 6.6). The top-down estimates show consistency with 
reported N2O emissions within the uncertainties. 
A recent top-down study for the US, estimating emissions for the period 2008-2014, shows 
broad consistency with the EDGAR inventory for the annual mean of 1.6 ± 0.3 TgN yr-1 
[Nevison et al., 2018]. This is in contrast with previous studies, which suggested that US 
emissions were underestimated by inventories [Kort et al., 2008; Miller et al., 2012]. This 
discrepancy can be explained by the fact that these earlier studies focused on the 
agricultural belt of central US from spring to autumn, when the emissions are well above 
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the annual mean, and that the inventories have little or even no seasonality. Hence, 
extrapolating these results to a full year and for the whole of the US led to a positive bias 
in the emissions estimates. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.5. European N2O estimates from InGOS project. Top: European N2O emissions derived 
from one of the applied inverse models; blue circles are the locations of the measurement stations. 
Bottom: EU-28 annual total N2O emissions derived by four different inverse models (coloured 
symbols). Anthropogenic N2O emissions reported to UNFCCC (submission 2017) are shown by the 
black line and the estimate of natural soil N2O emissions [Bouwman et al., 1995] are shown by the 
blue dashed line. 
 
 
 
 
 
 
 
 
 
Figure 6.6. N2O Comparison of UK inventory estimates reported to the UNFCCC (2017 submission) 
(black bars with uncertainty range) compared to inversion estimates using the UK Met Office 
inversion system, InTEM. The orange line and bars show the InTEM estimates using only the Mace 
Head (west coast of Ireland) observations. The red crosses show the InTEM estimates using the 
extended UK DECC network of 5 observation sites. 
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6.4 Estimates of N2O emissions at facility scale 
Studies of emissions close to large sources, i.e. at the facility or field scale, may help verify 
and improve emission factor estimates. Until present, only a few top-down studies have 
been carried-out at facility or field scale for N2O. Here we present an example of preliminary 
results from an airborne measurement campaign conducted in 2017 to determine the N2O 
source from agricultural fields as well as from individual fertiliser production plants.   
The Fertiliser Emissions Airborne Study (FEAST), conducted by University of Michigan 
(principle investigator: E. Kort) in conjunction with Scientific Aviation, was conducted in 
Spring 2017 in the Southern Mississippi River Valley in the South-eastern US. With 
improved measurement technology, it is now possible to make continuous 1-second 
airborne measurements of N2O with accuracy and precision better than 0.1 ppb.  With this 
capability, FEAST then applied techniques developed and perfected for studying methane 
emissions from oil and gas fields (mass balance method [Karion et al., 2013; Peischl et al., 
2016; Smith et al., 2017]) and from individual facilities (Green’s function approach [Conley 
et al., 2017]).  Preliminary results suggest the mass balance approach works for large 
agricultural fields, and that by circling individual fertiliser plants their emissions can be 
tightly quantified.  Figure 6.7 illustrates an example of circling a large fertiliser plant.  From 
these observations emissions can be tightly quantified and directly compared with reported 
emissions for the facility. 
 
 
Figure 6.7. Quantification of N2O emissions from a fertiliser plant with aircraft measurements 
(FEAST).  Elevated N2O levels can be seen downwind of the facility and, by combining these 
observations with observed wind fields, emissions can be quantified. 
 
The capability of quantifying emissions from agricultural fields and fertiliser production 
plants opens the ability to evaluate emission estimates and emission factors used in 
generating inventories directly, unlike with regional/continental-scale estimates where top-
down observations convolve many sources.  This approach should thus enable clarification 
of where bottom-up estimates may be biased and improve our ability to represent 
emissions from these keys sources. 
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6.5 Potential and limitations of top-down N2O estimates 
Uncertainties in emission factors for agricultural sources of N2O dominate the overall 
uncertainty in emissions calculations. For direct agricultural sources, the uncertainty in the 
IPCC emission factor may be as high as 300%, while for indirect emissions from 
leaching/run-off and volatilization/re-deposition the uncertainties could be as high as 
500% and 300%, respectively [De Klein et al., 2006]. The large uncertainties are due to 
the highly variable nature of the emissions, which depend on soil properties, meteorology, 
and management practices. In contrast, the overall uncertainty contribution from industry 
and fossil fuel sources is small as these sources make up only approximately 10% of the 
total anthropogenic source [Ciais et al., 2013] and have generally better-known emission 
factors [Harnisch et al., 2006]. 
Although top-down methods provide little constraint on the source type, they can provide 
vital information about the total source. This can be seen in the example of Europe where 
the range of ensemble of inversions results 1.0 to 1.9 TgN yr-1 is smaller than the 
uncertainty range of anthropogenic N2O emissions reported to the UNFCCC of 0.4 to 1.9 
TgN yr-1, and since the contribution from natural sources is very likely to be small (<0.1 
TgN yr-1 [Bouwman et al., 1995]), this corresponds also to a reduction in the uncertainty 
of the anthropogenic source (see Fig. 6.5). In this example, the spread of inversion results 
is larger than the random uncertainty calculated by individual inversions, which illustrates 
the importance of systematic errors, which arise from atmospheric transport model errors, 
as well as assumptions about the error characteristics of the prior emissions and 
observations. In particular, errors in atmospheric transport, such as in boundary layer 
heights and wind fields, translate into errors in the retrieved emissions. These errors can 
be assessed to some extent by comparisons with independent tracers with relatively well-
known emissions, e.g. Radon [Koffi et al., 2016]. An additional atmospheric transport 
error, particularly relevant for global inversions, is the rate of stratosphere to troposphere 
exchange (STE); STE combined with the strong gradient in N2O across the tropopause 
influences tropospheric mixing ratios. Differences in the modelled gradient and STE 
contribute to disparities in global inversion results. Ensembles of atmospheric transport 
models can help establish these systematic uncertainties and provide a more 
representative range of emission estimates. 
Top-down methods can also provide indispensable information on emission trends. 
Emission trends from top-down estimates are also likely to be more robust than the 
absolute emissions, as these are less sensitive to the systematic errors mentioned above. 
Furthermore, given the relatively small change in natural emissions, estimated to be 
approximately 1 TgN yr-1 over the 20th century (attributed largely to temperature changes 
[Xu et al., 2012; Zaehle et al., 2011]), emission trends largely reflect the influence of 
human activity on the nitrogen cycle and N2O production.  
Furthermore, recent advances in measuring N2O, such as the development of high precision 
laser spectroscopy instruments, have the potential to greatly improve understanding of the 
N-cycle and N2O production. The first benefit that these instruments offer is an in situ 
measurement alternative to the maintenance intensive gas chromatographs, which for 
logistical reasons cannot be installed in locations lacking basic infrastructure. Secondly, 
some laser spectroscopy instruments can be used to measure N2O isotopologues, i.e. δ18O 
as well as bulk and site-specific δ15N in N2O [Harris et al., 2014]. Bulk 15N refers to the 
total ratio 15N to 14N in N2O, while site specific 15N refers to the ratio for the end versus 
central position N [Toyoda et al., 2013]. Measurements of bulk δ15N can indicate the 
contribution of natural versus fertilised agricultural soil emissions [Park et al., 2011; Pérez 
et al., 2001; Röckmann et al., 2003], whereas the site preference is independent of the 
substrate but can indicate the contribution of different microbial pathways, i.e., nitrification 
and denitrification. Lastly, δ18O and the central site δ15N are useful tracers for stratospheric 
N2O, as 18O and 15N are enriched in the remaining N2O after photolysis [Röckmann et al., 
2001], and can help quantify stratospheric loss and STE. Measurements of N2O 
isotopologues would be extremely valuable for verifying and improving process-based 
models, as well as further constraining regional and global N2O budgets. 
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7 Top-down estimates of emissions of halocarbons and 
other synthetic compounds 
D. Brunner, A. J. Manning, R. Weiss, M. Maione, J. Sussams, S. Henne, S. Reimann, and 
S. Montzka 
 
7.1 Introduction 
Halocarbons and other synthetically produced gases are used widely in industrial and 
commercial applications and in our daily lives. Applications range from refrigeration and 
air conditioning to use as foam blowing agents, propellants, solvents and fire extinguishers, 
to name but a few. These gases can be grouped into different chemical families and span 
a wide range of chemical and physical properties that critically determine their role in the 
atmosphere (Table 7.1). The chlorofluorocarbons (CFCs) became infamous in the 1970s 
and 1980s as a family of compounds that destroy the stratospheric ozone layer, which 
protects life against the harmful effects of ultraviolet radiation [Farman et al., 1985; Molina 
and Rowland, 1974]. The production of CFCs and other ozone-depleting substances (ODSs) 
was therefore gradually phased out after 1987 under the Montreal Protocol and its 
amendments, a protocol that was signed by 193 nations and is considered one of the most 
successful international environmental treaties to date. 
CFCs were first replaced by the less harmful hydrochlorofluorocarbons (HCFCs), and later 
by hydrofluorocarbons (HFCs) which are free of chlorine and do not appreciably contribute 
to stratospheric ozone depletion. However, CFCs, as well as many of their replacement 
compounds including HFCs, are potent greenhouse gases with large global warming 
potentials (GWP, see Table 7.1). The banning of CFCs under the Montreal Protocol therefore 
had a major co-benefit for climate, and in fact has been more efficient in reducing 
greenhouse gas emissions than the Kyoto Protocol [Montzka et al., 2011a; Velders et al., 
2007]. 
Halocarbons and other synthetic compounds are often potent greenhouse gases, and 
halocarbons containing bromine or chlorine are known for destroying the stratospheric 
ozone layer. Owing to the Montreal Protocol of 1987 to protect the ozone layer and the 
United Nations Framework Convention on Climate Change (UNFCCC), countries and 
industry especially in the developed world are experienced in collecting information on 
halocarbon emissions bottom-up. The recent Paris Agreement on climate change and 
the extension of the Montreal Protocol to hydrofluorocarbons (Kigali Amendment) 
provide strong incentives to further strengthen this capacity and will lead to a stronger 
engagement of developing countries. At the same time, measurements from the global 
network of flask sampling and continuous sites of the National Oceanic and Atmospheric 
Administration (NOAA) and the Advanced Global Atmospheric Gases Experiment 
(AGAGE), respectively, have allowed estimating global and zonally averaged emissions 
since the late 1970 directly from atmospheric observations top-down. Comparisons 
often revealed significant differences between bottom-up and observation-based 
estimates, for example for SF6, NF3 or CCl4, which helped in identifying major 
shortcomings in the current reporting but also led to a closer look at our understanding 
of the sinks of these long-lived species. Measurements of a large suite of synthetic 
compounds requires expensive instrumentation as well as dedicated and well-trained 
staff, which so far has limited the number of research groups measuring these 
compounds to only a few worldwide. As a consequence, the observation network is 
sparse (e.g. only three continuous measurement sites in continental Europe), which 
presently limits our capability to quantify emissions at sub-continental or even country 
scale. Establishing extensive flask sampling programs as demonstrated for the U.S. and 
extending the network of continuous observation sites, e.g. by involving additional 
research groups, could readily augment our measurement capacity and lead to more 
reliable emission estimates not only on global but also on country scales. 
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Due to their long atmospheric lifetimes, many of these synthetic gases are rather uniformly 
mixed throughout the troposphere, which allows their global abundances to be estimated 
from measurements at a small number of remote background sites worldwide. Global 
trends of CFCs have been measured by the National Oceanic and Atmospheric 
Administration (NOAA) and the Advanced Global Atmospheric Gases Experiment (AGAGE) 
at remote sampling sites since the late 1970s [Elkins et al., 1993; Prinn et al., 2000; Prinn 
et al., 2018]. After only a limited number of compounds have been measured by electron-
capture detection (ECD) in the beginning [Prinn et al., 1983], more and more compounds 
have been added to the measurement program (Fig. 7.1) with gas chromatography-mass 
spectrometry (GC-MS) analysis at NOAA of flasks sampled weekly beginning in the early 
1990s [Montzka et al., 1993], and high-frequency on-site GC-MS analyses by AGAGE 
beginning in the mid-1990s. By combining these measurements with estimates of the 
atmospheric sink, global emissions can be estimated quite accurately based on simple 
budget considerations. This has been demonstrated for global emissions of CFCs, halons 
and other compounds, which may be considered the first true success story in the history 
of "top-down" emission estimation [Cunnold et al., 1986]. It led to significant 
advancements in our understanding of global budgets and triggered intense discussions 
with industry and policy makers when discrepancies from "bottom-up" estimates were 
identified. Examples are presented in section 7.2. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1. Global trends in (left) CFCs and (right) selected species of the first (HCFC) and second 
(HFC) generation of replacement compounds. Only results from a subset of remote sites are shown 
here.  Source: NOAA (https://www.esrl.noaa.gov/gmd/hats/graphs/graphs.html). 
 
More recently, atmospheric observations have been used increasingly to quantify 
continental or even country-scale emissions. These methods have not yet reached the 
same level of scientific maturity and political acceptance, but are important in the context 
of international treaties such as the Paris Agreement, where countries committed to 
reducing greenhouse gas emissions [Weiss and Prinn, 2011]. Examples are presented in 
section 7.3. 
National emissions of halocarbons and other synthetic gases, submitted to the Montreal 
Protocol or to UNFCCC, are historically estimated based on accounting of production, sales, 
usage, and emission rates. Uncertainties in national emissions of individual synthetic gases 
determined in this bottom-up way can be very large. There are often significant 
uncertainties in trade statistics, stocks, and recycling rates, from which the release to the 
atmosphere is estimated as a residual. Furthermore, some substances escape during 
production and usage due to leaks that are highly variable and difficult to quantify, and 
some substances are produced unintentionally as by-products during the manufacture of 
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other gases. The uncertainties thus vary strongly from substance to substance and across 
the range of applications in which these chemicals are used. Top-down methods have a 
large potential to assist in reducing these uncertainties. 
 
a)       b) 
 
 
 
 
 
 
 
 
 
Figure 7.2. Global halocarbon measurement network. a) Advanced Global Atmospheric Gases 
Experiment (AGAGE) continuous measurement sites, b) sites where NOAA makes halocarbon 
measurements from flasks filled at Earths' surface and from aircraft profiles (red filled circles, unfilled 
circles represent discontinued sites) and from on-site instrumentation (blue squares). 
 
7.2 Global budgets 
Global emissions of a long-lived trace gas can be estimated from observations of the global 
burden at remote measurement sites following eq. 3.1 (chapter 3), which, however, 
requires an additional estimate of the sinks. The dominant sink mechanism depends on the 
species. For CFCs, for example, the main loss process is photolysis by UV radiation in the 
stratosphere, while for HFCs and many HCFCs it is the reaction with the hydroxyl radical 
OH mostly in the troposphere. Because transport to the stratosphere is slow and the mass 
of the stratosphere is four times smaller than the mass of the troposphere, species depleted 
only in the stratosphere and above have typical lifetimes of decades to centuries (Table 
7.1). Since the sinks are not always well understood and quantified, the uncertainty in the 
sink is usually the dominant contribution to the overall uncertainty of the global emission 
estimate. The atmospheric OH distribution determines not only the lifetime of halocarbons 
but also of many other species. If both the rate constant of the reaction between a trace 
gas and OH and the global emissions of the gas are known, eq. 3.1 can also be turned 
around to estimate a global mean concentration of OH. For several decades, this method 
has been applied to methyl chloroform, a species with comparatively well-known industrial 
emissions. Global measurements of methyl chloroform proved invaluable to estimate 
atmospheric OH concentrations and, thereby, to constrain the lifetime and global budgets 
of many air pollutants and greenhouse gases [Khalil and Rasmussen, 1984; Montzka et 
al., 2011b; Prinn et al., 1987; Singh, 1977].  
Estimating global and zonal emissions based on eq. 3.1 has a long tradition in the 
"halocarbon community". Instead of assuming a single box representing the atmosphere, 
Cunnold et al. [1983; 1994] proposed dividing the atmosphere into 12 individual boxes (4 
semi-hemispheric tropospheric surface boxes, 4 upper tropospheric boxes, and 4 
stratospheric boxes) and solving a system of differential equations that includes exchange 
coefficients between the different compartments. This "AGAGE 12-box model" can 
incorporate information on large-scale gradients contained in global background 
observations and was applied in many follow-up studies, e.g. Mühle et al. [2010], Rigby et 
al. [2013], Vollmer et al. [2016]. 
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Global budget studies have been elemental in identifying gaps in our understanding of 
sources and sinks and in discovering major discrepancies from bottom-up reported 
emissions. Levin et al. [2010] and Rigby et al. [2010] found that the total of all emissions 
of sulfur hexafluoride (SF6), one of the strongest greenhouse gases on a per unit mass 
basis, as reported by Annex 1 (developed) countries to UNFCCC only accounted for 20-
30% of the emissions derived from atmospheric observations. This suggested a major 
underreporting and an increasing share by developing countries in more recent years. A 
significant gap between bottom-up and top-down estimates was also reported for nitrogen 
trifluoride (NF3), another very strong greenhouse gas (Table 7.1), by Weiss et al. [2008] 
and Arnold et al. [2013]. NF3 emissions are mainly due to losses during its usage in the 
electronics industry. These two studies clearly suggested that the assumed loss rates were 
underestimated. Furthermore, differences in the bottom-up and top-down estimates of the 
global budget of carbon tetrachloride (CCl4) (e.g. Carpenter et al. [2014]) have spurred 
research on improving lifetime estimates and on detecting new industrial sources. This led 
to an improved understanding of the global budget for this compound [SPARC, 2016]. 
Finally, measurement-based global emission estimates have been performed for newly 
detected substances (e.g. HCFC-31, HCFC-133a) which advanced research on their 
unknown sources [Schoenenberger et al., 2015; Vollmer et al., 2015b]. These examples 
demonstrate the success of top-down methods in estimating global or hemispheric budgets 
and how they can support policy makers and industry. 
 
(a)      (b) 
 
 
 
 
 
 
 
 
 
 
Figure 7.3. Left: Top-down versus bottom-up estimates of global NF3 emissions [Arnold et al., 
2013]; EDGAR v4.2 is a global inventory, the independent estimate was derived from four different 
literature sources on industrial production and loss rates. Right: global SF6 emissions [Rigby et al., 
2010]; UNFCCC Annex 1 countries is the total of all emissions reported by Annex 1 (developed) 
countries, EDGAR v4 is an independent global inventory estimate, shown both for the total of Annex 
1 and the total of all countries. 
 
7.3 Regional and national-scale halocarbon emission estimation 
Most synthetic gases are sufficiently long-lived to be considered inert at the time scales of 
atmospheric transport relevant for regional-scale studies, i.e. at time scales of the order 
of a few days to one or two weeks (see Table 7.1). The same top-down methods can 
therefore be applied as for any other long-lived gas such as CH4 or N2O. 
In their pioneering inverse modelling study using a global 3D transport model, Hartley and 
Prinn [1993] estimated the emissions of a small number of large regions of the size of 
individual continents. This type of "synthesis inversions" was later refined in several follow-
up studies (e.g. [Mahowald et al., 1997; Mulquiney et al., 1998]). Sensitivities to areas of 
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emission were determined through multiple forward simulations releasing a fixed amount 
of a trace gas over a given region and in a given month and tracing the concentration 
response to this pulse. Since inversion results may be biased due to imperfect transport, 
Hartley and Prinn [1993] suggested that the model should first be tested carefully for a 
tracer with relatively well-known sources and chemistry, and they assumed that CFC-11 
(CFCl3) would be such an ideal substance. The issue of potential transport biases has thus 
been discussed since the early days of inverse modelling, and the need for suitable model 
benchmarks is still a pressing issue today. 
 
(a)      (b) 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.4. Measurements of (a) HCFC-141b and (b) HFC-125 at four sites in Europe. Information 
on regional emissions is contained in the peaks above background frequently observed at all sites 
except for the remote background site Ny Alesund [Reimann et al., 2017]. 
 
Different from global budget investigations, studies addressing regional and national-scale 
emissions primarily rely on pollution events, i.e. excursions of the concentrations above 
the background concentrations as shown in Fig. 7.4. Such events typically last from a few 
hours to a few days and are thus well observed with high-frequency, quasi-continuous 
measurements. The first study addressing country-scale halocarbon emissions was 
presented by Manning et al. [2003] and found an overall good agreement of the estimated 
emissions of CFC-11 and CFC-12 with the European inventories. It used the Lagrangian 
particle dispersion model (LPDM) NAME in forward mode sampling particles released from 
a regular grid over western Europe at the measurement site Mace Head, Ireland. For a 
small number of receptor points, the upstream influence of an observation, often referred 
to as its footprint, can be computed more efficiently by running an LPDM in backward 
(time-inverted) mode [Lin et al., 2003; Seibert and Frank, 2004]. Stohl et al. [2009] 
demonstrated this approach using the LPDM FLEXPART in combination with a Bayesian 
inversion to estimate global and regional emissions of selected halocarbons from the eight 
continuously measuring AGAGE stations and one Japanese station. They noted that the 
sites are often not ideally placed for studying regional emissions, either because they are 
too remote or because they are located in complex topography that is difficult to simulate 
accurately with current transport models. Backward LPDM modelling has remained the 
dominant approach for estimating regional scale halocarbon emissions until today owing 
to the simplicity of building an adjoint model in the Lagrangian framework and the 
efficiency of the approach in the case of a small number of observation points. 
Corresponding studies were conducted to estimate the emissions in East Asia (e.g., [Stohl 
et al., 2010; Vollmer et al., 2009]), Europe (e.g. [Brunner et al., 2012; Brunner et al., 
2017; Graziosi et al., 2015; Graziosi et al., 2016; Graziosi et al., 2017; Keller et al., 2012; 
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Maione et al., 2014]), the United States (e.g. [Hu et al., 2016; Hu et al., 2017]), and 
globally and regionally [Lunt et al., 2015], often challenging the numbers reported in 
bottom-up inventories, sometimes revealing striking discrepancies [Keller et al., 2011], 
and sometimes providing new information about global- to country-scale discrepancies 
[Fraser et al., 2014; Hu et al., 2016]. 
A few countries, the United Kingdom, Switzerland, and Australia, have started including 
top-down estimates in Annexes to their National Inventory Reports in order to provide 
further evidence for the quality of their numbers reported to UNFCCC. In the UK, for 
example, the discrepancy identified between top-down and bottom-up estimates of HFC-
134a emissions [Say et al., 2016] led to a revision of the bottom-up emissions and a better 
agreement in the latest report of 2016 as compared to previous reports (Fig. 7.5). 
 
(a) HFC-143a     (b) HFC-134a 
 
Figure 7.5. Top-down estimation of (a) HFC-143a and (b) HFC-134a in support of UK's inventory 
reporting. Top row: 2015 inventory submissions. Bottom row: 2016 inventory submissions. 
 
7.4 Potential and limitations of the current observational and 
modelling systems 
The original design of today's observation network dates back to the 1970s and 1980s 
when the main interest was to observe global and continental trends (see section 7.2). The 
network has grown over the years but it is still sparse (see Fig. 7.2) and even in its present 
state is threatened by budget cuts, as shown by the recent decommissioning of NOAA's 
site at Summit, Greenland. The network is still far from being sufficient for the purpose of 
country-level emission reporting, with the exception of the United States, where an 
extensive flask sampling program has been demonstrated to be able to constrain the 
emissions with reasonable accuracy [Hu et al., 2015; Hu et al., 2017]. The global network 
is not only sparse but also inhomogeneous with large regions of the globe such as South 
America and Africa being essentially unobserved land. 
Even over a comparatively well-sampled region such as Europe, the network is not 
sufficiently dense to quantify country-scale emissions with an accuracy requested by 
inventory compilers, though the measurements have proven valuable in detecting major 
deficiencies [Brunner et al., 2017; Graziosi et al., 2017; Keller et al., 2011; Say et al., 
2016]. Furthermore, two of the European sites (Jungfraujoch and Monte Cimone) are 
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located on mountain tops that are difficult to simulate accurately with current transport 
models, and no single permanent site is available covering eastern and southeastern 
Europe. 
A recent intercomparison of four inverse modelling systems over Europe by Brunner et al. 
[2017] showed that even when using the same prior emission maps and observation data, 
the spread of estimates for individual countries is often as large as a factor of two (Fig. 
7.6). Although the origin of these differences was not fully understood, an important reason 
was identified to be the way the background concentration levels were treated in the 
models. Currently, there are no operational global assimilation systems available for 
synthetic gases that could be used to constrain the background concentrations at the 
borders of the regional model domains. However, the use of global model simulations for 
the use as boundary conditions for regional-scale inversions was previously shown to 
improve the regional estimates [Rigby et al., 2011]. 
 
(a)      (b) 
 
Figure 7.6. Example of European-scale inversion results and comparison with bottom-up estimates 
at national scale for (a) HFC-125 and (b) SF6 [Brunner et al., 2017]. 
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8 European and global in situ GHG observations 
I. Levin, D. Brunner, E. Dlugokencky, S. Hammer and M. Ramonet 
 
8.1 Introduction 
Charles David Keeling at Scripps Institution of Oceanography (SIO) started systematic 
monitoring of atmospheric CO2 at South Pole station in 1957 [Brown and Keeling, 1965]. 
These measurements were supplemented by observations at Mauna Loa, Hawaii, in 1958 
[Pales and Keeling, 1965].  Both records continue until today (http://scrippsco2.ucsd.edu/; 
Dlugokencky and Tans, NOAA/ESRL, www.esrl.noaa.gov/gmd/ccgg/trends/); together with 
other worldwide observations, they form the basis for global budgeting of atmospheric CO2 
and estimating the fate of anthropogenic CO2 emissions of this most important man-made 
GHG (e.g. [Ballantyne et al., 2012; Le Quéré et al., 2016]). Systematic monitoring of other 
anthropogenic GHGs such as CH4, N2O as well as ozone-depleting halogenated organic 
molecules and fluorinated gases such as SF6 followed in the 1970s and 1980s (e.g. [Blake 
and Rowland, 1988; Dlugokencky et al., 1994; Lovelock, 1971; Maiss and Levin, 1994; 
Prinn et al., 2000]). Also these atmospheric measurements are used for global and regional 
budgeting of their emissions (e.g. [Bergamaschi et al., 2009; Bergamaschi et al., 2018; 
Bousquet et al., 2000; Cunnold et al., 1994; Levin et al., 1999; Levin et al., 2011; Saunois 
et al., 2017; Schmidt et al., 2001]). Today, many institutions and organisations worldwide, 
including NOAA/ESRL and SIO in the U.S.A., CSIRO in Australia, NIES in Japan, and ICOS 
in Europe are running GHGs measurement programs on a routine basis. They are generally 
coordinated through the Global Atmosphere Watch programme of WMO (WMO-GAW; see 
Fig. 8.1). Long-term data sets of GHGs are gathered and can be accessed at the World 
Data Centre for Greenhouse Gases (WDCGG), Japan 
(https://ds.data.jma.go.jp/gmd/wdcgg/). 
8.2 Technical requirements for long-lived GHG observations 
8.2.1 Instrumentation 
At the beginning of continuous routine measurement programs in the 1960s, the 
instrumentation for precise and stable long-term observations was often complex (such as 
gas chromatography coupled with mass spectrometry or Nondispersive Infrared absorption 
instruments (NDIR)) and needed frequent calibration to achieve high measurement 
precision and accuracy. Today, we can apply modern laser-based instrumentation, at least 
in the case of CO2, CH4 and N2O. These systems, if properly designed, can be left largely 
unattended and require less frequent calibration than past instrumentation [Yver Kwok et 
al., 2015]. This goes in line with less maintenance effort and requiring less calibration gas, 
Observations of atmospheric Greenhouse Gas (GHG) concentrations form the basis of 
top-down estimates of their emissions and sinks. For a globally integrated budget, a 
few remote stations in both hemispheres may be sufficient. However, to obtain more 
detailed information on individual source and sink components as well as their spatial 
distributions and trends requires a denser network of representative observations as 
well as supplementary information such as isotopic data to distinguish source/sink 
components. Due to the often small concentration gradients imprinted in the 
atmosphere by surface fluxes, rigorous accuracy and precision demands are posed to 
the measurements, which have been agreed on by laboratories contributing data to the 
Global Atmosphere Watch (GAW) programme and report them to the World Data Centre 
for GHGs (WDCGG) or other international data bases. In addition, careful data selection 
is required to digest regional observations in current state-of-the-art model inversions 
due to their limitations, e.g. to correctly represent boundary layer variability over 
continents. The current state and deficiencies and the future requirements for a 
comprehensive observational network for future top-down estimates of GHGs budgets 
are presented and discussed. 
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but achieving improved precision. In the case of halogenated trace gases with ambient 
concentration levels in the ppt or even ppq (10-15) range, as measured e.g. in the AGAGE 
network [Prinn et al., 2000; Prinn et al., 2018], coupled GC-MS systems with pre-
concentration units have been developed (e.g. [Arnold et al., 2012; Miller et al., 2008; 
Montzka et al., 1993; Simmonds et al., 1995] ). These systems are continually improved 
[Obersteiner et al., 2016; Vollmer et al., 2015a]. Due to their complexity and high initial 
and running costs, however, only few research groups worldwide have taken the challenge 
to operate such systems on a quasi-continuous basis at field stations. Even so, Europe, 
with 4 AGAGE or AGAGE-affiliated field stations with automated GC-MS instrumentation, 
has a higher density of such observations than any other region in the world. Denser spatial 
coverage, but with lesser temporal coverage, is typically achieved through analysis of flask-
air samples, such as are collected in the global NOAA/ESRL cooperative air sampling 
network. This requires running complex analytical systems only under laboratory 
conditions and has the advantage of providing uniform data quality across the network. 
The same is true for isotope measurements of CO2 and CH4, which are currently routinely 
measured only on flasks or other grab samples and are analysed with dedicated 
instrumentation in the laboratory. 
 
 
Figure 8.1. Map of stations that submit GHG measurements to the WDCGG 
(https://ds.data.jma.go.jp/gmd/wdcgg/). The red symbols show stations whose data have been 
updated during the past year. 
 
8.2.2 Measurement precision and compatibility 
In the case of CO2, CH4, N2O and SF6, calibration scales were established and are 
maintained by NOAA/ESRL as a WMO Central Calibration Laboratory (CCL). All laboratories 
contributing to the WMO/GAW network and submitting measurement results to the WDCGG 
must maintain high laboratory and calibration standards and should be linked to a CCL in 
a traceable quantitative way. The individual stations are responsible then for propagation 
of the calibration scales to working standards and finally to the ambient air measurements. 
However, uncertainties in individual propagation procedures may cause biases between 
laboratories and thus observations. To account for this, the CCL organises regular round 
robin experiments, and the responsible World Calibration Centre (WCC) independently 
audits stations.  
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NOAA and AGAGE and a few individual laboratories provide calibration scales for 
halogenated GHGs that are derived and maintained independently using different 
techniques. As for the other GHGs, traceability between these scales is critical to be able 
to combine the observations from different laboratories referenced to different scales. A 
recent round robin test of 19 different laboratories generally showed good agreement 
among the independent calibration scales used in the test. However, it also revealed 
significant uncertainties introduced by the propagation of scales from one of the five 
primary laboratories to other groups [Hall et al., 2014].  
As continuous and also flask sample analyses from globally distributed stations are 
performed by a large number of institutions, the WMO  Scientific Advisory Group on 
Greenhouse Gas Measurements recommended the compatibility goals of measurements of 
some important GHGs and their isotopic composition as listed in Table 8.1 [WMO, 2016]. 
These compatibility goals were estimated and defined such that the observed small 
regional and global atmospheric concentration gradients can be quantified accurately and 
can be interpreted univocally when combining data from different networks or laboratories 
to jointly use them in model inversions.  
 
Table 8.1. WMO recommendation for compatibility of measurements of GHGs [WMO, 2016]. 
Component Compatibility goal   
1-sigma 
Extended 
compatibility 
goal (1) 
Range in unpolluted 
troposphere (approx. range 
for 2015) 
Range covered by 
the WMO scale 
CO2 ± 0.1 ppm      
(North. Hemisphere)  
± 0.05 ppm    
(South. Hemisphere) 
± 0.2 ppm 380 - 450 ppm 250 – 520 ppm 
CH4 ± 2 ppb ± 5 ppb 1750 – 2100 ppb 300 – 5900 ppb 
N2O ± 0.1 ppb ± 0.3 ppb 325 – 335 ppb 260 – 370 ppb 
SF6 ± 0.02 ppt ± 0.05 ppt 8 – 10 ppt 2.0 – 20 ppt 
δ13C-CO2 ± 0.01‰ ± 0.1‰ -9.5 to -7.5‰ (VPDB)  
δ18O-CO2 ± 0.05‰ ± 0.1‰ -2 to +2‰ (VPDB-CO2)  
Δ14C-CO2 ± 0.5‰ ± 3‰ -50 to 50‰  
Δ14C-CH4 ± 0.5‰  50-350‰  
δ13C-CH4 ± 0.02‰ ± 0.2‰   
δD-CH4 ± 1‰ ± 5‰   
 
Despite usage of common calibrations scales and primary standards, measurement biases 
between different laboratories can still be large (e.g. [Hall et al., 2014; Vardag et al., 
2014]). Besides model transport and representation errors, calibration and measurement 
biases thus contribute most to the uncertainty of current inversion results; if these biases 
are constant in time, they can be estimated and corrected by including a bias correction 
                                           
(1) extended compatibility goal is provided as a guideline for studies in which the highest precision and accuracy 
is not required, for example a regionally focused study with large local fluxes, or services related to urban 
air quality [WMO, 2016].  
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as additional state variables in the inversion [Bergamaschi et al., 2015; Corazza et al., 
2011; Masarie et al., 2011]. 
Current international databases, such as the WDCGG, do not routinely provide uncertainty 
estimates for their stored data sets. As error estimates of observations are, however, an 
essential information for their use in inverse modelling, NOAA ESRL started providing 
uncertainties for their CH4 data and will do so in the future for CO2. The EU-funded research 
project InGOS ("Integrated non-CO2 Greenhouse gas Observing System") made also an 
effort in estimating uncertainties for many of the existing "historical" European CH4 and 
N2O records. This evaluation was based on quality control information, such as standard 
gas variability or co-located measurements of flask air [Vermeulen, 2016]. The 
methodology of uncertainty estimates is now implemented in the data evaluation system 
of the European Research Infrastructure ICOS RI ("Integrated Carbon Observation 
System").  
Besides provision of accurate calibration gases for the entire network, ideally from a central 
hub, as is the case for the AGAGE network, standardization of instrumentation including 
air intake systems, drying units, calibration protocols, etc. have a large potential to reduce 
measurement biases and improve the quality of observations.  
 
Figure 8.2. ICOS station network: Atmosphere (red), ecosystem (green), combined atmosphere 
and ecosystem stations (yellow), ocean stations, ships and cruises (blue) 
(https://www.icos-ri.eu/icos-national-networks). 
 
A prominent example of coordinated and harmonised monitoring is the European ICOS 
station network (Fig. 8.2), which is designed to provide GHG (currently CO2 and CH4, later 
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also N2O) concentrations and fluxes of utmost quality and compatibility. This will be 
achieved through rigorous standardisation of instrumentation, sampling, calibration and 
quality assurance procedures as well as centralised data evaluation, e.g. for the 
atmosphere by a dedicated Atmospheric Thematic Centre (ICOS ATC, https://icos-
atc.lsce.ipsl.fr/, [Hazan et al., 2016]). The ICOS Central Analytical Laboratories (CAL, 
https://www.icos-ri.eu/icos-central-facilities/icos-cal) provide calibration gases for the 
entire network to avoid calibration biases between the European stations, albeit run by 
national laboratories. Moreover, regular inter-comparison with other networks worldwide 
is performed by the CAL in order to guarantee compatibility also at the global scale. 
8.3 Measurement platforms 
Coverage of tropospheric GHG measurements at global ground level stations is currently 
only sufficiently dense and frequent to allow estimates of fluxes at continental scales.  Data 
from this network are mainly episodic e.g. weekly flask data and biased towards marine or 
coastal sites in line with the original objective to quantify atmospheric gradients at very 
large scale. The characterisation of concentration offsets generated by highly variable 
regional anthropogenic and biospheric sources typically requires regional measurement 
platforms and specific screening of the measurements. Flask-air sampling at continental 
sites requires careful selection for sampling time so that these data are representative for 
large areas and can serve as input for global inversion models. However, continuous data 
at continental ground level sites, e.g. on mountaintops in the "free troposphere", also need 
careful selection for representative situations to avoid local contamination by upslope 
winds, for example. Furthermore, mountaintop stations in the free troposphere provide 
mainly information on emissions at larger (continental) scales.  A dense network of tall 
tower (>100 m above local ground) stations for GHG measurements was therefore 
recommended already in 1985 by a WMO panel [WMO, 1986], in order to sample well-
mixed boundary layer air, for providing information on regional scale emissions. Today a 
number of tall tower networks have been established over North America by NOAA/ESRL 
[Andrews et al., 2014], over Siberia by NIES [Sasakawa et al., 2013] and recently also in 
Europe in the framework of the ICOS RI (Integrated Carbon Observation System Research 
Infrastructure: https://www.icos-ri.eu/icos-research-infrastructure). These tower 
networks are supplemented by existing ground level stations and have been used e.g. for 
Europe to estimate fluxes at country scale, using higher resolution inverse models 
[Bergamaschi et al., 2015; Bergamaschi et al., 2018; Henne et al., 2016; Kountouris et 
al., 2016b] (see also chapters 4, 5, 6).  
Within ICOS, currently 34 atmospheric stations (1) are planned (as of May 2018) in the 
presently 12 ICOS countries (see Fig. 8.2). While this ambitious effort represents an 
important step towards an operational European in situ measurement infrastructure (for 
atmospheric measurements of CO2 and CH4), additional in situ measurement stations 
should be established, especially in southern and eastern Europe. But also areas that are 
already comparatively well covered by observations, such as north-western Europe, could 
benefit from additional in situ observation sites, particularly for constraining emissions at 
national and regional scales. Furthermore, local networks should be set-up close to 
emission "hot spots", such as large cities or other anthropogenic source regions. On the 
global scale, it will be important to set-up monitoring stations in areas that are currently 
not well covered, especially Central and South America, Asia, and Africa. 
Compared to CO2, CH4, and N2O, the global network for atmospheric halocarbon 
measurements is much sparser (see chapter 7, Figure 7.2), presently limiting the capability 
to quantify halocarbon emissions at country scale. The European in situ network for 
halocarbons should be maintained and, if possible, further expanded. Since the 
sophisticated instrumentation required for the in situ measurements of halocarbons may 
present significant barriers (at least in the near future) to expand the in situ network, a 
complementary approach is to build up an infrastructure for frequent flask sampling as 
                                           
(1) as of June 2018, 11 ICOS stations have received the ICOS label, 11 stations have passed "Step-1", and 5 
stations have started "Step-2" of the ICOS labelling procedure,  
62 
demonstrated by NOAA for the U.S., and centralising the analysis in a few laboratories. In 
Europe, such a programme could be associated with the ICOS flask sampling programme 
that is currently being established for the analysis of greenhouse gases and their isotopes, 
but does not include halogenated gases. 
Estimates of regional GHG emissions from measured atmospheric concentrations largely 
rely on sophisticated 3-dimensional atmospheric transport models. Still transport 
uncertainty in the models, mainly during night when correct estimation of the boundary 
layer height is essential to estimate reliable fluxes from atmospheric observations, limits 
data usage to afternoon hours, and correspondingly, to daytime fluxes. Improvement of 
this situation would largely improve local flux estimates in the immediate footprints of the 
towers (with night time footprints being significantly reduced compared to daytime), 
because the signal-to-noise ratio of night time measurements over the continents is orders 
of magnitude larger than during the day when atmospheric mixing dilutes the source 
signals.  
 
Figure 8.3. Long-term observations of CH4 at the urban station Heidelberg, Germany ([Levin et al., 
2011] and unpublished data), compared to marine background measurements at Mace Head station, 
Ireland (flask data from the NOAA network (1)). The lower panel shows monthly CH4 differences 
between both sites (and the five year mean values as grey symbols); these differences have 
decreased by about 50% from the beginning of the measurements in the 1990s until today. 
 
An example of long-term observations at an urban station in Germany is given in Fig. 8.3. 
At the monitoring station of Heidelberg University located in the outskirts of the city, air is 
collected from the roof of the institute’s building at a height of about 30 m above ground 
level. Compared to the coastal site Mace Head in Ireland, a large continental enrichment 
of CH4 of typically between 100 and 200 ppb, and occasionally up to 300 ppb was observed 
in monthly integrated samples in the 1990s. This continental enrichment decreased by 
almost 50% in the last decade, a clear signal of CH4 emission reductions in the catchment 
area of the station [Levin et al., 2011]. 
                                           
(1) ftp://aftp.cmdl.noaa.gov/data/greenhouse_gases/ch4/flask/surface/ 
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Aircraft measurements ideally would supplement static measurement platforms over 
continents as these provide information in the vertical beyond the profiles covered by tall 
tower stations. However, regular flights with small aircraft have been established only at 
a few locations over North America [Sweeney et al., 2015] and Brazil [Gatti et al., 2010]. 
Measurements on commercial aircraft were established by Japan in the 1980s already on 
flight routes from Japan to Australia (CONTRAIL, http://www.cger.nies.go.jp/contrail/). In 
addition, the new European Research Infrastructure IAGOS ("In-service Aircraft for a 
Global Observing System", https://www.iagos.org/), which extends the long-established 
measurement program of CARIBIC ("Civil Aircraft for the Regular Investigation of the 
atmosphere Based on an Instrument Container"), was recently established. It will start its 
operation in 2018 for GHGs. These commercial aircraft monitoring programs mainly provide 
GHG observations in the upper troposphere and lower stratosphere. However, during starts 
and landing at airports, vertical profiles are measured, mainly in polluted areas; these data 
are very useful e.g. for model transport validation. 
8.4 Isotope measurements of GHGs 
GHG concentration measurements do allow estimating total fluxes. However, their 
association to individual sources that may help develop emission reduction strategies in 
important source sectors is not typically possible with concentration measurements alone. 
Here isotopic measurements on GHGs may be of great help. A number of suitable cases 
where supplementary data of stable isotopologues were very helpful in disentangling 
source contributions for global but also regional budgeting have been published in the last 
decades for CO2 and CH4 (e.g. [Ciais et al., 1995; Röckmann et al., 2016; Schaefer et al., 
2016; Turner et al., 2017]. However, in many cases important sources of CO2 and CH4 
cannot be distinguished univocally by their stable isotopic signatures, which limit its 
applicability for quantitative estimates [Vardag et al., 2016]. On the other hand, precise 
radiocarbon observations in regional atmospheric CO2 were shown to be very useful to 
quantitatively separate the fossil fuel CO2 component from ecosystem signals (e.g. [Levin 
et al., 2003; Turnbull et al., 2009]). Therefore, in the European ICOS atmospheric station 
network systematic 14CO2 observations are performed at all "class-1" stations; all samples 
are analysed by the ICOS Central Radiocarbon Laboratory that started operation in 2017 
at Heidelberg University (https://www.icos-cal.eu/crl). 
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9 Satellite retrievals of greenhouse gases 
Y. Meijer, H. Bovensmann, D. Crisp, S. Houweling, S. Pandey, B. Pinty 
 
9.1 Introduction 
Space-based sensors can provide global coverage at high spatial resolution, enabling the 
characterisation of local to regional variations in the column averaged CO2 or CH4 dry air 
mole fractions (hereinafter denoted XCO2 and XCH4). These data can be analysed with flux 
inversion models to estimate surface fluxes of these gases on these spatial scales. 
Satellites provide a unique opportunity to change the inversion paradigm from the current 
approach, which uses data from the highly accurate, but spatially sparse ground-based 
networks, to a more data-rich system in the near future. Yet, monitoring XCO2 and XCH4 
from space to constrain regional fluxes poses stringent requirements on measurement 
accuracy of satellite data. Space-based observations, which integrate concentrations over 
the atmosphere, rarely show gradients larger than 8 ppm for XCO2 and 80 ppb for XCH4. 
Satellite observations of XCO2 and XCH4 can thus improve our understanding of surface 
fluxes only if they have the accuracy, precision, coverage, spatial resolution, and temporal 
sampling needed to describe gradients with amplitudes of about 1 ppm for CO2 and 10 ppb 
for CH4 on scales ranging from several 1 km over land to ~100 km over oceans [Eldering 
et al., 2017a; Miller et al., 2007; Nassar et al., 2017; Schwandner et al., 2017]. 
SCIAMACHY, GOSAT and OCO-2 pioneered satellite remote sensing of greenhouse gases 
using high-resolution spectra of reflected sunlight, which are sensitive to the full column 
(Fig. 9.1), including the boundary layer, where the surface fluxes enter the atmosphere. 
As part of ESA’s Climate Change Initiative, extended time series of XCO2 have been 
produced (Fig. 9.2) from SCIAMACHY, GOSAT and OCO-2 data, as well as XCH4 from the 
SCIAMACHY and GOSAT data. In the following, the main scientific achievements of 
SCIAMACHY, GOSAT, and OCO-2 in terms of quantifying sources and sinks of CO2 and CH4 
are briefly summarised.  
SCIAMACHY (2002-2012) was the first space-based instrument designed to record high 
resolution spectra of reflected sunlight in CO2 and CH4 bands (Figure 9.3). SCIAMACHY 
recorded these data over a wide swath (960 km) at a spatial resolution of 30 km x 60 km 
over land [Bovensmann et al., 1999; Burrows et al., 1995; Gottwald and Bovensmann, 
2011]. Its spectra were analysed to derive XCO2 and XCH4 with good sensitivity to the 
boundary layer. The uncertainty (random error) and systematic error were determined 
through comparisons with retrievals from the Total Carbon Column Observing Network, 
TCCON. The random error of SCIAMACHY was estimated to be 2-3 ppm for XCO2 and 50-
80 ppb for XCH4. The systematic error was estimated to be around 1 ppm for XCO2 and 20 
ppb for XCH4 [Buchwitz et al., 2017a]. 
Satellite retrievals of natural and anthropogenic greenhouse gases target mainly carbon 
dioxide (CO2) and methane (CH4). Satellites can provide globally consistent 
observations that extend the spatial coverage and resolution of the ground-based 
atmospheric observation system and support top-down flux inversion estimates of 
greenhouse gas (GHG) emissions. Global and regional flux inversion estimates require 
very accurate satellite data, while local-scale emission estimates require precise, 
spatially-resolved images of the GHG distribution at very high spatial resolution.  The 
first generation satellite GHG missions focused primarily on estimating biogenic fluxes 
on regional scales. There is now a need to expand this capability to quantify 
anthropogenic emissions on spatial scales extending from individual sources (large 
power plants, cities) to nations. A dedicated monitoring system for anthropogenic 
emissions is currently under consideration for implementation within the Copernicus 
Programme. 
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Figure 9.1. Measurement principle for measuring CO2 and CH4, which can be passive (left, exploiting 
scattered sunlight) and active (right, lidar) in the short-wave infrared spectral region. 
 
 
Figure 9.2. XCO2 time series (northern hemisphere average) obtained from SCIAMACHY and GOSAT 
[Buchwitz et al., 2017a]. 
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The Japanese Greenhouse gases Observing SATellite, GOSAT (also called Ibuki), has been 
collecting data since 2009 [Kuze et al., 2009]. The GOSAT Thermal and Near Infrared 
Sensor for Carbon Observation-Fourier Transform Spectrometer (TANSO-FTS) was 
designed to minimise systematic errors in XCO2 and XCH4 observations, with high spectral 
resolution, broad spectral coverage and a signal-to-noise ratio adequate to yield single 
sounding random errors of 0.5% (2 ppm for CO2; 9.25 ppb for CH4). However, these assets 
came at the price of a reduced spatial coverage and resolution. TANSO-FTS requires 4 
seconds to record each sounding within a 10.5 km diameter surface footprint. A 2-axis 
pointing mirror is used to collect 3–5 soundings across a 750 km swath, yielding about 
10,000 soundings over the sunlit hemisphere each day. Because of the size of each 
footprint (~85 km2) only 3–7 % (300 to 700) of these soundings are sufficiently cloud-free 
to yield full-column XCO2 and XCH4 soundings [Crisp et al., 2012; Yoshida et al., 2011]. 
This spatial sampling approach provides useful constraints on the variability of terrestrial 
CO2 fluxes at regional to continental scales. The TANSO-FTS uncertainty (random error) 
assessed against TCCON is about 2 ppm for XCO2 and 13 ppb for XCH4. The estimated 
systematic error is lower than 1 ppm for XCO2 and 6 to 7 ppb for XCH4 [Buchwitz et al., 
2017a]. 
 
 
Figure 9.3. Overview of past, present and future satellite missions measuring CO2 and CH4 column 
averaged dry air mole fractions (XCO2, XCH4) with sensitivity down to the boundary layer, where 
most fluxes originate. 
 
The NASA Orbiting Carbon Observatory-2 (OCO-2) has been in operation since August of 
2014 [Crisp et al., 2017; Eldering et al., 2017b]. Its instrument measures only XCO2, but 
provides greater sensitivity, and much higher spatial resolution than SCIAMACHY and with 
larger sampling densities than GOSAT. It collects eight soundings at 0.333 second (~2.25 
km) intervals across a narrow (< 10 km) swath while over the sunlit hemisphere, yielding 
high spatial resolution (< 3 km2 footprint) along a contiguous measurement track (Fig. 
9.3). This sampling approach returns about one million soundings each day, with up to 8% 
(80,000 sounding/day) sufficiently cloud free to yield full-column estimates of XCO2 
[Eldering et al., 2017b]. Comparisons of OCO-2 XCO2 estimates with those from TCCON 
indicate single sounding random errors are near 0.5 ppm at solar zenith angles as high as 
70 degrees and regional-scale biases that are typically < 1 ppm. With its unprecedented 
sensitivity, accuracy, and spatial resolution, initial results from OCO-2 clearly resolve large-
scale features such as the 2% springtime CO2 drawdown over northern hemisphere 
continents that occurs during a ~2-week period in late May or early June as well as the 
much smaller variations that occur during the autumn as the biospheric activity decreases. 
They also resolve spatial variations in XCO2 associated with megacities like Los Angeles 
[Schwandner et al., 2017] and even those produced by individual medium- to large-scale 
power plants [Nassar et al., 2017] that lie in the vicinity of its narrow measurement tracks. 
However, the individual measurement tracks are separated by almost 25 degrees of 
Satellite, Instrument (Agencies) CO2 CH4 Swath Sample
ENVISAT SCIAMACHY (ESA)   960 km 30x60 km2
GOSAT TANSO-FTS (JAXA-NIES-MOE)   3 pts 10.5 km (d)
OCO-2 (NASA)  10.6 km 1.3x2.3 km2
TanSAT (CAS-MOST-CMA)  20 km 1x2 km2
Sentinel 5P TROPOMI (ESA)  2600 km 7x7 km2
Feng Yun 3D GAS (CMA)   10 km (d)
OCO-3 (NASA)  11 km ~4 km2 On ISS
GOSAT-2 TANSO-FTS  (JAXA-MOE-NIES)   5 pts 10.5 km (d)
MERLIN (DLR-CNES)  100 m 0.14 km (w)
MicroCarb (CNES)  13.5 km 40 km2
MetOp Sentinel-5 series (Copernicus)  2670 km 7x7 km2
GEOCARB (NASA)   4x4 km2  Geostationary
Feng Yun 3G (CMA)   1x1 km2
GOSAT-3 (JAXA-MOE-NIES)  
CO2 Monitoring series (Copernicus)   2x2 km2
 Not operational  Operational Mission extension  Planned  Considered
2022 2023 2024 20252017 2018 2019 2020 20212012 2013 2014 2015 20162002 ----- 2009 2010 2011
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longitude on a given day and while these gaps are reduced to about 1.5 degrees of 
longitude after a 16-day ground track repeat cycle, OCO-2 measurements still sample less 
than 7% of the Earth’s surface each month, and this actual coverage is further reduced by 
the presence of optically-thick clouds and aerosols. 
9.2 Usage of satellite XCO2 
Satellite XCO2 data have been primarily used to improve our knowledge of natural sources 
and sinks (e.g. [Basu et al., 2013; Chevallier et al., 2014; Heymann et al., 2017; 
Houweling et al., 2015; Liu et al., 2017; Maksyutov et al., 2013; Parker et al., 2016; Reuter 
et al., 2014b; Reuter et al., 2017; Schneising et al., 2014b]). For example, satellite XCO2 
data provide insights in how CO2 fluxes from northern ecosystems respond to inter-annual 
surface temperature variability [Schneising et al., 2014b], allow an independent view on 
the European terrestrial carbon sink [Reuter et al., 2014b; Reuter et al., 2017], give an 
independent estimate of CO2 emissions from Indonesian fires in 2015 [Heymann et al., 
2017; Parker et al., 2016], and yield unique information about the response of the carbon 
cycle of the tropical continents to the 2015–2016 El Niño [Liu et al., 2017]. 
Also, initial attempts to quantify anthropogenic CO2 source regions were performed (e.g. 
[Hakkarainen et al., 2016; Kort et al., 2012; Nassar et al., 2017; Reuter et al., 2014a; 
Schneising et al., 2013]). These studies confirmed that large scale anthropogenic signals 
could be detected from space [Schneising et al., 2013] and that space-based XCO2 can be 
combined with satellite-observed NO2 columns to discriminate fossil fuel signals from 
signals from the biosphere [Hakkarainen et al., 2016; Reuter et al., 2014a]. Using XCO2 
retrievals from GOSAT over a 1-year period, Kort et al. [2012] were able to detect an 
excess CO2 signal of a few ppm over Los Angeles. Several studies have used OCO-2 data 
as a proof of concept on the detection of anthropogenic CO2 emission patterns. 
Hakkarainen et al. [2016] de-trended the OCO-2 observations collected over an 18-month 
period to reveal XCO2 anomalies as large as 3 ppm over other large cities in North America, 
Western Europe, and East Asia. Schwandner et al. [2017] showed that XCO2 enhancements 
as large as 6 ppm could be detected over Los Angeles in a single overpass. Even individual 
medium (20 Mt CO2/year) to large (50 Mt CO2/year) coal fired power plants could be 
detected if they are located within or near the measurement track [Nassar et al., 2017]. 
Especially the latter shows the importance of high sensitivity and a small footprint size (a 
few square km) but also highlights the need for a wider swath (a few hundred km) to 
resolve such sources (a big city or power plant) within the context of their surroundings. 
As an example, the swath and sampling of several instruments are shown in Figure 9.4. 
9.3 Usage of satellite XCH4 
As already summarised in chapter 5, satellite data of XCH4 have also been used in a number 
of studies to provide additional information on the natural and anthropogenic emissions at 
regional scales [Alexe et al., 2015; Bergamaschi et al., 2009; Wecht et al., 2014b]. A 
number of studies also demonstrated the potential to detect CH4 emission hot spots from 
space. Using satellite retrievals from SCIAMACHY, Kort et al. [2014] identified the Four 
Corners area in the US (an area with intensive natural gas, coal, and coalbed CH4 mining 
and processing) as a large CH4 source, which exhibits the largest CH4 anomaly in satellite 
data over the US. Buchwitz et al. [2017b] used a simple and fast data-driven method to 
estimate CH4 emissions from hotspots using maps of annually averaged SCIAMACHY and 
GOSAT XCH4 data. Application of their approach to Four Corners resulted in emission 
estimates which are in good agreement with the study of Kort et al. [2014] and monitoring 
this area can now be continued throughout the GOSAT period (Figure 9.3). Future satellite 
instruments will significantly enhance the capabilities to monitor CH4 emissions from space, 
such as Sentinel-5 Precursor and other upcoming satellite missions (see Figure 9.3). 
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Figure 9.4. Comparison of the spatial resolution and coverage of SCIAMACHY, GOSAT, OCO-2, 
MircoCarb and the considered Copernicus CO2 monitoring mission.  
 
9.4 Future needs and challenges 
Need and challenges for regional to global scale flux estimates 
Regarding terrestrial fluxes, there is a clear need for new observations that help to reduce 
uncertainties of terrestrial CO2 and CH4 fluxes at continental scales. These measurements 
must be collected at weekly time scales to resolve the strong seasonal dependence of the 
terrestrial carbon cycle, such as the intense CO2 drawdown over the northern hemisphere 
continents during a 2-week period in late spring. The carbon cycle community requires CO2 
and CH4 budgets for all the continents with an uncertainty of few tenths of GtC yr-1 and on 
decadal time scales to track inter-annual variations. This calls for a satellite mission with 
sufficient measurement coverage and a short enough repeat cycle even in regions with 
frequent cloud cover, such as in the mid-latitudes and tropics.  
Need and challenges for country scale flux estimates 
At national scales, CO2 emission totals obtained from energy use statistics are reported to 
have a small relative uncertainty, but in some countries, emissions are so large in 
magnitude and change so rapidly that their absolute uncertainty is in fact larger than those 
of continental fluxes. For example, Guan et al. [2012] estimated that the uncertainty of 
fossil-fuel CO2 emissions from China is in the order of 15%, based on differences between 
provincial and national inventories. This uncertainty of emissions from China is ±0.4 GtC 
yr–1, which is actually larger than the carbon sink of North American forests [Ballantyne et 
al., 2012]. 
The current in situ and satellite observations are too sparse to provide flux estimates at 
the scale of middle-sized countries and biomes of similar spatial scale. This limits the 
possibility to help nations to assess the effectiveness of their efforts to reduce national 
emissions and increase sinks. The main challenge is thus to increase the accuracy, 
precision, resolution and coverage of greenhouse gas observing satellites to yield estimates 
of XCO2 and XCH4 to support flux estimates on the scale of medium-sized countries. 
Improvements in atmospheric transport and flux inversion models will also be needed to 
meet this target. 
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Need and challenges for local scale emission estimates 
The gap in observing capabilities for fossil CO2 emissions on the local scale is even more 
salient than for regional land or ocean fluxes, because there is no observation today that 
can provide an independent quantification on self-reported emissions.  
In countries that have intense emissions in some regions and productive ecosystems in 
others, like USA, China and India, inversions can currently not separate natural CO2 fluxes 
from fossil emissions. The distribution and magnitude of emissions within a country are 
less accurate than the national totals, which also plagues inversions of terrestrial CO2 
fluxes. Satellite data with high accuracy and good spatio-temporal coverage and resolution 
can improve this situation.  
Monitoring CO2 emissions from cities and large power plants requires high precision, high 
spatial resolution, dense coverage and frequent revisits, supplemented by in situ data and 
city-scale inventories [Ciais et al., 2015; Pinty et al., 2017]. Recent results from OCO-2 
[Nassar et al., 2017; Schwandner et al., 2017; Ye et al., 2017] show that satellite retrievals 
can yield single sounding precisions of 0.5 ppm at a spatial resolution of less than 3 km2 
per sounding. Schwandner et al. [2017] and Nassar et al. [2017] show that this precision 
and resolution is adequate for for quantifying emissions from compact sources emitting 
20-60 kilotons of CO2/day to 17-50%. However, these studies also reinforce the need for 
much better coverage and much more frequent revisits (days to weeks) to quantify these 
emissions and their changes over time. The narrow (< 10 km) OCO-2 swath images less 
than 7% of the surface area of the Earth each month, and optically-thick clouds and 
aerosols preclude accurate estimates of XCO2 from over 90% of these soundings, reducing 
the effective coverage to about 0.5% of the Earth’s surface each month. CO2 fluxes 
associated with compact sources that fall within the narrow OCO-2 swath can be well 
characterised, but those falling outside the swath produce plumes that are often impossible 
to detect above the background, even with the high precision and small footprint of OCO-2.   
These pioneering flux inversion experiments also show that accurate estimates of the near 
surface wind speeds, both before and during the observations, are critical for accurately 
retrieving fluxes from localised sources, so that the plume can be discriminated from the 
background and the rate of ventilation can be estimated. For CO2, the capability to 
distinguish the CO2 anomaly from its background can be mitigated to some extent by 
complementing the CO2 retrievals with spatio-temporally collocated measurements of 
proxy species, such as NO2 or CO, which are usually co-emitted with CO2, with 
concentration gradients that are easier to observe and to discriminate from their 
background values. Simultaneous observations of other species that are co-emitted with 
CO2, such as smoke and sulphate aerosols, are also critical because they can introduce 
uncertainties in the optical path lengths and errors in the XCO2 retrievals from NIR/SWIR 
observations. However, these species are often much less useful as proxies for tracing CO2 
plumes because optically-thin aerosol plumes are difficult to discriminate and track and 
optically thick aerosol plumes preclude accurate XCO2 retrievals altogether. 
Measuring strong, but poorly known, anthropogenic sources of CH4 from sources such as 
coal mining [Kort et al., 2014] and oil/gas production fields [Karion et al., 2013] is a new 
challenge for space-borne measurements at the local-scale. These sources introduce 
fugitive CH4 emissions over areas with spatial scales ranging from several km2 up to 1,000 
km2 for large oil and gas production fields and can reach emissions of about 500 kt CH4 
yr-1 [Karion et al., 2013; Schneising et al., 2014a]. The US EPA bottom-up emission 
inventories for these oil/gas fields are in the range of 100–200 kt CH4 yr-1, with error bars 
of 20 % to 50% [Schneising et al., 2014a]. However, CH4 emissions from these sources 
may be more difficult to distinguish from other, often coincident sources, such as livestock 
or wetlands, using space based measurements alone. 
Satellite measurements could provide a key component of a global carbon observing 
system for verifying emissions from such localised targets if the satellite retrievals have 
OCO-2 like sensitivities (0.125%/sounding) and spatial resolutions (< 3 km2), but a 
constellation of these satellites, each with much broader swaths than OCO-2 would be 
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needed to meet the demanding coverage and revisit requirements. To accurately interpret 
these measurements, they must be accompanied by substantial improvements in high-
resolution models of horizontal and vertical transport through the boundary layer. 
9.5 Analysis of gaps in existing satellite measurements 
Despite the progress to date in measuring atmospheric CO2 and CH4 distributions from 
space-based sensors, these measurements still do not provide the coverage and resolution 
needed to map CO2 and CH4 fluxes down to the scales where the majority of the 
anthropogenic emissions take place. Two factors limit the coverage and resolution provided 
by instruments like those on currently operational GHG satellites and those that will be 
launched in the near future.  The first is the spatial sampling strategy adopted by these 
systems.  The instruments carried by GOSAT, Feng Yun 3D, Gaofen-5, and GOSAT-2 
acquire soundings with relatively large surface footprints (> 10 km diameter) and these 
footprints are usually separated by > 100 km.  Others, including OCO-2, TanSat and 
MicroCarb collect data at higher spatial resolution along a narrow (10 – 25 km) swath, but 
the measurement tracks are separated by more than 100 km.  Both approaches sample 
only a tiny fraction of the Earth’s surface area on weekly to monthly time scales.  This 
limitation could be addressed by future instruments that are designed to acquire 
contiguous 2-dimensional images of XCO2 and XCH4 across a wide (> 200 km) swath with 
high accuracy, precision, coverage and spatial resolution. Such instruments would fill the 
gap of carbon observations for regional to national to city scales, as indicated in the 
comparison between past, current and future missions in Figure 9.4.  
The second factor that limits the spatial resolution and coverage of these first-generation 
NIR/SWIR sensors is optically thick clouds and aerosols. As noted above, even with its 
small (< 3 km2) measurement footprint, only about 8% OCO-2 soundings are sufficiently 
free of cloud and aerosol contamination to yield reliable, full-column XCO2 estimates.  
GOSAT TANSO-FTS has a larger measurement footprint (85 km2) and yields an even 
smaller faction of cloud-free scenes [Crisp et al., 2012; Yoshida et al., 2011]. Recent 
experiments by Massie et al. [2017] show that realistic 3-dimensional (3-D) clouds can 
introduce optical path length uncertainties even in cloud-free footprints, by scattering 
sunlight into these scenes or shadowing them. This experience suggests that even though 
a smaller measurement footprint improves the cloud-free yield, there is a point of 
diminishing returns below ~2 km in many partially cloudy regions.  Active lidars, with lasers 
that transmit and receive near-vertical beams, are not affected by cloud scattering and 
shadowing, and may therefore return more useful soundings in partially cloudy regions. 
Even in areas without optically thick clouds and aerosols, scattering by optically thin clouds 
and aerosols can introduce uncertainties in the optical path length that can cause 
unacceptably large biases in XCO2 and XCH4 estimates. To mitigate these errors, the optical 
properties and vertical distribution of optically thin clouds and aerosols must be known to 
quantify the impact of their scattering on the optical path length.  
One approach that would substantially improve the yield of full-column XCO2 and XCH4 
soundings is to deploy a constellation of wide swath imaging GHG sensors like those 
described above. A constellation with 3 or more wide swath imaging GHG sensors could 
increase the total number of soundings by a factor of 30 or more. Overlapping observations 
collected by these systems at different times of day with different viewing geometries are 
likely to provide additional coverage even in partly cloudy regions because clouds move.  
Such a constellation would provide a significant step forward for separating anthropogenic 
CO2 and CH4 emissions from terrestrial natural fluxes in atmospheric inversions, and could 
contribute to the future observing system with capabilities to verify emissions. Such 
mission tackling anthropogenic emissions would, as a "side effect", also improve our 
knowledge of natural CO2 and CH4 fluxes. 
Within the Copernicus programme, the European Commission together with ESA are 
performing feasibility studies to implement an anthropogenic monitoring and verification 
support (MVS) capability [Pinty et al., 2017]. The space component of such system should 
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measure CO2 with imaging capability with revisits twice per week and, spatial sampling of 
4 km2/sounding) and good accuracy (0.13%), which should enable estimating 
anthropogenic fluxes at local to country scale. Currently studies are on-going to assess the 
benefit of having spatio-temporally collocated observations of NO2 and aerosol to increase 
the accuracy of the source estimates. 
9.6 Summary of GHG satellite instruments – past – present - future 
An overview of different past, current and near-future satellite missions, with instruments 
capable of measuring greenhouse gases, is provided in Figure 9.3. For a more in-depth 
description of missions measuring CO2, please see chapter 3 of the Copernicus CO2-report 
[Ciais et al., 2015]. In addition, CEOS plans to publish a white paper for measuring carbon 
(CO2, CH4) from space. 
With the recent launch (13 October 2017) of Sentinel-5 Precursor the next step towards 
imaging XCH4 at sub-country resolution has been made. In the coming years, important 
other satellite missions are planned which will measure CO2 and CH4. Major advances are 
expected from MERLIN [Ehret et al., 2017], which will be the first space-borne instrument 
for XCH4 retrievals that uses an active lidar rather than reflected sunlight. It can therefore 
collect data during the day and night, and is expected to obtain more useful soundings in 
partially-cloudy regions. Furthermore, the launch of Sentinel-5 will be very important to 
continue the improved CH4 monitoring from space. In particular for the monitoring of 
anthropogenic CO2 emissions, the European CO2 monitoring constellation will be an 
important step forward. 
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10.1 Introduction 
Back in 2010, an expert meeting on uncertainty and validation of emission inventories 
concluded that, even though inverse modelling techniques were not sufficiently developed 
to provide comprehensive verification of inventories at the required accuracy, much was 
to be gained from working together [IPCC, 2010]. Since then, inverse modelling has gained 
acceptance in international model and data infrastructures to routinely deliver estimations 
of GHG sources and sinks. This chapter presents some major initiatives at the European 
scale (Copernicus and H2020 programmes, and the ICOS research infrastructure) and at 
larger scale (WMO). 
10.2 Copernicus 
10.2.1 Copernicus Atmosphere Monitoring Service (CAMS) inversion 
products 
In the context of changing air quality and climate, there is a growing demand from various 
areas of society for reliable information about atmospheric composition, from the local to 
the global scale. The reliability requirement concerns both the rigour of the information, 
which is expected to reach high scientific standards, and the continuity of the data stream, 
that allows developing strategies for the long term (for mitigation, adaptation, business, 
etc.). The European Union and ESA have anticipated this need through the continuous 
succession of the pilot projects GEMS ("Global and regional Earth-system (Atmosphere) 
Monitoring using Satellite and in situ data"), PROMOTE ("PROtocol MOniToring for the 
GMES Service Element on Atmospheric Composition") and MACC ("Monitoring atmospheric 
composition and climate") that have developed and operated ambitious numerical systems 
since 2005 to combine sophisticated physical models with measurements from a wide 
range of observing systems. The successful creation and maintenance of a large product 
portfolio and of the underlying processing chains has been managed by the ECMWF, 
following the robust technical, scientific and user-interaction experience gained by the 
Numerical Weather Prediction (NWP) community. The pilot projects have built the 
foundation for an operational service, which has been implemented under the name 
Copernicus Atmosphere Monitoring Service (CAMS) since the end of 2014, Copernicus 
being the European Union's Earth Observation Programme that develops information 
services based on satellite Earth Observation and other data (http://www.copernicus.eu/). 
Inverse modelling is now part of large international model and data infrastructures to 
routinely deliver estimations of sources and sinks of GHGs. We present some major 
initiatives at European and larger scales: (i) the Copernicus inversion products and their 
insertion in a wider Climate Data Store, (ii) the Carbon Portal of the Integrated Carbon 
Observation System that makes its data open, interoperable and machine-to-machine 
operable, (iii) the H2020 VERIFY project that develops scientifically robust methods to 
assess the accuracy and potential biases in national inventories reported by the parties 
through an independent observation-based pre-operational framework, (iv) the H2020 
CHE project that develops the science of and scopes out the necessary architecture for 
an operational anthropogenic CO2 emissions monitoring and verification support 
capacity that would be built around future dedicated satellites, and (v) the WMO 
Integrated Global Greenhouse Gas Information System that serves as an international 
coordinating mechanism to establish and propagate consistent methods and standards 
to help assess emission reduction actions. 
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Atmospheric inverse modelling at the global scale was already within the scope of the pilot 
projects, with a large emphasis given to GHGs that have large anthropogenic sources (first 
CO2 and CH4, then N2O as well), in order to respond to an identified demand from the 
climate community at large. The technical approach to inverse modelling that was defined 
and developed in the pilot projects relied on a variational formulation of Bayes’ theorem 
(see chapter 4), inspired by the so-called "4D-Var" systems of the numerical weather 
prediction (NWP). Compared to other technical solutions for Bayesian inverse modelling 
(analytical expressions and ensemble filters), the variational one is usually the most 
complicated to implement because it requires the tedious development and the 
maintenance of the adjoint code of the chemistry-transport model, but it is the only 
solution to date that is limited neither in the number of variables to infer nor in the number 
of observations to assimilate. This specificity is particularly important here since (i) 
concentrations of long-lived gases like CO2, CH4 and N2O are affected by large variability 
in sources and sinks even at long distances and even in the distant past (hence many 
variables to infer), and (ii) satellites provide massive number of measurements (hence 
many observations to assimilate).  
 
Figure 10.1. Annual-scale time series of the total natural flux in the European Union in CAMS CO2 
inversion v16r1 (green), of the corresponding land use, land-use change and forestry emission 
reported to UNFCCC (blue) and of the corresponding energy sector emission reported to UNFCCC in 
2017 (grey). Positive values denote sources to the atmosphere (emissions), while negative values 
denote storage in soils and vegetation (sink). The model grid points associated to the European Union 
appear in red on the global maps. 
 
CAMS now maintains, further develops and operates the processing chains that have been 
successfully run within the pilot projects for CH4, CO2, and N2O. Compared to other 
inversion products available in the scientific community, trademarks of the 
GEMS/MACC/CAMS inversion products have been their long time series (several decades), 
the processing of recent data (the lag of the products behind real time has been less than 
1, 2 and 3 years for CH4, CO2, and N2O, respectively and has been driven by measurement 
availability rather than by processing limitations) and the use of satellite retrievals (for CH4 
as the default configuration, for CO2 as a demonstration configuration). Once or twice per 
year, depending on the species, the CAMS processing chains deliver time series of surface 
flux fields that are as long as reasonably allowed by the observing systems, e.g. up to 
about 40 years for CO2. An example is given by Figure 10.1 about the carbon budget of 
the European Union. Associated Bayesian errors and global 3-hourly 3D atmospheric 
concentrations are also available. The spatial resolution is 3.75o in longitude and 1.875o in 
latitude, with 39 hybrid layers in the vertical for CO2 and N2O, and of 3o×2o with 34 vertical 
layers for CH4. All products and significant parts of the systems are documented in 
dedicated reports available from the CAMS portal http://atmosphere.copernicus.eu/. User 
74 
support is also provided. LSCE, TNO/SRON and NILU are respectively in charge of the CO2, 
CH4 and N2O processing chains. 
10.2.2 Climate Data Store 
The CAMS inversion products are currently distributed free of charge through  
http://apps.ecmwf.int/datasets/data/cams-ghg-inversions/, but the data will soon be 
moved to the Climate Data Store (CDS) of the Copernicus infrastructure in order to be 
directly and easily connected with related products for the users. The CDS in general 
provides information about the past, present and future climate in terms of Essential 
Climate Variables (ECVs) and derived climate indicators. As a distributed system, the CDS 
provides improved access to existing but dispersed datasets through a unified web 
interface. Among other things, the CDS contains observations, historical climate data 
records, Earth-observation-based ECV datasets, global and regional climate reanalyses, 
global and regional climate projections and seasonal forecasts. The CDS also provides a 
comprehensive set of software (the CDS toolbox) which enables users to develop custom-
made applications. The applications will make use of the content of the CDS to analyse, 
monitor and predict the evolution of both climate drivers and impacts. To this end, the CDS 
includes a set of climate indicators tailored to sectoral applications, such as energy, water 
management, tourism, etc. The aim of the service is to accommodate the needs of a highly 
diverse set of users, including policy-makers, businesses and scientists. In summary, the 
purpose of the CDS is to: (i) provide a central and holistic view of all information available 
to the Copernicus data managed by ECMWF, (ii) provide consistent and seamless access 
to existing data repositories that are distributed over multiple data suppliers, (iii) provide 
a catalogue of all available data and products, (iv) provide quality information on all data 
and products, (v) provide access to a software toolbox, allowing users to perform 
computations on the data and products, (vi) provide an operational system that is 
continuously monitored in terms of usage, system availability and response time. 
10.3 ICOS Carbon Portal 
The Integrated Carbon Observation System (ICOS) is also developing an important data 
infrastructure that will serve inverse modelling products among other related products. 
ICOS is a long-term, Pan-European Research Infrastructure that provides harmonised and 
high precision scientific data on the carbon cycle, greenhouse gas budgets and their human 
perturbation in general. All ICOS data is open data and available from the ICOS Carbon 
Portal (CP), licensed through a Creative Commons Attribution 4.0 International license. 
The ICOS CP activity is schematised in Figure 10.2. It uses an open linked data approach 
that makes ICOS data open, interoperable and machine-to-machine operable. By deploying 
a version-able metadata store and by pervasively using persistent identifiers for all data 
objects, complying with the FAIR principles ("Findable, Accessible, Interoperable, 
Reusable") can be achieved easily. Other important design principles of the ICOS CP are 
scalability, modularity, attribution of data contributors and open source of all developed 
code under the GNU General Public License, version 3. 
Next to publishing all ICOS (meta)data, data users are encouraged to publish their data 
products based on ICOS data also through the Carbon Portal, if possible (but not 
necessarily) using the same open license. This to enable a thriving and interactive 
ecosystem of users around ICOS RI that provide feedback on use and usability of the ICOS 
data products, and sharing the benefits of the open access curation, long-term storage, 
publication and attribution system to the wider community.  
In so called Virtual Research Environments (VREs) workflow systems are developed 
together with the users. They support the community with access to the data and 
processing capacities. This enables scientific cooperation without many of the hurdles often 
accompanying data access and sharing, while at the same time increasing efficiency, 
reproducibility and transparency of the scientific process. 
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The integration of ICOS CP provided data and visualisations into other portals and portals 
of portals is made easy and completely transparent to the users of these portals, while still 
ensuring data integrity and proper attribution. 
 
Figure 10.2. ICOS Carbon Portal dataflow ([ICOS RI, 2018]; CC4BY). 
 
10.4 H2020 project VERIFY 
With 38 official participants, VERIFY ("Observation-based system for monitoring and 
verification of greenhouse gases") is a large new H2020-funded project established for a 
4-year duration (starting February 2018). Led by LSCE, VERIFY’s primary aim is to develop 
scientifically robust methods to assess the accuracy and potential biases in national 
inventories reported by the parties through an independent pre-operational framework. 
"Verification" refers here to the provision of independent observation-based information to 
assess current uncertainties in GHG reporting and attribute it to underlying process, in 
order to ultimately improve transparency of and trust in UNFCCC inventories. VERIFY will 
provide observation-based estimates of anthropogenic and natural GHG emissions and 
sinks as well as associated uncertainties. The approach is based on the integration of 
atmospheric measurements, improved emission inventories, ecosystem data, and satellite 
observations, and on an understanding of processes controlling GHG fluxes (ecosystem 
models, GHG emission models). The integration will be guided by a comprehensive analysis 
of the strengths and weaknesses of current national inventory estimates involving key 
European national inventory agencies. The VERIFY products of GHG emissions and sinks 
are designed to deliver new information as an aid for decision-making by policy-makers at 
the national and European levels, and by regional authorities in Europe and other regions, 
and to actively contribute to the international effort on GHG monitoring. 
VERIFY will provide GHG fluxes and carbon stocks at scales required to inform policy. The 
spatial scales addressed cover regional (meaning sub-national regions) to national scale, 
with the production of time varying gridded maps of CO2 sources and sinks, CH4 and N2O 
emissions across the EU at a typical resolution of 10 km and weekly temporal resolution. 
These maps will be based on various observations, thus largely independent from national 
inventories. Although the project focusses on the EU, the same methods will be applied to 
other countries, namely US, China and Indonesia in collaboration with foreign experts. 
These GHG budgets estimates will be updated each year during the course of the project 
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for an effective comparison with national inventories, as well as with detailed regional 
inventories in selected regions and cities. Specific attention will be given to the assessment 
of uncertainties for both inventory-based estimates and observation-based estimates 
produced by the project and the reconciliation of both approaches. 
Two complementary approaches relying on observational data-streams will be combined 
in VERIFY to quantify GHG fluxes: 1) atmospheric GHG concentrations from satellites and 
ground-based networks (top-down atmospheric inversion models) and 2) bottom-up 
activity data (e.g. fuel use and emission factors) and ecosystem measurements (bottom-
up models). For CO2, a specific effort will be made to separate fossil fuel emissions from 
ecosystems fluxes. For CH4 and N2O, VERIFY will separate agricultural from fossil fuel and 
industrial emissions. Finally, trends in the budget of the three GHGs will be analysed in the 
context of Nationally Determined Contribution (NDC) targets. 
 
 
Figure 10.3. Concept of the VERIFY pre-operational system to monitor GHGs. 
 
VERIFY will bring together the best of each approach in a robust and transparent system 
designed during the project for future long-term operations (see Figure 10.3). VERIFY will 
go beyond the ensemble modelling approach, which gathers diverse top-down and bottom-
up results to assess GHG budget uncertainties. For bottom-up models, it will analyse 
existing models in depth, select a few state-of-the-art and complementary approaches 
(process-based and statistical models), and run them under a strict harmonised protocol. 
For top-down models, it will design and apply a flexible, transparent and open-source 
"Community Inversion Framework", to be run with various atmospheric transport models. 
These actions will facilitate the transition to the future operational and policy-relevant 
observation-based monitoring and verification system for Europe planned in the Copernicus 
programme.  
A large effort will be conducted in VERIFY to deliver a portfolio of uniform, integrated and 
well documented results, including accurate analysis of GHG budgets and carbon stocks 
uncertainties. The main products from the project will be made directly accessible to users 
(in particular the national inventory compilers) with web-based interactive visualisation 
tools. 
10.5 H2020 project CHE 
Starting on the 1st October 2017, the H2020-funded CO2 Human Emissions (CHE) project, 
led by ECMWF, brings together a consortium of 22 European partners and will last for over 
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3 years. The initiative will act as a bridge between the European Commission and its CO2 
Task Forces, space agencies and related industries, the CO2 science community, and the 
Copernicus Services. The project aims to bring together relevant expertise to develop the 
science of and to scope out the necessary architecture for an operational anthropogenic 
CO2 emissions monitoring and verification support capacity that would be built around 
future dedicated satellites (in contrast to VERIFY that is primarily based on the exploitation 
of existing measurements). 
This challenging target is aligned with the European Commission’s stepwise approach for 
a requirement-driven integration of Earth observations, from remote sensing and in situ, 
with enhanced modelling capabilities for CO2 fossil fuel emissions, along with other natural 
and anthropogenic CO2 emissions and transport. The project will pursue a consolidated 
methodology for integrating the monitoring system components, as well as innovation for 
estimating fossil fuel CO2 fluxes. These include reconciling bottom-up and top-down 
constraints and handling systematic errors of satellite sensors. Earth observations from 
satellites will be combined with in situ CO2 observations and information from co-emitters 
or isotopes to support the attribution of fossil fuel emissions and uncertainty reduction. 
Methodological advances will include a representation of anthropogenic CO2 variability in 
space and time, responding to documented shortcomings and needs, and a carbon cycle 
data assimilation system extended to enable estimates of emission uncertainties. 
Strategies to separate anthropogenic CO2 emissions from biogenic fluxes at country to 
global scales using observations and models will be evaluated (see also section 4.4). CHE 
will support a large community by providing a library of realistic CO2 simulations from 
global to city scale to examine the capacity for monitoring future fossil fuel emissions and 
to adequately dimension space mission requirements. Community building will include 
direct collaboration across the 22 European institutions, and communication and liaison 
with key European and international stakeholders. CHE will also directly collaborate with 
related activities in the H2020 VERIFY project. These coordination efforts will ensure the 
transfer of science and technology requirements and recommendations for strengthening 
existing assets with a view to developing an anthropogenic CO2 monitoring service. 
10.6 WMO Integrated Global Greenhouse Gas Information System 
To assist the countries in meeting their Nationally Determined Contribution commitments 
made in the framework of the Paris Agreement, the World Meteorological Organization 
(WMO) and its partners have initiated the development of an Integrated Global GHG 
Information System (IG3IS). The IG3IS is a large community effort that will serve as an 
international coordinating mechanism to establish and propagate consistent methods and 
standards to help assess emission reduction actions.  
The idea was initiated by WMO Commission for Atmospheric Science in 2013. The IG3IS 
concept paper that describes the objective and the key principles of this global system was 
developed and approved by WMO Executive Council in 2016. The Implementation Plan is 
currently under development. The IG3IS team has identified four implementation 
objectives: (1) reduce uncertainty of national emission inventory reporting to UNFCCC; (2) 
locate, quantify and inform emitters of previously unknown emission reduction 
opportunities (such as for fugitive methane emissions from industrial sources); and (3) 
provide subnational entities such as large urban source regions (megacities) with timely 
and quantified information on the amount, trends and sectoral attribution of their GHG 
emissions to evaluate and guide progress towards emission reduction goals; (4) support 
the global stocktake. 
These objectives are supported by the cross-cutting activity on development of inverse 
modelling techniques. Interactions between different objectives are depicted on Figure 
10.4. 
Unlike large carbon strategies, IG3IS aims to be a practical tool to support actions on 
national and sub-national scale. Its main purpose is to ensure that the national and sub-
national implementation follows the same principles and all developed pieces can be 
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compatible with each other building a harmonised global system (similar to the global GHG 
observations, coordinated via the WMO/GAW Programme). 
IG3IS implementation is proceeding along two lines of activity: (i) the preparation of 
methodological guidelines that describe "good practice" to use atmospheric measurements 
and inverse modelling, for implementation under each objective area, and (ii) the initiation 
of new projects and demonstrations that propagate and advance these good practice 
capabilities and build confidence in the value of IG3IS information with stakeholders. 
Pilot and demonstration studies in various countries (Switzerland, UK, New Zealand, USA, 
etc.) indicated that implementation of IG3IS requires consistency between spatial scales 
(from global to regional/national to urban). Attribution of emissions to specific sector 
requires a lot of additional information on co-emitted species or the traces attributable to 
specific emission sectors. Reduction of uncertainties in emission estimates using inverse 
modelling techniques requires dramatic improvements in the modelling of atmospheric 
transport. The key role (especially on smaller spatial scale) is played by improvements of 
the parametrization of the planetary boundary layer. 
 
 
Figure 10.4. Schematic of the interaction between the IG3IS objectives. 
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11 Conclusions 
The implementation of the Paris Agreement requires accurate quantification of GHG 
emissions in order to track the progress of all parties with their "Nationally Determined 
Contributions" and to assess collective progress towards achieving the purpose of this 
Agreement and its long-term goals (referred to as the "global stocktake"). The reporting 
of GHG emissions mainly builds on the bottom-up methodologies developed by the Inter-
governmental Panel on Climate Change (IPCC). Bottom-up emission inventories, however, 
can have significant uncertainties, especially for non-CO2 GHGs due to large uncertainties 
in the emission factors for many source sectors. Furthermore, statistical activity data can 
have considerable uncertainties (and might be incomplete or lack reliable data), in 
particular, for countries with less developed statistical infrastructure.  
As summarised in this report, a large number of scientific studies (chapters 3, 4, 5, 6, 7) 
demonstrated the potential to quantify GHG emissions by "top-down" methods ("inverse 
modelling"). In fact, various inverse modelling studies identified major shortcomings in 
bottom-up inventories in several cases. 
The top-down approach uses atmospheric concentration measurements, which contain the 
integrated signal from all emissions, and provides estimates of total emissions. The 
advantage of the integration is that inverse modelling provides a complete estimate of all 
emissions (i.e. all long-lived GHGs emitted will be eventually monitored by the atmospheric 
measurements). However, the inverse modelling usually does not provide any information 
about specific source sectors, and derived total emissions may also include natural 
emissions (or removals). Hence, the capability to quantify anthropogenic emissions 
depends on the magnitude of natural sources and sinks and the capability to quantify them. 
Furthermore, the accuracy of derived emissions and the spatial scales at which emissions 
can be estimated depend on the quality and density of measurements and the quality of 
the atmospheric models. The current observation network is sparse, which presently limits 
the capability to quantify GHG emissions at country or regional scale. Significant further 
developments of the global observations system and the top-down methods would be 
required, in order to support the implementation of the Paris Agreement. 
Global observations system 
For the global observation system, it will be important to further develop and expand both 
the ground-based measurement network (chapter 8), and remote sensing by satellite 
instruments (chapter 9), as underlined also by the Committee on Earth Observation 
Satellites (CEOS).  
Ground based measurements  
In Europe, additional in situ measurement stations should be established, especially in 
southern and eastern Europe. But also areas that are already comparatively well covered 
by observations, such as north-western Europe, could benefit from additional in situ 
observation sites, particularly for constraining emissions at national and regional scales. 
Furthermore, local networks should be set-up close to emission "hot spots", such as large 
cities or other anthropogenic source regions. On the global scale, it will be important to 
set-up monitoring stations in areas that are currently not well covered, especially Central 
and South America, Asia, and Africa. The development of strategies for how to best extend 
the ground-based measurement network should be supported through model-based 
network design studies (i.e. so-called "Quantitative Network Design" and "Observation 
System Simulating Experiments" studies). 
In order to quantify fossil fuel CO2 emissions from atmospheric measurements, the main 
challenge is to separate the fossil CO2 component from ecosystem CO2 fluxes (chapter 4). 
The most promising approach for this purpose is to use tracers co-emitted with fossil CO2 
(CO, NOx) and 14C (radiocarbon) in CO2. In order to further improve this approach, the 
spatial and temporal resolution of 14CO2 observations should be increased. Measurements 
of CO2, CH4 and N2O are now facilitated by the availability of modern laser-based 
instrumentation, which allows largely automatic operation and which needs much less 
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maintenance compared to past instrumentation. The European in situ network for 
halocarbons should be maintained and, if possible, further expanded (chapter 7, 8). Since 
the sophisticated instrumentation required for the in situ measurements of halocarbons 
may present significant barriers (at least in the near future) to expand the in situ network, 
a complementary approach is to build up an infrastructure for frequent flask sampling as 
demonstrated by NOAA for the U.S., and centralising the analysis in a few laboratories. In 
Europe, such a programme could be associated with the Integrated Carbon Observation 
System (ICOS) flask sampling programme that is currently being established for the 
analysis of greenhouse gases and their isotopes, but does not include halogenated gases 
(chapter 8).  
Satellite measurements 
It is expected that future satellite instruments will significantly enhance the capabilities to 
monitor CO2 and CH4 emissions from space and will largely extend the spatial coverage of 
the atmospheric monitoring system (chapter 9). Particularly promising are new satellite 
missions with high spatial resolution and "imaging capabilities", which will allow the 
quantification of emissions from hotspots. Recent studies using Orbiting Carbon 
Observatory 2 (OCO-2) satellite retrievals demonstrated the feasibility to detect 
anthropogenic CO2 emission patterns and, in selected cases, to quantify CO2 emissions 
from large point sources in close agreement with reported daily emission values. These 
studies suggest that future CO2 imaging satellites, optimised for point sources, could 
monitor emissions from sites that lack detailed emission information. The extension of the 
atmospheric monitoring system by satellites could play an important role for the global 
stocktake process (for CO2 and CH4) and will support the analysis of consistency between 
emissions reported by countries and observed global GHG trends. However, the accuracy 
requirements for the space borne measurements remain demanding. Special attention 
should be paid to avoid systematic biases in satellite retrievals, which could otherwise 
introduce large systematic errors in the estimated emissions. Besides the further 
development of satellite sensors and retrieval algorithms, it will be essential to further 
expand the validation of the satellite retrievals, including ground based remote sensing 
(FTS), airborne and balloon in situ measurements. The space-based and ground-based 
elements required for a European operational capacity in support of the monitoring and 
verification of anthropogenic CO2 emissions are currently being elaborated by the 
Copernicus CO2 Monitoring Task Force. 
Inverse atmospheric modelling 
Sophisticated 3-dimensional atmospheric transport models are an essential part of the 
method to derive emission estimates from measured atmospheric concentrations. 
Providing emission estimates, e.g. at national scale, with low uncertainties as required for 
the international climate agreements remains very challenging. It will be essential to 
further improve the transport models, especially the representation of boundary layer 
dynamics, vertical mixing, and horizontal and vertical resolution. The largest concern is 
transport model errors resulting in biases in the derived top-down emission estimates. 
Therefore, atmospheric transport models need to be thoroughly evaluated against 
independent observations in order to identify/quantify potential biases and to support the 
further development of models. In this context it is important to evaluate the simulated 3-
dimensional concentration fields in the whole model domain, e.g. by validation against 
aircraft measurements. Furthermore, transport models should be evaluated in simulation 
benchmarks using either tracer release experiments or modelling tracers with relatively 
well-known emissions. To evaluate the overall uncertainties, it is highly recommendable to 
use an ensemble of inverse models, or a single inversion framework with an ensemble of 
atmospheric transport models. 
A major deficiency of most current models is the representation of the nocturnal boundary 
layer, which usually limits the use of observations to afternoon measurements. 
Improvement of this situation would largely improve local flux estimates in the immediate 
footprints of the towers (about 30-50 km). Further specific issues include the need to 
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improve the simulation of atmospheric chemistry (e.g. OH sink for CH4) and stratospheric-
tropospheric exchange. 
For regional models, it is important to provide accurate background fields, i.e. global 
concentration fields from global inverse models. In the future, routine global assimilation 
systems should also include halocarbons. 
Bottom-up emission estimates 
To facilitate the comparison with independent datasets, emission inventories should 
document all activity and emission factor data transparently. Furthermore, the uncertainty 
estimates of bottom-up inventories should be improved.  
While policy obligates only the reporting of national totals, the comparison between 
bottom-up emission inventories and top-down estimates requires spatially and temporally 
resolved emissions (emission maps), which contain additional uncertainties in the 
distribution. In fact, the top-down approach requires not only atmospheric measurements 
and atmospheric transport models, but also information about the spatial and temporal 
distribution of the emissions, which include additional data and assumptions on the 
emission sources and human activities. 
In particular, for the non-CO2 GHGs and sectors with highly variable emissions factors, 
facility scale measurements (using airborne instruments or mobile labs in vehicles) will be 
very helpful in providing more representative emission factors and to bridge the gap 
between top-down and bottom-up estimates (chapters 5, 6). 
Additionally, natural emissions need to be better quantified to allow a consistent 
comparison of reported anthropogenic emissions with top-down estimates, but also to 
detect any environmental disturbances effecting natural emissions. 
Cooperation between European and international programmes and interaction 
with policy makers 
For the further development of top-down verification capabilities, a close interaction 
between the relevant research projects (such as the new H2020 projects VERIFY and CHE; 
chapter 10), operational infrastructures (such as Copernicus and ICOS) and policy makers 
(DG CLIMA, DG RTD, DG GROW, national GHG experts, and UNFCCC) will be essential. An 
operational verification system could build on the infrastructure of the current Copernicus 
services, in particular the Copernicus Atmospheric Monitoring Service (CAMS) and Climate 
Change Service (C3S), but will require significant further development of the inverse 
modelling systems. The space-based and ground-based elements required for an 
operational capacity in support of the monitoring and verification of anthropogenic CO2 
emissions are currently elaborated by DG GROW and its CO2 Monitoring Task Force. 
Furthermore, the WMO has setup the "Integrated Global Greenhouse Gas Information 
System" (IG3IS; chapter 10) aiming at an international coordinating mechanism to 
establish and propagate consistent methods and standards to help assess emission 
reduction actions. The corresponding approaches should aim to achieve consistency for 
practical considerations, while preserving enough diversity in the scientific community to 
stimulate innovation. 
The few examples of collaboration between inventory developers and the atmospheric 
community in the context of the national inventory reporting in the UK, Switzerland, and 
Australia, as well as through informal discussions between NOAA and the US EPA, have 
demonstrated that important insights can be gained and discrepancies minimised when 
these communities share their expertise. These examples may help strengthen the 
dialogue and build trust between these communities also in other countries, which will be 
needed to establish top-down estimation as a recognised method supporting national 
emission reporting. Also the Subsidiary Body for Scientific and Technological Advice 
(SBSTA) of UNFCCC [SBSTA, 2017] noted "the increasing capability to systematically 
monitor greenhouse gas concentrations and emissions, through in situ as well as satellite 
observations, and its relevance in support of the Paris Agreement". 
82 
References 
Alden, C. B., J. B. Miller, L. V. Gatti, M. M. Gloor, K. Guan, A. M. Michalak, I. T. van der 
Laan-Luijkx, D. Touma, A. Andrews, L. S. Basso, C. S. C. Correia, L. G. Domingues, J. 
Joiner, M. C. Krol, A. I. Lyapustin, W. Peters, Y. P. Shiga, K. Thoning, I. R. van der Velde, 
T. T. van Leeuwen, V. Yadav, and N. S. Diffenbaugh, Regional atmospheric CO2 inversion 
reveals seasonal and geographic differences in Amazon net biome exchange, Global 
Change Biology, 22(10), 3427-3443, doi:10.1111/gcb.13305, 2016. 
Alexe, M., P. Bergamaschi, A. Segers, R. Detmers, A. Butz, O. Hasekamp, S. Guerlet, R. 
Parker, H. Boesch, C. Frankenberg, R. A. Scheepmaker, E. Dlugokencky, C. Sweeney, S. 
C. Wofsy, and E. A. Kort, Inverse modelling of CH4 emissions for 2010-2011 using different 
satellite retrieval products from GOSAT and SCIAMACHY, Atmos. Chem. Phys., 15(1), 113–
133, doi:10.5194/acp-15-113-2015, 2015. 
Andres, R. J., T. A. Boden, F. M. Bréon, P. Ciais, S. Davis, D. Erickson, J. S. Gregg, A. 
Jacobson, G. Marland, J. Miller, T. Oda, J. G. J. Olivier, M. R. Raupach, P. Rayner, and K. 
Treanton, A synthesis of carbon dioxide emissions from fossil-fuel combustion, 
Biogeosciences, 9(5), 1845-1871, doi:10.5194/bg-9-1845-2012, 2012. 
Andrews, A. E., J. D. Kofler, M. E. Trudeau, J. C. Williams, D. H. Neff, K. A. Masarie, D. Y. 
Chao, D. R. Kitzis, P. C. Novelli, C. L. Zhao, E. J. Dlugokencky, P. M. Lang, M. J. Crotwell, 
M. L. Fischer, M. J. Parker, J. T. Lee, D. D. Baumann, A. R. Desai, C. O. Stanier, S. F. J. De 
Wekker, D. E. Wolfe, J. W. Munger, and P. P. Tans, CO2, CO, and CH4 measurements from 
tall towers in the NOAA Earth System Research Laboratory's Global Greenhouse Gas 
Reference Network: instrumentation, uncertainty analysis, and recommendations for 
future high-accuracy greenhouse gas monitoring efforts, Atmos. Meas. Tech., 7(2), 647-
687, doi:10.5194/amt-7-647-2014, 2014. 
Arnold, T., J. Mühle, P. K. Salameh, C. M. Harth, D. J. Ivy, and R. F. Weiss, Automated 
measurement of nitrogen trifluoride in ambient air, Anal Chem, 84(11), 4798-4804, 
doi:10.1021/ac300373e, 2012. 
Arnold, T., C. M. Harth, J. Muhle, A. J. Manning, P. K. Salameh, J. Kim, D. J. Ivy, L. P. 
Steele, V. V. Petrenko, J. P. Severinghaus, D. Baggenstos, and R. F. Weiss, Nitrogen 
trifluoride global emissions estimated from updated atmospheric measurements, 
Proceedings of the National Academy of Sciences, 110(6), 2029-2034, 
doi:10.1073/pnas.1212346110, 2013. 
Baker, D. F., R. M. Law, K. R. Gurney, P. Rayner, P. Peylin, A. S. Denning, P. Bousquet, L. 
Bruhwiler, Y. H. Chen, P. Ciais, I. Y. Fung, M. Heimann, J. John, T. Maki, S. Maksyutov, K. 
Masarie, M. Prather, B. Pak, S. Taguchi, and Z. Zhu, TransCom 3 inversion 
intercomparison: Impact of transport model errors on the interannual variability of regional 
CO2 fluxes, 1988-2003, Global Biogeochem. Cycles, 20(1), doi:10.1029/2004gb002439, 
2006. 
Ballantyne, A. P., C. B. Alden, J. B. Miller, P. P. Tans, and J. W. C. White, Increase in 
observed net carbon dioxide uptake by land and oceans during the past 50 years, Nature, 
488(7409), 70-72, doi:10.1038/nature11299, 2012. 
Basu, S., S. Guerlet, A. Butz, S. Houweling, O. Hasekamp, I. Aben, P. Krummel, P. Steele, 
R. Langenfelds, M. Torn, S. Biraud, B. Stephens, A. Andrews, and D. Worthy, Global CO2 
fluxes estimated from GOSAT retrievals of total column CO2, Atmos. Chem. Phys., 13(17), 
8695-8717, doi:10.5194/acp-13-8695-2013, 2013. 
Basu, S., J. B. Miller, and S. Lehman, Separation of biospheric and fossil fuel fluxes of CO2 
by atmospheric inversion of CO2 and 14CO2 measurements: Observation System 
Simulations, Atmos. Chem. Phys., 16(9), 5665-5683, doi:10.5194/acp-16-5665-2016, 
2016. 
Bergamaschi, P., C. Frankenberg, J. F. Meirink, M. Krol, M. G. Villani, S. Houweling, F. 
Dentener, E. J. Dlugokencky, J. B. Miller, L. V. Gatti, A. Engel, and I. Levin, Inverse 
83 
modeling of global and regional CH4 emissions using SCIAMACHY satellite retrievals, J. 
Geophys. Res., 114, doi:10.1029/2009JD012287, 2009. 
Bergamaschi, P., M. Corazza, U. Karstens, M. Athanassiadou, R. L. Thompson, I. Pison, A. 
J. Manning, P. Bousquet, A. Segers, A. T. Vermeulen, G. Janssens-Maenhout, M. Schmidt, 
M. Ramonet, F. Meinhardt, T. Aalto, L. Haszpra, J. Moncrieff, M. E. Popa, D. Lowry, M. 
Steinbacher, A. Jordan, S. O’Doherty, S. Piacentino, and E. Dlugokencky, Top-down 
estimates of European CH4 and N2O emissions based on four different inverse models, 
Atmos. Chem. Phys., 15, 715-736, doi:10.5194/acp-15-715-2015, 2015. 
Bergamaschi, P., U. Karstens, A. J. Manning, et al., Inverse modelling of European CH4 
emissions during 2006–2012 using different inverse models and reassessed atmospheric 
observations, Atmos. Chem. Phys., 18(2), 901-920, doi:10.5194/acp-18-901-2018, 2018. 
Blake, D. R., and F. S. Rowland, Continuing Worldwide Increase in Tropospheric Methane, 
1978 to 1987, Science, 239(4844), 1129-1131, doi:10.1126/science.239.4844.1129, 
1988. 
Boden, T. A., G. Marland, and R. J. Andres, Global, Regional, and National Fossil-Fuel CO2 
Emissions, doi:10.3334/CDIAC/00001_V2017, 2017. 
Bousquet, P., P. Peylin, P. Ciais, C. Le Quéré, P. Friedlingstein, and P. P. Tans, Regional 
Changes in Carbon Dioxide Fluxes of Land and Oceans Since 1980, Science, 290(5495), 
1342-1346, doi:10.1126/science.290.5495.1342, 2000. 
Bouwman, A. F., K. W. Van der Hoek, and J. G. J. Olivier, Uncertainties in the global source 
distribution of nitrous oxide, J. Geophys. Res.-Atmos., 100(D2), 2785-2800, 
doi:10.1029/94jd02946, 1995. 
Bovensmann, H., J. P. Burrows, M. Buchwitz, J. Frerick, S. Noël, V. V. Rozanov, K. V. 
Chance, and A. P. H. Goede, SCIAMACHY: Mission Objectives and Measurement Modes, 
Journal of the Atmospheric Sciences, 56(2), 127-150, doi:10.1175/1520-
0469(1999)056<0127:smoamm>2.0.co;2, 1999. 
Bovensmann, H., M. Buchwitz, J. P. Burrows, M. Reuter, T. Krings, K. Gerilowski, O. 
Schneising, J. Heymann, A. Tretner, and J. Erzinger, A remote sensing technique for global 
monitoring of power plant CO2 emissions from space and related applications, Atmos. Meas. 
Tech., 3(4), 781-811, doi:10.5194/amt-3-781-2010, 2010. 
Brandt, A. R., G. A. Heath, E. A. Kort, F. O’Sullivan, G. Pétron, S. M. Jordaan, P. Tans, J. 
Wilcox, A. M. Gopstein, D. Arent, S. Wofsy, N. J. Brown, R. Bradley, G. D. Stucky, D. 
Eardley, and R. Harriss, Methane Leaks from North American Natural Gas Systems, 
Science, 343, doi:10.1126/science.1247045, 2014. 
Bremner, J. M., Sources of nitrous oxide in soils, Nutrient Cycling in Agroecosystems, 
49(1), 7-16, doi:10.1023/a:1009798022569, 1997. 
Bréon, F. M., G. Broquet, V. Puygrenier, F. Chevallier, I. Xueref-Remy, M. Ramonet, E. 
Dieudonné, M. Lopez, M. Schmidt, O. Perrussel, and P. Ciais, An attempt at estimating 
Paris area CO2 emissions from atmospheric concentration measurements, Atmos. Chem. 
Phys. Discuss., 15(4), 1707-1724, doi:10.5194/acp-15-1707-2015, 2015. 
Broecker, W. S., T. Takahashi, H. J. Simpson, and T.-H. Peng, Fate of Fossil Fuel Carbon 
Dioxide and the Global Carbon Budget, Science, 206(4417), 409-418, 
doi:10.1126/science.206.4417.409, 1979. 
Broquet, G., F. Chevallier, P. Rayner, C. Aulagnier, I. Pison, M. Ramonet, M. Schmidt, A. 
T. Vermeulen, and P. Ciais, A European summertime CO2 biogenic flux inversion at 
mesoscale from continuous in situ mixing ratio measurements, J. Geophys. Res.-Atmos., 
116(D23), doi:10.1029/2011jd016202, 2011. 
Broquet, G., F.-M. Bréon, E. Renault, M. Buchwitz, M. Reuter, H. Bovensmann, F. 
Chevallier, L. Wu, and P. Ciais, The potential of satellite spectro-imagery for monitoring 
84 
CO2 emissions from large cities, Atmos. Meas. Tech. Discuss., 1-44, doi:10.5194/amt-
2017-80, 2017. 
Brown, C. W., and C. D. Keeling, The concentration of atmospheric carbon dioxide in 
Antarctica, J. Geophys. Res., 70(24), 6077-6085, doi:10.1029/JZ070i024p06077, 1965. 
Brunner, D., S. Henne, C. A. Keller, S. Reimann, M. K. Vollmer, S. O'Doherty, and M. 
Maione, An extended Kalman-filter for regional scale inverse emission estimation, Atmos. 
Chem. Phys., 12(7), 3455-3478, doi:10.5194/acp-12-3455-2012, 2012. 
Brunner, D., T. Arnold, S. Henne, A. Manning, R. L. Thompson, M. Maione, S. O'Doherty, 
and S. Reimann, Comparison of four inverse modelling systems applied to the estimation 
of HFC-125, HFC-134a, and SF6 emissions over Europe, Atmos. Chem. Phys., 17(17), 
10651-10674, doi:10.5194/acp-17-10651-2017, 2017. 
Buchwitz, M., M. Reuter, O. Schneising, W. Hewson, R. G. Detmers, H. Boesch, O. P. 
Hasekamp, I. Aben, H. Bovensmann, J. P. Burrows, A. Butz, F. Chevallier, B. Dils, C. 
Frankenberg, J. Heymann, G. Lichtenberg, M. De Mazière, J. Notholt, R. Parker, T. 
Warneke, C. Zehner, D. W. T. Griffith, N. M. Deutscher, A. Kuze, H. Suto, and D. Wunch, 
Global satellite observations of column-averaged carbon dioxide and methane: The GHG-
CCI XCO2 and XCH4 CRDP3 data set, Remote Sensing of Environment, 203, 276-295, 
doi:https://doi.org/10.1016/j.rse.2016.12.027, 2017a. 
Buchwitz, M., O. Schneising, M. Reuter, J. Heymann, S. Krautwurst, H. Bovensmann, J. P. 
Burrows, H. Boesch, R. J. Parker, P. Somkuti, R. G. Detmers, O. P. Hasekamp, I. Aben, A. 
Butz, C. Frankenberg, and A. J. Turner, Satellite-derived methane hotspot emission 
estimates using a fast data-driven method, Atmos. Chem. Phys., 17(9), 5751-5774, 
doi:10.5194/acp-17-5751-2017, 2017b. 
Burrows, J. P., E. Hölzle, A. P. H. Goede, H. Visser, and W. Fricke, SCIAMACHY—scanning 
imaging absorption spectrometer for atmospheric chartography, Acta Astronautica, 35(7), 
445-451, doi:https://doi.org/10.1016/0094-5765(94)00278-T, 1995. 
Butler, J. H., and S. A. Montzka, The NOAA annual greenhouse gas index (AGGI), 
https://www.esrl.noaa.gov/gmd/aggi/aggi.html, last access: 19 September 2017, 2017. 
Carpenter, L. J., S. Reimann, J. B. Burkholder, C. Clerbaux, B. D. Hall, R. Hossaini, J. C. 
Laube, and S. A. Yvon-Lewis, Chapter 1: Ozone-Depleting Substances (ODSs) and Other 
Gases of Interest to the Montreal Protocol, in Scientific Assessment of Ozone Depletion, 
Global Ozone Research and Monitoring Project-Report No. 55, World Meteorological 
Organization, Geneva, Switzerland, 2014. 
Chevallier, F., P. Ciais, T. J. Conway, et al., CO2 surface fluxes at grid point scale estimated 
from a global 21 year reanalysis of atmospheric measurements, J. Geophys. Res., 
115(D21), doi:10.1029/2010jd013887, 2010. 
Chevallier, F., P. I. Palmer, L. Feng, H. Boesch, C. W. O’Dell, and P. Bousquet, Toward 
robust and consistent regional CO2 flux estimates from in situ and spaceborne 
measurements of atmospheric CO2, Geophys. Res. Lett., 41, 1065–1070, 
doi:doi:10.1002/2013GL058772, 2014. 
Chevallier, F., P. Bergamaschi, D. Brunner, L. Feng, S. Houweling, T. Kaminski, W. Knorr, 
J. Marshall, P. I. Palmer, S. Pandey, M. Reuter, M. Scholze, and M. Voßbeck, Climate 
Assessment Report for the GHG-CCI project of ESA’s Climate Change Initiative,  version 4, 
28 March 2017, 96 pp., http://www.esa-ghg-cci.org/?q=webfm_send/385, 2017. 
Ciais, P., P. P. Tans, M. Trolier, J. W. C. White, and R. J. Francey, A large northern 
hemisphere terrestrial CO2 sink indicated by the 13C/12C ratio of atmospheric CO2, Science, 
269(5227), 1098-1102, doi:10.1126/science.269.5227.1098, 1995. 
Ciais, P., C. Sabine, G. Bala, L. Bopp, V. Brovkin, J. Canadell, A. Chhabra, R. DeFries, J. 
Galloway, M. Heimann, C. Jones, C. Le Quéré, R. B. Myneni, S. Piao, and P. Thornton, 
Carbon and Other Biogeochemical Cycles, in Climate Change 2013: The Physical Science 
Basis. Contribution of Working Group I to the Fifth Assessment Report of  the  
85 
Intergovernmental  Panel  on  Climate  Change, edited by T. F. Stocker, D. Qin, G.-K. 
Plattner, M. Tignor, S. K. Allen, J. Boschung, A. Nauels, Y. Xia, V. Bex and P. M. Midgley, 
Cambridge  University  Press, Cambridge,  United Kingdom and New York, NY, USA, 2013. 
Ciais, P., D. Crisp, H. Denier Van Der Gon, R. Engelen, M. Heimann, G. Janssens-Maenhout, 
P. Rayner, and M. Scholze, Towards a European Operational Observing System to Monitor 
Fossil CO2 emissions, European Commission, http://www.copernicus.eu/main/towards-
european-operational-observing-system-monitor-fossil-co2-emissions, ISBN 978-92-79-
53482-9, doi:10.2788/350433, 2015. 
Conley, S., I. Faloona, S. Mehrotra, M. Suard, D. H. Lenschow, C. Sweeney, S. Herndon, 
S. Schwietzke, G. Pétron, J. Pifer, E. A. Kort, and R. Schnell, Application of Gauss's theorem 
to quantify localized surface emissions from airborne measurements of wind and trace 
gases, Atmos. Meas. Tech., 10(9), 3345-3358, doi:10.5194/amt-10-3345-2017, 2017. 
Corazza, M., P. Bergamaschi, A. T. Vermeulen, T. Aalto, L. Haszpra, F. Meinhardt, S. 
O'Doherty, R. Thompson, J. Moncrieff, E. Popa, M. Steinbacher, A. Jordan, E. Dlugokencky, 
C. Bruhl, M. Krol, and F. Dentener, Inverse modelling of European N2O emissions: 
assimilating observations from different networks, Atmos. Chem. Phys., 11(5), 2381-2398, 
doi:10.5194/acp-11-2381-2011, 2011. 
Crisp, D., B. M. Fisher, C. O'Dell, et al., The ACOS CO2 retrieval algorithm - Part II: Global 
XCO2 data characterization, Atmos. Meas. Tech., 5(4), 687-707, doi:10.5194/amt-5-687-
2012, 2012. 
Crisp, D., H. R. Pollock, R. Rosenberg, L. Chapsky, R. A. M. Lee, F. A. Oyafuso, C. 
Frankenberg, C. W. O'Dell, C. J. Bruegge, G. B. Doran, A. Eldering, B. M. Fisher, D. Fu, M. 
R. Gunson, L. Mandrake, G. B. Osterman, F. M. Schwandner, K. Sun, T. E. Taylor, P. O. 
Wennberg, and D. Wunch, The on-orbit performance of the Orbiting Carbon Observatory-
2 (OCO-2) instrument and its radiometrically calibrated products, Atmos. Meas. Tech., 
10(1), 59-81, doi:10.5194/amt-10-59-2017, 2017. 
Cunnold, D. M., R. G. Prinn, R. A. Rasmussen, P. G. Simmonds, F. N. Alyea, C. A. Cardelino, 
A. J. Crawford, P. J. Fraser, and R. D. Rosen, The Atmospheric Lifetime Experiment: 3. 
Lifetime methodology and application to three years of CFCl3 data, Journal of Geophysical 
Research: Oceans, 88(C13), 8379-8400, doi:doi:10.1029/JC088iC13p08379, 1983. 
Cunnold, D. M., R. G. Prinn, R. A. Rasmussen, P. G. Simmonds, F. N. Alyea, C. A. Cardelino, 
A. J. Crawford, P. J. Fraser, and R. D. Rosen, Atmospheric lifetime and annual release 
estimates for CFCl3 and CF2Cl2 from 5 years of ALE data, J. Geophys. Res.-Atmos., 91(D10), 
10797-10817, doi:10.1029/JD091iD10p10797, 1986. 
Cunnold, D. M., P. J. Fraser, R. F. Weiss, R. G. Prinn, P. G. Simmonds, B. R. Miller, F. N. 
Alyea, and A. J. Crawford, Global trends and annual releases of CCl3F and CCl2F2 estimated 
from ALE/GAGE and other measurements from July 1978 to June 1991, J. Geophys. Res.-
Atmos., 99(D1), 1107-1126, doi:10.1029/93jd02715, 1994. 
Davidson, E. A., The contribution of manure and fertilizer nitrogen to atmospheric nitrous 
oxide since 1860, Nature Geoscience, 2, 659, doi:10.1038/ngeo608, 2009. 
Davis, K. J., A. Deng, T. Lauvaux, N. L. Miles, S. J. Richardson, D. P. Sarmiento, K. R. 
Gurney, R. M. Hardesty, T. A. Bonin, W. A. Brewer, B. K. Lamb, P. B. Shepson, R. M. 
Harvey, M. O. Cambaliza, C. Sweeney, J. C. Turnbull, J. Whetstone, and A. Karion, The 
Indianapolis Flux Experiment (INFLUX): A test-bed for developing urban greenhouse gas 
emission measurements, Elem Sci Anth, 5(0), 21, doi:10.1525/elementa.188, 2017. 
De Klein, C., R. S. A. Novoa, S. Ogle, K. A. Smith, P. Rochette, T. C. Wirth, B. G. McConkey, 
A. Mosier, K. Rypdal, M. Walsh, and S. A. Williams, Chapter 11: N2O emissions from 
managed soils, and CO2 emissions from lime and urea application, in 2006 IPCC Guidelines 
for National Greenhouse Gas Inventories,  Prepared  by  the  National Greenhouse Gas 
Inventories Programme, edited by H. S. Eggleston, L. Buendia, K. Miwa, T. Ngara and K. 
Tanabe, IGES, Japan, 2006. 
86 
Dhakal, S., Urban energy use and carbon emissions from cities in China and policy 
implications, Energy Policy, 37(11), 4208-4219, doi:10.1016/j.enpol.2009.05.020, 2009. 
Dlugokencky, E., Trends in Atmospheric Methane, 
www.esrl.noaa.gov/gmd/ccgg/trends_ch4/, last access: 01 December 2017, 2017. 
Dlugokencky, E. J., L. P. Steele, P. M. Lang, and K. A. Masarie, The growth rate and 
distribution of atmospheric methane, J. Geophys. Res.-Atmos., 99(D8), 17021-17043, 
doi:10.1029/94jd01245, 1994. 
Dlugokencky, E. J., S. Houweling, L. Bruhwiler, K. A. Masarie, P. M. Lang, J. B. Miller, and 
P. P. Tans, Atmospheric methane levels off: Temporary pause or a new steady-state ?, 
Geophys. Res. Lett., 30(19), doi:10.1029/2003GL018126, 
doi:doi:10.1029/2003GL018126, 2003. 
Dlugokencky, E. J., L. Bruhwiler, J. W. C. White, L. K. Emmons, P. C. Novelli, S. A. Montzka, 
K. A. Masarie, P. M. Lang, A. M. Crotwell, J. B. Miller, and L. V. Gatti, Observational 
constraints on recent increases in the atmospheric CH4 burden, Geophys. Res. Lett., 
36(L18803), doi:10.1029/2009GL039780, 2009. 
Ehret, G., P. Bousquet, C. Pierangelo, et al., MERLIN: A French-German Space Lidar Mission 
Dedicated to Atmospheric Methane, Remote Sensing, 9(12), 1052, 
doi:10.3390/rs9101052, 2017. 
Eldering, A., C. W. O'Dell, P. O. Wennberg, et al., The Orbiting Carbon Observatory-2: first 
18 months of science data products, Atmos. Meas. Tech., 10(2), 549-563, 
doi:10.5194/amt-10-549-2017, 2017a. 
Eldering, A., P. O. Wennberg, D. Crisp, D. S. Schimel, M. R. Gunson, A. Chatterjee, J. Liu, 
F. M. Schwandner, Y. Sun, C. W. O’Dell, C. Frankenberg, T. Taylor, B. Fisher, G. B. 
Osterman, D. Wunch, J. Hakkarainen, J. Tamminen, and B. Weir, The Orbiting Carbon 
Observatory-2 early science investigations of regional carbon dioxide fluxes, Science, 
358(6360), doi:10.1126/science.aam5745, 2017b. 
Elkins, J. W., T. M. Thompson, T. H. Swanson, J. H. Butler, B. D. Hall, S. O. Cummings, D. 
A. Fishers, and A. G. Raffo, Decrease in the growth rates of atmospheric 
chlorofluorocarbons 11 and 12, Nature, 364, 780, doi:10.1038/364780a0, 1993. 
Etheridge, D. M., L. P. Steele, R. J. Francey, and R. L. Langenfelds, Atmospheric methane 
between 1000 A.D. and present: Evidence of anthropogenic emissions and climatic 
variability, J. Geophys. Res., 103(D13), 15979–15993, 1998. 
European Commission, Decision No 406/2009/EC of the European Parliament and of the 
Council of 23 April 2009 on the effort of Member States to reduce their greenhouse gas 
emissions to meet the Community’s greenhouse gas emission reduction commitments up 
to 2020, 2009. 
European Commission, Communication from the Commission to the European Parliament, 
the Council, the European Economic and Social Committee and the Committe of the 
Regions - A Roadmap for moving to a competitive low carbon economy in 2050, COM(2011) 
112 final, http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52011DC0112, 
2011. 
European Commission, Regulation (EU) No 525/2013 of the European Parliament and of 
the Council on a mechanism for monitoring and reporting greenhouse gas emissions and 
for reporting other information at national and Union level relevant to climate change, 
2013a. 
European Commission, Commission staff working document SWD (2013) 308 - Elements 
of the Union greenhouse gas inventory system and the EU's Quality Assurance and Control 
(QA/QC) programme, 
https://ec.europa.eu/clima/sites/clima/files/strategies/progress/monitoring/docs/swd_20
13_308_en.pdf, 2013b. 
87 
European Commission, Commission Implementing Regulation (EU) No 749/2014 of 30 June 
2014 on structure, format, submission processes and review of information reported by 
Member States pursuant to Regulation (EU) No 525/2013 of the European Parliament and 
of the Council, 2014a. 
European Commission, Commission Delegated Regulation (EU) No 666/2014 of 12 March 
2014 establishing substantive requirements for a Union inventory system and taking into 
account changes in the global warming potentials and internationally agreed inventory 
guidelines pursuant to Regulation (EU) No 525/2013 of the European Parliament and of 
the Council, 2014b. 
European Commission, Communication from the Commission to the European Parliament, 
the Council, the European Economic and Social Committee and the Committe of the 
Regions -  A policy framework for climate and energy in the period from 2020 to 2030, 
COM(2014) 15 final, http://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX:52014DC0015, 2014c. 
European Environment Agency, Annual European Union greenhouse gas inventory 1990-
2015 and inventory report 2017, submission to the UNFCCC secretariat, 
https://www.eea.europa.eu/publications/european-union-greenhouse-gas-inventory-
2017, 2017. 
Fang, Y., A. M. Michalak, Y. P. Shiga, and V. Yadav, Using atmospheric observations to 
evaluate the spatiotemporal variability of CO2 fluxes simulated by terrestrial biospheric 
models, Biogeosciences, 11(23), 6985-6997, doi:10.5194/bg-11-6985-2014, 2014. 
FAO, Statistics Division of the Food Agricultural Organisation (FAO), Live animal numbers, 
crop production, total nitrogen fertiliser consumption statistics till 2012, 2014. 
Farman, J. C., B. G. Gardiner, and J. D. Shanklin, Large losses of total ozone in Antarctica 
reveal seasonal ClOx/NOx interaction, Nature, 315, 207, doi:10.1038/315207a0, 1985. 
Fleming, E. L., C. H. Jackman, R. S. Stolarski, and A. R. Douglass, A model study of the 
impact of source gas changes on the stratosphere for 1850–2100, Atmos. Chem. Phys., 
11(16), 8515-8541, doi:10.5194/acp-11-8515-2011, 2011. 
Fowler, D., M. Coyle, U. Skiba, M. A. Sutton, J. N. Cape, S. Reis, L. J. Sheppard, A. Jenkins, 
B. Grizzetti, J. N. Galloway, P. Vitousek, A. Leach, A. F. Bouwman, K. Butterbach-Bahl, F. 
Dentener, D. Stevenson, M. Amann, and M. Voss, The global nitrogen cycle in the twenty-
first century, Philosophical Transactions of the Royal Society B: Biological Sciences, 
368(1621), doi:10.1098/rstb.2013.0164, 2013. 
Franco, B., E. Mahieu, L. K. Emmons, Z. A. Tzompa-Sosa, E. V. Fischer, K. Sudo, B. Bovy, 
S. Conway, D. Griffin, J. W. Hannigan, K. Strong, and K. A. Walker, Evaluating ethane and 
methane emissions associated with the development of oil and natural gas extraction in 
North America, Environmental Research Letters, 11(4), 044010, doi:10.1088/1748-
9326/11/4/044010, 2016. 
Frankenberg, C., A. K. Thorpe, D. R. Thompson, G. Hulley, E. A. Kort, N. Vance, J. 
Borchardt, T. Krings, K. Gerilowski, C. Sweeney, S. Conley, B. D. Bueb, A. D. Aubrey, S. 
Hook, and R. O. Green, Airborne methane remote measurements reveal heavytail flux 
distribution in Four Corners region, Proceedings of the National Academy of Sciences of the 
United States of America, 113, 9734–9739, doi:10.1073/pnas.1605617113, 2016. 
Fraser, P. J., B. L. Dunse, A. J. Manning, S. Walsh, R. H. J. Wang, P. B. Krummel, L. P. 
Steele, L. W. Porter, C. Allison, S. O'Doherty, P. G. Simmonds, J. Mühle, R. F. Weiss, and 
R. G. Prinn, Australian carbon tetrachloride emissions in a global context, Environmental 
Chemistry, 11(1), 77-88, doi:https://doi.org/10.1071/EN13171, 2014. 
Gatti, L. V., J. B. Miller, M. T. S. D’Amelio, A. Martinewski, L. S. Basso, M. E. Gloor, S. 
Wofsy, and P. Tans, Vertical profiles of CO2 above eastern Amazonia suggest a net carbon 
flux to the atmosphere and balanced biosphere between 2000 and 2009, Tellus B, 62(5), 
581-594, doi:10.1111/j.1600-0889.2010.00484.x, 2010. 
88 
Gatti, L. V., M. Gloor, J. B. Miller, C. E. Doughty, Y. Malhi, L. G. Domingues, L. S. Basso, 
A. Martinewski, C. S. C. Correia, V. F. Borges, S. Freitas, R. Braz, L. O. Anderson, H. Rocha, 
J. Grace, O. L. Phillips, and J. Lloyd, Drought sensitivity of Amazonian carbon balance 
revealed by atmospheric measurements, Nature, 506(7486), 76-80, 
doi:10.1038/nature12957, 2014. 
Geels, C., M. Gloor, P. Ciais, P. Bousquet, P. Peylin, A. T. Vermeulen, R. Dargaville, T. 
Aalto, J. Brandt, J. H. Christensen, L. M. Frohn, L. Haszpra, U. Karstens, C. Rödenbeck, M. 
Ramonet, G. Carboni, and R. Santaguida, Comparing atmospheric transport models for 
future regional inversions over Europe – Part 1: mapping the atmospheric CO2 signals, 
Atmos. Chem. Phys., 7, 3461-3479, doi:10.5194/acp-7-3461-2007, 2007. 
Gerilowski, K., T. Krings, J. Hartmann, M. Buchwitz, T. Sachs, J. Erzinger, J. P. Burrows, 
and H. Bovensmann, Atmospheric remote sensing constraints on direct sea-air methane 
flux from the 22/4b North Sea massive blowout bubble plume, Marine and Petroleum 
Geology, 68, 824-835, doi:10.1016/j.marpetgeo.2015.07.011, 2015. 
Gottwald, M., and H. Bovensmann (Eds.), SCIAMACHY - Exploring the Changing Earth’s 
Atmosphere, Springer ], Heidelberg Dordrecht London New York, doi:10.1007/978-90-
481-9896-2, 2011. 
Gourdji, S. M., K. L. Mueller, V. Yadav, D. N. Huntzinger, A. E. Andrews, M. Trudeau, G. 
Petron, T. Nehrkorn, J. Eluszkiewicz, J. Henderson, D. Wen, J. Lin, M. Fischer, C. Sweeney, 
and A. M. Michalak, North American CO2 exchange: inter-comparison of modeled estimates 
with results from a fine-scale atmospheric inversion, Biogeosciences, 9(1), 457-475, 
doi:10.5194/bg-9-457-2012, 2012. 
Graziosi, F., J. Arduini, F. Furlani, U. Giostra, L. J. M. Kuijpers, S. A. Montzka, B. R. Miller, 
S. J. O'Doherty, A. Stohl, P. Bonasoni, and M. Maione, European emissions of HCFC-22 
based on eleven years of high frequency atmospheric measurements and a Bayesian 
inversion method, Atmospheric Environment, 112, 196-207, 
doi:10.1016/j.atmosenv.2015.04.042, 2015. 
Graziosi, F., J. Arduini, P. Bonasoni, F. Furlani, U. Giostra, A. J. Manning, A. McCulloch, S. 
O'Doherty, P. G. Simmonds, S. Reimann, M. K. Vollmer, and M. Maione, Emissions of 
carbon tetrachloride from Europe, Atmos. Chem. Phys., 16(20), 12849-12859, 
doi:10.5194/acp-16-12849-2016, 2016. 
Graziosi, F., J. Arduini, F. Furlani, U. Giostra, P. Cristofanelli, X. Fang, O. Hermanssen, C. 
Lunder, G. Maenhout, S. O'Doherty, S. Reimann, N. Schmidbauer, M. K. Vollmer, D. Young, 
and M. Maione, European emissions of the powerful greenhouse gases hydrofluorocarbons 
inferred from atmospheric measurements and their comparison with annual national 
reports to UNFCCC, Atmospheric Environment, 158, 85-97, 
doi:10.1016/j.atmosenv.2017.03.029, 2017. 
Grimmond, C. S. B., and A. Christen, Flux measurements in urban ecosystems, Fluxletter, 
5(1), 1-8, 2012. 
Guan, D., Z. Liu, Y. Geng, S. Lindner, and K. Hubacek, The gigatonne gap in China’s carbon 
dioxide inventories, Nature Climate Change, 2, 672, doi:10.1038/nclimate1560, 2012. 
Günther, D., M. Strogies, K. Hausmann, and D. Rimkus, Uncertainty assessment in GHG 
inventories and key issues in bottom-up GHG calculation, Paper presented at the Kick-Off 
Meeting of the EU Horizion 2020 Project "Observation-based system for monitoring and 
verification of greenhouse gases (VERIFY)", Brussels, 13-15 February 2018, 2018. 
Gurney, K. R., and W. J. Eckels, Regional trends in terrestrial carbon exchange and their 
seasonal signatures, Tellus B: Chemical and Physical Meteorology, 63(3), 328-339, 
doi:10.1111/j.1600-0889.2011.00534.x, 2017. 
Gurney, K. R., J. Liang, R. Patarasuk, D. O’Keeffe, J. Huang, M. Hutchins, T. Lauvaux, J. 
C. Turnbull, and P. B. Shepson, Reconciling the differences between a bottom-up and 
inverse-estimated FFCO2 emissions estimate in a large US urban area. Elem Sci Anth. 
89 
2017;5:44. DOI: http://doi.org/10.1525/elementa.137 Elem Sci Anth., 5(44), 
doi:10.1525/elementa.137, 2017. 
Hakkarainen, J., I. Ialongo, and J. Tamminen, Direct space-based observations of 
anthropogenic CO2 emission areas from OCO-2, Geophys. Res. Lett., 43(21), 11,400-
411,406, doi:10.1002/2016gl070885, 2016. 
Hall, B. D., A. Engel, J. Mühle, J. W. Elkins, F. Artuso, E. Atlas, M. Aydin, D. Blake, E. G. 
Brunke, S. Chiavarini, P. J. Fraser, J. Happell, P. B. Krummel, I. Levin, M. Loewenstein, M. 
Maione, S. A. Montzka, S. O'Doherty, S. Reimann, G. Rhoderick, E. S. Saltzman, H. E. 
Scheel, L. P. Steele, M. K. Vollmer, R. F. Weiss, D. Worthy, and Y. Yokouchi, Results from 
the International Halocarbons in Air Comparison Experiment (IHALACE), Atmos. Meas. 
Tech., 7(2), 469-490, doi:10.5194/amt-7-469-2014, 2014. 
Harnisch, J., C. Jubb, A. Nakhutin, V. C. S. Cianci, R. Lanza, T. Martinsen, A. K. Mohammed, 
M. Santos, A. McCulloch, B. Mader, J. Pérez-Ramírez, M. Neelis, and M. Patel, Chapter 3: 
Chemical Industry Emissions, in 2006 IPCC Guidelines for National Greenhouse Gas 
Inventories,  Prepared  by  the  National Greenhouse Gas Inventories Programme, edited 
by H. S. Eggleston, L. Buendia, K. Miwa, T. Ngara and K. Tanabe, IGES, Japan, 2006. 
Harris, E., D. D. Nelson, W. Olszewski, M. Zahniser, K. E. Potter, B. J. McManus, A. 
Whitehill, R. G. Prinn, and S. Ono, Development of a Spectroscopic Technique for 
Continuous Online Monitoring of Oxygen and Site-Specific Nitrogen Isotopic Composition 
of Atmospheric Nitrous Oxide, Anal Chem, 86(3), 1726-1734, doi:10.1021/ac403606u, 
2014. 
Hartley, D., and R. Prinn, Feasibility of determining surface emissions of trace gases using 
an inverse method in a three-dimensional chemical transport model, J. Geophys. Res.-
Atmos., 98(D3), 5183-5197, doi:10.1029/92jd02594, 1993. 
Hausmann, P., R. Sussmann, and D. Smale, Contribution of oil and natural gas production 
to renewed increase in atmospheric methane (2007–2014): top–down estimate from 
ethane and methane column observations, Atmos. Chem. Phys., 16(5), 3227-3244, 
doi:10.5194/acp-16-3227-2016, 2016. 
Hazan, L., J. Tarniewicz, M. Ramonet, O. Laurent, and A. Abbaris, Automatic processing of 
atmospheric CO2 and CH4 mole fractions at the ICOS Atmosphere Thematic Centre, Atmos. 
Meas. Tech., 9(9), 4719-4736, doi:10.5194/amt-9-4719-2016, 2016. 
Henne, S., D. Brunner, B. Oney, M. Leuenberger, W. Eugster, I. Bamberger, F. Meinhardt, 
M. Steinbacher, and L. Emmenegger, Validation of the Swiss methane emission inventory 
by atmospheric observations and inverse modelling, Atmos. Chem. Phys., 16(6), 3683-
3710, doi:10.5194/acp-16-3683-2016, 2016. 
Heymann, J., M. Reuter, M. Buchwitz, O. Schneising, H. Bovensmann, J. P. Burrows, S. 
Massart, J. W. Kaiser, and D. Crisp, CO2 emission of Indonesian fires in 2015 estimated 
from satellite-derived atmospheric CO2 concentrations, Geophys. Res. Lett., 44(3), 1537-
1544, doi:10.1002/2016gl072042, 2017. 
Hirsch, A. I., A. M. Michalak, L. M. Bruhwiler, W. Peters, E. J. Dlugokencky, and P. P. Tans, 
Inverse modeling estimates of the global nitrous oxide surface flux from 1998–2001, Global 
Biogeochem. Cycles, 20, GB1008, doi:1010.1029/2004GB002443, 
doi:doi:10.1029/2004GB002443, 2006. 
Hoesly, R. M., S. J. Smith, L. Feng, Z. Klimont, G. Janssens-Maenhout, T. Pitkanen, J. J. 
Seibert, L. Vu, R. J. Andres, R. M. Bolt, T. C. Bond, L. Dawidowski, N. Kholod, J. I. 
Kurokawa, M. Li, L. Liu, Z. Lu, M. C. P. Moura, P. R. O'Rourke, and Q. Zhang, Historical 
(1750–2014) anthropogenic emissions of reactive gases and aerosols from the Community 
Emissions Data System (CEDS), Geosci. Model Dev., 11(1), 369-408, doi:10.5194/gmd-
11-369-2018, 2018. 
Houweling, S., D. Baker, S. Basu, H. Boesch, A. Butz, F. Chevallier, F. Deng, E. J. 
Dlugokencky, L. Feng, A. Ganshin, O. Hasekamp, D. Jones, S. Maksyutov, J. Marshall, T. 
90 
Oda, C. W. O'Dell, S. Oshchepkov, P. I. Palmer, P. Peylin, Z. Poussi, F. Reum, H. Takagi, 
Y. Yoshida, and R. Zhuravlev, An intercomparison of inverse models for estimating sources 
and sinks of CO2 using GOSAT measurements, J. Geophys. Res.-Atmos., 120(10), 5253-
5266, doi:10.1002/2014jd022962, 2015. 
Hu, L., S. A. Montzka, J. B. Miller, A. E. Andrews, S. J. Lehman, B. R. Miller, K. Thoning, 
C. Sweeney, H. Chen, D. S. Godwin, K. Masarie, L. Bruhwiler, M. L. Fischer, S. C. Biraud, 
M. S. Torn, M. Mountain, T. Nehrkorn, J. Eluszkiewicz, S. Miller, R. R. Draxler, A. F. Stein, 
B. D. Hall, J. W. Elkins, and P. P. Tans, U.S. emissions of HFC-134a derived for 2008–2012 
from an extensive flask-air sampling network, J. Geophys. Res.-Atmos., 120(2), 801-825, 
doi:10.1002/2014jd022617, 2015. 
Hu, L., S. A. Montzka, B. R. Miller, A. E. Andrews, J. B. Miller, S. J. Lehman, C. Sweeney, 
S. M. Miller, K. Thoning, C. Siso, E. L. Atlas, D. R. Blake, J. de Gouw, J. B. Gilman, G. 
Dutton, J. W. Elkins, B. Hall, H. Chen, M. L. Fischer, M. E. Mountain, T. Nehrkorn, S. C. 
Biraud, F. L. Moore, and P. Tans, Continued emissions of carbon tetrachloride from the 
United States nearly two decades after its phaseout for dispersive uses, Proceedings of the 
National Academy of Sciences, 113(11), 2880-2885, doi:10.1073/pnas.1522284113, 
2016. 
Hu, L., S. A. Montzka, S. J. Lehman, D. S. Godwin, B. R. Miller, A. E. Andrews, K. Thoning, 
J. B. Miller, C. Sweeney, C. Siso, J. W. Elkins, B. D. Hall, D. J. Mondeel, D. Nance, T. 
Nehrkorn, M. Mountain, M. L. Fischer, S. C. Biraud, H. Chen, and P. P. Tans, Considerable 
contribution of the Montreal Protocol to declining greenhouse gas emissions from the 
United States, Geophys. Res. Lett., 44(15), 8075-8083, doi:10.1002/2017gl074388, 2017. 
Huang, J., A. Golombek, R. Prinn, R. Weiss, P. Fraser, P. Simmonds, E. J. Dlugokencky, B. 
Hall, J. Elkins, P. Steele, R. Langenfelds, P. Krummel, G. Dutton, and L. Porter, Estimation 
of regional emissions of nitrous oxide from 1997 to 2005 using multinetwork 
measurements, a chemical transport model, and an inverse method, J. Geophys. Res.-
Atmos., 113(D17), doi:10.1029/2007jd009381, 2008. 
ICOS RI, https://www.icos-ri.eu/, 2018. 
IEA, International Energy Agency, World Energy Outlook 2008, IEA Publications, Paris, 
France, ISBN: 978-92-64-04560-6, 2008. 
IEA, Energy Statistics of OECD and Non-OECD Countries, http://data.iea.org, 2014. 
IPCC, Revised 1996 IPCC Guidelines for National Greenhouse Gas Inventories, 
http://www.ipcc-nggip.iges.or.jp/public/gl/invs1.htm, 1996. 
IPCC, 2006 IPCC Guidelines for National Greenhouse Gas Inventories, Prepared by the 
National Greenhouse Gas Inventories Programme Institute for Global Environmental 
Strategies, Japan, 2006. 
IPCC, Expert  meeting  on  uncertainty  and  validation  of  emission  inventories, meeting 
report  of the expert meeting on uncertainty and validation of emission inventories, 
Utrecht, the Netherlands, 23-25 March 2010, edited by H. S. Eggleston, J. Baasansuren, 
K. Tanabe and N. Srivastava, P. IGES, Japan http://www.ipcc-
nggip.iges.or.jp/meeting/pdfiles/1003_Uncertainty%20meeting_report.pdf, 2010. 
IPCC, Climate Change 2013 The Physical Science Basis, Working Group I Contribution to 
the Fifth Assessment Report of the Intergovernmental Panel on Climate Change, edited by 
T. F. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S. K. Allen, J. Boschung, A. Nauels, Y. Xia, 
V. Bex and P. M. Midgley, Cambridge University Press, Cambridge, United Kingdom and 
New York, NY, USA, 1535 pp. pp., 2013. 
IPCC, Climate Change 2014: Mitigation of Climate Change. Contribution of Working Group 
III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change, 
edited by O. Edenhofer, et al., Cambridge University Press, Cambridge, United Kingdom 
and New York, NY, USA, 2014. 
91 
Janssens-Maenhout, G., M. Crippa, D. Guizzardi, M. Muntean, E. Schaaf, F. Dentener, P. 
Bergamaschi, V. Pagliari, J. G. J. Olivier, J. A. H. W. Peters, J. A. van Aardenne, S. Monni, 
U. Doering, and A. M. R. Petrescu, EDGAR v4.3.2 Global Atlas of the three major 
Greenhouse Gas Emissions for the period 1970–2012, Earth Syst. Sci. Data Discuss., 
doi:10.5194/essd-2017-79, 2017. 
JRC/PBL, European Commission Joint Research Centre  / Netherlands Environmental 
Assessment Agency, Emission Database for Global Atmospheric Research (EDGAR), release 
version 4.0, http://edgar.jrc.ec.europa.eu, 2009. 
Kadygrov, N., G. Broquet, F. Chevallier, L. Rivier, C. Gerbig, and P. Ciais, On the potential 
of the ICOS atmospheric CO2 measurement network for estimating the biogenic CO2 budget 
of Europe, Atmos. Chem. Phys., 15(22), 12765-12787, doi:10.5194/acp-15-12765-2015, 
2015. 
Karion, A., C. Sweeney, G. Pétron, G. Frost, R. M.-. Hardesty, J. Kofler, B. R. Miller, T. 
Newberger, S. Wolter, R. Banta, A. Brewer, E. Dlugokencky, P. M. Lang, S. A. Montzka, R. 
Schnell, P. Tans, M. Trainer, R. Zamora, and S. Conley, Methane emissions estimate from 
airborne measurements over a western United States natural gas field, Geophys. Res. 
Lett., 40, 1–5, doi:10.1002/grl.50811, 2013. 
Keller, C. A., D. Brunner, S. Henne, M. K. Vollmer, S. O'Doherty, and S. Reimann, Evidence 
for under-reported western European emissions of the potent greenhouse gas HFC-23, 
Geophys. Res. Lett., 38(15), doi:10.1029/2011gl047976, 2011. 
Keller, C. A., M. Hill, M. K. Vollmer, S. Henne, D. Brunner, S. Reimann, S. O’Doherty, J. 
Arduini, M. Maione, Z. Ferenczi, L. Haszpra, A. J. Manning, and T. Peter, European 
Emissions of Halogenated Greenhouse Gases Inferred from Atmospheric Measurements, 
Environmental Science & Technology, 46(1), 217-225, doi:10.1021/es202453j, 2012. 
Khalil, M. A. K., and R. A. Rasmussen, The atmospheric lifetime of methylchloroform 
(CH3CCl3), Tellus B: Chemical and Physical Meteorology, 36(5), 317-332, 
doi:10.3402/tellusb.v36i5.14914, 1984. 
Kirschke, S., P. Bousquet, P. Ciais, et al., Three decades of global methane sources and 
sinks, Nature Geoscience, 6(10), 813-823, doi:10.1038/NGEO1955, 2013. 
Koffi, E. N., P. Bergamaschi, U. Karstens, M. Krol, A. Segers, M. Schmidt, I. Levin, A. T. 
Vermeulen, R. E. Fisher, V. Kazan, H. Klein Baltink, D. Lowry, G. Manca, H. A. J. Meijer, J. 
Moncrieff, S. Pal, M. Ramonet, H. A. Scheeren, and A. G. Williams, Evaluation of the 
boundary layer dynamics of the TM5 model over Europe, Geosci. Model Dev., 9, 3137-
3160, doi:10.5194/gmd-9-3137-2016, 2016. 
Kort, E. A., J. Eluszkiewicz, B. B. Stephens, J. B. Miller, C. Gerbig, T. Nehrkorn, B. C. 
Daube, J. O. Kaplan, S. Houweling, and S. C. Wofsy, Emissions of CH4 and N2O over the 
United States and Canada based on a receptor-oriented modeling framework and COBRA-
NA atmospheric observations, Geophys. Res. Lett., 35(18), doi:10.1029/2008gl034031, 
2008. 
Kort, E. A., C. Frankenberg, C. E. Miller, and T. Oda, Space-based observations of megacity 
carbon dioxide, Geophys. Res. Lett., 39(17), doi:10.1029/2012gl052738, 2012. 
Kort, E. A., C. Frankenberg, K. R. Costigan, R. Lindenmaier, M. K. Dubey, and D. Wunch, 
Four corners: The largest US methane anomaly viewed from space, Geophys. Res. Lett., 
41, 6898–6903, doi:10.1002/2014GL061503, 2014. 
Kort, E. A., M. L. Smith, L. T. Murray, A. Gvakharia, A. R. Brandt, J. Peischl, T. B. Ryerson, 
C. Sweeney, and K. Travis, Fugitive emissions from the Bakken shale illustrate role of shale 
production in global ethane shift, Geophys. Res. Lett., 43(9), 4617-4623, 
doi:10.1002/2016gl068703, 2016. 
Kountouris, P., C. Gerbig, C. Rödenbeck, U. Karstens, T. F. Koch, and M. Heimann, 
Atmospheric CO2 inversions at the mesoscale using data driven prior uncertainties. Part 1: 
92 
Methodology and system evaluation, Atmos. Chem. Phys. Discuss., 1-48, doi:10.5194/acp-
2016-577, 2016a. 
Kountouris, P., C. Gerbig, C. Rödenbeck, U. Karstens, T. F. Koch, and M. Heimann, 
Atmospheric CO2 inversions at the mesoscale using data driven prior uncertainties. Part 2: 
the European terrestrial CO2 fluxes, Atmos. Chem. Phys. Discuss., 1-44, doi:10.5194/acp-
2016-578, 2016b. 
Krautwurst, S., K. Gerilowski, H. H. Jonsson, D. R. Thompson, R. W. Kolyer, L. T. Iraci, A. 
K. Thorpe, M. Horstjann, M. Eastwood, I. Leifer, S. A. Vigil, T. Krings, J. Borchardt, M. 
Buchwitz, M. M. Fladeland, J. P. Burrows, and H. Bovensmann, Methane emissions from 
a Californian landfill, determined from airborne remote sensing and in situ measurements, 
Atmos. Meas. Tech., 10(9), 3429-3452, doi:10.5194/amt-10-3429-2017, 2017. 
Krings, T., K. Gerilowski, M. Buchwitz, J. Hartmann, T. Sachs, J. Erzinger, J. P. Burrows, 
and H. Bovensmann, Quantification of methane emission rates from coal mine ventilation 
shafts using airborne remote sensing data, Atmos. Meas. Tech., 6(1), 151-166, 
doi:10.5194/amt-6-151-2013, 2013. 
Krings, T., I. Leifer, S. Krautwurst, K. Gerilowski, M. Horstjann, H. Bovensmann, M. 
Buchwitz, J. P. Burrows, R. W. Kolyer, H. H. Jonsson, and M. M. Fladeland, Reduced 
methane emissions from Santa Barbara marine seeps, submitted to Remote Sensing, 2017. 
Kuze, A., H. Suto, M. Nakajima, and T. Hamazaki, Thermal and near infrared sensor for 
carbon observation Fourier-transform spectrometer on the Greenhouse Gases Observing 
Satellite for greenhouse gases monitoring, Appl Optics, 48(35), 6716-6733, 
doi:10.1364/ao.48.006716, 2009. 
Lamarque, J. F., T. C. Bond, V. Eyring, C. Granier, A. Heil, Z. Klimont, D. Lee, C. Liousse, 
A. Mieville, B. Owen, M. G. Schultz, D. Shindell, S. J. Smith, E. Stehfest, J. Van Aardenne, 
O. R. Cooper, M. Kainuma, N. Mahowald, J. R. McConnell, V. Naik, K. Riahi, and D. P. van 
Vuuren, Historical (1850–2000) gridded anthropogenic and biomass burning emissions of 
reactive gases and aerosols: methodology and application, Atmos. Chem. Phys., 10(15), 
7017-7039, doi:10.5194/acp-10-7017-2010, 2010. 
Lassaletta, L., G. Billen, B. Grizzetti, J. Anglade, and J. Garnier, 50 year trends in nitrogen 
use efficiency of world cropping systems: the relationship between yield and nitrogen input 
to cropland, Environmental Research Letters, 9(10), 105011, doi:10.1088/1748-
9326/9/10/105011, 2014. 
Lauvaux, T., M. Uliasz, C. Sarrat, F. Chevallier, P. Bousquet, C. Lac, K. J. Davis, P. Ciais, 
A. S. Denning, and P. J. Rayner, Mesoscale inversion: first results from the CERES 
campaign with synthetic data, Atmos. Chem. Phys., 8, 3459-3471, doi:10.5194/acp-8-
3459-2008, 2008. 
Lauvaux, T., O. Pannekoucke, C. Sarrat, F. Chevallier, P. Ciais, J. Noilhan, and P. J. Rayner, 
Structure of the transport uncertainty in mesoscale inversions of CO2 sources and sinks 
using ensemble model simulations, Biogeosciences, 6, 1089-1102, doi:10.5194/bg-6-
1089-2009, 2009. 
Lauvaux, T., N. L. Miles, A. Deng, S. J. Richardson, M. O. Cambaliza, K. J. Davis, B. Gaudet, 
K. R. Gurney, J. Huang, D. O'Keefe, Y. Song, A. Karion, T. Oda, R. Patarasuk, I. Razlivanov, 
D. Sarmiento, P. Shepson, C. Sweeney, J. Turnbull, and K. Wu, High-resolution 
atmospheric inversion of urban CO2 emissions during the dormant season of the 
Indianapolis Flux Experiment (INFLUX), J. Geophys. Res.-Atmos., 121(10), 5213-5236, 
doi:doi:10.1002/2015JD024473, 2016. 
Law, R. M., P. J. Rayner, L. P. Steele, and I. G. Enting, Using high temporal frequency data 
for CO2 inversions, Global Biogeochem. Cycles, 16(4), 1053, doi:10.1029/2001gb001593, 
2002. 
Le Quéré, C., R. M. Andrew, J. G. Canadell, et al., Global Carbon Budget 2016, Earth Syst. 
Sci. Data, 8(2), 605-649, doi:10.5194/essd-8-605-2016, 2016. 
93 
Le Quéré, C., R. M. Andrew, P. Friedlingstein, et al., Global Carbon Budget 2017, Earth 
System Science Data Discussions, 1-79, doi:10.5194/essd-2017-123, 2017. 
Levin, I., H. Glatzel-Mattheier, T. Marik, M. Cuntz, M. Schmidt, and D. E. Worthy, 
Verification of German methane emission inventories and their recent changes based on 
atmospheric observations, J. Geophys. Res.-Atmos., 104(D3), 3447-3456, 
doi:10.1029/1998jd100064, 1999. 
Levin, I., B. Kromer, M. Schmidt, and H. Sartorius, A novel approach for independent 
budgeting of fossil fuel CO2 over Europe by 14CO2 observations, Geophys. Res. Lett., 
30(23), doi:10.1029/2003gl018477, 2003. 
Levin, I., and U. Karstens, Inferring high-resolution fossil fuel CO2 records at continental 
sites from combined 14CO2 and CO observations, Tellus B, 59(2), 245-250, 
doi:10.1111/j.1600-0889.2006.00244.x, 2007. 
Levin, I., T. Naegler, R. Heinz, D. Osusko, E. Cuevas, A. Engel, J. Ilmberger, R. L. 
Langenfelds, B. Neininger, C. v. Rohden, L. P. Steele, R. Weller, D. E. Worthy, and S. A. 
Zimov, The global SF6 source inferred from long-term high precision atmospheric 
measurements and its comparison with emission inventories, Atmos. Chem. Phys., 10, 
2655-2662, doi:10.5194/acp-10-2655-2010, 2010. 
Levin, I., S. Hammer, E. Eichelmann, and F. Vogel, Verification of greenhouse gas emission 
reductions: The prospect of atmospheric monitoring in polluted areas, Phil. Trans. R. Soc. 
A, 369, 1906-1924, doi:10.1098/rsta.2010.0249, 2011. 
Lin, J. C., C. Gerbig, S. C. Wofsy, A. E. Andrews, B. C. Daube, K. J. Davis, and C. A. 
Grainger, A near-field tool for simulating the upstream influence of atmospheric 
observations: The Stochastic Time-Inverted Lagrangian Transport (STILT) model, J. 
Geophys. Res., 108, 4493, doi:10.1029/2002JD003161, 2003. 
Liu, J., K. W. Bowman, D. S. Schimel, N. C. Parazoo, Z. Jiang, M. Lee, A. A. Bloom, D. 
Wunch, C. Frankenberg, Y. Sun, C. W. O’Dell, K. R. Gurney, D. Menemenlis, M. Gierach, 
D. Crisp, and A. Eldering, Contrasting carbon cycle responses of the tropical continents to 
the 2015–2016 El Niño, Science, 358(6360), doi:10.1126/science.aam5690, 2017. 
Lopez-Coto, I., S. Ghosh, K. Prasad, and J. Whetstone, Tower-based greenhouse gas 
measurement network design - The National Institute of Standards and Technology North 
East Corridor Testbed, Advances in Atmospheric Sciences, 34(9), 1095-1105, 
doi:10.1007/s00376-017-6094-6, 2017. 
Lopez, M., M. Schmidt, M. Delmotte, A. Colomb, V. Gros, C. Janssen, S. J. Lehman, D. 
Mondelain, O. Perrussel, M. Ramonet, I. Xueref-Remy, and P. Bousquet, CO, NOx and 13CO2 
as tracers for fossil fuel CO2: results from a pilot study in Paris during winter 2010, Atmos. 
Chem. Phys., 13(15), 7343-7358, doi:10.5194/acp-13-7343-2013, 2013. 
Lovelock, J. E., Atmospheric Fluorine Compounds as Indicators of Air Movements, Nature, 
230, 379, doi:10.1038/230379a0, 1971. 
Lunt, M. F., M. Rigby, A. L. Ganesan, A. J. Manning, R. G. Prinn, S. O’Doherty, J. Mühle, C. 
M. Harth, P. K. Salameh, T. Arnold, R. F. Weiss, T. Saito, Y. Yokouchi, P. B. Krummel, L. 
P. Steele, P. J. Fraser, S. Li, S. Park, S. Reimann, M. K. Vollmer, C. Lunder, O. Hermansen, 
N. Schmidbauer, M. Maione, J. Arduini, D. Young, and P. G. Simmonds, Reconciling 
reported and unreported HFC emissions with atmospheric observations, Proceedings of the 
National Academy of Sciences, 112(19), 5927-5931, doi:10.1073/pnas.1420247112, 
2015. 
MacFarling Meure, C., D. Etheridge, C. Trudinger, P. Steele, R. Langenfelds, T. van Ommen, 
A. Smith, and J. Elkins, Law Dome CO2, CH4 and N2O ice core records extended to 2000 
years BP, Geophys. Res. Lett., 33(14), doi:10.1029/2006gl026152, 2006. 
Mahowald, N. M., R. G. Prinn, and P. J. Rasch, Deducing CCl3F emissions using an inverse 
method and chemical transport models with assimilated winds, J. Geophys. Res.-Atmos., 
102(D23), 28153-28168, doi:10.1029/97jd02086, 1997. 
94 
Maione, M., F. Graziosi, J. Arduini, F. Furlani, U. Giostra, D. R. Blake, P. Bonasoni, X. Fang, 
S. A. Montzka, S. J. O'Doherty, S. Reimann, A. Stohl, and M. K. Vollmer, Estimates of 
European emissions of methyl chloroform using a Bayesian inversion method, Atmos. 
Chem. Phys., 14(18), 9755-9770, doi:10.5194/acp-14-9755-2014, 2014. 
Maiss, M., and I. Levin, Global increase of SF6 observed in the atmosphere, Geophys. Res. 
Lett., 21(7), 569-572, doi:10.1029/94gl00179, 1994. 
Maksyutov, S., H. Takagi, V. K. Valsala, M. Saito, T. Oda, T. Saeki, D. A. Belikov, R. Saito, 
A. Ito, Y. Yoshida, I. Morino, O. Uchino, R. J. Andres, and T. Yokota, Regional CO2 flux 
estimates for 2009–2010 based on GOSAT and ground-based CO2 observations, Atmos. 
Chem. Phys., 13(18), 9351-9373, doi:10.5194/acp-13-9351-2013, 2013. 
Manning, A. J., D. B. Ryall, R. G. Derwent, P. G. Simmonds, and S. O'Doherty, Estimating 
European emissions of ozone-depleting and greenhouse gases using observations and a 
modeling back-attribution technique, J. Geophys. Res., 108(D14), 4405, 
doi:4410.1029/2002JD002312, 2003. 
Manning, A. J., S. O’Doherty, A. R. Jones, P. G. Simmonds, and R. G. Derwent, Estimating 
UK methane and nitrous oxide emissions from 1990 to 2007 using an inversion modeling 
approach, J. Geophys. Res.-Atmos., 116(D2), doi:10.1029/2010jd014763, 2011. 
Masarie, K. A., G. Pétron, A. Andrews, L. Bruhwiler, T. J. Conway, A. R. Jacobson, J. B. 
Miller, P. P. Tans, D. E. Worthy, and W. Peters, Impact of CO2 measurement bias on 
CarbonTracker surface flux estimates, J. Geophys. Res.-Atmos., 116(D17), 
doi:10.1029/2011jd016270, 2011. 
Massie, S. T., K. Sebastian Schmidt, A. Eldering, and D. Crisp, Observational evidence of 
3-D cloud effects in OCO-2 CO2 retrievals, J. Geophys. Res.-Atmos., 122(13), 7064-7085, 
doi:10.1002/2016jd026111, 2017. 
Melton, J. R., R. Wania, E. L. Hodson, B. Poulter, B. Ringeval, R. Spahni, T. Bohn, C. A. 
Avis, D. J. Beerling, G. Chen, A. V. Eliseev, S. N. Denisov, P. O. Hopcroft, D. P. Lettenmaier, 
W. J. Riley, J. S. Singarayer, Z. M. Subin, H. Tian, S. Zürcher, V. Brovkin, P. M. van 
Bodegom, T. Kleinen, Z. C. Yu, and J. O. Kaplan, Present state of global wetland extent 
and wetland methane modelling: conclusions from a model inter-comparison project 
(WETCHIMP), Biogeosciences, 10(2), 753-788, doi:10.5194/bg-10-753-2013, 2013. 
Millar, R. J., J. S. Fuglestvedt, P. Friedlingstein, J. Rogelj, M. J. Grubb, H. D. Matthews, R. 
B. Skeie, P. M. Forster, D. J. Frame, and M. R. Allen, Emission budgets and pathways 
consistent with limiting warming to 1.5o C, Nature Geoscience, 10, 741–747, 
doi:10.1038/ngeo3031, 2017. 
Miller, B. R., R. F. Weiss, P. K. Salameh, T. Tanhua, B. R. Greally, J. Mühle, and P. G. 
Simmonds, Medusa:  a sample preconcentration and GC/MS detector system for in situ 
measurements of atmospheric trace halocarbons, hydrocarbons, and sulfur compounds, 
Anal Chem, 80(5), 1536-1545, doi:10.1021/ac702084k, 2008. 
Miller, C. E., D. Crisp, P. L. DeCola, S. C. Olsen, J. T. Randerson, A. M. Michalak, A. 
Alkhaled, P. Rayner, D. J. Jacob, P. Suntharalingam, D. B. A. Jones, A. S. Denning, M. E. 
Nicholls, S. C. Doney, S. Pawson, H. Boesch, B. J. Connor, I. Y. Fung, D. O'Brien, R. J. 
Salawitch, S. P. Sander, B. Sen, P. Tans, G. C. Toon, P. O. Wennberg, S. C. Wofsy, Y. L. 
Yung, and R. M. Law, Precision requirements for space-based data, J. Geophys. Res.-
Atmos., 112(D10), doi:10.1029/2006jd007659, 2007. 
Miller, S. M., E. A. Kort, A. I. Hirsch, E. J. Dlugokencky, A. E. Andrews, X. Xu, H. Tian, T. 
Nehrkorn, J. Eluszkiewicz, A. M. Michalak, and S. C. Wofsy, Regional sources of nitrous 
oxide over the United States: Seasonal variation and spatial distribution, J. Geophys. Res.-
Atmos., 117(D6), doi:10.1029/2011jd016951, 2012. 
Miller, S. M., S. C. Wofsy, A. M. Michalak, E. A. Kort, A. E. Andrews, S. C. Biraud, E. J. 
Dlugokencky, M. L. Fischer, G. Janssens-Maenhout, B. R. Miller, S. A. Montzka, and C. 
Sweeney, Anthropogenic emissions of methane in the United States, Proceedings of the 
95 
National Academy of Sciences of the United States of America, 110, 20018–20022, 
doi:10.1073/pnas.1314392110, 2013. 
Minschwaner, K., R. J. Salawitch, and M. B. McElroy, Absorption of solar radiation by O2: 
Implications for O3 and lifetimes of N2O, CFCl3, and CF2Cl2, J. Geophys. Res.-Atmos., 
98(D6), 10543-10561, doi:10.1029/93jd00223, 1993. 
Molina, M. J., and F. S. Rowland, Stratospheric sink for chlorofluoromethanes: chlorine 
atom-catalysed destruction of ozone, Nature, 249, 810, doi:10.1038/249810a0, 1974. 
Montzka, S. A., R. C. Myers, J. H. Butler, J. W. Elkins, and S. O. Cummings, Global 
tropospheric distribution and calibration scale of HCFC-22, Geophys. Res. Lett., 20(8), 703-
706, doi:10.1029/93gl00753, 1993. 
Montzka, S. A., E. J. Dlugokencky, and J. H. Butler, Non-CO2 greenhouse gases and climate 
change, Nature, 476, 43, doi:10.1038/nature10322, 2011a. 
Montzka, S. A., M. Krol, E. Dlugokencky, B. Hall, P. Jöckel, and J. Lelieveld, Small 
Interannual Variability of Global Atmospheric Hydroxyl, Science, 331(6013), 67-69, 
doi:10.1126/science.1197640, 2011b. 
Mühle, J., A. L. Ganesan, B. R. Miller, P. K. Salameh, C. M. Harth, B. R. Greally, M. Rigby, 
L. W. Porter, L. P. Steele, C. M. Trudinger, P. B. Krummel, S. O'Doherty, P. J. Fraser, P. G. 
Simmonds, R. G. Prinn, and R. F. Weiss, Perfluorocarbons in the global atmosphere: 
tetrafluoromethane, hexafluoroethane, and octafluoropropane, Atmos. Chem. Phys., 
10(11), 5145-5164, doi:10.5194/acp-10-5145-2010, 2010. 
Mulquiney, J. E., J. A. Taylor, A. J. Jakeman, J. P. Norton, and R. G. Prinn, A new inverse 
method for trace gas flux estimation: 2. Application to tropospheric CFCl3 fluxes, J. 
Geophys. Res.-Atmos., 103(D1), 1429-1442, doi:10.1029/97jd01811, 1998. 
Myhre, G., D. Shindell, F.-M. Bréon, W. Collins, J. Fuglestvedt, J. Huang, D. Koch, J.-F. 
Lamarque, D. Lee, B. Mendoza, T. Nakajima, A. Robock, G. Stephens, T. Takemura, and 
H. Zhang, Anthropogenic and Natural Radiative Forcing, in Climate Change 2013: The 
Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of 
the Intergovernmental Panel on Climate Change edited by T. F. Stocker, D. Qin, G.-K. 
Plattner, M. Tignor, S. K. Allen, J. Boschung, A. Nauels, Y. Xia, V. Bex and P. M. Midgley, 
pp. 659-740, Cambridge University Press, Cambridge, United Kingdom and New York, NY, 
USA, 2013. 
Nassar, R., D. B. A. Jones, S. S. Kulawik, J. R. Worden, K. W. Bowman, R. J. Andres, P. 
Suntharalingam, J. M. Chen, C. A. M. Brenninkmeijer, T. J. Schuck, T. J. Conway, and D. 
E. Worthy, Inverse modeling of CO2 sources and sinks using satellite observations of CO2 
from TES and surface flask measurements, Atmos. Chem. Phys., 11(12), 6029-6047, 
doi:10.5194/acp-11-6029-2011, 2011. 
Nassar, R., T. G. Hill, C. A. McLinden, D. Wunch, D. B. A. Jones, and D. Crisp, Quantifying 
CO2 Emissions From Individual Power Plants From Space, Geophys. Res. Lett., 44(19), 
10,045-010,053, doi:10.1002/2017gl074702, 2017. 
National Research Council, Verifying Greenhouse Gas Emissions: Methods to Support 
International Climate Agreements, The National Academies Press, Washington D.C., 
doi:10.17226/12883, 2010. 
Nevison, C., A. Andrews, K. Thoning, E. Dlugokencky, C. Sweeney, S. Miller, E. Saikawa, 
J. Benmergui, M. Fischer, M. Mountain, and T. Nehrkorn, Nitrous oxide emissions estimated 
with the CarbonTracker-Lagrange North American regional inversion framework, Global 
Biogeochem. Cycles, 32, doi:10.1002/2017GB005759, 2018. 
Obersteiner, F., H. Bönisch, and A. Engel, An automated gas chromatography time-of-flight 
mass spectrometry instrument for the quantitative analysis of halocarbons in air, Atmos. 
Meas. Tech., 9(1), 179-194, doi:10.5194/amt-9-179-2016, 2016. 
96 
Oda, T., and S. Maksyutov, A very high-resolution (1 km×1 km) global fossil fuel CO2 
emission inventory derived using a point source database and satellite observations of 
nighttime lights, Atmos. Chem. Phys., 11(2), 543-556, doi:10.5194/acp-11-543-2011, 
2011. 
Pales, J. C., and C. D. Keeling, The concentration of atmospheric carbon dioxide in Hawaii, 
J. Geophys. Res., 70(24), 6053-6076, doi:10.1029/JZ070i024p06053, 1965. 
Park, S., T. Pérez, K. A. Boering, S. E. Trumbore, J. Gil, S. Marquina, and S. C. Tyler, Can 
N2O stable isotopes and isotopomers be useful tools to characterize sources and microbial 
pathways of N2O production and consumption in tropical soils?, Global Biogeochem. Cycles, 
25(1), doi:10.1029/2009gb003615, 2011. 
Parker, R. J., H. Boesch, M. J. Wooster, D. P. Moore, A. J. Webb, D. Gaveau, and D. 
Murdiyarso, Atmospheric CH4 and CO2 enhancements and biomass burning emission ratios 
derived from satellite observations of the 2015 Indonesian fire plumes, Atmos. Chem. 
Phys., 16(15), 10111-10131, doi:10.5194/acp-16-10111-2016, 2016. 
Peischl, J., T. B. Ryerson, K. C. Aikin, J. A. de Gouw, J. B. Gilman, J. S. Holloway, B. M. 
Lerner, R. Nadkarni, J. A. Neuman, J. B. Nowak, M. Trainer, C. Warneke, and D. D. Parrish, 
Quantifying atmospheric methane emissions from the Haynesville, Fayetteville, and 
northeastern Marcellus shale gas production regions, J. Geophys. Res. Atmos., 120, 2119–
2139, doi:doi:10.1002/2014JD022697, 2015. 
Peischl, J., A. Karion, C. Sweeney, E. A. Kort, M. L. Smith, A. R. Brandt, T. Yeskoo, K. C. 
Aikin, S. A. Conley, A. Gvakharia, M. Trainer, S. Wolter, and T. B. Ryerson, Quantifying 
atmospheric methane emissions from oil and natural gas production in the Bakken shale 
region of North Dakota, J. Geophys. Res.-Atmos., 121(10), 6101-6111, 
doi:10.1002/2015jd024631, 2016. 
Pérez, T., S. E. Trumbore, S. C. Tyler, P. A. Matson, I. Ortiz-Monasterio, T. Rahn, and D. 
W. T. Griffith, Identifying the agricultural imprint on the global N2O budget using stable 
isotopes, J. Geophys. Res.-Atmos., 106(D9), 9869-9878, doi:10.1029/2000jd900809, 
2001. 
Pillai, D., C. Gerbig, J. Marshall, R. Ahmadov, R. Kretschmer, T. Koch, and U. Karstens, 
High resolution modeling of CO2 over Europe: implications for representation errors of 
satellite retrievals, Atmos. Chem. Phys., 10, 83-94, doi:10.5194/acp-10-83-2010, 2010. 
Pinty, B., G. Janssens-Maenhout, M. Dowell, H. Zunker, T. Brunhes, P. Ciais, D. Dee, H. 
Denier van der Gon, H. Dolman, M. Drinkwater, R. Engelen, M. Heimann, K. Holmlund, R. 
Husband, A. Kentarchos, Y. Meijer, P. Palmer, and M. Scholze, An Operational 
Anthropogenic CO2 Emissions Monitoring & Verification Support capacity - Baseline 
Requirements, Model Components and Functional Architecture, European Commission Joint 
Research Centre, EUR 28736 EN, doi:10.2760/08644, 2017. 
Prather, M. J., C. D. Holmes, and J. Hsu, Reactive greenhouse gas scenarios: Systematic 
exploration of uncertainties and the role of atmospheric chemistry, Geophys. Res. Lett., 
39(L09803), doi:doi:10.1029/2012GL051440, 2012. 
Prather, M. J., J. Hsu, N. M. DeLuca, C. H. Jackman, L. D. Oman, A. R. Douglass, E. L. 
Fleming, S. E. Strahan, S. D. Steenrod, O. A. Søvde, I. S. A. Isaksen, L. Froidevaux, and 
B. Funke, Measuring and modeling the lifetime of nitrous oxide including its variability, J. 
Geophys. Res.-Atmos., 120(11), 5693-5705, doi:10.1002/2015jd023267, 2015. 
Prinn, R., D. Cunnold, R. Rasmussen, P. Simmonds, F. Alyea, A. Crawford, P. Fraser, and 
R. Rosen, Atmospheric Trends in Methylchloroform and the Global Average for the Hydroxyl 
Radical, Science, 238(4829), 945-950, doi:10.1126/science.238.4829.945, 1987. 
Prinn, R., D. Cunnold, R. Rasmussen, P. Simmonds, F. Alyea, A. Crawford, P. Fraser, and 
R. Rosen, Atmospheric emissions and trends of nitrous oxide deduced from 10 years of 
ALE–GAGE data, J. Geophys. Res.-Atmos., 95(D11), 18369-18385, 
doi:10.1029/JD095iD11p18369, 1990. 
97 
Prinn, R. G., P. G. Simmonds, R. A. Rasmussen, R. D. Rosen, F. N. Alyea, C. A. Cardelino, 
A. J. Crawford, D. M. Cunnold, P. J. Fraser, and J. E. Lovelock, The Atmospheric Lifetime 
Experiment: 1. Introduction, instrumentation, and overview, Journal of Geophysical 
Research: Oceans, 88(C13), 8353-8367, doi:10.1029/JC088iC13p08353, 1983. 
Prinn, R. G., R. F. Weiss, P. J. Fraser, P. G. Simmonds, D. M. Cunnold, F. N. Alyea, S. 
O'Doherty, P. Salameh, B. R. Miller, J. Huang, R. H. J. Wang, D. E. Hartley, C. Harth, L. P. 
Steele, G. Sturrock, P. M. Midgley, and A. McCulloch, A history of chemically and radiatively 
important gases in air deduced from ALE/GAGE/AGAGE, J. Geophys. Res.-Atmos., 
105(D14), 17751-17792, doi:10.1029/2000jd900141, 2000. 
Prinn, R. G., R. F. Weiss, J. Arduini, et al., History of chemically and radiatively important 
atmospheric gases from the Advanced Global Atmospheric Gases Experiment (AGAGE), 
Earth Syst. Sci. Data, 10(2), 985-1018, doi:10.5194/essd-10-985-2018, 2018. 
Pugliese, S. C., J. G. Murphy, F. Vogel, and D. Worthy, Characterization of the δ13C 
signatures of anthropogenic CO2 emissions in the Greater Toronto Area, Canada, Applied 
Geochemistry, 83, 171-180, doi:https://doi.org/10.1016/j.apgeochem.2016.11.003, 
2017. 
Ravishankara, A. R., J. S. Daniel, and R. W. Portmann, Nitrous Oxide (N2O): The Dominant 
Ozone-Depleting Substance Emitted in the 21st Century, Science, 326(5949), 123-125, 
doi:10.1126/science.1176985, 2009. 
Ray, E. A., F. L. Moore, J. W. Elkins, K. H. Rosenlof, J. C. Laube, T. Röckmann, D. R. Marsh, 
and A. E. Andrews, Quantification of the SF6 lifetime based on mesospheric loss measured 
in the stratospheric polar vortex, J. Geophys. Res.-Atmos., 122(8), 4626-4638, 
doi:doi:10.1002/2016JD026198, 2017. 
Ray, J., V. Yadav, A. M. Michalak, B. van Bloemen Waanders, and S. A. McKenna, A 
multiresolution spatial parameterization for the estimation of fossil-fuel carbon dioxide 
emissions via atmospheric inversions, Geosci. Model Dev., 7(5), 1901-1918, 
doi:10.5194/gmd-7-1901-2014, 2014. 
Rayner, P. J., M. R. Raupach, M. Paget, P. Peylin, and E. Koffi, A new global gridded data 
set of CO2 emissions from fossil fuel combustion: Methodology and evaluation, J. Geophys. 
Res.-Atmos., 115(D19), D19306, doi:10.1029/2009jd013439, 2010. 
Reimann, S., M. K. Vollmer, D. Brunner, M. Steinbacher, M. Hill, S. A. Wyss, S. Henne, and 
L. Emmenegger, Kontinuierliche Messung von Nicht-CO2-Treibhausgasen auf dem 
Jungfraujoch, Report of Project HALCLIM, Empa, Dübendorf, July 2017, 
https://www.bafu.admin.ch/dam/bafu/de/dokumente/luft/externe-studien-
berichte/kontinuierliche-messung-von-nicht-co2-treibhausgasen-auf-dem-
jungfraujoch.pdf.download.pdf/HALCLIM_6_2017.pdf, 2017. 
Reuter, M., M. Buchwitz, A. Hilboll, A. Richter, O. Schneising, M. Hilker, J. Heymann, H. 
Bovensmann, and J. P. Burrows, Decreasing emissions of NOx relative to CO2 in East Asia 
inferred from satellite observations, Nature Geoscience, 7, 792, doi:10.1038/ngeo2257, 
2014a. 
Reuter, M., M. Buchwitz, M. Hilker, J. Heymann, O. Schneising, D. Pillai, H. Bovensmann, 
J. P. Burrows, H. Bösch, R. Parker, A. Butz, O. Hasekamp, C. W. O'Dell, Y. Yoshida, C. 
Gerbig, T. Nehrkorn, N. M. Deutscher, T. Warneke, J. Notholt, F. Hase, R. Kivi, R. 
Sussmann, T. Machida, H. Matsueda, and Y. Sawa, Satellite-inferred European carbon sink 
larger than expected, Atmos. Chem. Phys., 14(24), 13739-13753, doi:10.5194/acp-14-
13739-2014, 2014b. 
Reuter, M., M. Buchwitz, M. Hilker, J. Heymann, H. Bovensmann, J. P. Burrows, S. 
Houweling, Y. Y. Liu, R. Nassar, F. Chevallier, P. Ciais, J. Marshall, and M. Reichstein, How 
Much CO2 Is Taken Up by the European Terrestrial Biosphere?, Bulletin of the American 
Meteorological Society, 98(4), 665-671, doi:10.1175/bams-d-15-00310.1, 2017. 
98 
Rigby, M., R. G. Prinn, P. J. Fraser, P. G. Simmonds, R. L. Langenfelds, J. Huang, D. M. 
Cunnold, L. P. Steele, P. B. Krummel, R. F. Weiss, S. O’Doherty, P. K. Salameh, H. J. Wang, 
C. M. Harth, J. Mühle, and L. W. Porter, Renewed growth of atmospheric methane, 
Geophys. Res. Lett., 35(L22805), doi:10.1029/2008GL036037, 2008. 
Rigby, M., J. Mühle, B. R. Miller, R. G. Prinn, P. B. Krummel, L. P. Steele, P. J. Fraser, P. 
K. Salameh, C. M. Harth, R. F. Weiss, B. R. Greally, S. O'Doherty, P. G. Simmonds, M. K. 
Vollmer, S. Reimann, J. Kim, K. R. Kim, H. J. Wang, J. G. J. Olivier, E. J. Dlugokencky, G. 
S. Dutton, B. D. Hall, and J. W. Elkins, History of atmospheric SF6 from 1973 to 2008, 
Atmos. Chem. Phys., 10(21), 10305-10320, doi:10.5194/acp-10-10305-2010, 2010. 
Rigby, M., A. J. Manning, and R. G. Prinn, Inversion of long-lived trace gas emissions using 
combined Eulerian and Lagrangian chemical transport models, Atmos. Chem. Phys., 
11(18), 9887-9898, doi:10.5194/acp-11-9887-2011, 2011. 
Rigby, M., R. G. Prinn, S. O'Doherty, S. A. Montzka, A. McCulloch, C. M. Harth, J. Mühle, 
P. K. Salameh, R. F. Weiss, D. Young, P. G. Simmonds, B. D. Hall, G. S. Dutton, D. Nance, 
D. J. Mondeel, J. W. Elkins, P. B. Krummel, L. P. Steele, and P. J. Fraser, Re-evaluation of 
the lifetimes of the major CFCs and CH3CCl3 using atmospheric trends, Atmos. Chem. 
Phys., 13(5), 2691-2702, doi:10.5194/acp-13-2691-2013, 2013. 
Rigby, M., S. A. Montzka, R. G. Prinn, J. W. C. White, D. Young, S. O’Doherty, M. F. Lunt, 
A. L. Ganesan, A. J. Manning, P. G. Simmonds, P. K. Salameh, C. M. Harth, J. Mühle, R. F. 
Weiss, P. J. Fraser, L. P. Steele, P. B. Krummel, A. McCulloch, and S. Park, Role of 
atmospheric oxidation in recent methane growth, Proceedings of the National Academy of 
Sciences, 114(21), 5373-5377, doi:10.1073/pnas.1616426114, 2017. 
Röckmann, T., J. Kaiser, C. A. M. Brenninkmeijer, J. N. Crowley, R. Borchers, W. A. Brand, 
and P. J. Crutzen, Isotopic enrichment of nitrous oxide (15N14NO, 14N15NO, 14N14N18O) in 
the stratosphere and in the laboratory, J. Geophys. Res.-Atmos., 106(D10), 10403-10410, 
doi:10.1029/2000jd900822, 2001. 
Röckmann, T., J. Kaiser, and C. A. M. Brenninkmeijer, The isotopic fingerprint of the pre-
industrial and the anthropogenic N2O source, Atmos. Chem. Phys., 3(2), 315-323, 
doi:10.5194/acp-3-315-2003, 2003. 
Röckmann, T., S. Eyer, C. van der Veen, M. E. Popa, B. Tuzson, G. Monteil, S. Houweling, 
E. Harris, D. Brunner, H. Fischer, G. Zazzeri, D. Lowry, E. G. Nisbet, W. A. Brand, J. M. 
Necki, L. Emmenegger, and J. Mohn, In situ observations of the isotopic composition of 
methane at the Cabauw tall tower site, Atmos. Chem. Phys., 16(16), 10469-10487, 
doi:10.5194/acp-16-10469-2016, 2016. 
Rockström, J., O. Gaffney, J. Rogelj, M. Meinshausen, N. Nakicenovic, and H. J. 
Schellnhuber, A roadmap for rapid decarbonization, Science, 355(6331), 1269-1271, 
doi:10.1126/science.aah3443, 2017. 
Rödenbeck, C., S. Houweling, M. Gloor, and M. Heimann, CO2 flux history 1982-2001 
inferred from atmospheric data using a global inversion of atmospheric transport, Atmos. 
Chem. Phys., 3, 1919-1964, 2003. 
Saikawa, E., R. G. Prinn, E. Dlugokencky, K. Ishijima, G. S. Dutton, B. D. Hall, R. 
Langenfelds, Y. Tohjima, T. Machida, M. Manizza, M. Rigby, S. O'Doherty, P. K. Patra, C. 
M. Harth, R. F. Weiss, P. B. Krummel, M. van der Schoot, P. J. Fraser, L. P. Steele, S. Aoki, 
T. Nakazawa, and J. W. Elkins, Global and regional emissions estimates for N2O, Atmos. 
Chem. Phys., 14(9), 4617-4641, doi:10.5194/acp-14-4617-2014, 2014. 
Sarrat, C., J. Noilhan, P. Lacarrère, E. Ceschia, P. Ciais, A. J. Dolman, J. A. Elbers, C. 
Gerbig, B. Gioli, T. Lauvaux, F. Miglietta, B. Neininger, M. Ramonet, O. Vellinga, and J. M. 
Bonnefond, Mesoscale modelling of the CO2 interactions between the surface and the 
atmosphere applied to the April 2007 CERES field experiment, Biogeosciences, 6, 633-646, 
doi:10.5194/bg-6-633-2009, 2009. 
99 
Sasakawa, M., T. Machida, N. Tsuda, M. Arshinov, D. Davydov, A. Fofonov, and O. Krasnov, 
Aircraft and tower measurements of CO2 concentration in the planetary boundary layer and 
the lower free troposphere over southern taiga in West Siberia: Long-term records from 
2002 to 2011, J. Geophys. Res.-Atmos., 118(16), 9489-9498, doi:10.1002/jgrd.50755, 
2013. 
Saunois, M., P. Bousquet, B. Poulter, et al., The global methane budget 2000-2012, Earth 
System Science Data, 8(2), 697-751, doi:10.5194/essd-8-697-2016, 2016a. 
Saunois, M., R. B. Jackson, P. Bousquet, B. Poulter, and J. G. Canadell, The growing role 
of methane in anthropogenic climate change, Environmental Research Letters, 11(12), 
120207, doi:10.1088/1748-9326/11/12/120207, 2016b. 
Saunois, M., P. Bousquet, B. Poulter, et al., Variability and quasi-decadal changes in the 
methane budget over the period 2000–2012, Atmos. Chem. Phys., 17(18), 11135-11161, 
doi:10.5194/acp-17-11135-2017, 2017. 
Say, D., A. J. Manning, S. O’Doherty, M. Rigby, D. Young, and A. Grant, Re-Evaluation of 
the UK’s HFC-134a Emissions Inventory Based on Atmospheric Observations, 
Environmental Science & Technology, 50(20), 11129-11136, 
doi:10.1021/acs.est.6b03630, 2016. 
SBSTA, Subsidiary Body for Scientific and Technological Advice Forty - seventh session 
Bonn, 6-15 November 2017 https://unfccc.int/resource/docs/2017/sbsta/eng/l21.pdf, 
2017. 
Schaefer, H., S. E. Mikaloff Fletcher, C. Veidt, K. R. Lassey, G. W. Brailsford, T. M. Bromley, 
E. J. Dlugokencky, S. E. Michel, J. B. Miller, I. Levin, D. C. Lowe, R. J. Martin, B. H. Vaughn, 
and J. W. C. White, A 21st century shift from fossil-fuel to biogenic methane emissions 
indicated by 13CH4, Science, doi:10.1126/science.aad2705, 2016. 
Schmidt, M., H. Glatzel-Mattheier, H. Sartorius, D. E. Worthy, and I. Levin, Western 
European N2O emissions: A top-down approach based on atmospheric observations, J. 
Geophys. Res.-Atmos., 106(D6), 5507-5516, doi:10.1029/2000jd900701, 2001. 
Schneising, O., J. Heymann, M. Buchwitz, M. Reuter, H. Bovensmann, and J. P. Burrows, 
Anthropogenic carbon dioxide source areas observed from space: assessment of regional 
enhancements and trends, Atmos. Chem. Phys., 13(5), 2445-2454, doi:10.5194/acp-13-
2445-2013, 2013. 
Schneising, O., J. P. Burrows, R. R. Dickerson, M. Buchwitz, M. Reuter, and H. 
Bovensmann, Remote sensing of fugitive methane emissions from oil and gas production 
in North American tight geologic formations, Earth's Future, 2(10), 548-558, 
doi:10.1002/2014ef000265, 2014a. 
Schneising, O., M. Reuter, M. Buchwitz, J. Heymann, H. Bovensmann, and J. P. Burrows, 
Terrestrial carbon sink observed from space: variation of growth rates and seasonal cycle 
amplitudes in response to interannual surface temperature variability, Atmos. Chem. 
Phys., 14(1), 133-141, doi:10.5194/acp-14-133-2014, 2014b. 
Schoenenberger, F., M. K. Vollmer, M. Rigby, M. Hill, P. J. Fraser, P. B. Krummel, R. L. 
Langenfelds, T. S. Rhee, T. Peter, and S. Reimann, First observations, trends, and 
emissions of HCFC-31 (CH2ClF) in the global atmosphere, Geophys. Res. Lett., 42(18), 
7817-7824, doi:10.1002/2015gl064709, 2015. 
Schuh, A. E., T. Lauvaux, T. O. West, A. S. Denning, K. J. Davis, N. Miles, S. Richardson, 
M. Uliasz, E. Lokupitiya, D. Cooley, A. Andrews, and S. Ogle, Evaluating atmospheric CO2 
inversions at multiple scales over a highly inventoried agricultural landscape, Global 
Change Biology, 19(5), 1424-1439, doi:10.1111/gcb.12141, 2013. 
Schwandner, F. M., M. R. Gunson, C. E. Miller, S. A. Carn, A. Eldering, T. Krings, K. R. 
Verhulst, D. S. Schimel, H. M. Nguyen, D. Crisp, C. W. O’Dell, G. B. Osterman, L. T. Iraci, 
and J. R. Podolske, Spaceborne detection of localized carbon dioxide sources, Science, 
358(6360), doi:10.1126/science.aam5782, 2017. 
100 
Seibert, P., and A. Frank, Source-receptor matrix calculation with a Lagrangian particle 
dispersion model in backward mode, Atmos. Chem. Phys., 4(1), 51-63, doi:10.5194/acp-
4-51-2004, 2004. 
Shindell, D., J. C. I. Kuylenstierna, E. Vignati, R. van Dingenen, M. Amann, Z. Klimont, S. 
C. Anenberg, N. Muller, G. Janssens-Maenhout, F. Raes, J. Schwartz, G. Faluvegi, L. 
Pozzoli, K. Kupiainen, L. Höglund-Isaksson, L. Emberson, D. Streets, V. Ramanathan, K. 
Hicks, N. T. K. Oanh, G. Milly, M. Williams, V. Demkine, and D. Fowler, Simultaneously 
Mitigating Near-Term Climate Change and Improving Human Health and Food Security, 
Science, 335, 183-189, doi:10.1126/science.1210026, 2012. 
Shindell, D., N. Borgford-Parnell, M. Brauer, A. Haines, J. C. I. Kuylenstierna, S. A. 
Leonard, V. Ramanathan, A. Ravishankara, M. Amann, and L. Srivastava, A climate policy 
pathway for near- and long-term benefits, 356(6337), doi:10.1126/science.aak9521, 
2017. 
Simmonds, P. G., S. O'Doherty, G. Nickless, G. A. Sturrock, R. Swaby, P. Knight, J. 
Ricketts, G. Woffendin, and R. Smith, Automated gas chromatograph/mass spectrometer 
for routine atmospheric field measurements of the CFC replacement compounds, the 
hydrofluorocarbons and hydrochlorofluorocarbons, Anal Chem, 67(4), 717-723, 
doi:10.1021/ac00100a005, 1995. 
Singh, H. B., Atmospheric halocarbons: Evidence in favor of reduced average hydroxyl 
radical concentration in the troposphere, Geophys. Res. Lett., 4(3), 101-104, 
doi:10.1029/GL004i003p00101, 1977. 
Smith, M. L., A. Gvakharia, E. A. Kort, C. Sweeney, S. A. Conley, I. Faloona, T. Newberger, 
R. Schnell, S. Schwietzke, and S. Wolter, Airborne Quantification of Methane Emissions 
over the Four Corners Region, Environmental Science & Technology, 51(10), 5832-5837, 
doi:10.1021/acs.est.6b06107, 2017. 
SPARC, SPARC Report on the Lifetimes of Stratospheric Ozone-Deleting Substances, Their 
Replacements, and Related Species, SPARC Report No. 6, WCRP-15/2013, edited by M. K. 
W. Ko, P. A. Newman, S. Reimann and S. E. Strahan, available at: www.sparc-
climate.org/publications/sparc-reports/ 2013. 
SPARC, SPARC Report on the Mystery of Carbon Tetrachloride, SPARC Report No. 7, WCRP-
13/2016, edited by Q. Liang, P. A. Newman and S. Reimann, doi:10.3929/ethz-a-
010690647, 2016. 
Staufer, J., G. Broquet, F. M. Bréon, V. Puygrenier, F. Chevallier, I. Xueref-Rémy, E. 
Dieudonné, M. Lopez, M. Schmidt, M. Ramonet, O. Perrussel, C. Lac, L. Wu, and P. Ciais, 
The first 1-year-long estimate of the Paris region fossil fuel CO2 emissions based on 
atmospheric inversion, Atmos. Chem. Phys., 16(22), 14703-14726, doi:10.5194/acp-16-
14703-2016, 2016. 
Stinson, G., W. A. Kurz, C. E. Smyth, E. T. Neilson, C. C. Dymond, J. M. Metsaranta, C. 
Boisvenue, G. J. Rampley, Q. Li, T. M. White, and D. Blain, An inventory-based analysis of 
Canada's managed forest carbon dynamics, 1990 to 2008, Global Change Biology, 17(6), 
2227-2244, doi:10.1111/j.1365-2486.2010.02369.x, 2011. 
Stohl, A., P. Seibert, J. Arduini, S. Eckhardt, P. Fraser, B. R. Greally, C. Lunder, M. Maione, 
J. Mühle, S. O'Doherty, R. G. Prinn, S. Reimann, T. Saito, N. Schmidbauer, P. G. Simmonds, 
M. K. Vollmer, R. F. Weiss, and Y. Yokouchi, An analytical inversion method for determining 
regional and global emissions of greenhouse gases: Sensitivity studies and application to 
halocarbons, Atmos. Chem. Phys., 9(5), 1597-1620, doi:10.5194/acp-9-1597-2009, 2009. 
Stohl, A., J. Kim, S. Li, S. O'Doherty, J. Mühle, P. K. Salameh, T. Saito, M. K. Vollmer, D. 
Wan, R. F. Weiss, B. Yao, Y. Yokouchi, and L. X. Zhou, Hydrochlorofluorocarbon and 
hydrofluorocarbon emissions in East Asia determined by inverse modeling, Atmos. Chem. 
Phys., 10, 3545-3560, doi:10.5194/acp-10-3545-2010, 2010. 
101 
Sweeney, C., A. Karion, S. Wolter, T. Newberger, D. Guenther, J. A. Higgs, A. E. Andrews, 
P. M. Lang, D. Neff, E. Dlugokencky, J. B. Miller, S. A. Montzka, B. R. Miller, K. A. Masarie, 
S. C. Biraud, P. C. Novelli, M. Crotwell, A. M. Crotwell, K. Thoning, and P. P. Tans, Seasonal 
climatology of CO2 across North America from aircraft measurements in the NOAA/ESRL 
Global Greenhouse Gas Reference Network, J. Geophys. Res.-Atmos., 120(10), 5155-
5190, doi:10.1002/2014jd022591, 2015. 
Syakila, A., and C. Kroeze, The global nitrous oxide budget revisited, Greenhouse Gas 
Measurement and Management, 1(1), 17-26, doi:10.3763/ghgmm.2010.0007, 2011. 
Tans, P. P., I. Y. Fung, and T. Takahashi, Observational Contrains on the Global 
Atmospheric CO2 Budget, Science, 247(4949), 1431-1438, 
doi:10.1126/science.247.4949.1431, 1990. 
Thompson, D. R., I. Leifer, H. Bovensmann, M. Eastwood, M. Fladeland, C. Frankenberg, 
K. Gerilowski, R. O. Green, S. Kratwurst, T. Krings, B. Luna, and A. K. Thorpe, Real-time 
remote detection and measurement for airborne imaging spectroscopy: a case study with 
methane, Atmos. Meas. Tech., 8(10), 4383-4397, doi:10.5194/amt-8-4383-2015, 2015. 
Thompson, R. L., C. Gerbig, and C. Rödenbeck, A Bayesian inversion estimate of N2O 
emissions for western and central Europe and the assessment of aggregation errors, 
Atmos. Chem. Phys., 11(7), 3443-3458, doi:10.5194/acp-11-3443-2011, 2011. 
Thompson, R. L., F. Chevallier, A. M. Crotwell, G. Dutton, R. L. Langenfelds, R. G. Prinn, 
R. F. Weiss, Y. Tohjima, T. Nakazawa, P. B. Krummel, L. P. Steele, P. Fraser, S. O'Doherty, 
K. Ishijima, and S. Aoki, Nitrous oxide emissions 1999 to 2009 from a global atmospheric 
inversion, Atmos. Chem. Phys., 14(4), 1801-1817, doi:10.5194/acp-14-1801-2014, 
2014a. 
Thompson, R. L., K. Ishijima, E. Saikawa, M. Corazza, U. Karstens, P. K. Patra, P. 
Bergamaschi, F. Chevallier, E. Dlugokencky, R. G. Prinn, R. F. Weiss, S. O'Doherty, P. J. 
Fraser, L. P. Steele, P. B. Krummel, A. Vermeulen, Y. Tohjima, A. Jordan, L. Haszpra, M. 
Steinbacher, S. Van der Laan, T. Aalto, F. Meinhardt, M. E. Popa, J. Moncrieff, and P. 
Bousquet, TransCom N2O model inter-comparison – Part 2: Atmospheric inversion 
estimates of N2O emissions, Atmos. Chem. Phys., 14(12), 6177-6194, doi:10.5194/acp-
14-6177-2014, 2014b. 
Thompson, R. L., M. Sasakawa, T. Machida, T. Aalto, D. Worthy, J. V. Lavric, C. Lund 
Myhre, and A. Stohl, Methane fluxes in the high northern latitudes for 2005–2013 
estimated using a Bayesian atmospheric inversion, Atmos. Chem. Phys., 17(5), 3553-
3572, doi:10.5194/acp-17-3553-2017, 2017. 
Toyoda, S., N. Kuroki, N. Yoshida, K. Ishijima, Y. Tohjima, and T. Machida, Decadal time 
series of tropospheric abundance of N2O isotopomers and isotopologues in the Northern 
Hemisphere obtained by the long-term observation at Hateruma Island, Japan, J. Geophys. 
Res.-Atmos., 118(8), 3369-3381, doi:10.1002/jgrd.50221, 2013. 
Turnbull, J., P. Rayner, J. Miller, T. Naegler, P. Ciais, and A. Cozic, On the use of 14CO2 as 
a tracer for fossil fuel CO2: Quantifying uncertainties using an atmospheric transport model, 
J. Geophys. Res.-Atmos., 114(D22), doi:10.1029/2009jd012308, 2009. 
Turnbull, J. C., J. B. Miller, S. J. Lehman, P. P. Tans, R. J. Sparks, and J. Southon, 
Comparison of 14CO2, CO, and SF6 as tracers for recently added fossil fuel CO2 in the 
atmosphere and implications for biological CO2 exchange, Geophys. Res. Lett., 33(1), 
doi:10.1029/2005gl024213, 2006. 
Turnbull, J. C., C. Sweeney, A. Karion, T. Newberger, S. J. Lehman, P. P. Tans, K. J. Davis, 
T. Lauvaux, N. L. Miles, S. J. Richardson, M. O. Cambaliza, P. B. Shepson, K. Gurney, R. 
Patarasuk, and I. Razlivanov, Toward quantification and source sector identification of fossil 
fuel CO2 emissions from an urban area: Results from the INFLUX experiment, , J. Geophys. 
Res. Atmos., 120, 292–312, doi:10.1002/2014JD022555, 2015. 
102 
Turner, A. J., C. Frankenberg, P. O. Wennberg, and D. J. Jacob, Ambiguity in the causes 
for decadal trends in atmospheric methane and hydroxyl, Proceedings of the National 
Academy of Sciences, 114(21), 5367-5372, doi:10.1073/pnas.1616020114, 2017. 
Umweltbundesamt, Submission under the United Nations Framework Convention on 
Climate Change and the Kyoto Protocol 2018, National Inventory Report for the German 
Greenhouse Gas Inventory 1990 - 2016, 2018. 
UNEP, The Emissions Gap Report 2017, United Nations Environment Programme (UNEP), 
Nairobi, 2017. 
UNFCCC, United Nations Framework Convention on Climate Change, 
http://unfccc.int/essential_background/convention/items/6036.php, 1992. 
UNFCCC, Guidelines for the preparation of national communications from Parties not 
included in Annex I to the Convention; Decision 17/CP.8, 
https://unfccc.int/resource/docs/cop8/07a02.pdf, 2002. 
UNFCCC, UNFCCC biennial update reporting guidelines for Parties not included in Annex I 
to the Convention; Decision 2/CP.17, Annex III, 
https://unfccc.int/resource/docs/2011/cop17/eng/09a01.pdf, 2011. 
UNFCCC, Revision of the UNFCCC reporting guidelines on annual inventories for Parties 
included in Annex I to the Convention, Decision 24/CP.19, 
http://unfccc.int/resource/docs/2013/cop19/eng/10a03.pdf#page=2, 2013. 
UNFCCC, Guidelines for the technical review of information reported under the Convention 
related to greenhouse gas inventories, biennial reports and national communications by 
Parties included in Annex I to the Convention, Decision 13/CP.20, 
http://unfccc.int/resource/docs/2014/cop20/eng/10a03.pdf, 2014. 
UNFCCC, The Paris Agreement, http://unfccc.int/paris_agreement/items/9485.php, 2015. 
van der Laan-Luijkx, I. T., I. R. van der Velde, M. C. Krol, L. V. Gatti, L. G. Domingues, C. 
S. C. Correia, J. B. Miller, M. Gloor, T. T. van Leeuwen, J. W. Kaiser, C. Wiedinmyer, S. 
Basu, C. Clerbaux, and W. Peters, Response of the Amazon carbon balance to the 2010 
drought derived with CarbonTracker South America, Global Biogeochem. Cycles, 29(7), 
1092-1108, doi:10.1002/2014gb005082, 2015. 
van der Laan-Luijkx, I. T., I. R. van der Velde, E. van der Veen, A. Tsuruta, K. Stanislawska, 
A. Babenhauserheide, H. F. Zhang, Y. Liu, W. He, H. Chen, K. A. Masarie, M. C. Krol, and 
W. Peters, The CarbonTracker Data Assimilation Shell (CTDAS) v1.0: implementation and 
global carbon balance 2001–2015, Geosci. Model Dev., 10(7), 2785-2800, 
doi:10.5194/gmd-10-2785-2017, 2017. 
Vardag, S. N., S. Hammer, S. O'Doherty, T. G. Spain, B. Wastine, A. Jordan, and I. Levin, 
Comparisons of continuous atmospheric CH4, CO2 and N2O measurements - results from a 
travelling instrument campaign at Mace Head, Atmos. Chem. Phys., 14(16), 8403-8418, 
doi:10.5194/acp-14-8403-2014, 2014. 
Vardag, S. N., S. Hammer, and I. Levin, Evaluation of 4 years of continuous δ13C(CO2) 
data using a moving Keeling plot method, Biogeosciences, 13(14), 4237-4251, 
doi:10.5194/bg-13-4237-2016, 2016. 
Velders, G. J. M., S. O. Andersen, J. S. Daniel, D. W. Fahey, and M. McFarland, The 
importance of the Montreal Protocol in protecting climate, Proceedings of the National 
Academy of Sciences, 104(12), 4814-4819, doi:10.1073/pnas.0610328104, 2007. 
Vermeulen, A., InGOS Integrated non-CO2 Greenhouse gas Observing System, Final 
Report, Grant Agreement Number 284274, http://www.ingos-
infrastructure.eu/?wpfb_dl=547, 2016. 
Vogel, F. R., S. Hammer, A. Steinhof, B. Kromer, and I. Levin, Implication of weekly and 
diurnal 14C calibration on hourly estimates of CO-based fossil fuel CO2 at a moderately 
103 
polluted site in southwestern Germany, Tellus B, 62(5), 512-520, doi:10.1111/j.1600-
0889.2010.00477.x, 2010. 
Volk, C. M., J. W. Elkins, D. W. Fahey, G. S. Dutton, J. M. Gilligan, M. Loewenstein, J. R. 
Podolske, K. R. Chan, and M. R. Gunson, Evaluation of source gas lifetimes from 
stratospheric observations, J. Geophys. Res.-Atmos., 102(D21), 25543-25564, 
doi:10.1029/97jd02215, 1997. 
Vollmer, M. K., L. X. Zhou, B. R. Greally, S. Henne, B. Yao, S. Reimann, F. Stordal, D. M. 
Cunnold, X. C. Zhang, M. Maione, F. Zhang, J. Huang, and P. G. Simmonds, Emissions of 
ozone-depleting halocarbons from China, Geophys. Res. Lett., 36(15), 
doi:10.1029/2009gl038659, 2009. 
Vollmer, M. K., T. S. Rhee, M. Rigby, D. Hofstetter, M. Hill, F. Schoenenberger, and S. 
Reimann, Modern inhalation anesthetics: Potent greenhouse gases in the global 
atmosphere, Geophys. Res. Lett., 42(5), 1606-1611, doi:10.1002/2014gl062785, 2015a. 
Vollmer, M. K., M. Rigby, J. C. Laube, S. Henne, T. S. Rhee, L. J. Gooch, A. Wenger, D. 
Young, L. P. Steele, R. L. Langenfelds, C. A. M. Brenninkmeijer, J.-L. Wang, C.-F. Ou-Yang, 
S. A. Wyss, M. Hill, D. E. Oram, P. B. Krummel, F. Schoenenberger, C. Zellweger, P. J. 
Fraser, W. T. Sturges, S. O'Doherty, and S. Reimann, Abrupt reversal in emissions and 
atmospheric abundance of HCFC-133a (CF3CH2Cl), Geophys. Res. Lett., 42(20), 8702-
8710, doi:10.1002/2015gl065846, 2015b. 
Vollmer, M. K., J. Mühle, C. M. Trudinger, et al., Atmospheric histories and global emissions 
of halons H-1211 (CBrClF2), H-1301 (CBrF3), and H-2402 (CBrF2CBrF2), J. Geophys. Res.-
Atmos., 121(7), 3663-3686, doi:10.1002/2015jd024488, 2016. 
Wang, Y., G. Broquet, P. Ciais, F. Chevallier, F. Vogel, N. Kadygrov, L. Wu, Y. Yin, R. Wang, 
and S. Tao, Estimation of observation errors for large-scale atmospheric inversion of CO2 
emissions from fossil fuel combustion, Tellus B: Chemical and Physical Meteorology, 69(1), 
1325723, doi:10.1080/16000889.2017.1325723, 2017. 
Wania, R., J. R. Melton, E. L. Hodson, B. Poulter, B. Ringeval, R. Spahni, T. Bohn, C. A. 
Avis, G. Chen, A. V. Eliseev, P. O. Hopcroft, W. J. Riley, Z. M. Subin, H. Tian, P. M. van 
Bodegom, T. Kleinen, Z. C. Yu, J. S. Singarayer, S. Zürcher, D. P. Lettenmaier, D. J. 
Beerling, S. N. Denisov, C. Prigent, F. Papa, and J. O. Kaplan, Present state of global 
wetland extent and wetland methane modelling: methodology of a model inter-comparison 
project (WETCHIMP), Geosci. Model Dev., 6(3), 617-641, doi:10.5194/gmd-6-617-2013, 
2013. 
Wecht, K. J., D. J. Jacob, C. Frankenberg, Z. Jiang, and D. R. Blake, Mapping of North 
American methane emissions with high spatial resolution by inversion of SCIAMACHY 
satellite data, J. Geophys. Res.-Atmos., 119(12), 7741-7756, doi:10.1002/2014jd021551, 
2014a. 
Wecht, K. J., D. J. Jacob, M. P. Sulprizio, G. W. Santoni, S. C. Wofsy, R. Parker, H. Bösch, 
and J. Worden, Spatially resolving methane emissions in California: constraints from the 
CalNex aircraft campaign and from present (GOSAT, TES) and future (TROPOMI, 
geostationary) satellite observations, Atmos. Chem. Phys., 14(15), 8173-8184, 
doi:10.5194/acp-14-8173-2014, 2014b. 
Weiss, R. F., J. Mühle, P. K. Salameh, and C. M. Harth, Nitrogen trifluoride in the global 
atmosphere, Geophys. Res. Lett., 35(20), doi:10.1029/2008gl035913, 2008. 
Weiss, R. F., and R. G. Prinn, Quantifying greenhouse-gas emissions from atmospheric 
measurements: a critical reality check for climate legislation, Philosophical Transactions of 
the Royal Society A: Mathematical, Physical and Engineering Sciences, 369(1943), 1925-
1942, doi:10.1098/rsta.2011.0006, 2011. 
Wells, K. C., D. B. Millet, N. Bousserez, D. K. Henze, T. J. Griffis, S. Chaliyakunnel, E. J. 
Dlugokencky, E. Saikawa, G. Xiang, R. G. Prinn, S. O'Doherty, D. Young, R. F. Weiss, G. 
S. Dutton, J. W. Elkins, P. B. Krummel, R. Langenfelds, and L. P. Steele, Top-down 
104 
constraints on global N2O emissions at optimal resolution: application of a new dimension 
reduction technique, Atmos. Chem. Phys., 18(2), 735-756, doi:10.5194/acp-18-735-2018, 
2018. 
WMO, Report of the Third WMO Expert Meeting on Atmospheric Carbon Dioxide 
Measurement Techniques, Lake Arrowhead, California, USA, 4-8 November 1985,  GAW 
Report No. 39, 1986. 
WMO, 18th WMO/IAEA Meeting on Carbon Dioxide, Other Greenhouse Gases and Related 
Measurement Techniques (GGMT-2015), La Jolla, CA, USA, 13-17 September 2015, GAW 
Report No. 229, edited by P. Tans and C. Zellweger, 
https://library.wmo.int/opac/doc_num.php?explnum_id=3074, 2016. 
Worden, J. R., A. A. Bloom, S. Pandey, Z. Jiang, H. M. Worden, T. W. Walker, S. Houweling, 
and T. Röckmann, Reduced biomass burning emissions reconcile conflicting estimates of 
the post-2006 atmospheric methane budget, Nature Communications, 8(1), 2227, 
doi:10.1038/s41467-017-02246-0, 2017. 
Wu, L., G. Broquet, P. Ciais, V. Bellassen, F. Vogel, F. Chevallier, I. Xueref-Remy, and Y. 
Wang, What would dense atmospheric observation networks bring to the quantification of 
city CO2 emissions?, Atmos. Chem. Phys., 16(12), 7743-7771, doi:10.5194/acp-16-7743-
2016, 2016. 
Wunch, D., G. C. Toon, V. Sherlock, N. M. Deutscher, C. Liu, D. G. Feist, and P. O. 
Wennberg, The   Total   Carbon  Column  Observing  Network’s  GGG2014  Data  Version, 
2015. 
Xu, R., I. C. Prentice, R. Spahni, and H. S. Niu, Modelling terrestrial nitrous oxide emissions 
and implications for climate feedback, New Phytologist, 196(2), 472-488, 
doi:10.1111/j.1469-8137.2012.04269.x, 2012. 
Ye, X., T. Lauvaux, E. A. Kort, T. Oda, S. Feng, J. C. Lin, E. Yang, and D. Wu, Constraining 
fossil fuel CO2 emissions from urban area using OCO-2 observations of total column CO2, 
Atmos. Chem. Phys. Discuss., 2017, 1-30, doi:10.5194/acp-2017-1022, 2017. 
Yoshida, Y., Y. Ota, N. Eguchi, N. Kikuchi, K. Nobuta, H. Tran, I. Morino, and T. Yokota, 
Retrieval algorithm for CO2 and CH4 column abundances from short-wavelength infrared 
spectral observations by the Greenhouse gases observing satellite, Atmos. Meas. Tech., 
4(4), 717-734, doi:10.5194/amt-4-717-2011, 2011. 
Yue, C., P. Ciais, A. Bastos, F. Chevallier, Y. Yin, C. Rödenbeck, and T. Park, Vegetation 
greenness and land carbon-flux anomalies associated with climate variations: a focus on 
the year 2015, Atmos. Chem. Phys., 17(22), 13903-13919, doi:10.5194/acp-17-13903-
2017, 2017. 
Yver Kwok, C., O. Laurent, A. Guemri, C. Philippon, B. Wastine, C. W. Rella, C. Vuillemin, 
F. Truong, M. Delmotte, V. Kazan, M. Darding, B. Lebègue, C. Kaiser, I. Xueref-Rémy, and 
M. Ramonet, Comprehensive laboratory and field testing of cavity ring-down spectroscopy 
analyzers measuring H2O, CO2, CH4 and CO, Atmos. Meas. Tech., 8(9), 3867-3892, 
doi:10.5194/amt-8-3867-2015, 2015. 
Zaehle, S., P. Ciais, A. D. Friend, and V. Prieur, Carbon benefits of anthropogenic reactive 
nitrogen offset by nitrous oxide emissions, Nature Geoscience, 4, 601, 
doi:10.1038/ngeo1207, 2011. 
Zavala-Araiza, D., D. R. Lyon, R. A. Alvarez, K. J. Davis, R. Harriss, S. C. Herndon, A. 
Karion, E. A. Kort, B. K. Lamb, X. Lan, A. J. Marchese, S. W. Pacala, A. L. Robinson, P. B. 
Shepson, C. Sweeney, R. Talbot, A. Townsend-Small, T. I. Yacovitch, D. J. Zimmerle, and 
S. P. Hamburg, Reconciling divergent estimates of oil and gas methane emissions, 
Proceedings of the National Academy of Sciences, 201522126, 
doi:10.1073/pnas.1522126112, 2015. 
 
105 
List of abbreviations and definitions 
AFOLU  Agriculture, Forestry and Other Land Use 
AGAGE  Advanced Global Atmospheric Gases Experiment 
CAMS  Copernicus Atmosphere Monitoring Service 
CDS  Climate Data Store 
CFC Chlorofluorocarbon 
CHE  "CO2 Human Emissions" (H2020-funded project 2017-2020) 
CH4 Methane 
CF4 Carbon tetrafluoride 
CO2 Carbon Dioxide 
CRF Common Reporting Format 
DG CLIMA Directorate General Climate Action, European Commission 
ECMWF European Centre for Medium-Range Weather Forecasts 
EEA European Environment Agency 
EC European Commission 
EDGAR Emissions Database for Global Atmospheric Research 
EEA  European Environment Agency 
FFDAS  Fossil Fuel Data Assimilation Systems 
NIR National Inventory Report 
GAW Global Atmosphere Watch (programme of WMO) 
GHG Greenhouse Gas 
GWP Global Warming Potential 
HCFC Hydrochlorofluorocarbon 
HFC Hydrofluorocarbon 
IAGOS  In-service Aircraft for a Global Observing System 
ICOS Integrated Carbon Observation System 
IG3IS  Integrated Global GHG Information System 
InGOS  "Integrated non-CO2 Greenhouse gas Observing System" (FP7 funded 
project 2007–2013) 
IPCC Intergovernmental Panel on Climate Change 
LULUCF Land Use, Land-Use Change and Forestry 
LPDM  Lagrangian Particle Dispersion Model 
MMR  Monitoring Mechanism Regulation 
NOAA  National Oceanic and Atmospheric Administration 
N2O Nitrous Oxide 
NF3 nitrogen trifluoride 
ODS Ozone-Depleting Substance 
OSSE  Observation System Simulation Experiment 
QA/QC  Quality Assurance and Quality Control 
106 
SF6 sulfur hexafluoride 
UNFCCC  United Nations Framework Convention on Climate Change 
VERFIY "Observation-based system for monitoring and verification of greenhouse 
gases" (H2020-funded project 2018-2022) 
WDCGG World Data Center for GHGs 
WMO World Meteorological Organization 
 
107 
Annex 1: List of contributors 
Participants of workshop "Atmospheric monitoring and inverse modelling for 
verification of GHG inventories", European Commission Joint Research Centre, 
Ispra 21-22 June 2017, and experts contributing to this report 
 
ANDERSON, Graham, Oeko Institute, Berlin, Germany 
ANTOLIC, Tatjana, Ministry of Environment and Energy, Zagreb, Croatia 
BASU, Sourish, National Oceanic and Atmospheric Administration, Boulder, United States 
BERGAMASCHI, Peter, European Commission Joint Research Centre, Ispra, Italy 
BOVENSMANN, Heinrich, University of Bremen, Germany 
BRUNNER, Dominik, Swiss Federal Laboratories for Materials Science and Technology 
(Empa), Dübendorf, Switzerland 
CHEVALLIER, Frederic, Laboratoire des Sciences du Climat et de l’Environnement (LSCE), 
Gif-sur-Yvette, France 
CIAIS, Philippe, Laboratoire des Sciences du Climat et de l’Environnement (LSCE), Gif-sur-
Yvette, France 
CRIPPA, Monica, European Commission Joint Research Centre, Ispra, Italy 
CRISP, David, Jet Propulsion Laboratory, California Institute of Technology, United States 
DANILA, Ana Maria, European Commission, Directorate General Climate Action, Brussels, 
Belgium 
DLUGOKENCKY, Edward, National Oceanic and Atmospheric Administration, Boulder, 
United States 
DUFFY, Paul, Environmental Protection Agency, Monaghan, Ireland 
ENGELEN, Richard, European Centre for Medium-Range Weather Forecasts (ECMWF), 
Reading, United Kingdom 
GERBIG, Christoph, Max Planck Institute for Biogeochemistry, Jena, Germany 
GRÜNING, Carsten, European Commission Joint Research Centre, Ispra, Italy 
GÜNTHER, Dirk, German Environment Agency, Dessau, Germany 
HAMMER, Samuel, Institute of Environmental Physics, Heidelberg University, Heidelberg, 
Germany 
HENNE, Stephan, Swiss Federal Laboratories for Materials Science and Technology (Empa), 
Dübendorf, Switzerland 
HOUWELING, Sander, SRON, Utrecht, the Netherlands 
JANSSENS-MAENHOUT, Greet, European Commission Joint Research Centre, Ispra, Italy 
KAREINEN, Timo, Statistics Finland, Helsinki, Finland 
KARSTENS, Ute, ICOS Carbon Portal, Lund, Sweden 
KLAASSEN, Gerardus, European Commission Directorate General Climate Action, Brussels, 
Belgium 
KOFFI, Ernest, European Commission Joint Research Centre, Ispra, Italy 
KORT, Eric, University of Michigan, Ann Arbor, United States 
KROL, Maarten, Wageningen University, Wageningen, the Netherlands 
KUSMIERCZYK-MICHULEC, Jolanta, CTBTO, Vienna, Austria 
108 
LEVIN, Ingeborg, Institute of Environmental Physics, Heidelberg University, Heidelberg, 
Germany 
MAIONE, Michela, Università di Urbino, Urbino, Italy 
MANCA, Giovanni, European Commission Joint Research Centre, Ispra, Italy 
MANNING, Alistair, Met Office, Exeter, United Kingdom 
MEIJER, Yasjka, European Space Agency, Noordwijk, the Netherlands                     
MILLER, John, National Oceanic and Atmospheric Administration, Boulder, United States 
MONTZKA, Steve, National Oceanic and Atmospheric Administration, Boulder, United 
States 
MUNTEAN, Marilena, European Commission Joint Research Centre, Ispra, Italy 
NEVECERAL, Rostislav, Czech Hydrometeorological Institute, Prague, Czech Republic 
NIELSEN, Ole-Kenneth, Aarhus University, Roskilde, Denmark 
OBUCINA, Tatjana, Croatian agency for the environment and nature, Zagreb, Croatia 
ONDRUŠOVÁ, Beáta, Czech Hydrometeorological Institute, Prague, Czech Republic 
PALCIC, Vlatka, Ministry of Environment and Energy, Zagreb, Croatia  
PANDEY, Sudhanshu, SRON, Utrecht, the Netherlands 
PEYLIN, Philippe, Laboratoire des Sciences du Climat et de l’Environnement (LSCE), Gif-
sur-Yvette, France 
PINTY, Bernard, European Commission Joint Research Centre, Ispra, Italy 
RAMONET, Michel, Laboratoire des Sciences du Climat et de l’Environnement 
(CEA/CNRS/UVSQ), Université Paris-Saclay, Gif-sur-Yvette, France 
REIMANN, Stefan, Swiss Federal Laboratories for Materials Science and Technology 
(Empa), Dübendorf, Switzerland 
RIVIER, Leonard, ICOS-ATC, Laboratoire des Sciences du Climat et de l’Environnement 
(LSCE), Gif-sur-Yvette, France 
RÖCKMANN, Thomas, Utrecht University, Utrecht, the Netherlands 
SCHMIDT, Martina, Institute of Environmental Physics, Heidelberg University, Heidelberg, 
Germany 
SEGERS, Arjo, TNO, Utrecht, the Netherlands 
STROGIES, Michael, German Environment Agency, Dessau, Germany 
SUSSAMS, Julia, Department of Business, Energy & Industrial Strategy, United Kingdom 
SZEMESOVA, Janka, Slovak Hydrometeorological Institute, Bratislava, Slovakia 
SZYMANSKI, Piotr, European Commission Joint Research Centre, Petten, Italy 
TARASOVA, Oksana, World Meteorological Organization, Geneve, Switzerland 
TARCZAY, Klára, Hungarian Meteorological Service, Budapest, Hungary 
THOMPSON, Rona, Norwegian Institute for Air Research (NILU), Kjeller, Norway 
VAN AARDENNE, John, European Environment Agency, Copenhagen, Denmark 
VERMEULEN, Alex, ICOS ERIC, Lund, Sweden 
VIGNATI, Elisabetta, European Commission Joint Research Centre, Ispra, Italy 
VOGEL, Felix, Laboratoire des Sciences du Climat et de L'Environnement 
(CEA/CNRS/UVSQ), Université Paris-Saclay, Gif-sur-Yvette, France 
109 
WEISS, Ray, University of California San Diego, La Jolla, United States 
WILSON, Julian, European Commission Joint Research Centre, Ispra, Italy 
ZEMKO, Marcel, Slovak Hydrometeorological institute, Bratislava, Slovakia 
ZIJLEMA, Peter, Netherlands Enterprise Agency, Utrecht, the Netherlands 
 
  
 
 
  
GETTING IN TOUCH WITH THE EU 
In person 
All over the European Union there are hundreds of Europe Direct information centres. You can find the 
address of the centre nearest you at: http://europea.eu/contact 
On the phone or by email 
Europe Direct is a service that answers your questions about the European Union. You can contact this 
service: 
- by freephone: 00 800 6 7 8 9 10 11 (certain operators may charge for these calls), 
- at the following standard number: +32 22999696, or 
- by electronic mail via: http://europa.eu/contact 
FINDING INFORMATION ABOUT THE EU 
Online 
Information about the European Union in all the official languages of the EU is available on the Europa 
website at: http://europa.eu 
EU publications 
You can download or order free and priced EU publications from EU Bookshop at: 
http://bookshop.europa.eu. Multiple copies of free publications may be obtained by contacting Europe 
Direct or your local information centre (see http://europa.eu/contact). 
  
K
J-N
A
-29276-EN
-N
 
doi:10.2760/759928 
ISBN 978-92-79-88938-7 
