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CLASSIFICATION OF SPIN STRUCTURES ON THE
NONCOMMUTATIVE n-TORUS
JAN JITSE VENSELAAR
Abstract. We classify spin structures on the noncommutative torus, and
find that the noncommutative n-torus has 2n spin structures, corresponding
to isospectral deformations of spin structures on the commutative n-torus.
For n ≥ 4 the classification depends on Connes’ spin manifold theorem. In
addition, we study unitary equivalences of these spin structures.
1. Introduction
The different possible spin structures on a differentiable manifold were classified
in the work of Milnor [27]; for example, on a (commutative) n-torus, there exist
2n inequivalent spin structures. No such general classification of spin structures
in currently know in noncommutative geometry — this amounts to classifying the
possible real spectral triple structures on a C∗-algebra. In this paper we prove that
there exist precisely 2n different real spectral triples on a noncommutative n-torus,
and that these structures are isospectral deformations of spin structures on the
commutative n-torus.
The noncommutative torus A(Tnθ ), or irrational rotation algebra, is one of the
first nontrivial examples of a noncommutative topological manifold, given as a
deformation of the usual commutative torus [17] [31] [16]. The parameter θ is a
number for a noncommutative 2-torus, and an antisymmetric n × n matrix for
higher dimensional tori.
The analog of putting a spin structure and a metric on this algebra is to enhance
it into a real spectral triple in the sense of Connes [8] [9]. This introduces a set
of extra parameters τ i, which are the analogue of the size of the torus. The non-
commutative n-torus, both topologically and with spin structure, has found many
applications in mathematical physics, for example [4], [25] and [3]. A noncommu-
tative spin structure can certainly be constructed by deforming a spin structure on
the commutative n-torus [13], so the question becomes whether this deformation
gives all possible spin structures on the noncommutative n-torus.
In dimension 2, the problem was solved by Paschke and Sitarz [28, Theorem
2.5], who showed that a noncommutative 2-torus admits exactly 4 different real
spectral triples (which are deformations of spin structures on the commutative
torus). This result can be reformulated as follows: any real spectral triple which
is equivariant with respect to a 2-torus action in the sense of [34] (see section 2.1),
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is an isospectral deformation of a spin structure on a commutative 2-torus. Note
that an equivariant action of n-torus is different from an n-torus action as in [11],
the former is a condition on the spectral triple, the latter is an action along which
the algebra is deformed.
Our first result is that the theorem of Paschke and Sitarz holds true in arbitrary
dimension:
Theorem A. All irreducible real spectral triples with an equivariant n-torus actions
are isospectral deformations of spin structures on an n-torus.
The proof of [28, Theorem 2.5] does not generalize readily to higher dimensions.
Rather than working with the grading operator, which only gives nontrivial con-
ditions in the even-dimensional case, we use the reality operator first. Then we
establish that out of several possible candidate structures only one satisfies the
growth condition and compact resolvent condition on the Dirac operator. Also, our
proof uses at a crucial point Connes’ reconstruction theorem [10, Theorem 11.5].
We describe the spin structures explicitly in Theorem C.
In a celebrated paper [1] (see also [2, Theorem 1]), Adams used the classification
of independent vector fields on spheres to deduce elementary results on Radon-
Hurwitz numbers of certain classes of matrices. Similarly, our Theorem A can be
used to prove the following elementary result on Hermitian matrices, for which we
do not know an elementary proof:
Corollary 1. A set of 2b×2b Hermitian matrices {Ai}ni=1, where n = 2b+ 1, such
that the equation
det
(∑
i
xiAi
)
= 0,
only has the zero solution (xi = 0)
n
i=1 in Rn, generate a Clifford algebra if and only
if ∑
σ∈Sn
sign(σ)
n∏
i
Aσ(i) = λIdk,
for some nonzero λ ∈ R.
After we have obtained a classification, we study equivalences between different
real spectral triples on the same noncommutative n-torus. For a commutative n-
torus, the diffeomorphisms of a torus act affine on the set of spin structures identified
with the vector space Zn2 , as shown in [15]. In particular, for the commutative 2-
torus, there are two orbits, one consisting of one element, and the other consisting
of three elements. In the case of the noncommutative torus the full diffeomorphism
group is not known when n > 2. Restricting to inner automorphisms of the algebra,
we can show the the following.
Theorem B. Except for a set of θ of measure 0, the different spin structures of the
smooth noncommutative n-torus A(Tnθ ) cannot be unitarily equivalent by an inner
automorphism of the algebra.
We also compute the action of unitary transformations induced by some outer
automorphisms on the spin structures. These are the action of SL(2,Z) on the
noncommutative 2-torus and the flip automorphism on the noncommutative n-torus
for n > 2.
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The set of θ of measure 0 in Theorem B is determined by some Diophantine
approximation conditions given in [5], and includes the θ with only rational entries.
In addition to unitary equivalences of real spectral triples, one could also look at
Morita equivalences of real spectral triples [37, Chapter 7.2], even though it is not a
true equivalence since it is not symmetric in general [12, Remark 1.143]. It would be
interesting to study Morita equivalences of spin structures on noncommutative tori,
especially since all Morita equivalences of the algebra of functions on the smooth
noncommutative tori are known [32] [20, Theorem 1.1]. We hope to return to this
question in the future.
2. Definition of a real spectral triple
Since there are various, slightly different, definitions of real spectral triples, cf. [9,
Pages 159–162],[37, Chapter 3],[22, Chapter 10], and we need to refer to the axioms
unambiguously, we will explicitly state the definition of real spectral triple we use.
For the definition of an equivariant spectral triple, see section 2.1. A spin structure
on a manifold M , of dimension n, is a nontrivial double cover of the principal
SO(n) bundle of orthogonal frames of the tangent bundle TM [26, Chapter II.1].
After [10], we know that a real spectral triple is the right noncommutative geometry
analog of a spin structure on a manifold.
For a real spectral triple we have the following data:
• A unital, Fre´chet algebra A, ∗-isomorphic to a proper dense subalgebra of
a C∗-algebra which is stable with respect to the holomorphic functional
calculus,
• A separable Hilbert space H with a representation of A acting as bounded
operators,
• An unbounded self-adjoint operator D, called ‘Dirac operator’,
• An antilinear isometry J of H onto itself, called ‘reality operator’,
• An integer n ≥ 0, called ‘dimension’,
• If n is even, a self-adjoint unitary operator Γ of H onto itself, such that
Γ2 = Id, called ‘grading operator’. We call the the spectral triple even in
this case.
These objects also satisfy the Axioms 1 to 9 in order for them to be called a real
spectral triple of dimension n.
Axiom 1 (Compact resolvent). The Dirac operator D has compact resolvent, that
is, D has finite dimensional kernel and D−1 (defined on the orthogonal complement
of the kernel) is a compact operator. Furthermore, for all a ∈ A, [D,pi(a)] is a
bounded operator.
Axiom 2 (Grading operator). If n is even, the Z2 grading operator Γ splits the
Hilbert space H as H+ and H−, where H± is the (±) eigenspace of Γ. The operator
D is odd with respect to this operator, DΓ = −ΓD, and the representation pi of A
on H is even, so we can write
pi(a) =
(
a 0
0 a
)
D =
(
0 D−
D+ 0
)
,
where D+ and D− are adjoint to each other.
Axiom 3. The operators J , D and Γ satisfy the commutation relations from Ta-
ble 1, and the operator J is unitary: J† = J−1.
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Table 1. Signs of the spectral triple
n mod 8 0 1 2 3 4 5 6 7
J2 = ±Id (J) + + − − − − + +
JD = ±DJ (D) + − + + + − + +
JΓ = ±ΓJ (Γ) + − + −
Axiom 4 (Dimension). The eigenvalues µk of |D|−1, arranged in decreasing order,
grow asymptotically as
µk = O(k−n),
for an integer n (called the dimension).
Axiom 5 (First order condition). For all a, b ∈ A the following commutation
relations hold:
[a, Jb∗J†] = 0.(1)
[[D, a], Jb∗J†] = 0.(2)
We will write bo = Jb∗J†. The above formulas establish that the opposite algebra:
Ao = {ao = J†a∗J |a ∈ A},
lies within the commutator of A.
Recall that a Hochschild k-chain is defined as an element c of Ck(M,A) =
M ⊗A⊗k, with M a bimodule over A. A boundary map b : Ck → Ck−1 is defined
as
b =
∑
i=0,k
(−1)idi,
d0(m⊗ a1 ⊗ · · · ⊗ ak) = ma1 ⊗ a2 · · · ⊗ ak,
di(m⊗ a1 ⊗ · · · ⊗ ak) = m⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ ak,
dk(m⊗ a1 ⊗ · · · ⊗ ak) = akm⊗ a1 ⊗ · · · ⊗ ak−1.
Since b2 = 0, this makes Ck(M,A) into a chain complex.
Axiom 5 gives a representation of Hochschild k-chains Ck(A,A⊗Ao) on H by
(3) piD((a⊗ bo)⊗ a1 ⊗ · · · ⊗ ak) = abo[D, a1] . . . [D, ak].
Axiom 6 (Orientability). There is a Hochschild cycle c ∈ Zn(A,A⊗Ao) such that
piD(c) = Γ when n is even, and piD(c) = Id when n is odd.
Axiom 7 (Regularity). For all a ∈ A, both a and [D, a] belong to the domain of
smoothness
⋂∞
k=1 Dom
(
δk
)
, where the derivation δ is given by δ(T ) = [|D|, T ], with
|D| = √D∗D.
Axiom 8 (Finiteness). The space of smooth vectors H∞ = ⋂∞k=1 Dom (Dk) is a
finitely generated projective left A module. Also, there is a Hermitian pairing (η|ξ)
on this module, given by
〈η, ξ〉 = −
∫
(η|ξ)|D|−n,
where −
∫
is the noncommutative integral (defined for example in [37, Chapter 5]).
Axiom 9 (Poincare´ duality). The Fredholm index of the operator D yields a non-
degenerate intersection form on the K-theory ring of the algebra A⊗Ao.
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Finally, we restrict our attention to irreducible spectral triples, that is, the only
operators commuting with the action of the algebra and D are the scalars. In the
case A is commutative, this is equivalent to demanding the manifold is connected,
see [9, Remark 6 on p.163].
2.1. Equivariant spectral triples. There are different candidates for the notion
of symmetries of noncommutative geometries. One obvious candidate is the group
of automorphisms of the algebra A, but for noncommutative algebras, this group
can be very small, while it seems that there should be more symmetries available.
An attempt to enlarge this group of symmetries in an interesting way is the notion
of equivariant spectral triples. Equivariant spectral triples were introduced in [34].
One describes symmetries of spectral triples in the form of Hopf algebras. In this
paper we are interested in n-dimensional spectral triples, which are equivariant with
respect to a Hopf algebra with n different commuting derivations. This, together
with the irreducibility condition, is the analog of a connected compact homogeneous
space in commutative geometry.
In the context of Hopf algebras, we shall use Sweedler’s notation for the coprod-
uct: ∆h = h(1) ⊗ h(2). See for example [24, Chapter 3] for an introduction to Hopf
algebras, and some standard notation. An equivariant real spectral triple is a real
spectral triple (A,H, D, J) together with a Hopf algebra H, with multiplication µ,
unit η, comultiplication ∆, counit  and antipode S, and an antilinear involution ∗
making H into a ∗-algebra such that
∆h∗ = (∆h)∗⊗∗ (h∗) = (h) (S ◦ ∗)2 = Id.
Recall that an H-module algebra is an algebra A with a complex linear repre-
sentation ρ of H on A such that A is a linear space, and ρ respects the algebra
structure:
ρ(h)(a1a2) =
(
ρ(h(1))a1
) (
ρ(h(2))a2
)
,
for all h ∈ H, a1, a2 ∈ A. When A is an H-module algebra we define an equivariant
(left,right) A-module to be a (left,right) A-module M such that
ρM (h)(am) =
(
ρA(h(1))a
) (
ρM (h(2))m
)
,
for all h ∈ H, a ∈ A,m ∈ M . The objects of the equivariant real spectral triple
transform in a compatible way under the action of the Hopf algebra:
• The algebra A is an H-module algebra.
• There is a dense subspace V ⊂ H such that V is an equivariant left A-
module.
• For every h ∈ H, the Dirac operator is equivariant, [D,h] = 0 on the
(dense) intersection of the domain of D and V .
• The action of Hop is well defined on the opposite algebra Ao via the equality
J−1hJ = (Sh)∗.
• If the spectral triple is even, [Γ, h] = 0.
In the case of equivariance with respect to a torus action, we take the universal
enveloping algebra U(tn) of the familiar Lie algebra tn of the n-torus. This means
that we have a basis of derivations δi, with a representation ρ on H such that for
6 JAN JITSE VENSELAAR
a ∈ A(Tnθ ), v ∈ H:
δiδj = δjδi,(4a)
∆(δi) = δi ⊗ Id + Id⊗ δi,(4b)
ρ(δi)pi(a)v = (pi(δia) + pi(a)) v,(4c)
ρ(δi)Dv = Dρ(δi)v,(4d)
ρ(δi)Jv = −Jρ(δi)∗v.(4e)
3. Outline of the classification
The outline of the proof of Theorem A is as follows. First in section 4 we
determine the action of the algebra on the Hilbert space, such that the equivariance
condition is met. This action is already well-known, but we derive it to show
that there are no other possibilities. In section 5 we move to real spectral triples,
and determine possible forms of the reality operator J , by considering the anti-
isomorphism A(Tnθ ) 7→ A(Tnθ )o and the equivariance condition (4e). We find several
possible families of real spectral triples, only one of which consists of isospectral
deformations of spin structures on the commutative torus. In the next section,
section 6, we determine the classes of possible Dirac operators for each candidate
family of real spectral triples using equivariance of the Dirac operator and the first-
order condition, and show that only the isospectral deformation family is compatible
with the compact resolvent condition.
In section 7 we determine that the parameters τ in the Dirac operators must be
linearly independent vectors spanning Rn, using the Hochschild homology condi-
tion and earlier results on the Hochschild homology on noncommutative tori. The
last step in the classification is done in section 8, where we use the spin manifold
reconstruction theorem to show that the Dirac operator is really a Dirac operator
in the sense of spin geometry.
After the classification, we give in section 9 an explicit description of the con-
structed real spectral triples on the noncommutative torus.
Finally, in section 10, we study unitary equivalences of the real spectral triples,
and show that unitary equivalences induced by inner automorphisms of the algebra
do not change the spin structure for almost all θ. When n = 2 we show that the
known outer automorphisms do change the spin structure, if the real spectral triple
is an isospectral deformation of a nontrivial spin structure. When n > 2, we show
that the flip automorphism cannot change the spin structure.
4. Hilbert space and algebra
We look for possible equivariant representations of the algebra of functions of the
smooth noncommutative torus, and give a basis of the Hilbert space H for which
equivariance is obvious. We do not use any special conditions from the definition
of a real spectral triple, except that the Hilbert space should be separable.
We denote the noncommutative torus, or more precisely, the algebra of con-
tinuous functions on the noncommutative n-torus, by A(Tnθ ), where θ is an anti-
symmetric real n × n matrix. As Hopf algebra symmetry for which the algebra
representation must be equivariant we take the Hopf algebra generated by n inde-
pendent commuting elements δ1, . . . , δn.
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The algebra of smooth or continuous functions on the noncommutative torus is
generated by unitary elements Ue1 , . . . , Uen such that
UekUel = exp (2piiθkl)UelUek ,
with θkl the component of the matrix at position (k, l). As a short-hand notation,
we will write
e(·) = exp(2pii·).
The Hopf algebra action of our basis elements on the unitary generators is [34]:
δiUej = Uej if i = j, and 0 otherwise. If we interpret the ej as the j-th basis vector
of Zn, we can write more generally unitary elements of the algebra as:
Ux = e
1
2
∑
k>j
xjθjkxk
 (Ue1)x1(Ue2)x2 · · · (Uen)xn ,
for x =
∑
xjej . The Fre´chet algebra of smooth functions on the noncommutative
torus is a dense subalgebra of this algebra.
Just as for the algebra, we will write δx for the derivation given by
δx = δx1δx2 · · · δxn .
From the definitions, it is immediate that
(5) δxUy = (x · y)Uy,
where (x · y) is the standard inner product on Zn.
Now we look for a Hilbert space H0 which is an equivariant left Aθ-module. As
a basis of H0 we choose mutual eigenvectors eµ of the derivations:
ρ(δi)eµ = µieµ.
where the µ form a countable subset of Rn.
In order for the spectral triple to be a noncommutative torus, we demand that
the action of the algebra is equivariant with respect to a torus action, as in equa-
tion (4c). Written out for the unitary generators Ux, we see:
pi0(Ux)eµ = ux,µeµ+x,
with ux,µ ∈ C to be determined. Thus for the minimal irreducible equivariant
representation the µ will lie in a translate of a lattice:
(6) H0 =
⊕
m∈Zn
Hµ0+m,
where each Hµ0+m ∼= C. There are no restrictions yet on µ0, these will be deter-
mined later.
Since the Ux should be unitary, we have that
〈eν , ux,µeµ+x〉 = 〈u−x,νeν−x, eµ〉
⇒ ux,µδν,µ+x = u−x,νδν−x,µ.(7)
Finally the definition of Ux in terms of Ui gives the relations
(8) ux+y,µ = e(
1
2
x · θy)ux,µ+yuy,µ.
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Lemma 1. Up to unitary transformations of H any unitary equivariant represen-
tation of A(Tnθ ) on H is given by
(9) piA0 (Ux)eµ = e
(
1
2
x ·Ax+ x ·Aµ
)
eµ+x,
with A any n× n matrix such that A−At = θ.
Since the representations piA0 , given by different matrices A such that A−At = θ
are equivalent, we drop the A from the notation, and just write pi0 for a represen-
tation defined by equation (9).
Proof. It is clear that for any matrix A the representation given above satisfies the
relations (7) and (8). Given two representations pi and pi′ satisfying the equivariance
condition (4c) we can write any element w ∈ H as a unique sum ∑x∈Zn λxpi(Ux)e0
with (λ)x∈Zn ∈ `2(Zn). In other words, e0 is a cyclic vector with respect to the
algebra action. Now construct an operator T : H → H by setting Te0 = e0 and
extending by
Tw = T
∑
x∈Zn
λxpi(Ux)e0 =
∑
x∈Zn
λxpi
′(Ux)e0.
This is well defined if pi and pi′ are representations of the same algebra A(Tnθ ),
since they satisfy the same algebra relation (8), and it is an invertible map on H,
because both pi(Ux)e0 and pi
′(Ux)e0 span the Hilbert space if we take all x ∈ Zn.
By construction T−1pi′(Ux)T = pi(Ux), and it is a unitary transformation, because
we can calculate:
〈Tv, Tw〉 =
∑
x,y∈Zn
λ¯xµy〈pi′(Ux)e0, pi′(Uy)e0〉
=
∑
x−y=0
λ¯xµy〈pi′(Ux)e0, pi′(Uy)e0〉
=
∑
x∈Zn
λ¯xµ−x
= 〈v, w〉,
since 〈ex, ey〉 = 0 if x 6= y, and the representations pi and pi′ are unitary. 
There might be more unitary equivalences of the algebra, a question which we
explore in section 10, but for now we were only interested in possible representations
of the algebra.
5. Reality operator
In this section, we derive conditions on the equivariant reality operator J , to give
us a real spectral triple. We will only consider conditions following from relations
between A, H and J and the equivariance condition (4e). No use is made of the
Dirac operator in this section.
The equivariance condition for J is given in (4e):
(10) ρ(l)Jv = −Jρ(l∗)v,
for v ∈ H, and l an element of the Hopf algebra of the symmetries of the non-
commutative n-torus. For our basic derivations δi, we have δ
∗
i = δi, so this just
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means
(11) δiJeµ = −µiJeµ,
for all i. Since we are working with the representation given in (6), we see that J
must map an element eµ of the basis to e−µ.
The Tomita involution J0(a) = a
∗ [35] gives a commuting representation, but it
does not follow the commutation relations in Table 1, so we will have to enlarge
our Hilbert space. Define
(12) H :=
⊕
j∈I
Hj ,
with eachHj as in (6) and I an index set. Every nondegenerate representation of an
involutive Banach algebra is a direct sum of cyclic representations [36, Proposition
I.9.17], and because of the equivariance condition (4c), we get that the only cyclic
representations we can consider are the ones given by Lemma 1. We write basis
vectors of this Hilbert space as eµ,j with µ ∈ Zn and j ∈ I.
For different j ∈ I, lattices spanned by µ could a priori be shifted by a different
amount, satisfying (11), but we will see in section 6 that this cannot be the case if
the spectral triple is irreducible.
We look for an antilinear operator J such that J2 = J Id, with signs as in
Table 1, and so that for every a ∈ A(Tnθ ), Ja∗J−1 commutes with all b ∈ A(Tnθ ),
satisfying equation (1). The image of A(Tnθ ) under the isomorphism a 7→ Ja∗J−1
is denoted by A(Tnθ )o. We write Uox for the image of Ux.
Firstly, equation (10) has as a consequence that J acts as follows on elements of
the basis eµ,j :
(13) Jeµ,j =
∑
akj(µ)e−µ,k.
We can thus write Jeµ,j = Λ(−µ)J0eµ,j , with Λ(−µ) some unitary or skew unitary
bounded linear functional, and J0 an antilinear diagonal operator:
J0aeµ,j = a
∗e−µ,j .
If we apply J twice, we should get J Id, which can be written as
J · Jeµ,j = JΛ(−µ)e−µ,j = Λ(µ)Λ∗(−µ)e−µ,j ,
and so we see that
(14) Λ(µ)Λ(−µ)∗ = J Id.
By applying J on a unitary generator Ux of Aθ we get the following condition
on Λ(µ):
Lemma 2. The map a 7→ Ja∗J† is an isomorphism into the commutant, if and
only if for all x,y ∈ Zn:
(15a) Λ(x+ y) = e(x ·Ay + y ·Ax)Λ(x)Λ(0)†Λ(y),
where Jeµ,j = Λ(−µ)J0eµ,j, with J0 the Tomita involution, and
Λ(x)Λ(x)
†
= Id,(15b)
Λ(x)Λ(−x)∗ = J Id.(15c)
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As a consequence
(16) Uoxeµ,j = e(µ ·Ax+
1
2
x ·Ax)Λ′(x)Λ(0)†eµ+x,j ,
where Λ(µ) = e(µ ·Aµ)Λ′(µ), and Λ′(µ)ij = cije(φij(µ)) with cij ∈ C and φij :
Rn → R such that ∑j∈I cije(φij(−µ))c∗jke(−φij(µ)) = Jδik.
Proof. First we calculate Uox = JU
∗
xJ
† using equation (13):
Uoxeµ,j = JU
∗
xJ
†eµ,j
= JU∗xΛ(µ)
t
e−µ,j
= Je
(
x ·Aµ + 1
2
x ·Ax
)
Λ(µ)
t
e−µ−x,j
= Λ(µ + x)e
(
−x ·Aµ− 1
2
x ·Ax
)
Λ(µ)
†
eµ+x,j .
We compute the commutator [Uy, U
o
x]:
UyU
o
xeµ,j = e
(
y ·A(µ + x+ 1
2
y)− x ·A(µ + 1
2
x)
)
Λ(µ + x)Λ†(µ)eµ+x+y,j
UoxUyeµ,j = e
(
−x ·A(µ + y + 1
2
x) + y ·A(µ + 1
2
y)
)
Λ(µ + x+ y)Λ†(µ + y)eµ+x+y,j .
If the commutator vanishes, we see that by canceling common terms we must have:
e (y ·Ax) Λ(µ + x)Λ†(µ) = e (−x ·Ay) Λ(µ + x+ y)Λ†(µ + y).
This has as a consequence that Λ(x)ij consists of e(fij(x)) with fij(x) a function
of the form x ·Bijx+φij(x)+νij . We see that the quadratic part must be the same
for each component, and that Bij = A. The constant part νij can be absorbed
into by unitary transformation. We can thus write
(17) Λ(x) = e(x ·Ax)Λ′(x),
where Λ′(x) consists of functions cije(φij(x)) such that Λ
′(x) = JΛ′(−x)t and
Λ′(x)Λ′(x)† = Id. If we then calculate Uox:
Uoxeµ = Λ(µ + x)e
(
−x ·Aµ− 1
2
x ·Ax
)
Λ(µ)
†
eµ+x,j
= e
(
(µ + x) ·A(µ + x)− x ·Aµ− 1
2
x ·Ax− µ ·Aµ
)
Λ′(µ + x)Λ′(µ)†eµ+x,j
= e
(
µ ·Ax+ 1
2
x ·Ax
)
Λ′(µ + x)Λ′(µ)†eµ+x,j
= e
(
µ ·Ax+ 1
2
x ·Ax
)
Λ′(x)Λ′(0)†eµ+x,j .
By definition (17) of Λ′, we have Λ′(0) = Λ(0), so this is exactly equation (16). 
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6. Dirac operator
The remaining piece of the real spectral triple is the Dirac operator. In this
section, using the results from the previous section, the equivariance condition (4d),
and Axioms 1 and 5, we derive conditions for the Dirac operator D. We see that
for different forms of Λ as given in Lemma 2, only the form Λ′(x)2 = Id can lead
to isospectral deformations of spin structures on the commutative n-torus. By
applying the compact resolvent condition of Axiom 1, we show that this is the only
possibility compatible with the definition of noncommutative geometry.
An equivariant Dirac operator D commutes with the basic derivations δi as
described in (4d):
Deµ,j =
∑
k∈I
dkµ,jeµ,k.
Since D should be self-adjoint, we have that dkµ,j =
(
djµ,k
)∗
. We will write
(18) Deµ,j = D(µ)eµ,j .
This means that D(µ) is the operator D restricted to the eigenspace of derivations
with eigenvalue µ. This is well defined due to the equivariance condition (4d).
Given an element µ in a shifted lattice Z˜n, we define the Hilbert space Hµ as
the span of eigenvectors vj of the basic derivations δi such that δivj = µivj for each
i. As a consequence of the equivariance of the Dirac operator and the irreducibility
condition, all the µ must lie in the same lattice, by the following argument.
Between two Hilbert spaces Hµ and Hν we have an isometry if µ − ν ∈ Zn,
given by the unitary element Uµ−ν ofthe algebra. Now consider the projector Pµ
that is Id on Hν for which µ − ν ∈ Zn, and 0 otherwise. This projection clearly
commutes with the algebra, and, because of (18), also with the Dirac operator. If
the spectral triple is irreducible, only scalars may commute with both the algebra
and the Dirac operator, so Pµ is the identity on the whole Hilbert space H, hence
all lattices are shifted by the same vector . Because of (11), we can then conclude
that  consists of elements which are either 0 or 12 .
From the first order condition in equation (2), we deduce:
Lemma 3. An equivariant Dirac operator D that satisfies the first order condition
must be of the form:
(19) D(x+ y) =
(
Λ′(x)Λ(0)†
)2
(D(y)−D(0)) +D(x).
Proof. To check the the first order condition, it is sufficient to check it only for the
unitary generators of Aθ:
[[D,Ux], U
o
y] = DUxU
0
y − UxDUoy − UoyDUx + UoyUxD = 0,
for all x,y ∈ Zn. Using Lemma 2, we write out the first order condition:
DUxU
0
yeµ,j = a(x,y,µ)D(x+ y + µ)Λ
′(y)Λ′(0)†eµ+x+y,j
UxDU
0
yeµ,j = a(x,y,µ)D(y + µ)Λ
′(y)Λ′(0)†eµ+x+y,j
U0yDUxeµ,j = a(x,y,µ)Λ
′(y)Λ′(0)†D(x+ µ)eµ+x+y,j
U0yUxDeµ,j = a(x,y,µ)Λ
′(y)Λ′(0)†D(µ)eµ+x+y,j ,
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where a(x,y,µ) is the common factor
a(x,y,µ) = e
(
x ·Aµ + µ ·Ay + x ·Ay + 1
2
(x ·Ax+ y ·Ay)
)
.
This gives the relation
(D(x+ y + µ)−D(y + µ)) Λ′(y)Λ′(0)† = Λ′(y)Λ′(0)† (D(x+ µ)−D(µ)) .
Since D is self-adjoint and Λ′(x) unitary, we can rewrite this as
(D(x+ y + µ)−D(y + µ)) =
(
Λ′(y)Λ′(0)†
)2
(D(x+ µ)−D(µ)) .

For y = x and µ = 0, the solution to the defining equation (19) is
(20) D(x) =
∑
i
(τ i · x)Ai +
(
Λ′(x)Λ(0)†
)2
B + C,
where the Ai, B and C are bounded operators such that Ceµ,j =
∑
k cjkeµ,k and
similarly for B and Ai, and ker (
∑
i τ i · xAi) contains at least the x ∈ Zn such that(
Λ′(x)Λ(0)†
)2
6= Id. This is the unique solution, since we see from equation (19)
that D is fully determined after we choose suitable D(ei) for 1 ≤ i ≤ n.
If (Λ′(x)Λ(0)†)
2
= Id, this gives a linear Dirac operator, familiar from commu-
tative geometry. However, at first glance it seems that there might be other spin
structures, not corresponding to commutative spin geometries. These other candi-
date geometries, where (Λ′(x)Λ(0)†)
2 6= Id, will however drop out because they are
incompatible with the compact resolvent condition on D.
Lemma 4. Only if (Λ′(x)Λ(0)†)
2
= Id can the equivariant Dirac operator D have
a compact resolvent. Hence D is of the form:
(21) Deµ,j =
(∑
i
(τ i · µ)Ai + C
)
eµ,j .
As a corollary, we have that J is of the form:
(22) Jeµ,j = e (µ ·Aµ) Λe−µ,j ,
with Λ a constant isometry such that Λ2 = J Id.
Proof. By [29, Theorem XIII.64], we see that an unbounded self-adjoint operator
D bounded away from 0 has a compact resolvent if and only if the set
Fb = {ψ ∈ Dom(D) : ||ψ|| ≤ 1; ||Dψ|| ≤ b},
is compact for all b ∈ R. However, if (Λ′(x)Λ(0)†)2 6= Id for some direction x, we
know that x ∈ ker (∑i τ i · xAi) and then it follows from (20) that the norm of
Deλx is bounded by B +C for all λ ∈ Z. When we take b > ||B +C||, Fb contains
at least eλx for all λ ∈ Z 6= 0, so Fb cannot be compact. 
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7. Grading and Hochschild homology
In this section we investigate what extra conditions on the the spectral triple
of the noncommutative torus come from the grading operator and Hochschild con-
ditions, Axioms 2 and 6. We find that the parameters τ i introduced in section 6
must be linearly independent vectors spanning Rn.
We start by investigating the Hochschild cycle condition, which states that there
is a Hochschild cocycle c ∈ Zn(A,A⊗Ao) whose representative on H is Γ when n
is even, or Id if n is odd. The Γ operator is an isometry, with eigenvalues 1 and −1,
and so by Axiom 2 and the diagonal action of the algebra on the Hilbert space, we
see that
Γ =
(
Γ+ 0
0 Γ−
)
,
where Γ+ and Γ− are unitary self-adjoint operators which have only eigenvalues
+1 and −1 respectively. Using a unitary transformation, we can assume these
operators to be diagonal, thus
Γ =
(
Id+ 0
0 −Id−
)
,
where Id+ and Id− are the identity operators on the positive and negative eigenspaces
of Γ.
An obvious candidate for the Hochschild cycle in Zn(A,A⊗Ao) is the straight-
forward generalization of the unique such cycle for the noncommutative 2-torus
[28, Page 324], which is
c2 = U
∗
(1,0)U
∗
(0,1) ⊗ U(0,1) ⊗ U(1,0) − U∗(0,1)U∗(1,0) ⊗ U(1,0) ⊗ U(0,1).
A candidate generator of the n-th Hochschild homology of the noncommutative
n-torus is given by
(23) cn =
∑
σ∈Sn
(
sign(σ)
(
n∏
i=1
Ueσ(i)
)∗ n⊗
i=1
(
Ueσ(i)
))
,
with ei an orthonormal basis of Zn. It is known [22, Lemma 12.15] that this a
Hochschild cycle. Due to [38, Theorem 1.1], the n-th Hochschild homology of the
n-torus is 1-dimensional. Together with Lemmas 5 and 6 below, this means (23)
generates the n-th Hochschild homology.
Lemma 5. For the noncommutative n-torus, only nontrivial cycles can be mapped
to Γ when n is even, and to Id when n is odd, by the map piD.
Proof. Since the Hochschild cycle consists of polynomial expressions, it is enough
to prove the result for individual homogeneous polynomials, since any cycle can be
written as the sum of homogeneous polynomials. Define
c′ = Ux0 ⊗ Uoy ⊗ Ux1 ⊗ · · · ⊗ Uxn ∈ Zn+1(A,A⊗Ao),
with xi,y ∈ Zn. As in [37, Chapter 3.5], we see that
(24) piD(bc
′) = (−1)n [pio (Uy)pi (Ux0) [D,pi (Ux1)] . . . [D,pi (Uxn)], pi (Uxn+1)] .
Since [D,Ux] = CxUx with Cx some operator depending on x, piD(bc
′) is propor-
tional to
Cx1,...,xnpi (Ux0)pi
o (Uy)pi (Ux1) . . . pi (Uxn)pi (Uxn+1) .
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When n is even, Γ maps eµ,j to ±eµ,j , the total sum y +
∑n+1
i=0 x
i must be 0. If
A(Tnθ ) and A(Tnθ )o have a trivial intersection, Uoy must have total degree 0. The
total
∑n+1
i=0 x
i is 0, and since Ux and U−x commute, the commutator (24) vanishes.
When n is odd, the argument goes the same.
If A(Tnθ ) and A(Tnθ )o have nontrivial intersection, there are y for which UxUy =
UyUx for all x ∈ Zn. In that case, by the same arguments as for the trivial
intersection case above, the Uy must lie entirely within the intersection of A(Tnθ )
and A(Tnθ )o, and since xn+1 = −y −
∑n
i=0 x
i, the commutator (24) vanishes:[
UoyUx1 · · ·Uxn , Uxn+1
]
=
Uoy [Ux1 · · ·Uxn , Uxn+1 ] =
Uoy
(
1− e(xn+1 · θ
n∑
i
xi)
)
=
Uoy
(
1− e(xn+1 · θ(−y − xn+1))) = 0.
Since xn+1 · θxn+1 = 0 and Uy commutes with Uxn+1 . 
Lemma 6. The Dirac operator given in Lemma 4 satisfies the Hochschild condition
only if the vectors τ i are linearly independent. The Dirac operator is
(25) D =
∑
i
(
τ i · δ)Ai + C,
where the Ai are bounded operators such that
(26)
∑
σ∈Sn
sign(σ)
∏
i
Aσ(i) = det(τ
1τ 2 . . . τn)Γ,
when n is even, and det(τ 1τ 2 . . . τn)Id when n is odd.
Proof. In order to deduce the representative of the Hochschild cycle (23) on the
Hilbert space H, we calculate
[D,Ux]eµ,j = De(x ·Aµ + 1
2
x ·Ax)eµ+x,j − Ux
(∑
k
τ k · µAkeµ,j
)
= e(x ·Aµ + 1
2
x ·Ax)
(∑
k
τ k · xAkeµ+x,j
)
.
(27)
We suppress the e(x ·Aµ+ 12x ·Ax) factors, since these are canceled from the left
by the U∗ei factors, and expand (23):
piD(c) = piD
(∑
σ∈Sn
(
sign(σ)
(
n∏
i=1
Ueσ(i)
)∗ n⊗
i=1
(
Ueσ(i)
)))
=
∑
σ∈Sn
(
sign(σ)
(
n∏
i=1
Ueσ(i)
)∗ n∏
i=1
[D,Ueσ(i) ]
)
=
∑
σ∈Sn
(
sign(σ)
∑
k
n∏
i=1
τ k · eσ(i)Ak
)
.
CLASSIFICATION OF SPIN STRUCTURES ON THE NONCOMMUTATIVE n-TORUS 15
This expression should be some constant times Γ or Id, depending on the dimension.
Due to [10, Proposition 4.2], we can write this as
piD(c) = det(τ 1τ 2 . . . τn)
∑
σ∈Sn
sign(σ)
∏
i
Aσ(i),
where we view (τ 1τ 2 . . . τn) an n × n matrix with τ i as the columns, from which
it is immediately clear that the vectors must be linearly independent. 
8. Dimension, finiteness and regularity
Here we establish, using the conditions of dimension, regularity and finiteness
(Axioms 4, 7 and 8), that the real spectral triple must be an isospectral deformation
of a spin structure on a noncommutative torus. The result follows from Connes’ spin
manifold theorem. In the course of proving this, we find a proof for an elementary
fact about Hermitian matrices generating a Clifford algebra, for which we do not
know an elementary proof.
Lemma 7. If the τ i span Rn, for arbitrary ai ∈ R and all  > 0, there is a t ∈ R
and a set of µj ∈ Z˜n, with Z˜n a shifted lattice as in section 5 such that
∑
i
∣∣∣∣∣∣tai − τ i ·
∑
j
µj
∣∣∣∣∣∣ < .
Proof. Every vector p ∈ Zn can be written as a sum of at most 2 vectors µj ∈ Z˜n.
By Dirichlet’s theorem of simultaneous Diophantine approximation [33, Theorem
II.1B], for all N > 1 and (a′i) ∈ Rn we can find integers q, p1, . . . pn with q < N ,
such that
|qa′i − pi| < N−1/n,
for 1 ≤ i ≤ n, and ai ∈ R.
Since the τ i span Rn, there is a transformation R ∈ GL(R, n) depending only
on the τ i such that (Rp)i = τ i · p. Set a′i = (R−1a)i. Call the eigenvalue of R
with the maximal absolute value τmax, then clearly we have
|qai − τ i ·
∑
j
µj | = |q(Ra′)i − (Rp)i| ≤ |τmax||qa′i − pi| < |τmax|N−1/n.
Choosing N such that n|τmax|N−1/n < , we get the asked result. 
Lemma 8. In order for D to be satisfy the compact resolvent condition of Axiom 1,
and the dimension condition of Axiom 4,∑
i
xiAi,
needs to be invertible for all xi ∈ R except when all xi vanish. In particular, all Ai
should be invertible operators.
Proof. If
∑
i xiAi is not invertible at a point where xi = τ i ·µ for all i, then clearly
this is also the case for µ′ = λµ with λ ∈ Z. Thus the kernel cannot be finite
dimensional in this case.
If
∑
i xiAi is not invertible for some non-trivial xi, but xi 6= τ i ·µ for all µ ∈ Zn
we have the following.
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Since the τ i span Rn by Lemma 6, by Lemma 7 we have for every  > 0 a set
of vectors µj ∈ Zn such that
∑
i |
∑
j τ i · µj − xi| < . Take an element y in the
kernel of
∑
i xiAi. Then ||(
∑
i,j τ i · µjAi) · y|| < ||y||. Hence there is at least one
eigenvalue of
∑
i,j τ i ·µjAi smaller or equal to . But this means that the spectrum
of |D|−1 is unbounded, hence D−1 cannot be compact. 
We have so far assumed nothing about the size of the Hilbert space H compared
to the basic irreducible representation of the algebra, H0 as defined in equation (6).
By construction, H is a left A(Tnθ )-module. According to Axiom 8, a certain sub-
module H∞ of H should be a finitely generated projective left A(Tnθ )-module. This
has the following consequence:
Lemma 9. The spectral triple (A,H, D) only satisfies the finiteness condition of
Axiom 8 if the Hilbert space H is a finite direct sum of copies of H0. If we assume
the algebra A to be closed under the collection of seminorms ||δk(·)|| defined in
Axiom 7, it is given by
(28) A(Tnθ ) =
{∑
x∈Zn
a(x)Ux | a(x) ∈ S(Zn)
}
,
where S(Zn) is the set of Schwartz functions over Zn:
S(Zn) =
{
a : Zn → C | sup
x∈Zn
(1 + ||x||2)k|a(x)|2 <∞ for all k ∈ N
}
.
Proof. By the arguments in [7, Lemma III.6.α.2], we know that the intersection
of the domain of the δk is stable under the holomorphic functional calculus. The
collection of seminorms ||δk(·)|| is equivalent to the collection of seminorms qk =
supx∈Z˜n (1 + |x|2)
k|a(x)| because of the following argument.
We can write ||δk(a)||2 = ∑i∑x∈Zn ||Ai||2k||τ i · x||2k|a(x)|2. Because of Lem-
mas 6 and 8, we know that
∑
i ||Ai||2k||τ i · x||2k can be bounded between c1,k||x||2k
and c2,k||x||2k for constants c1,k, c2,k > 0. Thus the family of seminorms ||δk(a)||
is equivalent to the family of seminorms q′k(a) =
∑
x∈Zn ||x||2k|a(x)|2. Now if an ele-
ment a of the C∗-algebraA has a finite norm in all q′k, then clearly supx∈Zn (1 + ||x||2)k|a(x)|2 <
∞ for all k ∈ N. Conversely, if a ∈ A(Tnθ ), we can write
q′k(a) =
∑
x∈Zn
||x||2k|a(x)|2
=
∑
x∈Zn
(1 + ||x||2)p(1 + ||x||2)−p||x||2l|a(x)|2
and this last sum converges if p is big enough, since (1 + ||x||2)p|a(x)|2 is by assump-
tion less than some finite constant cp and
∑
x∈Zn cp||x||2k(1 + ||x||)−p converges
when p > n/2 + k.
By Axiom 8, we have that H∞ is a finitely generated projective left A(Tnθ )
module. We already knew that H must be a direct sum of copies of H0 due to
the discussion following (12). The finiteness condition then ensures that the sum
must be finite. All conditions stated in Axioms 7 and 8 are then easily seen to be
fulfilled. 
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Remark 1. The choice of smooth structure is not unique even in the commutative
case, given just the algebra C∗-algebra A of the noncommutative torus. See for
example [23]. However, given the equivariance condition of the Dirac operator, and
the assumption that the smooth algebra consists of all elements such that ||δk(·)|| <
∞ for all k ∈ N, the algebra is uniquely determined by the above argument.
The number of generators of H in terms of H0 is still undetermined, but a
lower bound is given by [2, Theorem 1]. This theorem states that for complex
Hermitian k× k matrices, with k = (2a+ 1)2b, there exists at most 2b+ 1 matrices
satisfying the non-invertibility property of Lemma 8. So in order to have at least
n such matrices, k should be at least 2bn/2c. Hermitian matrices generating an
irreducible representation of a Clifford algebra Cln,0 are an example of a set of
matrices attaining this lower bound.
Remark 2. It does not follow from Lemma 8 that the algebra generated by the
matrices Ai is a Clifford algebra. What remains to be shown is that (
∑
i xiAi)
2
lies
in the center of the bounded operators on H for all x ∈ Rn. Only the condition of
Lemma 8 is not enough to show this.
Consider a set of self-adjoint matrices {Bi} generating a Clifford algebra. These
satisfy the invertibility condition of Lemma 8, and the Hochschild condition (26).
Since they are self-adjoint, we can diagonalize B1 as B1 = UΛU
† with Λ a diagonal
matrix with real elements. If we rescale the elements of Λ each by a different nonzero
amount to Λ′, the set {UΛ′U†}∪{Bi}i≥2 still has the invertibility property, but not
necessarily the Hochschild property, as a calculation for any case n ≥ 4 will show.
If n = 2, 3, the invertibility property does imply the Hochschild property however.
However, a weaker form of Connes’ reconstruction theorem [10, Theorem 11.5],
implies the following result:
Lemma 10. In order for the candidate structure (A(Tnθ ),H, D, J) to satisfy both
the Hochschild condition of Axiom 6 and the dimension condition of Axiom 4, the
matrices Ai of Lemma 4 must generate a Clifford algebra.
Proof. If we look at our conditions on A(Tnθ ), H, D and J , we see that none of them
depend on the antisymmetric matrix θ. Also, the action of the Dirac operator on
the Hilbert space is independent of θ. This means that we can just set θ = 0, where
we have the real spectral triple (A0,H, D, J) of smooth functions on the n-torus.
Due to the results of Connes’ spin manifold theorem (see for example [22, Lemma
11.6], [10, Remark 5.12]), this implies that the Ai generate a Clifford algebra. 
Because the size of the maximal set of matrices which satisfy the invertibility
condition of Lemma 8 is odd, due to [2, Theorem 1], we have as a corollary:
Corollary 1. A set of 2b×2b Hermitian matrices {Ai}ni=1, where n = 2b+ 1, such
that the equation
det
(∑
i
xiAi
)
= 0,
only has the zero solution (xi = 0)
n
i=1 in Rn generate a Clifford algebra if and only
if ∑
σ∈Sn
sign(σ)
n∏
i
Aσ(i) = λIdk,
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for some nonzero λ ∈ R.
If we assume the spectral triple to be irreducible, we need that the matrices
generate an irreducible representation of the Clifford algebra. This restricts the
size of the matrices to be exactly 2bn/2c.
From the results in sections 4, 5 and 6 it now follows that the remaining condi-
tions, the Poincare´ duality of Axiom 9 and the Hermitian pairing of Axiom 8 are
also satisfied, since they are satisfied by isospectral deformations.
This completes the proof of Theorem A:
Theorem A. All irreducible real spectral triples with an equivariant n-torus actions
are isospectral deformations of spin structures on an n-torus.
9. Description of the real spectral triples
Finally, we show that given a Dirac operator D that satisfies all conditions so
far, the reality operator J is uniquely determined, and list all the ingredients that
constitute all real spectral triples of the noncommutative n-torus. Also, we show
in some low dimensional cases what freedom there still exist in the definition of the
Dirac operator.
Recall that the Clifford algebra Cln,0 is the algebra over R generated by Rn, 1
and a positive definite quadratic form q, subject to the relation v ·v = −q(v)Id. The
Clifford group is defined as the group generated by the image of an orthonormal
basis of Rn together with −1.
Lemma 11. If D is given by
∑
j
(
τ j · δ)Aj with Aj representatives of the Clifford
group of Cln,0 there is a unique J operator for each n, up to multiplication with a
complex number of norm 1.
Proof. If d = 1, 2, 3 or 4 this can be done for example by calculations, see Remark 3
below. We proceed by induction. First we prove existence. Recall that there are
isomorphisms Cln+2,0 ' Cl0,n ⊗ Cl2,0 and Cl0,n+2 ' Cln,0 ⊗ Cl0,2 [26, Theorem
I.4.1]. Let d > 4, and assume it has been proven for n − 4. The operator Jn =
Jn−4 ⊗ J4, acting on Cln,0 ∼= Cln−4,0 ⊗ Cl4,0 has precisely the right commutation
relations, except for n ≡ 1 mod 4, as can easily be calculated by looking at Table 1,
and taking into account the periodicity mod 4 of the table, except for the first row,
where we use J24 = −1. In case n ≡ 1 mod 4, we can achieve the same by setting
Jn = Jn−4 ⊗ Γ4J4.
Now we prove the uniqueness. Write γin for the representation of the i-th basis
vector of Rn in Cln,0. An explicit isomorphism Cln,0 ≡ Cln−4,0 ⊗ Cl4,0 can be
chosen, for example
γin = Idn−4 ⊗ γi4 for i ≤ 4, γin = γi−4n−4 ⊗ γ14γ24γ34γ44 for i > 4.
The operators γ1nγ
2
n and γ
3
nγ
4
n commute with γ
i
n for i > 4 and anticommute with
γ1n, γ
2
n and γ
3
n, γ
4
n respectively. They square to −1, so the operator
P+ :=
1
4
(
1 + iγ1nγ
2
n
) (
1 + iγ3nγ
4
n
)
,
is a projection, which commutes with γin for i > 4. The projection P
+ does not com-
mute with Jn, but does commute with γ2γ3Jn. Also, the projection P
+ projects
onto a subspace of dimension 1/4 times the dimension of the irreducible repre-
sentation of Cln,0, and the operator γ2γ3Jn has the same commutation relations
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with γin for i > 4 as Jn, and since (γ2γ3Jn)
2
= −J2n it has the right signs for an
(n− 4)-dimensional J operator. This means that P+ projects onto a Hilbert space
belonging to an (n−4)-dimensional spectral triple, where we have a unique J opera-
tor by the induction hypothesis. On the complement of the P+ eigenspace, we have
the unique J4 operator with the right commutation relations with γi, i ≤ 4. 
Stated more elaborately, we have the following result:
Theorem C. The following give all 2n irreducible real spectral triples on the smooth
noncommutative n-torus A(Tnθ ):
• A Hilbert space H constructed as follows:
(29a) H =
2bn/2c⊕
i
Hi Hi =
⊕
m∈Zn+
C,
with  = (1, . . . , n) ∈ Rn, and i ∈ {0, 12}.• An involutive algebra A with unitary generators Ux with x ∈ Zn
(29b) A(Tnθ ) := {A =
∑
x
a(x)Ux : a ∈ S(Zn)},
with Ux acting on a basis vector eµ,i ∈ Hi by
(29c) Uxeµ,i = e
(
1
2
x ·Ax+ x ·Aµ
)
eµ+x,i,
for any matrix A such that A−At = θ.
• An unbounded, densely defined, self-adjoint first order operator D
(29d) D =
n∑
j=1
(τ j · δ)Aj + C,
acting on H with C a bounded self-adjoint operator commuting with the
algebra satisfying JCJ−1 = DC, and ΓC = −CΓ if n is even, for τ j n
linearly independent vectors in Rn, n matrices Aj of size 2bn/2c × 2bn/2c
generating an irreducible representation of the Clifford group Cln,0, and δ
the derivations δieµ = µieµ.
• If n is even, the grading operator Γ is given by ∑σ∈Sn sign(σ)∏iAσ(i),
with Aj the matrices given above.
• A unique (up to multiplication with a complex number of modulus 1) anti-
linear isometry J that acts as
(29e) Jeµ,j = e(µ ·Aµ)Λe−µ,j .
with Λ a bounded linear operator such that ΛΛ† = Id and DΛ = −DΛD∗.
In lower dimensional cases we can explicitly calculate what form C in (29d) can
take. In [28, Lemma 2.3, Theorem 2.5] it is proven that C = 0 if n = 2. For n = 3
we have the following:
Proposition 1. If n = 3 the constant matrix C must have the form qId where
q ∈ R arbitrary. If n = 4, the matrix C must have the form
0 0 a b
0 0 −b¯ a¯
a¯ −b 0 0
b¯ a 0 0
 ,
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where a, b ∈ C.
Proof. If n = 3 it follows from Theorem C that
J = e(µ ·Aµ)
∑
k∈I
ajke−µ,k,
with I = {1, 2}. We choose a particular form of D, given by the particular repre-
sentation of the Clifford group Cl3,0 known as the Pauli matrices. We see that
J = e(µ ·Aµ)
(
0 −1
1 0
)
,
just as in the n = 2 case in [28, Theorem 2.5]. Using the appropriate values for J
and D found in Table 1, we see that the defining equation is JCJ = C and by a
calculation this shows that C = qId where q ∈ R arbitrary. Similarly for n = 4, we
can just check what the conditions are for C to satisfy the equations ΓD = −DΓ
and JC = CJ , and this gives the possibilities given in the proposition. It is trivial
to calculate similar conditions for higher dimensions. Due to the increase in the size
of matrices, and relaxation of the commutation relation with Γ when going from
n = 2k to n = 2k + 1, the number of parameters will increase when n grows. 
Remark 3. If we choose a representation for Cl1,0, Cl2,0 and Cl0,2 all Clifford
algebras Cln,0 can be constructed by the basic isomorphisms [26, Theorem I.4.1]:
Cln,0 ⊗ Cl0,2 ∼= Cl0,n+2,
Cl0,n ⊗ Cl2,0 ∼= Cln+2,0.
We choose a representation:
Cl1,0 = 1,
Cl2,0 =
(
0 i
−i 0
)
,
(
1 0
0 −1
)
,
Cl0,2 =
(
0 −1
1 0
)
,
(
i 0
0 −i
)
,
the (unique up to multiplication with a complex number of norm 1) matrix part of
the J operator can easily be calculated:
J2 = J3 =
(
0 1
−1 0
)
(30a)
J4 =

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
(30b)
J5 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 .(30c)
In this representation, we also see that for all n, the matrix component of J has
precisely one nonzero element in every column or row.
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10. Unitary equivalences
After establishing that all real spectral triples on the noncommutative n-torus
are isospectral deformations of spin structures on the commutative n-torus, we
show that there is a big difference between their groups of symmetries. In the
commutative case, a diffeomorphism acting from the torus can transform a spin
structure into another according to the action of the diffeomorphism group as cal-
culated in [15]. Here we show that in the noncommutative case when n = 2 most
spin structures, except the isospectral deformation of the trivial spin structure, are
equivalent. When n > 2 the result is less conclusive, due to insufficient knowledge
of the full automorphism group of the C∗-algebra in that case.
Recall the definition of a unitary equivalence between two spectral triples:
Definition (Unitary equivalence). A unitary equivalence between two spectral triples
(A, H,D, J, (Γ)) and (A, H,D′, J ′, (Γ′)) is given by a unitary operator W acting on
the Hilbert space H such that
Wpi(a)W−1 = pi(σ(a)) ∀a ∈ A,(31a)
WDW−1 = D′,(31b)
WJW−1 = J ′,(31c)
WΓW−1 = Γ′,(31d)
where σ is a ∗-automorphism of the C∗-algebra A such that the algebraA is mapped
into itself.
We first recall what is known about the automorphisms of the C∗-algebra A(Tnθ ).
The main tool for understanding the automorphism group of a general noncommu-
tative n-torus is [5, Theorem I], which tells us that for θ in a set which has full
measure in the space of all antisymmetric matrices, the algebra A(Tnθ ) is an induc-
tive limit of direct sums of circle algebras. This results allows one to generalize a
lot of results on noncommutative two-tori to higher dimensional tori.
For a noncommutative n-torus which is an inductive limit of direct sums of circle
algebras, the automorphism group fits in the following exact sequence [21, Theorem
2.1]:
1→ Inn(A(Tnθ ))→ Aut(A(Tnθ ))→ Aut(K(A(Tnθ )))→ 1,
where an automorphism of K0(A(Tnθ ))⊕K1(A(Tnθ )) should preserve the order unit
[1A(Tnθ )] and the order structure (K0(A(T
n
θ ))⊕K1(A(Tnθ )))+.
The left side of the exact sequence can be further specified by [21, Corollary 4.6],
which states that for algebras which are inductive limits of direct sums of circle
algebras Inn(A(Tnθ )) = Inn0(A(Tnθ )). This means that an inner automorphism of a
noncommutative torus can only give a unitary equivalence of two spin structures
if the identity automorphism gives a unitary equivalence between the two spin
structures.
By [30, Theorem 6.1] the order structure (K0(A(Tnθ )))+ consists precisely of
those elements for which the normalized trace is positive, and by [18, Theorem 3.1],
the image of this trace on K0 is equal to the range of the exterior exponential of θ:
exp
∧
θ = 1⊕ θ ⊕ 1
2
(θ ∧ θ)⊕ . . . :
even∧
Zn → R.
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For noncommutative 2-tori with θ irrational, this means that all automorphisms
of K(A(T2θ)) must be the identity on K0(A(T2θ)) = Z + θZ. The K1 groups for
noncommutative n-tori are also known to be isomorphic to Z2n−1 . For n = 2
a partial lifting of Aut(Z2) = GL(2,Z) is known [6], and given by the action of
SL(2,Z) on the lattice Z2 of unitary generators Ux. In [19] it is proven that in fact
the whole automorphism group of the algebra A(T2θ) for irrational θ with certain
extra Diophantine conditions is given by a semidirect product of this action, the
canonical torus action: Uei 7→ λiUei and the projectivized group of unitaries of
A(T2θ) in the connected component of the identity:
PU(A(T2θ))
0 o (T2 o SL(2,Z)).
For n > 2 the situation is less clear, since the action on the K0 group need not be
trivial anymore. When n > 2, if θ is a matrix such that all θij are independent over
Z, one can easily calculate that an outer automorphism cannot simply map basic
unitaries to other basic unitaries. An automorphism σ of this form must satisfy
e(σ(x) · θσ(y)) = e(x · θy) for all x,y ∈ Zn. If the θij are independent over Z, we
see that σ(x) = α11x+α12y and σ(y) = α21x+α22y with
(
α11 α12
α21 α22
)
∈ SL(2,Z).
When n > 2 the only solution for all x and y is σ(x) = ±x with sign the same for
all x.
With this knowledge of the automorphism group, we can proceed to our main
theorem of this section.
Theorem B. Except for a set of θ of measure 0, the different spin structures of the
smooth noncommutative n-torus A(Tnθ ) cannot be unitarily equivalent by an inner
automorphism of the algebra.
In the case n = 2 the theorem was proven in [28, Theorem 2.5].
Proof. While for the proof of Theorem B it is only necessary to consider inner
automorphisms, we get Corollary 2 if we also consider automorphisms induced by
an action of SL(2, Z) on the algebra.
By [21, Corollary 4.6] and [5, Theorem I], we have that for almost all noncom-
mutative tori Inn(A(Tnθ )) = Inn0(A(Tnθ )). This means that if an inner automor-
phism changes the spin structure, than so does the identity automorphism. We
will assume in the following that the components of θ in the upper right corner
are independent over Z. The set of θ all of whose components in the upper right
corner are independent over Z is of full measure, and so is the set of θ for which
Inn(A(Tnθ )) = Inn0(A(Tnθ )), so their intersection also has full measure.
We label the basis of the Hilbert space for the different spin structures by the
same labels m, so µ = m + . We see that for a spin structure  the operator J ,
written as in equation (22), acts as
Jem,i = Λije ((m+ ) ·A(m+ )) e−m+2,j .
We consider a unitary transformation W , induced by an automorphism σ ∈
SL(2, Z), and denote
We0,i =
∑
k
∑
j
wk,ijek,j ,
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for the action on the e0,i, and write σ(x) for the obvious action of the automorphism
σ (either an element of SL(2,Z) when n = 2, or the action x 7→ ±x when n > 2)
on the vector x ∈ Zn.
We first show that the action of the unitary transformation W on the Hilbert
space is fully determined by the action on the different e0,i. Next we show that the
condition (31c) implies that the action of the unitary transformation on the basis
vectors must be such that a basis vector e0,i is mapped to a linear combination
of vectors ek,l with k = ˜ − σ(), where  is the original spin structure and ˜ the
new spin structure. If σ() = ±, this means that the spin structure is unchanged,
since k must lie in Zn. For the noncommutative 2-torus, we have σ ∈ SL(2,Z),
and we see that if  ∈ Z2, the spin structure is unchanged. All spin structures on
the noncommutative 2-torus for which  /∈ Z2 are unitarily equivalent.
Consider a unitary transformation W that maps a spin structure  to ˜. Since
ex,i = Uxe(−x ·Ax/2− x ·A)e0,i and using (31a) we can write
Wem,i = WUme(−m ·Am/2−m ·A)e0,i
= Uσ(m)e(−m ·Am/2−m ·A)
∑
k,j
wk,ijek,j

=
∑
k,j
e
(
σ(m) ·A(k+ ˜) + 1
2
σ(m) ·Aσ(m)−m ·Am/2−m ·A
)
wk,ijek+σ(m),j .
So the action of W on the Hilbert space is fully determined by the action on the
e0,i. Requirement (31c) gives the following equations:
WJem,i = Λije ((m+ ) ·A(m+ ))We−m+2,j
=
∑
k,l
Λije
(
(m+ ) ·A(m+ ) + σ(−m+ 2) ·A(k+ ˜ + 1
2
σ(−m+ 2))
)
· e
(
−(2−m) ·A( + 1
2
(2−m))
)
wk,jlek+σ(−m+2),l
=
∑
k,l
Λije ( ·A(−3 + 2m) + σ() ·A(2(˜ + k) + σ(2−m)))
· e
(
m ·A(3 + 1
2
m) + σ(m) ·A(−˜− k+ σ(1
2
m− ))
)
wk,jlek+σ(−m+2),l
J˜Wem,i =
∑
k,j
e (σ(m) ·A(k+ ˜ + σ(m)/2)−m ·A( +m/2))wk,ijek+σ(m),j
=
∑
k,j
Λjle ((k+ σ(m) + ˜) ·A(k+ σ(m) + ˜))
· e (−σ(m) ·A(k+ ˜ + σ(m)/2) +m ·A( +m/2))w∗k,ije−k−σ(m)+2˜,j
=
∑
k,j
Λjle ((˜ + k) ·A(˜ + k+ σ(m)) +m ·A( +m/2))
· e
(
1
2
σ(m) ·Aσ(m)
)
w∗k,ije−k−σ(m)+2˜,j .
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Collecting the vectors with the same indices and in the same Hilbert space Hj we
see that for indices k+ σ(−m+ 2) = −k′ − σ(m) + 2˜, or k′ = −k+ 2˜− 2σ():
e
(
σ(−m+ 2) ·A(k+ ˜ + 1
2
σ(−m+ 2))− (2−m) ·A( + 1
2
(2−m))
)
wk,jl
= Λjle
(
(˜ + k) ·A(˜ + k+ σ(m)) +m ·A( +m/2) + 1
2
σ(m) ·Aσ(m)
)
w∗k,ij .
Since Λ−1 = Λ† and
∑
j ΛljΛ
∗
ji = ±δil with δil the Kronecker delta, this implies
that
wk,ij =± e (2 ·A(3− 2m) + 3˜ ·A(3˜− k+ σ(−2 +m)))
· e (k ·A(−3˜ + k+ σ(2−m)) + σ() ·A(−4˜ + 4k+ 3σ(2−m)))
· e (σ(m) ·A(˜ + k+ σ())− 2m ·A)w∗−k+2˜−2σ(),ij .(32)
Applying this same formula again for w∗−k+2˜−2σ(),ij , we get
w∗−k+2˜−2σ(),ij = e ( ·A(3− 2m)− (˜ + k) ·A(˜ + k+ σ(m))−m ·A(4 +m))
· e (σ() ·A(6˜− 2k− σ(2−m)) + σ(m) ·A(3˜− k− σ( +m)))wk,jk.(33)
Filling in the expression of (33) in (32), we see
wk,jk = e (2˜ ·A(4˜− 2k+ σ(m− 3)) + 2k ·A(σ(−m)− 2˜))
· e (2σ() ·A(3k− 5˜ + σ(4−m)) + 2σ(m) ·A(k− ˜ + σ()))wk,jk.
Collecting all terms which contain m we see that these add up to 2σ(m) · θ(k +
σ() − ˜). Since the equality above should hold for all m, this means that either
wk,ij = 0, or m · θ(k+ σ()− ˜) = 0 for all m.
If all components of θ in the upper right corner are independent over Z this can
only be the case if k+σ()− ˜ = 0, hence k = ˜−σ(). Since k must lie in Zn, we
see that if σ() = ± the spin structure cannot change. 
From the proof it also follows:
Corollary 2. Let σ ∈ SL(2,Z). The automorphism σ of Z2 induces an automor-
phism of the noncommutative 2-torus of the form Ux 7→ Uσ(x).
This automorphism induces a unitary equivalence of real spectral triples which
maps a spin structure  to ˜ = σ(). In particular, real spectral triples on the
noncommutative 2-torus which are not isospectral deformations of the trivial spin
structure on the commutative 2-torus are unitary equivalent to each other, via the
following unitary map W :
Weµ = eσ(µ),
WUxW
−1 = Uσ(x),
D′ =
∑
j
σ−1(τ j) · δ
⊗Aj ,
J ′ = J,
composed with an additional unitary map given by Lemma 1 that maps the repre-
sentation piA
′
with A′ = σtAσ to the original piA.
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Proof. The statement about the spin structures follows from the statements at
the end of the proof of Theorem B. Since σ ∈ SL(2,Z) is an automorphism of the
lattice Z2, it cannot map an  /∈ Z2 to one in Z2 and vice-versa. On the other hand,
set 10 =
(
1
2
0
)
, 01 =
(
0
1
2
)
, 11 =
(
1
2
1
2
)
, and M =
(
1 0
−1 1
)
, N =
(
1 −1
0 1
)
in
SL(2,Z). We see
11
M
xx
N

10
M−1
99
NM−1
-- 01
MN−1
mm
N−1
[[
where the matrices M and N act by left multiplication, so there exist σ ∈ SL(2,Z)
such that the  /∈ Z2 are mapped to one another. Given a unitary operator Weµ =
eσ(µ), we can calculate its action on the Dirac operator by using the definition
(31b):
D′eµ,k = WDW−1eµ,k
= WDeσ−1(µ),k
= W
∑
j
(
τ j · (σ−1(µ))
)⊗Ajeσ−1(µ),k
=
∑
j
(
σ−1(τ j) · µ
)⊗Ajeµ,k.
The action of the automorphisms σ ∈ SL(2,Z) on the Dirac operator when  = 0
was also determined for  = 0 in [37, Section 7.1]. with the change in notation that
our τ 1 is given there by
(
0
Imτ
)
and our τ 2 is there
(
1
Reτ
)
. 
Some questions left unanswered by these results are the effects of the outer auto-
morphisms for n > 2 and Morita equivalences of noncommutative tori, as described
in [32] and [20], on the spin structure. Also, the definition of an equivariant spec-
tral triple can be generalized to allow [D,h] 6= 0, but bounded. This was used to
construct equivariant Uq(SU(2)) spectral triples in [14]. It would be interesting
to investigate what possibilities this would open up for the noncommutative torus.
We hope to return to these questions in the future.
References
[1] J. Frank Adams, Vector fields on spheres, Ann. of Math. (2) 75 (1962), 603–632. MR0139178
(25 #2614)
[2] J. Frank Adams, Peter D. Lax, and Ralph S. Phillips, On matrices whose real linear com-
binations are non-singular, Proc. Amer. Math. Soc. 16 (1965), 318–322. MR0179183 (31
#3432)
[3] Hajime Aoki, Jun Nishimura, and Yoshiaki Susaki, The index of the overlap Dirac operator
on a discretized 2d non-commutative torus, Journal of High Energy Physics 2007 (2007),
no. 02, 033.
[4] Jean Bellissard, Andreas van Elst, and Hermann Schulz-Baldes, The noncommutative geom-
etry of the quantum Hall effect, Journal of Mathematical Physics 35 (1994), no. 10, 5373–
5451.
26 JAN JITSE VENSELAAR
[5] Florin P. Boca, The structure of higher-dimensional noncommutative tori and metric
Diophantine approximation, J. Reine Angew. Math. 492 (1997), 179–219. MR1488068
(98k:46096)
[6] Berndt A. Brenken, Representations and automorphisms of the irrational rotation algebra,
Pacific J. Math. 111 (1984), no. 2, 257–282. MR734854 (86a:46089)
[7] Alain Connes, Noncommutative geometry, Academic Press Inc., San Diego, CA, 1994.
MR1303779 (95j:46063)
[8] , Noncommutative geometry and reality, J. Math. Phys. 36 (1995), no. 11, 6194–6231.
MR1355905 (96g:58014)
[9] , Gravity coupled with matter and the foundation of non-commutative geometry,
Comm. Math. Phys. 182 (1996), no. 1, 155–176. MR1441908 (98f:58024)
[10] , On the spectral characterization of manifolds (October 2008), available at math.OA:
0810.2088. http://arxiv.org/abs/0810.2088.
[11] Alain Connes and Michel Dubois-Violette, Noncommutative finite-dimensional manifolds. I.
Spherical manifolds and related examples, Comm. Math. Phys. 230 (2002), no. 3, 539–579.
MR1937657 (2004a:58006)
[12] Alain Connes and Matilde Marcolli, Noncommutative geometry, quantum fields and motives,
American Mathematical Society Colloquium Publications, vol. 55, American Mathematical
Society, Providence, RI, 2008. MR2371808 (2009b:58015)
[13] Ludwik Da¸browski, Spinors and theta deformations, Russ. J. Math. Phys. 16 (2009), no. 3,
404–408. MR2551887 (2011b:58060)
[14] Ludwik Da¸browski, Francesco D’Andrea, Giovanni Landi, and Elmar Wagner, Dirac operators
on all Podles´ quantum spheres, J. Noncommut. Geom. 1 (2007), no. 2, 213–239. MR2308305
(2008h:58051)
[15] Ludwik Da¸browski and Roberto Percacci, Spinors and diffeomorphisms, Comm. Math. Phys.
106 (1986), no. 4, 691–704. MR860317 (88d:81054)
[16] Shaun Disney, George A. Elliott, Alexander Kumjian, and Iain Raeburn, On the classification
of noncommutative tori, C. R. Math. Rep. Acad. Sci. Canada 7 (1985), no. 2, 137–141.
MR781813 (86j:46064a)
[17] Edward G. Effros and Frank Hahn, Locally compact transformation groups and C∗- algebras,
Memoirs of the American Mathematical Society, No. 75, American Mathematical Society,
Providence, R.I., 1967. MR0227310 (37 #2895)
[18] George A. Elliott, On the K-theory of the C∗-algebra generated by a projective representation
of a torsion-free discrete abelian group, Operator algebras and group representations, Vol. I
(Neptun, 1980), 1984, pp. 157–184. MR731772 (85m:46067)
[19] , The diffeomorphism group of the irrational rotation C∗-algebra, C. R. Math. Rep.
Acad. Sci. Canada 8 (1986), no. 5, 329–334. MR859436 (87m:46122)
[20] George A. Elliott and Hanfeng Li, Morita equivalence of smooth noncommutative tori, Acta
Math. 199 (2007), no. 1, 1–27. MR2350069 (2008k:58023)
[21] George A. Elliott and Mikael Rørdam, The automorphism group of the irrational rotation
C∗-algebra, Comm. Math. Phys. 155 (1993), no. 1, 3–26. MR1228523 (94j:46059)
[22] Jose´ M. Gracia-Bond´ıa, Joseph C. Va´rilly, and He´ctor Figueroa, Elements of noncommutative
geometry, Birkha¨user Advanced Texts: Basel Textbooks, Birkha¨user Boston Inc., Boston, MA,
2001. MR1789831 (2001h:58038)
[23] Wu Chung Hsiang and C. Terry C. Wall, On homotopy tori. II, Bull. London Math. Soc. 1
(1969), 341–342. MR0258044 (41 #2691)
[24] Christian Kassel, Quantum groups, Graduate Texts in Mathematics, vol. 155, Springer-Verlag,
New York, 1995. MR1321145 (96e:17041)
[25] Giovanni Landi, Fedele Lizzi, and Richard J. Szabo, String geometry and the noncommutative
torus, Comm. Math. Phys. 206 (1999), no. 3, 603–637. MR1721895 (2001c:81212)
[26] H. Blaine Lawson Jr. and Marie-Louise Michelsohn, Spin geometry, Princeton Mathematical
Series, vol. 38, Princeton University Press, Princeton, NJ, 1989. MR1031992 (91g:53001)
[27] John W. Milnor, Spin structures on manifolds, Enseignement Math. (2) 9 (1963), 198–203.
MR0157388 (28 #622)
[28] Mario Paschke and Andrzej Sitarz, On Spin structures and Dirac operators on the noncom-
mutative torus, Lett. Math. Phys. 77 (2006), no. 3, 317–327. MR2260377 (2007e:58010)
CLASSIFICATION OF SPIN STRUCTURES ON THE NONCOMMUTATIVE n-TORUS 27
[29] Michael Reed and Barry Simon, Methods of modern mathematical physics. IV. Analysis
of operators, Academic Press [Harcourt Brace Jovanovich Publishers], New York, 1978.
MR0493421 (58 #12429c)
[30] Marc A. Rieffel, Projective modules over higher-dimensional noncommutative tori, Canadian
Journal of Mathematics. Journal Canadien de Mathe´matiques 40 (1988), no. 2, 257338.
[31] , Noncommutative tori—a case study of noncommutative differentiable manifolds,
Geometric and topological invariants of elliptic operators (Brunswick, ME, 1988), 1990,
pp. 191–211. MR1047281 (91d:58012)
[32] Marc A. Rieffel and Albert Schwarz, Morita equivalence of multidimensional noncommutative
tori, Internat. J. Math. 10 (1999), no. 2, 289–299. MR1687145 (2000c:46135)
[33] Wolfgang M. Schmidt, Diophantine approximations and Diophantine equations, Lecture
Notes in Mathematics, vol. 1467, Springer-Verlag, Berlin, 1991. MR1176315 (94f:11059)
[34] Andrzej Sitarz, Equivariant spectral triples, Noncommutative geometry and quantum groups
(Warsaw, 2001), 2003, pp. 231–263. MR2024433 (2005g:58058)
[35] Masamichi Takesaki, Tomita’s theory of modular Hilbert algebras and its applications, Lecture
Notes in Mathematics, Vol. 128, Springer-Verlag, Berlin, 1970. MR0270168 (42 #5061)
[36] , Theory of operator algebras. I, Springer-Verlag, New York, 1979. MR548728
(81e:46038)
[37] Joseph C. Va´rilly, An introduction to noncommutative geometry, EMS Series of Lec-
tures in Mathematics, European Mathematical Society (EMS), Zu¨rich, 2006. MR2239597
(2007e:58011)
[38] Marc Wambst, Hochschild and cyclic homology of the quantum multiparametric torus, J.
Pure Appl. Algebra 114 (1997), no. 3, 321–329. MR1426492 (98c:16008)
Mathematical Institute, Utrecht University, PO Box 80010, 3508 TA Utrecht, The
Netherlands
E-mail address: J.J.Venselaar1@uu.nl
