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Resume { Dans le contexte des problemes inverses en analyse d'images, cet article aborde les modeles stochastiques hierarchiques
qui permettent d'ameliorer les approches basees sur les champs de Markov. Nous introduisons une nouvelle structure hierarchique
hybride qui permet de combiner des a priori spatial et hierarchique : il s'agit d'un quadarbre tronque dont les nuds du niveau
le plus grossier supportent un champ de Markov spatial sur une grille. Sur cette structure, l'estimation des inconnues au sens du
Mode des Marginales a Posteriori (MPM) est calculee de maniere semi-iterative. Un gain en qualite et en encombrement memoire
est ainsi obtenu pour des temps de calcul proches de ceux des algorithmes non-iteratifs sur un arbre complet.
Abstract { Within the framework of inverse problems from image analysis, this paper meets with the hierarchical stochastic
models which allow the improvement of Markov-Random-Field-based approaches. We introduce a new hybrid hierarchical struc-
ture which allows us to combine spatial and hierarchical a priori: it is a truncated quadtree whose coarsest level nodes support
a grid-based MRF. On this structure the Mode of Posterior Marginals (MPM) inference is conducted in a semi-iterative way.
Gains in terms of both quality of results and memory requirements are thus provided for a computational load near the one of
non-iterative algorithms on a complete tree.
1 Contexte :
Les modeles hierarchiques
Il est possible de reduire la plupart des problemes in-
verses d'analyse d'images a l'etude d'une fonction d'ener-
gie U(x; y) qui traduise les interactions entre des variables
mesurees y = (y
j
)
j
et de nombreuses variables x = (x
i
)
i
,
inconnues, a determiner. Dans une approche markovienne
x et y sont denis comme des vecteurs aleatoires et nous
avons alors la relation suivante entre leur distribution jointe
et la fonction d'energie :
P(x; y) / expf U(x; y)g:
La theorie de l'estimation Bayesienne propose deux esti-
mateurs principaux pour determiner x : l'estimateur du
Maximum A Posteriori (MAP) qui correspond au mini-
mum global de la fonction d'energie (x^ = argmax
x
P(xjy)
= argmin
x
U(x; y)) et l'estimateur du Mode des Margi-
nales a Posteriori (MPM) (8 i; x^
i
= argmax
x
i
P(x
i
jy))
qui necessite le calcul des probabilites marginales en som-
mant sur un tres grand nombre de congurations.
Bien que la fonction d'energie puisse generalement se
decomposer en une somme de termes locaux ne mettant
en jeu qu'un petit nombre de variables, il est generale-
ment impossible d'obtenir une estimation exacte de x se-
lon le critere du MAP ou du MPM. Des algorithmes ite-
ratifs d'approximation deterministes ou stochastiques ont
ete imagines, mais ils exhibent souvent un cou^t calcula-
toire tres important. Ce constat a motive la recherche de
modeles plus speciques induisant des algorithmes d'esti-
mation plus ecaces.
C'est pour cette raison, entre autres, que les modeles
hierarchiques ont ete introduits. Certains d'entre eux sont
bases sur les nuds d'un quadarbre dont les feuilles sont
associees aux pixels des images (de resolution maximale)[2,
5, 6, 7]. Dans ce cas, ils permettent d'obtenir des estima-
tions exactes a l'aide de procedures non-iteratives en deux
passes. Par consequent, de tels modeles hierarchiques ap-
portent un gain en temps de calcul. Ils peuvent aussi ame-
liorer la qualite des resultats. Toutefois, les contraintes
imposees par leur structure peuvent para^tre articielles
pour certains types de problemes ou de donnees ; en par-
ticulier comment interpreter les estimees au niveau des
resolutions les plus grossieres? De plus, la manipulation
d'une structure d'arbre complet peut devenir tres lourde
dans le cas d'images de tres grande taille.
Pour eviter ces inconvenients, nous proposons ici un mo-
dele hierarchique base sur une structure hybride qui est
constituee d'une grille spatiale de taille reduite au niveau
le plus grossier, a laquelle des sous-arbres sont rattaches
(voir Fig.1). Les feuilles de ces derniers correspondent au
niveau le plus n. L'etude de l'estimateur du MAP sur
cette structure a deja ete menee dans [4]. Cependant, l'es-
timateur du MPM est connu pour e^tre plus pertinent que
le MAP et fournit les probabilites marginales a posteriori
qui sont une brique indispensable pour les techniques d'es-
timation de parametres de type EM. Pour cette raison,
nous etudions maintenant l'estimateur du MPM sur cette
structure hybride.
Tab. 1: Estimation semi-iterative du MPM sur l'arbre tronque
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2 Modele hierarchique hybride et
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Fig. 1: Exemple de structure hierarchique hybride
Le modele hierarchique que nous utilisons est base sur la
structure hybride decrite dans [4]. Un exemple est presente
sur la gure 1 pour un seul niveau au-dessous de la grille
grossiere. Brievement, la structure hybride peut se decrire
a travers la denition d'une grille rectangulaire S
0
dont
chaque site est la racine d'un quadarbre, de telle sorte que
les nuds du niveau n (0 < n  N) forment une grille
S
n
, 2
n
 2
n
fois plus grande que S
0
. Nous notons { le
parent du site i (si i n'est pas au niveau le plus grossier),
i l'ensemble des enfants de i (si i n'est pas au niveau le
plus n), et enn i l'ensemble des sites formant l'arbre
de racine i. Les vecteurs x et y sont maintenant indexes
par les nuds de S
4
=
S
N
n=0
S
n
. Enn la distribution a
posteriori est supposee de la forme suivante :
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ou < i; j > designe les paires de voisins dans S
0
, g
ij
et f
i
sont des fonctions locales qui expriment l'a priori respec-
tivement spatial et hierarchique (ordinairement ils privile-
gient des estimees similaires entre voisins et entre parent
et enfants, resp.), et h
i
represente la relation point-a-point
entre les variables observees y
i
et les inconnues x
i
.
Dans le cas d'un arbre complet ou S
0
est reduite a un
seul site, l'estimation exacte du MPM peut e^tre calculee
pour chaque nud [5] en utilisant une extension de l'al-
gorithme de Baum-Welch sur une cha^ne [1]. Dans le cas
general, la recurrence descendante sera maintenant basee
sur la relation suivante :
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, doivent e^tre
calcules lors d'une passe montante prealable, par somma-
tions successives sur les x
i
tels que i 62 S
0
. A l'issue de
cette premiere etape, nous obtenons a une constante mul-
tiplicative pres la loi a posteriori associee au niveau le
plus grossier P(x
S
0
jy) =
P
x
SnS
0
P(xjy). La structure non-
causale de S
0
impose d'approximer les P(x
i
jy) en echan-
tillonnant la distribution P(x
S
0
jy) a l'aide d'un echan-
tillonneur de Gibbs. La procedure complete est decrite
dans le tableau 1.
3 Comparaisons de classications
supervisees
Nous illustrons la pertinence de notre approche au tra-
vers du traitement d'un probleme de classication supervi-
see. Pour cette etude de cas, nous avons choisi un a priori
de type Potts : g
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ou  est la fonction de Kroneker.
Des comparaisons ont etemenees pourN 2 f0; 2; 3; 4; pg
(si la taille de l'image est 2
p
2
p
) avec des images synthe-
tiques et des images reelles satellitales. Nous pouvons re-
marquer que pourN = 0 il s'agit du modele standard non-
hierarchique utilisant un echantillonneur de Gibbs, tandis
que N = p correspond a l'arbre complet (jS
0
j = 1) et per-
met une estimation exacte non-iterative des marginales a
posteriori [5].
3.1 Images synthetiques
image synthetique bruit moyen bruit fort
Fig. 2: Donnees synthetiques
Nous desirons partitionner une image synthetique 256
256 en 5 classes (Fig.2). L'image a ete bruitee avec un bruit
blanc gaussien additif d'ecart-type dierent pour chaque
classe. Ainsi (
k
; 
2
k
)
5
k=1
, les moyennes et les variances en
luminance, sont connues. Nous avons choisi d'utiliser deux
images bruitees. La deuxieme image presentant des va-
riances superieures, il nous sera ainsi possible d'etudier la
robustesse de notre approche par rapport au bruit.
Les resultats sont presentes sur les gures 3 et 4 avec
leur taux de bonne classication respectifs et leur temps
de calcul (station Sun Ultra Sparc I 170 MHz). De plus, il
faut souligner le fait que les algorithmes du MPM donnent
acces en chaque site a une mesure de conance vis-a-vis
de l'etiquette estimee. Cette mesure (Fig.5), basee sur un
calcul d'entropie
c
i
4
=  
X
x
i
P(x
i
jy) logP(x
i
jy) ;
permet de mieux apprecier la qualite des estimations et
d'adapter leur utilisation en consequence.
Tout d'abord, quant a l'aspect visuel des classications
hierarchiques, il est a noter la presence d'eets de blocs
du^s a la structure en quadarbre, mais cet eet est de moins
en moins prononce a mesure que le nombre de niveau dans
la structure hybride diminue.
Ensuite, il est remarquable que les methodes hierar-
chiques fournissent de meilleurs resultats que le MPM
spatial et demandent beaucoup moins de temps, environ
quarante fois moins. Pour l'estimation des marginales a
posteriori avec la procedure d'echantillonnage, nous avons
ajuste le nombre d'echantillons retenus (m k, voir synop-
sis du tab.1) a la taille de la grille concernee (200 pour la
grille complete et 20 pour la grille reduite de la structure
hybride). Nous pouvons aussi constater que les methodes
hierarchiques resistent mieux a l'augmentation du bruit
dans l'image. En eet, la classe ou la variance du bruit
a ete le plus augmentee (les cercles les plus clairs) n'est
quasiment pas presente dans la classication fournie par le
MPM spatial et sa carte de conance presente un aspect
beaucoup plus bruite.
Enn, l'estimation semi-iterative apporte une legere ame-
lioration par rapport au non-iteratif, pour des temps com-
parables et un encombrement memoire bien moindre, le
nombre de sites ayant ete reduit. Donc l'utilisation d'une
procedure iterative d'echantillonnage au niveau le plus
grossier ne semble pas impliquer une surcharge calcula-
toire signicative tout en ameliorant les resultats.
N = 0 N = 2
N = 3 N = 8
Modele bonne classif. temps cpu
iteratif N = 0 93% 7min
semi-iteratif N = 2 96.4% 10.5s
semi-iteratif N = 3 95.5% 9.3s
non-iteratif N = 8 95.3% 9s
Fig. 3: Resultats comparatifs de classication avec l'image
moyennement bruitee
N = 0 N = 2
N = 3 N = 8
Modele bonne classif. temps cpu
iteratif N = 0 90% 7min
semi-iteratif N = 2 93.8% 10.5s
semi-iteratif N = 3 92.1% 10s
non-iteratif N = 8 92% 9s
Fig. 4: Resultats comparatifs de classication avec l'image
fortement bruitee
N = 0 N = 2 N = 3 N = 8
Fig. 5: Cartes de conance associees aux classications
de l'image moyennement bruitee (au-dessus) et de l'image
fortement bruitee (au-dessous).
3.2 Images reelles satellitales
Nous avons poursuivi nos comparaisons sur un exemple
reel d'images satellitales SPOT qui nous ont ete fournies
par Costel (Universite de Rennes2) dans le cadre d'etudes
en teledetection au sein du Groupement Scientique en
Teledetection Bretagne (GSTB). La scene (Fig.6) est com-
posee de trois images 512  512 acquises dans trois lon-
gueurs d'onde dierentes du visible et represente la baie
de Lannion (France) en decembre 1996. L'objectif de ces
etudes etait de determiner l'occupation du sol de cette
region. Pour cela, les geographes de Costel ont etabli une
liste de huit classes : Mer et eau, Sable et sols nus, Urbain,
Fore^ts et landes, Prairies articielles, Prairies naturelles,
Colza, Legumes.
Canal 1 Canal 2 Canal 3
Fig. 6: Images satellitales SPOT 512 512 (avec la gra-
cieuse permission de Costel, Universite de Rennes 2, et du
GSTB).
Gra^ce a des prelevements sur le terrain et a des photo-
interpretations, des petites portions d'images (( echantil-
lons )) representatives de chacune des classes ont pu e^tre
extraites. Nous avons partage cet ensemble d'echantillons
en deux parties : une partie a ete utilisee pour l'apprentis-
sage des parametres des classes et la seconde a ete reser-
vee pour evaluer la qualite des classications (les taux de
classication donnes plus loin seront donc calcules sur ces
echantillons).
Pour prendre en compte l'aspect multispectral des don-
nees, nous considerons les trois canaux independants et
la fonction d'attache aux donnees devient le produit des
vraisemblances gaussiennes associees a chaque canal.
Les quatre algorithmes presentent des resultats simi-
laires de bonne qualite (Fig.7), puisque environ 92% des
pixels des echantillons sont bien classes. Cependant, nous
pouvons constater le substantiel avantage qu'apportent
les methodes hierarchiques en terme de temps de calculs.
Ainsi plus d'une heure est necessaire au MPM iteratif, la
ou les estimations hierarchiques ne demandent que quelques
minutes (moins de 3min). Ceci nous permet d'e^tre opti-
miste vis-a-vis de l'estimation de parametres avec des me-
thodes iteratives de type EM pour lesquelles chaque ite-
ration necessite, comme le MPM, le calcul de marginales
locales a posteriori.
4 Extension
Avec l'estimateur du MAP [4], nous avions conclu que
la struture hybride etait un bon compromis pour l'analyse
hierarchique d'images. Cette etude le conrme avec l'es-
timateur du MPM. Quant a la suite de ce travail, nous
envisageons de traiter le probleme critique de l'estimation
Legumes
Mer et eau 
Prairies naturelles 
Prairies artificielles 
Forets et landes 
Colza 
Urbain 
Sable et sols nus 
N = 0 N = 3 Legende
N = 4 N = 9
Modele bonne classif. temps cpu
iteratif N = 0 92% 1h10min
semi-iteratif N = 3 92.5% 165s
semi-iteratif N = 4 92.5% 165s
non-iteratif N = 9 92.2% 160s
Fig. 7: Resultats comparatifs de classication sur les
images SPOT multispectrales.
de parametres : en utilisant le calcul des marginales in-
troduit ici, nous devrions e^tre capables de construire des
algorithmes de type EM speciques a la structure hybride,
comme cela a deja ete propose pour les arbres complets
[2, 5] et pour les grilles bi-dimentionnelles [3]. Nous avons
aussi en projet d'aborder la question de l'estimation auto-
matique du nombre optimal de niveaux dans la structure.
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