A natural gas burner has been used as a precise and accurate source for generating large quantities of carbon dioxide (CO 2 ) to evaluate emissions measurements at near-industrial scale. Two methods for determining carbon dioxide emissions from stationary sources are considered here: predicting emissions based on fuel consumption measurements-predicted emissions measurements, and direct measurement of emissions quantities in the flue gas-direct emissions measurements. Uncertainty for the predicted emissions measurement was estimated at less than 1%. Uncertainty estimates for the direct emissions measurement of carbon dioxide were on the order of ±4%. The relative difference between the direct emissions measurements and the predicted emissions measurements was within the range of the measurement uncertainty, therefore demonstrating good agreement. The study demonstrates how independent methods are used to validate source emissions measurements, while also demonstrating how a fire research facility can be used as a precision test-bed to evaluate and improve carbon dioxide emissions measurements from stationary sources.
Introduction
Carbon dioxide (CO 2 ) accounts for approximately 84% of total greenhouse emissions in the United States, with fossil fuel combustion being the largest source. Since 1990, fossil fuel combustion has been responsible for more than 90% of U.S. CO 2 emissions. In 2011, electric power generation had the largest contribution of any sector. Fossil-fuel-consuming stationary sources such as electric power plants and industrial facilities accounted for more than half of all CO 2 emissions in the United States (U.S. Environmental Protection Agency [EPA], 2013) . These large emission sources are therefore a logical choice to examine the accuracy of reported CO 2 emissions.
There are two primary methods for determining CO 2 emissions from stationary sources. The first method uses combustion stoichiometry to compute theoretical amounts of CO 2 emissions from fuel consumption data. The fuel consumption data come from precombustion measurements, and conversion efficiency factors are applied to predict CO 2 emission amounts; hence, the method is hereafter referred to as predicted emissions measurements. The second method requires measurements of the CO 2 concentration and the volume flow rate of the flue gas in the stack using a continuous emissions monitoring system (CEMS). The measurements for this method are postcombustion and are therefore direct measurements of the CO 2 . This method is hereafter referred to as direct emissions measurements.the level of uncertainty in emissions measurements at individual power plants as well as other stationary sources. Crosschecking emissions values with independent methods for determining CO 2 emissions is a necessary step to evaluate the current level of practice of measurement science as applied to emissions measurements.
The previously mentioned investigations identify uncertainty in the CEMS measurements as a potential cause for the large discrepancies in CO 2 emissions when comparing the databases. However, the investigations also recognize that predicting CO 2 emissions from fuel consumption data and emissions factors is not without uncertainty. The present study seeks to demonstrate how a detailed uncertainty analysis of both direct emissions measurements and predicted emissions measurements is useful to understanding the causes for discrepancy when the two methods are compared.
Experiments were conducted at the National Institute of Standards and Technology (NIST) Large Fire Research Laboratory (LFRL) to compare CO 2 emissions as part of an effort to evaluate the uncertainty of emissions measurements in large combustion sources. A natural gas burner was used to generate precise and accurate quantities of CO 2 at near-industrial scale. Carbon dioxide emission rates for the flue gas were derived from direct measurements of the CO 2 concentration and the volume flow rate in the facility's exhaust duct. At the same time, measurements of the natural gas composition and flow to the burner provided fuel consumption data to predict CO 2 emission rates. This study simulates a periodic crosscheck of CO 2 emission values for a stationary source, similar to a relative accuracy test audit. It also demonstrates how the conservation of mass is an excellent guiding principle for such verification exercises.
Experimental Methods

Facility
The NIST LFRL is used for the study of full-scale fires in buildings. During the routine fire experiments conducted in the facility, the flow and concentration of effluents in the exhaust duct are measured, much like CEMS measurements at the smoke stack of a stationary source. The flue gas measurements are used to derive the primary measurement parameter of the facility, the rate of heat released by a fire. A 1.2 m × 1.5 m tube-bed burner (Figure 1 ), which issues a turbulent diffusion flame of natural gas, is used as a reference fire source for the heat release rate measurements (Bryant et al., 2003) . The LFRL is currently in the process of a major construction remodel and expansion. It will reopen as the National Fire Research Laboratory (NFRL), equipped with an additional hood and floor space to accommodate fires with heat release rates as large as 20 MW. Therefore, in addition to the contribution to fire research, the added heat release rate capacity extends the range of use of the facility as a near-industrial-scale surrogate to study the issues related to emissions measurements from stationary sources.
Predicted emissions measurements
The natural gas burner (Figure 1 ) can operate at heat release rates up to 8 MW. Measurements of volume flow rate, pressure, temperature, and gas composition are made in the natural gas delivery system just upstream of the burner (Figure 2 ). The system consists of a positive displacement flow meter, thermistor temperature probes, pressure transducers, and a gas chromatograph to analyze the gas composition. From these measurements, it is possible to compute the amount of heat released from the burner.
The gas composition measurements also make it possible to determine the molecular weight, compressibility, and carbon content of the fuel. Carbon content measurements updated every 180 sec and fuel consumption measurements updated every 1 sec allow for real-time CO 2 emission predictions from the natural gas burner. This treatment of the measurements makes the natural gas burner a precision source of carbon dioxide. The CO 2 emissions can be derived from the following expression, where the parameters are defined in Table 1 .
Assuming that all of the carbon mass in the fuel is converted to CO 2 and that all of the combustion products are captured by the canopy exhaust hood, eq 1 represents the mass flow rate of CO 2 generated by the fire and injected into the exhaust duct. Figure 2. Photograph of the natural gas fuel delivery system used to control and measure the mass flow rate and composition of the fuel that supplies the burner.
Therefore, the equation represents the CO 2 emissions computed from fuel consumption and composition-the predicted emissions measurements. Table 1 demonstrates nominal values for the input measurements of eq 1. The burner was operated with fires of 2 MW or less for this investigation due to the need to conduct the velocity traversing experiments, which required the burner to run for extended periods. Using lower heat release rates limited the radiant heat exposure to the surrounding environment. When operating at full capacity, the natural gas fire generates approximately 0.5 kg/sec of CO 2 . The burner can be used to simulate steady-state and transient combustion processes from a moderate size stationary source such as an industrial plant. An uncertainty analysis was performed to estimate the combined uncertainty of the predicted emissions measurements of CO 2 . Assuming that the input measurements for eq 1 were mutually independent, the following equation was applied to estimate the combined relative uncertainty:
The standard uncertainty, u(x i ), for each input measurement, x i , used to compute the predicted CO 2 emissions (y ¼ _ m CO 2 ;p ) is listed in Table 1 . The nondimensional sensitivity coefficient, given as,
is also listed in the table to reflect the weighting applied to the standard uncertainty of each component. Estimates of the relative expanded uncertainty (twice the relative standard uncertainty for a 95% confidence interval) were nominally better than ±0.017 for the predicted emissions measurements. Improvements in the flow meter calibration and temperature and pressure measurements reduced the relative expanded uncertainty to nominally ±0.010 or less. The largest components of uncertainty were the fuel carbon content and the volume flow rate measurement. Exhaust stream measurements of CO 2 , CO (carbon monoxide), and O 2 (oxygen) were performed to verify the burner conversion efficiency and plume capture assumptions. Measureable amounts of CO were not detected in the flue gas; therefore, complete carbon conversion was assumed (η b = 1) and the detection limit of the measurement was used to estimate the uncertainty. A similar methodology was used in a previous study of compartment fires to estimate combustion efficiency (Bundy et al., 2007) . A detailed discussion of the uncertainty analysis for the predicted emissions measurements can be found in a previous publication (Borthwick and Bundy, 2011) . Only data for experiments with complete capture of the fire plume by the canopy exhaust hood were included in this study.
Direct emissions measurements
Large canopy exhaust hoods were used to capture the combustion products from the burner. The canopy hoods direct the flow into the exhaust ducts that run along the roof of the facility and were instrumented for measuring gas temperature, velocity, and volume fraction of selected combustion products. The maximum exhaust flow capacity is approximately 50 kg/sec of air and the operating pressure in the duct was slightly below atmospheric.
Mean flow velocity in the exhaust duct was determined from a collection of point velocity measurements conducted by traversing two S probes, equipped with thermocouples, across a section of the exhaust duct. 1 The exhaust duct, shown in Figure 3 , runs horizontally along the roof of the Note: The CO 2 was generated with a 2-MW fire from the natural gas burner.
1 Note: Certain commercial entities, equipment, or materials are identified in this document in order to describe an experimental procedure or concept adequately. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the entities, materials or equipment are necessarily the best available for the purpose.
facility with a series of turns. The cross-section for the velocity traverses had an inner diameter, D, of 1.504 ± 0.024 m and was located 9.2 diameters downstream of a 180°bend. Velocity profiles were measured on two perpendicular chords, passing near the centerline of the duct (Figure 4) . The point velocity measurements were conducted according to the procedures defined by EPA method 2G (EPA, 2007) , which accounts for the angle of the flow in the plane perpendicular to the traverse line-the yaw angle, and therefore determines the near-axial velocity. Details of the mean flow velocity measurements were discussed in a previous paper (Bryant et al., 2014) .
Composition measurements of the flue gas were made by continuously sampling the exhaust flow. The sample flowed from a gas sampling tee, mounted inside the exhaust duct (Figure 4) , to a set of gas analyzers located in the facility control room. The volume fraction of water vapor was measured with a thin film capacitive detector prior to drying the sample. A portion of the dried sample was directed to a nondispersive infrared detector to measure the volume fraction of CO 2 and CO. Another portion of the dried sample was directed to a paramagnetic analyzer to measure O 2 volume fraction. The water vapor measurement was used to convert the volume fraction measurements to a wet basis.
The direct emissions measurement of carbon dioxide from the exhaust duct or stack of a stationary source is mainly the product of two measurements: the bulk flow of the flue gas and the CO 2 concentration. Direct emissions measurements of CO 2 can be derived from the following expression, where the parameters are defined in Table 2 .
The net CO 2 volume fraction (dry basis), X CO 2 ;net;dry , is the difference between the volume fraction measurements of the exhaust gas during the fire and the ambient air; therefore, it is the volume fraction of CO 2 that is added to the air stream by the natural gas fire. The estimates for relative expanded Figure 4 . Schematic of the measurement section of the 1.5-m exhaust duct. Bulk flow was computed from a series of point velocity measurements made by traversing S probes across the duct. Gas samples flowed continuously from the sampling tee to the gas analyzers. uncertainty of the direct emissions measurements of CO 2 were ±0.042 or less. The largest contribution of uncertainty comes from the duct diameter measurement. The effective diameter of the duct was determined from the average of multiple length measurements along the two chords. The lengths of the two chords were in close agreement; therefore, a circle was chosen to model the shape of the duct. In many cases, the crosssections of ducts and stacks are not perfectly circular but elliptical. In these cases, other methods of measurement that can accurately characterize the elliptical shapes should be applied. The second largest contribution of uncertainty comes from the mean flow velocity measurement. Methods to improve the velocity traverse measurements have been demonstrated and resulted in lowering the relative expanded uncertainty estimates for CO 2 emissions to ±0.036. A detailed discussion of the velocity traverse measurements and their uncertainty analysis is provided in a previous paper (Bryant et al., 2014) .
Results and Discussion
Emissions measurements comparison-CO 2 mass balance
Conservation of mass is the principle behind predicting CO 2 emissions from fuel consumption data, where a known fraction of the carbon atoms in the raw fuel are oxidized during combustion to create CO 2 molecules (EPA, 2008) . Applying the principle downstream of the combustion process, between the inlet and outlet of a facility's emissions control system, is also a useful method of validating emissions measurements. For the present study, the CO 2 generated by the fire, the predicted emissions, was captured by the exhaust hood and flowed through the inlet of the exhaust duct ( Figure 5 ). Assuming all of the CO 2 was captured by the hood, this predicted amount of CO 2 flowed through the exhaust duct unaltered. The exhaust duct was under slight negative pressure, and the fire was the only source of CO 2 . After sufficient mixing with the added ambient air, measurements were conducted to determine the amount of CO 2 that would exit the exhaust duct, the direct CO 2 emissions. Measurements of predicted and direct CO 2 emissions should agree, therefore confirming a CO 2 mass balance for the exhaust system.
To conduct an emissions comparison experiment, the natural gas burner was ignited and the gas flow was adjusted to achieve the desired set point value for heat output and CO 2 injection rate. Continuous gas sampling measurements from the Note: The CO 2 was generated using a 2-MW natural gas fire. Figure 5 . Illustration of the CO 2 mass balance as applied for the present study. The direct emissions measurements in the exhaust duct are validated by the predicted emissions measurements conducted prior to the exhaust duct.
exhaust duct were performed for the duration of the experiment. The burner and the exhaust system were allowed to reach a pseudo-steady state before starting the velocity traverse measurements to determine bulk flow. Figure 6 displays the data for the predicted emissions measurements of CO 2 with respect to the burner set point. For two test series, the data were repeatable to within ±1.0%, hence indicating a level of precision consistent with the combined uncertainty estimates for the natural gas burner and fuel delivery system. Direct measurements of CO 2 emissions in the exhaust duct compared well with emissions predicted from the burner. With the exception of a few data points, Figure 7 demonstrates that the relative difference between the paired measurements is small enough for overlap of the uncertainty estimates. The average relative difference is −0.024 and demonstrates that the direct emissions measurements mostly underestimate the predicted emissions measurements. Twice the standard deviation of the relative difference is reported, ±0.067. This distribution is larger than, but of similar order, as the uncertainty estimates for the direct measurements. However, we expect that this distribution will decrease with improvements in the precision of the direct emissions measurements.
The agreement between predicted and direct emissions measurements for a well-characterized fuel such as natural gas provides greater confidence for the direct emissions measurements of CO 2 from other fuels. Predicted emissions measurements for solid fuels such as coal or municipal solid waste are difficult because determining the accurate carbon content of a heterogeneous fuel requires great care and the carbon is not always fully oxidized to CO 2 . In the future, the LFRL's direct emissions measurements along with added measurement capabilities, such as solid fuel compositional analysis and volume fraction measurements of flue gas particulates, can be used to examine other fuel packages and confirm or improve their CO 2 emission factors.
When a CO 2 CEMS measurement is not available, it is also acceptable to use an oxygen CEMS measurement to derive CO 2 concentration in the flue gas (U.S. National Archives and Records Administration, 2014). Therefore, the oxygen volume fraction measurements, X O 2 ;amb;dry and X O 2 ;exh;dry , can be used to derive the net CO 2 volume fraction applied in eq 4 and hence the CO 2 emissions.
The emissions factor, F, represents the theoretical dry volume of combustion products generated per unit of heat content of the fuel consumed. The emissions factor, F c , represents the theoretical volume of CO 2 generated per unit of heat content of the fuel consumed. Default values for both factors are available for different hydrocarbon fuels. The default values for natural gas are F = (2340 ± 30) × 10 −4 m 3 /MJ (8710 ± 111 ft 3 /10 6 BTU) and F c = (279 ± 6) × 10 −4 m 3 /MJ (1040 ± 23 ft 3 / 10 6 BTU) (Shigehara et al., 1978; EPA, 2000; U.S. National Archives and Records Administration, 2014) . The results of the direct emissions measurements of CO 2 derived from oxygen measurements also agree well with predicted emissions measurements (Figure 8 ). The oxygen-derived emissions (dasheddotted line) underestimates the predicted emissions by similar amounts when compared with the direct measurements for CO 2 (dashed line). Estimates of relative expanded uncertainty for the oxygen-derived CO 2 emissions ranged from ±0.066 to ±0.070. The greater uncertainty is due to the contribution of uncertainty from the default emissions factors.
Quality check of gas composition measurements
The results of Figure 7 and Figure 8 demonstrate that the direct emissions measurements of CO 2 in the exhaust duct agree with stoichiometric predictions. This agreement can be further verified by examining eq 5 in more detail. The equation can be rearranged to represent the Fuel Factor, F o , which is the ratio of the mole fraction (dry basis) of O 2 consumed and the mole fraction (dry basis) of CO 2 produced for stoichiometric amounts of fuel and air.
Default values for F o can be derived from the emissions factors F and F c . The default value derived for natural gas is 1.755 ± 0.090. Published values range from 1.60 to 1.84 (Shigehara et al., 1978; EPA, 2011) . EPA recommends using the Fuel Factor as a data quality check for gas sampling measurements of the flue gas (eq 7). Results for this data quality check are shown in Figure 9 and demonstrate that the Fuel Factor derived from flue gas measurements (direct), F o,d , agrees with the default Fuel Factor for natural gas.
This Fuel Factor was a very important parameter used to quantitatively identify outliers for this study. If it was significantly different from the default value, it indicated that the CO 2 or O 2 gas analyzers were malfunctioning or that the exhaust flow was too low and combustion products accumulated under the exhaust hood, to the point of spilling out into the laboratory. Either condition represented an outlier experiment that was removed from the analysis. In addition, the gas composition measurements from the natural gas supply can be used to predict a Fuel Factor for the natural gas supplied to the burner, F o,p . The natural gas supply was composed mostly of alkanes (methane, ethane, propane, etc.) and a small fraction of CO 2 . Assuming the CO 2 acts only as an inert, the general reaction for an alkane can be used to predict the stoichiometric mole fractions of O 2 and CO 2 . 
where α and β are the number of moles of carbon atoms and CO 2 molecules, respectively, satisfying the general reaction for an alkane:
Results for the predicted Fuel Factor are shown in Figure 9 and also demonstrate good agreement with the default value for natural gas. The predicted and direct measurements of F o also demonstrate good agreement, with the direct measurements underestimating the predictions with an average relative difference of −0.010. The results of Figure 9 confirm the quality of the gas composition measurements upstream of the combustion process-at the fuel supply, and downstream of the process-in the exhaust.
Conclusions
Fossil-fuel-burning stationary sources have accounted for over half of all CO 2 emissions in the United States and therefore play a significant role in the accuracy of greenhouse gas reporting. Using a fire research facility as a near-industrialscale surrogate for a stationary source, two primary methods for determining CO 2 emissions, predicted emissions from fuel consumption measurements and direct stack measurements, have been compared. A natural gas fire, issuing from a well-characterized burner and gas supply system, served as a precision source of CO 2 . Figure 8 . Relative difference between direct and predicted emissions measurements of CO 2 for the case of direct emissions derived from measurements of O 2 volume fraction. Error bars represent the expanded uncertainty estimates for the direct emissions measurements, approximately ±7%. The average relative difference is shown as the gray dashed-dotted line, whereas the average from the CO 2 measurements, black dashed line, is shown for reference. Figure 9 . Data quality check of exhaust duct gas sampling measurements (direct) and fuel supply gas composition measurements (predicted). Fuel Factors computed from measurements are compared with the default value for natural gas.
Predicted CO 2 emissions, computed from the fuel consumption measurements, were demonstrated with an expanded uncertainty of ±1% or less. Direct measurements of CO 2 emissions from the exhaust duct were demonstrated with an expanded uncertainty of ±4% or less. The relative difference between pairs of predicted and direct emissions measurements was generally less than the estimated measurement uncertainty, therefore demonstrating good agreement. Fuel Factor values computed from the gas composition measurements at the fuel supply and in the exhaust duct compared well with the default value for natural gas, hence confirming the quality of the measurements.
This study demonstrates how the principle of the conservation of mass and independent measurement methods are used to provide a cross-validation of CO 2 emissions at a stationary source. The study also introduces and demonstrates the concept of a precision test-bed for the purpose of evaluating and improving greenhouse gas emissions measurements from stationary sources.
