Various methods have been developed recently to estimate personal exposures to ambient particulate matter less than 2.5 mm in diameter (PM 2.5 ) using fixed outdoor monitors as well as personal exposure monitors. One class of estimators involves extrapolating values using ambient-source components of PM 2.5 , such as sulfate and iron. A key step in extrapolating these values is to correct for differences in infiltration characteristics of the component used in extrapolation (such as sulfate within PM 2.5 ) and PM 2.5 . When this is not done, resulting health effect estimates will be biased. Another class of approaches involves factor analysis methods such as positive matrix factorization (PMF). Using either an extrapolation or a factor analysis method in conjunction with regression calibration allows one to estimate the direct effects of ambient PM 2.5 on health, eliminating bias caused by using fixed outdoor monitors and estimated personal ambient PM 2.5 concentrations. Several forms of the extrapolation method are defined, including some new ones. Health effect estimates that result from the use of these methods are compared with those from an expanded PMF analysis using data collected from a health study of asthmatic children conducted in Denver, Colorado. Examining differences in health effect estimates among the various methods using a measure of lung function (forced expiratory volume in 1 s) as the health indicator demonstrated the importance of the correction factor(s) in the extrapolation methods and that PMF yielded results comparable with the extrapolation methods that incorporated correction factors.
Introduction
The impact of ambient air pollution such as particulate matter (PM) on health has been extensively reported (Atkinson et al., 2001; Dockery and Pope, 1994; Gauderman et al., 2002; Pope et al., 2002; Roemer et al., 1993; Vedal et al., 1998) . As health effect estimates from such research are used to help set air quality standards, it is important that there is clear understanding as to what the estimates actually represent. Most air pollution and health studies use pollution concentrations measured at fixed outdoor monitors to estimate the effects of air pollution on health (EPA, 2004) . Effects of ambient pollutant concentrations to which people are directly exposed are likely to be different because of the limited time most people spend outside, but these have seldom been reported. These concentrations are more difficult to obtain as they require measuring the level of PM that is within the personal exposure breathing zone, which contains a mixture of both ambient and nonambient PM. One viable method for obtaining such ''direct effect'' estimates that utilizes a large amount of fixed (outdoor) monitor data, but few measurements of personal exposure concentrations, is regression calibration.
Since the advent of personal exposure monitors, there has been increasing interest in the proportion of total personal exposure that can be attributed to ambient and nonambient sources. Part of the motivation for estimating direct effects of only the ambient contribution to pollution exposure is that only these are regulated by air quality standards. Also, PM of outdoor and indoor origin may have different potencies and result in different health effects. Wilson and Brauer (2006) highlight these issues. One of the difficulties in separating nonambient and ambient concentrations using personal PM samples is that many chemical species in PM are common to both (e.g., elemental carbon, organic carbon). Strand et al. (2006) demonstrated how personal exposure to ambient PM 2.5 (that is, PM less than 2.5 mm in diameter) can be measured with error using sulfate, a PM component that is largely derived from ambient sources (Sarnat et al., 2002; Wilson and Brauer, 2006 ). This approach is essentially an extrapolation method with a correction for the average relative difference between the proportion of sulfate in ambient PM 2.5 and the proportion of sulfate in personal ambient PM 2.5 . Specifically, the correction factor is denoted by l, a parameter to be estimated, which is the proportion of ambient PM 2.5 that is sulfate, divided by the proportion of personal ambient PM 2.5 that is sulfate, averaged over days and subjects. As the sulfate portion of ambient PM 2.5 has a smaller particle size distribution than total ambient PM 2.5 , its infiltration rate will be greater, which corresponds to lo1 (Sarnat et al., 2002; Wallace and Williams, 2005; Strand et al., 2006) .
Concurrently, Wilson and Brauer (2006) published a very similar extrapolation method, but without the correction factor described above, noting that in their study and some others, the sulfate portion of ambient PM 2.5 and total ambient PM 2.5 had similar particle size distributions. For some locations and seasons, it is possible that the infiltration rates of these quantities are similar, which may suggest that a l correction is not necessary. However, if the correction factor is not used and the sulfate portion of ambient PM 2.5 does have different size (and infiltration) characteristics than total ambient PM 2.5 , the resulting estimates of personal ambient PM 2.5 would not be properly scaled. As demonstrated in this article, lack of proper scaling can create systematic bias in both the estimates of personal ambient PM 2.5 exposure and in the associated health effect estimates.
An alternative approach to estimating personal exposures to ambient PM 2.5 is to utilize a source-apportionment method such as positive matrix factorization (PMF), a factor analysis approach (Hopke et al., 2003 Zhao et al., 2006 Zhao et al., , 2007 . In this article, four versions of the extrapolation method with varying levels of complexity are compared with the PMF estimates of personal ambient PM 2.5 . The four extrapolation methods are (i) use of sulfate to generate values, using the correction factor (as described above and reported in Strand et al., 2006) , (ii) use of sulfate and iron to generate values, using correction factors, (iii) use of sulfate and iron to generate values, with temperature-sensitive correction factors, and (iv) use of sulfate to generate values, without the use of a correction factor. A major point of interest is to determine the degree of difference in estimated personal ambient PM 2.5 values between the extrapolation and PMF methods that use very different sets of assumptions and mechanisms for estimation. Also of interest is to determine how different the results are between extrapolation methods and to assess the magnitude of bias when the correction factor is not used. Lastly, it will be demonstrated how findings obtained by these different methods influence health effect estimates using data from the Denver NJC Environmental Protection Agency (EPA) study data (Rabinovitch et al., 2004 Strand et al., 2006) . The health indicator considered is forced expiratory volume in 1 s (FEV 1 ), a measure of lung function. Because we only consider the case of PM 2.5 , results may not apply to other PM size distributions (e.g., PM 1 or PM 10 ).
Methods

Regression Calibration
Introduction In the context of air pollution studies, regression calibration (Fuller, 1987; Carroll et al., 1995) is a technique that corrects biases in regression results in situations where exposure variables are measured with error (Fraser and Stram, 2001 ). This technique can be used to determine direct effects of air pollution on health using relatively large amounts of fixed (outdoor) monitor data and relatively smaller amounts of personal monitor data. Most air pollution and health studies have used only fixed monitor data in estimating effects of air pollution on health. It is appreciated that the use of such an approach does not obtain effect estimates of pollution to which individuals are directly exposed. Rather, effects of changes in outdoor air pollution concentrations on health are estimated. The primary reason for differences between the two approaches is that people spend the majority of their time indoors where ambient air pollution concentrations tend to be a fraction of what they are outdoors. Consequently, to estimate the effect of direct exposure (i.e., to obtain ''direct effect estimates''), the magnitude of the health effect for a fixed change in concentration needs to be increased . Some may argue that the association between health indicators and outdoor pollution concentrations is most relevant, as only outdoor concentrations are subject to regulation. However, one drawback to focusing on effects that rely only on outdoor concentrations is that such effects are dependent on subject behavior (e.g., how much time people spend indoors or outdoors) and thus will not be consistent across location and season. The direct effect estimates will be standardized, in a sense, so that effects can be more meaningfully compared across studies performed in different locations and at different times of the year. In terms of public health policy, it may be more valid to set air quality standards based on such standardized effects, rather than averaging effects across locations and seasons.
The Models The models considered here are the same as those presented in Strand et al. (2006) . The health model is
where Y it is the health outcome, X it A is the true ambient pollutant (in this case, PM 2.5 ) exposure concentration, e it is random error and i denotes subject and t time (e.g., days). The terms b 0 and b 1 are the fixed y-intercept and slope parameters, respectively, the latter of which is used to indicate the effect of the pollutant on the health outcome. The set of terms within brackets are covariates with fixed coefficients, a j , j ¼ 1,y, k, and g i is a subject specific random intercept. A spatial exponential covariance structure was used to account for correlated responses over time within individuals. This structure is appropriate for responses over time that are unequally spaced, which is the case with the study data.
The exposure model is
where y 0 and y 1 are the fixed y-intercept and slope parameters, respectively, X t is the ambient PM 2.5 concentration on day t, f i is a random slope for subject i (f i $ Nð0; s 2 f Þ for all i) and o it is random error (o it $ Nð0; s 2 o Þ for all i and t). As personal ambient exposure concentrations are estimated, a simple error model is incorporated to account for this:
When fitting model (3) to the data, the constraint y 0 ¼ 0 was imposed as personal concentrations of ambient PM 2.5 are some fraction of ambient PM 2.5 concentrations and no ambient PM 2.5 exposure should occur when there is no ambient PM 2.5 . The normal errors assumption will be addressed below in the Results section.
The inclusion/exclusion of random intercept and slope terms in models (1)-(3) were based on examination of the data as well as from a priori reasoning. The health model (1) has no random slope, which assumes that subjects have the same susceptibility to air pollution. The random slope for the pollutant in (2) and (3) allows for subject-specific personal ambient PM 2.5 to ambient PM 2.5 relationships and differs by subject primarily because of differences in infiltration and ventilation related to housing characteristics and timeactivity patterns.
The health model in terms of the fixed monitor variable is
which is determined simply by replacing X it A with its expression in Eq.(2). The population average slope of X t is b 1 y 1 . Consequently, ifb 1 denotes the slope of the pollutant variable for the fit health model using X t in place of X 
One may notice that although there is no random pollutant slope term in the health model (1), model (4) does involve such a term (i.e., the underlying health model involves a random pollutant slope term for subjects when concentrations from the fixed outdoor monitor are used instead of actual personal exposures). This reflects the fact that different health-ambient PM 2.5 relationships occur across subjects because of differences in exposure (via model (2)) and not because of differences in response to ambient PM 2.5 exposure. When fitting the health model (using fixed monitor data), one can include a random slope for the pollutant to match the underlying model. However, this inclusion is not expected to alter the fixed effect estimate of b 1 as the mean of the random slope term is 0. Indeed, a fit of the health model with a random slope term did not significantly alterb 1 or its standard error and thus it was not used in the final model.
Pro's and Con's of Regression Calibration Ambient PM 2.5 that has infiltrated indoors tends to be a certain fraction of (outdoor) ambient PM 2.5 . Consequently, as subjects spend most of their time indoors, the absolute difference between average personal ambient PM 2.5 and ambient PM 2.5 tends to increase as ambient PM 2.5 increases. This difference is referred to as concentration-dependent measurement error. In terms of estimating the effects of personal ambient PM 2.5 exposure on health, regression calibration eliminates bias caused by concentrationdependent measurement error when the original estimate is divided by ŷ 1 .
Generally, when a measured-with-error variable is used as a predictor, the associated slope will be biased towards 0 (i.e., attenuation bias). However, when such a variable is modeled as an outcome variable, the error will be absorbed into the residual error term. Thus, in regression calibration, there is no additional bias caused by the fact that personal ambient PM 2.5 values were measured with error (or estimated), as they are modeled as the outcome variable.
As discussed and illustrated in Strand et al. (2006) , the statistical significance of the calibrated estimate will not be much different from that of the uncalibrated estimate. This is because of the fact that in the regression calibration, the relationship between health and personal ambient PM 2.5 is determined indirectly through a third variable (in this case, ambient PM 2.5 ). Although estimates change, standard errors change by roughly the same amount, so that the significance (based on the ratio of these) remains about the same. In theory, if as many true personal ambient PM 2.5 measurements were available as concentration measurements from a fixed monitor, it would certainly be expected that the health effect estimate would be more statistically significant using the personal data. However, in practice, there is usually a modest amount of personal exposure data and thus little power to model such data directly. Regression calibration allows one to use a very predictable relationship between personal ambient and outdoor PM 2.5 data to calibrate an estimate that uses much more data from fixed outdoor monitors. In addition, if estimated personal ambient PM 2.5 values were used as the predictor variable, some attenuation bias would be expected. Regression calibration avoids such bias, as described above.
Estimating Personal Exposure to Ambient PM 2.5
For the following methods, we assume that for a given subject (i) and day (t), total personal PM 2.5 (X it P ) can be divided exclusively into ambient (X it A ) and nonambient (X
. Also for the following methods, formulae for estimated personal ambient PM 2.5 concentrations are denoted by X it A* , where the asterisk is used to distinguish the estimated quantity from the true quantity, X it A .
PMF Over the past decade, the intuitive appeal of source apportionment methods such as PMF has resulted in widespread interest in their use in air pollution health studies. Using personal, indoor and outdoor PM 2.5 (or PM 10 ) concentrations collected over a number of days, an expanded factor analysis model divides total concentrations into those derived from a number of indoor and outdoor sources. If estimates are accurate, the methods provide valuable information as to how much of personal exposures to PM 2.5 are due to various sources such as environmental tobacco smoke, automobile exhaust, soil, cleaning products, etc. The procedure seeks a solution to the following expanded receptor model (Hopke et al., 2003; Zhao et al., 2006 Zhao et al., , 2007 :
where X itj P denotes the PM 2.5 concentration for subject i on day t, for specie j; X I tj and X O tj are the indoor and outdoor PM 2.5 concentrations on day t for specie j (e.g., taken at one fixed location where study subjects attended school); g itp P is the contribution of source p to the PM 2.5 concentration for subject i on day t; g tp I and g tp O are similar quantities for the indoor and outdoor locations; f jp is the relative concentration of species j on source p. Indices p ¼ 1, y, N represent the outdoor sources, whereas p ¼ N þ 1, y, N þ H represent indoor sources (i.e., there are N and H total outdoor and indoor sources, respectively). Collectively, {f 1p , f 2p y, f jp } is the source profile for source p ( P J j¼1 f jp ¼ 1 for each p), where J represents the total number of species involved in the study. An assumption in the model is that the relative amounts of species in each individual source contribution remain fixed over time (i.e., fixed source profiles), whereas the intensity is allowed to vary. Note that in (6), outdoor sources can contribute to outdoor, indoor and personal PM 2.5 concentrations, whereas indoor sources can only contribute to personal and indoor concentrations. For more details on the model and applications, refer to Hopke et al. (2003 Hopke et al. ( , 2006 and Zhao et al. (2006 Zhao et al. ( , 2007 .
Based on a preliminary analysis of the study data, it was determined that the model with N ¼ 4 outdoor factors and H ¼ 3 indoor factors provided interpretable factors with good fits to the data. Personal ambient PM 2.5 concentrations were then estimated as X AÃ it ¼ P J j¼1 P 4 p¼1 g P itp f jp (adding over outdoor factors only). That is, the estimated contributions from each outdoor source and specie are summed within each subject-day to get estimated personal ambient PM 2.5 concentrations.
Extrapolation Methods An extrapolation method basically takes a component (or specie) of PM 2.5 that is known to be largely or exclusively derived from ambient sources and uses it to extrapolate values of personal ambient PM 2.5 . This method is both much simpler to use and easier to understand than PMF. However, derived quantities are still estimated and of uncertain accuracy. Various extrapolation methods are considered below.
Method E1: Use of one specie (sulfate; Strand et al. 2006 ): In the Denver EPA data, the sulfate particles within ambient PM 2.5 tended to be more in the lower end of the PM 2.5 particle size distribution, whereas iron particles tended to be in the upper end. As sulfate particles were typically smaller, subjects indoors were probably exposed to ambient PM 2.5 that had a higher fraction of sulfate than the PM 2.5 outdoors. To account for this, the approximate equivalence
was employed to estimate X A it values. Here, S t denotes the concentration of sulfate within ambient PM 2.5 at the same fixed location as X t on day t, and S it A denotes the personal sulfate exposure concentration within ambient PM 2.5 for subject i and day t. The quantity l accounts for the average relative difference between the proportion of sulfate in PM 2.5 outdoors and the proportion of sulfate in personal ambient PM 2.5 . There are various ways that this quantity can be estimated from observed subject data. (The estimate is denoted asl.) The approach used here is described in the Appendix. The quantity of interest, X it A , can then be estimated by replacing all other quantities in the equation with known or estimated values. For the calculations, it was assumed that there were no nonambient sources of sulfate, so that S it A ¼ S it P , the latter (total sulfate exposure) being directly measured. Hence, the estimates were derived as
Method E2: Use of multiple species (sulfate and iron): The previous method can be generalized to incorporate more than one component. To demonstrate, iron is used in addition to sulfate to estimate personal exposures to ambient PM 2.5 . Iron is primarily derived from soil and tends to be in the smallersize range of the coarse particle mode that is included in PM 2.5 . Indoor sources for iron are generally not likely, although it is possible that iron from soil that enters the home (e.g., tracked in or by infiltration) can settle and be redisturbed later, making it a possible candidate for a nonambient source (Ferro et al., 2004) . Although iron does not comprise a large portion of ambient PM 2.5 , personal iron samples were never 0, unlike personal sulfate. Hence, extrapolation estimates of ambient personal PM 2.5 were never 0 when sulfate was used in combination with iron, unlike when sulfate alone was used. True zero values of X A it are highly improbable and so this method is expected to improve on one shortcoming of E1.
To generalize Eq. (7) for two species (sulfate and iron),
can be employed, where I t and I
A it denote ambient iron and personal ambient iron concentrations within PM 2.5 , respectively, and other quantities are defined as before. (As with sulfate, it was assumed that personal ambient and total personal iron exposure concentrations were equal, the latter of which was directly measured.) Thus, X it A amounts were estimated using
Here,l S andl I were estimated separately for sulfate and iron data, respectively, using methods described in the Appendix.
Method E3: Use of multiple species and factor adjustments: There may be factors that influence l values that can be incorporated into the estimation process. As both timeactivity and the infiltration and removal properties of PM 2.5 will depend on air temperatures outdoors relative to indoors, temperature was examined as one such factor. Using a cut point of 381F (3.31C), separate l values were estimated for days where temperatures exceeded or did not exceed that value. (This cut-point split the data into roughly equal halves.) This classification was performed for both sulfate and iron, so that collectively, four values of l were estimated separately for the specie-by-temperature category combinations (l S,tempo38 , l I,tempo38 , l S,tempZ38 , l I,tempZ38 ) using methods described in the Appendix. Using these values, personal ambient PM 2.5 values were then estimated using 
Method E4: Use of sulfate with no correction factor (i.e., l fixed at 1): This method is not expected to be optimal. However, it is of interest to determine its impact on estimates of personal ambient PM 2.5 as well as its impact on the resultant health effect estimates. These impacts are discussed below and then demonstrated using data in the Results section.
The difference in estimated personal ambient PM 2.5 concentrations between extrapolation methods E1 and E4 is simply by the scalar l (used in E1 but not in E4). Specifically, estimated values using E4 are 1/l as large as those using E1. Because of this systematic scale difference, the estimate of y 1 in Eq. (3) for E4 can be obtained by dividing the estimate for E1 by l (ŷ 1 E4 ¼ŷ 1 E1 /l). Consequently, the calibrated health effect estimate using E4 can be expressed asb 1 /ŷ 1 E4 ¼b 1 /(ŷ 1 E1 /l) ¼ lb 1 /ŷ 1 E1 . In other words, the health effect estimate based on E4 will be l times as large as that based on E1. The implication is that if lo1, then the health effect will be underestimated when using E4. Correspondingly, if l41, the health effect will be overestimated using E4. These results hold true whether an estimated or true value of l is used.
Other Possible Methods Another method of extrapolation might involve subject-specific l values, as subjects may live in different types of housing that have different infiltration and ventilation characteristics and have different time-activity patterns. However, previous analyses found that incorporation of such values did not lead to improved estimation in these study data.
Error Structure of Methods The error structures of these methods are not known and may vary from situation to situation. Here, a simple additive error structure is assumed for all methods, accounted for in Eq. (3). Although actual error structures may be more complex, particularly for the source apportionment method, it is better to assume some kind of error structure, even if it is too simple, than to assume none at all.
Results
Comparing Methods using Real Data
Estimated Values of l for the Extrapolation Methods
Data from the EPA study in Denver were used for analysis (see Strand et al., 2006 for details regarding data collection). Using methods described in the Methods section above, estimated values of l were determined as follows for extrapolation methods E1-E3: Method E1:l S ¼ 0.776 Method E2:l S ¼ 0.776,l I ¼ 1.10 Method E3:l S; tempo38 ¼0:74;l S; temp!38 ¼0:86; l I; tempo38 ¼1:94;l I; temp!38 ¼ 1:19 Alll values for sulfate were less than 1, reflecting the fact that the sulfate portion of PM 2.5 infiltrates indoors more easily than total ambient PM 2.5 . Alll values were greater than 1 for iron, indicating that the iron portion of ambient PM 2.5 does not infiltrate indoors as efficiently as total ambient PM 2.5 . Hence, the values were consistent with what is known about the particle size distributions of these species. Note that when temperatures were higher,l values for both sulfate and iron were closer to 1, which could be due at least in part to increased ventilation rates on warmer days. One might notice that both ironl values were greater for E3 than the ironl value for E2. In general, one might expect that the average of the values for E3 would be approximately equal to that of E2. However, using the methods described to estimate the l values is no guarantee this will happen.
Personal Ambient PM 2.5 Distributions for the Different Methods Using the estimated l values, personal ambient PM 2.5 values were generated using each method. Table 1 presents, summary statistics for distributions of personal ambient PM 2.5 concentrations generated by the four extrapolation methods and the PMF method. Similarly, Table 2 presents statistics for distributions of the fraction of ambient PM 2.5 that subjects are exposed to (F PEX ). Figure 1a shows how X it A* values generated by PMF compare with those from method E2. Just for comparison, Figure 1b shows PMF values and method E4 values. Pairing X A* it values between estimation methods by subject and day, the Pearson correlations were 0.51 for PMF and E1, 0.61 for PMF and E2 and 0.61 for PMF and E3. (The correlation for PMF vs. E4 was 0.51, the same as PMF vs. E1, as E1 and E4 values differ only by a constant.) The correlations within extrapolation variables were all near 0.9 or above, which is not a surprise given the similarity of these methods. Collectively, the results show that although there was not consistent agreement in individual subject-day values between the extrapolation and PMF methods, the common descriptive statistics were more similar between the methods.
Estimation of Parameters in the Personal Exposure
Model The personal exposure model (3) was fit separately with data from each exposure estimation method, using linear mixed model analysis (SAS software, version 9.1). Details of the fit for method E1 are described in Strand et al. (2006) ; a similar approach was used for the other methods.
Statistics for model fits are shown in Table 3 . The quantity ŷ 1 is the slope estimate for the regression of estimated personal ambient PM 2.5 on ambient PM 2.5 . The quantityŝ For a given day and subject, F PEX is the fraction of ambient PM 2.5 that a subject is exposed to (i.e., X it A* /X t ). precision of the estimation method. Thus, although a lower residual variance might suggest that a method is better, it is not a definitive measure, as it includes some variation that is expected. Unfortunately, it is difficult to estimate each of these components, as actual personal exposure measurements to ambient PM 2.5 were not available (which, of course, is the rationale for estimating them). Regardless, method E2 had the lowest residual variance (6.4), suggesting that it may have had the best precision. The slopes ŷ 1 for the E1-E3 and PMF methods were quite similar, ranging from 0.46 to 0.51; the observed estimate of 0.59 for E4 can be obtained directly using the E1 results:ŷ 1 E1 /l ¼ 0.46/0.776 ¼ 0.59. Both variance estimates were notably higher for E4 than the other methods.
For each method, the distribution of estimated personal ambient PM 2.5 values had some positive skewness, which is not unexpected; pollutant variables tend to have right-skewed distributions. However, regarding the normal errors assumption for Eq. (3), a residual plot of errors did not indicate strong outliers, and log-transforming values did not yield an improved fit.
Health effect estimates The health model (1) was fit using linear mixed model analysis (SAS, version 9.1), where fixed outdoor monitor concentrations were used for the pollutant variable. Details of the fit are described in Strand et al. (2006) . The initial uncalibrated slope estimate (b 1 ) was À0.002 [l/(mg/m
3 )], which corresponds to a decrease of approximately 1% per 10 mg/m 3 . The health effect estimate was then calibrated for each method by dividing the health The last column indicates the percentage of F PEX values that exceeded 1, which theoretically cannot happen. a b Figure 1 . Scatterplot of daily estimated personal ambient PM 2.5 concentrations using the PMF method versus (a) the extrapolation method using iron and sulfate (E2) and (b) the extrapolation method without any correction factor (E4). Panel (a) illustrates that although the distribution means and SDs are similar, day-to-day values are not always consistent. Nevertheless, the spread of points about the x ¼ y line indicate that there is no apparent systematic difference between the estimation methods. For (b), one of the notable differences is the higher values for the extrapolation method. For both panels, four larger circles near the left edge indicate values associated with one outlier day, January 8, 2004: the measured ambient PM 2.5 on this day was 0.66 mg/m 3 , which was unusually low, but no flags indicated instrument malfunction. effect estimate by the respectiveŷ 1 value. Since the ŷ 1 estimates were fairly similar for the E1-E3 and PMF methods, the adjusted health effect estimates were also similar, as displayed in Figure 2 . The E4 method yielded a health effect estimate of À1.68%, which can be obtained directly aŝ lb 1 ¼ 0.776 Â (À0.0217) ¼ À0.0168 (wherel was derived for E1). The confidence interval for E4 is narrower. However, if correction factors are necessary, as the findings suggest, then this confidence interval is not accurate, as it results from a biased estimation procedure. In particular, the magnitude of the health effect estimate is about 75% of what it should be (ifl is accurate).
Discussion
Which Approach is Best?
There was notable variation of estimated individual personal ambient PM 2.5 values between those derived from the extrapolation (E1-E3) methods and those derived from PMF. The F PEX values suggested that a larger portion of personal ambient PM 2.5 values were overestimated when using PMF rather than E1-E3. This might help explain the slightly higher estimated mean personal ambient PM 2.5 for PMF than E1-E3. Based on somewhat limited criteria, E2 performed the best in this analysis. But for practical purposes, the univariate exposure distributions and calibrated health effect estimates were fairly similar among all methods (except E4, which used no correction factor). Thus, in terms of estimating general or averaged quantities, the analysis here suggests that any of the PMF or E1-E3 methods may be viable to use.
In considering the different extrapolation methods, it is suggested that some correction factor l be used if data indicate that it is significantly different from 1. Not doing so will create systematic differences in estimated personal ambient PM 2.5 values and consequent bias in related health effect estimates. It is somewhat less clear whether using multiple l parameters for subject groups or for other factors such as temperature leads to improved estimation; this may depend on the study at hand. But unless they can be accurately estimated, using too many l values may decrease efficiency in estimation by adding excessive noise. The best choice of PM 2.5 components to use for extrapolation will depend on the location and seasons of the study. Here, method E2, which used both sulfate and iron but had no temperature adjustments, had the fewest estimated F PEX values above 1 (3.9%) and the lowest residual variance (although some residual variance is expected, as described in the Results section). Method E3, which incorporated temperature information, may not have been that useful as the study period was essentially during one season (winter).
A next logical step would be to conduct a Monte Carlo simulation to compare methods in situations where outdoorpersonal relationships and health effect relationships are known. The difficulty with such an analysis is that data must be simulated from a model that may favor one method or another, based on assumptions and constraints within the model. (For example, data generated based on sources that have constant profiles over time would probably favor the PMF method.) Thus, it would be helpful to examine air pollution models with varied assumptions and constraints and determine relative performance of estimation methods for each one.
Improving Accuracy of Estimation with Multivariate Methods
Source apportionment methods such as PMF and other multivariate statistical methods such as those involving structural equation modeling are very practical because of the fact that health effects of air pollution from specific sources can be estimated. As these complex methods are currently being tested and refined, it seems that one way to improve accuracy of estimation using these methods is to impose an intuitive constraint on the optimization routines that F PEX for individuals cannot exceed 1. However, such constraints would need to be tested to make sure that they do not induce bias in associated estimators.
Drawbacks and Limitations of Methods
Both PMF and extrapolation methods have drawbacks. As illustrated by our results, estimated personal ambient PM 2.5 concentrations can exceed ambient concentrations with either method. It is possible that this may be partially due to loss of Figure 2 . Health effect estimates based on various ambient PM 2.5 exposure estimation methods F change in FEV 1 per 10 mg/m 3 increase in PM 2.5 . Displayed values are calibrated health effect estimates, with 95% confidence intervals. The ''unadjusted'' estimate is that obtained from regressing FEV 1 on ambient PM 2.5 . (i.e., it isb 1 as defined in the text). Despite some discrepancy in correlation between subject-day values, the methods E1-E3 and PMF yielded health effect estimates that were similar. The same data were used in this analysis as the first regression calibration paper (1999-00 and 2000-01 winters for the health study model, 2002-03 and 2003-04 winters for validation study model, Strand et al., 2006) . Relative changes in FEV 1 values (y-axis) were approximated by taking the raw change, in liters per 10 mg/m 3 and dividing by the average FEV 1 for the subjects (2 l).
semi-volatile components such as nitrate and organics that ordinarily contribute to the PM 2.5 mass. There can also be increased mass measured in the personal samples that arises from each person's personal cloud (Yakovelva et al., 1999) . However, it is possible that capping the values at 1 (i.e., changing values that exceed 1.00 to 1) will induce bias in both average estimated personal PM 2.5 values and related health effects. Thus, the values were not treated in such a way. (Note that truncating values to 1 is not the same as incorporating an F PEX r1 constraint in an optimization routine.)
The following highlight some of the drawbacks and limitations of the PMF approach. (i) Although it is an objective process, the methods of deriving estimates from raw data are complex and difficult to comprehend. (ii) The interpretation of individual factors as indicating specific sources involves subjective judgments and requires some expertise. (iii) Results depend on the number of factors extracted, which needs to be established as part of the analysis. (iv) Quantities derived for sources are subject to bias and random error (both for the amount attributed to sources and the sources themselves) due in part to rotational ambiguity of the factor analysis process (Paatero et al., 2005) . (v) Source profiles are assumed to be fixed over time. (In our example, this assumption was probably reasonable as data were examined only within the winter season). (vi) For this analysis, indoor and outdoor sources were determined based on one school location; in particular, indoor sources at the school might not necessarily be similar to indoor sources in homes.
Drawbacks and limitations of the extrapolation method include the following. (i) There are not many species that originate entirely outdoors; it is possible that even those that have predominantly ambient sources will have small amounts that are generated indoors. Some sulfate could be generated indoors from use of matches and from showers or humidifiers (Wilson and Brauer, 2006) . However, particles associated with water droplets that evaporate are likely to be larger than 2.5 mm. As described in the Methods section, one could argue that iron in soil tracked in the home and then later resuspended in the air is attributable to an indoor source. Nevertheless, the PMF analysis of the Denver EPA data did not find any sulfate or iron that was generated by an indoor source, based on the one indoor sampling location (Zhao et al., 2007) . There are no known indoor sources of iron or sulfate in the Denver area that are not found in other regions. At the school location, the indoor level of the iron portion within PM 2.5 was higher than the outdoor level on six out of 109 days during the study period; for sulfate, there were three out of 109 such occurrences. There are two possible explanations for this anomaly on a given day: some iron and sulfate (particularly the former) could have been generated by a nonambient PM 2.5 source or measurement error caused the indoor value to be higher than the outdoor value (or both). It should also be noted that there can be contributions from indoor sources even when indoor levels are lower than outdoor levels. (ii) Greater error is expected when using components that make up just a small fraction of ambient PM 2.5 , compared with those that make up a larger fraction. For example, in Denver, sulfate and iron made up 8% and 1.3% of ambient PM 2.5 on average, respectively, during the study. Even combined, these still make up less than 10% of ambient PM 2.5 , on average. (Note, however, that as ammonium sulfate and iron oxides, these species accounted for approximately 11% and 1.7% of the total PM 2.5 mass, respectively.) (iii) Bias in estimated quantities may occur if a reliable value of l cannot be obtained and greater error in estimated amounts may occur if factors that influence l are not incorporated into the analysis (discussed below).
Correctly Specifying l
The l factor can be made subject-specific or it can be made a function of time, temperature or any other variable that is expected to create average differences in personal ambient to total ambient ratios. Although subject-specific l values can be used, they have not been shown to be advantageous when estimating fixed effects using our data. If l is correctly specified, then it is clear that not using it will create bias in exposure and health effect estimates. In any given study, it is unlikely that l will be known. Most likely, it will need to be estimated using sample data. Using an estimated value of l rather than a true value will decrease precision in extrapolated personal ambient PM 2.5 values and, consequently, the precision of the associated calibrated health effect estimate. Although the models used here account for error in the extrapolated personal ambient PM 2.5 values, if l is misspecified, then the errors clearly will not have a distribution with mean 0 (as assumed here) since extrapolated values will be scaled either too low or too high. The problem becomes greater the more the estimated value of l differs from the true value. Examining more complex models that specifically account for the fact that l is estimated will be the subject of future research.
Conclusion
Several methods are available for investigators to use in estimating personal exposures to ambient PM 2.5 . These methods may yield different estimates of individual (i.e., subject-day) values. However, when applied to the study data presented here, the E1-E3 and PMF methods yielded fairly similar health effect estimates. Results based on the extrapolation method using sulfate but no correction factor (E4) were noticeably different than the other methods. If the correction factor is not taken into account, exposure estimates and subsequent health effect estimates will be biased. Further refinement of multivariate methods such as PMF to reduce or eliminate F PEX values that exceed 1 may increase their precision, although care would need to be taken to ensure that such modifications do not create bias in associated estimators.
