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Application of Multi-Objective Optimization Techniques for Improved 
Emissions and Fuel Economy over Transient Manoeuvres 
Abstract 
This paper presents a novel approach to augment existing engine 
calibrations to deliver improved engine performance during a 
transient, through the application of multi-objective optimization 
techniques to the calibration of the Variable Valve Timing (VVT) 
system of a 1.0 litre gasoline engine. Current mature calibration 
approaches for the VVT system are predominantly based on steady 
state techniques which fail to consider the engine dynamic behaviour 
in real world driving, which is heavily transient. 
In this study the total integrated fuel consumption and engine-out 
NOx emissions over a 2-minute segment of the transient Worldwide 
Light-duty Test Cycle are minimised in a constrained multi-
objective optimisation framework to achieve an updated calibration 
for the VVT control. The cycle segment was identified as an area 
with high NOx emissions. The optimisation framework was 
developed around a Mean Value Engine Model (MVEM) with 
representative engine controls which was validated against an engine 
tested on a dynamometer. The aim of this study was to demonstrate 
a practical benefit without having to significantly change the 
existing engine control strategy. Offline optimization with the 
MVEM model allows exploitation of workstation computational 
performance to effectively explore the calibration space, reducing 
both time and investment in engine testing. 
The initial simulation optimization results show a strong dominance 
of both fuel and NOx objectives with a potential reduction in fuel 
consumption and engine out NOX emissions of up to 5% and 18% 
respectively compared to the original steady-state based VVT 
calibration. Engine experimental results have confirmed that NOX 
emissions can be significantly reduced without any significant 
detriment to fuel economy over this 2min transient. 
Introduction 
This paper proposes a novel approach for utilising a multi-objective 
optimization (MOO) based methodology for optimising existing 
engine static calibration maps over transient manoeuvres for 
improved performance. The methodology is developed and tested 
through application to a variable valve timing (VVT) system of a 
turbocharged 1.0 litre gasoline engine. There are relatively few 
examples in literature of the application of MOO to engine 
calibration for dynamics, and even fewer studies consider MOO in 
VVT systems. Works studying how it can be applied to models in 
theory, or to support newer advanced control schemes tend to do so 
in an idealised way, without considering the practical implications 
of implementing the results within existing controls strategy.  
The control systems and calibrations of internal combustion engines 
(ICE) are ever increasing in complexity, partly because of stricter 
requirements for more fuel-efficient and less polluting engines and 
partly due to new technologies developed to meet these requirements 
and this is leading to an ever-expanding decision variable space. 
Further complexity comes from different design requirements (e.g. 
fuel efficiency, emissions, driveability, performance) which can be 
competing or limiting each other. The calibration challenge of a 
modern ICE is therefore a Multi-Objective optimisation (MOO) 
problem and is difficult to manage in a time effective manner. A 
classic approach for addressing this is to treat the calibration as a 
design optimization by fixing certain operating conditions such as 
engine speed and load. This method of calibration optimization is 
known as steady state and is widely used in industry. A consequence 
of this however is that dynamics are no longer considered explicitly. 
The benefits of VVT on engine performance, fuel efficiency, and 
emissions reduction are well described in literature for steady-state 
operation against an engine with fixed valve timings. The exact 
influence that variable valves have on the system at any point in time 
depend on the operating condition of the engine. For part load 
operation, delaying the exhaust valve closing (EVC) into the intake 
stroke reduces NOx emissions through increased internal exhaust gas 
recirculation (EGR) [1], [2]. Pumping losses can also be reduced 
using VVT to reduce fuel consumption. The fuel economy benefits 
range from 3~5% as reported in [1], [3], [4] through to 14% [5], [6]. 
A few studies show that higher benefits are possible with fully 
independent valve timing and lift by exploitation of variable 
compression ratio (VCR). Potential NOx improvements at part load 
are up to 80% [4] and the same report shows up to 50% improvement 
over the New European Driving Cycle (NEDC). Full load 
performance is also improved through use of a VVT system [7]. 
These benefits are primarily examined against engines without the 
technology equipped and typically compared for steady state only. 
An example of the dynamic problem for VVT is the transition from 
part load to full load. At part load VVT is set to reduce pumping 
losses and maintain an amount of internal EGR, however this same 
amount of internal EGR can be detrimental to knocking tendency at 
high load [8] due to the thermal effects of reintroducing hot exhaust 
gas. The effects on the system from dynamic manoeuvres that 
change between these conditions rapidly will not be apparent in a 
steady state optimization process. 
Numerous applications have looked at single objective, steady-state 
optimization techniques including VVT in some way. Volumetric 
efficiency is optimised in [9] while investigating the utility of 
optimization in system design. The cam phasing is optimized for fuel 
consumption, with constraints on NOx emissions over a grid of 
speed-torque conditions in [10]. The application of derivative free 
optimizers is examined for a single objective design optimization 
problem including valve timings in 1D gas flow models [11]. 
Optimal usage of a VCR and VVT system is determined using a 
genetic algorithm for fuel consumption in [12]. Single objective 
approaches have also been applied to dynamic load steps.  In [13], 
transient control of VVT and a variable nozzle turbine is examined 
by optimizing load steps for maximum torque. The simulation is 
frozen at certain points and optimized for those points. Improved 
control response is reported but no figures are given. Optimization 
of the torque response on an SI engine during load step transients is 
also examined in [14]. A 1D gas flow simulation is used to obtain 
optimal positions for the Variable Geometry Turbine (VGT) and 
VVT. Again, no comments on fuel consumption are made although 
it is noted that the range of operation on VVT was limited to focus 
on VGT. A control scheme based on stochastic dynamic 
programming is proposed in [15] to optimize fuel and NOx emissions 
as a combined objective. They show the importance of considering 
dynamics in engine operation but do not examine optimization of an 
existing strategy. A similar approach looks at developing dynamic 
trajectories for controls through optimization of fuel consumption 
[16]. 
These optimization processes are all single objective processes, and 
where dynamics are considered, typically expensive to compute 1D 
models are used. A quasi-stationary approach is applied in [17] 
where a convex hull is applied around an engine model and local 
optimizations  are used to seed the global optimization process. Fuel 
consumption is optimised over the NEDC with emissions included 
as dynamic constraints. A Multi-objective (MO) approach is applied 
in [18] looking at torque, brake specific fuel consumption and NOx 
emissions to determine the Pareto front at several steady state 
experimentation points. Two operating strategies are shown, optimal 
emissions and optimal fuel, with stated reductions of 71% and 6% 
respectively. The methodology presented is entirely steady state, and 
no comments about potential reduction in both objectives are made. 
Another steady state MO approach is applied to a VVT system by 
modifying the valve timing to optimize torque and fuel consumption 
[19]. No consideration on emissions is given. One of the key benefits 
of a MO approach is highlighted, which is the information gained 
about the feasible region and how current designs sit in relation to 
an optimal setting. A number of works examine MO approaches to 
optimization of diesel combustion at steady conditions for fuel 
consumption and emissions [20], [21]. MO approaches have been 
applied to dynamic automotive problems before; hybrids [22] and 
optimal gear shift profiles [23], however literature applying MO 
approaches to dynamics to improve or generate calibrations is still 
relatively sparse. 
In this work a MOO framework is described in which a mean value 
engine model (MVEM) with representative engine controls and 
calibration is used to generate new VVT system calibration map 
based on the minimisation of cumulative fuel consumption and 
engine out NOx emissions over a 2-minute section of the Worldwide 
harmonized Light duty Test Cycle (WLTC). The optimisation is 
based on the NSGA-II algorithm and is implemented in MATLAB. 
Two solutions from the Pareto curve, lowest fuel consumption and 
lowest NOx emissions, are then evaluated on an experimental engine 
to validate the potential for reduction in both fuel consumption and 
NOx emissions. By utilizing a multi-objective approach, 
opportunities for improvement in at least one of the metrics may 
become apparent that are not found when using a constrained single 
objective approach. Another benefit of the application of a MO 
methodology is the potential to discover unexpected behaviours and 
examine the causes of these behaviours. 
This paper is organised as follows; first the methodology including 
the problem definition is introduced. The MVEM is then described 
and model validation described. Results are presented and discussed 
for the model-based MOO, and finally engine experimental setup 
and validation are carried out. 
Methodology 
The methodology herein can be summarised at a high level in several 
steps:  
1. Theoretical basis for improvement
2. Controls analysis
3. Modelling or model augmentation
4. Optimization problem definition
5. Optimization and validation
the challenge in implementation of the methodology lies primarily 
in identifying where limitations exist in the existing system, and 
from this determining where and how changes can be made to the 
existing control strategy to achieve some practical benefit. Part of 
this challenge includes having a way of ensuring that the identified 
element of the control strategy can be simulated in a realistic 
manner. To this end, a system model including both the engine in 
question and a representation of the controls system is developed. It 
is perhaps disingenuous to list problem definition as a single step as 
it encompasses the body of work until that point and forms the most 
complex part; identifying controls aspects which both influence the 
responses in some meaningful way, being able to represent these and 
artificially simulate the entire process in a time effective manner is 
all part of the definition. 
Problem Definition 
The optimization problem being solved in this framework focuses 
on total fuel consumption and total NOX emissions over a transient 
cycle. In total, 4 objectives and 1 constraint are defined. Total fuel 
and total NOx are the primary objectives, and an inequality 
constraint is applied to torque error. Torque error is defined as the 
difference between demanded torque and achieved torque. An open 
loop torque control system is present, and torque error is used as a 
way of monitoring simulation performance. The constraint limits the 
search space to results which produce equal or lower torque error 
than the base calibration through simulation. The final two 
objectives are robustness measures for each primary objective, 
specifically the radius of curvature for total fuel and total NOx. The 
general multi-objective problem is thus written: 
𝑚𝑖𝑛 𝐹(𝑿) = [𝑓1(𝑿), 𝑓2(𝑿), … , 𝑓𝑀(𝑿)]
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜
𝐺(𝑿) ≤ [𝑔1(𝑿), 𝑔2(𝑿), … , 𝑔𝐽(𝑿)] 
𝑥𝑖
𝐿𝑜𝑤𝑒𝑟 ≤ 𝑥𝑖 ≤ 𝑥𝑖
𝑈𝑝𝑝𝑒𝑟 𝑖 = 1, … , 𝑁
 (1) 
Where X is the vector of decision variables, xi, M is the number of 
objectives, G is the inequality constraints of which there are J. For 
the decision variables there exist lower and upper bounds. Because 
the problem is defined as multi-objective, a single solution being a 
global result is not expected, and instead the focus is on finding 
minimal members of the set of achievable objective values. The idea 
of Pareto optimality is key to multi-objective optimization, and 
identification of the Pareto optimal set (POS) of decision variables 
leading to the formation of the Pareto optimal front (POF) of 
objectives is the goal of solution algorithms. 
Pareto Optimality and Dominance 
A solution is said to be Pareto optimal if no improvement can be 
made to any objective without a detrimental effect on any other 
objective. This introduces the idea of dominance, where a vector 
𝑿 = [𝑥1, … , 𝑥𝑛] ∈ ℜ
𝑛 is said to dominate a vector 𝒀 = [𝑦1, … , 𝑦𝑛] ∈
ℜ𝑛 if for all 𝑖 = 1, … , 𝑛 the elements of X, xi are at least as good as
all the elements of Y, yi and at least one element of X is better than 
the elements of Y. This is formally written: 
𝑿 ≺ 𝒀 if and only if 
∀𝑖 ∈ {1, … , 𝑛}, 𝑥𝑖 ≤ 𝑦𝑖 ∧ ∃𝑘 ∈ {1, … , 𝑘} ∶ 𝑥𝑘 < 𝑦𝑘.
 (2) 
For a solution to be considered Pareto optimal the vector of decision 
variables must produce solutions which meet this definition of 
dominance. A POS therefore is the set of decision variable vectors 
which contains all Pareto optimal solutions.  This set then maps the 
POF, which is the M dimensional objective space of solutions which 
are not dominated by any other solution. 
Robustness Measures 
Robustness in this study relates to calibration robustness measures, 
that is how sensitive the key objectives are to changes in the decision 
variables. By minimising the sensitivity of the objectives, the 
resulting calibration should be more robust to a wide range of 
dynamic manoeuvres without having to use exhaustive optimization 
techniques. The local radius of curvature is used to assess the 
sensitivity of the system by applying a small disturbance to the entire 
set of decision variables, X, uniformly, and for each objective is 
given by Equation  (3):  
1
𝑅𝑀
=
|𝑓′′(𝑿)|
[1 + (𝑓′(𝑿))
2
]
3/2
 (3) 
The consequence of this is that for each objective, M, there is an 
additional objective representing sensitivity. There are two key 
drawbacks to this approach; the first is that the problem complexity 
increases through the number of objectives, and secondly the 
computational complexity increases due to having to obtain gradient 
information for these metrics. The radius of curvature requires 
information about both the first gradient and the second at a point in 
space, however global solvers do not necessarily use this 
information and so it is not calculated by each algorithm. The 
required derivatives can be calculated using equations  (4) and  (5) 
respectively: 
𝑓′(𝑿) =
−𝑓(𝑿 + 2ℎ) + 8𝑓(𝑿 + ℎ) − 8𝑓(𝑿 − ℎ) + 𝑓(𝑿 − 2ℎ)
12ℎ
 (4) 
𝑓′′(𝑿) =
(−𝑓(𝑿 + 2ℎ) + 16𝑓(𝑿 + ℎ) − 30𝑓(𝑿) + 16𝑓(𝑿 − ℎ)
− 𝑓(𝑿 − 2ℎ))/12ℎ2
 (5) 
The problem can thus be written: 
min [ffuel(𝐗), fNOX(𝐗), fRfuel(𝐗), fRNOX
(𝐗)]
subject to gTorqueError(𝐗) ≤ gTorqueError(𝐗base)
 (6) 
Where: 
ffuel(X) =  ∫ Fuelinjected dt
fNOX(X) =  ∫ MeasuredNOXdt 
gTorqueerror(X) = √
∑(Torquedemand − Torquebrake)2
∑(Torquedemand)2
 (7) 
And the final two objectives are for the robustness measures defined 
in eq.  (3) applied to the integral fuel and integral NOx. The vector 
Xbase defined in eq.  (6) is the vector of decision variables defined 
for the base calibration, and so the constraint limits the search space 
to find only feasible points with acceptable torque error. The 
observed sum of square percentage error from a baseline simulation 
is ~3.9% over the full 2-minute transient. 
Transient Selection 
The transient manoeuvre that the calibration is optimized over is a 
down selection from the Worldwide harmonized Light duty Test 
Cycle (WLTC), specifically one which was identified as being a 
significant challenge for NOx emissions. Time aligned emissions 
data was examined over the full WLTC by looking at both max 
absolute values and rates of change, and the 122 second segment 
(approximately 2 minutes) was selected as a period that contributes 
significantly to the overall NOx emissions due to both absolute 
(transient total) and high instantaneous values. The transient 
originally extracted from around the medium-high speed section of 
the WLTC, well into a period where the engine is warmed up and 
NOX emissions are not being affected by cold start. Subsequent plots 
are shown on a time axis relative to the selected manoeuvre (0-122 
seconds) and do not represent the time period from the WLTC. 
Surface Representation 
In this work the calibration map which is optimized is a 2D lookup 
table which is used in VVT control. An indexing value is looked up 
based on speed and load which is translated into valve timing 
positions, Inlet Valve Opening (IVO) and Exhaust Valve Closing 
(EVC). The table consists of 99 entries, and between the discrete 
valued coordinates the final value is obtained through linear 
interpolation. The optimization process aims to improve the 
performance of the engine by modifying the table entries. However, 
if all entries are used as decision variables in a point-by-point 
methodology, the optimization process becomes more time 
consuming than necessary. Using Bezier surfaces, the size of the 
problem can be reduced to the number of control points that are used 
to represent the surface. Another benefit is that certain driveability 
constraints are met or require minimal work to be acceptable after 
the automated optimization process. Figure 1 shows an example of 
the surface fitting approach for problem dimensionality reduction.  
Figure 1. Example Bezier surface fitting to calibration map. Problem 
dimensionality is reduced from 99 variables on the left to 16 control points 
on the right. 
A Bezier curve has inherent smoothness which is continuous to at 
least second order. This allows constraints such as rate limits 
between points to be met naturally, as radical changes between 
adjacent elements in the table do not materialise during the 
optimization of the control points 
Simulation Optimization Process 
The optimization framework developed is implemented in 
MATLAB and utilizes the NSGA-II algorithm. The number of 
decision variables, termination criteria and other parameters are set, 
and a custom objective function and constraint function are passed 
to the algorithm. A population size of 2000 is used to ensure a good 
exploration of the design space. The custom objective function takes 
the candidate population, provided as a vector from the algorithm 
and converts this population vector into candidate calibration maps 
for simulation. At this point, error checking is carried out to ensure 
that no limits are exceeded on the resulting maps. This population of 
candidate maps is passed to a simulation wrapper which distributes 
the population over the number of available threads on the 
workstation used. Significant work was done to improve the 
simulation run time, and a typical single core simulation of the full 
122 second dynamic cycle takes ~1.5 seconds, and the average 
runtime for distributed population of 2000 onto 24 threads is 0.08 
seconds per simulation. Once a candidate population has finished 
simulating, the simulation wrapper carries out checks for erroneous 
simulations and returns arbitrarily large objective values for these. 
Valid results are processed and returned to the optimization routine. 
Convergence is typically reached in under 16 hours. There are 
known issues with NSGA-II as the number of objectives increases. 
Alternative algorithms are currently being explored to improve the 
performance of the methodology. 
System Model 
The system model used herein for the optimization is a combined 
MVEM of the turbocharged 1 litre gasoline engine, and controls 
abstraction which provides representative performance of the engine 
control scheme. By combining these controls, aspects which 
influence dynamic performance such as hard limits, rate limits and 
the interactions are considered as part of the optimization process. 
This also allows a specific calibration map to be optimised in its end-
use environment. The system model brings together engine controls 
which provide a real world, representative interface between cycle 
demands (speed and torque) and the engine while accounting for 
actuator dynamics. 
Engine Model 
The MVEM used is a semi-empirical mean value engine model 
based on physics for the airpath. The airpath dynamics are based on 
equations describing the pressure and temperature inside a receiver 
based on the derivations found in [24], and these form the basis for 
the manifolds and intercooler volumes. The throttle uses isentropic 
flow equations [25] to predict mass flow based on the pressure ratio 
across the throttle. A calibration table provides the translation from 
controlled throttle angle to effective area for the modelled valve. The 
engine block estimates engine air mass flow, fuel flow, volumetric 
efficiency and torque production. The torque production model is a 
hierarchical linearized model to separate local behaviour, 
determined by spark, engine speed and normalised air charge, or 
load, and global behaviour determined by valve timings. The model 
structures are described in [26]. Data is collected for these models 
by taking spark sweeps covering the speed-load operating space at 
16 unique combinations, referred to as indexes, of inlet valve 
opening time and exhaust valve closing. Figure 2 shows a high-level 
diagram of the full engine model. The MVEM is created in Simulink 
as a series of blocks representing the different components of the 
model. Actuator dynamics are modelled and included and provide 
the interface between controls and the engine model. 
Figure 2. Block diagram of mean-value engine model. 
Representative Controls and Calibration 
To capture the dynamic effects imposed by the control system and 
account for controls interactions, such as spark timing adjustment in 
response to valve timing, it was necessary to design and formulate a 
controller abstraction which covers the key variables of interest. The 
controller also provides a means for the identified calibration map to 
be acted upon in a simulation environment and have realistic 
representation of the effects this would have on the system. For this 
work, air charge requirements are predicted from demand speed and 
demand torque, and these are used to estimate spark timing and is 
used as an input to the VVT control. Validation results for the 
controller abstraction in isolation are presented over the identified 2-
minute transient test in Figures 3,4, and 5. 
Figure 3. Controller abstraction validation for predicting throttle area (top) 
and throttle angle (bottom) to drive the mean-value engine model over the 
identified 2-minute section of the WLTC. Experimental measured values 
against simulated demands. 
Figure 3 Shows the capability of the abstracted controller in 
accurately predicting the demanded throttle angle based on speed 
and torque demands.  
Figure 4. Spark timing prediction from controller abstraction. 
Spark timing is shown in Figure 4, and discrepancies are identified 
as primarily due to aspects of the spark control scheme that could 
not be represented well. These are primarily for engine safety e.g. 
knock and component temperatures. Trend-wise compliance is 
achieved and generally the prediction is very good, where there is a 
mismatch this is not expected to cause issues experimentally as the 
abstracted spark controls are not imposed on the test engine. 
Figure 5. VVT system controller abstraction validation results. Inlet valve 
opening (top) and exhaust valve closing (bottom). 
Finally, the resulting VVT controls validation is shown in Figure 5. 
The abstracted controller reproduces desired timings, IVO and EVC, 
very well including the short duration, large angular shifts during 
mode transition. The mode transition logic posed a challenge to 
recreate accurately, although the rate limits that form this logic are 
essential dynamics that must be included. 
Validation 
The combined MVEM model with representative controls was 
validated over the selected 2-minute transient by comparison to data 
recorded from the experimental engine. The validation examined the 
model’s performance with a flat valued disturbance applied to the 
calibration map being optimized to determine that the model can 
predict the effect of the VVT control on engine performance. Table 
1 presents difference in cumulative torque, intake manifold air 
pressure (MAP) and mass air flow (MAF) between model and the 
experimental engine for the baseline calibration and +/- 1 adjusted 
calibration table. 
Table 1. Cumulative difference between simulation and engine recorded 
data. Validation over the 2-minute transient test used in this paper, including 
flat adjustments to calibration table to check sensitivity. 
Calibration table Torque Difference 
[%] 
MAP 
Difference [%] 
MAF 
Difference [%] 
Baseline -2.68 0.28 -1.56
Flat -1 offset -3.46 0.64 0.22 
Flat +1 offset -2.83 0.99 -1.25
The difference in cumulative torque is within 3.5% of the measured 
engine torque for all three cases, MAP is within 1% and MAF is 
within 1.6%. Importantly, these results show that the differences 
between the experimental engine and the model are consistent for 
both the calibration map and disturbances to it.  
Figure 6. Validation of system model response. 
Figure 6 shows the comparison of torque, normalised NOX and 
normalised fuel between engine measured data and the simulated 
response over the selected transient. Overall, a good match for trend-
wise compliance is achieved, with a particularly challenging 
transient (high load, low speed) at 40 seconds failing to reproduce 
well. The model is a fast running system parameterised on steady 
state data obtained at a separate test facility, and the ability to 
reproduce overall dynamic trends is the focus of the validation work 
presented here. 
Results 
The results are presented in two parts, the first part examines the 
simulation optimization case and the second looks at experimental 
validation work carried out on the best-case fuel and NOX points 
picked from the Pareto front.  
Simulation Results 
The MOO problem considered in this study is a many objective 
problem (M>3). The problem naturally has a divide between the key 
objectives and the robustness measures. To aid visualisation, 2D 
projections are used split along this divide. The optimized results in 
simulation show strong dominance in both objectives; 
improvements are seen in both predicted fuel and predicted NOX 
over the 2-minute transient compared to the base calibration. 
Figure 7. 2D Projection of Pareto front for cumulative fuel and NOX 
predicted through simulation optimization. 
Figure 7 shows the POF from the simulation optimization for 
cumulative fuel and NOX over the 2-minute section of the WLTC. 
The baseline calibration point in simulation is plotted for reference, 
and strong dominance appears possible in both objectives. This 
potential improvement area is highlighted in purple, with the weak 
dominance cases of potential improvement in fuel only and NOX 
only shown in green and yellow respectively. Two significant 
clusters of results appear to be forming on this POF; and the base 
calibration is sitting inside one of these clusters on the 2D projection. 
Since the base calibration is a mature engine calibration which has 
been through a steady-state optimization process, two things are 
expected; firstly, that it is not optimal over dynamics and secondly 
that it should not be significantly out of range of any identified POF. 
Improvement should be possible for dynamic behaviour, and the 
simulation results suggest that this is the case. A discontinuous POF 
can occur for several reasons when dealing with highly non-linear 
systems, and this also highlights the issue of visualising higher 
dimensional data where information about the other objectives is lost 
through projection. An investigation into this result looked at the 
application of clustering to identify possible causes, the same points 
shown above are examined in Figure 8. 
Figure 8. 2D Projection with torque error contour overlaid. Torque error is 
relative to the torque error observed in the base calibration simulation, with 
a typical value of <4% over the transient cycle. 
Figure 8 shows the result of an investigation into the discontinuous 
POF observed from the simulation results in Figure 7 by focusing on 
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the torque error relative to the base calibration. The torque error is 
constrained in the optimization process to be less than or equal to the 
base calibration in simulation. The torque error over the POF 
solutions is seen as one contributing factor towards the discontinuity 
observed. The solutions proposing improvement in both key 
objectives appear to sit in an area where the typical torque error is 
the same (on the constraint) as the base condition. The final two 
objectives are the robustness measures, and as expected there is no 
significant interaction between one key response’s (fuel, NOX) 
robustness measure and a separate responses performance measure. 
Figure 9. 2D Projections of the radius of curvature for each response against 
its respective performance measure. NOX against RNOX (Top) is shown on log 
scale while fuel against Rfuel (bottom) is shown on linear. 
Figure 9 shows the radius of curvature objectives against their 
respective performance metric. In both cases, the radius of curvature 
is very close to its optimal value, 
1
𝑅𝑀
→ 0. The distribution of the fuel
radius of curvature against the metric suggests either no trade-off 
exists between the two or the model has limited local sensitivity to 
the fuel. This may suggest that the expected fuel improvements do 
not translate well to real world. The radius of curvature for NOX 
shows a trend of increasing towards minimum NOX prediction, 
although the scale of the response is so small it is unlikely this result 
would be significant. Figure 9 highlights one of the unexpected 
results that is a product of applying a MOO approach; the robustness 
measures defined were expected to limit the range of solutions 
found. The practical implications of these measures are the 
sensitivity when moving between elements on a lookup table. 
Transient manoeuvres are the principle use cases for multiple 
elements of a lookup table. Minimising the nonlinear behaviour 
between elements of the resulting calibration is important for 
transient performance.  
Figure 10. Parallel coordinates plot of all objectives. Arranged so robustness 
measure is adjacent to associated performance metric. Results filtered to 
show only strong dominance solutions compared to base calibration. 
All objectives are shown together in Figure 10 using parallel 
coordinates. NOX in this case shows a more distinct separation into 
two groups, and this also more clearly highlights the trade-off 
between NOX emissions and fuel as minimum NOX on the POF is 
approached.  
Figure 11. Decision variables normalised and plotted for all optimised results 
showing improvement in both fuel and NOX. 
Figure 11 shows the distribution of decision variables. These values 
are normalised and represent the control points for the Bezier surface 
which is used to generate the calibration map being optimized. It is 
difficult to draw meaningful conclusions from any low dimensional 
visualisation of a high dimensional decision space. The first decision 
variable shows two unique groups, one of which is significantly 
higher than the base calibration point. This roughly translates to a 
low speed, low load condition where information is limited in the 
selected transient. It may be prudent to manually examine this 
condition in more detail or replace it with the base calibration value 
to ensure combustion stability in these conditions. One important 
result from Figure 11 is that there are no radical differences between 
the base calibration and some of the optimized solutions. This gives 
some confidence in the ability to test these solutions on the physical 
system safely. 
The simulation results show potential improvements of up to 18% 
reduction in NOX and up to 5% reduction in fuel. The scale of the 
Paper Offer Number: 19PFL-0519 
fuel improvement is out of line with expectations for two reasons. 
Firstly, improvements are trying to be made on an existing 
calibration. Secondly, there is no substantial literature examining the 
benefits of VVT optimized for dynamic manoeuvres. Classic works 
looking at the benefits from using a VVT system over an engine with 
fixed timings and lift put the benefits at 5-10% and achieving the 
same range through optimization of an existing system would be 
overly optimistic. Possible issues with the fuel model have been 
identified and are examined further in the validation results in the 
next section. 
The process shows an effective way to search high dimensional 
decision spaces, although outlier results raise concerns about the 
capabilities of the selected algorithm in identifying a complete set of 
non-dominated solutions. 
Additionally, the methodology presents a novel approach that may 
be used to seed calibration work on different or new engines. The 
model is created using only data collected for initial calibration work 
and could be reparametrized for a family of transients for a specific 
engine with minimal additional testing. In this way, the design space 
can be explored rapidly to propose some candidate calibrations, the 
development process then is not dependant on exhaustive search 
techniques or taking a huge number of steady state conditions, and 
instead can focus on refining a design. 
Engine Experimental Results 
Some of the preliminary results from the optimization process were 
selected for testing on the dyno to evaluate the process. The engine 
used in the experimental work is a prototype turbocharged 1.0 litre 
gasoline engine with Variable Valve Timing (VVT) which is 
capable of 92 kW. The engine is coupled to a 220kW AVL Schneider 
Electric motoring dynamometer. The system is supervised by AVL 
Puma which controls the engine torque and speed and monitors 
critical parameters. 
Figure 12. (Left) Test engine. (Right) Control room for transient test 
facilities. 
Figure 12 shows the engine test facility (right) and the experimental 
setup for the engine (left). Engine instantaneous fuel consumption 
was determined based on the data reported by the ECU over CAN, 
this had a response time of approximately 20 ms. The engine out 
NOx emissions were measured between the turbine outlet and the 
catalyst using an ECM 5210 with an NTK NOx senor system [27], 
this system has a response time in the region of 100ms. ATI Vision 
calibration and data acquisition software was used to update the 
calibration map on the ECU over CAN. 
For the engine results it is important to assess repeatability for 
transient manoeuvres. Repeatability is examined with respect to the 
optimization objectives, and the integral sum of the objectives and 
other key engine parameters is looked at over the cycle. Because the 
testing carried out is over dynamic tests the average of the integral 
results is taken over several repeats, and the standard deviation and 
Coefficient of Variation (COV) monitored. An automated testing 
and data analysis procedure is implemented for the dyno test room 
which automatically generates Statistical Process Control (SPC) 
charts as repeats of the transient test are completed. The data analysis 
automation aids the user when repetitions of dynamic tests are 
required as it allows quick identification of test outliers and gives an 
overview of the typical expected values when running experiments. 
It also allows for a quick judgement to be made when making 
calibration modifications. 
Figure 13. Example of the automated statistical process control figures 
generated by the test room automation. fuel and NOx results over 10 
repeated transient tests, units removed from fuel. 
Figure 13 shows an example of the output from the SPC produced 
by MATLAB, with lines plotted for the mean and a range of standard 
deviations from the mean, calculated based on the previous results 
up to current test. Units are removed from the fuel figure for 
confidentiality. Typical values for fuel and NOX COV on the 
transient dyno test cell equipped with test automation are ~0.5% and 
<1% respectively, results are compared against these values to make 
judgements on significance. 
Optimized VVT Calibration Results 
The optimized tables selected for experimental testing are the best-
case fuel and best-case NOx results from the simulation optimization 
process, these are shown in Figure 14. Both points show 
improvement in the key responses compared to the base calibration 
over the 2-minute transient. The minimum NOX point shows a 
reduction in NOX of ~18% and ~0.6% fuel, while the minimum fuel 
point suggests a reduction of ~10% NOX and ~5% fuel. These results 
are not expected to translate to the engine directly for two reasons. 
Firstly, that the scale of the expected improvement for fuel is 
significantly less than 5%, (as explained above), and secondly 
because of unavoidable discrepancies between a modelled 
environment and a real-world system. The goal is to treat the model 
environment as a trend-wise compliant system and translate the 
result to any real-world benefit. 
Figure 14. The selected points for physical testing from the optimized results. 
Minimum fuel in red and minimum NOX in blue. 
The following results are generated by taking the time resolved 
median for each signal over the 10 repeats carried out. The SPC 
charts are analysed for outliers prior to this or any significant 
patterns becoming apparent and removed or re-tested as necessary.  
Figure 15. Comparison of torque response from the engine against demand 
over specified transient. Fuel optimized result is compared against base 
calibration. 
Figure 15 shows the torque response against demand for the base 
calibration and the minimum fuel optimized calibration. Torque 
demand is taken from a production vehicle with the same engine and 
measured from the Engine Control Unit (ECU). Torque is measured 
from the transient dyno in both experimental conditions and as such 
is more accurately obtained, discrepancies are expected due to the 
predictive nature of the ECU predicted torque and faster 
measurement rate capabilities of the test room. The optimized 
calibration shows no significant deviation from the ability to track 
demand when compared to the base calibration. This is an important 
preliminary result towards meeting requirements. A transient 
measure of combustion stability is currently not present in the 
simulation environment, and classical steady state measures are not 
valid over dynamic events. Overall, a small positive torque error 
exists in the optimized case. This positive error is partially an 
artefact of the transient dyno controller, whose gains are not adjusted 
for the optimized cases. The ability to produce more torque in certain 
events (for example, 40 seconds in Figure 15) would, in the final 
product, be managed by the driver. 
The time-based cumulative measures for total fuel consumption and 
NOX emissions are difficult to interpret when viewed graphically. A 
clearer way of showing the difference over time and identifying the 
time windows where differences are occurring is by examining the 
cumulative difference to the base calibration. Engine test results 
presented in Figure 16 show several interesting results of the applied 
methodology. The NOX emissions show trend-wise compliance with 
the optimization process, with the best-case NOX calibration 
showing an improvement of ~12% reduction in NOX with a trade-
off increase of 1.5% total fuel consumed. The best-case fuel 
calibration in comparison shows a reduction in both NOX and fuel of 
~1.8% and 0.1% respectively. Recalling the simulation-based 
predictions, strong dominance would be expected in both objectives 
compared to the base calibration. In both cases a significant decrease 
in fuel consumption was not observed; suggesting that the model 
predicting fuel is not capturing the VVT and fuel interactions 
correctly. NOX improvement was predicted and realised in both 
cases, with a substantial reduction on the best NOX calibration and a 
reduction of >1% after accounting for typical repeatability for the 
best fuel case. 
Figure 16. Cumulative difference plots comparing the cumulative fuel and 
NOX results from the optimized tables against the base calibration. 
The best case fuel calibration shows a negative trend in the 
cumulative difference in fuel consumption compared to the base 
case in Figure 16 for the majority of the transient covered, apart from 
a significant spike seen in the 40-50 second region where sudden 
spikes of relatively increased fuel consumption occur. These same 
spikes are seen in the best NOX case, although the trend is for 
increasing relative consumption. These spikes correlate with areas 
that the model has difficulties reproducing the high load conditions, 
and as a result the optimizer is unlikely to be directing the calibration 
at these speed-load conditions to the correct areas. This also explains 
why a spike in positive torque error is seen at this point. Despite this 
increase in torque production during this transient event, the NOX 
targeted calibration still produces significantly less NOX and no 
spike in emissions is seen in this area. The NOX cumulative 
difference shows a consistently strong decrease in emissions over 
the best NOX result, while it is relatively flat for the best-case fuel 
calibration. In this case, it appears that the NOX detriment comes 
from the low speed low load conditions, there is then little change 
until the end where significantly less NOX is produced in the final 
10-20 seconds.  
The engine results highlight limitations of the MVEM in capturing 
all transients and in the sensitivity of the fuel model to the VVT 
system. Nevertheless, the NOX behaviour is well represented for 
trend wise compliance and in both cases a reduction in NOX outside 
of the typical repeatability is observed. The most dramatic 
improvement in NOX comes at a cost of fuel efficiency, and this is 
the expected result from competing objectives. A very small 
reduction in fuel consumption and a reduction in NOX is seen from 
the best fuel case. These improvements are applied through a rapid 
optimization methodology applied to a transient experiment 
covering a broad range of operating points. Importantly, these 
improvements are made to an existing, developed calibration for 
technology which is already in use.  
Multi-objective approaches offer opportunities to improve at least 
one objective that may not be apparent with constrained single 
objective methods. Although only 2 cases are chosen from the 
identified POF, it is feasible that more significant improvements in 
NOX emissions are possible with no detriment to fuel consumption. 
This result is unlikely to be found if the problem is defined as single 
objective, fuel, with emissions constrained to some prescribed value 
(legislative limits). Indeed, by imposing a condition on emissions 
without the knowledge of the potential performance of the system 
there is a risk of underutilizing the system. A multi-objective 
approach allows identification of the inferior regions in the design 
space, and engineers can use this information during development.  
Conclusion 
A methodology for optimizing static calibration maps over a 
transient cycle has been presented with an example applied to a VVT 
system of a 1.0 litre turbocharged gasoline engine. The MOO 
framework utilises a MVEM with representative engine controls and 
calibration to generate a new VVT system calibration map based on 
the minimisation of cumulative fuel consumption and engine out 
NOx emissions over a 2-minute section of the WLTC. A Bezier 
surface fitting approach is applied to the calibration map to reduce 
the dimensionality of the search space and ensure smoothness 
requirements in the resulting lookup table. The NSGA-II algorithm 
is used and the whole process is implemented in MATLAB. Parallel 
computing allows effective search of the 4-objective space, 
providing a range of solutions and estimation of the Pareto optimal 
front in less than 24 hours. 
Simulation results suggest potential improvements of up to 18% 
NOX and 5% fuel over a baseline calibration, although issues with 
the fuel model sensitivity are identified. Validation work is carried 
out on a dyno test bed, and improvements of 1.8% NOX and 0.1% 
fuel translate in the lowest fuel selected solution, while substantial 
improvements in NOX are possible at a cost of fuel efficiency.  The 
improvements in fuel consumption are limited due to an unexpected 
result where more torque is being produced over the transient. 
Overall, a small increase in total torque is observed with an overall 
reduction in fuel consumption. No significant detriment to 
combustion stability was observed in any of the testing, and torque 
demand was met. Some weaknesses of the model are identified in 
both simulation optimized results and in the engine tests, specifically 
a 10-20 second section is identified which the model fails to replicate 
well, and the resulting calibration uses more fuel as a result; this 
detracts from the overall trend of improving fuel economy 
throughout the rest of the transient, and fuel economy improvements 
could be larger through improving this area and moving to a 
dynamic fuel model. 
Validation results on the engine also show that an automated 
optimization process for generating calibrations can produce valid 
solutions which run safely on a real system. This could present 
opportunities to rapidly generate calibrations for any new system 
where a system model exists, with resource being focused on 
refinement of generated design. 
Future work aims to examine the criteria for algorithm selection in 
more detail and address the performance limits as the number of 
objectives increases. Issues with the current fuel model must be 
resolved to get a full understanding of the potential benefits available 
to a system. As part of an expansion, the ability to include multiple 
calibration maps and maps with interactions into the process may 
show further benefits or may offer new approaches to automation of 
the calibration process. A question remains about how combustion 
stability is determined and ensured over transient cycles and how 
any resulting calibrations could be synthetically evaluated for this. 
In addition to this, expansion work is to be carried out on transient 
selection to address generalizability of the process and how it 
compares to a traditional steady state mapping of the entire space. 
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EVC – Exhaust Valve Closing 
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MOO – Multi-Objective Optimization 
NEDC – New European driving cycle 
POF – Pareto Optimal Front 
POS – Pareto Optimal Set 
SPC – Statistical Process Control 
VCR – Variable Compression Ratio 
VGT – Variable Geometry Turbine 
VVT – Variable Valve Timing 
WLTC – Worldwide harmonized Light-duty Test Cycle 
