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Dankwoord
Laat me toe om even de lyrische pen te hanteren, en een woord van dank te uiten, nu ik in
de verte de boog van de laatste kilometer zie. Het was een lange toch, met vele omwegen,
en een aantal onvoorziene weersomstandigheden. Tel daarbij de platte banden, de valpar-
tijen, en de vele kasseistroken: hiermee zou de gemiddelde Roger De Vlaeminck al lang
verlet gegeven hebben. Bij overmaat van ramp, in deze laatste hectometers, met het roze
Peugeoke tussen mijn benen, word ik lyrisch en verlies ik controle over het stuur. Zou het
moeilijkste moment dan toch nog niet aangebroken zijn?
Laat het gezegd zijn: een topcoureur zal ik nooit worden. Dat wist ik al toen ik bij de
derde demarrage het wiel van mijn voorhanger kleiner zag worden. Een eenzame tocht
inderdaad. Ik had echter voldoende steun van mijn ploegbaas: kunstig reed je naast me in
deze wilde koers, naarstig om me de juiste bidon in mijn handen te proppen. Niet altijd de
beste cocktail, echter de drinkbus was voldoende geladen met jus om net het peloton bij te
benen. Bij deze: een oprechte dank voor de veelzijdige kansen! Een enorme dank aan de
leden van de wedstrijdjury en dopingcontrole. Jullie nauwkeurige werk heeft ervoor ge-
zorgd dat mijn trainingsregime de laatste weken sterk de hoogte is ingevlogen, ongezien
hoog eigenlijk. Ik besef zeer goed dat er veel tijd kruipt in het analyseren van de stalen
en het controleren van de tijdstabellen. Ik apprecieer het enorm dat dit zeer grondig en
kritisch gebeurd is.
No cycling race without a good team. Dear team, I’m glad we could help each other out
in the race, and I’m happy that the fights for the last water bottle left in the team car were
limited. To be among such a diverse team of people is a gift. A special thanks for the
established team members: your encouragements and help during the final steep climbs
were vital for me to push further. Thank you for the refills in the Coupure. Indeed, as a
cyclist, rest is important... I can only hope I come across you from time to time, I’ll be
glad to trade gear, but mostly stories.
‘Genoeg eten, genoeg drinken’, zou José (De Cauwer voor alle duidelijkheid) zeggen.
José zou je ook zeggen dat je dit bijna nooit alleen doet. Het stelt me enorm plezier dat
ik met het bijna volledige wielerpeleton heb kunnen rondtoeren. Ik zou er enkele namen
kunnen uitpikken, echter ik denk dat specifieke etappes misschien meer tot de verbeelding
spreken: de grote prijs Edward Pynaerdicus, de cyclo Blekersdijk, de vlucht naar Batumi,
de pas van Bleau, de cyclo Omloop het Volk, uh ik bedoel Nieuwsblad, sorry, de tocht
langs de Elbe, de Charla (met uitgerokken a), de waterweg langs de burgt Feberto, de re-
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trokoers Toer de Sol, de Invalidetocht in Oostakker, het uur van de Late Dino’s, de droom
van Prizren, de aankondiging in Rocroi, de modderpoel van de Houffa, sicnarF met ex-
clusieve voordelen, het dossier LHWM, de appel van Roemenië, de breuk van Adegem,
de test Jan Palfijnus, het kompas van Givet, het raadsel van Oizy, ... Elke helling, elke
overwinning, elke kassei, elke stuurbreuk, van de eerste tot de laatste, ik heb ervan ge-
noten! Al moet ik toch zeggen dat ik vermoed dat deze opeenstapeling van fantastische
evenementen me misschien heeft weerhouden om een echte Eddy Merckx te worden, of
toch tenminste een Joop Zoetemelk.
Geen fiets zonder een stel goede mecaniciens. Mama, papa, jullie worden bijna expliciet
vernoemt. Bijna cyrial, uh typ fout surreëel bedoel ik. Jullie hebben mijn eerste fiets
gefikst, en me geholpen bij de eerste metertjes met een stok. De stok werd al gauw ach-
terwege gelaten, en het was me vrij snel duidelijk dat ik zelf mijn stutn voor de koers ging
mogen smeren. Echter jullie keken toe, en toonden met op de juiste momenten de nodige
moersleutels aan. Ik heb die vrijheid enorm geapprecieerd. Ik besef zeer goed dat mijn
idee over hoe de koers zou moeten verlopen jullie soms treft, en ik ben blij dat jullie daar
niet moeilijk over doen. Dit gezegd zijnde, ik kan met het hand op het hart zeggen: er be-
staan wel nog verdomd goede fietsenmakers! Tel daarbij de mecaniciens op verplaatsing,
onze Jan Ullrich aan de monding van de Schelde, en de Alma mater van de zaak, en we
zijn een ideale mix voor een lokale versie van de Lotto-Mobistar ploeg.
Inmiddels zit ik alweer op men roze fiets. Heerlijk, die wind, de zonnecrème die in mijn
ogen piekt. Om het publiek te amuseren ga ik nog eens op de trappers staan. ‘Dat is
nu nog eens nen echte coureur’ zie ik ze denken. Helaas, niet van het type Peter Sagan,
gelukkig niet van het type Marco Pantani, maar eerder van de kweek Ludo Dierckxsens.
Een enthousiasteling met een enorme brede glimlach. Ludo stuurde aanvallen aan va-
nop 200 km van de finish, vaak zonder enig plan (buiten die ene keer, dankjewel Karl
Vannieuwkerke). Nu, deze uit de lucht gegrepen aanvallen van Ludo leken vaak weinig
resultaat op te leveren. Echter, Ludo is een man van de tocht, niet van de finish. En hij
weet dat het juichend publiek langs het parcours, en voor de beeldbuis, zijn glimlach niet
snel zal vergeten. Nu, achter die glimlach zit de sponsor het IJsboerke. Een bescheiden
sponsor, maar een klassebak, het gouden randje op de flanken van de Kapelmuur. Mijn
IJsboerke, je hebt me gemotiveerd om de koersen te rijden en je hebt me leren genieten
van de kleine overwinningen. Daarbij heb je altijd naar mijn verhalen willen luisteren, en
mijn enthousiasme moeten verdragen. Zelfs als er een harde tegenwind waaide, en we de
versnelling wat lager moesten zetten. Het doet me enorm plezier dat je zoveel blindeloos
vertrouwen in me hebt, en ik hoop dat ik - met mijn glimlach - de helft kan terug doen
van wat jij voor mij doet!
Gent1, maart 2018
Gobeyn
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Summary
Freshwater ecosystems, holding two to three percent of all water on our planet, provide
the necessary water supply for humans and other organisms to survive. The degrada-
tion of these systems leads to negative effects, such as famine, dehydration and disease.
Therefore, scientists and decision makers need tools that can assess which specific pres-
sures lead to freshwater ecosystem deterioration, and which measures could reduce these
pressures and/or limit their effects. Possible tools, which are already used in ecological
research, are species distribution models (SDMs). SDMs are computer models that aim to
estimate the species-environment relation. These models can help scientists and decision
makers to better understand these relations, and can be used to steer conservation and/or
restoration actions.
During the past 50 years, a number of SDMs have been developed and applied on nu-
merous case studies for freshwater, marine and terrestrial species, on both a local and
global scale. These experiments have demonstrated that developing SDMs is a huge chal-
lenge. Not only is there much debate about the conceptual basis and theoretical framework
needed to develop these models, optimizing and evaluating these SDMs with empirical
data has also proven to be a tedious exercise. With respect to optimization, a specific
challenge is to fit accurate models. Quite often, models do not meet the requirements set
by ecologists and decision makers. A way to improve model reliability is to encourage
collaboration between model developers and users. Scientists can stimulate this coopera-
tion by developing novel and transparent methods.
The aim of this thesis is to develop a method that can be used by ecologists and decision
makers to help to select or identify a set of model(s) satisfying multiple objectives. A
multi-objective optimization is proposed that can deal with the simultaneous optimization
of a number of objectives, and that can identify trade-offs between these objectives. The
objectives of the correct estimation of species presence, on the one hand, and species
absence, on the other hand, are chosen in this thesis. Finding a balance between these two
objectives is typically named ‘Prevalence-adjusted model training (optimization)’. This
type of training is an important practice in species distribution modelling to meet study
objectives.
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In the first part (I) of this dissertation (chapters 2 and 3), the literature on species distri-
bution modelling and optimization is explored. Chapter 2 reviews the state-of-the-art of
species distribution modelling, and identifies current challenges. Coping with ambiguities
in ecological theory and its derived concepts is a major challenge. In addition, prevalence-
adjusted model training is identified as a key aspect in species distribution modelling. To
end chapter 2, a habitat suitability model (HSM) that may better comply with ecological
theory is proposed. A habitat suitability model (HSM) is an SDM that assumes that mostly
abiotic conditions shape the presence or absence of a species. In chapter 3, the practice
of model optimization is shortly introduced. In addition, this chapter introduces the use
of evolutionary algorithms (EAs) to optimize HSMs. These algorithms are well-suited
approaches to perform multi-objective optimization, and are in addition able to cope with
complex problems. It is hypothesized that these EAs are well-suited methods to deal with
prevalence-adjusted model training.
The second part (II, chapters 4 to 8) starts with the introduction of a number of case stud-
ies. Three case studies are presented: a case of river pollution in the Guayas River basin,
a case of the reintroduction of the brown trout in the Zwalm River basin, and a case of
identification of habitat preference of macroinvertebrate species in the Netherlands. The
first case study is used to implement a wrapper input variable selection (IVS) approach
based on a simple genetic algorithm, a specific type of EA, to optimize HSMs for 14
macroinvertebrate taxa (chapter 5). The aim of wrapper IVS is to select relevant model
predictors, reduce model complexity and increase model accuracy. The implemented al-
gorithm is able to optimize the HSMs, and is assessed to be superior - in terms of compu-
tational time required - to a grid-search approach (i.e. an approach where one inspects all
solutions one by one). A disadvantage of the wrapper IVS approach is that the selection
depends on the a priori estimates of the parameter values. To deal with this dependency,
chapter 6 introduces the use of embedded IVS. A variable length genetic algorithm is im-
plemented and used to optimize the models for the 14 macroinvertebrate taxa. Embedded
IVS is found to be more robust than the wrapper IVS approach. In addition, it is able to
further reduce model complexity, while maintaining model accuracy. In chapter 7, HSMs
optimized with wrapper IVS, are used to test the habitat requirements of the brown trout
in the Zwalm River basin (Flanders, Belgium). In this case study, it was found that the
developed HSMs have the potential to be applied in freshwater management. However,
extra efforts should first be made to improve model robustness, to validate the model, and
to collect more data from the Zwalm River basin.
Next, the embedded IVS developed in chapter 6 is adjusted so that it can perform prevalence-
adjusted model training. The extension is based on a multi-objective optimization ap-
proach, more specifically the non-dominated sorting genetic algorithm II (NSGA-II). The
hypothesis is that NSGA-II is able to identify a set of models enclosing a trade-off be-
tween correct estimation of species presence, on the one hand, and species absence, on
the other hand. HSMs for 11 macroinvertebrate species in the Netherlands (chapter 8)
are optimized to test this hypothesis. The multi-objective approach is able to efficiently
identify this trade-off. Moreover, it is found to be a very competitive alternative to single-
objective optimization for prevalence-adjusted model training.
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In the third part (III, chapter 9), the performance of the approach developed in the previ-
ous part is assessed by means in of a virtual experiment. In a virtual approach, a problem
is generated for which the solution is known. Specific advantages and limitations of a
specific method can be found by solving this generated problem with the method. The
virtual experiment demonstrates that the developed embedded IVS approach is able to es-
timate the species-environment relation. Future research should focus on the interaction
between model formulation and robustness of the approach. The use of the prevalence-
adjusted approach is also assessed as adequate. However, the use of the algorithm is not
advised in situations where the prevalence in the used training data is lower or higher than
10 or 90 %, respectively.
In the last part (IV, chapter 10), the main conclusions of the thesis are summarized and
discussed. The main conclusions of this thesis are:
• Multi-objective optimization is a good alternative to single-objective optimization
for prevalence-adjusted model training.
• Evolutionary algorithms are good candidates to perform this multi-objective opti-
mization.
• Prevalence-adjusted model training can be a good alternative when no very accurate
models can be found.
• Models aiming to comply with ecological theory may fail in terms of robustness for
use in river management.
This thesis provides a tool that can be used by ecologists and decision makers. This tool
mainly aims to close the gap between the model developers and its users. Future research
should focus on the translation of the work to a more practical end-results usable for
decision makers. In addition, efforts should be made to improve the robustness of the
approach, and to compare it to other methods. With these elements, this thesis takes a




Zoetwater ecosystemen zijn een essentiële bron van drinkbaar water voor de mens en
andere levende wezens. Het vervuilen van deze systemen met bijvoorbeeld organisch
materiaal, pesticiden en plastiek kan leiden tot negatieve effecten, zoals hongersnood,
dehydratatie en ziekte. Wetenschappers en beleidsmakers kunnen gebruik maken van
een aantal instrumenten om een inzicht te krijgen in deze negatieve effecten, en in te
schatten welke maatregelen nodig zijn om ze weg te werken en tenslotte te vermijden.
Soortenverspreidingsmodellen (SDMs) zijn een handig instrument om inzicht te krijgen
in zoetwaterecosystemen. SDMs zijn computermodellen die de relatie tussen een soort
en zijn omgeving proberen in te schatten. Deze modellen worden al volop gebruikt in de
ecologie. Daarenboven wordt hun gebruik in een beleidscontext ook overwogen.
De laatste 50 jaar zijn een aantal SDMs ontwikkeld om de relatie tussen soorten en hun
omgeving in kaart te brengen, voor zowel zoetwater, mariene en terrestrische soorten.
Het gebruik van deze methodes heeft zijn nut reeds getoond, maar heeft ook aangetoond
dat de ontwikkeling van zo’n model niet altijd even eenvoudig is. Er is niet alleen grote
discussie over welke concepten gebruikt moeten worden, maar ook over hoe de SDMs
getoetst moeten worden aan data. Dit proces van het testen van modellen met data wordt
ook vaak modeloptimalisatie genoemd. Een specifieke uitdaging in modeloptimalisatie
van SDMs is het bekomen van accurate modellen. Vaak is het zo dat de accuraatheid van
de modellen te laag is om te voldoen aan de noden van de gebruikers. Een deel van de
oplossing om de betrouwbaarheid van modellen te verbeteren is het nauwer samenwerken
van modelontwikkelaars en gebruikers. Wetenschappers kunnen helpen om deze samen-
werking te stimuleren door transparantere methodes te ontwikkelen.
Het doel van deze thesis is om een methode te ontwikkelen voor het identificeren van
een set modellen die aan een reeks van vooropgestelde objectieven beantwoordt. Boven-
dien dient deze methode transparant te zijn voor ecologen en beleidsmakers. Een multi-
objectief optimalisatiemethode die deze objectieven simultaan kan optimaliseren wordt
voorgesteld. Daarenboven wordt dezelfde optimalisatiemethode gebruikt om bepaalde
‘trade-offs’ of wisselwerkingen tussen objectieven in kaart te brengen. In deze thesis
worden de objectieven van het correct inschatten van de soortaanwezigheid enerzijds, en
de afwezigheid anderzijds, beschouwd. Een balans vinden tussen deze twee objectieven,
ook wel ‘prevalentie-aangepaste model training’ genoemd, is een uitdaging. Het vinden
van een trade-off tussen deze twee objectieven is dus een belangrijk element in het mo-
delleren van soortenverspreiding.
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Het eerste deel (I, hoofdstukken 2 en 3) van deze thesis begint met een literatuuron-
derzoek over SDMs en modeloptimalisatie. Hoofdstuk 2 behandelt de ‘state-of-the-art’
van soortenverspreidingsmodellering. Daarenboven worden specifieke uitdagingen in
het veld besproken. Een grote uitdaging is om modellen te formuleren op basis van de
vaak gebruikte theoretische concepten. Dubbelzinnigheden in de formulering van de
theorie en de concepten maken het moeilijk om theoretisch onderbouwde modellen op
te stellen. Daarbij wordt prevalentie-aangepaste model training geı̈dentificeerd als een
belangrijk element in het opstellen van SDMs. Op het einde van hoofdstuk 2 wordt
een habitatgeschiktheidsmodel (HSM), een type SDM, voorgesteld. Een HSM is een
SDM dat veronderstelt dat abiotische factoren het voorkomen van een soort verklaren.
Deze HSM wordt verondersteld beter in overeenstemming te zijn met de concepten in
ecologische theorie dan andere modellen. In hoofdstuk 3 worden de concepten die in
modeloptimalisatie gebruikt worden kort uitgelegd. In dit hoofdstuk worden evolutio-
naire algoritmen (EAs), ook wel genetische algoritmen genoemd, voorgesteld om het
model geformuleerd in hoofdstuk 2 te optimaliseren. Deze algoritmen worden voor-
gesteld omdat ze geacht worden goed multi-objectief problemen te kunnen oplossen.
Daarbij kunnen ze goed omgaan met complexe problemen. De hypothese in deze thesis
is dat deze EAs geschikt zijn voor prevalentie-aangepaste model training.
Het tweede deel (II, hoofdstukken 4 tot en met 8) wordt geı̈ntroduceerd door een be-
schrijving van de data die in deze thesis gebruikt worden (hoofdstuk 4). Drie case studies
worden voorgesteld: een geval van watervervuiling in Ecuador, een case die het herin-
troduceren van de beekforel in de Zwalm rivier onderzoekt en een case die de habitat
preferenties van een aantal macroinvertebraat soorten onderzoekt (in Nederland). De eer-
ste case studie wordt gebruikt om een ‘wrapper’ input variabele selectie (IVS) methode
te testen (hoofdstuk 5). Het doel van de IVS methode, gebaseerd op een genetisch algo-
ritme, is om relevante variabelen te selecteren voor de HSM van 14 macroinvertebraten
die in het Guayas rivierbekken (Ecuador) voorkomen. In deze zoektocht wordt de voor-
keur gegeven aan minder complexe, en meer accurate modellen. Dit onderzoek toont aan
dat wrapper IVS gebruikt kan worden om model complexiteit (accuraatheid) te vermin-
deren (te verhogen). Een nadeel van het gebruik van wrapper IVS is dat de selectie van
variabelen afhankelijk is van de vooropgestelde waarden voor de parameters van de HSM.
Om deze interactie in rekening te brengen, wordt een ‘embedded’ IVS methode voorge-
steld in hoofdstuk 6. Een ‘variabele lengte’ genetische algoritme wordt geı̈mplementeerd
en gebruikt om de HSMs voor de 14 macroinvertebraten te optimaliseren. Een vergelij-
king van deze methode met de wrapper IVS aanpak wijst uit dat de embedded methode
robuuster is. Bovendien is de methode in staat de model complexiteit nog verder te ver-
minderen, zonder dat de geı̈dentificeerde modellen minder accuraat zijn. In hoofdstuk 7
wordt een HSM voor de beekforel geoptimaliseerd met de wrapper IVS methode. Het
model wordt gebruikt om de habitatvereisten van de beekforel in te schatten en om te tes-
ten of het habitat van de Zwalm geschikt is voor de beekforel. De resultaten tonen aan dat
de ontwikkelde modellen toegepast zouden kunnen worden in zoetwaterbeheer. Echter,
de modellen moeten eerst gevalideerd worden en er moeten extra data verzameld worden
in de Zwalm om een beter inzicht te krijgen. Daarbij moet gecontroleerd worden of de
robuustheid van de aanpak verbeterd kan worden. Enkel wanneer aan deze voorwaarden
voldaan is, kan een potentieel gebruik in beleid overwogen worden.
xix
De embedded IVS aanpak geı̈ntroduceerd in hoofdstuk 6 wordt aangepast in hoofdstuk 8
om prevalentie-aangepaste model training mogelijk te maken. De ‘non-dominated sorting
genetic algorithm II’ (NSGA-II) methode wordt gebruikt om modellen te identificeren die
een trade-off weergeeft van het correct schatten van aanwezigheid en afwezigheid. De
hypothese is dat NSGA-II deze trade-off beter kan identificeren dan een optimalisatie op
basis van één objectief. Om deze hypothese te testen worden HSMs geoptimaliseerd voor
11 macroinvertebraat soorten die voorkomen in Nederlandse zoetwaterrivieren (hoofdstuk
8). De resultaten tonen aan dat de methode in staat is om de trade-off te identificeren, en
dit bovendien efficiënter doet dan een methode gebaseerd op één objectief voor model
optimalisatie.
In het derde deel (III, hoofdstuk 9) wordt de performantie van de methodes
geı̈plementeerd in hoofdstukken 6 en 8 getest met behulp van een virtueel experi-
ment. In een virtueel experiment wordt een probleem gegenereerd waarvoor de oplossing
gekend is. Specifieke voor- en nadelen van een methode kunnen geı̈dentificeerd worden
door dit gecreëerd probleem op te lossen met de betreffende methode. Het virtueel
experiment toont aan dat de embedded IVS methode performant is in het inschatten
van de soort-omgevingsrelaties. De robuustheid van de methode kan echter wel nog
verbeterd worden. Ook de performantie van de prevalentie-aangepaste model training
met NSGA-II wordt bevestigd, al is dit enkel onder specifieke omstandigheden: optimaal
wordt deze methode gebruikt voor training met data sets waarbij de prevalentie tussen de
10 en 90 % ligt.
In het laatste deel (IV, hoofdstuk 10) worden de conclusies van deze thesis samengevat en
bediscussieerd. De belangrijkste bevindingen zijn de volgende:
• Multi-objectief optimalisatie is een goed alternatief voor optimalisatie met één ob-
jectief wanneer prevalentie-aangepaste model training beoogd wordt.
• EAs zijn goede kandidaten om dit multi-objectief optimalisatie probleem op te los-
sen. Prevalentie-aangepaste model training kan een goed alternatief zijn voor situ-
aties waarin geen accurate modellen gevonden worden.
• De robuustheid van HSMs, die beogen om de concepten in ecologische theorie zo
goed mogelijk weer te geven, kan onvoldoende zijn voor zoetwaterbeheer.
Deze thesis stelt een instrument voor dat gebruikt kan worden door ecologen en beleids-
makers. Het ontwikkelde instrument heeft tot doel de samenwerking tussen modelont-
wikkelaars en gebruikers te stimuleren. Toekomstig onderzoek zal zich moeten focussen
op het vertalen van deze resultaten naar informatie bruikbaar voor beleid. Daarenboven
moet de robuustheid van de methode verbeterd worden. Met deze elementen neemt deze
thesis een kleine stap voorwaarts naar het ontwikkelen van betrouwbare soortenversprei-





1.1 Species distribution models for freshwater manage-
ment
The increase of anthropogenic pressures on ecosystems has challenged scientists and de-
cision makers to search for solutions that can mitigate the effects of human activity on
natural systems. With respect to freshwater river management, Europe introduced the Eu-
ropean water framework directive 2000/60/EC (EWFD) in the year 2000. This framework
aims to steer policy measures which can help to restore and protect the ecological value
of our river systems. The adoption of this framework introduced a shift from traditional
management practices, i.e. looking at pressures in isolation, to a holistic approach cover-
ing system thinking and catchment management. Although this approach had promising
prospects in shaping future river management, it also uncovered the complex nature of
river ecosystems, and showed how difficult it is to identify and quantify effects. In addi-
tion, the goal of obtaining a better water quality status across Europe showed to interact
heavily with and sometimes even contradict socio-economical aims (Voulvoulis et al.,
2017).
These complexities, interactions and trade-offs need to be investigated in-depth if fresh-
water ecosystems are to be fully understood. The central actors of these ecosystems are
the biota, e.g. fish, amphibians and macroinvertebrates, living in the system. To obtain
an insight in these biological communities and their response to external pressures and
measures, decision managers and ecologists can use a number of tools, one of which
is species distributions models (SDMs). SDMs are computer models that are simplified
representations of the species’ response to their environment. These SDMs can indicate
the potential driving forces for species to occur in a unit of geographical space and time.
When only abiotic driving forces are considered, an SDM is often referred to as a habitat
suitability model (HSM). HSMs aim to estimate the habitat suitability of a given location
for a species based on the location’s abiotic conditions.
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1.2 Optimization of habitat suitability models
SDMs have become of major importance for ecologists to study a specific species. Today,
approximately 50 years after the first use of an SDM, almost 20 % of scientific stud-
ies in ecology use SDMs (web of science, accessed on 23/02/2018). Recently, decision
managers have been making use of these models to steer conservation and pollution re-
mediation management as well (Guisan et al., 2013). The aims of developing an SDM
are to describe the strength of a relation between the species response and the environ-
ment, to use it for testing a hypothesis based on the estimated relation, and/or to use it
for predicting future patterns with a specific input scenario. The scientific community is
aiming to develop predictive models. These predictive SDMs would allow stakeholders to
investigate the effect of (future) climate scenarios and/or conservation actions on species
distributions. However, a number of challenges still need to be addressed before SDMs
can be used for predictive analysis (Araújo and Guisan, 2006; Guisan and Zimmermann,
2000).
One of the key challenges in species distribution modelling is to obtain reliable models
that conform with their theoretical assumptions, and that can explain patterns in empirical
data. To obtain reliable models, optimization algorithms and strategies are used. These
strategies improve or tune parts of a model to obtain a model that better reflects reality.
Model optimization uses data to identify a (set of different) well-performing model(s).
In other words, parts of a model are ‘changed’ to better fit the training data in the hope
of identifying a model that adequately describes the species response. A number of opti-
mization methods are available, each with their specific strengths and weaknesses (Araújo
and Guisan, 2006).
Another key challenge is the process of model evaluation, in which the acceptance of a
model is tested for its intended use (Araújo and Guisan, 2006). For example, if a model
needs to accurately predict the effect of climate change, it is of major importance to test
the generality or transferability of the model for different climate scenarios. This can be
done by testing the accuracy of the model on independent data. It is important to note
that there is a strong link between model evaluation and optimization. The measures used
for model optimization are often the measures used for evaluation. Model developers
typically pool the objectives of correct estimation of species presence and absence in one
measure. Unfortunately, as such the potentially existing trade-off between the objectives
is ignored.
In recent years, it has become clear that this trade-off is of importance, especially in
cases where it is difficult to identify well-performing models. In these cases, balanc-
ing commission (overestimation) and omission (underestimation) errors can be of interest
to still meet the study objectives. In literature, the practice of identifying this trade-off
during model training has been named prevalence-adjusted model training. Currently,
all prevalence-adjusted model training approaches use single-objective optimization to
identify this trade-off. The use of these single-objective optimization approaches have a
number of disadvantages. Multi-objective optimization has been assessed as superior to
single-objective optimization in identifying a trade-off. In this dissertation, it is hypoth-
esized that multi-objective optimization can be used as an alternative to single-objective
optimization for prevalence-adjusted model training.
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1.3 Research objectives and thesis overview
The aim of this thesis is to develop a novel method that can identify a set of SDMs enclos-
ing the trade-off between correct estimation of species presence and absence. A multi-
objective optimization approach is used to obtain this set of models. It is hypothesized
that multi-objective optimization, which explicitly accounts for the trade-off between ob-
jectives during optimization, can serve as a good alternative to single-objective optimiza-
tion approaches, specifically when no highly accurate models can be delineated. This is
the first application of a multi-objective approach to tackle the challenge of prevalence-
adjusted model training. The SDM used in this thesis is a habitat suitability model (HSM).
Habitat suitability modelling can be defined as estimating the suitability of a habitat
shaped by environmental conditions, under the assumption that environmental conditions
mainly shape species occurrence. In this dissertation, a HSM is proposed that may bet-
ter comply with the concepts of theoretical ecology than existing HSMs. The models
are optimized with evolutionary algorithms (EAs), which are a class of state-of-the-art
optimization algorithms able to solve the multi-objective optimization problem. In ad-
dition, EAs are for their efficiency in solving complex optimization problems. Prior to
using EAs for multi-objective optimization, it is inspected how well these algorithms per-
form for single-objective optimization of the proposed model. Specifically, the aim is to
develop a wrapper and embedded input variable selection (IVS) approach based on EAs.
These IVS approaches select input variables for a model to increase model accuracy while
decreasing model complexity. Embedded IVS accounts for dependency between the vari-
able selection process and parameter estimation, whereas wrapper IVS does not. The
central of this dissertation is: ‘can multi-objective optimization be used as an alternative
to single-objective optimization for prevalence-adjusted model training?’ To provide an
answer to this question, a number of sub-objectives and questions are formulated:
• Question 1: Can a habitat suitability model proposed in this thesis be used to ap-
proximate a species’ niche?
– Q1.1: What concepts and which methods are used in species distribution mod-
elling? (chapter 2)
– Q1.2: What are the current challenges in developing these models? (chapter
2)
– Q1.3: Is the proposed model practicable? Can robust and accurate models be
obtained? (chapters 5, 6, 7, 8 and 9)
– Q1.4: Can this type of model be used for freshwater management? (chapter
7)
• Question 2: Can evolutionary algorithms be used to optimize species distribution
models?
– Q2.1: What are EAs and what are their strengths and weaknesses? (chapter 3)
– Q2.2: Are they currently applied in species distribution modelling? (chapter
3)
– Q2.3: What opportunities can the applications of EAs to species distribution
modelling offer? (chapter 3)
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• Question 3: Which strategies can be used for input variable selection?
– Q3.1: Can EAs be used as IVS approach for HSMs? (chapters 5 and 7)
– Q3.2: Can EAs be used for embedded IVS? (chapters 6 and 9)
– Q3.3: Do embedded IVS approaches have specific benefits over wrapper IVS
approaches? (and vice versa) (chapter 6)
• Question 4: Is multi-objective optimization a good alternative to single-objective
optimization to perform prevalence-adjusted model training? (chapter 8)
– Q4.1: Can EAs be used to perform model objective optimization to perform
prevalence-adjusted model training?
– Q4.2: Is multi-objective optimization superior to single-objective optimiza-
tion. If so, in which situations?
Specific hypotheses are formulated at the end of the introduction of each chapter. In ad-
dition, a number of highlights for each chapter are formulated, except for chapters 4 (data
description) and 10 (conclusions). The work in this thesis is divided in four parts (Figure
1.1).
The first part covers the state-of-the-art in species distribution modelling and EAs by
means of a literature review. In chapter 2, conceptual approaches, available methods and
challenges in species distribution modelling are presented and discussed. In addition, the
HSM used in this thesis is introduced. Chapter 3 introduces model optimization, meta-
heuritics and EAs. In addition, it reviews the use of EAs in the field of species distribution
modelling. The second part covers the development of a model optimization approach
based on EAs. EAs are chosen as they are suited to solve complex optimization problems
and are hypothesized to be useful to facilitate prevalence-adjusted model optimization.
Three case studies (see chapter 4) are used to test different implementations of EAs. One
case study is located in Ecuador (used in chapter 5 and 6), and covers the effect of wa-
ter pollution on the species occurrence. In a second case study, the habitat preferences
of the brown trout are estimated (chapter 7) to inspect the possibility of reintroducing
this species in the Zwalm River basin. The last case study, in the Netherlands, is used
to test the prevalence-adjusted model optimization approach on a number of HSMs for
Ephemeroptera, Plecoptera and Trichoptera species. This data set is chosen as it holds
significantly more records than the other two case studies (30 years of observations, over
the whole of the Netherlands). The third part (chapter 9) of this thesis aims to validate the
implementation of the EA with a virtual species approach. In a final part, answers to the
above questions are formulated (chapter 10).
It is important to note that all considered case studies in this thesis focus on freshwater
species. In general, these applications are rather small scale, i.e. on reach scale (± 50 m
in a river). As a consequence, it is possible that the findings at the reach scale are not valid
for larger scale applications. As such, the results of this study should be analyzed in the
appropriate context. In addition, it is noteworthy to mention that the implementations used
for this thesis can be found on GitHub (https://github.com/Sachagobeyn/
SDMIT/releases, licensed under MIT License).
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Figure 1.1: Outline of this thesis.
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“Biological research is in crisis... Technology gives us the tools to analyze
organisms at all scales, but we are drowning in a sea of data and thirsting
for some theoretical framework with which to understand it. Although many
believe that more is better, history tells us that least is best.”(Brenner, 2012)
2.1 Introduction
Species distribution models (SDMs) are valuable tools for river managers and conserva-
tion biologists to obtain an insight in response of species to their environment (Guisan
et al., 2013). These models aim to define the species-environment relation and from this,
estimate the species’ geographical distribution. In river management, for example, these
SDMs are used to estimate the effect of organic pollution on the presence of freshwa-
ter species. The information supplied by the SDMs can aid river managers to formulate
actions such as the installation of a wastewater treatment plant upstream. For scientists,
SDMs are also of importance, as they provide insight in driving factors shaping species
response. Furthermore, they shape understanding of ecological processes. Given their
value, it is essential that these models adequately approximate or represent - in a sim-
plified way - reality. Since they are only simplified approximations of reality, they will
always be ‘wrong’ in some aspects. In this chapter, the aim is to introduce, explore and
discuss the current status of species distribution modelling. A distinction is made based
on the type of models that exist to give an indication about the position of SDMs:
This chapter is based on:
• Gobeyn, S., Volk, M., Dominguez-Granda, L. and Goethals, P.L.M., 2017. Input variable selection with a simple genetic
algorithm for conceptual species distribution models: A case study of river pollution in Ecuador. Environmental Modelling
& Software, 269 - 316.
• Van Echelpoel, W., Boets, P., Landuyt, D., Gobeyn, S., Everaert, G., Bennetsen, E., Mouton, A. and Goethals, P.L.M., 2015.
Species distribution models for sustainable ecosystem management, Developments in Environmental Modelling.
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• Black-box or data-driven models are models based solely on data without having
previous knowledge of the system.
• White-box, hypothetic driven or physically-based models are models derived from
‘first principles’ (e.g. physical, chemical or economical laws) in which all parame-
ters and equations can be determined by theoretical modelling.
• Grey-box models are positioned between black- and white-box models and make
use of both first principles and data.
This categorization is based on the relative influence of data and hypothetic factors in the
model (Figure 2.1). Note that no model is purely black- or white-box, so all are posi-
tioned in the space between both extremes. Generally, purely black-box models do not
use a conceptual representation of the system to answer a hypothesis whereas grey and
white-box models do. Current approaches are rather black-box than white-box, which
has having important implications on the way models are developed. However, recently,
the importance of conceptual modelling has gained attraction in species distribution mod-
elling (Guisan and Rahbek, 2011).
Figure 2.1: Spectrum of models determined by the relative amount of hypothetic factors or data
used to developed the model. An estimated position of most SDMs (not all!) in the spectrum
is indicated with the grey dashed line. It is important to note that no model is purely white- or
black-box. Adapted after Mount et al. (2016).
In the next section, the term ‘conceptual model’ is introduced, and the role of ecological
theory in shaping conceptual models is clarified; in section 2.3 ‘niche theory’, a the-
ory generally used to develop SDMs, is introduced; in section 2.4, a approaches used
in species distribution modelling are discussed. Next, in section 2.5, the steps typically
taken to develop a model are explained. In section 2.6, a number of challenges identified
in current species distribution modelling practices are summarized. Finally, in section 2.7,
it is explained which model is used in this dissertation.
2
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2.2 A conceptual model
The first step in the development process of an SDM is the definition of a conceptual
model. A conceptual model is a representation and abstraction of the system under study.
The design of a conceptual model is based on theory. A theory can be defined as a hierar-
chical framework that contains formulated postulates based on a minimal set of assump-
tions, from which a set of predictions logically follows (Marquet et al., 2014). Alterna-
tively, a theory can be interpreted as a system of constructs and variables in which the
constructs are related to each other by propositions, and the variables are related to each
other by hypotheses (Bacharach, 1989). In practice, ecological theories should simplify
and abstract characteristics of the system under study. However, no consensus regarding
the general applicability of current theories has been reached. This often leads to ambigu-
ities and ill-defined conceptual models (Araújo and Guisan, 2006; Austin, 2007; Marquet
et al., 2014). A number of studies note that many modelling practices underestimate the
value of conceptual modelling in SDM development (Austin, 1999, 2007; Guisan and
Rahbek, 2011). It is important to note that the definitions of a conceptual model and
theory might be perceived as equal. However, a model is intended to increase our under-
standing or resolve a particular problem (i.e. case study) whereas a theory serves as an
unified framework to define systems.
The concept of an ‘ecological niche’, described by Hutchinson (1957), is often used in
species distribution modelling to conceptualize the relation between a species’ environ-
ment and its occurrence (Hirzel and Le Lay, 2008). Niche theory (Hutchinson, 1957)
states that a species can only exist if the local combination of environmental gradients,
the niche, allow a positive population growth rate, in the absence of immigration. In addi-
tion, the theory states that a differences in species’ traits allow them to occupy a different
niche and coexist in a given spatial unit. Niche theory is closely (but also loosely) related
to the concept of filtering (Guisan and Rahbek, 2011; Hirzel and Le Lay, 2008; Poff,
1997) (Figure 2.2). In ‘filter theory’, the species assemblage in a spatial unit is assumed
to be shaped by three types of ‘filters’.
1. Historical and dispersal limitations: was (and is) the considered spatial unit actually
accessible, given the species’ dispersal capabilities and species source pools?
2. Environmental (or abiotic) filtering: do the environmental conditions in the consid-
ered spatial unit allow for the population to grow?
3. Species interactions: do the interactions (predation, competition, mutualism, ...)
with other species potentially present in the considered spatial unit allow a species
to persist (given 1 and 2)?
The defined barriers, filters or constraints theoretically determine the geographical dis-
tribution of the species. The inclusion of species interactions in this conceptual model
implies that a multispecies approach is required to develop SDMs (Guisan and Rahbek,
2011; Kissling et al., 2012). It is important to note that the term filtering in this thesis
will only be used to refer to the abiotic conditions leading to the exclusion of a species
(hereafter ‘environmental filtering’, see discussion Kraft et al. (2015)).
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Figure 2.2: Illustration of filter theory; it is assumed that a local source pool for a given spatial
unit is shaped from a regional and global (species production) species source pool by historical
/ dispersal limitations, and the species’ dispersal capacity. The realized assemblage at a given
unit is determined by environmental filtering and species interactions. Adapted after Guisan and
Rahbek (2011).
The theoretical considerations of niche theory are often poorly understood and/or defined
and sometimes even ignored in species distribution modelling (Austin, 2007; Guisan and
Zimmermann, 2000; Hirzel and Le Lay, 2008; Soberón and Nakamura, 2009). Therefore,
it remains important to clearly state the concepts used in studies so the developed models
can support niche or other theories. The next section will introduce niche theory, as it the
main theory used in species distribution modelling. This does not imply that other, more
efficient theoretical frameworks should not be considered in future species distribution
modelling studies (Marquet et al., 2014).
2
SPECIES DISTRIBUTION MODELLING 11
2.3 Niche theory
2.3.1 Definition of a niche
An ecological niche is defined as a multidimensional hypervolume allowing a positive
species growth rate (see section 2.2). Hutchinson (1957) makes a distinction between
a ‘fundamental’ and ‘realized’ niche, the latter being defined as a subset of the former,
not only constrained by environmental factors, but also by historical / dispersal limitations
and species interactions (Soberón and Nakamura, 2009). It is generally accepted that only
realized niches can be observed in nature (Guisan and Zimmermann, 2000). Despite the
fact they are difficult to observe, practitioners are motivated to map species’ distributions
based on their fundamental rather than realized niche (Guisan and Rahbek, 2011). An-
other way to define a niche is to make a distinction between the Grinnellian and Eltonian
niche. The former is a collection of broad-scale (‘scenopoetic’) variables that are not af-
fected by species density. The latter relates to fine-scale variables that may be consumed
or modified by the species (nutrients). The advantage of this distinction is the explicit
reference of scale, which is not present in the distinction made by Hutchinson.
2.3.2 Niche characterization
A key aspect in niche characterization is the selection of factors shaping the niche. Gen-
erally, the process consists of choosing a number of factors relevant for the system under
study, based on expert and ecological knowledge and available data (Guisan and Zimmer-
mann, 2000). A second aspect is the scale on which these steering factors act. Assigning
the appropriate scale to each factor is subject to discussion1. A third component is the
definition of a response as a function of these steering factors. These response curves
define the biological response of a species to an environmental gradient. An environmen-
tal gradient can be defined as an axis of environmental factors that change through space
and time. It is important to note that gradients do not necessarily have a physical reality
as continua in either time and/or space, but are rather used for abstraction of environ-
mental conditions (Ter Braak and Prentice, 1988). The uniform symmetric bell-shaped
(Gaussian) curve is often used as a base shape for the definition of the response curves.
However, it is noted by Austin (1999) and Heikkinen and Mäkipää (2010) that there is a
lack of evidence to support this assumption. A last important aspect is the aggregation and
interaction of species response over several gradients to compute a ‘pooled’ response. In
other words, to quantify what the specific contribution of a gradient is to the final species
response. The aggregated response can be chosen as additive or non-additive. In case of
the latter, the unit of species response to one gradient cannot be compensated by a unit
of response to another gradient. The former, for additive aggregation, the response to dif-
ferent gradients is summed to a pooled response (Gobeyn et al., 2017; Termansen et al.,
2006). Aggregation functions between those two extremes also exist.
1Theoretical and empirical evidence suggests that species interactions and dispersal limitations act on a




Niche evolution is the study of tracking a species’ niche through space and time. Intro-
ducing the concept of evolution to niche theory implies that a species’ niche is not in
equilibrium. The niche is assumed to be in a constant state of optimization to deal with an
environment changing over a relatively large period of time (Alley, 1982). A number of
studies have successfully used SDMs to show niche evolution (Hirzel and Le Lay, 2008).
It is important to note that evolutionary history is also included the filter scheme of Guisan
and Rahbek (2011) (see also Figure 2.2) and therefore could account for the concept of
niche evolution. However, to the authors’ knowledge, no approaches to conceptualize this
are available in literature.
2.3.4 Habitat suitability, niche theory and species distribution models
The practice of characterizing a (fundamental) niche is referred to as habitat suitability
modelling. In this thesis, a distinction is made between habitat suitability and species
distribution modelling. The latter is referred to as modelling with the aim to estimate
the distribution (occurrence) of species in a geographical context based on any possible
steering factors. The former aims to estimate the suitability of a given location based on
the environmental conditions (gradients, i.e. environmental filtering). Therefore, habitat
suitability modelling can be considered as a part of species distribution modelling (Guisan
and Rahbek, 2011). The use of this definition2 has an important implication: a species’
absence at a site does not imply that the habitat is unsuitable. Neither does a suitable
habitat imply a species’ presence at a given location. Leroy et al. (2016) and Meynard
and Kaplan (2013) define a probability of occurrence (P (O)) as a function of habitat
suitability:
P (O) = f(HSI) (2.1)
with HSI, the aggregated habitat suitability index. This index is a measure that expresses
the overall suitability of the abiotic environment of a spatial unit for a species. It is
assumed that the relation f between probability of occurrence and habitat suitability is
shaped by species interactions, stochastic nature of the system and dispersal limitations.
In this sense, the function f quantifies the distance between the fundamental and realized
niche of a species.
2It is acknowledged that other definitions are available, see Hirzel and Le Lay (2008).
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Table 2.1: Overview of terminology used in this chapter.
Definition
Conceptual model Representation and abstraction of a system under study.
Ecological theory Hierarchical framework that contains formulated postulates based
on a minimal set of assumption from which a set of predictions log-
ically follow.
Niche theory Theory which states that a species can only exist if the local combi-
nation of environmental variables allow, on average, a positive pop-
ulation growth rate, in the absence of immigration (or dispersal pro-
cesses).
Ecological niche Multidimensional hypervolume allowing a positive species growth
rate.
Filter theory Theory which states that the species occurrence at a given loca-
tion (spatial unit) is constrained by three types of ‘filters’ (historical




Environmental conditions which allow whether or not a species oc-
curs in a given spatial unit.
Species response
curve
Function defining the biological response of a species to an environ-
mental gradient X .
Environmental gradi-
ent
An axis of environmental factors that change through space and
time.
Fundamental niche Species’ niche only shaped by environmental conditions.
Realized niche Species’ niche shapes by environmental conditions, historical and
dispersal limitations and species interactions.
Grinnellian niche Species’ niche shaped by a collection of broad-scale variables that
are not affected by species density (and interaction).
Eltonian niche Species’ niche shaped by a collection of fine-scale variables that




In this section, the aim is to give a brief overview of a number of available SDM ap-
proaches. In Figure 2.3, an overview of a number of approaches is presented. In liter-
ature, BIOCLIM is considered as the (or at least one of the) first approach(es) to model
geographical distributions of species. First published by Booth (1985) and Prendergast
and Hattersley (1985), but originally developed by Nix (1986), the approach was based
on concepts of niche theory published in 1957 (Hutchinson, 1957). Before BIOCLIM,
two mentionable attempts for modelling species distributions were made with GROWEST
by Nix et al. (1977) and a GROWEST modification, CLIMEX (Sutherst and Maywald,
1985). In these models, a growth index is applied based on multiplying temperature, light,
moisture and additionally for CLIMEX, a stress index. The latter, CLIMEX, has been ap-
plied a number of times, e.g. disease control or the distribution of invasive species (Booth
et al., 2014). Although BIOCLIM has been applied successfully in the past(Booth et al.,
2014), it has a number of notable limitations (lack of accuracy being the one of the main
disadvantages).
Three SDM approaches were available before BIOCLIM. Austin and Cunningham (1981)
introduced the use of generalized linear models (GLMs) in species distribution modelling
and ecology to obtain insights in the species response. GLMs and the generalized additive
models (GAMs) (first used in ecology by Yee and Mitchell (1991)) have become reliable
approaches (Guisan et al., 2002), thanks to the advancements in statistics. The use of
classification and regression trees (CART) (also called decision trees) was introduced in
1987 by Verbyla (1987) as a way to cope with the assumptions often violated in statistical
approaches. Five years after the introduction of CART, the first metaheuristic approach3,
the genetic algorithm for rule-set prediction (GARP) was introduced by Stockwell and
Noble (1992). Random forests (RF), using bootstrap aggregation4 to create an ensemble
of decision trees was introduced in the mid 2000’s by Lawler et al. (2006) and Prasad
et al. (2006). This approach can be considered as the first ensemble learning method
introduced in species distribution modelling. In the same year, Phillips et al. (2006) in-
troduced the maximum entropy modelling (MAXENT) approach in ecology. Three years
later, Thuiller et al. (2009) used the concept of ensembles to develop a multimodel plat-
form, BIOMOD.
The methods above generally only consider the species-environment relationship to esti-
mate species occurrence. The spatial structure of the relations are implicitly included in
the scale. Spatially explicit models, which incorporate the spatial space in their structure,
allow to describe processes such as migration and dispersal in a spatial context (DeAnge-
lis and Yurek, 2017; Dunning et al., 1995). Up until today, these explicit methods are less
popular, mainly because of their complexity, and need for large data sets to parametrize
them (DeAngelis and Yurek, 2017).
3A metaheuristic is an approach to solve an optimization problem using an iterative generation pro-
cess which guides a subordinate heuristic by combining intelligently different concepts for exploring and
exploiting the search space (Zufferey, 2012).


























Figure 2.3: Chronological overview of first use or report of SDMs. Methods classified before 2000 under ML are indicated in a light grey boxes. Other
methods that are often categorized under ML are shown in a dark grey boxes.
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Figure 2.4: Cumulative number of publications that mention the labeled methods in their abstract
(based on web of science search, accessed on 10/11/2017). Methods mentioned in Figure 2.3 with
less than 10 cumulative records are not shown in this figure.
In Figure 2.4, the number of articles mentioning the approach in their abstracts are plotted
cumulative as a function of the time. To generate this figure, the web of science (WOS)
catalog is scanned for scientific publications mentioning the methods in their abstract
(same methods are searched as the ones in Figure 2.35). This cumulative number is used
as an indicator for method popularity in species distribution modelling. It is observed
that MAXENT, since its inception in 2006, is the most popular approach up until today.
GLMs, GAMs, CART are also much used approaches. However, their use originates from
earlier than 2006. The use of GARP and ANN was initially popular. However, their pop-
ularity has decreased in recent years. BIOCLIM, Multivariate adaptive regression splines
(MARS), fuzzy logic (FL) and BIOMOD are considered as least popular. A last shown
method is RF, also showing an increased popularity since its inception in the mid 2000’s.
In the remainder of this section, the approaches shown in Figure 2.3 will be shortly in-
troduced. For a more in-depth analysis and comparison of a number of these approaches
one is referred to Elith and Graham (2009); Guisan and Zimmermann (2000); Lawler
et al. (2006); Li and Wang (2013); Lorena et al. (2011); Mason et al. (2004); Merow et al.
(2014); Moisen and Frescino (2002); Qiao et al. (2015) and Van Echelpoel et al. (2015). It
is important to note that all these approaches have their specific advantage. Consequently,
the use of one approach can be complementary to the use of another (Elith and Graham,
2009; Guisan and Zimmermann, 2000). In addition, each approach has its own origin (i.e.
machine learning, statistics), and as a consequence used terminology and mathematical
formulation may vary over different approaches. In this text, it is attempted to homog-
5WOS key words used to find all manuscripts covering species distribution modelling (“species distri-
bution model*” ∪ “species model*” ∪ “habitat suitability model*” ∪ “habitat selection model*” ∪ “habitat
model*” ∪ “habitat distribution model*” ∪ “resource selection function*” ∪ “resource model*” ∪ “ecolog-
ical model*” ∪ “ecological niche model*” ∪ “gradient analysis” ∪ “ecosystem model*”)
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enize the mathematical symbols as much as possible. It is important to note that - in
general - all approaches use presence-absence to conceptualise ‘positive species growth’
defined in niche theory.
2.4.1 BIOCLIM
The development of the BIOCLIM approach is closely linked to the theoretical devel-
opments of niche theory. In essence the approach aims to delineate a rectangular envi-
ronmental (bioclimate) hyperspace (or envelope) to estimate the response of species to a
number of bioclimatic input variables. Let χ be the object space6 with dimensionality m
and x an element of χ. The species response, i.e. occurrence of a species (O) at a loca-
tion is then computed by testing the values of the variables at the location to a predefined
envelope Env (⊂ χ):
O = f(x) =
 1 if x ∈ Env0 else (2.2)
The lower and upper boundary or range of the envelope can be determined by low (0, 2.5,
5) and high (95, 97.5, 100) percentile values of the environmental values for which the
species is observed. BIOCLIM is a method that only uses presence records and is there-
fore often referred to as a presence-only approach. The BIOCLIM approach treats each
axis of the envelope independently leading to potentially ecologically unsound predic-
tions (Carpenter et al., 1993). The strengths of BIOCLIM lie in its origin in niche theory,
whereas its disadvantage is that it has a lower accuracy (due to overprediction, Elith et al.
(2006)) compared to other (more novel) SDM approaches.
2.4.2 Generalized linear and additive models
Generalized linear models (GLMs) are a collection of parametric approaches and a gen-
eralization of linear models based on three elements: a random component that assumes a
probability distribution (such as normal, Poisson or binomial) of the response variable Y
(1); a systematic component specifying a linear combination of the explanatory variables
X with their slopes (β) (2); and a link function g describing the relation between the
random and systematic component (3) (Nelder and Wedderburn, 1972; Zuur et al., 2010):
g(µ) = α + βTx
y ∼ family(µ, ...) (2.3)
with µ equal to the expected value of the output y given input x (µ = E(y) = E(y|x)),
α the intercept and β the slopes of the predictors (regression coefficients). An example
of a link function is ln(µ) used in case of a Poisson distribution. An extension of GLMs




are generalized additive models (GAMs) which relate the response variable to a linear
combination of smoother functions f :
g(µ) = α + f(x)
y ∼ family(µ, ...) (2.4)
It is important to note that GAMs are parameterized just like GLMs. However, it is pos-
sible to model predictors non-parametrically. The probability distribution of the response
variable must still be specified (parametric). As a consequence, GAMs are sometimes
labeled as ‘semi-parametric’ (Guisan et al., 2002). GLMs are often used in species dis-
tribution modelling to describe the relation between the habitat suitability (and species
occurrence) and environmental predictors (Guisan et al., 2002; Thuiller, 2003). For in-
stance, Everaert et al. (2014) used GLMs to compare abiotic preferences of five macroin-
vertebrate families in three river basins (Ecuador, Ethiopia and Vietnam). Overall, the
GLMs, based on generalized estimating equations, are found to be flexible approaches
to model the occurrence of macroinvertebrates as a function of environmental variables.
A number of other studies have evaluated and compared GLMs and GAMs with other
approaches (Elith et al., 2006; Merow et al., 2014). The authors of these studies found
GLMs and GAMs to be adequate and reliable methods, if used correctly.
The advantages of GLMs are the ability to handle different types of distributions for the
response variable, the quantification of species presence in probability (between zero and
one) and the potential to deal with overdispersion. Overdispersion is defined as the phe-
nomenon in which a greater variability is observed in the data than one would expect given
the statistical model. Since GLMs are not able to deal with complex response curves,
Austin (2002) and Thuiller (2003) suggest the use of GAMs. However, it could be ques-
tioned whether complex species response curves better reflect the true species’ response
(Merow et al., 2014). In this context, attention should be given to the trade-off between
model complexity and model performance in the model fitting process. A disadvantage of
both GLMs and GAMs is their inability to incorporate dispersal limitation and/or species
interactions. However, specific solutions to these issue can be found (Guisan et al., 2002;
Guisan and Rahbek, 2011).
2.4.3 Decision trees and random forests
A decision tree is a classifier expressed as a recursive partition or tree of the object space.
The basic elements of a decision tree are the nodes, which can be non-terminal (‘internal’,
‘test’) or terminal (‘leaves’, ‘decision’). The upper internal node is often referred to as
the root of the tree. Each internal node splits the instance space into two (or more sub-
spaces) according to a discrete function of the input values of the attributes. Following
these discrete functions from top to the bottom can also be interpreted as a way of rule
induction, i.e. developing a set of rules with ‘if-else-and-or’ operators). Decision trees
incorporate nominal and continuous data. In case of the latter, a decision tree can be
geometrically interpreted as a set of orthogonal hyperplanes. Notable is that the values,
splitting the internal nodes, must be complete and mutual exclusive to ensure each object
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is mapped to one instance (Boets et al., 2013; Everaert et al., 2016; Rokach and Maimon,
2015; Van Echelpoel et al., 2015). An example of a decision tree is shown in Figure 2.5.
Figure 2.5: Example of a classification tree. The presence or absence is classified for the fresh-
water invasive species Dikerogammarus vilosus in surface waters of Flanders as a function of a
habitat structural variabler and a number of physico-chemical variables. The non-terminal nodes
are shown in non-italic non-bold text, whereas the terminal nodes and rules are shown in bold
and italic, respectivily. The species is estimated present in non-natural rivers, with a relative low
conductivity (≤ 508 µS cm−1) and high dissolved oxygen concentration (expressed in %, > 89
%). The deeper structure of the tree model shows that the species is absent given the top rules,
a relative high nitrite concentration (> 0.031 mg N L−1) and low phosphorus concentration (≤
0.33 mg P L−1). Adapted after Boets et al. (2013).
The term classification and regression trees (CART) is used for decision trees that pro-
duce, at the terminal node, a nominal and continuous value, respectively. Some imple-
mentations of regression trees allow to generate a linear regression model in the terminal
node. RF use bootstrap aggregation to generate on a number of decision or regression
trees. In bootstrap aggregation, several bootstrap samples from a training data set (ob-
jects in the instance space) are taken to develop a number of models. In this sampling
process, several objects can be sampled more than once (sample with replacement). Ob-
jects that are not sampled in one bootstrap sample are named out-of-bag observations. A
classification tree is fit to each bootstrap sample, but at each node, only a small number
of randomly selected variables are available for splitting (part of) the instance space. The
trees are fully grown, and each tree is used to simulate an output for the out-of-bag ob-
servations. The simulated class for an object is then calculated by majority voting of the
out-of-bag simulations for that object, with ties split randomly. Finally, the results of the
models developed with these new training sets are aggregated (Cutler et al., 2007).
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Decision trees and RF have been frequently applied to model species distributions (Boets
et al., 2013; Elith and Graham, 2009; Everaert et al., 2011; Fukuda et al., 2013; Iverson
and Prasad, 1998; Prasad et al., 2006; Vezza et al., 2015). The main advantages of de-
cision trees are that they are non-parametric approaches. This allows them to explore
interactions between variables and discover complex structures in ecological data (Van
Echelpoel et al., 2015). RF share this advantage and are assessed as a very robust ap-
proach for species distribution modelling (Fukuda et al., 2013; Vezza et al., 2015). How-
ever, the bootstrap aggregation approach in RF can compromise the comprehensibility of
the model structure. In addition, RF can estimate species response curves that are rather
complex. In this perspective, the graphical approach of decision tree models offer a more
transparent approach for ecological reasoning. (Austin, 2002; Merow et al., 2014).
2.4.4 Artificial neural networks and multilayer perceptrons
Artificial neural networks (ANNs) are non-linear mapping structures inspired on the bio-
logical system of the brain. The basic unit of an ANN is the perceptron which is a simple
neural model that generates an output y by assigning weightsw to an input vector v (Tino
et al., 2015) (see Figure 2.6):








wpvp − wq+1) (2.5)
with f , the activation function which can be a sigmoid, bipolar or other function (see Tino
et al. (2015) for details). By convention, the input q+1 is fixed to -1. The associate weight
wq+1 is the excitation threshold.
Figure 2.6: Example of perceptron model. The input vector v is defined by v1, v2, ..., vq+1 . The
weight vector w is defined by w1, w2, ..., wq+1 (see arrows). The output o is calculated by taking
w · v as input for the activation function f (right square box). Adapted after Tino et al. (2015).
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In ecology, the backpropagation network (BPN, also named multilayer feedforward neu-
ral or multilayer perceptron network) is used (Lek and Guégan, 1999). The architecture
of this BPN is a layered feedforward neural network, in which the non-linear elements
(perceptrons) are arranged in successive layers (the network). In these architecture, infor-
mation flows from an input layer to the output layer, through a (number of) hidden layer(s)
(Figure 2.7). It is important to note that no lateral or feedback connections are present in
a feedforward network. A network is trained by adjusting weight and comparing the net-
work output with observations. Gradient-based steepest descent is generally to train these
models. Increasing the number of input, hidden and output perceptrons can quickly in-
crease to the complexity of the network (Tino et al., 2015). A number of studies have
applied BPN to model the distribution of species (Fukuda et al., 2013; Mastrorillo et al.,
1997; Olden and Jackson, 2002). Recently BPNs are also successfully applied a BPN in
an ensemble setting (Muñoz-Mas et al., 2017). Muñoz-Mas et al. (2017) state that BPNs
may have the same potential as RFs. The advantage of BPNs, and in general ANN, is that
they can deal with non-linearity. Drawbacks are that guidelines to determine an optimal
ANN architecture (for ecological applications) are lacking, that the model structure is not
transparent, and that networks poorly reflect ecological concepts (Merow et al., 2014; Van
Echelpoel et al., 2015).
Figure 2.7: An example of the BPN. The input (x) to the network is shown at the left of the
figure, whereas the output y is shown at the right. The input, hidden and output layer are shown
successively and directs the input to the output. Each arrow in the scheme has an assigned weight
as defined in equation 2.5. Adapted after Tino et al. (2015).
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2.4.5 Maximum entropy modelling
The maximum entropy modelling (MAXENT) approach uses the principle of maximum
entropy to make predictions from incomplete knowledge (Hernández et al., 2006).
The principle of maximum entropy states that the best approximation to an unknown
distribution, given a number of constraints, is the distribution which only satisfies these
constraints and no others (Jaynes, 1957; Phillips et al., 2006). In other words: MAXENT
aims to model everything what is known (constraints) but assumes nothing about what is
unknown.
Let f(z) be the distribution of features z across a geographical space where samples can
be taken, and f1(z) the distribution of features z for which the species is observed as
present. Features z are obtained from a set of transformations of the original covariates
(x, variables) present in a data set. MAXENT aims to maximize the entropy H of the
‘raw’ distribution π̂(x) (probability distribution over a spatial unit where a species is





which is found to be equal to minimizing the entropy of f(z) relative to f1(z), or mini-




with λ a normalizing constant ensuring f1(z) sums up to one. In essence, MAXENT
aims to find the regression coefficients β to minimize equation 2.7. The optimization is
conditioned by error bounds ε to allow l1-regularization and balance between model com-
plexity and fit (Elith et al., 2011; Phillips et al., 2006). Regularization forces MAXENT to
focus on the most important features and thus reduces the risk of overfitting. The model is
categorized as a presence-only approach as MAXENT only uses locations where species
are recorded as present (like BIOCLIM, see section 2.4.1). The reader is referred to Elith
et al. (2011) for a good theoretical introduction and example application.
Since its release by Phillips et al. (2006), the MAXENT model has been used numerous
times (Elith et al., 2011). A number of advantages can be listed; use of presence-only data,
penalization for overfitting and well-perform with small sample sizes. Renner and Warton
(2013) showed that the MAXENT approach is equivalent to the Poisson regression model.
As a consequence MAXENT shares a large number of characteristics with generalized
linear models. In this perspective, the specific advantages and limitations for GLMs and
MAXENT are likely to resemble (Merow et al., 2014).
2.4.6 Fuzzy rule-based models and fuzzy set theory
Fuzzy logic rule-based (FL) models represent knowledge in a rulebank (a set of ‘if-then’
rules) by processing imprecise and vague information by means of membership functions.
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These models are based on fuzzy set theory, a theory which states that an element can be-
long to a fuzzy set with a membership degree ranging from zero to one. Fuzzy set theory
thus states that an element can belong to two or more classes as an extension of boolean
mapping, where an element can only belong to one class (i.e. one = belong to class, zero
= does not belong to the class) (Adriaenssens et al., 2004; Zadeh, 1965).
A fuzzy set A is defined as a function of the object space χ to the unit interval [0,1] that
maps an element x to A(x):
A : χ→ [0, 1] : x→ A(x) (2.8)
where A(x) is the membership degree of x in A, expressing a degree of belief that an
element belongs to the set. A fuzzy partition is collection of membership functions of
an object space χ if for each element x in χ the sum of its membership degrees to all
membership functions is equal to one (see Figure 2.8 for an example of a membership
function for a variable ‘river depth’) (Mouton, 2008):
(∀x ∈ χ)(Σ# memb. fun.i=1 Ai(x) = 1) (2.9)
FL models are build around these fuzzy partitions, a fuzzy rule base (a fuzzy rulebank
with if-then rules) and interference operators. A good and in-depth introduction to FL
models used in species distribution modelling can be found in Mouton (2008).
FL models have the advantage that they can integrate linguistic uncertainty, i.e. uncer-
tainty that arises because the humans’ natural language is vague, ambiguous and context
depend. Consequently, it allows to involve a broad range of information (expressed in
language by stakeholders) in the modelling development process. This allows to inte-
grate expert and ecological knowledge. In addition, the models are easily interpreted,
which make them interesting in situations where transparency is needed. Finally, they are
assumed to comply with the gradient theory, increasing their ecological relevance (Adri-
aenssens et al., 2004; Mouton et al., 2011; Van Broekhoven et al., 2006).
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Figure 2.8: Example of membership functions forming a fuzzy partition for a variable river depth.
Here, the partition is mapped to three classes expressing the linguistic information ‘low’, ‘medium’
and ‘high’ for river depth. Adapted after Mouton (2008).
2.4.7 Ensemble modelling
Ensemble forecasting has proven to be an adequate approach to cope with model uncer-
tainties. The approach can be defined as running a number of models with initial condi-
tions, model parameters, model structures and scenarios. The building block of ensemble
modelling, an ensemble, is an idealization consisting of a large number of copies of a
system, each of which represents a possible state that the real system might be in at some
specified time (Araújo and New, 2007). In species distribution modelling, ensemble ap-
proaches are used to reflect forecast uncertainty (Forester et al., 2013; Fukuda et al., 2013;
Muñoz-Mas et al., 2017; Thuiller et al., 2009). BIOMOD was one of the first platforms to
combine several approaches (GLM, GAM, CART and ANN) in one modelling platform
(Thuiller, 2003). Its initial aim was not to serve as an ensemble forecasting platform, but
rather as a framework to simultaneously fit different models to data. It was only six years
later, Thuiller et al. (2009) presented a new version of BIOMOD, including the concepts
discussed by Araújo and New (2007).
RFs and recently ANNs have shown to be robust and reliable ensemble approaches for
species distribution modelling. For one, Muñoz-Mas et al. (2017) used a multilayer per-
ceptron ensemble approach to model the presence of the redfin barbel as a function of
river characteristics. In this study, the authors searched an optimal ensemble (size) of
multilayer perceptron models with a genetic algorithm, and they assessed the approach to
be superior to a single model approach. Fukuda et al. (2013) compared the application of
RF, an ensemble learning approach based on classification trees, to several single model
approaches. They found it that RF was the most accurate and robust.
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2.5 Model development
Model development can be defined as the entire iterative process of modelling, from for-
mulating the study objectives to evaluating whether the model is appropriate for use. In
Figure 2.9, a scheme for model development as presented by Guisan and Zimmermann
(2000) is shown. To the authors’ knowledge, this scheme is the most recent scheme avail-
able for developing prediction SDMs. This scheme presents a number of consecutive
steps one can take to develop an SDM. First, one formulates a conceptual model based on
the study objectives and concepts from ecological theory. From this conceptual model, a
sampling design is formulated, and samples are collected according to this design. The
collected data are used to compile a calibration (i.e. training set) and ‘evaluation’ 7(i.e.
validation) data set. Next, the conceptual model is translated to a statistical model (statis-
tical formulation). This model is fitted with the calibration data set. Next, the calibrated
model is assessed (quality of fit, diagnostic analysis of the models), and finally the model
is validated with an evaluation set. Ideally, these steps are repeated when the model does
not satisfy the set requirements in the study objectives. Typically, this process of concep-
tual modelling, data collection, calibration and validation is repeated a number of times.
2.6 Challenges and opportunities
2.6.1 Conceptual basis
The conceptual roots of species distribution modelling lie in niche theory of Hutchinson
(1957). The definitions of the fundamental and realized niche are used in conceptual mod-
els, but conflicting interpretations of the niche component in models lead to ambiguities
in the original formulation of the theory (Soberón and Nakamura, 2009). Ambiguities
are related to the axes which are considered to define the multidimensional hyperspace
(Soberón and Nakamura, 2009). As noted by Araújo and Guisan (2006), Hutchinson
(1957) seems to suggest that positive species (e.g. mutualism) interactions are an axis
of the fundamental niche, whereas negative interactions (competitive exclusion) are not.
This is ambiguous since current modelling frameworks (Guisan and Rahbek, 2011) in-
clude species interactions as a ‘filter’ restricting species presence. This shows that there
is a disconnect between filter and niche theory. To deal with this ambiguity, Soberón
and Nakamura (2009) make the distinction between Eltonian niches, shaped by variables
related to ecological interaction and resource consumption acting on a fine scale, and
Grinnellian niches, shaped by noninteractive, nonconsumable scenopoetic (large scale)
variables. The Grinnellian niche is then used to further distinguish between a fundamen-
tal, realized and potential niche. The latter is a part of the fundamental niche that actually
exists in a given unit of space and time.
7Not to confuse with the terminology used for ‘model evaluation’ in section 2.6.4
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Figure 2.9: Overview of the successive steps in the model development process for predictive
species distribution modelling. The steps enclose the formulation a conceptual and statistical
model, the collection of data, model calibration, model ‘prediction’ and model evaluation. In a
first step, a conceptual model is formulated in which a representation and abstraction of a system
under study is made. From this conceptual model, a sampling protocol is formulated to collect
samples. The samples and additional required data are compiled to generate a calibration (i.e.
training) and evaluation (i.e. validation) data set. In a second step, the conceptual model is trans-
lated to a statistical model (statistical formulation), and this model is fitted with the calibration
data set. Next, this calibration procedure is assessed (quality of fit, diagnostic analysis of the mod-
els), and the model is validated with an evaluation set. Adapted after Guisan and Zimmermann
(2000).
Another issue arising from using niche theory is the inadequate consideration of dispersal
limitations. Dispersal limitations, caused by physical geographical barriers and/or lim-
ited species dispersal capacity, can cause species to be absent from a large part of the
fundamental niche. Therefore, one would suggest that the dispersal limitations shape the
realized niche, and dispersal is treated as an additional axis in niche theory. To (partly)
resolve this issue, Araújo and Guisan (2006) suggest to make a clear distinction between
potential suitable habitats, solely based on environmental conditions, and potential ge-
ographical distributions, also shaped by geographical and species dispersal limitations.
This discussion (for more: see Araújo and Guisan (2006) and Hirzel and Le Lay (2008))
shows that additional research is required to adequately define the meaning (or altogether
drop the concept, Araújo and Guisan (2006)) of a niche.
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An interesting development in recent years that can help to shape the theoretical basis of
SDMs is the metacommunity theory. Metacommunity theory aims to describe ecological
processes in a set of local communities that are linked by dispersal of multiple potentially
interacting species. Local communities (or realized assemblage, see section 2.2) are com-
munities in which species interact by affecting each others’ demographic rates (dispersal
capacity). A metacommunity is a set of local communities exchanging colonists (Leibold
et al., 2004). This definition postulates that there are two different scales:
1. A local level where species interact following a Lotka-Volterra model (accounting
for non-linear interactions and trophic structures, see Chesson (2000)) or/and food
web models.
2. A coarser scale where dispersal among local communities occurs at variable rates
(see Leibold et al. (2004) for an in-depth discussion).
The metacommunity concept generally defines four paradigms for which the species-
sorting perspective emphasizes the effect of spatial niche separation above spatial dynam-
ics. In other words, the species-sorting perspective reflects concepts of niche theory. The
concepts of metacommunity theory are recently used to extent SDMs so they can be used
in a multispecies context (Calabrese et al., 2014; Guisan and Rahbek, 2011; Thuiller et al.,
2015). In these approaches, species presence simulations are stacked for a given spatial
unit, and ecological assembly rules and macroecological constraints are used to constrain
species presence and community composition. Although a distinct different terminology
is used in metacommunity modelling, the theoretical considerations can help to shape the
conceptual basis of the models. In addition, they can assess the role of species sorting,
filter theory and niche theory.
2.6.2 Data and expert/ecological knowledge
Data and expert/ecological knowledge are essential to develop a model. In general, data
are mainly used to identify models. However, there are a number of studies using - in
addition to data - expert knowledge to formulate and identify models. A good example is
presented by Mouton et al. (2009a). The authors use an ecological knowledge database
(see Adriaenssens et al. (2004)) to formulate membership functions (fuzzy encoding of a
species response curve) for Baetis rhodani, a freshwater macroinvertebrate species. Ob-
servations along these environmental gradients and species occurrence data are then used
to optimize the parameters of the species response curves. It should be noted that expert
and ecological knowledge have shown to be valuable to increase ecological relevance of
models (Adriaenssens et al., 2004; Mouton et al., 2009a). However, the acquisition of
this knowledge can be tedious. In addition, the need for a fuzzy approach appears to be a
bottleneck to use this type of information (Mouton et al., 2009a).
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Presence and (pseudo-)absence as a proxy for response
In theory, the conceptual model depicts the data and knowledge which have to be col-
lected, whereas in practice the opposite is often true (Araújo and Guisan, 2006; Guisan
and Zimmermann, 2000). In many cases, large amounts of data are available. However,
finding the right information in the available data is often difficult. Generally, coupled in-
formation on species response and abiotic conditions are used to develop an SDM. For the
latter, information defining the environmental space is collected. Ideally, this information
is collected uniform over the gradient. The former, information of the species response is
often collected by sampling species presence (or absence) and/or abundance. Here, abun-
dance data are considered as an additional source of information for species presence that
can be used to refine SDMs (Howard et al., 2014). As noted, species presence data are the
most often used source of information on the species response. For some methods (e.g.
GLM, GAM) , absence data are required whereas for others (e.g. MAXENT, BIOCLIM)
only ‘background data’ are needed. Background data or pseudo-absence are samples rep-
resenting the range of environmental conditions in the modelled region. These data are
usually randomly sampled from the region. Methods that only require pseudo-absence
data are often referred to as presence-only approaches (Barbet-Massin et al., 2012).
A sample of presence data is often biased because sites of potential presences are not
accessible (e.g. far from roads, cities). This leads to a bias in the sampled environmental
conditions. As a consequence, the models that are fitted to these data are biased. To solve
this issue, subsampling (Araújo and Guisan, 2006) (1) and the use of a ‘virtual species
approach’ (Zurell et al., 2010)) have been proposed:
1. When subsampling, one selects observations from a larger set in order to remove or
reduce a sampling bias. For instance, when selecting pseudo-absence records for
a presence-only model, Phillips et al. (2009) suggest to take a sample of pseudo-
absence records with the same bias as the presence records. However, other ap-
proaches have been assessed as superior (Barbet-Massin et al., 2012; Lobo et al.,
2010).
2. When using a virtual species approach, one can test, with the use of model simu-
lations, the effect of data properties and it’s coupled sampling protocol on the ac-
quired models. This allows to evaluate sampling protocols and steer new sampling
campaigns (for a more in-depth explanation: see Zurell et al. (2010) and chapter 9).
The uncertainty of absence data
Presence data give information about the locations which are environmentally suitable
for a species, whereas absence data should do the opposite. It is assumed that presence
data are less uncertain since the chance for a false presence (noise for instance caused
by species drift) is lower than the change for false absence (Lobo et al., 2010). An ab-
sence can have many causes (species interaction, unsuitable location, dispersal limita-
tions, methodological) and can be categorized in three classes (see Figure 2.10):
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1. Contingent absence: absence caused by restrictive forces on the pool of environ-
mental suitable areas. This absence is expected to be observed within the funda-
mental niche, but outside the realized niche.
2. Environmental absence: absence caused by environmental unsuitable areas. This
absence is expected to be observed outside the fundamental niche.
3. Methodological absence: absence caused by the nature of distributional information
which is frequently incomplete and biased. This absence is expected to be observed
inside the realized niche.
Figure 2.10: Categorization of absence and their position in a one-dimensional environmental
space. Adapted after Lobo et al. (2010)
2.6.3 Model formulation
Model formulation is concerned with (1) the mathematical formulation of the functions
used to define the species response curves, (2) the a priori selection of a number of rel-
evant variables for which information can be collected and (3) the a priori estimation
of the model parameters or parameter boundaries. For habitat suitability modelling, the
shape of species response curves is defined together with the function used for aggregation
(additive or non-additive) (Austin, 2007). The selection of variables in the construction
phase is based on expert and ecological knowledge. This is considered a critical step in
species distribution modelling. Without considering the potential explanatory variables,
one could risk that ecologically irrelevant variables explain the observed patterns (Araújo
and Guisan, 2006). In addition, model parameters are identified, and first estimates or
boundaries of the parameters are defined.
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2.6.4 Model optimization and evaluation
Model evaluation is considered as a key aspect in species distribution modelling, since
it can give an insight in how well a model performs. In addition, it can show whether
the identified model over- or underestimates species presence (Fielding and Bell, 1997;
Manel et al., 2001; McPherson and Jetz, 2007; Mouton et al., 2010). In the context of
binary classification, over- and underestimation can also be referred to as commission
(false positive) and omission (false negative) errors, respectively. It is important to make
a clear distinction between model evaluation measures and objective functions. The lat-
ter is a function subject to optimization (minimization or maximization), whereas model
evaluation is referred to as the assessment of the final model(s), given the study objectives
(Mouton et al., 2010).
The correctly classified instances (CCI), Cohen’s Kappa (Kappa), sensitivity (Sn), speci-
ficity (Sp), true skill statistic (TSS) and area under the receiver operating characteristic
(ROC) curve (AUC) are often used evaluation measures. Kappa and TSS are statistics
that measure inter-rater agreement for categorical items, normalizing the accuracy of a
model by the accuracy that might occur by chance alone. The Sn and Sp measure whether
the model will correctly classify species presence and absence, respectively (Fielding and





(TP + TN)/n− [(TP + FP)(TP + FN) + (FN + TN)(FP + TN)]/n2







TSS = Sn + Sp− 1 (2.10)
with n being the number of samples, TP the number of true positives, FP the number of
false positives, FN the number of false negatives, TN the number of true negatives (see
confusion table, Table 2.2). The calculation of CCI, Kappa, Sn, Sp and TSS is based on
the confusion matrix. The computation of the confusion matrix requires a classification
of the model output. This is typically done by setting a threshold on the continuous HSI
values and classifying the taxon as present or absent. The ROC-AUC method is a method
to visualize the accuracy of a binary classifier system (see Table 2.2) as the threshold is
varied. (Bradley, 1997; Fawcett, 2006; Fielding and Bell, 1997; Mouton et al., 2010).
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Table 2.2: Confusion matrix. With TP being the number of true positives, FP the number of false






Under no circumstances, model evaluation (or verification) should be viewed as a replace-
ment for model validation. Model validation is the practice of evaluating a model with
an independent data set which is not used to construct or identify models. Therefore,
modellers should be aware for what purpose the model is developed (Araújo and Guisan,
2006):
• Describing: A descriptive model is a model in which the strength of the relations
between species response (output) and environmental (input) variables is measured.
• Understanding: A model developed for understanding aims to test the hypothesis
concerning the estimated relations (i.e. interpretation).
• Predictive: A predictive model allows simulations of future patterns with input sce-
narios. The hypothesized relations are tested, validated and assessed as adequate
with independent data prior to prediction.
The value of most (if not all) criteria defined in equation 2.10 depend on sample
prevalence. This issue has made the process of model evaluation a challenging practice.
Prevalence-dependent evaluation criteria are criteria for which the outcome of the
criteria does not only vary as a function of the intrinsic capacity of the model to explain
distribution patterns observed in the data, but also as a function of the prevalence in the
data (number of presence over all records in the data). Many studies have investigated
this issue (most notable studies: Allouche et al. (2006) and Mouton et al. (2010)).
However, no consensus has been reached on this topic.
The process of identifying models by means of an objective function and data is referred to
as model optimization or model training. A number of model optimization approaches are
available ranging from fast (newton-Raphson numerical method, e.g. GLMs, (Zuur et al.,
2010)) to rather time-consuming (metaheuristic methods, e.g. GARP) approaches. A key
element to consider in the SDM optimization is balancing omission and commission er-
rors. By identifying specific trade-offs between these errors, the set study objectives can
still be satisfied, even when model accuracy is not satisfying (Araújo and Peterson, 2012).
Prevalence-adjusted model training is an important practice in species distribution mod-
elling to deal with the balance between commission and omission errors. The training
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method aims to identify a set of models enclosing the trade-off between commission and
omission errors, or underestimation and overestimation. From this set, users can select
(a) model(s) based on the study objectives, sample prevalence in the data, species charac-
teristics and ecological knowledge. Developing training methods, which can identify this
trade-off, is thus of utmost important.
2.6.5 Uncertainty
Estimating the magnitude of uncertainty (i.e. how uncertain is my model output?) and
source (i.e. where is the uncertainty coming from?) is of major importance to scientists
and decision makers, especially when considering problems that are difficult to define,
such as environmental problems (Uusitalo et al., 2015). Uncertainty can be viewed as an
attribute of information (Zadeh, 1965) and can be defined as a degree of confidence about
model outputs (Loosvelt, 2014). Uncertainties are assumed to be shaped by incomplete
knowledge of the systems or/and processes (i.e. ‘epistemic’) and natural variability of ob-
servations resulting from heterogeneity (spatial variability) and/or fluctuations of quantity
in time (temporal variability) (i.e. ‘aleatoric’). Epistemic uncertainty is reducible by in-
creasing knowledge through data collection and theoretical deduction, whereas stochastic
uncertainty is assumed non-reducible (Refsgaard et al., 2007; Walker et al., 2003).
The source of uncertainty will depend on the type of model which is considered, i.e. is it a
hypothetic (white-box) or data-driven (black-box) model. For the former, structural model
specification, parameter estimation, model fitting procedure and uncertainties in the sce-
nario data are highly relevant whereas for the latter, species distribution observations and
environmental gradients are identified as an additional source of uncertainty. Uncertain-
ties in models stemming from data are given a higher weight in data-driven models (Beale
and Lennon, 2012). The source of uncertainty can be classified in four classes originating
in the conceptual model, the data and expert knowledge, model formulation and model
optimization and identification (Table 2.3) (Gould et al., 2014).
2.7 Discussion
In this chapter, an overview of the state-of-the-art of species distribution modelling is
presented. By reviewing literature, it is observed that there are a number of challenges,
ranging from conceptual modelling to data collection, model optimization and identifi-
cation. An important conclusion from this review is that there is a disconnect between
model formulation and conceptual approaches derived from niche theory. Specifically,
methods used to define species response curves are often criticized because they: (1) can
easily produce relationships which are ecologically implausible and (2) frequently ignore
interactions between variables (Brewer et al., 2016). This can cause a disconnect between
the used theory, the conceptual models and the identified models (Austin, 2007). Another
key challenge is the process of model evaluation, and balancing commission and omission
errors during model training.
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Table 2.3: Number of uncertainty sources in species distribution modelling. Adapted after Beale
and Lennon (2012) and Gould et al. (2014)
Source Explanation, example, ...
Conceptual model
Inability to define ecological
complexity
Inability to define complex nature of
species distributions with current eco-
logical knowledge.
Knowledge gaps in ecological
theory
Gaps in knowledge about ecological
theoretical formulations and species’
ecology.
Data and expert knowledge
Species presence and absence
data
Errors in sampled presence and ab-
sence (sampling bias, false detection,
geolocation errors, ...)
Environmental data Measurement errors, spatial (and tem-
poral) interpolation errors, ...
(Scenario data) Errors in input scenarios for predic-
tions.
Model formulation
Model simplification Inability to define model. For species
interactions for example, it is increas-
ingly difficult to decrease model com-
plexity for a higher number of species.
Mismatch species and environ-
mental data
Temporal and spatial mismatch be-
tween species response and environ-
mental conditions, i.e. how repre-
sentative are the environmental obser-
vations at a point in time given the
species data?
Model optimization and identification
Model selection and evaluation Inability to define criteria which
should be used to evaluate and select
appropriate models.
Model training Errors stemming from fitting algo-
rithm used to determine optimal
model. This could be due to errors in




The choice for a model should be adequately motivated. That is why in the remainder
of this section, the model concepts and formulation used in this thesis are presented. It
is hypothesized that the presented simple habitat suitability model (HSM) is conform the
concepts used in niche theory. It is important to note that the term ‘simple’ refers to the
structural nature of the model, and not the model complexity.
A HSM describing the functional relation between the species response and abiotic envi-
ronment is proposed in this dissertation. Niche theory is used to formulate the concepts
used in the HSM. The building blocks for these HSMs are species response curves. These
curves are used to describe the functional relationship between an environment gradient
and the suitability of this gradient for a species. In the remainder of this section, the aim
is to formulate a HSM that translates the concepts of niche theory with a minimal set of
assumptions:
• Only environmental (i.e. abiotic!) gradients are assumed to shape the fundamental
niche.
• Each gradient is assumed to act as an environmental filter, i.e. the non-suitability for
one gradient cannot be compensated by another gradient (as opposed to for instance
in GLMs or Maxent). Interactions between sub-optimal conditions shaped by the
gradient are allowed.
• Species occurrence is assumed to only vary as a function of habitat suitability. A
threshold approach is assumed to describe the relation between habitat suitability
and species occurrence.
• The suitability for a gradient is assumed to have one optimum with a monotone in-
creasing and decreasing function describing sub-optimal conditions. The response
curve can be symmetrical or asymmetrical.
The first assumption states that the variables used throughout this dissertation are repre-
sentative gradients reflecting the axes of the niche. Applied to freshwater species, these
variables describe the physico-chemical or physical habitat of a species. This assumption
is motivated by the work of Austin (2007), (Beale and Lennon, 2012) and (Guisan and
Rahbek, 2011) who state that SDMs and HSMs should aim to identify or approximate
the fundamental and not the realized niche. The second assumption states that the non-
suitability for one gradient cannot be compensated by the suitability of another. However,





with HSIk being the habitat suitability index of point k, SI the suitability index computed
with the species response curve for variable j, and m the number of considered variables.
The geometric mean is often employed in habitat suitability modelling to consider interac-
tions between suitability (Fukuda et al., 2011; Hirzel and Arlettaz, 2003; Langhans et al.,
2014). The geometric mean can be considered as a relaxation of an aggregation using the
minimum (Liebig’s law of the minimum). An alternative for the geometric mean is the
product. However, this approach does not allow to compensate for a low suitability.
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The third assumption states that the relation between species occurrence only varies as a




1 if HSI >= threshold
0 else
(2.12)
In a number of studies, the threshold maximizing the TSS is found to be a promising
method to select a threshold (Jiménez-Valverde and Lobo, 2007; Liu et al., 2013). How-
ever, Fukuda et al. (2011) nuanced this statement by stating that the appropriate threshold
depends on the formulation of the model, i.e. aggregation function. For a geometric ag-
gregation, Fukuda et al. (2011) found that a threshold of 0.5 leads to the most accurate
models. In this dissertation, both thresholds are applied, and compared in chapter 9.
The fourth assumptions states that only (skewed) unimodal species response curves are
allowed. In this dissertation, a non-zero suitability for a variable is defined by parameters
θ1 and θ4 whereas θ2 and θ3 are used to describe the optimal suitability. In chapter 5 and
7, these parameters are assumed to be fixed whereas in chapter 6 to 9, the interaction
between variable selection and parameter estimation is taken into account. A monotone
in- and decreasing function is chosen to describe sub-optimal conditions. In chapters 5, 6
and 7, a linear function is chosen whereas logistic functions are used in chapters 8 and 9.
In this thesis, no preference for either is formulated as the aim is to encourage the use of
ecologically plausible species response curves rather than condemn specific types.
The simplicity of the model has a number of advantages and shortcomings. A strength
is that it allows for a straightforward interpretation of the species response when the re-
sponse of a species towards one variable is inspected. In addition, the simplicity allows
for a relative short run-time as no iterative calculation scheme is necessary. In contrast,
the analysis of the pooled response is less straightforward, as the geometric mean does
not guarantee that the aggregated HSI is lower than the suitability indices. Finally, the
model does not account for species interactions and dispersal, which can be considered a
disadvantage. The main reasons not to include these concepts in the model are a lack of
information about freshwater species interactions (1) and a lack of frameworks to guide
application (2).
Highlights chapter 2: this literature review offers an overview of the concepts used in
species distribution and habitat suitability modelling.
• A major challenge in species distribution modelling is to cope with ambiguities in
niche theory and its derived concepts.
• Prevalence-adjusted model training is a key aspect in species distribution modelling
to meet study objectives.




Evolutionary algorithms to optimize
species distribution models
3.1 Introduction
In every day life, people are confronted with a number of challenges. For one, a cyclist
searches for the best route when driving from work to home considering aspects like the
travel time, traffic and burned calories. In another example, an organic farmer aims to
obtain a maximum yield given a number of constraints for environmental friendly pro-
duction process (e.g. no use of chemical insecticides). In a last example, one can interpret
natural evolution as a constant process of optimization searching for an optimal solution
to ever changing boundary conditions. In this aspect, many things humans observe are
in a constant state of optimization. Models, being simplified representations of systems,
can also be optimized. In this process, one optimizes a model shaped by a number of
characteristics that are unknown.
In species distribution modelling, the aim is to identify (a) (near-)optimal model(s) that
‘best’ describe(s) the response of a species, and its distribution mapped in space given
its environment. An optimal model can be defined as a model that best represent(s) the
system under study. This (these) model(s) is (are) typically searched for by testing them
to observations (i.e. presence-absence data) of the system. Optimization in species dis-
tribution modelling thus essentially relates to testing and searching through a number of
candidate SDMs (potential solutions) so to minimize or maximize a function. In this dis-
sertation, it is hypothesized that it is difficult to identify accurate and robust models from
This chapter is based on:
• Gobeyn, S., Mouton, A.M., Cord, A.F., Kaim, A., Volk, M. and Goethals, P.L.M., Evolutionary algorithms in species distribu-
tion modelling. In prep.
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the model presented in chapter 2. To search for accurate models, metaheuristics, a class
of algorithm that aims to find satisfying models in a limited amount of time (Maier et al.,
2014), are proposed. Specifically evolutionary algorithms (EAs) are selected because
these are the only metaheuristic algorithms being applied in species distribution mod-
elling. In addition, EAs have been succesfully used to solve problems in environmental
modelling. Following points are reasons for their success:
• The concepts used in EAs are conceptually easy to understand.
• The ‘soft’ linking with simulation models gives way for an easy application in the
context of high performance and big data computing. The latter is especially inter-
esting as ‘large’ amounts of data (from remote sensing, telemetry) are increasingly
available in environmental science.
• EAs have the ability to perform for both exploration (i.e. global search) and ex-
ploitation (i.e. local search) of the objective function, increasing the chances of
finding near-optimal solutions to complex problems.
• The algorithms are readily adaptable to a wide variety of problems.
In addition, the use of EAs in species distribution modelling is expected to present a
number of specific opportunities (see section 3.4). Specifically, their population-based
approach make them suitable candidates to perform multi-objective optimization. In this
dissertation, it is hypothesized that multi-objective optimization can be a good alterna-
tive to single-objective optimization for prevalence-adjusted model training (see section
3.4). In the next section, the mathematical concepts of model optimization are shortly
explained (based on Coello Coello et al. (2007); Nocedal and Wright (1999) and Scheer-
linck (2012)). In section 3.3, metaheuristics and EAs are introduced. In section 3.3.4, the
use of EAs in species distribution modelling is reviewed. In section 3.5, the findings in
this chapter are shortly discussed. In addition, hypotheses concerning the use of EAs in
species distribution modelling are formulated.
3.2 Model optimization
In mathematical terms, optimization is the minimization or maximization of an objective
function J subject to a number of constraints c and c′ on its parameters θ (Coello Coello





ci(θ) ≤ 0 with i ∈ ε
c′j(θ) = 0 with j ∈ ι
(3.1)
with ε and ι being a set of indices. Ω contains all possible θ that can be used to satisfy
an evaluation of J(θ) with the defined constraints. Constraints, or boundary conditions,
to an optimization problem can be thought of as physical boundaries, time limitations, ...
The constraints need to be met in order to obtain an acceptable solution. It is important
to note that θ can be a vector of continuous or discrete values. Equation 3.1 applies to
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single-objective optimization (e.g. minimize travel time) whereas a number of problems





ci(θ) ≤ 0 with i ∈ ε
c′j(θ) = 0 with j ∈ ι
(3.2)
with J(θ) being a vector of objective functions. Depending on the properties of Ω, one
can discriminate between continuous and discrete optimization. In continuous optimiza-
tion, Ω can be mapped in (a part of) R and the objective function J thus depends on
real input parameters. In discrete optimization, Ω is a countably finite set. In case of the
former, continuous optimization, a distinction can be made between unconstrained and
constrained optimization. In unconstrained optimization, any combination of θ ∈ R is al-
lowed, whereas in constrained optimization the θ is constrained by c and c′. One can find
a detailed mathematical description of both types of optimization in Nocedal and Wright
(1999) and Scheerlinck (2012). For discrete optimization or combinatorial optimization
problems, generally no definition is found for the description of the neighbourhood of a
point θ. In these case, one searches for an optimum in a finite set of possible solutions. To
solve this problem, one could search all solutions one by one by performing a grid-search.
However, in many problems, current computational resources do not allow to test all op-
tions in a relative short time frame. In these problems, the problem size often increases
polynomial (exponential) with the dimension of the problem.
Combinatorial optimization problems can further be categorized in complexity classes.
These complexity classes are based on the type of decision problem. A decision problem
is a problem for which the answer can be formulated by asking a set of yes/no questions
until a global optimal solution to the problem is found. The class of decision problems is
denoted as a non-deterministic polynomial time problem (NP ) when one can ‘check’ or
‘verify’ in polynomial time whether a given solution is correct or not. A subset of these
problems are P problems for which a polynomial time algorithm1 is able to produce ‘yes’
as a solution to the decision problem. In other words, for P problems, it can be verified
whether a solution returns ‘yes’ when given the solution. The classNP contains problems
which are in general harder than P problems. It is unknown whether P is equal to NP
since it is unknown whether for any specific problem a polynomial-time algorithm exists.
NP -hard problems are decision problems which are a transformation of NP problems
that are polynomial in problem size. For NP -hard problems, it is assumed impossible to
find an algorithm that can find a solution in polynomial time of the problem size. Many
of the problems encountered in real-life, and specifically environmental modelling, are
considered to be NP -hard (Korte and Vygen, 2006).
1A polynomial time algorithms is an algorithm that runs in a time scale of a polynomial (degree, e.g.




Many real-life optimization problems, which are assumedNP -hard, require a time-efficient
approach to find a satisfying, or near-optimal, solution to a problem. Metaheuristic ap-
proaches have proven to be particularly useful to solve these real-life optimization prob-
lems. Zufferey (2012) defines a metaheuristic as:
“An iterative generation process which guides a subordinate heuristic by
combining intelligently different concepts for exploring and exploiting the
search space, learning strategies are used to structure information in order
to find efficiently near-optimal solutions”
The word metaheuristic is a composite of meta, Greek for ‘beyond, in an upper level’, and
heuristic, translated ‘to find’. In this thesis, metaheuristic approaches are classified in lo-
cal search and population-based methods. Local search methods (single-solution-based)
iterate a single solution through the search space to an optimum. In each iteration, an
operator (or set of operators) performs a modification of the current solution in order to
generate a ‘neighbour’2 solution, i.e. a solution that resembles to the former solution in
the given search space. A population-based approach iterates a population or collection
of solutions and applies certain operators on the population to generate a new population.
Simulated annealing is an example of a single-solution-based method, whereas EAs, par-
ticle swarm optimization and ant colony optimization are examples of population-based
approaches. In the remainder of this section, simulated annealing, particle swarm opti-
mization, ant colony optimization and EAs are briefly introduced. For an in-depth discus-
sion of these and more metaheuristic methods, one is referred to the work of Scheerlinck
(2012) and Talbi (2009). The methods can be classified based on multiple criteria (Talbi,
2009):
• Nature versus non-nature inspired: Algorithms such as EAs, particle swarm opti-
mization and ant colony optimization are inspired on concepts observed in nature,
whereas simulated annealing is inspired on physics.
• Deterministic versus stochastic: A number of algorithms use random rules to guide
(part of) their search and are labeled stochastic. Others use deterministic rules to
solve a problem. Deterministic algorithms obtain the same final solutions when the
same initial solution is used.
• Population-based versus single-solution-based search: Single-solution-based algo-
rithm iterates and manipulates one single solution during the search, whereas a
population of solutions is iterated in population-based algorithms.
2Note that for combinatorial problems, in essence, one can not describe a neighbour. However, in this
dissertation, a neighbour is defined as a solution that resembles to the former solution.
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3.3.1 Simulated annealing
Simulated annealing is a single-solution-based search algorithm inspired on the thermal
process of annealing, a term used in metallurgy. The concept of annealing is used to reflect
the energy changes in a system subject to heating and subsequently slow cooling until it
converges to an equilibrium, i.e a minimal state. The simulated annealing algorithm uses
concepts of the Boltzmann distribution function P (E) ∼ exp(E/(KT )) to compute the
probability that a neighbouring solution is chosen (K being the Boltzmann constant).
This probability distribution is used to induce an up- of downhill change in the energy
state E of the system based on the temperature T (Metropolis et al., 1953). The algorithm
starts with the initialization of a solution s, the definition of an initial temperature, a
cooling ratio and a minimum temperature. Then, a while-loop is initiated in which a
random neighbour s′ of the current solution s is chosen. Whether the neighbour s′ will be
accepted as a new solution will depend on the value of ∆E = J(s′) − J(s) (J being the
objective function). When ∆E is negative, the new solution will be s′, whereas when the




Afterwards the temperature T is lowered with a cooling ratio. This process is repeated
until a stopping criterion is satisfied. This criterion typically tests whether the temperate
is below a specific minimum temperature (Talbi, 2009).
3.3.2 Particle swarm optimization
Particle swarm optimization is a population-based search algorithm inspired on the col-
lective behavior that exists in decentralized and self-organizing systems. These decentral-
ized and self-organizing systems are systems where individuals move towards as collec-
tive based on local interactions with each other and their environment. Schools of fish, a
swarm of birds or antelopes are a number of examples of these systems observed in nature
(Kennedy and Eberhart, 2001).
The process of a particle swarm optimization consists of iterating a population of parti-
cles, and calculating the position, velocity and fitness of each particle. The building block
of particle swarm optimization is a particle holding a certain position in the search space
and a velocity. In each iteration step, the velocity and the position of a particle is calcu-
lated based on the particle’s current velocity (1), the particle’s current position and best
position (2) and the best position of the particles in the neighborhood of the considered
particle (3). Cognitive and social parameters are defined to weight the importance of the
position of the particle to the position of the best particle in the neighbourhood. In addi-
tion, a stochastic element is introduced by weighting the cognitive and social parameters




The velocity of the particles control the exploratory and exploitative capacity of the
search. Exploration is the capability to test different parts of the search space. This
increases the chance that a global optimum is found (i.e. covering different areas of the
solutions space in order to find the globally optimal solution). Exploitation is the capa-
bility to focus the search in local parts of the search region. This increases the chance to
exactly locate the (global or local) optimum (i.e. convergence to the nearest optimum).
Exploitation thus controls the convergence towards an optimum, whereas exploration con-
trols the search for global optimum. The velocity will control the trade-off between the
two. A number of mechanisms to control the velocity is given by Scheerlinck (2012).
Other identified aspects to consider when applying particle swarm optimization are the
number of hyper parameters, handling of constraints and the stopping criterion Scheer-
linck (2012).
3.3.3 Ant colony optimization
Ant colony optimization is a swarm intelligence approach inspired on the foraging be-
haviour of ant species. The algorithm relies on the concept of pheromones being de-
posited on the ground. These pheromones indicate favourable paths for other ants in the
colony to follow. Typically, the optimization problem in ant colony optimization is rep-
resented by a graph in which individual ants have to make decisions based on the amount
of pheromones (Dorigo and Di Caro, 1999).
Initially, the ant colony optimization algorithm was used to solve problems in graph the-
ory, such as the traveling salesman problem. In these problems, artificial ants start with
an empty solution sequence and add components of the solution to their sequence. In this
construction phase, sequential adding is continued until a complete solution is obtained,
i.e. a path from start to end. This is repeated for a number of artificial ants. Pheromone
concentrations are deposited at either edges or vertices of the graph. Applied to the trav-
eling salesman problem, the concentration of these pheromones is inversely proportional
to the total path length in the graph problem. By doing so, the edges or vertices leading
to the shortest (or fastest) route (i.e. equal to minimization of an objective) are appointed
a relatively higher pheromone concentration. When an artificial ant has completed its
route, a new iteration is started. In this next cycle, ants will make decisions guided by the
pheromone concentrations present at each edge of vertice. This way, parts of routes with
a higher concentration of pheromones will likely be followed more. (Dorigo and Di Caro,
1999).
The use of the above algorithm implies that the solutions should be encoded in a graph.
Typically, the optimization problem is interpreted as a decision problem and mapped to a
graph. In this mapping, one should be aware that the use of a specific construct can cause
a bias in the solution space. Specific constructs are available to deal with this issue and
are discussed in Scheerlinck (2012).
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3.3.4 Evolutionary algorithms
EAs are population-based algorithms using concepts observed in evolution (and nature) in
their search mechanism. The process of an EA consists of iterating a population of chro-
mosomes over a number of generations with genetic operators, i.e. selection, crossover
and mutation (Table 3.1 and Figure 3.1). One can compare the process with evolution
where genetic information and characteristics in a population are passed on generation by
generation. The chromosome is the algorithms’ building block storing the formulation
and performance of a candidate solution to a problem, i.e. the genome and fitness. The
fitness can be defined as a measure of how good a solution to a problem is. The formu-
lation of the candidate solution is stored in a specific data type, also called genome. For
genetic algorithms (GAs), binary or real-valued strings are coded as data type, whereas
tree-like structures are used for genetic programming (GP) (Figure 3.1).
The initialization of a population with a number of chromosomes (population size, PS)
and their genomes is a first step. For binary string GAs, this consists of creating a ran-
dom string of bits (example lower left panel, Figure 3.1) with every bit either having the
value zero or one. For real-valued strings, a uniform value within a defined interval is
chosen for every bit. After initialization, the fitness is evaluated by mapping the genome
to a model with a mapper function. For input variable selection (IVS) in SDMs, a ‘011’
string is translated to the exclusion of the first input variable and inclusion of the last
two (D’heygere et al., 2006). Or for parameter estimation (PE), a binary string is trans-
lated to an integer or decimal (‘011’→ (0*1+1*2+1*4)→ 6 or 1/6, respectively) for the
value of the parameters (Van Broekhoven et al., 2007). The fitness is calculated by com-
paring the model output with training data using a user-defined objective function. One
typically calculates a measure of agreement between the model output and training data.
After fitness evaluation, selection, crossover and mutation operators are applied to the
population. The selection operator selects a number of chromosomes from the popula-
tion as parents to generate offspring based on their fitness and a selection procedure (e.g.
tournament selection, roulette wheel selection). In tournament selection, tournaments are
organized in which two candidate parents are (randomly) selected, and the candidate with
the highest fitness is selected as a parent. For roulette wheel selection, parents are selected
with a chance proportional to their fitness. The crossover operator generates offspring by
making offspring inherit a part of the parents’ genome. For instance in a GA one-point
crossover operator, a position in the genome is randomly chosen as break point. The
parents’ substrings are then combined to form a new string for the offspring (Figure 3.1,
lower panel). A crossover rate (pc) determines the probability that crossover between two
(or more) parents occurs. The mutation operator changes the values in random positions
in the genomes (or alleles) of the chromosomes with a rate equal to the mutation rate
(pm). After the application of the three operators, the fitness of the new chromosomes is
evaluated. Next, a new generation of applying operators is commenced. This process is
repeated until a certain stopping criterion is met. Typically, this criterion is a maximum
number of generations or a fitness convergence criterion.
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Although the concepts for GAs and GP are the same, the encoding of the problem, and
consequently the implementation of the crossover and mutation operator, is not similar
(McDermott and O’Reilly, 2015; Rowe, 2015). For GAs, an example of crossover of two
binary strings with a one-point uniform operator is shown in Figure 3.1 (lower left panel).
Here, a random number between two (one) and the length (length minus one) of the two
parents’ genome is chosen and before (after) this position a breakpoint is appointed. The
genome for the first offspring is formed with the part before and after the breakpoint of
the genome of respectively parent one and two. Similarly for the second offspring, the
parts before and after the breakpoint are used but now the genomes of respectively parent
two and one are used. For GP (Figure 3.1, lower right panel), breakpoints are chosen
between nodes of the tree and these are switched between the parents’ genomes. For
mutation in a binary string, a random position is chosen and the value for the allele at
that position is flipped to the other value (0→1 or 1→0). In case of real-valued strings, a
new random value bounded by a predefined interval is chosen at a random position. For
tree-like structures, a random terminal or non-terminal node is chosen and replaced with a
terminal node or random initiated subtree (see Figure 3.1, lower right panel) (McDermott
and O’Reilly, 2015).
3.4 Application of EAs in species distribution modelling
In this section, the application of EAs in species distribution modelling is reviewed. All
articles available in the research field of species distribution modelling (rule 1) and EAs
(rule 2) are searched by using the web of science database (Table 3.2). A third rule is
implemented to find all peer-reviewed articles using the genetic algorithm for rule set
prediction (production) (GARP) software. GARP is the only well-established software
package using an EA to analyze species distributions. Because of its flexibility and ease
of use, it is since 2000 used frequently to deal with smaller samples of presence-only data
(Li and Wang, 2013; Olden et al., 2008; Stockwell and Noble, 1992). In GARP, a GA
is used to search for a set of environmental rules predicting the presence or absence of a
species. To make sure only literature is found that covers species distribution modelling,
rule 2 and 3 are intersected with rule 1, respectively (see rules 4 and 5). All abstracts
of the GARP literature are scanned. A sample of 25 is taken as an example to compare
GARP literature (rule 5, Table 3.2) to specific EA implementation in species distribution
modelling. Items covering use of EAs in individual based models and co-evolution of bi-
ological systems (i.e. predator-prey models) and process-based models are not considered
since these are discussed by Hamblin (2013). In total 50 articles including a random set of
25 articles using GARP, and all which did not use it, are inspected in-depth. The context,
scales, explanatory and response variables, the type of used EA and the algorithm settings
in each publication are analyzed.
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Metaheuristic search algorithms inspired by processes ob-
served in evolution, i.e. selection, crossover and mutation.
Phenotype Candidate solution to a problem, here represented by a
model.
Genotype Representation of a phenotype in a data type. Typical used
genotypes are binary, real-valued strings or tree structures.
Genome A specific formulation of the genotype (e.g. 1111011010).
Allele A single element of the genotype (e.g. one bit).
Fitness A measure of how good a solution to a problem is.
Chromosome Object containing a genome and fitness.
Mapper A defined function which translates the genotype to pheno-
type.
Selection Process of selecting chromosomes as parents for crossover,
typically based on their fitness values.
Crossover Process of combining the parents’ genome to form genomes
for the offspring.
Mutation Process of randomly altering the parts of the genome.
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Figure 3.1: General process of iterating a number of chromosomes in an EA with a number of
operators (upper panel). The scheme in the upper panel is applicable for both GAs and GP. The
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3.4.1 Overview
Context
There is a difference in type of system, used resolution, extent and input between pub-
lications using GARP and those not using GARP. GARP is mostly used to model ter-
restrial systems, whereas EA specific implementations are used in freshwater systems
(Figure 3.2). The case studies not using GARP are often local applications (< 102 km2)
with generally using river habitat characteristics (e.g. curvature of river, presence of river
pool/riffle patterns, etc.) and physico-chemical information (e.g. ammonia concentration,
dissolved oxygen, etc.) to estimate species occurrence. In contrast, coarse resolution cli-
mate and topography data (> 1 km2) are used for GARP. 43 of the 50 investigated papers
use species occurrence as a measure of biological response, whereas in the remaining
seven cases abundance or coverage is estimated. 38 papers are framed in conservation
management (24) and invasive biology (14). 28 papers inspect variability explained by
climate variables. With respect to freshwater management, the studies often use informa-
tion on physico-chemical conditions related to pollution.
Algorithm specifics
In this section, the aim is to uncover rule-of-thumbs for future applications. To do so, spe-
cific trends in the use of hyper parameters and operator are inspected. In the 50 selected
articles, the type of EA (GA or GP), the encoding, the objective function, the specific
operator parameters (crossover and mutation rate), convergence criterion and model se-
lection approach is inspected. The GARP literature is not inspected in-depth since for
all inspected GARP literature, the papers only reported convergence criteria and model
selection approaches. For the EA specific implementation, an overview of the type of
EA, settings, coding and parameters is made (shown in Table 3.3). This table shows the
objective, objective function, type and specific properties (operators) together with the
implementation of the genotype (fixed or variable string and the data type). The problem
size is also determined or estimated and reported with the hyper parameters values.
The application of EAs requires the specification of a number of algorithm parameters
(population size, crossover and mutation rate), and the implementation of specific op-
erators (selection, crossover, mutation). The best values for these parameters are prob-
lem specific, and therefore no set of parameters will be optimal for all search problems
(Wolpert and Macready, 1997). In addition, algorithm operators can significantly influ-
ence algorithm performance (Goldberg and Deb, 1991).
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#1 ... related to species distri-
bution modelling
Topic = (“species distribution model*” ∪
“species model*” ∪ “habitat suitability
model*” ∪ “habitat selection model*” ∪ “habi-
tat model*” ∪ “habitat distribution model*”
∪ “resource selection function*” ∪ “resource
model*” ∪ “ecological model*” ∪ “ecolog-
ical niche model*” ∪ “gradient analysis” ∪
“ecosystem model*”)
21262
#2 ... that use EA(s) Topic = (“genetic algorithm*” ∪ “evolutionary
algorithm*” ∪ “evolutionary programming” ∪
“genetic programming” ∪ “evolution strateg*”)
126934
#3 ... applying GARP Topic = “GARP” ∪ (”genetic algorithm for rule
set p*”) ∪ (”genetic algorithm for rule-set p*”)
902
#4 ... in species distribu-
tion modelling using spe-
cific EA implementations
(#1 ∩ #2 ) - #3 138
#5 ... using GARP applied to
species distribution mod-
elling
(#1 ∩ #3) 211
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Figure 3.2: Number of articles with a certain context, type of system, extent and resolution, input
and response variables, classified for GARP and non GARP literature. The extent of the study is
classified by using the following indicator values (local, regional, country, continental, global):
102 km2, 104 km2, 106 km2, 107, > 107, whereas for the resolution the following indicatory values
are used (point, stretch, high, medium, low): <100 m2, 10-500 m, 100 m2, 1 km2, 104 km2.
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Table 3.3: Overview for EA specific literature of sample prevalence (prev.), objective (obj.), objective function, type of EA (type), genotype (fixed length
(fix.) and data type), problem size, hyper parameters, approach to test robustness and GA repeatability (GA rep.), and resampling methodology. With
(R)MSE = (root) mean square error, SGA = simple genetic algorithm, BGA = Bayesian genetic algorithm and dGA = GA with a derivative quasi-Newton
method, RWS = roulette wheel selection, MLP = multilayer perceptron, E = elitism, TS = tournament selection, HRI = half ramped initialization, f. CV
= fold cross validation, IC = initial conditions. ** = or no improvement 50 generations. ‘?’ = information is unclear or uncertain.
objective genotype problem hyper parameters
author prev. obj. function type prop. fix. data type size PS pc pm criterion optimization robustness GA rep. resampling
Boets et al.
(2013)
0.38 IVS Kappa, AUC,
CCI
SGA ? x binary string 211 20 0.6 0.033 20 gen. iterative 3-f. CV ? random
Boets et al.
(2013)
0.29 IVS Kappa, AUC,
CCI
SGA ? x binary string 211 20 0.6 0.033 20 gen. iterative 3-f. CV ? random
D’Angelo
et al. (1995)
? PE IVS Correlation, SSE GP ? x mixed ∼ 1010 200 0.8 0.1 20000 gen. iterative no 10 runs IC no
D’heygere
et al. (2003)
? IVS CCI SGA RWS x binary string 215 20 0.6 0.033 20 gen. ? 10-f. CV ? ?
D’heygere
et al. (2006)
? IVS CCI SGA RWS x binary string 217 20 0.6 0.03 40 gen. iterative 10-f. CV x runs IC stratified
Favaro et al.
(2011)
0.56 IVS CCI, Sn, Sp,
Kappa, AUC




? PE MSE SGA ? x binary string ? ? ? ? ? 10 runs IC ?
Fukuda
(2009)
? PE MSE SGA E ? ? ? ? ? ? ? ? 50 runs IC ?
Fukuda et al.
(2011)
0.27 PE MSE SGA RWS
E









IVS ? ? ? x binary string 221 ? ? ? ? 3-f. CV 5 runs IC no
Jeong et al.
(2011)
? IVS PE RMSE GP ? tree ∼ 1010 200 0.6-
0.9
0-0.3 100 gen. ? bootstrapping ? bootstrapped
continued . . .
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. . . Table 3.3 continued
objective genotype problem hyper parameters
author prev. obj. function type prop. fix. data type size PS pc pm criterion optimization robustness GA rep. resampling
McClean
et al. (2005)
? PE AUC BGA ? x continuous ∼ 102∗9 ? ? ? ? ? ? ? ?
McKay
(2001)
? IVS PE ? GP TS
HRI






























? IVS ? SGA ? x binary string ∼ 1033 20 0.6 0.033 20 gen. iterative 3-f. CV x runs IC ?
Sadeghi et al.
(2014)
? IVS ? ? ? x binary string ∼ 1033 ? ? ? ? ? 4-f. CV 5 runs IC ?
Termansen
et al. (2006)








PE % CFCI SGA TS E x binary string and
continuous
? 100 0.95 ∼ 1
l(chr)
(<0.01)
1000 gen.* iterative ? 100 runs IC ?
Vayghan
et al. (2016)
0.57 IVS ? ? ? x binary string 29 20 0.6 0.033 20 gen. ? ? ? ?
Whigham
(2000)
? IVS PE ? GP ? tree ? ? ? ? ? ? ? 100 runs IC ?
Zarkami
et al. (2012)
? IVS CCI, Kappa SGA ? x binary string ? 20 0.6 0.33 20 gen. / 3-f. CV ? ?
Zarkami
et al. (2014)
0.5 IVS CCI, Kappa SGA ? x binary string 210 20 ? ? 20 gen. ? 3-f. CV ? random
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When scanning the GARP applications, one observes that only the number of repeated
GA runs and stopping criteria are reported. Generally, a best subset modelling approach
is used where GARP is run a number of times and a best set of models is chosen based
on a trade-off between commission (false positives: a species is mistakenly simulated as
present) and omission errors (false negatives; a species is mistakenly simulated as absent).
A repeated analysis of the optimization with GARP and any EA is necessary to test the
effect of the stochastic search behavior of the algorithm on the acquired results. The cri-
terion to select the models based on commission or ommission errors depends on the aim
of the study, i.e. do modellers want to focus on either under- or overestimation. Here,
it is interesting to observe that GARP is used in a prevalence-adjusted training context.
Prevalence-adjusted training can be defined as training of models enclosing a trade-off
between commission and omission errors, or between correctly estimating species pres-
ence and absence. Typically, a set of 10 models is chosen from 20 to 1000 runs. Each
run iterates about 1000 to 2000 generations or until the value of objective function has
not varied above a certain threshold over a number of generations. It is important to note
that GARP accounts for the effect of prevalence bias in model optimization by sampling
an equal number of absence and presence. For 13 of the 25 of the studies with a specific
implementation, an EA is used for input variable selection (IVS) whereas in seven studies
EAS are used for parameter estimation (PE). IVS is concerned with selecting explanatory
input variables for the model so aiming to identify a well-performing model while reduc-
ing model complexity (number of structural elements). PE is concerned with estimating
appropriate values for the parameters to identify a well-performing model. In four stud-
ies, an EA is used for joint PE-IVS (or ‘embedded’ variable selection, see chapter 6) and
in the remaining study an EA is used for IVS and decision tree parameter estimation, i.e.
optimization of hyper parameters of a decision tree. In case of IVS, the EAs are used
as wrapper methods for other methods; artificial neural networks (e.g. D’heygere et al.
(2006)) and decision trees (e.g. Boets et al. (2013)). In this approach the genomes are
translated to input variables for the machine learning approach fitting the response pat-
terns to environmental conditions. In the case of PE, EAs are mostly used to estimate
the parameter values of fuzzy logic models (e.g. Fukuda (2009); Van Broekhoven et al.
(2007))
In contrast to GARP literature, a wide range of objective functions are found in EA spe-
cific literature. The objective functions are typically based on measures using binary clas-
sification (Mouton et al., 2011) (see section 2.6.4). In addition, the (root) mean square
error and correlation is used. In some cases, the used objective function penalizes models
for their complexity (Muñoz-Mas et al., 2016a). Contradictory to GARP literature, the
trade-off between omission and commission errors are often not considered in the opti-
mization. Prevalence-adjusted approaches are used to cope with this trade-off (Mouton
et al., 2011). In three non GARP case studies, the training data are stratified by sampling
an equal number of presence and absence instances in order to deal with this prevalence
dependency (Mouton et al., 2009b).
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In Figure 3.3, the relations between the hyper parameters PS, pm, pm, convergence limit
(stopping criterion) and problem size (in log) are shown for the literature for which pa-
rameters are reported. In general, mutation rates are low (< 0.2) and crossover rates are
high (> 0.6). The mutation rate is varied as a function of length of the binary string in
one study (Van Broekhoven et al., 2007). The population size varies from a 100 to 1,000
chromosomes whereas a large variation is present on the number of generations (20 to
maximum 20,000). In one case the algorithms stops when no improvement in the fitness
is observed over 50 generations (Van Broekhoven et al., 2007). All parameters tend to be
positively related except for mutation with the crossover rate and the problem size. Only
the number of chromosomes and stopping criterion show a significant linear relation to
the problem size (R2 = 0.79 and R2 = 0.87). The optimal values for algorithm parameters
are chosen iterative in seven case studies (Table 3.3). This approach consists of changing
the parameter values and assessing the effect on the objective function. In the remaining
studies it is unclear how the parameters are chosen or no iterative approach has been used.
Even more, no hyper parameter values are reported in 5 of 25 studies.
Figure 3.3: Relation between the hyper parameters PS, pm, pc, convergence limit (stopping cri-
terion) and problem size (in logarithm). The analysis is repeated for different bootstraps samples
(10000) of the data. The range of these estimates is shown in dark grey. The mean R2, the determi-
nation coefficient (squared correlation coefficient), of the 10000 regressions is reported between
brackets with signficance indication (*) on the 5% level.
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Model robustness is tested by applying cross validation and repeated analysis with the
same or different samples of the data. Cross validation is generally used (14 of 25 cases)
to test robustness. In this approach, the data are partitioned in a number of samples, i.e.
folds. Next, the model is identified with the total number of folds minus one and validated
with the remaining fold. In a number of publications, the EA analysis is repeated a num-
ber of times with the same data starting from different initial populations in order to test
the robustness of the EA approach (see D’Angelo et al. (1995) and Fukuda (2009)). This
is because the obtained near-optimal solution might not be equal in every EA run since
the search behavior is characteristic by random choices. An interesting application of this
repeated EA analysis is the multilayer perceptron ensembles approach for the modelling
of the redfin barbel (Muñoz-Mas et al., 2017). Here, a derivative GA analysis is repeated
a number of times to increase ensemble size. By checking convergence of the solutions
determined with the GA for an increased ensemble size, one can determine an optimal
set of solutions. With this, the authors showed great potential of using multilayer percep-
tron and EA approaches for the identification of multiple models, which can be used for
ensemble forecasting (Araújo and New, 2007).
3.4.2 Strengths, weaknesses, opportunities and threats
Problem encoding and flexibility
Flexibility is a first strength of EAs. This property offers the chance to implement any
type of identification problem and species response. For GARP, one can implement dif-
ferent relations, e.g. logistic, linear or boolean, in the software (Olden et al., 2008). When
implementing a problem in an EA, the developer should first address what the nature of
the optimization is: does one search for a simplified SDM structure, a set of parameter
values, optimal hyper parameters for a machine learning approach or a combination of
these? Secondly, the phenotype has to be encoded in a genotype. One can choose a bi-
nary string, a real-valued string or a tree-like encoding. Van Broekhoven et al. (2007)
compared the use of a binary and real-valued string encoding for PE of fuzzy habitat
models and observed that both perform equally well. The outcome of the comparative
analysis of Van Broekhoven et al. (2007) does depend on the length of the binary string,
i.e. a four bit encoding of a value might result in higher fit to training data than a three bit
encoding.
The implementation requires at least basic programming skills. This might hamper novel
users to implement their specific optimization problem. In this perspective, the appli-
cation of generalized linear models (GLMs) is more appealing, since a wide range of
literature on best practices and guidelines for implementation is available (see Zuur et al.
(2009)). Today, only GARP with its graphical user interface and good documentation (see
Stockwell and Peters (1999)) is assessed as a flexible yet easy to apply EA approach to
model species response.
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Population-based approach and input variable selection
The population-based approach of EAs is considered as a second advantage for species
distribution modelling. SDMs have to represent complex ecological phenomena in a sim-
plified way. However, these phenomena are often too complex to be described by one
model (Fukuda et al., 2013; Merow et al., 2014; Muñoz-Mas et al., 2017; Vezza et al.,
2015). To deal with this issue, and in addition increase model robustness, one can fit a
number of models with varying parameter values and structures. The population-based
approach of EAs allows to fit several models in one training cycle. It does require the
solutions within the population to be diverse, which is not always the case. Consequently,
EAs can be competitive alternatives compared to single-model approaches.
The combination of iterating a number of solutions and applying crossover and mutation
operators offers the opportunity to explore multiple areas of the search space (Holland,
2000). Applied to IVS, one can track interesting combinations of input variables over
several generations. This is considered a great strength and a competitive alternative
to stepwise selection procedures, commonly used in species distribution modelling.
In stepwise selection procedures, an alternative model is tested to data by iteratively
excluding (including) a model variable (Zuur et al., 2009). These approaches are
considered as greedy because they make local optimal decisions with the assumption
that a near-optimal solution will be found in the vicinity of this local solution. Although
the forward selection approach is computationally efficient, this procedure may ignore
informative combinations of input variables which are individually only marginally
relevant. The search behavior of EAs is different: they combine and test solutions that
are located in various regions of the search space.
In environmental science, EAs are successfully used for input variable selection (IVS)
to decrease model complexity and reduce risk of overfitting (Galelli et al., 2014). In
species distribution modelling, only a few studies have used IVS to optimize and simplify
models developed with data-driven approaches, such as artificial neural networks and
decision trees (D’heygere et al., 2003, 2006; Muñoz-Mas et al., 2017). In general, a
distinction is made between wrapper and embedded IVS. Wrapper IVS approach does
not take into account the interaction between variable selection and parameter estimation.
In contrast, embedded IVS does take into account this interaction. Two good examples of
embedded IVS approaches are decision trees and RF. Decision trees and RF are assessed
as robust approaches for species distribution modelling, but they are often criticized for
lack of transparency (Strobl et al., 2007). Moreover, the hierarchical (tree-like structure)
approach in RF conflicts with niche theory, where it is assumed that equal-scale gradients
are non-hierarchical (Peterson et al., 2011). EAs do not constrain model formulation by
separating the model computation (calculation of objective function) from model fitting
(search for optimal model). In addition, EAs are flexible approaches to deal with different




The standard application of an EA requires (a minimum of) four parameters to be tuned
(PS, pc, pm and a stopping criterion) and this can be considered as a disadvantage be-
cause the performance of the EA depends on the choice of these parameters (Grefenstette,
1986). Guidelines for tuning these parameters are found in literature (for example Gibbs
et al. (2008) and Gibbs et al. (2010)). However, the ‘No Free Lunch Theorem’ states that
no global set of hyper parameters can be found that will be effective for every optimiza-
tion problem (Wolpert and Macready, 1997). Consequently, every class of problems will
require a limited amount of hyper parameter testing. In section 3.4.1, it is observed that
only a limited number of studies (eight out of 25, Table 3.3) used an approach to test the
performance of their algorithm as a function of its settings.
Gibbs et al. (2008) found that the interaction between population size and mutation rate
is an important factor steering EA performance. With the analysis presented in section
3.4.1, no relation between the number of chromosomes and the mutation rate could be de-
lineated. It is likely that the results of the analysis are influenced by the definition of the
problem and characteristics of the fitness landscape (see discussion Maier et al. (2014)).
In addition, the optimal hyper parameters are not searched for, so consequently the re-
ported values are possibly not optimal. Although the number of hyper parameters to be
determined may be a weakness of EAs, many metaheuristic (i.e. ant colony optmization,
particle swarm optimization , simulated annealing) share this shortcoming.
Multi-objective optimization, sample prevalence and prevalence-adjusted training
An opportunity of using EAs in species distribution modelling is their use as multi-
objective optimization algorithms. Multi-objective optimization algorithms aim to find
an optimal solution to a decision problem with multiple conflicting objectives. In species
distribution modelling, one is faced with the challenge of identifying models correctly
simulate species presence, on the one hand, and absence, on the other. Identifying a
model ensemble enclosing a trade-off between correctly estimating species presence or
absence can be referred to as prevalence-adjusted model training. Depending on the
study objectives, sample prevalence in the data, species characteristics and ecological
insights, models can be selected from this ensemble. This trade-off can be interpreted as
a multi-objective optimization problem. EAs have proven to be adequate approaches to
solve these type of problems. In general, EAs can be used to determine the entire set of
Pareto optimal solutions, or at least a representative subset. A Pareto optimal set is a set
of solutions that are non-dominant when compared with other solutions of the solution
space (Deb et al., 2000). For example for species distribution modelling, a Pareto optimal
set could be a set of model enclosing the trade-off between commission and omission
errors. From this trade-off, decision makers can obtain valuable information for deci-
sion management. A well-known example of a multi-objective optimizer using an EA
is the NSGA-II algorithm of Deb et al. (2000). In this approach, a GA with a standard
crossover and mutation, but with a specific selection operator is used. For the selection
operator, a dummy fitness is assigned to each individual belonging to a non-dominated
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front. These fitness values are used in tournament selection (Deb et al., 2000). This pro-
cess is repeated until a non-dominated front equal, or close, to the Pareto optimal front
is found. An example of the use of the NSGA-II algorithm in ecology is presented by
Côté et al. (2007). In this dissertation, it is hypothesized this NSGA-II approach can be
used for prevalence-adjusted model training. Other metaheuristic algorithms, for instance
particle swarm optimization (Coello Coello and Reyes-Sierra, 2006), have been used for
multicriteria optimization. However, up until today, most multi-objective optimization
approaches are mainly based on evolutionary algorithms (Konak et al., 2006)3
Risk of losing interpretability
A potential threat of using EAs is the loss of interpretability after optimization. As noted
by Van Broekhoven et al. (2006), it is possible that the identified solutions are contradic-
tory to expert and/or ecological knowledge. Although models can be improved by using
an optimization algorithm, the core of the problem might lie in the quality of the used in-
formation (Engler et al., 2004) and the defined objective function (Mouton et al., 2009b).
This is closely related to the issue of overfitting, in which an optimization algorithm is
fitting ecological noise rather than an underlying pattern. Many novel machine learning
approaches share this pitfall (Merow et al., 2014; Radosavljevic and Anderson, 2014), and
consequently it remains important to test the models to ecological and/or expert knowl-
edge. Cross validation (Hijmans, 2012) and ensemble forecasting approaches (Araújo and
New, 2007) are useful to avoid these issues.
3.5 Discussion
In this chapter, the concepts of model optimization, metaheuristics and EAs are intro-
duced. In addition, the application of EAs in species distribution modelling is reviewed.
Specific strengths, weaknesses, opportunities and threats applied to species distribution
modelling are identified. Ease of encoding, flexibility and the population-based approach
are assessed as main strengths. The use as EAs for multi-objective optimization is as-
sessed as an opportunity for prevalence-adjusted model training. In addition, their use for
IVS to reduce model complexity is assessed as an opportunity. The necessity to determine
optimal values for the hyper parameters can be considered as a disadvantages. The loss
of interpretability is a threat.
In this dissertation, the hypothesis is that EAs are able to identify well-performing models
by optimizing the HSM formulated in chapter 2. Specifically, the EA approach is used for
wrapper and embedded input variable selection (IVS). In chapter 5, the use of a wrapper
IVS approach is implemented and tested to a grid-search approach for a simple problem.
In chapter 6, wrapper IVS is compared to embedded IVS. It is hypothesized that account-
ing for interaction between variable selection and parameter estimation (embedded IVS)
is superior to wrapper IVS when little information is available to constrain the values of
3Web of science search, acccessed on 13/02/2018, ± 10000 of the approximately 24000 publications
use a genetic algorithm or an EA for MOO. 3000 publications use particle swarm optimization.
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the parameters. In chapter 7, the value of wrapper IVS for river management is tested.
Further, the potential of multi-objective evolutionary optimization to perform prevalence-
adjusted training is tested. Here, it is hypothesized that a multi-objective approach is
superior to single objective optimization in identifying an ensemble of models enclosing
a trade-offs between sensitivity and specificity (see chapter 8). In the different chapters,
EA robustness is repeatedly tested. The hyper parameter values for all experiments are
listed in Appendix E, and are set with the guidelines of Gibbs et al. (2008). For each case,
a limited amount of testing of hyper parameters is done to obtain an insight in the validity
of the guidelines of Gibbs et al. (2008).
Highlights chapter 3: An introduction to the concepts of model optimization, meta-
heuristics and EAs is given.
• EAs are used in species distribution modelling when the aim is to identify (an)
optimal model(s) from a large set of potential solutions.
• Strengths of EAs are ease of encoding, flexibility and the fact that they are
population-based. The necessity to set hyper parameter values can be considered as
a disadvantage. Loss of interpretability is identified as a threat.
• EAs are hypothesized to be adequate methods
1. to perform IVS for the HSM presented in chapter 2.
2. to conduct prevalence-adjusted model training based on multi-objective opti-
mization.
• Prevalence-adjusted model training based on multi-objective optimization is hy-
pothesized to have a number advantages over single-objective optimization.
44
Case studies, data description and
processing
4.1 Introduction
Gathering, exploring and processing data are essential steps in using data for the devel-
opment of any model (Guisan and Zimmermann, 2000). The importance or role of data
in the development will depend on the type of model which is developed (black-box or
white-box model). The definition of black- and white-box models imply that the influence
of data on the final model structure is higher in black-box than in white-box models. Con-
sequently, for any model, the model quality will - to some extent - depend on the quality
of the used experimental and field data.
In this thesis, the relation between river pollution (and structural deterioration) on a num-
ber of freshwater macroinvertebrate taxa and one freshwater fish species (Salmo trutta)
is investigated. Therefore, physico-chemical (and physical habitat characteristics) data
coupled in time and space to biological data of freshwater river systems are used. The
physico-chemical data describe the state of pollution in the river, e.g. organic carbon
(biological oxygen demand, BOD, chemical oxygen demand, COD), nitrogen (ammo-
nia, NH3-N, total nitrogen), phosphorus (total and ortho-, PO4-P), thermal (temperature,
T). Physical habitat characteristics describe the structural habitat quality of the river (e.g.
river curvature, presence of pools and riffles, substrate) and are, in this thesis, interpreted
as categorical variables. The data used in this thesis depict that the developed models are
relevant at a reach-scale with an extent of approximately 20 and 100 meters for macroin-
vertebrate and fish species, respectively. Abiotic measurements are available in the same




The guidelines of Zuur et al. (2010) are used to explore and process the physico-chemical
data. In this approach, plots are inspected to obtain a visual insight of the distribution
and to identify outliers1. In addition, general statistics are used to obtain a quantitative
insight. Samples suspect to be incorrect are tested to other sources of information or con-
ditions (i.e. testing mass balance, inspecting metadata, testing to GIS information). In
addition, the spearman rank correlation between variables is computed, and variables are
considered for exclusion when correlation is high (
∣∣ρspear∣∣ > 0.7, Dormann et al. (2007)).
In section 4.2, 4.3 and 4.4, the processing of the physical-chemical data will be discussed.
The biological data used in this thesis are species occurrence data derived from abundance
data. The abundance data are transformed occurrence data because occurrence data are
assumed to be less uncertain than abundance data (Fukuda et al., 2012; Gobeyn et al.,
2016). This does not imply that these abundance data cannot be used in future studies to
refine the developed models (Fukuda et al., 2012; Howard et al., 2014). It is important
to note that the boxplots, dotplots and histograms presented in this section hold the un-
processed data. This is to illustrate the process of data exploration (as suggested by Zuur
et al. (2010)). The summary statistics of the processed data are found in the tables.
In the remainder of this chapter, the approach to collect and process data for three case
studies is clarified. One case study is located in Ecuador and considers a relatively small
number of samples (120) collected in 2013 in the Guayas River basin (Ambarita et al.,
2016). In a second case study, data from Flanders are used to test the habitat suitability
for the brown trout (Salmo trutta) in the Zwalm River basin. In a last case study, the
Limnodata of the Netherlands, containing coupled physico-chemical and biological data
over 30 years in the whole of the Netherlands are used (20000 sampling locations). The
value of information in the Limnodata for river management is assessed as high, not only
because of the quantity of information, but especially because of the taxonomic resolution
of the information, i.e. species level. In addition, habitat preference information on the
species in the Netherlands is available (Verberk et al., 2012) to evaluate the models with
ecological information.
4.2 Ecuador: River pollution
The Guayas River basin is located in central-western Ecuador. With 33700 km2 land
surface area, it is the largest watershed in South America west of the Andes mountains.
Flows of the Guayas River can reach up to 5000 m3/s (Waite, 1982). It is considered
the most important river in Ecuador due to the industrial and economical value. Since
the river basin is used to provide cultivated foods and water supply for human use, it is
of major importance to mitigate effects of anthropogenic pressures on the ecosystem’s
quality and functioning (Arias-Hidalgo et al., 2013). A descriptive analysis of the eco-
logical water quality (EWQ) is presented by Ambarita et al. (2016). The authors used a
correspondence analysis to identify the link between different habitat characteristics and
the biological monitoring working party for Colombia index (BMWP-C). They concluded
1Outliers are defined as extreme high or low value compared to the majority of the data (Zuur et al.,
2010)
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that upstream sites have a better EWQ than the sites downstream. In addition, flow veloc-
ity, chlorophyll concentration, conductivity, land use, sludge layer and sediment type are
identified as important environmental variables determining the EWQ. It is hypothesized
that nutrients and pesticides, coming from agriculture, and poorly treated wastewater af-
fect the EWQ. In this case study, the aim is to test whether a relation can be identified
between key taxa and nutrient concentrations.
Samples of the macroinvertebrate community were collected at 120 sites in the Guayas
River basin during the dry season of 2013 (October to November) (Figure 4.1). All sites
were sampled once with the kick sampling procedure described by De Pauw and Van-
hooren (1983) and Gabriels et al. (2010). A handnet, with a frame size of 20x30 cm and a
mesh size of 500 µm, was used to sample during 5 minutes a 10-20 m stretch of the river.
The sampling efforts were distributed over all aquatic habitats, including bed substrates,
macrophytes, artificial and other (e.g. floating, submerged) substrates. In the laboratory,
the handnet samples were rinsed with a 500 µm sieve and distributed over several trays.
In these trays, macroinvertebrates were picked and after collection identified at family
level with the identification key of De Pauw and Vannevel (1991) and Domı́nguez and
Fernández (2009). The abundance of all taxa were counted or estimated in a tray. For
each sample, multiple physico-chemical water quality characteristics were measured in
situ using two YSI R©6920-V2 multiparameter probes; temperature (oC), conductivity (µS
cm−1), total dissolved solids (TDS, g L−1), pH (-), chlorophyll (mg L−1), chloride (Cl−,
mg L−1), dissolved oxygen (DO, mg O2 L−1 and %) and turbidity (NTU). Chemical oxy-
gen demand (COD, mg L−1), total nitrogen (total N, mg L−1), total phosphorus (total
P, mg L−1), nitrate-N (NO−3 -N, mg L
−1), nitrite-N (NO2-N, mg L−1) and ammonium-N
(NH+4 -N, mg L
−1) were measured by taking water samples, stored cool and dark, and an-
alyzing these in a laboratory using HachLange R©3900 spectrophotometer kits (320 - 1100
nm wavelength range and 1 nm wavelength resolution). Additionally, sampling site ele-
vation was measured with a Garmin GPSMap (Ambarita et al., 2016).
The variables considered in this study are listed in Table 4.1. The values below the detec-
tion limit are set to the detection limit. In order to identify collinearity between variables,
the spearman rank correlation (ρspear) between the variables is calculated (Table 4.2). A
threshold value of 0.70 (> |ρspear|) is set to inspect correlation between variables (Dor-
mann et al., 2013). In this case study, DOsat (correlated to DO) and TDS (correlated to
conductivity) are omitted. In addition, boxplots, histograms and Cleveland dotplots are
analyzed (see Figures 4.2 to 4.7) to detect outliers. Cleveland dotplots are plots in which
the row number of an observation (i.e. sample id) is plotted versus the observation value
(Zuur et al., 2010). Plotting individual points is assessed as more informative too detect
extreme values (Zuur et al., 2010). However, a disadvantage is that the order of the records
in the plot can bias the analysis. In this dissertation, dotplots were used together with his-
tograms and boxplots to identify extreme values. These observation were checked in the
raw data. For the Ecuador case study, four field samples are closely inspected, for which




Figure 4.1: Map of Ecuador case study, Guayas River basin. The positions of the 120 sampling
points are indicated in colour. Coordinate system: UTM 17 S. See digital version for colours
BMWP-C class.
4
CASE STUDIES, DATA DESCRIPTION AND PROCESSING 63
Table 4.1: Summary statistics of processed data considered for the Ecuador case study. Whether
a variable is included for the modelling exercise is indicated in the last column.
Variable Unit Minimum X̃ X̄ Maximum Number of records* Included
COD mg L−1 5.00 13.25 17.02 117.60 100 x
chlorophyll mg L−1 0.73 3.11 5.59 66.84 120 x
Cl− mg L−1 0.53 2.50 7.28 182 120 x
conductivity µS cm−1 36.50 123.34 199.94 1981 120 x
DO mg L−1 1.97 7.76 7.50 13.63 120 x
DOsat % 23.63 93.20 92.24 178.99 120
elevation m a.s.l. 2.00 82.00 135.05 1075 120 x
NH+4 -N mg L
−1 0.02 0.06 0.20 8.80 118 x
NO−3 -N mg L
−1 0.23 0.23 0.37 2.00 118 x
TDS g L−1 0.05 0.08 0.13 1.27 120
temperature ◦C 19.04 26.04 25.98 34.00 120 x
turbidity NTU 0.00 3.39 9.82 355.63 120 x
pH - 6.56 7.59 7.66 8.87 120 x
velocity m s−1 0.00 0.15 0.23 1.50 120 x
*The number of records include the records for which the value was
below or above the detection limit.
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temperature 1 -0.08 -0.12 -0.3 0.56 0.39 -0.19 0.1 0.4 0.37 -0.16 0 -0.68 -0.62
conductivity -0.08 1 0.97 0.35 -0.24 0.35 -0.07 -0.06 -0.05 0.19 0.33 0.13 0.24 -0.24
TDS -0.12 0.97 1 0.31 -0.24 0.36 -0.09 -0.09 -0.05 0.23 0.28 0.14 0.26 -0.25
pH -0.3 0.35 0.31 1 -0.38 0.06 0.77 0.68 -0.23 -0.26 0.27 -0.1 0.6 0.4
chlorophyll 0.56 -0.24 -0.24 -0.38 1 0.27 -0.19 -0.07 0.62 0.29 -0.49 0.12 -0.69 -0.34
Cl− 0.39 0.35 0.36 0.06 0.27 1 -0.03 0.13 0.24 0.17 -0.15 0.16 -0.18 -0.42
DO -0.19 -0.07 -0.09 0.77 -0.19 -0.03 1 0.93 -0.26 -0.2 0.23 -0.22 0.37 0.43
DOsat 0.1 -0.06 -0.09 0.68 -0.07 0.13 0.93 1 -0.12 -0.11 0.22 -0.26 0.18 0.22
turbidity 0.4 -0.05 -0.05 -0.23 0.62 0.24 -0.26 -0.12 1 0.16 -0.31 0.22 -0.35 -0.34
COD 0.37 0.19 0.23 -0.26 0.29 0.17 -0.2 -0.11 0.16 1 -0.02 0.18 -0.3 -0.4
NO−3 -N -0.16 0.33 0.28 0.27 -0.49 -0.15 0.23 0.22 -0.31 -0.02 1 -0.37 0.19 0.14
NH+4 -N 0 0.13 0.14 -0.1 0.12 0.16 -0.22 -0.26 0.22 0.18 -0.37 1 -0.07 -0.25
velocity -0.68 0.24 0.26 0.6 -0.69 -0.18 0.37 0.18 -0.35 -0.3 0.19 -0.07 1 0.53
elevation -0.62 -0.24 -0.25 0.4 -0.34 -0.42 0.43 0.22 -0.34 -0.4 0.14 -0.25 0.53 1
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Figure 4.2: Boxplots and histograms for the variables chlorophyll, Cl−, COD, conductivity, DO
and DOsat.
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Figure 4.3: Boxplots and histograms for the variables elevation, NH+4 -N, NO
−
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Figure 4.4: Boxplots and histograms for the variables Turbidity and velocity.
Figure 4.5: Dotplots for the variables chlorophyll, Cl−, COD and conductivity. The points which
are inspected are indicated in grey. The sample id is shown on the x-axis whereas the value for the
observation is found on the y-axis.
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Figure 4.6: Dotplots for the variables DO, DOsat, elevation, NH+4 -N, NO
−
3 and pH. The points
which are inspected are indicated with a circle. The sample id is shown on the x-axis whereas the
value for the observation is found on the y-axis.
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Figure 4.7: Dotplots for the variables TDS, temperature, turbidity and velocity. The points which
are inspected are indicated with a circle. The sample id is shown on the x-axis whereas the value
for the observation is found on the y-axis.
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4.3 Flanders (Belgium): Brown trout (Salmo trutta)
For the development of the model for the brown trout, data provided by the
Research Institute for Nature and Forest (INBO) are used(Figure 4.8). Occur-
rence data of brown trout are retrieved from the Fish Information System (VIS,
Brosens et al. (2015), can be accessed from: http://www.gbif.org/dataset/
823dc56e-f987-495c-98bf-43318719e30f). Hydro-morphological variables
linked to the occurrence data could be retrieved from INBO as well. For detailed infor-
mation about the data collection and compilation of the data set, one is referred to Brosens
et al. (2015). Additional information could be retrieved from the database of the Flem-
ish Environment Agency (VMM). The VMM has been monitoring the water quality in
Flanders at more than 2500 sampling locations since the beginning of the 1990s. Data
could be accessed from: http://geoloket.vmm.be/Geoviews/. For a detailed
description of the physico-chemical data collection, one is referred to Boets et al. (2011).
Physical-chemical data are collected eight times a year at different sampling locations
which results in a large number of observations. Variables are selected for the modelling
approach based on five selection criteria:
• Are metadata available? If not, can the information be found to define the unit of
the values?
• Is the variance in the data high enough given the study objectives? Specifically, if
values for a variable quantifying a degree of pollution is considered, are unpolluted
and polluted conditions observed?
• Is the considered variable ecologically relevant?
• Is the considered variable relevant for management? Specifically, variables directly
linked to pollution are considered, whereas indirect effects (such as land use) are
omitted.
• Is the considered variable significantly correlated (5 % level) to another variable?
An overview of the available data can be found in Table 4.3. From the INBO and VMM
data set, three data sets are obtained, one presence-only data set used for the estimation
of the species response curve parameters (through derivative statistics), one presence/ab-
sence data set for model optimization and one input data set for the simulations (for the
Zwalm). The first data set is compiled from the INBO data set containing all presence
instances of Flanders (166 records), whereas in the second set only records which have a
value for all abiotic variables are be retained (25 records). For the second set, 25 records
are retained as background sampled (thus the training data set had 50 instances). For the
model optimization, only points for which values are available for all variables are re-
tained. For the estimation of the parameters of the species response curves, all values per
variable are kept. This is because variable interactions are considered in the optimization
phase, but not in the parameter estimation phase. Note that both data sets are extracted
from the processed data set shown in Table 4.3. The input data set for the simulations is
compiled by coupling the INBO data to the VMM data set (with a delta of 100 meters).
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The abundance data of brown trout are summed for every point in time and space, and
afterwards transformed to presence-absence data (abundance > 0 is equal to presence,
abundance = 0 is equal to absence). In order to explore and identify outliers for the
abiotic data, boxplots, bar plots (categorical data), histograms and Cleveland dotplots
are inspected (Figures 4.9 to 4.12). Based on these plots, outliers (sampling points) are
identified. This is done by checking all values outside the 5 and 95 percentile and by
checking the extreme values in the plots. The sampling points are checked one by one for
their validity based on one or more of these criteria:
• Do the values reported for the point coincide with the metadata?
• Is the mass balance (e.g. total nitrogen) correct?
• Do the information coincide with available GIS information?
• Do the values coincide with the physical boundary conditions?
In addition, all points with a river width of zero are omitted, unless there are values
reported for the width of the measured transect. In this case, this value is used as an
estimate of width. After these preprocessing steps, the correlations between the abiotic
variables are calculated (Table 4.4).
4
Figure 4.8: Overview of case study (Zwalm) and available data (Flanders) to develop the models (1 presence, 1+ presence and background absence).
The grey and black points indicate the presence of brown trout (1+: more than one observation over time, 1: one observation over time). The small
dots indicate background absence (points where no presence is observed) available. Derivative statistics of the abiotic variables for the black and grey
points are used as estimates for the species response curve parameters. Background samples and presence samples were used for model optimization.
The INBO-VMM points are used for model simulations. The coordinate system reported on the X- and Y-axis are in Lambert 1972.
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Table 4.3: Summary statistics of the processed data used for the brown trout case study. The excluded variables (Ex.) and reason for exclusion in the modelling
exercise are indicated in the last column.
Variable Unit Minimum X̃ X̄ Maximum Number of
records*
Ex. Reason
algae - 0 0 1 1704
area m2 x Area was related to the sampling area, which was independent of the species
presence-absence.
average depth m 0.02 0.5 0.67 7.6 2244
bank - 1 2 3 2341
bank slope 1 3 3 2253
barriers - x Not relevant for management (migration barriers in the Zwalm have been re-
moved or will be removed in the near future).
brackish - x All studied systems are freshwater
conductivity µS cm−1 5 732 951.62 35000 4341
curvature - 0 1 1 2238
DO mg O2 L−1 0 8.2 8.02 23.7 4380
distance from spring m x Pooled variables not directly indicating the cause of species occurrence are
omitted.
hiding opportunities - 1 3 5 2139
land use - x Only direct pressures are considered.
length m x Length is related to the sampling length, which is independent of the species
occurrence.
non submerged plants - 0 0 1 1703
pH - 3.29 7.6 7.6 11.8 4193
pool - 0 0 1 2173
riffle - 0 0 1 2204
slope cm m−1 0 0.4 1.78 66.6 5365
submerged plants - 0 0 1 1715
substrate - 0 1 5 1837
temperature ◦C 0.1 13.9 13.68 28 4503
tidal - x Only non-tidal systems are considered
transparency m 0 0.5 0.86 6.2 2252
turbidity NTU 0.82 14.6 22.89 750 1847
velocity m s−1 0 0.3 0.48 11.7 1537
water depth ? x Missing metadata
width m 0.25 4.9 13.9 337 4393
width transect m x Width transect is related to the sampling width, which is independent of the
species occurrence.
*The number of records include the records for which the value is below or above the
detection limit.
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algae 1 0.06 -0.01 0.08 0 0.05 0.02 -0.03 0.09 0.12 0.01 0.03 -0.04 0.12 -0.03 0.19 0.08 -0.19 -0.04 0.01
average depth 0.06 1 -0.11 0.09 0.07 0 0.02 -0.02 0.11 0.06 -0.09 -0.08 -0.41 0.14 0 0.1 0.76 -0.09 0.1 0.67
bank -0.01 -0.11 1 -0.22 -0.19 0.19 0.05 -0.42 -0.03 -0.16 0.23 0.16 0.27 0.03 -0.01 -0.14 -0.25 0.06 -0.09 -0.39
bank slope 0.08 0.09 -0.22 1 0.19 -0.08 -0.06 0.27 -0.01 0.08 -0.2 -0.12 -0.07 -0.05 -0.02 0.11 0.11 0.01 0.03 0.14
conductivity 0 0.07 -0.19 0.19 1 -0.1 -0.2 0.22 -0.04 0.27 -0.16 -0.14 -0.03 -0.08 -0.05 -0.01 -0.07 0.18 -0.06 0.16
curvature 0.05 0 0.19 -0.08 -0.1 1 0.06 -0.23 -0.01 -0.07 0.35 0.36 0.3 0.01 -0.07 -0.13 -0.09 0.04 0.1 -0.3
DO 0.02 0.02 0.05 -0.06 -0.2 0.06 1 -0.12 -0.05 0.23 0.13 0.12 0.03 0.03 0 -0.16 0.09 -0.12 0.17 -0.08
hiding opportuni-
ties
-0.03 -0.02 -0.42 0.27 0.22 -0.23 -0.12 1 -0.07 0.13 -0.44 -0.36 -0.3 -0.23 0.03 0.1 0.14 0.04 -0.11 0.23
non submerged
plants
0.09 0.11 -0.03 -0.01 -0.04 -0.01 -0.05 -0.07 1 -0.01 0.01 -0.04 -0.08 0.2 0.05 0.16 0.07 -0.04 -0.04 0.06
pH 0.12 0.06 -0.16 0.08 0.27 -0.07 0.23 0.13 -0.01 1 -0.03 -0.03 -0.2 -0.1 -0.11 0.15 0.13 -0.09 -0.01 0.15
pool 0.01 -0.09 0.23 -0.2 -0.16 0.35 0.13 -0.44 0.01 -0.03 1 0.72 0.38 -0.01 -0.08 -0.19 -0.18 0.02 0.2 -0.32
riffle 0.03 -0.08 0.16 -0.12 -0.14 0.36 0.12 -0.36 -0.04 -0.03 0.72 1 0.44 -0.05 -0.07 -0.21 -0.15 0.06 0.24 -0.35
slope -0.04 -0.41 0.27 -0.07 -0.03 0.3 0.03 -0.3 -0.08 -0.2 0.38 0.44 1 -0.1 -0.09 -0.42 -0.56 0.3 0.26 -0.65
submerged plants 0.12 0.14 0.03 -0.05 -0.08 0.01 0.03 -0.23 0.2 -0.1 -0.01 -0.05 -0.1 1 0.07 0.14 0.09 -0.04 -0.09 0.06
substrate -0.03 0 -0.01 -0.02 -0.05 -0.07 0 0.03 0.05 -0.11 -0.08 -0.07 -0.09 0.07 1 0 0.04 0.01 -0.06 0.06
temperature 0.19 0.1 -0.14 0.11 -0.01 -0.13 -0.16 0.1 0.16 0.15 -0.19 -0.21 -0.42 0.14 0 1 0.25 -0.16 -0.27 0.35
transparency 0.08 0.76 -0.25 0.11 -0.07 -0.09 0.09 0.14 0.07 0.13 -0.18 -0.15 -0.56 0.09 0.04 0.25 1 -0.48 0.03 0.54
turbidity -0.19 -0.09 0.06 0.01 0.18 0.04 -0.12 0.04 -0.04 -0.09 0.02 0.06 0.3 -0.04 0.01 -0.16 -0.48 1 0.04 -0.11
velocity -0.04 0.1 -0.09 0.03 -0.06 0.1 0.17 -0.11 -0.04 -0.01 0.2 0.24 0.26 -0.09 -0.06 -0.27 0.03 0.04 1 0.04
width 0.01 0.67 -0.39 0.14 0.16 -0.3 -0.08 0.23 0.06 0.15 -0.32 -0.35 -0.65 0.06 0.06 0.35 0.54 -0.11 0.04 1
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Figure 4.9: Instances in every class for algae, bank slope, bank, curvature, hiding opportunities,
non-submerged plants, pool, riffle, submerged plants and substrate.
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Figure 4.10: Boxplot, histogram and dot plot for average depth, conductivity, dissolved oxygen
and pH. In the dotplot, the sample id is shown on the x-axis whereas the value for the observation
is found on the y-axis.
4
CASE STUDIES, DATA DESCRIPTION AND PROCESSING 77
Figure 4.11: Boxplot, histogram and dot plot for slope, temperature, transparency, turbidity. In




Figure 4.12: Boxplot, histogram and dotplot for velocity and width. In the dotplot, the sample id
is shown on the x-axis whereas the value for the observation is found on the y-axis.
4.4 The Netherlands: Limnodata
The Limnology Neerlandica database (http://www.stowa.nl/) is used to obtain
coupled information on macroinvertebrate species presence and species’ environment.
The Limnodata is a database containing observations of macroinvertebrate abundance
and on the physical-chemical state over 20 years spread over the Netherlands (Knoben
and van der Wal, 2015). For the macroinvertebrate data, all Ephemeroptera, Plecoptera,
and Trichoptera (EPT) species are extracted from the Limnodata because these species
are in general sensitive to pollutants in the stream environment (Verberk et al., 2012). It
is important to note that each species is specific sensitive towards one or the other pollu-
tant or nutrient (Verberk et al., 2012). The abundance records are transformed to species
occurrence records, i.e. the species is considered present if the abundance is higher than
one, otherwise the species is considered absent. The physico-chemical data are extracted
from Limnodata and inspected for outliers by calculating summary statistics (mean, min-
imum, maximum and percentile values) and by visually analyzing boxplots, histograms
and dotplots. A number of variables are tested to physical boundaries, for instance, the
width and depth of rivers are assessed as a function of the river type. In addition, the
mass balance for nitrogen and phosphorus is inspected. 133 values are inspected in-depth
from which 102 values are omitted from the data. Finally, the correlation between vari-
ables is calculated, so to exclude highly correlated variables and reduce dimensionality
of the problem. The variables used in this thesis, their statistics and reason for exclusion
are listed in Table 4.5. A number of variables are excluded, because insufficient data are
available after coupling with the biological data. Here, pH, NH3 and transparency were
also considered for exclusion since a large share (50 %, 16 % and 15 %) had no input
4
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value for the coupled data. However, the spatial distribution over the simulation points
is assessed as uniform, and in addition a number of pilot runs showed that all three vari-
ables explained part of the species distribution for at least one species. The final data set
contained 441 samples.
Figure 4.13: Map of the Netherlands case study. The locations of the training data (440 samples)
are indicated in the black points whereas the locations of all data available in the Limnodata are
indicated in the grey dots. It is important to note that multiple samples were taken at several
locations. Coordinate system: ETRS89 Lambert Azimuthal Equal-Area projection system.
4
Table 4.5: Summary statistics of the processed data used for the Netherlands case study. .
Variable Symbol Excluded Reason Minimum X̃ X̄ Maximum
percentage dissolved oxygen % DO x correlated to DO (r = 0.89) 0 80 78.07 277
2-day biological oxygen demand BOD2 x insufficient coupled data points 10 10 92.87 2000
5-day biological oxygen demand BOD5 0.05 2 3.55 360
chloride Chloride 1 40 56.99 1250
chlorophyll a Chlor. A x insufficient coupled data points 0.1 9 19.51 1170
chemical oxygen demand COD x insufficient coupled data points 2 26 32.57 200
conductivity Conductivity x correlated to Chloride (r = 0.79) 0.5 50 52.48 542
dissolved oxygen DO 0 8.8 8.64 29
water transparency Transparency 0 0.5 0.5 3
water flow Flow x insufficient coupled data points 0 0.1 0.69 33.34
kjeldahl N Kjel. N x correlated to NH4 (r = 0.91) 0 1.7 2.6 70
ammoniak NH3 0 0.01 0.03 6.1
ammonium NH4 0 0.4 1.13 80
nitrite NO2 0 0.06 0.1 6.3
nitrate NO3 0 3.5 4.89 64
ortho-phosphate P-PO4 0 0.07 0.28 26
pH pH 3.6 7.4 7.33 10.4
river depth Riv. D. x insufficient coupled data points 0 0.4 0.66 5
river width Riv. W. x insufficient coupled data points 0.02 3 5.94 135
sulfate SO4 1 62 68.15 6200
water temperature Temperature -1 11.5 11.73 32
total nitrogen Tot. N. x correlated to NO3 (r = 0.93) 0.05 5.56 7.07 66.3
total phosphorus Tot. P. x correlated to PO4 (r = 0.92) 0 0.2 0.47 29
velocity Vel. x insufficient coupled data points 0 20 24.15 300
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4.5 Discussion
In this chapter, it is explained how data for this thesis are collected and processed. Be-
sides the used preprocessing steps described in this thesis, additional analysis can be done
to improve quality of the data sets. Firstly, Zuur et al. (2010) propose to test the empiri-
cal data to a number of statistical assumptions (homogeneity, autocorrelation, normality,
...) during model fitting. In this thesis, no strict statistical assumptions are tested. It is
acknowledged that ignoring these assumptions will complicate the identification of an ac-
curate model. However, multiple studies indicate that the statistical assumptions made
for ecological studies are lowering model (ecological) reliability rather than increasing it
(Austin, 2002, 2007). A limited set of assumptions is used to define the HSM used in
this dissertation. Key questions arising from using data to optimize these HSMs: are the
type of data (i.e. occurrence) adequate for the goal?, is the appropriate scale used, and
is the quality of the data sufficient? In order to test this, optimized models are compared
with ecological knowledge and literature where possible. In other words, if patterns are
found with the data that match ecological knowledge, it indicates that the data contain
information about the species response towards its environment. It is important to note
that the data used in this thesis are used to train models. No separate data were extracted




Simple genetic algorithms for input
variable selection
5.1 Introduction
Input variable selection (IVS) is an essential step in the development of environmental
models (May et al., 2011). Also in species distribution modelling, IVS has shown to
be useful to optimize and simplify models developed with data-driven approaches, such
as artificial neural networks and decision trees (D’heygere et al., 2003, 2006; Li et al.,
2015). The search for a simplified model is motivated by the principle of parsimony or
the Occam’s razor. This principle states that among competing hypotheses, the model
with the least assumptions should be selected. This implies that when choosing a model
from a set of candidate models with equal explanatory power, the simplest is assumed to
be the most correct model. Assume one wants to perform IVS for a model described by
the following equation:
y = f(x,θ) (5.1)
with y being the model output, f the model structure, θ the model parameters and x, the
vector of input values. Assume one has identified a set of ` candidate explanatory input
variables. In ecology, these candidate input variables are typically selected with expert
knowledge. The challenge is to find a set of m explanatory input variables from these `
candidate variables (May et al., 2011). Note that ` is not equal to m as ` is the number of
candidate input variables, whereas m is the number of input variables in one model (and
This chapter is based on:
• Gobeyn, S., Volk, M., Dominguez-Granda, L. and Goethals, P.L.M., 2017. Input variable selection with a simple genetic
algorithm for conceptual species distribution models: A case study of river pollution in Ecuador. Environmental Modelling
& Software, 269 - 316.
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thus varies between 1 and `). Since the dimensionality of the presented problem increases
exponentially with the number of candidate input variables (i.e. 2d-11), one needs to de-
velop an approach to efficiently search this space.
In this chapter, it is hypothesized that a genetic algorithm (GA), a class of evolutionary
algorithms (EAs), can be used for IVS to reduce habitat suitability model (HSM) com-
plexity and to improve accuracy. Specifically, a GA with tournament selection, uniform
crossover and uniform mutation is implemented. This type of GA is often referred to
as a simple GA. The HSM proposed in chapter 2 is used to test this hypothesis on the
Ecuador case study. In addition, it is hypothesized that the optimized HSMs can be used
to inspect whether specific pollutants in the Guayas River basin have an impact on species
occurrence and the ecological water quality (see Ambarita et al. (2016)). In total, 14 taxa
with varying sensitivity to pollution are considered. The case study is selected because
the anthropogenic pressures on the river system are hypothesized to be straightforward
to interpret. This chapter aims to test the use of a simple GA for IVS. It is important
to note that the search space is small compared to the search space typically tackled by
GAs, and EAs in general. As such, this chapter should be interpreted as an example, and
future applications of the simple GA should be considered for more complex problems.
The remainder of the chapter is structured as follows: in section 5.2, the methodology to
identify alternative models with a simple GA is presented, in section 5.3, the results are
presented and in section 5.4, the approach and results are discussed.
5.2 Methodology
The aim of this chapter is to use a simple GA for IVS. The approach is used to identify
simple and accurate models that can be used to inspect a case study of water pollution
in the Guayas River. HSMs for 14 macroinvertebrate taxa (see Table 5.1) are developed.
Abiotic and biological data collected in the Guayas River basin are processed as explained
in chapter 4. Expert knowledge is considered for this case study. However, no expert
knowledge database is found to provide as a basis for the construction of the models (see
approach Adriaenssens et al. (2006)). Since environmental conditions between South-
America and other continents may differ significantly, it is preferable to not transfer the
expert knowledge from other ecological knowledge databases. The 14 taxa are selected
based on their sensitivity to water pollution and sample prevalence (presence over total
number of samples). The tolerance score of the Biological monitoring working party for
Colombia index (BMWP-C) is used as a measure of sensitivity to pollution. This index
is an adapted index that provides a measure of the EWQ using macroinvertebrate families
as biological indicators (Table 5.1).
1For example if one can choose from two input variables X1 and X2, one has to test 3 models: {X1
included, X2 excluded}, {X1 excluded, X2 included}, {X1 included, X2 included}.
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5.2.1 Habitat suitability model
The HSM defined in chapter 2 is used to estimate habitat suitability and species distri-
butions. The principles used to conceptualize this model are explained in chapter 2 and
shortly restated here for sake of clarity. Species response curves (or habitat preference
curves), defining the biological responses to abiotic gradients, are used as the basis for
the environmental filters. The biological response can be expressed by many measures,
e.g. species presence, abundance, density, usable area or volume. Species abundance and
presence are considered as good measures for biological response (Fukuda et al., 2012).
Species abundance is not used often in species distribution modelling, but is investigated
as a potential source of information to improve HSMs (Fukuda et al., 2012; Howard et al.,
2014). Using abundance data may improve model accuracy. However, the uncertain-
ties inherit to the sampling design and abundance observations can cause to degrade the
precision of the SDMs. In contrast, presence data contain simple information, which is
assumed to be less uncertain (Fukuda et al., 2012; Gobeyn et al., 2016). Hence, species
occurrence is used as a measure to express biological response.
Table 5.1: Overview of taxa used in the study. The taxa are selected based on their sample
prevalence (Pr, %, 120 samples in total) and tolerance score (-, measure for sensitivity, ∈ [0, 10],
0 = not sensitive, 10 = sensitive). Note that prevalence is equal to the sample prevalence and not
the species prevalence. The values do thus not explicitly link to the rarity of the taxon.
Taxon TS (-) Pr (%) Taxon TS (-) Pr (%)
Chironomidae 2 83 Leptohyphidae 7 44
Hydrophilidae 3 11 Caenidae 7 10
Acari 0 47 Gomphidae 10 14
Tubificidae 1 24 Corydalidae 6 9
Baetidae 7 53 Coenagrionidae 7 42
Dytiscidae 9 11 Hydroptilidae 7 10
Libellulidae 6 46 Thiaridae 5 30
To define the species response curves, a range of (sub-)optimal conditions for the species
need to be defined. The total range is estimated by the considering the minimum and max-
imum value for which the species is present. The aim of this approach is to approximate a
fundamental niche. However, it is highly likely that an approximation between a realized
and a fundamental niche is obtained. This choice will likely decrease robustness of the
presented approach. However, it assumed that this will lead to more realistic models, at
least from an ecological point of view (Beale and Lennon, 2012). The shape of the species
response curves is a much discussed topic, to which no agreement has been reached yet
(Austin, 2002). The commonly used unimodal and symmetric Gaussian response curves
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are usually not in conjunction with empirical data. This suggests that non-symmetrical
responses are also possible, especially in case of species interactions and extreme envi-
ronmental stress (Austin, 2007; Heikkinen and Mäkipää, 2010; Hirzel and Le Lay, 2008).
In this dissertation, a non-symmetric unimodal trapezoid curve is used as a simplification
of the bell-shaped curve (Austin, 2002, 2007; Guisan and Zimmermann, 2000). Each re-
sponse curve is bound by four parameters, i.e. θ1, θ2, θ3 and θ4. By defining the trapezoid
curves by four parameters, one allows to describe a simplified form of various types of
distributions with different degrees of skewness and kurtosis. This allows to test multi-
ple shapes of response curves, and does not require the a priori definition of a shape of
response.
5.2.2 Model formulation
Figure 5.1 illustrates the approach to estimate the species response curves. The response
curve for a variable X (SI(X)) is estimated by inspecting the range of abiotic conditions
for which a taxon is observed. The minimum, 25 percentile, 75 percentile and maximum
values of the empirical distribution for the studied gradient are used to define the optimal
range (θ2 and θ3) and the total range (θ1 and θ4) of the response curve (see Figure 5.1).
Note that the definition of these curves is closely related to the definition of envelope
models (Carpenter et al., 1993). In addition, it is important to note that the choice for
the 25 and 75 percentile to estimate respectively θ2 and θ3 is an arbitrary choice. The
selection of θ2 and θ3 presents a trade-off between robustness and the optimal range that
is described. In other words, lower and higher percentiles for respectively θ2 and θ3
can be considered to describe the optimal range. This will result in a broader, but less
robust range. Other percentiles are considered. However, the 25 and 75 percentiles are
assessed as the most robust describing a relatively wide optimal range. Disadvantages
of this approach will be discussed and tackled in chapter 6. The suitability index (SI) is
estimated by applying following piece-wise function:
SI(xjk) =





k ∈ [θ1, θ2[









with j being the index of the variable (m variables), and k the index of the data point
(n data points). The suitability indices are aggregated to one value, the habitat suitabil-
ity index (HSI) (Raleigh et al., 1986). By applying a threshold on this HSI value, one
can simulate whether a taxon is present or absent. The HSI is an aggregated suitability
index that quantifies the overall quality of the habitat. Different aggregation functions
can be chosen: minimum aggregation (or one-out-all-out principle), averaging, etc. The
aggregation or interaction function chosen here is the geometric mean (chapter 2):
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with HSIk the estimated habitat suitability index of point k. This approach is chosen be-
cause the different constructed species response curves are considered as complementary
factors explaining species occurrence, rather than redundant factors (highly correlated fac-
tors are omitted from the analysis, see chapter 4). This avoids that the non-suitability of
one abiotic variable is compensated by the suitability of another abiotic variable (Lang-
hans et al., 2014). Interactions are allowed and relaxed by the exponent 1/m (see also
chapter 2). This approach is in contrast with regression models (for instance generalized
linear models), mostly relying on additive modelling (Termansen et al., 2006).
Figure 5.1: Estimation of a species response curve for an abiotic gradient X . In the upper panel,
the frequency distribution of the measurements of an abiotic variable is shown. The 0, 25, 75 and
100 percentiles are used as estimates for θ1, θ2, θ3 and θ4 (see lower panel). The SI(X) is the
suitability index for abiotic gradient X .
5.2.3 Input variable selection with a simple genetic algorithm
A simple GA is used to identify alternative HSM formulations. In a simple GA, an alterna-
tive hypothesis is searched for by using selection, crossover and mutation operators. The
data structure of the genotype is a binary string, encoding either the inclusion (1) or ex-
clusion (0) of an input variable. The genotype-phenotype mapper translates the genotype
by interpreting a one (zero) as an inclusion (exclusion) of an input variable in the model.
In the objective function, the model is run with the selected variables, and the model
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output is tested to presence-absence data, under the assumptions species occurrence is
linearly related to the habitat suitability. The simple GA approach can be categorized as
a ‘wrapper’ IVS approach. Wrapper IVS methods embed the search for a model hypoth-
esis in the input variable search space. As such, they assume that there is no interaction
between parameter estimation and the IVS process. In this chapter, it is assumed that the
parameters θ are good estimates. The advantage of this approach is that the problem size
is small because the search space is only defined by the possible combinations of input
variables. However, the limitation is that there is no reason to assume that the estimates
for the classifier are good estimates, and do not interfere with the IVS process.
Simple GA
Three basic operators (selection, crossover and mutation) are used in the simple GA.
The tournament selection method of Goldberg and Deb (1991) is applied to select the
fittest individuals from a population of chromosomes. In a tournament selection, two
random individuals (chromosomes) are chosen to content in a tournament, and the fittest
individual is selected. The selection rate, defined as the fraction of the population that
survives for the crossover step, is multiplied with the population size (PS) to obtain a
number of parents. Next, in the crossover operator, the parents are randomly paired to
produce offspring with a certain chance, i.e. crossover rate. If mating does not occur,
the parents are replaced in the population. This process is repeated until the number
of parents plus the number of offspring is equal to the population size (PS). The last
operator, mutation, is defined as the probability that a random gene is assigned a new
value (0 → 1 or 1 → 0). This process of selection, crossover and mutation is repeated
until the best (i.e. near-optimal) solution (i.e. fittest individual) has not changed over a
number of iterations or until a maximum of iterations is reached.
Objective function
The Akaike information criterion (AIC) is used to test the candidate models on their
accuracy and penalize model complexity. This criterion gives preference to less complex
models when two candidate models have a similar accuracy (Ellison, 2004). Using this
criterion decreases the chance of overfitting data and computational efforts needed for
parameter estimation (Mouton et al., 2009a). The AIC is computed from the least square
regression statistic as in Burnham and Anderson (2002):
AIC = n log(
SSE
n
) + 2m (5.4)
with n being the number of data points, and m the number of variables considered in
the model (i.e. model complexity). In order to correct for a small number of measure-
ment points (i.e. 120 sampling locations), a correction to the AIC is formulated (AICc)
(Burnham and Anderson, 2002):
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(Ok − HSIk)2 (5.6)
with k being the index of the data point, and Ok the occurrence (one or zero) of a taxon.
Hyper parameters
The guidelines of Gibbs et al. (2008) are used to determine the values for the hyper pa-
rameters of the genetic algorithm. Gibbs et al. (2008) present an approach in which values
are determined without the need for a trial-and-error approach:
1. Determine the number of function evaluations (FE). In this chapter, 4000 is used
as value of FE, as this is the number of simulations needed to perform a grid-search
(12 variable, 2 options = 212-1 = 4095).











3. Compute the mutation rate pm by dividing 5 by PS (*100 to obtain percentage).
4. Use elitism, and set crossover rate pc to a 100 %.
With this methodology, the number of chromosomes is set to 24, the mutation rate to 20
%, the crossover rate to 100 % and the selection rate to 50 % (see also Appendix E). In
addition elitism is used. A limited iterative approach is followed to validate the perfor-
mance of algorithm. It is concluded that the acquired values are near-optimal. In order
to test the efficiency of the simple GA, the approach is tested to a grid-search approach
on a 24-core Intel E5-2680v3, Haswell-EP @ 2.5 GHz computer node. The value of the
objective function and the runtime is monitored as a function of the number of genera-
tions. The simple GA is repeatedly run on the same data sample (for the taxon Baetidae)
to check for repeatability.
The value for the objective function (AICc) and the runtime is shown as a function of the
generation in Figure 5.2 (lower panel). The standard deviation on the objective function
and runtime is calculated as a measure for variability. In the upper panel, the percentage
of algorithm runs that converged to the optimal solution is shown . On average, the
objective function converges (± 220 (50) to 260 (60) seconds (generations)) to a near-
optimal solution before the grid-search (337, equivalent to 77 generations). It is important
to note that for a number of simulations (4 %), a near-optimal solution is reached after 50
generations, instead of the optimal solution. After 60 generations, 2 % has reached a near-
optimal solution, whereas after 77 generations, 1 % has converged to the optimal solution.
After a 100 generations, all simulations converged to the optimal solution. In general, the
algorithm finds the optimal solution before the grid-search approach. However, in some
cases (1 % of the simulations) a near-optimal solution is found.
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Figure 5.2: Performance of the simple GA. In the upper panel, the number of simple GA analyses
(%) that converged to the optimal solution as a function of the generation is shown. In the lower
panel, the evolution of the objective function, and the runtime of the simple GA is shown as a
function of the generation. The experiment is based on 100 repeated runs and compared to a
grid-search approach.
5.2.4 Model evaluation
Model evaluation is considered as a key aspect in habitat suitability modelling because it
can give an insight in how well the model performs. In addition, possible commission or
omission errors can be identified (Mouton et al., 2010). The developed HSMs are eval-
uated with seven evaluation measures: the correctly classified instances (CCI), Cohen’s
Kappa (Kappa), sensitivity (Sn), specificity (Sp), true skill statistic (TSS) and area under
the receiver operating characteristic (ROC) curve (ROC-AUC or AUC). For a detailed
formulation and explanation of the equations, see chapter 2 and Mouton et al. (2010).
5.2.5 Repeated model training
The simple GA analysis is repeated a number of times to assess the robustness of the op-
timization. Specifically, the aim is to uncover how different estimates of the parameters
influence the IVS process. Therefore, a number of construction and training sets are gen-
erated by splitting the total data in two subsets. These subsets are used to construct the
model (section 5.2.2) and optimize (section 5.2.3). It is important to note that no separate
validation data are extracted because the number of samples is limited (only 120).
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Training is repeated a number of times until computed statistics on the results converge.
The support for the inclusion of a variable is calculated. This could be interpreted as a
measure of how important a variable is to explain the distribution patterns. The support is
computed by dividing the number of training cycles that select the variable as explanatory
input variable by the total number of training cycles. By investigating the support over
10, 20, 30 and so on repeatedly run analysis, one can estimate the required number of
cycles. In Figure 5.3, the stability of the support as a function of the number of simple
GA analyses is found for the taxon Acari. The Shannon entropy (Shannon, 1948) is
computed to reflect uncertainty on variable inclusion or exclusion:
H(support) = −(support) log2(support)− (1− support) log2(1− support) (5.8)
The entropy values can be interpreted as a degree of confidence in classification of vari-
able as included in or excluded from the model. The Shannon entropy varies between
zero and one. If a variable is always in- or excluded, the entropy will be equal to zero. If
a variable is included in half of the inspected models, the entropy will be equal to one. In
Figure 5.3, it is visually observed that the statistics for the analysis converge after 100 to
200 samples (see also Appendix A).
5.3 Results
5.3.1 Species response curves
Figure 5.4 shows the parameter estimates of the species response curves for Baetidae. As
indicated in section 5.2.5, different data samples are used for parameter estimation. For
each of these data samples, the curves are estimated and plotted. This way, an indication
about how different samples lead to varying response curves is given.
The species response curves for Baetidae describe a number of skewed and symmetric re-
sponses, defined over either a narrow or large range of the environmental gradients (Figure
5.4, right panel). One can observe that a number of curves show a skewed response. For
instance, the species response for turbidity, NO−3 -N, NH
+
4 -N are skewed towards con-
ditions characterized by no pollution. A symmetric response is observed only for DO,
temperature, pH and to some extent COD. In addition, the response is defined over a
wide range of conditions for a number of curves. For temperature, the range completely
overlaps with the measured range. This is not the case for a number of variables character-
izing pollution, e.g. NH+4 -N and COD. When inspecting curves for a very sensitive taxa,
Gomphidae (Figure 5.7, right panel, TS = 10), one does not observe a skewed response
for pollution-indicating variables, but rather a very narrow response: chlorophyll, Cl−,
COD, NH+4 -N, turbidity. For temperature, velocity and elevation, the curves are often
defined over a broad range. In addition, curves defined by one value are also estimated
(see velocity, Caenidae, Figure 5.5, left panel).
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Figure 5.3: Results of repeated analysis for Acari. On the x-axis, the number of models found
with a repeated simple GA analysis is found. The simple GA analysis is repeated with different
data samples used for parameter estimation and optimization. On the y-axis, the support is given
which is defined as the number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analyses. The support is given in the
black line. The value for the Shannon entropy is given in grey.
5
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It is important to note that different data samples lead to different response curves. For
Baetidae, the estimate of the response to elevation has a relatively high variation over
the data samples. This is due to limited measurements in the higher region (only 10
% of the measurements are taken above 200 m). This indicates that efforts should be
made to measure at higher altitudes. Visual inspection of the curves for taxa with a low
sample prevalence indicates that a large variation on the estimates of the response curves
is observed, see Corydalidae (prevalence = 9 %, Figure 5.6), Dytiscidae (prevalence = 11
%, Figure 5.7), Gomphidae (prevalence = 14 %, Figure 5.7), Hydrophilidae (prevalence
= 11 %, Figure 5.8) and Hydroptilidae (prevalence = 10 %, Figure 5.8). When inspecting
the curves, a large degree of variability is observed for at least four of the 12 variables.
A low precision for estimated response curves for less sampled taxa is also observed by
Karl et al. (2000). Here, this is not true for all taxa with a low sample prevalence (e.g.
Caenidae, prevalence = 10 %), indicating that lesser observed (and possibly rare) taxa
do not necessarily have a larger variability in the estimated curves than more observed
taxa (generalists). This means that the limited number of presence for one taxon are all
observed in the same range of the environmental continuum. Either the taxon prefers these
specific conditions, or insufficient data are collected over the gradient. In this case study,
it is suspected that insufficient variance in the data is available for a number of variables.
For example NH+4 -N, a large range of the continuum has not been observed. Collecting
additional information in these regions of the continuum can give a better insight in the
species response.
5.3.2 Input variable selection
A simple GA is applied to identify alternative models for the 14 macroinvertebrate taxa.
The settings or hyper parameters for the simple GA are determined following the guide-
lines described in section 5.2.3. The hyper parameters (PS = 24, pc = 100 %, pm = 20 %,
selection rate = 100 %, elitism is used) found for Baetidae are also used for the other taxa.
The algorithm is run for a maximum of 60 generations. In order to test robustness towards
different data samples, the simple GA analysis is repeatedly run with different samples of
the data for parameter estimation and optimization (section 5.2.5). In total, 100 runs are
required for each taxon, since this is approximately the required number for convergence
(see section 5.2.5). For each of these runs, the found (near-)optimal solution is retained,
thus resulting in 100 models for each taxon. The structure of the 100 models are analyzed
by computing the support for variable inclusion, calculated by the dividing the number of
runs in which a variable is present in the found solution by the total number of runs.
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Figure 5.4: Species response curves for the taxa Acari and Baetidae for 12 variables. Different
curves are obtained by estimating the response curve by resampling the o data. The species
response curve in black is obtained by calculating the mean for the parameters θ1, θ2, θ3 and θ4
over all curves.
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Figure 5.5: Species response curves for the taxa Caenidae and Chironomidae for 12 variables.
Different curves are obtained by estimating the response curve by resampling (with replacement)
the training data. The species response curve in black is obtained by calculating the mean for the
parameters θ1, θ2, θ3 and θ4 over all curves.
Caenidae Chironomidae 
~ l[IJ ~ 10 ;:j - ~ ~ :È ! 05 i 05 
(/] 0 (/] 0 
~ lfZSJ ~ lE;J ;:j -~ ~ :È ! 05 i 05 
(/] 0 (/] 0 
19.04 26.52 34.00 36 1009 1981 19.04 26.52 34.00 36 1009 1981 
ternperature (oe) conductivity (f.!.S crn- 1) ternperature (oe) conductivity (f.!.S crn-1) 
~OI[SJ îo:D ~o:~ îo:rs:J 
6.560 7.715 8.870 0.73 33.79 66.84 6.560 7.715 8.870 0.73 33.79 66.84 
pH (-) chlorophyll (f.!.g L - 1) pH (-) chlorophyll (f.!.g L - 1) 
10 l[Zl] [' z tfo: ~o: I liS] 1~ [' z tfo: ~o: 
0.5 91.1 181.7 1.97 7.80 13.63 0.5 91.1 181.7 1.97 7.80 13.63 
~ lo lu >, ~ oB ~ -~ 0 
~ o: tfo: 
~ lo lCSJ >, ~ oB ~ - ~ 0 
~ o: tfo: 
0.0 177.8 355.6 5.0 61.3 117.6 0.0 177.8 355.6 5.0 61.3 117.6 
turbidity (NTU) turbidity (NTU) 
~ lo ~ lo ~ ~ I M + -.;!< 
~ 0: ~ 0: 
~ l[SJ ~ lt] ~ ~ 
I M + ? 
~ 0: ~ 0: 
0.230 1.115 2.000 0.015 4.408 8.800 0.230 1.115 2.000 0.015 4.408 8.800 




0 0 +------.-----l 
Estimate~ curve ~ lrsJ ~ lDd .9 E ~ u ~ ~ 
il 0.5 1 0.5 
t;J O tij O Estimate curve 
2 538 1075 0.00 0.75 1.50 2 538 1075 0.00 0. 75 1.50 
elevation (rn a .s. !. ) velocity ( rn s- 1) elevation (rn a .s.!.) velocity (rn s- 1) 
5
96 CHAPTER 5
Figure 5.6: Species response curves for the taxa Coenagrionidae and Corydalidae for 12 vari-
ables. Different curves are obtained by estimating the response curve by resampling (with re-
placement) the training data. The species response curve in black is obtained by calculating the
mean for the parameters θ1, θ2, θ3 and θ4 over all curves.
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Figure 5.7: Species response curves for the taxa Dytiscidae and Gomphidae for 12 variables.
Different curves are obtained by estimating the response curve by resampling (with replacement)
the training data. The species response curve in black is obtained by calculating the mean for the
parameters θ1, θ2, θ3 and θ4 over all curves.
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Figure 5.8: Species response curves for the taxa Hydrophilidae and Hydroptilidae for 12 vari-
ables. Different curves are obtained by estimating the response curve by resampling (with re-
placement) the training data. The species response curve in black is obtained by calculating the
mean for the parameters θ1, θ2, θ3 and θ4 over all curves.
H ydrophilidae Hydroptilidae 
~ 1~ ~ 1[SJ ;:j -~ }os 1 lo5 
(/] 0 (/] 0 
~ 1[&] ~ 10 ;:j -~ ~ :È ! 05 105 
(/] 0 (/] 0 
19.04 26.52 34.00 36 1009 1981 19.04 26.52 34.00 36 1009 1981 
ternperature (oe) conductivity (f.!.S crn-1) ternperature (oe) conductivity (f.!.S cm- 1) 
~o:~ to:~ ~o:[Bl] î o:D 
6.560 7.715 8.870 0.73 33.79 66.84 6.560 7.715 8.870 0.73 33.79 66.84 
pH (-) chlorophyll (f.!.g L - 1) pH (-) chlorophyll (f.!.g L - 1) 
1[SJ 1[ZSJ [' \ z 
go.5 §o.5 
(f] (f] I 
0 0 
10 1[!] [' z 
~ 0: ~ 0: 









l 0: ~0: 
0.0 177.8 355.6 5.0 61.3 117.6 0.0 177.8 355.6 5.0 61.3 117.6 
turbidity (NTU) turbidity (NTU) 
~ 1[SJ ~ 1[SJ ~ ~ 
I M + ? 
~ 0: ~ 0: 
~1o ~ 1o ~ ~ I M + '<;j< 
~ 0: ~ 0: 
0.230 1.115 2.000 0.015 4.408 8.800 0.230 1.115 2.000 0.015 4.408 8.800 
NO:J-N (mg L - 1) NHt-N (mg L - 1) NO:J-N (mg L - 1) NHt-N (mg L - 1) 
~1o~1u .s E ~ u ~ ~ 
il 0.5 1 0.5 
t;f O m O Estimate curve 
~1~~1~ .s E ~ u ~ ~ 
il 0.5 1 0.5 
~ ' ,_.., 
m O m O . Estimate curve 
2 538 1075 0.00 0. 75 1.50 2 538 1075 0.00 0. 75 1.50 
elevation (m a.s. !. ) velocity (rn s- 1) elevation (m a.s. !. ) velocity (rn s- 1) 
5
SIMPLE GENETIC ALGORITHMS FOR INPUT VARIABLE SELECTION 99
Figure 5.9: Species response curves for the taxa Leptohyphidae and Libellulidae for 12 variables.
Different curves are obtained by estimating the response curve by resampling (with replacement)
the training data. The species response curve in black is obtained by calculating the mean for the
parameters θ1, θ2, θ3 and θ4 over all curves.
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Figure 5.10: Species response curves for the taxa Thiaridae and Tubificidae for 12 variables.
Different curves are obtained by estimating the response curve by resampling (with replacement)
the training data. The species response curve in black is obtained by calculating the mean for the
parameters θ1, θ2, θ3 and θ4 over all curves.
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Figure 5.11 shows the values for the evaluation criteria for the 14 taxa. The benchmark
accuracy, calculated by running the model with all input variables, is also evaluated. In
general, IVS with the simple GA improves the accuracy of the model. The values for
Kappa, CCI, TSS and AUC increase - averaged over the 14 taxa - respectively with a value
of 0.34, 0.29, 0.27 and 0.19. Following the guidelines of Manel et al. (2001) and Gabriels
et al. (2007), a model has a satisfying (or moderate) accuracy when the Kappa is higher
than 0.4, or when the CCI or AUC are higher than 0.7. Based on the mean CCI, 11 HSMs
have a satisfactory accuracy, whereas based on the mean Kappa and AUC, only six and
five fulfill the criteria for satisfactory accuracy. No models have a poor accuracy (based
on Kappa < 0.2) or no discrimination ability (based on AUC < 0.5) (Boets et al., 2013;
Gabriels et al., 2007). For one taxon, Libelliludae, the models have approximately on
average the same accuracy as the benchmark model (based on CCI = ± 0.65, Kappa = ±
0.25, AUC = ± 0.7, TSS = ± 0.25). When closely inspecting the results of Libellulidaes,
one observes that the AIC penalizes complex models leading to a higher accuracy. This
suggest that in this case the implemented AIC might overpenalize more complex models.
The values in Figure 5.11 are reported for a HSI threshold for which the TSS reaches a
maximum. Since each criteria has its own mathematical formulation, the threshold for
which these criteria reach a maximum will be different. In addition, the Kappa and CCI
depend on the prevalence of the used data, whereas TSS and AUC are assumed to be in-
dependent (Allouche et al., 2006; Mouton et al., 2010) (although Somodi et al. (2017)).
Since the prevalence for all 100 models per taxa is kept constant in the data resampling,
the comparison of the evaluation criteria for these models is justified. However, one has
to be careful when comparing HSMs of different taxa with Kappa and CCI, since the re-
ported criteria vary as a function of the taxa prevalence.
In Figure 5.12, 5.13 and 5.14, the support for variable inclusion is found for the 14 taxa.
The Shannon entropy (Shannon, 1948) is calculated and used as a measure of variable
inclusion uncertainty. The uncertainty on the support is minimal (i.e. zero) when the
simple GA selects a variable in all or none of the runs. The uncertainty is maximum (i.e.
one) when in 50 (of a 100) runs the variable is selected. In general, a limited number
of variables is included in the models. When they are included, the uncertainty on their
inclusion is generally high. For Acari, Coenagrionidae, Libellulidae and Thiaridae, re-
spectively one (elevation), two (elevation and chlorophyll), one (elevation) and three (pH,
elevation and conductivity) variables have (has) a high support. For the other taxa, the
identification of a limited set of explanatory variables is characterized by variability (e.g.
Corydalidae, Gomphidae, Hydroptilidae and Tubificidae). For some taxa, it is straight-
forward to identify which variables are not explaining species occurrence patterns. For
instance, for Baetidae, it is observed that velocity, pH, NH+4 -N, conductivity, Cl
− and
COD do not explain the occurrence patterns in the data.
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Figure 5.11: Evaluation with Kappa, CCI, AUC, Sn, Sp and TSS of the models identified with the
simple GA. In total 100 models per taxon are summarized (bar graphs). The benchmark model
(with all variables) is also evaluated (dark grey dots). The measures are reported for the threshold
which leads to the maximum performance for TSS.
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Figure 5.12: Support for the variable inclusion for 100 repeated analyses for Acari, Baetidae,
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Figure 5.13: Support for the variable inclusion for 100 repeated analyses for Dytiscidae, Gom-
phidae Hydrophilidae, Hydroptilidae, Leptohyphidae, Libellulidae. The value for the Shannon
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Figure 5.14: Support for the variable inclusion for 100 repeated analyses for Thiaridae and Tubi-
ficidae. The value for the Shannon entropy is given in grey.
5.4 Discussion
In this chapter, the use of a simple GA-IVS approach was proposed, implemented and
tested to optimize HSMs for 14 macroinvertebrate taxa. The approach was tested on
a relatively small case study to assess its performance. Note that in GAs and EAs are
typically used for larger problems (i.e. > 1010 candidate solutions). In section 5.4.1, the
relevance of the identified models to investigate river pollution is discussed. Section 5.4.2
deals with the performance and use of simple GA for IVS.
5.4.1 Case study
The species response curves estimated in this chapter can provide a first insight in which
variables possibly explain the biological response and occurrence of the taxa. Using sim-
ple GA, a set of the variables explaining species occurrence are identified. The frequency
of variable inclusion and the species response curves can provide information that can aid
ecologists in obtaining an insight in factors affecting species occurrence. Although the
developed models can be used for this purpose, it is important to note that they can be
further optimized in terms of accuracy and precision - preferably with a larger and a more
balanced (than the current) data set (see further). In addition, only 14 taxa are considered
in this study, whereas for a complete overview, an estimate should be made for more taxa.
In order of importance, elevation, velocity, conductivity and chlorophyll are identified
as explanatory variables. The rather low importance of nutrient variables is in contrast
with the hypothesis set forward by Ambarita et al. (2016), especially since the estimated
effects for some pollution sensitive taxa (i.e. Baetidae, Gomphidae, Leptohyphidae) are
not explained by pollution-indicating variables (i.e. COD, NH+4 , NO
−
3 ). The importance
of elevation could be explained by the pooled character of the variable; it can be that the
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elevation pools the effect of pressures on the system (upstream: less intense agriculture,
downstream: urban and intense agricultural activity). A thorough overview of the system
can be found by running the analysis for all taxa , given that enough information available.
Yet, this is outside the scope of this current study.
A conceptual conflict of the study objectives with the used data and HSM can also be the
cause why no relation between pollution and species occurrence is found. In other words,
the data used to optimize the model might not contain the right information to delineate
the species response. In this case study, it is observed that the used data are (partly) imbal-
anced. For example, the elevation is assessed as an important variable to explain species
occurrence. At high elevation (> 250 m ASL, 13 samples), specific species are absent
(Acari, one presence) or present (Leptohyphidae, 13 presence). However, when inspect-
ing the empirical distribution of the values, it is observed that most samples are taken at
low elevation (see Figure 4.6 and Figure 4.1). Does this indicate that Leptohyphidae is
only present at higher elevations? Or does this show that not enough samples are taken at
higher elevations? Here, it is important to note that Leptohyphidae is consistently abun-
dant (values above 100) at high elevations. It might indicate that elevation is indeed an
important variable explaining presence. Further, this would suggest that using abundance
data (Fukuda et al., 2012; Howard et al., 2014) to train models is important. Another
example of data imbalance can be found for Caenidae (Figure 5.5, left panel). Caenidae
is only observed present at a water velocity of zero (mainly in lakes). As only 12 samples
confirm its presence, it can be questioned whether this is sufficient to support statements
about the occurrence of Caenidae as a function of velocity.
Insight in species response can be improved by balancing field sampling efforts over dif-
ferent areas in the basin. For instance, for pollutants such as COD (Figure 4.5), NH+4
(Figure 4.6) and Turbidity (Figure 4.7), sampling in potentially polluted areas can help to
balance training data. Another way to deal with this problem is to compensate for the spa-
tial bias in presence samples by selecting background samples with the same bias (Phillips
et al., 2009). In this case study, only 120 samples are available to support training. Even
more, the number of presence records are limited (Table 5.1). As these records are used
to define species occurrence, it can be questioned whether the limited number of presence
records is sufficient to support training. In a number of studies, an absolute minimum of
three to 20 occurrences to train models has been suggested (Hernández et al., 2006; van
Proosdij et al., 2016). This would imply that a limited number of presence samples are
sufficient to support model training. However, in the studies of Hernández et al. (2006)
and van Proosdij et al. (2016), the conclusions were based on a measure of the accuracy.
These accuracy measures give an indication of model performance. However, they do not
show whether a ecological relevant species-environment relation is approximated. Hence,
a more valid assessment of the required number of samples could be based on a virtual
experiment.
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Another key question is whether the used HSM is appropriate for the purpose of the study.
In chapter 2, a HSM with a limited set of assumptions was proposed. The curves used
to define the HSMs are defined as asymmetrical curves with a clear optimum. Here, it is
assumed that the a priori estimated parameters are (near-)optimal. As a consequence, it
is assumed that a unique set of these estimated curves will lead to a set of (near-)optimal
and reliable models. However, in this study it is shown that many accurate but struc-
turally different solutions can be obtained. This is mainly due to variability introduced
in the training data used for optimization, and not because of the stochastic nature of the
genetic algorithm (see Figure 5.2). In other words, the robustness of the approach towards
different data samples can be improved. Note that in resampling, the distribution of the
system type, taxon prevalence and assessed quality class is kept equal.
There are two potential solutions to increase robustness. In the first proposed solution,
expert and ecological knowledge can be used to a priori constrain parameter estimation
and variable selection (for example, see case studies of Everaert et al. (2013) and Fu and
Guillaume (2014)). Bennetsen et al. (2016) and Van Broekhoven et al. (2007) furthermore
came to the conclusion that accuracy-oriented optimization can provide a better insight in
the factors steering presence and absence. However, they also concluded that preserving
model interpretability is a challenge. Mouton et al. (2009a) came to a similar conclusion
and stated that a close collaboration between model developers and ecologists might be
the key to achieve reliable models. Robustness can also be improved by providing ecolo-
gists and decision makers with a number of ‘equally-valued’ models. From these models,
users can then decide which are most conform with the study objectives and ecologi-
cal knowledge. In chapter 8, it is hypothesized that model training with multi-objective
optimization can be used as a tool to identify these ‘equally-valued’ models.
5.4.2 Simple genetic algorithms for input variable selection
The simple GA used and implemented for this case study is able to identify (near-) opti-
mal solutions in a shorter time frame than a grid-search approach. The computation time
can be reduced. However, this is at expense of the guarantee that the optimal solution will
be found. This presents a trade-off between available computation time and the necessity
for the optimal solution. With this in mind, it is important to note that the search space
in this study is rather small (212-1 = 4095 options). For modelling of freshwater taxa,
the problem size for IVS typically ranges between 210 to 220. D’heygere et al. (2003)
used seven physico-chemical and five hydromorphological variables to analyze the habi-
tat preferences of eight generalist macroinvertebrate taxa in Flanders. In this approach,
a simple GA was used as a wrapper to perform IVS for decision trees to increase model
accuracy. Similarly, Boets et al. (2013) used nine physico-chemical variables and one
hydromorphological variable to analyze the habitat preference and the invasion risk of
Dikerogammarus villosus. In the study of Boets et al. (2013), a simple GA was used to
optimize decision trees. In another example, Domı́nguez-Domı́nguez et al. (2006) used
14 variables, describing the topography and climate, as input for the GARP methodology
in order to test the conservation status of goodeines, a group of viviparous freshwater
fishes in central Mexico. Further, Bennetsen et al. (2016) used 34 variables as input for
5
108 CHAPTER 5
a knowledge-based SDM. Bennetsen et al. (2016) concluded that the model complexity
is a potential flaw of the model, and tools reducing this complexity can aid to improve
model reliability. The simple GA implemented for this case study can be used as a tool.
However, it will be important to verify its performance. With the results at hand, it is
suspected that for larger problems (> 15), the simple GA will not be able to identify the
global optimal solution within a reasonable time frame, but rather a near-optimal solution.
A number of IVS strategies are available in literature (May et al., 2011). With respect
to species distribution modelling, back- and forward variable selection approaches or a
combination of both are generally used (for example, see Mouton et al. (2009a)). In this
process, an alternative model is tested to data by iterative excluding (or including) a vari-
able from (in) the model (Zuur et al., 2009). These approaches are considered as greedy,
because they make local optimal decisions with the assumption that the global solution
will be found. Although the forward selection approach is computationally efficient, it
only searches for a small subset, and may encounter local optima rather than global. In
addition, this procedure may ignore informative combinations of input variables which are
only marginal relevant individually. A disadvantage of backward selection is the difficulty
to determine the relative importance of an input variable compared to forward selection.
Moreover, the backward search might be biased towards larger models (May et al., 2011).
In this perspective, heuristic search methods, such as simple GAs are attractive options to
efficiently search for the global (or near-global) optimum (Galelli et al., 2014; May et al.,
2011; Mount et al., 2016). As stated above, there is still no guarantee that the global
optimal solution is found. Also is important to note that these types of algorithms often
require a certain degree of experience, making the use of the tool for IVS not a trivial task.
With this, the number of hyper parameters that need to be set is often considered as a dis-
advantage of simple GAs and EAs in general (Reed et al., 2000). There are guidelines to
support selection of the parameter values with a number of hierarchical rules (Gibbs et al.,
2008). However, the proper choice will always depends on the problem at hand (Gibbs
et al., 2015).
This might be why only six studies have used simple GAs to perform IVS for SDMs
(based on a scan of web of science, 22/11/2016, see also chapter 3). All of these studies
apply simple GAs as a wrapper to perform IVS for machine learning approaches in the
context of freshwater management. Three of these studies (Boets et al., 2013; D’heygere
et al., 2006; Sadeghia et al., 2013) used a limited calibration approach to find near-optimal
values for the hyper parameters, whereas the remainder of the studies do not specify their
approach for hyper parameter setting. In addition, the convergence criterion is similar to
the one selected in this paper, 20 to 40 generations (note that most runs in the Ecuador
study converged after 30 to 60 iterations), for a comparable problem size. In none of the
studies, the performance of the simple GA is evaluated. Together with this study, it shows
that simple GAs, and EAs in general, have an added value as wrappers for IVS, but mainly
considering large problems.
5
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Highlights chapter 5: A data-driven wrapper input variable selection approach with a
simple genetic algorithm is presented.
• The simple genetic algorithm is able to improve model accuracy and reduce model
complexity.
• Elevation is identified as a key variable for species occurrence in the Guayas River
basin.
• Varying data samples used to train the HSMs can lead to different interpretation of
the results.
• Study objectives might be in conflict with used data and/or model.





Embedded input variable selection with
variable length genetic algorithms
6.1 Introduction
The performance of wrapper input variable selection (IVS) depends on the model used
for classification. Using a wrapper IVS is a good choice if the classifier is assessed as a
reliable method to estimate the species-environment relation. In contrast, if the classifier
is not robust, then other IVS approaches should preferably be used. One way to solve
this issue is to rerun the classifier for a set of variables and test robustness. However, this
method is computationally expensive. Another way is to perform parameter estimation
during the variable selection process. Methods applying this approach are decision trees
and random forests (RF).
Approaches for IVS can be classified in three classes. First, there are ‘filter’ approaches1,
only considering the properties of the data to select input variables (Saeys et al., 2007).
Typically, these filter approaches calculate a relevance score for variables from which
low-scoring variables are selected. In species distribution modelling, filtering is often sit-
uated in the context of regression analysis, to search for a set of non-correlated variables
and reduce collinearity issues (Dormann et al., 2013). Examples of filter methods are
the use of correlation criteria such as the spearman and pearson correlation coefficient,
This chapter is based on:
• Gobeyn, S. and Goethals, P.L.M., A variable length chromosome genetic algorithm approach to identify species distribution
models useful for freshwater ecosystem management. In: Denzer, R., Schimak, G., Hebek, J. (Eds.), Environmental Software
Systems. Infrastructures, Services and Applications. Springer International Publishing, Cham, accepted.
• Gobeyn, S. and Goethals, P.L.M., A prevalence-adjusted species distribution modelling approach based on multi-objective
optimization. In prep.
1Not to confuse with theoretical considerations in the ‘filter theory’ in chapter 2
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and the mutual information criterion. The advantages of filter approaches are that they
are computationally simple and fast, and that they only depend on the used data. As a
consequence, they can be used prior to any machine learning of statistical classification
approach. A second class of IVS approaches are ‘wrapper’ methods. They embed the
search for a model hypothesis in the input variable search. In these wrapper approaches,
different subsets from the search space, defined by all possible combinations of input vari-
ables, are selected, and the performances of the models built on these subsets are tested.
An example of this approach can be found in chapter 5 and in D’heygere et al. (2006).
The advantage of wrapper approaches is that they take into account variable interactions,
whereas disadvantages are that they are classifier dependent, and do not take into account
the interaction between parameter estimation and the IVS process (Saeys et al., 2007).
A last class is ‘embedded’ IVS approaches, which combine the search for an optimal
subset of variables in the combined space of variable subsets and hypotheses (May et al.,
2011; Saeys et al., 2007). Applied to species distribution modelling, this implies that in-
put variables and coupled parameters - of the species response curves for the considered
input variables - are searched for together in a training or optimization instance. In other
words, using embedded IVS incorporates variable selection and parameters estimation in
model training. Advantages are that these approaches account for variable and parameter
interactions, and are computationally more efficient than wrapper methods. A limitation
of using embedded IVS is the increase of the search space because parameters are added
in the optimization as unknowns.
In this chapter, it is hypothesized that embedded IVS is superior to wrapper IVS when no
information is available to a priori constrain parameter values. To test this hypothesis, an
embedded IVS approach is implemented in an evolutionary algorithm (EA). It is assumed
that using EAs is more transparent than using decision trees and RF. A variable length
genome encoding (here also referred to as ‘variable length genetic algorithm’) is imple-
mented and tested on the Ecuador case study. The next section explains how a variable
length encoding is implemented in the genome of the algorithm. In addition, the imple-
mentation of crossover and mutation operators is explained. In section 6.3, the results of
this approach are shown and compared to results of the wrapper approach developed in
chapter 5. In section 6.4, the results are discussed. It is important to note that the same
conceptual model, mathematical formulation, data and evaluation measures as in chapter
5 are used. However, in this chapter, the true skill statistic (TSS) is used as the objective
function for wrapper and embedded IVS.
6.2 Variable length genetic algorithm
A genetic algorithm (GA) with variable length encoding and three operators, i.e. selec-
tion, crossover and mutation, is implemented. A variable length encoding implies that
each chromosome can have a different value for the length l of the genome. Here, the
variable length genotype encodes the in- or exclusion of input variables and the coupled
parameter values of the species response curves. The encoding is done by considering a
list of continuous string objects (list of lists, upper panel, Figure 6.1). The first order list
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is a binary string encoding the in- or exclusion of a variable. The second order list is a
continuous string which is only defined if the first order bit has a value of one (inclusion
of variable). The continuous string holds the values for the parameters θ1 to θ4 of the
species response curves. The selection operator is the same one as used in chapter 5, i.e. a
tournament selection method to select the fittest individuals from a population of chromo-
somes (see Goldberg and Deb (1991)). A selection rate, i.e. the fraction of the population
that survives for the next step of mating, is defined and multiplied with the population size
(PS) to obtain a number of parents. In the crossover operator, the parents are randomly
paired to produce offspring with a certain chance, i.e. crossover rate. If mating does not
occur, the parents are replaced in the population. The operator works as follows (Figure
6.1, middle panel and Algorithm 6.1): a breakpoint is uniformly chosen, and the parents’
genomes after the breakpoints are switched to form the genomes of the offspring. Here, a
crossover rate pc is defined as the chance that two parents crossover. In case a continuous
string is defined on the same bit of the first order list, two new continuous strings are
generated. A parameter β is used to weight both continuous strings of the parents (see
example β = 0.25, middle panel, Figure 6.1). For the mutation operator (Algorithm 6.2),
it is first checked whether a continuous string is defined in the element l in the first order
list. If so, then this string is substituted with a value of zero with a chance equal to pm. If
not, then a new continuous string of random values (within the parameter boundaries) is
initiated with a chance equal to pm. If after this procedure a continuous string is defined
at position l, the continuous values are -one by one- randomly assigned a new value with
a change equal to pm (from left to right, Figure 6.1, lower panel and algorithm 6.2). It is
important to note that the same values for the hyper parameters are used as in chapter 5.
The choice for the same values for the hyper parameters is justified by the non-sensitivity
of the (near-)optimal population size to the chromosome length (see also discussion). This
way, the approach is compared to the grid-search approach presented in section 5.2.3.
Boundary conditions
To limit the search space the GA has to explore, boundary conditions for the parameters
values are set. The condition θ1 <= θ2 <= θ3 <= θ4 is set for all parameters of
the response curves. The lower limit (b1) for θ1 and θ2 of a response curve is set by the
minimum observed value for the considered input variable. The upper limit (b2) for θ1 and
θ2 is set by the 75 percentile for which the taxon is observed as present. For θ3 and θ4, the
maximum observed value is set as upper limit (b4). The lower limit (b3) is defined by the
25 percentile for which the taxon is observed as present. In every generation of the simple
GA, it is checked whether the boundary conditions for the problem should be relaxed.
This is done by checking the best solution in the population for each generation and by
comparing the obtained parameter values to the boundaries set for these parameters. For
example, if the parameter value θ3 for an input variable is lower than set boundary b3
for the best model in the population, than the boundary b3 is relaxed to this value θ3.
Initially, the crossover operator allows the parameters θ to go outside of these boundaries
by allowing β (Figure 6.1, middle panel) to be higher than 1 (Algorithm 6.1 and see also
Haupt and Haupt (2004)).
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Figure 6.1: Illustration of solution encoding in the chromosomes’ genotype (upper panel), the
crossover operator (middle panel) and mutation operator (lower panel). The genotype of the
chromosomes is programmed as a list of lists in which a second order continuous string is defined
when a bit of the first order has the value of one (see L1 and L5). The crossover operator is
implemented by choosing a random breakpoint (here four) of the parents’ genomes and swapping
the genomes after the breakpoint to form the genomes for the offspring. When a second order list
is defined for the parents at the same position, then the genome for the offspring is weighted with
a random value β (see {0,0,2,10} and {0,4,10,20} → {0,1,4,12} and {0,3,8,18} with β = 0.25).
For mutation, it is first checked whether the list holds parameter values. If not, then a new string
of continuous values is generated with a chance equal to pm. If so, then the continuous string
is substituted with a value of zero (exclusion variable) with a change equal to pm. If after this
process a string is defined at l, then each individual element in the string of continuous values is
assigned a new continuous value (between parameter boundaries) with a chance equal to the pm.
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Algorithm 6.1 Pseudocode for crossover operator. U = uniform distribution, L = first
order list.
if U([0,1])≤ pc then
breakpoint← U([0,size(L)])
for index ∈ [breakpoint,size(L)] do
if Lparent1index 6= 0 AND L
parent1
index 6= 0 then
β ← U([0,1.5])
Loffspring1index ← {∀q ∈ [1, 4] : θparent1q − β ∗ (θparent2q − θparent1q )}
Loffspring2index ← {∀q ∈ [1, 4] : θparent2q + β ∗ (θparent2q − θparent1q )}
else




















Algorithm 6.2 Pseudocode for mutation operator. U = uniform distribution, L = first
order list.
for l in L do . for every element in the first order list
if l 6= 0 then . if secondary list is defined
if U([0,1])≤ pm then
l← 0
end if
else . if no secondary list is defined
if U([0,1])≤ pm then
l← initiate new string
end if
end if
if l 6= 0 then . if secondary list is defined
for q in l do . for every element in the secondary list of l
if U([0,1])≤ pm then
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6.3 Results
The genetic algorithm with variable length encoding is used for embedded IVS for the
14 macroinvertebrate taxa considered in the Guayas River basin case study. The analysis
is repeated a 100 times in order to assess algorithm robustness (Appendix B). Sample
prevalence in the instances of the training data is kept equal to eliminate the effect of
prevalence on model training (Mouton et al., 2010). For the wrapper IVS approach used
in this chapter, the parameters θ are estimated by using the 0, 25, 75 and 100 percentile
values of the environmental observations for which the taxon is observed as present. The
wrapper IVS problem is translated to a binary encoding in the chromosomes (see chapter
5). For both wrapper and embedded IVS, the objective function TSS is optimized. It is
important to note that, although the support converged after 100 runs for embedded IVS,
a variability on the parameter estimates is observed. This inability of the GA to identify
the same near-optimal solution is caused by the increased size of the solution space as
parameters are included in the hypothesis testing as unknowns. The best values for the
objective function TSS for the wrapper and embedded approach are shown in Figure 6.2.
Model complexity, expressed as the number of parameters in the model, is also shown in
this figure (above the bar plots, between brackets with interquartile range). The results
show that the performance of the variable encoding for embedded IVS is comparable to
the binary encoding for wrapper IVS. In general, the performance for embedded IVS is
higher than for the wrapper IVS approach (expect for Gomphidae). The difference is
sometimes small compared to the range of the objective function (see Acari, upper left).
The model complexity is generally lower for embedded IVS. This suggests that changing
parameter values for a given variable can compensate the explanatory effect of another
variable. The variables selected with the wrapper and embedded IVS approach are shown
in Figure 6.3. In general, similar patterns are found for embedded and wrapper IVS.
However, there are a number of notable differences. For Caenidae (Figure 6.3, middle
left panel, A), the variable COD is selected almost twice as much when applying embed-
ded IVS. For Coenagrionidae (Figure 6.3, A, lower left), velocity is selected in a handful
of runs with the embedded approach. In contrast, velocity is selected in 50 % of the runs
with wrapper IVS. In a final example, COD is selected in five times with embedded IVS
for Gomphidae (Figure 6.3, B, upper right). When checking individual embedded IVS
runs, it is observed that the species response curves (i.e. COD, NH+4 -N and NO
−
3 -N) are
less skewed compared to those obtained for wrapper IVS. This suggests that the embed-
ded IVS is not able to delineate very skewed responses. This observation is confirmed by
checking the implementation of the mutation operator (algorithm 6.2). The mutation op-
erator uniformly samples new values for the strings between certain boundary conditions.
The boundary b are defined by the 0, 75, 25 and 100 percentile of values for which the
species was observed. By uniformly sampling these boundary ranges, the mean values for
each parameters for all samples will be equal to the means of the boundary values. Con-
sequently, no information about the empirical distribution in this range is used to sample
these parameters. Prior information could be used to constrain this sampling. However,
as discussed in chapter 5, no information is available to do so. It is important to note
that if information is available, parameters could be estimated prior to IVS. Under these
conditions, wrapper IVS would be assessed as the better option for variable selection.
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Figure 6.2: Values of the objective function (TSS) of the best models found for wrapper and em-
bedded IVS (100 repeated GA analyses). The mean and standard deviation of the TSS of the 100
models is given in the bar graph. In addition, the median complexity is indicated in text above the
bars. The interquartile range (i.e. 25-75 percentile) is given between brackets. Model complexity

























12 (12) 12 (5) 
wrapper embedded 
Hydroptilidae 


















16 (4) 12 (4) 
Baetidae 
16 (12) 16 (8) 
wrapper embedded 
Coenagrionidae 




16 (12) 12 (8) 
wrapper embedded 
Leptohyphidae 





















16 (8) 16 (8) 
Caenidae 








16 (4) 8 (4) 
wrapper embedded 
Libellulidae 
20 (8) 12 (4) 
wrapper embedded 
wrapper embedded wrapper embedded 
6
EMBEDDED INPUT VARIABLE SELECTION WITH VARIABLE LENGTH GENETIC
ALGORITHMS 119
Figure 6.3: (A) Overview of the support found with wrapper (light grey) and embedded (dark
grey) IVS. The x-axis represents the support computed as the number of models that included the
















































































Figure 6.3: (B) Overview of the support found with wrapper (light grey) and embedded (dark
grey) IVS. The x-axis represents the support computed as the number of models that included the
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Figure 6.3: (C) Overview of the support found with wrapper (light grey) and embedded (dark
grey) IVS. The x-axis represents the support computed as the number of models that included the
variable divided by the number of models in the ensemble (100).
6.4 Discussion
6.4.1 A variable length encoding in genetic algorithms
The implementation of a variable length encoding has been tested previously in a number
of studies (Ahn and Ramakrishna, 2002; Kim and De Weck, 2005; Maulik and Bandy-
opadhyay, 2003; Srikanth et al., 1995). Kim and De Weck (2005) used a variable genome
length implementation to solve structural topology optimization. Structural topology op-
timization can be defined as the optimization of the structure of materials given a number
of possible designs characterized by either general or detailed design information. In
their approach, the authors started the optimization with chromosomes with a short length
genome (for general design) to later lengthen the genome to search for more refined so-
lutions (detailed design). They concluded that the GA found similar solutions compared
to a grid search approach, with less computational cost. The difference with the approach
presented in this dissertation is that the length of the encoding increases with the number
of generations. In another example, Srikanth et al. (1995) used a variable length encod-
ing for pattern clustering and classification to avoid the need to a priori define a number
of clusters. Although the approach was assessed as successful, the authors did note that
additional research is needed to fully understand the behaviour of the encoding given the
chosen genetic operators. Maulik and Bandyopadhyay (2003) also used a variable length
encoding for a fuzzy clustering approach to classify homogeneous regions of pixels in
remote sensing imagery. It was found to be effective and superior to fuzzy C-means clus-
tering because the number of clusters did not have to be determined a priori. In a final
example, Ahn and Ramakrishna (2002) found that a variable length encoding as a solution
to the shortest path routing problem performed better than other benchmark implementa-
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tions of a GA. Although a repair function had to be implemented in their approach, the
proposed algorithm did obtain a near-optimal solution in a shorter time range compared
to other algorithms.
The performance of the implemented GA will depend on the hyper parameters used for
the optimization. Here, the same values are used for the hyper parameters as in chapter
5 in order to obtain a similar runtime, determined by model runs. However, it could be
questioned whether this is a near-optimal set of hyper parameter values for the embedded
IVS approach, since the genome length varies between chromosomes. When estimat-
ing the required number of chromosomes (and thus mutation rate) from equation 5.7 for
varying lengths of the genotype, it is observed that the number of chromosomes is more
sensitive to the required number of function evaluations (FE) than to the genotype length
(l). For example, by computing equation 5.7 with l equal to respectively 12 and 48, a PS
of 24 and 23 is obtained, only being marginally different. As a consequence, it is con-
cluded that the performance of the genetic algorithm is not affected much by changing
the chromosome length.
The boundary conditions for the parameters θ1 and θ2 of the species response curves
are set respectively by the minimum and the 75 percentile value of the abiotic data for
which the species is observed as present. Similarly, the θ3 and θ4 are bound by the 25
percentile and the maximum value of the abiotic data for which the species is observed
as present. In addition, the values of the parameters are conditioned by θ1 ≤ θ2 ≤
θ3 ≤ θ4. During a number of pilot runs, it was observed that the values of θ1 and θ4
converged to the boundaries. It suggests that better solutions can be found outside of the
defined boundaries, and thus outside the range where information for the taxon is available
(see also chapter 9). That is why, in the implementation of the GA, the boundaries are
relaxed over the generations. In order to do so, the crossover operator parameter β is
randomly chosen between 0 and 1.5. Consequently, the parameters are allowed to have
values outside the predefined bounds. If the parameter values of the best solution (most
optimal model in a generation) are outside these bounds, then the boundaries are adjusted
to these values. In-depth inspection of the results in this chapter and chapter 9 showed
that adjustments of these boundaries was useful to delineate a more skewed response.
6.4.2 Embedded versus wrapper input variable selection
Compared to wrapper IVS, the embedded IVS approach implemented and used in this
chapter is able to additionally reduce model complexity while maintaining and even in-
creasing accuracy. A strength of this approach is the ability to deal with dependency
between parameter estimation and IVS. A second strength is that the embedded IVS ap-
proach avoids the necessity to a priori estimate parameter values. A disadvantage of the
embedded approach is the increase in number of unknowns. In this chapter, it was found
that - with the set boundary conditions - it was difficult to identify a very skewed re-
sponses. This is tested in chapter 9 with a virtual experiment. In Table 6.1, the variable
selection process is summarized for the used approaches in this chapter. In addition, the
results found by optimizing the AIC (chapter 5) are also reported. In this classification,
6
EMBEDDED INPUT VARIABLE SELECTION WITH VARIABLE LENGTH GENETIC
ALGORITHMS 123
the variables with a support higher than 50 % are appointed the value two. Variables with
a support below 75 % but above 50 % are classified with the number one. These values
are then used to reflect ‘variable importance’. It is important to note that this analysis
serves to give a general overview. Nuances per taxon and variable are present and can
be found in the individual plots (Figure 6.3). The values per variable are summed up for
every experiment and presented at the end of the table. The results in the table show that
the choice of objective function influences the results of the IVS process (compare IVSwrAIC
and IVSwrTSS). This is not unsurprising as many authors have come to a similar conclusion
(see chapter 2). Another observation is that the embedded IVS consistently selects a num-
ber of variables for the different taxa (see last row). As stated above, the embedded IVS
is not able to estimate very skewed responses. By appointing a lower weight to very high
(or low) values, the embedded IVS estimates a smaller, but more robust, total range. As
a consequence, embedded IVS is more robust when little information is available to the
constrain the parameters of the species response curves. In addition, it shows a conflict
between the concepts defined in chapter 2 (i.e. approximating fundamental niche) and
approach practicability.
Other examples of embedded IVS approaches in species distribution modelling are deci-
sion trees and RF (Saeys et al., 2007). The latter are assessed as robust. However, they are
often criticized for lack of transparency, in context of result interpretation (Strobl et al.,
2007). Moreover, the hierarchical (tree-like structure) approach in RF conflicts with niche
theory, where it is assumed that equal-scale gradients are non-hierarchical (Peterson et al.,
2011). EAs do not a priori constrain model formulation by separating the model compu-
tation (calculation of objective function) from the fitting procedure (search for optimal
model). This property would make embedded IVS with EAs a good alternative to RF.
Highlights chapter 6: embedded IVS is compared to wrapper IVS.
• Embedded IVS further reduces model complexity while maintaining, and even in-
creasing, accuracy.
• Embedded IVS is assessed as more robust than wrapper IVS when little information
is available to constrain parameters.
• The results of model optimization are sensitive to the formulation of the objective
function.
• Future research should focus on comparing the proposed method to other embedded
IVS approaches such as RF.
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Table 6.1: Comparison of wrapper (IVSwrTSS) and embedded IVS (IVS
em
TSS). In addition, the results
obtained in chapter 5 are shown (IVSwrAIC). A value of ‘1’ indicates that the support for a variable
















































Acari IVSwrAIC 1 2
IVSwrTSS 2 2 1
IVSemTSS 1 1 2
Baetidae IVSwrAIC 1 1 2
IVSwrTSS 1 1 1 1
IVSemTSS 1 1
Caenidae IVSwrAIC 2 1 1
IVSwrTSS 1 2
IVSemTSS 1 2
Chironomidae IVSwrAIC 1 1 1
IVSwrTSS 1 1 1
IVSemTSS 1 1
Coenagrionidae IVSwrAIC 2 2
IVSwrTSS 2 1 1
IVSemTSS 2 1
Corydalidae IVSwrAIC 1 1 1
IVSwrTSS 1
IVSemTSS 1
Dytiscidae IVSwrAIC 1 2 1 1
IVSwrTSS 1 1
IVSemTSS 1 1 1
Gomphidae IVSwrAIC 1 1
IVSwrTSS 1 1 1
IVSemTSS 1
Hydrophilidae IVSwrAIC 1 2 1 1 1
IVSwrTSS 2 1 1 1
IVSemTSS 1 1




IVSwrTSS 2 2 2
IVSemTSS 2
Libellulidae IVSwrAIC 2
IVSwrTSS 1 1 1 1
IVSemTSS 1 1
Thiaridae IVSwrAIC 2 2 1 2
IVSwrTSS 2 2 1 1
IVSemTSS 2 2 1 1
Tubificidae IVSwrAIC 1 1
IVSwrTSS 1 1
IVSemTSS 2 1
All IVSwrAIC 5 6 1 6 2 11 1 4 2 7 2 4
IVSwrTSS 4 6 1 5 2 10 4 3 2 3 3 6
IVSemTSS 4 7 0 4 0 8 0 0 3 0 3 5
7
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Investigating habitat requirements of the
brown trout in the Zwalm catchment
7.1 Introduction
Due to the deterioration of the environment in previous decades the ecological river wa-
ter quality reached an absolute minimum status during the 1990ies in many European
rivers (Romero et al., 2016). Large and small rivers were subject to hydromorphological
degradation and were characterized by a poor chemical water quality. Consequently, the
diversity and abundance of most aquatic and especially fish species was influenced by
these pressures and declined in several west European river basins (e.g. Belpaire et al.
(2000); Boets et al. (2011); Den Hartog et al. (1992)). Rare and endangered species only
remained at a few isolated locations, making these species vulnerable to future extinction.
Since the enforcement of the European Water Framework Directive (EWFD) in 2000, the
ecological water quality has drastically improved in many European waters (Hering et al.,
2010; Romero et al., 2016), allowing the recolonization of freshwater fish.
In the context of the EWFD, the Zwalm River basin, which is part of the Upper Scheldt
River basin, is designated as a priority area (VMM, 2016). Several upstream parts and
tributaries of the river basin are included in the Habitats Directive1 to ensure the protec-
tion of rare and endangered species. The streams in the Zwalm River basin range from
nearly pristine headwaters to severely impacted reaches near the mouth of the Zwalm
River. Specifically, the physical habitat quality is still excellent in the forested spring ar-
This chapter is based on:
• Boets P.*, Gobeyn S.*, Dillen A., Poelman E., Goethals P.L.M., Assessing the suitable habitat for reintroduction of brown
trout (Salmo trutta) in a lowland river: a modelling approach. Accepted in ‘Ecology and Evolution’. * = equal contribution
1The Habitats Directive ensures the conservation of a wide range of rare, threatened or endemic species
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eas, but ranges from moderate to poor in the inhabited parts of the river basin due to flood
control weirs, straightened river channels and artificial embankments (Dedecker et al.,
2004). As a result of restoration efforts (i.e. installation of wastewater treatment plants),
both the chemical water and physical habitat quality have improved over recent years
in the middle reaches of the Zwalm River. In addition, the design and (future) installa-
tion of several fish passages makes it possible for fish to freely migrate over the entire
stretch of the river and its tributaries, thus allowing sustainable fish populations. Two
priority species, bullhead (Cottus gobio) and brook lamprey (Lampetra planeri) already
have good populations in the headwaters of this river basin, indicating the importance
of this area for species conservation. Besides the restoration of these endangered popu-
lations, reintroduction programs for rheophilic species such as European chub (Squalius
cephalus) and common dace have been carried out successfully (Van den Neucker et al.,
2012). Since a stable population of macroinvertebrates and prey fish is available, it is ex-
pected that the river basin could act as a suitable habitat for predatory fish such as brown
trout (Salmo trutta). This species was present in the upper part of the Zwalm River basin
before 1990 (personal communication, A. Dillen). Currently, no or very basic and lim-
ited information (see Dillen et al. (2005)) is available on the suitability for this species
in lowland rivers in Flanders. Brown trout prefers relatively fast flowing rivers (average
flow velocity of 0.1-0.4 m s−1) with a good vegetation cover and an average water depth
of 40-60 cm (Armstrong et al., 2003; Vismara et al., 2001), conditions that are present in
the Zwalm River basin.
In a pilot study, the brown trout was reintroduced in the Zwalm River basin in 2015.
However, it is unclear whether the habitat of the Zwalm River basin is truly suitable
to reintroduce brown trout. In Flanders, brown trout has also been reintroduced in the
Terkleppebeek, a small brook part of the Dender River basin, with mixed success (Dillen
and Meulebrouck, 2009). Although the prerequisites were met for the species to estab-
lish in this river, no detailed analysis was performed to assess the suitability. To analyse
species’ preference, habitat suitability models (HSMs) have proven to be useful. Even
more, HSMs are increasingly used to support conservation decision making (Guisan et al.,
2013), also in freshwater management (Bennetsen et al., 2016; Mouton et al., 2011). In
this chapter, it is hypothesized that the HSM proposed, in chapter 2 and optimized with
wrapper IVS, can support decision making for species reintroduction. The HSM is de-
veloped and applied to obtain an insight in the habitat suitability of multiple locations
in the Zwalm River basin for brown trout. Species response curves are used to define
the biological response to abiotic gradients (see also discussion chapter 2). The model
is developed on the scale of Flanders. The simple GA introduced in chapter 5 is used to
select the variables that are most important for explaining the habitat suitability. Based
on previous research, the ecological relevance of the developed model is assessed, and its
applicability is discussed in the context of reintroduction management.
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7.2 Model formulation
HSMs are used to estimate the habitat suitability of the Zwalm for brown trout. Data
on the hydrological, physico-chemical and hydromorphological state in Flanders are pro-
cessed (see chapter 4) and used to develop species response curves. The processed data
of INBO (chapter 4, section 4.3) are used to develop species response curves for the
brown trout. To estimate species response curves, all samples for which a brown trout
is observed as present are used (similar to section 5.2.2 in chapter 5). The total range is
estimated by taking the lower and upper value for which the species is observed (i.e. 166
records). These values are calculated several times with bootstraps of the data to assess
the robustness of the approach (200 bootstraps). The median of the bootstrapped lower
and upper values is used as estimate for parameters θ1 and θ4 (see Figure 5.1, chapter 5).
The values for the parameters (θ2 and θ3) are estimated in a similar manner, only now, the
estimates are based on the 25 and 75 percentiles of the distribution for which the species
is observed as present. For the categorical and binary variables, a suitability index value
per class is assigned by dividing the relative share of the class, for which the species is
observed as present, by the relative share of the class in the data. Afterwards, the obtained
SI values are normalized with the maximum value. This way, a value between zero and
one is obtained for the suitability index for every class. Also here, bootstrapping is ap-
plied on the presence data.
In Figure 7.1, the results of the estimated species response curve for velocity, turbidity,
pool and substrate are shown. In Appendix C, all species response curves are shown. In
the upper panel of each plot, the boxplot of values of the considered variables are shown,
for species presence and absence separately. In the lower panel, the estimated species
response curve is shown. For velocity (Figure 7.1, panel A), it is seen that the brown trout
is - on average - observed at higher velocities, suggesting that they prefer locations with a
higher velocity (± 0.2 to 1 m s−1). In addition, a larger variability on the estimate of the
upper boundary (θ4) for velocity is observed when compared to the lower boundary (θ1).
For turbidity (panel B), the species response curve indicates that the trout prefers lower
values of turbidity. For the variable pool (panel C), the estimated suitability suggests that
brown trout mostly prefers presence of pools. For substrate (panel D), the classes sand,
mud, stone and mixed have a relatively high SI, whereas for silt and clay, the SI is zero.
In addition, a large variability is observed on the SI values for the classes mixed, sand,
mud and stone.
An important difference with the approach in chapter 5 is that all presence samples in the
data are used. In other words, no subsets of the data are taken for model formulation or
optimization. Another notable difference is that the ecological relevance of the curves has
been discussed with experts and tested to knowledge on the species found in scientific





Figure 7.1: Example of species response curve for velocity (m s−1), turbidity (NTU), pool (-) and
substrate (-). In the upper plot of each panel (A, B, C, D) the boxplot (bar graphs) of the values
for species presence and absence are shown for continuous (categorical/binary) variables. In the
lower plot, the estimated preference curve is shown. The different suitability curves are generated
by bootstrapping the values of the inspected variable for the presence records. The black curve is
determined by taking the median of the values of θ1, θ2, θ3 and θ4 obtained in each bootstrap.
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7.3 Input variable selection with a simple genetic algo-
rithm
The simple GA for wrapper IVS approach implemented and tested in chapter 5 is used to
optimize the HSM for the brown trout. The INBO data are used for the optimization. In
this case, not only presence samples are used and bootstrapped, but also absence samples.
To avoid model training to vary as a function of the sample prevalence, an equal num-
ber of presence and absence records (50 records in total) are bootstrap sampled (Mouton
et al., 2010). In addition, absence sampling is weighted according to the distance from
the presence records, i.e. the further the absence, the lower the weight. This way, the con-
ditions for an absence are tested to conditions for a presence, in the same geographical
unit. A visualization of the data used for optimization can be found in Appendix C. It is
important to note that the absence samples can also be interpreted as background samples.
Background samples can be defined as samples representing the range of environmental
conditions in the modelled region. As such, this definition makes no assumption about
whether these records are ‘true’ absence records. Opinions about the use of this definition
vary (Phillips et al., 2009). However, a good guideline to use this definition is presented
by Phillips et al. (2009): they find that one optimally selects background samples with a
spatial bias equal to bias of the presence records. The weighting as a function of distance
is based on this guideline. Similar to chapter 5, a simple GA is used to obtain a set of
models from the species response curves. The same selection, crossover and mutation
operators are used. The binary genomes now have a length of 19 (524287 possible mod-
els). Also here, the settings are based on the guidelines of Gibbs et al. (2008). With this
approach, a population size of 32 is obtained, with a selection rate of 0.5, a mutation rate
of 0.2, a crossover rate of 1.0 and 220 generations is obtained. Similar to chapter 5, the
AIC is used as objective function.
In order to account for the stochastic nature of the GA analysis, the process of model
optimization is repeated a number of times with different samples of the data. This re-
peated model optimization can give an insight in the robustness of the approach (Araújo
and New, 2007). The process of optimization is repeated with 200 samples of the data,
thus obtaining an ensemble of 200 models. The value of 200 is chosen as a function of
the variability of the support over the number of models (see Figure 7.2). The support is
calculated as the coefficient of number of times of variable inclusion over the total num-
ber of generated models. The (Shannon) entropy (Shannon, 1948) is computed to reflect
uncertainty on variable inclusion or exclusion.
The input scenarios for the Zwalm simulations are based on the data available from the
Institute for Nature and Forest (INBO) and the Flemish Environment Agency (VMM) (see
chapter 4, section 4.3). First, all INBO and VMM data within the same river section are
coupled. Data are excluded when the distance between the location of the INBO and the
considered VMM measurement exceeded 100 meters. A value of 100 meters is chosen as
this is the river length at which data are typically sampled. The VMM database is used
as a base for this coupling, because the sampling network is denser. Then, a scenario is
generated by taking the average value for each variable at a coupled location. In case
7
130 CHAPTER 7
the median did not coincide with a class (for binary and categorical variables), the ‘worst
case’ scenario is used (for example, median for algae is 0.5, then the value 1 (presence of
algae) is considered). These compiled data are used as input for the ensemble models. It
is important to note that not all records had an input value for all variables. Consequently,
one can except a certain degree of overestimation at a number of locations.
Figure 7.2: Support for input variables as a function of the number of analyzed models. The
support is calculated as the coefficient of the number of times an input variable is included in
the ensemble of models over the number of models in the ensemble. The value for the Shannon
entropy is given in grey. Input variables not shown in this plot are never selected by the simple GA
approach.
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7.4 Results
Temperature, velocity, pool and to a small extent riffle, are identified by the simple GA
as steering variables. The variable temperature has the highest support (approximately 90
%). The variable velocity has the second highest support. Pool is considered as the third
most important explanatory variable. Although pool is estimated to be an explanatory
variable, it is important to note that the variable is included approximately in 50 % of the
models. This makes it uncertain whether this variable is an explanatory variable. Other
variables are often excluded from the model. The variables not included in this figure are
never selected as explanatory model variables: average depth, bank, bank slope, conduc-
tivity, dissolved oxygen, non-submerged plants and width.
The models are evaluated with the criteria listed in chapter 2 (section 2.6.4). An overview
of the evaluation of the 200 models is given in Figure 7.4. The models are evaluated with
the threshold that leads to the highest TSS (on average this threshold is equal to 0.6).
Species presence is fitted slightly better than species absence (i.e. Sn > Sp), although this
varies as a function of the inspected model. Based on Kappa, the models are assessed as
well performing (< 0.6), whereas based on AUC, the models are assessed as reasonable
(∈ [0.7,0.9]) and very good (> 0.9).
Figure 7.3: Support and value for Shannon entropy for an input variable, analyzed for 200 models.
The support (in %) is given on the x-axis, while the entropy is shown in colour (yellow to red, see
colour print). Input variables not shown in this plot are never selected by the simple GA approach.
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Figure 7.4: Values for the evaluation measures.
The developed models are used to perform an ensemble simulation of the habitat suitabil-
ity for brown trout in the Zwalm River basin. Here, it is noteworthy these simulations can
be used to provide a first insight. Additional field measurements should be conducted to
validate the models. Therefore, an indication of suitable locations can be given. However,
analyzing predictions to support management actions with the current models should be
avoided. In the following, an analysis of the suitability of the current conditions in the
Zwalm River catchment is done. The aim of this exercise is to show end-users what could
be (non-) suitable locations for the brown trout, and how the model can be used.
In Figure 7.5, a map is shown of the mean simulated HSI values for a number of points in
the Zwalm River basin. In Table 7.1, the minimum of ensemble simulated SI values for
every variable is shown. In this table, only locations (IDs) with a HSI lower than 0.6 are
reported, since this is the median threshold which maximizes the TSS. A relatively large
number of locations are assessed as suitable for brown trout. When using a suitability
threshold of 0.6, brown trout would be present at 48 locations, whereas in 31 locations, it
would be absent. For a scenario favouring overestimation (HSI > 0.2→ species present)
and underestimation (HSI > 0.8→ species present), the species would be present in 60
and 34 locations, respectively. Suitable locations are mainly concentrated in the side-
branches and not in the main river (i.e. north-east, Passenmarebeek and Molenbeek, in
the south, upstream in the Slijpkotmolenbeek, Zwalmbeek and Wijlegemsebeek or in the
south-west in Paardestokbeek and Krombeek). When inspecting the results in these up-
stream points (HSI > 0.8), it is observed that the HSIs are only computed with the SI
values of temperature and pH, and in some cases bank slope and river width, i.e. other
input values are missing. As a consequence, it is unknown whether other variables filter
the suitability of the habitat. A similar observation is made for the points with high HSIs
at the IJzerkotmolen (upstream point 23) and Zwalmmolen (upstream point 22). Here,
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only pH and temperature were available to compute a habitat suitability. Therefore, it is
difficult to assess for these points whether the habitat is suitable. For the points with a
lower HSI than 0.8, these input values were available. A large number of unsuitable loca-
tions are situated in the main tributary. Interestingly, a number of unsuitable locations are
observed upstream in the river basin (i.e. point 3, 14, 15, 4, 10, 18, 2). When inspecting
these locations (Table 7.1), substrate, turbidity and mainly velocity are identified as lim-
iting. For all these points, the velocity is in general sub-optimal (i.e. SI∈]0, 1[), being too
low (∈ [0.21− 0.39] m s−1). For point 3 and 14, the substrate is silt, which is sub-optimal
(Figure 7.1). For point 4, the turbidity is on average too high (116 NTU) (Figure 7.1).
In the main river, the habitat of points 0, 13, 76, 11, 12 and 22 to 26 are less suitable for
brown trout, with pool, substrate and velocity being identified as limiting factors. As for
the upstream tributaries (south part of the river basin), low velocities are causing these
sub-optimal conditions. In addition, for points 22 and 25, the absence of a pool pattern is
assessed as an important factor influencing the suitability of the habitat. Silty (points 12
and 23) and clayey (13) substrate are assessed as non-optimal conditions (i.e. SI = 0). It is
observed that the conditions for temperature are only sub-optimal (i.e. SI < 0.5) in five of
the 31 investigated points (Table 7.1; locations 72 to 76), ranging from an average 15.85
to 17.85 ◦C, which is too high. In conclusion, it is possible to identify unsuitable locations
with the model. However, it is difficult to assess whether there are very suitable locations
(HSI > 0.8) as the input data for these locations only contained values for temperature
and pH.
7.5 Discussion
7.5.1 Model formulation and optimization
In this chapter, HSMs are developed to assess the locations that are suitable for reintro-
duction of brown trout in the Zwalm River basin. Potentially unsuitable locations could
be delineated. However, the identification of suitable locations with the current input data
for the Zwalm was difficult. Although accurate models were delineated, the robustness
of the approach can be improved. Variations between results were obtained by repeatedly
training the HSMs with different bootstrap samples of the data. The parameters of the
species response curves are estimated with data, rather than expert knowledge (opposed
to for instance Adriaenssens et al. (2006)). The lower and higher boundaries for a suitable
habitat (x: SI(x)6=0) is based on the minimum and maximum value of the environmen-
tal field data for which the brown trout is observed as present. The optimal range (x:
SI(x)=1) is defined by the 25 and 75 percentile. Despite the four different parameters
of the species response curve being determined purely data-driven, the choice to use the
25 and 75 percentile values as the optimal range for brown trout is based on knowledge.
Recent research by Muñoz-Mas et al. (2012) has shown that the preference intervals of
brown trout based on data-driven species response curves are rather restricted, compared
to other studies. Therefore, they suggest to apply expert knowledge to help to set the
optimal range, especially when data are scarce and when reliable information or scientific
experience is available in other formats. Bearing this in mind, it can useful to further use




Figure 7.5: Overview map of simulated HSI with the ensemble of models. In this map, the mean
simulated HSI (colour red to yellow, see online version) over the 200 ensemble models is shown.
The standard deviation is indicated by the size of the points. The ID of the point is indicated when
the HSI of the point is lower than 0.6.
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Table 7.1: Overview of mean HSI values and minimum of SI values per variable over 200 ensemble models, this for 31 selected points, based on the mean
HSI (lower than 0.6, see also Figure 7.5). Minimum SI values under the value of 0.25 are indicated in bold. No SI values reported for the variables
indicates that no input data are available. Xcoor, Ycoor = Lambert 1972 coordinates.




substrate algae pool temperature velocity
1 103218 170627 0 0.45 0.96 0.78 0 0.99 0
3 104639 163781 0 0.19 0.8 1 0.94 0.89 0.55 0 0.58 0.9 0.93 0.11
4 105809 166048 0 0.18 0 0.85 1 0.57 0.55 0.6 0.58 0.9 0.95 0.11
6 109757 171364 0 0.09 0.8 0 1
11 107616 172322 0 0.44 1 1 0.57 0.6 1 0
12 106395 174067 0 0.45 1 1 0 1 0
13 107325 170937 0 0.17 1 0.83 0 1 0.24
14 105623 164466 0 0.16 0.87 0.86 1 0.57 0.55 0 0.58 0.9 1 0.22
19 106778 168964 0 0.42 0.91 1 0.14 0.6 0.9 1 0
23 103975 175038 0 0.45 1 1 0.89 0 0.9 1 0
24 102551 175145 0.03 0.36 0.92 0.97 0.93 0.03
0 107344 170750 0.16 0.22 0.86 0.83 0.56 0.57 0.55 0.6 1 0.9 1 0.08
25 102410 175197 0.23 0.13 0.65 1 1 0.57 1 0.6 1 0.25 1 0.15
76 107374 170669 0.23 0.08 0.97 0.23
22 105879 174517 0.24 0.13 0.94 1 1 0.57 1 0.6 1 0.25 1 0.17
26 100685 175621 0.25 0.1 0.96 0.95 0.99 0.14 0.55 0.6 0.58 0.25 1
15 105770 164967 0.26 0.15 0.93 0.97 1 0.24
2 106918 163978 0.27 0.21 0.76 0.95 1 0.89 1 0.89 0.58 0.9 1 0.07
18 106514 164403 0.28 0.14 1 0.99 0.95 0.26
16 105880 165450 0.35 0.17 0.99 0.15 0.57 0.6 0.9 1 0.12
72 105357 174623 0.36 0.09 0.98 0.36
7 108992 172937 0.38 0.14 0.98 0.79 1 0.14 1 0.6 0.58 0.9 1 0.46
30 104060 168817 0.38 0.15 0.86 1 0.14 0.6 0.9 0.93 0.29
20 106132 170427 0.39 0.06 0.85 0.15 1
10 106533 164429 0.4 0.14 0.91 0.95 1 0.57 0.55 0.6 0.58 0.9 1 0.16
73 107506 172785 0.43 0.09 0.96 0.43
31 104025 170150 0.46 0.12 0.85 0.73 1 0.89 0.55 0.6 0.58 0.9 1 0.21
8 109614 174613 0.48 0.12 0.97 0.89 1 0.57 0.55 0.6 0.58 0.9 1 0.23
75 108421 167085 0.49 0.1 0.96 0.49
74 108099 168300 0.49 0.1 0.92 0.49
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An ensemble of models was used to obtain an insight in the habitat suitability of the
Zwalm River basin for the brown trout. The results indicate that the variability for loca-
tions with a low habitat suitability index (HSI) is generally higher, whereas for locations
with a high HSI the variability is lower. This indicates that the conditions where brown
trout does not occur are less clear and probably are characterized by a wider environmental
range compared to the conditions that are favourable for brown trout to occur. Thus, when
the input data have a value in the range of non-optimal suitability (∀x: (SI(x)∈]0, 1[), vari-
ability will generally be higher than when input data have a value outside this range. At
these positions on the curves, small deviations in input data cause a large variation in
the resulting habitat suitability index. Because outcomes of habitat suitability may have
significant consequences for management and reintroduction of a species, it is crucial to
improve the robustness, and validate the approach. Here, the model has not been val-
idated with an independent data set. To validate these models, additional observations
in the Zwalm have to be taken. Up until today, no sampling campaign to collect a val-
idation set is conducted, since the introduced population of the brown trout still needs
time to recolonize the whole basin as it has only been reintroduced in the Zwalm River
basin in 2015. Therefore, one is not advised to formulate management options based on
predictions of the current model. The model can be used to indicate locations which are
potentially not suitable. In addition, the model can be used to show which data are re-
quired, and steer future sampling campaigns in the Zwalm River basin.
7.5.2 Suitability of Zwalm River basin for brown trout
Most studies only considered hydromorphological river characteristics (Strakosh et al.,
2003; Vismara et al., 2001) to assess the optimal conditions for brown trout. In this study,
hydromorphological, chemical and biological variables are included in the analysis to in-
vestigate the habitat suitability for reintroduction of brown trout in the Zwalm River basin.
Temperature, stream velocity and pool are selected by the model as the most important
variables explaining the occurrence of brown trout. Previous research on the habitat suit-
ability of brown trout in the southern parts of Europe and in the United States indicated
that temperature and stream velocity, two key variables selected by the simple GA-IVS
approach, are important variables explaining the occurrence and abundance of the species
(Mouton et al., 2011; Strakosh et al., 2003; Vismara et al., 2001).
Recent research has indicated that temperature is considered an important factor explain-
ing the distribution of brown trout in Spanish Mediterranean rivers (Santiago et al., 2016).
In the central part of the Iberian Peninsula, it was found that the occurrence of the species
is at a maximum of 18.7 ◦C, whereas its physiological maximum is estimated to be ap-
proximately 25 ◦C (Santiago et al., 2016). One can see from Figure 7.6 that the optimal
water temperature in Flanders that is preferred by brown trout is situated between 7 and
15 ◦C, whereas the maximum temperature at which the species still occurred is situated
around 20 ◦C. The watercourses in the Zwalm River basin are typically small fast flowing
streams and rivers with a relatively high vegetation cover. The upper parts of the Zwalm
River basin are fed by sources which supply ground water at a steady cool temperature
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the whole year round. These characteristics could explain why the water temperature is
relatively low, even in summer when air temperatures rise, and water temperatures are
still well below the maximum. The optimal velocity ranged (Figure 7.1) between 0.2-1 m
s−1. Other studies indicated that the optimal range for brown trout is situated lower, with
a maximum around 0.2 m s−1 (Strakosh et al., 2003; Vismara et al., 2001). Vismara et al.
(2001) found that especially juveniles prefer lower velocities, but that adults also occurred
at deeper and faster running rivers. In this study, no difference is made between juveniles
and adults. It was considered to assess the preference of juveniles complementary to a
pooled adult-juvenile model. This way, it could be possible to obtain an insight in the es-
sential components driving a juvenile population. As no information was available in the
data set about the age of the population, a length of 15 cm (based on de Laak (2008)) was
used to differentiate between juveniles and adults. This led to 31 presence records useful
for estimating values for the parameters (in contrast to 166 when using all samples). With
these samples, species response curves were constructed, showing minor deviance from
the species response curves estimated with all presence records. In general, the range of
the species response curves was smaller, and variability on these curves was lower. In
addition, absence of pools and riffles and a preference for lower stream velocities (< 0.2
m−1) was observed for juveniles. Coupling all abiotic data for the juveniles led to a train-
ing data set holding six records, which was considered as insufficient for training. As a
consequence, no difference was made between juveniles and adults.
The assessment of longitude connectivity of the river system and the effect of dams and
weirs is an important aspect for restoration and conservation of freshwater fish species
(Branco et al., 2014). Migration speed of the species or the presence of physical migration
barriers are not considered in the current study. First of all, several investments have been
made during the last decades in order to install bypasses or fish ladders to overcome
physical migration barriers which were present in the Zwalm River basin. Currently,
only a few bottlenecks remain present (VMM, 2016). These have been inventoried, and
plans have been made to remediate these in the next five to 10 years. Once this handful of
migration barriers is resolved, fish will be able to migrate freely in the entire Zwalm River
basin. Even migration from and to the river Scheldt will be possible. Secondly, migration
speed is not considered since previous research, conducted by Ovidio et al. (1998) in the
southern part of Belgium, has indicated that brown trout can migrate up to 5 km per night.
Given the relatively limited size of the Zwalm River basin (11650 ha), the limited length
of the Zwalm River itself (22 km) and the limited presence of migration barriers (only
one migration barrier in the River Zwalm itself), migration is not considered a limiting
factor for the species to reach all suitable habitats within the Zwalm River. However,
it is important to note that even after dams and weirs have been adapted to allow fish
migration, they might still have an impact on the natural flow pattern of the river.
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Figure 7.6: Species response curve for temperature (◦C). In the upper plot, the boxplot of the
values for species presence and absence are shown. In the lower plot, the estimated preference
curve is shown. The different suitability curves are generated by bootstrapping the values of the
inspected variable for the presence records. The black curve is determined by taking the median
of the values of θ1, θ2, θ3 and θ4 obtained in each bootstrap.
7.5.3 Future recommendations
Based on the ensemble model simulations, it is found that the main tributary is potentially
unsuitable for the reintroduction of brown trout. In general, locations are assessed as
unsuitable because stream velocity is estimated to be too low. The upper reaches are as-
sessed as potentially suitable. However, additional input data are needed to assess whether
the upper reaches are truly suitable. Specifically, input values in the upper reaches were
only available for temperature and pH. As such, it is not possible to assess whether all
conditions at a location lead to a suitable habitat. The habitat of the tributaries and up-
per reaches of the Zwalm River basin are characterized by a good physical habitat and a
good chemical and ecological water quality (Dedecker et al., 2004; VMM, 2016). Earlier
introductions of other rheophilic species seem to thrive well in the headwaters as well
(Thuyne et al., 2005). Moreover, these small streams are abundantly populated with am-
phipoda and other macroinvertebrates as well as fish which could serve as a source of
nutrients for brown trout. Although the simulations do not support these findings, the in-
formation of Dedecker et al. (2004) and VMM (2016) do suggest that the upstream habitat
is suitable.
7
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Highlights chapter 7: A HSM is developed to estimate the suitability of the habitat of
the Zwalm River basin for the brown trout.
• The developed model has the potential to support river management.
• The current model confirms expert knowledge.
• The model can be used for system analysis (diagnostic).
• The current model should not be used for model prediction.
• Future research efforts should focus on:
1. Model validation on the scale of Flanders.





for prevalence-adjusted model training
8.1 Introduction
Fitting models that approximate the species-environment relation remains a challenging
practice in species distribution modelling (Elith and Graham, 2009). Model fitting in-
volves, amongst other challenges, the formulation of an objective measure and a search
algorithm. The objective measure quantifies the distance between simulated and observed
species occurrence and is used by the algorithm to identify (near-)optimal models. Ideally,
a (set of) model(s) that can estimate species presence and absence perfectly, is identified.
However, the objective of correctly estimating species presence can be in conflict with
estimating species absence, and vice versa. In other words, models that estimate species
presence very well can fail to estimate species absence well (Mouton et al., 2010). To cope
with this issue, a prevalence-adjusted training approach can be used. Prevalence-adjusted
training searches for a set of models enclosing a trade-off between correctly estimating
species presence and absence, or between omission and commission errors. Depending
on the study objectives, sample prevalence in the data, species characteristics and ecolog-
ical knowledge, models can be selected from this ensemble.
Currently, there are two ways to facilitate prevalence-adjusted training. In the first ap-
proach, a model is trained by means of a single objective quantifying the pooled degree
of correct estimation of species presence and absence. After training, the model threshold
(or intercept) discriminating between presence and absence is adjusted to obtain a mod-
els enclosing a trade-off (Lawson et al., 2014). Although straightforward, this approach
This chapter is based on:
• Gobeyn, S. and Goethals, P.L.M., A prevalence-adjusted species distribution modelling approach based on MOO. In prep.
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provides no information about variability on the estimated species response, i.e. no struc-
turally different models are obtained. As a consequence, this approach is not suited for
decision managers to analyze the change in estimated species response caused by balanc-
ing commission and omission errors. A second option is to iteratively weight the degree
of correct estimation of species presence and absence in one objective used for each train-
ing cycle (Mouton et al., 2009b). Examples of this weighting approach is presented in
many GARP case studies (see chapter 3). Typically, the GARP model is rerun a number
of times and models are selected based on the study objectives. Unfortunately by using
this approach, the increase in one objective can be compensated by a loss in another. As
such, the trade-off between both objectives is masked by weighting. Even more, weight-
ing can be considered as subjective, and repeating the training for each aggregation is
computationally inefficient (Efstratiadis and Koutsoyiannis, 2010; Vrugt et al., 2006).
Multi-objective optimization (MOO) aims to tackle these disadvantages by testing the
underlying trade-offs between both objectives in one training instance. MOO identifies
trade-offs by optimizing two or more objectives simultaneously. This way, variability in
model structures can be explicitly inspected considering the objectives at hand. Popular in
computer engineering, water resource management and environmental modelling, MOO
approaches have shown to deliver increased insights in many problems, each characterized
by their own specific challenges (Eiben and Smith, 2015). The aim of this chapter is
to use an MOO approach to identify unique HSMs enclosing the trade-off between the
correct estimation of species presence and absence. This multi-objective search problem
can be defined by the simultaneous optimization of a number of - potentially conflicting




J(s) = max[J1(s), J2(s)] (8.1)
with J(s) being a vector of objective functions, and Ω the space of all possible solutions
(models) s that compute J . In this chapter, the sensitivity (Sn) and specificity (Sp) are
used as measures to quantify the degree of correct estimation of species presence and
absence, respectively (Mouton et al., 2010):
J1(s) = Sn(s) =
TP(s)
TP(s) + FN(f)




with TP(s) being the number of true positives, FP(s) the number of false positives, FN(s)
the number of false negatives, and TN(s) the number of true negatives (see confusion ma-
trix, Table 2.2).
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Figure 8.1 presents a hypothetical example of models identified over the two objectives
Sn and Sp. All models s, indicated by the grey dots, form a solution to the estimated
Pareto optimal front (dotted grey line). A set of models s is said to be Pareto optimal if
(and only if) there is no other set of models s∗ for which J(s∗) > J(s). The example
Pareto set shown in Figure 8.1 holds solutions with varying model structures (panels a, b
and c) describing the species response (habitat suitability index ∈[0,1]) as a function of
one environmental gradient, in casu river water dissolved oxygen (the range of possible
curves is shown in light grey). In the example, the identified model estimating species
absence well (panel a) has a narrower range than a model estimating species presence
well (panel c).
Figure 8.1: Example of near-optimal Pareto set (collection of grey dots) in the space defined by the
objectives sensitivity (i.e. degree of correct estimation of species presence, x-axis) and specificity
(i.e. degree of correct estimation of species absence, y-axis). Each dot is a model s with the arrow
indicating an example of the habitat suitability for a species as a function of river water dissolved
oxygen (mg O2 L−1). The estimated curves (a, b and c) are given in the black solid line. The range
of possible species response curves is shown in the light grey area.
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The aim of this chapter is to develop and test a prevalence-adjusted species distribution
modelling approach based on MOO. The hypothesis is that this approach is superior to
single-objective optimization (SOO) in identifying an ensemble of models enclosing a
trade-off between sensitivity and specificity. The advantage of using MOO would be that
identifying a trade-off is less computationally expensive. In this chapter, an evolutionary
MOO approach, specifically the non-dominated sorting genetic algorithm II (NSGA-II)
(Deb et al., 2002) is implemented, tested and assessed. The approach is used to develop
an ensemble of habitat suitability models (HSMs) for 11 macroinvertebrate species with
the Limnodata from the Netherlands, a data set containing more than three million species
records over 20000 sampling locations spread over 30 years (Knoben and van der Wal,
2015). In the next section, the formulation of the HSM and the data used to develop these
models can be found (section 8.2). In section 8.3, the MOO approach is described in
detail. In section 8.4, the results are presented. Section 8.5 illustrates how these models
can be helpful for decision management. To end, the obtained results are discussed, and
future research directions are formulate in section 8.6.
8.2 Habitat suitability model
In this chapters, HSMs are developed for 11 macroinvertebrate species. The HSMs are
developed based on the conceptual model presented in the discussion of chapter 2. In the
remainder of this section, the model formulation is shortly summarized. One can find the
description of the used Limnodata and the steps undertaken for data processing in chapter
4. The habitat suitability index (HSI) is used as a measure to express the suitability of the






with HSIk being the habitat suitability index of the data point k (total of n data points).
SI(xjk) is the suitability index calculated by applying the species response curve for the
input value of record k for variable j (total of m variables) (see equation 8.4). The SI is
calculated by taking the logit of a linear function (Brewer et al. (2016) and Figure 8.2):
SI(xjk) =

0 if xjk < θ1
2
1+exp(−p1∗xjk−p2)
if xjk ∈ [θ1, θ2[
1 if xjk ∈ [θ2, θ3]
2
1+exp(−p3∗xjk−p4)
if xjk ∈]θ3, θ4]














p3 = −p1 ∗ θ2
p4 = −p2 ∗ θ3
The values for p are found by assuming the curve is bound by four parameters θ. The
parameters θ2 and θ3 describe the optimal range (SI= = 1). Parameters θ1 and θ4 describe
the suboptimal conditions and the total range. ε is the minimal possible SI in the range
and is set to 0.01. Smaller values for ε are considered, yet these did not considerably af-
fect the shape of the logistic curves. This type of piece-wise curve is considered as a good
alternative to the type described in chapter 5 because it better fits the empirical distribu-
tion of the used data. Whether this type of curve is more realistic than the one proposed
in chapter 5 is still subject of discussion (Brewer et al., 2016).
The Limnology Neerlandica (Limnodata) data set (Knoben and van der Wal (2015) and
http://www.stowa.nl/) is used to obtain a one-on-one, in time and space, coupled
data set on the freshwater species-environment relation. In total, the data set contains
over three million records covering 30 years over more than 20000 sampling locations.
From this data set, all Ephemeroptera, Plecoptera, and Trichoptera (EPT) macroinverte-
brate species are extracted because these species are sensitive to pollutants in the stream
environment (Verberk et al., 2012). Biological and abiotic data are processed, and 11 EPT
macroinvertebrate species are selected (based on number of occurrence greater than 30).
Figure 8.2: An example of a species response curve (suitability as a function of values for a
gradient X1). A non-symmetric piece-wise function that describes a plateau (optimum) and a
logistic increasing and decreasing function. Four parameters define the response curve which
allows to fit various types of distributions with different degrees of skewness and kurtosis.
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8.3 Prevalence-adjusted evolutionary optimization
The aim is to implement and apply an MOO approach to identify a set of HSMs that
present a trade-off between the correct estimation of species presence and absence. In
this chapter, this aim is translated in maximizing the objectives sensitivity and specificity.
The embedded IVS approach presented in chapter 6 is used to search for this set of mod-
els. With the guidelines presented by Gibbs et al. (2008) (see section 5.2.3), PS is set
to 50, pm to 10 %, pc to 100 %. The algorithm is run for 400 generations (see Appendix E).
The non-dominated sorting genetic algorithm II (NSGA-II) approach of Deb et al. (2002)
is implemented to identify a near-optimal solution to the Pareto front (see algorithm 8.1).
NSGA-II is a fast and elitist multi-objective genetic algorithm used to propagate a pop-
ulation of candidate solutions to a Pareto front defined by a set of objectives. The al-
gorithm assigns fitness values to population members based on a non-dominated sorting
approach. This approach aims to preserve diversity among the non-dominated solutions.
Non-dominated solutions are equally valued solutions to a Pareto front. In the first gen-
eration (t = 0) of the algorithm, a population P0 of size PS is generated. The values for
the objective functions of all models are evaluated (EVAL), and a rank is assigned to the
chromosomes in the fast-non-dominated-sort (FNDS) based on the objective values (i.e.
one is assigned as fitness to the solutions of the first front, two to the second front, and so
on). Based on tournament selection (TS), crossover (CROSS, see chapter 6) and mutation
(MUT, see chapter 6), an offspring population Q0, with PS chromosomes, is obtained.
Next, a loop is initiated, and for every generation t, the ranks are obtained by applying the
fast-non-dominated-sort approach with the parent (Pt) and offspring (Qt) population. An
important difference with the first generation of the algorithm is the application of the TS
operator. Now, the TS operator selects PS new parents Pt+1 from a population of 2PS
chromosomes (offspring Qt + population Pt). Assume that F1 are the best solutions in the
combined population, and F2, F3 the second and third best solutions to the Pareto front.
If the size F1 is smaller than PS then all solutions of F1 are added to Pt+1. If the size is
larger, then the solutions of F1 are selected based on a crowding distance, a measure of
solution density. The less close a solution is to another solution, the higher the chance for
selection. For other fronts, the same methodology is used until a parent population Pt+1
of size PS is obtained. In the remainder of the generation, the crossover and mutation op-
erator produce an offspring population Qt+1 as in generation t = 0. This loop is repeated
until a stop criteria is met. For the details of the fast-non-dominated-sort approach and
the calculation of the crowding distance, one is referred to Deb et al. (2002).
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Algorithm 8.1 Pseudocode for NSGA-II (Deb et al., 2002). t = generation, P = pop-
ulation, Q = offspring, EVAL = evaluate values of objective funtions, TS = tournament
selection, CROSS = crossover operator (see chapter 6), MUT = mutation operator (see
chapter 6).
t← 0
P0← initiate PS chromosomes
















8.4.1 Multi- versus single-objective optimization
In this section, the multi-objective approach is compared to an SOO approach. Sensitiv-
ity and specificity are optimized in case of MOO whereas the TSS is used as objective
function for the single-objective approach. The analysis is repeated a number of times to
inspect robustness of both approaches. A threshold of 0.5 is selected to avoid that different
values for classification are obtained by varying the threshold. The threshold maximizing
the TSS could also be selected. However, this would lead to balancing sensitivity and
specificity by means of changing a threshold. In this chapter, the aim to identify alterna-
tive structures for the HSMs, and not thresholds classifying occurrence from suitability. In
addition, the threshold of 0.5 has been assessed as adequate to classify occurrence when
using the geometric mean (Fukuda et al., 2011).
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The multi-objective approach is able to identify different trade-offs between sensitivity
and specificity (Figure 8.3). In addition, the multi-objective approach is assessed as su-
perior to the single-objective approach in identifying this trade-off. The results for the
multi- and single-objective optimization of Cloeon dipterum are shown in Figure 8.3, re-
spectively in the left and right panels. Results are shown for 5 (upper), 25 (middle) and
100 (lower panels) training cycles using the same training data. By repeating the analysis
five times, the multi-objective approach is able to delineate a set of models enclosing a
trade-off between of Sn and Sp values. In contrast, the single-objective approach identi-
fies a limited number of models in the sensitivity-specificity space (upper right panel). A
similar pattern is observed when the training is repeated 25 times. For both approaches,
the number of candidate models increase. Even more, the single-objective approach is
able to identify surrogate models spread over both objectives (middle right panel). In
addition, the multi-objective approach finds a large number of solutions in the upper left
corner of the Pareto space (middle left panel). This observation is confirmed for 100
training cycles (the lower left panel). The single-objective approach is able to delineate
solutions in a broader range of the sensitivity-specificity space when training is repeated
many times.
For the species Anabolia nervosa, it is difficult for the single- and multi-objective ap-
proach to identify solutions that estimate species presence very well (see Figure 8.4).
After five training cycles, the MOO approach is not able to identify models with a sensi-
tivity higher than ± 0.9. For the SOO case, no models have a sensitivity above ±0 .75.
After 25 cycles, the multi-objective approach is able to identify a number of models esti-
mating species presence well. Similarly as for five training cycles, the SOO approach is
not able to identify models with a high sensitivity in case of 25 and even a 100 training cy-
cles. In general, the accuracy (expressed in TSS) obtained with single optimization is a bit
higher than the one obtained with MOO. This can be observed in Figure 8.4 (lower panels)
when comparing the points close to the TSS isoline of 0.6 (see also figures in Appendix D.
A bias is observed toward the identification of models that predict absence very well,
but presence poorly. This implies that solutions with a higher specificity, i.e. correct
estimation of absence, are more easily found than solutions with a high sensitivity. When
inspecting the model formulation, with the geometric mean as aggregation function, one
would expect that ‘filtering’ gets a higher weight. In other words, if the range of one
species response curves is narrow then this will lead to a higher chance for absence,
especially for a large number of input variables. A last important observation is that the
single-objective approach is superior to the multi-objective approach when the accuracy
(in terms of TSS) is high (see Appendix D). For Baetis rhodani (Figure D.3) and Cyrnus
flavidus (Figure D.8), a number of models with a very high sensitivity and specificity (>
0.95) is identified after 25 training cycles. In conclusion, the multi-objective approach is
able to identify a set of HSMs presenting a trade-off between sensitivity and specificity.
Yet, there is a strong bias present towards identifying models with a high specificity. The
SOO approach is less efficient in identifying this trade-off. However, it is able to identify
models with a slightly higher TSS when compared to the MOO approach.
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Figure 8.3: Comparison between multi- (left panels) and single-objective (right panels) optimiza-
tion for Cloeon dipterum (prevalence: 45 %). Each row shows the (near-)optimal sets for a
number of repeated training cycles with the same data sample. In addition, isolines are shown for
a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given from yellow



















































Figure 8.4: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Anabolia nervosa (prevalence: 11 %). Each row shows the (near-)optimal results for a number of
repeated training cycles on the same data sample. In addition, isolines are shown for a TSS value
of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given from yellow (lowest













































EVOLUTIONARY MULTI-OBJECTIVE OPTIMIZATION FOR PREVALENCE-ADJUSTED MODEL
TRAINING 151
8.4.2 Model structure
The estimated species response curves found with the NSGA-II approach for Baetis rho-
dani (A) and Cyrnus flavidus (B) are shown in Figure 8.5. To obtain these results, the
experiment presented in section 8.4.1 is repeated, but now with bootstrap samples of the
training data. Bootstrap sampling is used to obtain an insight in the variability on the
species response curves (see light grey colour, Figure 8.5). An ‘average’ species response
curve of the best 10 % models (based on TSS) is shown with the black solid line. An
average response curve computed from models with a high specificity and sensitivity are
shown in blue and orange, respectively. In this text, HSMs with Sn>Sp (Sp>Sn) are
named sensitivity (specificity) models. For the three classes of models, an average re-
sponse is computed by taken the median response. The support (%) shows the number
of times a variable is included in the subset of models. Only species response curves are
shown for variables with a support higher than 25 %. In addition, the median model com-
plexity (m̄), expressed as the number of parameters, is indicated between brackets in the
legend.
HSMs located in different areas of the Pareto space have a different model structure.
For Baetis rhodani (panel A, Figure 8.5), the response curves of sensitivity models de-
scribe on average a larger range than specificity models (see Transparency, DO, NO2-N).
In addition, less variables are selected as explanatory when comparing the sensitivity
to the specificity models (an average of four variables = number of parameters divided
by four). Similar conclusions are drawn for Cyrnus flavidus (Figure 8.5, panel B). The
(sub-)optimal range of the response curves is broader for a number of variables. In ad-
dition, model complexity is on average lower for sensitivity HSMs. Similar patterns are
observed for other species in Appendix D. The average species response curves comply
with the model assumptions made in chapter 2, i.e. they have a clear optimum and can be
asymmetric. Some ill-defined average curves are identified (see Transparency and SO4).
However, note that these ill-defined curves are a result of computing a median response
from all curves. As such, it shows that the optimum of the identified curves varies in the
domain of possible values.
A number of structures show a link between on the one hand, species occurrence, and on
the other dissolved oxygen, organic carbon and nutrients. In addition, model structures of
species belonging to the same family show resemblance. For both Baetis species, Trans-
parency, pH and DO are important explanatory variables (see best models, Figure D.14
and D.15). DO and Chloride are identified as important explanatory variables for both
Caenis species (Figure D.16 and D.17). The resemblances of species preference within
the same family is confirmed by checking the association within one family in the envi-
ronmental and habitat preference data set published by Verberk et al. (2012) (see Table




Figure 8.5: Summary of structure of identified HSMs for Baetis rhodani (A) and Cyrnus flavidus
(B). The ‘average’ species response curves from the best 10 % models (based on TSS) are shown
with the black solid line. Models with a higher sensitivity (specificity) than specificity (sensitivity)
are shown in orange (blue). An average response is computed by taken the median response.
The support (%) shows the number of times a variable is included in the subset of models. In
addition, the median model complexity (m̄) is indicated between brackets in the legend. Only
species response curves are shown for variables with a support higher than 25 %
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B
Figure 8.5: (continued) Summary of structure of identified HSMs for Baetis rhodani (A) and
Cyrnus flavidus (B). The ‘average’ species response curves from the best 10 % models (based
on TSS) are shown with the black solid line. Models with a higher sensitivity (specificity) than
specificity (sensitivity) are shown in orange (blue). An average response is computed by taken the
median response. The support (%) shows the number of times a variable is included in the subset
of models. In addition, the median model complexity (m̄) is indicated between brackets in the
legend. Only species response curves are shown for variables with a support higher than 25 %
8
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In order to check agreement of the results with ecological knowledge, the model struc-
tures are compared with the environmental and habitat preference data set published by
Verberk et al. (2012) . The preference towards saproby, eutrophy and acidity are extracted
because they express preference towards oxygen (saproby), organic carbon (saproby), nu-
trient (eutrophy, saproby) concentrations and pH (acidity) (Table 8.1). These preferences
are fuzzy coded, adding up to ten and indicate a degree of affinity for a specific class.
Note that the 10 % best models, based on TSS, are used to interpret the results. A number
of identified models show compliance with the extracted information. Dissolved oxygen
is estimated to be an important variable (based on support) steering species occurrence
(eight out of 11 HSMs have a support above 50 %, see Appendix D, black bar graphs). In
addition, the estimated responses show that oxygen levels for the species should generally
be higher than 3 mg O2 L−1 (see for example Figure 8.5). This resembles to the obser-
vation in Table 8.1 that most species are identified as beta or alpha mesosaprobe species
(DO resp. ∈ [6-8] and [2-6] mg O2 L−1). The preference for saproby indicates that the
species Cyrnus flavidus also has a preference for oligosaprobic conditions (membership =
3 oligosaprobe, DO > 8 mg O2 L−1, BOD < 1 mg O2 L−1). This preference is confirmed
by a high support and a rather narrow optimal range observed for the variable BOD5 (<
1 mg O2 L−1) (Figure 8.5, B). However, this preference is not reflected in DO since the
lower boundary is defined at approximately 2 to 4 mg O2 L−1, which is lower than 8 mg
O2 L−1. Here, it is important to note that the support for dissolved oxygen for Cyrnus
flavidus is relatively low (i.e. ± 40 %). In addition, species Limnephilus lunatus also has
a preference towards oligosaprobic conditions and this is reflected in the response curve
for dissolved oxygen (> 7 mg O2 L−1, see Figure D.21).
The variable pH generally has a high support (10 of the 11 species have a support for
pH above 50 %, Appendix D). The range for transparency for the species Baetis rhodani
(Figure 8.5) is limited to a range characterized by low transparency (support ± 90 %).
When inspecting Table 8.1, one observes that this species has a specific preference for
eutrophic conditions characterized by high nutrient concentrations (≥ 2.2 mg N L−1 and
≥ 0.15 mg P L−1). Therefore, the assumption is made that the preference for eutrophic
conditions is reflected in the variable transparency. In order to investigate this link, the
median total nitrogen and phosphorus for lower (≤ 0.5 m) and higher (> 0.5 m) trans-
parencies are compared with the Mood’s median test. The test shows that total nitrogen
and phosphorus concentrations are on average (expressed in median) significantly higher
for low than for high transparencies (resp. p-value 5.7 10−48 and 1.9 10−46, 5 % signif-
icance). This link between eutrophication and transparency could thus be explained by
the observed preference for low transparencies of the species Baetis rhodani. In contrast,
this assumption is not confirmed by looking at individual components reflecting nutrient
enrichment (P- and N-variables). When inspecting the species Baetis vernus and Hy-
dropsyche angustipennis (Appendix D), one can draw similar conclusions as for Baetis
rhodani. In conclusion, the above results show that the data-driven HSMs are in line with
ecological knowledge. However, it is not possible to clearly link each preference with all
obtained species response curves and model structures.
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Table 8.1: Environmental and habitat preferences for the 11 species subject to this research (data set of Verberk et al. (2012)). The preference for saproby,
eutrophy and acidity are extracted from this data set. These preferences are fuzzy coded, adding up to ten and indicating a degree of affinity/preference
for a class. Oligotrophic: < 0.5 mg N L−1 and < 0.01 mg P L−1, meso-oligotrophic: 0.5-1.0 mg N L−1 and 0.01-0.02 mg P L−1, mesotrophic: 1-1.6
mg N L−1 and 0.02-0.05 mg P L−1, meso-eutrophic: 1.6-2.2 mg N L−1 and 0.05-0.15 mg P L−1, eutrophic: > 2.2 mg N L−1 and > 0.15 mg P L−1.
Oligosaprobe: < 0.1 mg NH4 L−1 and > 8 mg O2 L−1 and < 1 mg BZV L−1, B-mesosaprobe: 0.1-0.5 mg NH4 L−1 and 6-8 mg O2 L−1 and 1-5 mg BZV
L−1, A-mesosaprobe: 0.5-4 mg NH4 L−1 and 2-6 mg O2 L−1 and 5-13 mg BZV L−1, polysaprobe: > 4 mg NH4 L−1 < 2 mg O2 L−1 and > 13 mg BZV
L−1. Acid: < 5, slightly acid: 4.5-6.5, neutral: 6-7.5, basic: > 7.
Anabolia Athripsodes Baetis Baetis Caenis Caenis Cloeon Cyrnus Hydropsyche Limnephilus Triaenodes





oligosaprobe 1.0 0.91 2.0 1.82 1.0 1.0 1.0 3.0 1.0 3.0 1.0
B-mesosaprobe 6.0 4.55 6.0 3.64 6.0 6.0 4.0 4.0 5.0 4.0 5.0
A-mesosaprobe 3.0 3.64 2.0 4.54 3.0 3.0 4.0 3.0 4.0 3.0 4.0





oligotrophic 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
meso-oligotrophic 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
mesotrophic 2.0 2.0 0.0 0.0 2.0 3.0 2.0 2.0 0.0 3.0 2.0
meso-eutrophic 4.0 4.0 1.0 1.0 4.0 4.0 4.0 4.0 1.0 4.0 4.0




acid 1.0 1.0 2.0 1.0 1.0 1.0 3.0 1.0 1.0 2.5 0.0
slightly acid 1.0 2.0 3.0 1.0 2.0 2.0 3.0 2.0 2.0 2.5 0.0
neutral 4.0 4.0 3.0 4.0 4.0 4.0 2.0 4.0 4.0 2.5 5.0




In this section, the aim is to evaluate the best HSMs found with the simulations for section
8.4.2. For the evaluation, the 10 percent best models based on the TSS are retained. The
results of model evaluation are shown in Figure 8.6. The selected HSMs have a fair to sub-
stantial performance based on the criteria defined by Gabriels et al. (2007). The selected
models for Baetis rhodani have on average a substantial performance (Kappa = 0.77 ±
0.07, ∈ ]0.6,0.8]). For four species the models have a moderate performance (Kappa ∈
]0.4,0.6]) and the models for the six remaining species have a fair performance (Kappa
∈ ]0.2,0.4]). According to the AUC criteria defined by Pearce and Ferrier (2000), the
selected HSMs for Baetis rhodani have a very good discrimination ability (AUC > 0.9).
For nine species, the models have a reasonable discrimination ability (AUC ∈ ]0.7,0.9])
and for one species (Cloeon dipterum), the models have on average a poor discrimination
capacity (AUC ≤ 0.7). When checking the 10 % best results obtained with SOO in sec-
tion 8.4.1 (results not shown here), one observes that the models are found with a slightly
higher performance. The models for two species have a substantial accuracy (based on
Kappa). The HSMs for five others have a moderate accuracy, and the models for the re-
maining four species have a fair accuracy. For AUC, two species have HSMs with a very
good discrimination ability, and models for the other species have a reasonable discrim-
ination ability. Also here, the models for Cloeon dipterum have a poor discrimination
ability.
8.5 Potential applications for freshwater management
In this section, the goal is to show how the identified HSMs can be used to support fresh-
water management. Two simulation ensembles are generated by weighting the models
obtained in section 8.4.2. These weighted ensembles are used to simulate the geographi-
cal distribution of two species in the Netherlands for a hypothetical scenario. In a second
section, the species response curves and their coupled parameters are compared to the
environmental limits set by the Dutch government. The latter is done to illustrate how
models can be used as a source of information to inspect environmental limits.
8.5.1 Scenario analysis
River managers are interested to know which conditions lead to species presence or ab-
sence. In some cases, for example the reintroduction of a fish species in a catchment (see
chapter 7), the stakeholders wish to know which habitats are likely to be suited. Now
assume that it is known that the fish species is often absent from suitable sites, or it is
difficult to observe the species. Fitting HSMs with these data would lead to a model that
potentially underestimates the ‘true’ habitat suitability. In these cases, it can be interesting
to stimulate overestimation by allowing a higher commission error in favor of a reduction
of omission errors. In contrast, it is also possible that the fish species is often present at
unsuitable sites. In this case, it might be better to allow higher omission errors in favour
of a reduction of commission errors, i.e. stimulate underestimation (Araújo and Peterson,
2012).
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Figure 8.6: Values for the evaluation measures based on the 10 % best TSS models. The mean
and standard deviation are shown for the selected models of the 11 species. The boundaries
for the criteria are shown in the dashed lines. For Kappa, the boundaries are from bottom to
bottom: [0,0.2] - poor, [0.2,0.4] - fair, [0.4-0.6] - moderate, [0.6-0.8] - substantial, [0.8-1] -
excellent. For AUC, the boundaries are from bottom to top: [0-0.5]: no discrimination ability,
[0.5-0.7]: poor discrimination ability, [0.7-0.9]: reasonable discrimination ability, [0.9,1]: very
good discrimination ability.
In this section, an example of stimulating over- or underestimation, by weighting the
models obtained in section 8.4.2, is given. In an ensemble E stimulating underestimation,
higher weights are given to models which correctly predict absences (higher specificity,
potentially increasing FN and omission errors). In an ensemble stimulating overestima-
tion, higher weights are given to models which correctly estimate species presence (higher
sensitivity, potentially increasing FP and commission errors). In this section, the example
of ensemble weighting is shown for the species Baetis vernus and Cloeon dipterum. Each
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model e in the ensembleE is weighted by calculating the inverse weight distance between
the sensitivity or specificity and a reference. The reference sensitivity or specificity is an a
priori defined reference (goal) equal to one (a correct estimation of all species presence or
absence). In addition, the TSS is used and compared to the maximum TSS (=1) to weight







for models stimulating underestimation (equation 8.6) and overestimation (equation 8.7):
de =
√










In equation 8.6 and 8.7, the TSS term is divided by two since the TSS values range from
-1 and 1 (as Sn and Sp range from zero to one). For the inverse distance weighting, the
exponent of two is used. This way the models close to the reference are given a relatively
higher weight than the models further from the reference. For the input of the scenario,
the latest physico-chemical measurements at a location are used.
Figures 8.7 and 8.8 show the simulated HSI over the Netherlands for the species Baetis
rhodani and Cloeon dipterum, respectively. For Baetis rhodani, the suitability in the
Rhine basin is low for both ensembles. As expected, the suitability is in general higher
for the scenario stimulating overestimation. In the Meuse basin, the suitability is in gen-
eral much higher. In addition, the difference between the scenarios is most apparent in
North Brabant, west of Tilburg. The suitability is highest in the Limburg region, close
to border of Germany and Belgium. For Cloeon dipterum, the suitability is in general
higher than for Baetis rhodani (Figure 8.8). The difference between both ensembles is
assessed as more apparent than for Baetis rhodani. For instance, in the Rhine basin, the
suitability is much higher with an increase of 0.5 at some locations. Here, is is observed
that the high suitability of the locations close to the border of Germany and Belgium is
species specific for Baetis rhodani. This is also the region where lower transparencies are
measured. As such the suitability of the habitat for Baetis rhodani is expected to be high
at these locations (see also Figure 8.5, panel A). The results show to be in line with the
expectations: the simulations between the both scenarios differ more for Cloeon dipterum
than for Baetis rhodani. When inspecting the weights assigned to every model, one ob-
serves that - in general - higher weights are appointed to lesser models in case for Baetis
rhodani. For Cloeon dipterum, weights are assigned more uniformly over the models than
the weights for Baetis rhodani. This is because the TSS values for the best models for
Baetis rhodani are in general higher than those for the best models for Cloeon dipterum.
As a consequence, these best models for Baetis rhodani receive proportionally a higher











































































Figure 8.8: Simulated HSI values over the Netherlands with an ensemble stimulated to overestimate (left) and underestimate (right) for the species
Cloeon dipterum.
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The advantage of using the MOO approach is that weighting of models can be done
posterior optimization. This allows stakeholders to inspect the effect of weighting given
knowledge and system insight, without the need to retrain models.
8.5.2 Physical environmental limits
The Dutch water authorities are required by the European Union to define the water qual-
ity status based on physico-chemical standards (Rijkswaterstaat, 2009). A number of
criteria (bio availability, stability, bio accumulation, toxicity and speciation of the contam-
inant) together with the main effect on the ecosystem health should be considered while
defining a limit. This requires a good understanding of the species response through field
and laboratory experiments. In this section, it is illustrated how the identified species
response can be used to analyze predefined environmental limits. The identified models
in section 8.4.2 are used to reflect responses of species in the field. In Figure 8.9, the
parameters θ1 and θ2, defining the lower boundary of the range and optimum, are shown
for the 11 species for the variable dissolved oxygen (DO). The variable DO is selected
since it is a variable with a relatively high support (eight out of 11 species had a support
higher than 50 %).
The predefined limit is assessed as relevant when considering the estimated species re-
sponse to dissolved oxygen of the 11 taxa (Figure 8.9). It is observed that the parameter
θ1 is lower than the set limit of 5 mg O2 L−1, except for Baetis rhodani. The parameter θ2,
defining the lower boundary for optimal conditions, is higher than 5 mg O2 L−1 for An-
abolia nervosa, Athripsodes aterrimus, Baetis rhodani, Baetis vernus, Caenis luctuosa,
Hydropsyche angustipennis and Limnephilus lunatus. The weighted mean for the models
stimulated to overestimate is on average slightly lower than the weighted mean for model
stimulated to underestimate. Only for Athripsodes aterrimus, a rather large difference is
observed (see also Figure D.2). From these plots, it can be concluded that only Baetis rho-
dani is estimated sensitive to the dissolved oxygen at the inspected environmental limit of
5 mg O2 L−1.
The results show that the developed species response curves can help to analyze environ-
mental limits. However, it remains important to use these results as an additional source of
information to inspect physico-chemical limits. In addition, these conclusions are based
on a limited number of species. It is likely that lesser sampled species might have a nar-
rower (optimal) range (Breiner et al., 2015). As a consequence, the presented analysis can
indicate requirements. However, only analyzing a part of the species community gives an
insight in a part of the requirements.
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Figure 8.9: Weighted values for the parameters θ1 and θ2 for the variable DO. The results are
given for models stimulated to overpredict and underpredict. Each dot present the parameter
value of θ1 or θ2 of the DO curve for one model. The black line is the weighted mean (weights
used in section 8.5.1). The lightness (in greyscale) of each dot in each panel shows the weight
(maximum = black, minimum = white) assigned to the model. The environmental limit (dashed
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Figure 8.9: (continued) Weighted values for the parameters θ1 and θ2 for the variable DO. The
results are given for models stimulated to overpredict and underpredict. Each dot present the
parameter value of θ1 or θ2 of the DO curve for one model. The black line is the weighted mean
(weights used in section 8.5.1). The lightness (in greyscale) of each dot in each panel shows
the weight (maximum = black, mimum = white) assigned to the model. The environmental limit
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The aim of this chapter is to assess whether MOO can be used as an alternative to SOO
to identify HSMs. A key element in this approach was the identification of a trade-off
between sensitivity (correct estimation of presence) and specificity (correct estimation
of absence) without the need for a priori weighting, and without losing information by
mapping the objectives to one dimension. In this section, the results, the added value and
future research directions for this approach for habitat suitability and species distribution
modelling are discussed.
8.6.1 Multi- versus single-objective optimization
As shown in section 8.4.1, the MOO approach with NSGA-II was more effective than
SOO approach in identifying a set of models enclosing a trade-off between sensitivity
and specificity. However, the MOO approach was biased towards identifying models with
a high specificity. The SOO approach was able to identify more accurate HSMs. As a
consequence, the use of the MOO approach can be considered when accuracy is poor, fair
or moderate, or when a models presenting a trade-off between omission and commission
errors are explicitly required.
The solutions in the Pareto space showed to be biased towards the correct estimation of
species absence. To inspect if there is a link with sample prevalence, the sensitivity and
specificity of the ensemble models for each species was inspected as a function of the
prevalence (not shown here). A declining trend of the ensemble-mean sensitivity and
specificity with increasing sample prevalence was delineated. The mean specificity was
higher than sensitivity, suggesting that patterns are more noticeable present in the absence
than in the presence data. Furthermore, the difference between mean sensitivity and speci-
ficity became smaller with increasing prevalence. This would suggest there is an effect
of prevalence in the way the algorithm exploits areas in the search space which offer less
resistance.
This bias can be explained by dominance resistant solutions. Dominance resistant solu-
tions are solutions with a near-optimal value in one or more objective(s), but a poor value
in the remaining objective(s). These solutions are identified as non-dominant far from the
optimum in the Pareto space (here the 1-1 point) and grow with the number of objectives.
Since they are identified as non-dominant in the first front, these solutions can cause a
bias in the identified final front (Jaimes and Coello Coello, 2015). Specific implementa-
tions are available in literature to tackle the issue of dominance resistant solutions (Cai
and Yuping, 2015; Dai et al., 2014).
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The NSGA-II implementation for the MOO is assessed as fairly effective to simultane-
ously optimize sensitivity and specificity. NSGA-II is a long established algorithm with a
number of advantages: it is robust, it is easy to comprehend and it requires little compu-
tational resources. These properties make the approach a competitive approach to other
MOO approaches (Cui et al., 2017; Pilát, 2010). However, the performance of the ap-
proach is potentially less satisfying for difficult or more complex problems (Deb and Jain,
2013; Jaimes and Coello Coello, 2015; Reed et al., 2013). In this study, the approach was
used to balance two objectives, and therefore the NSGA-II is assessed as effective.
Two notable disadvantages of using NSGA-II are the risk of losing the best solutions
during optimization, and the possibility of premature convergence. The first limitation
is caused by using the crowding distance in the tournament selection operator. Although
this approach is used to provide a good diversity amongst solutions, it can exclude well-
performing solutions from dense areas (Cui et al., 2017). This exclusion is a notable
limitation of NSGA-II, and can explain why the algorithm identifies slightly less accurate
solutions than the SOO approach. The algorithm settings can also be a cause why MOO
is not able to identify such accurate solutions as SOO. Throughout this dissertation, the
guidelines of Gibbs et al. (2008) are used. However, it is unknown whether the guidelines
are appropriate for the implemented sorting and selection operators. The robustness of
the guidelines of Gibbs et al. (2008) for NSGA-II were tested in a number of pilot runs.
From these experiments, it was concluded that the hyper parameters were near-optimal.
As such, the results indicated that the algorithm did converge, and that the used guidelines
are appropriate for this case study. In conclusion, the NSGA-II approach is assessed as
adequate approach to perform MOO of HSMs. However, a comparison with other MOO
approaches should be a subject for further research.
8.6.2 Multi-objective optimization for prevalence-adjusted training
The approach presented in this chapter is assessed to have a number of advantages. The
parameter-free approach to inspect trade-offs can be said to be a major advantage over
single-objective approaches. Weighting can still be done, but after model training (op-
posed to Mouton et al. (2009b)). A second advantage is that the presented MOO approach
is assessed to be more transparent, since the trade-off between objectives can be presented
to end-users without prior knowledge of the modelling approach. Presenting this trade-off
can also be facilitated with the introduction of a weighting parameter to map multiple ob-
jectives to a single objective. However, the weighting does not explicitly compare model
solutions in the model optimization phase. As a consequence, it is not guaranteed that
the solutions found by weighting in the single objective are on a trade-off. In contrast,
the MOO approach guarantees that an optimal (or at least near-optimal) solution to this
trade-off is identified. In this perspective, the presented approach is assessed as superior
to the SOO approaches.
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The MOO approach can serve as a valuable tool in cases where a closer collaboration
between model developers and ecologists could be helpful to meet study objectives. As
discussed in chapter 5, the interaction between developers and ecologists is assumed to
be key to achieve more reliable models (Mouton et al., 2009a). Presenting a number
of choices to stakeholders cannot only increase transparency, but also enhance trust in
the developed approaches. An important aspect to consider is how these Pareto-optimal
trade-off curves can be used by decision-makers to choose the most appropriate alterna-
tive. A key element is the reduction of the number of potential solutions that have to be
considered by the decisio -makers (Ascough et al., 2008).
In this research, the search for a set of models along two (or more) objectives is shown to
be valuable in prevalence-adjusted model optimization. A key aspect in this chapter was
to circumvent the need to use a pooled measure as objective, such as TSS or Kappa. This
way, it is believed model developers can focus on a more prominent question: how well
do our models perform in estimating species presence and absence, and what is the trade-
off between those objectives? In addition, how does this trade-off relate to the properties
of the data, the model formulation, the species’ characteristics and study objectives? The
novel method developed in this chapter can help to provide an answer to these questions.
Highlights chapter 8: A novel prevalence-adjusted approach based on multi-objective
optimization (MOO) is presented. The approach is implemented and compared to single-
objective optimization (SOO).
• MOO is a good alternative to SOO for prevalence-adjusted model training.
• MOO can identify a trade-off which might be impossible to identify with SOO.
• MOO can be considered as an alternative to SOO when (one of) following criteria
are met:
1. The study objectives require a set of models enclosing a trade-off between
sensitivity and specificity.
2. The accuracy of the HSMs is poor, fair or moderate.
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Assessment of the prevalence-adjusted
approach with virtual experiments
9.1 Introduction
An important practice in the development of an optimization method is to test approach ro-
bustness in different situations (Meynard and Kaplan, 2013). Ideally, practitioners should
test an approach on multiple case studies, and evaluate the approach on a number of cri-
teria (van Proosdij et al., 2016). Typically, these criteria measure the accuracy and the
ecological relevance of the acquired models. Another option is to test a method with
benchmark approaches, i.e. methods that have a firm understanding and trust among
model developers. The comparison of the results, obtained with the new and benchmark
approach, can show where specific strengths and weaknesses lie.
A final option is to assess the robustness and performance of an approach with a virtual
species approach. In this approach, a problem, for which the solution is known, is gener-
ated. Training data to solve this problem are generated with a noise generator and assumed
‘true’ model (Fukuda and De Baets, 2016). The true model is composed out of a number
of assumed ‘true’ (also called virtual) species response curves. By searching for the a
priori known solution to the problem with the simulated or ‘virtual’ training data, one can
assess the robustness and performance of the approach (Zurell et al., 2010). The advan-
tage of this approach is that one can test training algorithms in a controlled environment.
However, one can question whether the assumed ‘true’ species response is ecologically
plausible, and is not an oversimplification of the complex situations encountered in the
real world. Although this simplification is a clear disadvantage, simulations with virtual
species are increasingly used to test the effect of different aspects of modelling and data
collection on the performance of model training approaches (for example Kramer-Schadt
et al. (2013), Leroy et al. (2016) and Meynard and Kaplan (2013)).
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In this chapter, the aim is to evaluate the performance of the developed prevalence-
adjusted multi-objective optimization (MOO) approach (i.e. NSGA-II with embedded
input variable selection) presented in chapter 8. The specific goals of this chapter are:
• Can the MOO approach delineate a Pareto front for varying types of problems?
• What is the effect of using a fixed and a varying threshold, for computing the species
occurrence, on the estimated species response?
• Can the embedded input variable selection (IVS) approach approximate the as-
sumed ‘true’ species response?
A virtual species approach is chosen because it show in which situations the algorithm
succeeds or fails to delineate the assumed ‘true’ species response. This virtual relationship
between probability of occurrence and habitat suitability can be interpreted as a pooled
function explaining a species’ opportunistic character, and effect of stochastic events or
disturbances (Leroy et al., 2016). This function can, for instance, be a step-wise function
computing a virtual presence (absence) in case the habitat suitability is higher (lower)
than a threshold. Or this can be a binomial distribution from which one samples a virtual
species occurrence with a chance equal to the estimated habitat suitability.
In the next section, the virtual species approach used in this thesis is explained. In section
9.3, an easy problem is presented to the algorithm. With this easy problem, the aim is to
identify what the effect is of using a fixed and a varying threshold on the model training.
Next, the relation between habitat suitability and probability of occurrence is assumed
to be a logistic relation (section 9.4). By employing this logistic function, the goal is to
research how robust the embedded IVS approach is to identify the true species response.
In addition, the aim is to uncover at which prevalence the MOO approach is unable to
delineate a trade-off between the objective of correct estimation of species presence and
absence, respectively. Finally, the results of these experiments are discussed in section
9.5.
9.2 Virtual experiment
In Figure 9.1, the virtual experiment used in this chapter is illustrated. The first part
(above dotted line) covers the generation of a simulated biological data set. The second
part (below dotted line) covers the optimization of the models and identification of a
species response curves. The virtual biological data set is a data set of species occurrence
which hypothetically could be sampled in the field. To generate these virtual data, an
observer model is applied. An observer model is a model that simulates errors on species
occurrence.
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Figure 9.1: Virtual species approach used to assess the performance of the MOO approach. In
the first part (above the dotted line), a simulated biological data set is generated. In the second
part (below dotted line), the simulated data are coupled with abiotic forcing data. These coupled
data are used to estimate the species response with the MOO. The simulated biological data set
is generated by assuming a set of input variables with assumed ‘true’ species response curves
(and parameters θ). By applying equation 9.1 with the abiotic input data, one simulates the
habitat suitability and species occurrence. Species occurrence is simulated by sampling from a
binomial distribution with a probability of occurrence obtained by a logistic function with as input
the HSItrue (see equation 9.4). The performance and robustness of the algorithm is measured
by comparing the estimated with the assumed ‘true’ species response. Perturbations on the true
species response are shown with the dashed arrows.
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A virtual species with hypothetical species response curves is assumed. These curves
are assumed to be the true functional relationship between the species’ habitat preference
and an environmental gradient. The relation defining this ‘true’ species response to each





0 if xjk < θ1
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1+exp(−p1∗xjk−p2)
if xjk ∈ [θ1, θ2[
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From these ‘true’ species response curves, the suitability is calculated for a number of in-
put values (abiotic input data, model forcing). Next, a ‘true’ habitat suitability (HSItrue) is
computed by applying an aggregation function. Following the filter concept, it is assumed








The HSItrue is assumed to be the true suitability of the habitat for the species given the abi-
otic forcings. However, suitability is not be observed in the field, but species occurrence
is. This requires to transform the ‘true’ habitat suitability to ‘true’ species occurrence. The
latter could be hypothetically measured when one would be able to observe species oc-
currence perfectly. In order to translate simulated habitat suitability to simulated species
occurrence, a relation between both is defined. A simple approach is to transform habitat
suitability to species occurrence by applying a step-wise function. In that case, a habitat
suitability would lead to a virtual species presence (absence) when the suitability of the
habitat is higher (lower) than a threshold. Although simple, this approach might lead to
unrealistic species presence patterns, because real species are often absent at locations
with high suitability. This absence is due to stochastic events and local disturbances (e.g.
biotic interactions). In order to account for this, a probabilistic approach, in which a bino-
mial distribution is sampled with chance equal to the probability of occurrence, is used.
The probability of occurrence P (O) is defined as a function of the habitat suitability:
P (O) = f(HSItrue) (9.3)
with f , a logistic function:
P (O) =
1
1 + exp(−a(HSItrue − b))
(9.4)
with a and b, depicting the slope and the inflection point of the logistic curve (see Figure
9.2). By tuning the parameters of the logistic function, one can cause a bias in the species
probability of occurrence relative to the habitat suitability. A special case of this func-
tion is referred to as the ‘step function’ (see Figure 9.2, right lower panel), leading to a
probability of occurrence of 1 (0) if the HSI is higher (lower) than 0.5:
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P (O) =
{
1 if HSItrue ≥ threshold
0 if HSItrue < threshold
(9.5)
The probability of occurrence is used to sample a binomial distribution which simulates a
virtual species presence or absence. One intermediate step can be considered. That is the
effect of hypothetic data collection through field sampling on virtual species occurrence.
This step can include effects of sampling bias and misidentification. Here, this step is
not considered. However, it is suggested that future research can focus on assessing the
influence of sampling efforts on the algorithms’ performance (Leroy et al., 2016). Once
simulated biological data are generated, the abiotic input data (forcing) are coupled to the
simulated data. These coupled data are used as training data to optimize HSMs for the
virtual species. After identification, the estimated species response can be compared with
the assumed ‘true’ species response. By comparing the distance between both, one can
assess how robust an approach is.
It is important to note that in this exercise, it is assumed that no errors are present on the
abiotic input data. Even more, it is assumed that the values for the input data are represen-
tative for the conditions in the field. It is likely that this will not adequately reflect reality.
However, it is assumed that the effect of the abiotic input data errors on the final result of
the experiment will be small compared to the perturbation considered for simulation of
species presence or absence.
Two species, with a different number of explanatory variables, are chosen to gain an
insight in how well the EA performs on varying problems. In a first step, ‘true’ species
response curves are assumed for both species (see Table 9.1). It is assumed that the
interaction of the variables considered in the exercise are the main contributors shaping
the virtual species’ fundamental niche. It is important to note that this will likely not
reflect reality because the fundamental niche is excepted to be shaped by many gradients.
It is therefore assumed that the values in the abiotic data are limiting for those two factors,
whereas for the other variables, all input values fall within the optimum range (SI=1) of
the species response. In a second step, a step-wise function is used to transform the
simulated HSI to probability of occurrence. The virtual data are then coupled to the
abiotic forcing data to generate a training data set. Data from the Limnodata (chapter 4)
are used as abiotic forcing data. Observed data are used to reflect realistic environmental
conditions, which could actually be measured in the field. Training data with 748 records
are obtained by taking the last observation of the available abiotic data in time for a




Figure 9.2: Four examples of logistic relations between probability of occurrence and the habitat
suitability. In the first example (left upper panel), a steadily increasing logistic curve with an
inflection point at 0.5 is shown. In a second example (upper right panel), the inflection point
is shifted towards a higher HSI value, inducing a bias in the species presence towards above
average habitat suitability conditions. In the third example (lower left panel), a bias towards
absence for lower HSIs is induced. The last example shows a step-wise function approach in
which the probability of occurrence is equal to one (zero) for a HSI higher (lower) than 0.5. P (O)
= probability of occurrence.
Following settings are used to run the optimization with the MOO (NSGA-II with em-
bedded IVS) approach:
• Sensitivity (Sn) and specificity (Sp) are used as the objectives.
• Operators as described in chapter 6 (crossover, mutation) and 8 (selection based on
crowding distance) are used.
• The optimization is repeated a 100 times with a sample (with replacement) of the
training data. In each sample of the training data, the prevalence is kept equal to
avoid non-comparability of the results. All models in the first front solution to the
Pareto frontier of the last generation are retained for analysis. The support for each
variable is calculated by summing the number of models that include the considered
variables, and dividing this sum by the number of analyzed models.
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Table 9.1: Input variables X and species response curves (with parameters θ) considered for two
virtual species.




Ammonium 0.005 0.05 0.1 5




Ammonium 0.001 0.1 0.2 1.7
Biological oxygen demand 0.5 1 2 16
Dissolved oxygen 2 9 11 16
Phosphate 0.01 0.02 0.03 0.5
9.3 Effect of using a fixed versus varying threshold
In the first experiment, a step-wise function is used to compute probability of occurrence
from a binomial distribution (< 0.5→ P (O)=0, ≥ 0.5→ P (O)=1) (see Figure 9.2, lower
right panel). In Figure 9.3, the results of the optimization for virtual species one are shown
(all models with the best TSS per repeated MOO analyses are retained). The support is
given in the left panel whereas the estimated (full black line) and assumed true (striped
line) species response curve are given for the dissolved oxygen and ammonium (respec-
tively upper right and lower right panel). Variability on the obtained results are shown by
the 10 and 90 percentile of the found estimated SI values. From this figure, it is observed
that the algorithm is able to delineate the steering factors of the species response. Dif-
ferences are observed between the estimated and assumed true species response curves.
The response of dissolved oxygen is well estimated (visual inspection), but the optimal
and total range for ammonium are respectively over- and underestimated. For ammonium
(Figure 9.4, left panel), a sudden increase in estimated suitability (from SI = 0 → 1) is
observed around the value of true HSI value of 0.25. At one point (true SI equal to ap-
proximately 0.3, estimated equal to 0) an exception occurs related to the underestimation
of the optimal range at the lower end of the NH+4 continuum. The approach (Figure 9.4,
right panel) only slightly underestimates the total range of the response towards dissolved
oxygen. These results show that the algorithm is able to delineate the controlling factors,
but only partly succeeds to identify skewed responses.
For virtual species two (Figure 9.5), a similar pattern is observed as for virtual species one.
Dissolved oxygen and phosphorus are identified as steering factors, but ammonium and
especially BOD5 are not identified as steering factors. The optimal range is overestimated
for ammonium and ortho-phosphate whereas the total range is underestimated. From this,
one concludes that the MOO approach is able to delineate the steering factors when a
threshold approach is used to species presence and absence. The optimal and total ranges
for the skewed distributions are respectively over- and underestimated.
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Figure 9.3: Estimated species response curves and support for virtual species one. A threshold
of 0.5 is used to compute species occurrence. The support is given in the left panel whereas the
estimated (full black line) and assumed (striped line) true species response curve are given for the
dissolved oxygen and ammonium (upper right and lower right panel, respectively). Variabilities
on the found response are shown in the light grey area, and are based on the 10 and 90 percentile
of the estimated SI values.
Figure 9.4: Scatterplot of simulated (y-axis) and true (x-axis) suitability values for ammonium
(left panel) and dissolved oxygen (right panel) (species one). The first order linear regression of
estimated as a function of true HSI is shown in black. * = significant estimates on the 5 % level.
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Figure 9.5: Estimated species response curves and support for virtual species two. A threshold
of 0.5 is used to compute species occurrence. The support is given in the left panel whereas the
estimated (full black line) and assumed (striped line) true species response curve are given for the
dissolved oxygen and ammonium (upper right and lower right panel, respectively). Variabilities
on the found response are shown in the light grey area, and are based on the 10 and 90 percentile
of the estimated SI values.
Next, a threshold maximizing the TSS is used to transform the estimated HSIs to occur-
rence. When applying this approach, it is observed that the algorithms’ performance is
slightly higher, specifically to estimate skewed responses (visual inspection, Figure com-
pare 9.6 to 9.3 and 9.7 to 9.5). For species two, ammonium is also identified as a steering
factor, and the algorithm is able to estimate the total response range and skewness. Al-
though the average response is a better estimate of the true response, the variability on
this estimate is higher.
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Figure 9.6: Species response curves and support for virtual species two. A threshold maximizing
the TSS to differentiate between species presence or absence. The support is given in the left
panel whereas the estimated (full black line) and assumed (striped line) true species response
curve are given for the dissolved oxygen, phosphorus, biological oxygen demand and ammonium.
Variabilities on the found response are shown in the light grey area, and are based on the 10 and
90 percentile of the estimated SI values.
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Figure 9.7: Species response curves and support for virtual species two. A threshold maximizing
the TSS to differentiate between species presence or absence. The support is given in the left
panel whereas the estimated (full black line) and assumed (striped line) true species response
curve are given for the dissolved oxygen, phosphorus, biological oxygen demand and ammonium.
Variabilities on the found response are shown in the light grey area, and are based on the 10 and
90 percentile of the estimated SI values.
In Figure 9.8, the near-optimal solutions to the Pareto frontier are shown for species one
(left) and two (right). In addition, the histogram of the solutions on the sensitivity and
specificity axis are shown along with the sample prevalence in the training data. It is
observed that for species one and two, solutions close to the one-one point (excellent
performance) are identified. The range of the solutions over both axis is larger for virtual
species two compared to the range of species one. In addition, for species two, solutions
over the total range of the sensitivity axis are identified, whereas no solutions with a low
specificity are identified. Thus no models with a low performance considering the correct
estimation of species absence are identified in the first front for species two. For species
one, the same is true, but also for the correct estimation of presence.
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Figure 9.8: Near-optimal solution to the Pareto frontier for virtual species one (left) and two
(right). All solutions identified in the first front of the last GA generation are shown for all re-
peated GA analysis. A step-wise function (equation 9.5) is used to simulate species occurrence. A
threshold maximizing the TSS is used to compute species presence and absence.
9.4 Effect of varying the habitat to occurrence relation f
In section 9.3, a step-wise function is used to compute the probability of occurrence as a
function of habitat suitability. In this section, a logistic curve is used to define this rela-
tion. In a first experiment, a value of 50 and 0.75 are as a value for a and b. By using these
values, the probability of occurrence is low (and zero) for HSIs below approximately 0.6
(and 0.5). By applying this function to compute occurrence, the prevalence in the training
data declined, compared to the step-wise approach, for virtual species one from 82 %
to 61 %, whereas for virtual species two, prevalence lowered from 38 % to 18 %. The
threshold optimizing the TSS is used to estimate species occurrence.
The MOO approach is able to delineate the steering factors for the presented problem
(Figure 9.9 and Figure 9.10). For both species, an additional factor is identified to explain
a part of the variation in the distribution (Temperature for virtual species one and pH
for two). Compared to the results found in section 9.3, the algorithm is able to estimate
the optimum of the response less well. In addition, it largely underestimates the total
range. In Figure 9.11, the found solutions of the first rank are shown in the Pareto space
for species one (left) and two (right). For both species, the near-optimal solutions to the
Pareto front lie further from the one-one point than in the previous exercise (section 9.3).
For species one (prevalence 60 %), the solutions cover a large part of the range of the
sensitivity and specificity axis. For species two (prevalence 18 %), the identified front
covers the whole range on the x-axis (Sn∈[0,1]), whereas a limited range on the y-axis
(inspecting Sp∈[±0.5,1]) is covered.
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Figure 9.9: Species response curves and support for virtual species one. A threshold maximizing
the TSS to differentiate between species presence or absence. The support is given in the left panel
whereas the estimated (full black line) and assumed (striped line) true species response curve are
given for the dissolved oxygen and ammonium. Variabilities on the found response are shown in
the light grey area, and are based on the 10 and 90 percentile of the estimated SI values.
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Figure 9.10: Species response curves and support for virtual species two. A threshold maximizing
the TSS to differentiate between species presence or absence. The support is given in the left panel
whereas the estimated (full black line) and assumed (striped line) true species response curve
are given for the dissolved oxygen, dissolved oxygen, biological oxygen demand and ammonium.
Variabilities on the found response are shown in the light grey area, and are based on the 10 and
90 percentile of the estimated SI values.
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Figure 9.11: Near-optimal solution to the Pareto frontier for virtual species one (left) and two
(right). All solutions identified as the first front of the last GA generation are shown for all repeated
GA analysis. A logistic function with parameters a and b equal to 50 and 0.75 transform habitat
suitability to probability of occurrence.
Figure 9.12 (upper panels) shows the results of the experiment performed with parameters
a and b equal to 50 and 0.95. Using these parameters leads to a prevalence (occurrence)
of 21 % (159) and 4 % (30) for species one and two, respectively. The results of the
preference curves (not shown here) show that adequate solutions are still found for this
problem. Figure 9.12 (upper panels) shows that a large share of the solutions are located
between approximately 0.75 and 1 on the specificity axis. The sensitivity solutions are
spread over the whole range of the axis. For a number of models, the models’ ability
to correctly estimate absence is rather low (Sp < 0.35, Sn = 1). When inspecting these
models, one observes that all of these models (39 in total) do not include NH+4 . Other
models performing well do also not include NH+4 . For these models, it is observed that
on average (expressed in median) they consist of five input variables limiting absence.
For these models not including NH+4 and with a high Sp value, the correct estimation of
absence is thus wrongly compensated by other environmental factors. For species two,
solutions are only defined between approximately 0.75 and 1 on the specificity axis. In
addition, a discrete solution space is defined on the sensitivity axis. This indicates that
improvements in sensitivity occur with a certain delta. This delta is equal to one divided
by 30, 30 being the number of species presences in the virtual training data set.
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In Figure 9.12 (lower panels), the results of the experiments performed with parameters
a and b equal to 50 and 0.25 are shown. Using these values leads to a prevalence (occur-
rence) of 91 % (682) and 60 % (405) for species one and two, respectively. For species
one, solutions are only defined for very high sensitivity values. This indicates that all
models estimate presence well. In contrast, the models for virtual species two are spread
over the total range of the sensitivity and specificity axis. When considering two extreme
scenarios of prevalence (virtual species two, upper right panel and species one, lower left,
Figure 9.12), one observes that an opposite pattern is observed in the estimated front. This
would suggest that prevalence of the data does influence the search space that is explored
by the MOO approach.
Figure 9.12: Near-optimal solution to the Pareto frontier for virtual species one (left) and two
(right). All solutions identified as the first front of the last GA generation are shown for all repeated
GA analysis. A logistic function with parameters a and b equal to 50 and 0.95 (upper panels) and
50 and 0.25 (lower panels) transform habitat suitability to probability of occurrence.
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9.5 Discussion
In this chapter, the performance and robustness of the MOO approach developed in this
thesis are tested by means of a virtual experiment. By altering the relation between the
probability of species occurrence and habitat suitability, a number of challenges are pre-
sented to the algorithm. In general, the results show that the algorithm is able to delineate
the steering factors and, in some cases, the optimum range. However, estimating the total
range is assessed as rather difficult. It shows that when no information is available in
the training data on species occurrence in the range to support the definition of species
response, no response is estimated in that range of the continuum. It confirms previous
findings in thesis: approximating the (fundamental) niche is not possible when little in-
formation is available to identify it. This shows to be an apparent weakness of the model
presented in chapter 2.
The choice of a threshold to compute species presence and absence, and the confusion
matrix, has an important impact on the robustness of the approach. In chapters 5, 6 and
7, a threshold maximizing the TSS is used, as advised by a number of authors (Jiménez-
Valverde and Lobo, 2007; Liu et al., 2005). However, it is found that the use of a threshold
of 0.5 might be more adequate to obtain robust estimates, at least for a model based on
the geometric mean. As a price, the overall accuracy declines, and the responses are es-
timated, on average, less well. Similar conclusions have been drawn by Fukuda et al.
(2011), and this suggests that varying a threshold during optimization might not be the
best solution. A way to circumvent the issue of setting a threshold is using the computed
HSI values as model outputs (Lawson et al., 2014; Meynard and Kaplan, 2013). Meynard
and Kaplan (2013) suggest to make use of a probabilistic approach (sampling a binomial
distribution with a chance equal to the habitat suitability) to compute species presence.
Lawson et al. (2014) suggest to use of a threshold-independent, but prevalence-dependent,
performance criteria to optimize models (based on the Akaike Information Criterion).
In two situations, the MOO approach failed to identify solutions enclosing a trade-off.
When the prevalence was lower than 10 %, and higher than 90 %, the algorithm only de-
lineated models with a high specificity and sensitivity, respectively. It can be questioned
whether this is an issue, since well-accurate models were identified anyway (TSS close to
1). This is true when one does not aim to balance commission or omission errors. How-
ever, as discussed in chapter 8, it can be interesting to inspect models with a certain degree
of over- or underestimation (see introduction section 8.5.1). In the cases of a very high
or low prevalence, it is not advised to use this method for prevalence-adjusted training.
In the context of single-objective optimization, van Proosdij et al. (2016) also proposed
a boundary of 10 % and 90 %. As such, this would suggest that training models with a
data set with very low or high prevalence is not advised. Note that these conclusions are
drawn based on using a threshold maximizing the TSS. Yet, similar patterns are observed
for a fixed threshold (see chapter 8 and Appendix D).
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The use of the virtual approach is assessed as adequate to test the optimization approach.
There are a number of improvements that can be formulated to test robustness and perfor-
mance for specific challenges. For instance, the effect of field sampling is not included,
and thus not assessed. In these cases, it would be interesting to observe how sampling
of species in certain areas in the environmental gradient space would bias the solutions
found by the algorithm. To test this, the approach of Leroy et al. (2016) could be used.
Leroy et al. (2016) generate virtual species training data by accounting for species dis-
persal, different sampling strategies and varying occurrence-suitability relations. Another
weak point is the use of the same model to generate a training data, and to identify the as-
sumed ‘true’ species response. In an ideal scenario, one would use an independent model
to generate these virtual species (Zurell et al., 2010).
Highlights chapter 9: A virtual species approach is used to test the robustness of the
NSGA-II (MOO) approach with embedded IVS.
• The approach is able to delineate the true species response when the habitat-species
occurrence relation is unbiased.
• The approach struggles to identify the total range when no information is available
to define it.
• Using a fixed threshold to compute species occurrence leads to a more robust, but
less accurate, estimate of the species response.
• The use of the NSGA-II approach is not advised when prevalence of the data is
below 10 % or above 90 %.
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General discussion and future research
directions
10.1 Contributions of the thesis
During the last 40 years, species distribution models are increasingly used in ecology to
formulate answers to theoretical and practical questions. A wide range of approaches
is available to estimate the species-environmental relation, and a species’ geographical
distribution. Each of these approaches have their strengths and limitations, making each
of them useful in specific situations. Almost all species distribution modelling methods
rely on data-driven modelling, and share the weakness that they are unable to adequately
reflect concepts of ecological, niche theory in particular. As a consequence of this incom-
plete knowledge, it remains difficult for practitioners to identify (a set of) models that are
valuable for a given case study. A solution to this problem can be to encourage collabo-
ration between model developers and users. This would require a (set of) tool(s) that can
help to close the gap between developers and users.
The aim of this thesis is to propose and develop a data-driven method that can be used
by ecologists and (river) managers to help to select or identify a set of optimal model(s)
satisfying multiple case study objectives. In chapter 2, a habitat suitability model (HSM)
was proposed to model a number of freshwater species in Ecuador, Flanders and the
Netherlands. The model was assumed to better comply with niche theory by proposing
a minimal set of assumptions that can support concepts of niche theory. These models
were optimized with evolutionary algorithms and field data. An evolutionary algorithm
(EA) was implemented because it was assumed to be able to efficiently deal with multi-
objective optimization. In addition, it was hypothesized EAs are adequate methods to
identify a limited set of accurate models, from a large set of candidate models.
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An input variable selection (IVS) method, based on EAs, was proposed to reduce model
complexity (chapter 5 and 6). In chapter 5, it was assumed that the parameter values cou-
pled to each input variable were a priori known. In this case, a wrapper IVS approach,
based on simple genetic algorithms, was implemented to select explanatory variables.
In a second case, it was assumed that parameter values could not be constrained a pri-
ori. Consequently, the parameters were added to the model hypothesis, leading to an
increase of potentially valid solutions. To identify possible solutions in the combined
variable-parameter space, an embedded IVS approach, based on a variable length en-
coded genetic algorithm, was implemented (chapter 6). This method showed to be suc-
cessful in identifying well-performing models (chapter 6), and was able to estimate the
species-environment relation (chapter 9). Finally, a prevalence-adjusted model training
method, based on multi-objective optimization (MOO), was implemented and used to
identify models enclosing different objectives (chapter 8). Specifically, this method aimed
to identify structurally different models that either favour omission errors over commis-
sion errors (i.e. underestimation) or vice versa (i.e. overestimation). This tool can be used
by ecologists and river managers to balance commission and omission errors as a function
of the study objectives, the inspected species and used data. This was the first application
of a multi-objective approach to quantify this trade-off, and it was assessed as superior to
a single-objective optimization approach.
10.2 Research questions
Is multi-objective optimization a good alternative to single-objective
optimization?
Current state
Prevalence-adjusted model training is an important practice in species distribution mod-
elling to deal with the balance between commission and omission errors. The training
method aims to identify a set of models enclosing the trade-off between under- and over-
estimation. From this set, users can select (a) model(s) depending on the study objectives,
sample prevalence in the data, species characteristics and ecological knowledge. Cur-
rently, there are two ways to facilitate prevalence-adjusted training. In the first approach,
a model is trained by means of a single objective, and after training, the model threshold
(or intercept) discriminating between presence and absence is adjusted (Lawson et al.,
2014). Although straightforward, this approach provides no information about variability
on the estimated species response, i.e. no structurally different models are obtained. A
second option is to iteratively weight the degree of under- and overestimation in one ob-
jective (Mouton et al., 2009b). In this approach, the increase in one objective can be com-
pensated by a loss in another. As such, the trade-off between both objectives is masked
by weighting. Even more, weighting can be considered as subjective, and repeating the
training for each aggregation is computationally inefficient (Vrugt et al., 2006). The two
above discussed approaches are based on single-objective optimization approaches. MOO
has been assessed as superior to single-objective optimization to identify a trade-off. In
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this dissertation, it was hypothesized that MOO can be used as an alternative to single-
objective optimization for prevalence-adjusted model training.
Contribution
In this dissertation, a prevalence-adjusted training approach based on MOO was imple-
mented and tested. The non-dominated sorting genetic algorithm-II (NSGA-II) was used,
as it is a fast and elitist multi-objective genetic algorithm. NSGA-II propagates a popula-
tion of candidate solutions to a Pareto front defined by a set of objectives. In this thesis,
the objectives were defined as the correct estimation of species presence (sensitivity), on
the one hand, and species absence (specificity), on the other. The approach was assessed
as a good alternative to single-objective optimization when (1) the study objectives require
a set of models enclosing a trade-off between commission and omission errors, and/or (2)
the accuracy of the HSMs is poor, fair or moderate. The use of the method is not advised
when the prevalence of the training data is below 10 % or above 90 %.
Recommendations and future perspectives
In this thesis, a simple HSM was used to estimate the species-environment relation. Since
the runtime in MOO was mainly determined by the model computation, the required com-
putational resources were relatively limited. As a consequence, the MOO approach can be
very useful in case repeated single-objective optimization is computationally too expen-
sive. In this context, the prevalence-adjusted model training with MOO should be tested
with complex models, for instance spatially explicit models. In addition, future research
can investigate whether the multi-objective training approach can be used in conjunction
with other fitting algorithms (for overview methods, see chapter 2). In this configuration,
the MOO approach would serve as a wrapper method steering model training of different
methods.
Sensitivity and specificity were maximized to facilitate prevalence-adjusted model train-
ing. In contrast to the approach presented in chapter 5, no regularization function was
used to prevent overfitting, and further reduce model complexity. Future research can
inspect how a regularization criterion can be used in the context of prevalence-adjusted
model training. In this perspective, the Akaike Information Criterion (AIC) can be used.
Another option is to explore whether the l1-regularisation approach, used in for instance
Maxent (Elith et al., 2011; Phillips et al., 2006)), can be employed.
The author of this thesis believes that the MOO approach is useful for freshwater man-
agement. The approach can serve as an alternative when it is difficult to identify accurate
models. In these cases, the identified models with MOO can be weighted, and variability
in the outputs - given an input scenario - can be compared. A key element in future de-
velopment is the translation of the these Pareto-optimal trade-off curves to a limited set
of alternatives useful for decision makers (Ascough et al., 2008).
A key aspect in this dissertation was to circumvent the need to use a pooled measures,
such as TSS or Kappa. This allows model developers and users to focus on an important
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question: how well do our models perform in estimating species presence and absence,
and what is the trade-off between those objectives? In addition, how does this trade-off
relate to the properties of the data, the model formulation, the species’ characteristics and
study objectives? The novel method developed in this chapter can help to answer these
questions. Future work should focus on the application and validation of this approach,
not only in a scientific context. Indeed, testing the method in practice can facilitate closer
collaboration between developers and users, and uncover specific advantages and weak-
nesses of the approach.
Which strategies can be used for input variable selection?
Current state
IVS is an essential tool to cope with model complexity. Current IVS approaches in species
distribution modelling make use of back- and forward variable selection, and genetic al-
gorithm approaches (D’heygere et al., 2006; Zuur et al., 2010). Approaches for IVS can
be split into three classes. First, there are ‘filter’ approaches, only considering the proper-
ties of the data to select input variables. A second class of IVS approaches are ‘wrapper’
methods, in which different subsets from the search space are selected, defined by all pos-
sible combinations of input variables. An optimal subset is found by testing and compar-
ing the performance of the models built on these subsets. A last class is ‘embedded’ IVS
approaches, which combine the search for an optimal subset of variables in the combined
space of variable subsets and hypotheses (May et al., 2011; Saeys et al., 2007). Applied
to species distribution modelling, this implies that input variables and coupled parame-
ters - of the species response curves for the considered input variables - are searched for
together in one training or optimization instance. To date, no studies have focused on the
comparison of IVS methods in the context of data-driven species distribution modelling.
Contribution
This dissertation inspected the potential of IVS approaches based on EAs to optimize and
simplify HSMs. In chapter 5, it was shown that IVS with a simple GA led to an increased
(decreased) performance (complexity) of HSMs. The simple GA found (near-)optimal
solutions faster than a grid-search approach, given that appropriate algorithm settings
were used. However, the approach was not robust to different model formulations, i.e.
the a priori estimates of the species response curve interacted with the variable selection
procedure. To cope with this interaction, an embedded IVS approach, based on a variable
length genetic algorithm, was implemented and compared to the wrapper IVS (chapter
6). A variable length encoding was implemented in the simple GA to perform embedded
IVS. The results showed that less complex and more accurate models are obtained with
embedded IVS. In addition, the embedded IVS approach showed to be more robust than
the wrapper IVS approach, in case little information was available to a priori constrain
the parameter space.
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Recommendations and future perspectives
IVS is recommended when no ecological knowledge can further reduce HSM complexity.
Wrapper IVS is advised when the used data-driven classifier is robust, or when parameter
values for the model can be a priori constrained. Wrapper IVS is discouraged when pa-
rameter values cannot be a priori constrained, and when parameter estimation is suspected
to interact with the IVS process. In these cases, embedded IVS is a good alternative. The
IVS approaches presented in this dissertation can be further improved by accounting for
dependency between variables during model training. Dependency between variables
was accounted for by omitting highly correlated variables (‘filtering’ IVS, see chapter 4).
However, remaining dependencies between variables can cause false identification of rel-
evant predictors in a model (Dormann et al., 2013). A solution would be to use a criterion
that can cope with non-linear dependencies, like the partial mutual information (PMI)
criterion (Bowden et al., 2005). The PMI criterion is based on the mutual information,
which measures the amount of information obtained about one variable by another vari-
able. This criterion avoids the need to make assumption about the model characteristics,
and is considered to be a model-free approach (Bowden et al., 2005). A disadvantage of
the PMI criterion is that it requires the estimation of kernels. In case of non-Gaussian
distributed data, estimating kernel densities can be difficult (Li et al., 2015).
Can evolutionary algorithms be used to optimize species distribution
models?
Current state
GARP was the first SDM software package using EAs, knowing a number of successful
applications, for instance to estimate the effect of global change on species distributions
(Peterson et al., 2002). An approach often used in combination with EAs are artificial
neural networks. Artificial neural networks, which are non-linear mapping structures in-
spired by the biological system of the brain, have been successfully used for freshwater
applications (Muñoz-Mas et al., 2017). Despite this success, the popularity of artificial
neural networks and also GARP is recently declining compared to that of maximum en-
tropy modelling (Maxent) (see Figure 2.4 in chapter 2).
Although the use of GARP has recently been on the decline, a number of specific ap-
plications of EAs are observed in literature since 2000 (see chapter 3). Currently, EAs
are mainly used to facilitate IVS for artificial neural network and decision tree models
(D’heygere et al., 2006; Muñoz-Mas et al., 2017), or to estimate parameters of fuzzy logic
models (Fukuda et al., 2011). The results of the literature review in chapter 2 showed that
these approaches are often ‘tailor-made’ approaches characterized by specific accents in
algorithm formulation. Typically, ‘large’ or complex problems are solved with these EAs,
with problem sizes to 1034 and more. However, also problems with a small size were
solved. This is somehow contradictory as EAs are typically used to solve very complex
problems. In addition, it was observed that many methodological details (such as hyper





In this dissertation, EAs were used for wrapper and embedded IVS, and MOO. For wrap-
per IVS, a binary encoded GA was used with tournament selection, a uniform crossover
operator and uniform mutation operator (simple GA). For embedded IVS, the tournament
selection was used as well, but an adjusted crossover and mutation operator were pro-
posed to deal with the variable-length encoding. Finally, the NSGA-II approach was used
to perform MOO. In this approach, a fast-non-dominated-sort approach was implemented
together with an adjusted tournament selection operator. The latter selected solutions for a
next generation, based not only their fitness, but also on the density of the solutions in the
objective space. It is the first time that the flexibility of EAs is used in species distribution
modelling to implement embedded IVS and MOO.
Recommendations and future perspectives
The use of EAs is advised to perform MOO for complex problems. The use of EAs is dis-
couraged when only a limited number of possible solutions are available (e.g. < 106). For
these cases, it is expected that more efficient algorithms are available to solve the prob-
lem. Consequently, the use of EA to optimize the models in the chapters 5 and 7 is subject
to discussion. In these cases, the use of appropriate alternatives should be tested. In addi-
tion, it should be inspected whether MOO can also be performed with non-EA algorithms.
Throughout the thesis, the guidelines of Gibbs et al. (2008) were used, and these were
assessed as adequate for all applications (for summary, see Appendix E). It was observed
that the relation between mutation rate and population size was important to obtain (near-
)optimal solutions within the set number of function evaluations. It is recommended to
perform a limited manual tuning of the hyper parameter values, obtained with the guide-
lines of Gibbs et al. (2008), for each case study. In addition, it is advised to inspect the
transferability of these values for other species considered in the case study. In this disser-
tation, it was found that transferability was high. When applying these recommendations,
the convergence is obtained within the number of function evaluations, and in most cases
much earlier.
Decision trees and RF are two other approaches classified under embedded IVS ap-
proaches. Especially RF has shown to be a robust approach to estimate species distribu-
tions. However, RF is often criticized for lack of transparency (Strobl et al., 2007). More-
over, the hierarchical (tree-like structure) approach in RF and decision trees conflicts with
niche theory, where it is assumed that equal-scale gradients are non-hierarchical (Peterson
et al., 2011). Consequently both RF and EAs have specific advantages and drawbacks.
Therefore, strengths of EAs in specific situations could be identified by comparing EAs
to RF on the same data set.
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The use of EAs in this thesis showed that diversity of solutions in the objectives and the
genomes can be low, specifically in the NSGA-II approach. As a consequence, future re-
search could focus on the diversification of the acquired models, in terms of the objective
(search) and chromosome (solution) space (Maier et al., 2014). It is important to note that
a number of other methods are available to perform MOO. The NSGA-II approach was as-
sessed as adequate for this goal. However, specific disadvantages (loss of diversity) were
identified. Future research can inspect whether the NSGA-II approach can be further im-
proved, or whether other MOO approaches are more appropriate for prevalence-adjusted
model training.
Can a habitat suitability model proposed in this thesis be used to ap-
proximate a species’ niche?
Current state
The development of HSMs with data-driven approaches often lack conceptual reason-
ing. As such, current models and methods are often criticized because they (1) can easily
produce relationships which are ecologically implausible and (2) frequently ignore inter-
actions between variables (Brewer et al., 2016). This can cause a disconnect between the
used theory, the conceptual models and the identified models (Austin, 2007). Recently,
a number of publications have aimed to increase realism of the models (Bennetsen et al.,
2016; Brewer et al., 2016; Guisan and Rahbek, 2011). However, it is observed that the
simulations with these models often have a low accuracy.
Contribution and future directions
In this thesis, a HSM based on a minimal assumptions derived from niche theory was
proposed in order to better reflect the concepts in niche theory. Specifically, following
assumptions were made in chapter 2:
• Only environmental (i.e. abiotic!) gradients are assumed to shape the fundamental
niche.
• Each gradient is assumed to act as an environmental filter, i.e. the non-suitability
for one gradient cannot be compensated by another gradient (as opposed to for
instance in GLMs or Maxent). Interaction between sub-optimal conditions shaped
by the gradient is assumed to be present.
• Species occurrence is assumed to only vary as a function of habitat suitability. A
threshold approach is assumed to describe the relation between habitat suitability
and species occurrence.
• The suitability for a gradient is assumed to have one optimum with a monotone in-
creasing and decreasing function describing sub-optimal conditions. The response
curve can be symmetrical or asymmetrical.
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For the first assumption, it was assumed that approximating the fundamental niche is more
realistic than the estimating the realized niche Austin (2007); Beale and Lennon (2012);
Guisan and Rahbek (2011). Approximating a fundamental niche might be desired, since
it is often the outer ranges of the environmental space which are at interest (e.g. inspecting
effect of heavy pollution). In this thesis, it was found that allowing this degree of freedom
comes at a cost: it becomes increasingly difficult to identify a robust model. There is an
important trade-off between practicality and theoretical soundness of the models.
The geometric mean was chosen as an aggregation function to compute habitat suitabil-
ity. This approach has been suggested a number of times in habitat suitability modelling
(Fukuda et al., 2011; Hirzel and Arlettaz, 2003). Here, a geometric mean was preferred
over other aggregation functions, because it compensate sub-optimal conditions. The use
of the geometric mean was shown to interfere with the optimization process. Specifically,
the geometric mean steered the IVS approach to select more variables in case species
absence had to be correctly estimated. These results showed that the choice for a model
formulation can have an important impact on the fitting process.
A threshold was used to translate habitat suitability to species occurrence. From a theo-
retical point of view, this threshold accounts for concepts not included in the model, such
as species interactions or stochastic events. In chapters 5, 6 and 7, a threshold maximiz-
ing the TSS was used. This approach was used as it was mainly advised in literature
(Jiménez-Valverde and Lobo, 2007; Liu et al., 2013). In chapter 8, this approach was not
used because using a threshold maximizing the TSS interfered with the identification of
the models. As an alternative, a threshold of 0.5 was used as suggested by Fukuda et al.
(2011). In chapter 9, it was shown that this threshold led to a more robust estimation of
the species response. However, a threshold maximizing the TSS led to a better identi-
fication of the steering variables, and more accurate models. From an ecological point
of view, one might question whether the relation between suitability and species occur-
rence can be described by a single threshold (Lawson et al., 2014). To circumvent the
issue of setting a threshold, a number of authors are suggesting to make use of threshold-
independent measures (Lawson et al., 2014; Meynard and Kaplan, 2013). Even more, they
state that the use of these threshold-independent, but prevalence-dependent, measures are
preferred over threshold-dependent, but prevalence-independent, measures. In this dis-
sertation, the goal was not to make a statement about what objective or measure should
optimally be used, but to present an alternative to single-objective measures by means of
prevalence-adjusted model training. It is believed that prevalence-adjusted training is a
fair alternative to the use of common employed objective metrics. A limitation was the
need to set a threshold. As such, future research can inspect how to deal with this issue in
prevalence-adjusted model training.
A monotone increasing and decreasing curve with a single optimum was used to describe
the species response. This curve was allowed to be symmetric or asymmetric. These
piece-wise functions were used as they were assumed to reflect a realistic species re-
sponse (Austin, 2007; Brewer et al., 2016) A linear (chapters 5, 6 and 7) and logistic
(chapters 8 and 9) curve were suggested, and, although the logistic curves better fit em-
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pirical data, both types can be used. It is encouraged to consider these types of curves,
especially when a species response is suspect to skew away from extreme conditions (e.g.
pollution).
Future research should focus on the use of more complex models in species distribution
modelling. By using spatially explicit (population) or individual-based models, one can
allow to include and test a number of theoretical hypotheses. At first, these applications
might be rather theoretical. However, by using these modelling approaches, one can
obtain insight about which specific data are needed. To date, no framework in the field
of species distribution modelling has focused on developing these types of models. A
number of suggestions and future perspectives to deal with this challenge are formulated
in the next section.
10.3 A perspective on species distribution modelling?
Model optimization in species distribution modelling aims to identify (a) model(s) from
a number of candidate models that best describe(s) habitat preferences and distribution of
a species. As discussed in chapter 2, a suite of methods are available to optimize, train
or fit these models (e.g. generalized linear models, decision trees). The origin of these
methods are found in statistics and machine learning. As a consequence, the approaches
embed no ecological hypotheses, at least initially (Austin, 2007). This can create a dis-
connect between conceptual modelling, model formulation and model training. A good
model development scheme can help to link consecutive steps in model development. The
scheme of Guisan and Zimmermann (2000) is a good example. This example has been
used successfully many times to describe and understand species response and distribu-
tions. However, to the authors’ insight, their are a few points or accents missing from this
scheme:
• The focus on a statistical formulation (probability approach) limits the scope of
model formulation. One could aim to investigate a number of empirical relation-
ships (or even mechanistic and process-based relations (Grimm et al., 2006; Guisan
and Rahbek, 2011)), or develop a model based on possibility and fuzzy logic theory
(Adriaenssens et al., 2006; Zadeh, 1982).
• The focus on statistical model development might expose modellers to the risk of
focusing on model fit and predictive power, rather than on the evaluation of the
conceptual model and estimated species response (Austin, 1999).
• Although uncertainty is briefly discussed in the paper of Guisan and Zimmermann
(2000), the practice of uncertainty (and potentially sensitivity) analysis should play
a more definite role, especially when using white-box models (Beale and Lennon,
2012).
• The explicit definition of the role of ecological theory in the scheme could help to
investigate and improve the theoretical basis of SDMs.
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As an illustration, an adapted framework is presented in Figure 10.1. The aim of this
scheme is to pinpoint certain accents in model development. In addition, it is used in this
section to discuss a number of future research directions for species distribution mod-
elling. The first step - similar to Guisan and Zimmermann (2000) - is the definition of
a conceptual model from ecological theory and knowledge. In this step, the scale, pro-
cesses, concepts and elements for the model are considered. From this, a mathematical
model is defined, giving way to a mathematical description of the conceptual model. Ex-
pert and field knowledge, data and laboratory experiments can be used to estimate param-
eter values and constants. In a next step, well-performing models are identified by making
use of model optimization, which covers all aspects of testing alternative formulations of
the model by in- or excluding input variables, defining interaction functions, and estimat-
ing parameter values with a training data set. This process is typically conducted (semi-
)automatically with an optimization algorithm. In addition, model optimization covers the
practice of testing model robustness (with cross validation). Next, the developed model(s)
are validated with an independent data set and if satisfactory, the models can be used for
prediction. It is important to note that a few requirements for the mathematical model and
optimization are formulated in the left part of the figure. The role of ecological theory,
model formulation and training data are shortly discussed in the following section.
Conceptual model and ecological theory
The aim of constructing a conceptual model is to represent a simplification and abstrac-
tion of a system under study motivated by the aims of the study and characteristics of
the system. Conceptual models for SDMs use concepts formulated in filter theory or
niche theory. As discussed in chapter 2, both theories are at first instance perceived as
relatively straightforward. However, ambiguities in the concepts of both remain (Araújo
and Guisan, 2006). For instance, modellers have struggled to expand the niche or filter
concept to include species interactions in SDMs (Guisan and Rahbek, 2011). As a con-
sequence, theoretical frameworks have been suggested to incorporate these concepts in
species distribution modelling (Cazelles et al., 2016; Guisan and Rahbek, 2011).
Black-box modelling is useful when the data support the aim of the study. Applied to
freshwater species distribution modelling, it is observed that the data do often not support
the set hypothesis. This is because data quality could be assessed as rather low (steering
factors are missing, sampled at a wrong scale, sampling bias, ... see discussion chapter
5). This reflects in a rather low accuracy. From this, one can aim to improve the quality
and quantity of the data, and/or develop models with a stronger theoretical background,
by using expert knowledge and concepts from theoretical ecology. In this context, ad-
vancements in theoretical ecology can be very helpful. Developments in metapopulation
(metacommunity) theory are opening a way for exploring different paradigms in ecology,
considering patch dynamics, species-sorting, mass-effect and neutral perspectives (Lei-
bold et al., 2004). Yet, it remains unclear how (and if) these theoretical considerations
can be helpful for species distribution modelling (Thuiller et al., 2015).
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Figure 10.1: Number of steps that can be considered in model development of an SDM. The focus
of this thesis is indicated by the black dashed line. Specific additions to the scheme of Guisan and
Zimmermann (2000) or accents are indicated in the orange (filled box or dashed line). Adapted
after Bennetsen et al. (2016); Gobeyn et al. (2017); Guisan and Zimmermann (2000) and Wagener
et al. (2001).
Mathematical model
Two requirements for the mathematical model should be defined, on the level of model
implementation in code, and in the definition of the equations: transparency and flexi-
bility. Transparency refers to the idea that developers and stakeholders should be able
to trace how the model is built, without having knowledge of all technical details. This
way, they can inspect, support and evaluate parts of the model’s structure. Flexibility, in
turn, refers to the adaptability of the model for new applications (Bennetsen et al., 2016).
Both transparency and flexibility are closely related to the definition of the conceptual
model, since ambiguities at this stage will cause reduced transparency (and flexibility) in
the mathematical model. A technical aspect of transparency is the practical implemen-
tation of the method, the code. Preferably this code is open source, is built in modules
(modularity), and aims to be fully reproducible (Van Hoey, 2016).
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Models based on fuzzy set theory can be considered as a good alternative to probability-
based approaches when transparency is required. Fuzzy modelling takes into account the
inherit uncertainty coupled to habitat suitability modelling, and allows to express non-
linear relations. In addition, it facilitates the integration of ecological and expert knowl-
edge in the mathematical formulation of the model. Lastly, this type of model is very
transparent and intuitive for stakeholders (Adriaenssens et al., 2004). These characteris-
tics are in line with the two requirements set for the mathematical model.
Training data
It is important to inspect and research novel monitoring approaches to sample species
and abiotic environment. An emerging alternative to ‘traditional’ biological monitor-
ing, by means of morpho-taxonomical identification, is the use of environmental DNA
(eDNA), which is defined as genetic material obtained directly from environmental sam-
ples (Thomsen and Willerslev, 2015). Ultimately, eDNA aims to use single-marker anal-
ysis of species and/or communities to scale to meta-genomic surveys of entire ecosys-
tems. With this approach, spatial and temporal biodiversity patterns can hopefully be
monitored at a finer scale (Bohmann et al., 2014). Efforts are made to complement tra-
ditional river monitoring with eDNA monitoring. This way, the ecological status can be
monitored in a rapid and standardized way (Leese et al., 2016). However, up until to-
day, the cost of processing, the lack of reference material for taxonomic categorization,
standardized protocols and ecogenomic indices are bottlenecks hindering day-to-day use.
However, it is expected that in the context of the EWFD, the morpho-taxonomical moni-
toring approach will be complemented with and eventually replaced by monitoring eDNA
(Bohmann et al., 2014). In contrast to standard freshwater bio-monitoring, the eDNA ap-
proach does aim to scale up to meta-community and ecosystem approach. This way, the
idea of working with identities such as species might be omitted. As a consequence, the
question can be asked whether the response in species distribution models expressed as
species occurrence or abundance will be compatible with the information obtained from
eDNA. This shows an explicit link with model development, and challenges developers
to reflect upon the position of species distribution modelling for ecological hypothesis
testing.
Emerging alternatives for abiotic monitoring can be found in the field of remote sensing
and telemetry. Remote sensing can be defined as a collection of approaches that obtain
information about a subject by not directly interfering with the subject. The best known
examples of remote sensing platforms are satellites carrying either active or passive sen-
sors. The sensors acquire images at different spatial scales, temporal scales, and wave-
lengths (Cord et al., 2014). These platforms are able to obtain information about abiotic
conditions in rivers. However, the low temporal and spatial resolution is, together with
processing of the measured variables, a bottleneck for its application (He et al., 2015).
A second alternative for abiotic monitoring is attaching sensors to the biological identify,
and to use these sensors in conjunction with telemetry. The latter uses sound, visualiza-
tion or electronic tags to obtain information on moving animals. The one-on-one coupled
information in time and space makes it an attractive approach. However, the external
tagging and the need for listening stations are clear disadvantages (Hussey et al., 2015).
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10.4 Concluding remarks
SDMs are becoming an essential tool for ecologists, but also decision managers to in-
vestigate hypotheses and support decisions. These models have shown to be valuable
to increase insights in ecological systems. Also in freshwater systems, these models are
increasingly used, for instance to solve specific hypotheses with respect to species be-
haviour. Or to support decision management in the context of the European water frame-
work directive. Unfortunately, the developed models do not always satisfy the users’
needs: the accuracy of the models is often too low. In this thesis, a tool was developed
that can serve as an alternative in these situations of low accuracy.
The tool developed in this thesis can be tested for practical application in freshwater
management. It can be used as an alternative when commonly used methods do not
provide an accurate answer. It is important to note that this tool should be used in the
context of model analysis, and not in terms of model prediction. In addition, the approach
can still be improved on a number of points, and even after tackling these issues, the
approach will remain one of the many (complementary) approaches out there. In other
words, it is highly likely that - when all issues are tackled - the approach will suffer the
fate of many others (Chatfield, 1993):
“When the dust has settled, it is usually found that the new technique is nei-
ther a miraculous cure-all nor a complete disaster, but rather an addition to
the analyst’s toolkit which works well in some situations and not in others”
This thesis has tried to reflect methodological details and report success and failure in a
transparent way without depicting a ‘strict’ methodological workflow. This is somewhat
in contrary to other used approaches that offer a set ready-to-go software package. This
is not to downsize on the achievements of other approaches. However, the author does
believe that a good technique guided by standardized protocols, rather than good technol-
ogy, will help ecologists to uncover new knowledge.
As a conclusion, the results of this thesis can be valuable for decision managers. The
author of this thesis believes the effort in this thesis can facilitate closer collaboration be-
tween model developers and users. The results can also show decision managers that the
answers to their questions might hold multiple answers. However, hopefully, this thesis
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Gruber, B., Lafourcade, B., Leitão, P.J., Münkemüller, T., McClean, C., Osborne,
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Muñoz-Mas, R., Martı́nez-Capel, F., Alcaraz-Hernández, J.D., Mouton, A.M., 2017. On
species distribution modelling, spatial scales and environmental flow assessment with
Multi-Layer Perceptron Ensembles: A case study on the redfin barbel (Barbus haasi;
Mertens, 1925). Limnologica 62, 161–172.
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Vezza, P., Muñoz-Mas, R., Martinez-Capel, F., Mouton, A.M., 2015. Random forests
to evaluate biotic interactions in fish distribution models. Environmental Modelling &
Software 67, 173–183.
Vismara, R., Azzellino, A., Bosi, R., Crosa, G., Gentili, G., 2001. Habitat suitability
curves for brown trout (Salmo trutta fario L.) in the River Adda, Northern Italy: com-
paring univariate and multivariate approaches. Regulated rivers: research & manage-
ment 17, 37–50.
VMM, 2016. Flemish Environment Agency.
Voulvoulis, N., Arpon, K.D., Giakoumis, T., 2017. The EU Water Framework Direc-
tive: From great expectations to problems with implementation. Science of the Total
Environment 575, 358–366.
Vrugt, J.A., Clark, M.P., Diks, C.G.H., Duan, Q., Robinson, B.A., 2006. Multi-objective
calibration of forecast ensembles using Bayesian model averaging. Geophysical Re-
search Letters 33, 2–7.
Wagener, T., Boyle, D.P., Lees, M.J., Wheater, H.S., Gupta, H.V., Sorooshian, S., 2001.
A framework for development and application of hydrological models. Hydrology and
Earth System Sciences 5, 13–26.
Waite, J.P., 1982. Competition for water resources of the Rio Guayas, Ecuador. Optimal
Allocation of Water Resources 135, 79–88.
Walker, W., Harremoes, P., Rotmans, J., van der Sluijs, J., van Asselt, M., Janssen, P.,
Krayer von Krauss, M., 2003. A Conceptual Basis for Uncertainty Management. Inte-
grated Assessment 4, 5–17.
Whigham, P.A., 2000. Induction of a marsupial density model using genetic programming
and spatial relationships. Ecological Modelling 131, 299–317.
Wolpert, D.H., Macready, W.G., 1997. No free lunch theorems for optimization. IEEE
Transactions on Evolutionary Computation 1, 67–82.
Yee, T.W., Mitchell, N.D., 1991. Generalized additive models in plant ecology. Journal
of Vegetation Science 2, 587–602.
Zadeh, L.A., 1965. Fuzzy sets. Information and Control 8, 338–353.
Zadeh, L.A., 1982. Is possibility different from probability? Human Systems Manage-
ment 3, 253–254.
Zarkami, R., Sadeghi, R., Goethals, P.L.M., 2012. Use of fish distribution modelling for
river management. Ecological Modelling 230, 44–49.
Zarkami, R., Sadeghi, R., Goethals, P.L.M., 2014. Modelling occurrence of roach “Ru-
tilus rutilus” in streams. Aquatic Ecology 48, 161–177.
Zufferey, N., 2012. Metaheuristics: Some Principles for an Efficient Design. Computer
Technology and Applications 3, 446–462.
Zurell, D., Berger, U., Cabral, J.S., Jeltsch, F., Meynard, C.N., Münkemüller, T.,
Nehrbass, N., Pagel, J., Reineking, B., Schröder, B., Grimm, V., 2010. The virtual
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Supportive information for chapter
‘Simple genetic algorithms for input
variable selection’
The simple GA analysis is repeatedly to test the robustness of the approach to different
samples of the training data. The required number of simulations is estimated by checking
convergence of the support for the inclusion of a variable. In this approach, the support
for the inclusion of a variable is calculated by dividing the number of simple GA analyses
which selected the variable as explanatory input variable by the total number of simple GA
analyses. By investigating the support over 10, 20, 30 and so on repeatedly run analysis,
one can estimate the number where the statistics converge. In Figure A.1 to B.10, the
stability of the support as a function of the number of simple GA analysis is found for
all taxa. From these figures, it can be visually observed that the statistics for the analysis
converge after approximately 100 to 200 analysis. In this dissertation, 100 simulations
are used.
Figure A.1: Results of repeated analysis for Acari. On the x-axis, the number of models found
with a repeated simple GA analysis is found. The simple GA analysis is repeated with different
data samples used for parameter estimation and optimization. On the y-axis, the support is given
which is defined as the number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analyses. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure A.2: Results of repeated analysis for Baetidae. On the x-axis, the number of models found
with a repeated simple GA analysis is found. The simple GA analysis is repeated with different
data samples used for parameter estimation and optimization. On the y-axis, the support is given
which is defined as the number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analyses. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure A.3: Results of repeated analysis for Caenidae. On the x-axis, the number of models found
with a repeated simple GA analysis is found. The simple GA analysis is repeated with different
data samples used for parameter estimation and optimization. On the y-axis, the support is given
which is defined as the number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analyses. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure A.4: Results of repeated analysis for Chironomidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.5: Results of repeated analysis for Coenagrionidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.6: Results of repeated analysis for Corydalidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.7: Results of repeated analysis for Dytiscidae. On the x-axis, the number of models found
with a repeated simple GA analysis is found. The simple GA analysis is repeated with different
data samples used for parameter estimation and optimization. On the y-axis, the support is given
which is defined as the number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analyses. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure A.8: Results of repeated analysis for Gomphidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.9: Results of repeated analysis for Hydrophilidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.10: Results of repeated analysis for Hydroptilidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.11: Results of repeated analysis for Leptohyphidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.12: Results of repeated analysis for Libellulidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.13: Results of repeated analysis for Tubificidae. On the x-axis, the number of models
found with a repeated simple GA analysis is found. The simple GA analysis is repeated with
different data samples used for parameter estimation and optimization. On the y-axis, the support
is given which is defined as the number of simple GA analyses in which the variable is present
in the (near-)optimal solution divided by the total number of simple GA analyses. The support is
given in the black line. The value for the Shannon entropy is given in grey.
Figure A.14: Results of repeated analysis for Thiaridae.On the x-axis, the number of models found
with a repeated simple GA analysis is found. The simple GA analysis is repeated with different
data samples used for parameter estimation and optimization. On the y-axis, the support is given
which is defined as the number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analyses. The support is given in the
black line. The value for the Shannon entropy is given in grey.

B
Supportive information for chapter
‘Embedded input variable selection with
variable genetic algorithms’
Figure B.1: Results of repeated analysis with embedded IVS approach for Acari. On the x-axis,
the number of models found with a repeated simple GA analysis is found. The simple GA analysis
is repeated with different data samples used for model training. On the y-axis, the support, defined
as number of simple GA analyses in which the variable is present in the (near-)optimal solution
divided by the total number of simple GA analysis. The support is given in the black line. The
value for the Shannon entropy is given in grey.
Figure B.2: Results of repeated analysis for Baetidae. On the x-axis, the number of models found
with a repeated simple GA analysis is found. The simple GA analysis is repeated with different
data samples used for model training. On the y-axis, the support, defined as number of simple
GA analyses in which the variable is present in the (near-)optimal solution divided by the total
number of simple GA analysis. The support is given in the black line. The value for the Shannon
entropy is given in grey.
Figure B.3: Results of repeated analysis with embedded IVS approach for Caenidae. On the x-axis,
the number of models found with a repeated simple GA analysis is found. The simple GA analysis
is repeated with different data samples used for model training. On the y-axis, the support, defined
as number of simple GA analyses in which the variable is present in the (near-)optimal solution
divided by the total number of simple GA analysis. The support is given in the black line. The
value for the Shannon entropy is given in grey.
Figure B.4: Results of repeated analysis with embedded IVS approach for Chironomidae. On
the x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.5: Results of repeated analysis with embedded IVS approach for Coenagrionidae. On
the x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.6: Results of repeated analysis with embedded IVS approach for Corydalidae. On the
x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.7: Results of repeated analysis with embedded IVS approach for Dytiscidae. On the
x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.8: Results of repeated analysis with embedded IVS approach for Gomphidae. On the
x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.9: Results of repeated analysis with embedded IVS approach for Hydrophilidae. On
the x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.10: Results of repeated analysis with embedded IVS approach for Hydroptilidae. On
the x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.11: Results of repeated analysis with embedded IVS approach for Leptohyphidae. On
the x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.12: Results of repeated analysis with embedded IVS approach for Libellulidae. On the
x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.13: Results of repeated analysis with embedded IVS approach for Tubificidae. On the
x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.
Figure B.14: Results of repeated analysis with embedded IVS approach for Thiaridae. On the
x-axis, the number of models found with a repeated simple GA analysis is found. The simple
GA analysis is repeated with different data samples used for model training. On the y-axis, the
support, defined as number of simple GA analyses in which the variable is present in the (near-
)optimal solution divided by the total number of simple GA analysis. The support is given in the
black line. The value for the Shannon entropy is given in grey.

C
Supportive information for chapter
‘Investigating habitat requirements of the
brown trout in the Zwalm catchment’
C.1 Model formulation
Figure C.1: Presence-absence for every class and estimated SI for categorical and binary vari-
ables (algae, bank slope, bank, curvature). Every individual points presents one bootstrap and the
median is indicated with the black line.
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Figure C.2: Presence-absence for every class and estimated SI for categorical and binary vari-
ables (hiding opportunities, non submerged plants, pool and riffle). Every individual points
presents one bootstrap and the median is indicated with the black line.
Figure C.3: Presence-absence for every class and estimated SI for categorical and binary vari-
ables (submerged plants and substrate) (upper two plots). Every individual points presents one
bootstrap and the median is indicated with the black line. Boxplot of values for presence and
absence of the species and estimated SI for continuous variables (average depth, conductivity)
(lower two plots). Every individual curve presents one bootstrap and the curve constructed from
the median values of θ1, θ2, θ3 and θ4 is indicated in black.
Figure C.4: Boxplot of values for presence and absence of the species and estimated SI for con-
tinuous variables (dissolved oxygen, pH, slope and temperature). Every individual curve presents
one bootstrap and the curve constructed from the median values of θ1, θ2, θ3 and θ4 is indicated
in black.
Figure C.5: Boxplot of values for presence and absence of the species and estimated SI for contin-
uous variables (transparency, turbidity, velocity and width). Every individual curve presents one
bootstrap and the curve constructed from the median values of θ1, θ2, θ3 and θ4 is indicated in
black.
C.2 Model optimization
Figure C.6: Data used for model optimization. For the continuous variables, boxplots of the
values are shown individually for species presence (25 instances) and absence (25 instances). For
the categorical variables, the number of observations in each class are shown, also for species
presence and absence.
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Figure C.6: (continued) Data used for model optimization. For the continuous variables, box-
plots of the values are shown individually for species presence (25 instances) and absence (25
instances). For the categorical variables, the number of observations in each class are shown,
also for species presence and absence.
Figure C.6: (continued) Data used for model optimization. For the continuous variables, box-
plots of the values are shown individually for species presence (25 instances) and absence (25
instances). For the categorical variables, the number of observations in each class are shown,
also for species presence and absence.
Figure C.6: (continued) Data used for model optimization. For the continuous variables, box-
plots of the values are shown individually for species presence (25 instances) and absence (25
instances). For the categorical variables, the number of observations in each class are shown,
also for species presence and absence.
D
Supportive information for chapter
‘Evolutionary multi-objective optimization
for prevalence-adjusted model training’





Figure D.1: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Anabolia nervosa (prevalence: 11 %). In the left panel. Each row shows the (near-)optimal
results for a number of repeated training cycles on the same data sample. In addition, isolines are
shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given






Figure D.2: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Athripsodes aterrimus (prevalence: 19 %). In the left panel. Each row shows the (near-)optimal
results for a number of repeated training cycles on the same data sample. In addition, isolines are
shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given


























































Figure D.3: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Baetis rhodani (prevalence: 9 %). In the left panel. Each row shows the (near-)optimal results for
a number of repeated training cycles on the same data sample. In addition, isolines are shown for
a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given from yellow




















































Figure D.4: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Baetis vernus (prevalence: 11 %). In the left panel. Each row shows the (near-)optimal results for
a number of repeated training cycles on the same data sample. In addition, isolines are shown for
a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given from yellow






















































Figure D.5: Comparison of multi- (left panels) to single-objective (right panels) optimization
for Caenis horaria (prevalence: 33 %). In the left panel. Each row shows the (near-)optimal
results for a number of repeated training cycles on the same data sample. In addition, isolines are
shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given

























































Figure D.6: Comparison of multi- (left panels) to single-objective (right panels) optimization
for Caenis luctuosa (prevalence: 10 %). In the left panel. Each row shows the (near-)optimal
results for a number of repeated training cycles on the same data sample. In addition, isolines are
shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given



























































Figure D.7: Comparison of multi- (left panels) to single-objective (right panels) optimization
for Cloeon dipterum (prevalence: 45 %). In the left panel. Each row shows the (near-)optimal
results for a number of repeated training cycles on the same data sample. In addition, isolines are
shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given




















































Figure D.8: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Cyrnus flavidus (prevalence: 9 %). In the left panel. Each row shows the (near-)optimal results for
a number of repeated training cycles on the same data sample. In addition, isolines are shown for
a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given from yellow




















































Figure D.9: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Hydropsyche angustipennis (prevalence: 11 %). In the left panel. Each row shows the (near-
)optimal results for a number of repeated training cycles on the same data sample. In addition,
isolines are shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized
density is given from yellow (lowest density) to blue (maximum density). The density is normalized




















































Figure D.10: Comparison of multi- (left panels) to single-objective (right panels) optimization for
Limnephilus lunatus (prevalence: 12 %). In the left panel. Each row shows the (near-)optimal
results for a number of repeated training cycles on the same data sample. In addition, isolines are
shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given





















































Figure D.11: Comparison of multi- (left panels) to single-objective (right panels) optimization
for Triaenodes bicolor (prevalence: 14 %). In the left panel. Each row shows the (near-)optimal
results for a number of repeated training cycles on the same data sample. In addition, isolines are
shown for a TSS value of 0 (dotted), 0.3 (dashed) and 0.6 (solid). The normalized density is given
















































Figure D.12: Summary of structure of identified HSMs for Anabolia nervosa. The ‘average’
species response curves from the best 10 % models (based on TSS) are shown with the black solid
line. Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
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Figure D.13: Summary of structure of identified HSMs for Athripsodes aterrimus. The ‘average’
species response curves from the best 10 % models (based on TSS) are shown with the black solid
line. Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
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Figure D.14: Summary of structure of identified HSMs for Baetis rhodani. The ‘average’ species
response curves from the best 10 % models (based on TSS) are shown with the black solid line.
Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
Figure D.15: Summary of structure of identified HSMs for Baetis vernus. The ‘average’ species
response curves from the best 10 % models (based on TSS) are shown with the black solid line.
Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
Figure D.16: Summary of structure of identified HSMs for Caenis horaria. The ‘average’ species
response curves from the best 10 % models (based on TSS) are shown with the black solid line.
Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
Figure D.17: Summary of structure of identified HSMs for Caenis luctuosa. The ‘average’ species
response curves from the best 10 % models (based on TSS) are shown with the black solid line.
Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
Figure D.18: Summary of structure of identified HSMs for Cloeon dipterum. The ‘average’ species
response curves from the best 10 % models (based on TSS) are shown with the black solid line.
Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
Figure D.19: Summary of structure of identified HSMs for Cyrnus flavidus. The ‘average’ species
response curves from the best 10 % models (based on TSS) are shown with the black solid line.
Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
Figure D.20: Summary of structure of identified HSMs for Hydropsyche angustipennis. The ‘aver-
age’ species response curves from the best 10 % models (based on TSS) are shown with the black
solid line. Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in
orange (blue). An average response is computed by taken the median response. The support (%)
shows the number of times a variable is included in the subset of models. In addition, the median
model complexity (m̄) is indicated between brackets in the legend.
Figure D.21: Summary of structure of identified HSMs for Limnephilus lunatus. The ‘average’
species response curves from the best 10 % models (based on TSS) are shown with the black solid
line. Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.
Figure D.22: Summary of structure of identified HSMs for Triaenodes bicolor. The ‘average’
species response curves from the best 10 % models (based on TSS) are shown with the black solid
line. Models with a higher sensitivity (specificity) than specificity (sensitivity) are shown in orange
(blue). An average response is computed by taken the median response. The support (%) shows
the number of times a variable is included in the subset of models. In addition, the median model
complexity (m̄) is indicated between brackets in the legend.

E
Supportive information for chapter
‘General discussion and future research
directions’
Table E.1: Overview of modelled species, data characteristics (occurrence and prevalence), obtained performance, complexity (m), type of training
(wrapper or embedded IVS, resp. wIVS or eIVS), used objective function, type of encoding, (maximum) chromosome length l, used operators (TS =
tournament selection, FNDS = fast-non-dominated-sort, U = uniform, * = adjusted for variable length encoding), values for hyper parameters (PS =



































































5 Acari 56 47 0.61 0.82 0.79 12 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Baetidae 64 53 0.34 0.68 0.66 12 wIVS AIC binary 12 TS U U 24 0.1 1 200 4800
5 Caenidae 12 10 0.68 0.72 0.95 16 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Chironomidae 100 83 0.44 0.75 0.69 20 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Coenagrionidae 50 42 0.41 0.69 0.71 12 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Corydalidae 11 9 0.33 0.39 0.94 20 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Dytiscidae 13 11 0.27 0.34 0.93 24 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Gomphidae 17 14 0.48 0.62 0.87 20 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Hydrophilidae 13 11 0.38 0.47 0.91 20 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Hydroptilidae 12 10 0.45 0.53 0.92 20 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Leptohyphidae 53 44 0.71 0.88 0.83 12 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Libellulidae 55 46 0.27 0.57 0.70 16 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Thiaridae 36 30 0.50 0.67 0.83 16 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
5 Tubificidae 29 24 0.33 0.57 0.76 16 wIVS AIC binary 12 TS U U 24 0.1 1 60 1440
6 Acari 56 47 0.68 0.83 0.85 12 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Baetidae 64 53 0.38 0.68 0.69 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Caenidae 12 10 0.83 0.94 0.89 12 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Chironomidae 100 83 0.50 0.72 0.78 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Coenagrionidae 50 42 0.45 0.68 0.76 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Corydalidae 11 9 0.69 0.83 0.85 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Dytiscidae 13 11 0.63 0.76 0.88 12 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Gomphidae 17 14 0.72 0.85 0.86 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
continued . . .



































































6 Hydrophilidae 13 11 0.58 0.76 0.83 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Hydroptilidae 12 10 0.65 0.79 0.86 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Leptohyphidae 53 44 0.73 0.89 0.84 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Libellulidae 55 46 0.30 0.62 0.68 20 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Thiaridae 36 30 0.58 0.70 0.88 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Tubificidae 29 24 0.50 0.68 0.81 16 wIVS TSS binary 12 TS U U 24 0.1 1 60 1440
6 Acari 56 47 0.70 0.82 0.88 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Baetidae 64 53 0.43 0.61 0.82 16 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Caenidae 12 10 0.91 0.98 0.92 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Chironomidae 100 83 0.60 0.70 0.91 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Coenagrionidae 50 42 0.51 0.69 0.82 16 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Corydalidae 11 9 0.75 0.89 0.86 8 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Dytiscidae 13 11 0.72 0.81 0.90 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Gomphidae 17 14 0.70 0.86 0.85 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Hydrophilidae 13 11 0.61 0.73 0.88 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Hydroptilidae 12 10 0.70 0.82 0.88 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Leptohyphidae 53 44 0.76 0.86 0.90 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Libellulidae 55 46 0.43 0.61 0.82 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Thiaridae 36 30 0.66 0.78 0.88 12 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
6 Tubificidae 29 24 0.59 0.74 0.85 16 eIVS TSS variable 48 TS U* U* 24 0.1 1 60 1440
7 Salmo trutta trutta 25 50 0.68 0.85 0.83 12 wIVS AIC binary 19 TS U U 32 0.2 1 220 7040
8 Anabolia nervosa 49 11 0.56 0.76 0.80 20 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Athripsodes aterrimus 84 19 0.44 0.71 0.74 16 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Baetis rhodani 40 9 0.90 0.94 0.96 20 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Baetis vernus 49 11 0.61 0.78 0.83 16 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Caenis horaria 146 33 0.46 0.68 0.78 16 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
continued . . .



































































8 Caenis luctuosa 44 10 0.67 0.83 0.84 20 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Cloeon dipterum 198 45 0.35 0.68 0.67 12 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Cyrnus flavidus 40 9 0.69 0.84 0.85 20 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Hydropsyche angustipennis 49 11 0.54 0.81 0.74 16 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Limnephilus lunatus 53 12 0.54 0.73 0.81 16 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
8 Triaenodes bicolor 62 14 0.54 0.76 0.78 16 eIVS Sn,Sp variable 48 TS + FNDS U* U* 50 0.2 1 400 20000
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