Abstract. Traditional imaging methods use coherent signals as data. Here, we discuss recent developments in imaging that aim at exploiting as data incoherent noisy signals that are not associated with well-defined arrival times. Indeed, signal constituents that in a classical setting may be regarded as noise may contain important information about the medium to be imaged. We show how it is possible to use the statistics of such noisy signals, specifically, the second-order statistics, for imaging. We consider two particular situations: first, the estimation of an ("empirical") Green's function from noisy signals which can subsequently be used in imaging; second, the localization of a cluster of random sources from noisy signals (passive imaging). The analysis presented here is based on assuming a remote sensing scaling and the paraxial approximation, and it uses in part the results set forth in Papanicolaou, Ryzhik, and Solna [SIAM J. Appl. Math., 64 (2004), pp. 1133-1155] that relate to time-reversal, statistical stability, and superresolution. Robustness with respect to modeling assumptions is illustrated by considering other scaling regimes also. We demonstrate how the estimation problem and its robustness can be considered as a dual to that of time-reversal and stable superresolution. We obtain a novel analysis and foundation for the use of ambient seismic noise in body-wave (tomographic) imaging, motivated by the recent successes of surface-wave tomography using ambient seismic noise.
1. Introduction.
Time-reversal and cross-correlation-based imaging.
Recent work on time-reversal of waves in a random medium has shown that medium fluctuations are not necessarily detrimental to, but may in fact enhance various operations with, waves. This has been analyzed mathematically as well as demonstrated experimentally [4, 20, 22, 25, 30, 31, 33] . In classical time-reversal, the wave received by an active transducer (receiver-emitter) array is recorded and then re-emitted into the configuration time-reversed; that is, the tails of the recorded signals are sent first. In the absence of absorption, the re-emitted signal will propagate back toward the source and focus, approximately, on it. This phenomenon has a large number of applications, in inverse problems, medical imaging, remote sensing, target identification, and secure communication, for instance. Here, we discuss the notion of "field-field" crosscorrelations associated with noise observed at pairwise distinct receivers, to obtain an "empirical" Green's function. This notion is naturally related to the time-reversal mentioned above [13, 14] . We will give a precise characterization of the "empirical" Green's function, which can subsequently be used for imaging the interrogated communication in a waveguide [36] and synchronization of transducer array elements. Detection based on cross-correlations in a noisy environment is discussed in [1] and interferometric imaging in [6] . The theory for analysis of cross-correlations in layered media is presented in [25] with applications presented in, for instance, [23, 24] . While current studies relating to the heterogeneous earth mostly make use of surface-wave contributions to the Green's function estimate, we emphasize, here, the importance of understanding the behavior of body waves for future applications. In Figure 1 .1 we illustrate surface-wave contributions to the Green's function estimate over an array in Southeastern Tibet (obtained from [43] , upon cross-correlating noise between receiver pairs over a 10 month period).
In this paper, we analyze estimation based on incoherent waves in the context of the paraxial approximation and the associated Wigner distribution. We prove that, in principle, the Green's function can be recovered from cross-correlations, up to a filter that depends only mildly on the medium realization. Moreover, we show that much better estimates (when the Green's function is better resolved) may be obtained in a randomly inhomogeneous medium than in a deterministic (quasi-)homogeneous medium, as a consequence of the wider angular spread in the phase-space representation of a wave in the random medium; this is in agreement with the results of the experiment described in [13] . The enhanced resolution occurs due to an exponential damping factor that appears in the analysis of the cross-correlation and that involves the structure function of the medium; thus, relatively strong disorder gives relatively high resolution. The damping factor was also responsible for superresolution in the time-reversal experiment elucidated in [33] , revealing an intrinsic connection. It appears to be important that the signals generating the cross-correlations are subjected to frequency-bandlimitation: The low frequencies must be removed to obtain accurate estimates.
Furthermore, we discuss the localization of a cluster of random sources from noisy signals, a problem which is closely related to the Green's function estimation.
Configuration and procedure.
We consider a configuration and an experiment similar to the one described in [13] , while motivated by the procedure and study described in [43] ; the configuration is illustrated in Figure 1 .2. We use x ∈ R d , with d ∈ {1, 2} denoting the lateral spatial dimension, to represent the "lateral" coordinate(s) and z ∈ R ≥0 to represent the "principal" or "depth" coordinate; we write x = (z, x). The above-mentioned halfspace contains a heterogeneous slab, the random medium, with a large extent in the lateral directions and supported in (0, z max ) in the principal direction. The sources are concentrated in the plane z = 0 and are independent of the random medium; they model the ambient noise field. The sources are incoherent and statistically stationary. The aperture, or lateral extent, of the source field is denoted A, and its correlation length X 0 , while the correlation length of the random medium is denoted l. We observe the signal, u say, that is due to the noisy sources at the points, x 1 and x 2 , which may be inside or outside (z > z max ) the random medium, over the time interval (0, T ). The key quantity considered is the cross-correlation function,
for a large time window (0, T ). We will also consider the situation with more than two points of observation: x 1 , . . . , x N , N ≥ 3.
1.3.
Outline. The outline of the paper is as follows. In section 1.2 we discussed the configurational setup that we will consider. In section 2 we describe the modeling of the sources, the medium, and the stochastic paraxial wave equation formulation.
Using this model, we analyze the estimation based on (1.1) in section 3. The main result shows that the cross-correlations give the Green's function blurred by a statistically stable "filter"; cf. (3.19) . A striking property of the filter is that its support may be much smaller in a random medium than in a (quasi-)homogeneous medium, which is the counterpart of superresolution in this context. In section 4 we develop an approach to localizing a cluster of random sources from noisy signals. The main aspects of the results we derive are general, and we demonstrate this by discussing different scaling regimes in section 5. In subsection 5.4 we touch upon the scaling regime anticipated in applying the analysis to Southeastern Tibet for the estimation of body-wave constituents from ambient noise. We provide some numerical examples in section 6, and concluding remarks in section 7.
2. High-frequency paraxial regime and modeling.
The random sources.
We shall model the ambient or background far field noise in terms of a random field. The impinging noise will be modeled as an initial condition in the plane z = 0 supplementing the paraxial evolution equation to be introduced in the next subsection; see Figure 1 .2.
Let ν be a random field in R × R d , and χ be a smooth, deterministic, envelope function. We assume that ν has zero mean, is isotropic in x and stationary, and is independent of the medium with spectrum,
and with rapidly decaying correlations. The noisy sources are then collectively modeled as
The envelope function χ models the locality of the sources. We shall consider both an extended source field, with χ having a "large" support, and a concentrated source field, with χ having a "small" support. It is convenient to introduce a characteristic wavelength scale, λ 0 , associated with the noise source spectrum,
where T 0 is a characteristic time scale associated with the temporal noise correlations (cf. (2.2)) and c 0 background or homogenized medium wavespeed. Note that the central wavenumber is defined by
The parabolic wave equation.
In recent decades the parabolic or paraxial wave equation has emerged as the primary tool to describe small scale scattering situations as they appear in radiowave propagation, radar, remote sensing, propagation in urban environments, and in underwater acoustics [29, 32, 41] , as well as in propagation problems in the earth's crust [9] . The paraxial equation models wave propagation if the dominant scattering occurs in the direction(s) transverse to a principal propagation direction. Here, we take this model as our starting point and consider propagation in a random medium in the regime of waves propagating over distances that are large compared to the correlation length of the random inhomogeneities and the characteristic wavelength. The relevant wavelength scale is determined by the support of the noise auto-covariance function.
Fundamental to the problem at hand is the role of scales. Different scaling relations will give rise to different qualitative behavior of the estimation of the Green's function. The important scales are the following:
• z 1 , the characteristic depth (longitudinal distance) from noisy sources to the recordings; • A, the characteristic size for the support of noisy sources collectively;
• T 0 , X 0 , the temporal and lateral (spatial) extent of the noise spectrum;
• σ c , the relative magnitude of medium fluctuations; see (2.5);
• l, the correlation length of the (isotropic) medium fluctuations; see (2.5). The correlation length corresponds to the dominant spatial scale at which the medium fluctuates, and it typically defines the microscale in the problem.
To introduce the paraxial wave approximation, we consider first the wave equation governing the propagation of acoustic waves:
in which μ is a random field modeling the medium fluctuations; c 0 denotes the (deterministic) background wavespeed. In the regime of homogenization, with relatively rapidly fluctuating medium variations, the effective wavespeed is c 0 . The regime of homogenization corresponds to the case when the wavelength is large relative to the correlation length of the medium fluctuations, and the propagation distance is on the order of the wavelength. However, in a regime of large propagation distances the effect of the randomness will build up, and this phenomenon will be captured by a random potential, namely through μ, in the paraxial wave equation. We shall here assume that the background wavespeed is constant; see [40] for a discussion of the case with a variable background.
Because "locally" the waves sense a homogeneous medium, it is common practice to introduce the following Fourier transform incorporating the centering in a frame moving with the effective wavespeed,
so that the complex amplitude ψ(z, x, k) satisfies the Helmholtz equation
with k = ω/c 0 being the wavenumber and n = n(z, x) = c 0 /c(z, x) the random index of refraction relative to the background wavespeed c 0 . The fluctuations in the refraction index attain the form
We assume that the fluctuations are modeled by an isotropic and smooth in x, zero mean, stationary rapidly decorrelating random field μ(·, ·), which moreover is Markovian in z. The normalized and dimensionless covariance is given by
with R(0, 0) = 1. We, again, assume rapidly decaying correlations. Note that the dimensionless function R is supported on the O(1) scale. Thus, the correlation radius of the medium fluctuations is l. We shall consider a specific scaling regime characterized by a certain relation between the parameters that we have introduced in the problem; this scaling regime essentially corresponds to the one introduced in [33] . The regime will follow from the next step where we introduce dimensionless coordinates. To this end, we introduce the characteristic length scales as
• l x , the characteristic length scale in the lateral direction,
• l z , the characteristic length scale in the principal (depth) direction. The following dimensionless parameters will be important in the further analysis:
θ is commonly referred to as the Rayleigh number, while ε and δ are the medium correlation length relative to, respectively, characteristic principal and lateral scales. We remark that we specify in (3.5) below how the correlation scale of the ambient noise field relates to these small parameters. The important scaling regime considered here is the high-frequency paraxial scaling as introduced in [33] , with
We hasten to add that there are other relevant scaling regimes [2, 5, 18, 34] ; we discuss some scaling alternatives in section 5. However, the regime set forth above is characteristic for the estimation problem at hand and captures key aspects of the physical phenomenon under discussion. Note that it follows from our scaling assumptions that l x l z , which corresponds to the characteristic propagation distance being much larger than the characteristic aperture size and the classical paraxial or beam scaling. This follows, since with x j = (z j , x j ) denoting the recording points as before, we shall assume a regime where
as well as
are fixed, while considering the limits 1/θ, ε, δ → 0. The dimensionless coordinates are
and we let
Note that we have k = ω .
In the further analysis, we shall drop the primes in the nondimensionalized coordinates; in dimensionless variables (z, x, ω), the paraxial wave equation then becomes 2i (θk) ∂ψ ∂z
This is the product of the white noise normalization factor √ ε and the paraxial scaling parameter. These factors are small so that the modeling corresponds to relatively small medium fluctuations. This is exactly the scaling of the fluctuations that gives partly coherent propagation of the wavefield. The fluctuations are sufficiently strong so that the wavefield is affected beyond the homogenization situation, but not so strong that the field completely loses its coherence.
In the scaling regime considered,
∂z 2 on the right-hand side of (2.7) can be neglected. Equation (2.14) is an evolution equation, which is supplemented with the initial conditions (cf. (2.2))
Indeed, the paraxial field ψ satisfies an initial value problem rather than a boundary value problem as in the case of the Helmholtz equation. This reflects the fact that we consider a regime where lateral scattering is dominant over scattering along the principal direction.
White noise model.
We shall consider functionals of the field, ψ, in the scaling regime in (2.11). Following [33] , we introduce the Wigner distribution:
where we have used " * " to represent complex conjugation. It can then be shown [17, 33] that in the high-frequency (θ → ∞) and white noise (ε → 0) limit, the limiting Wigner transform that we denote as W δ is characterized weakly (in law) by the Itô-Liouville stochastic partial differential equation, as follows.
Proposition 2.1. The Wigner distribution W θ converges in the limit 1/θ → 0 followed by ε → 0 weakly in law to the process W δ solving
Here, B(x, z) is a vector-valued Brownian field with covariance
where z 1 ∧ z 2 = min{z 1 , z 2 }; in the assumed isotropic case, we have (cf. (2.9))
We remark that the second derivative of the (isotropic) medium correlation function is negative: R 0 (0) < 0 so that indeed (2.17) is well posed. It now follows directly from (2.17) that the mean, W = E[W δ ], is independent of δ and solves the advectiondiffusion equation
The explicit expression for the Green's function of (2.20) is
with r = r 2 and w = w 2 . This expression will be useful in order to characterize how the computed cross-correlations relate to the propagation Green's function of interest. That the computed cross-correlations give a stable and "low noise" estimate of the Green's function shall emerge as a consequence of assuming a stabilization regime. Indeed, here we shall assume the stabilization regime corresponding to the limit δ → 0, as discussed in [33] . The robust estimation of the empirical Green's function will be a consequence of the following stabilization result. 
where E {I δ (z, x, y)} is independent of δ. This result is a slight generalization of the stability result derived in [33] ; see the appendix.
Analysis of cross-correlations.
3.1. Time averaging. The quantity of interest is the cross-correlation function,
in which H is a time-window function; cf. (1.1). Here, u is modeled from the solution of the paraxial wave equation (cf. (2.14)) subject to initial conditions (2.15). We introduce the notationv for the partial Fourier transform of v with respect to time, and v for the complete transform:
e −i(ωt−p·x) v(ω, p) dp dω .
Let G θ be the Green's function associated with the paraxial wave equation (2.14); then we have in the standardized variables
where x n = (0, x n ) and
Note that by the result (2.20) the paraxial field decorrelates laterally on the scale 1/θ. We now assume that the ambient noise field decorrelates on this scale by choosing
When we substitute (2.2) into (3.4), we then obtain
We may choose for H the indicator function
the mean square with respect to the distribution of the impinging noise sources. Our interest is in such a regime where the time average effectively removes the fluctuations in the quantity of interest, exploiting the randomness of the sources. Substituting the above average into (3.6) leads to the introduction of
Green's function filter and limits.
We obtain the following representation for the quantity of interest.
Proposition 3.1. Let C θ be as in (3.7) , and assume the relative ordering
in which
Here, Λ θ is referred to as the Green's function filter. Proof. We begin with substituting (3.3) into (3.7), and we obtain (3.10)
where we made use of the fact that G θ is real-valued. We carry out the integration over v 1 yielding a Fourier transform of C 0 with respect to its time argument; the integration over v 2 then gives a factor δ(ω 2 − ω 1 ):
We invoke the semigroup property of the solution operator to the paraxial wave equation, and, using that z 2 > z 1 , we get
We then change variables of integration,
which gives the result (3.8).
We will now make the following assumption. Assumption 1.
The expression (3.9) then simplifies, and this assumption corresponds to letting the correlation radius of the impinging noise field be θ independent.
We remark that the paraxial Green's function will decorrelate in the lateral dimensions on the 1/θ scale, and that this is the motivation for the choice of parameterization of the filter Λ θ .
It will prove natural to introduce the Wigner distribution
so thatΛ θ (z, ω, x, y) = W θ (z, x, p; ω)e −ip·y dp . (3.16) This Wigner distribution coincides with the one given in (2.16) subject to initial conditions that derive from (2.15), which follows from (2.6), (3.2), and (3.3). In the high-frequency (θ → ∞) and white noise (ε → 0) limits, the Wigner distribution in (3.15) is characterized weakly (in law) by (2.17), while its mean satisfies (2.20).
The initial condition, at z = 0, for the Wigner distribution follows directly from the corresponding initial condition for the Green's function G θ :
We will apply this approximation below. We now use the Green's function (2.21), and initial condition (3.17), in (3.16) and define the following Green's function filter,
dw dr dp dx 0 dp 0
The characterization of a statistically stable filter now follows from the representation (3.16) and Propositions 2.1 and 2.2, as follows.
Proposition 3.2. The deterministic Green's function filter converges to a deterministic filter
in L 2 (P).
Effective filter.
In order to obtain qualitative and quantitative insight on the Green's function filtering behavior, we shall assume that the spectrum of the envelope function and the spectrum of the noise covariance have Gaussian shapes. That is, we shall assume
We recall that the filter will be evaluated at z = z 1 , corresponding to the longitudinal distance from the source plane to the first recording point. We find that theň
dw .
We rewrite this expression as
2 )/2 dw
Furthermore, we shall assume that the noise source field has a temporal frequency spectrum of the form
We can now associate two characteristic length scales and one characteristic temporal scale with the Green's function filter in the narrow band situation so that T s is large:
• The refocusing length scale
with ω c a characteristic frequency of the noise source spectrum. This length scale determines the smoothing scale in the spatial source coordinates of the Green's function estimate, since the Green's function is blurred on the scale l f /θ; see (3.19) , (3.21) . Note that in the low-frequency limit with λ c → ∞ the estimate of the Green's function degrades since the refocusing length scale becomes large in this limit.
• The effective aperture length scale
This corresponds to the lateral range, relative to the center x c , of impinging noise sources contributing to the Green's function estimate through C θ . If the lateral separation between x j and x c is large relative to this length, then the filter will weaken the Green's function significantly. In the limit λ c → 0, l a corresponds to the effective aperture in [33] . Fig. 3.1 . The effective aperture la and the refocusing length scale l f .
• The Green's function will be blurred in time, on the scale T s , corresponding to the support of the ambient noise correlations in time. The characteristic length scales are illustrated in Figure 3 .1.
We comment on how the characteristic length scales depend on some of the parameters. In the case of a homogeneous medium, with D = 0 and low frequencies, we have
which corresponds to the classical Rayleigh resolution. While in the high-frequency limit and homogeneous medium case, with D = 0, we find
that is, a length scale corresponding to that of the support of the ambient noise field in the lateral spatial dimensions. Next, we consider the limit of (relatively) strong medium fluctuations:
which leads to a small refocusing scale.
Source location estimation.
Here, we consider the case of narrow noise aperture, A, and discuss the problem of estimating the "source location" x c . We assume that the points of observation lie in the plane z 2 = z 1 = z. From (3.8) we then find that
For two points separated on the 1/θ scale, we write
In the case of source estimation, we replace assumption (3.14) by the following. Assumption 2. Thus, the magnitude of the localized noise source field is now θ independent. We then have
W θ (z, x, p; ω)e −ip·y dp , and it follows by Proposition 2.2 that C θ is statistically stable. We consider, moreover, a tight lateral support for the noise field correlations: σ x 1 in the model (3.20) . Then, using Proposition 3.2 and (3.18), we obtain
where " * " denotes convolution, N σ is the Gaussian distribution with standard deviation σ, and we define
We remark that in the paraxial regime we have
with t, z, x j , and x j denoting the original scaled coordinates and τ sj being the traveltime from the noise source at x c to observation point x j . Thus, given observations at array points x 1 , . . . , x 4 , separated as in (4.1), one can estimate the location of the source via differential traveltime estimates in the (d + 1) = 3-dimensional case; see Figure 4 .1. The resolution of the estimate is limited by the support of the noise correlation function, the strength of the medium fluctuations, and the aperture A. We remark that in contrast to the situation where one aims at estimating the Green's function, here, a large value for σ a leads to a poor resolution.
White noise paraxial regimes and applications.
In this section, we discuss alternative scaling scenarios that have been introduced in [34] and [20] . We demonstrate the robustness of the results derived above by showing that their essential features prevail under a wide range of scaling scenarios. Indeed, the general analysis will be the same, but the Green's function filter changes through replacing the function U in (2.21) by the Green's function associated with the relevant modification of (2.20). In subsection 5.4 we conclude the discussion on scaling scenarios by considering a particular application, namely, body-wave scattering in Southeastern Tibet motivated in the introduction, and its characteristic scales.
We consider a scaling and a nondimensionalization as above. We shall here discuss the situation with ε → 0 being the smallest parameter. This limit gives the Itô form of (2.14):
with the law of the Brownian flow ∇B coinciding with the law of the flow B in (2.17). This Itô form of the Schrödinger equation is discussed in, for instance, [11] . Now different regimes lead to different Wigner distributions and equations that they satisfy, and, hence, different Green's functions, which shape the Green's function filter.
Subsequent high-frequency scaling.
First, we consider the situation with a subsequent high-frequency or geometrical optics limit followed by the large diversity scaling. That is, we have
In this case, the Wigner distribution in (2.16) again satisfies (2.20)! Therefore, the Green's function estimation corresponds to the estimation discussed above.
The joint limit.
We discuss next the joint limit with θ and δ going to zero simultaneously, that is,
for ξ = O (1) . As shown in [34] , the Wigner distribution in (2.16) converges in the limit δ = ξθ → 0 weakly (in S (R 2d )) and in probability to W , solving (2.19) for the definition of R 0 ). The Green's function of (5.4) is explicitly given by
and replaces U in (2.21). Here, D R is the medium structure function,
cf. (2.19) . The expression (3.18) for the Green's function filter then becomes
In the case where the correlation length associated with the structure function D R is large, we can expand this, assumed smooth, function D R ,
and recover (3.18). In the joint scaling limit, however, the whole spectrum of the medium fluctuations is involved in the definition of the Green's function filter.
Long-range media.
We finally comment on the situation with rough and long-range media as, for instance, in the turbulent atmosphere and heterogeneous regions of the earth's crust. Here we will consider a white noise limit, however, with the Fresnel number and lateral diversity scales fixed. In this scaling, which is analyzed in detail by Fannjiang and Solna [19, 20, 21] , (2.14) becomes 2i (θk) ∂ψ ∂z
where the power spectrum of the random field, μ(·, ·), is given by
for | k| in the inertial range, where k ∈ R d+1 is the spectral variable and H the Hurst exponent characterizing the roughness of the medium fluctuations. That is, we assume that the medium fluctuations follow a power law form over a set of scales called the intertial range, which corresponds to turbulent or long-range medium modeling. In this case, the Wigner distribution solves, in the white noise limit, in the sense of L 2 -weak solutions, a Wigner-Itô equation driven by an operator-valued Brownian motion. In particular, the first moment in (2.20) now becomes
see [20] for details. The Green's function of (5.10) is (5.11) corresponding to the form (5.5). The structure function can now be expressed as
The Green's function filter is therefore again characterized by (5.7). For the power law medium we have the short distance asymptotic
where the effective Hölder exponent H * is given by
in which H is the Hölder exponent of the original medium and C 2 * a structure parameter.
Note that the effective Hölder exponent H * is always bigger than 1/2, corresponding to a "persistent" or a long-range power law. Using this asymptotic and considering a regime with relatively narrow support for the impinging noise field by settinǧ
For the normalized noise field supported at the carrier frequency ω c as in (3.22) we thus find that for a fixed Fresnel number the spatial support of the Green's function filter scales as ω
. That is, the resolution depends nonlinearly on the wavelength associated with the characteristic temporal scale of the impinging noise field. In the limit of rough media with H * → 0 the lateral spatial support of the Green's function filter scales like λ 2 c . 5.4. Applications. Here, we address the application of our analysis to passive seismic tomography, making use of continuous recordings in an array of detectors or receivers. We discuss which scaling regime would apply to the regional study in Southeastern Tibet [43] . In the latter study, the focus was on the "generation" of surface waves. Here, we seek insight into the behavior of body-wave contributions for future applications in the same region. Our analysis incorporates what seismologists refer to as "ambient noise" (our random source distribution) and "coda waves" (through random medium fluctuations).
Concerning the Southeastern Tibet data set discussed in section 1, we obtain the following characterization [43] O(10km) .) The distance from the array to the sources is O(5000km); most of the sources are likely to be located in the Western Pacific margins and Eastern Indian Ocean margins. The dominant wavelength for shear (S) waves is O(20km), while the dominant wavelength for compressional (P) waves is O(5km). (Under certain simplifying conditions, shear waves have been modeled by a scalar wave equation, whence the current analysis would still be applicable.) The correlation length of medium fluctuations is, with the present knowledge, hard to estimate, but a value of O(10km) is plausible, also, given the complexity in tectonics of the region. The "asymmetry" observed in the cross-correlations in [43] is explained and inherent in our setup based on the paraxial wave equation.
In our modeling, the characteristic transversal distance between stations or sources roughly corresponds to l x , the distance from the array to the sources roughly corresponds to l z , and the correlation length of medium fluctuations to l; the dominant wavelength is λ 0 . For compressional body waves this results in δ ≈ 10 −1 , ε ≈ 2×10 −3 , and θ −1 ≈ 4 × 10 −1 , thus, corresponding most closely to the scaling discussed in section 5.2.
Numerical illustrations.
In this section we present a numerical illustration where we show the effect of the Green's function filter. We shall use the filter corresponding to the scaling regime discussed in section 3.3.
We assume that the medium is homogeneous for z > z 1 and plot the quantity
using the approximation in (3.21) for the filter and where we introduce
We choose d = 2, and in the nondimensionalized coordinates we let
cos(f c t) , (6.1) with D = 5, and moreover choose
In Figure 6 .1, we plot I in the case with a homogeneous medium. We use the parameter values A = A D = 20 in the left plot. The estimation then captures the wavefield and wavefront for relatively large lateral offsets for the Green's function. The right plot corresponds to the situation with a small aperture, A = A D = 1.5, in which case the wavefield and corresponding "moveout" are not captured.
In Figure 6 .2 we plot I in the case with a random medium. We use the parameter values A = 1.5, A D = 9.3. We then recapture a large part of the wavefield and wavefront (following a hyperbolic "moveout"). 
Conclusions.
Pairwise cross-correlations between receivers forming arrays provide invaluable data sets where (deterministic) sources (earthquakes) are necessarily absent. The data sets are used to carry out tomography, or inverse scattering, to reveal the properties of the medium away from (below) the array. We tailored a scaling regime to applications in global earth seismology, generating "empirical" Green's functions and "virtual" source experiments. Characterization and knowledge about the structure of the incoherent waves and their correlations is crucial in this context. We have presented a first analysis of this approach to data acquisition in the framework of the paraxial wave approximation in a random medium. The analysis exploits the connection between cross-correlations and time-reversal. The connection is direct in the sense that the Green's function estimation problem can be articulated as the dual of time-reversal superresolution.
Important questions remain, for instance, how to design "optimal" filters, that is, how to combine optimally data in space and frequency to obtain stable and highresolution estimates so that the filter Λ in (3.19) is near the identity, while enforcing statistical stability.
Appendix. Elements of the proof of Proposition 2.2. Consider the quantity I δ (z, x, y) = W δ (z, x, p)e −ip·y dp .
The initial condition in (3.17), W δ (0, x, p) = W I (x, p) , is assumed to be uniformly bounded, Lipschitz continuous, and positive. As explained in [33] we can then write W δ (z, x, p) = W I (X δ (z, x, p), P δ (z, x, p)) , for the stochastic flow (X, P) satisfying
Observe first that E {W δ (z, x, p)} e −ip·y dp = E {W I (X δ (z, x, p), P δ (z, x, p))} e −ip·y dp is finite and independent of δ by (2.21). Writing the complex exponential in terms of its real and imaginary parts and decomposing the domain of integration for the corresponding integrals into subsets where cos(p·y) (respectively, sin(p·y)) is positive (respectively, negative), we can apply Tonelli's theorem and interchange the order of integration and expectation and get E{I δ (z, x, y)} = E {W δ (z, x, p)} e −ip·y dp; (A.1) thus, I δ (z, x, y) is finite with probability one, and its expectation given by (A.1).
By a corresponding application of Tonelli's theorem we can write E{I 2 δ (z, x, y)} = E {W δ (z, x, p 1 )W δ (z, x, p 2 )} e −i(p1+p2)·y dp 1 dp 2 .
In [33] it is shown that E{W 2 δ (z, x, p)} is integrable in p, and that lim δ→0 E {W δ (z, x, p 1 )W δ (z, x, p 2 )} = E {W δ (z, x, p 1 )} E {W δ (z, x, p 2 )} .
By the Lebesgue dominated convergence theorem we can therefore conclude that lim δ→0 E{I 2 δ (z, x, y)} = E 2 {I δ (z, x, y)} .
