ABSTRACT Small base stations (SBSs) deployed in hotspots are formed into dense networks to improve network coverage and system capacity. However, the deployment of SBSs becomes a great challenge owing to the high density of small cells and the uneven distribution of traffic. In this paper, we propose a three-dimensional (3D) dense network planning method to deploy SBSs in hotspots. First, considering the propagation characteristics of 3D indoor deployment environment and the hybrid distribution of traffic, we estimate the network dimension to obtain the approximate number of SBSs that need to cover the entire area and meet the rate requirements of all users in a given space. Then, we formulate network planning as an optimization problem with the objective of minimizing the number of SBSs while satisfying both coverage and capacity constraints. Finally, in order to solve the optimization problem, we propose an adaptive variable-length particle swarm optimization (AVLPSO) algorithm. Simulation results indicate that compared with the traditional algorithms, the proposed algorithm can significantly achieve higher service ratio and reduce the costs of deployment.
I. INTRODUCTION
In the near future, the exponential growth of mobile data, the ubiquity of the anytime-anywhere access of massive users, and the sudden increase in traffic demands have made tremendous impact on networks. Network operators will deploy heterogeneous and dense small base stations (SBSs) extensively in the fifth generation (5G) mobile cellular networks, in order to provide users with high data rates, massive connectivity, and other diverse services [1] . More and more hotspots, such as shopping malls, office buildings, and subway stations will deploy a large number of SBSs. These SBSs have the characteristics of small coverage and low transmission power, which can solve the problems that macro base stations (MBSs) cannot solve.
The associate editor coordinating the review of this manuscript and approving it for publication was Parul Garg. It is necessary to analyze the deployment of SBSs in threedimensional (3D) space to solve the following problems: 1) In some hotspots, such as high-rise buildings, subway stations and shopping malls, the users are usually distributed in a 3D manner. The planar network model is mainly for the ground plane and cannot depict the characteristics of upper and lower users.
2) The traditional planar network mainly uses MBSs to solve the problems of outdoor coverage and a part of indoor coverage. In the urban area where the high-rise buildings are dense, most of the services are distributed indoors. The outdoor signals are not continuous because of serious occlusion. Furthermore, due to the influence of walls and floors, the signal reaching indoors is too weak for deep coverage.
3) The density of indoor users is too large, and the network is facing huge capacity pressure. However, the traditional planar network cannot meet the sudden increase of traffic demands. Due to the difficulties of site acquisition and interference problems, etc., it is impossible to solve the problem by blindly increasing the density of MBSs.
However, the densely deployed SBSs may lead to many problems. Serious interference may exist in a 3D scenario where SBSs are densely deployed, and the interference come not only from the existing MBSs but also from other SBSs.
If the current existing network planning schemes are used in the 3D space directly, the disadvantages are as follows:
1) The current existing network planning schemes are based on the two-dimensional (2D) mobile communication network channel model. In the case of multiple obstructions and complex environments in 3D indoor space, it is difficult to accurately represent the fading characteristics of indoor signals.
2) When modeling network planning in 3D indoor space, serious interference problems need to be considered, including inter-floor interference, intra-floor interference and outdoor interference from outdoor MBSs. The current existing network planning schemes mostly use coverage radius to analyze the coverage requirements without considering interference.
3) How to determine the sites and number of SBSs is NP-hard [2] . If the traditional site selection model is used to analyze various factors in the small base station (SBS) site problem, the dimensional disaster of variables and constraints will be caused by the large number of SBSs.
The main contributions of this paper can be summarized as follows:
1) Firstly, we propose a hybrid distribution of traffic in 3D indoor space. In addition, we consider the inter-floor interference to avoid the drawbacks of using 2D network planning schemes directly in 3D network planning, and use a channel model suitable for indoor transmission environment to accurately represent the fading characteristics of indoor signals.
2) Then we formulate the sites and number deployment of SBSs in 3D indoor space as an optimization problem, which minimizes the number of SBSs to be deployed, considering both coverage and capacity constraints within the planning space.
3) The formulated optimization problem is NP-hard, so we propose an AVLPSO algorithm, which can effectively improve the premature convergence of the standard PSO algorithm, and simultaneously search for the optimal locations and minimum number of SBSs using the particle swarm with variable length.
The rest part of this paper is organized as follows. In Section II, related works on network planning are summarized. Section III presents the system model. In Section IV, the network dimension estimation is described, followed by the formulation of 3D SBSs deployment problem. Section V proposes AVLPSO algorithm to solve the optimization problem. Then simulation results and performance analyses are presented in Section VI. Finally, conclusion and future work are given in Section VII.
II. RELATED WORK
Network planning problems have been studied in [2] - [18] . For example, in [2] , Wang et al. study the network planning problem of which the objective is to maximize the number of traffic demand points (TDPs) while meeting the rate requirements with a given budget in a heterogeneous network scenario. Wang and Ran [3] further explore the network planning problem in heterogeneous networking scenarios and propose a cutting-edge territory division technique to satisfy coverage and capacity which are the most basic targets in planning a cellular network. The technique can keep the traffic loads of all subareas equal and greatly reduce CAPEX and OPEX while improving users' quality of service (QoS). Reference [4] aims to optimize line-of-sight (LOS) area coverage using a subset of the candidate base stations in millimeter wave (mmWave) networks. It is seen in [5] that network densification and high-frequency communication are the bases for 5G networks to provide users with extremely high transmission rates, then Lamas et al. employ a multiobjective optimization problem in mmWave networks to achieve a trade-off among multiple performance metrics. Furthermore, a multitenant network planning framework is proposed in [6] to meet the tenants' traffic demands by adding channels, removing channels, adding small cells or migrating small cells.
In addition, many researchers have proposed several approaches to optimize the deployment of MBSs and SBSs in 2D space networks. An approximation algorithm is proposed in [7] to minimize the total costs of ownership (TCO) and energy consumption while satisfying the constraints. In [8] , Kashef et al. employ a suboptimal algorithm which called dynamic balanced planning algorithm to keep a compromise between QoS guarantees and energy consumption while satisfying the QoS requirements of uplink and downlink users. Similarly, Bahlke et al. [9] propose an approximated linear algorithm to reduce the maximum load of base stations by placing a given number of SBSs at optimal positions.
Furthermore, some papers have studied the placement of drone-cells in 3D scenarios. In [10] , Yang et al. formulate the 3D deployment problem of drone-cells, and maximize the network utility to alleviate the network overload by using a prediction scheme and an operation control scheme on the basis of the information gathered from the sensor network. A drone-cell assisted radio access network architecture is proposed in [11] , Shi et al. formulate a 3D deployment problem of drone-cells, the objective of this problem is to maximize the number of users covered by a given number of drone-cells while satisfying the quality of drone-to-BS (D2B) link, and propose a per-drone iterated PSO (DI-PSO) to solve the problem. However, the deployment schemes proposed in [10] , [11] assume that all traffics are distributed in a ground plane, but not applicable in the case that traffics are distributed in a 3D space.
Although many researchers have proposed many methods for network planning problems, these methods rarely consider the uneven distribution of users in several planes in a 3D space of hotpots. Moreover, these methods cannot simultaneously find the minimum number and optimal locations of SBSs. Therefore, it is necessary to propose a new dense network planning method which can minimize the number of SBSs and simultaneously optimize the locations of SBSs while satisfying both coverage and capacity constraints within the planning space. Therefore, we study dense network planning efficiently according to the coverage, capacity, and redundancy requirements of users in the planning space to minimize costs. We divide each floor plane in the 3D deployment space into several subareas with different joint time and space distribution, then estimate the network dimension. After estimating the approximate number of SBSs required for network planning in the given space, we analyze coverage, capacity, and redundancy. Then an optimization problem with the objective of minimizing the number of SBSs while satisfying both coverage and capacity constraints in the given planning space is formulated. We propose a modified PSO called AVLPSO to solve the optimization problem which is NP-hard. Experimental results show that our proposed algorithm has a better level of performance than PSO.
III. SYSTEM MODEL
We consider the dense network planning in 3D scenarios such as shopping malls and office buildings, the set of candidate SBSs is S which contains N SBSs and the coordinate of SBS j (j = 1, . . . , N ) is x j , y j , z j . The set of users is T which includes M users and the coordinate of user i(i = 1, . . . , M ) is (x i , y i , z i ). This paper analyzes from two aspects of coverage and capacity, comprehensively considers the traffic distribution and user requirements, and maximally avoids overlapping coverage of SBSs, then formulates an optimization problem. Searching for the optimal locations and the minimum number of SBSs enables the deployment of SBSs to reach a most reasonable level. The specific deployment scenario is shown in Fig. 1 .
A. INDOOR PROPAGATION MODEL
In this paper, we use the Devasirvatham model [12] to model indoor propagation of dense urban environments, where a large number of heterogeneous small cells are deployed and the transmissions between SBSs and terminals may pass through a large number of floors and walls [13] . And the path loss (in dB) is expressed as follows [13] :
where d su is the propagation distance (m) between the mobile terminal and its communication SBS, and d 0 is the near ground reference distance (recommended to be 1 m). Thus, PL (d 0 ) is the first meter loss, when the wireless signal frequency is 2.4 GHz, PL (d 0 ) is given as follows: n (in dB) is the indoor path loss attenuation factor, and the value of n is given in [14] . AF(d su ) is the average wall floor attenuation factor, which is a function of propagation distance d su , the expression of AF(d su ) in dB is defined as follows:
where µ is the unit path length attenuation coefficient determined by the environment, which generally takes a value of 0.2 to 0.7 (dB/m). Hence, the numerical expression can be derived by substituting (3) into (1) and stated as follows:
where K su is a constant and defined as follows:
B. TRAFFIC DISTRIBUTION
In the actual network planning scenarios, the distribution density of users will fluctuate with time and space on account of the social attributes of users. In a specific hotspot area, the distribution density of users will fluctuate greatly with time. For instance, the density of users in residential area is very high at weekends but smaller on weekdays [1] . In sharp contrast, the density of users in work area is very high on weekdays, especially in the daytime. Therefore, we must take into account the time-varying characteristics of traffic distribution. Although the deployment of SBSs is fixed, we can forecast the switching on/off of the SBSs in different periods. Our proposed method can be used in different periods as follows: 1) In high-traffic periods, we can find the minimum number of SBSs and their optimal locations to meet the requirements of current users, then deploy them. Then we can switch on these SBSs in high-traffic periods.
2) In low-traffic periods, we can also find the minimum number of SBSs and their optimal locations to meet the requirements of current users. Some SBSs in high-traffic periods and low-traffic periods have the same locations, and they have been deployed in high-traffic periods. Therefore, we only need to deploy the SBSs that need to be activated only during low-traffic periods. We can switch on all SBSs that need to meet the requirements of users of low-traffic periods in later low-traffic periods.
Since the planning period is adjustable, the methods to find the minimum number of SBSs and their optimal locations that we propose later in this paper can be used in any one period.
It is known that traffic distribution is uneven in the 3D indoor scenarios. We assume that each floor plane can be divided into several irregular subareas and in each subarea the distribution density of users is different. As shown in Fig. 1 , there is a given 3D deployment space V, assuming that the total area of all floors in the X-Y plane is S A . We divide all floor planes into N region subareas according to the unevenness of user distribution, the area of subregion
The users in each subregion follow 2D Poisson process with different parameters, and obey a hybrid distribution as a whole.
For the subregion k, the users follow the Poisson process with parameter λ k (k = 1, 2, . . . , N region ). As shown in Fig. 1 , take floor 2 as the example, if it is divided into 6 subareas, the users in the first subregion (k = 1) follow the Poisson process with parameter λ 1 , and so on. Let N (t) denote the number of users arriving in subregion k within time (0, t), then the distribution can be described as follows for any t ≥ 0 and s ≥ 0:
where s is the length of the time interval and S k is the area of subregion k. Equation (6) shows that the number of users follows the Poisson distribution, and it is only related to the length of the time interval. The average number of users arriving in subregion k within the interval (0, t) is E [N (t)] = λ k tS k , where t is an arbitrary time, so the average number of users arriving in subregion k per unit time is:
The total number of users arriving in all subareas is:
IV. FORMULATION OF DENSE NETWORK PLANNING PROBLEM A. NETWORK DIMENSION ESTIMATION
Network dimension estimation is usually a comprehensive analysis from both coverage and capacity to determine the number of SBSs required for network planning in a given space. On the one hand, the coverage dimension estimation combines the link budget with propagation model, and calculates the coverage radius of SBSs to determine the number of SBSs required to cover the given planning space. On the other hand, the capacity dimension estimation calculates the number of SBSs required to meet all service requirements based on the resources that a single SBS can provide by processing various actual services into certain virtual equivalent services. Then we take the larger number of required SBSs in coverage dimension estimation and capacity dimension estimation as the number of SBSs estimated by network dimension estimation [18] . Firstly, we make the coverage dimension estimation. It is known from Section III-A that this paper selects the Devasirvatham propagation model to calculate the coverage radius of SBSs. If the maximum allowable path loss of the downlink is γ PL , the coverage radius of SBSs is defined as follows:
where γ PL is obtained by analyzing the link budget. Once the coverage radius of SBSs R SBS is determined, the maximum cross-sectional area in the spherical area covered by the SBS is also determined, that is, the area of the circle with the radius R SBS is:
It is known that the total area of all floors in the planning space, that is, the total area of all floors in the X-Y plane is S A . To ensure that all subareas are covered, the number of SBSs required is:
where is the symbol of ceiling function. Then, we make the capacity dimension estimation to find the maximum number of users that a SBS can serve and the number of SBSs required to ensure that the rate requirements of all downlink users can be met. In an actual network, many users need different types of services, different services require different rates, and the number of users that SBSs can serve is different. However, the research focus of this paper is on the deployment of the locations and number of SBSs. In order to simplify the problem, we directly assume that the target rate of all downlink users is R th , and the capacity of each SBS is C SBS , then the maximum number of users that can be served by each SBS is calculated as follows: (12) where is the symbol of floor function. It can be known from (7) that the average number of users arriving in subregion k (k = 1, 2, . . . , N region ) per unit time is u k , so the number of SBSs required to serve the users in subregion k is:
Therefore, the number of SBSs required to satisfy the target rate of all users in the entire area is denoted as follows:
Hence, the number of SBSs that needed to cover the entire area and meet the rate requirements of users in all subareas is:
Therefore, the initial number of SBSs is defined as N = N SBS .
B. COVERAGE ANALYSIS
In this part, we make the coverage analysis. When planning a dense network in a hotspot area, the number of SBSs deployed is large, and the average space between stations is small. It is easy to generate overlapping coverage, which causes serious interference and poor cell edge rate. Therefore, we define that if the downlink signal to interference plus noise ratio (SINR) received by the terminal is greater than the threshold SINR 0 , the terminal is covered by SBSs, otherwise the terminal is not covered. It is known from (4) that the downlink path loss from SBS j to terminal i is: (16) where d ij is the distance from SBS j to terminal i. In addition to path loss, there are small-scale multipath fading and shadow effect in the wireless channel. However, the deployment scenario in this paper is indoors so that there are no large obstructions, the shadow effect is not considered. The small-scale multipath fading considered in this paper is Rayleigh fading. It is assumed that the transmit power of SBSs is P S , so the power received by terminal i is
where h ij denotes the channel gain, which obeys the exponential distribution of parameter 1 [15] , as described below:
This paper considers the scenario where SBSs and MBSs coexist. The MBSs and SBSs are deployed at different frequencies, so the interference of MBSs to the target terminal can be ignored. All SBSs share the same frequency range, so the interference received by the target terminal is accumulated interference generated by all SBSs except the communication SBS. It means that the interference contains all intra-floor interference and inter-floor interference. The noise is additive white Gaussian noise with a mean of 0 and a variance of σ 2 . Assuming that the target terminal i accesses SBS j, the downlinkSINR of the target terminal i is:
where I SBS is accumulated interference, which can be defined as follows:
where h is is a random variable which describes the Rayleigh fading from s-th interference SBS to the target terminal i, and d is represents the distance from s-th interference SBS to the target terminal i. The interference in the real 3D scenarios includes intra-floor interference, inter-floor interference, and outdoor interference. It is known that the interference we considered in the calculation also includes all intra-floor interference, inter-floor interference and outdoor interference. Therefore, the interference formulation is associated with the real scenarios, such as the high-rise building.
We define a binary variable γ ij to indicate the coverage status of terminal i as follows:
As can be seen from the previous analysis, if the downlink SINR between SBS j and terminal i is greater than the threshold SINR 0 , the terminal i is considered to be covered by SBS j, so the (20) can be expressed as follows:
where the SINR DL ij is updated as follows:
Therefore, the value of γ ij is determined by the locations of all SBSs. It is known from (15) that the initial number of SBSs in the planning space is N SBS , and only each terminal is covered by at least one SBS can the planning space meet the coverage requirement. Therefore, in order to ensure that each terminal is covered by at least one SBS, the following coverage constraint must be satisfied:
We extend the capacity analysis in 2D scenarios in [18] to the 3D deployment of SBSs in this paper. Let S k,j (x j , y j , z j ) be the cross-sectional area of the intersection of the spherical area covered by SBS j and subregion k, and S j be the total cross-sectional area of the intersection of the spherical area covered by SBS j and all floors in the X-Y plane. As shown in Fig. 2 , if a certain floor is divided into 6 subareas, the cross-sectional area of the intersection of the spherical area covered by SBS j and subregion 1 is S 1,j (x j , y j , z j ), and the cross-sectional area of the intersection of the spherical area covered by SBS j and subregions 3, 4, 5 are S 3,j (x j , y j , z j ), S 4,j (x j , y j , z j ), S 5,j (x j , y j , z j ) respectively by analogy. We let ϕ k,j x j , y j , z j (0 ≤ ϕ k,j x j , y j , z j ≤ 1, ∀k ∈ 1, . . . , N region , ∀j ∈ S) denotes the ratio of the cross-sectional area of the spherical area covered by SBS j and subregion k to the total cross-sectional area of the spherical area covered by SBS j and all floors in the X-Y plane which can be calculated as follows:
If the spherical area covered by SBS j only has the intersection with the subregion k in all floors in the X-Y plane, then ϕ k,j x j , y j , z j = 1, and if the spherical area covered by SBS j does not intersect with subregion k, then ϕ k,j x j , y j , z j = 0. Therefore, the value of ϕ k,j x j , y j , z j is determined by the location of SBS j. It can be known from (12) that the maximum number of users that each SBS can serve is N SBS u , then the number of users that one SBS can serve from subregion k is N SBS u ϕ k,j x j , y j , z j . It can be known from (7) that the average number of users in subregion k is u k . For any subregion k (k = 1, 2, . . . , N region ), all terminals must access SBSs and meet the users' rate requirements, that is, the capacity of planning space should be constrained as follows:
The number of SBSs required to be deployed in a hotspot area is large. When the network planning scheme is not complete enough, it is likely to cause overlapping coverage which results in waste of resources. The goal of dense network planning in this paper is to minimize the number of SBSs, i.e., the costs, while meeting the users' coverage requirement and capacity requirement. In order to avoid excessive redundant coverage, the dense network planning also needs to meet the constraint of redundancy.
Since one terminal may be in the coverage of several SBSs at the same time, in order to control the redundant coverage, we define a variable I i indicating the degree of redundant coverage at terminal i which is defined as follows:
When the terminal i is covered by one or more than one SBS, I i is the number of redundant SBSs covering terminal i, and when the terminal i is not covered by any SBSs, I i = −1. For any one terminal i, I i is limited to the redundancy threshold I 0 so that the overlapping coverage of the planning space can be minimized. Hence, the constraint must be satisfied as follows:
It can be seen from the above analysis that the coverage and capacity constraints should be met while avoiding overlapping coverage of users in the process of network planning. The objective is to find the optimal locations of SBSs and minimize the number of SBSs. We define a binary variable to represent the state of each SBS as follows:
where ε j indicates whether SBS j is deployed, and it can be known from (20) and (21) that γ ij indicates whether terminal i is covered by SBS j. Therefore, only when ε j = 1, that is, SBS j is deployed, can we further judge the value of γ ij is 1 or 0, that is, whether terminal i is covered by SBS j. On the contrary, if ε j = 0 which means that the SBS j is not deployed, then γ ij does not exist and has no meaning. We set a vector ε= (ε 1 , ε 2 , . . . , ε N SBS ) with a dimension of 1×N SBS , which is a vector composed of ε j (j = 1, . . . , N SBS ). In the process of deployment, we ensure that the optimal positions and minimum number of SBSs are obtained while satisfying coverage constraint, capacity constraint, and redundancy constraint. Therefore, we formulate an optimization problem as follows:
where (x j , y j , z j ) is the coordinate of SBSj, and C1 represents the coverage requirement of all terminals; C2 represents the capacity requirement of all terminals, the actual number of terminals in each subregion cannot exceed the number of VOLUME 7, 2019 terminals that deployed SBSs can serve; C3 represents the limitation of the coverage redundancy of SBSs, in order to minimize the number of SBSs, the redundant coverage must be limited to a certain range; C4 represents that all SBSs must be deployed in the given planning space. The decision variables of this model are x j , y j , z j , and ε j . Since ε j takes 0 or 1, which is an integer variable, the optimization problem is a mixed integer nonlinear programming problem, which is a NP-hard problem. The complexity of obtaining the optimal solution by precise mathematical derivation is too high. Therefore, in view of the particularity of the optimization problem in this paper, a metaheuristic algorithm is adopted to solve it.
V. SOLUTION TO DENSE NETWORK PLANNING PROBLEM A. ADAPTIVE VARIABLE-LENGTH PARTICLE SWARM OPTIMIZATION
PSO is an evolutionary algorithm that simulates the foraging behavior of flocks in which each individual is regarded as a particle. The particles are continuously move to the optimal position of birds, i.e., the global optimal solution, according to their own experience and social experience during the flight [16] . The original PSO algorithm supposes that there is a search space with dimension D, in which a group consists of m particles, and each particle searches for the optimal solution according to its own flight speed. The position of the particle l is expressed as W (l) = (x l1 , x l2 , . . . , x lD ), and the speed is expressed as V l = (v l1 , v l2 , . . . , v lD ). The fitness value calculated according to the particle's position can reflect the advantages and disadvantages of the particle's solution to a specific optimization problem. The velocity and position of particle l are updated according to the following formulas [11] :
where
e., the velocities of particles are limited to a certain range, t is the current number of iterations, p ld represents the current individual optimal solution of particle l, and p gd represents the current global optimal solution of all particles. ω is an inertia factor describing the degree of the maintenance of previous speed, and c 1 , c 2 , r 1 , and r 2 are weights describing the distance from the current position of the particle itself to individual optimal and global optimal position, which are used to adjust the learning ability for individual experience and social experience.
The length of particles in the original PSO algorithm is fixed, representing the dimension of the search space. This paper assumes that the number of deployed SBSs is N , then each particle is a vector consisting of the coordinates of N SBSs. The dense network planning in this paper needs to find the optimal positions and the minimum number of SBSs simultaneously so that the number of deployed SBSs is a variable. Therefore, for this optimization problem, we use the particles with variable length to search for optimal solution. The initial length of particles is equal to three times more than the number of SBSs estimated by the network dimension estimation. Afterwards, the optimal positions of SBSs are searched for to satisfy all constraints, then the length of particles is reduced, that is, N is continuously reduced as follows:
After that, the process of searching for the optimal positions of SBSs is repeated until the minimum particle length is found to meet all constraints.
Beyond that, the biggest shortcoming of the original PSO algorithm is premature convergence, PSO has a fast convergence rate in the early stage, but the continuous decrease of the diversity of population with the increase of the number of iterations in the later stage causes stagnation and thus the result falls into local optimum [17] . Since the weight c 1 is used to adjust the learning ability for individual experience, we propose to increase c 1 dynamically and nonlinearly with the increase of the number of iterations to make the particles have a strong self-awareness in the later stage. In other words, we adaptively increase the diversity of solutions to solve the problem of premature convergence. The specific improvements are as follows:
where c 1min is the minimum value of c 1 , c 1max is the maximum value of c 1 , t is the current number of iterations, and max i te is the maximum number of iterations. The modified algorithm described above that we propose is called AVLPSO, which is used to solve the dense network planning problem in (29).
B. THREE-DIMENSIONAL DENSE NETWORK PLANNING BASED ON AVLPSO
Assuming that the number of deployed SBSs is N , that is, the search space dimension is 3N , and L particles are generated initially and denoted as follows:
where l = 1, . . . , L. During the search process, redundant SBSs are continuously removed, and the length of particles also decreases with the number of SBSs. The optimal position experienced by the particle l itself is (p l1 ,p l2 , . . . ,p l3N ) , and the optimal position experienced by all particles in the whole group is recorded as (p g1 , p g2 , . . . , p g3N ). The position and velocity of particle l are updated as follows:
where c 1 is updated according to (33).
During the solution procedure, the positions and length of particles need to be constantly adjusted to meet the coverage, capacity, and redundancy constraints. We define a binary variable denoted as ε i . For any user i, if it satisfies the constraint C1, it is recorded as ε i = 1, otherwise ε i = 0. Therefore, the constraints C1 and C2 in (29) are converted into utility functions as follows:
1 is the difference between the number of terminals covered by particle l and the actual number of terminals, U (l) 2 is the difference between the number of terminals served by particle l and the actual number of terminals. The optimal values of the two utility functions are denoted as U opt 1 and U opt 2 , the coverage and capacity requirements are met when the AVLPSO algorithm iterates to satisfy the conditions as follows:
where η(0 < η < 1) and τ (0 < τ < 1) represent the proportion of users need to be covered and served which are used to appropriately relax the requirements for coverage and capacity. In this paper, we first set the utility function U to U 1 , then set the utility function U to U 2 after the AVLPSO algorithm iterating to meet the coverage requirement. The number of SBSs N is initialized as N = N SBS , and N is reduced when the AVLPSO algorithm iterates to meet the convergence requirements of (39) and (40). Then the process of searching for the optimal position of all particles is repeated until the minimum N is found to satisfy the coverage and capacity constraints. The number of SBSs obtained at this time is the smallest, and the positions of SBSs at this time are the optimal positions. Hence, the redundancy has been minimized which means that the constraint C3 can be omitted.
The utility of the current global optimal particle position is expressed as U opt g , and the utility of the current individual optimal position experienced by the particle l is expressed as U opt l . The current global optimal particle position is recorded as W opt g , and the current individual optimal position experienced by the particle l is recorded as W opt l , and the final global optimal particle position is recorded as W opt . The specific steps of AVLPSO algorithm are stated as follows:
The execution of the proposed AVLPSO algorithm is a roundrobin iteration, and the number of iterations required to obtain the optimal solution is determined by the actual scenario. In each iteration, L particles first calculate the current individual utility value and update the individual optimum, then select the current particle with the best utility value among all particles, and record its position as the current optimal 
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Go to step 1 26: end if position. For L particles, c 1 of each particle is updated to update its velocity and position. Therefore, the computational complexity of each iteration for each particle length is 2L. We set the maximum number of iterations of the algorithm for each particle length to max i te. After the initial number of SBSs is set to N SBS , the utility function is calculated 2Lmax i te times. If the minimum number of SBSs is finally N , the complexity of the AVLPSO algorithm is O(Lmax i te(N SBS − N + 2)).
VI. SIMULATION ANALYSIS AND PERFORMANCE EVALUATION
We use simulation experiments to evaluate the performance of the dense network planning algorithm proposed in this paper. Set the simulation scenario in an office building. The size of the 3D planning space is 30m × 30m × 20m. The set of simulation parameters is shown in Table. 1.
According to the parameter selection of indoor propagation model in [12] , the wireless signal frequency is set as 2.4 GHz, VOLUME 7, 2019 the indoor path loss attenuation factor is set as 5, and the unit path length attenuation coefficient is set as 0.5 dB/m. We calculate the coverage radius of SBSs to be equal to 10.8 m by the Devasirvatham propagation model. During the process of network dimension estimation, we find that the number of SBSs required to meet capacity requirement is far more than the number of SBSs required to meet coverage requirement in dense networks, and the initial number of SBSs needed is 22 which is equal to the number of SBSs required to meet the capacity requirement. According to the results of many experiments, we take ω = 0.8, c 1min = 2, c 1max = 2.5, V max = 3m in the AVLPSO algorithm, the number of particles L in the particle swarm is 50, and the maximum number of iterations max_ite is set to be 100. In the iteration process, the positions of particles are adjusted to meet the coverage requirement, then the positions are adjusted to meet the capacity requirement. The final result is shown in Fig. 3 . Fig. 3 shows the relationship between the service ratio and the number of iterations of the AVLPSO algorithm in the case of N = 18 and N = 17. The service ratio is the ratio of the number of users served by all SBSs to the actual number of users in the given planning space. It can be seen from Fig. 3 that as the number of iterations increases, the service ratio increases continuously, and eventually tends to be flat. Finally, the service ratio of N = 18 is larger than the target service ratio τ , but the service ratio of N = 17 is still smaller than the target service ratio τ . The reason is that the initial number of SBSs is 22 according to the result of network dimension estimation, i.e., the initial particle length is 66, which can meet the capacity and coverage requirements set in this paper by iterations. In order to remove redundant SBSs, we reduce the number of SBSs, i.e., the length of particles. When the length of particles N is reduced to 18, the coverage and capacity requirements can still be met by iterations, but when it reduced to 17, the capacity requirement cannot be met, so the minimum number of SBSs which can satisfy all constraints is 18. Fig. 4 shows the final distribution of terminals and SBSs, where the blue nodes denote terminals, obeying the hybrid distribution, and the red hexagons denote the optimal positions of SBSs obtained by iterations. In order to verify the superiority of the AVLPSO algorithm proposed in this paper in the performance of dense network planning, we compare it with the original PSO algorithm in [18] which is applied to solve the deployment problem of MBSs in 2D space networks. If the original PSO algorithm is employed to solve the 3D dense network planning problem in this paper, the length of particles is fixed at three times more than the initial number of SBSs calculated by network dimension estimation and the parameter c 1 is fixed at the constant 2, then the locations of SBSs which can meet the capacity and coverage constraints are determined and fixed by iterations. Afterwards the SBSs having the least impact on the number of users could be served are turned off one by one directly until the minimum number of SBSs satisfying the capacity and coverage requirements is found, the SBSs which can be turned off are redundant SBSs that can be eliminated directly. Fig. 5 shows a comparison of the service ratio between AVLPSO and PSO algorithms with the increase of the number of SBSs. As can be seen from Fig. 5 , the initial number of SBSs is set as 22 according to the result of network dimension estimation. At this time, the service ratio of AVLPSO algorithm and PSO algorithm can both reach 1 by iterations. In order to remove redundant SBSs, we use AVLPSO algorithm to continuously reduce the particle length and iteratively find the optimal positions of SBSs. When the number of SBSs is reduced to 18, the capacity requirement still can be satisfied by iterations, that is, the service ratio is greater than 0.98. However, for the PSO algorithm, when the number of SBSs is reduced to 18, the capacity requirement cannot be met. From the overall trend, as the number of SBSs increases, the service ratio of AVLPSO algorithm and PSO algorithm both increase, then gradually become flat. When the number of SBSs increases from 1 to 11, the number of users served by AVLPSO and PSO is equal and increases linearly with the increase of the number of SBSs. When the number of SBSs is greater than 11 and less than 22, the number of users served by the AVLPSO algorithm is greater than the number of users served by the PSO algorithm. The reason is that the original PSO algorithm reduces the diversity of the population in the later stage, and it is easy to fall into the local optimum. Moreover, when the original PSO algorithm is used for network planning, the SBS with the least impact on the number of users could be served is directly eliminated, and the locations of remaining SBSs are unchanged, but actually the locations of remaining SBSs at this time are not the optimal positions. Unlike the original PSO algorithm, the AVLPSO algorithm dynamically increases c 1 with the increase of the number of iterations in the later stage, thereby increases the diversity of solutions, and gradually reduces the particle length to remove redundant SBSs, then iteratively finds the optimal positions of SBSs at this time so that the minimum number of SBSs satisfying all constraints can be obtained and the final positions of SBSs are closer to the optimal positions, thus the final solution is closer to the optimal solution. Table. 2 shows the final deployment situation and performance comparison between two algorithms. In the same simulation conditions, the initial number of SBSs of two algorithms obtained by network dimension estimation are both 22. It can be seen from the results that the PSO algorithm needs to deploy at least 20 SBSs in order to meet capacity and coverage constraints, but the AVLPSO algorithm only needs to deploy 18 SBSs, and the service ratio and coverage ratio of the AVLPSO algorithm are higher than that of the PSO algorithm. Therefore, the dense network planning algorithm proposed in this paper can better save deployment costs and improve deployment efficiency while ensuring capacity and coverage requirements. In order to evaluate the proposed algorithm, we compare it with the existing SBSs deployment method in 2D space. We divide the 3D space into a set of 2D spaces in each floor, and use the network planning method in [18] to deploy SBSs in the 2D space of each floor, and then merge them into 3D space to compare the effects. The biggest difference between the two methods is that the inter-floor interference is not considered in the existing 2D spatial SBSs deployment method, and the existing 2D spatial SBSs deployment method is only used for the same floor. Fig. 6 shows a comparison of the service ratio of two methods with the increase of the number of SBSs. It can be seen from the figure that as the number of SBSs increases, the service ratio of both methods continue to increase, the trend tends to be gentle, and the service ratio of the method proposed in this paper are higher than that of the existing method.
FIGURE 6.
Service ratio with different number of SBSs. VOLUME 7, 2019 The reason is that the deployment scheme proposed is more suitable for the case where the users are stereoscopically distributed, and can serve both upper and lower users. Fig. 7 shows the coverage performances of two methods with the increase of SINR 0 when the number of SBSs is 18. The abscissa indicates the SINR threshold, i.e., SINR 0 , and the ordinate is the coverage ratio. It can be seen from the figure that with the increase of SINR 0 , the coverage ratio of both methods are decreasing, but the coverage ratio of the proposed method is higher than the existing method. The reason is that the existing method does not consider inter-floor interference when deploying SBSs, so the proportion of users whose receiving SINR is greater than SINR 0 in all users is smaller than that of the method proposed in this paper. 
VII. CONCLUSION
In this paper, we propose an AVLPSO algorithm for network planning of 3D dense networks which can optimize the locations of SBSs and minimize the number of SBSs while meeting the coverage and capacity requirements of users. Simulation results show that the proposed algorithm can improve the service ratio and coverage ratio, save deployment costs, and improve deployment efficiency. It has certain reference value for dense network planning. For our future work, we will take different types of services including voice, data, and video services into consideration, and perform network planning based on actual application scenarios.
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