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Gene tree and species tree reconciliation is an important method in comparative ge-
nomics. A gene tree which represents the evolutionary history of a gene family is often
discordant with the corresponding species tree due to complicated gene evolution his-
tory. Thus, a gene tree is reconciled with the corresponding species tree to infer gene
evolutionary events, to annotate the relationships between genes, and to reconstruct the
evolutionary history of species.
In this thesis, motivated by the fact that reference species trees and real gene trees
are often non-binary, we investigate various issues of reconciliation for non-binary trees.
We first design ecient algorithms for the gene tree refinement problem in dierent
reconciliation models. We then study the species tree refinement problem for non-binary
gene tree under the duplication cost model. Simulation study shows that our algorithms
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T A rooted tree.
root(T) The root of T .
jT j The number of nodes in T .
V (T) The set of nodes in T .
Vit(T) The set of internal nodes in T .
Vlf(T) The set of leaves in T .
E(T) The set of branches in T .
u 2 V (T) A node in T .
p(u) The parent node of u in a tree.
Ch(u) The children of u in a tree.
u0 The sibling of a non-root node u in a rooted binary tree.
depth(u) The depth of node u in a rooted tree.
(u; v) 2 E(T) A branch in T .
u T v u is an ancestor of v in T .
T(u) The subtree rooted at u, which consists of u and all descendants of u.
T jU The subtree induced by a subsetU  V (T).
lca(u; v) The least common ancestor of two nodes u; v in a rooted tree.
lca(U) The least common ancestor of a subset of nodes in a rooted tree.




Understanding the evolution of genes and the biological functions of proteins lies in the
heart of many problems in modern biology. The next generation sequencing technology
has produced an enormous amount of DNA sequence data for computational biology
study [58]. Mathematical models, ecient algorithms and computer tools are in great
demand to explore and analyze those DNA data.
The evolutionary relationship among a group of genes, or species, that descend from
a common ancestor, is modeled by a phylogenetic tree, or a phylogeny in short. Since
the time of Charles Darwin, phylogenetic trees have been used as a fundamental tool
in evolutionary biology. Reconstructing the true phylogeny over a gene family (a gene
tree), or a group of species (a species tree), from DNA or protein sequence data has
been the focus of many studies in last two decades. Gene trees are commonly inferred
from the sequence data using a distance based method, a parsimony based method, or a
probability based method.
In phylogenetic analysis, one fundamental problem is to compare gene trees with
species trees. A gene tree might be discordant with its containing species tree [35]. This
discord may be caused by dierent evolutionary events, such as gene duplication and
loss [36, 42, 54] , incomplete lineage sorting [48, 66, 71] , and horizontal gene transfer
3
[15, 51] . It may also be caused by the errors in the estimated phylogenetic trees. The
phylogeny reconciliation, first introduced by Goodman et al. [36] and formally defined
by Page [63], is a rigorous approach to measure the discord between a gene tree and its
containing species tree. It detects the evolutionary events among a gene family within
the evolutionary history of a group of species, by embedding the gene tree into the
species tree. It is also an invaluable tool in identifying orthologs and paralogs, estimating
species divergence time, population size, and copy number variation.
The phylogeny reconciliation problem has been extensively studied for binary gene
and species trees under dierent cost models [23, 24, 32, 38, 39, 55, 59, 63, 65, 87].
However, it is only recently that the reconciliation has been generalized to the non-
binary tree case [13, 18, 30, 75, 80]. A natural way to reconcile a non-binary gene tree
and a binary species tree is to find the binary refinement of the gene tree that has the
optimal reconciliation cost [61]. This problem is thus called the gene tree refinement
problem.
Another important problem in phylogenetic analysis is the species tree inference
problem. Species trees can be inferred directly from sequence data, or from a collec-
tion of gene trees. The first approach concatenates the alignments of multiple gene se-
quences into one super-alignment, and then estimates a tree from this super-alignment.
The shortcoming of this approach is that sequences from dierent genes are treated
equally. The second approach estimates gene trees from the alignments of homologous
sequences, and then combines those gene trees into a super-tree. Recently, probability
based methods have been proposed to infer the species tree from a collection of gene
trees, including BEST [3], *BEAST [52], STEM [47], BUCKy [50], and STELLS [84].
Although those methods are statistically sound, they are time consuming and hence not
applicable for large dataset [31]. By contrast, parsimony based methods, such as Gene-
Tree [64], PAUP* [76], iGTP [21], and PhyloNet [78], seek a species tree that minimizes
a reconciliation cost when reconciling with the input gene trees.
4
1.1 The Contribution of The Thesis
One key result of this thesis is the linear-time algorithms for the gene tree refinement
problem in dierent reconciliation cost models. The idea is that since refining each non-
binary node in the gene tree is independent, we should focus on the local information
instead of the information on the whole species tree. Our algorithms consist of two
steps. The first step is to compress the subtree of the images of its children for each
non-binary internal node in the gene tree. These compressed subtrees provide local
information for refining each non-binary gene tree node. The second step is to find the
optimal irreducible duplication history for each non-binary gene tree node, based on the
decomposition of the images of its children. These irreducible duplication histories also
provide the structural properties of the optimal solutions for dierent costs.
Another contribution of this thesis is a heuristic algorithm for refining a non-binary
species tree from a collection of non-binary gene trees under the duplication cost model.
Our algorithm is based on the subtree prune and regraft (SPR) local search strategy, and
extends the result for the binary gene tree case [8]. It uses the structural properties of the
refinement with optimal duplication cost which are proved in the gene tree refinement
problem, and also benefits from our subtree compression algorithm. Our algorithm has
the same time-complexity as the one for the binary tree cases, but it takes advantage of
non-binary gene trees and therefore has high accuracy.
Overall, our work provides a framework for the general gene tree-species tree rec-
onciliation problem (see Section 2.6.2), by dealing with non-binary gene and species
trees simultaneously. The subtree compression algorithm and the concept of irreducible
duplication history are valuable for further studies of non-binary gene trees or species
trees.
5
1.2 The Organization of The Thesis
The rest of this thesis is divided into four chapters. Chapter 2 provides a brief review of
the gene tree-species tree reconciliation method and the species tree inference problem.
The general reconciliation problem and the basic notations used throughout this thesis
are also defined in the chapter.
Chapter 3 presents fast algorithms for the non-binary gene tree refinement problem
in dierent reconciliation cost models. We first introduce the concepts of irreducible
duplication history and the compressed child-image subtrees. We then design linear-
time algorithms for the gene duplication, gene loss, deep coalescence, and mutation
costs. We also present a quadratic-time algorithm for the ane cost. Lastly, we validate
our algorithms using simulated datasets.
Chapter 4 contains a generalization of a heuristic method for species tree inference
problem under the duplication cost model [8, 82]. The conclusion and remarks for future





In mathematics, a tree is an undirected graph without cycles. A tree T can be represented
by its nodes and branches, denoted by T = (V (T); E(T)), where V (T) and E(T) are the
sets of nodes and branches in T , respectively. The size of T , denoted by jT j, is the
cardinality of V (T).
A rooted tree is a tree in which there is an unique node with degree two, named the
root, denoted by root(T). The nodes of degree one are called the leaves of the tree, while
other nodes are called the internal nodes of the tree. We use Vlf(T) and Vit(T) to denote
the sets of leaves and internal nodes in T , respectively. For each node u in a rooted tree
T , there is a unique path from the root to it, and all the nodes on the path are called the
ancestor of u. We use depth(u) to denote the number of branches in the path from the
root to u. If u is an ancestor of another node, v, we say v is a descendant of u, denoted
by u T v. If u T v and u , v, we denote u T v.
If (u; v) 2 E(T) and u T v, u is called the parent node of v, denoted by u = p(v),
and v is a child of u. The set of all children of u is denoted by Ch(u). An internal node
is called binary if it has two children. A rooted tree is binary if all internal nodes are
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binary, and non-binary (or polytomy) otherwise. An internal node with only one child
is called a single-child node. If p(u) is a binary node in a rooted tree, the sibling of u is
denoted by u0.
Let T be a rooted tree, and u; v 2 V (T). The lowest common ancestor (LCA) of u
and v is a node in T , denoted by lca(u; v), such that all common ancestors of u and v are
the ancestors of it, i.e.
x T u and x T v =) x T lca(u; v):
Similarly, for a set of nodesU = fu1;    ; uk g  V (T), lca(U) is the node that satisfies
x T ui for all ui 2 U =) x T lca(U):
It should be clear that lca(U) is unique for any set of nodes, U . The lowest common
ancestor of u and v can be computed in constant time, after a linear-time preprocessing
of T [12, 44, 74].
Each node u in V (T) induces a subtree of T , denoted by T(u), that contains u and
its descendants. For U  V (T), it induces a subtree tree, T jU , of T . The nodes in
T jU are V 0 = fv 2 V (T) j lca(U)  v  u; u 2 U g, and the branches are E0 =
E(T) \ f(u; v) j u; v 2 V 0g. lca(U) is the root of T jU .
A (leaf) labeled tree is a tree in which each leaf is associated with a label. The tree
topology of a labeled tree is the tree structure without considering the labels.
A gene tree (Figure 2.1 left) is a leaf labeled tree over a gene family. In a gene
tree, each leaf represents an extant gene, and each internal node represents an ancestral
gene. In phylogenetic analysis, each leaf in a gene tree is usually labeled by the species
where the gene, represented by this leaf, is sampled from. Since a species may have
several gene copies in the same gene family, the gene tree may not be uniquely labeled
in general. In practice, gene trees are estimated from DNA or protein sequences.
A species tree (Figure 2.1 right) is a leaf labeled tree over a group of species that
evolved from a common ancestor. Each leaf in a species tree represents a modern
8
root branch
a A B C D Ebc d1 d2 e
Gene Tree Species Tree
Figure 2.1: A gene tree (left) with six genes, and a species tree (right) with five species
from A to E. Genes a, b, c, and e belong to species A, B, C, and E, respectively. Genes
d1 and d2 both belong to species D.
species, and therefore the species tree is uniquely labeled. Each internal node in a
species tree represents a speciation event, and each branch represents a population of
an ancestral species. Additionally, we draw a root branch (that entering the root of S) to
represent the population of the most recent common ancestral species of the all species
in S. Species trees are either estimated directly from DNA/protein sequences, or a col-
lection of gene trees.
In this thesis, unless explicitly stated, all gene trees and species trees considered are
rooted.
2.2 The Gene Tree and Species Tree Reconciliation
Given a binary species tree, S, over a group of species, X , there is a natural bijection
between X and the leaves of S. If s 2 Vlf(S) represents a species x 2 X , then we denote
label(s) = x and label 1(x) = s. Let G be a binary gene tree over a collection of genes
in a gene family that are sampled from those species X . Then each g 2 Vlf(G) is labeled
by the species x where it is sampled from, represented by label(g) = x.
The reconciliation between G and S is a mapping f : V (G)! V (S) that satisfies the
9
a A B C D Ebc d1 d2 e
Gene Tree Species Tree
Figure 2.2: An example of the LCA reconciliation. The arrows show the mappings of
internal gene tree nodes. The circles are the duplication nodes.
following conditions:
1. Leaf Preserving: each gene tree leaf is mapped to the species tree leaf which
represents the species where the gene is sampled from. That is
f (g) = label 1(label(g)):
2. Order Preserving: if a gene tree node u is an ancestor of another gene tree node
v, then f (u) is an ancestor of f (v) in S. That is
u G v =) f (u) S f (v):
Any map from V (G) to V (S) satisfying these two condition is a reconciliation be-
tween G and S. Among those reconciliations, there is a special one called the LCA
reconciliation.




label 1(label(g)); if g is a leaf of G,
lca(G!S(Ch(g))); if g is an internal node of G,
where G!S(U) is short for fG!S(u) ju 2 U  V (G)g. We also denote  = G!S when
G and S are clear from the context.
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Figure 2.3: Illustration of embedding the gene tree (inside) into the species tree (light
gray) for the example in Figure 2.2.
2.3 Reconciliation Measures
In this section, we introduce dierent reconciliation measures for comparing a gene tree
and a species tree. We remark that those definitions are defined only for binary trees.
A reconciliation f , between a binary gene tree and the corresponding binary species
tree, leads to a natural embedding of the gene tree into the species tree [36]. In such
an embedding, the topology of the gene tree is kept; gene tree leaves are placed at the
species tree leaves where they come from; and the internal nodes of the gene tree are
placed at the branches that enter their images under the reconciliation (Figure 2.3).
2.3.1 The gene duplication cost
Let g 2 Vit(T) have two children g1 and g2. It is associated with a duplication event if the
two paths from f (g) to f (g1) and f (g2) share a common branch [83]. This is because,
in this case, the two gene lineages, from g to its children, coexist in the same population
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in the same time period. Therefore, a gene duplication of g generates the two coexisting
gene copies.
If the two paths do not share a common branch, then g is associated with a speciation
event. In this case, g1 and g2 exist in dierent populations produced by the speciation
event at f (g). Therefore, it is likely that the two gene copies are introduced by the
speciation event at f (g), and hence no gene duplication is required. In the embedding of
G into S, we place g at f (g) to indicate that g is associated with the speciation event at
f (g). The gene duplication cost dup f of f between G and S is the sum of all duplication
events associated with internal nodes in G.
For the LCA reconciliation, , there is an equivalent definition of the duplication




[(g) 2 (Ch(g))]; (2.1)
where [(g) 2 f(Ch(g))g] is the indicator function of the event (g) 2 (Ch(g)), i.e.
[(g) 2 f(Ch(g))g] =
8>>>><>>>>:
1 if (g) 2 f(Ch(g))g;
0 otherwise.
Notice that, the two definitions are equivalent for . This is because the two paths
from (g) to (g1) and (g2) share a common branch if and only if (g) = (g1) or
(g) = (g2).
The duplication cost for the LCA reconciliation in Figure 2.3 is two.
2.3.2 The gene loss cost
A branch (u; v) 2 E(G) corresponds to a path in the embedding of G into S, which
represents a gene lineage from u to v. This gene lineage will be split into two gene
lineages at each internal node in the species tree, i.e. a speciation event results in two
gene copies of the original gene in the two dierent descendant populations. If u does
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not have a descendant in a population that is supposed to, then a gene loss event is
assumed to occur in the population. More specifically, every speciation event occurs on
the path from f (u) to f (v) gives rise to a gene loss event in the branch o the path at the
corresponding species tree node.
If u is associated with a duplication event, then there are depth( f (v))   depth( f (u))
speciation events along the path, i.e. the number of species tree node from f (u) to f (v)
including f (u). If u corresponds to a speciation event, then there are depth( f (v))  
depth( f (u))   1 speciation events, where f (u) is excluded. This is because, in this case,
the gene lineage from u to v is introduced by the speciation event at f (u), therefore the
lineage does not pass through the speciation node f (u).





(depth( f (v))   depth( f (u)) + [u is a duplication node]   1) : (2.2)
For example, the gene loss cost of the reconciliation in Figure 2.3 is three.
2.3.3 The mutation and ane costs
The mutation cost mt f of f is defined to be the summation of the duplication cost and
the gene loss cost. That is
mt f = dup f + loss f :
For example, the mutation cost for the reconciliation in Figure 2.3 is five.
In general, for any non-negative coecients wd ;wl  0, the (wd ;wl)-ane cost is
defined as
ane f = wd  dup f + wl  loss f :
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2.3.4 The deep coalescence cost
The deep coalescence cost is introduced by Maddison [56] under the assumption that
the discord between gene and species trees is caused by incomplete lineage sorting [29],
instead of gene duplication and loss.
A B C Da b c d A B C D




Figure 2.4: Illustration of the deep coalescence cost
Notice that (u; v) 2 E(G) corresponds to a path from f (u) to f (v) in S under the
embedding. The set of all branches in G are mapped to a set of paths in S. If a branch in
S is occurs in k+1 such paths, then we say that there are k extra lineages fail to coalesce
on the branch. The deep coalescence cost dc f is defined to be the total number of the
extra lineages in all branches of S [56] (Figure 2.4).
When G and S have the same set of labels, there is an equivalent definition for the
deep coalescence cost:
dc f = 1   jS j +
X
(u;v)2E(G)
(depth( f (v))   depth( f (u))): (2.3)
For example, the deep coalescence for the reconciliation in Figure2.2 is one, because
only the branch entering the leaf cherry (b; c) has one extra lineage.
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2.4 Properties of the LCA Reconciliation
Let G and S be binary. The LCA reconciliation G!S is the lowest in the sense that, for
any reconciliation f between G and S, and g 2 V (G), we have f (g) S G!S(g).
Theorem 2.1 Let G and S be binary. Then, over all reconciliations between G and S,
I. G!S has the smallest duplication cost [38],
i.e. dupG!S  dup f for any reconciliation f .
II. G!S is the unique one with the smallest gene loss cost [23],
i.e. lossG!S < loss f for any other reconciliation f .
III. G!S is the unique one with the smallest deep coalescence cost [83],
i.e. dcG!S < dc f for any other reconciliation f .
In fact, we have the following results.
Theorem 2.2 [83] Let f and f 0 be two distinct reconciliations between G and S, with
f (g)  f 0(g) for any g 2 V (G). Then we have:
dup f 0  dup f ; loss f 0 < loss f ; and dc f 0 < dc f :
Moreover, the LCA reconciliation can be computed in linear time.
Theorem 2.3 [87] There is an O(jG j + jS j) time algorithm to compute G!S(g) for all
g 2 V (G).
2.4.1 Duplication history
The LCA reconciliation provides exact lower bounds for the duplication, gene loss, and
deep coalescence costs when a gene tree and a species tree are reconciled. It is natural
to use the duplication cost, gene loss cost, and deep coalescence cost to measure the
dierence between G and S as:
dup(G; S) = dupG!S ; loss(G; S) = lossG!S ; and dc(G; S) = dcG!S :
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The LCA reconciliation classifies Vit(G) into two groups: those associated with du-
plication events, and those associated with speciation events. The annotated binary gene
tree G is called the duplication history H between G and S. For simplicity, we also
define the costs of this duplication history H as
dupH = dupG!S ; lossH = lossG!S ; and dcH = dcG!S :
2.4.2 The linear relationship among three reconciliation costs
The three reconciliation costs, the duplication, gene loss, and deep coalescent costs, are
not independent from each other. Instead, they satisfy a linear equation.
Theorem 2.4 [88] For the duplication history H, defined by the LCA reconciliation,
between G and S, we have
dcH = lossH   2  dupH + jG j   jS j:
For example, for the LCA reconciliation in Figure 2.2, we have jG j = 11, jS j = 9,
dupH = 2, and lossH = 3, therefore dcH = 1.
2.5 The Robinson-Foulds Distance
The Robinson-Foulds (RF) distance is a topology measure in the space of labeled trees
[70]. In this thesis, we use the rooted version of the Robinson-Foulds distance. For a
node v 2 V (T), the cluster of v is defined as
C(v) = flabel(x) j x 2 Vlf(T(v))g:
Then we define the set of clusters of a rooted tree T as
C(T) = fC(v) j v 2 Vit(T)g:
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For two trees T and T 0 over the same set of labels, their Robinson-Foulds distance is
defined as
RF(T;T 0) = jC(T) n C(T 0)j + jC(T 0) n C(T)j;
where jC(T) nC(T 0)j is the number of clusters that are in T but not in T 0. Notice that, for
two rooted binary trees T and T 0 over the same set of labels, jC(T) n C(T 0)j = jC(T 0) n
C(T)j. The Robinson-Foulds distance between two trees can be computed in linear time
[28].
2.6 The General Reconciliation Problem
2.6.1 The species tree inference problem
Parsimony-based inference of the species tree from a set of gene trees, also known as
the gene tree parsimony problem (GTP) [6], can be stated as follows.
Problem 2.1 Species Tree Inference Problem
Instance: A set of binary gene trees G = fGig, and a reconciliation cost function c( ; )
defined for binary trees.
Solution: A binary species tree S that minimizes the total reconciliation cost
P
Gi2G c(Gi ; S).
The species tree inference problem is proven to be NP-hard for many reconciliation
cost functions [6, 7, 55, 57, 88]. Therefore, in practice, heuristic algorithms are used for
solving this problem [6, 8, 9, 77]. It is worth mentioning that, computer programs that
output exact solutions are also available [11, 19] .
2.6.2 The general reconciliation problem
For a non-binary tree T , a binary tree T 0 is a binary refinement of T if and only if T can





Figure 2.5: Illustration of binary refinement. The non-binary tree (left) is obtained from
the binary tree (right) by contracting the red branches.
Problem 2.2 The General Reconciliation Problem
Instance: A set of gene trees G = fGig, a species tree S, and a reconciliation cost
function C( ; ) for binary trees.
Solution: A set of binary refinements Gˆi for Gi 2 G, and a binary refinement Sˆ of S,
such that the total reconciliation cost
P
Gi2GC(Gˆi ; Sˆ) is minimized.
There are (2n   3)!! labeled trees with n leaves [34]. This number increases dramat-
ically fast as n increases, e.g. over 13 billion when n = 12. The general reconciliation
problem is NP-hard even for binary input gene trees, because the species tree infer-
ence problem is a special case of the general reconciliation problem, in which the input
species tree is a star tree.
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Chapter3
The Gene Tree Refinement Problem
In this chapter, we shall study the general reconciliation problem for arbitrary gene trees
and binary species trees.
Problem 3.1 The Gene Tree Refinement Problem
Instance: A non-binary gene tree G, the corresponding binary species tree S, and a
reconciliation cost function C( ; ) defined for binary trees.
Solution: A binary refinement Gˆ of G, that minimizes the reconciliation cost C(Gˆ; S).
The non-binary gene tree is considered as an estimate of the true binary gene tree of a
gene family. Gene trees are estimated from DNA or protein sequences. If the evolution-
ary information of the sequence data is not enough to determine the divergence times,
the estimated gene tree could be non-binary. Even if the estimated gene tree is binary,
some branches may be weakly supported. Presently, many widely used phylogenetic
programs, such as MrBayes [45], PhyML [40], and FastTree [67], output non-binary or
binary gene trees with weakly-supported branches.
The gene tree refinement problem was first studied in [18], where a cubic time al-
gorithm was developed for the mutation cost. The dynamic programming algorithm in
[30] solves the general ane cost with the same worse-case time complexity. Recently,
quadratic time algorithms have been obtained for the mutation [49] and deep coalescence
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costs [86].
In the rest of this chapter, we assume G is a non-binary gene tree and S is the corre-
sponding binary species tree. For short representation, we simply use  instead of G!S
in this chapter.
Why still LCA mapping? When both gene and species trees are binary, the LCA
mapping defines the optimal reconciliation for the gene duplication, gene loss, mutation,
and deep coalescence costs [23, 38, 83]. However, when the gene tree is non-binary, the
LCA mapping is not enough to determine a parsimonious duplication history of a gene
family, due to the missing internal nodes in the non-binary gene tree. It is still useful for
reducing the search space of optimal solutions.
Lemma 3.1 Let G be a non-binary gene tree, and S the corresponding binary species
tree, then
T!S(g) = G!S(g) 8g 2 V (G)
for any binary refinement T of G.
Proof. First notice that V (G)  V (T). By the definition of LCA mapping, T!S(g) =
G!S(g) for g 2 Vlf(G). Next, observe that for g 2 V (G), Vlf(G(g)) = Vlf(T(g)). Then
T!S(g) = lca(T!S(n) j n 2 Vlf(T(g)))
= lca(G!S(n) j n 2 Vlf(G(g)))
= G!S(g): 
By Lemma 3.1, the mapping of all gene tree nodes are fixed, and the refinement of
dierent non-binary gene tree nodes are independent from each other. Hence, we can
consider the refinements for non-binary gene tree nodes one by one.
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3.1 A Dynamic Programming Method
In this section, we introduce a dynamic programming method for the gene tree refine-
ment problem. This method first appeared in [30]. Its idea is the basis for all the ecient
algorithms to be introduced in this chapter.
For g 2 V (G), we want to infer the optimal duplication history from g to its children.
By definition, S j(Ch(g)) is a subtree of S. We call it the child-image subtree of g. Its
nodes are V 0 = fv 2 V (S) j (g)  v  (gi); gi 2 Ch(g)g, and its branches are
E0 = E(S) \ f(u; v) j u; v 2 V 0g. (g) is the root of S j(Ch(g)).
For any duplication history H from g to Ch(g), its underlying topology, T , is a binary
refinement of the star subtree consisting g and its children. The branches inT correspond
to paths in S j(Ch(g)), which represent the gene lineages evolving from g to its Children,
under the LCA mapping. T induces two functions on s 2 V (S j(Ch(g))):
In(s) = the number of gene lineages flowing out of the branch entering s;
Out(s) = the number of gene lineages flowing into the branch leaving s:
The set (H) = f(In(s);Out(s)) j s 2 S j(Ch(g))g is called the configuration of H . Two
duplication histories H and H0 are called equivalent if they have the same configuration,
i.e. (H) = (H0).
Both functions take positive integer values. Since at most jCh(g)j lineages are re-
quired in the child-image subtree, we can restrict In(s);Out(s) to be integers taking
values between one and jCh(g)j for any s 2 V (S j(Ch(g))). For any refinement of g, the
two functions also satisfy:
1. Out(s) = 0, for all leaves s in S j(Ch(g)), and
2. In(s) = Out(s) + !(s), for all s in S j(Ch(g)),
where !(s) = j fgi 2 Ch(g) j (gi) = sg j. The first condition says that there is no gene
lineages flow out of the leaves. The second condition says that the number of lineages
flowing into the a node must equal the number of lineages ending at that node plus the
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number of lineages flowing out of it.
One of the most important observation in [30] is that, for e = (u; v) 2 E(S j(Ch(g))),
the optimal numbers of gene duplication and loss events occurring along e can be de-
termined by the numbers of gene lineages flowing into and out of e. If In(v)  Out(u),
then at least (In(v)   Out(u)) gene duplications occur on e. If In(v) < Out(u), then at
least (Out(u)   In(v)) gene losses occur on e.
Based on these facts, a dynamic programming method for the gene tree refinement
problem was developed in [30]. This method computes the optimal refinement of a non-
binary gene tree node under the ane cost model in O

jCh(g)j2  V (S j(Ch(g))) time.
Thus, it takes cubic time to refine the whole gene tree. For the details of this method,
check [30].
Each duplication history H from g to Ch(g) induces a configuration (H), and (H)
corresponds to a set of equivalent duplication histories. Dierent duplication histories
in this set may have dierent reconciliation costs. However, the optimal reconciliation
cost for those duplication histories can be directly computed from (H). In this chapter,
we infer a duplication history by determining the configuration with the optimal recon-
ciliation cost. One benefit of adopting this type of representation is that our methods
can output a number of optimal duplication histories from g to Ch(g) that have the same
configuration.
3.2 Irreducible Duplication History
In this section, we introduce the concept of irreducible duplication history. It sheds
insight into the structure of optimal refinements of a gene tree, and hence leads to linear
time dynamic programming algorithms for the gene tree refinement problem.
Notice that a new gene arises from a duplication event, while an existing gene may

















Figure 3.1: Illustration of an irreducible duplication history of a gene family. A. A
duplication history of a 6-gene family that does not have the minimum duplication cost:
in the rightmost lineage, a duplication and a loss occur. B. An irreducible duplication
history equivalent to the duplication history in A. The oldest gene lineage is colored
red; the right-handed copy in the first leaf (counting from left) is the descendants of the
gene duplicate produced in the left lineage; the right-handed copy in the last two leaves
is the descendant of the duplicate produced in the root branch. C. The gene tree that
represents the duplication history in B where circle nodes correspond to species tree
nodes and square nodes are duplication nodes. D. The number of genes flowing into
(top) and out of (bottom) all the branches in the irreducible duplication history in B.
A duplication history H from g to Ch(g) is irreducible (Figure 3.1B) if the ancestral
gene represented by g does not experience gene loss event in any branches in S j(Ch(g)),
so that it has a descendant in every leaf in S j(Ch(g)) (the red lineage in Figure 3.1B),
and if every other gene arises from a duplication of this most ancient gene. Although
this most ancient gene does not experience loss event in any branch of the child-image
subtree, it gets lost in any branch that branches o from a path in S j(Ch(g)). In fact,
every gene lineage in the child-image subtree is supposed to get lost along branches that
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are o from a path in the child-image subtree. Clearly, a history with no duplication is
irreducible. Such special cases are called speciation histories.
We consider (Ch(g)) as a multiset, because several children of g may be mapped to
the same node. It then follows that an irreducible duplication H from g to Ch(g) induces
a decomposition of (Ch(g)):
(Ch(g)) = D0 ] D1 ]    ] Dk ;
where ] is the sum operation for the multiset, such that the following condition holds:
1. k equals the number of duplication events in H;
2. D0 = Vlf(S j(Ch(g)));
3. Di = fx 2 (Ch(g)) j the gene produced by the i-th duplication of H
has a descendant at xg.
Notice that, the last condition indicates
Di = Vlf(S jDi ); i = 1; : : : ; k ;
i.e. the nodes in Di are just the leaves in the subtree induced by Di. Conversely, a
decomposition of (Ch(g)) satisfying those conditions uniquely defines an irreducible
duplication history from g to its children.
Theorem 3.1 Every feasible duplication history H from g to Ch(g) is equivalent to an
irreducible duplication history H0 such that dH  dH0 and lH  lH0 .
Proof. We prove the statement by induction on the number of duplications, k, occurring
in H . If k = 0, then (Ch(g)) = Vlf(S j(Ch(g))). Therefore, H itself is irreducible.
Assume the statement is true for any duplication history with k   1 duplications.
Consider the most recent duplication event E of H . Assuming, it occurs in a branch





. Fix the ancestral gene x and let DS(x) be the set of leaves that




. Removing E from the
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duplication history H results in a duplication history H0. H0 has k   1 duplications and
covers all the gene copies that are not descendants of x. By induction, we have:
(Ch(g)) n DS(x) = D00 ] D01 ] : : : ] D0k0 ; k0  k   1:




, then (Ch(g)) = D00 ] D01 ] : : : ] D0k0 ]DS(x) is the decom-
position desired.




, then S jDS(x)   S jDS(x)\D00 is a forest subgraph of S jDS(x).
Assume it has m tree components (say T1;T2; : : : ;Tm). Setting:
D0
def








= DS(x) n [Vlf(T1) [ Vlf(T2) [    [ Vlf(Tm)];
we have (Ch(g)) = D0 ]D01 ] : : :]D0k0 ]Dk0+1: This decomposition defines a unique,
irreducible history that is equivalent to H .
By moving the leaves in every Ti from the last term to the first term, the gene loss
cost of the speciation history defined by the first term decreases by m, whereas the gene
loss cost of the speciation history defined by the last term increases by m at most. Hence,
we have obtained the decomposition desired. 
Given any reconciliation cost model, our aim is to find the duplication history from
g to its children with the optimal cost. Theorem 3.1 suggests that we only need to find a
decomposition
(Ch(g)) n Vlf(S j(Ch(g))) = D1 ] D2 ]    ] Dk (3.1)
that minimizes the reconciliation cost. This is because (i) the speciation history defined
by Vlf(S j(Ch(g))) is a part of every irreducible duplication history from g to its children,
and (ii) the number of gene loss events in the speciation history over Vlf(S j(Ch(g))) de-
pends only on the structure of the child-image subtree S j(Ch(g)). For example, for the
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gene duplication cost, we need to minimize k, the number of components of the de-
composition in Eqn. (3.1); for the gene loss cost, we need to find a decomposition that
minimizes
Pk
i=1 li, where li is the gene loss cost of the speciation history defined by Di.
D1 ] D2 ]    ] Dk is equal to the set of all child genes that are produced by du-
plication. These duplicated genes are called redundant gene copies. For each leaf u in
S j(Ch(g)), all but one of the genes mapped onto it are redundant. The unique undupli-
cated descendant of the oldest gene in each leaf is called the basal gene copy. Hence,
Vlf(S j(Ch(g))) corresponds to the set of the basal genes.
3.3 Compression of Child-Image Subtrees
In this section, we introduce another innovation that is crucial for developing linear-time
algorithms for the gene tree refinement problem. Instead of working on the species tree,
we focus on a compressed version of each child-image subtree.
3.3.1 Compressed child-image subtrees
The child-image subtree S j(Ch(g)), in the worst case, can be as large as the species tree.
There are three types of nodes in S j(Ch(g)):
1. s = (gi) for some gi 2 Ch(g);
2. s is the least common ancestor of two nodes of the first type;
3. the rest nodes.
For a node s of the second type, by definition, s = lca((gi); (gj)) for some gi ; gj 2
Ch(g).
Lemma 3.2 For an internal node g 2 V (G), let g1; g2;    ; gk be an arrangement of
Ch(g) such that (g1); (g2);    ; (gk) are visited from the earliest to the latest in the
post-order traversal of S. Then the set of nodes of the second type is
flca((gi); (gi + 1)); for i = 1; : : : ; k   1g :
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Proof. Let u 2 V (S j(Ch(g))) be a node of the second type. By definition, u has two
children, u1 and u2, in I(g) and there is at least one child of g mapped to or below each
u1 and u2. Without loss of generality, we may assume that the nodes below u1 are visited
before below u2 in the post-order traversal of S. Thus, u1  (gj) and u2  (gj+1) for
some j. This implies that u = lca((gj); (gj+1)).
Conversely, for any j, we define v = lca((gj); (gj+1)). If v , (gi) or (gj+1),
then (gj) and (gj+1) are below the dierent children of v. Hence, by definition, v is
of the second type. 
By examining the three types of nodes, we observe that, to determine the optimal
duplication history, we only need the information of the first two types of nodes. More
importantly, the total number of nodes of the first two types is bounded by 2jCh(g)j.
This is because the number of nodes of the first type is at most jCh(g)j, and the number
of nodes of the second type is at most jCh(g)   1j by Lemma 3.2.
This motivates us to compress the child-image subtree by merging the branches con-
necting the nodes of third type. Additionally, this compression could be done in linear-
time, and thus leads to an improvement of computation for the gene tree refinement
problem under dierent cost models.
We now define the compressed child-image subtree of a node g 2 Vit(G), denoted
by I(g), as follows. A node in S j(Ch(g)) of the third type is not in the set (Ch(g)), and
it must have only one child in S j(Ch(g)), because it is not a least common ancestor of
two leaves in S j(Ch(g)). Therefore, it has one incoming branch and one outgoing branch.
We delete this node, and merge its incoming and outgoing branches into a new branch.
The compressed child-image subtree I(g) is obtained by repeating the above steps for
all nodes of the third type (Figure 3.2).
In general, we can define the compressed subtree for any subset of nodes in a tree.
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Figure 3.2: Illustration of compressed child-image subtree. A. A non-binary gene tree.
B. A binary species tree. C. The child-image subtree of g. D. The compressed child-
image subtree I(g). E. The child-image subtree of g5. F. The compressed child-image
subtree I(g5). The empty circles represent the nodes of the third type in C and E.
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Definition 3.1 Let T be a rooted binary tree, and U  V (T). The compressed subtree
T jcU is obtained from T jU by contracting single-child nodes in T jU that are not in U.
A branch in I(g) may correspond to a path in S j(Ch(g)). When calculating the gene
loss cost, we need to count the hidden branches in each of these paths. Therefore, we set
the length of a branch in I(g) to be the depth dierence between the first and last nodes
of the corresponding contracted path, where the depth of each node is its depth in the
species tree.
3.3.2 The compression algorithm
The compressed child-image subtrees of two non-binary gene tree nodes may overlap.
Thus we cannot prune the species tree directly. Instead, we construct the compressed
child-image subtree for each non-binary node in the gene tree separately. The size of the
compressed child-image subtree of a node g is bounded by 2jCh(g)j. After preprocessing
both the gene tree and the species tree, we can construct I(g) for all non-binary gene tree
nodes simultaneously in linear time. Our compression algorithm is divided into three
steps.
First, we use the following Node Rearrange procedure to process the gene tree. We
assume each non-binary g 2 Vit(G) is associated with a child array, and each element
in the array is a pointer to a child of g. To rearrange the children of g, we just repeat-
edly swap the pointers in its child array. We also need to compute the pre-images of
species nodes, defined as pre(s) = fg 2 V (G)j(g) = sg. Notice that the pre-images of
all species nodes can be computed in linear time [74, 87].
We define B(s) = fg 2 Vit(G) j s 2 V (I(g))g. In the second step, we compute B(s)
for each s 2 V (S) using the following procedure called Node Record. Since we use the
post-order traversal of Vit(G) to compute B(s), gene tree nodes in each B(s) retain their
order as in the post-order traversal of Vit(G).
Lastly, we build all I(g) for g 2 Vit(G) using the procedure Subtree Construct, For
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1: procedure Node Rearrange(G; S)
2: for every node g 2 Vit(G)
3: initialize ig  0
4: for s in the post-order traversal of V (S)
5: for g 2 pre(s)
6: swap g with the ip(g)-th child of p(g)
7: ip(g)  ip(g) + 1
1: procedure Node Record(G; S)
2: for every node s 2 V (S)
3: initialize B(s) ;
4: for g in the post-order traversal of Vit(G)
5: for gi 2 Ch(g)
6: add g to B((gi))
7: for i = 1 to jCh(g)j   1
8: add g to B(lca((gi); (gi+1)))
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g 2 Vit(G), all nodes that comprise the compressed child-image subtree I(g) are deter-
mined and kept in an array denoted by A(g). In fact, A(g) contains an Euler tour of I(g),
from which I(g) can be built by adding branches between consecutive nodes.
1: procedure Subtree Construct(G; S; fB(s)g)
2: for every node g 2 Vit(G)
3: initialize A(g) empty array
4: for s in the Euler tour traversal of V (S)
5: for g 2 B(s)
6: append s to A(g)
7: for every node g 2 Vit(G)
8: for each consecutive pair s0; s00 of A(g)
9: make copies s0g ; s00g of s0; s00 if haven’t
10: if depth(s0g) < depth(s00g ) then
11: add a branch (s0g ; s00g )
12: else
13: add a branch (s00g ; s0g)
Theorem 3.2 It takes O(jG j + jS j) time to compute the compressed child-image subtrees
in S for all the internal nodes of G.
Proof. We first prove the correctness of our algorithm. Since the reconstruction of each
I(g) is independent for dierent g 2 Vit(G), we just need to show that each I(g) is
correctly constructed. By Lemma 3.2, using the procedure Node Rearrange, we can
arrange the children of g in such a way that the nodes of the second type in S j(Ch(g))
can be computed using (Ch(g)   1) LCA operations. In the procedure Node Record, we
compute V (I(g)), and then push g into the array B(s) if s 2 V (I(g)) in line 5-8. In the
procedure Subtree Construct, we use A(g) to store the nodes in V (I(G)) that are ordered
according to their visiting times in the Euler tour of I(G). Hence, each branch in E(I(g))
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must connect two consecutive nodes in A(g). We then build I(g) by adding all branches
in E(I(g)).
Now we analysis the time cost for each of the 3 procedures. In the procedure Node
Rearrange, each operation takes constant time in line 6-7. Since the union of pre(s) for
s 2 V (S) is just V (G), this procedure takes O(jG j + jS j) time.
In the procedure Node Record, each iteration between line 5 and 8 need 2jCh(g)j   1
operations. The union of Ch(g) for g 2 Vit(G) has at most jV (G)j elements, and each
element is processed once. Thus the total running time for this procedure is O(jG j+ jS j).
In the procedure Subtree Construct, computing A(g) for g 2 Vit(G) takes 3jS j + 6jG j
operations at most, as the Euler tour of S contains of 3jS j steps at most, and the sum of
jB(s)j for s 2 V (S) is at most 2jG j. Computing I(g) for g 2 Vit(G) takes at most 6jG j
operations, as the sum of jA(g)j for g 2 Vit(G) is at most 6jG j.
In summary, our algorithm takes O(jG j + jS j) time to compute all the compressed
child-image subtrees of the internal nodes in a gene tree. 
3.4 Linear Time Algorithms for Dierent Reconciliation
Costs
In this section, we study the gene tree refinement problem for the gene duplication, gene
loss, deep coalescence, and mutation costs. Those cost functions are widely used in
practice. Since the refinement of each non-binary gene tree node is independent, we just
explain how to refine one non-binary node.
For the sake of convenience, we denote I(g)(u) by T(u) for any u 2 V (I(g)) in the
rest of this section.
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3.4.1 Minimizing the gene loss and deep coalescence costs
Once we have computed the compressed child-image subtree, finding the refinement
with the minimum gene loss cost becomes an easy task. Recall that the length of a
branch (u; v) 2 I(g) is defined to be (depth(v)   depth(u)), where depth(v) and depth(u)
are the depths of node v and u, respectively, in S. A node u in I(g) is called a single-child
node if it has only one child in I(g).
Lemma 3.3 Let D : D1 ] D2;    ] Dk be a decomposition of (Ch(g)) n Vlf(I(g))
that defines an irreducible duplication history from g to its children. Then, D has the
minimum gene loss cost if and only if the subtrees I(g)jDi contain neither single-child
node, nor branches (u; v) with length depth(v)   depth(u) > 1, for i = 1; : : : ; k. In other
words, there is no gene loss event in the subtrees I(g)jDi .




(depth(v)   depth(u)   1) + sci ;
where sci is the number of single-child nodes in I(g)jDi . Therefore, if there is no gene
loss events in the subtrees I(g)jDi , for i = 1; : : : ; k, then D has the minimum gene loss
cost.
We establish the other direction of the theorem by contradiction. Without loss of gen-
erality, we may assume that I(g)jD1 contains some single-child nodes. Assume u is such
a single-child node such that there is no single-child node in the path from root(I(g)jD1)
to p(u). Let P be the path:
u0(= root(I(g)jD1)); u1;    ; ut(= u);
and let
Ch(ut) = fu¯g; and Ch(ui) = fui+1; u0i+1g; for i = 1; : : : ; t   1:
We have the following decomposition of D1:
D1 = Vlf(T(u01)) ] Vlf(T(u02)) ]    ] Vlf(T(u0t 1)) ] Vlf(T(u¯));
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in which all components are non-empty and pairwise disjoint. Replacing D1 by those
components, we obtain the following decomposition of (Ch(g)) n Vlf(I(g)):
D0 : Vlf(T(u01)) ] Vlf(T(u02)) ]    ] Vlf(T(u0t 1)) ] Vlf(T(u¯)) ] D2 ]    ] Dk :
By splitting D1 into small components, the gene loss event associated with u is elimi-
nated. This contradicts the fact that D has the minimum gene loss cost.
Similarly, we can show that each I(g)jDi does not contain a branch (u; v) with
depth(v)   depth(u)  2 for i = 1; : : : ; k. 





(depth(v)   depth(u)   1) + sc;
where sc is the number of single-child nodes in V (I(g)), i.e.
sc = jfs 2 V (I(g)) j s has only one child in I(g)gj:
Since D0 appears in every irreducible duplication history, c is a lower bound of the
minimum gene loss cost from g to Ch(g).
Theorem 3.3 Let D = D0 ]    ] Dk be the decomposition of (Ch(g)) such that Di is
a singleton for i = 1; : : : ; k. Then D gives an irreducible duplication history from g to
Ch(g) that minimizes the gene loss cost, and also the deep coalescence cost.
Proof. Since Di contains only one gene copy for i = 1; : : : ; k, I(g)jDi contains neither
single-child node, nor branch with length greater than one. By Lemma 3.3, D has the
minimum gene loss cost.
Recall that the deep coalescence cost is the sum of the numbers of extra lineages
on all the species tree branches. First, since there is at least one gene lineage starting
from (g) and end at (gi) for each gi 2 Ch(g), a branch in S j(Ch(g)) is covered by at
least one such gene lineage. Thus, any duplication history from g to Ch(g) contributes
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at least one gene lineage for each branch in S j(Ch(g)). Second, the speciation history
I(g)jD0 contributes exact one such gene lineage for each branch in S j(Ch(g)). Lastly, for
i = 1; : : : ; k, Di contains a single gene copy which comes from a duplication within a
branch in S, and thus it does not contribute such gene lineages. Therefore, the irreducible
duplication history given by D contributes exact one gene lineage for each branch in
S j(Ch(g)). Hence, it has the minimum deep coalescence cost. 
Combining such inferred duplication histories in Theorem 3.3 for all internal nodes
in G together, we obtain a duplication history of G with the minimum gene loss cost,
and also the minimum deep coalescence cost. It takes O(jG j + jS j) time to compute this
duplication history, as we compute all the compressed child-image subtrees in O(jG j +
jS j) time, and process each I(g) in O(jCh(g)j) time for g 2 Vit(G).
3.4.2 Minimizing the gene duplication cost
To find the binary refinement with the minimum gene duplication cost, we need to find




!(u)   1 if u 2 Vlf(I(g));
!(u) +maxui2Ch(u) m(ui) if u 2 Vit(I(g)):
where !(u) = jfgi 2 Ch(g) j (gi) = ugj is the number of children of g that are mapped
to u under . Obviously, m(u) is the largest number of redundant gene copies that are
mapped onto a path from u to a leaf in I(g).
Theorem 3.4 Let r be the root of I(g), and D1 ] D2 ]    ] Dk a decomposition of
(Ch(g)) nVlf(I(g)), then k  m(r). Therefore, any duplication history, from g to Ch(g),
requires at least m(r) gene duplications.
Proof. We denote the multi-set (Ch(g)=Vlf(I(g))) by M , and consider the partial or-
dered set (POS) (M; ), in which x  y if x is an ancestor of y in I(g). A subset M0
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of M is a chain if and only if all elements in M0 are on a path from the root r to a leaf
in I(g). Then, by definition, m(r) is the size of the longest chain in (M; ). A subset
M00 of M is called an anti-chain if any x ; y 2 M00 are incomparable, that is x  y and
y  x. Mirsky’s theorem says that the smallest number of anti-chains into which M
may be partitioned is equal to the largest size of a chain in M [60]. Since each Di is an
anti-chain, we conclude that k  m(r). 
Algorithm 1Minimum-Duplication Algorithm
Input: An annotated compressed-image subtree I(g).
Output: A configuration with minimum duplication cost.
1: for u in the post-order traversal of I(g)
2: if u is a leaf then
3: m(u) !(u)   1
4: m¯(u) !(u)   1
5: else if u has only one child u1 then
6: m(u) !(u) + m(u1)
7: m¯(u) !(u)
8: else if u has two children u1; u2 then
9: m(u) !(u) +maxfm(u1);m(u2)g
10: m¯(u) !(u) +minfm(u1);m(u2)g
11: for u in the pre-order traversal of I(g)
12: if u is the root of I(g) then
13: (u) 0
14: else
15: (u) (p(u))   !(p(u))
16: (u) medianf(u);m(u); m¯(u)g
17: In(u) 1 + (u) and Out(u) 1 + (u)
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Theorem 3.5 The Minimum-Duplication Algorithm outputs a decomposition of m(r)
sub-trees with the minimum duplication cost, and its time complexity is O(jI(g)j).
Proof. We want to show that there is a dominating path, on which there are exactly m(r)
duplications and no gene loss. The path P : u0 = r; u1;    ; ut is a path in I(g) such that
ut is a leaf in I(g), and
m(ui) = !(ui) + m(ui+1) for i = 0; 1;    ; t   1:
To show that there is no gene loss on P, we claim that (ui)  (ui) for i = 0;    ; t.
We prove it by mathematical induction. Notice that, by definition,
(ui) = medianf(ui); m¯(ui);m(ui)g  m(ui):
The claim holds for u0, since (u0) = 0  (u0)  m(u0), Assume the claim is
true for ui 1, then (ui) = (ui 1)   !(ui 1)  m(ui 1)   !(ui 1) = m(ui), where
the second equality follows from the definition of the dominating path. Therefore,
(ui)  medianf(ui); m¯(ui);m(ui)g = (ui). Thus, (ui)  (ui) for i = 0;    ; t,
and there is no gene loss on this dominating path.
The number of duplications on P, by definition, is
tX
i=0

















Last, we show that there is no duplication outside the dominating path P. For any
node v < P, we can find one of its ancestor u < P with p(u) 2 P. Now consider the path
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v0 = u; v1;    ; vl = v from u to v, we claim that (vi)  (vi)  m(vi) for i = 0;    ; l.
Note that (u) = (p(u)) !(p(u))  m¯(p(u)) !(p(u)) = m(u), where the last equality
comes from the definition of the dominating path. Thus, (u)  (u)  m(u), so the
claim holds for u = v0.
Assuming the claim is true for vi 1, then (vi) = (vi 1)   !(vi 1)  m(vi 1)  
!(vi 1)  m(vi), and thus (vi)  (vi) = medianf(vi); m¯(vi);m(vi)g  m¯(vi). There-
fore, the claim is true for all nodes on that path. In particular, there is no duplication
associated with node v < P. Since v is any arbitrary node which is not on the dominat-
ing path, we conclude that there is no duplication outside P.
It is easy to see that the algorithm takes linear time. 
3.4.3 Minimizing the mutation cost
In this section, we will develop a linear time algorithm for finding the binary refinement
of a gene tree with the minimum mutation cost. The mutation cost is defined to be the
sum of gene duplication and loss costs. Although refining a gene tree by minimizing
duplication or gene loss cost is simple, it is quite complicated if the objective is to
minimize the mutation cost. There is a trade-o between the duplication and gene loss
costs. In inferring a duplication history, a duplication is placed in a species tree branch
close to the root to reduce the duplication cost, and far from the root to reduce the gene
loss cost. When minimizing the mutation cost, we need to balance the two costs.
For simplicity, we first assume that for any branch (u; v) 2 E(I(g)), its branch length,
depth(v)   depth(u), is always one, where depth(v) is the depth of v in S. The general
case will be discussed later.
Recall that an internal node in a tree with only one child in I(g) is called a single-
child node. A subtree of I(g) is called a defective tree if there exists at least one single-
child node on every path from the root of this subtree to the leaves (Figure 3.3A). It is






Figure 3.3: A. A defective tree in which white empty circles represent single-child
nodes. B. A defective subtree (below u) in a speciation history, in which fu1; u2; u3g
is a maximal set of incomparable single-child nodes. C. The speciation history in B
is decomposed into a duplication history with the same mutation cost (4) but a smaller
gene loss cost (1).
Also recall that, we denote I(g)(u) as T(u) for u 2 V (I(g)), and a speciation history is
represented by a subtree of I(g).
Theorem 3.6 Let D : D1 ] D2 ]    ] Dk be a decomposition of (Ch(g)) n Vlf(I(g))
with the minimum mutation cost. If the duplication history defined by D also has the
minimum gene loss cost, among all duplication histories with the minimum mutation
cost, then for each i, the speciation history I(g)jDi satisfies the following conditions:
1) The subtree T(u), below any single-child node u, cannot be a defective tree.
2) I(g)jDi must be a good tree.
Proof. 1) Without loss of generality, we assume that u is a single-child node in I(g)jD1 .
If T(u) is a defective tree, as shown in Figure 3.3B, we consider a maximal set of in-
comparable single-child nodes fu1; u2;    ; u j g  V (T(u)). By its maximality, every
root-to-leaf path in I(g)jD1 must contain a unique ui in this set. Therefore, we have:
Vlf(T(u)) = Vlf(T(u1)) [ Vlf(T(u2)) [    [ Vlf(T(u j)):
Let D0 be the decomposition of (Ch(g)) n Vlf(I(g)) by replacing D1 with fVlf(T(u1));
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Vlf(T(u2));    ;Vlf(T(u j)); D1 n V (T(u))g, i.e.
D0 : Vlf(T(u1)) ] Vlf(T(u2)) ]    ] Vlf(T(u j)) ] (D1 n V (T(u))) ] D2 ]    ] Dk :
It is easy to see that the duplication cost of D0 is k + j. Further, by partitioning D1 into
Vlf(u1);Vlf(u2);    ;Vlf(u j) and D1 n Vlf(T(u)), the gene loss events occurring at those
single-child nodes u1; : : : ; u j and u are eliminated, with only one new gene loss intro-
duced at p(u) in the speciation history D1 nVlf(T(u)), as illustrated in Figure 3.3C. Hence
D0 has the same mutation cost as D, but with less gene loss cost. This contradicts the fact
that D is a decomposition of (Ch(g)) n Vlf(I(g)) with minimum gene loss cost among
all decompositions that have the minimum mutation cost.
2) Without loss of generality, we may assume that I(g)jD1 is a defective tree. Again,
consider a maximal set of incomparable single-child nodes fu1; u2;    ; u j g  V (I(g)jD1).
Similarly, we have:
D1 = Vlf(T(u1)) [ Vlf(T(u2)) [    [ Vlf(T(u j)):
By replacing D1 with fVlf(T(u1));Vlf(T(u2));    ;Vlf(T(u j))g, we obtain the following
decomposition of (Ch(g)) n Vlf(I(g)):
D0 : Vlf(T(u1)) ] Vlf(T(u2)) ]    ] Vlf(T(u j)) ] D2 ]    ] Dk :
Comparing with D, D0 has j   1 more duplication cost, and j less gene loss cost. Thus,
D0 has less mutation cost than D, which contradicts to the assumption that D is a de-
composition with minimum mutation cost. 
This motivates us to design a bottom-up recursive algorithm to find an optimal de-
composition of (Ch(g)) n Vlf(I(g)), and thereby reconstruct an optimal duplication his-
tory from g to its children. For u 2 V (I(g)), we use b(u) to denote the number of subtrees
in the decomposition constructed at u, out of which a(u) subtrees are good.
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For each leaf u 2 Vlf(I(g)), a partial decomposition is constructed at u. This partial
decomposition has !(u)  1 singleton components. Each component has a single redun-
dant gene that mapped to u. Note that a singleton node is also a good tree by definition.
Therefore, we have a(u) = b(u) = !(u)   1.
For an internal node u with two children u1; u2 in I(g), we assume that the partial
decompositions at u1; u2 have been computed. That is, we have computed partial de-
compositions Di of the multiset fx 2 (Ch(g)) n Vlf(I(g)) j x 2 Vlf(T(ui))g with b(ui)
components for i = 1; 2. We attempt to merge those two partial decompositions into one
partial decomposition of fx 2 (Ch(g))nVlf(I(g)) j x 2 Vlf(T(u))g. By Theorem 3.6, each
component of an optimal decomposition induces a good tree that has a special structural
property. However, for a good subtree X and an internal node y, X \ T(y) can be a
defective tree. Hence, we should consider a partial decomposition by a set of subtrees
that are either good or defective. We remark here that, when merging a pair of subtrees
below dierent children of u results in good or defective subtrees below u. In fact, by
definition, merging a pair of such good subtrees results in a good subtree; merging a
pair of good and defective subtrees also results in a good subtree; and merging a pair
of defective subtrees results in a defective subtree. Moreover, extending a good subtree
below ui to u leads to a defective subtree below u.
Assume that, for i = 1; 2, a(ui) out of b(ui) subsubtrees are good in Di. Moreover,
for simplicity, we assume a(u2)  a(u1). We merge D1 and D2 by considering the
following two cases (Figure 3.4).
I. b(u2)  a(u1) (Figure 3.4A). Merge a(u2) pairs of good subtrees and b(u2) a(u2)
pairs of good and defective subtrees; extend a(u1) b(u2) good subtrees in D1; and
discard b(u1)   a(u1) defective subtrees in D1 for further extension. Further, we
add !(u) singleton subtrees, which are considered good subtrees. Hence a(u) =
b(u2) + !(u), and b(u) = a(u1) + !(u) in this case.




Figure 3.4: Schematic view of merging partial decompositions for the three possible
cases (A-C) where u has two children, and also for the case when u has only one child
(D). In each panel, good subtrees and defective subtrees are colored orange and blue
respectively in the decompositions D1 (left) and D2 (right). The !(u) singleton subtrees
added at the current node are not shown in each case. In A, a(u1) = 4; b(u1) = 6; a(u2) =
2, and b(u2) = 3. In B, a(u1) = 3; b(u1) = 5; a(u2) = 2, and b(u2) = 6. In C, a(u1) =
3; b(u1) = 6; a(u2) = 2, and b(u2) = 4. In D, a(u1) = 4, and b(u1) = 6.
a(u1)   a(u2) pairs of good and defective subtrees, minfb(u1); b(u2)g   a(u1)
pairs of defective subtrees; and discard either b(u2)   b(u1) defective subtrees
in D2 if b(u1)  b(u2), or b(u1)   b(u2) defective subtrees in D1 otherwise.
Further, add !(u) singleton subtrees. Hence, a(u) = a(u1) + !(u), and b(u) =
minfb(u1); b(u2)g + !(u) in this case.
Lemma 3.4 Let m1  m2  m3  m4 be the arrangement of a(u1); b(u1); a(u2); b(u2)
from the smallest to the largest. Merging D1 and D2 produces !(u) + m2 good subtrees
and m3   m2 defective subtrees to merge, and detects m4   m3 defective subtrees to
discard.
Proof. It can be easily checked. 
For a single-child node u with child u1 in I(g) (Figure 3.4D), we assume the decom-
position D1 for u1 has been computed. We also create w(u) singleton subtrees, extend
all good subtrees in D1, and discard all defective subtrees in D1.
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Using this bottom-up merging procedure, we obtain a set of good and defective sub-
trees at the root of I(g). This set of subtrees, together with the subtrees discarded during
the merging process, determines an optimal decomposition of (Ch(g))nVlf(I(g)). More
specifically, each good subtree corresponds to a component of the optimal decomposi-
tion. However, each defective subtree at root or discarded at an earlier step corresponds
to j  2 components, where j equals the cardinality of the maximal incomparable
single-child nodes in the subtree.
For m integers i1; i2;    ; im, we use medianfi1; i2;    ; ımg to denote their median if
m is odd.
For u 2 V (I(g)) and an integer k  0, we define the following:
d(k ; [a(u); b(u)]) = min
x2[a(u);b(u)] jx   k j;
k0(u; k) = medianfk ; a(u); b(u)g   !(u); (3.2)
f (u; k) =
8>>>>>>>>><>>>>>>>>>:
0; if u is a leaf,
C(u1; k0(u; k)) + k0(u; k) if Ch(u) = fu1g;
C(u1; k0(u; k)) + C(u2; k0(u; k)) if Ch(u) = fu1; u2g;
and
C(u; k) = d(k ; [a(u); b(u)]) + f (u; k): (3.3)
Theorem 3.7 Let r be the root of I(g). The decomposition Dr obtained by this merging
procedure determines a duplication history of redundant gene copies with the minimum
mutation cost C(r; 0).
In fact, for any integer k  0 and u 2 V (I(g)), C(u; k) is the minimum mutation cost
of a duplication history of the redundant genes in T(u) if k ancestral genes flow into the
branch (p(u); u).
To prove Theorem 3.7, we first prove the following lemmas. For convenience, we
let au = a(u), bu = b(u), ai = a(ui), bi = b(ui) for i = 1; 2.
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Lemma 3.5 For a child ui of u, ai and bi are defined to be the number of good and de-
fective subtrees in the decomposition Di associated with ui, respectively. The following
facts are true for k0 defined in Eqn. (3.2).
1. If Ch(u) = fu1g, k0 = medianfk   !(u); 0; a1g.
2. If Ch(u) = fu1; u2g, k0 = medianfk   !(u); a1; b1; a2; b2g.
Proof. (1). The first statement is derived from the facts that au = !(u) and bu = a1+!(u)
if Ch(u) = fu1g.
(2). Let m1  m2  m3  m4 be the arrangement of a1; b1; a2; b2 from the smallest
to largest as in Lemma 3.4. By the merging procedure, we have
au = m2 + !(u); bu = m3 + !(u):
Therefore,
k0 = fk   !(u); au   !(u); bu   !(u)g = fk   !(u);m2;m3g;
and
fk   !(u); a1; b1; a2; b2g = fk   !(u);m1;m2;m3;m4g:
Since
m1  max(m2; k   !(u)) = medianfk   !(u);m2;m3g  min(m3; k   !(u))  m4;
medianfk   !(u);m1;m2;m3;m4g = medianfk   !(u);m2;m3g:
Hence, k0 = medianfk   !(u); a1; b1; a2; b2g. 
Lemma 3.6 For any integer k  0 and u 2 V (I(g)),
C(u; k) = d(k ; [au ; bu]) + C(u; au) (3.4)
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Proof. We prove the theorem by induction. For a leaf u, au = bu = !(u)   1. By
definition, C(u; k) = d(k ; [au ; bu]) = jk   au j, and C(u; au) = d(au ; [au ; bu]) = 0. Hence,
Eqn. (3.4) holds.
We now assume that Eqn. (3.4) holds for the children of u. If u has only one child
u1, au = !(u) and bu = !(u) + a1. By part 1 of Lemma 3.5,
k0 = medianfk   !(u); 0; a1g  a1: (3.5)
By induction, Eqn. (3.4) holds for u1, implying that:
C(u1; 0) = a1 + C(u1; a1);
and
C(u1; k0) = d(k0; [a1; b1]) + C(u1; a1):
Applying Inequality (3.5), we obtain:
C(u; k) = d(k ; [au ; bu]) + C(u1; k0) + k0
= d(k ; [au ; bu]) + d(k0; [a1; b1]) + C(u1; a1) + k0
= d(k ; [au ; bu]) + a1 + C(u1; a1);
and
d(k ; [au ; bu]) + C(u; au) = d(k ; [au ; bu]) + C(u1; 0) = d(k ; [au ; bu]) + a1 + C(u1; a1):
If u has two children u1; u2,
C(u; k) = d(k ; [au ; bu]) + C(u1; k0) + C(u2; k0)
= d(k ; [au ; bu]) +
2X
i=1




On the other hand, since medianfau   !(u); au   !(u); bu   !(u)g = au   !(u);
d(k ; [au ; bu]) + C(u; au)
= d(k ; [au ; bu]) + C(u1; au   !(u)) + C(u2; au   !(u))
= d(k ; [au ; bu]) +
2X
i=1









d(k0; [ai ; bi]) =
2X
i=1
d(au   !(u); [ai ; bi]):








d(au   !(u); [ai ; bi]) = b2   b2 + a1   b2 = a1   b2:
If a2  a1  min(b1; b2), then a1  k0 = medianfk   !(u); a1; b1; a2; b2g 
min(b1; b2)] and thus
2X
i=1




d(au   !(u); [ai ; bi]) = 0:
This concludes the proof of Lemma 3.6. 




jx   r j:
It is not hard to see that
d(x ; [i1; i2]) =
1
2
Ffi1 ; i2g(x) +
1
2
(i1   i2); x 2 R: (3.6)
Lemma 3.7 For any disjoint real intervals [i1; i2] and [i3; i4] and any i5 2 R,
d(x ; [i1; i2]) + d(x ; [i3; i4]) + jx   i5 j  d(m; [i1; i2]) + d(m; [i3; i4]) + jm   i5 j; (3.7)
for any x 2 R, where m = medianfi1; i2; i3; i4; i5g.
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Proof. The inequality is derived from:
d(x ; [i1; i2]) + d(x ; [i3; i4]) + jx   i5 j = 12Ffi1 ;i2 ;i3 ;i4 ;i5 ;i5g(x) +
1
2
[(i1   i2) + (i3   i4)]:
Notice that the middle values minimize the sum of distances Ffi1 ;i2 ;i3 ;i4 ;i5 ;i5g(x) [27, p. 86].
Hence, as a middle value of fi1; i2; i3; i4; i5; i5g, the medianfi1; i2; i3; i4; i5g minimizes
d(x ; [i1; i2]) + d(x ; [i3; i4]) + jx   i5 j. 
Lemma 3.8 For any real interval [i1; i2], and any i3 2 R,
d(x ; [i1; i2]) + jx   i3 j + x  d(m; [i1; i2]) + jm   i3 j + m;
for any x 2 R, where m = medianf0; i1; i3g.
Proof. As the median of f0; i1; i3g, mmust be one of the middle values of f0; 0; i1; i2; i3; i3g.
Hence, it minimizes Ff0; 0; i1 ; i2 ; i3 ; i3g(x). Observing that




we conclude that the lemma is true. 
Proof of Theorem 3.7. We prove the statement by induction. Consider a leaf u in I(g).
Assume that k ancestral genes flow into the lineage (p(u); u). By definition, C(S; u) =
j!(u)   k j. Since there are !(u) genes at u, !(u)   k duplication events must occur in
the lineage if !(u)  k, or k   !(u) loss events must occur in the lineage if !(u) < k,.
Hence, the statement is true for a leaf.
Assume the statement is true for the leaves of u. Consider a duplication history H
with k ancestral genes flowing into the lineage (p(u); u). For each node v below u in
I(g), we use CH(v) to denote the the total number of duplication and loss events (of H)
occurring in T(v). Assume t ancestral genes flow into the lineages between u and its
children in H . We consider the following two cases.
Case 1 Ch(u) = fu1; u2g. By induction,
CH(u) = jk   !(u)   t j +
X
v2Ch(u)





Hence, we just need to prove that for any t,
jk   !(u)   t j +
X
v2Ch(u)




where k0 is defined in Eqn. (3.2). In other words, jk   !(u)   t j + Pv2Ch(u)C(v; t) has
the minimum value at t = k0.
By Eqn. (3.4),




= jk   !(u)   k0j +
2X
i=1





jk   !(u)   t j +
X
v2Ch(u)
C(v; t) = jk   !(u)   t j +
2X
i=1




Since k0 is the median of fk   !(w); a1; b1; a2; b2g, by Lemma 3.7, we conclude that
jk   !(u)   t j +Pv2Ch(u)C(v; t) has the minimum value at t = k0.
Case 2 Ch(u) = fu1g. Since there are t lineages leaving u and u is of degree 1,
CH(u) = jk   !(u)   t j + t + CH(u1):
By induction, we further have:
CH(u)  jk   !(u)   t j + t + C(u1; t):
By Eqn. (3.3) and Eqn. (3.4),
C(u; k) = jk  !(u)  k0 j+ k0+C(u1; k0) = jk  !(u)  k0 j+ k0+d(k0; [a1; b1])+C(u1; a1)
and
jk   !(u)   t j + t + C(u1; t) = jk   !(u)   t j + t + d(t ; [a1; b1]) + C(u1; a1):
Since k0 = medianf0; k  !; a1g, by Lemma 3.8, we conclude that C(u; k)  jk  !(u) 
t j + t + C(u1; t). This finishes the proof. 
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Theorem 3.7 suggests a two-step algorithm for reconstructing the evolution history
from g to its children in O(jI(g)j) time. First, we compute the numbers of good and
defective subtrees at nodes in I(g) by visiting all the nodes in a post-order traversal,
which guarantees that we visit all children of a node before the node itself. Then, we
identify duplications and losses by computing the numbers of genes flowing into and out
of each branch in I(g). To take into account the basal gene copies, we add one to that
numbers of gene lineages on each branch. Finally, we compute a configuration with the
optimal mutation cost, which leads to a set of binary refinements of g and its children.
The algorithm is summarized in the Minimum-Mutation Algorithm below.
We assume depth(v) = depth(u) + 1 for each (u; v) 2 E(I(g)) in previous part of
this section. We now consider the general case. If depth(v) > depth(u) + 1, then (u; v)
corresponds to a path, u0 = u  u1      uk = v, in S. To calculate the numbers
of good and defective trees at ui, we need those numbers at ui+1 for i = 0; : : : ; k   1.
Therefore, the merging process takes k 1 steps from v to u along this path. The merging
process can be simplified by observing that8>>>><>>>>:
a(u1) = 0 and b(u1) = a(v) if depth(v)   depth(u) = 2,
a(u1) = 0 and b(u1) = 0 if depth(v)   depth(u) > 2.
(3.8)
Therefore, instead of updating the trees along the path from u to v, we compute the
numbers of good and defective trees at u1 directly using Eqn. (3.8). For simplicity, we
define, for integers a; b  0; d  1,
UpdateTrees(a; b; d) =
8>>>>>>>>><>>>>>>>>>:
(a; b) if d = 1;
(0; a) if d = 2;
(0; 0) if d > 2:
The algorithm is summarized in Minimum-Mutation Algorithm below. Since the nodes
in I(g) are visited twice, and the operations on each node takes constant time, the algo-
rithm finishes in O(jI(g)j) time.
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Algorithm 2Minimum-Mutation Algorithm
1: Input: An annotated compressed-image subtree I(g).
2: Output: A configuration with minimum mutation cost.
3: for u in the post-order traversal of I(g)
4: if u is a leaf then
5: a(u) !(u)   1
6: b(u) !(u)   1
7: else
8: if u has only one child u1 then
9: (a0; b0)  UpdateTrees(a(u1); b(u1); depth(u1)   depth(u))
10: (a00; b00) (0; 0)
11: else if u has two children u1; u2 then
12: (a0; b0)  UpdateTrees(a(u1); b(u1); depth(u1)   depth(u))
13: (a00; b00) UpdateTrees(a(u2); b(u2); depth(u2)   depth(u))
14: a(u) !(u) +minfmaxfa0; a00g;minfb0; b00gg
15: b(u) !(u) +maxfmaxfa0; a00g;minfb0; b00gg
16: for u in the pre-order traversal of I(g)
17: if u is the root of I(g), or depth(u)   depth(p(u)) > 1 then
18: (u) 0
19: else
20: (u) (p(u))   !(p(u))
21: (u) medianf(u); a(u); b(u)g
22: In(u) 1 + (u) and Out(u) 1 + (u)
50
3.5 The Ane Cost
We have presented linear time algorithms for four simple reconciliation cost functions,
the duplication, gene loss, deep coalescence, and mutation costs. Here, we consider the
general ane cost. We develop here a quadratic time algorithm for it by considering it
as a special case of Wagner parsimony problem. The connection of Wagner parsimony
problem and the gene tree refinement problem was first observed in [49].
3.5.1 Wagner parsimony problem
Dierent variants of Wagner parsimony problem have been studied in phylogenetic anal-
yses [34]. Let R denotes the set of real numbers. The general Wagner parsimony prob-
lem can be stated as follows:
Problem 3.2
Given a label space X, and a tree T, in which each leave has been assigned a label in
X by the assignment function  : Vlf(T) ! X. A score function  : X  X ! R is also




When X = N, and (m; n) = jm   nj, this problem is known as (symmetric) Wagner
parsimony problem, which is linear time solvable [33].
When X = R, and
(m; n) =
8>>>><>>>>:
 (m   n) if m  n;
(n   m) if m < n;
where ;  2 R+, the problem is known as the asymmetric Wagner parsimony problem
[26] . The  and  can be thought as gain and loss penalty factors, respectively,
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The Wagner parsimony problem can be eciently solved by dynamic programming




0 if x = (u);
1 otherwise.
(1)





where the stem weight function hv(x) is defined as
hv(x) = min
y2X ((x ; y) + fv(y)): (2)
That is, fu(x) equals the minimum weight within the subtree T(u) rooted at u if [u] = x.
The Wagner parsimony problem is then solved by minimizing froot(T)(x) for x 2 X .
Recently, Csu˝rös [26] proved that, for asymmetricWagner parsimony problem, both
fu and hu are continuous, piecewise linear and convex functions. Moreover, hu has
slops in the range [ ;  ]. This leads to the Miklós Csu˝rös Algorithm of quadratic time
complexity. In particular, if  and  are both integers, the running time of this algorithm
is linear in the size of tree T , i.e. O(( +  )jT j).
3.5.2 The extended Csu˝rös algorithm
The Miklós Csu˝rös algorithm cannot be directly applied to the gene tree refinement
problem. In the non-binary gene tree refinement problem, the tree T is the compressed
child-image subtree I(g), and the gain and loss penalty are  = wd and  = wl respec-
tively. We need to modify this algorithm so that it can be applied to the compressed
child-image subtrees. First, not only the leaves are labeled, some gene tree children are
mapped to internal nodes in I(g). Second, a branch in I(g) may correspond to a path
in S, and one gene lineage pass through this path is subject to several gene loss events.
Lastly, there may exist single-child nodes in I(g).
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The algorithm is modified as follows. We start from the first fact. Each node u 2
V (I(g)) is associated with !(u), the number of gi that are mapped to u. For u 2 V with
!(u) > 1, if y gene copies flow into the node u, then only y  !(u) gene copies flow out
of u because !(u) of them are taken at u.
For (u; v) 2 E(I(g)), we denote the length of (u; v) by length(u; v) = depth(v)  
depth(u). Note that, a gene lineage passing through the path from u to v undergoes
length(u; v)   1 gene losses.
In the case that u has only one child v in the compressed sub-tree, one more gene
loss will occur for each gene lineage flowing through u. Note that, if x gene lineages
flow into u then x   !(u) gene lineages flow out of it. Thus, we need to penalize fu(x)
by wl(x   !(u)) in this case.
Hence, because of these facts, we define the new subtree weight function, fˆu, and the
new stem weight function, hˆu, as
fˆu(x) =
8>>>><>>>>:
fu(x) if u is a leaf,




(y   !(u); x) + fˆu(x) + wl  (length(u; v)   1)

:
It can be proved that the new subtree weight function fˆu and stem weight function
hˆu are continuous, convex, piecewise linear, and can be computed in quadratic time.
For details, check [26]. Moreover, hˆu is also in the range [ wd ;wl]. Therefore, if
wd and wl are integer valued, this extended algorithm has the same time complexity
O((wd + wl)jI(g)j) as the Csu˝rös algorithm.
In general, this algorithm does not have a linear time complexity for the ane cost,
as (wd ;wl) is part of the input instance. Finally, we note that the extended algorithm is
not applicable to the case that wd < 0, and in particular, the deep coalescence cost. This
is because that fu is not convex if wd < 0.
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3.6 Experiments
We validated the following methods using simulated data:
1. The dynamic programming method (DP) which is used by Notung in Section 3.1;
2. A modified dynamic programming method (DP+C), which applies the dynamic
programming method to the compressed child-image subtrees in Section 3.3;
3. The proposed method for the ane cost (W+C), which applies the generalized
Miklós Csu˝rös Algorithm to the compressed child-image subtrees in Section 3.5.2;
4. The proposed linear-time algorithm for the mutation cost (Mt) in Section 3.4.3;
5. The proposed linear-time algorithm for the duplication cost (Dup) in Section 3.4.2;
6. The proposed linear-time algorithm for the gene loss cost (Loss) in Section 3.4.1.
For fair comparison, we implemented all the methods using the same set of libraries.
Our implementation of DP is slightly faster than the one found in NOTUNG [30], but,
to be fair, the latter has several other features such as listing all the inferred optimal
solutions.
Our goal is to test the speeds of all the methods on large-scale datasets. Therefore,
we did not use the available real datasets in which the size of species tree tends to be
small. Instead, we generated large random gene trees and species trees using the Yule
model.
We measure their running times for 100 reconciliations between a non-binary gene
tree, containing 1:2n genes, and a binary species tree over n species. The number of
leaves in a gene tree was set to be 1:2n to make sure that there were some gene dupli-
cations. We also tested the gene trees with 0:8n, n, 1:5n or 2n leaves. The results were
similar. Two types of datasets were considered:
C1: Both gene trees and species trees were simulated using the Yule model.
C2: The gene tree was simulated using the Yule model, while the species tree was
set to be a line tree (in which every internal node has a leaf child) .
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Figure 3.5: Running times of W+C (blue), DP+C (red), and DP (purple). The left and
right panel are respectively drawn based on the data of the types C1 and C2 with branch
contraction rate 90%.
Non-binary gene trees were obtained from the simulated binary gene trees by con-
tracting branches using a fixed rate p. Gene trees obtained in this way may not be
realistic, but they were good enough to examine the running time of those proposed
refinement methods.
First, we compared DP, DP+C, and W+C to evaluate how much the compression
of child-image subtrees contributes to the speed-up of the reconciliation methods. We
examined 30 cases by letting n to take 10 dierent values in the range from 500 to
5; 000 and setting the branch contraction rate p to either 50%; 70%; or 90%. Figure 3.5
are based on the datasets of types C1 (left panel) and C2 (right panel) generated with
p = 90% respectively. Both box-plots show that the methods, based on compressed
child-image subtree, DP+C and W+C outperformed DP. The right panel shows that
W+C is slightly faster, and less sensitive to the topologies of the species trees than
DP+C. The results of branch contraction rate p = 50% and 70% were similar to the case
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Figure 3.6: Running time comparison of Mt (blue), Dup (red), and Loss (purple). The
boxes for Mt, Dup, and Loss are drawn from left to right in each row, with 1000 gene
trees of each 20 sizes in the range from 5; 000 to 100; 000, and branch contraction rate
90%. The running times are linearly proportional to the size of gene trees.
of p = 90%. This test suggests that both DP+C and W+C are 5 to 50 times faster than
DP for gene trees with thousands of genes.
Second, we ran W+C, Mt, Dup and Loss on 20 cases with large species tree size in
the range from 5; 000 to 100; 000 with branch contraction rate 90%. For each size n,
we simulated 1000 pairs of gene tree and species tree. The results on dataset of type C2
are summarized in Figure3.6 and 3.7. The running times of the Mt, Dup, and Loss are
linearly proportional to the size of trees, and they are slightly faster than W+C.
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Figure 3.7: Running times of W+C (blue), Dup (red), Loss (purple), and Mt. The
scatter-plots are drawn with 1000 gene trees of each 20 size in the range from 5; 000 to
100; 100, and branch contraction rate 90%.
3.7 Remarks
In the chapter, we have studied the non-binary gene tree refinement problem. We devel-
oped faster algorithms for the refinement problem with various reconciliation cost func-
tions. Their running times are an order of magnitude faster than others. We achieved
this speed-up by compressing child-image subtree and working on the irreducible dupli-
cation histories.
Our linear time reconciliation algorithms are divided into two steps. The first step
is to compute all compressed child-image subtrees for all non-binary gene tree nodes
in linear time. This step is important, without which the reconciliation problem cannot
be solved in linear time for non-binary gene trees [49]. The second step is to solve
a parsimony problem over these compressed child-image subtrees. This parsimony is
more general than the asymmetric Wagner parsimony to some extend. In this parsimony
problem, internal nodes may be assigned a value, and branches may have lengths that
need to be taken into account in the parsimony score function.




The Species Tree Refinement Problem
In this chapter, we study the species tree refinement problem for non-binary gene trees
under the duplication cost model. We first define the duplication cost for a non-binary
gene tree and a binary species tree.
Definition 4.1 For a non-binary gene tree G and a binary species tree S, the duplication
cost between G and S is defined as
dup(G; S) = min
Gˆ2br(G)
dup(Gˆ; S);
where br(G) is the set of all binary refinements of G.
Problem 4.1 Species tree inference under the duplication model
Instance: A set of non-binary gene trees G = fGi ; i = 1    kg.
Solution: A binary species tree S that minimizes the total cost
P
Gi2G dup(Gi ; S).
The species tree inferrence problem is NP-hard, even for binary input gene trees
[6, 7, 55, 88]. Current popular programs use heuristic search algorithms to find nearly
optimal solution. A widely used strategy is heuristic local search based on tree rear-
rangement operations. There are three popular tree rearrangement operations. In this
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Figure 4.1: Illustration of an SPR operation
Definition 4.2 For a rooted tree T, a subtree prune and regraft (SPR) operation consists
of two steps (Figure 4.1):
I. Pick a non-root node v 2 V (T), remove the subtree T(v) from T, contract the
single-child node p(v) in T, and denote the resulting tree by T 0.
II. Pick a node x 2 V (T 0), and regraft T(v) to the branch entering x.
We denote the resulting tree by SPRT (v; x), and define
SPRT (; ) = fSPRT (v ; x) j non-root v 2 V (T) and x 2 V (T 0)g; (4.1)
SPRT (v ; ) = fSPRT (v ; x) j x 2 V (T 0)g: (4.2)
We note that T = SPRT (v ; v0) for any non-root node v 2 V (T), where v0 is the sibling
of v in T . Moreover, if Tˆ 2 SPRT (v; ) then, by definition, SPRT (v ; ) = SPRTˆ (v ; ).
Problem 4.2 SPR local search under the duplication model
Instance: A set of non-binary gene trees G = fGig, a binary species tree S.
Solution: Sˆ 2 SPRS(; ) that minimizes the total duplication cost PGi2G dup(Gi ; Sˆ).
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Problem 4.3 Restricted SPR local search under the duplication model
Instance: A set of non-binary gene trees G = fGig, a binary species tree S, and a
non-root node v 2 V (S).
Solution: Sˆ 2 SPRS(v; ) that minimizes the total duplication cost PGi2G dup(Gi ; Sˆ).
Obviously, the SPR local search problem can be solved by solving the restricted SPR
local search problem for every non-root v 2 V (S).
From now on, we assume there is only one gene tree G. If there is more than one
gene tree, then we just need to sum up their costs in each cost calculation step. When
G is binary, an O(jG j + jS j) time algorithm is known for the restricted SPR local search
problem under the duplication cost model [8]. In this chapter, we will develop a linear-
time algorithm for the restricted SPR local search problem for non-binary gene trees
under the duplication model. The strategy to infer a non-binary species tree S from a
collection of gene trees using the SPR local search is described as follows.
1) Start with a random or pre-computed initial binary species tree S.
2) Find S0 2 SPRS(; ) with the minimum total reconciliation cost, and replace S
by S0.
3) Repeat the second step until the local optimum is reached.
The rest of this chapter consists of four sections. A linear-time algorithm for the
restricted SPR local problem under the duplication cost model is developed in Section
3.1. In Section 3.2 we discuss how to refine non-binary species tree using this algorithm.
Section 3.3 contains the experiment results.
4.1 The Restricted SPR Local Search Problem
In this section, we shall design a linear-time algorithm for the restricted SPR local search
problem under the duplication cost model. For a fixed non-root v 2 V (S), we want to find
Sˆ 2 SPRS(v ; ) such that dup(G; Sˆ) is minimized. Without loss of generality, we assume
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v is the left child of root(S). Otherwise, we simply replace S by S¯ = SPRS(v ; root(S))
(Figure 4.2). Since SPRS(v; ) = SPRS¯(v ; ), the solution for the restricted SPR local
search problem remains the same. We use u to denote the right child of root(S).




Figure 4.2: Species tree S
4.1.1 Node coloring
We first color the nodes in G and S, following the one defined for the binary gene tree
and species tree [6].
Definition 4.3
I. The root of S is colored blue.
II. All nodes in the left subtree of S, S(v), are colored red.
III. All nodes in the right subtree of S, S(u), are colored green.
IV. Each node in G has the same color as its LCA mapping node in S.
Example 1 Figure 4.3 shows the node coloring for a non-binary gene treeG and a binary
species tree S.
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Figure 4.3: Node coloring in G and S
For g 2 Vit(G), we denote the sets of blue, green, and red children of g by Chblue(g),
Chgreen(g), and Chred(g), respectively. For simplicity, we define the restricted LCA map
 as follows.
Definition 4.4 The restricted LCA map  : V (G)! V (S) is defined as:
(g) =
8>>>>>>>>><>>>>>>>>>:
label 1(label(g)) if g is a leaf,
lcaS(f(gi) : gi 2 Ch(g)g) if g is red or green,
lcaS(f(gi) : gi 2 Chgreen(g) [ Chblue(g)g) if g is blue.
If g is blue, it has at least one blue or green child, so (g) is well defined.
Example 1 (Con’t) For the G in Figure 4.3, only g5 and g6 are colored blue. Since
Chgreen(g5)[Chblue(g5) = f6g, (g5) = (6) = 6. Similarly, (g6) = s5.  together with
G!S0 is given in Table 4.1.
Table 4.1: G!S(gi) and (gi)
g1 g2 g3 g4 g5 g6 g7
G!S 1 s2 s4 5 s0 s0 s6
 1 s2 s4 5 6 s5 s6
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Notice that, for x 2 V (S), if x , p(v), then x is a node in S0 2 SPRS(v; ). The
following lemma is similar to the one for the binary gene tree case [6].
Lemma 4.1 Let S0 2 SPRS(v; ), and g 2 V (G).
I. If g is red or green, G!S0(g) = (g).
II. If g is blue, G!S0(g) = lcaS0(v; (g)).
Proof. For simplicity, we denote G!S0 by . If g is a leaf, then by definition (g) =
(g). If g is a red (resp. green) internal node, then all nodes in V (G(g)) are red (resp.
green). Since the mapping of the leaves are the same, we also have (g) = (g).
To prove the lemma for blue g, we first show that, for blue or green g,
(g) = lcaS(f(n) j green n 2 Vlf(G(g))g): (4.3)
Obviously, Eqn. (4.3) holds for green g. We prove Eqn. (4.3) for blue g by induction on
blue nodes in the post-order traversal of V (G). For the base case, g is blue and has green
or red children, then (g) = lcaS(f(gi) j gi 2 Chgreen(g)g). Since Eqn. (4.3) holds for
green gi, we have
(g) = lcaS(f(gi) j gi 2 Chgreen(g)g)
= lcaS
 
lcaS(f(n) j green n 2 Vlf(G(gi))g)
 gi 2 Chgreen(g)	
= lcaS(f(n) j green n 2 Vlf(G(g))g);
where the last equality follows from the definition of lca. Thus Eqn. (4.3) holds for the
base case.
If blue g has blue children, we assume Eqn. (4.3) holds for each gi 2 Chblue(g). By
definition,
(g) = lcaS(f(gi) j gi 2 Chblue(g) [ Chgreen(g)g)
= lcaS
 
lcaS(f(n) j green n 2 Vlf(G(gi))g)
 gi 2 Chblue(g) [ Chgreen(g)	
= lcaS(f(n) j green n 2 Vlf(G(g))g);
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where the last equality follows from the fact that each green leaf in G(g) is a descendant
of some green or blue child of g. By induction, we conclude that Eqn. (4.3) holds for
blue g.
Notice that a green species tree node has the same set of green leaves in S and S0.
Since (n) = (n) for n 2 Vlf(G), then for g 2 Vit(G),
lcaS(f(n) j green n 2 Vlf(G(g))g) = lcaS0(f(n) j green n 2 Vlf(G(g))g): (4.4)
Therefore, for blue g 2 V (G),
(g) = lcaS0
 f(n) j n 2 Vlf(G(g))g
= lcaS0
 
lcaS0(f(n) j red n 2 Vlf(G(g))g); lcaS0(f(n) j green n 2 Vlf(G(g))g)
= lcaS0
 
lcaS0(f(n) j red n 2 Vlf(G(g))g); (g)
= lcaS0(v ; (g));
where the first and second equalities follow from the definition of lca, the third equal-
ity follows from Eqn. (4.3) and (4.4), and the last equality follows from the fact that
lcaS0(f(n) j red n 2 Vlf(G(g))g) 2 V (S0(v)), and (g) < V (S0(v)). 
Recall that, for U  V (T), we use T jcU to denote the compressed subtree of T jU
(see Definition 3.1). For g 2 Vit(G), we compute two compressed subtrees I0(g) and
I00(g) using the compression algorithm we developed in Section 3.3.2. I0(g) is the com-
pressed subtree for the images of blue and green children of g under , and I00(g) is the
compressed subtree for the images of the red children of g. That is,
I0(g) = S jcf(gi ) j gi2Chgreen(g)[Chblue(g)g ;
I00(g) = S jcf(gi ) j gi2Chred (g)g :
For simplicity, we do not distinguish the nodes in I0(g) and I00(g) with their correspond-












Figure 4.4: I0(g) and I00(g) in Example 1
Example 1 (Con’t) Figure 4.4 shows I0(g) and I00(g). To compute I0(g) and I00(g),
we first compute (Chblue(g) [ Chgreen(g)) = fs4; 5; 6; s5; s6g, and (Chred(g)) =
f1; s2g. Then I0(g) and I00(g) are obtained using the Compression Algorithm (Sec-
tion 3.3.2). Notice that, in this example, I0(g) = S jf(gi ) j gi2Chgreen(g)[Chblue(g)g, and
I00(g) = S jf(gi ) j gi2Chred (g)g.
4.1.2 The longest chain and an equivalence relation
Our aim is to find Sˆ 2 SPRS(v; ) such that dup(G; Sˆ) = minX2SPRS (v; ) dup(G; X). The
multiset fG!Sˆ(gi) j gi 2 Ch(g)g is denoted by G!Sˆ(Ch(g)). For x ; y 2 G!Sˆ(Ch(g)),
we define a partial order as x  y if and only if x is an ancestor of y in Sˆ. A subset M
of G!Sˆ(Ch(g)) is called a chain of G!Sˆ(Ch(g)) if all elements in M are comparable.
Therefore, a chain M can be written as fs1  s2      sk g, where k is the length of
M , denoted by k = jM j. For x 2 V (Sˆ), we say M passes through x if x  sk , and M is
below x if x  s1.
Definition 4.5 For s 2 V (S(u)) and S0 = SPRS(v; s), we define lcg(s) to be the length of
the longest chain of G!S0(Ch(g)) in S0.
Definition 4.6 We define EC(g) to be the set of nodes in S such that their parent nodes
are in I0(g), i.e.
EC(g) = fs 2 V (S) j p(s) 2 V (I0(g))g (4.5)
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Example 1 (Con’t) For g in Figure 4.3, EC(g) = fs4; 5; s5; 6; s6; 4; 7; 8g. For example,
s4 and s5 is in EC(g) because their parent s3 is in I0(g).
Lemma 4.2 If s < EC(g), then lcg(s) = lcg(p(s)).
Proof. Let S1 = SPRS(v ; s) and S2 = SPRS(v ; p(s)). We denote 1 = G!S1 and
2 = G!S2 . We first prove that 1(gi)  1(gj) if and only if 2(gi)  2(gj) for any
gi ; gj 2 Ch(g). We consider four cases.
Case 1: gi and gj have the same color. By Lemma 4.1,
1(gi) = (gi) = 2(gi); for gi 2 Chgreen(g) [ Chred(g):
Hence, for gi ; gj that are both red or both green, we have 1(gi)  1(gj) if and only if
2(gi)  2(gj). For blue gi and gj , by Lemma 4.1, 1(gi) = lcaS1(v; gi). Then
1(gi) S1 1(gj) () (gi) S (gj):
Similarly,
2(gi) S2 2(gj) () (g2) S (gj):
Therefore, for gi ; gj 2 Chblue(g), 1(gi)  1(gj) if and only if 2(gi)  2(gj).
Case 2: gi 2 Chblue(g) and gj 2 Chred(g). By the definition of node coloring, (gj) 2
V (S(v)). Then, for k = 1; 2,
k(gi) = lcaSk (v ; (gi)) Sk v  (gj) = k(gj):
Thus, we always have 1(gi)  1(gj), and 2(gi)  2(gj).
Case 3: gi 2 Chgreen(g) and gj 2 Chred(g) (Figure 4.5). Since lcaS1(v; s) S1 1(gj),
we have
1(gi) S1 1(gj) () (gi) S s:
Similarly,










Figure 4.5: Illustration of Case 3
Since p(s) < V (I0(g)), (gi) S s if and only if (gi) S p(s). Hence,
1(gi) S1 1(gj) () 2(gi) S2 2(gj):
Additionally, since k(gi) < V (S(v)) for k = 1; 2, there is no green gi such that k(gj) Sk
k(gi).
Case 4: gi 2 Chgreen(g) and gj 2 Chblue(g). If p(s)  (gj) (Figure 4.6), then






where the first and last equalities follow from Lemma 4.1, and the other there equalities
follow from the definition of lca. Hence, the claim holds.




















Figure 4.7: Illustration of p(s)  (gj)
Lemma 4.1, 1(gj) = lca(v; s), and 2(gj) = lca(v; p(s)). Hence, 1(gi) S1 1(gj) if
and only if (gi)  p(s). Similarly, 2(gi) S2 1(gj) if and only if (gi)  s. Since
(gi) , p(s), the claim holds.
In summary, the claim holds for every case.
Now we prove the lemma. Let M1 be a chain of 1(Ch(g)), then M1 = 1(C)
for some subset, C, of Ch(g). Let M2 = 2(C). By the claim, M2 is a chain of
2(Ch(g)) with the same length. Since for every chain of 1(Ch(g)) there exists a chain
of 2(Ch(g)) with the same length, we conclude that lcg(s) = lcg(p(s)) if s < EC(g). 
Example 2







Figure 4.8: An example of computing EC(g).
Figure 4.8 shows an example of computing EC(g), where the black nodes are the
nodes in V (I0(g)). In this example, EC(g) = fs3; s4; 3; 4; 5; 6g. For example, s3 and s4
are in EC(g) because their parent s2 is in V (I0(g)); s5 and S6 are not in EC(g) because
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their parent s4 is not in V (I0(g)). By Lemma 4.2, lcg(1) = lcg(2) = lcg(s1) = lcg(s0) =
lcg(s2), and lcg(s4) = lcg(s5) = lcg(s6) = lcg(7) = lcg(8).
Definition 4.7 For g 2 Vit(G) and s 2 V (S(u)), we define dupg(s) to be the number of
gene duplications occur in the duplication history from g to its children when G and
SPRS(v ; s) are reconciled.
By Theorem 3.4, the minimum number of duplications from g to its children, whenG
and S0 = SPRS(v; s) are reconciled, equals the length of the longest chain of G!S0(Ch(g))
minus one, i.e.
dupg(s) = lcg(s)   1: (4.7)
Definition 4.8 For s 2 V (S(u)), we define C(s) to be the set of internal nodes g in G
such that s is in EC(g), i.e.
C(s) = fg 2 Vit(G) j s 2 EC(g)g: (4.8)
Theorem 4.1 For s 2 V (S(u)) and s , u,
dup(G; SPRS(v; s))   dup(G; SPRS(v ; p(s))) =
X
g2C(s)
(lcg(s)   lcg(p(s))) (4.9)
Proof. By definition, dup(G; SPRS(v ; s)) =
P
g2Vit(G) dupg(s). By Lemma 4.2,
X
g2Vit(G)nC(s)
(lcg(s)   lcg(p(s))) = 0:
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Then,




















where the second equality follows from Eqn. (4.7). 
4.1.3 An algorithm for finding the longest chains
Before we state the main results of this section, we first introduce some notations.
Definition 4.9 For s 2 V (I0(g)), we define
wg(s): the number of green children of g that are mapped to s;
bg(s): the number of green children of g that are mapped to or above s;
dg(s): the number of blue children of g that are mapped to or below s.
That is,
wg(s) = jfgi 2 Chgreen(g) j s = (gi)gj (4.10)
bg(s) = jfgi 2 Chgreen(g) j (gi)  sgj (4.11)
dg(s) = jfgi 2 Chblue(g) j s  (gi)gj (4.12)
Lemma 4.3 For g 2 Vit(G), wg(s); bg(s) and dg(s) can be computed in O(jCh(g)j) time
for all s 2 V (I0(g)).
Proof. We assume that (g) has been computed for every g 2 V (G), and I0(g) has been
constructed. We compute wg(s) 2 V (I0(g)) by counting how many green children of g
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are mapped to each s 2 V . We compute bg(s) using the following formula.
bg(s) =
8>>>><>>>>:
wg(s) if s = root(I0(g));
wg(s) + bg(t) if s has a parent t in I0(g):
(4.13)
We compute dg(s) using the following formula.
dg(s) =
8>>>><>>>>:
w0g(s) if s is a leaf of I0(g);
w0g(s) + dg(s1) + dg(s2) if s has two children s1; s2 in I0(g);
(4.14)
where w0g(s) is the number of blue children that are mapped to s. Obviously, we can
compute bg(s) and dg(s) in the pre-order and post-order traversals of V (I0(g)), respec-
tively. Since the size of I0(g) is bounded by 2jCh(g)j, and the calculation takes constant
time on each s 2 V (I0(g)), we can compute those functions in O(jCh(g)j) time. 
Example 1 (Con’t) For the trees in Figure 4.3, only one green child, g3, is mapped to
s4, thus wg(s4) = 1; only one green child, g7, is mapped to or above s6, then bg(s6) = 1;
two blue children, g5 and g6, are mapped to or below s5, then dg(s5) = 2. The values
of wg(s), bg(s) and dg(s) are listed in Table 4.2.
Table 4.2: wg(s); bg(s), and dg(s) for Example 1
s s3 s4 5 s5 6 s6
wg(s) 0 1 1 0 0 1
bg(s) 0 1 2 0 0 1
dg(s) 2 0 0 2 1 0
Definition 4.10 For s 2 V (I0(g))[EC(g) , we define mg(s) to be the length of the longest
chain of G!S(Chgreen(g)) that is below s.
Lemma 4.4 For s 2 V (I0(g)), we have
mg(s) =
8>>>><>>>>:
wg(s) if s is a leaf in I0(g);
wg(s) +maxfmg(s1);mg(s2)g if s has two children s1 and s2 in I0(g).
(4.15)
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For s 2 EC(g), if p(s) 2 Vlf(I0(g)), then mg(s) = 0; if p(s) 2 Vit(I0(g)), then mg(s) =
mg(x), where x is the child of p(s) in I0(g) such that s S x.
Proof. We first prove Eqn. (4.15). For a leaf s in I(g), the longest chain of G!S(Chgreen(g))
below s is just the set of the green children of g that are mapped to s. That is mg(s) =
wg(s). For an internal node s, the longest chain below s is the longest chain below the
two children of s plus the set of green children that are mapped to s.
For s 2 EC(g), by definition, p(s) 2 V (I0(g)). If p(s) is a leaf in I0(g), then there is
no green children of g mapped below p(s), therefore mg(s) = 0. Otherwise, if p(s) is an
internal node in I0(g), then s S x for some child x of p(s) in I0(g). For n 2 V (S(u)), if
s  n  x, then n < V (I0(g)). Therefore, mg(s) = mg(x). 
Example 1 (Con’t) As wg(s) for s 2 V (I0(g)) are computed in Table 4.2, mg(s) can be
computed using Lemma 4.4. The results are listed in Table 4.3.
Table 4.3: mg(s) for Example 1
s s3 s4 5 s5 6 s6 4 7 8
mg(s) 2 2 1 1 0 1 0 0 0
Definition 4.11 For s 2 V (I00(g)) , we define m¯g(s) to be the length of the longest chain




w¯g(s) if s is a leaf in I00(g);
w¯g(s) +maxfm¯g(s1); m¯g(s2)g if s has two children s1 and s2 in I00(g);
(4.16)
where w¯g(s) = jfgi 2 Chred(g) j s = (gi)gj.
Proof. The proof is similar as the one for Eqn. (4.15) in Lemma 4.4. 
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Example 1 (Con’t) g has only two red children g1 and g2. By Table 4.1, (g1) = 1 and
(g2) = s2. Since 1 and s2 are comparable, m¯g(v) = 2.
Definition 4.12 For s 2 EC(g), we define
hg(s) = mg(p(s))   wg(p(s))   mg(s): (4.17)
Example 1 (Con’t) hg(s) for s 2 EC(g) are listed in Table 4.3.
Table 4.4: hg(s) for Example 1
s s4 5 s5 6 s6 4 7 8
hg(s) 0 0 1 1 0 0 0 0
For s 2 V (S(u)), and S0 = SPRS(v; s), we want to find the longest chain of G!S0(Ch(g)).
Recall that Ch(g) may contain gene tree nodes of color red, blue, or green. We first
compute the length of the longest chain without considering the red children of g. For
simplicity, we call these chains of G!S0(Chblue(g)[Chgreen(g)) the blue-green chains.
Definition 4.13 For s 2 V (I0(g)) [ EC(g) and S0 = SPRS(v ; s), we define
lc
0
g(s): the length of the longest blue-green chain of G!S0(Ch(g)) in S0;
lc
00
g(s): the length of the longest blue-green chain of G!S0(Ch(g)) that does not
passes through s in S0.
Definition 4.14 For s 2 EC(g), if EC(g) contains ancestors of s, we define pg(s) to be
the lowest ancestor of s in EC(g); otherwise, we define pg(s) = u.
By definition, pg(s)  p(s), and the equality holds if p(s) and its parent are both in
V (I0(g)).
Example 2 (Con’t) Recall that EC(g) = fs3; s4; 3; 4; 5; 6g for the tree in Figure 4.8.
Since s3 is the lowest ancestor of 3 in EC(g), then pg(3) = s3. Since s3 has no ancestor
in EC(g), pg(s3) = u.
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Lemma 4.6 Let s 2 EC(g). For n 2 V (S(u)), if pg(s)  n  p(s), then n < V (I0(g)).
Proof. Consider the path n0 = pg(s)  n1  n2  : : :  nk+1 = p(s) from pg(s) to
p(s) in S. If ni 2 V (I0(g)) for some 0  i < k, then by definition ni+1  pg(s). This
contradicts to the fact that n0 = pg(s). Therefore, ni < V (I0(g)) for i = 1; : : : ; k. 
Theorem 4.2 (1) If s = u, then
lc
0

























g(s) = maxflc0g(pg(s))   hg(s0)   dg(s)); lc00g(pg(s))g
lc
0
g(s) = maxflc0g(pg(s))   hg(s); lc00g(s)g:
(4.20)
Proof. If s = u, then by Lemma 4.1, all the blue children of g are mapped to lca(v ; s). By
Definition 4.10, the longest blue-green chain below s has length mg(root(I0(g))). There-
fore, the longest blue-green chain in SPRS(v ; s) has length dg(root(I0(g)))+mg(root(I0(g))).
Since all blue-green chains in SPRS(v ; s) must pass through s, therefore, lc
00
g(s) = 0.
We now prove the second part of this theorem by considering the following four
blue-green chains:
C1: the longest blue-green chain that doesn’t pass through pg(s) in SPRS(v; pg(s));
C2: the longest blue-green chain that passes through pg(s) in SPRS(v; pg(s));
C3: the longest blue-green chain that passes through s in SPRS(v ; s);
















Figure 4.9: Illustration of comparing lcg(pg(s)) to lcg(s). Each arrow represents a chain.
The boxed number beside each arrow is the length of that chain. The boxed number
beside each node is the number of children of g that are mapped to that node.
By definition,
jC1j = lc00g(pg(s)): (4.21)
For gi 2 Ch(g), by Lemma 4.1, if (gj)  pg(s) then gi is mapped to the same node in
SPRS(v ; pg(s)) and SPRS(v; s), Therefore, C1 is also the longest blue-green chain that
doesn’t passes through pg(s) in SPRS(v ; s).
We then consider C2 in SPRS(v ; pg(s)) (Figure 4.9A). We use ug(s) to denote the
number of blue and green children of g that are mapped above lca(v; pg(s)) in SPRS(v ; pg(s)).
By definition, dg(p(s)) blue children of g are mapped to or below p(s) under . Since
the nodes between pg(s) and p(s) are not in V (0(g)), the number of blue children that are
mapped below pg(s) under  is also dg(p(s)). By Lemma 4.1, these blue children are
mapped to lca(v ; pg(s)) in SPRS(v ; pg(s)). Meanwhile, the longest chain below pg(s)
that only consists the mappings of green children of g has length mg(pg(s)) = mg(p(s)).
Therefore, by counting the nodes in C2, we have
jC2j = ug(s) + dg(p(s)) + mg(p(s)): (4.22)
We now consider C3 and C4 in SPRS(v; s) (Figure 4.9B). Notice that, dg(p(s)) blue
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children of g are mapped to or below p(s) under , and dg(s) of them are mapped to or
below s. Then, by Lemma 4.1, dg(p(s))   dg(s) blue children are mapped to p(s), and
dg(s) blue children are mapped to lca(v; s) in SPRS(v; s). By definition, there are also
wg(p(s)) green children mapped to p(s). Moreover, the longest chain below s that only
consists the mappings of green children has length mg(s). Therefore, by counting the
nodes in C3, we have
jC3j = ug(s) + dg(p(s)) + wg(p(s)) + mg(s): (4.23)
Similarly,
jC4j = ug(s) + (dg(p(s))   dg(s)) + wg(p(s)) + mg(s0): (4.24)
Comparing Eqn. (4.23), (4.24) with (4.22), we obtain
jC2j   jC3j = mg(p(s))   wg(p(s))   mg(s) = hg(s)  0; (4.25)
jC2j   jC4j = mg(p(s))   wg(p(s))   mg(s0) + dg(s) = hg(s0) + dg(s)  0; (4.26)
where hg(s) is defined in Eqn. (4.17).
By Lemma 4.6, V (I0(g)) does not contain any nodes between pg(s) and p(s). Hence,
the longest blue-green chain in SPRS(v ; s) must be either C1, C3, or C4. Similarly, the
longest blue-green chain that doesn’t pass through s in SPRS(v; s) must be either C1 or







g(p(s)) = jC1j  jC2j. By Eqn. (4.25) and (4.26), we







g(p(s)) = jC2j  jC1j. By Eqn. (4.26), we have




g(s) = maxfjC1j; jC4jg







































Figure 4.10: Illustration of computing lc
0
g(s). A. The annotated I0(g) and I00(g). B, C, D.
The illustrations for s = s3; s5 and 6, respectively. Boxed circles beside a node are the




g(s) = maxfjC1j; jC3j; jC4jg
= maxfjC3j; lc00g(s)g
= maxflc0g(p(s))   hg(s); lc00g(s)g:
(4.29)
We conclude that the theorem holds. 
Example 1 (Con’t) The process of computing lc0g(s) for Example 1 is illustrated in
Figure 4.10. We first consider the case s = u = s3. Notice that dg(s3) = 2 (Table 4.2),
and mg(s3) = 2 (Table 4.3). By Eqn. (4.18), lc
0
g(s3) = 4, and lc
00
g(s3) = 0.





g(s3), then by Eqn. (4.20), lc
00
g(s3) = maxf4   2   0; 0g = 2, and
lc
0
g(s5) = maxf4   1; 1g = 3.
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g(s5), then by Eqn. (4.20), lc
00
g(6) = maxf3   1   0; 2g = 2, and
lc
0










g(s) for Example 1
s s3 s4 5 s5 6 s6 4 7 8
lc
00
g(s) 0 3 3 2 2 2 4 3 3
lc
0
g(s) 4 4 4 3 2 3 4 3 3
The following theorem says that we can find the longest chain of in SPRS(v; s) by
comparing the longest blue-green chain with the longest chain that passes through v.
Theorem 4.3 If s = u,
lcg(s) = maxflc0g(s); jChblue(g)j + m¯g(v)g: (4.30)
If s 2 EC(g),
lcg(s) = maxflc0g(s); jChblue(g)j + bg(p(s)) + m¯g(v)g: (4.31)
Proof. We use C to denote the longest chain that passes through v in SPRS(v ; s). The
longest chain of G!SPRS (v;s)(Ch(g)) must be either C, or the longest blue-green chain.
The longest blue-green chain has length lc
0
g(s). To compute the length of C, we need
to count the number of children that are mapped above v, and the length of the longest
chain that is below v. By Definition 4.11, the longest chain below v has length m¯g(v).
By Lemma 4.1, all the blue children of g are mapped above v.
If s = u, no green children of g are mapped above v. Thus, jC j = jChblue(g)j+ m¯g(v),
and
lcg(s) = maxflc0g(s); jChblue(g)j + m¯g(v)g:
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If s 2 EC(u), bg(p(s)) green children of g are mapped above v. Therefore, jC j =
jChblue(g)j + bg(p(s)) + m¯g(v), and
lcg(s) = maxflc0g(s); jChblue(g)j + bg(p(s)) + m¯g(v)g: 
Example 1 (Con’t) jChblue(g)j = 2 and m¯g(v) = 2. By Eqn. (4.30) and (4.31), we can
compute lcg(s) by checking the values in Table 4.2 and 4.5. For example, lcg(s3) =
maxf4; 2+ 2g = 4, and lcg(s5) = maxf3; 2+ 0g = 3. Other results are listed in Table 4.6.
Table 4.6: lcg(s) for Example 1
s s3 s4 5 s5 6 s6 4 7 8
lcg(s) 4 4 5 4 4 4 5 4 4
By Theorem 4.2 and 4.3, we are able to compute lcg(s) for all s 2 V (S(u)) in the pre-
order traversal of S(u). The algorithm is summarized in the Longest Chain Algorithm
below.
Theorem 4.4 For g 2 Vit(G), the Longest Chain Algorithm outputs lcg(s) for all s 2
fug [ EC(g) in O(jCh(g)j) time.
Proof. The time complexity follows from the fact that jV (I0(g))j+ jV (I00(g))j  2jCh(g)j,
jEC(g)j  4jCh(g)j, and each computation inside an iteration takes constant time with
the given formula. 
4.1.4 Minimizing the duplication cost
The Longest Chain Algorithm computes lcg(s) for s 2 fug [ EC(g) in jCh(g)j time. By
Theorem 4.1, to compare dup(G; SPRS(v ; s)) with dup(G; SPRS(v; p(s))), we need to
compute lcg(s)   lcg(p(s)) for all g 2 C(s). Notice that p(s) may not be in fug [ EC(g).
Before we present a linear time algorithm for the restricted SPR local search problem
under the duplication cost model, we prove the following lemma.
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Algorithm 3 Longest Chain Algorithm
Input: S, I0(g), and I00(g).
Output: lcg(s) for all s 2 fug [ EC(g).
1: compute EC(g) from V (I0(g)) by Eqn. (4.5)
2: for s in the post-order traversal of V (I0(g))
3: compute wg(s); dg(s);mg(s) by Eqn. (4.10), (4.14), and (4.15)
4: for s in the pre-order traversal of V (I0(g))
5: compute bg(s) by Eqn. (4.13)
6: for s in the post-order traversal of V (I00(g))
7: compute m¯g(s) by Eqn. (4.16)
8: for s in the pre-order traversal of fug [ EC(g)
9: compute hg(s) by Eqn. (4.17) if s , u
10: compute lc
0
g(s) by Eqn. (4.18), (4.19), and (4.20)
11: compute lcg(s) by Eqn. (4.30) and (4.31)
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Lemma 4.7 For s 2 EC(g),
lcg(p(s)) = lcg(pg(s)); (4.32)
where p(s) is the parent of s in S, and pg(s) is defined in Definition 4.14.
Proof. It follows from Lemma 4.2 and Lemma 4.6. 
The algorithm for the restricted SPR local search problem under the duplication cost
model is summarized below.
Algorithm 4 Restricted SPR Local Search Algorithm
Input: An arbitrary gene tree G, a binary species tree S, and a non-root v 2 V (S).
Output: Sˆ such that dup(G; Sˆ) = minX2SPRS (v) dup(G; X).
1: replace S by SPRS(v ; root(S)) if necessary
2: for s 2 V (S(u))
3: initialize cd(s) 0 and cost(s) 0
4: for each g 2 Vit(G)
5: compute I0(g) and I00(g) using the Compression Algorithm (Section 3.3)
6: compute lcg(s) for s 2 fug [ EC(g) using the Longest Chain Algorithm
7: for each s 2 fug [ EC(g)
8: cd(s) cd(s) + lcg(s)   lcg(pg(s))
9: for s in the pre-order traversal of V (S(u))
10: if s , u then
11: cost(s) = cd(s) + cost(p(s))
12: Find s 2 V (S(u)) with the smallest cost(s)
13: Output Sˆ = SPRS(v ; s)
Theorem 4.5 For an arbitrary gene tree G, a binary species tree S, and a non-root
v 2 V (S), the Restricted SPR Local Search Algorithm takes O(jG j + jS j) time to find
s 2 V (S(u)) such that dup(G; SPRS(v; s)) is minimized.
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Proof. We first prove the correctness of our algorithm. We show that the obtained cd(s)
is equal to dup(G; SPRS(v ; s)) dup(G; SPRS(v; p(s))). Notice that, for each g 2 Vit(G),










= dup(G; SPRS(v ; s))   dup(G; SPRS(v; p(s)));
where the first equality follows from the definition of C(s), the second equality follows
from Eqn. (4.32), and the last equality follows from Eqn. (4.9).
We then compute cost(s) = cost(p(s)) + cd(s) in the pre-order traversal of V (S(u))
in line 9-11. It follows that
cost(s) = dup(G; SPRS(v; s))   dup(G; SPRS(v ; u)):
Therefore, by finding the smallest cost(s), we obtain the s 2 V (S(u)) that minimizes
dup(G; SPRS(v ; s)).
Now we consider the time complexity. The first step is to reconstructe I0(g) and
I00(g) for all g 2 Vit(G), which costs O(jG j + jS j) time using the compression algorithm
we designed in section 3.3.2. The second step is to compute the lengths of the longest
chains of x 2 V (I(g))[EC(g) for each I(g). By Theorem 4.4, this step costs O(jCh(g)j)
time for each g. Hence, it takes O(jG j) time for all g 2 Vit(G) in total. The last step,
computing cost(s) in the pre-order traversal ofV (S(u)), clearly costs O(jS j) time. Hence,
the algorithm takes O(jG j + jS j) time to find s 2 V (S(u)) such that duplication costs
between G and SPRS(v ; s) is minimized. 
We remark here that, in fact, the Restricted SPR Local Search Algorithm finds
dup(G; SPRS(v ; s))   dup(G; S) for all s 2 V (S(u)) in linear time. Since dup(G; S) can
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be computed in linear time (Section 3.4.2), we are able to compute dup(G; SPRS(v; s))
in linear time for all s 2 V (S(u)).
4.2 Refine Non-binary Species Tree
Problem 4.4 Species tree refinement problem under the duplication model
Instance: A set of non-binary gene treesG = fGi ; i = 1    kg, and a non-binary species
tree S.
Solution: A binary refinement Sˆ of S that minimizes the total cost
P
Gi2G dup(Gi ; Sˆ).
We can also use the SPR local search method to refine a non-binary species tree S.
If s 2 V (S) is a non-binary node, we first replace the star subtree containing s and its
children by any binary refinement, and then apply the SPR local search to this subtree
by restricting v and x to be the nodes in the binary refinement of s. However, unlike
the non-binary gene tree case where we can refine each non-binary node one by one, the
refinements of dierent non-binary nodes in S are not independent.
The strategy to refine S using the restricted SPR local search is described as follows.
1) For each non-binary node s 2 V (S), replace the star subtree containing s and its
children by an any binary refinement brs. The obtained binary species tree is
denoted by S0;
2) Randomly pick a non-binary node s 2 V (S) and v 2 V (brs), find x 2 V (brs)
such that the duplication cost of SPRS0(v ; x) is optimal, then replace S0 by
SPRS0(v; x);
3) Repeat the second step until the local optimum is reached, then output S0.
The general reconciliation problem is then solved by first refining the non-binary
species tree using the set of non-binary gene trees and then refining those non-binary
gene trees with the refined species tree.
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4.3 Experiments
The algorithm presented in the previous section has been implemented into a program
call TxT-SPR. It was tested using simulated data. Since the SPR local search method
outputs a local optimal solution, the starting species tree has a great impact on its output.
We use the leaf-adding heuristic method [22, 81, 82] to find starting species trees. The
leaf-adding heuristic method performs well in practice [17]. This heuristic method starts
from a species tree with only two species, and repeatedly updates it by adding one of the
rest species such that the reconciliation cost of the gene trees (restricted versions on the
taxa in the present partial species tree) and the partial species tree is minimized. When
the input gene trees are non-binary, we use the leaf-adding heuristic method by applying
our algorithms to the partial species trees.
Since our algorithm is identical to the one of DupTree studied in [8, 81] when ap-
plied to binary gene trees, we validated our algorithm by comparing it to another pro-
gram PhyloNet-MDC [77, 86]. PhyloNet-MDC infers species tree by minimizing the
deep coalescence cost. It delivers an optimal solution for small datasets, typically with
number of taxon less than 20. For large datasets, it is still quite ecient and accurate
for real gene trees in practice, although the output is not guaranteed to be global optimal
[77]. It can be applied to unrooted non-binary gene trees [86].
4.3.1 Simulated datasets
We have taken the simulated datasets from [85]. There are three classes of datasets:
I. 17-taxon datasets with ILS. Given a species tree with branch lengths, each gene
tree was simulated under a coalescent process [72]. Gene sequences were then
simulated along gene trees using Jukes-Cantor model without insertions and dele-
tions. There were 500 datasets, each having 8 or 32 gene trees.
II. 100-taxon datasets with ILS. The gene trees were simulated under a coalescent
process, but the gene sequences were produced in the GTR+Gamma+Gap model.
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There were 10 datasets, each having 25 gene trees.
III. 100/500-taxon datasets without ILS. The gene trees had the same topology as
the species tree, while half of them also had the same branch lengths as the species
tree, and another half had dierent branch lengths obtained by multiplying some
random numbers with expected value 1. The gene sequences were produced in
the GTR+Gamma+Gap model. There were 10 datasets, each having 25 or 50
gene trees.
The simulated true gene trees and true gene sequences alignments were known.
In [85], the authors evaluated the performances of popular programs for estimat-
ing species tree from DNA sequences. Those programs included the probability based
BUCKy [50], and the parsimony based iGTP [21], PAUP* [76], and PhyloNet [78].
The authors observed that: 1) In general, the probability based BUCKy outperformed
the parsimony based methods, but had much longer running time. 2) PhyloNet-MDC
provided results that are pretty close to those of BUCKy. 3) PhyloNet performed signif-
icantly better on the gene trees with weakly supported branches contracted than on the
original gene trees. 4) For non-ILS datasets, the true gene sequence alignments led to
much better results than the re-computed alignments.
For the datasets of type I where gene sequences were simulated with insertions and
deletions, we used MAFFT [46] (version 7.050) with model ‘–auto’ to estimate the
multiple sequences alignment. For 17-taxon-ILS datasets, since no insertions and dele-
tions occurred in the simulated gene sequences, all the gene sequences had the same
length and hence their alignments were ungapped and trivial. The true-alignment and
the MAFFT-alignment were then fed to FastTree [67] (version 2), with method ‘-gtr’
to estimate the gene trees. The output gene trees from FastTree were unrooted trees
with branch lengths and local support values. Each gene tree was then re-rooted at its
mid-point.
To simulate non-binary gene trees, we contracted the branches with weak supports
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Figure 4.11: The summary of false-negative rates on 17-taxon-ILS datasets
in these re-rooted binary gene trees. For each contract rate in f30%; 50%; 70%; 90%g,
we contracted the gene branches with support values less than it. In total, we obtained
one set of reconstructed binary gene trees, and four dierent sets of non-binary gene
trees for each dataset.
The accuracy of each method is measured by the missing branch rate (false-negative
rate), i.e. the Robinson-Foulds distance divided by the number of non-trivial taxon clus-
ters in the two species trees. Notice that a rooted binary species tree with n taxa has
n   1 internal nodes, and all but the root represent non-trivial taxa clusters. Since the
output species trees of both algorithms are binary, the false-negative rate equals the
false-positive rate in this case.
4.3.2 Contracting weakly supported branches
We compared the results on both the estimated binary gene trees and the non-binary
gene trees obtained from them by contracting weakly supported branches. Figure 4.11
shows the accuracy results on 17-taxon-ILS datasets with 32 gene trees. Each bar in
the figure represents the average missing-branch rate of a method on the corresponding
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Figure 4.12: The summary of false-negative rates on 100-taxon-ILS datasets
dataset. PhyloNet performs slightly better than TxT-SPR for those datasets. Meanwhile,
contracting weakly supported branches in gene trees led to lower false-negative rates
of both programs. However, if too much branches were contracted (e.g. in the case of
contract rate 90%), the false-negative rates increase. The results on 17-taxon-ILS with 8
gene trees were similar, where the average missing-branch rates were about 10% higher
than those for the datasets with of 32 gene trees.
Figure 4.12 shows the accuracy results on 100-taxon-ILS datasets with the MAFFT-
alignments. We observe the same pattern as in Figure 4.11. It also indicates that con-
tracting weakly supported gene tree branches led to higher accuracy for both methods.
Interesting, the results on 100-taxon-ILS datasets with the true-alignments were similar
to the results on 100-taxon-ILS datasets with the MAFFT-alignments, as observed in the
original study [85].
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Figure 4.13: The summary of false-negative rates on 100-taxon-without-ILS datasets
Figure 4.13 provides the accuracy results on 100-taxon without ILS datasets. First,
both methods performed better on the true-alignments (left panel) than the MAFFT-
alignments (right panel). This may be because that the gene trees in these datasets had
the same topology but with dierent branch lengths, and it is likely that the reconstructed
gene trees from the true sequence alignments had the same topology as the true species
trees; however, the insertions and deletions in the gene sequences led to relatively bad
MAFFT-alignments, and thus less accurate gene trees. Second, the species trees inferred
by TxT-SPR had much lower missing-branch rates for these datasets. Lastly, both meth-
ods benefit from contracting weakly supported gene tree branches, especially in the case
that the MAFFT-alignments were used. We also found that, with the gene tree branches
that had support less than 70% contracted, TxT-SPR output the best results in both the
true-alignments and the MAFFT-alignments cases (Figure 4.13).
4.3.3 The eect of missing taxa
We also evaluated the accuracies of both programs on gene trees with missing taxa.
On a gene tree, we randomly removed the leaves by a probability 0:5. After that, we
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contracted the single-child nodes as well as the weakly supported branches. The exper-
imental results were summarized in Figure 4.14 and 4.15. We observed that TxT-SPR
outperformed PhyloNet. In the case of 100-taxon-ILS, the former has error rate 10%
on average, whereas the latter has 35% on average. This may be because that PhyloNet
seeks a species tree that has taxon clusters appeared in the input gene trees in its first
step. When the input gene trees had many missing taxa, it is likely that PhyloNet failed
to find a fully resolved species tree in its first step. TxT-SPR did not have this limitation,
and showed consistent performances for this case. Figure 4.15 shows that both methods
had higher error rates when the MAFFT-alignments were used (right panel), than when
the true-alignments were used (left panel).
4.3.4 Running time
The running times of PhyloNet and TxT-SPR on the test datasets are summarized in Ta-
ble 4.7. In general, they were very ecient and took less than 30 seconds on average for














Figure 4.14: The summary of false-negative rates on 100-taxon-ILS datasets with 50%
missing taxa. The plot shows the results for the MAFFT-alignments, while those for the
true-alignments are similar.
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Figure 4.15: The summary of false-negative rates on 100-taxon-without-ILS datasets
with 50% missing taxa. The left and right panel show the results for the true-alignments
and the MAFFT-alignments, respectively.
500-taxon-without-ILS datasets. Comparing to these two programs, probability based
programs are much slower [85].
TxT-SPR was generally faster than PhyloNet, especially when the input gene trees
have missing taxa. This was because that if PhyloNet failed to find a completely resolved
binary species tree in the first step, it would try to refine that non-binary species tree
Table 4.7: Average Running Times of PhyloNet and TxT-SPR (in seconds)
Datasets PhyloNet TxT-SPR




100-taxon-ILS (50% missing taxa) 3.31 0.60
100-taxon-without-ILS (50% missing taxa) 3.48 0.73
500-taxon-without-ILS (50% missing taxa) 131.70 17.31
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in the second step. However, the second step of PhyloNet runs at most two minutes
by defaults. Hence, when 50% taxa were removed from gene trees in the 500-taxon
datasets, the species trees obtained in the first step of PhyloNet were likely not fully
resolved, and thus it took another two minutes to refine that tree. On the contrary, the
running times of TxT-SPR were consistent for datasets with similar sizes.
When applied to binary gene trees, TxT-SPR is as fast as DupTree2 [81], although
they are implemented in dierent programming languages (Go versus C++). TxT-SPR
runs 2 to 4 times slower when applied to non-binary gene trees due to an overhead
computation of the compressed child-image subtrees.
4.3.5 Biological datasets
We also evaluated the performance of our algorithm on two biological datasets. The
first dataset includes the protein sequence alignments data of 1,070 gene families from
23 yeast genomes [73]. We used FastTree [67] to estimate gene trees from the obtained
protein alignments. The outputted 1,070 unrooted gene trees were re-rooted at their
mid-points. For each p = 0:5; 0:7, or 0:9, we obtained a set of non-binary gene trees
from those estimated rooted gene trees by contracting branches with support values less
than p. In total, we had one set of binary gene trees, and three sets of non-binary gene
trees. We then applied PhyloNet-MDC and TxT-SPR to the four gene tree datasets.
The inferred yeast species trees were compared to the yeast species tree in [73]. The
Datasets PhyloNet-MDC TxT-SPR
Yeast 2 missing branches 1 missing branch
Yeast-0.5/0.7/0.9 2 missing branches 0 missing branch
Running time 4.3 ~7.1 seconds 0.6 ~1.2 seconds

















































Figure 4.16: The species trees computed by PhyloNet-MDC and TxT-SPR on the yeast
dataset. Left panel: the species tree inferred by PhyloNet-MDC had two missing
branches comparing to the yeast species tree in [73]. Right panel: the species tree
inferred by TxT-SPR was identical to the yeast species tree in [73].
branches that appear in the yeast species tree in [73] but not in the inferred species tree
are called missing branches. The numbers of missing branches and the running times
are in Table 4.8.
One observation is that PhyloNet-MDC outputted the same species tree (Figure 4.16
left) when applied to the four sets of gene trees. This inferred species tree had two miss-
ing branches comparing to the yeast species tree in [73]. We also observed that when
applied to the binary gene trees, TxT-SPR outputted a species tree with one missing
branch. However, when applied to the three sets of contracted gene trees, TxT-SPR out-
putted the species tree (Figure 4.16 right) that had the same topology as the yeast species
tree in [73]. This result confirms that our program outputs more accurate species trees
when applied to gene trees with weakly supported branches contracted. On average,
TxT-SPR is five times faster than PhyloNet-MDC.














Figure 4.17: The species tree computed by TxT-SPR on the fruitfly gene tree dataset.
[41]. These gene trees were unrooted with support values on branches. Since some
of these gene trees were not uniquely labeled, PhyloNet-MDC could not be applied
to this dataset. When TxT-SPR was applied to this dataset, the inferred species tree
(Figure 4.17) had one missing branch comparing to the fruitfly species tree in [41].
However, the inferred species tree had the same tree topology as the fruitfly species tree




Conclusion and Future Work
In summary, this thesis is devoted to the general gene tree and species tree reconcilia-
tion problem, especially the non-binary gene tree and species tree refinement problems,
under dierent reconciliation cost models.
For the non-binary gene tree refinement problem, we designed fast algorithms for
dierent reconciliation cost function, based on two innovations, the irreducible duplica-
tion history and subtree compression. Our algorithms improve the time complexities of
previous best algorithms by an order of magnitude. We developed the linear-time algo-
rithms, as well as the structure informations of the optimal solutions, for four popular
reconciliation cost functions. These results generalize the standard LCA reconciliation
for binary trees. For the gene tree refinement problem under the ane cost model, we
extended the Csu˝rös algorithm which is designed for the asymmetric Wagner parsimony
problem [26]. The extended Csu˝rös algorithm solves the gene tree refinement problem
under the ane cost model in quadratic time, and its running time is very close to those
of our linear-time algorithms in practice.
The species tree refinement problem is much harder than the gene tree refinement
problem. In fact, the species tree inference problem, as a special case of the species
tree refinement problem, is NP-hard for many reconciliation cost functions [7, 55, 88].
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Therefore, in Chapter 4, we designed a heuristic algorithm for inferring a species tree
from a collection of non-binary gene trees using the SPR local search method under the
gene duplication cost model. Our method is based on the method of DupTree [8, 81, 82]
which cannot explicitly handle non-binary gene trees. Our method benefits from our
subtree compression algorithm, as well as the structure information of the non-binary
gene tree refinement with optimal duplication cost, that have been studied in Chapter
3. One exciting result is that our method has the same time complexity as DupTree.
Another interesting result is, when used to infer the species tree, our method has higher
accuracy by contracting weakly supported branches in gene trees. Our method also ap-
plicable to the species tree refinement problem, and therefore enable us to solve the
general reconciliation problem which handles non-binary gene and species trees simul-
taneously.
There are several limitations of this work. First, we have not included the horizontal
gene transfer (HGT) in all of our studies. Even for binary gene and species trees, the
reconciliation problem considering HGT is much more complicated [10, 20, 25, 43, 62],
especially when the time-consistence is required [79]. Second, all the studies in this
thesis are parsimony based. Parsimony based methods are generally more ecient and
suitable for large dataset [5, 17]. Probability based methods, such as [4, 37] for the
reconciliation problem, and [3, 53] for the species tree inference problem, are likely to
provide more accurate results. There is a trade-o between the eciency of parsimony
based methods and the accuracy of probability based methods. Lastly, our studies focus
on the comparison of gene and species trees. However, a complete phylogenetic anal-
ysis consists of three elements, the gene tree, the species tree, and the sequence data.
Recently, unified models, that combine the sequence evolution and the gene evolution,
have been proposed to study these three elements simultaneously [1, 16, 68, 69]. These
are definitely interesting problems for future work.
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