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I. INTRODUCTION

A
MONG the fundamental problems in multi-hop wireless networks is the problem of bandwidth sharing between competing links in the network. The IEEE 802.11 distributed coordination function (DCF), has gained such a wide popularity in ad hoc networks that it has become nowadays the de facto MAC layer standard for such networks. Yet, this protocol is known to suffer from a dramatic unfairness problem in the ad hoc operation mode. The unfairness in the DCF is caused by the existence of hidden terminals in ad hoc networks, and is exacerbated by the so-called binary exponential backoff (BEB) algorithm, adopted by the IEEE 802.11 standard to resolve collisions. This problem of unfairness is known to be especially severe when the network topology is nonhomogeneous and the sources generate a high traffic load. A direct consequence of such a problem is the strong dependence of the feasible capacity of the network on the topology of the network making links or nodes that have a large number of competitors suffer a dramatically low link bandwidth.
Many schemes [1] - [5] have been proposed in the literature to overcome this fairness problem by modifying the IEEE 802.11 MAC protocol. Most, if not all, work well only under some scenarios. This is because none of these protocols (except [2] ) consider the systematic study of the effects of bandwidth sharing principles on the fair share achieved by each link in an ad hoc network. Nowadays, this approach is becoming more and more popular and has been the subject of many recent papers. For example, [6] studies the problem of relaying (node capacity sharing) in ad hoc networks through and price-based approach; [7] studies the problem of fair link bandwidth sharing in ad hoc networks through a game theoretic approach and derives both cooperative and noncooperative games to solve the problem; in an independent effort, [8] follows a similar approach as [7] and focuses on achieving max-min fair rates in ad hoc networks.
More recently, the systematic study of bandwidth sharing principles in ad hoc networks has been considered in holistic or cross-layer approach. The control algorithms of different protocol layers are considered as optimization problems acting on variables from different protocol layers. For example, to cite just a few, congestion control with MAC design is considered in [9] , [10] . Though most such works contribute a great deal to understanding the interactions between different control algorithms from different layers, the proposed solutions remain inherently complex. As a consequence, most, if not all, existing cross-layer optimization-based algorithms are often sanctioned as theoretical only because they seldom lead to realistic simulations or practical implementations.
While advocating a systematic study of the problem, we are still driven by the practicality of the proposed solutions. Therefore in this paper we will omit the theoretical details such as the study of convergence, and so on, as these have already been addressed in our previous paper [7] and the plethora of other published papers on network utility maximization (e.g., [11] - [13] ).
To address the problem, we first model the contention relations between link flows in the network by a link contention graph [3] , [7] , then, based on the decomposition of this graph into cliques, the fair link bandwidth allocation problem is modeled as a concave utility maximization problem in Section II. Using Lagrange relaxation and duality, we propose a distributed algorithm to solve the dual and the primal in Section III. The details, discussions and proofs for this part can be found in our earlier paper [7] . After this, the rest of the paper is spent on discussing and showing how such a distributed algorithm can be implemented in a real system. Finally, simulation and experimental results are provided to assess the performance of our proposed algorithm.
II. MODEL AND PROBLEM FORMULATION
An ad hoc network topology can be represented by an undirected graph whose vertices represent the network nodes, and where an edge between any pair of vertices represents radio proximity between two nodes. Due to such proximity, simultaneous transmissions often result in collisions. To model such interactions between links, from the topology graph, we can construct a link contention graph, where a vertex represents an active link, and an edge between two vertices denotes wireless proximity between the two links: that is, 1536-1276/07$25.00 c 2007 IEEE either the sender or the receiver of one link is within radio proximity of the sender or the receiver of the other.
Note that this contention graph only represents the contentions that occur within the carrier sensing range and neglects the additive nature of interference. A more accurate representation of contentions should take into account interference generated by all nodes in the network, however, since interference is additive, it can only be represented accurately by knowing the whole topology of the network, which is impractical in ad hoc networks.
The cliques of the link contention graph represent accurately the time-domain bandwidth sharing constraints. That is, no two links in the same clique can be active simultaneously. Thus, each clique in the contention graph stands for a contention context, and is an accurate abstraction of a "channel resource" in the real network. Links in the same clique share the capacity of this channel resource according to the target fairness principle. So, from the bandwidth sharing viewpoint, a particular link succeeds transmission if and only if all other links in all the cliques containing this particular link do not transmit. Examining the problem from another viewpoint (the scheduling point of view, [14] ), links that form an independent set in the link contention graph can be scheduled to transmit simultaneously. While the search for cliques in a graph and the search for all independent sets of a graph are both NP hard, the latter is less appealing for ad hoc networks because independent sets are spatially distributed and thus require the knowledge of the global contention graph, and thus the whole network topology, whereas cliques are by nature local subgraphs of this global graph.
A. Contention Graph and Clique Capacity
Let G be the link contention graph of an ad hoc network, and denote by I the family of all the independent sets of G. A conflict free schedule S is defined as an infinite sequence of independent sets, I 1 , I 2 , · · · , I k , · · · of I. The frequency of link i in schedule S is then defined as [15] :
For a link contention graph with N vertices, a given vector of frequenciesf = (f 1 , · · · , f N ) is said to be feasible if there exists a schedule S such that the frequency of the ith vertex in schedule S is at least f i [14] . The frequency of vertex i can be treated as the normalized bandwidth allocated to the corresponding link in schedule S. Furthermore, a schedule is said to follow a given fairness principle if there exists a feasible vector of frequencies that verifies the fairness condition under consideration. For instance a vector of frequenciesf * = (f * 1 , · · · , f * N ) is said to be proportionally fair if and only if, for any other feasible vector of frequencieŝ [16] . Thus the feasible capacity of a clique K in a given link contention graph and under a given fairness principle is i∈K f * i . However, verifying the feasibility of a vector of frequencies over a general graph is an NP-hard problem, since this equates with finding a schedule that achieves the given vector of frequencies. So characterizing the capacity of the cliques in general graphs is not easy.
In the particular case of perfect graphs, verifying the feasibility of a frequency vector can be achieved in polynomial time through the so-called Clique feasibility where we have i∈K f i ≤ 1, ∀K. Put simply, in perfect graphs clique capacities can be normalized to 1. Unfortunately this is not the case in general graphs including non-perfect graphs (for further discussion on this issue refer to [7] ).
According to the Strong perfect graph Conjecture [17] , a graph is perfect if and only if it has no induced subgraph that is isomorphic to an odd hole of size at least 5 or a complement of such an odd hole. In graph terminology, a hole is a cycle without chords. The ring C 5 is the smallest odd-hole (its complement, the pentagram is also an odd hole). Therefore, if a link contention graph contains one or more odd holes, clique feasibility does not hold and capacities cannot be normalized to 1. The capacity of any clique that includes edges of an odd hole (or the components that can be reduced to an odd hole by edge elimination) must be reduced by a small fraction. In practice, in distributed ad hoc networks, it is not easy to determine whether a clique contains an edge that belongs to an odd hole, because the odd whole may span all the edges in the network and thus global information would be required. So as a rule of thumb, to ensure feasibility in a general graph, each clique's capacity is systematically reduced to a fraction β. Using the results in [18] we can show that if the capacity is reduced to β = 2/3 then clique feasibility is sufficient to ensure feasibility in general graphs without having to check the existence of odd holes. This yields a lower bound on the allocated frequency vector. In practice, in carrier sensing multiple access (CSMA) based networks it is not necessary to reduce the clique capacity as such class of MAC protocols self regulates excess fair shares assigned to the nodes through collisions and backoffs.
B. Problem formulation
The link bandwidth allocation problem in ad hoc networks can be formulated as a general utility maximization problem subject to the constraints imposed by link contentions. Assume the number of links in the graph to be N . Denote the set of links as N = {1, · · · , N} and defined as x i to be the rate of link i, i = 1, · · · , N. Denote the set of maximal cliques in G by M= {1, · · · , M}, and let the capacity of clique j be c j , j ∈ M. A link may belong to several maximal cliques: this can be described by a matrix A = (a i,j ) where:
Each clique's capacity is shared among the links in the clique, thus, the capacity constraints on the link rates can be written in matrix form as:
where
t is the column vector of link rates and
t is the clique capacity vector. In addition, rates must not take negative values, so:
The set of link rate vectors Ω that satisfy conditions (1) and (2) is called the set of feasible link rates. The objective of fair bandwidth sharing is to find a rate vector in Ω that satisfies some fairness property. According to [13] , [19] , maximizing a concave utility function of the rates can guarantee fairness in general. This is due to the so called diminishing return property enforced by concave non decreasing utility functions.
Let f i (x i ) be a strictly concave non decreasing utility function for link i. The objective of fair bandwidth sharing in ad hoc networks can be described as:
where w i (> 0) is a positive constant. In general, each link can use a different utility function. However, if the links choose the same utility function, then w i can be treated as an additional parameter for differentiating the links. Taken together, (1), (2) and (3) form the system model of the fair bandwidth sharing problem in ad hoc networks.
Let Q(i) be the set of cliques that include a link i, and let S(j) be the set of links that form clique j. The fair bandwidth sharing problem in ad hoc networks can be formulated as a constrained maximization problem, (called system problem or primal problem P ) defined as follows:
subject to:
First consider the feasible set Ω. Since the constraints are linear inequalities, and link rates are non-negative and upper bounded by the capacity of the largest maximal clique to which the links belong, we can easily show that Ω is a nonempty, convex and compact set. Moreover, the objective function i f i (x i ) is strictly concave, therefore, the problem is a convex optimization problem which admits a unique maximizer [20] .
In this formulation, the utility function plays an important role in determining the target fairness objective. As shown in [13] , by adopting a function of the form:
we can achieve system optimal fairness for α = 0; proportional fairness for α = 1; harmonic mean fairness for α = 2; and max-min fairness for α → ∞. Solving problem P requires coordination of possibly all the links in the network, which is not practical in ad hoc networks. In order to derive a practical distributed algorithm, we invoke Lagrangean relaxation and duality.
III. DISTRIBUTED ALGORITHM
Problem P is convex, thus, we can invoke Lagrangean relaxation and duality to solve the dual problem and recover the solution of the primal with no duality gap.
Consider the Lagrangean L(x, λ) of system problem P with respect to the inequality constraints. We have:
where λ is a vector of Lagrange multipliers. Let L(λ) = max x L(x, λ). The dual problem can be defined as:
The dual function is separable in x, thus we can write
In (7), Lagrange multiplier λ j can be considered as the price to pay per unit of bandwidth in clique j, j ∈ M, when the total offered link rate to clique j is i∈S(j) x i . Alternatively, assuming a fixed price λ j , the optimal link rate vector can be obtained by solving the following problem for each link i:
Since function f i (x i ) is strictly concave non decreasing and is differentiable, the unique maximizer for problem (8) exists, and is given by:
So, for given values of λ j , j ∈ Q(i) each link i is able to calculate its own flow rate distributively. Solving the dual problem is done iteratively to obtain the optimal value of λ for problem D. Since the objective function is continuous and twice differentiable, we can invoke the gradient projection method to solve the dual problem. In this method, in step k+1, a new price λ j is calculated for clique j as:
where γ is a given step size, c j is the capacity of clique j, i∈S(j) x * i is the total rate of all links in clique j in the previous round. Intuitively, (10) implies the basic requirement of supply and demand: if the total offered link rate to a clique is less (respectively more) than the capacity of the clique, the price decreases (respectively increases).
In practice, with scheduled MAC protocols it is necessary to know the exact value of c j in order to calculate the exact flow rates; with contention based protocols such as CSMAbased MAC protocols, link rates are achieved only statistically therefore, it is not necessary to know the exact capacity c j , and normalizing it results in the same achieved throughput. In addition, in wired networks the router computes iteratively the counterpart of (10) and the sources calculate the counterpart of (9), in ad hoc networks, a clique is only an abstraction of the physical bandwidth resource and has no real centralized control entity. Therefore the clique algorithm in (10) must also be executed distributively by the links that belong to the clique. If the flow contention graph has changed (e.g., due to mobility), go back to 1, otherwise go back to step 1.
We can easily prove that under the appropriate value of the step size γ in (10), for any initial feasible link rate vector x 0 and price λ 0 , any accumulation point (x * , λ * ) generated by the algorithm is primal-dual optimal. Therefore, the system is globally stable.
IV. DESIGN AND IMPLEMENTATION ISSUES
In this section we address the issues related to the implementation of such an algorithm in a real system based on the IEEE 802.11 protocol.
To be able to implement the algorithm in a real system each sender node must be able to substitute itself to all its links to i) collect and distribute local link contention information and rates; ii) adapt its rate according to clique prices; and iii) synchronize its operation with other nodes in the neighborhood. Due to such cooperation between neighbors, we call this algorithm the cooperative gradient-based algorithm (CGA).
The first step towards implementing the CGA in a real network is therefore to substitute the sender node of each link to the link and to the clique in the execution of the rate algorithm (9) and the clique price algorithm (10) . In doing so, many issues that did not exist in the theoretical algorithm arise. We discuss hereafter these issues and propose methods to address them.
A. Local link contention graph issues
In wireless networks the interference range of a link is roughly determined by: i) the distance between the sender and the receiver; ii) the distance of the interfering nodes from the receiver; and iii) different power thresholds used to validate received data as a frame or dismissing it as noise. Define the transmission range R tx of a tagged node as the radius of the circle centered at the node's location and in which any node can receive a frame transmitted by the tagged node in the absence of interference. More precisely, given the fixed transmit power level P tx , the transmission range R tx is defined as the area in which the received signal power level is larger than a packet receiving threshold κ if there is no interference.
Using the two-ray ground propagation model (and ignoring the impact of antennae gains and heights), R tx ≤ (P tx /κ) 1/4 . Likewise, define the interference range R I of a tagged receiver as the radius of the circle centered at this receiver and in which any transmitter interferes with an ongoing reception at the tagged receiver. If the link between a transmitter and a receiver spans a distance d, and assuming, for simplicity, that interference is generated by a single node as in [21] (for a more accurate interference model see [22] ), then we can easily show that
ξ, where ξ is the signal to interference and noise ratio (SINR) threshold. In simpler words, if the distance d between transmitter and receiver is such that d ≤ (ξ) −1/4 × R tx , then R I ≤ R tx and only the nodes that are within the circle of radius R tx centered at the receiver can interfere with the receiver. Such nodes can sense the receiver's CTS frame and thus are silenced by it. Otherwise, if d > (ξ) −1/4 × R tx then R I > R tx and thus nodes that are outside the circle of radius R tx centered at the receiver can interfere with the receiver. Unfortunately, such nodes are not able to decode the receiver's frames, and a dramatic consequence of this on our algorithm is that nodes in the same clique perceive a different clique size which leads to undesirable behavior of the CGA. This illustrates the need for deploying explicit means to enable nodes to collect information on competing links.
For this purpose we propose to use a protocol for information dissemination in the network. In this protocol, the sender and receiver of each link must declare their links by periodically sending beacons. Such beacons must propagate to a given extent to cover the desired interference range. This can be done by retransmissions of the beacons (implemented in the real system), or by increasing the transmit power of such beacons (not to be confused with control frames). Alternatively, to avoid increasing the interference range with the power increase, data messages and control messages can be separated in two channels; the data channel, used for RTS, CTS, data and ACK frames; and a control channel, used to carry broadcast data frames that contain the beacons or control messages by using the basic CSMA/CA access method. The transmission range R C tx of the control channel must be set to equal the interference range R D I of the data channel. To create these two channels, two methods are possible:
• Physical channel separation: In practice, IEEE 802.11 based networks have at least 3 orthogonal channels. Only one is used at any given time by the current standard. Two orthogonal channels among those available can be used to implement the control and data channels. This approach however requires modifications to the IEEE 802.11 transceivers.
• Logical channel separation: a single physical channel can be used to support two logical channels. The separation can be implemented by a non preemptive priority queueing scheme in each node. This queueing scheme gives higher priority to control messages over data messages intra-node. To enable control messages with a higher inter-nodes priority, a smaller inter-frame space and smaller backoff window are assigned to the control channel. Control messages are broadcast in data frames using the basic access method of IEEE 802.11 DCF (CSMA/CA without RTS/CTS). Aside from being a good tradeoff between complexity and accuracy, this approach can in fact be implemented without modifying existing commodity wireless LAN hardware. Off-the-shelf WLAN chipsets already implement multiple queues at the MAC layer with per-queue, inter-frame spaces, backoff windows, and so on. These parameters are controllable by the device driver on a per frame basis.
B. Local link information dissemination
Link Information dissemination is accomplished by the link information protocol (LIP) which defines and carries two types of messages between neighboring nodes. Each link is represented by a link descriptor (LD) shown in Fig. 1(a) . The link descriptor identifies the link by its transmitter and receiver addresses which can be MAC addresses, or simply IP addresses. The LD contains a time-to-live (TTL) field set to 2 to limit the maximum number of hops over which the LD is rebroadcast, an LD sequence number, and a link rate. To reduce communication overhead, LDs are transmitted or retransmitted in batches, similar to the distance vectors in the implementation of RIP in the Internet protocol stack. For this purpose, we define a link batch descriptor (LBD) as shown in Fig. 1(b) . The LBD is a message that contains a batch of LDs. The LBD is identified by its source node address, it comprises, a sequence number, a field that indicates the number of LDs followed by the list of LDs.
The pseudo-code of the LIP protocol is shown by Algorithm 2 as a set of event handlers.
C. Link Sending Rate Adjustment
Initially, the nodes may use a preselected sending rate x 0 as defined in Algorithm 1 to access the channel until the algorithm converges. However, in practice, choosing an appropriate initial value is not trivial as it depends on the load of the network. Another more practically interesting alternative is to let the nodes use the legacy IEEE802.11 DCF protocol to exchange data as long as the CGA algorithm did not converge, In this non-CGA, mode the nodes declare a rate of 0 in their LDs. When the topology steadies, the CGA timer eventually expires, and the algorithm enters the CGA mode. In this mode, the link rate is calculated by the algorithm as a normalized fraction of bandwidth. How to effectively achieve this bandwidth in a real system is another tedious problem in ad hoc networks. A simple approximation consists in modifying the IEEE802.11 DCF backoff algorithm to assign each station i a success probability that is proportional to its optimal rate x * i . A simple approximation to this is to set the sender's contention window CW i for link i to:
Algorithm 2 Link Information Dissemination Protocol (LIP)
where CW min is the minimal contention window, CW max is the maximal contention window, and δ(≥ 1) is a scaling factor, which depends on the density of the network neighborhood. This approach has been used in the simulations of the protocol in NS-2 (shown in [7] ). In practice, on commodity hardware, it is not possible to modify the backoff algorithm as in most of today's hardware, the MAC protocol is hardwired. Therefore we devised another simple approach to achieving the optimal rates by invoking the so-called credit-based fair queueing algorithm [23] . From many previous simulation studies of the IEEE 802.11 DCF in ad hoc mode (e.g., [1] ), we can observe that unfairness only occurs when the total traffic load is too high. When this is the case, collisions result in some stations failing consecutively because of the BEB. To prevent this, yet continue to use the BEB we tune down the traffic load seen by the network: the optimal rates x * i are converted into fractions of a predefined super-frame size, and a round-robin scheduler is implemented in each node to schedule the node's local links according to their associated rates. Each link is associated with a credit counter, periodically incremented by x * i in each superframe duration. Access to the channel is attempted only for links whose counters exceed the unit value. The super-frame size is predefined to be the transmission time of the largest possible data frame including RTS, CTS, DATA, ACK and all the overheads incurred by this transmission, including those incurred at the physical layer convergence protocol (PLCP). We can show that if the LIP protocol converges, then this scheduler can achieve throughput values that are in proportion to the x * i in the log run. This approach has been implemented in commodity hardware in the network card device driver in our test-bed. Packets that come down from the IP layer to the network device driver are diverted before entering the MAC buffer to a battery of per-link queues that we implemented in the device driver. Each of the queues is associated with one of the links and a credit counter. Once the credit counter of the queue reaches 1, one packet is pushed down from the link queue to the MAC transmit buffer. Note that a more refined version is implemented where the counters count bytes to take into account variable packet sizes. Furthermore, in order to avoid delaying any control frames, LIP control packets (LBDs), and other control packets from other protocols, only IP packets that contain application data (TCP segments and/or UDP datagrams with port numbers other than those known to be used for control messages) are diverted from the normal datapath toward the per-link queues. All control packet (e.g. routing packets, DNS requests) bypass our system of queues and enter directly into the MAC transmit buffer, which gives them a higher priority over application generated data.
D. Operation of the CGA Protocol
The CGA protocol consists of a control plan (C-plan) and a user plan (U-plan). The C-plan implements the control logic and operates the control channel according the LIP protocol described by Algorithm 2. In the C-plan, actions taken by the sender are triggered by one of five events: a new link is created by this sender, an old link has broken down, an LBD is received from a neighbor node, or one of the two timers has expired. To avoid overloading the control channel with a large number of small LDs, updates are triggered by a timer. Exchanges of LBDs between neighbors are carried out periodically and asynchronously, each time the Broadcast timer expires. Each LBD groups all the LDs of the node, as well as all the LDs with a non zero TTL received from the neighbors of this node.
When an LBD is received, the node extracts the LDs, updates its local link contention graph, decrements the TTL of each LD, and appends all those with non-zero TTL to its outgoing LBD. From the received LDs, the node can determine up to date contention relations by examining the sender address of the LBD, and for each LD, the sender address, the receiver address, the LD TTL, and the LD sequence number.
The link contention graph is also updated whenever a new link is created or an old link has broken down. Routing protocols such as AODV or OLSR rely on a HELLO protocol for neighbor discovery and on timers for stale link invalidation. We are currently integrating our protocol with AODV, and once this is accomplished, this information can be used to detect new links and stale links and to update the local topology information.
When the CGA timer expires, the system enters the CGA mode in which the CGA algorithm is invoked to calculate the rate. To avoid premature transition to the CGA mode, the CGA timer is normally set to be at least one order of magnitude larger than the broadcast timer and it is restarted each time a change in the local topology is detected.
The D-plan logic is simplified as much as possible to avoid stalling the datapath unnecessarily. Whenever a frame is ready for transmission, the node checks the CGA mode state variable (maintained by the C-Plan), to determine how to enqueue the frame: if the CGA mode variable is true, any of the methods described above can be used, for example, the frame is simply appended to one of our per-link queues. Otherwise, if the CGA mode is false, the frame bypasses our per-link queue in the device driver and immediately enters the MAC transmit buffer.
E. Implementation of the CGA Protocol
The CGA algorithm has been implemented in two parts: the LIP protocol is implemented in the user space as an application layer protocol. Since we have yet to modify a routing protocol such as AODV or OLSR to interact with our LIP protocol, the latter is also in charge of neighbor discovery and link activity monitoring. Communication between peers is done through IP datagrams using raw sockets. The scheduling part of the algorithm is implemented in the kernel space, in the Multiband Atheros Driver for WIFI [24] (MADWIFI) device driver. When the CGA timer elapses in a node, the LIP protocol launches the CGA algorithm, starts to calculate the fair share of each link in which this node is a transmitter, and passes these fair shares to the device driver through the so-called Linux proc file system, which is somehow a window into the current state of the running kernel, and allows user space processes to communicate with, and modify some configuration parameters of, kernel space processes. The fair shares are used by the device driver to schedule access to the channel among the node's local links using the credit based approach. [24] . Since our numerical results and simulations are already available in [7] , we focus here only on some measurement results obtained from the implementation to illustrate the convergence time of the the LIP protocol.
Because we only have 5 nodes available (notebooks and desktops enabled with wireless LAN network cards), we have so far tested the implementation with a chain topology of 5 nodes with traffic flowing from node 1 to node 5 (making nodes 1, 2 , 3 and 4 transmitters at the MAC layer), and with a ring topology of 5 nodes (C 5 ) where all the nodes are transmitters. Each node is a computer running Linux and comprising a retail wireless LAN card (PCI or PCMCIA) that uses Atheros Chipset (the only hardware requirement is that the network card uses this chipset to be supported by the MADWIFI driver). A list of compatible cards can be found in [24] . Note that, to confine the testing to a small area of a few tens of meters, it is necessary sometimes to reduce the transmit power of the wireless LAN cards, making it easy to control the wireless proximity between nodes and form the topology under test accurately. Table I and Table II illustrate the convergence of the fair share for the string topology and the ring topology, respectively, as a function of time. We set the broadcast timer to 1s, and the CGA timer to 20s, and recorded the time and values of the fair share at 5s, 10s, 15s, and so on, after the CGA timer is triggered. In these scenarios, the utility function used is logarithmic, therefore the fairness principle enforced is the proportional fairness. Under proportional fairness. We can see from Table I for example that the fair shares obtained are very accurate. Indeed, under the proportional fairness, in the chain topology for example, nodes 1 and 4 control links that reside in one clique of degree 3 each, whereas nodes 2 and 3 control links that reside in two cliques of degree 3 each. As such nodes 1 and 4 obtain twice as large a fair share as nodes 2 and 3 do. With the C 5 ring topology the same remarks hold. To speed up convergence, one can increase the value of the step size γ in (10) as discuss previously. Table III shows the convergence time against the value of the step size γ for the two topologies. With larger values of γ, the fair share calculation converges faster.
We have tested the same topologies many times with varying values for the CGA timer, step size and broadcast timer. Although these are only preliminary results, overall we can conclude that if the CGA timer is set to an order of magnitude larger than the broadcast timer, convergence is guaranteed. In our tests for a CGA timer of 5s and a broadcast timer of 1s, the system converged in about 70% to 80% of the experiments. When we increased the CGA timer to 10s and above, the system converged in 100% of the tests. This can be explained by the fact that topology information must propagate 3 hops from one node to another, therefore, taking into account both directions and the possible asynchrony between the nodes in the network, at least 6 rounds of broadcasts are needed to synchronize the topology information. Also, when the traffic load is high it is worthwhile to increase the CGA timer to account for possible collisions and avoid triggering the timer prematurely. Finally, we have tested the system where the clique capacity is systematically reduced to 2/3 versus a system where cliques have normalized capacities. In both cases the ratios of the fair shares of different links were of the same proportion. For example the fair shares in Table  II are obtained with clique capacities reduced to 2/3. When the clique capacities are normalized, the fair shares obtained for the same scenario converged to 0.2 for all nodes in the ring topology. In conjunction with the credit based contention MAC protocol we proposed, this had no major impact on the achieved throughput because nodes are regulated by the credits and also by their collisions.
VI. CONCLUSION
In summary, we have studied the bandwidth sharing problem as a constrained concave utility maximization problem to guarantee fairness. Lagrangean relaxation and duality are invoked to solve the problem and an iterative gradient-descent algorithm is proposed. This algorithm requires some local cooperation between nodes, which translates into the exchanges of link information between neighboring nodes. We considered implementation issues and illustrated how this simple theoretical result and algorithm can be practically implemented as a protocol in complex real system, and carried out the implementation in the device driver of wireless LAN cards based on the so-called Atheros Chipsets in the Linux environment. Preliminary measurements from the implementation are given to illustrate the effectiveness of the proposed protocol in meeting its targets. Of course such results cannot be taken as conclusive because our tests have been only carried out in small networks and further experiments are needed to ensure the robustness of the protocol.
