Nonlinear boundary value problems of fractional functional integro-differential equations  by Liu, Zhenhai & Sun, Jihua
Computers and Mathematics with Applications 64 (2012) 3228–3234
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Nonlinear boundary value problems of fractional functional
integro-differential equations✩
Zhenhai Liu ∗, Jihua Sun
College of Science, Guangxi University for Nationalities, Nanning, Guangxi 530006, PR China
a r t i c l e i n f o
Keywords:
Nonlinear boundary value problem
Fractional functional integro-differential
equation
Monotone iterative technique
Extremal generalized solutions
a b s t r a c t
In this paper, we consider the existence of generalized solutions for fractional functional
integro-differential equations of mixed type with nonlinear boundary value conditions. By
establishing a new comparison theorem and applying the monotone iterative technique,
we show the existence of extremal generalized solutions.
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1. Introduction
In this paper,we investigate the following nonlinear boundary value problem for fractional functional integro-differential
equation:cDα0+x(t) = f (t, x(t), x(θ(t)), Tx(t), Sx(t)), t ∈ J = [0, T ],
g(x(0), x(T )) = 0, (1.1)
where f ∈ C(J × R4, R), θ ∈ C(J, J) and
(Tx)(t) =
 t
0
k(t, s)x(s)ds, (Sx)(t) =
 T
0
h(t, s)x(s)ds,
k(t, s) ∈ C[D, R+], h(t, s) ∈ C[J× J, R+],D = {(t, s) ∈ R2|0 ≤ s ≤ t ≤ T }, R+ = [0,+∞], k0 = max{k(t, s)|(t, s) ∈ D},and
h0 = max{h(t, s)|(t, s) ∈ J × J}, cDα0+ is the Caputo fractional derivative of order 0 < α ≤ 1.
Differential equations with fractional order are generalizations of ordinary differential equations to non-integer order.
These generalizations are not mere mathematical curiosities but rather they have interesting applications in many areas
of science and engineering such as electrochemistry, control, porous media, electromagnetic, etc. (see [1–24]). For two
noteworthy papers dealing with the integral operator and the arbitrary fractional order differential operator (see [3,4]),
there has been a significant development in fractional differential equations in recent years.
Recently, many people have paid attention to the existence of solutions to nonlinear boundary value problems of
fractional differential equations. In [19], Zhang and Su investigated the existence of a solution of the linear fractional
differential equation with nonlinear boundary conditions:cDα0+u(t)− du(t) = h(t), t ∈ (0, T ], 0 < α < 1,
g(u(0)) = u(T ),
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where d ≥ 0, h ∈ C([0, T ], R), and cDα0+ is the Caputo fractional derivative. Using the method of upper and lower solutions
in reverse order, some results on the existence of a solution are obtained for the above fractional boundary value problems.
And in [20], Zhang considered the existence of a solution of the nonlinear fractional differential equation with nonlinear
boundary conditions:cDα0+u(t) = f (t, u(t)), t ∈ (0, T ], 0 < α < 1,
g(u(0), u(T )) = 0,
where cDα0+ is the Caputo fractional derivative, f ∈ C((0, T ] × R, R). Using the method of upper and lower solutions and its
associated monotone iterative, some results on the existence of a solution are obtained for the above fractional boundary
value problems.
Motivated by [19,20], we will investigate the existence of solutions of fractional functional integral-differential
equation (1.1) by means of the method of lower and upper solutions combined with the monotone iterative technique
in this paper.
This paper is organized as follows. In Section 2, we discuss the uniqueness of the generalized solutions to linear functional
integro-differential equations and establish a new comparison principle. In Section 3, we obtain the existence of extremal
generalized solutions for (1.1) by utilizing themonotone iterative technique and themethod of lower and upper generalized
solutions.
2. Linear problem and comparison principle
Let C(J, R) be the Banach space of all continuous functions defined on J with the norm ∥ x ∥= max{| x(t) |: t ∈ J}.
For the readers’ convenience, we first present some useful definitions and fundamental facts of fractional calculus theory,
which can be found in [8,15].
Definition 2.1. Caputo’s derivative for a function f ∈ Cn([0,∞), R) can be written as
cDs0+f (x) =
1
Γ (n− s)
 x
0
f (n)(t)dt
(x− t)s+1−n , n = [s] + 1 (2.1)
where [s] denotes the integer part of real number s > 0.
Definition 2.2. For s > 0, the integral
Is0+f (x) =
1
Γ (s)
 x
0
f (t)
(x− t)1−s dt, (2.2)
is called the Riemann–Liouville fractional integral of order s.
Lemma 2.1. Let u ∈ Cm[0, 1] and q ∈ (m− 1,m],m ∈ N. Then for t ∈ [0, 1],
IqcDq0+u(t) = u(t)−
m−1
k=0
tk
k!u
(k)(0). (2.3)
By virtue of Lemma 2.1, we easily get the following
Lemma 2.2 (J,R). Let σ ∈ C(J, R), if u ∈ C1 is a solution of the following fractional differential equations:cDα0+u(t)−Mu(t)−M1u(θ(t))−M2Tu(t)−M3Su(t) = σ(t), t ∈ J, 0 < α ≤ 1,
u(0) = k, k ∈ R, (2.4)
then u(t) is a solution of the following integral equation:
u(t) = k+ 1
Γ (α)
 t
0
(t − s)α−1[σ(s)+Mu(s)+M1u(θ(s))+M2Tu(s)+M3Su(s)]ds, t ∈ J, (2.5)
where M,M1,M2,M3 ∈ R are constants.
Definition 2.3. We say that u ∈ C(J, R) is a generalized solution of the initial value problem (2.4) of fractional differential
equations if u(t) is a solution of (2.5).
Remark. If u ∈ C1(J, R) is a solution of (2.4), we easily get u(t) is a generalized solution of (2.4). However, by the following
simple example, a generalized solution of (2.4) is not a solution of (2.4) in general.
3230 Z. Liu, J. Sun / Computers and Mathematics with Applications 64 (2012) 3228–3234
Example. In (2.4), we let σ(t) = a (a is a constant),M = M1 = M2 = M3 = 0, T = 1, α = 13 . According to (2.5), we get
u(t) = k+ a
Γ
 1
3
  t
0
(t − s)− 23 ds = k+ 3a
Γ
 1
3
 t 13 , ∀t ∈ [0, 1],
which implies that u ∉ C1([0, 1], R). According to the definition of Caupto derivative, we could not define Caupto derivative
for u(t).
Lemma 2.3. Assume that M,M1,M2,M3 ≥ 0 are constants and the following inequality holds
M +M1 + (M2k0 +M3h0)T
Γ (α + 1) T
α < 1, (2.6)
then (2.4) has a unique generalized solution.
Proof. We firstly define an operator A : C(J, R)→ C(J, R) by
(Au)(t) = k+ 1
Γ (α)
 t
0
(t − s)α−1[σ(s)+Mu(s)+M1u(θ(s))+M2Tu(s)+M3Su(s)]ds.
Then, we have
∥ (Au)(t)− (Av)(t) ∥C = 1
Γ (α)
 t
0
(t − s)α−1[M(u(s)− v(s))+M1(u(θ(s)− v(θ(s))))
+ M2(Tu(s)− Tv(s))+M3(Su(s)− Su(s))]ds

C
≤ M +M1 + (M2k0 +M3h0)T
Γ (α)
max
t∈[0,T ]
 t
0
(t − s)α−1ds ∥ u− v ∥C
≤ M +M1 + (M2k0 +M3h0)T
Γ (α + 1) T
α ∥ u− v ∥C .
According to (2.6) and the Banach fixed point theorem, (2.4) has a unique generalized solution u ∈ C(J, R). The proof is
completed. 
Lemma 2.4 (A Comparison Result). Suppose that M,M1,M2,M3 ≥ 0 are constants and the inequality (2.6) holds. If u ∈ C(J, R)
and satisfiesu(t) ≤ u(0)+ 1Γ (α)
 t
0
(t − s)α−1[Mu(s)+M1u(θ(s))+M2Tu(s)+M3Su(s)]ds, t ∈ J,
u(0) ≤ 0,
(2.7)
then u(t) ≤ 0 for all t ∈ J .
Proof. Suppose that the inequality u(t) ≤ 0,t ∈ J is not true. It means that there exists at least a t∗ ∈ J such that u(t∗) > 0.
Without loss of generality, we assume u(t∗) = max{u(t) : t ∈ J} = ρ, ρ > 0.We obtain that
u(t) ≤ u(0)+ 1
Γ (α)
 t
0
(t − s)α−1[Mu(s)+M1u(θ(s))+M2Tu(s)+M3Su(s)]ds
≤ 1
Γ (α)
 t
0
(t − s)α−1[Mu(s)+M1u(θ(s))+M2Tu(s)+M3Su(s)]ds
≤ ρM +M1 + (M2k0 +M3h0)T
Γ (α)
 t
0
(t − s)α−1ds
= ρM +M1 + (M2k0 +M3h0)T
Γ (α + 1) t
α
≤ ρM +M1 + (M2k0 +M3h0)T
Γ (α + 1) T
α.
Let t = t∗, we have
ρ ≤ ρM +M1 + (M2k0 +M3h0)T
Γ (α + 1) T
α.
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So
M +M1 + (M2k0 +M3h0)T
Γ (α + 1) T
α ≥ 1,
which is a contradiction. Hence u(t) ≤ 0 for all t ∈ J . The proof is completed. 
3. Main results
In this section, wemainly prove the existence of extremal generalized solutions of problem (1.1) by the method of lower
and upper generalized solutions and the monotone iterative technique.
To begin with, we need the following definitions.
Definition 3.1. A function α0 ∈ C(J, R) is called a lower generalized solution of (1.1) ifα0(t) ≤ α0(0)+ 1Γ (α)
 t
0
(t − s)α−1f (s, α0(s), α0(θ(s)), Tα0(s), Sα0(s))ds, t ∈ J,
g(α0(0), α0(T )) ≤ 0.
Analogously, β0 ∈ C(J, R) is called an upper generalized solution of (1.1) ifβ0(t) ≥ β0(0)+ 1Γ (α)
 t
0
(t − s)α−1f (s, β0(s), β0(θ(s)), Tβ0(s), Sβ0(s))ds, t ∈ J,
g(β0(0), β0(T )) ≥ 0.
We need the following assumptions.
(H1) Functions α0, β0 are lower and upper generalized solutions of (1.1), respectively, such that α0(t) ≤ β0(t), t ∈ J.
(H2) There exist constantsM,M1,M2,M3 ≥ 0 such that
f (t, x, y, z, w)− f (t, x¯, y¯, z¯, w¯) ≥ M(x− x¯)+M1(y− y¯)+M2(z − z¯)+M3(w − w¯),
where α0(t) ≤ x¯ ≤ x ≤ β0(t), α0(θ(t)) ≤ y¯ ≤ y ≤ β0(θ(t)), Tα0(t) ≤ z¯ ≤ z ≤ Tβ0(t), Sα0(t) ≤ w¯ ≤ w ≤
Sβ0(t), t ∈ J .
(H3) There exist constants L1 > 0, L2 ≥ 0, such that
g(x, y)− g(x¯, y¯) ≤ L1(x− x¯)− L2(y− y¯),
where α0(0) ≤ x¯ ≤ x ≤ β0(0) and α0(T ) ≤ y¯ ≤ y ≤ β0(T ).
Let [α0, β0] = {x ∈ C(J, R) : α0(t) ≤ x(t) ≤ β0(t), t ∈ J}.
Now we are in the position to establish the main results of this paper.
Theorem 3.1. Let inequality (2.6) and (H1)–(H3) hold. Assume that
y(t) = y(0)+ 1
Γ (α)
 t
0
(t − s)α−1 [f (s, α0(s), α0(θ(s)), Tα0(s), Sα0(s))−M(α0(s)− y(s))
−M1(α0(θ(s))− y(θ(s)))−M2(Tα0(s)− Ty(s))−M3(Sα0(s)− Sy(s))] ds, t ∈ J,
y(0) = α0(0)− 1L1 g(α0(0), α0(T )),
z(t) = z(0)+ 1
Γ (α)
 t
0
(t − s)α−1 [f (s, β0(s), β0(θ(s)), Tβ0(s), Sβ0(s))−M(β0(s)− z(s))
−M1(β0(θ(s))− z(θ(s)))−M2(Tβ0(s)− Tz(s))−M3(Sβ0(s)− Sz(s))] ds, t ∈ J,
z(0) = β0(0)− 1L1 g(β0(0), β0(T )).
Then α0(t) ≤ y(t) ≤ z(t) ≤ β0(t), t ∈ J and y(t), z(t) are lower and upper generalized solutions of (1.1), respectively.
Proof. Let p(t) = α0(t)− y(t), then
p(t) ≤ α0(0)− y(0)+ 1
Γ (α)
 t
0
(t − s)α−1[M(α0(s)− y(s))+M1(α0(θ(s))− y(θ(s)))
+M2(Tα0(s)− Ty(s))+M3(Sα0(s)− Sy(s))]ds
= p(0)+ 1
Γ (α)
 t
0
(t − s)α−1[Mp(s)+M1p(θ(s))+M2Tp(s)+M3Sp(s)]ds, t ∈ J, (1)
p(0) = α0(0)− y(0) = 1L1 g(α0(0), α0(T )) ≤ 0.
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By Lemma 2.4, we get that p(t) ≤ 0, t ∈ J . That is, α0(t) ≤ y(t). Similarly, we can prove that z(t) ≤ β0(t),∀t ∈ J.
Next we verify that y(t) ≤ z(t),t ∈ J . Let p(t) = y(t)− z(t), then
p(t) = y(0)− z(0)+ 1
Γ (α)
 t
0
(t − s)α−1[f (s, α0(s), α0(θ(s)), Tα0(s), Sα0(s))−Mα0(s)
−M1α0(θ(s))−M2Tα0(s)−M3Sα0(s)− f (s, α0(s), α0(θ(s)), Tα0(s), Sα0(s))
+Mα0(s)+M1α0(θ(s))+M2Tα0(s)+M3Sα0(s)+M(y(s)− z(s))
+M1(y(θ(s))− z(θ(s)))+M2(Ty(s)− Tz(s))+M3(Sy(s)− Sz(s))]ds
≤ p(0)+ 1
Γ (α)
 t
0
(t − s)α−1[Mp(s)+M1p(θ(s))+M2Tp(s)+M3Sp(s)]ds, t ∈ J,
p(0) = y(0)− z(0)
= α0(0)− 1L1 g(α0(0), α0(T ))− β0(0)+
1
L1
g(β0(0), β0(T ))
≤ α0(0)− β0(0)+ 1L1 [L1(β0(0)− α0(0))− L2(β0(T )− α0(T ))]
= − L2
L1
(β0(T )− α0(T ))
≤ 0.
By Lemma 2.4, we get that p(t) ≤ 0 on J . That is y(t) ≤ z(t). So α0(t) ≤ y(t) ≤ z(t) ≤ β0(t), t ∈ J.
In the following,we need to prove y(t) is a lower generalized solution of (1.1).
y(t) = y(0)+ 1
Γ (α)
 t
0
(t − s)α−1[f (s, α0(s), α0(θ(s)), Tα0(s), Sα0(s))−M(α0(s)− y(s))
−M1(α0(θ(s))− y(θ(s)))−M2(Tα0(s)− Ty(s))−M3(Sα0(s)− Sy(s))]ds
≤ y(0)+ 1
Γ (α)
 t
0
(t − s)α−1f (s, y(s), y(θ(s)), Ty(s), Sy(s))ds, t ∈ J,
g(y(0), y(T )) ≤ g(α0(0), α0(T ))+ L1(y(0)− α0(0))− L2(y(T )− α0(T ))
≤ g(α0(0), α0(T ))+ L1(y(0)− α0(0))
= g(α0(0), α0(T ))− g(α0(0), α0(T ))
= 0.
So y(t) is a lower generalized solution of (1.1). Similarly, we can prove that z(t) is an upper generalized solution of (1.1). The
proof is completed. 
Theorem 3.2. Let inequality (2.6) and (H1)–(H3) hold. Then there exist monotone sequences {αn}, {βn} ⊂ [α0, β0] which
converge uniformly to the extremal generalized solutions of (1.1) in [α0, β0], respectively.
Proof. For n = 1, 2, . . . ,we suppose that
cDα0+αn(t)−Mαn(t)−M1αn(θ(t))−M2Tαn(t)−M3Sαn(t)= f (t, αn−1(t), αn−1(θ(t)), Tαn−1(t), Sαn−1(t))−Mαn−1(t)−M1αn−1(θ(t))
−M2Tαn−1(t)−M3Sαn−1(t), t ∈ J,
αn(0) = αn−1(0)− 1L1 g(αn−1(0), αn−1(T )),
(3.1)
and 
cDα0+βn(t)−Mβn(t)−M1βn(θ(t))−M2Tβn(t)−M3Sβn(t)= f (t, βn−1(t), βn−1(θ(t)), Tβn−1(t), Sβn−1(t))−Mβn−1(t)−M1βn−1(θ(t))
−M2Tβn−1(t)−M3Sβn−1(t), t ∈ J,
βn(0) = βn−1(0)− 1L1 g(βn−1(0), βn−1(T )).
(3.2)
Obviously, by Lemma 2.4, Eqs. (3.1) and (3.2) have the following generalized solutions, respectively.
αn(t) = αn(0)+ 1
Γ (α)
 t
0
(t − s)α−1 [f (s, αn−1(s), αn−1(θ(s)), Tαn−1(s), Sαn−1(s))−M(αn−1(s)− αn(s))
−M1(αn−1(θ(s))− αn(θ(s)))−M2(Tαn−1(s)− Tαn(s))−M3(Sαn−1(s)− Sαn(s))] ds, t ∈ J,
αn(0) = αn−1(0)− 1L1 g(αn−1(0), αn−1(T )),
Z. Liu, J. Sun / Computers and Mathematics with Applications 64 (2012) 3228–3234 3233
βn(t) = βn(0)+ 1
Γ (α)
 t
0
(t − s)α−1 [f (s, βn−1(s), βn−1(θ(s)), Tβn−1(s), Sβn−1(s))−M(βn−1(s)− βn(s))
−M1(βn−1(θ(s))− βn(θ(s)))−M2(Tβn−1(s)− Tβn(s))−M3(Sβn−1(s)− Sβn(s))] ds, t ∈ J,
βi(0) = βn−1(0)− 1L1 g(βn−1(0), βn−1(T )).
In view of Theorem 3.1, we have that
α0 ≤ α1 ≤ · · ·αn ≤ · · · ≤ βn ≤ · · · ≤ β1 ≤ β0.
Obviously the sequences {αn}, {βn} are uniformly bounded and equicontinuous, one can employ the standard arguments,
namely the Ascoli–Arzela criterion to conclude that the sequences {αn}, {βn} converge uniformly on [0,T] with limn→∞ αn =
x∗, limn→∞ βn = x∗ uniformly on J . Moreover, x∗, x∗ are generalized solutions of (1.1) in [α0, β0].
To prove that x∗, x∗ are extremal generalized solutions of (1.1), let x ∈ [α0, β0] be any generalized solution of (1.1).
That is,x(t) = x(0)+ 1Γ (α)
 t
0
(t − s)α−1f (s, x(s), x(θ(s)), Tx(s), Sx(s))ds, t ∈ J,
g(x(0), x(T )) = 0.
Suppose that there exists a positive integer n such that αn(t) ≤ x(t) ≤ βn(t) on J . Let p(t) = αn+1(t)− x(t), we have
p(t) = αn+1(0)− x(0)+ 1
Γ (α)
 t
0
(t − s)α−1[f (s, αn(s), αn(θ(s)), Tαn(s), Sαn(s))−Mαn(s)
−M1αn(θ(s))−M2Tαn(s)−M3Sαn(s)− f (s, x(s), x(θ(s)), Tx(s), Sx(s))
+Mx(s)+M1x(θ(s))+M2Tx(s)+M3Sx(s)+M(αn+1(s)− x(s))
+M1(αn+1(θ(s))− x(θ(s)))+M2(Tαn+1(s)− Tx(s))+M3(Sαn+1(s)− Sx(s))]ds
≤ p(0)+ 1
Γ (α)
 t
0
(t − s)α−1[Mp(s)+M1p(θ(s))+M2Tp(s)+M3Sp(s)]ds, t ∈ J,
p(0) = αn+1(0)− x(0)
= αn(0)− 1L1 g(αn(0), αn(T ))− x(0)
≤ − L2
L1
(x(T )− αn(T ))− 1L1 g(x(0), x(T ))≤ 0.
By Lemma 2.4, we know that p(t) ≤ 0 on J , i.e. αn+1(t) ≤ x(t) on J . Similarly we obtain that x(t) ≤ βn+1(t) on J. Since
α0(t) ≤ x(t) ≤ β0(t) on J , by induction we get that αn(t) ≤ x(t) ≤ βn(t) on J for every n. Therefore, x∗(t) ≤ x(t) ≤ x∗(t)
on J by taking n →∞. Thus, we complete this proof. 
References
[1] B. Ahmad, J.J. Nieto, Anti-periodic fractional boundary value problems, Comput. Math. Appl. (2011) doi:10.1016/j.camwa.2011.02.034.
[2] B. Ahmad, Existence of solutions for fractional differential equations of order q ∈ (2, 3]with anti-periodic boundary conditions, J. Appl.Math. Comput.
34 (2010) 385–391.
[3] A.M.A. El-Sayed, A.G. Ibrahim, Multivalued fractional differential equations, Appl. Math. Comput. 68 (1995) 15–25.
[4] A.M.A. El-Sayed, Fractional order diffusion-wave equations, Internat J. Theoret. Phys. 35 (1996) 311–322.
[5] L. Gaul, P. Klein, S. Kempfle, Damping description involving fractional operators, Mech. Syst. Signal Process. 5 (1991) 81–88.
[6] W.G. Glockle, T.F. Nonnenmacher, A fractional calculus approach of self-similar protein dynamics, Biophys. J. 68 (1995) 46–53.
[7] R. Hilfer, Applications of Fractional Calculus in Physics, World Scientific, Singapore, 2000.
[8] A.A. Kilbsa, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential Equations, Elsevier, Amsterdam, 2006.
[9] V. Lakshmikantham, A.S. Vatsala, General uniqueness and monotone iterative technique for fractional differential equations, Appl. Math. Lett. 21 (8)
(2008) 828–834.
[10] V. Lakshmikantham, A.S. Vatsala, Basic theory of fractional differential equations, Nonlinear Anal. TMA 69 (8) (2008) 2677–2682.
[11] Z.H. Liu, Anti-periodic solutions to nonlinear evolution equations, J. Funct. Anal. 258 (6) (2010) 2026–2033.
[12] Z.H. Liu, J.F. Han, L.J. Fang, Integral boundary value problems for first order integro-differential equations with impulsive integral conditions, Comput.
Math. Appl. 61 (2011) 3035–3043.
[13] F. Metzler, W. Schick, H.G. Kilian, T.F. Nonnenmacher, Relaxation in filled polymers: a fractional calculus approach, J. Chem. Phys. 103 (1995)
7180–7186.
[14] K.B. Oldham, J. Spanier, The Fractional Calculus, Academic Press, New York, London, 1974.
[15] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
[16] Z.L. Wei, Q.D. Li, J.L. Che, Initial value problems for fractional differential equations involving Riemann–Liouville sequential fractional derivative,
J. Math. Anal. Appl. 367 (1) (2010) 260–272.
[17] G. Wang, B. Ahmad, L. Zhang, Impulsive anti-periodic boundary value problem for nonlinear differential equations of fractional order, Nonlinear Anal.
74 (3) (2011) 792–804.
[18] Z.L. Wei, W. Dong, J.L. Che, Periodic boundary value problems for fractional differential equations involving a Riemann–Liouville fractional derivative,
Nonlinear Anal. 73 (2010) 3232–3238.
[19] S.Q. Zhang, X.W. Su, The existence of a solution for a fractional differential equation with nonlinear boundary conditions considered using upper and
lower solutions in reverse order, Comput. Math. Appl. (2011) doi:10.1016/j.camwa.2011.03.008.
3234 Z. Liu, J. Sun / Computers and Mathematics with Applications 64 (2012) 3228–3234
[20] S.Q. Zhang, Existence of a solution for the fractional differential equation with nonlinear boundary conditions, Comput. Math. Appl. 61 (2011)
1202–1208.
[21] S.Q. Zhang, Monotone iterative method for initial value problem involving Riemann–Liouville fractional derivatives, Nonlinear Anal. 71 (2009)
2087–2093.
[22] Y. Zhou, Existence and uniqueness of fractional functional differential equations with unbounded delay, Int. J. Dyn. Syst. Differ. Equ. 1 (4) (2008)
239–244.
[23] Y. Zhou, Existence and uniqueness of solutions for a system of fractional differential equations, J. Frac. Calc. Appl. Anal. 12 (2009) 195–204.
[24] Y. Zhou, F. Jiao, Nonlocal Cauchy problem for fractional evolution equations, Nonlinear Anal. 11 (2010) 4465–4475.
