An attempt is made to give a general formalism for synchronization in dynamical systems encompassing most. of the known definitions and applications. The proposed set-up describes synchronization of interconnected systems with respect to a set of functionals and captures peculiarities of both self-synchronization and controlled synchronization. Various illustrative examples are given.
attractors of interacting systems. Both of them differ from the traditional definition for deterministic systems with periodic solutions [2, 3, 121. Recently, specialists from (nonlinear) control theory turned attention to the study of (controlled) synchronization. Incomplete information about the system parameters has been taken into account fadaptive and robust synchn nization [9,10,18]) as well as incomplete information of the state of the system (observer-based synchronization 119, 201). The problems of how to cope with uncertainties and incomplete measurements are traditional in control theory. However, experts from different fields understand synchronization in different ways which in turn requires additional efforts to apply conventional control methods. Therefore, there is a need for unified definitions of synchronization which capture peculiarities of both self-synchronization and controlled synchronization and which allow to pose and solve various synchronization problems. In this paper general definitions of synchronization are introduced and discussed in Section 2. Two large classea of synchronization prob lems are extracted, namely frequency synchronization (Section 3) and coordinate synchronization (Section 4). A number of examples demonstrating tkie potential of the introduced definitions is given. In, [l] , instead of (4), the milder condition limt-,, t f ( t ) / t = 1 is proposed which, however allows for infinitely large phase shifts. In many practical synchronization problems the spaces y; are identical yi = y and the functionals {gjaT} are chosen to compare similar characteristics of merent systems, e.g. for dl t E T . 
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A more general form is dynamic state feedback u(t) U(ZO,Zl,...rZkrW,t)
with w E IR", W : Rm x IR"' x .. . x R " ' xlR" X T + R", U : Rna x R."' x . . . x ELnh x R" x T -t Etm, Now the problem of state feedback synchronization consists of finding a control law (13), (or (14), (15)) ensuring the asymptotic synchronization (3) in the closed loop system (12), (13) (or respectively, (12), (14), (15)).
Remark 3.
Controlled synchronization becomes reievant only in cases when self-synchronization (1) does not occur and the inclusion of a static or dynamic state feedback (13) or (14), (15) will only lead to (1) after some transieqt behavior. Therefore we will only be concerned with asymptotic feedback synchronimtion (3). 
for some integers n, where w* > 0 is the so called syn- Notice that in particular this type of synchronization occurs when the overall system consisting of all interconnected systems possesses an asymptotically stable limit set defined by relations yl = y2 = Sometimes we need to deal with discrete coordinate synchronization when the coincidence of the outputs (or whole state vectors) only takes place at some discrete set of time instances {t,}. In this case, the index J(y,(.)) may be defined as the sequence ... --Yk.
while the functionals g, are chosen using some metric in the space of sequences, e.g. uniform or b-metric.
A version of discrete-time coordinate synchronization occurs if t, is the time instance when some coordinates or outputs ya(t) approach some prespec%ed point or cross some given surface or level. Also t, may be defined as the time of achieving the qth local extremum of the signal. This kind of coordinate synchronization can be described similarly to the definition of the PoincarC! map. Assume that at some time instances t,,i = 1,. . . , k; q = 1,2,. . . solutions of each system satisfy the condition cpa(ya(tap)) = 0 (i.e. the phase curve of the ith system intersects the Poincarh cross section at the qth time). If for any given q and for all 1 5 i 5 k the time instances t, coincide then we may say that the systems Ci synchronize. In this case we may introduce infinite number of indices J,(yi(.)) = t,, q = 1,2,. . .! i.e. Jp is the time of qth crossing of the surface. However it will require an infinite numbeg of functionals g,. Alternatively, we define the index J(yi(0)) as the in6nite sequence J(yi(.)) = {tiq}gl and w e some norm in the space of sequences as a single functional (as in the previous case). We with respect to times of crossings of some surfaces and for chaotic systems in the s e n e of fractal dimensions. The last problem seems especially chalenging because it corresponds to a nonlocal in timeproperty and even involves noncausal functionals.
