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ABSTRACT
The internal wave beam are generated by the interaction of the barotropic tides
with topography [58]. The beams propagate from lower layer of the ocean to
the pycnocline and interacts with it, generating harmonics. The interaction in-
cludes two significant physical processes which may cause or contribute to the
harmonics generation. One of those processes is the internal wave beam over-
lap between the incident wave beam and the reflecting wave beam. The other
physical process is the wave refraction caused by the stratification in the BV fre-
quency which is the buoyancy frequency.
In this study, 2-D direct numerical simulation (DNS) has been performed to
simulate harmonics generation. The spectral multidomain penalty method is
used as the numerical method. This has allowed us to obtain higher resolution
and higher accuracy results inside the pycnocline by ranging the subdomain
height in the vertical direction. As a result of DNS, the perturbation pressure
field p′ and the velocity field ~u are obtained. This raw data is postprocessed to
analyze the total energy transferred to the harmonics. The result of the post-
processing shows that there is a peak of energy transmission in harmonics for
the non-dimensional pycnocline thickness h/λx = 0.1 where h is the pycnocline
thickness and λx is the wavelength of the primary frequency wave in x direction,
in terms of the non-dimensional pycnocline strength r = Nmax/N1 which is the
ratio of the maximum BV frequency inside the pycnocline to the lower layer BV
frequency. In total, It is tested on five different r = 2, 4, 6, 8, 10 values for two
different Reynolds numbers Re = 530, 5300. First, it was analyzed for Re = 530
and the results showed that the energy transmission is largely impacted by the
viscous loss. To reduce the effect of the viscous dissipation, the Reynolds num-
ber is increased by the factor of 10 and the same analysis is performed again.
To clarify the understanding of the simulation results even further, an analyt-
ical model for the viscous loss is derived. The model relates the viscous loss to
the BV profile and it helps to observe why the transmission peak occurs. Ad-
ditionally, the nonlinear interaction is analytically modelled which shows the
generation is mainly caused by the incident and the reflecting internal wave
beam interation.
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CHAPTER 1
INTRODUCTION
1.1 Background and Literature Review
The ocean consists of layers with different mass densities at different depths.
Differential heating is one of the causes leading to this stratification. The sea
surface is exposed to radiative heating more than lower layers. The heat at the
sea surface does not diffuse easily to the lower layer and, as a result, the dif-
ference in heating creates differences in temperatures that result in the density
stratification. Below a layer near the surface that is mixed by the wind, the den-
sity increases rapidly with depth in a layer known as the pycnocline. When
the fluid density is continuously stratified, oscillatory motion will occur due to
differences in buoyancy [2]. In contrast to surface waves, internal waves are
not restricted to the interface; they can also propagate vertically [1][32]. They
can be generated by an underwater vehicle or flow over topography. The un-
derwater vehicle may leave a turbulent wake behind, and the wake generates
internal waves. The internal waves generated by an underwater vehicle may
carry coherent information about the vehicle [33].
This study focuses on an internal wave beam as a surrogate for the higher
mode internal waves driven when a barotropic tidal current interacts with the
topography. Barotropic flows are those in which the density gradient is aligned
with the pressure gradient, so that it does not contribute to the vorticity evolu-
tion [1]. The fate of the energy carried by the internal waves generated by this
current is investigated. Such barotropic tidal currents are generally considered
to be the driving mechanism for vertical motions of the ocean surface [4][24].
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Figure 1.1: Sample (a) temperature, (b) salinity and (c) Buoyancy fre-
quency profiles. In summer, there are three temperature
maxima (the near-surface temperature maximum [NSTM], Pa-
cific Summer Water [PSW] and Atlantic Water), two tem-
perature minima (the remnant of the previous winter’s sur-
face mixed layer and Pacific Winter Water [PWW] and halo-
cline is the strong vertical gradient in salinity profile) from
www.polarresearch.net
The barotropic currents are nearly uniform, except near the seabed, where bot-
tom friction is responsible for the non-uniformity[4]. Additionally, there are
baroclinic currents that are also comparable with barotropic currents. These
currents are driven by the vorticity field created by the vector product of the
pressure gradient and the density gradient.
An initially barotropic tidal current results in baroclinic motion when it inter-
2
Figure 1.2: Internal waves in the Sulu Sea between Malaysia and Philip-
pines. From www.internalwaveatlas.com
acts with the topography. During the conversion of the energy from barotropic
to the baroclinic currents, internal wave beams radiate from the topography. In
this, 10% of the total energy of the currents is transferred to the internal wave
[4]. This energy transfer could have a considerable impact on the mixing of
total energy in the deep ocean [4]. The internal waves produced do not gener-
ally have the forcing frequency. Depending on the topography, internal waves
with higher frequency than the forcing frequency are also produced and the dis-
turbance generated by the tidal frequency will contain higher frequencies. The
normalized slope, , of the topography is
3
 = kh0/α. (1.1)
Note that h0 is a measure of the topographical height, and k is the wavenumber
for a sinusoidal topography [4][23]. The term α comes from the stream func-
tion formulation of the linearized equation with the Coriolis frequency f and
the buoyancy frequency N. In terms of the parameters given and the wave fre-
quency ω, it is calculated as follows,
α = (
ω2 − f 2
N2 − ω2 )
1/2. (1.2)
The Coriolis frequency and the buoyancy frequency also sets limits for the
wave frequency ω. The radiating internal waves are only generated if f < ω <
N [4]. This limit implies that higher modes do not propagate long distances;
because they become evanescent so they decay in the absence of viscosity [21],
as its frequency exceeds the buoyancy frequency.
A topography that has a near or supercritical slope, where the critical slope
occurs when  = 1 for  > 1, it is supercritical slope , will produce a high mode
content. Only the low modes travel far from the region in which they are gen-
erated. The topographic generation mechanism should be introduced into the
numerical model used to study the evolution of an internal wave beam. How-
ever, it is difficult implement anything other than a flat boundary. Instead, a
virtual forcing region could be used to approximate the topographic mecha-
nism. In addition to the generation mechanism, the propagation of the internal
wave is also an open question. Internal waves can behave linear or nonlinear
way. One of the interesting observation of the nonlinearity is the formation of
solitary wave, for example, in the Bay of Biscay [27]. Solitary internal waves are
4
Figure 1.3: Snapshots of density surfaces for ku0/ω = 0.5 and various val-
ues of . The horizontal and vertical scales are nondimension-
alized such that the bottom topography has a height propor-
tional to cos x and internal tide rays are inclined at 45◦ [4].
also obtained numerically [13][14][15]. The existence of solitary waves is one
aspect of nonlinearity; in such waves, nonlinearity balances the effect of dis-
persion [1][11][40]. However, nonlinearity may also generate higher harmonics
[5][8][22][28][25] and mean flows [12][5][9].
One important example of harmonic generation occurs when internal wave
beams overlap [5]. Internal waves with the same frequency, interacting nonlin-
earl in a linear stratification where buoyancy frequency is constant, generate a
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first higher harmonic [28][17][25]and a mean flow [5][28][12]. It is also known
that two internal waves with frequencies ω1 and ω2 that interact nonlinearly in a
linear stratification generate internal waves with frequencies ω1 +ω2 and ω1−ω2
[5]. Based on this observation, if two interacting internal waves have the same
frequency, their nonlinear interaction in a linear stratification generates a mean
flow and the first higher harmonic. However, if the frequency of the first higher
harmonic is less than the buoyancy frequency, the first higher harmonic can be
evanescent. Nonetheless, the mean flow still survives. This type of mean flow
generation is observed numerically [7][28] and in the laboratory [12].
A similar generation mechanism is also observed in nonuniform stratifica-
tion. In this case, an internal wave beam changes its direction of propagation
[10]. Thas is, nonuniform stratification causes the internal wave to change its
orientation, called refraction. Some researchers also suspect that the wave re-
fraction causes harmonic generation [9][19]. Another effect associated with
nonuniform stratification is energy accumulation due to the change in magni-
tude of group velocities of the internal wave, which are the velocities at which
the wave energy propagates. This effect may be the wave refraction.
In the presence of pycnoline, the effect of nonlinerity and the harmonic gen-
eration is numerically [3][22] and expermentally [22][9][13] observed. It is also
shown that depending on the angle of incidence on pycnocline, harmonics gen-
erated inside the pycnocline may not reflect back to the lower layer where the
internal wave beam is excited. The presence of the reflection level for harmonics
determines if the harmonics generated inside the pycnocline reflects back to the
lower layer.
The optimal configuration for the harmonics generation in terms of the pyc-
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nocline strength, defined as r = Nmax/N1 where Nmax] is the maximum buoyancy
frequency and N1 is the buoyancy frequency at the bottom of the lower layer is
verified experimentally [22], numerically [3] and analytically [3] for 45◦ angle
of incidence to the pycnocline horizontally. At that optimal configuration, the
energy transferred to the first higher harmonics is maximized for an orienta-
tion of 45◦. Furhtermore, Issues of stability like wave breaking due to shear or
convective instability are important to the phenomena studied here. They are
also addressed by other researchers [5][18][31][26][20]. But stability analysis is
outside the scope of this work.
Briefly, the propagation of the internal wave beam energy is analyzed along
the internal wave beam path, which is the path of the ray below the pycnocline.
It is mostly governed by the linear theory. Viscous decay of the wave is observed
before it enters into the pycnocline and nonlinear generation of higher harmon-
ics and solitary waves are observed after the wave enters the pycnocline. The in-
teraction with the pycnocline is accompanied by two significant process: wave
beam to change its orientation, and overlap of the incident and the reflecting
wave beams. The first reflection occurs when the incident wave beam reaches
a critical level of reflection. In the overlap region, it interacts with the incident
wave beam. The nonlinear interaction between the incident and the reflecting
internal wave beams could be the generation mechanism for the higher har-
monics. For the propagation angle analyzed, the higher harmonics are trapped
inside the pycnocline. However, higher harmonics could also reflect back into
lower layer in a different configuration. The nonlinear interactions of the inci-
dent and the reflecting wave beams may also generate a mean flow. Because the
mean flow does not exhibit spatial oscillations, it survives further inside the py-
cnocline. Higher wave numbers possess higher spatial gradients and, therefore,
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higher viscous dissipation.
The purpose of this study is to understand the generation mechanism of the
harmonics and the wave-induced mean flow inside the pycnocline. Another
goal is to quantify how much energy goes into the harmonics and the mean
flow. It is also important to note that viscous dissipation must be accounted
for. This may be influenced by the variation of the buoyancy frequency in the
model oceanic pycnocline, when we analyze the energy budget. The desired
results of the analysis are the optimal configuration for the generation of higher
harmonics and a description of their subsequent propagation.
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1.2 Background: Internal Waves
1.2.1 The Bouyancy Frequency
Because of the density gradient inside the ocean, if a fluid particle with a par-
ticular potential density moves upward where it starts being pulled downward
due to gravity around lighter fluid, and moves downward to a point where it
starts being pushed upwards by the heavier fluid around, this causes oscilla-
tory behaviour with a particular frequency called Brunt-Vaisala Frequency[1].
Under the Boussinesq approximation, The density field %(~x, t) inside the ocean
could be model as a sum of the constant density part ρ0, the background stratifi-
cation part ρ¯(z) and the perturbation part ρ(~x, t). The Boussinesq approximation
suggests that the density perturbation is negligible and ρ0 >> ρ¯(z) >> ρ(~x, t), as
long as it does not affect the bouyancy forces. For an ocean mentioned above,
the motion could be modelled as follows [1],
ρ0
d2δz
dt2
= g
dρ¯
dz
δz. (1.3)
where δz is an infinitesimal vertical displacement of the fluid parcel form the
balance state. It could be formulated more compactly,
d2δz
dt2
+ N2δz = 0. (1.4)
After arranging the terms in the equation (1.3), the BV frequency N can be ob-
tained as follows,
N2 = − g
ρ0
dρ¯
dz
. (1.5)
Based on this, it could be concluded that the vertically disturbed fluid particle
will oscillate with the angular frequency N [1].
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1.2.2 Boussinesq Internal Waves
Even though in ocean scale 50 − 500 km, the Coriolis effect is considerable, in
the simplified case we are trying to simulate, we can neglect the Coriolis effect.
It will complicate the physics we are trying to understand unnecessarily. Other
than that, under Boussinesq approximation, the density change is not consid-
ered in the momentum equation but it is considered in the energy equation.
Note that the energy equation comes from the thermal energy equation which
assumes the speed of sound goes to infinity. Under this formulation, the mo-
mentum equation feels the effect of the stratification via the gravitational forces
ρg. In 2-D case, the momentum equations could be formulated as follows,
ρ0
Du
Dt
= −∂p
∂x
+ µ∇2u. (1.6)
ρ0
Dw
Dt
= −∂p
∂z
+ µ∇2w − gρ. (1.7)
Note that the pressure p is the dynamic pressure, the hydrostatic part p¯ is can-
celled out in the balance with the background density ρ¯. The simplified energy
equation modified by the density stratification is given as follows,
Dρ
Dt
= −w∂ρ¯
∂z
+ κ∇ρ (1.8)
and the continuity equation is used,
∇ · ~u = 0. (1.9)
These are the governing equations used to model the internal wave genera-
tion numerically. However, to develop the linear theory, it should be linearized
under simplifying assumption. The linear theory has some limitations, but it
will give important insights about the governing physics.
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To simplify the governing equations, Boussinesq approximation is com-
monly made. It assumes that the density stratification does not appear explicitly
the momentum equations, but the energy equation [1]. Analyzing the behaviour
of the small amplitude internal waves, the material derivative D/Dt could be re-
placed by ∂/∂t. After that replacement and the stream function formulation, It
could be reduced to a single equation[1],
[∂tt∇2 + N2∂xx]ψ = 0. (1.10)
where u = −∂zψ and w = ∂xψ. Note that the viscous effects are also neglected for
sake of the simplicity of the fundamental theory. Even though it does not ac-
count for the nonlinear effects, the linear theory explains important notions like
the group velocities and the ray paths that could be derived from the diserpsion
relation. However, it does not explain how the wave amplitude evolves. The
dispersion relation shows how the wave frequencyω is related to the wavenum-
ber vector ~k. It could be derived by Fourier Transforming the equation(1.10), the
corresponding dispersion relation can be written as follows,
ω2 =
N2kx2√
kx2 + kz2
. (1.11)
Note that kx and kz are the wavenumber in x and z direction. This relation
also determines a limit for the propagating wave. If ω < N, the internal wave
propagates. However, if ω > N, the characteristic of the equation changes and
the internal wave becomes evanescent so it decays exponentially. For the prop-
agating internal wave, the velocity field u,w, the perturbation pressure field p
and the perturbation density field ρ are obtained as follows[1],
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u = −N kz√
k2x + k2z
Aξ sin(φ) (1.12)
w = N
kx√
k2x + k2z
Aξ sin(φ) (1.13)
ρ = ρ0
1
H
Aξ cos(φ). (1.14)
p = −ρ0N
2
kx
kxkz
k2x + k2z
Aξ sin(φ). (1.15)
where φ = kxx+kzz−ωt and Aξ is the internal wave amplitude. In this study, these
relations will be the foundation of postprocessing the simulation data as well.
While analyzing the linear region, it will simplfy the analysis and form the basis
for the energetics analysis. Particularly, using the time averaging over a one
wave period helps us to differentiate the energy flux of the different frequencies.
In our case, it will correspond to the differentiation between the primary wave
signal and the harmonics signal which would be the integer multiple of the
primary frequency ω. Besides, by time averaging over one wave period, it could
also be shown that the bouyancy flux ρgw induced by an internal wave is equal
to zero in the linear region. This will help us to analyze the energy budget in a
simpler way.
1.2.3 The Ray Paths and Group Velocities
Using the dispersion relation, the group velocity vector ~Cg can be derived. The
derivative of the frequency ω with respect to kx will give the group velocity in
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x-direction Cgx,
Cgx =
∂ω
∂kx
=
N√
k2x + k2z
− Nk
2
x√
(k2x + k2z )3
. (1.16)
The derivative of the frequency ω with respect to kz will give the group velocity
in z-direction Cgz,
Cgz =
∂ω
∂kz
= − Nkxkz√
(k2x + k2z )3
. (1.17)
Based on those relations, it could be shown that the group velocity vector ~Cg
and the wavenumber vector are orthogonal to each other. In the case of linear
stratification where BV frequency N is constant, if the fluid at rest is forced by
oscillating cylinder with ω < N, it sends out the internal wave beams as in figure
(1.4).
Figure 1.4: Internal wave beams generated by oscillating cylinder.[2]
Apart from the theoretical concerns, the group velocities could be tracked to
observe the evolution of the wave amplitude numerically. In the absence of the
background shear, the path that the wave amplitude follows could be derived
by integrating the group velocities in time.
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1.2.4 Critical Level of Reflection
In the case of the variable stratification, the group velocity vector ~Cg changes
its direction and the magnitude. If it reaches to a point where the extrinsic fre-
quency Ω = ω − kxU¯ matches the background BV frequency N(z), the internal
wave reflects. Note that U¯ denotes the background flow. In the absence of the
background flow U¯, the extrinsic frequency Ω is equal to the intrinsic frequency
ω. The reflecting part of the wave starts propagating downwards.
Figure 1.5: Incident and reflecting ray paths of the internal waves
Note that λz and λx are the wave lengths of the primary frequency wave in z
and x directions respectively. Moreover, z/λz = 0 corresponds to the bottom of
lower layer and x/λx = 0 corresponds to the point where the ray path tracked at
the left edge of the internal wave beam enters into the pycnocline. In the model
pycnocline in which we are trying to approximate the ocean stratification. The
reflection levels are also encountered at upper layer of the pycnocline. It is not
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expilicit in the equation (1.18), however the pycnocline thickness could be esti-
mated by finding the level at which N(z = z0 − h/2) = (Nmax +N1)/2 where h is the
pycnocline thickness [3]. Moreover,
N2(z)
N12
= (r2 − 1
2
)sech2(
z − z0
δt
) +
1
2
(1 − tanh(z − z0
δt
)). (1.18)
In this model pycnocline, r = Nmax/N1 shows the strength of the pycnocline.
δt is a measure of the pycnocline thickness. z0 is the centerline of the pycno-
cline. The reflection also causes the internal wave overlap which would lead
to nonlinear interaction between the incident and the reflecting internal wave
beam.
1.2.5 Harmonic Generation
In the variable stratification, the effect of nonlinearity is felt strongly around the
pycnocline region. One of the nonlinear effect observed in that region is the
higher order harmonics generation. The harmonics have the integer multiple
of the primary frequency nω. Moreover, as a result of the nonlinear interaction
caused by the density stratification, mean flow generation is also observed in
the pycnocline. These nonlinear interactions are driven by the internal wave
beam refraction and the internal wave beam overlap. The internal wave beam
overlap is caused by the collision between the incident and the reflecting inter-
nal wave beam. It has been shown that the nonlinear interaction in colliding
internal wave beams generate harmonis with frequencies with the sum of the
and difference of primary frequency in the uniform stratification[5]. The differ-
ence of the primary frequency corresponds to mean flow. However, in the case
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of variable stratification, internal wave beam refraction is also observed. Even
though it may not be the primary generation mechanism, it could enhance the
generation rate [3]. In the pycnocline region where the BV frequency changes
sharply, the group velocity ~Cg changes orientation. It affects the flux of the in-
ternal wave energy.
~F = ~Cg < E > . (1.19)
where the total mean energy < E >∝ A2ξ . In inviscid case, when the internal wave
field reaches the quasi-steady-state that the wave amplitude Aξ is constant. The
energy flux is from the source is also constant. If the group velocity decreases
in some particular region, it leads to an accumulation of the total energy in that
region.
Figure 1.6: The group velocity in z direction for r = 6 and h/λx = 0.1
In our problem, this region corresponds to the overlap region in figure (1.5).
Even though the internal wave beam refraction may not directly cause the har-
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monics generation, it may enhance the generation rate by increasing the amount
of the incident and the reflecting internal wave beam energy in the overlap re-
gion. However, in viscous case, the accumulation of the internal wave energy
is reduced by the effect of the viscosity which is amplified in the pycnocline
region.
1.2.6 Objectives
In this study, the objectives are focused on the generation mechanism of the
harmonics and the mean flow when the incident internal wave beam interacts
with the model oceanic pycnocline. It could be listed as:
1. Quantify nonlinear energy transfer from primary IWB frequency into
other modes, which are harmonics and mean flow, upon incidence on py-
cnocline.
2. Focus on specific processes like reflection and refraction at different loca-
tions along IWB path.
3. Estimate transmission, absorption and primary and secondary reflection
coefficients.
4. Analyze and Quantify the effect of viscous loss which will determine how
far on downstream the waves will propagate.
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CHAPTER 2
SIMULATION AND PROBLEM CONFIGURATION
2.1 Governing Equations
As stated earlier, to model the internal wave dynamics, Navier-Stokes Equation
under Boussinesq approximation are used. However, simulating the barotropic
tides interacting with the obstacle on the bottom boundary complicates the nu-
merical implementation unnecessarily. Instead, a virtual forcing region is used
to mimic the same generation mechanism. In total, the governing equations are
two-dimensional Navier-Stokes equations and the density equation,
∂u
∂t
+ u · ∇u = − 1
ρ0
∇p + Fg + ν∇2u + Fu + Su, (2.1)
∂ρ
∂t
+ u · ∇(ρ + ρ¯(z)) = κ∇2ρ + Fρ + S ρ, (2.2)
∇ · u = 0 (2.3)
where p and ρ denotes perturbation pressure and density respectively. Note
that the gravity force acts in z direction:
Fg = −g ρ
ρ0
kˆ (2.4)
In this formulation, as in the theoretical formulation, ρ, p are the perturbation
density and pressure respectively. u = (u,w) is the two-dimensional velocity
field in x − z coordinate system. Besides, Su and S ρ sponge layer terms are
used to avoid the periodicity in x direction caused by the numerical method
[6]. These terms leads to a decay of the velocity field at the boundaries. In x
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direction, the Fourier series are used. As a result of it, the internal wave leaving
the domian from the right edge turns back into the domain from the left edge.
These Rayleigh-type sponge layer terms damp out the internal wave at the right
boundary so that it does not propagate into the domain from the left edge. They
are also used around the bottom boundary to avoid the reflection from the bot-
tom boundary. However, they are not used around the top boundary. Moreover,
Fu and Fρ are virtual paddles simulate the forcing caused by the baroclinic tides
(Appendix B). For top and bottom boundaries, homogeneous Neumann bound-
ary conditions are applied for ρ. Homogeneous Dirichlet bounary conditions
are used for all velocity component at the boundaries. Additionally, to avoid a
reflection from the bottom boundary, sponge layer terms are also effective at the
bottom boundary. However, at the top boundary, the free-slip boundary con-
dition is used. Note that it was not directly set as a boundary condition on the
boundaries in x direction, however it was implied by the presence of the sponge
layer.
2.2 Numerical Method
In this particular problem, for the strong pycnoclines at which the background
BV frequency is much bigger than that at the base of the lower layer, high res-
olution is required to capture the physics with an high accuaracy. Additionally,
the domain geometry is simplifid by the substitution of the virtual forcing re-
gion which would enable to implement the numerical technique easily. Consid-
ering these issues, the two-dimensional multidomain penalty method is used.
Initially, the model was intented for the localized high Reynolds number prob-
lems. In this method, as mentioned earlier, the Fourier series are used in the
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horizontal and Legendre polynomials are used in vertical direction. The use
of Legendre polynomials allows us to seperate the domain into subdomains in
vertical so that the resolution could be increased around the region where the
nonlinear effects are more pronounced. As for the implementation for the par-
ticular equation time splitting scheme is used. In the time splitting method, the
convective terms are intergrated explicitly adn the diffusve terms are integrated
implicitly [29][6]. Finally, the pressure Poisson equation is solved. The stabil-
ity of the method is provided by both the spectral filtering and a multidomain
penalty scheme which also help subdomains to communicate with each other.
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2.3 Simulation Description
The main motivation behind the simulation is to quantify the amount of the en-
ergy deposited into harmonics and keep track of the evolution of it. For that
purpose, the resolution inside the pycnocline is increased. It is done by de-
creasing the thickness of the subdomain, covering the pycnocline such that the
number Gauss-Legendre-Lobatto points are kept the same for all subdomains.
Figure 2.1: Exploded simulation grid around the pycnocline for r = 6
h/λx = 0.1.
The Internal wave beam is excited at a particular forcing region. The forcing
region generates upward propagating internal wave beam. The upward prop-
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agating internal wave beam reaches the pycnocline. For the particular case we
are analyzing, the propagation direction is inclined at θ = 45◦ to the horizontal.
Relying on the governing physics (see Chapter 1 Sec 1.2) , the harmonics will be
trapped within the pycnocline for that angle. However the primary frequency
internal wave reflects back into the lower layer. Besides, some part of the har-
monics generated initially also leads to the generation of the primary frequency
wave within the pycnocline. It radiates back into the lower layer.
Figure 2.2: Simulation description.
2.4 Governing Nondimensional Parameters
To capture the physics we are trying to understand and to provide the stability
of both physics and the numerical method, the choice of the nondimensional
parameters plays key role. In this particular problem, the waves steepening
due to nonlinearity should be avoided, this is set by the ratio Aξ/λx. The other
parameter which determines the effect of the nonlinearity is Reynolds number
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Re = Umaxλx/ν which controls if the flow is dominated by viscous forces or iner-
tial forces. It could be kept same for all simulations. The choice of the Reynolds
number is more important for the stability of the physics. Furthermore, the py-
cnocline strength could be measured as the ratio of the lower layer background
BV frequency to the maximum BV frequency inside the pycnocline r = Nmax/N1.
In that aspect, the thickness of the pycnocline also affects the physics of the prob-
lem both by increasing the viscous loss and the region of noninear interaction.
For the given BV frequency profile in equation (1.18), δt is measure of pycno-
cline thickness. By adjusting that parameter the pycnocline thickness h could be
arranged. The pycnocline thickness is nondimensionalized with respect to the
wavelength in x direction λx. The analysis are done for the thin pycnocline case
h/λx = 0.1 for all simulations.
r 2 4 6 8 10
h 0.1 0.1 0.1 0.1 0.1
δt 0.034 0.028 0.027 0.022 0.025
xc 0.2 0.2 0.2 0.2 0.2
zc 0.13 0.13 0.13 0.13 0.13
z0 0.2625 0.2625 0.2625 0.2625 0.2625
λx 0.0875 0.0875 0.0875 0.0875 0.0875
ρ0 1000 1000 1000 1000 1000
N1 0.78 1.56 2.34 2.34 3.9
ν 10−7 10−7 10−7 10−7 10−7
Num 512 512 512 512 512
Range 200-441 200-378 200-345 200-454 200-316
σx 0.1014 0.1014 0.1014 0.1014 0.1014
Nx 384 384 512 512 768
Nz 491 491 491 491 533
Table 2.1: The Simulation Parameters for Re = 530.
where measure of pycnocline thickness is δt, the coordinates of the center of
the forcing pedal are xc,zc, the vertical coordinate of pycnocline center z0, base
BV frequency is N1, kinematic viscosity is ν, the number of time steps is Num,
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r 2 4 6 8 10
h 0.1 0.1 0.1 0.1 0.1
δt 0.034 0.028 0.027 0.022 0.025
xc 0.2 0.2 0.2 0.2 0.2
zc 0.13 0.13 0.13 0.13 0.13
z0 0.2625 0.2625 0.2625 0.2625 0.2625
λx 0.0875 0.0875 0.0875 0.0875 0.0875
ρ0 1000 1000 1000 1000 1000
N1 0.78 1.56 2.34 2.34 3.9
ν 10−7 10−7 10−7 10−7 10−7
Num 512 512 512 512 512
Range 200-447 200-417 300-443 200-423 300-414
σx 0.1014 0.1014 0.1014 0.1014 0.1014
Nx 384 384 512 512 768
Nz 491 491 491 491 533
Table 2.2: The Simulation Parameters for Re = 5300.
the time interval on which the quantities are time-averaged is Range, the devi-
ation of the Gaussian forcing profile is σx, the number of simulation point in x
direction is Nx, the number of simulation point in z direction is Nz.
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CHAPTER 3
POSTPROCESSING PRESSURE AND VELOCITY DATA
After generating the perturbation pressure field p and the velocity field u in
x-direction, w in z-direction, it should also be postprocessed to calculate how
much energy goes to harmonics and the zeroth mode. Postprocessing addresses
three important regions in the internal wave field which are IWB path, Pycno-
cline and Reflection zone. In each region, the product of the perturbation pres-
sure and velocity vector is computed along the group velocity vector ~Cg. To
compute the total energy flux, it is integrated along the wavenumber direction
~k = kx iˆ , kzkˆ six wavelengths which covers the total energy as it has Gaussian
forcing region leading to similar spatial distribuiton for pressure and velocity
field. First region of analysis is the IWB path on which the primary wave caused
by the gaussian forcing region is propagating. In this region, linear theory gives
accurate results. To analyze the energy flux in this region, the ray paths of the
primary wave beam can be tracked. The ray paths for the linear internal wave
beam can be calculated by using the linear dispersion relation. Since we are
tracking the wave packet, these velocities should be integrated in time,
~x(t) =
∫
~Cgdt (3.1)
After the IWB path, the primary wave beam enters into tri-angular region where
the non-linear interactions are more effective and harmonics and the zeroth
mode flow is generated. In this region, the ray paths of the primary wave beam
could still be tracked to see the evolution of the energy flux where it is defined
as:
F =
∫ 3λ
−3λ
< p(x, z, t), ~u(x, z, t) > ~ndl (3.2)
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where ~n is aligned in the direction of the upward propagating group velocity
vector ~Cg. A fraction of the energy flux reflects back into the lower layer. It could
Figure 3.1: The schematics of the regions of analysis.
be tracked by following the reflecting group velocities. Note that the reflecting
group velocities differ from the incident group velocities only by the sign of the
group velocity in z direction. The part of the energy flux reflected back into the
lower layer only shows linear behaviour. For the incident angle θ = 45◦, the har-
monics don’t reflect back into the lower layer as the background BV frequency
N is smaller than any harmonic frequency. Because of that, the harmonic signal
becomes evanescent in the lower layer. At the end of the triangular region, the
energy flux enters into the downstream region of the pycnocline. In that region,
the harmonic signal gets trapped for the particular angle of incidence. Further-
more, the primary wave and the harmonic signals follow more complicated Ray
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paths. Taking that into account, to keep track of the energy flux evolution, cal-
culating the energy flux on vertical control surfaces which covers the pycnocline
could be a more efficient way of analyzing the energy flux evolution. However,
the energy flux trapped in the pycnocline decays. It happens both due to vis-
cosity and the re-radiation of the energy from the pycnocline. An efficient way
of observing the energy flux is to integrate it over an horizontal control surface
at the base of the pycnocline.
3.1 Band-pass Filtering
When the primary frequency wave beam interacts with the model pycnocline,
harmonic and the zeroth mode generation is observed. To analyze the har-
monics and the zeroth mode signal, the time series of the data can be Fourier
transfomed in time. In our case, the Fourier transform in time will give dis-
tinct frequency peaks which are the integer multiples of the primary frequency.
This property of the perturbation pressure and the velocity signal could be used
to design the appropriate band-pass filter for this problem. If the frequency
peaks are not distinct, Heavy-side function type band-pass filtering would lead
to Gibb’s oscillation, however in this case, it does not lead to that effect.
The Fourier transform of the velocity and the perturbation pressure signal can
be band-pass filtered and back transformed. Note that since the filtering oper-
ation will be done numerically, there is no need to deal with the convolution
integral in the time space. We can simply multiply the filter function F1(ω) with
the Fourier transform of the velocity field in time series Uˆ(ω). Note that the
filter function F1(ω) is used to isolate the primary frequency signal and it is cen-
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tered around the primary frequencyω0, the filter function F2(ω) is used to isolate
first harmonic signal and it is centered around the first harmonic frequency 2ω0,
the filter function F0(ω) is used to isolate zeroth mode signal and it is centered
around the zeroth mode. The filtered x velocity signals are:
The Zeroth Mode Signal
Uˆ0(ω) = Uˆ(ω)F0(ω). (3.3)
The Primary Frequency Signal
Uˆ1(ω) = Uˆ(ω)F1(ω). (3.4)
The First Harmonic Signal
Uˆ2(ω) = Uˆ(ω)F2(ω). (3.5)
This filtering operation should be done on u velocity field, w velocity field and
the perturbation pressure field p′. After filtering, the signal should be back-
transformed into the time domain.
3.2 Radial Basis Function Interpolation
To make the interpolation more efficient, using all data from full field should be
avoided. Instead, the data points in the particular neigbourhood should be used
for the interpolation. For this purpose the radial basis function interpolation is
an effective tool. In this method, we are trying to represent our function as a
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sum of particular basis functions which are dependent on radial distance. In
the code, multiquadric function which is defined as follows,
f (x, z; x j, z j) =
√
(x − x j)2 + (z − z j)2 + c2. (3.6)
Note that x j and z j are the coordinates of a particular data point for the basis
function and also there is no particular formula for c. But, c value is usually
computed as 2rmin where rmin is the minimum radial distance between the data
points. The function we want to write as a sum of the basis functions can be
written as follows,
u(x, z) =
N∑
j=1
α j f (x, z; x j, z j). (3.7)
Note that α j is the corresponding weight coefficient for each basis function.
These coefficients will represent the time dependent part of the solution and
they are implicitly calculated at each time step.
This implicit calculation will be described. Based on the definition above, at
each time step, the velocity and the pressure at the data points can be written in
terms of the radial basis functions as follows,
u(xi, zi) =
N∑
j=1
α j f (xi, zi; x j, z j). (3.8)
Note that it is only x-velocity, but the same formulation is used for z-velocity
and pressure. Let’s write it in shorthand notation,
ui =
N∑
j=1
α j fi, j. (3.9)
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This can also be written as the following linear system for N = 3,

u1
u2
u3
 =

f1,1 f1,2 f1,3
f2,1 f2,2 f2,3
f3,1 f3,2 f3,3


α1
α2
α3
 (3.10)
Usually, the total number of data points N is approximately 200 in our simu-
lation, but to show the method more compactly, here N = 3 is used. Besides, the
velocity in x-direction ui is the velocity data coming from the main solver, not
the interpolated values. Those values are used in interpolation. This method
also has one very useful property: fi, j values are independent of time. So, if we
invert the matrix generated by fi, j values, we can use it for each time step. This
operation will reduce the computational effort for the interpolation. Further-
more, if we multiply the velocity vector in equation (3.10) with the inverse of
the matrix fi, j from left handside, we obtain α j as follows,

f1,1 f1,2 f1,3
f2,1 f2,2 f2,3
f3,1 f3,2 f3,3

−1 
u1
u2
u3
 =

α1
α2
α3
 (3.11)
Additionally, since the pressure is also generated at the same grid points by
the main solver, the same inverted matrix could also be used for the interpo-
lation of pressure. However, α j are different for the pressure and the velocity
in z-direction. Finally, the main purpose of the interpolation is to calculate the
velocities and the perturbation on the points where the ray paths of the pri-
mary frequency wave beam. Let’s denote the ray path points as xr and zr. If
those coordinates are plugged into the interpolation function, the velocity and
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the perturbation pressure can be obtained as follows,
u(xr, zr) =
N∑
j=1
α j f (xr, zr; x j, z j). (3.12)
This can be also written as a linear system, however the matrix is not neces-
sarily square. To write it simply, let’s show the calculation for one point on the
ray path,
u(xr, zr) =
[
fr,1 fr,2 fr,3
]

α1
α2
α3
 =
[
fr,1 fr,2 fr,3
]

f1,1 f1,2 f1,3
f2,1 f2,2 f2,3
f3,1 f3,2 f3,3

−1 
u1
u2
u3
 (3.13)
This formulation reduces the computational effort, as the product of fr,i f −1i, j
can be generated once and stored for the rest of the postprocessing. Even though
it requires matrix inversion, it is still cheaper than solving linear system at each
time step.
3.3 The IWB Path
The main solver provides us with the data on the multidomain grid points given
before (see Ch2 Section 3), however it does not coincide with the points on the
ray paths of the primary wave beam. Therefore the data for the pressure and
the velocity should be interpolated on the points of the ray paths of the internal
wave beam.
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The time averaged energy flux is integrated along the wave number vec-
tor ~k direction to get the full energy flux originating from the excitation zone.
Integration limits are chosen in accordance with the Gaussian structure of the
perturbation pressure and the velocity profile. This integration is defined as
follows,
∫ 3λ
−3λ
< p(x, z, t), ~u(x, z, t) > ~ndl =
∫ 3λ
−3λ
(
1
T
∫ T
0
p(x, z, t)~u(x, z, t)dt)~ndl (3.14)
Note that T is the period of the primary frequencyω and the unit normal vec-
tor ~n = ~Cg/ ‖Cg‖. Besides, time-averaging plays more important role when the
energy flux inside the pycnocline is analyzed. It helps to differentiate the energy
flux signal in between harmonics and the primary frequency wave. Besides, The
linear theory for internal waves works sufficiently wll along the internal wave
beam path. One of the consequences of the linear theory is that the velocity field
and the perturbation density field are out of phase. The velocity field is given
as follows,
u = N
kz√
k2x + k2z
Aξ sin(φ) (3.15)
w = N
kx√
k2x + k2z
Aξ sin(φ) (3.16)
Note that the incident beam phase φ = kxx − kzz − ωt [1]. The corresponding
perturbation density field is given as follows,
ρ = ρ0
1
H
Aξ cos(φ). (3.17)
where the characteristic depth H = g/N20 . As a result of it, the time averaged
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bouyancy flux is negligible. It is calculated as follows,∫ 3λ
−3λ
g < ρ(x, z, t),w(x, z, t) > ~ndl =
∫ 3λ
−3λ
g(
1
T
∫ T
0
ρ(x, z, t)w(x, z, t)dt)~ndl ≈ 0. (3.18)
The time-averaged surface kinetice energy flux is calculated as shown in equa-
tion (3.14). The time-averaged Buoyancy flux is calculated as shown in equation
(3.18) as it is evaluated in the lower layer, where the linear theory works suffi-
ciently well in energy budget calculations, due to the orhogonality relation, it
is very small so that it could be neglected. it could be said that evaluating only
kinetic energy flux gives total energy flux along the internal wave beam path
where the non-linerity is negligible.
3.4 Triangular Region
The generation of the harmonics and the zeroth mode structure is first observed
in the triangular region. At the level where the BV frequency N(z) matches the
primary frequency ω, the internal wave beam reaches the critical level of reflec-
tion. When the wave reaches that level, all the wave reflects back into lower
region. It causes the beam overlap where the incident and reflecting primary
frequency wave beam overlaps, it is one of the phenomena which could cause
the harmonics generation. Apart from this, the wave refraction is also stronger
in this region, it could be associated with the harmonic generation. To analyze
this region more clearly, it should be analyzed when this region reaches the
quasi-steady-state. The quasi-steady-state refers to a state at which the wave
amplitude reaches the steady-state. It will help to avoid the complications com-
ing from transient effects.
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Figure 3.2: The critical level of reflection for r = 6 and h = 0.1.
3.4.1 Energy Balance
The energy flux comes from the incident primary frequency wave as product of
the perturbation pressure field and the velocity field. Based on the control vol-
ume shown in the figure (3.3), when the system reaches the quasi-steady-state,
the energy flux flowing into the control volume must be equal to the sum of
the energy flowing out of the control volume and the viscous loss within the
control volume. As shown in the figure(3.3), the energy influx due to the in-
cident internal wave beam is the energy intake for the triangular zone. In the
entry region of the incident wave beam, the effect of nonlinearity is negligible as
the background BV frequency N(z) is very close to constant in that region. Tak-
ing that into account and the linear theory, the buoyancy flux will be negligible
from the incident wave beam as the perturbation density field and the velocity
field is out of phase. When the perturbation and the velocity field product is
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Figure 3.3: The control volume in triangular region.
time-averaged, it cancels out. The same argument applies to the energy outflux
from the reflection zone. Except for the incident and the reflecting internal wave
beam, some part of the energy flux goes inside the pycnocline and some part is
lost due to viscous dissipation. In total energy balance in quasi-steady-state
could be written as follows,
∂
∂t
∫ ∫
Vtri
< EK > + < EP > dxdz =
∫
Inc
< p(x, z, t)~u(x, z, t)~n > dη−∫
Re f
< p(x, z, t)~u(x, z, t)~n > dη −
∫
Pyc
< p(x, z, t)~u(x, z, t)~n > dη − Φ.
(3.19)
where Φ denotes the total time averaged viscous dissipation inside the tri-
angular zone. When the control volume, triangular region reaches the quasi-
steady-state, the left handside of the equation cancels out. As a result the energy
balance can be written as follows,∫
Inc
< ~Finc~n > dη =
∫
Re f
< ~Fre f~n > dη +
∫
Pyc
< ~Fpyc~n > dη + Φ. (3.20)
Band-pass filtering is also applied to the energy flux inside the triangular
zone to observe the harmonics generation. To observe the evolution of the en-
ergy flux, the group velocities are tracked inside the triangular zone as well. The
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effect of nonlinearity is felt strongly inside the triangular zone, therefore the har-
monics generation is considerable. To track the reflecting internal wave beam,
the group velocities propagating downwards also generated. It also shows the
evolution of how much energy is deposited into the reflecting internal wave
beam inside the triangular zone.
3.4.2 Viscous Dissipation
Viscous dissipation should also be integrated numerically to compute the en-
ergy balance, however the path generated to follow the energy flux is curved
inside the triangular region and most of the integration algorithms are devel-
oped for the rectangular grids. Taking that into account, the grid should be
mapped onto a rectangular domain so that the integration algorithm used be-
fore will work accurately.
The coordinate is mapped from x − z to ξ − η. The unit normals of the new
coordinate system are ~Cg,~k. In the x − z coordinate system, the time averaged
viscous dissipation is calculated as follows,
2µ < Di jDi j >= 2µ < ((
∂u
∂x
)2 +
1
2
(
∂u
∂z
+
∂w
∂x
)2 + (
∂w
∂z
)2) > (3.21)
It should be integrated over the entire triangular region. Integral of the time
averaged viscous dissipation is defined as,
Φ =
∫
Vtri
2µ < Di jDi j > dxdz (3.22)
Note that Φ denote total time averaged viscous dissipation and Vtri denotes the
integration area in x − z coordinates. To integrate it numerically, the integral
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should be transfromed into ξ − η coordinates system. Let’s represent the new
coordinate system numerically,
ξ(x, z) = INξ(x, z) (3.23)
η(x, z) = INη(x, z) (3.24)
where IN stands for an interpolation with N points. The interpolation points
used for the perturbation pressure and the velocity could be used in this in-
terpolation as well. Furthermore, when the time averaged viscous dissipation
integral is mapped into ξ−η coordinate system. The determinant of the jacobian
appears as follows,
dxdz = det(
∂(x, z)
∂(ξ, η)
)dξdη. (3.25)
However, in this case, the determinant of the jacobian matrix can not be com-
puted directly as x, z are not known as function of ξ, η. It could be indirectly
computed as follows,
∂(x, z)
∂(ξ, η)
=

∂x
∂ξ
∂x
∂η
∂z
∂ξ
∂z
∂η
 =

∂ξ
∂x
∂ξ
∂z
∂η
∂x
∂η
∂z

−1
. (3.26)
Based on this argument, the coordinate mapping of the integral can be repre-
sented as follows,
dxdz =
1
det(∂(ξ, η)/∂(x, z))
dξdη. (3.27)
In total, the time averaged viscous dissipation integral can be written as follows,
Φ =
∫
Vtri
2µ < Di jDi j >
1
det(∂(ξ, η)/∂(x, z))
dξdη. (3.28)
After this mapping, The Romberg integration algorithm is used to calculate it
with a good accuracy.
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3.5 Pycnocline downstream of entry zone
In the downstream pycnocline region, the ray paths do not follow numerically
trackable path differing form the triangular zone and IWB path. However, the
primary wave, harmonics and mean flow propagate to the right along the hor-
izontal. Considering that, calculating energy flux on a vertical cross-section
which covers all pycnocline region gives the energy evolution and it is less com-
plicated than keeping track of the group velocities as shown in the figure (3.1).
Other than numerical aspects of the downstream pycnocline, physically in that
region, nonlinerity shows its effect stronger which causes harmonics genera-
tion. However, harmonics do not reflect back into lower layer for the internal
wave beam forming an angle θ = 45◦ with the horizontal as it reaches another
critical level of reflection at the base of pycnocline where the background BV
frequency N(zl) = nω. However, the reflecting harmonics collide each other and
may transfer their energy to the primary frequency wave which may re-radiate
back into lower layer.
3.6 Reflection Region
In the reflection region, to observe the evolution of the reflecting energy flux,
The downward propagating group velocities are tracked. the linear theory
works accurately in the refleciton region. It is also expected to see viscously
decaying energy flux along the reflection path.
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CHAPTER 4
ANALYTICAL MODELS
4.1 Analytical Model for Viscous Decay Along Internal Wave
Beam Path
The viscous dissipation within triangular region could be calculated numeri-
cally. However, to test the reliability of the numerical calculation, the same vis-
cous dissipation analysis is performed analytically under simplified conditions.
It can be used as a reference framework for the numerical model as well. Now,
let’s write the primary wave beam in x − z coordinates and transform it into ap-
propriate coordinate system so that the derivation of the model could be written
more compactly [16]. For a plane wave, the velocity field is given as follows,
u = −N0 sin θAξ sinϕ. (4.1)
w = N0 cos θAξ sinϕ. (4.2)
where θ = tan−1(−kz/kx) and ϕ = kxx−kzz−ωt. Note that there is a negative sign
in front of kz which simulates our case as it dictates the primary wave propagates
upwards. This velocity field could be reduced to single component with the
following mapping from x − z to ξ − η. Under this mapping, η is in the direction
of the wave number ~k and ξ is in the direction of the group velocity ~Cg. The
velocity field under this mapping reduces to the single component in ξ direction,
uξ = N0Aξ sinϕ. (4.3)
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also ϕ = kηη − ωt where kη =
√
k2x + k2z . The coordinate transform is done for
plane wave, however the actual case is a wave beam. The velocity field for a
plane wave could be used as a basis for the internal wave beam which could be
formulated as follows,
uξ(ξ, η) = A(ξ, η) sinϕ. (4.4)
Note that the base BV frequency N0 is embedded into the wave amplitude
A(ξ, η). In our numerical simulations, the velocity field with respect to the coor-
dinate system ξ−η has a Gaussian profile. By using this fact, the wave amplitude
could be decomposed as follows,
A(ξ, η) = A(ξ) exp(
−η2
2σ2
). (4.5)
After writing the wave beam in the transformed coordinate system, the vis-
cous dissipation relation could be derived for quasi-steady-state form at which
the wave amplitude is independent of time. Let’s start from the time averaged
energy equation,
∂ < EK >
∂t
= −∂ < Fξ >
∂ξ
− 2µ < Di jDi j > . (4.6)
where Fξ = Cgξ < E > and the time averaged total energy < E > could be
computed as the sum of the time averaged potential energy < Ep > and the time
averaged kinetic energy < Ek >. From the linear theory, < Ek >=< Ep > [1].
Based on that argument, the time averaged kinetic energy could be computed
and multiplied by 2 to get the total time averaged energy as follows,
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< E >= 2
1
T
∫ T
0
ρ0u2ξ
2
dt =
1
2
ρ0A2(ξ) exp(
−η2
σ2
). (4.7)
Note that T is the period of the primary wave frequency ω. Before calculating
the energy flux and the viscous dissipation, let’s relate IWB half-width σ with
the wavenumber kη. One argument to relate them could be that the number of
the wavelengths will fit under σ along the ray path even though the wavelength
changes. Based on this, it could be assumed that σkη = σ0kη0. Note that σ0 and
kη0 are the initial deviation and the wavenumber. Under that assumption, the
deviation σ could be implicitly written as function kη(ξ). Now, let’s calculate the
viscous dissipation term 2µ < Di jDi j > [30]. The strain rate tensor Di j could be
calculated as follows in the transfomed coordinate system,
Di j =

∂uξ
∂ξ
1
2
∂uξ
∂η
1
2
∂uξ
∂η
0
 . (4.8)
Now, using the strain rate tensor, let’s calculate the inner product of the
strain tensor by itself Di jDi j,
Di jDi j = (
∂uξ
∂ξ
)2 +
1
2
(
∂uξ
∂η
)2. (4.9)
The time averaging of the inner product of the strain rate tensor by itself
gives the following expression,
< Di jDi j >= (
1
2
(
∂A
∂ξ
)2 +
η2
4σ4
A2 +
1
4
k2ηA
2) exp(
−η2
σ2
). (4.10)
Let’s replace the terms back in equation (4.10),
1
2
∂(ρ0A2(ξ)Cgξ(ξ))
∂ξ
exp(
−η2
σ2
) = −µ((∂A
∂ξ
)2 +
η2
2σ4
A2 +
1
2
k2ηA
2) exp(
−η2
σ2
). (4.11)
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To simplify it even further, let’s integrate it in η direction,∫ ∞
−∞
1
2
∂(ρ0A2(ξ)Cgξ(ξ))
∂ξ
exp(
−η2
σ2
)+µ((
∂A
∂ξ
)2+(
η2
2σ4
+
1
2
k2η)A
2) exp(
−η2
σ2
)dη = 0. (4.12)
After integrating and simplifying the terms coming from the integration
above, the equation reduces to the following ordinary differential equation,
1
2
∂(ρ0A2(ξ)Cgξ(ξ))
∂ξ
= −µ(∂A
∂ξ
)2 − µA
2
2
(k2η +
1
2σ2
). (4.13)
This form could also be further simplified if the left-hand side of the equation
is expanded,
ρ0A
∂A
∂ξ
Cgξ +
ρ0
2
A2
∂Cgξ
∂ξ
= −µ(∂A
∂ξ
)2 − µA
2
2
(k2η +
1
2σ2
). (4.14)
Let’s divide both sides by ρ0A2Cgξ,
1
A
∂A
∂ξ
+
1
2Cgξ
∂Cgξ
∂ξ
= − ν
Cgξ
(
1
A
∂A
∂ξ
)2 − ν
2Cgξ
(k2η +
1
2σ2
). (4.15)
Note that after that division, the dynamic viscosity µ is replaced by the kine-
matic viscosity ν = µ/ρ0. The derivative of the group velocity Cgξ could be
calculated numerically using the equations (1.16) and (1.17). Let’s define a new
variable y to simplify the equation even further,
y = log(
A(ξ)
A0
). (4.16)
Let’s replace it back into the equation (4.15),
y′ = − 1
2Cgξ
∂Cgξ
∂ξ
− 2ν
Cgξ
(y′)2 − ν
Cgξ
(k2η +
1
2σ2
). (4.17)
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where y′ = dy/dξ. Under the assumption that σkη = σ0kη0, the equation (4.17)
could be written as follows,
y′ = − 1
2Cgξ
∂Cgξ
∂ξ
− 2ν
Cgξ
(y′)2 − νk
2
η
Cgξ
(
1
2(σ0kη0)2
+ 1). (4.18)
The wave number kη could be written in terms of BV frequency profile by
using the dispersion relation,
y′ = − 1
2Cgξ
∂Cgξ
∂ξ
− 2ν
Cgξ
(y′)2 − νN
2k2x
Cgξω2
(
1
2(σ0kη0)2
+ 1). (4.19)
It is the final form of the ordinary differential equation to estimate the vis-
cous loss along the internal wave beam path. Except for the numerical results, it
gives also important insight about the physics governing the problem. From the
equation (4.19), it could be said that the viscous dissipation is affected strongly
by the strength of the pycnocline. Nonetheless, it should also be noted that this
equation has limitations. First, it can not capture the reflecting part of the pri-
mary frequency wave beam. Moreover, it can not include the non-linear effects.
These limitations distort the result in some cases we analyzed where the reflec-
tion is too strong. In terms of non-linearity, it is still a good estimate as in most
of our simulations the non-linear effects are relatively weak compared to the
primary frequency wave propagation. The model captures the viscous decay
alon IWB and inside the triangular region. Along IWB, the nonlinear effects are
negligibly small and it is very weak inside the triangular region. As a result
of this, the analytical approximation and the fully numerical computations give
close results (see Figure A.1).
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4.2 Analytical Model for Harmonic and Mean Flow Generation
for Free Slip Surface Reflection Case
The beam overlap is one of the generation mechanism for zeroth mode evo-
lution and the harmonics generation, however the overlap region geometry is
complicated in terms of the pycnocline structure to derive the relation analyti-
cally. As a test case, the uniform stratification and free-slip surface reflection to
verify the generation mechanism analytically. However, in this case, there is no
refraction so that the effect of the beam overlap can be observed seperately.
Figure 4.1: The schematic illustration of the incident and the reflecting
Beam for the case of reflection off a free slip surface [7].
Note that the shaded area in figure (4.1) shows the interaction region where
we observe the harmonic and the mean flow generation. Numerically, localized
45◦ angle wave beam can be excited using gaussian forcing region, but since we
want to derive a simple analytical model let’s impose our linear incident and
the reflecting beam on the field and evaluate the convective terms. It prepares
also a good basis for the energy flux formulation in case of pycnocline. In this
particular formulation, the purpose is to take the product of the velocity with
the momentum equation to obtain the energy equation for the each frequency.
This operation is described in detail in the section (4.3).
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Incident and Reflecting Plane Wave
Let’s start with the incident beam phase φi = kxx − kzz − ωt. For the given phase,
the linear velocity field could be written as follows,
ui = N0
kz√
k2x + k2z
Ai sin(φi) (4.20)
wi = N0
kx√
k2x + k2z
Ai sin(φi) (4.21)
Note that the subscript i denotes the incident wave. Let’s write also the reflect-
ing beam with φr = kxx + kzz − ωt + φ0. The phase of the reflecting beam has the
phase change φ0. For the given phase, the linear velocity field could be written
as follows,
ur = N0
kz√
k2x + k2z
Ar sin(φr) (4.22)
wr = N0
−kx√
k2x + k2z
Ar sin(φr) (4.23)
In this case, the subscript r denotes the reflecting beam. Now, to obtain the total
velocity field let’s add them up,
u = ui + ur = N0
kz√
k2x + k2z
(Ai sin(φi) + Ar sin(φr)) (4.24)
w = wi + wr = N0
kx√
k2x + k2z
(Ai sin(φi) − Ar sin(φr)) (4.25)
By using the velocity field above, let’s calculate the convective terms in the
momentum equation:
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u
∂u
∂x
+ w
∂u
∂z
. (4.26)
∂u
∂x
= N0
kzkx√
k2x + k2z
(Ai cos(φi) + Ar cos(φr)) (4.27)
∂u
∂z
= N0
kz2√
k2x + k2z
(−Ai cos(φi) + Ar cos(φr)) (4.28)
In total, we end up with the following equation from x-momentum equation.
u
∂u
∂x
+w
∂u
∂z
= N02
kz2kx
k2x + k2z
AiAr((cos(φi) sin(φr)+cos(φr) sin(φi))+(cos(φi) sin(φr)−cos(φr) sin(φi)))
(4.29)
If we use the trigonometric identities it can be written as follows,
u
∂u
∂x
+ w
∂u
∂z
= N02
kz2kx
k2x + k2z
AiAr(sin(φr + φi) + sin(φi − φr)) (4.30)
One of those phase sum will correspond to first harmonic forcing, the other is
zeroth mode forcing, If we write it explicitly,
u
∂u
∂x
+ w
∂u
∂z
= N02
kz2kx
k2x + k2z
AiAr(sin(2kxx − 2ωt + φ0) + sin(−2kzz − φ0)) (4.31)
We calculate the convective forcing for x-momentum equation. Let’s compute it
for the z-momentum equation as well,
u
∂w
∂x
+ w
∂w
∂z
. (4.32)
∂w
∂x
= N0
kx2√
k2x + k2z
(Ai cos(φi) + Ar cos(φr)) (4.33)
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∂w
∂z
= N0
−kxkz√
k2x + k2z
(Ai cos(φi) + Ar cos(φr)) (4.34)
After rearranging the terms,
u
∂w
∂x
+ w
∂w
∂z
= N02
kx2kz
k2x + k2z
AiAr(sin(2kxx − 2ωt + φ0) − sin(−2kzz − φ0)) (4.35)
Under that type of forcing field, we should observe a sine type of mean flow
structure with a half wave length of the incident wave beam in z-direction. The
simulation results also produce similar spatial structure in vertical direction.
The results prepare basis for the pycnocline case. This formulation allows to
derive energy equation for the zeroth mode and harmonics seperately. The mo-
mentum equations are multiplied by the mean flow and first harmonic velocity
to derive the energy equation for them seperately.
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4.3 The Analytical Model for The Harmonics Generation in-
side the Pycnocline
Differing from the uniform stratification, at the presence of the pycnocline, the
harmonics may get trapped into pycnocline. The angle of propagation deter-
mines if harmonics get trapped inside the pycnocline. For instance, the first
harmonic has the frequency 2ω0, if it exceeds the lower layer BV frequency N(0)
which increases negligibly till it reaches the pycnocline, there exists another crit-
ical level of reflection at which2ω0 matches the BV frequency N(zl). Note zl de-
notes the lower critical level of reflection but there also exists a seperate upper
critical level zu of reflection for the first harmonic at which 2ω0 matches the BV
frequency N(zu). The exact locations could be calculated for the model pycno-
cline
Figure 4.2: BV frequency profile for r = 6 and h/λx = 0.1 and the reflection
Level at which N(zr) = ω.
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In the presence of a pycnocline, instead of free-slip surface which causes the
reflection of the primary frequency wave, there is a critical level of reflection for
the primary frequency wave. At that level, the primary frequencyωmatches the
BV frequency. It also cases the wave reflection. While setting up the analytical
model for this scenario, the primary frequency wave could be decomposed of
the incident wave and the reflecting wave. The incident and the reflecting wave
will differ by the wavenumber vector directions, therefore the group velocity
vector directions. Let’s write down the incident wave beam,
ui = Aiu(X,Z,T ) cos(φi). (4.36)
wi = Aiw(X,Z,T ) cos(φi). (4.37)
Note that φi = kxx−
∫ z
0
kz(z′)dz′−ωt and the slow variables Xi = (x−
∫ t
0
Cgxdt′),
Zi = (z −
∫ t
0
Cgzdt′), T = 2t. The effect of the variable stratification is felt via the
variable group velocities and kz(z). It directly affects the phase and the slow
variables. The slow variables are used to describe the evolution of the wave
amplitude and  = σkη << 1. It also assumes that the wave amplitude is cen-
tered around a particular wavenumber vector ~k in Fourier space. By using this
argument, the slow variables could be derived using Schrdinger’s equation [1].
Additionally, the amplitudes Aiu(X,Z,T ) and Aiwcould be related to each other
using the continuity,
∂ui
∂x
+
∂wi
∂z
= 0. (4.38)
The continuity condition leads to the following expression,
kxAiu(Xi,Zi,T ) sin(φi)−kzAiw(Xi,Zi,T ) sin(φi)+ cos(φi)(
∂Aiu(Xi,Zi,T )
∂X
+
∂Aiw(Xi,Zi,T )
∂Z
) = 0.
(4.39)
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As  << 1, at the leading order, it reduces to the following equivalence,
kz
kx
Aiw(Xi,Zi,T ) ≈ Aiu(Xi,Zi,T ). (4.40)
Let’s also write down the reflecting wave beam and plug it into continuity
equation,
ur = Aru(Xr,Zr,T ) cos(φr). (4.41)
wr = Arw(Xr,Zr,T ) cos(φr). (4.42)
Note that φr = kxx +
∫ z
0
kz(z′)dz′ − ωt + φ0 ,where φ0 is the phase diffence, and
the slow variables Xr = (x −
∫ t
0
Cgxdt′), Zr = (z +
∫ t
0
Cgzdt′), T = 2t. After the
same manipulation, at the leading order, the wave amplitudes could be related
as follows,
kz
kx
Arw(Xr,Zr,T ) ≈ −Aru(Xr,Zr,T ). (4.43)
It may be substituted into the momentum equations directly. However to
proceed more compactly and depending on the problem, let’s denote the first
harmonic directly as the sum of upward and downward propagating wave as
follows,
u2ω0 = A
2ω0
u (X
2ω0 ,Z2ω0 ,T ) f1(x, z) cos(2ωt). (4.44)
w2ω0 = A
2ω0
w (X
2ω0 ,Z2ω0 ,T )g1(x, z) cos(2ωt). (4.45)
Here the slow variables are defined with the different indices X2ω0 and Z2ω0
denotes the slow variables for the wave amplitude. In terms of the fast vari-
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ables, spatial structure is defined seperately from the time as the resultant en-
ergy equation will be time-averaged. f1(x, z) and g1(x, z) are spatially oscillatory
part of the first harmonic wave.
The zeroth mode signal does not show the characteristics of the propagating
wave so It does not have spatiotemporally structure, it could be denoted as
follows,
u0 = A0u(T ) f2(x, z). (4.46)
w0 = A0w(T )g2(x, z). (4.47)
After defining the primary frequency wave, first harmonic wave and the mean
flow, let’s write down the momentum equations in terms of the pressure gradi-
ent, the convective term and the diffusive term. The purpose of the following
analysis is to understand the nonlinear generation mechanism caused by the
incident and the reflecting primary internal wavebeam overlap. Having said
these, it is based on the assumption that the energy of the primary frequency
wave is much higher than the harmonics and the mean flow, therefore while
calculating the diffusive and convective terms, the effect of the mean flow and
the harmonics are neglected. The momentum equation is expressed in terms of
the convective and diffusive operators:
∂u
∂t
+ N(u) = − 1
ρ0
∇p + D(u) + Fg. (4.48)
where N(u) is the convective operator, D(u) is the diffusive operator. Let’s
calculate first the nonlinear operator N(u) in x momentum equation for the con-
ditions given above,
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u
∂u
∂x
= (ui + ur)
∂(ui + ur)
∂x
= kx(Aiu(X,Z,T ) cos(φi)+
Aru(Xr,Zr,T ) cos(φr))(A
i
u(X,Z,T ) sin(φi) + A
r
u(Xr,Zr,T ) sin(φr)).
(4.49)
Note that the variation in the amplitude is much smaller than the oscilla-
tory part as it is modelled with slow variables so that the effect is negligible as
dAi/dx = dAi/dXi << 1.
w
∂u
∂z
= (wi + wr)
∂(ui + ur)
∂z
= kz(
kx
kz
Aiu(X,Z,T ) cos(φi)−
kx
kz
Aru(Xr,Zr,T ) cos(φr))(−Aiu(X,Z,T ) sin(φi) + Aru(Xr,Zr,T ) sin(φr)).
(4.50)
Based on this computation, in total it could be written as follows,
u
∂u
∂x
+ w
∂u
∂z
= kxAiuA
r
u(sin(φi + φr) + sin(φi − φr)) =
kxAiuA
r
u(sin(2kxx − 2ωt + φ0) + sin(−2
∫ z
0
kz(z′)dz′ − φ0).
(4.51)
The same derivation is also done for the convective operator in z momentum
equation,
u
∂w
∂x
+ w
∂w
∂z
= kzAiuA
r
u(sin(φi + φr) − sin(φi − φr)) =
kzAiuA
r
u(sin(2kxx − 2ωt + φ0) − sin(−2
∫ z
0
kz(z′)dz′ − φ0)).
(4.52)
After calculating the convective operator N(u), let’s calculate the diffusive oper-
ator D(u),
∂2u
∂x2
+
∂2u
∂z2
= (k2x + k
2
z )(A
i
u cos(φi) + A
r
u cos(φr)). (4.53)
and also,
∂2w
∂x2
+
∂2w
∂z2
= (k2x + k
2
z )
kx
kz
(Aiu cos(φi) − Aru cos(φr)). (4.54)
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After calculating the convective and the diffusive terms, let’s derive seperate
energy equations for the first harmonic by taking the product of the first har-
monic velocity vector and the momentum equation. Each frequency can be
differentiated by using the orthogonality relation. The first harmonic velocity
vector is orthogonal to the terms that do not contribute to the generation of it,
therefore the evolution equation equation can be obtained for the first harmonic
seperately. To calculate the energy evolution of the first harmonic signal, let’s
multiply the momentum equation with the first harmonic velocity u2ω0 and time
average over one primary frequency period T ,
u2ω0(
∂u
∂t
+ N(u) = − 1
ρ0
∇p + D(u) + Fg). (4.55)
Note that u2ω0 is ortogonal to the every term at the right handside of the equa-
tion over one primary frequency period T as they are induced linearly by the
presence of the primary frequency signal. However, the time derivative and the
convective term is not. Let’s write the product of the first harmonic and the time
derivative explicitly:
A2ω0u (X
2ω0 ,Z2ω0 ,T ) f1(x, z) cos(2ωt)(
∂A2ω0u (X2ω0 ,Z2ω0 ,T ) f1(x, z)
∂t
cos(2ωt)
−2ωA2ω0u (X2ω0 ,Z2ω0 ,T ) f1(x, z) sin(2ωt))
+A2ω0w (X
2ω0 ,Z2ω0 ,T )g1(x, z) cos(2ωt)(
∂A2ω0w (X2ω0 ,Z2ω0 ,T )g1(x, z)
∂t
cos(2ωt)
−2ωA2ω0w (X2ω0 ,Z2ω0 ,T )g1(x, z) sin(2ωt)).
(4.56)
Note that the primary frequency and the mean flow is not included as it will
vanish after the time averaging. After time averaging, it reduces to the follow-
ing:
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1
4
∂((A2ω0w g1(x, z))2 + (A
2ω0
u f1(x, z))2)
∂t
(4.57)
Note that again the variation in amplitude is much smaller than in the os-
cillatory part so the amplitude can be assumed constant over one wave period.
Let’s perform the time averaging on the product of the first harmonic velocity
and the convective operator,
u2ω0N(u) = A2ω0u kxA
i
uA
r
u sin(2kxx − 2ωt + φ0) sin(2kxx + φ0) cos(2ωt)+
A2ω0w kzA
i
uA
r
u(sin(2kxx − 2ωt + φ0))g1(x, z) cos(2ωt).
(4.58)
This form of the product of the convective operator and the first harmonic signal
indicates that depending on the phase difference and the position in x direction,
the rate of the first harmonic energy generation changes. To show it more clearly,
let’s decompose sin(2kxx − 2ωt + φ0),
sin(2kxx − 2ωt + φ0) = sin(2kxx + φ0) cos(2ωt) − cos(2kxx + φ0) sin(2ωt). (4.59)
Let’s time average it over one primary frequency period T by using the identi-
ties given above:
2 < u2ω0N(u) >= kxA2ω0u A
i
uA
r
u sin(2kxx + φ0) f1(x, z) + kzA
2ω0
w A
i
uA
r
u sin(2kxx + φ0)g1(x, z).
(4.60)
Let’s combine the equation (4.57) and (4.60) to form the initial evolution of
the first harmonic signal:
1
2
∂((A2ω0w g1(x, z))2 + (A
2ω0
u f1(x, z))2)
∂t
= −kxA2ω0u AiuAru sin(2kxx + φ0) f1(x, z)
−kzA2ω0w AiuAru sin(2kxx + φ0)g1(x, z).
(4.61)
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This equation can be simplified even further and solved but let’s focus on what
it suggests in terms of physics. First, the left-hand side clearly shows that the
excitation of harmonic is dependent on the phase difference of the overlaping
part of the incident and the reflecting primary frequency of the internal wave
beam. Moreover, the excitation of the first harmonic signal is dependent on the
product of the amplitude of the incident internal wave beam Aiu and the reflect-
ing internal wave beam Aru. The effect of variable stratification is implied by the
slow variables and kz(z). These amplitudes are also correlated with the kinetic
energy of the internal wave beam therefore if the incident wave energy and the
reflecting wave energy accumulates on a particular region it will enhance the
first harmonic generation. In our case, the overlap region inside the pycnocline
corresponds to that.
The same derivation can be done to capture the mean flow content. Let’s
multiply the momentum equation with the mean velocities u0,
u0(
∂u
∂t
+ N(u) = − 1
ρ0
∇p + D(u) + Fg). (4.62)
Again, when it is time averaged, every term on the right-hand side will van-
ish as they are linearly induced by the presence of the primary frequency wave
and it is functionally orthogonal to the mean velocities. Taking that into account,
the time averaging operation will reduce it to the following equation:
1
2
∂((A0u f2(x, z))
2 + (A0wg2(x, z))
2)
∂t
= −kxA0uAiuAru sin(−2
∫ z
0
kz(z′)dz′ − φ0) f2(x, z)
+kzA0wA
i
uA
r
u sin(−2
∫ z
0
kz(z′)dz′ − φ0)g2(x, z).
(4.63)
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This equation can be solved after further simplifications, however it also
gives an insight about the spatial excitation of the mean flow structure. Finally
it suggests that the excitation of the mean flow is dependent on the product of
the amplitude of the incident internal wave beam Aiu and the reflecting internal
wave beam Aru.
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CHAPTER 5
RESULTS
After understanding the underlying physics and developing the numerical
analysis tools, those tools are applied to the thin pycnocline cases where h/λx =
0.1 for r = 2, 4, 6, 8, 10. Note that r = Nmax/N1 and h is the pycnocline thickness.
The highest energy transfer to the first harmonic is observed at r = 6 case and the
highest energy transfer to the mean flow is observed at r = 4 case for Re = 530.
To reduce the effect of the viscous loss, the Reynolds number is increased to
5300. The thin pycnocline case is chosen intentionally as it shows the highest
energy transfer to the harmonics experimentally [9],[3]. In the case of reduced
viscosity, the effect of the wave steepening slightly observed as the Reynolds
number Umaxλx/ν = 530 is increased to 5300. However, it did not cause the
wavebreaking for r = 2, 4, 6 cases. Nonetheless, the order of the spectral filter is
decreased to provide the stability, as the solution has blown up for r = 8, 10 in
the reduced viscosity without changing the order of the spectral filter. But the
change in viscosity did not affect the ray paths and the analysis tools developed
previously as it comes from the linear theory mentioned previously.
5.1 Energy Evolution along IWB Path
The internal wave beam is excited at the lower layer by a virtual forcing pedal
which has Gaussian profile centered around a particular location. That type
forcing region also leads to a Gaussian profile for the velocity at that cross-
section. This allows us to capture the most of the energy flux within six wave-
lengths.
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Figure 5.1: Energy flux profile on the center of the Gaussian forcing region
for r = 6 and h/λx = 0.1, Re = 530
The internal wave beam reaches its peak energy flux not at the center of the
forcing region, but 0.7λx distance after that center of forcing along the group
velocity vector direction. Besides, as expected, the effect of nonlinearity is neg-
ligible up to a point where the effect of pycnocline started being felt.
As shown in the figure (5.2), the total energy flux decays 10% due to viscous
dissipation till it reaches the entry of the triangular region. The same profile is
observed for r = 2, 4, 8, 10 along IWB. Note that s = 0 is the center of the forcing
region shown in the figure (3.1) and it increases along IWB path. In the case
of the reduced viscosity, the viscous dissipation along IWB is reduced to 2% of
the total energy flux. However, as seen in the figure (5.5b), the effect of high
Reynolds number shows itself as a small disturbance in the energy flux for the
reduced viscosity case. It is still not very effective for r = 2, 4, 6, as mentioned
earlier, it leads to unstable solution for r = 8, 10 case. This problem is solved by
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Figure 5.2: Energy flux along the internal wave beam path (IWB) for r = 6
and h/λx = 0.1, Re = 530
adjusting the spectral filter.
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Figure 5.3: Total energy flux along the internal wave beam path (IWB) for
r = 6 and h/λx = 0.1, Re = 530 vs Re = 5300
5.2 Energy Balance inside The Triangular Region
The energy influx into the triangular region is provided by the flux from the
IWB path. The total influx is approximately 90% of the peak energy flux for high
viscosity cases. It is approximately 98% of the peak energy flux for the reduced
viscosity. However, the effect of nonlinearity changes for different pycnocline
strengths. It also affects the viscous loss, therefore the amount of the reflecting
energy. To verify the energy balance, the energy budget table is prepared. In the
energy budget table, the ratio of how much energy flux transferred or dissipated
at each case is given.
Let’s define the corresponding coefficients. TRI = Ftri/Fmax which is the ratio
of the energy flux transmited to triangular zone to the maximum energy flux
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along IWB. The transmission coefficient TR = Ftr/Fmax which is the ratio of the
energy flux transmited to pycnocline to the maximum energy flux along IWB.
The viscous loss coefficient VIS = Fvis/Fmax which is the ratio of the energy loss
due to viscous dissipation along triangular zone to the maximum energy flux
along IWB. The reflection coefficient REF = Fre f /Fmax which is the ratio of the
energy flux reflected back to the lower layer at first reflection to the maximum
energy flux along IWB which occurs around s = 0.5λx as shown figure (5.2). The
reflection coefficient RAD = Frad/Fmax which is the ratio of the energy flux re-
radiated back to the lower layer along pycnocline to the maximum energy flux
along IWB.
r 2 4 6 8 10
TRI 0.91 0.881 0.877 0.9 0.856
TR 0.0116 0.3 0.288 0.134 0.13
VIS 0.162 0.346 0.388 0.55 0.479
REF 0.747 0.235 0.201 0.214 0.244
RAD 0.0094 0.189 0.2 0.00759 0.01
Table 5.1: The energy budget table for Re = 530
Note that TRI = TR + VIS + REF as the energy is conserved. As the results
suggest the maximum energy transfer into pycnocline occurs at r = 4 for Re =
530 case. However, this does not give a clear idea about the content of the energy
reaching the pycnocline in terms of frequency distribution. The viscous loss
is more dominant for the stronger pycnocline cases. In the reduced viscosity
simulations, its effect diminished though it is not halted. It affects the amount
of the energy transferred to the pycnocline considerably. Additionally, The first
harmonic generation is noticeable inside the triangular zone.
As figure (5.4) shows the first harmonic generation becomes noticeable to-
wards the end of the triangular zone though it reaches its peak in the entry
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Figure 5.4: Energy flux evolution inside the triangular region r = 6 and
h/λx = 0.1, Re = 530
region of the downstream pycnocline. As for the reduced viscosity case, the
table is given (Table 5.2).
r 2 4 6 8 10
TRI 0.97 0.98 0.95 0.792 0.856
TR 0.012 0.394 0.33 0.11 0.14
VIS 0.094 0.21 0.34 0.123 0.15
REF 0.856 0.247 0.248 0.169 0.25
RAD 0.007 0.296 0.11 0.00534 0.018
Table 5.2: The energy budget table for Re = 5300
The viscous dissipation is reduced for r = 2, 4, 6 as expected for Re = 5300
even though its effect is still considerable as the pycnocline strength increases.
However, r = 8 and r = 10 cases do not confirm the energy conservation. As
mentioned before, the simulations for r = 8 and r = 10 has blown up for the
same filter order used for r = 2, 4, 6 in the reduced viscosity simulations. They
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Figure 5.5: Energy flux evolution along IWB for Re = 5300 a) r = 2, h/λx =
0.1 b) r = 4, h/λx = 0.1
converged to a stable solution when the order of the filter is reduced. The effect
of the unstable growth could be observed along IWB as well for those cases.
The spectral filtering causes energy loss within the triangular region due to
the unstable growth. This is the reason why TRI , TR + VIS + REF for those
cases. It means spectral filter acts on the scale of hte wavelengths λx and λz.
The unstability is induced by higher Reynolds number for the reduced viscosity
simulations. It is more amplified for r = 8 and r = 10 cases. A significant part of
energy is lost in the spectral filtering operation.
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5.3 Numerical and Analytical Viscous Decay Models
The simplified analytical model is developed both to verify the numerically
calculated viscous dissipation approximately and to observe the effect of the
varying pycnocline strength. Based on the equation (4.19), the internal wave
amplitude decays roughly exponentially exp(−c ∫ N2dξ) with increasing pycno-
cline strength. Although the results coming from the analytical model is calcu-
lated using numerical integration to consider the effect of the change in group
velocity and the wave amplitude variation along the group velocity direction.
The numerical integration of the analytical model starts at the point where the
energy flux reaches its peak which is around 0.5λx far from the center of the
forcing region. To make an appropriate comparison of the analytical model and
the numerical calculation done by using the simulation data, they started being
compared when the energy flux reduces to level of the energy flux into the tri-
angular region as there is no specified triangular region for the analytical model
(see Figure A.1).
Note that the vertical line in figure (5.6) show the location where the trian-
gular region starts. However, the analytical model can not capture the effect of
the reflection. In the cases where the reflecting energy is stronger, the analytical
model shows more deviation from the actual viscous dissipation. In r = 2 case,
the reflecting energy is stronger so that the analytical model diverges from the
numerically calculated viscous dissipation.
The main motivation to develop analytical model is to have an approximate
numerical result for the viscous dissipation and have an idea about how the
strength of the pycnocline affects the viscous dissipation. These results are not
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Figure 5.6: Analytical and numerical viscous dissipation for r = 4 and
h/λx = 0.1, Re = 530
used to do the energy budget analysis (See Appendix A.1).
5.4 First Reflection
The first reflection occurs when the incident internal wave beam reaches the re-
flection level where ω = N(zr). The reflecting part of the internal wave beam
triggers the nonlinear interactions. It deposits some part of its energy due to
nonlinear interations. The group velocity vector for the reflecting primary fre-
quency wave beam changes its sign in z direction and it stays same in x di-
rection. The magnitude of the group velocity vector for the reflecting internal
wave beam is independent of the reflecting internal wave energy as it is de-
rived from the dispersion relation which is a function of the wave frequency ω,
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Figure 5.7: Analytical and numerical viscous dissipation for r = 2 and
h/λx = 0.1, Re = 530
the wavenumber vector ~k and the background BV frequency N(z). However the
dependence on the background BV frequency results in the accumulation of the
reflecting internal wave beam energy in some regions where the group velocity
decelerates.
The accumulation of the internal wave energy occurs in the incident internal
wave beam. That accumulation is particularly stronger in the overlap region of
the incident and the reflecting internal wave beam. As it is shown earlier, the
generation of the harmonics and the mean flow is dependent on the product of
the incident internal wave beam amplitude Ai and the reflecting internal wave
beam amplitude Ar. As the figure (5.8) shows, the reduction in the magnitude
of the group velocity in z direction increases as the pycnoline gets stronger. The
reduction in the group velocity leads to an accumulation in the pycnocline re-
gion which amplifies the nonlinear interactions. In that nonlinear interaction,
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Figure 5.8: The group velocity profile in z direction for r = 2, 4, 6, 8, 10.
the first harmonic and the mean flow are generated. Both the incident and the
reflecting internal wave beam transfer some part of its energy into the harmon-
ics and the mean flow.
Note that in figure (5.9), s = 0 starts at the reflecting edge of the triangular
region shown in the figure (3.3) and it increases along the reflecting group veloc-
ity vector propagating downwards. However, some part of the reflecting wave
leaves the triangular region. The part of energy flux reflected back into the lower
layer after the first refletion decays viscously as it propagates downwards.
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Figure 5.9: The evolution of the reflecting energy in lower Layer for r = 6
and h/λx = 0.1,Re = 530.
5.5 Energy Flux Evolution inside The Pycnocline
After the incident internal wave beam reaches the pycnocline, it interacts with
the reflecting internal wave beam. This nonlinear interaction generates the first
harmonic and the mean flow. The ray path of the first harmonic and the primary
frequency wave is harder to track. For that reason, the energy flux evolution is
observed using vertical cross-sections. Besides, as shown in the figure (5.8) the
group velocity in z direction Cgz decelarates in the pycnocline. It leads to the
incident and reflecting wave energy accumulation inside the pycnocline.
As the equations (4.61) and (4.63) show, the nonlinear interactions are de-
pendent on the product of the incident and the reflecting internal wave beam
amplitude. As the strength of the pycnocline increases, the group velocity in z
68
Figure 5.10: The energy distridution of the primary frequency wave for
r = 6 and h/λx = 0.1 and Re = 530.
direction decreases as shown in the figure (5.10) so that it leads to even higher
the wave energy accumulation. However, at the same time, the wavenumber
increases and it leads to higher viscous dissipation. The optimal conditions for
the nonlinear interaction between the incident and the reflecting internal wave
beam occurs around r = 6 for h/λx = 0.1 and Re = 530. Even under optimal
conditions, the energy flux transferred to the first harmonic is 4% of the max-
imum energy flux along IWB. Just after it reaches its peak, it decays over one
horizontal wavelenght λx. The majority of the first harmonic signal dissipation
occurs due to the viscous dissipation. However, the first harmonic signal also
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nonlinearly interacts with the primary frequency wave and it also causes en-
ergy transfer both back into the primary frequency and the second harmonic [5].
The same generation mechanism applies for the higher order harmonics, even
though it may become evanescent depending on the strength of the pycnocline
due to N < nω restriction. Besides, the effect of the viscous dissipation inside
pycnocline will be even stronger on higher order harmonics as they have higher
wavenumbers. Numerically calculated higher order harmonics are also negli-
gible. The optimal configuration for the mean flow generation occurs at r = 8
for h/λx = 0.1 and Re = 530. The maximum mean flow energy is around 3% of
the maximum energy flux along IWB. Even though the mean flow signal is not
strong it survives further inside pycnocline as it is not affected by the strength
of the pycnocline as the internal wave signals are affected which is explained in
detail in the next paragraph.
70
[a] [b]
[c] [d]
[e]
Figure 5.11: Energy flux evolution inside pycnocline for Re = 530 a) r = 2,
h/λx = 0.1 b) r = 4, h/λx = 0.1 c) r = 6, h/λx = 0.1 d) r = 8,
h/λx = 0.1 e) r = 10, h/λx = 0.1. s = 0 corresponds to entry of
pycnocline downstream.
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In the table 5.1, the energy flux evolution is normalized with respect to the
maximum energy flux along IWB for that particular case. Besides, the optimal
configuration for the mean flow generation occurs around r = 8 for h/λx = 0.1
and Re = 530. Differing from the first harmonic signal, the mean flow sur-
vives further inside the pycnocline as it does not show oscillatory motion as the
harmonics and the primary frequency wave do. The optimal configuration is
achieved by the balance between the viscous loss and the accumulation of the
energy inside the pycnocline. The harmonic generation could be enhanced by
decreasing the viscosity. To observe the effect of the viscous loss, the Reynolds
number is increased to Re = 5300. As the viscosity calculation shows, it sig-
nificantly reduces the viscous loss along IWB, however it does not affect the
viscous dissipation inside the triangular region as much. Nonetheless, it still
increases the energy flux into the downstream pycnocline. For the reduced vis-
cosity simulations, the optimal configuration is again achieved at r = 6 for the
first harmonic generation. The amount of the energy flux transferred to the first
harmonic is around 6% of the maximum energy flux along IWB. Even though
the first harmonic signal is noticeable, higher order harmonics are still negligible
in the reduced viscosity simulations as the effect of the viscosity is still strong
inside the pycnocline.
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Figure 5.12: Energy flux evolution inside pycnocline for Re = 5300 a) r = 2,
h/λx = 0.1 b) r = 4, h/λx = 0.1 c) r = 6, h/λx = 0.1 d) r = 8,
h/λx = 0.1 e) r = 10, h/λx = 0.1.s = 0 corresponds to entry of
pycnocline downstream.
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5.6 Re-Radiating Energy from Pycnocline
The majority of the wave energy is reflected back into the lower layer at the first
reflection. However, some part of the energy flux gets trapped inside the pyc-
nocline, the harmonics signal trapped inside the pycnocline can not re-radiate
back into the lower layer as it reaches another critical level of reflection around
the base of the pycnocline. There is also another critical level of reflection at the
top of the pycnocline, therefore the pycnocline acts as a wave-guide for the first
harmonic signal.
Figure 5.13: BV frequency profile for r = 6 and h/λx = 0.1 and The Top and
The Bottom Reflection Levels at which N(zr) = 2ω.
For the particular configuration, the harmonics energy can not re-radiate
back into the lower layer. However, it may interact nonlinearly with the pri-
mary frequency internal wave beam and it may transfer its energy to the pri-
mary frequency wave [5]. The energy flux transferred to the primary wave may
re-radiate back into the lower layer. This is the another way of how the energy
flux trapped inside the pycnocline dissipates. In the case of the reduced viscos-
ity, the energy flux re-radiating back into the lower layer increased negligibly
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Figure 5.14: The reradiating energy flux from the pycnocline for r =
2, 4, 6, 8, 10, h/λz = 0.1 and Re = 530.
as the total viscous dissipation does not change so that the re-radiating energy
flux stays similar to the high viscosity case.
Figure 5.15: The reradiating energy flux from the pycnocline for r =
2, 4, 6, 8, 10, h/λz = 0.1 and Re = 5300.
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CHAPTER 6
DISCUSSION
Briefly, harmonics and mean flow are generated by the inciedent and the reflect-
ing internal wave beam overlap. The harmonic and the mean flow generation
is derived analytically in the framework of the colliding internal waves [5]. The
same generation mechanism occurs in the case of pycnocline, the interaction be-
tween the incident and the reflectin internal wave beam generates them. Free-
slip surface reflection case is a useful starting point to analyze the generation
mechanism inside the pycnocline. Differing from the free-slip surface reflec-
tion case, internal wave beam starts refracting in the entrance of the pycnocline
which complicates the physics. The primary frequency incident wave reaches
the reflection level and it reflects back into the lower layer. However, the inci-
dent and the reflecting internal wave beam interacts in the overlap region. To
isolate the effect of the internal wave beam overlap from the internal wave re-
fraction, it should be analyzed in a uniform stratification and in the presence
of the reflection surface. In the previous research, this situation is simulated
and the result are generated for an internal wave beam propagating with 45◦
angle. It simply simulates the effect of the beam overlap. Nonetheless, it is not
very useful to understand the harmonics generation for the angle of propoga-
tion analyzed 45◦. As mention before, harmonic signal becomes evanescent due
to N < nω restriction. The harmonics generation could also be observed for
lower angle of propartion. However, it is very useful to verify the structure of
the mean flow generated by the internal wave beam overlap. The nonlinear
forcing due to the incident and the reflecting beam overlap is derived in the
equations (4.31), (4.35). These equation show that the mean flow should have
sinusoidal structure with a wavelength λz/2. The results presented in the figure
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(6.1) verifies the effect of the incident and the reflecting beam overlap.
Figure 6.1: xz-contours of mean horizontal velocity < u >, normalized by
its maximum observed magnitude in space, (a) at t/T = 30 for
T01, and (b) at t/T = 45 for T07, in the wave reflection zone. The
prediction by inviscid weakly nonlinear theory19 for a same
wave geometry as T01, is shown in (c). The reflecting surface is
at the top boundary of each contour plot and the centerline of
the wave beam intersect with the surface at x = 0. The superim-
posed white dashed line is the contour of temporally averaged
local intensity of wave kinetic energy ρ0(< u2 > + < w2 >)/2 at
120%of the corresponding value on the centerline of the inci-
dent (reflected) beam outside the reflection zone [7].
Even though the presence of the pycnocline complicates the situtaion, the
generation mechanism is the same. In the case of pycnocline, there is a reflection
layer instead of the free slip surface. It causes the internal wave reflection. At
the reflection level, the background BV frequency N matches the internal wave
frequency ω. After that reflection occurs, the incident and the reflecting beam
interact inside the overlap region as it is schematically shown in figure (1.3). The
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Figure 6.2: Mean energy intensity for Re = 530 a) r = 2, b) r = 4.
similar physics for the generation mechanism happens in the case of the pycno-
cline. However, the presence of the pycnocline changes both orientation and the
magnitude of the group velocity which causes the wave refraction and the accu-
mulation of the internal wave energy in some layers in which the group velocity
decreases when the simulation reaches steady-state. The internal wave energy
amplitude also increases with that energy accumulation in that particular layer.
The internal wave accumulation occurs both for the incident and the reflecting
internal wave beam. In our case, the group velocity in z direction decreases
considerably inside the pycnocline as shown in figure (5.8). The harmonics and
the mean flow generation is dependent on the product of the incident and the
reflection internal wave beam amplitude as given in the equations (4.61), (4.63).
However the total energy accumulation is not just dependent on the varying
group velocity. The internal wave amplitude could diminish due to the viscous
losses. Those viscous losses are more effective inside the pycnocline as they are
strongly dependent on the background BV frequency as given in the equation
(4.19). Note that in the derivation of the equation (4.19), the effect of the reflec-
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tion in accounted.
In the balance between the effect of the varying group velocity and the vis-
cous losses, there is an optimal configuration for the nonlinear interaction. This
optimal confiugration can be roughly observed by checking the energy inten-
sity distribution of the internal wave field. As shown in the figure (6.2b), the
energy inside the pycnacline more intense than the energy along IWB for r = 6
and h/λx = 0.1. However, in the case of r = 2 and h/λx = 0.1, the energy accu-
mulation is not as high as r = 6 and h/λx = 0.1 as shown in the figure (6.2a).
As given in the figure (5.11), it directly affects the amount of the harmonic and
the mean flow energy generated. In the mean flow generation, it could also be
observed it has both forward and backward propagating parts. That type of
generation mechanicsm also observed in the colliding internal waves[5]. The
pycnocline also affects the fate of the harmonic generated for the particular an-
gle of propagation analyzed in the simulations, the first harmonic reaches the
reflection levels both at the base and the top of the pycnocline at which N = 2ω.
Because of this, the harmonics generated gets trapped inside the pycnocline.
It causes a reflection pattern of the harmonics inside the pycnocline. During
those reflections, it interacts nonlinearly with the primary frequency wave and
itself which generates the higher order harmonics and transfers energy into the
primary frequency wave. The higher harmonics decays rapidly due to viscous
effects. The energy transfered to the primary frequency wave may re-radiate
back into the lower layer. Because of this and the fact that the mean flow losses
less energy due to viscosity, the mean flow generated by the nonlinear interac-
tions survives longer inside the pycnocline as shown in the figures (5.12b) and
(5.11b). In the reduced viscosity simulation, the viscous loss decreased consid-
erably along IWB, however it is still very effective inside the pycnocline due to
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the focusing effect. In the reduced viscosity simulations, for r = 8 and r = 10,
initially simulation did not yield a stable solution. To figure it out, the order of
the spectral filter increased. It leads to a gap in the energy budget table.
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CHAPTER 7
CONCLUSION AND THE FUTURE WORK
7.1 Conclusion
Harmonic and mean flow generation is analyzed in the study. It is done by
analytical models and numerical simulations. Analytical model for the vis-
cous decay shows an agreement with numerically computed viscous dissipa-
ton despite the fact that it has some limitations like it can not capture the re-
flecting part of the internal wave beam. Moreover, the analytical model given
by equations (4.61), (4.63) is not solve analytically, however it still gives im-
portant insight about the mean flow and harmonic generation. It shows that
the rate of generation of both first harmonic and mean flow is correlated the
product of the incident and the reflecting internal wave beam amplitude. Ad-
ditionally, the amplitude of the internal wave is dependent on the amount of
the energy accumulated on the region. The presence of the pycnocline leads
to both energy accumulation around a particular region inside the pycnocline
and it also causes an internal wave reflection. The effect of the energy accu-
mulation increases with increasing r value as shown in figure (5.8). At the same
time, the stronger pycnocline cause higher viscous dissipation as it increases the
wavenumber which is also shown analytically. Nonetheless, analytical models
don’t give exact numerical results. In this way, the numerical simulations are
performed for r = 2, 4, 6, 8, 10 and Re = 530 at h/λx = 0.1. The optimal con-
figuration for the harmonic generation occurs are r = 6 in the thin pycnocline
h/λx = 0.1 for the mean flow and the harmonic generation in the balance of the
energy accumulation and the viscous loss. Some part of energy flux reflects back
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into lower layer in the first reflection and some re-radiates back into the lower
layer from the downstream pycnocline. The re-radiating part of the energy flux
is enhanced by the interaction between the primary frequency wave and the
first harmonics as it leads to and energy tranfer from the first harmonic to the
primary frequency wave. Since there is another reflection level at the base of
the pycnocline, only primary frequency wave can re-radiate back into the lower
layer. The top and the base reflection layers for the first harmonic acts as a wave
guide. The harmonic waves decays much faster than the mean flow as it shows
oscillatory behavior which leads to higher viscous losses. In the reduced vis-
cosity simulations, there is a significant reduction in the viscous loss along IWB,
however inside the pycnocline, the viscosity is still very effective. It still leads
to an increase in the first harmonic generation from 4% to 6% in r = 6 case, even
though it dissipates quickly in both Re = 530 and Re = 5300 cases. Even though
the mean flow generation at r = 4 case is not as strong, it survives further inside
the pycnocline. The rate of the first harmonic generation is also affected by the
phase difference between the incident and the reflected internal wave beam as
given in the equation (4.61). The same argument applies for the mean flow gen-
eration as given in the equation (4.63). In those equation wave amplitude is not
explicity dependent on the group velocities, however it is implicitly dependent
on them via slow variables given in the derivation.
7.2 Future Work
The ideas developed could be improved further. First, the analytical model can
be refined even further under further simplifying assumptions. One idea is to
use an heat kernel and integrate it along the Ray paths via the convolution in-
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tegral. It will gives us the Gaussianity required by the simulations. In terms
of the simulations, to observe the propagation of harmonics in the lower layer,
shallower angle of propagations could be run. In that case, the harmonics may
survive longer as the effect of the viscous losses are less dominant in the lower
layer. Furthermore, It is clearly observed viscous loss leads to significant en-
ergy loss. To get rid of the effect of viscous loss, inviscid simulations can be per-
formed. The effect of wave steepening on harmonics generation can be tested,
although it may cause an instability. In this study, the Coriolis effect and the
background shear is not included, however these effects are considerable in real
application. They can also be added to the current analysis. Moreover, the main
generation mechanism is found to be the incident and the reflecting internal
wave beam overlap, similar generation can be simulated by transverse localiza-
tion of IWB.
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APPENDIX A
SUPPLEMENTARY FIGURES
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[a] [b]
[c] [d]
[e]
Figure A.1: Viscous dissipation inside triangular region numerical vs ana-
lytical Calculations for Re = 530 a) r = 2, h/λx = 0.1 b) r = 4,
h/λx = 0.1 c) r = 6, h/λx = 0.1 d) r = 8, h/λx = 0.1 e) r = 10,
h/λx = 0.1.
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[a] [b]
[c] [d]
Figure A.2: Mean pressure velocity product for r = 2 and Re = 530a)
PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
Figure A.3: Mean pressure velocity product for r = 4 and Re = 530
a) PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
Figure A.4: Mean Pressure Velocity Product for r = 6 and Re = 530
a) PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
Figure A.5: Mean pressure velocity product for r = 8 and Re = 530
a) PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
Figure A.6: Mean pressure velocity product for r = 2 and Re = 5300
a) PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
Figure A.7: Mean pressure velocity product for r = 4 and Re = 5300
a) PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
Figure A.8: Mean pressure velocity product for r = 6 and Re = 5300
a) PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
Figure A.9: Mean pressure velocity product for r = 8 and Re = 5300
a) PUTotal/PUmax, b) PUω/PUmax, c) PU2ω/PUmax magnified, d)
PUmean/PUmax magnified.
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[a] [b]
[c] [d]
[e]
Figure A.10: Mean energy Intensity for Re = 530 a) r = 2, b) r = 4, c) r = 6,
d) r = 8, e) r = 10.
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APPENDIX B
THE VIRTAUL FORCING REGION
In the equations (2.1) and (2.2), the virtaul forcing terms are denoted as Fu
and Fρ. Let’s denote Fu for the forcing in x momentum equation and Fw for the
forcing in z momentum equation. The same formulation is used as Zhou and
Diamssis [7]:
Fu =
U f
T
(−F kz
kx
cos φ − ∂F
∂z
1
kx
sin φ +
∂F
∂x
kz
k2x
sin φ), (B.1)
Fw =
U f
T
F cos φ, (B.2)
Fρ = −
∣∣∣∣∣dρ¯dz
∣∣∣∣∣ U fω0T F sin φ. (B.3)
where φ = kxx − kzz − ω0t, U f is the reference velocity scale and T is the wave
period. The gaussian forcing region is used to excite the localized wave packets
[7].
F(x, z) = exp[− (x − xcen)
2
2σ2x
− (z − zcen)
2
2σ2z
]. (B.4)
The reference velocity is determined so that in the high viscosity simulations,
the wave steepness could be arranged for the appropriate values at which wave
would not steepen along IWB.
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