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We investigate the impact of community structure on information diffusion with the linear thresh-
old model. Our results demonstrate that modular structure may have counter-intuitive effects on
information diffusion when social reinforcement is present. We show that strong communities can
facilitate global diffusion by enhancing local, intra-community spreading. Using both analytic ap-
proaches and numerical simulations, we demonstrate the existence of an optimal network modularity,
where global diffusion require the minimal number of early adopters.
PACS numbers: 89.75.-k Complex systems; 89.65.-s Social and economic systems; 89.20.Ff Computer science
and technology
The study of information diffusion—fads, innova-
tions, collective actions, viral memes—is relevant to a
number of disciplines, including mathematical, physical
and social sciences, communication, marketing and eco-
nomics [1–6]. The most common approach is to focus on
the affinities between information diffusion and infectious
diseases spreading [7, 8]: a piece of information can travel
from one individual to another through social contacts
and the “infected” individuals can, in turn, propagate the
information to others, possibly generating a large-scale
diffusion event similar to an epidemic outbreak [9, 10].
In addition to classical epidemic models, two main types
of information diffusion models have been proposed: the
independent cascade model, which was initially adopted
to study the dynamics of viral marketing [11–15], de-
scribes information diffusion as a branching process; the
threshold model, originally proposed to study collective
social behavior [2, 16–18], incorporates the idea of ‘social
reinforcement’ by assuming that each adoption requires
a certain number of exposures. Although it is not yet
fully understood how the microscopic mechanisms under-
lying information diffusion differ from those in epidemic
spreading, it has been pointed out that social reinforce-
ment could be a crucial one: unlike epidemic spreading,
where each exposure acts independently, social reinforce-
ment provisions that each additional exposure to a piece
of information sensibly increases the probability of its
adoption [19–21].
Since information spreads through social contacts, the
structure of the underlying social network is a crucial
ingredient in modeling information diffusion. The role
of hubs and degree distribution have been studied ex-
tensively due to their critical role in epidemic spread-
ing [22–24]. Another obvious network feature that has
implications on information diffusion is the presence of a
modular structure. Several studies investigated the role
of communities in information diffusion [25–30], mostly
ignoring the effect of social reinforcement.
Epidemic spreading is hindered by the presence of com-
munities or modular structure, since this helps confining
the epidemics in the community of origin [25, 31]. This
may naturally lead to the expectation that the same
is true for information diffusion, given the similar ap-
proaches used in modeling epidemic and information dif-
fusion. However, recent empirical work suggested that
modular structure may, counterintuitively, facilitate in-
formation diffusion [21]. Other studies also proposed that
network modularity plays a more important role in infor-
mation diffusion than in epidemics spreading [6, 19, 32].
These findings reinforce the need to systematically ex-
plore how mechanisms like social reinforcement interact
with the ubiquitous presence of modular structure in the
underlying network.
In this letter we use the linear threshold model—which
incorporates the simplest form of social reinforcement—
to systematically study how community structure affects
global information diffusion. It is worth stressing that
both cooperative interactions (as those provisioned by
social reinforcement) and modular structure are common
in a variety of phenomena. The results described here
could be, therefore, directly relevant in several different
areas. Examples include neural networks [33], systems
with Ising-like dynamics evolving on a non-homogenous
substrate [34], and more in general in the study of phe-
nomena that can be interpreted in terms of spreading.
We here expose two roles played by modular structure:
enhancing local spreading and hindering global spread-
ing. Strong communities facilitate social reinforcement
and thereby enhance local spreading [6, 21]; weak com-
munity structure makes global spreading easier, because
it provides more bridges among communities. We show
that there exists an optimal balance between these two ef-
fects, where community structure counterintuitively en-
hances—rather than hinders—global diffusion of infor-
mation. This draws a parallel with the ‘small world’ phe-
nomenon, where the presence of a small number of short-
cuts greatly reduces the average path length of the net-
work while maintaining high clustering [35]. In informa-
tion diffusion, a small number of bridges between commu-
nities allows inter-community diffusion while maintaining
intra-community diffusion.
We adopt the linear threshold model to account for
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2recent observations and experiments that demonstrated
the impact of social reinforcement in information diffu-
sion [6, 19–21]. Let us formally define the linear threshold
model first. Consider a set of N nodes (agents) connected
by M undirected edges. The state of an agent i at time
t is described by a binary variable si(t) = {0, 1}, where
1 represents the ‘active’ state and 0 the ‘inactive’ one.
At time t = 0 a fraction ρ0 of randomly selected agents,
or ‘seeds,’ is initialized in the active state. At each time
step, every agent’s state is updated synchronously ac-
cording to the following threshold rule:
si(t+ 1) =
{
1 if θki <
∑
j∈N (i) sj(t),
0 otherwise,
where θ is the threshold parameter, ki is the degree of
node i, and N (i) the set of i’s neighbors. This rule im-
plies that: (i) the dynamics is deterministic; (ii) once a
node becomes active, it will remain so forever; and, (iii)
if si(t + 1) = si(t) for all nodes, then the system is in a
steady state. The linear threshold model exhibits various
critical behaviors. For instance, there is a critical thresh-
old parameter at which a single active node can trigger a
macroscopic cascade [17]; there also exists a sharp transi-
tion, at a constant threshold parameter, from an inactive
state where no diffusion occurs, to an active state with
global diffusion, triggered at a critical fraction of initially
active nodes [36]. In the following, we focus on the lat-
ter transition based on the number of seeds and let θ
constant.
To systematically investigate the impact of community
structure, we prepare an ensemble of networks with two
communities with varying degree of strength, using the
block-model approach [37–39]. First, half of the nodes
are randomly selected and assigned to community A,
and the other half are assigned to community B. Then,
(1 − µ)M links are randomly distributed among node
pairs in the same community and µM are randomly dis-
tributed among node pairs that belong to different com-
munities (see Fig. 1). The parameter µ controls the
strength of the community structure: a large value of
µ yields more links between the two communities and
thus a weak community structure. Finally, we plant the
seeds in A, assuming that the diffusion originates from
the community A.
Let us introduce two analytic approaches—mean-field
(MF) and tree-like (TL) approximations—to understand
the behavior of our system. We first assume that the
underlying network has a given degree distribution p(k)
but is otherwise random. We aim to compute the final
density of active nodes (ρ∞) given the initial density of
seeds (ρ0). When there is no community structure, using
the mean-field approximation, ρ∞ can be computed as
(a)µ=0.03 (b)µ=0.12 (c)µ=0.3
FIG. 1. Example of networks with different degrees of clus-
tering µ. Parameters values are set to N = 100, M = 750,
and n = 2.
the smallest stable solution of the equation:
ρ∞ = ρ0 + (1− ρ0)
∞∑
k=1
p(k)
k∑
m=dθke
(
k
m
)
ρm∞(1− ρ∞)k−m.
(1)
The probability that a node of degree k is in the active
state at stationarity is the sum of two contributions: (i)
the probability that the node is active at t = 0 (ρ0); and,
(ii) the probability that the node is not active at t = 0
(1 − ρ0) but has at least θk active neighbors at t = ∞
(the second summation). The sum over k accounts for
the different degrees a node may have. The equation can
be solved iteratively.
Now let us extend Eq. 1 to deal with networks with
communities. While it is easy to generalize it for arbi-
trary configurations of communities, here we focus on the
case with two communities. In such a case, the equations
for the fraction of active nodes ρA (resp., ρB) in the com-
munity A (resp., B) can be written as:
ρA(B)∞ = ρ
A(B)
0 + (1− ρA(B)0 )
∞∑
k=1
p(k)
×
k∑
m=dθke
(
k
m
)
(qA(B))m(1− qA(B))(k−m), (2)
where ρ
A(B)
0 is the density of seeds in the community
A(B), and qA(B) = (1 − µ)ρA(B)∞ + µρB(A)∞ is the prob-
ability that a neighbor of a node is active, which is the
sum of: (i) the probability that the neighbor is in the
same community (1− µ) and is active (ρA(B)∞ ); and, (ii)
the probability that it is in the other B(A) community
(µ) and is active (ρ
B(A)
∞ ). Finally, ρ∞ = (ρA∞ + ρ
B
∞)/2.
A more sophisticated framework adopts the tree-like
(TL) approximation [26, 40]. It approximates the under-
lying network with a tree of infinite depth and assumes
that the nodes at level n are only affected by those at
level n − 1. The fraction of active nodes in community
A(B) is computed using an auxiliary variable y
A(B)
∞ ob-
tained by the following iteration over all the levels in the
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FIG. 2. The tradeoff between intra- and inter-community
spreading. Stronger communities (small µ) facilitate spread-
ing within the originating community (local) while weak com-
munities (large µ) provide bridges that allow spreading be-
tween communities (global). There is a range of µ values that
allow both (optimal). The blue squares represents ρA∞, the
final density of active nodes in the community A, and the red
circles represents ρB∞. The parameters for the simulation are:
ρ0 = 0.17, θ = 0.4, N = 131056, and z = 20.
tree:
y
A(B)
n+1 = ρ
A(B)
0 + (1− ρA(B)0 )
∑
k
k
z
p(k)
×
k−1∑
m=dθke
(
k − 1
m
)
(yA(B)n )
m(1− yA(B)n )k−1−m, (3)
where z is the average degree and y
A(B)
n = (1−µ)yA(B)n +
µy
B(A)
n . The fraction of active nodes is given by:
ρA(B)∞ = ρ
A(B)
0 + (1− ρA(B)0 )
∞∑
k=0
p(k)
×
k∑
m=dθke
(
k
m
)
(yA(B)∞ )
m(1− yA(B)∞ )k−m. (4)
We now address the issue of how communities affect
information diffusion by first highlighting the trade-off
due to the strength of communities. As µ decreases,
nodes in A have increasingly more neighbors in A. Thus,
the number of seed nodes to which nodes in A are ex-
posed also increases because the seeds exist only in A
(ρA0 = 2ρ0 and ρ
B
0 = 0). In other words, strong commu-
nities enhance local spreading. By contrast, the spread-
ing in community B is triggered entirely by the nodes
in A, as ρB0 = 0. Therefore, larger µ (smaller modular-
ity) helps the spreading of the contagion to community
B. The fact that large modularity (smaller µ) facilitates
the spreading in the originating community, but small
modularity (larger µ) helps inter-community spreading,
raises the following question: is there an optimal mod-
ularity that facilitates both intra- and inter-community
spreading?
Fig. 2 demonstrates that there is indeed a range of val-
ues of µ that enables both. In the blue range (“local”),
strong cohesion allows intra-community spreading in the
originating community A; in the red range (“global”),
weak modular structure allows inter-community spread-
ing from A to B. The interval where blue and red overlap
(purple, “optimal”) provides the right amount of modu-
larity to enable global diffusion. Here the modularity
is large enough to initiate the local spreading and small
enough to induce inter-community spreading. If µ is too
small, the contagion cannot propagate into B, even if A
is fully saturated, because there are not enough inter-
community bridges. If µ is too large, although there are
enough bridges, ρB∞ ' 0 because the modularity is too
small to initiate intra-community spreading from A.
Let us analyze the issue more into detail. Fig. 3
summarizes our results, derived analytically by MF and
TL approximations, and by numerical simulations. In
our numerical simulations, we compute the mean of ρ∞
across 1,000 runs of the model, each assuming a different
realization of the network and of the seed nodes. We fix
the threshold (θ = 0.4) throughout all simulations. We
discuss the effect of various values of the threshold and
other parameters, including number of communities and
more general degree distributions in the supplementary
material.
Fig. 3 (a) shows the phase diagram with three phases:
no diffusion (white), local diffusion (blue), and global dif-
fusion (red). As expected, a cross-section for µ = const.
shows that ρ∞ is an increasing function of ρ0. The sys-
tem undergoes a sharp transition for a broad range of
values of µ, including the case in which communities are
absent (µ = 1/2) [36]. The behavior of ρ∞ as a function
of µ is more interesting, in that it exhibits qualitatively
different patterns depending on ρ0.
Fig. 3 (b,c) illustrates a set of possible scenarios, us-
ing both numerical simulations and analytic calculations.
For small values of ρ0 (black, ρ0 = 0.10), nodes are hardly
activated even in the originating community; the activa-
tion essentially fails to propagate, regardless of µ. By
increasing ρ0 (blue, ρ0 = 0.13), one reaches a threshold
where the contagion can spread to the whole originating
community if µ is sufficiently small. However, when a
critical value of µ is exceeded, the internal connectivity
becomes insufficient to spread the contagion to the whole
originating community. As the originating community is
not saturated, the diffusion does not spread to the other
community as well. In this situation there is no overlap
between the blue and red area in Fig. 2.
A larger value of ρ0 (red, ρ0 = 0.17) finally allows
the global diffusion. The range of values of µ that al-
lows full activation in the originating community is even
further extended (fewer internal links are needed), un-
til a sufficient number of links can be spared to induce
full activation in the second one. If, however, the num-
ber of intra-community links becomes too small (large
µ), the activation fails to spread in the originating com-
munity and therefore it cannot be transmitted over the
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FIG. 3. (a) the phase diagram of threshold model in the
presence of community structures with N = 131056, z = 20,
and θ = 0.4. There are three phases: no diffusion (white),
local diffusion that saturates the community A (blue), and
global diffusion (red). The dotted and dashed lines indicate
the values of ρ0 shown in (b) and (c). (b) the cross-sections of
the phase diagram (dotted lines in (a)). TL (solid lines) shows
excellent agreements with the simulation while MF (dotted
lines) overestimate the possibility of global diffusion. (c) the
cross-sections represented in dashed lines in (a).
entire network, despite the increased number of cross-
community links. The above reflects in a finite, inter-
mediate range of community strength that allows global
spreading.
Even larger values of ρ0 (red and magenta) simply ex-
tend the range of µ for which the activation of the entire
network is achieved. When ρ0 becomes larger than the
critical value for the transition in networks without com-
munities, increasing µ never blocks the local spreading,
and thus the global diffusion always happens as long as
the network has enough bridges. Notice that ρ∞ is al-
ways larger for intermediate values of µ with respect to
the no-community case (µ = 1/2) and indeed full acti-
vation can be obtained in an ample set of values of ρ0
if µ is properly chosen. The smallest value of µ that
allows full activation of the second community is essen-
tially independent of ρ0, if ρ0 is sufficiently large: once
the first community is fully active it is only a matter of
providing sufficient external links, therefore the precise
value of ρ0 does not matter. Specifically, using the TL
formulation and the present value of θ, we obtained that
µc ' 0.2175 requires the minimal amount of seeds com-
patible with global diffusion. The value of µ for which
the decay of ρ∞ sets in, instead, results from not having
sufficient internal links to achieve full activation of the
originating community given the initial seed. The value
of µ depends therefore on ρ0.
Although we here present results only for the case of
random networks with two communities and a specific
value of θ, our results are more general. In the supple-
mentary material we provide evidence that our results
are robust under changes in the number of communi-
ties and assuming degree distributions more general than
that induced by the random arrangement of links de-
scribed above. Our results include experiments run on
LFR benchmark graphs [38] that provision for a power
law degree distribution both for the degree and the size of
multiple communities. It is also worth stressing that both
the MF and TL methods are flexible enough to handle
arbitrary (and community-specific) degree distributions,
and arbitrary inter-community connectivity patterns. To
adapt MF to this general case one would need to replace
(e.g., in the equation for ρA∞ in Eq. 2) p(k) with the spe-
cific degree distribution of community A and qA with∑
J∈C pAJρ
J
∞, where C is the set of communities and pAJ
is the probability that a link departing from a node in A
ends in J . In the supplementary material, we also provide
evidence that our results are qualitatively unchanged by
varying the system size N , the average degree z, and
other parameters. Finally, our results are also robust
for changes in the threshold θ for a pretty wide range of
values (see supplementary material).
In summary, our analysis shows that there exists an
optimal strength of community structure that facilitates
global diffusion. We demonstrate that the presence of
the right amount of community structure may, counter-
intuitively, enhance the diffusion of information rather
than hinder it. A tight community, with its high level of
internal connectivity, can act as an incubator for the lo-
calized information diffusion and help to achieve a critical
mass. Information can then spread outside the commu-
nity effectively as long as sufficient external connectiv-
ity is guaranteed. Our results enrich the growing body
of literature that stresses the influence of the commu-
nity structure in a large number of processes, includ-
ing epidemics, viral marketing, opinion formation, and
information diffusion. Our findings can be generalized,
and offer insights to understand recent empirical obser-
5vations, such as the counterintuitive behavior of infor-
mation diffusion in clustered networks [21], or the strong
link between viral memes and the community structures
in Twitter [6]. Further work is needed to understand how
our observations hold if different mechanisms of trans-
mission are considered, or a richer and more complex
organization of communities is assumed.
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SUPPLEMENTARY MATERIAL
Introduction
The study of diffusion and spreading processes—such
as epidemic spreading, fads, diffusion of innovations, and
viral memes—is a fundamental topic in a number of dis-
ciplines, including mathematical, physical and social sci-
ences, communication, marketing and economics. In this
paper, we investigate how information diffusion is af-
fected by network community structure using the linear
threshold model. We simulate information diffusion as
following: at time t = 0, a fraction ρ0 of randomly se-
lected agents, ‘seeds’, in one of the communities is initial-
ized in the active state. At each time step, agents’ states
are updated synchronously if the fraction of its neighbors
who are already in the active state will be greater than
the adoption threshold (θ). Using analytical approaches
and numerical simulations, we demonstrate the existence
of nontrivial optimal modularity, where global cascades
require the minimal number of early adopters.
In the present supplementary material we corroborate
broaden the scope of our findings by reporting additional
results on a wide range of configurations and parameter
spaces. Specifically, we vary the threshold parameter θ,
the average degree (and therefore clustering coefficient)
z, the network size N , the number of communities, the
degree distribution, and the community size distribution.
Results
Average degree and clustering coefficient
Figure 4 shows results with various values of average
degree. The change in average degree does not change
the behavior of the dynamics. As the average degree
increases, the optimal value of µ also increases.
FIG. 4. The phase diagram of the threshold model using TL
in the presence of community structures for different z and
θ = 0.4.
FIG. 5. (a) The phase diagram of the threshold model using
simulation in the presence of community structure with N =
1024, z = 200, and θ = 0.4.
Figure 5 demonstrates that strong clustering hardly
changes the qualitative behavior of the system. In this
simulation clustering coefficient for µ = 0.23 is 0.226 and
for µ = 0.01 is 0.38.
Disassortative (bipartite) mixing
Figure 6 shows the phase diagram across the whole pa-
rameter range of µ. An interesting pattern emerges: the
minimum ρ0 value that gives rise to a global cascade in-
creases until around µ = 0.45 and decreases thereafter,
while the optimal mixing parameter remains around 0.25.
The global cascade for large values of µ is explained
by a qualitatively different dynamical scenario: rather
than developing in the originating community and then
spreading in the second, adoption spreading alternates
longitudinally between the two communities thanks to
the increased level of connectivity among them.
6FIG. 6. The phase diagram of threshold model using TL in the
presence of community structure, with z = 20 and θ = 0.4.
Figure shows three regions in which µ < 0.5 (assortative;
modular), µ = 0.5 (random) and µ > 0.5 (dissasortative;
bipartite).
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FIG. 7. The phase diagram of the threshold model, derived
through simulations, in the presence of community structure
for different network sizes, with z = 20 and θ = 0.4.
Network size
Figure 7 shows that the size of networks does not affect
our results.
Number of communities
We have repeated our calculation on networks with
varying number of communities. We considered both
the case in which intra and extra-commuity connectiv-
ity is random (analogously to the case discussed in the
FIG. 8. The phase diagram of threshold model in the TL
approximation with different number of communities.
manuscript) and the more general case of networks gen-
erated by the so-called LFR benchmark graphs [38]. The
LFR benchmark framework is commonly used in testing
community detection algorithms because it can generate
more realistic—with heterogeneous degree and commu-
nity size distribution—networks. Figure 8 demonstrates
that the optimal modularity behavior persist when the
number of communities is larger than two (see also [41]
for a similar observation). Figure 9 shows that it is pos-
sible to observe the same qualitative behaviors in LFR
networks in which degree distribution and community
size distribution are generated from power-law functions.
It is worth to emphasize that increasing the number
of community can affect other parameters such as adop-
tion threshold. More community requires smaller adop-
tion threshold to complete the cascade since increases in
number of community leads to decrement in the number
of bridges among communities.
Adoption threshold
Adoption threshold θ controls how easy for the con-
tagion to spread. Figure 10 (TL approximation) and 11
(simulation) shows the phase diagrams for various values
of θ. They demonstrate that qualitatively similar be-
havior can be observed across a wide range of threshold
values which extends up to approximately θ = 0.5. In-
terestingly, if θ > 0.5, the behavior changes qualitatively.
When the threshold is very large, higher value of µ allows
global cascade earlier. The initial cascade happens only
when the seed size is large and modularity is very high
(µ ' 0) or very low (µ ' 1). When the modularity is very
high, the cascade does not extend beyond the originating
community. By contrast, strong disassortative structure
allows a cascade to spread in a longitudinally alternating
way between the two communities.
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FIG. 9. The behavior of threshold model in the presence
of community structures generated by LFR benchmark, with
N = 25000, z = 10, t1 = 2.5 (degree exponent), t2 = 1.5
(community size exponent), kmax = 30 and θ = 0.3. LFR
benchmark generates more realistic networks with community
structures. The degree distribution may have a power-law dis-
tribution (with exponent t1 and degree cutoff kmax). The size
of the communities may also follow a power-law distribution
(with exponent t2).
FIG. 10. The phase diagram of threshold model using TL in
the presence of community structures with z = 20 for different
values of θ.
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