Abstract. We study a block triangular preconditioner for finite element approximations of the linearized Navier-Stokes equations. The preconditioner is based on the augmented Lagrangian formulation of the problem and was introduced by the authors in [SIAM J. Sci. Comput., 28 (2006), pp. 2095-2113. In this paper we prove field-of-values type estimates for the preconditioned system which lead to optimal convergence bounds for the GMRES algorithm applied to solve the system. Two variants of the preconditioner are considered: an ideal one based on exact solves for the velocity submatrix, and a more practical variant based on block triangular approximations of the velocity submatrix.
together with suitable boundary conditions. Problem (1.1) arises from the linearization of the unsteady Navier-Stokes equations describing a viscous, Newtonian incompressible fluid with kinematic viscosity ν > 0. The unknown quantities in (1.1) are the velocity field u and the pressure p; the forcing term f , which represents external forces (such as gravity), is given. The parameter α is positive and proportional to the reciprocal of the time step for unsteady problems; it is zero in the steady case. We assume that the convection coefficient a is sufficiently smooth and divergence-free (div a = 0). For the purpose of theoretical analysis we will also assume, without loss of generality, that a L ∞ = 1.
Considerable effort has been devoted to the development of efficient solvers for linear systems arising from discretizations of problem (1.1). Such linear systems are of saddle point type and require specialized techniques for their efficient and robust solution. Several preconditioners for Krylov subspace methods have been proposed and analyzed; see [1] and [9] for broad overviews of this active field of research.
Recently, a promising approach based on the augmented Lagrangian (AL) formulation [10] has been proposed in [2] and further studied in [3, 4, 16] ; see also [18] . The preconditioners studied in these papers are of block triangular type. The extensive numerical experiments reported in these papers indicate that such preconditioners result in h-independent convergence (where h denotes the discretization parameter) and rather good robustness even for very small viscosity. Some theoretical results have been given in [2] and [3] in the form of eigenvalue bounds for the preconditioned matrices. While these bounds are useful, for instance, in the choice of the augmentation parameter (see [4] ), they do not say much about the convergence behavior of preconditioned Krylov subspace methods such as GMRES [17] . Indeed, as is well known, knowledge of the eigenvalues alone is generally not sufficient to characterize the convergence of Krylov iterations applied to nonnormal matrices, and it may even be misleading in some cases.
In this paper we make use of field-of-values (FOV) estimates [14, 15] to prove the observed h-independent performance of block triangular preconditioners for the AL formulation of the discrete Oseen problem. In the "ideal case" where linear systems associated to the velocity submatrix in the preconditioner are solved exactly, we prove that preconditioned GMRES converges at a rate independent of all problem parameters h, ν, and α. For the modified (inexact) variant of the preconditioner introduced in [3] we establish h-independent convergence of GMRES.
The remainder of the paper is organized as follows. In section 2 we make some assumptions and preliminary observations on the finite element (FE) approximation of (1.1). The algebraic problem, its AL formulation, and the block triangular preconditioner are described in section 3. Some useful bounds for the Schur complement of the original saddle point system are derived in section 4. The main results are given in section 5 for the ideal version of the preconditioner and in section 6 for the modified one. Section 7 contains some closing remarks.
The finite element approximation.
Let {T h } h>0 be a family of triangulations of Ω in the sense of [6] . For the sake of analysis we assume the standard regularity condition to be satisfied by {T h }:
where ρ(K) is the radius of the ball inscribed in K. Note that we allow locally refined meshes. We assume conforming FE spaces
In order to avoid the repeated use of generic but unspecified constants, here and in the remainder of the paper the binary relation x y means that there is a constant c such that x ≤ c y, and c does not depend on the parameters which x and y may depend on, e.g., ν, α, and h. Obviously, x y is defined as y x, and x y when both x y and y x. For α, γ ≥ 0 consider the following bilinear form on (
where P h is the L 2 orthogonal projector from L 2 into Q h . The FE method for the Oseen problem is based on the weak formulation:
Due to the obvious equalities
the solution of (2.2) does not depend on γ, although the coefficient matrix of the system does.
For further study of the algebraic properties of the system we need some results from FE analysis. To this end, we introduce the following scalar products and norms (based on the symmetric part of a(u h , p h ; v h , q h )): 
with some positive mesh-independent constants
.
Proof. Consider the auxiliary norm
with a parameter σ > 0 such that
Due to Lemma 3.1 in [11] there exists a constant σ satisfying (2.6) such that
Thus the lower bound in (2.4) follows from (2.7) and
The estimate (2.5) follows from the definition of a(·, · ; ·, ·) and (2.3) through the application of the Cauchy-Schwarz and Friedrichs inequalities in a straightforward way:
where C F denotes the constant in the Friedrichs inequality.
3. Algebraic problem and preconditioning. Let {φ i } 1≤i≤n and {ψ j } 1≤j≤m be bases of V h and Q h , respectively. Define mass matrices for velocity and pressure elements,
and the matrices
We shall use the following notation:
with an auxiliary m × m matrix W , assumed to be symmetric and positive definite. With this notation and the natural ordering of unknowns, the linear algebraic system corresponding to the FE problem (2.2) takes the following form for γ = 0:
The augmented Lagrangian (AL) approach from [2] consists first of replacing the original system (3.1) with the equivalent one
followed by preconditioning (3.2) with a block triangular preconditioner of the form
Here and in what follows A γ denotes a preconditioner for the velocity block A γ . A typical choice for W is a diagonal approximation of M p ; see [2] . Using the main diagonal of M p works well in practice [19] . Remark 3.1. For W = M p the matrix A γ is the coefficient matrix of the FE problem (2.2) for any γ.
As was mentioned in the introduction, eigenvalue bounds for P −1 γ A γ have been established in [2] and [3] . The present paper is concerned with FOV-type bounds for P −1 γ A γ which lead to rigorous convergence estimates for GMRES. For this purpose we need a few more technicalities introduced below.
For a symmetric positive definite matrix H we define the H-inner product of two vectors u and v by u, v H := Hu, v , with the corresponding vector and induced matrix norm. Given two symmetric positive definite matrices H 1 ∈ R n1×n1 and H 2 ∈ R n2×n2 and a matrix C ∈ R n2×n1 , we will use the following notation for the norm of C as an operator from R n1 to R n2 :
B is a symmetric positive definite matrix and therefore invertible. We need a few specific scalar products and corresponding norms:
The corresponding norms on R n+m are denoted by z a = {u, p} a and 
with the same constants C 1 and C 2 as in (2.4) and (2.5).
For
The convergence of the preconditioned GMRES method in the product norm can be estimated as [7] (3.7) r
where r k is the kth residual vector from R n+m .
Some bounds for S 0 .
In this section we prove and discuss some bounds for the Schur complement of the original (nonaugmented) saddle point problem,
and its inverse. These results are important for our further analysis. We note that in some situations (e.g., in the case of enclosed flow) the discrete divergence operator B does not have full row rank, making S 0 singular. In this case, S −1 0 is to be understood as the Moore-Penrose generalized inverse S † 0 . Similarly, when taking the infimum of the generalized Rayleigh quotient S 0 q, q / q 2 M , we consider only vectors q in the orthogonal complement of the null space of S 0 . In order to keep the notation simple, these conventions will be tacitly assumed in what follows.
We begin with the following lemma. Lemma 4.1. The following bounds hold:
This can be rewritten as
Therefore the FE counterparts q h ∈ Q h of q and p h ∈ Q h of p satisfy the following relations for all r h ∈ Q h , v h ∈ V h , and an auxiliary u h ∈ V h :
The estimate in (4.2) is proved below with the help of the following identity [8] :
S .
Recall that A = A S + N , A S = αM u + νD is the symmetric part of A (discretization of −νΔ + αI), and N is the skew-symmetric part of A (discretization of (a · ∇)). To show (4.2) we first note the estimate
With the help of (4.4) and (4.5) we obtain
where we have used sp(·) to denote the spectrum. For a given w ∈ R n and u = A
−1
S N w consider their FE counterparts w h , u h ∈ V h , respectively. Then it holds that
Setting v h = u h and applying the Cauchy-Schwarz and Young inequalities, we get
Hence, by the Friedrichs inequality and a L ∞ = 1, we obtain
and we have proved
Estimates (4.6), (4.7), and (4.8) yield the estimate in (4.2).
The best constant C S from the estimate
plays an important role in our convergence analysis. Below we prove some theoretical bounds for this constant and perform a few numerical experiments to assess the actual value of C S and check its dependence on problem parameters. The lemma below gives the most general bound, which is valid for general convection fields, boundary conditions, and FEs; however, it can be nonoptimal in terms of ν and α.
Lemma 4.2. The constant C S satisfies (4.10)
Proof. For arbitrary q ∈ R m and p = S
where q h ∈ Q h is the FE counterpart of q and p h ∈ Q h together with some auxiliary
With the help of the LBB condition (2.1) and the Cauchy-Schwarz inequality and using
and a L ∞ = 1, we get from the second relation in (4.3)
The LBB condition can be reformulated as follows: For a given q h there exists w h ∈ V h such that Setting v h = u 0 h in the second relation of (4.13) and using the first one, we obtain
With the same arguments as in (4.11) and applying (4.12) and the Friedrichs inequality, we estimate
(4.14)
Combining (4.12) and (4.14), we get through the triangle inequality
Now (4.11) and (4.15) give
which completes the proof. Next, we argue that in general the bound in (4.10) can be pessimistic for the case of α → 0. Indeed, assume that the problem admits Fourier analysis, i.e., a is a constant vector and periodic boundary conditions are imposed; then the action of S
Thus, in such a setting it holds that
Therefore, we get (4.16)
which does not blow up for ν → 0 and α → 0 in contrast to (4.10). It is interesting to point out that the ν, α-dependence scenario from (4.16) can be shown to hold in somewhat more general cases than the periodic one. For example, (4.16) can be proved to hold on the continuous level in the case of mixed boundary conditions in a bounded domain: u · n = 0, (∇ × u) × n = 0 on ∂Ω. However, a is still assumed to be a constant vector.
Below we show results of experiments where we have computed S is governed by the two parameters r 1 and r 2 . Unless otherwise stated we set r 1 = 4 and r 2 = 0.1; the generated velocity field is shown in Figure 1 .
To produce numerical results we use two FE pairs, one with continuous pressure approximation and the other with discontinuous pressure approximation. These are, respectively, the isoP2-P1 and isoP2-P0 FE pairs. Both are LBB stable in the sense of (2.1); see [13] . We use the uniform west-north triangulation of Ω = (0, 1)
2 . Values of h in the tables below are √ 2 times the radius of the pressure element, while the velocity is piecewise linear with respect to a two times finer grid. Note that A −1 is a dense matrix, and so is S 0 ∈ R m×m . Hence, the computational cost for finding S Tables 1  and 2 . We put α = 0 and vary ν from 1 down to 1e-7. For these test problems the 0 M p M and thus C S are of order 1 except for some growth for the case of the Poiseuille flow and extremely small viscosities. It is important to note that the results for such small values of ν are purely of academic interest, since in practice such flows no longer have an equilibrium state and time-stepping schemes have to be adopted for the computations, leading to α > 0. Also, for large mesh Reynolds numbers a stabilization is often added in practice. We do not study how these additional mesh-dependent stabilizing terms affect the results. In general, such terms add some extra numerical diffusion; therefore we do not expect any substantial growth of S Table 3 . We note that increasing r 1 further would not make sense, since a computationally affordable mesh size h would not resolve the layer.
Analysis for exact AL approach.
In this section we analyze the ideal case, in which A γ = A γ . Although not very practical, analyzing this case is useful as it provides a "best case scenario" in terms of convergence behavior of AL-based preconditioners.
Concerning the exact AL approach we prove the following main result. 
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Proof. By the definitions of μ(·) and matrices A γ and P, (5.1) is equivalent to
The key is to show the following estimates for the Schur complement matrix of the augmented system:
Here and below we make use of the identity (cf. 
Using the spectral equivalence of W and M p , we obtain (5.4) from (5.6) and (4.1). Next, we show (5.5). Using (5.6), we find
By the triangle inequality and the spectral equivalence of W and M p , we get
Estimates (5.7) and (5.8) imply
The second term in the numerator on the right-hand side of (5.9) can be handled (due to Lemma 4.1) as follows: (5.10) inf
Now from (5.9) and (5.10) we get
is monotonically increasing. Therefore, based on (4.9) we finally get (5.12) inf
This proves (5.5).
Owing to the definition of the product ·, · −a , together with the spectral equivalence of W and M p and the estimates (5.4) and (5.5) for the Schur complement, the bounds in (5.2) and (5.3), and hence the theorem, will follow from the lower bounds
By simple eigenvalue estimates the quantities on the left-hand sides of (5.13) and (5.14) are easily shown to be greater than or equal to 
for some positive constant c independent of h and other parameters. In particular, for the choice γ C S (this choice satisfies the restriction γ α + ν + ν −1 due to Lemma 4.2), we get
where q < 1 is independent of h and other problem parameters.
The foregoing convergence result sheds some light on the optimal choice of γ. Indeed, the eigenvalue analysis in [2] shows that
where μ i are the generalized eigenvalues of
Then, applying estimates for μ i from [8] (for the case α = 0), one concludes that it is sufficient to set γ = O(ν −1 ) to ensure that all nonunit eigenvalues of
, a > 0, in the complex plane, with a, A, b, B independent on ν and h. However, all numerical results we are aware of suggest that γ = O(1) is already sufficient for parameter-independent convergence. The present analysis shows that the overestimation comes from applying the eigenvalue bounds of [8] , which are likely nonoptimal. Within our analysis the same choice of γ = O(ν −1 ) appears only if one assumes the bound of C S from Lemma 4.2 to be optimal, which may not be true for many flows of interest, as suggested by the Fourier analysis and numerical experiments of section 4.
6. Analysis for modified AL preconditioner. We need some further notation and definitions. Consider the natural block structure of A γ (for simplicity we consider the two-dimensional case, although the results below hold for the threedimensional case as well):
We define the preconditioner
where
and ρ is an additional parameter which is introduced for the sake of analysis. First we need a few auxiliary results given in the following lemmas. Lemma 6.1. For all C, D ∈ R n×n with D symmetric positive definite it holds that
Proof. This simple result can be shown as follows:
We recall that A S is the symmetric part of Consider the FE counterparts of u and w, that is, u h and w h from V h (V h is the FE space for one component of the velocity, so
Using the definition of the matrices involved, checking (6.2) is equivalent to showing that
Since A 11 u = A T 12 w, the functions u h and w h satisfy the relation
Letting u h = v h in (6.4) and using the Cauchy-Schwarz inequality and P h ≤ 1 (since P h is an L 2 orthogonal projector), one verifies (6.3) for any γ ≤ c ν for some mesh-and parameter-independent constant c.
The arguments for proving the third inequality in (6.1), i.e., A
≤ κ, are the same with the only difference being the minus sign in front of ((a·∇) u h , v h ) in (6.4) . This sign does not matter, since the term cancels out for the choice of v h = u h . The second and fourth inequalities in (6.1) are proved similarly.
Consider now the following representations for the preconditioned velocity blocks: Consider the natural splitting:
Hence for (6.6) it is sufficient to show that (6.7)
By the definition of A S and C 1 , the first inequality in (6.7) is equivalent to
The latter holds by Lemma 6.2. To show the second inequality in (6.7), we apply Lemma 6.2 once again through the following decomposition:
With the help of Lemma 6.2, the bound for C in (6.5) is proved by arguments similar to those used above to show (6.6) . For the analysis of the inexact AL preconditioner we apply Theorem 3.9 of [15] . For the reader's convenience we give this result below in the notation of our paper.
Theorem 6.4 (see [15] ).
hold with some positive mesh-independent constants
with some mesh-independent constants a 1 , a 2 , provided that
We remark that the proof of this result in [15] gives the following sufficient lower bound on ρ 0 :
The main result of this section is the following theorem. Theorem 6.5. For any ν > 0 and α ≥ 0 and sufficiently small γ > 0 and large enough ρ, the preconditioned GMRES method with modified AL preconditioner satisfies the convergence estimate
with some h-independent positive constant q < 1. Proof. We shall use the result of Theorem 6.4. The estimates (6.8) and (6.9) were already shown in (3.5) and (3.6) with mesh-independent constants C 1 and C 2 estimated in Lemma 2.1. Thus, it remains to show (6.10), (6.11) with some meshindependent constants μ a , Γ a and μ s , Γ s .
First we check (6.10). Based on the splitting A γ A −1 γ = I − C and Lemma 6.3, one finds for sufficiently small γ > 0
with some mesh-independent κ ∈ (0, 1). Thus we check that (6.10) holds with some mesh-independent constants μ a and Γ a . Now we turn to proving (6.11). For the choice of W = M p the bounds in (6.11) are equivalent to
Thanks to the lower bound for the Schur complement of the augmented system in (5.5), for the first inequality in (6.13) it is sufficient to show that (6.14)
γ B T , the inequality (6.14) follows from
Now we note that for γ ν it holds that A S u, u 
To show (6.15) we apply Lemma 6.3:
where κ is a mesh-independent constant less than 1. Thus, the first inequality in (6.11) is proved. The second inequality in (6.11) is proved by the following argument. For W = M p we get 
Setting v h = u h in (6.19) immediately gives (6.18) with C 1 = ν This completes the proof.
7.
Conclusions. In this paper we have used field-of-values analysis to establish rigorous convergence bounds for GMRES with various AL-based preconditioners of block triangular type applied to the discrete Oseen problem. In particular, we proved that for suitable choices of the parameter γ the GMRES method with the ideal (exact) AL preconditioner converges at a rate independent of both the mesh size h and the viscosity ν. For the modified (inexact) AL preconditioner, the GMRES rate of convergence is proved to be h-independent. Thus, the theory developed in this paper provides a rigorous justification for the convergence behavior observed in practice and reported in the papers [2, 3, 4] .
