In this paper, we propose a new approach to constructing confidence sets for the timing of structural breaks. This approach involves simulating marginal "fiducial" distributions of break dates from the likelihood function through Markov-chain Monte Carlo methods. We compare our proposed approach to asymptotic and bootstrap confidence sets and find that it performs best in terms of producing short confidence sets with accurate coverage rates. Our approach also has the advantages of i) being broadly applicable to different patterns of structural breaks, ii) being computationally efficient, and iii) requiring only the ability to evaluate the likelihood function over parameter values, thus allowing for many possible distributional assumptions for the data. In our application, we investigate the nature and timing of structural breaks in postwar U.S. Real GDP. Based on marginal fiducial distributions, we find much tighter 95% confidence sets for the timing of the so-called "Great Moderation" than has been found in previous studies.
Introduction
In this paper, we propose a new approach to constructing confidence sets for the timing of structural breaks in economic time series.
1
Our proposed approach involves simulating marginal "fiducial" distributions of break dates from the likelihood function. The practical implementation of this approach utilizes Markov-chain Monte Carlo (MCMC) methods that have been widely used for posterior simulation in the Bayesian literature. Indeed, the resulting confidence sets are the same as Bayesian highest-posterior-density (HPD) credible sets given noninformative priors. However, we take a strictly classical viewpoint with respect to our inferences about the confidence sets by considering their coverage accuracy and expected length across repeated samples.
In order to motivate our use of "fiducial" distributions to construct confidence sets, it is necessary to discuss fiducial inference, which was first developed by Fisher (1930) and involves making probability statements about parameters, with the probabilities being proportional to the likelihood function and having a frequentist interpretation.
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While the idea of making probability statements directly about parameters is antithetical to the standard classical viewpoint, it has long been understood that there can be, in certain settings, a close relationship between fiducial confidence sets and classical confidence sets. In particular, in the case of a single parameter for which a pivotal test statistic is available, fiducial confidence sets and the classical confidence sets based on inverting the test statistic will be the same, even if their interpretation is different.
3
Thus, our strategy here is to use fiducial distributions as a means of generating a classical estimator for a confidence set, much in the same way as a likelihood function is used to generate a classical estimator for a model parameter.
1 Because our approach can produce disconnected subsets of possible break dates, we prefer the terminology of "confidence set" to "confidence interval", although we still refer to "length" rather than "size" of a confidence set to make it clear that we are considering inferences about a single parameter, rather than a multi-dimensional confidence region.
2 For more details about fiducial inference, see Fraser (1961a,b) . Barnett (1999) provides an accessible and in-depth discussion of the issues surrounding fiducial inference in his textbook on comparative methods of statistical inference. Recently, Hannig (2006) argues for the fiducial approach as a tool for deriving classical inference procedures, which is the strategy we take in this paper.
3 A "pivotal" test statistic has a known distribution that is independent of the model parameters. For example, a t-statistic in a simple linear regression model with exogenous regressors and serially uncorrelated errors is pivotal because it has a Student-t distribution that only depends on sample size and the number of regressors, not on the values of model parameters.
Our proposed approach can be related to some existing methods for constructing confidence sets. It is most directly analogous to Sims and Zha (1999) , who consider Bayesian credibility sets based on noninformative priors as a means of constructing classical "error bands" for impulse response functions in structural Vector Autoregressive (VAR) models. On a more general level, our approach has a similar motivation to bootstrap methods for constructing confidence sets (see, for example, Kilian (1999) and MacKinnon (2002) ). Specifically, while bootstrap confidence sets will only be exact when based on a pivotal quantity, they appear to perform well, and notably better than confidence bands based on asymptotic distributions, in settings when a bootstrap distribution approximates finite-sample distributions that are close to being pivotal. Along these lines, we consider the possibility that a marginal fiducial distribution provides an even better approximation for finite-sample distributions that are even closer to being pivotal. Meanwhile, because our approach uses marginal distributions, it can also be related to the extensive testing literature in which nuisance parameters are integrated out of the likelihood (see, for example, Andrews and Ploberger (1994) ).
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Indeed, our approach is directly motivated by Elliott and Müller (2007) , who propose constructing confidence sets for the timing of structural breaks by inverting a test statistic for which nuisance parameters have been integrated out.
In the specific setting of making inferences about the timing of structural breaks, we compare our fiducial distribution (FD) approach to a range of asymptotic and bootstrap methods. In terms of asymptotic methods, Bai (1997) provides the standard approach to constructing a confidence interval for a single break, Bai, Lumsdaine, and Stock (1998) consider multivariate models, and Bai and Perron (2003) allow for multiple structural breaks. Elliott and Müller (2007) show that Bai's approach attains very low coverage rates when structural breaks in parameters are small and they propose an approach, mentioned above, that is based on inverting sequential tests over the parameter space of break dates. Their approach attains more accurate coverage rates than Bai's approach, but at the cost of much longer confidence sets. Meanwhile, in terms of bootstrap methods, we are motivated, in part, by Diebold and Chen (1996) 's comparison of asymptotic and bootstrap methods for testing the existence of structure change. They find that, especially for smaller samples and persistent dynamics, the bootstrap approximation to the finite-sample distributions of these tests is usually more accurate than the asymptotic approximation. Here, we use bootstrap methods to construct confidence sets for the break dates themselves, assuming the presence of structural breaks. In terms of bootstrap methods, we consider constructing confidence sets using a "bootstrap percentile" approach, a "bootstrap standard error" approach, a "bootstrap inverted likelihood ratio (LR)" approach, and an approach based on a bootstrap of Bai's (1997) asymptotically pivotal statistic.
In order to compare the various methods of constructing confidence sets for break dates, we conduct Monte Carlo analysis of coverage accuracy and expected length. This analysis suggests that in finite samples with structural breaks of the kind hypothesized for economic time series such U.S. real GDP, the FD and bootstrap inverted LR approaches generally perform best in terms of producing relatively short confidence sets with accurate coverage rates compared to nominal confidence levels. Indeed, for sample sizes of 320 and 640, which can be compared with 238 observations for postwar quarterly real GDP between 1947:Q1 and 2005:Q2, the confidence sets for these two likelihood-based approaches are approximately from about a half to one fourth as long as those of other methods, while always maintaining exact coverage rates.
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For example, while Elliott and Müller's inverted test approach succeeds in having accurate coverage rates, the average length of confidence sets for the timing of a break in long-run growth is 40 periods for a sample size of 320 versus only 15 periods using the FD approach. Meanwhile, as discussed in Elliott and Müller (2007) , Bai's confidence sets attain too low coverage rates compared to the nominal confidence levels.
The Monte Carlo analysis supports the use of likelihood-based confidence sets for the timing of structural change. Beyond this analysis, however, there are additional practical 5 Perhaps, from a Bayesian perspective, we should not be too surprised that both the FD and bootstrap inverted LR bootstrap approaches have exact coverage in these Monte Carlo experiments. While they are implemented in different ways, both are directly based on the shape of the likelihood function. Thus, they are both directly linked to Bayesian credibility bands given noninformative priors. If the noninformative priors are appropriate from an "objective" Bayesian point of view, such that the posterior probabilities in a given experiment are correct in a "fair bet" sense conditional on the data, then it follows that the frequentist coverage across experiments will also be correct. We discuss this interpretation in more detail in the next section.
reasons to use likelihood-based confidence sets and the FD approach in particular.
First, the FD approach is broadly applicable in the sense that we can easily consider structural breaks in different parameters occurring at different dates. This more complicated pattern of structural breaks has been hypothesized for U.S. real GDP and other macroeconomic time series. In particular, Kim and Nelson (1999) and McConnell and Perez-Quiros (2000) detect the break date of the volatility deduction in 1984:Q1, while Zivot and Andrews (1992) and others find that there is a trend break in 1972:Q2 in the unit root literature. Watson (1996, 2002) show that most of U.S. macroeconomic data are unstable and have volatility changes. Among the methods considered here, only the FD and bootstrap approaches can construct confidence sets for different break dates of different parameters, such as a mean and a variance changing at different points of the sample. However, in this setting, the bootstrap approaches produce multi-dimensional confidence regions, rather than confidence sets for each of the individual structural breaks. To get a confidence set for a specific break date, we would need to integrate out other break dates, but the integration is generally infeasible for a bootstrap.
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By contrast, integrating out break dates and other parameters is a straightforward feature of the FD approach.
Second, although bootstrap methods are available for general settings, the FD approach is much more computationally efficient, especially for more complicated structural changes (e.g. respective breaks in mean and variance). Suppose, for example, we have 100 observations for an econometric model with two parameters such as a constant and a variance and both parameters have structural breaks, but at different dates. Implementing bootstrap methods for this model is computationally costly because for each bootstrap data set we would need to consider 10,000 (=100×100) combinations of two break dates and estimate break dates as well as model parameters, a mean and a variance before and after breaks, simultaneously by 6 In principle, one could consider an inverted LR approach based on the likelihood profile with respect to one break at a time. That is, the likelihood could be calculated for all different possibilities of one break date, while maximizing the likelihood with respect to the other parameters and break dates. However, in the case of multiple break dates, there is a conceptual issue in terms of which possibilities to consider for one break date given the possibilities for the other break dates. For example, suppose the likelihood is maximized with structural breaks in periods 10 and 20. The likelihood profiles for each break date will have two peaks of equal height with the given break occurring in either period 10 or in period 20 and the other break estimated to have occurred in period 20 or period 10. Meanwhile, in the context of the bootstrap inverted LR approach, the calculation of the likelihood profile for every break in every bootstrap sample would be computationally impractical.
maximum likelihood estimation (MLE).
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In the case of 199 bootstraps, which is a relatively small number of artificial samples, we would need to conduct MLE 1,990,000 (=199×10,000) times. To give a sense of this number, even if it takes just a second per estimation, 1,990,000 cases would take more than 23 days.
Third, the FD approach requires only the ability to evaluate the likelihood function over parameter values and potential break dates. Thus, it can be applied given any econometric model with a specified likelihood function (e.g. models with normal distributions, Student-t distributions, Poisson distributions, and so on). While the bootstrap inverted LR approach is also available, in principle, for any specified likelihood function, computational difficulties become an issue again. This is because numerical optimization over the entire parameter space can be challenging for non-normal models due to irregularities in the likelihood surface.
By contrast, the evaluation of the likelihood for the FD approach via MCMC methods can be broken down into more manageable steps. Also, we only need to evaluate the likelihood for the actual data, as opposed to considering restricted and unrestricted likelihoods for the actual data and for each bootstrap sample in the case of the bootstrap inverted LR approach.
For our application, we examine the nature and timing of structural breaks in postwar U.S. real GDP. First, we apply sequential tests to determine the number and types of structural breaks. Then, for each break, we employ the various methods of constructing confidence sets considered in our Monte Carlo analysis to make inferences about their timing. Under the assumption of a unit root, we find support for the Great Moderation in the form of a variance reduction in quarterly growth rates, with the maximum likelihood estimate of the break in 1984:Q1 and a narrow 95% confidence set, 1982:Q1 to 1984:Q4, based on the FD approach. Notably, this 95% confidence set is smaller than the 67% confidence set based on Bai's (1997) approach reported in Stock and Watson (2002) . Meanwhile, given a unit root, we find no significant evidence of a break in the long-run growth rate, so we do not construct a confidence set for such a break in this case. On the other hand, under the assumption of trend stationarity, we do find significant evidence of a structural break in the form of a reduction in drift, with the maximum likelihood estimate of the break in 1969:Q1. However, 7 In practice, as discussed in greater detail in the next section, we would need to exclude some portion of the beginning and end of the sample space to avoid a severe distortion in our inferences. However, the number of combinations would still be large. 
Methods
In this section, we provide details of our proposed FD approach to constructing confidence sets for the timing of structural breaks. We also review the asymptotic methods presented in Bai (1997) and Elliott and Müller (2007) and introduce various bootstrapping methods: a bootstrap percentile approach, a bootstrap standard error approach, a bootstrap inverted LR approach, and a bootstrap of Bai's statistic. Previous Monte Carlo studies of bootstrap methods in other settings have shown that no specific approach is always superior in terms of coverage accuracy. For example, see MacKinnon (2002) for confidence intervals of regular parameters and Kilian (1999) for confidence intervals of impulse responses for VAR models.
Thus, we consider various methods here in order to determine which ones work best in the context of structural breaks.
In terms of possible patterns of structural breaks, we consider a linear econometric model 8 The set consists of three disjointed intervals of [1963:2,1980:4], [1981:2,1982:3], and [1983:2,1983:3] . Thus, assuming correct coverage of the confidence set, the outer bounds provide a somewhat conservative inference, although the gaps in the set are relatively short.
that allows the variance and coefficients to undergo breaks at different dates.
where
The model in (1) has K groups of regressors, X kt 's, k = 1, ..., K. The vector of each group has q k rows, corresponding to kth group of regressors. That is, each group of regressors has its own change-point system. In particular, each group may have a different number of breaks occurring at different dates than those of other groups. 
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Two consecutive break dates are also at least a distance of λ of the total sample size apart for a similar reason.
Confidence Sets Based on Marginal Fiducial Distributions
In order to derive the marginal fiducial distributions for break dates, let f (y|ψ, τ ) denote the probability density function (pdf) for a model with structural break date(s) τ and parameters ψ = (β, γ, σ) ∈ Ψ in (1) evaluated at the observed data Y = y. The likelihood function for the model is defined by L(ψ, τ |y) = f (y|ψ, τ ) since τ can be interpreted as a parameter.
Then, briefly ignoring problems of interpretation, a joint pdf for ψ and τ can always be 9 For example, consider an AR(3) model with structural breaks. The constant coefficient has one break and the persistence coefficients have 2 breaks. Then, K = 2, X 1t = 1, X 2t = (y t−1 , y t−2 , y t−3 ) , q 1 = 1, and q 2 = 3.
10 Andrews (1993) shows that the test statistic does not converge in distribution if λ is close to zero.
constructed, at least in principle, by simply multiplying the likelihood function by the inverse of its integral (or summation) with respect to model parameters:
Interpreting these probabilities as having meaning in a frequentist sense is called fiducial inference and is highly controversial in the statistics literature (see Barnett (1999) for a discussion of the controversies surrounding fiducial inference).
In this paper, we do not address the debate over the general coherence of fiducial inference.
Our goal here is merely to use fiducial distributions as a means of making more traditional classical inferences. Importantly, we do not directly consider the joint fiducial distribution in (2) because fiducial and classical confidence intervals are generally at odds with each other in multidimensional cases. Instead, we consider the marginal fiducial distributions for the break dates:
In particular, for a single parameter and given a pivotal test statistic for that parameter, fiducial and classical confidence sets based on inverting the statistic are the same. Thus, if
we assume that there exists a test statistic whose distribution is proportional to the marginal fiducial distribution of a parameter and it is close to being pivotal, even in finite samples, the fiducial confidence intervals will be the similar to classical confidence intervals based on inverting that test statistic. The key point, then, in using fiducial distributions is that we can construct the classical confidence interval without directly having the test statistic.
As mentioned in the introduction, we see our approach as similar to bootstrap analysis. If the finite-sample distribution of the likelihood-based test statistic were pivotal, the confidence set based on the marginal fiducial distributions would be exact. Meanwhile, even if the finitesample distributions are not strictly pivotal, the FD confidence sets could reflect a better approximation of the finite-sample distributions of the implicit test statistic than asymptotic or bootstrap methods.
The most obvious potential problem with using marginal fiducial distributions to construct confidence sets is finding these distributions in the first place. In particular, it is generally infeasible to use analytical methods to integrate the likelihood function with respect to model parameters in order to get the denominator in (2) and then to integrate the resulting joint fiducial distribution to get the marginal fiducial distribution (3). However, the marginal fiducial distributions of model parameters can be easily simulated via MCMC methods.
11
In particular, suppose the parameters and break date(s) in the model are grouped into two different blocks: ψ and τ , respectively. The parameters in one block can be sampled conditional on data and the parameters in the other block. For model parameters, ψ,
For break dates, τ ,
The MCMC method simulates parameter values from their conditional distributions until the draws behave as if drawn from their joint and marginal distributions. Because the parameters of the denominator in (2) are uniformly integrated, π(ψ) and π(τ ) should be chosen to be constant over parameter values. For example, π(τ ) of one break model is from a uniform distribution on the integers:
otherwise.
Then, the draws behave exactly same as draws from the marginal fiducial distribution in (3) based on integrating the other parameters and break dates out of the joint fiducial distribution in (2). A more detailed MH algorithm used in this paper is presented in an appendix.
Given a simulated marginal fiducial distribution for a break date, we can then construct a confidence set at a 1 − α level in different ways. In practice, we choose to construct the confidence set using the Bayesian highest-posterior-density (HPD) concept in order to obtain the shortest confidence sets possible for a given confidence level.
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In particular, the confidence set is
where k(α) is the largest constant satisfying π(S|y) ≥ 1 − α.
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Since break dates are from discrete distribution, it is straightforward to find points with highest probability because the simulated marginal fiducial distributions will produce different simulated frequencies for each possible break date.
14 When we apply this highest probability concept to constructing the confidence set from the marginal fiducial distribution, the result is a "highest-fiducial density" (HFD) confidence set.
Three issues should be addressed here.
12 The notion that lengths of confidence sets with the same confidence levels can differ and shorter ones are to be preferred can be illustrated by the following simple example: Consider T observations of a scalar random variable, {x 1 , . . . , x T }, normally distributed with unknown mean µ and known variance 1. We want to construct a confidence interval of the true µ by using the observations. We can think of two different confidence interval estimators that have a 95% confidence level:
wherex is the sample mean. Both confidence intervals would include the true mean µ with probability 0.95 respectively when computed over repeated samples. However, the length of the former is infinite, while that of the latter is only 3.92/ √ T . Thus, the former provides much more information about the true µ than the latter in the sense that we can narrow the range of the true value. Thus, we would prefer shorter confidence interval.
13 From a Bayesian perspective, the confidence set based on a posterior distribution is called a 'credible set' and by using (4) called an "HPD credible set."
14 In the case of a continuous distribution (e.g. a regular parameter in a regression model), we would have to use kernel density estimation for a given bandwidth parameter in order to measure relative densities.
First, in a classical context, the confidence set at any given confidence level 1 − α can only be justified through its coverage rate in repeated samples. This means that if we could compute confidence sets for infinitely many data sets from population, they would include the true value of the parameter in 100 ×(1−α)% of the data sets. Let τ 0 and C(Y ) denote a true break date and any usual classical confidence set estimator, with Y having the distribution f (y|τ 0 ) that depends on the true break date τ 0 . Then,
is an indicator function. However, the confidence set estimate for actual data y will not contain the true value with probability 100 × (1 − α)%. In a given sample, the confidence set covers the true parameter with probability 0 or 1. By contrast, in the Bayesian context, a posterior distribution of a break date represents a probability distribution conditional on the actual data. Thus, a credible set with 1−α level has the subjective probability 1−α that the true value lies inside of the credible set. For a Bayesian credible set with noninformative priors, which is equivalent to an FD confidence set,
Thus, although conceptually different, Bayesian credible sets and, by implication, fiducial confidence sets provide a natural enough means of constructing confidence sets in a classical repeated-sampling sense. Of course, the frequentist performance of Bayesian estimators varies from one setting to another, so the finite-sample coverage rates of these confidence sets for the timing of structural breaks remains an open question to be addressed with our
Monte Carlo analysis. Second, given any confidence level, the HPD credible set has the shortest length while maintaining the same expected coverage rate as the specified confidence level. The confidence set in (4) might seem odd from a classical viewpoint. Because a Bayesian credible set is constructed from the probability distribution of τ conditional on the observed data, one can directly minimize its length for a given confidence level. In the same way, we are able to minimize the length for FD confidence sets with the HFD concept. Consider, for example, the case in which the fiducial distribution of a parameter of interest is asymmetric and unimodal. Figure 1 Figure 1 (b) . Again, the HFD confidence set is shorter, although it consists of two disjointed areas.
Third, the MCMC approach for constructing confidence sets can be applied to any type of structural break model, as long as we can specify the likelihood function for the model. This means that variables need not follow a normal distribution-for example, we might consider Poisson distributions, Student-t distributions, and so on. This approach can also be used for more complicated models such that each group of parameters is allowed to have breaks at different dates. For example, suppose there are two parameters of interest, such as when we regress U.S. real GDP growth on a constant and we allow it to have structural breaks in long-run growth and volatility, respectively. Deriving asymptotic distributions for this case is very complicated or infeasible. For example, in order to use Bai's (1997) asymptotic approach, error terms and explanatory variables should be covariance-stationary within each regime. If the volatility break date is different from the long-run growth break date, as might be hypothesized for postwar U.S. real GDP, the errors will not be covariance-stationary within one of the structural regimes for long-run growth, because the variance changes. By contrast, because it is easy to make a pdf conditional on different types of structural breaks at different break dates, it is straightforward to construct a likelihood function for the model and, therefore, use the FD approach.
Confidence Sets Based on Asymptotic Methods
In the time series econometrics literature, there have been many attempts to construct confidence intervals for structural change. For example, Bai (1997) derives the limiting distribution of a single break date in a univariate linear regression models with normal errors and stochastic regressors and/or a disjointed time trend. Bai, Lumsdaine, and Stock (1998) consider multivariate models and Bai and Perron (2003) consider multiple structural changes.
Recently, Elliott and Müller (2007) point out that Bai's approach has low coverage rates relative to the nominal confidence level when changes in coefficients are small in magnitude.
They propose an alternative approach that involves inverting a sequence of tests. Under the null hypothesis of each break date among candidate dates, a test is performed. Given a nominal level, if the test cannot reject the null, then the null hypothesis break date is included in the confidence set. Although Monte Carlo analysis by Elliott and Müller (2007) shows that their approach performs well in terms of producing coverage rates close to the nominal confidence level, it produces much longer confidence sets than Bai's approach.
Confidence Sets Based on Bootstrap Methods
In order to discuss bootstrap methods, we explicitly consider the case of only one structural break. This is done for ease of presentation only, as it is conceptually straightforward to consider multiple breaks. Also, throughout this paper, we consider parametric bootstrap methods, but it should be noted that there is nothing prohibiting the use of non-parametric or semi-parametric methods.
Confidence Sets Based on a "Bootstrap Percentile" Approach
Let τ 0 and q(·) denote the true break date and a quantile function for the difference between an estimator of the break date and the true break date,τ − τ 0 , respectively. Then,
Because we do not know the true quantile function q(·) and it is unlikely to be fixed across different τ 0 in a finite sample, the quantile values are calculated based on a bootstrap under the null hypothesis of the estimated break dateτ . In particular, the estimated break dateτ is regarded as the true break date in bootstrap samples.
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In the first step, we find a break date and values of model parameters with which the likelihood function is maximized in (1):
In the second step, we generate B bootstrap samples based on the bootstrap data generating process (DGP) using {τ ,ψ} from (6),
For each bootstrap sample, we detect the break date denoted by τ * (b) from bth bootstrap sample by using MLE as in (6). That is, we store estimated break dates for the bootstrap samples,
},
sort break dates in (7) in ascending order and find (α/2)(B + 1)th and (1 − α/2)(B + 1)th break dates:
We replace the quantile values in (5) by the bootstrapped quantile values, {τ * α/2 −τ , τ * 1−α/2 −τ } from (8). Thus, the bootstrap percentile confidence set is
Note that the confidence set (9) is different from that in Efron (1979) 
Confidence Sets Based on a "Bootstrap Standard Error" Approach
We follow the same initial steps as in the calculation of the percentile bootstrap confidence set and compute the standard error of bootstrapped break dates in (7). The standard error of bootstrapped break dates is
τ * (b) .
A standard error confidence set at 95% confidence level is
Although there is no reason to believe the distribution of the break date estimator can be approximated by a normal distribution in a finite sample, we arbitrarily choose 1.96 for a 95% confidence level. Note that this confidence set is a contiguous and symmetric interval around the estimated break date. Its main benefit in practice is a relative computational simplicity. It also appears to work surprisingly well in some other settings (for example, see MacKinnon (2006)).
Confidence Sets Based on a "Bootstrap Inverted LR" Approach
To use a likelihood ratio statistic for constructing a confidence set, we need to know its distribution. However, the distribution is nonstandard in this setting of testing an estimated break date against a null date and depends on model parameters. Thus, we approximate the distribution based on bootstrapping. Given an estimated break dateτ from data, we compute the likelihood ratio value conditional onτ and τ * (b) from the bth bootstrap data set:
,τ |y (b) ) − logL(ψ * (b) , τ * (b) |y (b) )].
We store the log-likelihood ratio values from bootstraps,
, ..., LR * (b) ,
..., LR * (B)
and sort them to determine the α(B + 1)th LR value, LR * (τ * α ) as the critical value at 1 − α confidence level. Then, a bootstrapped inverted LR confidence set is
where LR(τ ) is calculated from the data over each date, τ ∈ [λT, (1−λ)T ]. Note that because the same critical value is applied to both tails of the inverted LR statistic, a bootstrapped inverted confidence set could be asymmetric and disjointed. This is directly analogous to the calculation of a confidence set based on the HFD concept. Here, it is a "highest-relativelikelihood" concept that is used for including break dates in the confidence set. Also, because the bootstrap inverted LR approach is directly based on the shape of the likelihood, the resulting confidence set should be similar to that of the FD approach, although the practical method of calculation is quite different.
Confidence Sets Based on a Bootstrap of Bai's Asymptotically Pivotal Statistic
For any bootstrap distribution to be exact, the distribution should not depend on any unknown parameters. At least, in order to approximate the asymptotic distribution in large samples, it should be asymptotically pivotal. 
Under standard conditions (see Bai (1997) for details), the statistic in (11) converges asymptotically in distribution to a non-standard distribution. We bootstrap the non-standard distribution and construct confidence intervals by using equal tailed quantile values in (11)
Monte Carlo Analysis
In order to investigate the performance of the various methods for constructing confidence sets discussed in the previous section, we perform three Monte Carlo experiments: a break in mean, a break in variance, and a break in drift, respectively. Each experiment examines the coverage accuracy and expected length of the confidence sets based on different methods.
The coverage rate is measured as the percentage frequency that confidence sets of different methods include the true break date across 5,000 simulations and its accuracy is based on 16 If it were pivotal in finite sample, a bootstrap would be an exact Monte Carlo simulation of a distribution.
comparing it to a specified nominal confidence level. The expected length of the confidence sets is measured by the average length across the Monte Carlo simulations. The nominal confidence level is 95% and the sample sizes are set to 40, 80, 160, 320, and 640, respectively.
We use 199 bootstraps samples for each bootstrap method. For the FD approach, we employ the MH algorithm with a Multivariate Student-t proposal distribution. The marginal fiducial distributions of parameters of interest are constructed using 2,000 draws from the joint fiducial distribution after a burn-in sample of 500 draws. The trimming value for possible break dates, λ, is 0.15. For comparison, we also consider constructing confidence sets using the asymptotic methods developed by Bai (1997) and Elliott and Müller (2007) . Because their methods are based on some restrictive assumptions in terms of regressor distributions -e.g. covariance stationarity within each regime -and are not usable for confidence sets of change in variance, they are included in the Monte Carlo experiments only when applicable.
Readers are referred to the original articles for the practical details of implementing these asymptotic methods. The results of the three Monte Carlo experiments are presented in the next subsections.
A Structural Break in Mean
For a break in mean, the model in (1) can be simplified as follows:
where 1[·] is an indicator function. We set µ 0 = 1, µ 1 = −0.5, and σ = 0.5. For the experiment, the true break point fraction r is 0.5. Our experiment is summarized in Table 1 and 
A Structural Break in Variance
For a break in the variance of the error term, the model can be written simply as
We set µ = 1, σ 0 = 1, and σ 1 = 0.5. The true break point fraction r is 0.5. The results are presented in Table 2 and Figures 3(a) and 3 (b) . The coverage rates of FD confidence sets are close to 95% over different sample sizes. The bootstrap percentile and bootstrap inverted LR confidence sets have good coverage accuracy for sample sizes larger than 160. However, the bootstrap percentile confidence sets gets much longer than those of the bootstrap inverted LR and FD confidence sets as the sample size increases. Meanwhile, the bootstrap standard error approach attains coverage rates well below 95%, with relatively longer confidence sets compared to the FD and bootstrap inverted LR approaches.
A Structural Break in Drift
For a break in drift in an otherwise trend stationary process, the model can be written as
We set α = 1, β 0 = 2, β 1 = −0.5, and σ = 0.3. The true break point fraction r is 0.5. 
Summary of Monte Carlo Results for Different Methods of Constructing Confidence Sets
The main findings for the Monte Carlo analysis can be summarized as follows.
First, in most cases, likelihood-based confidence sets -i.e., those based on the FD and bootstrap inverted LR approaches -produce the most accurate coverage rates and shortest lengths. Furthermore, the relative ratios of the lengths of confidence sets based on other approaches to lengths of the likelihood-based confidence sets get larger as the sample size increases.
Second, some bootstrap methods perform very well in a sense of exact coverage in large sample sizes. However, when the sample sizes are small or the estimated break date in actual data is closer to the beginning or end of sample, the flipping in the percentile bootstrap method produces very low coverage rates. This is because the parameter space of interest (i.e., the possible break dates) is limited to 100 ×(1 − 2λ)% centered dates by trimming as Π = [λT, (1 − λ)T ] and some dates among potential break dates might not be considered in the procedure to construct confidence set. In particular, suppose the true break date is close to the first possible break date considered, λT ∈ Π. The number of periods between the true break date and the first possible break date is very small and the number of periods between the true break date and the ending break date (1 − λ)T is large. Then, the two subsample periods before and after the estimated break date will be asymmetric. By flipping, break dates which are estimated in the first subsample period area from bootstrapped data sets will be used for bootstrapped distribution in the second subsample period, so that the first subsample period cannot fully cover the second sub-interval, which is longer than the first-sample period. In contrast, the second subsample period is flipped to cover the first sub-interval, but some portion of the second subsample period might be out of the bounds for possible break dates in Π. Thus, the bootstrap percentile methods may produce very low coverage rates.
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When the sample size is very small, this problem arises even for the structural change at the middle point of the sample, r = 0.5.
Third, because Elliott and Müller (2007) use sequential tests to attain an exact coverage rate, their test statistic is constructed in order to focus on producing the exact size of the test rather than having high power to reject false break dates. Thus, their confidence sets may be unnecessarily long.
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However, since the FD approach relies on break date distributions conditional on the actual data, the confidence set of FD method can be constructed to be as short as possible, while maintaining an accurate coverage rate.
4 Application to Postwar U.S. Real GDP
Model Specification
We estimate break dates and model parameters by maximum likelihood estimation and apply the various methods presented in section 2 in order to construct confidence sets for structural breaks in postwar U.S. real GDP. In terms of our general model specification, we consider the two possibilities that real GDP follows i) a non-stationary process with a unit root and 17 To illustrate, suppose the sample size is 40, the estimated break (τ ) is 10, and we have a 15% trimming rule for candidate break dates. Because we exclude the first 6 and last 6 points based on trimming, Π= [7, 34] . Suppose the the lower and upper bootstrap quantiles for τ * b −τ are -3 and 24, respectively. The lower quantile is determined by the trimming rule. Then, the confidence set based on flipped quantiles would be [-14,13] . Thus, the trimming implicitly means that [14, 34] will also be excluded from Π in practice and the coverage of the confidence sets based on flipping will be far below the nominal confidence level.
18 In methods of inverting sequential tests, having a test with the exact size equal to the nominal significance level means having a confidence set estimator with the exact coverage rate equal to the nominal confidence level.
ii) a trend stationary process.
Under the assumption of a unit root, the model for M growth breaks and N variance breaks is given as follows:
. . .
and D(T m ) = 1 if t > τ cm and 0 otherwise and τ cm is mth break point for constant. The lagged first differences account for serial correlation. We determine the number of first difference terms, p, by the Schwarz Information Criterion (SIC).
We consider sequential asymptotic tests to determine the number and types of structural breaks.
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The testing proceeds as follows: We begin with the null hypothesis of no structural break and the alternative of one break in constant or variance. If we can reject the null hypothesis of no break, we assume one more break in the constant or variance and the alternative hypothesis in the previous test becomes the null hypothesis in the new test. The estimates of break dates in the alternative hypothesis from the previous test are maintained and given in the null and the alternative for the new test and an additional break at an unknown date is considered in the alternative. We keep performing these tests sequentially until a null hypothesis cannot be rejected. In order to determine the number of breaks and model specification, we consider LR statistics based on maximum likelihood estimates under the null and alternative.
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The LR statistic is calculated from the log-likelihood 19 In principle, we could consider Bayesian model selection to determine the number and types of structural breaks. Levin and Piger (2007) use Monte Carlo analysis to show that this approach has good frequentist properties in finite samples. However, for simplicity, we focus on new techniques for making inferences about the timing of structural breaks, rather than inferences about their number and type.
20 Bai (1999) proposed a LR-type test for multiple structural breaks. However, while his test can be applied to partial structural changes with some parameters changing and others remaining constant, all of the parameters that change are restricted to have same break dates. By contrast, our approach allows for different parameters to break at different break dates.
values for the regression in (13). For example, suppose the null hypothesis regression has M breaks for constant and N breaks for variance and the alternative has M + 1 breaks and N breaks, respectively. Then, given the number of break dates for the constant and variance parameters, the particular break dates are chosen to make the LR test statistic from (13) as large as possible and we reject the null hypothesis if this supLR test statistic is larger than a specified critical value. Thus,
Andrews (1993, 2003) provides tables of critical values for a supLR test of an unknown break date. We use these critical values for our test, although we note that our test is generally more complicated than the simple case of a one-time structural break for which the critical values were derived. Once a structural break model is selected, we re-estimate break dates simultaneously, rather than conditioning on some breaks as was done when testing a null break versus alternatives with additional breaks. Thus, the estimated break dates could be different from those in the tests for the number of breaks. We adopt this kind of two step procedure in order to be able to use Andrews' critical values in the first step, as the critical values would only be strictly correct if we knew and imposed the break date under the null when estimating the model under the null and alternative.
Under the assumption of trend stationarity, our model includes a constant, a drift, a lagged level, and p lagged first differences. The model for M breaks in drift and N breaks in variance is as follows.
where DT m = (t − τ β m )/T if t > τ β m and 0 otherwise, and τ β m and τ σ 2 n are mth and nth break points for the drift and for the variance, respectively. Including DT m allows for two segmented trends to be connected.
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For the model (14), the number of extra first difference regressors, p, is again determined by SIC. The remaining steps (finding break dates and calculating the test statistic) are also exactly the same as in the previous case. First, we consider the assumption that real GDP has a unit root. Based on SIC, we find that one lag of first differences is sufficient to capture any serial correlation in growth rates. Detailed results are given in Table 4 . Based on our testing, we find support for a model of real GDP growth with one variance break, which is estimated to occur in 1984:Q1.
The estimated ratio of standard deviations of shocks after the break compared to before the break is 0.43. This supLR test statistic against the null of no structural breaks is 62.20.
Based on Andrews (2003) 's test statistics for one unknown break of a parameter over the middle 70% of a sample period, the critical value at 5% significance level is 8.68. Meanwhile, the null hypothesis of no break in growth model cannot be rejected against the alternative hypothesis of the break in mean at a 5% significance level. Likewise, the null hypothesis of one break in variance cannot be rejected against the alternatives of an additional break in the mean or an additional break in variance.
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Second, we consider the assumption that real GDP is trend stationary. In this case, based on SIC, one lagged difference is, again, necessary to capture serial correlation. The results for the trend stationary model are reported in Table 5 . The estimated break date for a one-time break in drift is 1968:Q2 and its test statistic is 9.37. Thus, we can reject the null hypothesis of no structural change at the 5% level. The estimated variance break is 1983:Q2 and the test statistic is 62.06. Thus, the null hypothesis of no breaks is also and the estimated ratio of standard deviations of shocks after the break compared to before the break is 0.43, which is exactly same as in the unit root case. Meanwhile, the null of one break in drift cannot be rejected against the alternative of an additional break in drift, with
22 Consistent with the fact that the model with one break in mean and one break in variance is not chosen by our test procedure, the confidence set for a break in mean for such an alternative model covers about 90% of the parameter space of possible break dates. This wide confidence set reflects the lack of empirical support for a sudden break in the long-run growth rate. a supLR statistic 4.24. Thus, under trend stationarity, we choose a model with one break in drift, estimated to be in 1969:Q1, and one break in variance, estimated to be in 1982:Q4.
To sum up, for postwar real GDP data, there is strong evidence of structural break in volatility in the early 1980s, but more mixed evidence for a structural break in long-run growth that may have occurred in the late 1960s. The timing of the possible break in longrun growth in the late 1960s is, perhaps, surprising given the emphasis on a possible break in 1973 in the unit root literature (e.g., see Perron (1989) and Zivot and Andrews (1992) ).
However, it is consistent with the timing found by Bai, Lumsdaine, and Stock (1998) when they estimate break dates in a variety of multivariate models using real per capita demand components related to consumption and investment. The reason for different estimates of break dates is that, in the unit root literature, a break date is chosen based on maximizing the evidence against a unit root, while here it is chosen based on maximizing the likelihood function with respect to the break date.
Confidence Sets for Break Dates in Postwar U.S. real GDP
Based on the various methods for constructing confidence sets discussed in section 2, we find confidence sets for break dates in U.S. real GDP. It should be mentioned that all the confidence sets based on bootstrap methods require the computation of likelihood values. In particular, because we consider structural breaks in drift and variance respectively at different dates, it is necessary to compute likelihood values through maximization simultaneously with respect to coefficients and variance, rather than estimating models via OLS. However, bootstrapping with two different break dates is computationally infeasible given the present technology. Thus, we construct confidence sets for one parameter break date by treating the other parameter break date as given at its maximum likelihood estimate. The number of bootstraps is also limited to 199. It is important to emphasize, however, that multiple breaks Stock and Watson (2002) .
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The narrowness of these confidence sets also supports the idea that the volatility reduction was sudden rather than gradual, as a gradual decline would presumably have corresponded to a relatively flat likelihood with respect to break dates and, therefore, would have resulted in a wide confidence set rather than a narrow one.
Under the assumption of trend stationarity, the confidence sets for the break in drift range as wide as the late 1950s to late 1980s, as summarized in Table 6 Meanwhile, the FD confidence set consists of three disconnected intervals, which are 1963:Q2 to 1980:Q4, 1981:Q2 to 1982:Q3, and 1983:Q2 to 1983:Q3, 23 Stock and Watson (2002) consider four quarter growth of U.S. real GDP, rather than annualized quarterly growth, as considered here. They discuss that because they use Bai's (1997) method by regressing the absolute value of residuals from an autoregression of real GDP growth on a constant and allowing a break in the constant from the auxiliary regression, the break estimator has a non-normal and heavy-tailed distribution, and 95% confidence interval would be too wide to be informative.
24 Our Monte Carlo analysis in section 3 showed that the bootstrapped inverted LR confidence set generally produced shorter average lengths, while this particular confidence set for a break in drift in postwar U.S. real GDP data turns out to be the longest. However, in the Monte Carlo simulations, about 10% of simulated data sets resulted in the bootstrap inverted LR approach producing the longest confidence set. Thus, the results for the U.S. data might be thought of as an example of one of these 10% cases.
although the gaps between the disconnected periods are very short, so we could, without too much loss of power, consider a slightly conservative 95% confidence set of 1963:Q2 to 1983:Q3. Just as the narrow confidence sets for the variance suggested that the structural change was sudden rather than gradual, these wide confidence sets for the drift lead to doubts about whether any structural change in long-run growth was sudden.
It may be worth noting that because, from a Bayesian perspective, the fiducial distribution for a break date is equivalent to its posterior distribution given noninformative priors, we could easily compute the Bayesian probability that the break exists before a specific date τ :
where G is the number of draws in MCMC procedure and τ
is gth sampled break date. For example, it might be of interest to calculate the probability that the drift break happened before the 1973 oil price shock since our estimated break dates are earlier than it. The probability that the break date is before 1973:Q1 based on drift model with one drift break and one variance break is P r(τ < 1973 : Q1|y) = 68.78%. The median date τ 0.5
in the distribution such as P r(τ ≤ τ 0.5
|y) = 50% is 1970:Q4. Thus, the computed probability suggests that, at least from a Bayesian perspective, the source of drift break is less likely the first oil price shock than is typically assumed in the literature (e.g. Perron (1989) ). Of course, from the classical perspective, 1973 lies within our confidence sets, so we cannot reject the oil shock hypothesis for the productivity growth slowdown.
Finally, as described in the section 2, our FD approach can be applied given any distributional assumption. Thus, we also construct confidence sets under the assumption that the model errors follow a Student-t distribution. In order to consider the degrees of freedom in Student-t distribution, we simply add one more block for the degrees of freedom parameter in the MCMC simulation. Our results are robust in the sense that confidence sets from Student-t errors are exactly same as or slightly tighter than those based on normal errors.
Notice that the confidence set for the break in drift under the assumption of trend stationarity is shifted 3 years earlier in the sample but its length is quite similar to the length of confidence set from normal errors.
Conclusion
In this paper, we have proposed a fiducial distribution (FD) approach to constructing confidence sets for the timing of structural breaks in economic time series. In terms of practical implementation, the FD approach employes Markov chain Monte Carlo (MCMC) methods to simulate marginal fiducial distributions from the likelihood function. From a Bayesian perspective, this approach is equivalent to constructing Bayesian credible sets with noninformative priors. However, we take a classical interpretation of the confidence sets and evaluate them based on their performance in repeated samples. In particular, our criteria for evaluating confidence sets are that they should be short and have accurate coverage rates given a confidence level.
We also considered various bootstrap approaches to constructing confidence sets for the timing of structural breaks. In particular, we discussed the implementation of constructing confidence sets using a bootstrap percentile approach, a bootstrap standard error approach, a bootstrap inverted likelihood ratio (LR) approach, and a bootstrap of Bai's (1997) Moderation under the assumption of trend stationarity, it is estimated to have occurred in 1982:Q4 and the FD confidence set is quite similar to the confidence set under assumption of a unit root. The FD approach also can be applied to errors from a Student-t distribution.
Our results are robust in the sense that confidence sets from Student-t errors are similar to those based on normal errors.
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where we set µ 0 = 1, µ 1 = −0.5, and σ = 0.5. The true break date fraction r is 0.5. We consider 5,000 Monte Carlo replications. where we set α = 1, β 0 = 2, β 1 = −0.5, and σ = 0.3. The true break point fraction r is 0.5. We consider 5,000 Monte Carlo replications. are mth and nth break dates for mean and variance, respectively. are mth and nth break dates for drift and variance, respectively. 
