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AN ABSTRACT INVERSE PROBLEM FOR BOUNDARY TRIPLES WITH
AN APPLICATION TO THE FRIEDRICHS MODEL
B.M. BROWN, M. MARLETTA, S. NABOKO, AND I. WOOD
Abstract. We discuss the detectable subspaces of an operator. We analyse the relation between
the M -function (the abstract Dirichlet to Neumann map) and the resolvent bordered by projections
onto the detectable subspaces. The abstract results are explored further by an extensive study of
the Friedrichs model, together with illustrative applications to the Schro¨dinger and Hain-Lu¨st-type
models.
1. Introduction
In this paper we consider inverse problems in a boundary triple setting involving a formally
adjoint pair of operators A and A˜, as studied in [12, 13, 14, 31, 33, 34, 35]. We define, and develop
formulae for, the detectable subspace (see Definition 2.7) associated with the information available
from the abstract Dirichlet to Neumann maps (Titchmarsh-Weyl functions) M(λ). We examine
the extent to which the following questions can be answered at a purely abstract level.
(1) Is the function M(λ) uniquely determined from a knowledge of resolvents reduced to the
detectable subspace?
(2) Can the resolvent, bordered by projections onto the detectable subspaces, be determined
from M(λ)?
(3) What can be said about the relationship between analytic continuation of M(λ) and ana-
lytic continuation of bordered resolvents?
(4) What is the relationship between the rank of the jump in M(λ) and the rank of the jump
in the bordered resolvent across a line of essential spectrum, w.l.o.g. the real axis, when
one has a limiting absorption principle?
(5) To what extent can the detectable subspace be explicitly described?
Illustrative examples include the Schro¨dinger operator and Hain-Lu¨st-type models which we
also examined in [13]. However the main concrete example studied in this paper is the Friedrichs
Model, discussed at length in Sections 7, 8, 9, together with the relevant appendices. These
results reveal many connections to problems in modern complex analysis, including the theory
of Hankel and Toeplitz operators, and demonstrate the interplay between complex analysis and
operator theory in the description of the detectable subspace (see e.g. the appearance of the
Riesz-Nevanlinna factorisation theorem in Theorem 9.3). We consider the Friedrichs model as a
key example for the development of the theory of detectable subspaces, because it allows a precise
description of the structure of the the detectable subspace in many cases, while exhibiting such a
variety of behaviours that one can hardly expect to obtain a description of the space in all cases in
unique terms. It shows the problem of reconstruction of the detectable part of the operator from
the M -function, well-known for Sturm-Liouville problems [10, 37], is not always possible. Our
results for this example show that the detectable part of the operator can partially be recovered
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from the M -function. At least in the symmetric case we would expect this recovery to be possible
up to unitary equivalence [43].
The paper is arranged as follows. Section 2 introduces boundary triples, M -functions, solution
operators and the detectable subspace. Section 3 shows the concrete realizations of these abstract
objects for Schro¨dinger operators, Hain-Lu¨st-type operators and the Friedrichs model. Sections
4, 5, 6 present various abstract results concerning the relationship between the bordered resolvent
and the M -function. In particular, in Section 4, we prove that the M -function is uniquely deter-
mined by one bordered resolvent. It can be reconstructed from one bordered resolvent and two
closed solution operator ranges or by two bordered resolvents associated with different boundary
conditions. We show that the bordered resolvent can be determined from the M -function and a
family of solution operator ranges. Section 5 examines simultaneous analytic continuation of the
M -function and bordered resolvents, while Section 6 deals with jumps of the M -function and the
bordered resolvent across the essential spectrum.
Sections 7 onwards, including the appendices, deal with the Friedrichs model. In Section 7
we consider the reconstruction of the M -function from one restricted resolvent for the Friedrichs
model. Sections 8 and 9 deal with determining the detectable subspace for various combinations of
the parameters of the model. In both these sections, results and techniques from complex analysis
will be important; whilst in Section 8 Hankel operators will make an appearance, the results in
Section 9 rely on the theory of Toeplitz operators. Many of the proofs from these sections can be
found in the appendices.
We conclude this introduction by mentioning that there has been an explosion of interest in
boundary triples in the last decade, in particular around their application to partial differential
equations usually in the self-adjoint case (see, e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9, 14, 17, 18, 19, 20,
21, 22, 23, 24, 25, 30, 32, 39, 40, 43]). Some interesting ODE applications have also appeared,
such as Mikhailets’ and Sobolev’s study [36] of the common eigenvalue problem. Generalisations
to relations have been studied by Derkach, Hassi, Malamud and de Snoo [15, 16]. However
the situation with inverse problems remains problematic: one of the striking differences between
Schro¨dinger operators in dimension d = 1 and dimension d > 1 is that, for d > 1, the potential
can be uniquely recovered from a knowledge of the Dirichlet to Neumann map at a single value
of the spectral parameter [26]. The fact that this is not true for d = 1 [10] already indicates that
abstract techniques will generally be of limited value unless supplemented by a detailed study of
the concrete operators to which they will be applied.
2. Definition of the detectable subspace and some properties
We use the following assumptions and notation throughout our article.
(1) A, A˜ are closed, densely defined operators on domains in a Hilbert space H.
(2) A and A˜ are an adjoint pair, i.e. A∗ ⊇ A˜ and A˜∗ ⊇ A.
Proposition 2.1. [31, (Lyantze, Storozh ’83)]. For each adjoint pair of closed densely defined
operators on H, there exist “boundary spaces” H, K and “trace operators”
Γ1 : D(A˜
∗)→ H, Γ2 : D(A˜∗)→ K, Γ˜1 : D(A∗)→ K and Γ˜2 : D(A∗)→ H
such that for u ∈ D(A˜∗) and v ∈ D(A∗) we have an abstract Green formula
(1)
〈
A˜∗u, v
〉
H
−
〈
u,A∗v
〉
H
=
〈
Γ1u, Γ˜2v
〉
H
−
〈
Γ2u, Γ˜1v
〉
K
.
The trace operators Γ1, Γ2, Γ˜1 and Γ˜2 are bounded with respect to the graph norm. The pair
(Γ1,Γ2) is surjective onto H×K and (Γ˜1, Γ˜2) is surjective onto K ×H. Moreover, we have
(2) D(A) = D(A˜∗) ∩ ker Γ1 ∩ ker Γ2 and D(A˜) = D(A∗) ∩ ker Γ˜1 ∩ ker Γ˜2.
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The collection {H ⊕K, (Γ1,Γ2), (Γ˜1, Γ˜2)} is called a boundary triple for the adjoint pair A, A˜.
Malamud and Mogilevskii [35] use this setting to define Weyl M -functions associated with
boundary triples. In [14], we used a slightly different setting in which the boundary conditions
and Weyl function contain an additional operator B ∈ L(K,H). We now summarize some results
from [14] for the convenience of the reader.
Definition 2.2. Let B ∈ L(K,H) and B˜ ∈ L(H,K). We define extensions of A and A˜ (respec-
tively) by
AB := A˜
∗|ker (Γ1−BΓ2) and A˜B˜ := A∗|ker (Γ˜1−B˜Γ˜2).
In the following, we assume ρ(AB) 6= ∅, in particular AB is a closed operator. For λ ∈ ρ(AB), we
define the M-function via
MB(λ) : Ran (Γ1 −BΓ2)→ K, MB(λ)(Γ1 −BΓ2)u = Γ2u for all u ∈ ker (A˜∗ − λ)
and for λ ∈ ρ(A˜B˜), we define
M˜B˜(λ) : Ran (Γ˜1 − B˜Γ˜2)→ H, M˜B˜(λ)(Γ˜1 − B˜Γ˜2)v = Γ˜2v for all v ∈ ker (A∗ − λ).
It will follow from Lemma 2.5 that MB(λ) and M˜B˜(λ) are well defined for λ ∈ ρ(AB) and
λ ∈ ρ(A˜B˜), respectively. Moreover, in our situation Ran (Γ1−BΓ2) = H and Ran (Γ˜1−B˜Γ˜2) = K,
so the M -functions are defined on the whole spaces.
Definition 2.3. (Solution Operator) For λ ∈ ρ(AB), we define the linear operator Sλ,B : Ran (Γ1−
BΓ2)→ ker (A˜∗ − λ) by
(A˜∗ − λ)Sλ,Bf = 0, (Γ1 −BΓ2)Sλ,Bf = f,(3)
i.e. Sλ,B =
(
(Γ1 −BΓ2)|ker (A˜∗−λ)
)−1
. For λ ∈ ρ(A˜∗B), we define the linear operator S˜λ,B∗ :
Ran (Γ˜1 −B∗Γ˜2)→ ker (A∗ − λ) by
(A∗ − λ)S˜λ,B∗f = 0, (Γ˜1 −B∗Γ˜2)S˜λ,B∗f = f.(4)
All following results have a corresponding version for the quantities M˜B˜, S˜λ,B∗ etc. obtained
from the formally adjoint problem.
Remark 2.4. (1) As we are not interested in characterising all closed extensions of A, in this
paper we will assume for simplicity that B ∈ L(K,H). A discussion of all closed extensions
of A in the boundary triple setting can be found in [12].
(2) Note that MB(λ) = Γ2Sλ,B.
(3) M-functions associated with different boundary conditions are related by the Aronszajn-
Donoghue formula (cf. also 13)
(5) MB(λ) = (I +MB(λ)(B − C))MC(λ) = MC(λ)(I + (B − C)MB(λ)).
The following lemma contains the results of [13, Lemma 2.4 and Corollary 2.5].
Lemma 2.5. (1) Sλ,B is well-defined for λ ∈ ρ(AB).
(2) For each f ∈ Ran (Γ1 −BΓ2) the map from ρ(AB)→ H given by λ 7→ Sλ,Bf is analytic.
(3) For λ, λ0 ∈ ρ(AB) we have
(6) Sλ,B = Sλ0,B + (λ− λ0)(AB − λ)−1Sλ0,B.
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The difference of two resolvents of the operator can be related to the M -function by Krein-type
resolvent formulae, such as
(AC − λ)−1 − (AB − λ)−1 = Sλ,C(I + (B − C)MB(λ))(Γ1 −BΓ2)(AC − λ)−1(7)
= Sλ,C(I + (B − C)MB(λ))(C −B)Γ2(AC − λ)−1,
for B,C ∈ L(K,H) and λ ∈ ρ(AB) ∩ ρ(AC) (see [13, Theorem 2.6]).
The following formula already appears in some proofs in [13, 14], but due to its importance in
our later analysis, we state and prove it here.
Lemma 2.6. For every F ∈ D(A˜∗) and v ∈ D(A∗) and λ ∈ ρ(AB) we have
(8)
〈
F − (AB − λ)−1(A˜∗ − λ)F, (A∗ − λI)v
〉
=
〈
MB(λ)f, (Γ˜1 −B∗Γ˜2)v
〉
K
−
〈
f, Γ˜2v
〉
H
where f = (Γ1 −BΓ2)F .
Proof. Set w := F − (AB − λ)−1(A˜∗ − λ)F . Then w ∈ ker (A˜∗ − λ), so
MB(λ)(Γ1 −BΓ2)w = MB(λ)f = Γ2w and Γ1w = (Γ1 −BΓ2 +BΓ2)w = (I +BMB(λ))f.
Green’s identity (1) for any v ∈ D(A∗) gives
−
〈
w, (A∗ − λ)v
〉
H
=
〈
(A˜∗ − λ)w, v
〉
H
−
〈
w, (A∗ − λ)v
〉
H
=
〈
Γ1w, Γ˜2v
〉
H
−
〈
Γ2w, Γ˜1v
〉
K
=
〈
(I +BMB(λ))f, Γ˜2v
〉
H
−
〈
MB(λ)f, Γ˜1v
〉
K
=
〈
f, Γ˜2v
〉
H
−
〈
MB(λ)f, (Γ˜1 −B∗Γ˜2)v
〉
K
.

We are now ready to define one of the main concepts of the paper, the detectable subspaces,
introduced in [13].
Definition 2.7. Fix µ0 6∈ σ(AB). We define the spaces
(9) SB = Span δ 6∈σ(AB)(AB − δI)−1Ran(Sµ0,B),
(10) TB = Span µ 6∈σ(AB)Ran(Sµ,B),
and similarly,
(11) S˜B∗ = Spanδ 6∈σ(A˜B∗ )(A˜B∗ − δI)−1Ran(S˜µ˜,B∗),
(12) T˜B∗ = Spanµ6∈σ(A˜B∗ )Ran(S˜µ,B∗).
We call SB and S˜B∗ the detectable subspaces.
We now consider the dependence of these spaces on µ0 and B.
Proposition 2.8. (1) Let B ∈ L(K,H). Assume that there is a sequence (zn)n∈N in C with
|zn| → ∞ and (‖zn(AB − znI)−1‖)n∈N is bounded. Then we have SB = TB. In particular,
SB is independent of µ0.
(2) Let B,C ∈ L(K,H). If ρ(AB) ∪ ρ(AC) ⊆ ρ(AB) ∩ ρ(AC), then TB = TC.
(3) Suppose that for all B,C ∈ L(K,H), we have ρ(AB) ∪ ρ(AC) ⊆ ρ(AB) ∩ ρ(AC). Then
TB = Span λ∈Λker (A˜∗ − λ), where Λ =
⋃
C∈L(K,H) ρ(AC).
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Proof. (1) This is shown in [13, Lemma 3.1].
(2) From [14, Proposition 4.5] we have
(13) Sλ,C(I − (C −B)Γ2Sλ,B) = Sλ,B,
we note that Ran (Sλ,B) = Ran (Sλ,C) whenever λ ∈ ρ(AB) ∩ ρ(AC). Now assume λ ∈
ρ(AB) ∩ σ(AC). We need to show that Ran (Sλ,B) ⊆ T ′ where
T ′ = Span µ∈ρ(AB)∩ρ(AC)Ran(Sµ,B).
By assumption, there exists a sequence (λn)n∈N in ρ(AB) ∩ ρ(AC) with λn → λ. Let
u = Sλ,Bf . We have
Sλn,B − Sλ,B = (λn − λ)(AB − λn)−1Sλ,B.
Therefore,
‖Sλn,Bf − Sλ,Bf‖ ≤ |λn − λ|
∥∥(AB − λn)−1∥∥ ‖Sλ,Bf‖ .
As n → ∞, ‖(AB − λn)−1‖ → ‖(AB − λ)−1‖ < ∞, so Sλn,Bf → Sλ,Bf which completes
the proof.
(3) This follows immediately from the previous part of the proposition.

Remark 2.9. We note that the conditions in parts 1 and 3 of the proposition are satisfied in
many interesting cases, in particular in the case of ‘weak’ perturbations of selfadjoint operators.
Throughout the remainder of this article, we will assume that the spaces SB and TB coincide,
are independent of B and equal Span λ∈Λker (A˜∗ − λ). To avoid cumbersome notation, we shall
denote all these spaces by S. We shall also denote SB by S and TB by T when no confusion can
arise. We will generally refer to S as the detectable subspace.
In [13, Lemma 3.4], it is shown that S is a regular invariant space of the resolvent of the operator
AB: that is, (AB − µI)−1S = S for all µ ∈ ρ(AB).
From (10) and Proposition 2.8, part 3, we get
(14) S⊥ =
⋂
B,λ∈ρ(AB)
ker (S∗λ,B).
Moreover, from [14, Proposition 3.9] we have
ker (S∗λ,B) = ker
(
Γ˜2(A˜B∗ − λ)−1
)
.
We now assume that h ∈ S⊥. Then we have Γ˜2(A˜B∗ − λ)−1h = 0 for all suitable B and λ.
Fixing B and λ and setting
(15) yB = (A˜B∗ − λ)−1h,
we get Γ˜2yB = 0 and hence Γ˜1yB = B
∗Γ˜2yB = 0, so yB satisfies any homogeneous boundary
condition and lies in the domain of the minimal operator.
Hence,
(16) S⊥ = {h ∈ H : ∀B∗, λ ∈ ρ(A˜B∗), Γ˜i(A˜B∗ − λ)−1h = 0, for i = 1, 2}.
Remark 2.10. Determining the detectable subspace S is closely related to the problem of observ-
ability in systems theory. Indeed, from (14) and (16) the space S⊥ (at least formally) coincides
which the ‘non-observable for all time’ subspace N(Θ) of a system Θ = (A,B,C,D) (see [45]), in
which A = A˜B∗, B = S˜λ0,B∗ for some λ0 ∈ ρ(A˜B∗), C = Γ˜2(A˜∗ − λ0), D = 0, though there are
several differences between the notions:
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(1) The corresponding system can be highly awkward to construct and requires involving un-
bounded operators.
(2) In systems theory the subspace of un-observable states is generated by the resolvent in one
half plane only (corresponding to positive times t only). In our construction, the spectral
parameter runs through the whole resolvent set. It is well known that when the resolvent
set consists of several unconnected domains, developing the linear set by the resolvent
essentially depends on the choice of the component.
(3) We do not require the operator A˜B∗ to be the generator of a semigroup. In particular,
the resolvent set may have a complicated geometrical structure. If A˜B∗ is a generator, the
resolvent in (16) can be replaced by the positive and negative time semigroups.
Despite these differences, the similarity to the observability problem may be fruitful for analysing
detectability, both in general and in particular examples. For more connections between boundary
triples and systems theory, we refer to [44].
3. Example operators
In this section we shall examine three different concrete operators which will be used in the
following to illustrate the power and also the limitations of the theory. For the first of these we
show that S is the whole underlying Hilbert space; for the second example we refer the reader
to some previous work, where we show that S may or may not be the whole space; for the third
example, we calculate the function MB(λ), in preparation for the substantial work in Sections
8, 9 and the Appendix, which shows that the characterization of S may be very subtle for this
seemingly innocuous model.
3.1. Schro¨dinger problems. For complex valued q ∈ L∞(0, 1), consider
(17) Lu =
(
− d
2
dx2
+ q
)
u and L˜u =
(
− d
2
dx2
+ q
)
u on [0, 1].
Let Au = Lu and A˜u = L˜u with D(A) = D(A˜) = H20 (0, 1). Then A˜
∗u = Lu and A∗u = L˜u with
D(A˜∗) = D(A∗) = H2(0, 1) and for u, v ∈ H2(0, 1)〈
A˜∗u, v
〉
−
〈
u,A∗v
〉
=
〈
Γ1u,Γ2v
〉
−
〈
Γ2u,Γ1v
〉
,
where
Γ1u =
( −u′(1)
u′(0)
)
, Γ2u =
(
u(1)
u(0)
)
.
In particular, Γ1 = Γ˜1, Γ2 = Γ˜2 and H = K = C2.
Let θ(x, λ) and φ(x, λ) be solutions of L˜u = λu which satisfy θ(0, λ) = 0, θ′(0, λ) = 1 and
φ(0, λ) = 1, φ′(0, λ) = 0. Let yB be as in (15). Then by the variation of constants formula, there
exist C, C˜ such that
yB(x, λ) =
∫ x
0
φ(t, λ)h(t) dt θ(x, λ) +
∫ 1
x
θ(t, λ)h(t) dt φ(x, λ) + Cθ(x, λ) + C˜φ(x, λ).
yB satisfies Γ1yB = 0 = Γ2yB. We choose λ so that it is not a Dirichlet eigenvalue. Then
yB(0, λ) =
∫ 1
0
θhdt+ C˜ = 0, yB(1, λ) =
(∫ 1
0
φhdt+ C
)
θ(1, λ) + C˜φ(1, λ) = 0,
y′B(0, λ) = C = 0, y
′
B(1, λ) =
(∫ 1
0
φhdt+ C
)
θ′(1, λ) + C˜φ′(1, λ) = 0.
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This simplifies to ∫ 1
0
φhdt θ(1, λ)− ∫ 1
0
θhdt φ(1, λ) = 0,∫ 1
0
φhdt θ′(1, λ)− ∫ 1
0
θhdt φ′(1, λ) = 0.
As the Wronskian of θ and φ is non-zero, we have∫ 1
0
θhdt =
∫ 1
0
φhdt = 0.
This holds for almost all λ. Analyticity in λ implies that these equations hold for all λ. Choosing λ
to run through the Dirichlet eigenvalues shows that h¯ is orthogonal to all Dirichlet eigenfunctions
and also to any possible root vectors. Hence, h ≡ 0 and we have proved the following result which
is consistent with the Borg Uniqueness Theorem [10, 37].
Proposition 3.1. For the Schro¨dinger operator we have S = L2(0, 1).
3.2. Hain-Lu¨st-type operators. Let
(18) A˜∗ =
( − d2
dx2
+ q(x) w˜(x)
w(x) u(x)
)
and A∗ =
(
− d2
dx2
+ q(x) w(x)
w˜(x) u(x)
)
,
where q, u, w˜ and w are L∞-functions, and the domain of the operators is given by
(19) D(A˜∗) = D(A∗) = H2(0, 1)× L2(0, 1).
It is then easy to see that〈
A˜∗
(
y
z
)
,
(
f
g
)〉
−
〈(
y
z
)
, A∗
(
f
g
)〉
=
〈
Γ1
(
y
z
)
,Γ2
(
f
g
)〉
−
〈
Γ2
(
y
z
)
,Γ1
(
f
g
)〉
,(20)
where
H = K = C2, Γ1
(
y
z
)
=
( −y′(1)
y′(0)
)
, Γ2
(
y
z
)
=
(
y(1)
y(0)
)
.
Some information on S for these operators is available in [13]. In particular we show there that if
w = w˜ then S ⊆ L2(0, 1)⊕ L2((w−1({0})c) (where Ωc denotes the complement of a set Ω) and so
if w vanishes on a set of positive measure then S is not the whole underlying space.
3.3. The Friedrichs model. We consider in L2(R) the operator A with domain
(21) D(A) =
{
f ∈ L2(R)
∣∣∣xf(x) ∈ L2(R), lim
R→∞
∫ R
−R
f(x)dx exists and is zero
}
,
given by the expression
(22) (Af)(x) = xf(x) + 〈f, φ〉ψ(x),
where φ, ψ are in L2(R). Observe that since the constant function 1 does not lie in L2(R) the
domain of A is dense in L2(R).
We first collect some results from [13] where more details and proofs can be found:
Lemma 3.2. The adjoint of A is given on the domain
(23) D(A∗) =
{
f ∈ L2(R) | ∃cf ∈ C : xf(x)− cf1 ∈ L2(R)
}
,
by the formula
(24) A∗f = xf(x)− cf1 + 〈f, ψ〉φ.
8 B.M. BROWN, M. MARLETTA, S. NABOKO, AND I. WOOD
Since cf = limR→∞(2R)−1
∫ R
−R xf(x) dx is uniquely determined, we can define trace operators
Γ1 and Γ2 on D(A
∗) as follows:
(25) Γ1u = lim
R→∞
∫ R
−R
u(x)dx, Γ2u = cu.
Note that Γ1u =
∫
R(u(x)− cu1sign(x)(x2 + 1)−1/2)dx, which is the expression used in [13].
Lemma 3.3. The operators Γ1 and Γ2 are bounded relative to A
∗ and the following ‘Green’s
identity’ holds:
(26) 〈A∗f, g〉 − 〈f, A∗g〉 = Γ1fΓ2g − Γ2fΓ1g + 〈f, ψ〉〈φ, g〉 − 〈f, φ〉〈ψ, g〉.
We introduce an operator A˜ in which the roles of φ and ψ are swapped:
(27) D(A˜) =
{
f ∈ L2(R)
∣∣∣xf(x) ∈ L2(R), lim
R→∞
∫ R
−R
f(x)dx = 0
}
,
(28) (A˜f)(x) = xf(x) + 〈f, ψ〉φ(x).
In view of Lemma 3.2 we immediately see that D(A˜∗) = D(A∗) and that
(29) (A˜∗f)(x) = xf(x)− cf1 + 〈f, φ〉ψ(x).
Thus A˜∗ is an extension of A, A∗ is an extension of A˜, and the following result is easily proved.
Lemma 3.4.
(30) A = A˜∗
∣∣∣
ker (Γ1)∩ker (Γ2)
; A˜ = A∗|ker (Γ1)∩ker (Γ2) ;
moreover, the Green’s formula (26) can be modified to
(31) 〈A∗f, g〉 − 〈f, A˜∗g〉 = Γ1fΓ2g − Γ2fΓ1g.
We finish our review from [13] with the M -function and the resolvent:
Lemma 3.5. Suppose that =λ 6= 0. Then f ∈ ker (A˜∗ − λ) if
(32) f(x) = Γ2f
[
1
x− λ −
〈(t− λ)−1, φ〉
D(λ)
ψ(x)
x− λ
]
.
Here D is the function
(33) D(λ) = 1 +
∫
R
1
x− λψ(x)φ(x)dx.
Moreover the Titchmarsh-Weyl coefficient MB(λ) is given by
(34) MB(λ) =
[
sign(=λ)pii− 〈(t− λ)
−1, ψ〉〈(t− λ)−1, φ〉
D(λ)
−B
]−1
.
For the resolvent, we have that (AB − λ)f = g if and only if
(35) f(x) =
g(x)
x− λ −
1
D(λ)
ψ(x)
x− λ
〈
g
t− λ, φ
〉
+ cf
[
1
x− λ −
1
D(λ)
ψ(x)
x− λ
〈
1
t− λ, φ
〉]
,
in which the coefficient cf is given by
(36) cf = MB(λ)
[
−
〈
1
t− λ, g
〉
+
1
D(λ)
〈
g
t− λ, φ
〉〈
1
t− λ, ψ
〉]
.
These calculations will be needed in Sections 7, 8 and the Appendix.
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Remark 3.6. There is another approach to the Friedrichs model via the Fourier transform which
may appear much more natural. It is easy to check that, denoting the Fourier transform by F and
Ff = fˆ , we get
FAF∗ = i d
dx
+
〈
·, φˆ
〉
ψˆ, D(FAF∗) = {u ∈ H1(R) : u(0) = 0},
FA˜∗F∗ = i d
dx
+
〈
·, φˆ
〉
ψˆ, D(FA˜∗F∗) = {u ∈ L2(R) : u|R± ∈ H1(R±)},
and
FABF∗ = i d
dx
+
〈
·, φˆ
〉
ψˆ,
D(FABF∗) =
{
u ∈ L2(R) : u|R± ∈ H1(R±), u(0+) = B − ipi
B + ipi
u(0−)
}
,
where u(0±) denotes the limit of u at zero from the left and right, respectively. Moreover,
Γ1f =
√
pi/2(fˆ(0+) + fˆ(0−)) and Γ2f = i(2pi)−1(fˆ(0+) − fˆ(0−)). There are similar expressions
for the adjoint operators and traces. In terms of extension theory it is much easier to use this
Fourier representation. However, for our later calculations, the original model is more useful, as
it facilitates the calculation of residues.
4. Relation between M-function and resolvent on S
Having introduced some concrete examples in the previous sections, we now turn our attention
to what can be shown in the general setting. Our aim is to study the relation between the
function MB and the bordered resolvent PS˜(AB − λ)−1|S where for any subspace M , PM denotes
the orthogonal projection onto M .
4.1. Information on the M-function contained in the resolvent. We first look at gaining
information on the M -function from knowledge of the resolvent.
Theorem 4.1. Let λ ∈ ρ(AB). Then PS˜(AB − λ)−1|S uniquely determines MB(λ).
In particular, if also λ ∈ ρ(AC), then PS˜(AB − λ)−1|S = PS˜(AC − λ)−1|S implies that MB(λ) =
MC(λ), and, if additionally λ ∈ ρ(A∞), then B = C. Here, A∞ = A˜∗|ker Γ2.
Proof. Assume M̂B(λ) is a different M -function for the same problem. By surjectivity of the trace
operators there exist F ∈ D(A˜∗) and v ∈ D(A∗) such that〈
MB(λ)(Γ1 −BΓ2)F, (Γ˜1 −B∗Γ˜2)v
〉
K
6=
〈
M̂B(λ)(Γ1 −BΓ2)F, (Γ˜1 −B∗Γ˜2)v
〉
K
.
Setting h = Sµ,B(Γ1 −BΓ2)F ∈ S and h˜ = S˜µ˜,B∗(Γ˜1 −B∗Γ˜2)v ∈ S˜ and using (8), we find that〈
(I − (AB − λ)−1(µ− λ))h, (µ˜− λ¯)h˜
〉
has two different values. Therefore,
〈
(AB − λ)−1h, h˜
〉
has two different values yielding a contra-
diction.
If PS˜(AB − λ)−1|S = PS˜(AC − λ)−1|S , then by the argument above〈
MB(λ)(Γ1 −BΓ2)F, (Γ˜1 −B∗Γ˜2)v
〉
K
=
〈
MC(λ)(Γ1 −BΓ2)F, (Γ˜1 −B∗Γ˜2)v
〉
K
.
Choosing F and v such that Γ2F = Γ˜2v = 0 and Γ1F and Γ˜1v are arbitrary, we obtain〈
MB(λ)Γ1F, Γ˜1v
〉
K
=
〈
MC(λ)Γ1F, Γ˜1v
〉
K
.
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Hence, MB(λ) = MC(λ). If λ ∈ ρ(A∞), then RanMB(λ) = K and kerMC(λ) = {0}, so from (5)
we get B = C. 
Note that from the knowledge of the resolvent and the range of one solution operator we can
explicitly reconstruct S. With some extra knowledge of the problem we can reconstruct MB(λ)
from knowledge of the bordered resolvent on S.
Theorem 4.2. Assume we know S, PS˜(AB − λ)−1|S and Ran (Sµ,B), Ran (S˜µ˜,B∗) for some (µ, µ˜)
with µ, µ˜ ∈ ρ(AB). Then we can reconstruct MB(λ) uniquely if B is known.
Proof. For h ∈ Ran (Sµ,B), h˜ ∈ Ran (S˜µ˜,B∗), consider
H(h, h˜) =
〈
(I − (AB − λ)−1(µ− λ))h, (µ˜− λ)h˜
〉
.
By assumption, we know H(h, h˜). Varying h throughout Ran (Sµ,B), we have that (Γ1 − BΓ2)h
runs through the whole of H; varying h˜ throughout Ran (S˜µ˜,B∗), the values (Γ˜1 − B∗Γ˜2)h˜ run
through the whole of K and Γ˜2h˜ through the whole of H. Using Lemma 2.6 we have for a dense
set of h, h˜ that
H(h, h˜) =
〈
MB(λ)(Γ1 −BΓ2)h, (Γ˜1 −B∗Γ˜2)h˜
〉
K
−
〈
(Γ1 −BΓ2)h, Γ˜2h˜
〉
H
,
which allows reconstruction of the M -function. 
We look into the question of how strong the condition of knowledge of the closed ranges of
solution operators needed in the theorem is. We first look at the Friedrichs model.
Proposition 4.3. Assume we know RanSλ,B and Ran S˜µ,B∗ for some λ, µ for the Friedrichs
model. Moreover, assume RanSλ,B 6= Span { 1x−λ} and Ran S˜µ,B∗ 6= Span { 1x−µ} (which is true for
generic φ, ψ). Then the operator is uniquely determined.
Proof. Assume we know RanSλ,B and Ran S˜µ,B∗ for some λ, µ. Choosing the elements u and v in
the ranges with cu = 1 and cv = 1 we have from (32) that
u(x) =
1
x− λ −
〈(t− λ)−1, φ〉
D(λ)
· ψ(x)
x− λ and v(x) =
1
x− µ −
〈(t− µ)−1, ψ〉
D(µ)
· φ(x)
x− µ.
As one of the functions φ, ψ is only determined up to a scalar factor, we may normalize φ such
that
〈(t− λ)−1, φ〉
D(λ)
= 1.
This allows us to determine ψ from the first expression, which also gives us 〈(t − µ)−1, ψ〉, so
φ(x)/D(µ) is known. Solving v(x) for φ(x), we get
(37) φ(x) = (1− (x− µ)v(x)) D(µ)〈(t− µ)−1, ψ〉 .
Multiplying by (x− λ)−1D(λ)−1 and integrating over x, we can determine D(µ)D(λ)−1 from our
normalisation of φ.
Inserting our expression (37) into D(λ) = 1 + 〈(x−λ)−1, ψφ〉, we get a second equation relating
D(λ) and D(µ), allowing us to determine D(µ) and hence φ(x). 
Remark 4.4. Note that, if RanSλ,B = Span { 1x−λ} or Ran S˜µ,B∗ = Span { 1x−µ} , it is clear from
(32) and (34) that the M-function in general does not contain sufficient information to recover φ
and ψ.
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The following result shows that nothing like the result of Proposition 4.3 holds for Hain-Lu¨st
operators and therefore no similar result can hold in the abstract setting.
Proposition 4.5. Assume we know RanSλ,B and Ran S˜µ,B∗ for some λ, µ for the Hain-Lu¨st
operator ( − d2
dx2
+ q(x) w(x)
w˜(x) u(x)
)
.
Then the operator is not uniquely determined.
Proof. It is sufficient to show the claim for the case when the coefficients of the operator are
real. Knowing the ranges of the solution operators corresponds to knowing kernels of the maximal
operators and hence two linearly independent solutions each to both of the following equations:
(38)
( − d2
dx2
+ q(x) w(x)
w˜(x) u(x)
)(
y1
z1
)
= λ
(
y1
z1
)
and
(39)
( − d2
dx2
+ q(x) w˜(x)
w(x) u(x)
)(
y2
z2
)
= µ
(
y2
z2
)
.
Write the pairs of solutions as (y1, z1), (ŷ1, ẑ1), and (y2, z2), (ŷ2, ẑ2), respectively. Since
z1 =
w˜y1
u− λ, ẑ1 =
w˜ŷ1
u− λ, z2 =
wy2
u− µ, ẑ2 =
wŷ2
u− µ,
setting α = w˜
u−λ and β =
w
u−µ , this can be written in the form
(40)

y1 αy1 0 0
ŷ1 αŷ1 0 0
y2 0 βy2 0
ŷ2 0 βŷ2 0
0 0 y1 αy1
0 0 ŷ1 αŷ1
0 y2 0 βy2
0 ŷ2 0 βŷ2


q
w
w˜
u
 =

λy1 + y
′′
1
λŷ1 + ŷ
′′
1
µy2 + y
′′
2
µŷ2 + ŷ
′′
2
λz1
λẑ1
µz2
µẑ2

.
A calculation shows that the matrix on the left hand side of the equation does not have full rank
for any α and β, so the system is not uniquely solvable. 
4.2. Reconstruction from two bordered resolvents. Although we are primarily concerned
with inverse problems, it is still interesting to consider some forward problems with partial data
arising from the restriction of the resolvent operators to the detectable subspace.
Theorem 4.6. Assume PS˜(AB−λ)−1|S and PS˜(AC−λ)−1|S are known. In addition, assume that
(i) Γ2(AC − λ)−1S and Γ˜2(AC − λ)−∗S˜ are known,
(ii) Γ2(AC − λ)−1S is dense in H and Γ˜2(AC − λ)−∗S˜ is dense in K,
(iii) Ran (B − C) is dense in H and ker (B − C) = {0}. Then MB(λ) can be recovered.
Proof. Let λ ∈ ρ(AB) ∩ ρ(AC). Then the Krein formula (7) gives
(AB − λ)−1 − (AC − λ)−1 = Sλ,C(I + (B − C)MB(λ))(B − C)Γ2(AC − λ)−1.
Now let f ∈ S˜ and g ∈ S. Then we know〈
f, (AB − λ)−1g
〉− 〈f, (AC − λ)−1g〉 .
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Using (7), we obtain〈
f, (AB − λ)−1g
〉− 〈f, (AC − λ)−1g〉
=
〈
f, Sλ,C(I + (B − C)MB(λ))(B − C)Γ2(AC − λ)−1g
〉
=
〈
Γ˜2(AC − λ)−∗f, (I + (B − C)MB(λ))(B − C)Γ2(AC − λ)−1g
〉
=
〈
Γ˜2(AC − λ)−∗f, (B − C)Γ2(AC − λ)−1g
〉
+〈
(B − C)∗Γ˜2(AC − λ)−∗f,MB(λ)(B − C)Γ2(AC − λ)−1g
〉
.
Our assumptions now allow us to recover MB(λ). 
Remark 4.7. Alternatively, knowing the projection to S˜ of the derivative of the resolvent w.r.t. the
boundary condition and one resolvent restricted to S will suffice, as, for C = B + εD we have
from (7)
(AB − λ)−1 − (AC − λ)−1
ε
→ Sλ,BDΓ2(AB − λ)−1 as ε→ 0.
If we now have the assumption of density of DΓ2(AB − λ)−1S, then for f ∈ S, g ∈ S˜, since〈
Sλ,BDΓ2(AB − λ)−1f, g
〉
=
〈
DΓ2(AB − λ)−1f, Γ˜2(AB − λ)−∗g
〉
,
and 〈Sλ,BDΓ2(AB − λ)−1f, g〉 is known from the derivative, while DΓ2(AB − λ)−1f is known
from the restricted resolvent, knowing the projection of the derivative to S˜ corresponds to knowing
Γ˜2(AB − λ)−∗|S˜ .
4.3. Information on the resolvent from the M-function. The following result gives some
insight to the inverse problem of reconstructing AB from MB(λ). From examples later, we will
see that knowledge of the M -function does not allow reconstruction of the bordered resolvent (see
Remark 8.17).
Theorem 4.8. Assume we know MB(λ) for all λ ∈ ρ(AB), Ran (Sµ,B) for all µ ∈ Λ and
Ran (S˜µ˜,B∗) for all µ˜ ∈ Λ˜, where Λ ⊆ ρ(AB) and Λ˜ ⊆ ρ(A ∗B) are dense subsets. Then we can
reconstruct PS˜(AB − λ)−1PS for all λ ∈ ρ(AB).
Proof. Let µ ∈ Λ and µ˜ ∈ Λ˜. Consider (8) for any F ∈ Ran (Sµ,B) and v ∈ Ran (S˜µ˜,B∗). Then〈
F − (AB − λ)−1(A˜∗ − λ)F, (A∗ − λI)v
〉
=
〈
F − (AB − λ)−1(µ− λ)F, (µ˜− λI)v
〉
= −
〈
(Γ1 −BΓ2)F, Γ˜2v
〉
H
+
〈
MB(λ)(Γ1 −BΓ2)F, (Γ˜1 −B∗Γ˜2)v
〉
K
.
We know the r.h.s. of this equation for any F ∈ Ran (Sµ,B), v ∈ Ran (S˜µ˜,B∗) and λ ∈ ρ(AB), so
we know 〈
F − (AB − λ)−1(µ− λ)F, (µ˜− λI)v
〉
.
Choosing λ 6= µ and λ 6= µ˜, we know〈
(AB − λ)−1F, v
〉
=
〈
PS˜(AB − λ)
−1PSF, v
〉
for any F ∈ Ran (Sµ,B), v ∈ Ran (S˜µ˜,B∗) and λ ∈ ρ(AB) \
(
{µ} ∪ {µ˜}
)
. By continuity, we know
it for all λ ∈ ρ(AB).
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Since Span {Ran (Sµ,B) : µ ∈ Λ} is dense in S and Span {Ran (S˜µ˜,B∗) : µ˜ ∈ Λ˜} is dense in S˜,
using boundedness of PS˜(AB − λ)−1PS gives the result.

5. Analytic continuation
In preparation for the discussion in Section 6 of jumps in MB(λ) and of the bordered resolvent
across the essential spectrum, we now discuss the relationship between the analytic continuation
of MB(λ) and analytic continuation of the bordered resolvent of AB, both initially defined on the
resolvent set of AB.
Theorem 5.1. Let µ, µ˜ ∈ ρ(AB). Assume that for any F ∈ Ran (Sµ,B), v ∈ Ran (S˜µ˜,B∗),〈
(AB − λ)−1|SF, v
〉
admits an analytic continuation to some region D of the complex plane (possibly on a different
Riemann sheet). Then MB(·) admits an analytic continuation to the same region D.
Proof. Given f ∈ H and f˜ ∈ K, choose F = Sµ,Bf and v = S˜µ˜,B∗ f˜ . Then (8) becomes〈
F − (µ− λ)(AB − λ)−1F, (µ˜− λ)v
〉
= −
〈
f, Γ˜2v
〉
H
+
〈
MB(λ)f, f˜
〉
K
and the l.h.s. admits analytic continuation, so the r.h.s. does as well. 
Lemma 5.2. For µ ∈ ρ(AB), (
d
dλ
S·,B
)
(µ) = (AB − µ)−1Sµ,B.
Proof. From (6), we have
Sλ,Bf − Sµ,Bf
λ− µ = (AB − λ)
−1Sµ,Bf,
which immediately proves the result. 
Theorem 5.3. Assume MB(·) admits an analytic continuation to some region D of the complex
plane (possibly on a different Riemann sheet). Let µ, µ˜ ∈ ρ(AB). Then〈
(AB − λ)−1|SF, v
〉
admits an analytic continuation to the same region D for any F ∈ Ran (Sµ,B), v ∈ Ran (S˜µ˜,B∗),
apart from possible simple poles at µ and µ˜. If µ = µ˜, a pole of order 2 is possible at this point.
Proof. Let F ∈ Ran (Sµ,B), v ∈ Ran (S˜µ˜,B∗). By assumption the r.h.s. of (8) admits analytic
continuation, hence so does the l.h.s., given by〈
F − (µ− λ)(AB − λ)−1F, (µ˜− λ)v
〉
.
Since
〈
F, (µ˜− λ)v〉 is clearly analytic, we have that
(µ− λ)(µ˜− λ) 〈(AB − λ)−1F, v〉
is analytic which gives the desired result. 
Remark 5.4. We can extend the set of those vectors for which 〈(AB − λ)−1|SF, v〉 admits analytic
continuation by developing vectors on both sides by taking linear combinations and using the resol-
vents of AB and A˜B∗ respectively. However, we should not expect the result to extend to the whole
of S (or S˜) and therefore the bordered resolvent will not necessarily admit analytic continuation.
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It is interesting to note that poles of 〈(AB − λ)−1|SF, v〉 at µ and µ˜ do arise in concrete examples,
though they may sometimes be cancelled by other terms.
Example 5.5. Let µ ∈ C−, µ˜ ∈ C+. Consider an example of the Friedrichs model from Section
3.3, where φ ∈ H−2 , ψ ∈ H+2 are rational functions with poles in suitable half-planes such that
ψ(λ)φ(λ) does not have poles at µ or µ˜. Then
Fµ :=
1
x− µ ∈ H
+
2 ∩ ker (A˜∗ − µ) and vµ˜ :=
1
x− µ˜ ∈ H
−
2 ∩ ker (A∗ − µ˜).
We consider the analytic continuation of the functions MB(·) and 〈(AB − ·)−1Fµ, vµ˜〉 from the
upper to the lower half-plane.
From (8), we get for λ ∈ C+
(λ− µ)(λ− µ˜) 〈(AB − λ)−1Fµ, vµ˜〉 = −〈MB(λ)(Γ1 −BΓ2)Fµ, (Γ˜1 −B∗Γ˜2)vµ˜〉(41)
+
〈
(Γ1 −BΓ2)Fµ, Γ˜2vµ˜)
〉
+
〈
Fµ, (µ˜− λ)vµ˜
〉
.
Now,
〈Fµ, vµ˜〉 =
〈
1
x− µ,
1
x− µ˜
〉
= 0,
(Γ1 −BΓ2)Fµ = (Γ1 −BΓ2) 1
x− µ = −pii−B
(Γ˜1 −B∗Γ˜2)vµ˜ = pii−B∗ and Γ˜2vµ = 1.
Thus (41) gives
(λ− µ)(λ− µ˜) 〈(AB − λ)−1Fµ, vµ˜〉 = −MB(λ)(−pii−B)(−pii−B) + (−pii−B)
= −(pii+B)(MB(λ)(pii+B) + 1),
or 〈
(AB − λ)−1Fµ, vµ˜
〉
= −(pii+B)(MB(λ)(pii+B) + 1)
(λ− µ)(λ− µ˜)
=
−2pii[pii−B
pii+B
− 2piiψ(λ)φ(λ)]−1
(λ− µ)(λ− µ˜) .(42)
From (34) we get
(43) MB(λ) =
[
pii+
4pi2ψ(λ)φ(λ)
1 + 2piiψ(λ)φ(λ)
−B
]−1
=
[
−pii−B + 2pii
1 + 2piiψ(λ)φ(λ)
]−1
.
This MB(·) admits an analytic continuation to the lower half-plane while the analytic continu-
ation of 〈(AB − ·)−1Fµ, vµ˜〉 given by (42) has poles at µ and µ˜.
In the case when B 6= −pii, to cancel the poles in (42) we need to chose poles of the analytic
continuation of ψ(λ)φ(λ) to lie at µ and µ˜. Note that the poles appearing in Theorem 5.3 should
not be confused with resonances (poles of the analytic continuation of MB). Here the resonances
are due to zeroes of
pii−B
pii+B
− 2piiψ(λ)φ(λ) in formula (42).
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6. Abstract theory: relation between jumps of MB and bordered resolvent
We consider the case in which AB and A
∗
B have essential spectrum lying on the real axis; we
wish to examine in what sense MB(λ) jumps across the real axis, and how this may be related to
a jump in the resolvent (AB − λ)−1.
Assumption 1. We assume that there exist countable families {fi}i∈I , {wj}j∈I˜ in H and K
respectively, whose closed linear spans are H and K, and that for these families the inner prod-
ucts 〈MB(λ)fi, wj〉 lie in both the Nevanlinna classes N(C±). This implies that they have non-
tangential boundary values 〈MB(k ± i0)fi, wj〉 for a.e. k ∈ R. The class N(C±) consists of all
meromorphic functions on C± which can be represented as the quotient of two bounded analytic
functions in the corresponding half-plane (see [29]).
Our first result is that this assumption is equivalent to an assumption on the resolvent.
Lemma 6.1. The functions 〈MB(λ)fi, wj〉 lie in N(C±) if and only if, for every µ 6∈ σ(AB) and
µ˜ 6∈ σ(A˜B∗), the functions
〈
(AB − λ)−1Sµ,Bfi, S˜µ˜,B∗wj
〉
lie in N(C±).
Proof. Starting with the fundamental identity〈
(A˜∗ − λ)u, v
〉
−
〈
u, (A∗ − λ)v
〉
=
〈
Γ1u, Γ˜2v
〉
−
〈
Γ2u, Γ˜1v
〉
and making the choices u = (AB − λ)−1Sµ,Bfi, v = S˜µ˜,B∗wj leads to
(44)
〈
Sµ,Bfi, wj
〉
−
〈
(AB − λ)−1Sµ,Bfi, (µ˜− λ)S˜µ˜,B∗wj
〉
=〈
Γ2(AB − λ)−1Sµ,Bfi, Γ˜1S˜µ˜,B∗wj
〉
−
〈
Γ2(AB − λ)−1Sµ,Bfi, Γ˜1S˜µ˜,B∗wj
〉
.
If the functions 〈MB(λ)fi, wj〉 lie in N(C±) then, thanks to the identity
(45) MB(λ) = Γ2(I + (λ− µ)(AB − λ)−1)Sµ,B,
the terms 〈Γ2(AB − λ)−1Sµ,Bfi, ·〉 appearing in (44) also lie in N(C±), so〈
(AB − λ)−1Sµ,Bfi, (µ˜− λ)S˜µ˜,B∗wj
〉
lies in N(C±). This implies that
〈
(AB − λ)−1Sµ,Bfi, S˜µ˜,B∗wj
〉
lies in N(C±).
The converse result is immediate from equation (45): if inner products of the form〈
(AB − λ)−1Sµ,Bfi, S˜µ˜,B∗wj
〉
lie in N(C±) then so do the inner products 〈MB(λ)fi, wj〉. 
Theorem 6.2. Suppose that Assumption 1 holds and that ε|〈MB(k ± iε)f, w〉| → 0 as ε ↘
0, for a.e. k ∈ R for f , w in a dense countable subset of the boundary spaces. Choose sets
{µi}i∈I , {µ˜j}j∈I˜ non-real and outside σ(AB). Let Fi = Sµi,Bfi, vj = S˜µ˜j ,B∗wj. Then for a.e.
k ∈ R,
rank
([
P{vj}(AB − λ)−1P{Fi}
]
λ=k
)
= rank
([
P{wj}MB(λ)P{fi}
]
λ=k
)
,
where by P{vj} and P{wj} we denote the projections onto the indicated one-dimensional spaces, and
[·]λ=k denotes the jump between λ = k + iε and λ = k − iε as ε↘ 0.
In order to prove Theorem 6.2 we require the following lemma.
Lemma 6.3. The collections {Fi}i∈I and {vj}j∈I˜ are both linearly independent.
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Proof. We give the proof for the collection {Fi}i∈I ; the remaining case is similar. Assume that
there are some constants αi such that
∑
i αiFi = 0. Let ζ ∈ C: applying (A˜∗− ζ)k for some k ∈ N
we get
∑
i αi(µi − ζ)kFi = 0. First, assume all the µi are distinct. Then we can choose i0 and ζ
such that |µi0 − ζ| > |µi− ζ| for i 6= i0. Letting k →∞ we deduce that αi0Fi0 = 0. Proceeding in
this way we get αi = 0 for all i as long as the µi are distinct.
If we have a collection of µi which are all equal, say for i ∈ J , where J is some index set, then
we can prove that for some appropriately chosen ζ we have 0 =
∑
i∈J αi(µi− ζ)kSµi,Bfi giving, for
` ∈ J , Sµ`,B
∑
i∈J αifi = 0. This implies that
∑
i∈J αifi = 0 and hence that αi = 0 for all i ∈ J ,
by linear independence of the {fi}. 
Corollary 6.4. The collections {(µi − k)Fi} and {(µ˜j − k)vj} are both linearly independent as
long as µi 6= k, µ˜j 6= k, for all i, j.
Proof of Theorem 6.2. We use the fundamental identity (8), which yields
(46)
〈
Fi − (AB − λ)−1(A˜∗ − λ)Fi, (A∗ − λI)vj
〉
= −
〈
fi, Γ˜2vj
〉
H
+
〈
MB(λ)fi, wj
〉
K
for all i ∈ I, j ∈ I˜ and λ = k + iε. The jump at k of the right hand side is clearly given by[〈MB(k)fi, wj〉K], which for convenience we denote by 〈[MB](k)fi, wj〉K. By our assumptions on
the {fi} and {wj}, this is nonzero if and only if [MB](k) 6= 0.
Now consider the left hand side of (46). Clearly,
〈
Fi, (A
∗ − λI)vj
〉
has no jump.
Defining
(47) G(λ) :=
〈
(AB − λ)−1Fi, A∗vj
〉
+
〈
(AB − λ)−1A˜∗Fi, vj
〉
the negative of the remaining term on the left hand side of (46) is〈
(AB − λ)−1(A˜∗ − λ)Fi, (A∗ − λ)vj
〉
=
〈
(AB − λ)−1A˜∗Fi, A∗vj
〉
− λG(λ)(48)
+|λ|2
〈
(AB − λ)−1Fi, vj
〉
.
Observe that [λG(λ)] = k[G](k) + limε↘0 iε(G(k + iε) +G(k − iε)). We shall prove later that
(49) lim
ε↘0
ε
〈
(AB − λ)−1Fi, vj
〉
= 0 for a.e. k.
This implies [λG(λ)] = k[G](k) and that
[|λ|2 〈(AB − λ)−1Fi, vj〉] = k2 〈[(AB − λ)−1]Fi, vj〉 ;
hence, from (48), the formula
−
[〈
(AB − λ)−1(A˜∗ − λ)Fi, (A∗ − λ)vj
〉]
=
〈
[(AB − λ)−1](A˜∗ − k)Fi, (A∗ − k)vj
〉
gives the jump of the left hand side of (46). We therefore have
(50) −(µi − k)(µ˜j − k)
〈
[(AB − λ)−1]Fi, vj
〉
= 〈[MB](k)fi, wj〉K ,
from which our result follows.
It remains to establish (49). Returning to (46) we have
−(µi − λ)(µ˜j − λ)
〈
(AB − λ)−1Fi, vj
〉
= (µ˜j − λ)
〈
Fi, vj
〉
−
〈
fi, Γ˜2vj
〉
H
+
〈
MB(λ)fi, wj
〉
K
whence
∣∣〈(AB − λ)−1Fi, vj〉∣∣ ≤ |µ˜j − λ|
∣∣∣〈Fi, vj〉∣∣∣+ ∣∣∣〈fi, Γ˜2vj〉H∣∣∣+ ∣∣〈MB(λ)fi, wj〉K∣∣
|µi − λ||µ˜j − λ|
.
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Thus (49) is an immediate consequence of the hypothesis that ε|〈MB(k± iε)f, w〉| → 0 as ε↘ 0,
for a.e. k ∈ R. 
Theorem 6.5. Let {fi}i∈I and {wj}j∈I˜ be linearly independent vectors whose spans are dense in
H and K respectively. Let {µ`}`∈J and {µ˜ν}ν∈J˜ be collections of distinct strictly complex numbers
dense in C \ σ(AB) and C \ σ(A∗B) respectively. Define Fi,` = Sµ`,Bfi, vj,ν = S˜µ˜ν ,B∗wj.
(1) The collections {Fi,`}i∈I,`∈J and {vj,ν}j∈I˜,ν∈J˜ are both linearly independent and their spans
are dense in S and S˜ respectively.
(2) For N,M ∈ N let PN,S and PM,S˜ denote projections onto N- and M-dimensional subspaces
of S and S˜ respectively, spanned by N of the Fi,` and M of the vj,ν respectively, chosen
such that lim
N→∞
PN,S = I and lim
M→∞
P
M,S˜ = I, in the sense of strong convergence. Put
E1 =
{
k ∈ R
∣∣∣ [MB](k) exists in the weak topology} ,
E2 =
{
k ∈ R
∣∣∣ lim
ε↘0
ε|〈MB(k ± iε)fi, wj〉| = 0 for all i, j
}
.
For any k ∈ E1 ∩ E2 we have that [PM,S˜(AB − λ)−1PN,S ](k) exists; moreover
lim
N,M→∞
rank([P
M,S˜(AB − λ)
−1PN,S ]|λ=k)
exists and is equal to rank([MB](k)).
Proof.
(1) The fact that the closed linear spans of the sets {Fi,`}i∈I,`∈J and {vj,ν}j∈I˜,ν∈J˜ are S and S˜
follows immediately from the definitions of S and S˜ together with the fact that the closed
linear spans of {fi}i∈I and {wj}j∈I˜ are H and K respectively. It remains only to establish
linear independence. Assume that there exist constants αi,` such that
∑
i,` αi,`Fi,` = 0.
This means that
∑
i,` αi,`Sµ`,Bfi = 0. Applying A˜
∗ k times yields∑
i,`
αi,`µ
k
l Fi,` =
∑
`
µkl
∑
i
αi,`Fi,` = 0, k = 0, 1, 2, . . . .
Since the µl are distinct this yields
∑
i αi,`Fi,` = 0 for all `. This means Sµ`,B
∑
i αi,`fi = 0,
and since Sµ`,B has a left inverse this implies
∑
i αi,`fi = 0. But the {fi} are linearly
independent, so we deduce that αi,` = 0 for all i and `.
(2) Let PN,S denote projection onto N of the Fi,` and PM,S˜ denote projection onto M of the
vj,ν , chosen in each case to be such that PN,S and PM,S˜ converge strongly to the identity.
Let PN ′ and P˜M ′ denote projections onto the spaces spanned by the corresponding fi, of
which there will be N ′ ≤ N , and wj, of which there will be M ′ ≤ M . Since k ∈ E1 ∩ E2
we may invoke (50) from the proof of Theorem 6.2 and deduce that
−(µ` − k)(µ˜ν − k)
〈
[P
M,S˜(AB − λ)
−1PN,S ]λ=kFi,`, vj,ν
〉
=
〈
[P˜M ′MB(λ)PN ′ ]λ=kfi, wj
〉
.
As k ∈ R we know that µ` 6= k and µ˜ν 6= k, so we define
Xi,` = (µ` − k)Fi,`, Yj,ν = −(µ˜ν − k)vj,ν .
The vectors {Xi,`} and {Yj,ν} are both linearly independent, and for each ` ∈ J, ν ∈ J˜ we
have 〈
[P
M,S˜(AB − λ)
−1PN,S ]λ=kXi,`, Yj,ν
〉
=
〈
[P˜M ′MB(λ)PN ′ ]λ=kfi, wj
〉
.
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Define M1 to be the matrix with entries〈
[P
M,S˜(AB − λ)
−1PN,S ]λ=kXi,`, Yj,ν
〉
,
ordered by incrementing ` and ν before i and j, and M2 to be the matrix with entries〈
[P˜M ′MB(λ)PN ′ ]λ=kfi, wj
〉
. It follows from the definition of the Kronecker product that
M1 = M2 ⊗ E
in which E is a matrix whose entries are all equal to 1. By consideration of the singular
values of the Kronecker product (E has only one non-zero singular value) it follows that
M1 and M2 have the same rank, and hence that
rank([P
M,S˜(AB − λ)
−1PN,S ]λ=k) = rank([P˜M ′MB(λ)PN ′ ]λ=k).
If we define
rank([PS˜(AB − λ)
−1PS ]λ=k) := lim
M,N→∞
rank([P
M,S˜(AB − λ)
−1PN,S ]λ=k)
and exploit the fact that the {fi}i∈I and {vj}j∈I˜ exhaust H and K respectively, then it
follows that
rank([PS˜(AB − λ)
−1PS ]λ=k) = rank([MB(λ)]λ=k).

As a final remark, we mention that rank([PS˜(AB − λ)−1PS ]λ=k) is the multiplicity of the abso-
lutely continuous spectrum of AB|S .
7. Friedrichs model: reconstruction of MB(λ) from one restricted resolvent
(AB − λ)−1|S
We have now finished our abstract considerations and the remainder of the paper is devoted to
a detailed analysis of the Friedrichs model.
In this section we show how to reconstruct MB(λ) explicitly from the restricted resolvent. The
fact that even the bordered resolvent determines MB(λ) uniquely was proved in the abstract
setting in Theorem 4.1, but of course methods of reconstruction depend on the concrete operators
under scrutiny.
We introduce the notation ·̂ for the Cauchy or Borel transform given by
(51) φ̂(λ) =
〈
1
t− λ, φ
〉
, ψ̂(λ) =
〈
1
t− λ, ψ
〉
and P± : L2(R)→ H±2 (R) for the Riesz projections given by
(52) P±f(k) = ± 1
2pii
lim
ε→0
f̂(k ± iε) = ± 1
2pii
lim
ε→0
∫
R
f(x)
x− (k ± iε)dx,
where the limit is to be understood in L2(R) (see [28]). Here, H+p (R) and H−p (R) denote the Hardy
spaces of boundary values of p-integrable functions in the upper and lower complex half-plane,
respectively. To simplify notation, we also sometimes write (fˆ)±(k) = f̂(k ± i0) := 2piiP±f(k).
Theorem 7.1. For the Friedrichs model, assume that (AB−λ)−1|S is known for all λ ∈ ρ(AB)\R.
Then MB(λ) can be recovered.
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Remark 7.2. We assume that (AB−λ)−1|S is known for all λ ∈ ρ(AB)\R, though it is certainly
sufficient to know it at one point in each connected component of C \ σ(AB). If σ(AB) does not
cover all of either half-plane C± then it is enough to know (AB−λ)−1|S at two points, one in each
of C±. If, additionally, σ(AB) does not cover R, then it suffices to know (AB−λ)−1|S for just one
value of λ.
Proof of Theorem 7.1. 1. Recovering the function ψ. Take non-zero g ∈ S and λ ∈ C \ (R ∪
σ(AB)). Observe that (35) may be rewritten in the form
(53) f(x)− g(x)
x− λ −
cf
x− λ =
ψ(x)
x− λA(λ),
in which
A(λ) = − 1
D(λ)
[〈
g
t− λ, φ
〉
+ cf
〈
1
t− λ, φ
〉]
and D(λ) is given by (33). The left hand side of (53) is known as a function of λ, at least for
g ∈ S. To determine ψ up to a scalar multiple it is therefore sufficient to find g and λ so that
A(λ) is non-zero: in other words, find g such that the function A(·) is not identically zero.
We proceed by contradiction. Suppose we have a non-trivial Friedrichs model (i.e. neither φ
nor ψ is identically zero). If A(·) is identically zero then multiplying by MB(λ)−1 from (34) and
using (36) we obtain[
ipisign(=λ)− 1
D(λ)
〈
1
t− λ, φ
〉〈
1
t− λ, ψ
〉
−B
]〈
g
t− λ, φ
〉
+
[
−
〈
1
t− λ, g
〉
+
1
D(λ)
〈
g
t− λ, φ
〉〈
1
t− λ, ψ
〉]〈
1
t− λ, φ
〉
≡ 0,(54)
from which it follows
(55) (ipisign(=λ)−B)
〈
g
t− λ, φ
〉
−
〈
1
t− λ, g
〉〈
1
t− λ, φ
〉
≡ 0.
For all non-real µ such that D(µ) is nonzero (this is true for a.e. non-real µ by analyticity), there
exists g ∈ S in the range of the solution operator Sµ,B. We know from (32) that such g have the
form
(56) g(x) =
1
x− µ −
1
D(µ)
〈
1
t− µ, φ
〉
ψ(x)
x− µ,
though we do not know the function ψ or the value of 1
D(µ)
〈
1
t−µ , φ
〉
. Substituting (56) into (55)
yields
(ipisign(=λ)−B)
[〈
1
(t− µ)(t− λ) , φ
〉
− 1
D(µ)
〈
1
t− µ, φ
〉〈
ψ
(t− µ)(t− λ) , φ
〉]
≡
〈
1
t− λ, φ
〉[〈
1
(t− λ)(t− µ) ,1
〉
− 1
D(µ)
〈
1
t− µ, φ
〉〈
1
(t− λ)(t− µ) , ψ
〉]
.(57)
If we use the identity
(58)
λ− µ
(t− λ)(t− µ) =
1
t− λ −
1
t− µ
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and use the notations from (51) then multiplying by (λ− µ), (57) becomes
(ipisign(=λ)−B)
[
φ̂(λ)− φ̂(µ)− 1
D(µ)
φ̂(µ)(D(λ)−D(µ))
]
≡ φ̂(λ)
[∫
R
λ− µ
(t− λ)(t− µ)dt−
φ̂(µ)
D(µ)
(ψ̂(λ)− ψ̂(µ))
]
.(59)
Performing the integral for the case in which =λ · =µ < 0, we obtain
(60) (ipisign(=λ)−B)
[
φ̂(λ)− D(λ)
D(µ)
φ̂(µ)
]
≡ φ̂(λ)
[
±2pii− φ̂(µ)
D(µ)
(ψ̂(λ)− ψ̂(µ))
]
.
Fix λ and let µ→ i∞, so that D(µ)→ 1 and φ̂(µ)→ 0. This yields
(61) (ipisign(=λ)−B)φ̂(λ) ≡ ±2piiφ̂(λ).
If, on the other hand, we consider =λ · =µ > 0 in (59) then the value of the integral is zero, and
we obtain, upon letting µ→ i∞,
(62) (ipisign(=λ)−B)φ̂(λ) ≡ 0.
Equations (61,62) together imply that φ̂ is identically zero, and hence so is φ. In this case the
function ψ is irrelevant and so our Friedrichs model is trivial, a contradiction. Thus (53) determines
ψ up to a constant multiple. We may choose this (non-zero) multiple arbitrarily, since φ can be
rescaled if necessary to obtain the correct Friedrichs model.
2. Recovering the boundary condition parameter B. Returning to the parameter cf in
(36) and using the notation (51), we have[
ipisign(=λ)−B − 1
D(λ)
φ̂(λ)ψ̂(λ)
]
cf =
[
−
〈
1
t− λ, g
〉
+
1
D(λ)
〈
g
t− λ, φ
〉〈
1
t− λ, ψ
〉]
=
[
−
〈
1
t− λ, g
〉
+O
(‖g‖2|=λ|−3/2)] ,
as =λ→∞, and uniformly in g. Now choose an element
(63) g(x) ≡ gµ(x) := 1
x− µ − σ(µ)
ψ(x)
x− µ,
µ ∈ C \ R, D(µ) 6= 0, with some σ(µ) = O(|=µ|−1/2). We know that such σ(µ) exists, and
indeed may be chosen as φ̂(µ)/D(µ), but we do not yet know φ and therefore do not claim that
our particular choice of σ is given by this formula. We fix some choice of σ, so that g = gµ is
determined and cf is known as a function of λ and µ. We have
(ipisign(=λ)−B +O(|=λ|−1))cf
=
[
−
〈
1
t− λ,
1
t− µ
〉
+ σ(µ)
〈
1
t− λ,
ψ
t− µ
〉
+O(|=λ|−3/2)‖gµ‖2
]
= −
∫
R
1
(t− λ)(t− µ)dt+O(|=µ|
−3/2)O(|=λ|−1/2)
+O(|=λ|−3/2)
(
O(|=µ|−1/2) + ‖ψ‖2 |σ(µ)||=µ|
)
.
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Assuming that =λ · =µ < 0, we know that
−
∫
R
1
(t− λ)(t− µ)dt =
±2pii
λ− µ.
Put λ = −µ and letting =µ→∞, we obtain
(ipisign(=λ)−B)cf = ±2pii
2λ
+O(|λ|−2).
For one choice of sign(=λ) at least, ipisign(=λ) − B 6= 0 and so we can recover B from the
asymptotic behaviour of cf as =λ→∞.
3. Recovering φ̂(λ)/D(λ). Once again we choose g = gµ of the form (63). Returning to (53)
and indicating the µ-dependence of f by writing f = fµ = (AB − λ)−1gµ, we have
(AB − λ)−1gµ − gµ(x)
x− λ −
cfµ(λ)
x− λ = −
ψ(x)
x− λ
1
D(λ)
[〈
gµ
t− λ, φ
〉
+ cfµ(λ)
〈
1
t− λ, φ
〉]
.
Since the left hand side of this equation is known and since ψ is known, this implies that
1
D(λ)
[〈
gµ
t− λ, φ
〉
+ cfµ(λ)
〈
1
t− λ, φ
〉]
is known. Substituting the known choice of gµ we discover that
1
D(λ)
[〈
1
(t− λ)(t− µ) , φ
〉
− σ(µ)
〈
ψ
(t− λ)(t− µ) , φ
〉
+ cfµ(λ)
〈
1
t− λ, φ
〉]
(λ− µ)
is known too. Using identity (58) this means that
(64)
1
D(λ)
[
φ̂(λ)− φ̂(µ)− σ(µ)(D(λ)−D(µ)) + (λ− µ)cfµ(λ)φ̂(λ)
]
is known. We shall now fix λ and let =µ→∞, for which purpose we need to know how (λ−µ)cfµ(λ)
will behave. From (36), we have
cfµ(λ)(λ− µ) = (λ− µ)MB(λ)
[
−
〈
1
t− λ,
1
t− µ
〉
+ σ(µ)
〈
1
t− λ,
ψ
t− µ
〉
+
ψ̂(λ)
D(λ)
{〈
1
(t− λ)(t− µ) , φ
〉
− σ(µ)
〈
ψ
(t− λ)(t− µ) , φ
〉}]
.(65)
Choosing µ 6= λ with =λ · =µ > 0 causes the integral term
〈
1
t−λ ,
1
t−µ
〉
to vanish. This yields
cfµ(λ) = MB(λ)
[
σ(µ)(ψ̂(λ)− ψ̂(µ)) + ψ̂(λ)
D(λ)
(φ̂(λ)− φ̂(µ))− σ(µ)(D(λ)−D(µ))
]
→MB(λ) ψ̂(λ)
D(λ)
φ̂(λ), =µ→∞.(66)
Letting =µ→∞ in (64) therefore yields that
(67)
1
D(λ)
[
φ̂(λ) +MB(λ)
ψ̂(λ)
D(λ)
φ̂(λ)2
]
is known. However from (34) we have
MB(λ) =
[
ipisign(=λ)− 1
D(λ)
φ̂(λ)ψ̂(λ)−B
]−1
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and so the known quantity appearing in (67) is
MB(λ)
φ̂(λ)
D(λ)
[ipisign(=λ)−B] .
This means that
α := MB(λ)
φ̂(λ)
D(λ)
is known, and simple algebra shows that
(68)
φ̂(λ)
D(λ)
(1 + αψ̂(λ)) = α(ipisign(=λ)−B),
which determines φ̂(λ)
D(λ)
and hence MB(λ) provided the factor 1 + αψ̂(λ) is not identically zero;
equivalently, provided ipisign(=λ)−B is not zero.
We are therefore left to rule out just one pathological case: the case in which B = ipisign(=(λ))
in one half-plane and φ̂ψ̂ ≡ 0 in the same half-plane. This can only happen if MB(λ)−1 is zero
in this half-plane, which means that every point in the half-plane is an eigenvalue of AB and the
corresponding gλ given by
gλ(x) =
1
x− λ −
φ̂(λ)
D(λ)
ψ(x)
x− λ =
1
x− λ
belongs to L2(R) and also satisfies the conditions to lie in the domain of AB:
ipisign(=λ) = ipisign(=λ)− φ̂(λ)ψ̂(λ)
D(λ)
= Γ1gλ = BΓ2gλ = B
(see (6.16) in [13]). 
Remark 7.3. (Uniqueness of gµ). An alternative approach can be found by examining the
uniqueness of the function gµ in S defined in (63). If we know that the choice of σ(µ) is unique
then we can immediately determine φ̂(µ)/D(µ), which must be equal to σ(µ). This is determined
by gµ if gµ is unique with its required properties. We examine this now.
Definition 7.4. The non-uniqueness set is the set
Ω =
{
µ ∈ C \ R
∣∣∣∃σ1(µ) 6= σ2(µ) : 1
x− µ + σj(µ)
ψ(x)
x− µ ∈ S, j = 1, 2
}
.(69)
Equivalently,
Ω =
{
µ ∈ C \ R
∣∣∣ 1
x− µ ∈ S and
ψ(x)
x− µ ∈ S
}
.
We also let Ω± = C± ∩ Ω. We can ignore the condition D(µ) 6= 0 since it can be removed by
taking a closure. We can also assume that S 6= L2(R) since otherwise we know the whole resolvent
(AB−λ)−1, which means we know AB and hence MB. We consider two cases in C+ (the situation
in C− is similar):
(I): C+ \ Ω+ has measure 0;
(II): C+ \ Ω+ has positive measure.
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In case (II) the uniqueness set in C+, where we can recover φ̂(µ)/D(µ) immediately from gµ,
will have an accumulation point in C+ and thus φ̂(µ)/D(µ) is uniquely determined in C+, by
analyticity.
In case (I) we have that for almost all µ ∈ C+, the function x 7→ (x− µ)−1 lies in S. However∨
=µ>0
1
x−µ is the Hardy space H
−
2 , and hence S ⊇ H−2 . Consider the situation in C−. If we are in
the case |Ω−| > 0 then
S ⊃
∨
µ∈Ω−
1
x− µ = H
+
2 ,
and so we have proved the following.
Lemma 7.5. (1) If C± \ Ω± has measure zero, then S contains H2∓, respectively.
(2) If C± \ Ω± has positive measure then one can recover φ̂(µ)/D(µ) uniquely, for µ ∈ C±.
Corollary 7.6. Assume that the function φ̂(µ)/D(µ) in C+ coincides with the analytic continu-
ation of φ̂(µ)/D(µ) in C−. (This happens, for instance, if φ has compact support or is zero on
an interval.) Then either S = L2(R) or we can reconstruct φ̂(µ)/D(µ) in C \ R uniquely from
(AB − λ)−1|S .
8. Determining S for the Friedrichs model
This section is devoted to a detailed analysis of the space S for the Friedrichs model. We shall
demonstrate how different aspects of complex analysis are brought into the problem of determining
S and we compute the defect number
def(S) = dim(S⊥)
for various different choices of the functions φ and ψ which determine the model. The proofs are
almost all in the appendix, as the calculations are sometimes elaborate.
We first give a characterisation of the space S, or more precisely, its orthogonal complement.
Proposition 8.1. Let P± be the Riesz projections defined in (52) and D(λ) be as in (33). Denote
by D±(λ) its restriction to C± and by D± the boundary values of these functions on R (which exist
a.e., cf. [28, 41]).
(1) Let φ, ψ ∈ L2.
g ∈ S⊥ ⇐⇒
{
P+g − 2piiD+ (P+φ)P+(ψg) = 0,
P−g + 2piiD− (P−φ)P−(ψg) = 0.
(70)
⇐⇒

(i) (P+φ)P+(ψg)
D+
∈ H+2 ,
(ii) (P−φ)P−(ψg)
D−
∈ H−2 ,
(iii) g − 2pii
D+
(P+φ)P+(ψg) +
2pii
D−
(P−φ)P−(ψg) = 0 (a.e.).
(71)
(2) If φ ∈ L2, ψ ∈ L2 ∩ L∞ or φ, ψ ∈ L2 ∩ L4, then
g ∈ S⊥ ⇐⇒ [D+ − 2pii(P+φ)ψ] g = 2piiφ[ψP−g − P−(ψg)] (a.e.),(72)
⇐⇒ [D+ − 2pii(P+φ)ψ] g = 2piiφ[−ψP+g + P+(ψg)] (a.e.),(73)
⇐⇒ [D+ − 2pii(P+φ)ψ] g = 2piiφ[P+(ψP−g)− P−(ψP+g)] (a.e.).(74)
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Remark 8.2. (1) The second part of the proposition allows us to replace all three conditions
(i)-(iii) in (71) with a single pointwise condition under mild extra assumptions on φ and/or
ψ.
(2) Note that the operator [P+(ψP−g) − P−(ψP+g)] in the last characterisation of S⊥ is the
difference of two Hankel operators.
As an immediate consequence of (72), we get
Theorem 8.3. Assume φ ∈ L2, ψ ∈ L2 ∩ L∞ or φ, ψ ∈ L2 ∩ L4. Define the operator L on L2(R)
by
(75) Lu = [−P+(ψφ) + P+(φ)ψ]u+ φ[ψP− − P−ψ]u
with the maximal domain D(L) = {u ∈ L2(R) : Lu ∈ L2(R)}.1 Then S 6= L2(R) iff 1/(2pii) ∈
σp(L) and S⊥ = ker (L− 1/(2pii)).
Furthermore, let η ∈ L∞(R) be a function such that η(k) 6= 0 a.e. and η[−P+(ψφ) + P+(φ)ψ],
ηψφ, ηφ ∈ L∞(R). Define the operator L on L2(R) by
(76) Lu = η
[
− 1
2pii
− P+(ψφ) + P+(φ)ψ
]
u+ ηφ[ψP− − P−ψ]u
with dense domain D(L) = {u ∈ L2(R) : ηφP−(ψu) ∈ L2(R)}. Then S 6= L2(R) iff 0 ∈ σp(L).
Moreover, S⊥ = kerL. Note that if ψ ∈ L∞, then D(L) = L2(R).
Remark 8.4. Replacing ψ by αψ, we denote the corresponding detectable subspace by Sα. Then,
under the conditions in the second part of Proposition 8.1, we get g ∈ S⊥α iff
1
2piiα
g = [−P+(ψφ) + P+(φ)ψ]g + φ[P+ψP− − P−ψP+]g = Lg,
where the right hand side is the sum of a multiplication operator and the difference of two Hankel
operators multiplied by φ. As in the theorem, we then get S⊥α 6= {0} iff 1/(2piiα) ∈ σp(L) and S⊥α
is given by the corresponding kernel.
We now consider various special cases that illustrate the different situations that can arise. The
proofs of the results can be found in the appendix.
8.1. Results depending on the support of φ and ψ.
8.1.1. The case of disjoint supports. In this part we assume that φ · ψ = 0 almost everywhere, in
particular, D(λ) ≡ 1, and that either
(77) φ ∈ L2 and ψ ∈ L2 ∩ L∞ or φ, ψ ∈ L2 ∩ L4.
In some cases (which will be mentioned in the text), we will require the slightly stronger condition
(78) φ ∈ L2 ∩ L2+ε for some ε > 0 and ψ ∈ L2 ∩ L∞ or φ, ψ ∈ L2 ∩ L4.
Theorem 8.5. Define the sets Ωψ = {x ∈ R : ψ(x) 6= 0}, Ωφ = {x ∈ R : φ(x) 6= 0}2 and
Ω = R \ (Ωψ ∪ Ωφ). Then g ∈ S⊥ iff g ∈ L2 and
(79) χΩφg(k) = φ(k)ψ̂χΩψg(k + i0),
1Under our assumptions, for any u ∈ L2 we have Lu ∈ L1 (where we mean the expression L in (75) rather the
operator L).
2Note that the sets Ωψ, Ωφ are only defined up to a set of Lebesgue measure zero, but this is sufficient for our
purpose. Also, they may be much smaller than the support of the functions.
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(80) χΩψg(k)
(
1− φ̂(k − i0)ψ(k)
)
= 0,
(81) g|Ω = 0.
Let Ωψ,0 = {k ∈ R : φ̂(k − i0)ψ(k) = 1}. Then, additionally,
(i) if Ωψ,0 has zero measure, then S = L2(R).
(ii) Assume (78). If Ωψ,0 has non-zero measure, then S⊥ 6= {0}. Moreover, we have that
S ⊆ {f ∈ L2(R) : f = ψ
(
f̂φ
)
−
on Ωψ,0}.
(iii) Assume φ, ψ ∈ L2 ∩ L∞. Then
S = {f ∈ L2(R) : f = ψ
(
f̂φ
)
−
on Ωψ,0}.
Remark 8.6. (1) Note that, from (79) we have that g|Ωψ completely determines g|Ωφ.
(2) Condition (79) gives an additional restriction on g|Ωψ , requiring φ(k)ψ̂χΩψg(k + i0) ∈
L2(Ωφ).
(3) The condition (78) implies (via the Ho¨lder inequality and boundedness of P+ : L
p → Lp
for 1 < p <∞) that for g ∈ (L2 ∩ L∞)(Ωψ) we have φ(k)ψ̂χΩψg(k + i0) ∈ L2(Ωφ).
Example 8.7. Let I and I ′ be disjoint closed intervals in R. Choose φ ∈ L∞ with supp φ ∈ I
such that ∫
R
φ(x)
x− kdx 6= 0 for k ∈ I
′.
Define ψ by
ψ(k) =

(∫
R
φ(x)
x−kdx
)−1
, k ∈ I ′
0 otherwise.
Then ψ ∈ L∞, φ · ψ = 0 and φ̂(k − i0)ψ(k) = 1. Therefore, by Theorem 8.5, (ii), S⊥ 6= {0}.
Theorem 8.8. Assume (78). Then S = L2 ⇐⇒ 1− ψ(φ̂)(k + i0) 6= 0 for a.e. k ∈ R. Moreover,
def S = dimS⊥ =
{
0 if S = L2,
∞ otherwise.
We have the following results on complete detectability, ie. S = L2(R).
Theorem 8.9. (1) Complete detectability is generic in the following sense. Replace ψ by αψ
for α ∈ C (or φ by αφ), then for all α outside a countable set E0 we have Sα = L2(R),
where Sα is as defined in Remark 8.4.
(2) For small perturbations, we have that if ψ ∈ L∞ and P+φ or P−φ ∈ L∞, replacing ψ by
αψ where α ∈ C, we get Sα = L2(R) for sufficiently small |α|.
We next analyse a specific example with disjoint supports where we consider some questions in
more detail.
Theorem 8.10. Assume I and I ′ are disjoint closed intervals such that I ′ lies to the left of I.
Let
φ = χI and ψ(x) = χI′(x) ·
(∫
I
dt
t− x
)−1
.
(1) In this case S 6= L2(R) with def S =∞, while S˜ = L2(R).
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(2) The jump of the M-function across the real axis at k is given by
[M−1B (k)] =

2pii, k ∈ R \ (I ∪ I ′),
2pii(1− ψ̂(k)), k ∈ I,
0, k ∈ I ′.
Moreover, the bordered resolvent PS˜(AB − λ)−1PS jumps at k ∈ R iff k /∈ I ′, i.e. the
location of the jumps of the bordered resolvent coincides with the jumps of MB. (Compare
to Theorem 6.5, where we can only border the resovent by finite dimensional projections.)
8.1.2. Results when φ and ψ are not disjointly supported. We consider a more general case when
φ and ψ do not necessarily have disjoint supports.
Theorem 8.11. (1) Let Ωc = {x : φ(x) 6= 0} ∪ {x : ψ(x) 6= 0}. Then g ∈ S⊥ implies
{x : g(x) 6= 0} ⊆ Ωc (up to a set of measure zero). In particular, S⊥ ⊆ L2(Ωc) and
S ⊇ L2(Ω).
(2) Consider ψ = αχI for some constant α and a set I of finite measure and assume φ|Ic = 0
a.e. Then S = L2(R).
We finish this subsection by showing that in a our situation we can improve on Theorems 4.1,
4.6 and 7.1 by recovering the M -function from one bordered resolvent.
Theorem 8.12. As before, let Ωψ = {x ∈ R : ψ(x) 6= 0} and Ωφ = {x ∈ R : φ(x) 6= 0}.
Let Ω = R \ (Ωφ ∪ Ωψ) and assume that we know a set of non-zero measure Ω′ ⊆ Ω. Then the
M-function can be recovered from one bordered resolvent.
Remark 8.13. The converse is not possible. The asymptotics of the M-function at i∞ allow us
to recover B and thus ψ̂(λ)φ̂(λ) for any λ. However, only knowing the product for example makes
it impossible to distinguish the expression for A from the operator expression obtained by replacing
ψ by φ and φ by ψ, respectively.
8.2. Results with φ, ψ ∈ H+2 . We note that in the Fourier picture described in Remark 3.6, the
condition that φ, ψ ∈ H+2 corresponds to Fφ,Fψ being supported in R− (by the Paley-Wiener
Theorem [28]). A similar remark applies to the next subsection when φ, ψ ∈ H+2 where the Fourier
transforms will be supported on different half lines. Moreover, similar results will hold if both
φ, ψ ∈ H−2 .
Theorem 8.14. Let φ, ψ ∈ H+2 . Then
S =
∨
µ∈C+
1
x− µ +
∨
µ∈C−
D(µ) + 2piiφ¯(µ)ψ(x)
x− µ .
Moreover, if
(82) ψ(x) =
N∑
j=1
cj
x− zj
with cj 6= 0, =zj < 0 and zi 6= zj for i 6= j, then
def (S) = N − P −M −M0,
where P =
∑
pk and pk is the order of poles of φ(µ)/D+(µ)in C− \ {zj}Nj=1, M =
∑
mi, where
mi are the ‘order of the poles’ of φ(x)/D+(x) in R (i.e. mi is the minimum integer such that
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φ(x)/D+(x)(x− xi)mi is square integrable), M0 corresponds to a degenerated case and is given by
M0 =
∣∣∣∣{j : φ(zj) = 0 and limµ→zj 2piiφ¯(µ)cjD+(µ)(µ− zj) 6= 1}
∣∣∣∣
and
D+(µ) := 1 + 2pii
N∑
j=1
cjφ(zj)
µ− zj
for µ ∈ C is a meromorphic continuation of the rational function D(µ), µ ∈ C+ to the lower half
plane. (Note that this will not coincide with D(µ) in the lower half plane and that for generic
φ ∈ H+2 the continuation of D− to C+ will not even exist).
Proposition 8.15. Any values can be realized for the defect numbers of S and S˜ by suitably
choosing rational φ and ψ in H+2 (R).
We conclude this part with an example.
Example 8.16. Let
ψ(x) =
α
x− z1 with z1 ∈ C−, α ∈ C \ {0} and φ(x) =
1
x− w1 with w1 ∈ C+.
The root of D(λ) in C+ or its analytic continuation D+(λ) in C− is λ0 = z1 + 2piiαw1−z1 . We have
three cases for N,P,M,M0 as in Theorem 8.14:
(1) If λ0 ∈ C+ then N = 1, P = M = M0 = 0,
(2) if λ0 ∈ C− then N = P = 1, M = M0 = 0,
(3) if λ0 ∈ R then N = M = 1, P = M0 = 0.
Therefore, S⊥ is non-trivial if and only if λ0 = z1 + 2piiαw1−z1 ∈ C+. In this case, S⊥ is one
dimensional. Moreover,
(83) S⊥ =
{
const
(t− w1)(t− z1 + 2piiαw1−z1 )
}
and S = {f ∈ L2(R) : (P+f)(w1) = (P+f)(λ0)}.
Similarly, S˜⊥ is non-trivial if and only if λ˜0 := w1 + 2piiαw1−z1 ∈ C− (and therefore D(λ˜0) = 0). Note
that if λ0 ∈ C+, then also λ˜0 ∈ C+, whilst if λ˜0 ∈ C−, then also λ0 ∈ C−. Therefore, at least one
of S and S˜ is the whole space.
Moreover, we see that the bordered resolvent does not detect the singularities at the eigenvalues
λ0 ∈ C+ or λ˜0 ∈ C−:
For λ ≈ λ0 ∈ C+ we have from(35) and (36) that
(84) (AB − λ)−1 = regular part at λ0 + Pλ0
λ− λ0 ,
with the Riesz projection Pλ0 given by
(85) Pλ0 = 〈·, u1〉u2,
where
(86) u1 =
φ
x− λ0
and u2 = α(z1 − λ0)ψ(x)− 2piiMB(λ0)ψ(λ0)
x− λ0 .
Since u1 ∈ S⊥, the singularity is cancelled by PS . u2 is the eigenvector of AB − λ0 (see [27]).
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For λ ≈ λ˜0 ∈ C− we have again from(35) and (36) that
(87) (AB − λ)−1 = regular part at λ0 +
Pλ˜0
λ− λ˜0
,
with
(88) Pλ˜0 =
〈
·, (λ˜0 − w1)φ(x)− 2piiMB(λ˜0)φ(λ˜0)
x− λ˜0
〉
αψ
x− λ˜0
,
where ψ
x−λ˜0
is an eigenvector of AB for all (!) B and lies in S˜⊥, so the singularity of the resolvent
is cancelled by PS˜ .
We note that this behaviour of the bordered resolvent is in accordance with Theorem 3.6 in [13].
Remark 8.17. We note that in the case when φ, ψ ∈ H+2 taking λ, µ ∈ C+, the M-function and
the ranges of the solution operators Sλ,B and S˜µ,B∗ do not depend on φ and ψ (see (34) and (32)).
In fact, MB(λ) = [sign(=λ)pii−B]−1, Sλ,Bf = (Γ2f)(x − λ)−1 and S˜µ,B∗f = (Γ˜2f)(x − µ)−1.
In this highly degenerated case, only the boundary condition B can be obtained. Therefore, in
this case a Borg-type theorem allowing recovery of the bordered resolvent from the M-function
is not possible, even with knowledge of the ranges of the solution operators in the whole of the
suitable half-planes. On the other hand, knowledge of the ranges of the solution operators in both
half-planes, together with the M-function at one point allows reconstruction by Theorem 4.8.
8.3. Analysis for the case φ, ψ ∈ H+2 .
Theorem 8.18. Let φ, ψ ∈ H+2 . Then if B 6= −pii, we have def (SB) = 0. Similar results hold
for S˜B by taking adjoints.
Remark 8.19. We note that the space SB as defined in (9) can depend on the boundary condition.
In the degenerate case B = −pii we have
SB =
∨
µ∈C+
(
D(µ)− 2piiφ(µ)ψ(x)
x− µ
)
.
If φ or ψ additionally lies in L∞, then this gives def(SB) = +∞. However, we consider this choice
of B as a degenerate case, since the hypotheses of Proposition 2.8 are not satisfied.
8.4. The general case ψ, φ ∈ L2. We conclude this section by studying the general case. Without
assumptions on the support, or the Hardy class of φ and ψ, the results are rather complicated.
Therefore, in what follows we will not worry about imposing slightly stronger regularity conditions
on φ and ψ. We first define the following set
E0 := {α ∈ C : ∃ a set of positive measure E ⊆ R(89)
s.t. 1 + 2piiα(P+(φψ)− ψ(P+(φ))) = 0 on E}.
Note that E0 consists of those α such that the factor
[
D+ − 2pii(P+φ)ψ
]
appearing in (72) - (74)
vanishes on some non-null set E when ψ is replaced by αψ.
Theorem 8.20. Assume (78). Let α ∈ E0, then def Sα = +∞.
Remark 8.21. When considering the corresponding S˜α note that the set
E˜0 :=
{
α : 1 + 2piiα(P+(ψφ)− φ(P+(ψ))) = 0 on a set of positive measure
}
does not need to coincide with E0, so it is possible to have def Sα 6= def S˜α even for α ∈ E0.
This happens in Example 8.7, where (if ψ is multiplied by a suitable constant) def Sα = ∞,
while def S˜α = 0.
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Theorem 8.22. Let φ ∈ L2 ∩ L∞ and ψ ∈ L2 ∩ C0(R), where C0(R) is the space of continuous
functions vanishing at infinity, and assume α 6∈ E0.
(1) Then def Sα > 0 iff (2piiα)−1 ∈ σp(M+K), where
(90) M = ((P+φ)ψ − P+(ψφ))
is a possibly unbounded multiplication operator and
(91) K = φ [P+ψP− − P−ψP+]
is the difference of two compact Hankel operators multiplied by φ. Note that D(M+K) =
D(M), where D(M) is the canonical domain of the multiplication operator.
Moreover,
S⊥α = ker
(
M+K − 1
2piiα
)
,
so
def Sα = dim ker
(
M+K − 1
2piiα
)
.
If (2piiα)−1 /∈ essrank∈RM(k), then
def Sα = dim ker
(
I +K
(
M− 1
2piiα
)−1)
<∞.
(2) Additionally assume M(k) is continuous. Then C \ RanM(k) is a countable union of
disjoint connected domains. Set µ = (2piiα)−1. Then in each of these domains we have
either
(a) def Sα = 0 whenever µ is in this domain except (possibly) a discrete set, or
(b) def Sα 6= 0 is finite and constant for any µ in the domain except (possibly) a discrete
set.
Moreover, for µ sufficiently large, we have def Sα = 0.
Although this theorem gives a description of Sα for a rather general case of ψ and φ, for concrete
examples as investigated in previous subsections it is useful to determine the space explicitly rather
than just give the description in terms of operators K and M. However, this theorem shows the
topological properties of the function def Sα in the α-plane.
Example 8.23. Let
ψ(x) = α
(
c1
x− z1 +
c2
x− z2
)
with z1 6= z2 ∈ C−, α ∈ C \ {0}
and
φ(x) =
1
x− w1 with w1 ∈ C+.
We wish to analyse the defect as a function of α. By Theorem 8.14, we need to determine the
number of roots of the analytic continuation D+(λ) of D(λ) in C−. Now,
(92) D+(λ) = 1− 2piiα
(
c1
(z1 − w1)(z1 − λ) +
c2
(z2 − w1)(z2 − λ)
)
.
After setting µˆ := 2piiα
(z1−w1)(z2−w1) a short calculation shows that the roots of D+(λ) solve
(93) λ2 + λ(d1µˆ− z1 − z2) + d2µˆ+ z1z2 = 0,
where
d1 = c1(z2 − w1) + c2(z1 − w1) and d2 = −c1z2(z2 − w1)− c2z1(z1 − w1).
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In particular, for µˆ = 0 the roots are z1, z2 ∈ C−. By continuity, for small |α|, by Theorem 8.14
we have def Sα = 0.
For a polynomial λ2 + pλ+ q = 0, an elementary calculation shows that it has a real root iff
(94) (=q)2 = (=p) (<p=q −<q=p) and 4<q ≤ |p|2.
We now analyse the defect in a few examples.
(A) We first make the specific choice
ψ(x) = α
( −2
x+ i
+
3
x+ 2i
)
and φ(x) =
1
x− i .
Then d1 = 0, d2 = −6 and the equation in (94) becomes
(95) (=µˆ)2 = 1
2
(1 + 3<µˆ).
All µˆ satisfying (95) satisfy the inequality in (94).This gives a parabola in the α-plane (or
equivalently the µˆ-plane) with def Sα = 0 inside or on the parabola and def Sα = 1 outside.
In the 1/α-plane this gives a curve whose interior is a petal-like shape with def Sα = 0 for
1/α outside or on the curve and def Sα = 1 for 1/α inside the curve.
(B) We now return to the formula for D+ in (92). Setting µ = (2piiα)
−1, we have
(96) µ =
c1
(z1 − w1)(z1 − λ) +
c2
(z2 − w1)(z2 − λ) .
Clearly for λ→ ±∞, we have that µ = 0. We now choose c1, c2 to get another real root at
λ = 0. Consider
ψ(x) = α
( −1
x+ i
+
3
x+ 2i
)
and φ(x) =
1
x− i .
In the µ-plane this leads to one petal. As λ runs through R, this curve is covered twice
(once for λ < 0 and once for λ > 0). We have def Sα = 0 for µ outside the curve and
def Sα = 2 for µ inside the curve. On the curve we have def Sα = 0. The double covering
of the curve allows the jump of 2 in the defect when crossing the curve.
(C) More generally, if ψ has N terms, then the problem of finding real roots of D+(λ) leads to
studying the real zeroes of
ξ(λ) :=
N∑
k=1
ak
zk − λ, where ak = ckφ(zk).
Generically ξ will not have real zeroes and we will only get one petal in the µ-plane.
However, we can arrange it that ξ has N − 1 real zeroes which leads to N petals in the
µ-plane. Assume aN 6= 0. Then to do this, we need to solve the linear system,
(97) Z
 a1...
aN−1
 =
 −
aN
zN−λ1
...
− aN
zN−λN−1
 ,
where the matrix Z has jk-component given by zjk = (zk−λj)−1. Z is invertible whenever
all zk ∈ C−, λj ∈ R are distinct.
For the example in Figure 1, the defect in each of the components is given by 4 − ν−
where ν− denotes the number of roots of D+ in C− (by Theorem 8.14). At each curve
precisely one of the roots crosses from the lower to the upper half-plane, thus increasing
the defect by 1. On the curve itself, one root is on the real axis and by Theorem 8.14,
the defect coincides with the smaller of the defects on the components on each side of the
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Figure 1. The curve in the 1/α-plane along which D+ has a real root for the case
λ1 = 0, λ2 = 1, λ3 = −2, z1 = −i, z2 = 1− i, z3 = −2− i, z4 = 3− 2i and a4 = 1.
On the right, zoom of part of the curve including the number of roots of D+ in C−
in different components.
curve. By a similar reasoning at the three non-zero points of self-intersection of the curve
the defect coincides with the smallest defect of the neighbouring components.
This example displays the analytical nature of finding the defect in terms of the location of
roots of D+ using Theorem 8.14. On the other hand, it also displays the topological nature
of the same situation mentioned in Theorem 8.22. The complex 1/α-plane is separated
into components in which the defect is constant everywhere (in this example the exceptional
discrete set is empty). The curves are the range of 2piiM(t) on the real axis.
9. Spectra of Toeplitz operators and detectability
In Section 8 Hankel operators played a special role in the analysis (see e.g. Theorem 8.22).
However, for another class of examples of the Friedrichs model, the theory of Toeplitz operators
is the main instrument of our analysis. We will discuss this type of examples and the related
detectability problem here. The proofs and some auxiliary results can be found in Appendix B.
We will study the operator T := φP+ψ acting on L
2. It is closely related to the Toeplitz operator
Ta : H
+
2 → H+2 given by Tau = P+au = P+aP+u, where a = ψφ.
Assumptions 9.1. For this section, we will make the following assumptions on the functions
φ, ψ ∈ L2: (i) a(z) := ψ(z)φ(z) ∈ H−1 \{0}, (ii) φ ∈ H−2 and (iii) φ, ψ ∈ L∞.
Remark 9.2. (1) Under the above assumptions, we have D+(λ) ≡ 1 and P+φ = φ, P−φ = 0.
(2) Choosing φ = (x− i)− 12−ε for some ε > 0 and a suitable choice of the branch cut, we have
φ ∈ H−2 . To satisfy the first assumption, we then require ψ(x) = a(x)(x + i)
1
2
+ε ∈ L2, or
a ∈ L2(R; (1 + x2) 12+ε). Therefore, the assumption that φ ∈ H−2 only imposes a mild extra
condition on the decay of a at infinity.
(3) The third assumption is only introduced for the sake of convenience and may be significantly
relaxed. However, this would introduce more technical details which would obscure the
main results. It means that the operator T is a bounded operator in L2 and Ta in H
+
2 , in
particular, they are defined on the whole space.
In the next theorem we will make use of the canonical Riesz-Nevanlinna factorization theorem
(see [28, Pages 199-200]). For the reader’s convenience, we state it here for functions in the lower
half plane: If f 6≡ 0, f ∈ H−p for p ≥ 1, then up to constant multiples, f can be factorized uniquely
as
(98) f(z) = B(z)Σ(z)G(z),
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where
• B(z) is a Blaschke product with
B(z) =
∏
k
(
eiθk
z − zk
z − zk
)
for =z < 0,
where zk are all the roots of f in C− and the real θk are chosen so that
eiθk
i− zk
i− zk ≥ 0;
• Σ(z) is the singular factor given by
Σ(z) = exp
(
1
pi
∫ ∞
−∞
(
i
z − t +
it
t2 + 1
)
dσ(t)
)
with dσ(t) ≥ 0 a singular measure (w.r.t. Lebesgue measure) such that ∫∞−∞ dσ(t)t2+1 <∞;
• G(z) is the outer factor given by
G(z) = exp
(
− i
pi
∫ ∞
−∞
(
1
z − t +
t
t2 + 1
)
log |f(t)| dt
)
.
Theorem 9.3. Define the operators T on L2 and Ta : H
+
2 → H+2 as above and let µα = (2piiα)−1.
Then
(1) def (Sα) = dim ker (Ta − µα). Moreover,
S⊥α = (ker (T − µα))∗ = ψ−1[(µαP+ + P−aP+)ker (Ta − µα)]∗.
Here, we use (ker (T − µα))∗ to denote the set of complex conjugates of functions in ker (T−
µα). This will be used to distinguish it from the closure in cases where the meaning may
be ambiguous.
(2) We have S⊥α = φ
(
H−2 	 (a(z)− µα)H−2
)
. In particular, φ
(
H−2 	 (a(z)− µα)H−2
)
is a
closed subspace.
(3) Consider the canonical factorisation in C− of a(z) − µα = Bα(z)Σα(z)Gα(z) for a fixed
α ∈ C where Bα is a Blaschke product containing all zeros of a(z) − µα in C−, Σα is the
singular part and Gα is an outer function. Then
(a− µα)H−2 = Bα(z)Σα(z)H−2 ≡ Bα(z)Σα(z)H−2 .
and
(99) def (Sα) =
{ ∞ if Σα 6≡ 1,
number of roots of Bα(z) counted with multiplicity if Σα ≡ 1.
Example 9.4. For fixed α ∈ C, we consider a canonical decomposition of (a− µα) in C− of the
following form: Choose any Ba with zeroes in a finite box and the singular measure in Σa with
bounded support. Then BaΣa → 1 at infinity. Choose
Ga(z) = −µα (z − a1)(z + σ)
z2 + τz + ρ
,
where a1 ∈ C+, σ ∈ C−, τ ∈ C− and ρ << −1.
Being contractive in C− the product BaΣa behaves like e
b
z with b ∈ C+ at ∞. We can choose
the constants above such that a1 − σ = b − τ ∈ C+. Therefore a(z) = O(1/z2) at ∞. Defining
φ(z) = (z − i)−1 ∈ H−2 , we have φ ∼ 1/z at ∞ , so ψ := a/φ = O(1/z) belongs to L2.
Choosing ρ sufficiently negative, we get that both roots of z2+τz+ρ, approximately −τ/2±√−ρ,
lie in C+. This gives Ga ∈ H−∞ and since both its roots a1 and −σ lie in C+, Ga is outer in C−
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By Theorem 9.3, the number of roots in C− equals def S provided Σa ≡ 1 and therefore all natural
numbers are possible as indices.
Appendix A. Proofs of the results of Section 8
We start with an elementary uniqueness lemma, whose proof we include for completeness.
Lemma A.1. Let
G(µ) =
{
G+(µ), µ ∈ C+,
G−(µ), µ ∈ C−.
with G± ∈ H±1 + H±2 := {G1 + G2 : G1 ∈ H±1 , G2 ∈ H±2 }. Then the jump across the real axis
[G] ≡ 0 iff and only iff G ≡ 0.
Proof. We show that if the jump vanishes, then G vanishes, the other implication is trivial.
By G(x ± i0) we denote the boundary values of the functions G± which exist a.e. on R (see
[28]). Since [G] ≡ 0, we have G(x) := G(x+ i0) = G(x− i0). Now, G(x+ i0) ∈ H+1 +H+2 , so for
all λ ∈ C− we have ∫
R
G(t)
t− λ ≡ 0.
Similarly, G(x− i0) ∈ H−1 +H−2 , so for all λ ∈ C+ we have∫
R
G(t)
t− λ ≡ 0.
Combining this gives ∫
R
G(t)
t− λ ≡ 0 for all λ 6∈ R.
We want to show that this implies G(x) = 0 for almost every x ∈ R. Clearly, taking complex
conjugates, ∫
R
<G(t)
t− λ ≡ 0 ≡
∫
R
=G(t)
t− λ ,
so we may now assume without loss of generality that G is real. Then
0 = =
∫
R
G(t)
t− λ = =λ
∫
R
G(t)
|t− λ|2 = piPε(G)(k),
where λ = k + iε and Pε denotes the Poisson transformation.
Now, let I be any bounded open interval in R and k ∈ I. As G = G1 + G2 ∈ L1(R) + L2(R),
we have χIG ∈ L1(R) and
ε
∫
Ic
G1(x) +G2(x)
|x− λ|2 dx ≤ ε
∫
Ic
|G1(x)|+ |G2(x)|
|x− k|2 dx = o(1),
where we have used that G2(x)/|x− k|2 ∈ L1(Ic). Therefore,
Pε(G) = Pε(χIG+ χIcG) = Pε(χIG) + o(1)→ χIG as ε→ 0.
This shows that χIG(x) = 0 and as I was arbitrary, we get G(x) = 0 for almost every x ∈ R. As
the boundary values of G± vanish identically, we have G± ≡ 0. 
We can now prove the characterisation of S⊥.
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Proof of Proposition 8.1. (1) Noting the form of elements from RanSλ,B from (32), we get
that
S⊥ =
{
g ∈ L2(R) : for all µ /∈ R
F±(µ) :=
〈
1
x− µ, g
〉
− 1
D(µ)
〈
1
x− µ, φ
〉〈
1
x− µψ, g
〉
= 0
}
.
Here the index ± indicates which half plane µ lies in. Then
(100) F±(µ) = ĝ(µ)− 1
D(µ)
φ̂(µ)ψ̂g(µ).
First assume g ∈ S⊥. Let µ ∈ C+ \ {D(µ) = 0}. Then F+(µ) = 0 is equivalent to
(101) (P+g)(µ) =
2pii
D+(µ)
(P+φ)(µ)P+(ψg)(µ).
Similarly, if µ ∈ C− \ {D(µ) = 0}, then F−(µ) = 0 is equivalent to
(102) (P−g)(µ) = − 2pii
D−(µ)
(P−φ)(µ)P−(ψg)(µ).
This proves the first implication in the statement.
Now, as the zeroes of D(µ) in C± form a discrete set, the right hand sides of (101) and
(102) must lie in H+2 and H
−
2 , respectively, showing (i) and (ii). Since g = P+g + P−g, we
also get (iii). For the reverse implications, simply apply P+ and P− to g as given in (iii).
(2) We first show the equivalence in (72). Let g ∈ S⊥ and apply P± to (71), part (iii), keeping
(71) parts (i) and (ii) in mind. Then
P+g − 2pii
D+
(P+φ)P+(ψg) = 0 and P−g +
2pii
D−
(P−φ)P−(ψg) = 0.
Since D± only have discrete zeroes, this is equivalent to
D±P±(g)∓ 2pii(P±φ)P±(ψg) = 0.
In particular, on R we have
D+P+(g)− 2pii(P+φ)P+(ψg) = −D−P−(g)− 2pii(P−φ)P−(ψg) (a.e).
Since for the boundary values on R we have D− = 1− 2piiP−(ψφ) = D+− 2piiψφ a.e., this
is equivalent to
D+(P+(g) + P−(g))− 2pii(P+φ)P+(ψg) = 2piiψφP−(g)− 2pii(P−φ)P−(ψg) (a.e.)
which can be rewritten as
D+g − 2pii(P+φ)ψg = 2piiψφP−(g)− 2piiφP−(ψg) (a.e.),
giving the right hand side of (72).
On the other hand, assume the right hand side of (72) holds. Retracing our steps above,
this gives
(103) F˜+ := D+P+(g)− 2pii(P+φ)P+(ψg) = −D−P−(g)− 2pii(P−φ)P−(ψg) =: F˜− (a.e).
Using Ho¨lder’s inequality and boundedness of the Riesz projections P± : Lp → Lp for
1 < p < ∞ for the cases p = 4
3
, p = 2 and p = 4 (see proof of Proposition A.2 for more
details), our conditions on ψ and φ guarantee that F˜± ∈ H±1 +H±2 . Moreover, (103) states
that [F˜ ] = 0. By Lemma A.1 we have F˜ = 0 and so
D+P+(g)− 2pii(P+φ)P+(ψg) = 0 and D−P−(g) + 2pii(P−φ)P−(ψg) = 0.
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Therefore all conditions on the right hand side of (70) are satisfied and g ∈ S⊥.
Using the identity P− = I − P+ then gives (73) and a similarly simple calculation leads
to (74).

A.1. Results depending on the support of φ and ψ.
Proposition A.2. Let either φ ∈ L2 and ψ ∈ L2 ∩ L∞ or φ, ψ ∈ L2 ∩ L4 be such that φψ = 0.
Then
g ∈ S⊥ ⇐⇒ g − 2pii(P+φ)P+(ψg) + 2pii(P−φ)P−(ψg) = 0 (a.e.)(104)
⇐⇒ g − 2piiφP+(ψg) + 2pii(P−φ)ψg = 0 (a.e.)(105)
Define L0 = 2pii
(
φP+ψ − (P−φ)ψ
) ≡ 2pii (φP+ψ + (P+φ)ψ) on its maximal domain D(L0) =
{u ∈ L2 : L0u ∈ L2}. Then we have S = L2(R) if and only if 1 is not an eigenvalue of the
operator L0 on L
2(R).
Proof. In this case, D(λ) ≡ 1, so (104) is equivalent to condition (iii) on the right hand side of
(71) and one implication is trivial. By Proposition 8.1 it is sufficient to show that conditions (i)
and (ii) on the right hand side of (71) hold. In our case, this simplifies to
(i′) (P+φ)P+(ψg) ∈ H+2 and (ii′) (P−φ)P−(ψg) ∈ H−2 .
In the case when φ ∈ L2 and ψ ∈ L2 ∩ L∞, we have that P+φ ∈ L2 and P+(ψg) ∈ L2 by
boundedness of the Riesz projection P+ : L
2 → L2, so the product lies in H+1 (see [28]). On
the other hand, if φ, ψ ∈ L2 ∩ L4, then ψg ∈ L4/3 by Ho¨lder’s inequality, so P+(ψg) ∈ L4/3.
Also P+φ ∈ L4, so by Ho¨lder’s inequality, we again get that the product lies in H+1 . Similarly
(P−φ)P−(ψg) ∈ H−1 .
From (104), g = 2pii(P+φ)P+(ψg) − 2pii(P−φ)P−(ψg) which gives a decomposition of g ∈ L2
into its unique H+ and H− components, whence we obtain (i’) and (ii’).
Now,
g = 2pii(P+φ)P+(ψg)− 2pii(P−φ)P−(ψg)
= 2pii
[
(P+φ)P+ψ − (P−φ)P−ψ
]
g
= 2pii
[
φP+ψ − (P−φ)(P+ψ + P−ψ)
]
g = L0g,
which shows (105) and the statement about L0. 
Remark A.3. Note that D(L0) is dense in L
2 if φ, ψ ∈ L2 ∩ L4 or if φ ∈ L2+ε for some ε > 0
and ψ ∈ L2 ∩ L∞, as it contains L2 ∩ L∞.
Proof of Theorem 8.5. We recall that R = Ωφ∪Ωψ∪Ω. Without loss of generality, we may assume
Ωφ ∩ Ωψ = ∅. Suppose g ∈ S⊥. Using (105), we then have three cases:
(1) k ∈ Ωφ: we have 0 = g(k)− φ(k)ψ̂χΩψg(k + i0). Hence,
(106) χΩφg(k) = φ(k)ψ̂χΩψg(k + i0)
and so g|Ωψ completely determines g|Ωφ .
(2) k ∈ Ωψ: we have 0 = g(k)− φ̂(k − i0)ψ(k)g(k). Hence, almost everywhere we have
(107) χΩψg(k)
(
1− φ̂(k − i0)ψ(k)
)
= 0.
(3) k ∈ Ω: we have
(108) g|Ω = 0.
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This gives three necessary and sufficient conditions for g to lie in S⊥.
We now prove the statements (i)-(iii).
(i) If φ̂(k − i0)ψ(k) 6= 1 for almost every k ∈ Ωψ, (80) implies that g|Ωψ = 0, and so by (79)
we have g|Ωφ = 0 whence g ≡ 0 and S = L2(R).
(ii) Choose g on Ωψ,0 to be an arbitrary non-zero (L
2 ∩ L∞)(Ωψ,0)-function (in the case when
φ ∈ L2+ε, ψ ∈ L∞, we may even choose g arbitrary in (L2∩L 2(2+ε)ε )(Ωψ,0)). Extending g by
zero to Ωψ and then using Ho¨lder’s inequality and boundedness of P+, we automatically
get that φ
(
ψ̂χΩψg
)
+
∈ L2. This then determines g on Ωψ from (79) and extending g to
Ω by 0, we have g ∈ S⊥.
Now let f ∈ S and choose g ∈ (L2 ∩ L∞)(Ωψ,0). Then
0 =
∫
R
fg =
∫
Ωψ,0
fg +
∫
Ωφ
fg =
∫
Ωψ,0
fg +
∫
Ωφ
fφ
(
ψ̂g
)
+
=
∫
Ωψ,0
fg +
∫
R
fφ
(
ψ̂g
)
+
=
∫
Ωψ,0
fg −
∫
R
(
f̂φ
)
−
ψg
=
∫
Ωψ,0
fg −
∫
Ωψ,0
(
f̂φ
)
−
ψg =
∫
Ωψ,0
(
f − ψ
(
f̂φ
)
−
)
g,
from which it follows that g 7→ ∫
Ωψ,0
(
f − ψ
(
f̂φ
)
−
)
g is a bounded linear functional for
all g in the dense set (L2 ∩ L∞)(Ωψ,0). Hence, ψ
(
f̂φ
)
−
∈ L2(Ωψ,0) and we see that f ∈ S
must satisfy f = ψ
(
f̂φ
)
−
on L2(Ωψ,0).
(iii) If ψ and φ are both bounded, then choosing g ∈ L2 ∩ L∞(Ωψ,0) and determining g on Ωφ
from (79) will give a dense set of g in S⊥, as g 7→ φ
(
ψ̂g
)
+
is bounded. The calculation in
(ii) can then be repeated for a dense set of g in S⊥ which gives the needed equality of the
two sets.

Proof of Theorem 8.8. From (105), we have
g ∈ S⊥ ⇐⇒ g(k)− φ(k)(ψ̂g)+ − (φ̂)−ψg = 0 a.e. ⇐⇒ (1− ψ(̂φ)+)(g − φ(ψ̂g)+) = 0 a.e.(109)
We have two cases: In the first case, g − φ(ψ̂g)+ = 0 a.e. Then multiplying by ψ and using the
condition on the supports, we get ψg = 0 and hence g = 0.
In the second case, g − φ · 2piiP+(ψg) 6≡ 0. Then there exists a set E of positive measure such
that g − φ · 2piiP+(ψg) 6= 0 on E and
(
1− ψ(φ̂)
) ∣∣∣
E
= 0 a.e.
We now show that if there exists a set E of positive measure such that (1− ψ(φ̂)+)|E = 0 a.e.,
then S⊥ 6= {0}. Note first that E ⊂ Ωψ. Choose any non-zero g˜ ∈ (L2 ∩ L∞)(E), g˜ 6= 0 and
continue it to R by zero.
Define
g(k) =
 g˜(k), k ∈ E,0, k ∈ Ωψ\E,
φ2piiP+(ψg˜), k /∈ Ωψ.
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By (109), to show g ∈ S⊥ we only require g ∈ L2. This follows immediately from the condition
(78). From the freedom in the choice of g˜, it is clear that def S is infinite. 
Lemma A.4. Let f : R → C be measurable. Consider the set Eα ⊂ R given by Eα = {x ∈ R :
f(x) = α}, α ∈ C. Then {α ∈ C : |Eα| > 0} is countable.
Proof. {α ∈ C : |Eα| > 0} =
⋃∞
n=1{α ∈ C : |Eα| > 1/n}. Assume the set is not countable.
Then there exists ε0 such that J := {α ∈ C : |Eα| > ε0} is uncountable. Moreover if α 6= α′,
Eα ∩ Eα′ = ∅. Now C ⊃ ∪α∈JEα is a disjoint union of uncountably many sets of measure greater
than ε0. Choose f˜α = χE˜α where E˜α ⊆ Eα with |E˜α| = ε0. Then
∥∥∥f˜α∥∥∥ = √ε0 and f˜α ⊥ f˜α′
for α 6= α′. This contradicts separability of L2(R2). Therefore, {α ∈ C : |Eα| > 0} must be
countable. 
Proof of Theorem 8.9. (1) This is immediate from Theorem 8.8 with the help of Lemma A.4.
(2) From (105), we have g ∈ S⊥ if and only if
(110) g(k)− φ(k)ψ̂g(k + i0)− φ̂(k − i0)ψ(k)g(k) = 0.
Multiplying by ψ(k), and setting gψ := ψg we get
(111) gψ(k) = ψ(k)φ̂(k − i0)gψ(k).
Hence, unless ψ(k)φ̂(k − i0) = 1 on a set of non-zero measure, we have gψ ≡ 0 which by
(110) gives g ≡ 0 and therefore S = L2(R).
Now, as φψ = 0,
αψ(k)φ̂(k − i0) = −2piiαψ(k)P−φ = 2piiαψ(k)P+φ.
Assuming, that ψ ∈ L∞ and P+φ or P−φ ∈ L∞, we see that Sα = L2(R) for sufficiently
small |α|, as |αψ(k)φ̂(k − i0)| < 1 and (111) implies gψ ≡ 0.

Proof of Theorem 8.10. Clearly, φ and ψ are both bounded and compactly supported, so (78) is
satisfied. We have
φ̂(k + i0)ψ(k) =
(∫
I
dt
t− k
)
χI′(k)
(∫
I
dt
t− k
)−1
= χI′(k)
and by Theorem 8.8, we have S 6= L2(R) and def S =∞. On the other hand,
ψ̂(k + i0)φ(k) = χI(k)
∫
I′
1
t− k
(∫
I
du
u− t
)−1
dt 6= 1 a.e. on I,
since the inner integral is positive and the outer one negative. Hence, by Theorem 8.8, S˜ = L2(R),
and the first part of the theorem is proved.
For part (ii) we investigate the relationship between the M -function and the bordered resolvent
in this example. As a first step, we investigate jumps of the M -function across the real axis.
Recall that
(112) MB(λ) =
(
sign(=λ)pii− ψ̂(λ)φ̂(λ)−B
)−1
and that here we have
φ̂(λ) =
∫
I
dt
t− λ and ψ̂(λ) =
∫
I′
1
t− λ
(∫
I
du
u− t
)−1
dt.
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Suppose k ∈ R \ (I ∪ I ′). Then both φ̂ and ψ̂ are analytic near k and the jump of MB is given
by the jump coming from the sign(=λ)pii term.
Now suppose k ∈ I. Then the difference φ̂(k + iε) − φ̂(k − iε) can be found using a contour
integral and we get
φ̂(k + i0)− φ̂(k − i0) = 2piiχI(k).
Moreover,
lim
ε→0
ψ̂(k ± iε) = ψ̂(k) =
∫
I′
1
t− k
(∫
I
du
u− t
)−1
dt < 0
is analytic on I. Therefore, the jump of M−1B at k is 2pii(1 − ψ̂(k)) and since ψ̂(k) < 0, the
M -function will jump at k.
Finally, let k ∈ I ′. Then φ̂(λ) = ∫
I
dt
t−λ is analytic in k, so does not jump, while[
ψ̂(k)
]
= 2pii
(∫
I
du
u− k
)−1
.
Therefore,
[
φ̂(k)ψ̂(k)
]
= 2pii. This cancels the jump from the sign(=λ)pii term, and the formula
for the jump of M−1B in the second part is proved.
We next examine the bordered resolvent. Note that, since S˜ = L2(R), only one projection is
necessary here. We first consider the resolvent. Let (AB − λ)u = v. Then (noting that D(λ) = 1
in our situation) we have from (36)
(113) u(x) =
v(x)
x− λ −
ψ(x)
x− λ
〈
v
t− λ, φ
〉
+ cu
(
1
x− λ −
ψ(x)
x− λφ̂(λ)
)
.
We see immediately from (113) that the non-bordered resolvent (as the sum of a multiplication
operator with a jump and finite rank operators) has a non-trivial jump across the whole real axis.
Moreover, we get
(114) Γ1u = v̂(λ)− ψ̂(λ)
[〈
v
t− λ, φ
〉
+ cuφ̂(λ)
]
+ cu lim
R→∞
∫ R
−R
dx
x− λ,
where the value of the limit of the integrals in the last term is given by piisign=(λ). From (36) we
have
(115) cu = MB(λ)
(
−v̂(λ) +
〈
v
t− λ, φ
〉
ψ̂(λ)
)
.
Since we are only interested in the restricted resolvent, we now fix v ∈ S. In this example both
φ, ψ ∈ L2 ∩ L∞, so we may apply the final part of Theorem 8.5 to obtain that
(116) v|I′ = v̂χI(k + i0)
(∫
I
dt
t− x
)−1 ∣∣∣
I′
,
while v is an arbitrary L2-function outside I ′.
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Now consider the jump of u(x, λ) = (AB − λ)−1v(x) for k ∈ I ′:
u(x, k + i0)− u(x, k − i0)
= v(x)2piiδ(x− k)− ψ(x)2piiδ(x− k)v̂φ(k + i0)︸ ︷︷ ︸
cancel due to (116)
− ψ(k)
x− k2piiv(k)φ(k)︸︷︷︸
=0
+ cu(k + i0)
(
2piiδ(x− k)− 2piiδ(x− k)ψ(x)φ̂(k)
)
︸ ︷︷ ︸
=0, as ψ(k)φ̂(k)=1 in I′
+
(
1
x− k −
ψ(x)
x− k φ̂(k)
)
MB(k)
(
−2piiv(k) +
〈
v
t− k , φ
〉
2piiψ(k)
)
︸ ︷︷ ︸
=0 due to (116)
= 0 on I ′.
Here, we have used that [MB(k)] = 0 for k ∈ I ′.
We now consider the jump for k ∈ I, where ψ is zero.
u(x, k + i0)− u(x, k − i0) = v(x)2piiδ(x− k) + [cu(k)]
x− k − i0(117)
+ cu(k − i0)2piiδ(x− k).
Next, we use that for any function f ,
[(1/f)(k)] = − [f(k)]
f(k + i0)f(k − i0)
to obtain
[cu(k)] = −[(1/cu)(k)]cu(k + i0)cu(k − i0)(118)
= −[M−1B ]
cu(k + i0)cu(k − i0)
−v̂(k − i0) + ψ̂(k − i0)v̂φ(k − i0)
−cu(k + i0)cu(k − i0)
MB(k + i0)
[
1
−v̂(λ) + 〈 v
t−λ , φ
〉
ψ̂(λ)
]
(k)
= [M−1B ]MB(k + i0)MB(k − i0)
(
v̂(k + i0)− ψ̂(k)v̂φ(k + i0)
)
+ MB(k − i0)
(
2piiv(k)− ψ̂(k)2piiv(k)
)
.
Here, we have used the notation [F (λ)](k) for the jump of the function F of λ at the point k.
To show that the restricted resolvent has a jump, it is sufficient to show that there exists v ∈ S
such that the righthand side of (117) does not vanish identically. Since 1
x+i0
= piiδ(x) + v.p.( 1
x
)
and the delta-functions cannot cancel the principal value, it is sufficient to show that there exists
v ∈ S such that [cu(k)] 6= 0. To do this, choose v = 0 on I ∪ I ′, but v ∈ L2 not identically zero
and sufficiently smooth. Then v ∈ S and (118) becomes
[cu(k)] = [M
−1
B (k)]MB(k + i0)MB(k − i0)v̂(k + i0) 6= 0,
as all terms of the product are non-zero. MB(k + i0) and MB(k − i0) are non-zero a.e. in k, as
they are boundary values of a non-zero analytic function (see [28]).
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Now, let k ∈ R\I ∪ I ′. Then
u(x, k + i0)− u(x, k − i0) = 2piivδ(x− k)− ψ(x)2piiδ(x− k)︸ ︷︷ ︸
0
v ˆ¯φ(k + i0)
− ψ(k)
x− k︸ ︷︷ ︸
0
2piiv(k)φ¯(k) + cu(k + i0)
2piiδ(x− k)− 2piiδ(x− k) ψ(x)x− k ˆ¯φ(k)︸ ︷︷ ︸
0

+
MB(k + i0)
−2piiv(k)δ(x− k) +〈 v
x− k , φ
〉
2piiψ(k)δ(x− k)︸ ︷︷ ︸
0

+ [Mb(k)]
(
−vˆ(k − i0) + v̂φ¯(k − i0)ψˆ(k − i0)
)]( 1
x− k − i0 −
ψ(x)
x− k − i0
ˆ¯φ(k − i0)
)
=2piiv(x)δ(x− k) + cu(k + i0)2piiδ(x− k)− 2piiv(x)δ(x− k) 1
x− k − i0MB(k + i0)
−MB(k + i0)MB(k − i0)2pii(1− ψˆ(k))(−vˆ(k) + v̂φ¯(k)ψˆ(k)).
Therefore, the most singular term is −2piiv(x)MB(k + i0) δ(x− k)
x− k − i0 which cannot be cancelled.
Clearly the coefficient does not vanish for any v supported outside I ∪ I ′ with k ∈ {x ∈ R : v(x) 6=
0}. 
Proof of Theorem 8.11. (1) Let
(119) F± := P±g ∓ 2pii
D±
(P±φ)P±(ψg) = 0.
We consider the condition (70). Then g ∈ S⊥ implies F± ≡ 0 and [F ] = 0. On Ω we have〈
1
x−µ , φ
〉〈
1
x−µψ, g
〉
1 +
〈
ψ
x−µ , φ
〉
is analytic a.e., so its jump is zero. Therefore
2piig(k) =
〈
1
x− µ, g
〉
|Ω = 0 a.e.
and g vanishes a.e. on Ω. Moreover, since our conditions are symmetric in φ and ψ, we
immediately get that also S˜⊥ ⊆ L2(Ωc).
(2) Consider F± from (119). We need to show that if F vanishes, then so does g. We have
D±(µ) = 1 + α
∫
I
φ
x− µ dx,
so
F±(µ) =
〈
1
x− µ, g
〉
− α
∫
I
φ
x−µ dx
∫
I
g
x−µ dx
1 + α
∫
I
φ
x−µ dx
.
Since g ∈ S⊥, the first part of the theorem implies g|Ic = 0 a.e., so
F±(µ) =
∫
I
g
x− µ dx
1
1 + α
∫
I
φ
x−µ dx
.
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Clearly,
(
1 + α
∫
I
φ
x−µ dx
)−1
6= 0 for a.e. µ, so we have that for all µ 6∈ R∫
I
g
x− µ dx =
〈
1
x− µ, g
〉
= 0.
As in the proof of Lemma A.1, this implies g ≡ 0.

Proof of Theorem 8.12. From Theorem 8.11, we know that L2(Ω′) ⊆ S ∩S˜. Choose v, v˜ ∈ L2(Ω′).
By assumption, we know 〈(AB − λ)−1v, v˜〉. Noting that vφ = 0 and v˜ψ = 0, we get from (35) and
(36) that
(120)
〈
(AB − λ)−1v, v˜
〉−〈 v
x− λ, v˜
〉
= −MB(λ)
〈
v
x− λ,1
〉〈
1
x− λ, v˜
〉
.
Choosing v, v˜ ≥ 0 and not identically zero, we can divide λ-a.e. and obtain
(121) MB(λ) =
〈
v
x−λ , v˜
〉− 〈(AB − λ)−1v, v˜〉〈
v
x−λ ,1
〉 〈
1
x−λ , v˜
〉 .

A.2. Results with φ, ψ ∈ H+2 .
Proposition A.5. Let φ, ψ ∈ H+2 . Then
g ∈ S⊥ ⇐⇒
{
(I) g ∈ H+2 ,
(II) g = − 2pii
D−
φP−(ψg) (a.e.).
Proof. We consider the conditions in (70). As φ ∈ H−2 , we have P+φ = 0, giving P+g = 0, hence
g ∈ H−2 and g ∈ H+2 . Since P−g = g and P−φ = φ, the second condition in (70) becomes (II). 
Proof of Theorem 8.14 (outline). We use the fact that S = T where T is as defined in (10): the
elements of T are found by solving (A˜∗ − µ)u = 0 and varying µ over the resolvent set of some
appropriate operators AB. We therefore start by solving
(A˜∗ − µ)u = (x− µ)u− cu1 + 〈u, φ〉ψ = 0
where φ, ψ ∈ H+2 . Dividing by (x− µ) we find that
u =
cu1− 〈u, φ〉ψ
x− µ .
Taking the inner product with φ we get
D(µ)〈u, φ〉 −
〈
cu
x− µ, φ
〉
= 0.
There are two cases to consider.
(1) µ ∈ C+. This means
〈
1
x− µ, φ
〉
= 0, and therefore D(µ)〈u, φ〉 = 0. There are two
subcases to consider.
(1a) D(µ) 6= 0 which implies 〈u, φ〉 = 0, giving u = 1
x− µ up to arbitrary constant
multiples.
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(1b) D(µ) = 0 giving u =
cu1− c˜ψ
x− µ for arbitrary values cu and c˜. For any boundary
condition B, by suitable choice of the two constants we see that µ belongs to the
spectrum of AB. Therefore these functions need not be added to the space S. However,
functions
1
x− µ are in S due to being able to approximate them using neighbouring
values of µ.
(2) We take µ ∈ C−. Then
〈u, φ〉D(µ) =
〈
cu
x− µ, φ
〉
= −2piicuφ¯(µ).
There are some subcases to consider.
(2a) D(µ) 6= 0 which implies u = cu1 + (2piiφ¯(µ)/D(µ))ψ
x− µ for arbitrary cu;
(2b) D(µ) = 0, φ¯(µ) = 0 giving by explicit calculation a two dimensional kernel: u =
cu1− c˜ψ
x− µ for arbitrary values cu and c˜;
(2c) D(µ) = 0, φ¯(µ) 6= 0 giving cu = 0 and u = c˜ ψ
x− µ for any c˜.
In the case (2b) for any boundary condition B, by suitable choice of the two constants we see
that µ belongs to the spectrum of AB. Therefore these functions need not be added to the space
S. In the case (2c) the function ψ
x− µ should be included in S. There is only one B for which it
is an eigenfunction (formally B = ∞), but even for this choice of B it can be approximated by
elements from neighbouring kernels with D(µ) 6= 0. Note that this means that S is independent
of B as it should be by Proposition 2.8. This proves the formula for T = S in the theorem.
We now obtain the expression for the dimension of S⊥, in the generic case M = 0 = M0, when
ψ(x) =
∑n
j=1 cj/(x− zj), where the zj are distinct, lie in C− and the cj are all non-zero. We know
that g ∈ S⊥ if and only if g satisfies both conditions (I) and (II) in Proposition A.5: Using the
fact that P− = I − P+ the second condition becomes
(122) (1− 2piiP−(ψφ) + 2piiφψ)g − 2piiφP+(ψg) = 0.
The first bracket on the left gives D+ and by (I) we know that g ∈ H−2 and so (122) becomes
D+(x)g − 2piiφ
N∑
j=1
cjP+
(
1
x− zj g
)
= 0, g ∈ H+2 , x ∈ R
in which D+(x) are the boundary values on the real line of the function D+(µ) = 1+
∫
R
ψ(x)φ(x)
x−µ dx,
µ ∈ C+. Thus by the Residue Theorem,
(123) g ∈ H+2 , g(x) =
2piiφ(x)
D+(x)
N∑
j=1
cjg(zj)
x− zj , x ∈ R.
Therefore, by unique continuation of the meromorphic function to the lower half plane (see [28])
g is given by
(124) g ∈ H+2 , g(µ) =
2piiφ(µ)
D+(µ)
N∑
j=1
cjg(zj)
µ− zj , µ ∈ C−,
from which it is immediately clear that the space of all such g is at most N -dimensional. Note
that the expression on the right hand side of the equality sign in (124) is not clearly an element of
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H−2 ; to deal with this we substitute the particular ψ under consideration into the formula for D+
and use residue calculations to obtain the following expression for its analytic continuation to C:
(125) D+(µ) = 1− 2pii
N∑
j=1
φ(zj)
zj − µ, µ ∈ C.
If D+(µ) has no zeros in C− and if φ(zj) 6= 0 for all j then we get
g(µ) = 2piiφ(µ)
N∑
j=1
cjg(zj)
D+(µ)(µ− zj) , µ ∈ C−
and the condition that limµ→zj g(µ) = g(zj) gives no additional restrictions, as can be confirmed
by a simple explicit calculation. In this case, therefore, the defect of S is N .
Now suppose D+ has zeros in C−; for simplicity we are assuming that they all lie strictly below
the real axis. We let µ1, . . . , µν be the distinct poles of φ/D+, with orders p1, . . . , pν and set
P =
∑ν
j=1 pj. In order to ensure that g given by (124) lies in H
+
2 we need that the conditions
(126)
N∑
j=1
cj
(µk − zj)n g(zj) = 0, n = 1, . . . , pk, k = 1, . . . , ν,
all hold - a total of P linear conditions on the numbers g(z1), . . . , g(zN). We now check that this
is a full-rank system. Suppose for a contradiction that there is a non-trivial set of constants αi,k
such that
ν∑
k=1
pk∑
n=1
αi,k
(µk − zj)n = 0, j = 1, . . . , N.
Define a rational function by F (z) =
∑ν
k=1
∑pk
n=1
αi,k
(µk−z)n so that F has zeros at z1, . . . , zN . Observe
that Q(z) := F (z)
∏ν
k=1(µk−z)pk is a polynomial of degree strictly less than P =
∑ν
k=1 pk, having
N zeros. Now D+(µ) → 1 as =(µ) → ∞, so D+ has the same number of zeros as poles. In
particular, D+ has at least as many poles in C as it has zeros in C−, giving N ≥ P . Thus Q is a
polynomial of degree < P ≤ N having N zeros. This means Q ≡ 0, so F ≡ 0, and the constants
αi,k must all be zero. This contradiction shows that the set of linear constraints on the N values
g(zj) has full rank P , and so the set of allowable values for (g(z1), . . . , g(zN)) has dimension N−P .
The degenerated case leading to non-zero M and M0 can be analysed similarly by considering
the local behaviour of φ/D+ around zeroes of D+(x) on the real axis. 
Proof of Proposition 8.15. We follow the construction of Theorem 8.14, assuming additionally now
that φ has the same form as ψ:
φ(x) =
N˜∑
k=1
dk
x− wk , wk ∈ C+ distinct and dk 6= 0.
We shall construct ψ and φ so that the defect number N − P of Theorem 8.14 takes any value
between 0 and N−1, while the corresponding defect number N˜− P˜ for S˜ takes any value between
0 and N˜ − 1, independently of the value of N − P .
In addition to the function D(µ) appearing in the proof of Theorem 8.14 we now have a function
D˜ which, following (125), has the form
(127) D˜(µ) = 1− 2pii
N˜∑
k=1
dkψ(wk)
wk − µ .
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The expressions (125,127) can be further developed using the explicit formulae for φ and ψ to
obtain
(128) D(µ) = 1− 2pii
N∑
j=1
cj
zj − µ
N˜∑
k=1
dk
zj − wk ,
(129) D˜(µ) = 1− 2pii
N˜∑
k=1
dk
wk − µ
N∑
j=1
cj
wk − zj .
We choose the points zj and wk so that zj − wk  1 and |zj|  |wk for all j, k. Then
D(µ) ≈ 1− 2pii
N∑
j=1
cj/zj
zj − µ
N˜∑
k=1
dk; D˜(µ) ≈ 1 + 2pii
N˜∑
k=1
dk
wk − µ
N∑
j=1
cj
zj
.
From these expressions we can find approximations to the zeros µj of D and µ˜k of D˜,
µj ≈ zj − 2piicj
zj
N˜∑
k=1
dk, µ˜k ≈ wk + 2piidk
N∑
j=1
cj
zj
;
these expressions can be written in the form
µj ≈ zj − 2piiαjd, µ˜k ≈ wk + 2piidka; a =
N∑
j=1
αj, d =
N˜∑
k=1
dk, αj = cj/dj.
Inspecting these expressions one may deduce that it is possible to assign independently any
value in {1, . . . , N} to the number P of µj in C− and any value in {1, . . . , N˜} to the number P˜ of
µ˜k in C−. Thus N − P may take any value in {0, . . . , N − 1} and N˜ − P˜ may take any value in
{0, . . . , N˜ − 1}. Since N and N˜ are arbitrary, the proof is complete. 
Proof. (Statements in Example 8.16.) In this example, for λ ∈ C+ we have by the residue theorem
(130) D+(λ) = 1 + α
∫ (
1
x− z1 ·
1
x− w1
)
1
x− λ dx = 1 +
2piiα
(z1 − w1)(λ− z1) =
λ0 − λ
z1 − λ .
Clearly, this formula also gives the meromorphic continuation of D+ to the lower half plane. We
remark that this differs from D− which is given by
(131) D−(λ) = 1 +
2piiα
(z1 − w1)(w1 − λ) .
We now calculate the numbers N,P,M,M0 from Theorem 8.14. ψ has a simple pole at z1 ∈ C−,
hence N = 1. As φ has no zeroes, M0 = 0. The function D+ has one pole at z1 ∈ C−, φ has a
simple pole at w1 ∈ C+. Thus all poles of φ/D+ in C− stem from zeroes of D+. The only zero of
this function is at
λ0 = z1 +
2piiα
w1 − z1 .
Thus, if λ0 ∈ C+ then P = M = 0; if λ0 ∈ C− then P = 1, M = 0; if λ0 ∈ R then P = 0, M = 1.
We next show the form of S⊥ and S in the case λ0 ∈ C+. Using φ ∈ H+2 , from (70), we have
g ∈ H−2 and
(132) g = −2pii
D−
φP−(ψg).
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Hence,
(133)
(
1 +
2piiα
(z1 − w1)(λ− w1)
)
g = − 2piiα
λ− w1P−
(
g
λ− z1
)
= − 2piiα
λ− w1
(
g − g(z1)
λ− z1
)
.
Noting that g(z1) is a free parameter, a short calculation shows that
g =
−2piig(z1)
(λ− w1)(λ− λ0) or g(x) =
const
(x− w1)(x− λ0)
.
Now, f ∈ S iff
(134) 0 =
∫
fg = const
∫
f(t)
(
1
t− w1 −
1
t− λ0
)
.
This is equivalent to (P+f)(w1) = (P+f)(λ0). 
A.3. Analysis for the case φ, ψ ∈ H+2 .
Proof of Theorem 8.18. We use the characterisation of S⊥ given in (70):
g ∈ S⊥ ⇐⇒
{
P+g − 2piiD+φP+(ψg) = 0,
P−g = 0.
⇐⇒ g ∈ H+2 and g =
2pii
D+
φψg.
Since D+ = 1 + 2piiψφ on R we have
g ∈ H+2 and (1 + 2piiφψ)g = 2piiφψg,
so g = 0. 
A.4. The general case ψ, φ ∈ L2.
Proposition A.6. The set E0 defined in (89) is countable.
Proof of Proposition A.6. Let α ∈ E0 \ {0} and E be the set of positive measure on which 1 +
2piiα(P+(φψ) − ψ(P+(φ))) = 0. Set f = 2pii(P+(φψ) − ψ(P+(φ))). As 1 + αf |E = 0 then
f |E = −1/α; this can only be true for a countable set of α, as Lemma A.4 shows. 
Proof of Theorem 8.20. Without loss of generality, we asssume α = 1. Let E be the set of positive
measure from (89). For φ ∈ L2+ε, choose h ∈ L2(E) ∩ L∞(E), while if φ ∈ L4, then choose
h ∈ L2(E) ∩ L4(E). Now, set
(135) g = (P+φ)χEh− φP−(χEh).
By our assumptions on h and in (78), we have g ∈ L2.
We next show that g satisfies the right hand side of (72) pointwise. Note that here and in
several other places in this proof we use that P−P+f = 0. This is justified as our assumptions on
h and in (78) guarantee that the functions f we apply this to are in appropriate function classes.
We have
P−g = P−((P+φ)χEh− φP−(χEh))
= P−((P+φ)P−(χEh)− φP−(χEh))
= P−((P+φ− φ)P−(χEh))
= P−(−(P−φ)P−(χEh)) = −(P−φ)P−(χEh).(136)
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Multiplying by 2piiψ and using that D+ − D− = 2piiψφ on the real axis by the Sohocki-Plemelj
Theorem (see [28]), gives
2piiψP−g = −2piiψ(P−φ)P−(χEh)
= 2piiψ(−φ+ (P+φ))P−(χEh)
= (−(D+ −D−) + 2piiψ(P+φ))P−(χEh).(137)
We rewrite the D−-term as follows.
D−P−(χEh) = P−(D−P−(χEh)) = P−((D− −D+)P−(χEh)) + P−(D+P−(χEh))(138)
= P−((D− −D+)P−(χEh)) + P−(D+χEh).
Inserting this in (137), and rearranging gives the identity
2piiψP−g − P−((D− −D+)P−(χEh))− P−(D+χEh) = (−D+ + 2piiψ(P+φ))P−(χEh).
Multiplying by φ and using that on E we have D+ = 2piiψ(P+φ) this gives
2piiφ
(
ψP−g + P−(ψφP−(χEh))− P−(ψ(P+φ)χEh)
)
= −(D+ − 2piiψ(P+φ))φP−(χEh),
which, noting that (D+ − 2piiψ(P+φ))χEh = 0, is the equation on the right hand side of (72).
We now need to chose h ∈ L2(E) suitably to obtain an infinite dimensional subspace for the
corresponding g. Choose E ′ ⊂ E with |E ′| > 0 and sufficiently small such that Ωφ 6⊆ E ′ (as E has
positive measure and φ is not identically zero this is always possible). Consider
(139) g = (P+φ)χE′h− φP−(χE′h).
By the above arguments, g ∈ S⊥. Moroever,
g|(E′)c = −χ((E ′)c)φP−(χE′h).
As χ((E ′)c)φ 6≡ 0 and P−(χE′h) are the boundary values of an analytic function and therefore
non-zero a.e. on R, we have g 6≡ 0 whenever P−(χE′h) 6≡ 0 (see [28]), which gives an infinite
dimensional set of such functions. 
Proof of Theorem 8.22 (outline). This follows easily from (74) in Proposition 8.1 and standard
results on compact operators. The compactness of the difference of Hankel operators follows from
[38, Corollary 8.5].
Consider the analytic operator-valued function
I + (M− µI)−1K
which is a compact perturbation of I. We need to know the values µ ∈ C for which this operator
has non-trivial kernel. Each connected component of C\essran M either contains only discrete
(countable) spectrum or else lies entirely in the spectrum. However for large µ, {0} = ker (I +
(M− µ)−1K), so by the Analytic Fredholm Theorem (see [42]), outside some bounded set there
is no spectrum of M+K. 
Appendix B. Proofs of the results of Section 9
In this appendix, we collect spectral results for an operator T := φP+ψ acting on L
2. These
are closely related to the corresponding results for the Toeplitz operator Ta : H
+
2 → H+2 given by
Tau = P+au = P+aP+u which can be found, e.g. in [11].
Assumptions 9.1 are assumed to hold throughout.
Proposition B.1. Define the operators T on L2 and Ta : H
+
2 → H+2 as above. Then
(1) σp(T ) ⊇ {a(z)|z ∈ C−}.
(2) σp(T ) = {µ ∈ C | (a− µ) is not an outer function in C−} ∪ {0}.
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(3) µ 6∈ Ran z∈C−a(z) implies µ ∈ ρ(T ).
(4) σ(T ) = σp(T ) = Ran z∈C−a(z).
(5) σp(T ) \ {0} = σp(Ta) \ {0}.
Remark B.2. The proofs of (i)-(iv) are very similar to the standard proofs for Toeplitz operators
which can be found, e.g. in [11].
Proof. Proof of 1: Take u(k) = φ(k)
k−z1 , z1 ∈ C−. Then
Tu = φP+
( ψφ
k − z1
)
= φP+
( a(k)
k − z1
)
= φP+
(a(k)− a(z1)
k − z1 +
a(z1)
k − z1
)
=
a(z1)
k − z1φ(k) = a(z1)u(k)
since the first term acted on by P+ is analytic in C− and in L2(R) and the second is in H+2 since
z1 ∈ C−.
Proof of 2: We first consider µ = 0. Choosing g = φh for h ∈ H−2 , we get
Tg = φP+ψφh = 0,
since ψφh ∈ H−2 . Hence all functions in φH−2 are eigenfunctions to the eigenvalue 0.
Now let µ 6= 0 and assume that (a − µ) is an outer function in C−. We use that if f ∈ H−∞,
then f is outer iff fH−2 = H
−
2 (Beurling Theorem, see [28]) and that the functions (k − z0)−1 for
z0 ∈ C+ span H−2 . Therefore ∨
z0∈C+
(a(k)− µ) 1
k − z0 = H
−
2 .
Now assume there exists g ∈ L2 \ {0} with Tg = µg and set h = ψg. Then h ∈ L1 \ {0} and
aP+h = µh, or (a− µ)P+h = µP−h. Let z ∈ C+, then∫
R
(a− µ)P+h dk
k − z = µ
∫
R
P−h
dk
k − z ≡ 0.
Therefore, P+h ⊥ a−µk−z for all z ∈ C+, i.e.
P+h ⊥
∨
z∈C−
a− µ
k − z = H
+
2 .
This implies P+h = 0, giving P−h = 0, so h = 0 and, as ψ is non-zero a.e. (due to condition (i) in
Assumptions 9.1), we have g = 0, so µ is not an eigenvalue of T .
Next let µ 6= 0 and assume that (a− µ) is not an outer function in C−. This implies that there
exists h ∈ H−2 \ {0} such that h ⊥ (a− µ)H−2 . Now
h ⊥ (a− µ)H−2 ⇐⇒ h ⊥ (a− µ)H+2 ⇐⇒ (a− µ)h ∈ H−2 ,
so P+(a− µ)h = 0 and P+ah = µP+h = µh (as h ∈ H+2 ). This implies
φP+ψ︸ ︷︷ ︸
T
φh = µφh.
As φ ∈ L∞, φh ∈ L2 and it is not identically zero (as φ 6≡ 0 and h is non-zero a.e. by the uniqueness
theorem, see [28]), so µ ∈ σp(T ).
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Proof of 3: We first note that µ 6∈ Ran z∈C−a(z) implies µ 6= 0 and that infz∈C− |a(z)− µ| > 0.
We want to calculate the resolvent of T at µ. Consider (T − µ)g = v. Since ψ 6= 0 a.e. and
(a− µ)|R is invertible we get (all equalities hold a.e.)
(T − µ)g = v ⇐⇒ ψφP+ψg − µψg = ψv ⇐⇒ (a− µ)P+(ψg)− µP−(ψg) = ψv
⇐⇒ P+(ψg) = ψ
a− µv +
µ
a− µP−(ψg).(140)
Note that, as µ
a−µ ∈ H−∞, the last term lies in H−2 . Applying P+ and P− to (140), we get
P+(ψg) = P+
ψv
a− µ, 0 = P−
ψv
a− µ +
µ
a− µP−(ψg).
Thus,
ψg = P+(ψg) + P−(ψg) = P+
ψv
a− µ −
a− µ
µ
P−
ψv
a− µ
and
g =
1
ψ
P+
ψv
a− µ −
a− µ
ψµ
P−
ψv
a− µ =
v
a− µ −
a
µψ
P−
ψv
a− µ.
Formally, we have
(141) g = (T − µ)−1v = v
a− µ −
φ
µ
P−
ψv
a− µ.
Since φ, ψ ∈ L∞, the linear operator defined by the r.h.s. is bounded in L2(R). We check the
formal calculation of the resolvent:
(T − µ)
(
v
a− µ −
φ
µ
P−
ψv
a− µ
)
= φP+
ψv
a− µ −
µv
a− µ −
φ
µ
P+aP−
ψv
a− µ︸ ︷︷ ︸
=0
+φP−
ψv
a− µ
= φ
ψv
a− µ −
µv
a− µ = v.
Similarly,
(T − µ)v
a− µ −
φ
µ
P−
ψ(T − µ)v
a− µ = v,
so T − µ is invertible.
Now, 4 follows from 1 and 3, as
σ(T ) ⊆ Ran z∈C−a(z) ⊆ σp(T ) ⊆ σ(T ),
so all three sets must coincide.
Proof of 5: We again solve Tg = µg. As ψ 6= 0 a.e., this is equivalent to aP+ψg = µψg. Setting
h = ψg this gives aP+h = µh.
Note that if h ∈ L2 and µ 6= 0 with aP+h = µh, then h = ψ φP+hµ ∈ ψL2, so g = h/ψ ∈ L2. Thus
Tg = µg is equivalent to aP+h = µh. This reduces the problem to considering Toeplitz operators:
aP+h = µh ⇐⇒
{
(P+aP+)P+h = µP+h,
P−aP+h = µP−h
⇐⇒
{
(P+aP+)P+h = µP+h,
P−h = 1µP−aP+h
Thus, P+h determines P−h uniquely and we only need to consider the first equation in H+2 which
shows equality of the point spectra of T and Ta away from 0. 
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Example B.3. We illustrate Proposition B.1 4 with an example: We consider a case where we
have no non-zero eigenvalues on the boundary of σp(T ), as (a− µ) is outer. Let φ(k) = (k + i)−1
and ψ(k) = (k + i)(k − i)−4. Then φ, ψ ∈ L2 ∩ L∞, φ ∈ H−2 and a(z) = (z − i)−4 ∈ H−1 , so
Assumptions 9.1 are satisfied. To determine Ran z∈C−a(z), we consider a(t), t ∈ R and take the
inside of the curve.
−0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
Figure 2. The range of a(t) = (t− i)−4 for t ∈ R with the section around the origin enlarged.
Let
x+ iy :=
1
(t− i)4 =
(t+ i)4
(t2 + 1)4
=
t4 − 6t2 + 1
(t2 + 1)4
+ i
4t(t2 − 1)
(t2 + 1)4
.
We first check that all non-zero points inside the inner curve are in the range. Now, if x is small
and negative and y = 0, then
1
(z − i)4 = x⇐⇒ (z − i)
4 =
1
x
⇐⇒ z − i = 1
4
√−xe
i(pi+2pim)
4 , m ∈ Z,
so, e.g. for m = 2, z = i + 14√−xe
5ipi
4 ∈ C−, so the point x lies in Ran z∈C−a(z). Similarly, we
see that all points between the inner and outer curve lie in Ran z∈C−a(z). Next, we check the
points on the inner curve (corresponding to |t| > 1): Let t > 1 and (t − i)−4 = (z − i)−4. Then
z − i = (t− i)ei 2pim4 , m ∈ Z. With m = 3, z = i+ (t− i)(−i) = −1 + (1− t)i ∈ C−.
Therefore, the boundary of the set Ran z∈C−a(z) consists of the outer curve (|t| ≤ 1) together
with the isolated point 0. For these µ, the function (a−µ) is outer in C−. For µ = 0 this is clear.
For all other such µ, (a− µ) takes values outside a cone. This implies that (a− µ)k is outer for
some sufficiently small positive k which implies that (a− µ) is outer, since any Herglotz function
(i.e. analytic functions on C+ with positive imaginary part) is outer.
We finally consider the behaviour at t = ±1 and t = ±∞. As t→ ±∞, x ∼ t−4 and y ∼ 4t−5,
so y ∼ 4x5/4. At t = 1, x ∼ −4−8(t−1)
16
, y ∼ 8(t−1)
16
, so y ∼ −x− 1
4
, and using symmetry of the range
of a w.r.t. complex conjugation, we get a cone of angle pi/2 at this point.
Example B.4. The next example shows that in statement 2 of Proposition B.1, it is necessary to
add the point {0}, as it is not always contained in the set {µ : (a− µ) is outer}: Let α0 ∈ R and
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consider
ψ(z) =
(z − α0)(z + i)
(z − i)3 e
i
z , φ(z) =
1
z + i
, =z ≤ 0.
Then φ ∈ H−2 ,
a(z) =
z − α0
(z − i)3 e
i
z ∈ H−1 ∩H−∞
and 0 /∈ Ran z∈C−a(z). Due to the singular exponential factor, a = (a−0) is not an outer function.
Proof of Theorem 9.3. Proof of 1: As a(z) ∈ H−1 \{0}, we have φ, ψ 6= 0 a.e. Moreover for g ∈ L2
we have from (70) and using φ ∈ H+∞
g ∈ S⊥α ⇐⇒ P+g = 2piiαφP+(ψg) and P−g = 0 ⇐⇒ g = 2piiαφP+(ψg).(142)
We rewrite this as
(143) Tg = φP+(ψg) = µαg,
giving S⊥α = (ker (T − µα))∗.
Next let g ∈ S⊥α and set h = ψg. Then, as ψ ∈ L∞ we have h ∈ L2 and
g ∈ S⊥α ⇐⇒ ψφP+h = µαh, h ∈ L2 ⇐⇒ aP+h = µαh ⇐⇒
{
P+aP+h = µαP+h,
P−aP+h = µαP−h.
For the first equivalence, we note that any L2-solution of ψφP+h = µαh with µα 6= 0 is divisible
by ψ and h/ψ ∈ L2.
This shows that P+h uniquely determines P−h via P−h = 1µ(P−aP+)P+h and it is sufficient to
consider P+aP+h = µαP+h which gives S⊥α ⊆ ψ−1[(µαP+ + P−aP+)ker (Ta − µα)]∗. On the other
hand, given h+ ∈ ker (Ta − µα), set g = φh+. Then
Tg = φP+(ψg) = φP+ah+ = µαφh+ = µαg
gives the reverse inclusion, since S⊥α = (ker (T − µα))∗.
Proof of 2: Using the characterisation (143), we need to study the equation
(T − µα)g =
(
φP+ψ − µα
)
g = 0.
We consider the equation pointwise and multiply by ψ. Setting h = ψg, we get h ∈ L2 and
(144) aP+h− µαh = 0.
By virtue of (144), the fact that a is divisible by ψ and µα 6= 0, h/ψ = g ∈ L2. Now, using
h = P+h+ P−h, we find
(a− µα)P+h = µαP−h.
Thus (a− µα)P+h ⊥ H+2 , or P+h ⊥ (a− µα)H+2 , which implies P+h ∈ H+2 	 (a− µα)H+2 . From
(144), this implies
h ∈ a
µα
(
H+2 	 (a− µα)H+2
)
and dividing by ψ (which is non-zero a.e.), we get
g ∈ φ
µα
(
H+2 	 (a− µα)H+2
)
= φ
(
H+2 	 (a− µα)H+2
)
.
Taking complex conjugates and using (H+2 )
∗ = H−2 implies one set inclusion. Conversely, let
g ∈ φ (H+2 	 (a− µα)H+2 ) . Then g = φf+ for some f+ ∈ H+2 	 (a− µα)H+2 . Then(
φP+ψ − µα
)
g = φP+ψφf+ − µαφf+ = φ(P+a− µα)f+ = φP+(a− µα)f+ = 0,
as (a− µα)f+ ∈ H−2 . Hence g ∈ S⊥α by part (i).
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Proof of 3: Since (a− µα) ∈ H−∞ we have the canonical factorisation
a(z)− µα = Bα(z)Σα(z)Gα(z).
In C−, BαΣα is an inner function and Gα is an outer function. As Gα is outer, by Beurling’s
Theorem, the closure
(a− µα)H−2 = Bα(z)Σα(z)H−2 .
Thus, by part 2, S⊥α = φ
(
H−2 	Bα(z)Σα(z)H−2
)
. This gives (99), since φ 6= 0 a.e. 
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