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1. 
In [ 21, Andrews studies the 
defined by 
6) PO(x) = 1, 
(ii) p,(x) is of degree n, 
(iii) for each n, 
INTRODUCTION 
Eulerian family of polynomials { p,(x) ) := 0 
P,jWv’P”-,i(Y)? 
where 
and 
n [1 141, .i 4= [qln-j [Sli 
I41n = 13 n = 0, 
= (1 -q)(l-q2) “. (1 -4”) n > 0. 
The first part of Andrew’s paper [2] closely parallels that of Mullin and 
Rota’s paper [5), which developed a theory of binomial enumeration by 
making a detailed study of polynomials of binomial type. {p,(~))~=~ is 
called a polynomial sequence of binomial type if 
(i) p,(x) is of degree n 
and 
(ii) for each n, 
P”(x+Y)= i 
n 
j=o 0 
j Pj(x)Pn-j(Y)~ 
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where 
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Andrews 121 defines an Eulerian dlflerential operator r as a linear 
operator mapping the linear space of all polynomials P into P such that 
(i) q~“uyf = rfr 
(ii) rx” f 0 for each n > 0, where #’ is the Eulerian shift operator 
defined for all real numbers a, by 
I?“P(X) = p(xq”). 
The q-derivative D,(see Section 2, Eq. (2.2)) and the ordinary derivative are 
examples of Eulerian differential operators. The Eulerian differential 
operators are analogous to Mullin and Rota’s ([5,p. 1801) delta operators 
denoted by Q. 
Let Q be a delta operator. That is, Q is shift invariant and Qx # 0. Mullin 
and Rota IS] showed that there is a unique polynomial set {p,(x)}:=, 
associated with each Q such that 
(i) p,(x) is of degree n, 
(ii) PO(x) = 1, 
(iii) p,(O) = 0, n > 0, 
and 
(iv) QP,<x> = v, - ,(x>. 
Such a polynomial set is called the sequence of basic polynomials for Q. It 
turns out that {p,(x)},“=, is a basic polynomial sequence for Q if and only if 
(p,(x)},“,, is of binomial type. In an analogous fashion, Andrews [2] shows 
that there is a unique polynomial set {p,(x)},“=, associated with each 
Eulerian differential operator t such that 
(i) p,(x) is of degree n, 
(ii) PO(x) = 1, 
(iii) p,(l) = 0, n > 0, 
and 
(iv> v,(x)= (1 -4”)Pn-I(~). 
Such a polynomial set is called an Eulerian basic polynomial set for r. Also 
he shows that every Eulerian basic polynomial set is an Eulerian family of 
polynomials and vice versa. 
Mullin and Rota ]5] proved the following two theorems. 
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THEOREM 1.1 (Mullin and Rota [S, Theorem 21). Let T be a shift- 
invariant operator, and let Q be a delta operator with basic polynomial set 
1 P,WJL,. Then 
where ak = [ T~,(x)]~=~. 
THEOREM 1.2 (Mullin and Rota 15, Theorem 31). Let Q be a delta 
operator, and let F be the ring of formal power series in the variable t, over 
the same field. Then there exists an isomorphism from F onto the ring C of 
shift invariant operators, which carries 
Andrews proved a theorem for the Eulerian shift-invariant operators that 
is analogous to Theorem 1.1. It says: 
THEOREM 1.3 (Andrews [2, Theorem 21). Let cr be an Eulerian shtft- 
invariant operator and let z be an Eulerian dtflerential operator with 
associated Eulerian family { p,(~)}~=~. Then 
where ak = [op,(x)],= 1. 
Andrews did not prove the ring isomorphism result for the Eulerian shift- 
invariant operators that corresponds to Theorem 1.2. The main purpose of 
this paper is to fill in this gap, by proving the following theorem. 
THEOREM 1.4. Let E be the ring of Eulerian shift-invariant operators 
where addition is defined as ordinary operator addition and multiplication is 
defined as operator composition. Let N be the ring offormal Newton series of 
the form 
r aks(s-l)(s-2)“~ (s-k+ 1) 
k$O k! 
(See Section 3 for more details on Newton series.) There exists a ring 
isomorphism from N onto E defined by 
’ (k;Oak 
s(s- l)(s-2)“. (s-k+ 1) 
k! , 
=iOakTa 
248 ALLAWAYAND YUEN 
It turns out that Theorem 1.4 is a special case of the more general results 
given in Theorem 3.2. 
2. DEFINITIONS AND NOTATION 
The classical example of an Eulerian family of polynomials (see Goldman 
and Rota 13, p. 2521) is 
a,(x) = 1, n = 0, 
= (1 -q)” fi (x-q’-‘), 
(2.1) 
n > 0. 
i=l 
(a,(,~)}~=~ is the Eulerian basic polynomial set for the q-derivative D, 
defined by 
D 
9 
f(x) J-(-v) -f(x) 
(q- 1)x . 
(2.2) 
It is easy to show that 
q -“D, ty’ = tfD, 
and 
Dqxn = 0, n = 0, 
1 -q” n-, 
=l--qx ’ 
n 
and thus D, is an Eulerian differential operator. 
Andrews ([2, Cor. Theorem 61) shows that a necessary and sufftcient 
condition for {P,,(x)}~==, to be an Eulerian family of polynomials is that its 
generating function is of the form 
>o 
$ P,(x) t” = “w) 
n&o [41n f(t)’ 
where f(t) has the formal power series expansion of the form CFzO c,t’/k! 
and ck is the coefftcient of xk in Pk(x), By takingf(t) = e’ + 1 we see that 
exf+ 1 cc Ek(X) + Ek(O) t” -=c e’+ 1 k=O (2.3) 
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where E,(x) is the classical Euler polynomial defined by 
2ex’ -zz 
e’+ 1 
F Ek(x)tk 
k%O k!’ 
Thus, 
(2.4) 
is an Eulerian family of polynomials. In a similar manner by taking./(t) to 
be e’ or (1 - t)- ’ it is easy to see that 
y 
n 
(x) = (x - l>“Isln 
n! 
and 
&l(x) = 1, n = 0, 
= [q],(x” - xk-l), n>O 
(2.5) 
(2.6) 
are Eulerian families of polynomials. From the examples of Eulerian family 
of polynomials as given by Eqs. (2.4~(2.6), we see that the q aspect of the 
Andrews definition of Eulerian family of polynomials is superfluous. This 
fact is also emphasized by the following theorem. 
THEOREM 2.1 (Andrews [2, Theorem 4)). Let 7 be an Euferian 
diflerential operator, then there exist constants e, = 0; e, , e, , e3 ,..., where 
e, f 0, n > 0, such that 
Conversely, for any sequence of constants e, = 0; e, , e,, e3 ,..., where e, + 0 
for each n > 0, the linear operator 7 defined on the linear space of all 
polynomials by 
rxn = e,x”-’ 
is an Eulerian dlgerential operator. 
For these reasons we propose to make all our Eulerian (Andrews) 
definitions q-free. In the last section of [2] Andrews mentions that such a 
tact might be possible. 
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DEFINITION 2.1. (P,(x)}:==, is an Eulerian family of polynomials if and 
only if 
(1) PO(x)= 1, 
(2) P,(x) is a polynomial of degree IZ, 
(3) for each n, 
P,(XY> = 5 PI;(x)YkP,~k(y>’ 
k=O 
It is easy to show that (P,(x)),“_~ is an Eulerian family of polynomials 
according to Andrew’s definition ([2, Definition 11) if and only if 
(P,(x)/[q],Jnzo is an Eulerian family according to Definition 2.1. 
At the end of [8], Rota, Kahaner, and Odlyzko assemble some open 
problems suggested by their work on polynomials of binomial type. In 
problems (1) and (12) (see [8, pp. 750 and 7521) they suggest developing a 
theory for operators of the form XD which parallels what they did for 
polynomials of binomial type. In order to develop such a theory, one 
requires the shift operator analogue. denote it by P, such that 
(xD) E’ = C(xD), 
for all a E R. Because 
and 
xDf’x” = xDqanxn = nqunx” 
v”xDx” = $xnx”- ’ = nqanxn 
we see that do, the Eulerian shift operator (see 12, p. 3491) is a possible 
candidate for a“. Thus we wish to suppress the q-aspect of the Eulerian shift 
operator and therefore we make the definition q-free. 
DEFINITION 2.2. Let b E R. The Eulerian shift operator qh is a linear 
operator defined on the linear space of all polynomials by 
#‘P(X) = p(bx). 
Using this definition we now define Eulerian shift-invariant operator. 
DEFINITION 2.3. A linear operator u on the linear space of all 
polynomials is an Eulerian shift invariant operator if for all y E R 
/Jq’ zz $‘a, 
where ~7’ is the Eulerian shift operator defined in Definition 2.2. 
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We note that xD, xD,, and qy are all Eulerian shift invariant. Thus we are 
led to the q-free definition of Eulerian differential operator. 
DEFINITION 2.4. An Eulerian dlfirential operator r is a linear operator 
on the space of all polynomials such that x7 is Eulerian shift invariant and 
for all n > 0 
7x"fO 
and 
71 =o. 
It is easy to show that 7 is an Eulerian differential operator according to 
Definition 2.4 if and only if it is an Eulerian differential operator according 
to Andrews’ definition. Thus Theorem 2.1 holds for our definition. Therefore, 
7 is an Eulerian differential operator if and only if there exists a sequence 
e,=O,e,,e,,e ,,... s.t., e, # 0, n > 0, and 
7xn=e,xn-'. (2.7) 
As has been done by various authors (see [4,9]) we will call {e,}FY, the 
fundamental sequence of the operator 7 if Equation (2.7) is satisfied. It is 
easy to see that {n)$P=o and {(q” - l)/(q - l)}rzo=, is the fundamental 
sequences of the Eulerian differential operators D and D,, respectively. It 
should be pointed out that the Eulerian differential operator does not have all 
the properties that are analogous to Mullin and Rota’s [5] delta operator. 
The Eulerian differential operator u and the delta operator Q are both degree 
reducing. On the other hand, Q is shift invariant but u is not Eulerian shift 
invariant. 
There is one more definition due to Andrews that we wish to make q-free. 
That is the definition of an Eulerian basic polynomial set associated with the 
Eulerian differential operator 7. 
DEFINITION 2.5. Let 7 be an Eulerian differential operator. A sequence 
of polynomials p,(x), PI(x), p2(x),... is called a sequence of Eulerian basic 
polynomials for t if 
0) PO(x) = 1, 
(ii) p,(l) = 0 for each n > 0, 
(iii) tp,(x) = pn- ,(x) for ach n > 0. 
It is obvious that {P,(x)}~=, is an Eulerian basic polynomial set of 7 
according to Andrews’ definition if and only if {P,(x)/[q],)~=, is an 
Eulerian basic polynomial set relative to 7 according to Definition 2.5. 
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((x - l)"/n!),",o is the Eulerian basic polynomial set for the Eulerian 
differential operator D and 
a,(x) = 1, 
= (1 -9)” ]‘I xleTbi’ ’ 
i I 
is the Eulerian basic polynomial set for the Eulerian 
From the remarks following Definitions 2.1 
theorem due to Andrews can be given. 
n = 0, 
n>O 
differential operator D,. 
and 2.5, the following 
THEOREM 2.2 (Andrews [2, Theorem 11). (a) Zf (p,(x)),‘~~ is an 
Eulerian basic sequence for some Eulerian d@erential operator, then it is an 
Eulerian family of polynomials. 
(b) If {p,(x)},“=, is an Eulerian family of polynomials, then it is an 
Eulerian basic sequence for some Eulerian dlflerential operator. 
From this theorem we see that the polynomials given by Eqs. (2.1) and 
(2.4t(2.6) are intimately related to Eulerian basic polynomial sequences. In 
fact, 
a,(x) = 1, n = 0, 
=(I -4)” fi (x-qi-‘), 
(2.8) 
n>O 
i :: I 
is an Eulerian basic polynomial set for the q-derivative D,, defined by 
Eq. (2.2). Also, 
b,(x) = E,(x) + E,(O) 2n! ’ 
c,(x) = e+r, 
n. 
d,(x) = 1, n = 0, 
=x” -x”-‘, n>O 
(2.9) 
(2.10) 
(2.11) 
are Eulerian basic polynomials relative to the Eulerian differential operators 
/lx” = 0, n = 0, 
= 2, n= 1, (2.12) 
= n.y”-‘, n > 1, 
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yx” = Dx” = nx” ‘, (2.13) 
6x” = 0, n = 0, 
n-f (2.14) =x ) n > 0, 
respectively. To show that j3 as given by (2.12) is the Eulerian differential 
operator for the Eulerian basic polynomial set ((E,(x) + E,(0))/2n! }z- ,, use 
the Corollary of Theorem 6 and the Corollary of Theorem 4 in Andrews’ 
paper 121. 
3. EULERIAN RING ISOMORPHISMS 
First let us quote a theorem due to Andrews, which shows how an 
Eulerian shift-invariant operator can be expanded in terms of an Eulerian 
differential operator. 
THEOREM 3.1. (Andrews 12, Theorem 21). Let u be an Eulerian shift- 
invariant operator, and let 5 be an Eulerian differential operator associated 
with the Eulerian basic polynomial set { p,,(~)}~=~. Then 
u = v akxkgk 
k>Q 
where ah = ~~p,(x)~~ _, . 
Andrews calls this the Eulerian expansion theorem. 
DEFINITION 3.1. Let r be an Eulerian differential operator and E(t) be 
the class of all formal Eulerian series over R. That is. 
E(T) = ‘i‘ akxkrk 1 ah E R . 
k5 I 
From Theorem 3.1 we see that E(r) is precisely the set of all Eulerian shift- 
invariant operators. It is not difficult to see that E(s) is group isomorphic to 
the set of all formal power series F defined by 
F= v aktk(akER 
! k?O 
where the group operation is addition, defined on F by 
K‘ aktk + K‘ bktk = y (ah + bk) tk 
ky0 ky0 ky0 
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and on E(7) by 
\‘ akxkrk + 2 bkxkrk = c (ak + bk) ~~7~. 
k7” k,O k,O 
Andrews proves this result (see [4, Theorem (3)]). 
In order to obtain a ring isomorphism theorem, we make E(7) into a ring 
by defining multiplication on E(7) as composition. That is, if r is an Eulerian 
differential operator whose fundamental sequence is (c,,)~=~, then x”7”xktk is 
defined by 
for 1 = 0, 1, 2, 3 ,... . Therefore xnrnxktk is Eulerian shift invariant and 
therefore by Theorem 3.1 there exist constants JJ”” independent of x such 
that 
for all nonnegative integers n and k, where 
[n; 7\= 1 if n=O 
=c,c,_,c,-2 “’ c*c, if n > 0. 
Thus multiplication is defined on E(7) by 
In order to find out more about Jj”‘” we note that for all 12 0 
(3.1) 
(3.2) 
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That is, for all A >, 0 
(3.3) 
where q*k is independent of A. In order to simplify the notation (see Ward 
191) we define for all n > 0 and all integers k, 
n 5 [ 1 k’ In; 71 = [n-k; r][k; s]’ O<k,<n, 
= 0, k(Oorn(k. 
That is, [F; ‘1 is known (see Ward [9]) as the generalized binomial coef- 
ficient. Thus Eq. (3.3) becomes 
(3.4) 
and we have proven the following lemma. 
LEMMA 3.1. For all nonnegative integers n, m, and A there exists a set of 
constants (J~qm)~Eo independent of x and A such that 
and 
Now let us define the ring of Newton series (see [l]), which we will 
denote by N to be the set of all formal Newton series of the form 
CFEo ak(sCk’/k!), where 
dk) = s(s - l)(s - 2)(s - 3) ... (s - k + 1). 
Equality is denoted on N by $C and is defined by 
(3.5) 
40917711 17 
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if and only if for all nonnegative integers k 
a,=b,. 
N is a ring with unity where addition is ordinary addition as given by 
and multiplication is ordinary multiplication as given by 
A simple characterization of equality on N is given by 
‘I* (k) % S(k) 
5’ a,k* 1 bkkr 
&TO . k-0 ' 
if and only if 
J; ,+k) cc 
\‘ ak k’ = 1 b, g for 
&TO . 
n = 0, 1, 2 ,..., (3.6) 
k&O - 
if and only if 
A” ? bk$ I for k%O * n = 0, 1, 2,... S=O 
where A is the advancing difference operator defined by 
B-(s) =f(s + 1) -f(s). 
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We are now ready to prove our main result. Recall that for the Eulerian 
differential operator 7 
=o if k>Aork<O 
(3.7) 
C.\C&I “’ C.\-kil if 0 <k <I, 
ckck-, “’ c, 
where (ci)T 0 is the fundamental sequence of r. Extend the definition of 
1;; ‘1 to 1:; ‘1 such that it is defined for all real numbers x, A’ [:;‘I is 
defined for all nonnegative integers i and for all nonnegative integers ,I 
1;: ‘I,~.,=[:: ‘1. (3.8) 
For example, if r is the ordinary derivative D, then 
x D I 1 k’ = x(x- 1)(x-2),.,(x-k+ 1) k! 
Also we should note that because {ci)EO is a fundamental sequence for an 
Eulerian differential operator r, therefore c, = 0 which implies that 
x 7 
A’ k; I II =o if k>i .‘i 0 
., = k 
Our main result can be stated in the following theorem. 
THEOREM 3.2. Let 5 be an Eulerian dlflerential operator. The ring of 
Eulerian shift-invariant operators E(7) is ring isomorphic to the ring of 
formal Newton series N. The ring isomorphism q5 is given by 
,:n~ocZn~- 8 $o,[A:[;; ‘]] ;* (3.10) 
n Ok 0 x=0 
ProojI Because of Eq. (3.9) 
5 i ak[A:[;i 7]]x~o~~~o~oak[A~["k; 'llxzo~ 
n=O k=O 
+ 2 ak $. (;)[A:[ ;; 7]].y=o. (3*11) 
k=O 
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We note that 
nco (:)[A: 2; ‘11,=, 
is the classical Newton’s advancing difference formula for [i; ‘I. Therefore, 
it follows from Eqs. (3.1 l), (3.6), and (3.8) that 
Thus 4 preserves the ring addition. 
To show that 4 preserves the ring multiplication we need only show that 
for all nonnegative integers n and m and real numbers S, 
(3.12) 
where (J~‘m}~Zo is given by Eq. (3.1). From our characterization of equality 
on the ring of formal Newtoin series N (see Eq. (3.6)) we see that Eq. (3.12) 
is true if and only if for all nonnegative integers A 
and therefore Eq. (3.12) follows from Lemma 3.1. Q.E.D. 
COROLLARY I. E(D) is ring isomorphic to the ring of formal Newton 
series N where the ring isomorphism $* is given by 
Proof: Let r = D in Theorem 3.2. 
COROLLARY II. Let D, be the q-derivative deJned by 
D f(x) =f(xd -f(x) 
4 
(q- 1)x . 
E(D,) is ring isomorphic to the ring offormal q-Newton series N, defined by 
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The ring isomorphism 4, is given by 
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4 
s-iLl -1 
qi-l . 
ProoJ Let r = D, in Theorem 3.2. 
4. APPLICATIONS 
By using the Ring Isomorphism Theorem many of the results that are the 
Eulerian analogs of results Rota, Kahaner, and Odlyzko obtained in (81 can 
be found. In a subsequent paper we will address ourselves to these problems 
by using techniques that are analogous to what Roman and Rota used in [7]. 
As our first applications we wish to linearize the product 
(s”“‘/m!)(s’“‘/n!). That is, we wish to obtain niqrn such that 
where S(~) is given by Eq. (3.5). It follows directly from Corollary I of the 
isomorphism theorem that 
x”D” xmDm --= 
n! m! 
But we note that (x”D”/n!)(x”D”‘/m!) is Eulerian shift invariant and 
(x - l)“/n! is the Eulerian basic polynomial set for D; therefore by 
Theorem 3.1 
n,m 
Ak xnDnxmDm (x - l)k -zz 
k! [ n! m! k! I X=1 
1 
= (k - m)! (k - n)! (n + m - k)! * 
Therefore 
S(m) p) m+n k! S(k) 
--= 
m! n! 
-. 
kX&,,n) (k-m)! (k-n)! (n+m-k)! k! 
This is a known result due to Riordan [6]. 
Our second application is to show how these results can be used to find 
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inverse relations. For some fixed value of t, let (u,,}:-~ and {!I,},“:, be 
related by the following: 
a, = f tkbk 
k-0 
(4.1) 
for all n > 0. We wish to find A,., such that 
b,= 2 1, kak. 
k0 ' 
Define the Eulerian differential operator 7 by 
5x” = 0 if n=O 
ZZ tx”-’ if n > 0. 
The Eulerian basic polynomial set for 7 is 
P,(x) = 1, n = 0, 
x”-xx”-’ 
ZZ 
t” ’ 
n > 0. 
Now define the Eulerian shift-invariant operator 
Ax” = a, x”, 
and by Eq. (4.1) 
Ax” = 5 tkbkx” 
k=O 
= f bkxkrkxn. 
k=O 
Thus 
A = 2 bkxksk. 
k=O 
By using Theorem 3.1 we obtain 
b,=Al, k=O 
=A bf-xk-‘) 
tk ’ k > 0, 
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bk=a,,, k = 0, 
= $ tak - ak L), k > 0. 
In a similar manner the well-known inversion formulas (see Riordan 
16, P. 49 I), 
if and only if 
(4.3) 
can be obtained by using the ordinary derivative instead of r. 
In our next application we wish to give necessary and sufficient conditions 
for a formal Newton series to have a multiplicative inverse. Let 
be a formal Newton series. Let 
XkDk F= <- ak- 
k=ll k! 
be the preimage of f(s) under the map 4, as given in Corollary I of 
Theorem 3.2. F is Eulerian shift invariant and thus there exists constants 
(~k}~zO such that 
Fx” = f,,x". 
The identity map in E(D), the ring of Eulerian shift-invariant operators, is 
Ix” = x”. 
Thus, F has a multiplicative inverse F-’ if and only if f, # 0, Vn > 0. F-’ is 
given by 
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By noting that f, =f(rz) = C;,,, ak(;j we have 
f(s) = x;mo ak(dk’/k!) h as a multiplicative inverse 
that the Newton series 
(f(s))-’ iff for all n > 0, 
n 
kxo ; 'kfo. 
0 
Also by using the inversion formulas (4.2) and (4.3) we have that (f(s)))’ is 
given in terms of the uk’s, the coefficients off(s), by 
As a final application of this theory it is easy to show that some of the 
formulas in Riordan’s book 16, pp, 218-2251 containing the operators XD 
and Dx are simple consequences of Corollary I of Theorem 3.2, and 
Theorem 3. I. For example, suppose we wish to write (xD)” in terms of 
(x~D”}~=~. That is, we wish to find A,,, such that for n > 0 
(xD)” = ? A,,k~kDk, 
k-0 
By Corollary I of Theorem 3.2 we know that 
@: (xD)” + sn 
and 
&xkDk+s(s- 1)“. (s-k-+ 1). 
Thus 
sn = + /l,,kS’k’. 
kr0 
But it is well known that Ln,k is S(rz, k), the Stirling numbers of the second 
kind. Thus 
(xD)” = i S(n, k)xkDk 
k=O 
(4.4) 
which is formula (34) of Riordan’s book 16, p. 2 18 1. The inverse of formula 
(4.4) can be obtained in a similar manner. 
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