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Recently researchers have found evidence that customers use gestalt characteristics when evaluating past
and future service bundles. Specifically, the evidence confirms that the placement of a peak event, the utility
of the last event, and the slope of event utility over time impacts customer behavior and perception. This
paper introduces a new scheduling paradigm with a focus on optimizing gestalt characteristics in order to
maximize customer experiences. We discuss possible contexts in which this type of scheduling might be
considered and, as an example, present a particularly complex model of a world-renowned performing arts
venue. We solve the problem with a simulated annealing algorithm and further discuss the complexity and
opportunities associated with this type of scheduling effort.
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1. Introduction
Service design is a multidisciplinary field that considers the impact of traditional aesthetic design
principles on the desired outcome of a service (Stickdorn and Schneider 2012). Not unlike product
design, service designers tend to have unfettered imagination when it comes to the possibilities
of a specific service delivery; however, it is often left to operations managers to implement the
design principle. For example, a product designer might want several types of interfaces for a
new electronic device, but an engineer realizes the physical boundaries of hardware that restrict
complete implementation of the design. Similarly, an operations manager might find it challenging
to implement all the suggestions of a service designer. In this paper, we consider the challenges
of incorporating a specific proposed service design principle into a traditional operations role:
scheduling. By so doing, we introduce a new paradigm of scheduling: scheduling for which the
schedule itself is an aspect of the service experience design. We call this service scheduling design;
a composite of service design and service scheduling.
Some researchers have compared a service concept to a theater production (Grove and Fisk
2001, Pine and Gilmore 1999) and compared the work of operations to that of a choreographer
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(Voss et al. 2008). We introduce a similar metaphor by comparing service scheduling design to the
work of orchestration. Orchestrate, as defined in the Collins English Dictionary has two similar
meanings (”orchestrate” 2013): “(1) to score or arrange (music) for an orchestra; and (2) to arrange,
organize, or build up for a special or maximum effect”. Orchestrating service schedules implies that
the design of a series of events should be intentionally arranged and organized to affect customer
perception.
Chase and Dasu (2001) suggest that to perfect a service, managers must understand the fun-
damental psychological effects that a service may invoke. Among other things, they suggest that
service designers should consider the sequence of the levels of pain and pleasure experienced over
time during a service. They point to psychology and behavioral economics literature as evidence
that humans prefer certain sequences over others. For example, they suggest positioning painful
parts of a service together and far away from the end and leaving those parts that are most plea-
surable for the last. Dixon and Verma (2013) provide a thorough review of the psychology and
behavioral economics literature concerned with sequence effects and cite four main effects that
emerge as relevant to service scheduling: (1) the impact of the highest point, most intense, or
highest utility part of an experience (Peak Effect); (2) the impact of the last point of an experience
(End Effect); (3) the impact of the placement of the peak in time (Spreading Effect); (4) and the
overall trend of the experience over time (Trend Effect). Dixon and Verma (2013) found empirical
evidence that customers are more likely to repurchase season subscription bundles when: (1) the
final event of the subscription series is higher in utility compared to other event’s utility; (2) if the
highest utility event (peak event) is placed earlier in the sequence; and (3) if the slope of the OLS
regression line through all event utility is positive and upward. These findings imply that an ideal
single-bundle schedule has a peak early in the schedule, a high-utility final event, and an upward
trending utility profile (see Figure 1).
Figure 1 Speculated ”Optimal” Bundle and Schedule from Dixon and Verma (2013)
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Although these results may be specific to their context, the evidence that sequence effects impact
customer behavior (likely through improved customer experience) provides support for the impor-
tance of scheduling as a design principle. The implications of scheduling with a specific utility
sequence in mind can be incorporated into a service that has multiple discrete portions that elapse
sequentially over time. Ideally the discrete portions should be interchangeable and have distinct and
independent utility; however, these constraints are not likely rigid in order to consider a sequence-
effect-based schedule. Some contexts in which this type of scheduling could be considered can be
found in Table 1.
Table 1 Context for Sequence-Effect-Based Scheduling
Service Discrete Portion
Performing arts bundles Individual performances
Guided tours Individual attractions
Vacation planning Individual days or portion




Multi-day festivals Individual events
The implications of these results may be easily incorporated if the service designer is considering
only one sequence at a time. However, scheduling with sequence effect maximization in mind
becomes complex as the number of discrete portions sharing the same resources (including time
and space) increases, and as the number of unique sequences sharing the same resources increases.
The latter can happen when there are multiple bundles of events packaged together (conference
tracks, performing art season subscriptions, sporting event season packages) or when there are
multiple customers with customized schedules (healthcare treatments, vacation planning). In this
paper we attempt to explore this complexity by fully considering the implementation of sequence-
effect-based scheduling in a complex problem found by a large performing arts venue: scheduling
multiple events across a calendar with shared resources and combining events into bundles.
A recent survey (Kendall et al. 2010) found 162 articles published from 1968 to 2008 con-
cerned with scheduling sporting events within leagues and tournaments. Most of these articles
focus on efficient schedules from the perspective of league or tournament organizers but not from
the perspective of spectators. Some researchers have taken a more customer-focused perspective
to non-sport scheduling problems, by researching implications of attendee-preference-based con-
ference scheduling (Sampson 2009, Sampson and Weiss 1995, 1996) and student-preference-based
classroom scheduling (Sampson et al. 1995, Thompson 2005). An objective of maximizing customer
perception is the key difference between event scheduling design as a sub-field of service design and
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event scheduling as it relates to traditional manufacturing scheduling; i.e., event scheduling design
brings with it a focus on customers’ journeys (Zomerdijk and Voss 2010). That is not to say that
service providers should not consider other important aspects (e.g., labor, costs, resources) when
developing a schedule, but this change in objective shifts the purpose of a schedule from one of
efficiency to one of orchestrated service delivery.
In the context of our problem, we suggest that the design of an event schedule can lead to an
intangible effect influencing customer behaviors, and therefore the venue can expect an increase in
customers’ perception of season subscriptions as sequence effects are designed into the schedule.
Restated, we believe that by appropriately scheduling and bundling discrete portions, a service
provider can increase the value of its offerings without changing anything other than the schedule
and bundling; i.e., without changing the discrete portions themselves. We do not test our belief
in this paper, but instead explore the realization of developing an optimized sequence-effect-based
schedule for a complex problem. In lieu of simplicity for the sake of solvability, we attempt to
capture the complete complexity of the real-world problem.
2. An Example Context
We consider the problem of a renowned performing arts venue (identification of venue held for
review). The venue hosts over 200 performing arts events a season (year), coming from twelve
different genres consisting of local, in-house, or touring guest performers and artists. The venue
combines most of the events into subscription bundles and recently has been suffering from a decline
in season subscription sales. They expressed interest in investigating novel ways to improve the
repurchase of their bundles.
Bundles for the venue are usually theme, genre, or market oriented, e.g., American composer
(theme), jazz (genre), or family matinee (market) subscriptions. The same event can be a part of
multiple bundles and there are often multiple showings of the same event. Additionally, the venue
can schedule events in six separate halls simultaneously, each with different capacity and varying
performance attributes (acoustic, lighting, staging, etc.). The problem faced by the venue is not
only when to schedule each event, but also which events to bundle together. When generating a
master schedule, schedulers assign each event a date and a time, a hall (location), and into at
least one bundle. For a typical season, the venue considers 200 events, six locations, and nearly
50 bundles across 300 possible dates, each date having several possible times. Events within the
bundle are thematically similar; however, individual events have different value or utility for the
customers.
We approach the problem of across-subscription bundling and scheduling with the explicit objec-
tive of maximizing gestalt characteristics within each bundle and across an entire season’s set of
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bundles all of which share resources (events and locations). Our description of a sequence effect
optimization mathematical model provides insights on the level of complexity associated with
incorporating sequence effects into the service design of an already complex service scheduling
problem. We solve the mathematical representation with a meta-heuristic; we discuss the solution
procedure, provide the results, and discuss the implications of the research for possible schedule
design implications and research questions.
3. Interrelated Service Bundling and Scheduling Problem
The problem we address is scheduling and bundling a set of events, considering one master calendar
and a set of bundles. Each event can be scheduled into only one date and time (hereafter referred
to as datetime), one hall (location), and one or more bundles. The objective of the multifaceted
assignment problem is to maximize event sequence effects across all bundles b (see equation (1)). We
focus on the four sequence effects tested and developed by Dixon and Verma (2013) namely, peak
effect, end effect, spreading effect and trend effect. Additionally, we allow for different weighting




(w1EndEffectb + w2PeakEffectb + w3SpreadEffectb + w4TrendEffectb) (1)
We explicitly formulate each of the four effects in terms of decision variables in a later section;
however, in words: the end effect is the utility of the last event in a bundle; the peak effect is the
utility of the highest utility event in a bundle; the spread effect is the time between the peak event
and the last event; and and the trend effect is the slope of the least squares regression line of event
utility and days from the first event in the bundle.
Assuming that events have different utility, the temporal placement of the events within a bundle
will alter the level of the bundle’s sequence effects. Each event has a measure of independent
utility that we assume can be determined a priori through means of past performance data (e.g.,
forecasting), customer surveying (e.g., choice modeling), or with expert content knowledge. We
refer to this utility as independent because it is a measure of the event’s worth independent of the
bundle it is in or the time at which it is scheduled. Similarly, the utility measure is independent
of customer type, i.e., it is an aggregate estimate across all customers. Therefore, when we refer
to event utility, we mean the utility that the event would have on average across all customers
as opposed to the utility that each individual customer might get from each single event. This
aggregate measure can be considered the utility of the event from the perspective of the venue as
the event planners make decisions such as pricing, scheduling, and bundling.
The decisions for the event planner are: (1) Which bundle(s) is (are) appropriate for each event?
and (2) When should the event occur? i.e., To which datetime should the event be assigned? One
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approach would be to first bundle all events appropriately and then schedule all events, or vice
versa, i.e. schedule all events and then try to find appropriate bundles from within the schedule. Our
approach is to make the decisions simultaneously since event schedules influence our bundle-level
sequence-effect-maximization objective. Since events can be a part of multiple bundles, changing
the datetime of an event may affect multiple bundles’ sequences. In addition, the same event in
a different bundle might have a drastic impact on the bundle’s sequence effects; e.g., an event
with moderate utility might be a peak event in one bundle, but only a middle-of-the-road event in
another. For these reasons, we consider the scheduling and bundling to be interrelated and consider
their decisions jointly.
We attempt to capture all realistic constraints, and in so doing vie for completeness in place
of simplicity, so that we may better understand the implications of applying sequence effects into
a complex scheduling problem. Several constraints are implicitly controlled by subsets that are
pre-defined to ensure decision feasibility. For example, the set of bundles, the set of datetimes,
and the set of locations that are allowable for each event are defined a priori and constrict the
available choices for the decision variables. All other constraints are explicitly notated in terms of
the decision variables and define the boundaries of feasible solutions. The explicit constraints can
be separated into those relating to bundle, event, cluster, and location requirements. We define
a cluster as a set of events that have to be performed close to one another, primarily because
the events in a cluster are actually several showings of the same performance. See Figure 2 for a
complete verbal listing of all constraints and their classification.
Through the process of mathematically representing a sequence effect optimization in an interre-
lated bundle problem, we uncover the potential challenges of applying findings from psychological
and behavioral research to a complex service. In our case, the difficulties lie in defining a decision
variable that can appropriately capture the order of events within each bundle while still assigning
events to bundles, locations, and datetimes; i.e., maintaining a multi-index decision variable; and,
in representing a large list of realistic constraints using the decision variables.
4. Mathematical Model
In this section, we present the mathematical representation of our general problem. We take an
integer programming approach and strive to express the problem linearly where possible. We will
explain different aspects of the notation starting with indices, constants, and sets used followed
by a definition of the decision variables. We follow with a discussion of the objective statement
and explicitly define sequences effects. Finally, we present the constraints of the model. While we
present a model for our general problem, we use the sample context to increase clarity and to
ground the model; in the conclusion we explain how the sample model can easily be generalized to
other contexts.
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Implicit Constraints (predefined by allowable sets):
The allowable set of bundles for each event (correct genre, theme, market, artist, etc.);
The allowable set of datetimes for each event (correct weekday, time of the day, day of the year, etc.); and
The allowable set of locations for each event (correct stage, equipment, lighting, capacity, etc.).
Explicit Constraints (explicitly notated in terms of decision variables)
Bundle Related Constraints:
The minimum number of events in a bundle;
The maximum number of events in a bundle;
The minimum number of days between events in a bundle; and
The maximum number of days from the first to the last event in a bundle.
Event Related Constraints:
The minimum number of bundles into which an event must be scheduled; and
The maximum number of bundles into which an event can be scheduled.
Cluster Related Constraints:
The minimum number of events in a cluster scheduled (not all events are required to be scheduled);
The minimum days between events in a cluster;
The maximum days between events in a cluster;
The maximum number of days from the first to the last event in a cluster; and
Events of the same cluster cannot be in the same bundle.
Datetime / Location Constraints:
Each datetime can only be scheduled once for each location; and
Events in a location cannot overlap in time.
Figure 2 Constraints Considered
4.1. Indices.
We assign the following indices to index events, bundles, datetimes, locations, clusters, and event
orders:
e, e′ - events;
b - bundles;
d, d′ - datetimes;
l - event locations;
c - event clusters;
o - event order in a bundle; and
p - event order in a cluster.
We explicitly define the event order in a bundle and cluster in order to define the first and last
events used in both the objective statement and a number of constraints described in detail in later
sections.
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4.2. Constants.
As stated above, we define event utility as an aggregate measure of event value or popularity in
comparison to all other events regardless of when, where, or with what other events the event is
scheduled and bundled:
utilitye = utility of event e.
Also predefined are explicit descriptions of bundle requirements: the number of days that is
required between each event in a bundle; the maximum number of days between the first and last
events in the bundle; and the maximum and minimum number of events required in a bundle. For
example, it might be a requirement that there are at least five events in a bundle and that they
are at least 30 days apart from one another, and they span no more than 200 days:
separateb = minimum allowable time between events in bundle b;
n+b = maximum number of events in bundle b;
n−b = minimum number of events in bundle b; and
BundleSpreadDaysb = maximum number of days from the first to the last event in bundle b.
Similarly, we define the minimum and maximum number of scheduled events in a cluster and
the number of days between events in the same cluster. Recall that a cluster is a set of events that
are different showings of the same event. Note the model does not require the scheduling of all
events, but we can require a certain number of events within a cluster to be scheduled. As with
days between events in a bundle, we are concerned about the minimum number of days between
events in a cluster; however, we also need to ensure that maximum number of days between events
and the number of days from the first to the last event in a cluster are controlled:
n+c = maximum number of scheduled events in cluster c;
n−c = minimum number of scheduled events in cluster c;
days+c = maximum number of days between events in cluster c;
days−c = minimum number of days between events in cluster c; and
ClusterSpreadDaysc = maximum number of days from the first to the last event in cluster c.
The weights of the different sequence effects can be derived from econometric modeling similar to
what has been done in Dixon and Verma (2013), mainly by estimating coefficients for the separate
sequence effects in an econometric methodology. For all problems solved in this paper, we normalize
the sequence effect weights so that the maximum possible value of each effect will produce nearly
equal contributions to the objective statement.
w1 = weight of the End Effect portion of the Sequence Effects;
w2 = weight of the Peak Effect portion of the Sequence Effects;
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w3 = weight of the Spreading Effect portion of the Sequence Effects; and
w4 = weight of the Trend Effect portion of the Sequence Effects.
For purposes of building constraints, we define the last possible date that an event could be sched-
uled as well as the date part for each datetime. Finally, each event is given specific requirements
on the number of bundles to which it can belong:
LastSeasonDate = the last possible date an event could be scheduled;
Dated = the date part (month, day, year) of datetime d;
EinB+e = the maximum number of bundles to which event e can belong; and
EinB−e = the minimum number of bundles to which event e can belong.
4.3. Sets.
There are five main sets:
E = set of all events;
B = set of all bundles;
D= set of all datetimes;
C = set of all clusters; and
L= set of all locations.
Of interest among the sets of the model are the Possible sets. They are a subset of larger sets,
restricted to maintain constraint parameters implicitly. For example, perhaps a certain bundle
requires specific event attributes: the event may need to be the appropriate genre or theme to fit
in the bundle. Events may need specific space or equipment only available in a subset of locations,
or planners restrict certain events to weekends, matinees, or specific times of the year (e.g., holiday
concerts). These possible or allowable sets are predefined and so implicitly maintain these types of
constraints. All possible sets are a subset of the correlating larger set:
PossibleEb = events that could be scheduled in bundle b (correct genre, theme, artist, etc);
PossibleDe = datetimes that could be scheduled for event e (correct days of the week, time of
the day, specific dates, etc); and
PossibleLe = event locations that could be scheduled for event e (proper stage, equipment,
performers, preference, etc).
We determine cluster membership a priori. We place all events that do not have cluster mem-
bership into one cluster that has non-restricting constraints:
Clusterc = set of events that are possible in cluster c.
To maintain scheduling within the same location we identify the set of events that we could
consider scheduling on a datetime in a location, given a different event is scheduled on a different
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datetime in the same location. We determine this set a priori because it considers the length of
each event and the amount of time it takes to prepare the location for another event. For example,
if we schedule a lengthy event at a time early in the afternoon, an evening event is not feasible;
however, if we schedule a short event early in the afternoon, perhaps an evening event is allowable.
We explain in a later section the details of how we utilize this set to maintain feasibility:
NotAvailableedd′l = set of events that cannot be scheduled on datetime d
′ in location l given
event e is scheduled on datetime d in location l.
4.4. Variables.
The two primary variables that determine event bundling and scheduling are binary integer
variables indexed across five items. The first, BundleOrder, indexes across all events, bundles,
orders, datetimes, and locations. The second is similar to the first except it indexes across clusters
and cluster order instead of bundle and bundle order:
BundleOrderebodl =

1 if event e is in bundle b in the oth order,




1 if event e is in cluster c in the pth order,
scheduled on datetime d in location l,
0 otherwise.
Two other integer variables indicate if an event has the highest utility (Peak), and if it has the
latest datetime (Last) among all the events of the same bundle:
Peakeb =
{




1 if event e is the last event in bundle b,
0 otherwise.
The remaining variables are useful in notation, although they can be derived from the above
variables. We explain more details of their definitions in the constraint section.
Nb = count of events in bundle b;
NBe = count of bundles into which events e is scheduled;
EndEffectb = the utility of the last event in bundle b;
PeakEffectb = the utility of the peak event in bundle b;
SpreadEffectb = the number of days from the peak event to the last event in bundle b;
AvgUtilityb = the average event utility of events in bundle b;
DaysFromFirsteb = days from the first event in bundle b to event e;
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AvgDaysFromFirstb = average days from the first event in bundle b, for all events in the bundle;
and
TrendEffectb = the slope of the utility and days from the first event event in bundle b.
4.5. Objective.
As described above, the objective of the model is:
Max (1)
4.6. Sequence Effect Definition Constraints.
There can only be one peak and last event per bundle. You will notice in many of our constraints
we sum over the events in PossibleEb instead of all events; this implicitly restricts the feasible
region of our problem:
∑
e∈PossibleEb
Peakeb = 1,∀b (2)
∑
e∈PossibleEb
Lasteb = 1,∀b (3)
The peak event utility is the largest utility among events scheduled in bundle b. The last event
date is the largest event date among events scheduled in bundle b. These constraints includes the
multiplication of two decision variables, forcing non-linearity. From this point forward, we will



















































Therefore, we define the peak and end effects as the utility of the peak event and the last event:




(Utilitye) (Peakeb) = PeakEffectb,∀b (6)
∑
e∈PossibleEb
(Utilitye) (Lasteb) = EndEffectb,∀b (7)
We define the spread effect as the number of days between the date of the last event and the















We describe equations 4 through 8 through a simplified example in Appendix A.











We calculate the average event utility within each bundle by summing the utility of all events













We determine the number of days from the first event by subtracting each event’s date from the
















We calculate the average number of days from the first event in the bundle by summing all the
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Finally, we define the trend effect as the linear slope of a line that best fits the points of utility
and days from the first event. The line is fit under ordinary least squares and the equation for the



























These equations explicitly define what we mean by the peak, end, spreading, and trend effects.
As noted earlier, some effects cannot be represented linearly. In the following sections, we will
define the constraints of the problem, some of which are nonlinear. While a linear approximation
would aid in solving the problem, at this point we are more concerned about expressing the actual
complexity of the problem than with its solvability. We later present evidence of the effectiveness
of the heuristic we developed for solving the problem.
4.7. Constraints.











The number of events in bundle b has to be between the minimum allowable number of events
and the maximum number of events:
n−b ≤Nb ≤ n+b ,∀b (15)










ClusterOrderecpdl ≥ n−c ,∀c (16)
Each event can only have one order in the same bundle. Notice this constraint is not a restriction








BundleOrderebodl ≤ 1,∀b,∀e∈ PossibleEb (17)
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ClusterOrderecpdl ≤ 1,∀c,∀e∈Clusterc (18)
We provide event order with its own index in the decision variable because of constraints related
to the placement of events (first and last events) and time between events. Event order is determined
by the event date, i.e. earlier event dates have earlier event orders. Event order (o+ 1) must have
a larger date than order o. The number of days between events in the same bundle has to be
greater than or equal to a separator constant for that bundle. If (o+ 1) is not scheduled then the
constraint is satisfied taking the difference between the event date of order o and the last known



























∀b, o= 1, ...,n+b − 1,
(19)





























∀c, p= 1, ...,n+c − 1,
(20)
An additional constraint for cluster orders is included to ensure that we do not violate the
maximum number of days between events. If (p+ 1) is not scheduled, the constraint is satisfied by
subtracting the event date of (p) from zero resulting in a negative number, which will be less than
















∀c, p= 1, ...,n+c − 1,
(21)
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Bundle event order o must be scheduled if order (o+ 1) is scheduled. Similarly, we cannot assign












BundleOrdere′b,o+1,dl,∀b, o= 1, ..., n+b − 1
(22)













ClusterOrdere′c,p+1,dl,∀c, p= 1, ..., n+c − 1
(23)
An example of how constraints 19 to 23 ensure the ordering of events within bundles and clusters
is included in Appendix B.
The days between the first event in a bundle and all other events in a bundle cannot be more





























∀c, p= 2, ..., n+c
(25)










BundleOrderebodl ≤ 1,∀b,∀c (26)










BundleOrderebodl = NBe,∀e (27)
If we assign an event a datetime and a location in a cluster, we must schedule the event on the
same datetime and location in a bundle. Similarly, we can only assign each event one allowable
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datetime and in only one allowable location. We can place an event into multiple bundles, but the
event must maintain the same datetime and location in each bundle. While an event can be in



















ClusterOrderecpdl,∀e∈Clusterc, d, l,∀c (29)
Since events can be in multiple bundles, we have to assign them into the appropriate number
of bundles between the minimum and the maximum. If the minimum is greater than zero, the
constraint forces us to schedule an event. We can also ensure that we do not over-schedule an event
into too many bundles:
EinB−e ≤Be ≤EinB+e ,∀e (30)
We cannot schedule more than one event on the same datetime in the same location:
∑
∀e
BundleOrderebodl ≤ 1,∀b, o, d, l (31)
∑
∀e
ClusterOrderecpdl ≤ 1,∀c, p, d, l (32)
We cannot overlap time for events scheduled in the same location. Recall the set NotAvailabledd′h
consists of all events that cannot be scheduled if event e is scheduled in location l, datetime d. If























= 0,∀e, d,∀l (34)
5. Solving the Sample Context Problem – Heuristic Solution
In this section, we discuss the simulated annealing (SA) heuristic algorithm used to solve the sample
context problem. We choose simulated annealing because of the discrete nature of the solution
(as opposed to continuous) and the complexity of a solution. Other popular search heuristics (e.g.
tabu search, genetic algorithm) require memory for multiple solutions. Our solution includes the
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bundle(s), date, and location assignment for each event as well as the sequence characteristics
of each bundle; because of the size of the solution, maintaining a large number of solutions may
quickly exceed memory capacities. However, SA retains only the current solution, the last solution,
and the best solution.
Simulated annealing borrows from the metallurgy process that allows a controlled cooling rate
to ensure a more solid crystallization in the final structure of a metal. A SA algorithm explores
discrete non-linear solution spaces, at times allowing a weakening of the objective in hopes to
break free from local optimum. SA includes a cooling parameter that controls the number of worse
solutions that the algorithm explores at any point; typically, this cooling parameter ensures that
some final percentage of solution evolution is purely greedy, meaning only improved solutions are
accepted.
Our algorithm has four stages: (1) it builds a feasible solution, (2) it evaluates the solution, (3)
it perturbs the solution and (4) it subsequently rebuilds the solution. Steps 2, 3, and 4 repeat some
predetermined number of iterations.
5.1. Build stage.
The initial build and subsequent rebuild stages create random feasible solutions in four steps: it
(1) selects an event, (2) selects an available bundle for the event, (3) selects an available location
for the event, and (4) selects an available datetime for the selected event, bundle, and location.
By using a random selection biased towards events with less flexibility, step 1 typically selects less
flexible events early in the algorithm progression. Steps 2, 3, and 4 all randomly select among
sets that are allowable for the event, bundle, and location. At the end of an iteration of the build
stage, the algorithm updates all availabilities for future bundle, location, and datetime selections
to ensure constant feasibility during future iterations.
Figure 3 Build Stage
The challenge of the build stage lies when no available bundle, location, or datetime is allowable
for the selected event. This becomes more likely as the schedule fills up. The algorithm can take
several routes in order to fit an event into the schedule. Details of the specific methods would be
too lengthy and add little to the discussion; however, in general the algorithm finds the reason
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why an assignment cannot be made and makes a change to previous events (and perhaps several
events deep) that will allow both events to maintain feasibility and still be assigned. After some
iterations looking for an appropriate re-assignment scheme, the re-scheduling effort stops and the
build stages begins anew by selecting a different event. In this manner, the build stage is not
required to schedule every single event or fill all event-bundle membership minimum quotas, but
it otherwise maintains constant feasibility. The build stage stops after it schedules all events into
the maximum number of bundles or until it reaches a certain number of attempts.
5.2. Evaluation stage.
Problem solutions consist of all individual parts of the objective statement, as well as event date-
time, bundle, and location assignments. We track three separate solutions:
1. The last solution – the solution prior to the most recent perturb state;
2. The current solution – the solution most recently produced by the re-build stage; and
3. The best solution – the solution that has the highest objective value.
After the re-build stage, the evaluation stage compares the objective of the current solution with
that of the last solution. If the current objective is an improvement, then the evaluation stage keeps
the solution and the last solution becomes the current solution. If the current solution is better than
the best solution, then the best solution becomes the current solution. If the current solution is
worse than the last solution, a random uniform number U [0,1]P is drawn and the current solution
is kept with probability P < e(currentobjective−lastobjective)/T . T is controlled by a cooling factor α< 1.
At each iteration T is updated such that T = T (α). If T is large, then the algorithm nearly always
keeps the current solution, but as T gets smaller, it is less likely to keep a large, worsening change
in the objective.
Initial values of T are chosen to allow liberal exploration of the solution set in early stages of
the algorithm and α is set to ensure a certain cooling schedule, i.e. to allow a greedier search to
begin after a certain number of iterations. T and α are problem specific and a procedure for how
they are determined is described in an online supplement.
5.3. Perturb stage.
The algorithm then un-schedules between 0.5% and 1.0% of randomly selected events. During
the un-scheduling, the algorithm updates the objective statement and all availability sets. What
remains is a partial solution with between 0.5% and 1.0% of events yet to be scheduled.
5.4. Re-Build stage.
The re-build stage considers a neighboring solution by putting the perturbed solution back into
the build stage. This is just a partial re-build considering only those events un-scheduled in the
perturb stage. However, because of the nature of the algorithm, other events may be unscheduled
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and rescheduled to make a place for the resultant perturbed events. Because of the probabilistic
nature of the algorithm, the new solution typically will be different from the last solution. To
ensure this, the rebuild method will not allow a new solution to equal the last solution and will
resort to leaving the perturbed events unscheduled if there are no other alternatives.
5.5. Further Algorithm Refinements.
The four parts of the objective statement—the peak, end, trend, and spread effects—at times can
compete with one another. A solution that is high in one of the four elements might keep the
algorithm from exploring solutions that might result in higher overall objectives, resulting in a
suboptimal solution stuck in a local optima. The nature of the SA algorithm handles this to some
degree by accepting worse solutions; however, we found that by iteratively changing the weights
(w1,w2,w3,w4) given to the different effects further enhances the algorithm’s ability to explore the
solution space for global optimum solutions resulting in overall better solutions. We provided the
algorithm five different weight schemes; one with the actual weights and four others hypothetical
schemes with pseudo weights that emphasize only one effect. Similar to how the value of T is
adjusted (see Appendix C.1), the algorithm randomly selects one of the five schemes and uses it
to evaluate solutions for a set number of iterations. Changes in weight schemes happen 90 times
over the course of the course of the algorithm. The final 10% of runs are reserved for the actual
weights, that is, the pseudo weights are used to explore the solution space, but the true weights
are always used with tracking the best final solution.
5.6. Determining the Appropriate Number of Iterations.
To determine the appropriate number of the iterations through the build-evaluation-perturb cycle,
we designed an experiment that will set T and α so that the algorithm will cool at a rate to
conclude after a defined number of iterations. We consider a problem with a size comparable in
most ways to that of the concert venue: 200 events into 50 bundles. Event utility is distributed
exponentially with a mean of 50 closely matching the actual distribution of events from the event
venue. However, we simplify the problem in a couple of ways and will show a later section that
this loosening of the problem will allow us to find optimal solutions that can be compared to the
algorithm’s output. We allow 60 locations (instead of the venues 6 halls) in order to allow a high
number of events to occur on the same datetime (in separate locations) and restrict an event to
only be allowed in one bundle; each bundle will have four events and events within a bundle must
be at least 30 days apart from one another. Further, we only consider four datetimes each exactly
30 days from one another. Since each bundle will have four events, each bundle will also have one
event in each datetime. We consider a relatively unconstrained problem that allows scheduling of
all events into any datetime and into any bundle.
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We solved the problem using multiple iteration run lengths to determine if there is a point at
which an increase in iterations does not increase the objective substantially. We solved the identical
problem 20 times for each iteration run length from 500,000 to 4 million in 500,000 increments.
Because of the probabilistic nature of the algorithm, each of the 20 attempts results in a slightly
different solution and so we report the descriptive statistics of solutions in Table 1.







0.5 M 1.712 0.025 1.735 1.626
1.0 M 1.719 0.015 1.736 1.692
1.5 M 1.731 0.011 1.742 1.705
2.0 M 1.736 0.006 1.741 1.724
2.5 M 1.737 0.005 1.742 1.725
3.0 M 1.741 0.003 1.743 1.729
3.5 M 1.740 0.003 1.743 1.731
4.0 M 1.740 0.003 1.744 1.733
We have scaled the results reported in Tables 2 and 3 to the maximum solution found in a
sample of 400 random solutions that will be described fully in the next section. The results show
that average solutions stop significantly improving after 3 million iterations. 4 million iterations
also took the longest time to run; therefore, we set up an additional experiment to determine if it
is more appropriate to consider the time spent on a problem rather than the number of attempts
at the problem. We determined the number of attempts that would make the time spent on each
iteration increment run roughly the same as 20 attempts of 4 million iterations. By doing so, the
smallest iteration runs had the highest number of attempts and lower iteration runs had smaller
number of attempts. We also included higher numbers of iteration increments (up to 8 million) to
see if the algorithm could find improved solutions in roughly the same allotted time. We show the
results of this second experiment on Table 3:
The results suggest that a higher number of iterations result in better solutions for the same
processing time. From a statistical standpoint, there is no significant difference in means from 3
million iterations to 4.5 million iterations (1.740 to 1.741) and no difference between means from 5
million to 8 million iterations(1.742 to 1.743) using Bonferroni and Tukey HSD Post Hoc difference
in means tests (p < .05). 7.5 million iterations found the highest average mean (1.743) and 6.5
million iterations found the maximum total score (1.74417). Except for the smaller iterations, the
variance of solutions stays relatively constant across all levels of iterations. The results of these
two experiments suggest that the algorithm converges to higher, more consistent scores with more
iterations, even if there are fewer attempts at solving the problem. In the next section, we will
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0.5 M 1.708 0.022 1.737 1.626 160 02:37.3 6:59
1.0 M 1.724 0.014 1.741 1.684 80 05:12.3 6:56
1.5 M 1.733 0.009 1.742 1.705 53 07:46.3 6:51
2.0 M 1.736 0.005 1.742 1.724 40 10:21.3 6:54
2.5 M 1.737 0.005 1.743 1.723 32 12:54.2 6:52
3.0 M 1.740 0.003 1.744 1.729 26 15:29.0 6:42
3.5 M 1.740 0.003 1.743 1.731 23 18:03.6 6:55
4.0 M 1.740 0.003 1.744 1.733 20 20:31.4 6:47
4.5 M 1.741 0.002 1.744 1.737 18 21:51.0 6:15
5.0 M 1.742 0.002 1.743 1.738 16 23:23.1 6:14
5.5 M 1.742 0.001 1.743 1.739 15 28:32.8 7:08
6.0 M 1.742 0.001 1.744 1.738 14 32:25.7 7:34
6.5 M 1.742 0.002 1.744 1.737 13 34:07.1 7:23
7.0 M 1.742 0.001 1.743 1.739 12 36:16.3 7:15
7.5 M 1.743 0.001 1.744 1.741 11 39:52.0 7:18
8.0 M 1.742 0.002 1.744 1.739 10 41:19.0 7:12
see that the max of 1.744 is very close to a proposed optimal solution to this specific problem, so
we can say that the algorithm produces near-optimal solutions using a small number of long run
solution attempts.
5.7. Determining the Optimality of Algorithm Solutions.
Using the same problem considered above we ran the Build stage from an empty solution 400
times and captured the resulting objective. We did not perturb or re-build a solution, but instead
just found a sample of 400 random feasible solutions. If we scale the maximum objective found in
these 400 random solutions to equal to 1.00, we find the average of the random solutions equal
to 0.78 with a standard deviation of 0.07. With the same scale used in our experiments described
above, the maximum objective scored 1.744 and the average solutions coming from runs with more
than 3 million iterations scored 1.741 with a standard deviation of 0.0025. This means that the
maximum found by the algorithm was 74% larger than the max objective found by sampling 400
random feasible solutions. Similarly, the standard deviation of the algorithm solutions was only
three percent that of the random solutions. The algorithm can consistently find objectives that
are significantly higher than a randomly selected solution; in short, the algorithm appears to be
converging toward a very high objective solution that is very unlikely to be found randomly.
Next, we estimated a hypothetical high objective for the problem considered above. The loosening
of the problem and definition of some of the constraints explained above allowed us to consider
methods for estimating high objectives. Since we have an objective statement that has conflicting
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measures of success and that is non-linear, we propose two methods for finding optimal solutions
to a loosened problem.
The first method focuses on peak/end and trend maximization. First, we sort events by their
utility and assign the 50 highest utility events into separate bundles. We assign each of these highest
events to be the last event in its respective bundle. By separating the top 50 events, we maximized
the cumulative peak effect and by placing the high utility event as the last event in each bundle,
we maximize the end effect. Next, we place the lowest 50 utility events into separate bundles and
ensure the each will be the first event in its respective bundle. We do this is such a way that the
first bundle will have the event with the highest utility of all events assigned as its last event and
the event with the lowest utility event assigned as its first bundle. The second bundle would have
the 2nd highest utility event as its last event and the 2nd lowest utility event as its first event. We
follow the same pattern for through to all 50 bundles. This ensures that there is the largest range
of event utility possible in each bundle in order to maximize the trend effects.
Next, we assign the 2nd quartile of events (50th to 100th lowest utility events) as the 2nd events
of each bundle and the 3rd quartile (100th to 150th) as the 3rd events. The result then is a set of
bundles all with very low, low, moderate and very high utility events. Next, we determine the date
of each event that will maximize the trend effect ensuring that there is at least 30 days in between
each event; events that are as close to one another as possible will maximize a slope between the
four event utilities. Finally, we calculate the peak, end, and trend effect for each bundle and sum
across all bundles. This approach sets the spread effect equal to zero across all bundles since the
peak event is the end event, i.e., there are no days between the peak and the end.
The second approach maximizes the spread effect. We assign the two highest utility events into
the first bundle, the next two highest into the next bundle, and so on until all 50 bundles have
two events that are very close in utility and as high as possible. We assign the higher utility event
to day 1 while we schedule the other for the last day of the season (day 300). By doing so, we
maximize the spread for each bundle; however, the peak effects are not maximized since the highest
50 events are no longer separated and the end effects are not maximized either since the last events
are not the highest events. Next, we assigned events from the bottom two quartiles into the 2nd
and 3rd events for each bundle and assign dates to those two event by maximizing the slope the
same as we did in the peak/end maximization method above. These slopes are much smaller than
before since the first and last events are very nearly the same utility; in fact, they are near zero.
Finally, we calculate each bundle objective and sum across all bundles.
The two approaches produce similar scores: for our unconstrained test problem the peak/end
maximization approach generated a score of 1.739, (scaled the same as described above) and the
spread approach generated a scaled score of 1.573. Recall for the same problem, the algorithm
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consistently generates a solution averaging 1.741 and a max of 1.744. This test provides a degree
of confidence in the algorithm’s ability to resolve to high solutions.
We expect that the algorithm will generate solution of similar degrees of confidence in more
complex and realistic problems. However an optimal solution for a realistic problem is likely to be
found only through complete enumeration. To get a feel for the practicality of complete enumeration
we estimated the complete solution space for the problem we solved. The product of 200 events,
4 datetimes, 60 halls, and 50 bundles is 2.4 million combinations not including the order index.
Each one of these variables can take one of two values, 0 or 1, so the complete possible solution
set (including infeasible solutions) equal 22.4 million equalling 9.76X10722,471.
Instead, we considered enumeration of a simpler problem one with only twelve events, three
bundles, and four dates. We constrain each bundle to have exactly four events each, allow any event
to be in any bundle, and restrict events to be in only one bundle. By doing so, we can line up all
the events and assign the first four to be in the first bundle, the second four assigned to the second
bundle, and the third four assigned to the third bundle. Within each bundle the first event has
datetime 1, the second has datetime 2, and so on. The permutation of all events in the line-up will
provide a complete enumeration of the problem with 12! over 479 million possible solutions. Using
permutation code derived from some basic pseudo code (Fuchs 2013) we examined all possible
solutions in just under 30 hours. Solving the same problem using our SA algorithm found the
optimal answer in one million iterations in under four minutes; 500 thousand iterations in under
two minutes provided a solution that was within 1% of the optimal answer. The performance of
the algorithm compared to the problems considered in this section give us a measure of confidence
in the algorithm’s ability to converge to optimal solutions.
6. Conclusions
The bulk of this paper was spent in describing and solving a very specific problem that could be
found at a large performing arts venue; however, at this point we’d like to return to a discussion
of how this type of problem might be considered outside this specific context. To facilitate this
discussion Table 4 outlines some possible corollaries of the specific indexes of our model to the
other contexts considered earlier in Table 1. In addition, Table 5 generalizes the significance of
these indexes across all contexts. Sequence-effect-based scheduling can be applied to a myriad of
contexts.
As an example of how this model can be expressed in different context, consider sporting events
scheduling. In this case, the event would be individual home games and the bundle would be a
package of home games that are sold together. In some professional sports, (e.g., baseball) two
teams play each other several times on the same day (double header) or over a few days (series);
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Table 4 Examples of Using Notation Across Other Context for Sequence-Effect-Based Scheduling
Service Event Bundle Datetime Location Cluster
Performing Individual season date of hall repeating
arts performances subscription event events
Guided Individual different time of attraction repeated
tours attractions packages day location attractions
Vacation Individual days different day of attraction seasonal
planning or portions packages vacation location attraction
Sporting Individual season date of stadium double header
events game passes event or series
Education Individual courses date of classroom multiple
classes class sections
Healthcare Individual care date of provider treatments by
treatment program appointment location same provider
Conferences Individual tracks time of rooms repeated
sessions session session
Multi-day Individual days sold time of sub-venue of repeating
festivals events individually event location events
Table 5 Significance of Model Indexes
Index Significance
Event Discrete portions of a service
Bundle Combinations of discrete portions
Datetime Times and dates of discrete portions
Location Places of discrete portions
Cluster Discrete portions that share the same resources but that are not in the same bundle
series then can be thought of as a cluster of individual games that have to happen close to one
another, but that typically do not belong to the same bundle. The location of games will likely all
be at the same for all home games: the home team stadium. Event utility could be determined by
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the popularity or ranking of the opposing team. The challenge then would be to schedule games
and bundle them in such a way as to maximize the effect of the sequence of games.
The sporting events example brings up a potential research questions that could be addressed
by the model; how do various levels of flexibility of possible dates and bundle impact scheduling
design? We discussed that in the performing arts contexts some events could be scheduled on any
date and in any bundle, but more realistically, events are appropriate (e.g., seasonal concerts) or
available (e.g., out-of-town guest artists) on a restricted number of days. Additionally, bundles
most often have a theme that restricts the type of event by genre, artist, performer, etc. These
two levels of flexibility (bundle and scheduling) are perhaps more critical as a venue attempts
to schedule events in a certain sequence. When considering potential events to schedule across a
time horizon, service designers must decide whether or not to include each individual event in the
master schedule and what the bundle composition should be. These decisions are very complicated;
however, one factor is the ability to create optimal sequence-effect-based schedules. In the case of
the sporting event team, the team might not have the flexibility to change the schedule of the
games (perhaps it is determined by the league), but has complete flexibility in bundling games
together. The opposite scenario might be seen in academic conference scheduling in which bundles
(thematic tracks) are tightly restricted to only sessions that match the theme. This very restrictive
bundling flexibility might be coupled with liberal scheduling flexibility; i.e, any session might be
able to be scheduled at any time.
Through incorporating the full complexity of the performing arts venue into our mathematical
model and algorithm, we are now able to consider problems of various scales of complexity outside
the original context. The algorithm can be used to determine the relative value of sequence-effect
based scheduling on problems with various attributes. A thorough understanding of what an opti-
mal sequence looks like in terms of predominant sequence profiles remains to be fully investigated.
Dixon and Verma (2013) found that two possible sequence profiles were likely: start low and go
high and start high and end high (skewed U shaped). An understanding of what profiles are more
likely to emerge across a myriad of different problem characteristics would be helpful in providing
managerial guidance or heuristics to follow under certain conditions and across different contexts.
Solution profiles may largely be a function of the weights assigned to the sequence effects and
may be problem specific. In this regard, the algorithm could be used to investigate the importance
of each sequence effect individually on its impact to sequence profiles. In the development of the
model explained in this paper. the weights of all four effects are roughly equal; an experiment
could be designed to change the relative weighting of all four effects, keeping all else equal. Service
providers may believe that different aspects of sequence effects are more important than others
given their specific context and customer preferences. The algorithm could show how sequence
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effect weighting impact large changes in solution profiles. For example, if the trend effect is more
highly weighted we would expect to see more low-to-high sequences (late peak), but if the spreading
effect is more highly weighted we should see more U shaped profiles (early peak).
In addition to considering experiments with problem types and sequence effect weighting, the
operationalization of individual sequence effects could be reconsidered experimentally. In particular,
the model of the trend effect is the linear slope of the line through the event utility and days
from first event. While this is a simple way to represent a trend, its nonlinearity complicates
optimization. Furthermore, it may not fairly represent the way that a trend is felt; e.g., a linear
trend assumes a continual and steady change from one event to the next, but perhaps trends are
experienced more like a step-wise function for which a level of utility is achieved after having
experienced an event, and the utility level then stays constant until the next event is experienced.
Or perhaps the utility profile is curvilinear in nature as anticipation for future events impact
sequence trends. Further empirical studies comparing the perceived trend with the intended design
can give insights on how to appropriately model the trend effect. One way to determine the nature
of how customers interpret an intended trend would be to design a trend into an experience and
ask research participants to draw a utility profile. In addition to getting a better understanding
of how customers might interpret trends, this will help in understanding if customers can perceive
trends that are purposefully designed, giving insight on how to design a trend.
Our current models assume that utility is a static measurement that can be determined at an
aggregate level across all customers. Instead, we can increase the complexity of the problem by
assuming that different customers have different utilities (and preferences) for different events and
build bundles and schedules that will maximize schedule utility across all customer segments. This
approach would require us to identify customer segments and appropriately define event utility
for each event for each customer segment. Suppose that there are two customer segments: existing
customer and new customers. Suppose further that these two segments have very different event
preferences and perhaps even different sequence preferences. These two segments can then be
thought of as competing for event schedule design decisions to favor their preferences. Such research
can give insight on how to manage an existing loyal customer base, while inviting a new customer
base to become loyal —a situation very relevant to performing arts venues. Additionally, it would
give managerial insight on the wisdom of trying to attract diverse customer segments from a service
design standpoint. How to achieve a schedule that can accommodate this balance is likely complex.
Further, we could model each event utility as a stochastic measure for each customer. Events
could be perceived differently for each individual customer and the actual outcome of a discrete
event is a random variable with a value that is unknown a priori. A stochastic representation of
event utility would allow us to determine how design profiles might be similar to or different from
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those found using static aggregate measures. Furthermore, we could determine the impact of highly
variable events on schedule design. This will provide implication of scheduling an event that is
potentially risky or contentious within a bundle. Considering event utility in this manner makes
sense for contexts like healthcare treatments in which treatment plans (bundles) might be made
for individual patients and it will might be difficult to determine a priori how patients will perceive
discrete portions of their treatment plans.
In the small experiments we conducted in this paper, event utility distribution was modeled
as an exponential function with mean equal to 50. The exponential distribution calls for most
events to be small in utility, with a few larger ones. This distribution roughly matches that of the
actual event utilities of the venue we considered for this paper; however, it could be useful to more
fully consider the appropriate distribution in terms of product mix and in terms of scheduling and
bundling. For example, is it more appropriate, from a sequence-effect optimization standpoint, to
have a small number of large-utility events with the remaining events being low utility events, or
should the event utility be more normally distributed around a moderate utility mean? While the
current algorithm can address this problem analytically, it may be equally important to address
the appropriate event utility distribution empirically—via survey or archival data analysis – across
different contexts. In the performing arts contexts, large-utility events are used as leverage to get
customers to buy bundles, but perhaps results will suggest that this is not a sustainable, loyalty-
inducing practice. Further, it would be interesting and important to learn the impact event utility
variation has on sequence effect realization across different contexts and on the profitability or
performance of resultant schedules.
The current paper introduces a service scheduling paradigm with a focus on how a schedule can
be used as a design principle. Largely, our focus was on the operationalization of using scheduling
as a service design principle; we discussed this through the development of the mathematical
framework and algorithmic solution. The current work not only developed a tool that can be used
to solve a very complex problem, but is also a first step in exploring the implications of considering
a customer-focused sequence-effect based schedule using traditional scheduling methodologies. By
so doing, this paper points to a service experience oriented scheduling design paradigm that opens
researchers up to a myriad of questions about the operationalizing of experiential design.
Appendix A: Examples of the Peak, End, and Spread Effect Constraints
The following is a simplified example of three events that have been assigned into one bundle with the
following characteristics:
Assume these are the only three events in the bundle. We can easily see that Event 1 is the Peak Event
since it is the highest utility event and Event 3 is the Last Event since it occurs the latest date. Note that
the Date is the numeric date of the day in the year where date=1 is January 1st and date = 365 is December
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31st. Now assume that there are two other events that are not scheduled into the bundle but that are possible
to be a part of it.




Ultimately, we want to assign a value to the Peakeb and Lasteb variables. Recall that the BundleOrderebdoh
is the decision variable that indicated that the event has been scheduled in a bundle, on a date, in specific
order, in a specific location. For this example, we will simplify it to mean that the event is scheduled in the
bundle and ignore the other indices and simplify it to just BundleOrdereb. For this example, we will ignore
the order index, but will revisit it in the next section.
Table 8 Simplified Example: Desired Decision Variables
Event Utility Date BundleOrdereb Peakeb Lasteb
1 20 150 1 1 0
2 15 175 1 0 0
3 10 200 1 0 1
4 12 0 0 0 0
5 25 0 0 0 0
Equations 2 and 3 says that there can only be one peak and one last event. Combined with equations 4
and 5 the Peakeb variable is restricted from taking a value of 1 for events that are higher in utility, but not
yet scheduled (Event 5).
























The left hand side of equation 4 sums across all possible events multiplying the Utility constant by the
Peakeb variable and by the sum of the BundleOrder decision variable. Since the Peakeb variable is only
allowed to take the value of 1 for one event per bundle and all others will equal 0, the left hand of the
equation simplifies to the utility of the peak event. If the Peakeb variable were to take a value of 1 for an
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event that is not scheduled, the BundleOrder variable would take a value of 0 and the left hand side of the
equation would be equal to 0. Since the right hand side of the equation is just the utility of each scheduled
event (one at a time), a left hand side equal to 0 would lead to an infeasible solution. Instead, the Peakeb























For each event e′
Table 9 Simplified Example: Equality Check





1 20 1 1 20 20
2 15 1 0 20 15
3 10 1 0 20 10
4 12 0 0 20 0
5 25 0 0 20
0
If the Peakeb variable were to take on the value of 1 for any event other than the highest utility event, the
solution becomes infeasible. The same procedure and logic works for equation 5 but uses the date instead of
utility to define the last event.
Equations 6 and 7 define the PeakEffect and EndEffect for the bundle. Since there is only one event that
takes a non-zero value for the Peakeb variable and the Laste′b variable, equations 6 and 7 are simply the
utilities of the Peak event and the Last event.
PeakEffect = (Utilitye) (Peakeb)
= (20)(1)
EndEffect = (Utilitye) (Lasteb)
= (10)(1)
Equation 8 defines the SpreadEffect as the time from the peak event to the last event in terms of the
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Appendix B: Event Ordering Example
Using the same simplified problem from above, we will now provide an example of how equations (18) thru
(24) maintain proper orders. Assume that the LastSeasonDate is 360 and the events must be separated by
25 days, i.e., separateb = 25. Further assume that the three events in Table 9 are the only three that are
possible to be scheduled in this bundle and that n+ = 3.

























∀b, o= 1, ...,n+b − 1
Consider the constraint for this bundle and the first order (o= 1). The first section will resolve to 0 since
o= 2 is scheduled, i.e. BundleOrder for o= 2 will equal 1: (Dec 25th + 25)(1-1) = 0. We will return later to
discuss what happens if the (o+ 1) is not scheduled. Next, the Date for the event of o= 2 is subtracted from
the Date for the event of o= 1 and it must be greater than or equal to 25. Table 10 considers all possible
combinations of assignments of events to o= 1 and o= 2:



























1 2 150 175 -25
1 3 150 200 -50
2 1 175 150 25
2 3 175 200 -25
3 1 200 150 50
3 2 200 175 25
Only event 1 assigned as o= 1 will always satisfy this constraint and event 2 assigned as o= 1 is feasible
if event 3 is assigned to o= 2. Now solve for o= 2. Since o= 3 must be scheduled, the first part of equation
(20) resolves to 0 again. Again, considering all combinations of o= 2 and o= 3 we get Table 11 :
In this iteration we see that event 3 cannot be o= 2 and in the last iteration we found that it could never
be o= 1, so it must be o= 3. Since this is the case, event 2 cannot be o= 1 since that was only feasible if
event 3 was o= 2 (per Table 10 ). Therefore event 1 must be o= 1 and event 2 must be o= 2 in order to
keep all constraints feasible.
The constraint is only created for o= 1..n+b − 1, so for this example we stop. However, now assume that
that there are 4 possible events that could be scheduled and n+=4, but that event 4 is not scheduled. Create
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1 2 150 175 -25
1 3 150 200 -50
2 1 175 150 25
2 3 175 200 -25
3 1 200 150 50
3 2 200 175 25
the constraint for o= 3. The first part now resolves to 385 = (360 + 25)(1− 0) since o= 4 is not scheduled.
o= 4 can only be scheduled if o= 3 is scheduled per (23) so we will never have a case where o+1 is scheduled
but o is not. The remainder of the constraint will resolve to the Date of o=3 which could be any of events,
even if the event is scheduled on the last day of the season. However, the other constraints ensure that it
will be event 3. If we assume further that we have two unscheduled events and n+ = 5, then the constraint
for o= 4 resolves to 385≥ 25 since neither o= 4 or o= 5 is scheduled.
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