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a b s t r a c t
Let n ≥ 3. In this paper, we consider the following general quasilinear boundary value
problem of second order{
u′′(t)+ n− 1
t
u′(t)+ f (t, u(t)) = 0, a.e. t ∈ [0, 1],
u′(0) = 0, u(1) = 0,
where the nonlinear term f (t, u) is a strong Carathéodory function. By applying the
monotonically iterative technique, we construct a sequence of successive approximations
and prove that the sequence converges uniformly to the solution of the above problem
under suitable assumptions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let n ≥ 3, x = {x1, x2, . . . , xn} ∈ Rn, |x| =
√∑n
i=1 x
2
i and let the set D = {x ∈ Rn : |x| < 1} be the unit open ball in Rn.
It is well known that the nonlinear elliptic problem
(P1)
{
∆u(x)+ f (|x|, u(x)) = 0, x ∈ D,
u(x) = 0, x ∈ ∂D,
is a classically applied mathematical problem. For example, the problem (P1) has wide application in fluid dynamic system
and in chemical combustion theory (see [1,2]).
Recall that in view of the classical results in [3] any positive solution of problem (P1) is radially symmetric, that is,
u(x) = u(t), |x| = t , and the problem (P1) is equivalent to the second-order quasilinear boundary value problem
(P2)
{
u′′(t)+ n− 1
t
u′(t)+ f (t, u(t)) = 0, 0 ≤ t ≤ 1,
u′(0) = 0, u(1) = 0.
The existence of the solution of problem (P2) has been investigated by many authors when f : [0, 1] × (−∞,+∞)→
(−∞,+∞) is a continuous function. For more information, we refer the readers to [4–8] and the references therein.
Moreover, the iterative methods for (P2) have been considered by several authors, see [9–12]. It is worth noticing that
these papers dealt with only some special kinds of problem (P2), for example, the product of power and exponent functions
with the form f (t, u) = h(t)uλe−µu, 0 ≤ λ < 1, 0 ≤ µ < +∞ (particularly, the Emden–Fowler equation).
In this paper, we consider a very general quasilinear second-order boundary value problem
(P3)
{
u′′(t)+ n− 1
t
u′(t)+ f (t, u(t)) = 0, a.e. t ∈ [0, 1],
u′(0) = 0, u(1) = 0.
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Ourpurpose is to provide the approximate technique of the solutionwhen thenonlinear term f (t, u) is a strongCarathéodory
function. Here, f : [0, 1] × (−∞,+∞)→ (−∞,+∞) is referred to as a strong Carathéodory function if
(H1) For a.e. t ∈ [0, 1], f (t, ·) : (−∞,+∞)→ (−∞,+∞) is continuous.
(H2) For all u ∈ (−∞,+∞), f (·, u) : [0, 1] → (−∞,+∞) is measurable.
(H3) There exists a continuous function g : [0, 1] × (−∞,+∞) → [0,+∞) and, for every r > 0, there exists a
nonnegative function jr ∈ L1[0, 1] such that
|f (t, u)| ≤ g(t, u)+ jr(t), (t, u) ∈ [0, 1] × [−r, r].
Hence, we allow that there exists a measurable subset e ⊂ [0, 1], m(e) = 0 such that the nonlinear term f (t, u) is
discontinuous or singular on the set e × (−∞,+∞). Here m(ω) is the Lebesgue measure of the measurable set ω. To the
best of our knowledge, the existence and iteration of problem (P3) with the assumptions (H1)–(H3) were not considered
before.
In this paper, we will improve the iterative technique used in [13–17]. By applying the iterative technique, we will
construct a sequence of monotonic iterations and prove that the iterative sequence can approximate successively the
solution of problem (P3). The generality of problem (P3) and the singularity of f (t, u) guarantee the originality of this work.
We will provided a new iterative scheme, convergence conditions and the estimation method of the convergence rate.
Because the iterative sequence starts off with a known simple function, the iterative method is feasible and significant to
the computations of the solution. Finally, two examples will illustrate that our extension is necessary and interesting for
real problems.
2. Main result
Let C[0, 1] be the Banach space with norm ‖u‖ = max0≤t≤1 |u(t)|. If u ∈ C[0, 1] and ‖u‖ = r , then−r ≤ u(t) ≤ r, 0 ≤
t ≤ 1.
Let G(t, s) be the Green function of the linear problem
−u′′(t)− n− 1
t
u′(t) = 0, 0 ≤ t ≤ 1, u′(0) = u(1) = 0,
that is,
G(t, s) =

1
n− 2 s
n−1(s2−n − 1), 0 ≤ t ≤ s ≤ 1,
1
n− 2 s
n−1(t2−n − 1), 0 ≤ s < t ≤ 1.
Thus, G(t, s) ≥ 0, 0 ≤ t, s ≤ 1. In addition, max0≤t≤1
∫ 1
0 G(t, s)ds = 12n and
max
0≤t,s≤1
G(t, s) = G
(
1
n−2√n− 1 ,
1
n−2√n− 1
)
= 1
(n− 1) n−2√n− 1 .
Computing the partial derivative of G(t, s) in t , we obtain
∂
∂t
G(t, s) =
0, 0 ≤ t < s ≤ 1,−sn−1t1−n, 0 < s ≤ t ≤ 1.
So, ∂
∂t G(t, s) ≤ 0, 0 ≤ t, s ≤ 1 and max0≤t,s≤1
∣∣ ∂
∂t G(t, s)
∣∣ = 1.
If f (t, u) is a strong Carathéodory function, define the height ϕ(r) of g(t, u) on the set [0, 1] × [−r, r] as follows
ϕ(r) = max{g(t, u) : (t, u) ∈ [0, 1] × [−r, r]}.
Since g(t, u) is a nonnegative and continuous function, the height ϕ(r) is well defined for any r > 0.
In addition, let I(r) = max0≤t≤1
∫ 1
0 G(t, s)jr(s)ds.
We construct the sequence of successive approximations as follows:
u˜0(t) =
∫ 1
0
G(t, s)f (s,−r¯)ds,
u˜m+1(t) =
∫ 1
0
G(t, s)f (s, u˜m(s))ds, m = 0, 1, 2, . . . .
Theorem 2.1. Assume that
(a1) f : [0, 1] × (−∞,+∞)→ (−∞,+∞) is a strong Carathéodory function.
(a2) There exists r¯ > 0 such that ϕ(r¯) ≤ 2n[r¯ − I(r¯)].
(a3) For a.e. t ∈ [0, 1] and all−r¯ ≤ u1 ≤ u2 ≤ r¯ , the inequality f (t, u1) ≤ f (t, u2) holds.
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Then problem (P3) has one solution u∗ ∈ C[0, 1] such that ‖u∗‖ ≤ r¯ and limm→∞ ‖u˜m − u∗‖ = 0.
In addition, assume that
(a4) There exists a nonnegative function σ ∈ L1[0, 1] such that 0 < σ¯ =
∫ 1
0 σ(s)ds
(n−1) n−2√n−1 < 1 and, for a.e. t ∈ [0, 1] and all−r¯ ≤ u1 ≤ u2 ≤ r¯ , the following inequality holds:
f (t, u2)− f (t, u1) ≤ σ(t)(u2 − u1).
Then ‖u˜m − u∗‖ ≤ σ¯m1−σ¯ ‖u˜1 − u˜0‖.
Remark 2.2. By Theorem 2.1, the approximate sequence {u˜m}∞m=1 converges uniformly to the solution u∗ of (P3). By the
proof of Theorem 2.1 in Section 4, the sequence {u˜m}∞m=1 is increasing.
Remark 2.3. If we use the following approximate sequence:
u˜0(t) =
∫ 1
0
G(t, s)f (s, r¯)ds,
u˜m+1(t) =
∫ 1
0
G(t, s)f (s, u˜m(s))ds, m = 0, 1, 2, . . . ,
then Theorem 2.1 is still true and {u˜m}∞m=1 converges uniformly to the solution of (P3). But, in this case, the sequence{u˜m}∞m=1 is decreasing.
Remark 2.4. The problem (P3) has a trivial solution if and only if f (t, 0) = 0, a.e. t ∈ [0, 1]. Therefore, if u∗ ∈ C[0, 1]
is a solution of (P3) and there exists a measurable set e ⊂ [0, 1], m(e) > 0 such that f (t, 0) 6= 0, t ∈ e, then u∗ is
nontrivial.
Remark 2.5. If the assumptions (a1) and (a2) are satisfied,we canprove that the problem (P3)has a solutionu∗ ∈ C[0, 1] and
‖u∗‖ ≤ r¯ by applying the Leray–Schauder fixed point theorem (see [18]). However, we cannot obtain the above-mentioned
iterative sequences because the nonlinear term f (t, u) is short of necessary monotonicity.
3. Preliminaries
For u ∈ C[0, 1], define the operator T as follows
(Tu)(t) =
∫ 1
0
G(t, s)f (s, u(s))ds, 0 ≤ t ≤ 1.
Lemma 3.1. Assume that f : [0, 1] × (−∞,+∞)→ (−∞,+∞) is a strong Carathéodory function. Then
(Tu)′(t) =
∫ 1
0
∂
∂t
G(t, s)f (s, u(s))ds, 0 ≤ t ≤ 1.
Proof. Let u ∈ C[0, 1]. According to the expression of G(t, s), G(t, s) is a local Lipschitz function in t . By the generalized
mean value theorem in nonsmooth analysis (see Theorem 2.3.7, [19]), we have
|G(t +∆t, s)− G(t, s)| ≤ max
0≤t,s≤1
∣∣∣∣ ∂∂t G(t, s)
∣∣∣∣ |∆t| ≤ |∆t|.
It follows that∣∣∣∣ 1∆t [G(t +∆t, s)− G(t, s)] f (s, u(s))
∣∣∣∣ ≤ |f (s, u(s))|.
Let ru = ‖u‖ + 1. Then,−ru ≤ u(t) ≤ ru, 0 ≤ t ≤ 1. By the assumption (H3), there exists a function jru ∈ L1[0, 1] such
that
|f (t, u(t))| ≤ g(t, u(t))+ jru(t), 0 ≤ t ≤ 1.
It implies that∫ 1
0
G(t, s)|f (s, u(s))|ds < +∞.
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By the Lebesgue dominated convergence theorem (see (12.24), [20]), we obtain
(Tu)′(t) = lim
∆t→0
1
∆t
[
(Tu)′(t +∆t)− (Tu)′(t)]
= lim
∆t→0
1
∆t
∫ 1
0
[G(t +∆t, s)− G(t, s)]f (s, u(s))ds
=
∫ 1
0
lim
∆t→0
1
∆t
[G(t +∆t, s)− G(t, s)]f (s, u(s))ds
=
∫ 1
0
∂
∂t
G(t, s)f (s, u(s))ds. ]
Lemma 3.2. Assume that f : [0, 1] × (−∞,+∞) → (−∞,+∞) is a strong Carathéodory function. Then T : C[0, 1] →
C[0, 1] is a completely continuous operator.
Proof. For 0 ≤ t ≤ 1, let
(Au)(t) = f (t, u(t)), u ∈ C[0, 1],
(Bu)(t) =
∫ 1
0
G(t, s)u(s)ds, u ∈ L1[0, 1].
Step I. We prove that A : C[0, 1] → L1[0, 1] is continuous.
Let u ∈ C[0, 1]. Then there exists a sequence of simple functions αk(t) on [0, 1] such that limk→∞ αk(t) = u(t), 0 ≤
t ≤ 1 (see (11.35), [20]). By the assumption (H2), f (t, αk(t)) is a measurable function on [0, 1] for any k. By the assumption
(H1), limk→∞ f (t, αk(t)) = f (t, u(t)), a.e. t ∈ [0, 1].
Since the limit ofmeasurable functions ismeasurable (see (11.18), [20]), we assert that f (t, u(t)) is ameasurable function
on [0, 1]. By the assumption (H3), there exists j‖u‖+1 ∈ L1[0, 1] such that |f (t, u(t))| ≤ j‖u‖+1(t), 0 ≤ t ≤ 1. Hence
f (·, u(·)) ∈ L1[0, 1]. It follows that A : C[0, 1] → L1[0, 1].
Let uk ∈ C[0, 1] and ‖uk − u‖ → 0. Then limk→∞ uk(t) = u(t), 0 ≤ t ≤ 1. By (H1), limk→∞ f (t, uk(t)) =
f (t, u(t)), a.e. t ∈ [0, 1]. Since ‖uk − u‖ → 0, there exists N(u) such that, for any k ≥ N(u), −‖u‖ − 1 ≤ uk(t) ≤
‖u‖ + 1, 0 ≤ t ≤ 1. So, for any k ≥ N(u),
|f (t, uk(t))| ≤ j‖u‖+1(t), a.e. t ∈ [0, 1].
By the Lebesgue dominated convergence theorem, we have
lim
k→∞
∫ 1
0
|f (t, uk(t))− f (t, u(t))|ds =
∫ 1
0
lim
k→∞ |f (t, uk(t))− f (t, u(t))|ds = 0.
It follows that A : C[0, 1] → L1[0, 1] is continuous.
Step II. We prove that B : L1[0, 1] → C[0, 1] is a bounded linear and completely continuous operator.
Let u ∈ L1[0, 1]. Then
‖Bu‖ ≤ max
0≤t≤1
∫ 1
0
|G(t, s)u(s)|ds
≤ max
0≤t,s≤1
G(t, s)
∫ 1
0
|u(s)|ds = 1
(n− 1) n−2√n− 1
∫ 1
0
|u(s)|ds.
Thus B : L1[0, 1] → C[0, 1] is a bounded linear operator. From this, B : L1[0, 1] → C[0, 1] is continuous.
Let U ⊂ L1[0, 1] be a bounded set andM(U) = sup{∫ 10 |u(t)|dt : u ∈ U}.
From the above arguments, we have
sup
u∈U
‖Bu‖ ≤ sup
u∈U
1
(n− 1) n−2√n− 1
∫ 1
0
|u(s)|ds = 1
(n− 1) n−2√n− 1M(U).
It follows that the set B(U) is a bounded set in C[0, 1].
By the proof of Lemma 3.1,
|G(t2, s)− G(t1, s)| ≤ |t2 − t1|, t1, t2, s ∈ [0, 1].
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It follows that, for any u ∈ U and t1, t2 ∈ [0, 1],
|(Bu)(t2)− (Bu)(t1)| =
∣∣∣∣∫ 1
0
[G(t2, s)− G(t1, s)]u(s)ds
∣∣∣∣
≤
∫ 1
0
|G(t2, s)− G(t1, s)‖u(s)|ds ≤
∫ 1
0
|t2 − t1‖u(s)|ds
= |t2 − t1|
∫ 1
0
|u(s)|ds ≤ M(U)|t2 − t1|.
Hence B(U) is an equicontinuous set in C[0, 1].
By the Arzela–Ascoli theorem, the operator B : L1[0, 1] → C[0, 1] is completely continuous.
Since T = B ◦ A, we assert that T : C[0, 1] → C[0, 1] is a completely continuous operator. ]
Lemma 3.3. Assume that f : [0, 1] × (−∞,+∞)→ (−∞,+∞) is a strong Carathéodory function. If u∗ ∈ C[0, 1] is a fixed
point of the operator T , then u∗ is a solution of the problem (P3).
Proof. Since Tu∗ = u∗, then
u∗(t) = (Tu∗)(t) =
∫ 1
0
G(t, s)f (s, u∗(s))ds, 0 ≤ t ≤ 1.
By Lemma 3.1, for 0 ≤ t ≤ 1,
(u∗)′(t) = (Tu∗)′(t) =
∫ 1
0
∂
∂t
G(t, s)f (s, u∗(s))ds
= −t1−n
∫ t
0
sn−1f (s, u∗(s))ds.
By the properties of Lebesgue indefinite integral (see (18.3, [18]), we get, for a.e. t ∈ [0, 1],
(u∗)′′(t) = −(1− n)t−n
∫ t
0
sn−1f (s, u∗(s))ds− f (t, u∗(t))
= −n− 1
t
(u∗)′(t)− f (t, u∗(t)).
Noticing that G(1, s) = ∂
∂t G(0, s) = 0, 0 ≤ s ≤ 1, we have (u∗)′(0) = 0 and u∗(1) = 0. Therefore, u∗ is a solution of the
problem (P3). ]
4. The proof of Theorem 2.1
Let Vr¯ = {u ∈ C[0, 1] : ‖u‖ ≤ r¯} and u ∈ Vr¯ . Then−r¯ ≤ u(t) ≤ r¯, 0 ≤ t ≤ 1. From the definition of ϕ(r¯), we have
g(t, u(t)) ≤ ϕ(r¯), 0 ≤ t ≤ 1.
By the assumption (H3), there exists jr¯ ∈ L1[0, 1] such that
|f (t, u(t))| ≤ g(t, u(t))+ jr¯(t), 0 ≤ t ≤ 1.
Applying the assumption (a2), we obtain
‖Tu‖ ≤ max
0≤t≤1
∫ 1
0
G(t, s)|f (s, u(s))|ds
≤ max
0≤t≤1
∫ 1
0
G(t, s)g(s, u(s))+ max
0≤t≤1
∫ 1
0
G(t, s)jr¯(s)ds
≤ ϕ(r¯) max
0≤t≤1
∫ 1
0
G(t, s)ds+ I(r¯)
≤ 2n(r¯ − I(r¯)) · 1
2n
+ I(r¯) = r¯,
Thus, ‖Tu‖ ≤ r¯ and T : Vr¯ → Vr¯ .
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Direct computations give
‖u˜0‖ = max
0≤t≤1
∣∣∣∣∫ 1
0
G(t, s)f (s,−r¯)ds
∣∣∣∣
≤ max
0≤t≤1
∫ 1
0
G(t, s)[g(s,−r¯)+ jr¯(s)]ds
≤ max
0≤t≤1
∫ 1
0
G(t, s)[ϕ(r¯)+ jr¯(s)]ds ≤ r¯.
Hence, u˜0 ∈ Vr¯ .
Let u˜1 = T u˜0, u˜2 = T 2u˜0 = T u˜1, . . . , u˜m+1 = Tm+1u˜0 = T u˜m, . . ..
Since u˜0 ∈ Vr¯ and T : Vr¯ → Vr¯ , we have u˜1 = T u˜0 ∈ T (Vr¯) ⊂ Vr¯ . Thus,
u˜1(t) ≥ −r¯, 0 ≤ t ≤ 1.
Since G(t, s) ≥ 0, 0 ≤ t, s ≤ 1, by the assumption (a3), for 0 ≤ t ≤ 1,
u˜1(t) = (T u˜0)(t) =
∫ 1
0
G(t, s)f (s, u˜0(s))ds
≥
∫ 1
0
G(t, s)f (s,−r¯)ds = u˜0(t).
Assume that u˜m ∈ Vr¯ and u˜m(t) ≥ u˜m−1(t), 0 ≤ t ≤ 1, then u˜m+1 = T u˜m ∈ T (Vr¯) ⊂ Vr¯ and by the monotonicity of
f (t, u), for 0 ≤ t ≤ 1,
u˜m+1(t) = (T u˜m)(t) =
∫ 1
0
G(t, s)f (s, u˜m(s))ds
≥
∫ 1
0
G(t, s)f (s, u˜m−1(s))ds = u˜m(t).
By induction, the sequence {u˜m}∞n=1 ⊂ T (Vr¯) ⊂ Vr¯ and, form = 1, 2, . . .,
u˜m+1(t) ≥ u˜m(t), 0 ≤ t ≤ 1.
By Lemma 3.2, T (Vr) is a compact subset in C[0, 1]. It implies that there is a subsequence {u˜mk}∞k=1 ⊂ {u˜m}∞m=1 and u∗ ∈ Vr¯
such that ‖u˜mk − u∗‖ → 0. Since the sequence {u˜m}∞m=1 is increasing, we assert that ‖u˜m − u∗‖ → 0.
Since ‖u˜m − u∗‖ → 0 and u˜m+1 = T u˜m, we obtain u∗ = Tu∗. By Lemma 3.3, u∗ is a solution of the problem (P3) and
‖u∗‖ ≤ r¯ .
Next, we consider the convergence rate of the approximate sequence {u˜m}∞m=1.
By the assumption (a4), form = 1, 2, . . .,
|f (t, u˜m(t))− f (t, u˜m−1(t))| ≤ σ(t)‖u˜m − u˜m−1‖, a.e. t ∈ [0, 1].
Thus,
‖u˜m+1 − u˜m‖ = ‖T u˜m − T u˜m−1‖
≤ max
0≤t≤1
∫ 1
0
G(t, s)|f (s, u˜m(s))− f (s, u˜m−1(s))|ds
≤ max
0≤t,s≤1
G(t, s)‖u˜m − u˜m−1‖
∫ 1
0
σ(s)ds
=
∫ 1
0 σ(s)ds
(n− 1) n−2√n− 1‖u˜m − u˜m−1‖ = σ¯‖u˜m − u˜m−1‖.
It follows that
‖u˜m+1 − u˜m‖ ≤ σ¯‖u˜m − u˜m−1‖ ≤ σ¯ 2‖u˜m−1 − u˜m−2‖
≤ · · · ≤ σ¯m‖u˜1 − u˜0‖.
Applying the estimation, we obtain
‖u˜m+k+1 − u˜m‖ ≤ ‖u˜m+k+1 − u˜m+k‖ + ‖u˜m+k − u˜m+k−1‖ + · · · + ‖u˜m+1 − u˜m‖
≤ {σ¯m+k + σ¯m+k−1 + · · · + σ¯m}‖u˜1 − u˜0‖
≤ σ¯
m
1− σ¯ ‖u˜1 − u˜0‖.
Let k→∞. Then u˜m+k+1 → u∗ and ‖u˜m − u∗‖ ≤ σ¯m1−σ¯ ‖u˜1 − u˜0‖.
The proof is completed. ]
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5. Two examples
Example 5.1. Consider the singular problem
(Q1)
u′′(t)+
3
t
u′(t)+ 7 arctan u(t)+ e
0.4u(t)
2 3
√|1− 2t| = 0, t ∈
[
0,
1
2
)
∪
(
1
2
, 1
]
,
u′(0) = 0, u(1) = 0.
In this problem, n = 4 and f (t, u) = 7 arctan u+ e0.4u
2 3
√|1−2t| . Thus, f (t, u) is singular at t = 12 .
For any r > 0, we have
|f (t, u)| ≤ 7 arctan r + e
0.4r
2 3
√|1− 2t| , (t, u) ∈ [0, 1] × [−r, r].
It implies that g(t, u) = 7 arctan u, jr(t) = e0.4r2 3√|1−2t| . Hence, f : [0, 1] × (−∞,+∞) → (−∞,+∞) is a strong
Carathéodory function and the assumption (a1) is satisfied.
Direct computations give that ϕ(1) = 7pi4 ≈ 5.4978,
I(1) ≤ max
0≤t,s≤1
G(t, s)
∫ 1
0
j1(t)dt = 1
3
√
3
· e
0.4
2
∫ 1
0
dt
3
√|1− 2t| =
e0.4
2
√
3 3
√
4
≈ 0.2713.
It follows that
ϕ(1) ≈ 5.4978 < 5.8296 = 8(1− 0.2713) ≤ 2n(1− I(1)).
So, the assumption (a2) is satisfied.
Since f (t, u) is increasing with respect to u for any t ∈ [0, 12 ) ∪ ( 12 , 1], the assumption (a3) is satisfied.
By Theorem 2.1, the problem (Q1) has a nontrivial solution u∗ ∈ C[0, 1] such that ‖u∗‖ ≤ 1 and limm→∞ ‖u˜m− u∗‖ = 0.
Here,
u˜0(t) =
∫ 1
0
G(t, s)
[
−7pi
4
+ e
−0.4
2 3
√|1− 2s|
]
ds,
u˜m+1(t) =
∫ 1
0
G(t, s)
[
7 arctan u˜m(s)+ e
0.4u˜m(s)
2 3
√|1− 2s|
]
ds, m = 0, 1, 2, . . . .
Example 5.2. Consider the singular problem
(Q2)
u′′(t)+
3
t
u′(t)+ 4 arctan u(t)+ e
0.4u(t)
2 3
√|1− 2t| = 0, t ∈
[
0,
1
2
)
∪
(
1
2
, 1
]
,
u′(0) = 0, u(1) = 0.
Copying the arguments of Example 5.1, the assumptions (a1)–(a3) are satisfied and the problem (Q2)has a nontrivial solution
u∗ ∈ C[0, 1] such that ‖u∗‖ ≤ 1 and limm→∞ ‖u˜m − u∗‖ = 0, where
u˜0(t) =
∫ 1
0
G(t, s)
[
−pi + e
−0.4
2 3
√|1− 2s|
]
ds,
u˜m+1(t) =
∫ 1
0
G(t, s)
[
4 arctan u˜m(s)+ e
0.4u˜m(s)
2 3
√|1− 2s|
]
ds, m = 0, 1, 2, . . . .
It is easy to see that, for−1 ≤ u1 ≤ u2 ≤ 1,
f (t, u2)− f (t, u1) ≤
[
4+ 0.4e
0.4
2 3
√|1− 2t|
]
(u2 − u1).
Let σ(t) = 4+ 0.4e0.4
2 3
√|1−2t| . Direct computations show that∫ 1
0
σ(t)dt =
∫ 1
0
[
4+ 0.4e
0.4
2 3
√|1− 2t|
]
dt = 4+ 0.6e
0.4
3√4 ≈ 4.5639 < 5.1961 ≈ 3
√
3.
Thus σ¯ =
∫ 1
0 σ(s)ds
3
√
3
≈ 0.8783 < 1. So, the assumption (a4) is satisfied.
By Theorem 2.1, ‖u˜m − u∗‖ ≤ σ¯m1−σ¯ ‖u˜1 − u˜0‖.
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