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Abstract
We compute the distribution of the purity for random density ma-
trices (i.e.random mixed states) in a large quantum system, distributed
according to the Bures measure. The full distribution of the purity is com-
puted using a mapping to random matrix theory and then a Coulomb gas
method. We find three regimes that correspond to two phase transitions
in the associated Coulomb gas. The first transition is characterized by an
explosion of the third derivative on the left of the transition point. The
second transition is of first order, it is characterized by the detachement of
a single charge of the Coulomb gas. A key remark in this paper is that the
random Bures states are closely related to the O(n) model for n = 1. This
actually led us to study “generalized Bures states” by keeping n general
instead of specializing to n = 1.
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1 Introduction
1.1 Why random states ?
In the last decades, there has been an increasing interest in random states in
quantum physics. Taking a state at random corresponds in some sense to assume
minimal prior knowledge about the quantum system [19]. Random states are
thus very general, they can be seen as typical states. They play the role of
reference states to which the evolution in time of a given physical state can be
compared. The idea behind random states is close to the one of Wigner when
he introduced random matrices to describe the Hamiltonian of a large nucleus
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-a very complex system with many unknown details. In a similar way, in a large
quantum system when the Hamiltonian is not known precisely one can model
the state of the system by a random state.
Let us consider a quantum system described by a Hilbert space H of dimen-
sion N . A pure state is a vector |ψ〉 ∈ H of unit norm, it describes the state of
the quantum system. There is a natural way of choosing pure states at random:
it is to pick them according to the uniform distribution. The uniform distribu-
tion -also called Haar measure- is indeed the unique probability measure that is
invariant under a change of basis (unitary transformation). Random pure states
have been studied extensively [11, 14, 18, 23, 24, 32, 43]. In particular there has
been a lot of studies about entanglement properties of such random states in a
bipartite system [14, 33, 18, 23, 29, 30, 32], i.e. when the system is made of two
subsystems H = HA ⊗HB .
The notion of quantum state can be generalized by introducing some statis-
tical uncertainty. A generalized quantum state or “mixed state” is described by
a density matrix σ, that is a N ×N matrix on H with the following properties:
-it is Hermitian, i.e. σ† = σ
-it is semi-definite positive, i.e. 〈v|σ|v〉 ≥ 0 for all |v〉 ∈ H,
-it has trace 1, i.e. Trσ = 1.
The matrix σ can thus be diagonalized in an orthonormal basis {|vi〉}1≤i≤N , it
has N nonnegative eigenvalues λi that sum up to one. The spectral decompo-
sition of σ is thus of the form:
σ =
N∑
i=1
λi|vi〉〈vi| with λi ≥ 0,∀i and
N∑
i=1
λi = 1 (1)
The eigenvalue λi can be interpreted as the probability to find the system in pure
state |vi〉. σ is a statistical superposition of pure states. If only one eigenvalue,
say λi0 , is non-zero, then λi0 = 1 and σ = |vi0〉〈vi0 | is the projector on |vi0〉, σ is
thus simply the density matrix representation of pure state |vi0〉 -we will call σ
a pure state in this case. If several λi are non-zero then there is an uncertainty
about the state of the quantum system. In general, such a mixed state can
describe a system that is not isolated but in contact with an environment. The
interaction with the environment, more precisely the entanglement between the
system and the environment, is responsible for a loss of information for the
observer that can do measurements only on the system. The more mixed the
state of the system is, the more entangled the system is with its environment.
One can now be interested in taking at random mixed states. There is no
single natural probability measure for mixed states (unlike pure states), as the
unitary invariance only implies that the measure depends on the eigenvalue
spectrum alone (thus not on the eigenbasis of the density matrix). Several
probability measures have been proposed for mixed states and motivated on
physical grounds. One possibility is to construct a measure from a unitarily-
invariant distance between mixed states. Such a distance induces a measure on
the space of density matrices (volume element associated with the distance).
By construction, this measure is invariant under unitary transformations, it is
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thus of the form P(λ1, . . . , λN )dλ1 · · · dλN × dν where dν is the Haar measure
on the group of unitary matrices U(N). The measure is thus characterized by
the marginal distribution of the eigenvalues P(λ1, . . . , λN ).
A natural choice of distance is the Hilbert-Schmidt distance [19] defined by:
DHS (ρ, σ)
2
= Tr
{
(ρ− σ)2} (2)
When both density matrices are pure states, i.e. ρ = |ψ〉〈ψ| and σ = |φ〉〈φ|, then
ρ2 = ρ, σ2 = σ and the distance reduces to DHS (ρ, σ)
2
= 2 − 2 |〈ψ|φ〉|2. The
Hilbert-Schmidt distance induces a probability measure for mixed states. We
thus obtain random states that we will call “random Hilbert-Schmidt states”.
The eigenvalues of the density matrix of such random mixed states are dis-
tributed according to the law:
PHS(λ1, ..., λN ) = AN δ
(∑
i
λi − 1
)∏
j<k
(λj − λk)2 (3)
where AN = Γ(N
2)/
[∏N−1
j=0 Γ(N − j)Γ(N − j + 1)
]
. This distribution can ac-
tually also be obtained in another natural way. If we consider an auxiliary
space HE of same dimension N (the “environment”) and choose a pure state
|ψ〉 at random (uniform Haar measure) in the bipartite space H ⊗ HE , the
eigenvalues of the reduced density matrix of our system σ = TrE {|ψ〉〈ψ|} will
be distributed exactly according to the law in Eqn (3). TrE is the partial trace
over the environment E1. The mapping to random matrix theory for Hilbert-
Schmidt states can be guessed from the presence of the Vandermonde determi-
nant det(λj−1i ) =
∏
i<j(λj − λi) in PHS . The distribution PHS(λ1, ..., λN ) is
actually the same as the distribution of the eigenvalues of a so-called Wishart
matrix but with additional constraint
∑
i λi = 1 [30].
A second physically relevant choice of distance is the Bures distance, and
this is the topic of this article. It is defined by
DB (σ, ρ)
2
= 2− 2
√
F (σ, ρ) (4)
where F (σ, ρ) is the fidelity:√
F (σ, ρ) = Tr
{
[
√
ρσ
√
ρ]
1/2
}
(5)
The distance DB(σ, ρ) = DB(ρ, σ) is nonnegative, it is zero if and only if ρ = σ.
When both density matrices are pure states, i.e. ρ = |ψ〉〈ψ| and σ = |φ〉〈φ| and
thus
√
ρ = ρ, it reduces to
√
F (σ, ρ) = |〈ψ|φ〉| and DB (σ, ρ)2 = 2− 2 |〈ψ|φ〉|.It
is the topic of this article. The Bures metric is a metric in the mathematical
sense for density matrices. This choice has been motivated on both measurement
and statistical grounds [6, 7, 19, 21]. These random mixed states will be called
1 If ρ is a density matrix on H⊗HE , then σ = TrEρ =
∑N
k=1〈mk|ρ|mk〉 where {|mk〉}k
is a basis of HE , and σ is a density matrix on H.
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“random Bures states”. The distribution of the eigenvalues of the density matrix
for random Bures states is given by [35, 19]:
PB(λ1, ...λN ) = CN δ(
∑
i λi − 1)∏
i λ
1/2
i
∏
j<k
(λj − λk)2
λj + λk
(6)
where the delta function enforces the condition
∑
i λi = Trσ = 1 and where
CN is a normalisation constant: CN = 2
N2−N Γ(N2/2)/
[
piN/2
∏N
j=1 Γ(j + 1)
]
.
Note that the same Vandermonde determinant as in Eqn. (3) appears in (6),
but there is an additionnal term in the denominator of the form
∏
i<j(λj +λi).
Osipov, Sommers and Z˙yczkowski explain in [31] how to generate numerically
Bures density matrices.
1.2 Statistical properties of random mixed states: purity
distribution and entanglement properties
One can ask several questions about statistical properties of random mixed
states. The most natural one is to ask how mixed (or pure) such states are. For
a random mixed state described by a density matrix σ, the purity defined as
Σ2 = Trσ
2 =
∑
i λ
2
i provides an indicator to answer this question. The higher
the purity, the purer the state. As we have seen above, a purer state corresponds
to a state that is less entangled with its environment.
For Hilbert-Schmidt random mixed states, the distribution of the purity has
been computed recently by one of the authors in collaboration with Majumdar
and Vergassola for a large system [29, 30], it features two interesting phase tran-
sitions. For random Bures states, the average of the purity has been computed
by Sommers and and Z˙yczkowski [36], and the moments were computed by the
same authors and Osipov [31]. However the distribution of the purity for Bures
states was up to now not known analytically, and the goal of this paper is to
compute it for large systems (H ' CN , N →∞). We find phase transitions that
are very similar to the ones appearing in the Hilbert-Schmidt case, but with im-
portant changes in the analytical expressions. The order of the first transition is
different for Bures states and Hilbert-Schmidt states, but the second transition
is identical in the two cases: it is a first order transition that corresponds to
a sudden jump of the maximal eigenvalue. Another very interesting question
is to consider random states on a bipartite (or even multipartite) system, ie
H = HA⊗HB (of dimension N = NANB), and to study entanglement between
the subsystems A and B. A mixed state described by a density matrix σ on H
is said to be separable if it can be written as a convex sum of tensor products,
ie as σ =
∑
k pkσ
k
A⊗ σkB with pk ≥ 0 and
∑
k pk = 1. Otherwise it is entangled.
For mixed states, unlike pure states, one cannot use Von Neumann or Renyi
entropies as a measure of entanglement, but several measures of entanglement
have been introduced and studied (such as the entanglement of formation or a
distance to separable states) [27, 38] but they are all quite difficult to compute,
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especially for random states. An easier question is to ask what is the probabil-
ity that a random mixed state is separable, or what is the probability that its
partial transpose is positive (which is implied by separability) [34]. Those prob-
abilities have been studied by Aubrun et Szarek [2, 37] for the Hilbert-Schmidt
case, and by Ye [42] for the Bures measure. To summarize the conclusion of
[42], random Bures states are almost surely non separable when N →∞, even
when conditioned to have a positive partial transform.
1.3 Relation with the O(n) matrix model
A key remark in this article is that the distribution in Eqn (6) is also the same as
the distribution of the eigenvalues for the O(n) matrix model, for the special case
n = 1, except for the additional constraint
∑
i λi = 1. And, at least for large
N results, this constraint can be handled with help of Lagrange multipliers.
The O(n) model was originally introduced by Kostov [22] in a very different
context, namely quantum gravity and enumeration of random discrete surfaces
with self-avoiding loops (see [16] for a review of quantum gravity techniques).
The partition function of the O(n) model is:
Z =
ˆ
dMdA1...dAn e
−Ng Tr[V (M)+M(A21+...+A2n)] (7)
where the matrices M and Ai are Hermitian N ×N matrices and V (M) is for
example a polynomial in M . The Gaussian integral over matrices Ai can be
performed. Then M can be parametrized by a unitary transformation and its
eigenvalues and the integral over the unitary transformation can also be done.
Finally, Z becomes an integral over the eigenvalues λi:
Z =
ˆ ∏
i
dλi
∏
j<k (λj − λk)2∏
j,k (λj + λk)
n/2
e−
N
g
∑
i V (λi) (8)
In this form, the model can be extended to real values of n (not necessarily
integer). For the special case of a linear potential V (λ) = λ and for n = 1 (case
of a two-matrix model), if we add the constraint
∑
i λi = 1, we recover the
joint distribution of Bures eigenvalues in Eqn (6). We can also remark that this
provides a realization of the Bures measure as the probability measure induced
on eigenvalues in a two Hermitian matrices model.
In this paper, we actually study “generalized Bures states”, for which the
eigenvalues of the density matrix σ is distributed according to the probability
density:
PB,n(λ1, ..., λN ) = DN,n δ
( N∑
i=1
λi − 1
) ∏
j<k(λj − λk)2∏
j,k(λj + λk)
n/2
(9)
for n ∈]0, 2[. Other values of n could be handled in a similar way, but we focus
on the range ]0, 2[, which contains n = 1 (“physical” Bures case) and for which
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the results can be expressed without cases discussions. We shall specialize at
the end our results to n = 1, i.e. for the random Bures states.
It is not clear to us if Eqn (9) can be derived from a distance on the set of
density matrices, which could be interesting on its own. For the Bures metric,
cf. Eqn (4), one can show that the infinitesimal distance is given by (dsB)
2 =
DB (σ, σ + δσ)
2
= 12
∑
i,j
|〈vi|δσ|vj〉|2
λi+λj
where the λi are the eigenvalues of σ and
|vi〉 its eigenvectors [27]. If there exists a distance DB,n corresponding to the
generalized Bures measure, then the associated infinitesimal distance must be
given by:
(dsB,n)
2 = DB,n (σ, σ + δσ)
2
=
1
2
∑
i,j
|〈vi|δσ|vj〉|2
(λi + λj)n
(10)
1.4 Outline
Our results on the statistical properties of random Bures states (the case n = 1)
are summarized in section 2. In section 3 we explain the Coulomb gas and
saddle point method we use to compute the purity distribution when N →∞.
With this method we derive an integral equation for the eigenvalue density. The
distribution of the purity for random Hilbert-Schmidt states has been computed
with the same method [30]. However, in the Hilbert-Schmidt case, this leads to
integral equations for the eigenvalue density that can be solved using a theorem
by Tricomi. This method cannot be used in the Bures case as the equations are
more involved.
In the distribution of the purity, we find three regimes. In section 4, we
derive the explicit solution for regime II, i.e. in the case where the density
has a support of the form [0, b]. One can use for this purpose a theorem of
Bu¨ckner which is the appropriate generalization of the result of Tricomi [9]. In
section 5 we compute the solution for regime III again using Bu¨ckner method.
This regime is characterized by an isolated eigenvalue (the maximal one) and
a continuous density for the other eigenvalues. A form of sudden condensation
happens at the transition between II and III: the maximal eigenvalue jumps
from a small value to a much larger value, thus detaching from the sea of the
other eigenvalues. In section 6 we derive the explicit solution for regime I,
characterized by a density with support [a, b] away from 0 (the most involved
case). For this purpose, we use a technique developed in the context of the O(n)
model by Eynard and Kristjansen [13], and reformulated in a more algebraic
geometric way recently by one of the authors and Eynard [5, 4]. This solution
involves elliptic functions and Jacobi theta functions. We also analyze the limit
of low purity (completely mixed) states, and the transition between regimes I
and II. Some intermediate steps of computations are included in Appendix.
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2 Statistical properties of random Bures states
We recall that, for random Bures states, the eigenvalues of the density matrix
σ are distributed according to the law [19, 35]:
PB(λ1, ...λN ) = CN δ(
∑
i λi − 1)∏
i λ
1/2
i
∏
j<k
(λj − λk)2
λj + λk
= DN δ(
∑
i
λi − 1)
∏
j<k(λj − λk)2∏
j,k(λj + λk)
1
2
(11)
where CN and DN are normalisation constants and where the delta function
enforces the condition
∑
i λi = Trσ = 1.
2.1 Average density and purity
Sommers and Z˙yczkowski have computed in [36] the average density of eigenval-
ues ρ(λ,N) = 1N
∑N
i=1〈δ (λ− λi)〉. The quantity ρ(λ,N)dλ is the probability
to find an eigenvalue between λ and λ + dλ. For a random Bures state, i.e.
when the eigenvalues λi are distributed according to the joint distribution in
Eqn (11), the density of states is given for large N by ρ(λ,N) = Nρ∗(λN)
where the rescaled density ρ∗ has a finite support over ]0, b] with b = 3
√
3 and
is given by
ρ∗(x) =
1
4pi
√
3

(
b
x
+
√
b2
x2
− 1
)2/3
−
(
b
x
−
√
b2
x2
− 1
)2/3 (12)
The scaling of the density was expected. A typical eigenvalue indeed scales as
λtyp ∼ 1/N for large N because of the constraint
∑N
i=1 λi = 1.
As we have seen in the introduction, another quantity of interest (and the
one we focus on in this paper) is the purity defined as:
Σ2 = Tr
[
σ2
]
=
N∑
i=1
λ2i (13)
Σ2 measures how mixed (or how pure) a state described by a density matrix
σ =
∑N
i=1 λi|vi〉〈vi| is. Let us consider two limiting cases:
•When only one eigenvalue, say λi0 is nonzero and thus equal to one, the purity
is maximal Σ2 = 1. In this case, the quantum state is pure, σ is the projector
on state |vi0〉: σ = |vi0〉〈vi0 |. This means that there is no interaction (thus no
entanglement) with the environment.
• When all eigenvalues are equal, i.e. λj = 1/N for all j, the purity is minimal
Σ2 = 1/N . The quantum state is then completely mixed, it is a mixture of all
possible pure states |vj〉 with equal probability 1/N . In this case, entanglement
with the environment is maximal.
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The authors of [36] compute, for random Bures states, the average of the
purity Σ2 = Tr
[
σ2
]
=
∑N
i=1 λ
2
i at finite N , and the average of the generalized
purity Σq =
∑N
i=1 λ
q
i for large N , and compare their results to the Hilbert-
Schmidt case. They find 〈Σ2〉 ∼ 52N for large N in the Bures case whereas〈Σ2〉 ∼ 2N for large N in the Hilbert-Schmidt case. Later, Osipov, Sommers
and Z˙yczkowski [31] have shown how to compute recursively the moments of
the purity at finite N . Though effective, this method does not allow to write
an analytical answer for the distribution of purity for random Bures states.
For Hilbert-Schmidt random states, the distribution of Σq (and thus of the
Renyi entropy Sq =
1
1−q ln Σq) was computed for largeN and all q > 1 in [29, 30].
It shows interesting phase transitions, that we find again in the distribution of
purity for Bures random states. Our method could also be applied on to compute
the distribution of Σq at large N for Bures random states (it amounts to take
a potential of the form V (x) = t0 + t1x + tqx
q below), and we expect similar
phase transitions although the analytical expression of the thresholds will be
different.
2.2 Our results: purity distribution for random Bures
states
Since a typical eigenvalue is of order 1/N (because
∑N
i=1 λi = 1), we will be
interested in the behaviour of P (Σ2 = sN , N) for s fixed and N → ∞. To
compute this distribution, we use a mapping to random matrix theory and a
Coulomb gas method as explained in section 3. Similarly to the Hilbert-Schmidt
case [29], we find three regimes for the distribution of the purity for random
Bures states. These regimes follow from two phase transitions in the associated
Coulomb gas (cf. section 3). We show that the distribution of the purity is
given for large N by:
P
(
Σ2 =
s
N
,N
)
≈

exp
{−N2 ΦI(s)} for 1 < s ≤ s1
exp
{−N2 ΦII(s)} for s1 < s ≤ s2
exp
{−N3/2 ΦIII(s)} for s > s2
(14)
where the critical points s1 and s2 are given by:
s1 =
315
256
, s2 =
5
2
[
1 +
(
5
2N
) 1
3
+ ...
]
(15)
thus s2 ∼ 52 when N → ∞. The exact mathematical meaning of the sym-
bol ≈ is a logarithmic equivalent whereas ∼ denotes an equivalent: for exam-
ple P (Σ2 = sN ) ≈ exp{−N2ΦI(s)} for 1 < s ≤ s1 means lnP (Σ2 = sN ) ∼−N2ΦI(s) for large N . Let us define the rate function Φ by:
lnP
(
Σ2 =
s
N
)
∼ −N2Φ(s) as N →∞ (16)
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Φ describes the large deviations of the purity. We show in this paper that
Φ(s) = ΦI(s) if s < s1, Φ(s) = ΦII(s) if s1 < s < s2 and Φ(s) = ΦIII(s)/
√
N if
s > s2, where ΦI,II,III do not depend on N when N →∞. Fig. 1 shows a plot
of the rate function Φ(s) (we plot here our analytical results), in particular one
can see the three regimes. In the three subsections below, we give a summary
of our results for each of the three regimes, in particular we give the expression
that we obtain respectively for ΦII , ΦIII and ΦI .
2.2.1 Regime II
Regime II corresponds to s1 < s < s2 with s1 =
315
256 and s2 =
5
2
[
1 +
(
5
2N
) 1
3 + ...
]
for large N . It describes the central region, around the mean value of the purity
s = s¯ = 52 . In this regime, the density of eigenvalues is a continuous density
with support ]0, b] that vanishes at b but diverges at the origin, see Eqn (22).
We compute explicitly the rate function (cf. Eqn (82)):
ΦII(s) = − ln b
2
+
81
8b2
− 15
√
3
4b
+
7
8
+
1
2
ln
(
3
√
3
)
with b = b(s) =
9
2
√
3
(
1−
√
1− 16s
45
) (17)
b = b(s) is the upper bound of the density support.
Regime II is well defined only for 315256 < s <
45
16 . Indeed b(s) is real (and
positive) only for s < 4516 , and the density ρc becomes negative for s <
315
256 ,
which is non-physical.
For s < s1 with s1 =
315
256 , the density has a support over [a, b] with a > 0,
this is regime I. For s > s2 (s2 = 5/2 when N → ∞), we find that there is
actually another solution that becomes more stable: this is a solution with one
eigenvalue much larger than the other, described by one single eigenvalue plus
a continuous density, this is regime III. Therefore regime II is only valid for
s1 < s < s2.
As the distribution of the purity is highly peaked for large N , the mean
value of Σ2 = s/N is also the most probable value. Thus 〈Σ2〉 ∼ s¯N for large N
where s¯ minimizes ΦII(s), thus
dΦII
ds
∣∣∣
s¯
= 0, cf Fig. 1. We recover the result of
Sommers and Z˙yczkowski [36] 2:
〈Σ2〉 ∼ s¯
N
∼ 5
2N
as N →∞, ie s¯ = 5
2
(18)
Around its minimum s¯ = 5/2, the rate function ΦII has a quadratic behaviour
ΦII(s) ∼ 225
(
s− 52
)2
as s→ 52 , which means that the distribution of the purity
2They indeed showed that 〈Σ2〉 = 5N
2+1
2N(N2+2)
∼ 5
2N
for large N .
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Figure 1: Distribution of the purity Σ2 for random Bures states (n = 1,
µ = 2/3) for N = 5000: (a) Upper figure: plot of the rate function Φ(s) ∼
− 1N2 lnP
(
Σ2 =
s
N , N
)
. The three regimes are shown. Regime I goes from
s = 1 to s = s1 =
315
256 ≈ 1.23. Regime II goes from s = s1 to s = s2 ≈ 2.70 for
N = 5000. It includes the mean value s = s¯ = 5/2. Regime III is valid
for s > s2. The scaling with N (for large N) is different for regime III:
Φ(s) = ΦIII(s)/
√
N . This is the reason why Φ seems very close to zero within
regime III. (b) lower figure: zoom of the previous figure around s = s2. At
the transition I-II, ie at s = s2, we clearly see that the first derivative of Φ(s)
is discontinuous. This figure also shows that there is a small range where the
solutions of regime II and III coexist (solid and dashed lines). The one which
dominates (solid line) at a given value of s is the one with lowest rate function
(lowest energy).
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has a Gaussian behaviour around its average:
P
(
Σ2 =
s
N
)
≈ exp
{
−2N
2
25
(
s− 5
2
)2}
for s close to
5
2
(19)
Again, as the distribution is highly peaked for large N , the variance of Σ2 is
given to leading order in N by the variance of the Gaussian describing the
neighbourhood of the mean value:
Var Σ2 = 〈Σ22〉 − 〈Σ2〉2 ∼
25
4N4
as N →∞ (20)
Our result is in agreement with [31], where the authors find for the first mo-
ments3 µ1 ≡ 〈Σ2〉 = 5N2+12N(N2+2) and µ2 ≡ 〈Σ22〉 = 5(5N
4+47N2+32)
4(N2+2)(N2+4)(N2+6) . With
their results, one obtains for large N :
Var Σ2 = µ2 − µ21 =
25N6 − 71N4 + 70N2 − 24
4N2(N2 + 2)2(N2 + 4)(N2 + 6)
∼ 25
4N4
(21)
Since the eigenvalues are typically of order 1/N for large N , the density of
eigenvalues of σ (for fixed purity s) is expected to be of the form ρN (λ) =
Nρc(λN) where ρc is the rescaled density independent of N for large N . In
regime II the rescaled density ρc has a finite support ]0, b]. It is explicitly given
by:
ρc(x) =
α
pi

(
b
x
−
√
b2
x2
− 1
) 2
3
−
(
b
x
+
√
b2
x2
− 1
) 2
3

+
β
pi
x
b

(
b
x
−
√
b2
x2
− 1
) 5
3
−
(
b
x
+
√
b2
x2
− 1
) 5
3

(22)
with α = 34b2 (45
√
3 − 16b) and β = 275b2 (b − 3
√
3) where the upper bound of
the density support is given by b = b(s) = 92
√
3
(
1−
√
1− 16s45
)
. The density
vanishes at b but diverges at the origin:
ρc(x) ∼ c1
x2/3
as x→ 0, ρc(x) ∼ c2
√
b− x as x→ b (23)
where c1 =
3(−9
√
3+8b)
10 21/3b4/3pi
and c2 =
(−9
√
3+2b)
√
2
b2pi
√
b
. A plot of the density for s = 2
(thus within regime II) is shown in Fig. 2 (blue solid line).
3 In this paper the general formula for µk is correct but in the application to k = 2, there
is a small mistake, one should read
5(5N4+47N2+32)
4(N2+2)(N2+4)(N2+6)
instead of
5(5N4+47N2+32)
2(N2+2)(N2+4)(N2+6)
.
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2.2.2 Regime III
Regime III corresponds to higher values of the purity, s > s2 where s2 =
5
2
[
1 +
(
5
2N
) 1
3 + ...
]
for large N . Larger values of s correspond to purer states.
In regime III (for s > s2), there is one eigenvalue, the maximal one λmax
that is much larger than the other eigenvalues. Typically one has in this regime
λmax  1√N whereas λi  1N for i 6= max. The density is thus made of two parts:
a continuous density with finite support ]0, b] describing the (N − 1) smallest
eigenvalues plus a delta peak at λ = λmax.
Very large values of s correspond to purer states. In particular the limit
S = s/N → 1 is reached when the system is in a pure state, i.e. when there
is no interaction (thus no entanglement) with the environment. This limit cor-
responds to the case where only one eigenvalue is non-zero, i.e. λi0 = 1 and
λj = 0 for j 6= i0. Therefore the maximal eigenvalue is expected to become
larger and larger when s increases, but what is more surprising is that there is
one point, s = s2 where the maximal eigenvalue suddenly jumps from a value of
order 1/N to a much larger value of order 1/
√
N . This transition is very similar
to the one observed in the Hilbert-Schmidt case between the second and third
regime, cf. ref. [30].
In regime III, we show that the rate function has a different scaling with N ,
i.e. Φ(s) = ΦIII(s)√
N
with
ΦIII(s) =
√
s− 5/2
2
=
√
s− s¯
2
(24)
The scaling N3/2 and the expression of ΦIII are actually the same as in the
Hilbert-Schmidt case [30] (except for the fact that s¯ = 2 instead of 5/2).
We have already seen that the solution of regime II is well defined for s1 <
s < 4516 with s1 =
315
256 < s¯ (s¯ = 5/2). Regime III is well defined for s > s¯. On
the range s¯ < s < 4516 the two solutions thus coexist. For large N , the stable
solution is the one with lowest energy, i.e. lowest rate function Φ, cf. Coulomb
gas interpretation section 3, see also Fig. 1. The transition between II and III
thus occurs at s = s2 such that N
2ΦII(s2) = N
3/2ΦIII(s2). We find:
s2 =
5
2
[
1 +
(
5
2N
) 1
3
+ ...
]
as N →∞ (25)
And at this value, N2ΦII = 2
−5/352/3N4/3. For very large N , the transition
occurs sharply at s2 = s¯ = 5/2
At the transition point, the rate function Φ is continuous but its first deriva-
tive is discontinuous. We have indeed: dΦds
∣∣∣
s+2
= dΦIIds
∣∣∣
s2
∼ ( 25)2/3 ( 1N )1/3 and
dΦ
ds
∣∣∣
s−2
= 1√
N
dΦI
ds
∣∣∣
s2
∼ 1
24/352/3
(
1
N
)1/3
as N →∞.
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2.2.3 Regime I
Regime I corresponds to small values of the purity, 1 < s ≤ s1 where s1 = 315256 .
The limit s→ 1, i.e. Σ2 → 1/N describes a completely mixed state, thus a state
that is maximally entangled with the environment. In regime I, the density is
a continuous density with finite support [a, b] with 0 < a < b that vanishes at a
and b, cf Fig. 2 (red solid line).
In this regime, the computations are more involved. However we are able
to compute explicitly the Stieltjes transform of the density W (z) =
´ b
a
dx ρc(x)z−x
for z ∈ C \ [a, b], (and then we can come back to the density): we get a quite
complicated expression given by a sum of elliptic functions, see below Eqn (27).
We compute the solution parametrically: all the parameters of the problem
including the rescaled purity s are expressed in terms of k = a/b, cf. Eqn (135)
with µ = 2/3, n = 1. The expression for the rescaled purity s as a function of
k can in principle be inverted to get the parameter k as a function of s. Thus
all the parameters are implicitly functions of s.
We obtain the following expression for the rate function ΦI(s):
ΦI(s) = − t0
2
− t1
2
− t2 s
4
− 1
4
− ln 2
2
where t0 = −t1b− t2 b
2
2
+ ln b+ 2I1 − I2
with I1 =
ˆ ∞
b
dz
(
1
z
−W (z)
)
, I2 =
ˆ −b
−∞
dz
(
W (z)− 1
z
)
(26)
and where t1, t2, b are expressed as functions of k in Eqn (135), and thus
implicitly functions of s. The Stieltjes transform of the density is given by
W (z) =
t1
3
+ t2z +A χ0(z) +B χ1(z) (27)
where A = −t2 , B = −t1 + t2 γ
√
3 with γ given as a function of k in Eqn (130)
with µ = 2/3, n = 1, and the special functions χ0 and χ1 are given in Eqn (126)
with µ = 2/3, n = 1, they are expressed in terms of elliptic theta functions.
At the critical point s = s1 =
315
256 , the rate function Φ(s) has a weak non-
analyticity. It is continuous and twice differentiable with continuous first and
second derivatives, but its third derivative does not exist. We show that:
ΦI(s)− ΦII(s) ∼ 16777216
√
2
11390625
(s1 − s)5/2 as s→ s−1 (28)
More precisely ΦII(s1) = ΦI(s1) and for δ = s1 − s = 315256 − s we get:
ΦII(s)− ΦII(s1) = 64 δ
27
+
8192 δ2
2025
+
4194304 δ3
820125
+O(δ4) as δ → 0−
ΦI(s)− ΦI(s1) = 64 δ
27
+
8192 δ2
2025
+
16777216
√
2 δ5/2
11390625
+O(δ3) as δ → 0+
(29)
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Figure 2: Plot of the (rescaled) density ρc(x) at fixed purity Σ2 = s/N for a
random Bures state (n = 1, µ = 2/3), for s = 2 s = 1.23 and s = 1.11. The
blue solid line corresponds to s = 2 within regime II: the density has a support
]0, b] and diverges at the origin. The red solid line corresponds to s = 1.11
(or k = 0.2) within regime I: the density has a finite support over [a, b] and
vanishes at a and b. The orange dashed line is the density at the transition
point s = s1 =
315
256 ≈ 1.23 between I and II. Here the exact expressions of the
density are used to plot this figure.
In the limit s → 1+, which corresponds (for σ) to completely mixed states,
we show:
ΦI(s) = −1
2
ln(s− 1) +O(1) (30)
The distribution of the purity Σ2 vanishes when s→ 1 as:
P
(
Σ2 =
s
N
,N
)
∝ (s− 1)N
2
2 as s→ 1+ (31)
The probability that σ is almost completely mixed is very small. Note that this
s → 1 behaviour of the distribution of Σ2 for random Bures states is exactly
the same as the one of the distribution of Σ2 for random Hilbert-Schmidt states
[30].
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3 Coulomb gas method
The goal is to compute the probability density function of the purity Σ2 =
∑
i λ
2
i
for generalized random Bures states. By definition it is given by:
P(Σ2 = S,N) =
ˆ ∞
0
dλ1...
ˆ ∞
0
dλN δ
(∑
i
λ2i − S
)
PB,n(λ1, ..., λN ) (32)
where the distribution PB,n(λ1, ..., λN ) of the generalized Bures eigenvalues (the
usual Bures case corresponds to n = 1) is given in Eqn (9):
PB,n(λ1, ...λN ) = DN δ
(∑
i
λi − 1
) ∏
j<k(λj − λk)2∏
j,k(λj + λk)
n
2
(33)
This computation can be done for large N with a Coulomb gas method, that
we explain in this section. This technique is well-known in of random matrix
theory and has been used in various contexts such as the distribution of the
maximal eigenvalue of Gaussian or Wishart random matrices [12, 26, 39], non-
intersecting Brownian interfaces [28], quantum transport in chaotic cavities [40],
phase transition in the restricted trace ensemble [1] or the index distribution for
Gaussian random fields [8, 17] and Gaussian random matrices [25].
3.1 Coulomb gas
The idea is to see the joint distribution PB,n(λ1, ...λN ) in Eqn (33) as a Boltz-
mann weight:
PB,n(λ1, ...λN ) = 1
ZN
e−EN [{λi}] where
EN [{λi}] = −2
∑
j<k
ln |λj − λk|+ n
2
∑
j,k
ln |λj + λk| with
∑
i
λi = 1
(34)
The λi can thus be seen as the positions of N particles on a line (λi ∈ R+)
with effective energy EN [{λi}] (and partition function ZN ). Then PB,n(λ1, ...λN )
represents the probability to find these particles at positions λi in the canon-
ical ensemble at finite temperature (temperature 1 with kB = 1). The en-
ergy EN consists in a two-body logarithmic interaction potential. The part
−2∑j<k ln |λj − λk| is the Coulomb interaction in two dimensions. It appears
very often in random matrix theory (RMT). The mapping from random matrix
eigenvalues to a Coulomb gas problem is well-known in random matrix the-
ory [15] and has been recently used in a variety of contexts.
For large N , because of the constraint
∑N
i=1 λi = 1 we typically expect
λi  1N where  means that λi is proportional to 1/N when N → ∞. Let us
introduce the rescaled eigenvalues xi = λiN that are expected to be typically
independent of N for large N . Therefore the typical scaling for the purity
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Σ2 =
∑
i λ
2
i is expected to be Σ2  1N for large N . Let us thus write S = sN in
Eqn (32). The equation (34) can be rewritten as:
PB,n(λ1, ...λN ) = 1
ZN
e−EN [{λi}] =
1
ZN e
−EN [{xi}]
where EN [{xi}] = −2
∑
j<k
ln |xj − xk|+ n
2
∑
j,k
ln |xj + xk| with
∑
i
xi = N
(35)
and with ZN = N N
2
2 −N ZN the new partition function.
Let us introduce the rescaled density ρ(x) = 1N
∑
i δ(x−xi). It is normalized
to one by definition (
´∞
0
dx ρ(x) = 1). When N → ∞, we expect the density
ρ(x) to have a finite and continuous limit. We will thus first assume that it
is the case here. It turns out a posteriori that this assumption can hold for a
large range of values of the purity S = s/N . However we will see that it cannot
be true for large values of the purity. We will indeed see that for s > s2 for
some s2 (which will be shown to be 5/2), there is one eigenvalue that becomes
much larger than the other: the density thus tends to a continuous part plus an
isolated delta peak. We will call regime III the regime s > s2 (see section 5).
Let us first assume that ρ(x) tends for large N to a continuous limit. This
will actually give the first two regimes (corresponding to s < s2). In this case,
we expect from Eqn (35) that EN  N2 for large N and more precisely4:
EN [{xi}] ∼ N2
ˆ ∞
0
dx
ˆ ∞
0
dx′ρ(x)ρ(x′)
(
− ln |x− x′|+ n
2
ln |x+ x′|
)
(36)
where ∼ means “equivalent” for large N . The integrals run from 0 to +∞ as
the eigenvalues of a density matrix are nonnegative, i.e. λi ≥ 0 for all i.
The effective energy EN  N2 is large for large N , thus the multiple integral
in Eqn (32) can be computed by a saddle point method. To leading order for
large N , only the minimal energy contributes to the integral. We get
P(Σ2 = s
N
,N) ≈ 1ZN e
−N2Es[ρc] as N →∞ (37)
(≈ means logarithmic equivalent) where ρc minimizes the effective energy Es
4 Let us introduce the rescaled two-points correlation function ρ(2)(x, x′) =
1
N(N−1)
∑
i6=j δ(x−xi)δ(x′−xj). ρ(2)(x, x′) (exactly as ρ(x)) is expected to have a finite and
continuous limit when N →∞. Therefore we get EN = N(N − 1)
´
dx
´
dx′ρ(2)(x, x′)(ln |x+
x′|−2 ln |x−x′|)+ N
2
´
dxρ(x) ln |2x| thus EN  N2 as N →∞. Also for large N by definition
of ρ(2) one has: ρ(2)(x, x′) ∼ ρ(x)ρ(x′).
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that is given by:
Es[ρ] =
ˆ ∞
0
dx
ˆ ∞
0
dx′ρ(x)ρ(x′)
(
− ln |x− x′|+ n
2
ln |x+ x′|
)
+t0
[ˆ ∞
0
dxρ(x)− 1
]
+ t1
[ˆ ∞
0
dxx ρ(x)− 1
]
+
t2
2
[ˆ ∞
0
dxx2 ρ(x)− s
]
(38)
where t0,1,2 are Lagrange multipliers that have been added to take into account
three constraints in the minimization5, respectively the normalization of the
density
´
ρ = 1, the unit sum of the eigenvalues 1 =
∑
i λi =
´
dxxρ(x) and the
fixed value of the purity Σ2 = s/N , i.e.
´
dxx2 ρ(x) = s (it replaces the delta
function in Eqn (32)).
The effective energy can be formally written as
Es[ρ] =
ˆ ∞
0
dx
ˆ ∞
0
dx′ρ(x)ρ(x′)Uint(x, x′) +
ˆ ∞
0
dxρ(x)V (x) + e0 (39)
with Uint(x, x
′) = − ln |x− x′|+ n
2
ln |x+ x′| , V (x) = t0 + t1x+ t2x
2
2
and e0 = −t0− t1− t2s2 . The charges of the Coulomb gas (that interact with the
two body-interaction potential Uint as in Eqn (34)) thus live now in an effective
external potential V (x) = t0 + t1x+ t2
x2
2 . The shape of this potential depends
on the Lagrange multipliers that are not fixed yet, and that will be functions of
the rescaled purity s. Depending on the value of the rescaled purity s, V will
have different shapes which will lead to phase transitions for the Coulomb gas
and thus to different regimes for the purity distribution. These phase transitions
are shown in Fig. 3.
In Eqn (37), the partition function ZN can be computed by using the same
Coulomb gas method as above but without the constraint on the purity. Thus
ZN ≈ e−N2E[ρ∗] where ρ∗ minimizes the effective energy without the constraint
on the purity, E[ρ] given by:
E[ρ] =
ˆ ∞
0
dx
ˆ ∞
0
dx′ρ(x)ρ(x′)
(
− ln |x− x′|+ n
2
ln |x+ x′|
)
+ t0
[ˆ ∞
0
dx ρ(x)− 1
]
+ t1
[ˆ ∞
0
dxx ρ(x)− 1
] (40)
To leading order for large N , it is not very difficult to see that E[ρ∗] is actually
equal to Es[ρc] evaluated at s = s¯ where s¯ is the mean value of the rescaled
purity6 (or also its most probable value as the distribution is highly peaked for
large N), thus E[ρ∗] = Es¯[ρc] and:
P
(
Σ2 =
s
N
,N
)
≈ e−N2(Es[ρc]−Es¯[ρc]) as N →∞ (41)
5The choice to write t2/2 instead of t2 is arbitrary.
6We will show later that s¯ = 5/2.
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where ≈ means “logarithmic equivalent”.
We need to determine the optimal density ρc that minimizes Es[ρ] in Eqn (38).
ρc must satisfy
δEs[ρ]
δρ(x)
∣∣∣
ρ=ρc
= 0:
2
ˆ ∞
0
dx′ρc(x′)
(
ln |x− x′| − n
2
ln |x+ x′|
)
= t0 + t1x+ t2
x2
2
, x ∈ Supp[ρc]
(42)
where Supp[ρc] is the support of the density ρc, Supp[ρc] ⊂ R+. Differentiating
with respect to x we get:
 ∞
0
dx′
ρc(x
′)
x− x′ −
n
2
ˆ ∞
0
dx′
ρc(x
′)
x+ x′
=
t1 + t2x
2
, x ∈ Supp[ρc] (43)
where
ffl
is the principal value of the integral7.
We need to find the solution ρc(x) of Eqn (43) that is positive on its sup-
port and satisfies the three constraints
´∞
0
dxρ(x) = 1,
´∞
0
dxx ρ(x) = 1 and´∞
0
dxx2 ρ(x) = s for a given s > 1.
The support of the density Supp[ρc] ⊂ R+ must be finite. Otherwise, by
taking the limit x → ∞ in Eqn (43) we get a contradiction. The most natural
finite support we can imagine is a finite segment [a, b]. Let us thus assume that
the density support is of the form Supp[ρc] = [a, b] ⊂ R+. If a > 0, we expect
by continuity that the density vanishes at the upper and lower bounds of its
support, i.e. ρc(a) = 0 = ρc(b). We will see that this is valid for 1 < s < s1
with s1 =
315
256 , which we will call regime I. Another possibility is that a = 0. In
this case the density only needs to vanish at b, i.e. ρc(b) = 0. This is actually
valid for s1 < s < s2 as we will see (with s2 ∼ 52 for N → ∞) and we will call
this regime regime II.
Before coming to the explicit derivation of regime I (section 6) andregime II
(section 4), let us present the general setting that we will use in both regimes
to solve Eqn (43).
3.2 Resolvent and effective energy
In the next sections (sections 6 and 4), we will explain how to find the density
ρc solution of Eqn (43) in regimes I and II i.e. for a density with support [a, b]
with 0 ≤ a < b. The method for the two regimes is quite different but uses in
both cases complex analysis. In both cases it is easier to compute the resolvent
(that is the Stieltjes transform of the density) instead of the density. From the
expression of the resolvent, one can then come back to the density. However the
minimal energy Es[ρc] (and thus the rate function Φ) can be computed directly
from the resolvent (we do not really need the density), cf. Eqn (48) below.
7Principal value:
ffl∞
0 dx
′ ρc(x′)
x−x′ = lim→0
[´ x−
0 dx
′ ρc(x′)
x−x′ +
´∞
x+ dx
′ ρc(x′)
x−x′
]
19
V (x) V (x) V (x)
I II III
ρc(x)
x xb
ρc(x)
xb Nλmax
ρc(x)
0 a b 0 0
Figure 3: Figure showing the (rescaled) density ρc(x) and the effective potential
V (x) = t0 + t1 + t2x
2/2 at fixed purity Σ2 = s/N in the three regimes. In
regime I (left), ie for 1 < s < s1, the potential has an absolute minimum at
a positive x, and the density has a finite support over [a, b] with 0 < a < b
(the Coulomb charges accumulate close to the minimum of the potential). In
regime II (middle), ie for s1 < s < s2, the potential is monotonically increasing
for x > 0. The density has a support on ]0, b] and diverges at the origin (the
charges accumulate close to the origin). In regime III (right), ie for s > s2, the
potential is not anymore bounded from below. The maximal eigenvalue becomes
much larger than the other eigenvalues (one charge detaches) whereas the other
eigenvalues remain close to each other (described by a continuous density).
3.2.1 Resolvent
By definition the resolvent is the Stieltjes transform of the density:
W (z) =
ˆ ∞
0
dx
ρc(x)
z − x , z ∈ C \ [a, b] (44)
where [a, b] is the density support.
For a continuous density ρc with support [a, b] satisfying Eqn (43) and the
three constraints
´
ρc = 1,
´
dxxρc = 1 and
´
dxx2ρc = s, the resolvent has
the following properties:
1/ W (z) is analytic on C \ [a, b] with a cut on [a, b].
2/ The jump of W (z) when passing through the cut is given by the density:
ρc(x) =
1
2ipi
(
W (x− i0+)−W (x+ i0+)) = −1
pi
ImW (x+ i0+) , x ∈ [a, b]
(45)
3/ The asymptotic behaviour of W (z) for |z| → ∞ is the following8:
W (z) =
1
z
+
1
z2
+
s
z3
+O
(
1
z4
)
as |z| → ∞ (46)
4/ W (z) satisfies the following equation
W (x+ i0+) +W (x− i0+) + nW (−x) = t2x+ t1 , x ∈ [a, b] (47)
8We have indeed W (z) = 1
z
´∞
0 dxρc(x) +
1
z2
´∞
0 dxxρc(x) +
1
z3
´∞
0 dxx
2ρc(x) + ...
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Eqn (47) corresponds to the equation of the O(n) model for a potential
V ′(x) = t2x+ t1. The usual Bures case corresponds to n = 1.
3.2.2 Minimal energy
We want to compute the distribution of the purity for large N or equivalently
the minimal energy Es[ρc] (cf. Eqn (41)). Es[ρc] is given by Eqn (38) computed
for ρ = ρc. The optimal density ρc satisfies the three constraints
´
ρc = 1,´
xρc = 1,
´
x2ρc = s, thus we have Es[ρc] =
´∞
0
dx
´∞
0
dx′ρc(x)ρc(x′)(− ln |x−
x′| + n2 ln |x + x′|). Using the saddle point equation (42) and the constraints
again, we get
Es[ρc] = − t0
2
− t1
2
− t2 s
4
(48)
To obtain the expression of the Lagrange multipliers t0,1,2 and thus the energy
Es[ρc], the steps are the following:
• First we must find the solution W (z) of Eqn (47) for fixed (but unknown) t1,2,
W (z) must be analytic on C \ [a, b] with a cut on [a, b]. In general, W (z) will
be of the form:
W (z) = h(z) +W (z) (49)
where h(z) is a particular solution of Eqn (47) that we can choose as follows
h(z) =
2V ′(z)− nV ′(−z)
4− n2 =
t1
2 + n
+
t2z
2− n (50)
and where W (z) is a general solution (with one cut on [a, b]) of the homogeneous
equation:
W (x+ i0+) +W (x− i0+) + nW (−x) = 0 for x ∈ [a, b] (51)
• Then we must impose the asymptotic behaviour of W (z) (cf. Eqn (46)). This
is equivalent to impose the constraints on the density ρc (
´
ρc = 1,
´
xρc = 1,´
x2ρc = s). We thus get the Lagrange multipliers t1 and t2 as well as the
bounds of the density support a and b as functions of the purity s.
• We must also compute the last Lagrange multiplier t0. We show below that
it can be expressed as a sum of integrals of W (z), see Eqn (58).
• Finally, knowing W (z), t1, t2 and also t0 as functions of s, we get the expres-
sion of the energy Es[ρc] = − t02 − t12 − t2 s4 . To recover the usual Bures case, we
impose n = 1.
Computation of t0:
t0 can be computed from Eqn (42) for x = b:
t0 = −t1b− t2 b
2
2
+ 2
ˆ ∞
0
dxρc(x)
(
ln |b− x| − n
2
ln |b+ x|
)
(52)
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Moreover, for z /∈ [a, b], we have by definition:
W (z) =
ˆ ∞
0
dx
ρc(x)
z − x =
d
dz
ˆ ∞
0
dxρc(x) ln |z − x| (53)
As ρc has a support over [a, b] we thus get
´∞
0
dxρc(x) ln |z−x| =
´ b
a
dxρc(x) ln |z−
x| and thus for Z > b:
ˆ b
a
dxρc(x) ln |b− x| −
ˆ b
a
dxρc(x) ln |Z − x| = −
ˆ Z
b
dzW (z) (54)
or equivalently:
ˆ b
a
dxρc(x) ln
∣∣∣∣b− xb
∣∣∣∣− ˆ b
a
dxρc(x) ln
∣∣∣∣Z − xZ
∣∣∣∣ = −ˆ Z
b
dz
(
W (z)− 1
z
)
(55)
We can now take the limit Z →∞ above, we get:
I1 ≡
ˆ b
a
dxρc(x) ln
∣∣∣∣b− xb
∣∣∣∣ = ˆ ∞
b
dz
(
1
z
−W (z)
)
(56)
Similarly one can show that:
I2 ≡
ˆ b
a
dxρc(x) ln
∣∣∣∣b+ xb
∣∣∣∣ = ˆ −b−∞ dz
(
W (z)− 1
z
)
(57)
therefore we get:
t0 = −t1b− t2 b
2
2
+ (2− n) ln b+ 2I1 − nI2
with I1 =
ˆ ∞
b
dz
(
1
z
−W (z)
)
, I2 =
ˆ −b
−∞
dz
(
W (z)− 1
z
) (58)
4 Regime II
In this section, we assume that the density ρc(x) solution of the saddle point
equation (43) has a finite support of the form [0, b], i.e. a = 0. The density is
expected to be continuous, thus we must have ρc(b) = 0.
As explained in section 3.2, we need to find the resolvent W (z) that must
satisfy the conditions 1/-4/ of subsection 3.2.1. The solution can be found using
a method proposed by Bueckner [9] in the case of a polynomial potential V (x)
(here we have V (x) = t2
x2
2 + t1x+ t0).
4.1 Resolvent: Bueckner’s method [9]
We recall that the resolvent is defined as the Stieltjes transform of the density,
cf. Eqn (44). As we have seen in the previous section, the resolvent is of
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the form W (z) = h(z) + W (z) where h(z) is given in Eqn (50) and where
W (z) is a general one-cut solution (cut [0, b]) of the homogeneous equation
(51): W (x+ i0+) +W (x− i0+) + nW (−x) = 0 for x ∈ [a, b].
The solutions of the homogeneous equation Eqn (51) form a module of di-
mension 2 over the ring of polynomials of z2 with real coefficients. In general,
we have:
W (z) = A(z2)φ0(z) +B(z
2)φ1(z) (59)
where A and B are polynomials with real coefficients and where {φ0, φ1} is a
basis of the module. Let us make a change of variables by defining w = w(z)
and µ (instead of n) as9:
z
b
=
1
sinw
and n = −2 cos (piµ) µ ∈]0, 1[ (60)
The basis functions are then explicitly given by:
φ0(z) =
cos
[
µ
(
w + pi2
)]
cos
[
µpi
2
] and φ1(z) = sin [µ (w + pi2 )]
tanw
(61)
When |z| → ∞ we have W (z) ∼ 1z , thus W (z) tends to zero. The polynomials
A and B are uniquely determined by the condition W (z) = W (z) +h(z)→ 0 as
|z| → ∞, where h(z) is the polynomial defined in Eqn (50). To determine A and
B for a given polynomial potential V ′(x), we thus need to know the asymptotic
expansion of φ0(z) and φ1(z) at ∞. One can show that for |z| → ∞:
φ0(z) = 1− µ tan
[µpi
2
] b
z
− µ
2
2
b2
z2
+
µ(µ2 − 1)
6
tan
[µpi
2
] b3
z3
+O
(
1
z4
)
φ1(z) = sin
[µpi
2
] z
b
+ µ cos
[µpi
2
]
−
(
µ2 + 1
2
)
sin
[µpi
2
] b
z
− µ
(
µ2 + 2
)
6
cos
[µpi
2
] b2
z2
+
(
µ4 + 2µ2 − 3)
24
sin
[µpi
2
] b3
z3
+O
(
1
z4
)
(62)
• When |z| → ∞, we must have W (z)→ 0. Using the asymptotic expansion of
φ0,1 in Eqn (62), we get A and B:
A = − t1
2 + n
+
bµt2√
4− n2 , B = −
2t2b
(2− n)√2 + n (63)
We thus have an explicit expression for the resolvent W (z) = h(z) + Aφ0(z) +
Bφ1(z).
9In the computations we use very often the following relations obtained from n =
−2 cos(piµ):
cos
(piµ
2
)
=
√
2− n
2
, sin
(piµ
2
)
=
√
2 + n
2
, tan
(piµ
2
)
=
√
2 + n
2− n
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• We now impose the constraints on ρc or equivalently we impose that W (z) =
1
z +
1
z2 +
s
z3 + .... We thus obtain three equations that determine t1, t2 and b.
After some manipulations, we get:
t1 =
2
(−6− 3n+ 2b√4− n2µ)
b2µ2
, t2 =
6
(
2
√
4− n2 − bµ(2− n))
b3µ (1− µ2)
b2
(
µ2 − 1)
12
+ b
(
1− µ2)
2µ
√
2 + n
2− n = s
(64)
The upper bound of the density support is thus explicitly given by:
b = b(s) =
3
µ
√
2 + n
2− n
(
1−
√
1− 4
3
(
2− n
2 + n
)
µ2
(1− µ2) s
)
(65)
Replacing in Eqn (63) t1 and t2 by their expression Eqn (64), we get:
A =
6
(
1 + µ2
)
µ2 (1− µ2) b2 −
√
2− n
2 + n
2
(
2 + µ2
)
µ (1− µ2) b
B =
12√
2 + n (1− µ2) b −
24√
2− nµ (1− µ2) b2
(66)
To summarize, the resolvent W (z) is explicitly given in regime II by:
W (z) =
t1
2 + n
+
t2z
2− n +Aφ0(z) +Bφ1(z)
with φ0(z) =
cos
[
µ
(
w + pi2
)]
cos
[
µpi
2
] and φ1(z) = sin [µ (w + pi2 )]
tanw
where
z
b
=
1
sinw
and n = −2 cos(piµ)
(67)
The parameters t1, t2, A and B are functions of b = b(s) given in Eqn (64) and
(66), where the upper bound of the density support b(s) is given by Eqn (65).
For the usual Bures case n = 1, and thus µ = 23 we get:
A =
351
10b2
− 22
√
3
5b
, B = −324
5b2
+
36
√
3
5b
t1 =
3
(−27 + 4√3b)
2b2
, t2 =
54
(
3
√
3− b)
5b3
(68)
and for the upper bound of the density support:
b = b(s) =
9
2
√
3
(
1−
√
1− 16s
45
)
(69)
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4.2 Optimal density
The optimal density ρc(x) is obtained by taking the imaginary part of W (cf.
subsection 3.2.1):
ρc(x) = − 1
pi
ImW (x+ i0+) for x ∈ [0, b] (70)
where z = x+ i0+ with x ∈ [0, b] corresponds to w = pi2 − iη with η > 0. More
precisely, we have bx = sinw = cosh η. Therefore we get:
e±η =
b
x
±
√
b2
x2
− 1 for x = b
sinw
=
b
cosh η
∈ [0, b] (71)
Using the explicit expresssion of W (z) obtained in the previous subsection,
we get:
ρc(x) =
α
pi
(
e−µη − eµη)+ β
pi
(
e−(µ+1)η − e(µ+1)η
cosh η
)
where cosh η =
b
x
(72)
thus
ρc(x) =
α
pi
{(
b
x
−
√
b2
x2
− 1
)µ
−
(
b
x
+
√
b2
x2
− 1
)µ}
+
β
pi
x
b

(
b
x
−
√
b2
x2
− 1
)1+µ
−
(
b
x
+
√
b2
x2
− 1
)1+µ
(73)
α = −
√
2− n(2 + µ)
(1− µ)µb +
3
√
2 + n(1 + µ)
(1− µ)µ2b2
β =
3
√
2− n
(1− µ2) b −
6
√
2 + n
µ (1− µ2) b2
(74)
For the usual Bures case µ = 2/3, n = 1:
α =
3
4b2
(45
√
3− 16b) , β = 27
5b2
(b− 3
√
3) (75)
where b = b(s) = 92
√
3
(
1−
√
1− 16s45
)
.
A plot of the density is shown in Fig. 2 and 3.
4.3 Minimal energy
To compute the minimal energy Es[ρc] = − t02 − t12 − t2 s4 , cf. Eqn (48), we need
to first determine t0. We use the expression in Eqn (58):
t0 = −t1b− t2
2
b2 + (2− n) ln b+ 2I1 − nI2 (76)
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Using the explicit expresion of W (z) given in Eqn (67), we can compute exactly
the integrals I1 and I2 defined in Eqn (58), we get:
2I1 − nI2 =
3
(
2(2 + n)
(
1− µ2)+√4− n2µ (µ2 − 3))
b µ2 (−1 + µ2)
+ (2− n)γE + (2− n)ψ
(
1− µ
2
)
+
3(n− 2)
1− µ2 +
√
4− n2
(
4
µ
+
pi
2
)
+
(
1− n
2
)
(−5 + ln 4)
(77)
where ψ(x) = ddx ln Γ(x) is the digamma function and γE the Euler constant.
Thus we obtain the exact expression of the minimal energy:
Es[ρc] =
(n
2
− 1
)
ln b+
3(2 + n)
2b2µ2
− 5
√
4− n2
2bµ
+
(n
2
− 1
){
γE + ψ
(
1− µ
2
)
+ ln 2
}
+
9
8
(2− n)−
√
4− n2
4
pi
(78)
Es[ρc] is minimal for b = b¯ =
2
µ
√
2+n
2−n which corresponds to s¯ =
2(2+n)(1−µ2)
3(2−n)µ2 .
As the distribution of the purity is highly peaked for large N , cf. Eqn (37), the
most probable value s¯ of the rescaled purity is also its mean value. Therefore
the mean value of the purity for generalized Bures states is given by
〈Σ2〉 ∼ s¯
N
as N →∞ with s¯ = 2(2 + n)
(
1− µ2)
3(2− n)µ2 (79)
For the usual Bures case n = 1, we recover s¯ = 5/2.
We can also compute the normalisation ZN = e−N2Es¯[ρc] (partition func-
tion), cf. Eqn (41):
Es¯[ρc] =
(n
2
− 1
)[
γE + ψ
(
1− µ
2
)
− 1
2
]
−1
4
√
4− n2 pi+
(n
2
− 1
)
ln
(
4
µ
√
2 + n
2− n
)
(80)
thus the rate function in regime II ΦII(s) = Es[ρc] − Es¯[ρc] is explicitly given
by:
ΦII(s) =
(n
2
− 1
)
ln b+
3(2 + n)
2b2µ2
− 5
√
4− n2
2bµ
+
(2− n)
8
[
7 + 2 ln
(
4(2 + n)
µ2(2− n)
)]
where b = b(s) =
3
µ
√
2 + n
2− n
(
1−
√
1− 4
3
(
2− n
2 + n
)
µ2
(1− µ2) s
)
(81)
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For n = 1, Eqn (81) specializes to
ΦII(s) = − ln b
2
+
81
8b2
− 15
√
3
4b
+
7
8
+
1
2
ln
(
3
√
3
)
with b = b(s) =
9
2
√
3
(
1−
√
1− 16s
45
) (82)
Its minimum is reached at b = b¯ = 3
√
3, i.e. at s = s¯ = 52 .
From Eqn (65), we see that b(s) is real (and positive) only for s ≤ s0 =
3
4
(
2+n
2−n
)
1−µ2
µ2 (i.e.s ≤ 4516 for n = 1). Moreover ρc becomes negative when
α + 2β > 0, i.e.when b < b1 =
3
µ
√
2+n
2−n
(1−µ)
2−µ (for n = 1, b1 = 9
√
3/8), which is
non-physical. Thus the regime can be valid only for b > b1, i.e.for s > s1 where
s1 =
3
4
(
2 + n
2− n
)
(1− µ)2(1 + µ)(3− µ)
µ2(2− µ)2 (83)
thus s1 =
315
256 for n = 1. The range 1 < s < s1 on the left of regime II is
described by regime I, with a density ρc with finite support [a, b] with 0 < a < b
as we will see.
It is useful to compute what happens close to s = s+1 in order to compare
later with regime I (for s = s−1 ). In particular, we get:
Es1 [ρc] =
(n
2
− 1
){
γE + ψ
(
1− µ
2
)
+ ln
(
6
√
2 + n
2− n
(1− µ)
µ(2− µ)
)
+
(−3 + 10µ− 11µ2)
12(1− µ)2
}
−
√
4− n2 pi
4
(84)
We may also compute the expansion of ΦII(s) when s→ s+1 :
ΦII(s) =
2− n
2
{−9 + 14µ− µ2
24(1− µ)2 + ln
(
2
3
2− µ
1− µ
)}
+
(2− n)(3− µ)(1 + µ)
12(1− µ)2
(s1 − s
s1
)
+
(2− n)(3− µ)2
8(1− µ)2
(s1 − s
s1
)2
+O
(
(s1 − s)3
)
(85)
We will see also that, although regime II exists for s in the range [s1, s0] that
contains in particular the mean s¯, there exists also another solution for s > s¯
that becomes more stable when s > s2 for some s2 ∈ [s¯, s0[ (its energy is lower
energy than the present one). We will show that s2 ∼ s¯ as N →∞. This second
solution is characterized by the fact that one eigenvalue is much larger than the
other, the density is then described by one single eigenvalue plus a continuous
part, this is regime III.
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5 Regime III
For large s, there is no continuous density ρc solution of Eqn (43). In the
limit s → N , i.e. S → 1, the quantum state becomes pure, which means that
only one eigenvalue of the density matrix σ is nonzero. For s large enough,
the maximal eigenvalue must detach from the sea of the other eigenvalues to
become larger and larger, thus it has to be taken into account separately from
the other eigenvalues. We describe it by λmax = T and the other eigenvalues
by a continuous density ρN−1(λ) = 1N−1
∑
i 6=max δ (λ− λi) with support ]0, ζ]
(similarly to regime II), cf Fig. 3.
Exactly as for the third regime in the distribution of purity for random
Hilbert-Schmidt states [30], one can actually show that all the eigenvalues apart
from the maximal one remain of order 1/N as in regimes I and II, whereas the
maximal eigenvalue λmax is in regime III of order 1/
√
N -thus much larger than
the other eigenvalues for large N . Here, for simplicity, we will not show that it
is the case (but the proof can be done exactly as in the Hilbert-Schmidt case
[30]), we will just assume this behaviour and see that it is coherent. Assuming
these scalings, the density of the (N − 1) smallest eigenvalues can be replaced
for large N by the rescaled density ρ(x) = 1N ρN−1
(
x
N
)
which is expected to
have a continuous and finite limit when N →∞ (with support [0, b] as in regime
II), whereas λmax  1√N .
This change of behaviour of the maximal eigenvalue between regime II and
III from 1/N to 1/
√
N can be understood as a Bose-Einstein type (condensa-
tion) transition. The purity Σ2 =
∑
i λ
2
i is fixed to a value S = s/N . When the
eigenvalues are very close to each other, they can be described by a continuous
density ρ(x), which corresponds actually to regime II, but this regime is valid
only for s smaller than a certain value s0 (cf. previous section), which means
that the purity Σ2, given in the continuous case by
1
N
´
dxx2 ρ(x), can not ex-
ceed the value s0/N . For larger s, there must be (at least)
10 one eigenvalue that
detaches from the other eigenvalues and becomes larger. One can then write the
purity as sN = Σ2 =
1
N
´
dxρ(x)x2 + λ2max to leading order for large N . Thus
λ2max ≤ sN ≤ s0N + λ2max, which implies that λ2max has to become of same order
as the purity, thus λmax has to be of order 1/
√
N .
5.1 New saddle point
We assume here as explained above that the eigenvalues are described by an
isolated eigenvalue λmax = T  1/
√
N plus a continuous density ρN−1(λ) =
1
N−1
∑
i 6=max δ (λ− λi), which can be written for largeN as ρN−1(λ) = Nρ (λN)
where ρ is expected to have a finite continuous limit as N → ∞, with a finite
support [0, b]. Because of the presence of an isolated eigenvalue, the saddle point
has to be modified. The distribution of the purity Σ2 =
∑
i λ
2
i can be written
10One can actually show that a case where two or more eigenvalues detach is less favorable,
cf. [30].
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as:
P
(
Σ2 =
s
N
,N
)
=
1
ZN
ˆ
dt
ˆ
Dρ e−N2Es[ρ,T ] (86)
where the effective energy is now a function of T and ρ and is given for large N
by:
Es [ρ, T ] =
ˆ b
0
ˆ b
0
dxdx′ρ(x)ρ(x′)
(
− ln |x− x′|+ n
2
ln |x+ x′|
)
+ t0
[ˆ b
0
dxρ(x)− 1
]
+ t1
[ˆ b
0
dxxρ(x) + T − 1
]
+
t2
2
[ˆ b
0
dxx2ρ(x) + T 2N − s
]
+O
(
lnN
N
) (87)
where t0, t1 and t2 are Lagrange multipliers (as in regime II) enforcing the
three constraints resp.
´
ρ = 1 (normalisation of the density of eigenvalues),´
xρ+ T = 1 (i.e.
∑
i λi = 1) and
´
x2ρ+ T 2N = s (i.e.fixed purity Σ2 = s/N).
Exactly as in regime II, the functional integral in Eqn (86) can be com-
puted for large N by a saddle point method -the minimal energy dominates the
integral. With the correct normalisation, we get:
P
(
Σ2 =
s
N
,N
)
≈ e−N2(Es[ρc,Tc]−Es¯[ρc,Tc]) (88)
where (ρc, Tc) minimizes Es[ρ, T ], thus δEsδρ
∣∣∣
ρc,Tc
= 0 = ∂Es∂T
∣∣
ρc,Tc
.
The saddle point equation 0 = ∂Es∂T
∣∣
ρc,Tc
reads:
t1 + t2NTc = 0 (89)
The saddle point equation 0 = δEsδρ
∣∣∣
ρc,Tc
is an integral equation on ρ:
2
ˆ b
0
dx′ρc(x′)
(
ln |x− x′| − n
2
ln |x+ x′|
)
= t0 + t1x+
t2
2
x2 , x ∈ [0, b] (90)
After differentiating with respect to x, we find:
ˆ b
0
dx′
ρc(x
′)
x− x′ −
n
2
ˆ b
0
dx′
ρc(x
′)
x+ x′
=
t1 + t2x
2
, x ∈ [0, b] (91)
Eqn (91) is exactly the same as in regime II, except for the fact that the con-
straints on ρc are slightly modified: here we have
´
ρc = 1,
´
ρcx = 1 − Tc,´
ρcx
2 = s− T 2cN whereas the Tc were negligible in regime III.
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5.2 Solution for regime III
We can use the same Bueckner’s method as in regime II to compute the resolvent
W (z) =
´
dxρc(x)z−x where ρc is solution of Eqn (91), with the constraints
´
ρc = 1,´
ρcx = 1− Tc,
´
ρcx
2 = s− T 2cN . W (z) must be solution of
W (x+ i0+) +W (x− i0+) + nW (−x) = t2x+ t1 for x ∈ [0, b]
with W (z) =
1
z
+
1− T
z2
+
s− T 2cN
z3
+ ... as |z| → ∞
(92)
The asymptotic condition is equivalent to the three conditions on the density
ρc (cf. above). The solution of Eqn (92) is as in regime II of the form:
W (z) = h(z) +Aφ0(z) +B φ1(z) (93)
where h(z) = t12+n +
t2z
2−n is a particular solution, cf. Eqn (50), and where φ0
and φ1 form a basis of solutions of the homogeneous equation, cf. Eqn (67):
φ0(z) =
cos
[
µ
(
w + pi2
)]
cos
[
µpi
2
] and φ1(z) = sin [µ (w + pi2 )]
tanw
where
z
b
=
1
sinw
and n = −2 cos(piµ)
(94)
When |z| → ∞, we must have W (z)→ 0, thus exactly as regime II, cf. Eqn (63),
we get:
A = − t1
2 + n
+
bµt2√
4− n2 , B = −
2t2b
(2− n)√2 + n (95)
We now impose the constraints on ρc or equivalently we impose that W (z) =
1
z +
1
z2 +
s
z3 + ... when |z| → ∞. This step differs from regime II. We get:
t1 =
2(2 + n)
(
−3 + 3Tc + 2b
√
2−n
2+nµ
)
b2µ2
(96)
t2 =
6(2− n)
(
2(1− Tc)
√
2+n
2−n − bµ
)
b3µ (1− µ2) (97)
12
(
s−NT 2c
)
µ = 6b
√
2 + n
2− n (1− Tc)
(
1− µ2)− b2µ (1− µ2) (98)
Eqn (98) together with the other saddle point equation ∂Es∂T = 0, ie t1 +t2NTc =
0, give in the large N limit, for Tc  1/N :
Tc =
√
s− s¯
N
+
s¯
N
(
s− 98 s¯
s− s¯
)
+O
(
1
N3/2
)
b = b¯+
b¯√
N
(
3
2 s¯− s
)
√
s− s¯ +O
(
1
N
)
with b¯ =
2
µ
√
2 + n
2− n
(99)
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where s¯ = 23
(
2+n
2−n
)
(1−µ2)
µ2 is the mean value of the rescaled purity, cf. Eqn (79)
(for n = 1, i.e.the usual Bures case, we have s¯ = 5/2) and where b¯ is the value
of the upper bound of the density support at s = s¯ in regime II. Then, using
Eqn (96) and (97) we find the expression of the Lagrange multipliers for large
N :
t1 = 1− n
2
+
1√
N
(2− n)s
2
√
s− s¯ +O
(
1
N
)
(100)
t2 =
−1√
N
(2− n)
2
√
s− s¯ +O
(
1
N
)
(101)
The computation of the minimal energy Es[ρc, Tc] is done along the same
lines as for regime II. It is given by (cf. Eqn (87) and (90)):
Es[ρc, Tc] = − t0
2
− t1
2
(1− Tc)− t2
4
(s− T 2cN)
where t0 = −t1b− t2
2
b2 + (2− n) ln b+ 2I1 − nI2
(102)
with I1 =
´∞
b
dz
(
1
z −W (z)
)
and I2 =
´ −b
−∞ dz
(
W (z)− 1z
)
. The integrals I1
and I2 can be computed after the change of variable z → w where zb = 1sinw .
After some simplifications, we get when N →∞:
Es[ρc, Tc] = Es¯[ρc] + (2− n)
√
s− s¯
2
√
N
+ ... (103)
where Es¯[ρc] is the value of the energy at s = s¯ in regime II, cf. Eqn (80):
Es¯[ρc] =
(n
2
− 1
)[
γE + ψ
(
1− µ
2
)
− 1
2
]
−
√
4− n2 pi
4
+
(n
2
− 1
)
ln
(
4
µ
√
2 + n
2− n
)
(104)
Thus Es¯[ρc, Tc] = Es¯[ρc] and we get for regime III as N →∞:
P
(
Σ2 =
s
N
,N
)
≈ e−N
3
2 ΦIII(s) with ΦIII(s) =
(2− n)
2
√
s− s¯ (105)
The solution of regime III exists for s ≥ s¯, cf. Eqn (105). For s¯ < s < s0,
the two regimes II and III coexist. The regime that is valid for a given s is
the one that has the minimal energy, cf Fig. 1. The transition between II and
III thus happens at s = s2 defined by Es2 [ρc] = Es2 [ρc, Tc], i.e. N2ΦII(s2) =
N3/2 ΦIII(s2). We find explicitly:
s2 = s¯+
s¯4/3
N1/3
+ ... with s¯ =
2
3
(
2 + n
2− n
) (
1− µ2)
µ2
(106)
In the limit N →∞, s2 tends to the mean value s¯.
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We define the rate function Φ(s) as
Φ(s) ∼ − 1
N2
lnP
(
Σ2 =
s
N
,N
)
=
{
ΦII(s) for s1 < s < s2
ΦIII(s)/
√
N for s > s2
(107)
At the transition point, the rate function Φ(s) is continuous but its first deriva-
tive is discontinuous, cf Fig. 1:
dΦ(s)
ds
∣∣∣∣
s+2
=
1√
N
dΦIII(s)
ds
∣∣∣∣
s2
∼ (2− n)
4N
1
3 s¯
2
3
dΦ(s)
ds
∣∣∣∣
s−2
=
dΦII(s)
ds
∣∣∣∣
s2
∼ (2− n)
N
1
3 s¯
2
3
(108)
The transition between regime II and regime III is thus a first order transition
(exactly as in the Hilbert-Schmidt case [30]).
6 Regime I
In this section, we assume that the density ρc(x) solution of the saddle point
equation (43) has a finite support of the form [a, b] with 0 < a < b. By continuity,
the density must vanish at a and b, thus ρc(b) = 0 = ρc(a).
6.1 Resolvent
As in regime II, W (z) can always be written:
W (z) = h(z) +A(z2)χ0(z) +B(z
2)χ1(z) (109)
where h(z) = t12+n +
t2z
2−n is the particular solution given in Eqn (50), and
where χ0 and χ1 form a basis of the solutions of the homogeneous equation
W (x + i0+) + W (x − i0+) + nW (−x) = 0 for x ∈ [a, b]. Now [a, b] is disjoint
from [−b,−a], thus guessing an expression for χ0 and χ1 is more difficult. The
techniques to find a basis (χ0, χ1) were basically developed in [13], and reformu-
lated in terms of algebraic geometry in [4]. We first need to introduce elliptic
functions and theta functions. For a review on those kind of special functions,
see the book [41].
6.1.1 Elliptic parametrization and special functions
Let us first introduce some useful parameters. We define the modulus k ∈ [0, 1]
and the complementary modulus k′ as follows:
k =
a
b
, k′ =
√
1− k2 (110)
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The complete elliptic integral K and the complete elliptic integral for the com-
plementary modulus K ′ are defined by:
K ≡
ˆ 1
0
dt√
(1− t2)(1− k2t2) , K
′ ≡
ˆ 1
0
dt√
(1− t2)(1− k′2t2) (111)
For k ∈ [0, 1], we have K ∈ R and K ′ ∈ R. We also define (τ, q) and (τ ′, q′) such
that:
τ =
iK
K ′
, τ ′ = −1
τ
=
iK ′
K
(112)
q = eipiτ , q′ = eipiτ
′
(113)
For k ∈ [0, 1], we have q′ ∈ R and q ∈ R. When k → 0 then q′ → 0. When
k → 1 then q → 0.
We recall n = −2 cospiµ, µ ∈]0, 1[. Let us introduce the elliptic parametriza-
tion as in [5]:
u(z) =
ib
2K ′
ˆ z
−a
dz′√
(z′2 − a2)(z′2 − b2) , z ∈ C (114)
where the integral runs from −a to z in the complex plane following a path
that has to be specified (u(z) depends on the path). The determination of the
squareroot κ(z) =
√
(z2 − a2)(z2 − b2) is chosen11 so that it is positive along
the direct path from −a to points z ∈]−a, a[. Then, κ is an analytic function on
C \ [−b,−a] ∪ [a, b], and takes a minus sign across the two cuts [−b,−a] ∪ [a, b].
For a path included in H = {z ∈ C, Im z > 0} (for example a path from −a
to +∞ or to −∞ of the form z′ = y+ i0+ with y ∈ R), we have the remarkable
values:
u(−a) = 0, u(0) ≡ u0 = τ
2
, u(a) = ua = τ
u(b) ≡ ub = −1
2
+ τ, u(∞) ≡ u∞ = −1 + τ
2
, u(−b) = −1
2
(115)
However, for a path included in (−H), for example from −a to +∞ (or −a to
−∞) of the form z′ = y − i0+ with y ∈ R, we have other values:
u(−a) = 0, u(0) = τ
2
, u(a) = τ
u(b) =
1
2
+ τ, u(∞) = 1 + τ
2
, u(−b) = 1
2
With a path from −a to −a encircling once the segment [−b,−a] clockwise, we
get u(−a) = 12 + 12 = 1.
11This can be obtained by writing κ(z) = −√z − a√z + a√z − b√z + b where the four
squareroots are chosen with usual determination, i.e. cut on R−.
33
We may construct a Riemann surface C by gluing two copies of C along the
segments [−b,−a] and [a, b], such that the squareroot κ(z) defined an analytic
function on C. The squareroot determination on the second copy is chosen
opposite to the determination on the first copy, so that κ has no discontinuity
on the [−b,−a] ∪ [a, b] ⊆ C. Moreover we have u(+∞) = u(−∞) and actually
all the points |z| → ∞ can be identified to one point called ∞. Each sheet is
thus topologically a sphere with two cuts. Therefore the surface obtained by
gluing the sheets together is topologically equivalent to a torus. This torus has
two distinguished uncontractible paths. One of them is a path encircling [a, b]
with positive orientation (or equivalently [−b,−a]). Each time the path from
−a to z encircles [a, b] (or [−b,−a]), it adds +1 to the value of u(z). Another
uncontractible path is a path going from −a to +a in one sheet and then from
+a to −a in the other sheet. This loop adds τ + τ = 2τ to the value of u(z).
Those two paths form a basis of the homology group of the torus.
By inverting u(z), we get a function z(u) that is thus doubly periodic with
periods 1 and 2τ (with τ ∈ iR∗+ here), i.e. z(u + 1) = z(u) and z(u + 2τ) =
z(u). More precisely, one can show that the parametrization has the following
properties:12
z(u+ 1) = z(u) , z(−u) = z(u) , z(u+ τ) = −z(u) (116)
and thus
z(u) = z(u) , z(τ − u) = −z(u) (117)
where we have defined u as u = 2τ − u.
If we restrict the function u(z) to one upper half plane, one can show that
u : H→ C is a conformal map from H to the interior of a rectangle with vertices
− 12 , 0, τ and − 12 +τ . The inverse function z(u) is thus an analytic function from
the interior of this rectangle to C. It can be analytically continued on C using
the symmetries and periodicities of Eqn (116). We thus get a double-periodic
analytic function u→ z(u) from C to C, namely an “elliptic” function.
The function z(u) thus belongs to the class of elliptic functions. From the
definition of u(z) Eqn (114), one can show that z(u) is actually closely related
to the Jacobi sine function sn. Indeed:
z(u) = a snk(φ) where φ =
(
u− τ
2
) 2K ′
i
(118)
z(u) has a pole at u∞ = −1+τ2 . From its definition in Eqn 114, the expansion
of z(u) when u→ u∞ reads:
z(u) =
x−1
u− u∞ + x1(u− u
∞) +O
(
(u− u∞)3) (119)
12 The property z(−u) = z(u) comes from the fact that the two sheets represent the complex
plane but with two opposite determinations of the squareroot. The starting point of the path,
−a, is the same point on both sheets but the end point z ∈ C can be chosen on one sheet or
the other. Thus, if for a given path from −a to z we get u = u(z) then the path obtained by
inverting the two sheets gives u(z) = −u.
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with:
x−1 =
ib
2K ′
=
bτ
2K
, x1 =
a2 + b2
6x−1
(120)
6.1.2 Homogeneous equation
Using the elliptic parametrization defined in the previous section, we can now
solve the homogeneous equation
W (x+ i0+) +W (x− i0+) + nW (−x) = 0 , x ∈ [a, b] (121)
For x ∈ [a, b], we have u = u(x + i0+) ∈ τ + [− 12 , 0] for a direct path from−a to x + i0+ (included in H), whereas u(x − i0−) = 2τ − u − 1. Besides,
u(−x − i0+) = τ − u and u(−x + i0+) = u − τ . By abuse of notations, we
shall write W (u) for W (z(u)). If W (z) is a 1-cut solution (cut on [a, b]) of
Eqn (121), then W (u) + W (2τ − u − 1) + nW (τ − u) = 0 for u ∈ τ + [− 12 , 0].
Moreover, W (u + 1) = W (u) and W (−u) = W (u) as z(u + 1) = z(u) and
z(−u) = z(u)13. W (u) is initially defined in the interior of the rectangle of
vertices −1/2, 1/2, τ + 1/2, τ − 1/2. We have just seen that its values on the
boundary of the rectangle are related, and we can use those relations to define
W (u) as an analytic function for u ∈ C. Then, the relations are equalities
between analytic functions, so must hold on the whole complex plane:
∀u ∈ C , Ω(u+ 1) = Ω(u), Ω(−u) = Ω(u),
Ω(2τ − u) + nΩ(τ − u) + Ω(u) = 0 (122)
To summarize, to any 1-cut solution W (z) of Eqn 121, we have associated a
meromorphic function u 7→W (u) defined on the whole complex plane.
If we focus on the system of equations
Ω(u+ 1) = Ω(u), Ω(u+ 2τ) + nΩ(u+ τ) + Ω(u) = 0, (123)
the space of solutions is of dimension 2 on the field of meromorphic func-
tions invariant under 1- and 2τ -translations. We recall that n = −2 cos(piµ).
Then, if we introduce T the operator of τ -translation, one can remark that
ker
(
T2 + nT+ id
)
= ker
(
T− eipiµid)⊕ker (T− e−ipiµid). A basis of solutions
is thus given by functions which take a phase e±ipiµ under τ -translation and
are invariant under 1-translation. We may call ”pseudo-elliptic” this kind of
functions.
One can show, cf. [13], that the unique solution g(u) = Ω(u) of Eqn (122)
satisfying the boundary conditions g(u(z)) ∼ 1z when z →∞ and g(u(z)) ∝ 1κ(z)
when z → a, b,−a,−b where κ(z) = √(z2 − a2)(z2 − b2), is given by a ratio of
Jacobi theta functions:
g(u(z)) =
z
κ(z)
ϑ1
(
u(z)− τ2 + µ2 |τ
)
ϑ1
(− 12 |τ)
ϑ1
(
u(z)− τ2 |τ
)
ϑ1
(
µ−1
2 |τ
) (124)
13 However, as W (z) has a cut on [a, b] we have W (x+i0+) 6= W (x−i0+) thus W (2τ−u) 6=
W (u).
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The Jacobi theta function here is by definition (cf. [41])
ϑ1 (v|τ) = i
∑
p∈Z
(−1)p eipiτ(p+1/2)2+(2p−1)piv (125)
It satisfies ϑ1 (v + 1|τ) = −ϑ1 (v|τ) and ϑ1 (v + τ |τ) = −e−ipi(τ+2v) ϑ1 (v|τ).
g(u(z)) and g(u(−z)) form a basis of solutions of Eqn 123. By abuse of notations,
we shall write g(z) for g(u(z)). Notice that g(z) has a zero when z = c, with
c = a snk(iµK
′).
g(z) does have a discontinuity on [−b,−a]. Indeed, we have not taken into
account yet the equation W (u) = W (−u) which mean that W (z) has no dis-
continuity on [−b,−a]. We can now enforce parity to construct a basis (χ0, χ1)
of 1-cut solution of Eqn 121:
χ0(z) =
κ2(z)
z2 − c2
f(z)
2− n and χ1(z) =
z2
z2 − c2
f̂(z)
2 + n
with κ(z) =
√
(z2 − a2)(z2 − b2)
(126)
where f and f̂ are defined by:
f(z) =
g(z) + eipiµg(−z)
1− eipiµ and f̂(z) =
κ(z)
z
g(z)− eipiµg(−z)
1 + eipiµ
(127)
where g is the pseudo-elliptic function defined in Eqn (124).
6.1.3 Resolvent
As we have seen above, the resolvent W (z) solution of W (x + i0+) + W (x −
i0+) + nW (−x) = V ′(x) = t2x+ t1 is given by:
W (z) = h(z) +A(z2)χ0(z) +B(z
2)χ1(z) (128)
where h(z) is the particular solution h(z) = 2V
′(z)−nV ′(−z)
4−n2 =
t1
2+n +
t2z
2−n and
where χ0 and χ1 are given by Eqn (126) above.
A(z2) and B(z2) are polynomials of z2 that are determined using the asymp-
totic condition W (z)→ 0 as |z| → ∞.
Then we impose the three conditions on the density ρc or equivalently
we impose the asymptotic expansion of W (z) when |z| → ∞, i.e. W (z) =
1
z +
1
z2 +
s
z3 + .... There is also an additional condition coming from the fact
that W (z) must be analytic at z = ±c (as c /∈ [a, b]). These four conditions fix
the value of t1, t2, a and b (as functions of s).
In order to write down these conditions, we need the asymptotic expansion
of g(z) when z → ∞. It can be computed with a minimal number of new
notations by first establishing that [5]:
1
g(z)
dg(z)
dz
=
−iγ + zκ(z)+cκ(c)z2−c2
κ(z)
− 1
κ(z)
dκ(z)
dz
(129)
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where:
γ =
b
2K ′
(lnϑ1)
′(1− µ
2
∣∣τ), c = a snk(iµK ′) (130)
It is also convenient to introduce λ = κ(c)ic ∈ R∗+. Then, the expansion of g(z)
takes the form:
g(z) =
1
z
+
−iγ
z2
+
1
2
(a2 + b2 − c2 − γ2) 1
z3
+
i
6
{
γ3 + γ
(
3c2 − 4(a2 + b2))− 2c2λ}) 1
z4
+
1
24
{
9a4 + 9b4 − 3c4 + 6a2b2 − 6a2c2 − 6b2c2 − 10γ2(a2 + b2)
+ 6c2γ2 + γ4 − 8c2γλ
} 1
z5
+O
(
1
z6
)
(131)
• The resolvent W (z) must be analytic at z = ±c, it imposes:
λ
√
2 + n
2− n A(c
2) +B(c2) = 0 (132)
• When |z| → ∞, W (z) tends to zero. Therefore we get:
A ≡ −t2, B ≡ −t1 + t2 γ
√
2 + n
2− n (133)
• When |z| → ∞, W (z) behaves more precisely as W (z) = 1z + 1z2 + sz3 + ..
(cf. subsection 3.2.1). Taking also account of Eqn (132), we get the following
system of four equations that fix the value of the Lagrange multipliers t1,2 and
the bounds a, b (for a given purity s):
0 =
t2
2− n (λ− γ) +
t1√
4− n2
1 =
t2
2− n
1
2
(
a2 + b2 − c2 − γ2)+ t1√
4− n2 γ√
2 + n
2− n =
t2
2− n
1
3
(−λc2 + γ(a2 + b2)− γ3)+ t1√
4− n2
1
2
(
γ2 − c2)
s =
t2
2− n
1
8
(
a4 + b4 + γ4 − 3c4 − 2a2b2 + 2c2(a2 + b2)− 2γ2(a2 + b2 + c2))
+
t1√
4− n2
1
6
(
2λc2 + γ(a2 + b2 + 3c2)− γ3)
(134)
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6.1.4 Parametric solution
We can solve the system of Eqn (134) parametrically with the variable k = a/b,
or equivalently with the variable τ .
t1 = −(2− n)α1 δ3
δ22
, t2 =
(2− n)2
2 + n
δ23
δ32
b =
√
2 + n
2− n
δ2
δ3
, s =
2 + n
2− n
δ4δ2
δ23
(135)
where
α1 = λ˜− γ˜
δ2 =
1
2
(
1 + k2 − c˜2 + γ˜2)− γ˜λ˜
δ3 =
1
6
(
γ˜3 + λ˜c˜2
)
+ γ˜
(1 + k2
3
− γ˜λ˜
2
− c˜
2
2
)
δ4 = − c˜
4
24
− c˜
2
12
(1 + k2) +
k2
12
+
k4 + 1
8
− 1
6
λ˜γ˜
(
1 + k2 + c˜2 − γ˜2)
− γ˜
4
24
− γ˜
2
12
(1 + k2) +
γ˜2c˜2
4
(136)
Those are expressed in terms of the basic parameters, which are function of k
(or τ) only:
c˜ = c/b = k snk(iµK
′) , λ˜ = λ/b =
∣∣∣dnk(iµK ′)cnk(iµK ′)
isnk(iµK ′)
∣∣∣
γ˜ = γ/b =
1
2K ′
(lnϑ1)
′(1− µ
2
∣∣τ) (137)
We also record the relations [41]:
τ =
iK ′
K
, k =
(ϑ4(0|τ)
ϑ3(0|τ)
)2
, K ′ =
pi
2
ϑ23(0|τ) (138)
Eqn (135) determines the purity s as a function of the modulus k = a/b. This
relation can in principle be inverted to get k as a function of s, but it seems
too difficult to be done in closed form. Finally all the parameters t1, t2, b and
a = kb are functions of k and thus implicitly of s.
6.2 Distribution of purity
From Eqn (48), we know that the minimal energy is given by
Es[ρc] = − t0
2
− t1
2
− t2 s
4
with t0 = −t1b− t2 b
2
2
+ (n− 2) ln b+ 2I1 − nI2
(139)
38
where I1 =
´∞
b
dz
(
1
z −W (z)
)
and I2 =
´ −b
−∞ dz
(
W (z)− 1z
)
, cf. Eqn (58).
Then the distribution of purity is given by:
ΦI(s) = Es[ρc]− Es¯[ρc] (140)
where Es¯[ρc] is the constant introduced in Eqn (80).
We thus need to integrate the resolvent with respect to dz, and the solution
in the form of Eqn (128) is not convenient for this task. It is however a good
idea to use again the elliptic parametrization, and define ω(u) = z′(u)W (u).
The new function ω satisfies for all u ∈ C
ω(u) = −ω(−u), ω(u+ 1) = ω(u)
ω(u)− nω(u− τ) + ω(u− 2τ) = 0 (141)
We justify in Appendix A that, after some algebra, the minimal energy can be
written:
Es[ρc] = − t1
2
− t2
4
(
s− a
2 + b2
3
)
+ ”J0” (142)
where ”J0” is the constant term (i.e. independent of ) in the asymptotic ex-
pansion of J when → 0, the latter being defined by:
J =
ˆ ub
u∞+i
du
(− ω(u)− n
2
ω(τ − u))− 2− n
2
ln
(x−1
i
)
(143)
where x−1 is given Eqn (120). Another approach to compute the resolvent, pro-
viding a residue formula for ω(u), was developed in [4]. It allows to perform in
a systematic way the integration with respect to du on some paths of the com-
plex plane, thus to carry further the computation of Eqn (142). The resulting
expression for ω(u) is given in Eqn (148).
6.2.1 Residue formula for the resolvent
From now on, we set ν = 1 − µ, so that n = 2 cospiν. It was claimed in [4]
that14
ω(u0) = 2 Res
u→u∞ G(u0, u)ω(u)
= 2 Res
u→u∞ G(u0, u)x
′(u)
(
− 2V
′(x(u))− nV ′(−x(u))
4− n2 +
1
x(u)
) (144)
14Eqn (144) can be justified in two steps. First, one notices that G(u0, u) is constructed
to be a solution of Eqn (141) with respect to the variable u0, which implies that the residue
expression is also a solution of Eqn (141). Second, the behaviour at the poles of the left
and right hand side of Eqn (144) match, so that the difference is holomorphic on the whole
complex plane. But when n ∈]− 2, 2[, the functional relation implies that such functions are
bounded, and cannot be constant unless 0. Thus, as an application of Liouville theorem, this
difference vanishes.
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where Res u→u∞ means the residue when u → u∞. This looks like a Cauchy
residue formula, and the ”Cauchy kernel” is given by:
G(u0, u) = 1
2
1
eipiν − e−ipiν
{
− e−ipiνζν(u0 + u) + eipiνζν(u0 − u)
+ e−ipiνζν(−u0 + u)− eipiνζν(−u0 − u)
} (145)
where ζν(u) = −z′(u+ u∞)g(u+ u∞) can be written15:
ζν(u) =
∑
p∈Z
e−ipipν pi cotanpi(u+mτ) =
ϑ1(u− ν/2|τ)
ϑ1(u|τ)
ϑ′1(0|τ)
ϑ1(−ν/2|τ) (146)
It has the following important properties, merely a rewriting of those of g:
ζν(u+ 1) = ζν(u), ζν(u+ τ) = e
ipiνζν(u), ζν(u) ∼
u→0
1
u
(147)
Notice the simple pole of ζν(u) when u→ 0, with residue 1.
Let us do now the residue computation for V ′(x) = t2x+ t1. Notice that the
term x
′(u)
x(u) contributes for a simple pole with residue −1. Moreover, the term
involving V is a total derivative, thus has no simple pole in its partial fraction
expansion at infinity. We thus need to evaluate it up to order O((u − u∞)−2).
The result is:
ω(u0) = 2 Res
u→u∞ G(u0, u)
= 2 Res
u→u∞ G(u0, u)
( v2
(u− u∞)3 +
v1
(u− u∞)2 −
1
(u− u∞) +O(1)
)
= −2G(u0, u∞) + 2v1∂2G(u0, u∞) + v2∂22G(u0, u∞)
(148)
where ∂2G(u0, u) is the partial derivative of G with respect to its second argu-
ment (here u), and with:
v2 =
t2x
2
−1
2− n , v1 =
t1x−1
2 + n
(149)
where x−1 is defined in Eqn (120) . Then, we want the combination:
−ω(u0)− n
2
ω(τ − u0) = −ω(u0) + n
2
ω(u0 − τ)
= −2G˜(u0, u∞) + 2v1∂2G˜(u0, u∞) + v2∂22 G˜(u0, u∞)
(150)
where G˜(u0, u) = −G(u0, u) + n2G(u0 − τ, u). From Eqn (145), and using the
relations ζν(u+ τ) = e
ipiν ζν(u) and n = 2 cos(piν), we find:
G˜(u0, u) = −G(u0, u) + n
2
G(u0 − τ, u)
=
1
4
(
e−2ipiνζν(u0 + u)− ζν(u0 − u) + ζν(−u0 + u)− e2ipiνζν(−u0 − u)
)
(151)
15We prefer to write ζν instead of ζ, to avoid confusion with the usual notation for the
Weierstraß zeta function.
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Moreover u∞ = τ−12 thus 2u
∞ = τ mod Z and thus:
G˜(u0, u∞) =e
ipiν/2 − e−ipiν/2
4
(
− e−ipiν/2ζν(u0 − u∞)− eipiν/2ζν(u∞ − u0)
)
∂2G˜(u0, u∞) = e
ipiν/2 + e−ipiν/2
4
(
e−ipiν/2ζ ′ν(u0 − u∞) + eipiν/2ζ ′ν(u∞ − u0)
)
∂22 G˜(u0, u∞) =
eipiν/2 − e−ipiν/2
4
(
− e−ipiν/2ζ ′′ν (u0 − u∞)− eipiν/2ζ ′′ν (u∞ − u0)
)
(152)
6.2.2 Consequences
Now, we can perform the integral J and find ”J0”. The terms ∂
k
2 G˜(u0, u∞)
for k = 1, 2 can easily be integrated given the formulas (152). We need the
asymptotic expansion of ζν(u) when u → 0, which can be derived from its
expression in terms of theta functions, or from that of g(z) when z →∞:
ζν(u) =
1
u
+ C0 + C1u+ o(u) as u→ 0 (153)
where:
C0 = − iγ
x−1
, C1 =
1
2x2−1
(a2 + b2
3
− c2 − γ2
)
(154)
We thus find:
”J0” =
t1
2
√
2− n
2 + n
(ix−1C0) +
t2
4
(x2−1C1) + ”J˜0” (155)
where remains a piece ”J˜0” for which we could not find a more explicit form in
general
”J˜0” = lim
→0
{eipiν/2 − e−ipiν/2
2
(
e−ipiν/2
ˆ τ/2
i
du ζν(u)− eipiν/2
ˆ −τ/2
−i
du ζν(u)
)
− 2− n
2
ln
(x−1
i
)}
(156)
Actually, when ν is rational, ”J˜0” can be written in closed form, but this
expression depends on the denominator of ν. All the same, g and ζν can be
reduced to algebraic functions when ν is rational. Those expressions are quite
complicated to work with, and we have prefered to state results with elliptic
functions and theta functions, whose origin is more transparent. However, since
one is particularly interested in n = 1 (corresponding to ν = 1/3, µ = 2/3), i.e.
the original Bures measure problem, let us state in that case the result for ”J˜0”.
Let us define implicitly k̂, K̂ and K̂ ′, such that:
τ =
iK
K ′
=
iK̂
3K̂ ′
, k̂ =
(ϑ4(0|3τ)
ϑ3(0|3τ)
)2
, K̂ =
pi
2
ϑ23(0|3τ) (157)
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With such definitions, K̂ and K̂ ′ are the complete elliptic integrals associated
to the modulus k̂. Then, we have:
ζ1/3(u) = 2iK̂
′
( 1
snk̂(2iK̂
′ u)
+
√
3− i
2
1
snk̂(2iK̂
′ (u+ τ))
+
√
3− i
2
1
snk̂(2iK̂
′ (u+ τ))
)
(158)
The primitive of 1sn
k̂
is [41]:
ˆ v dv
snk̂(v)
=
1
2
ln
[cnk˜(v)− dnk̂(v)
cnk̂(v) + dnk̂(v)
]
(159)
We introduce the notation Rl =
cn
k̂
(2lK̂′/3)−dn
k̂
(2lK̂′/3)
cn
k̂
(2lK̂′/3)+dn
k̂
(2lK̂′/3)
and after some algebra
using the properties of Jacobi elliptic functions:
”J˜0”
∣∣∣
n=1
=
1
2
ln
( K ′
b
√
1− k̂2
)
+
1
4
[
lnR1 +
√
3
2
lnR2 −
√
3 lnR3
]
(160)
However, we will not use this expression in the remaining of this article.
6.3 Limit s→ 1: completely mixed states
The limit s→ 1 (i.e. S → 1/N) corresponds to completely mixed states (mini-
mal purity). This limit is reached when all eigenvalues of the density matrix σ
are equal. In other words, we have in the limit a→ b, i.e. k → 1 or equivalently
q = eipiτ → 0. In this regime, the fast converging series in q defining ϑ1 are
convenient to find the asymptotic expansion of all interesting quantities.
6.3.1 Asymptotics of t1, t2, a, b and s
The basic parameters to compute are:
c˜ = k snk(iµK
′) = ik
snk′(µK
′)
snk′(µK ′)
= i
ϑ4(0|τ)
ϑ3(0|τ)
ϑ1(µ/2|τ)
ϑ2(µ/2|τ)
= −i
√
2 + n
2− n
{
1− 4q + 2(4 + n)q2 − 8(2 + n)q3 + 2(16 + 9n+ n2)q4
− 8(7 + 5n+ n2)q5 + 2(2 + n)(24 + 8n+ n2)q6 − 8(2 + n)(10 + 4n+ n2)q7
+ 2(128 + 129n+ 49n210n3 + n4)q8 + o(q8)
}
(161)
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λ˜ =
∣∣∣dnk(iµK ′) cnk(iµK ′)
isnk(iµK ′)
∣∣∣ = ∣∣∣ dnk′(µK ′)
cnk′(µK ′) snk′(µK ′)
∣∣∣
=
(ϑ2(0|τ)
ϑ3(0|τ)
)2 ϑ3(µ/2|τ)ϑ4(µ/2|τ)
ϑ1(µ/2|τ)ϑ2(µ/2|τ)
=
4√
4− n2
{
1− 4q + q2(16− n2)− 4(12− n2)q3 + (128− 13n2)q4
− 12(26− 3n2)q5 + (704− 84n2 − n4)q6 − 4(376− 46n2 − n4)q7
+ 3(1024− 127n2 − 4n4)q8 + o(q8)
}
(162)
k =
(ϑ2(0|τ ′)
ϑ3(0|τ ′)
)2
=
(ϑ4(0|τ)
ϑ3(0|τ)
)2
= 1− 8q + 32q2 − 96q3 + 256q4 − 624q5 + 1408q6
− 3008q7 + 6144q8 + o(q8)
K ′ =
pi
2
ϑ23(0|τ) =
pi
2
{
1 + 4q + 4q2 + 4q4 + 8q5 + 4q8 + o(q8)
}
(163)
γ˜ =
(lnϑ1)
′(ν/2)
2K ′
=
√
2 + n
2− n
{
1− 4q + 2(8− n)q2 − 8(6− n)q3 + 2(64− 11n− n2)q4
− 8(39− 7n− n2)q5 + 2(352− 64n− 10n2 − n3)q6 − 8(188− 34n− 6n2 − n3)q7
+ 2(1536− 279n− 51n2 − 10n3 − n4)q8 + o(q8)
}
(164)
Now, the expansions of the parameters defined in Eqn (136) read:
α1 =
√
2− n
2 + n
{
1− 4q + 2(8 + n)q2 − 8(6 + n)q3 + 2(64 + 11n− n2)q4
− 8(39 + 7n− n2)q5 + (352 + 64n− 10n2 + n3)q6 − 8(188 + 34n− 6n2 + n3)q7
+ 2(1536 + 279n− 51n2 + 10n3 − n4)q8 + o(q8)
}
δ2 = 4(2− n)
{
q2 − 8q3 + (40− n)q4 − 8(20− n)q5 + (556− 38n+ n2)q6
− 8(218− 18n+ n2)q7 + (5056− 474n− 38n2 + n3)q8 + o(q8)
}
δ3 = 4
√
4− n2
{
q2 − 12q3 + (88− n)q4 − 4(124− 3n)q5 + (2348− 84n+ n2)q6
− 4(2446− 112n+ 3n2)q7 + (36928− 2006n− 84n2 + n3)q8 + o(q8)
}
δ4 = 4(2− n)
{
q2 − 16q3 + (156− n)q4 − 16(72− n)q5 + (7020− 150n+ n2)q6
− 16(2314− 66n+ n2)q7 + (174240− 6126n− 150n2 + n3)q8 + o(q8)
}
(165)
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We deduce the expansion of the physical parameters:
t1 = − 1
4q2
− 8 + 3n
4
− 10 + 7n
2
q2 +
n(n− 1)
2
q4 + o(q4)
t2 =
1
4q2
+
n+ 8
4
+
5(n+ 2)
2
q2 +
n(n+ 5)
2
q4 + o(q4)
b = 1 + 4q − 16q3 − 2nq4 + 8(7− n)q5 + 12nq6 + o(q6)
a = 1− 4q + 16q3 − 2nq4 − 8(7− n)q5 + 12nq6 + o(q6)
s = 1 + 4q2 − 32q4 + 4(44− 5n)q6 + o(q6)
(166)
Notice that the position of a < 1 < b can be deduced from each other by
changing the sign of all odd powers in q. This can now be converted to an
expansion in the variable (s− 1)→ 0. We first compute:
q =
(s− 1)1/2
2
+
(s− 1)3/2
2
+
68 + 5n
64
(s− 1)5/2 + o((s− 1)5/2) (167)
from which we obtain:
t1 = − 1
s− 1 −
3n
4
− 9n
16
(s− 1) + o(s− 1)
t2 =
1
s− 1 +
n
4
+
5
16
(s− 1) + o(s− 1)
b = 1 + 2
√
s− 1− n
8
(s− 1)2 + o((s− 1)2)
a = 1− 2√s− 1− n
8
(s− 1)2 + o((s− 1)2)
(168)
6.3.2 Asymptotics of the purity distribution
We need the asymptotic expansion of ζν(w) for w pure imaginary between −τ/2
and τ/2:
ζν(u) =
ϑ1(u− ν/2|τ)
ϑ1(u|τ)
ϑ′1(0|τ)
ϑ1(−ν/2|τ)
= pi cotan(piu)− pi cotan(piν/2) + 4pi sin (pi(2u− ν))q2
+ 4pi
{
sin
(
pi(2u− 2ν))+ sin (pi(4u− ν))}q4
+ 4pi
{
sin
(
pi(2u− 3ν))+ sin (pi(6u− ν))}q6
+ 4pi
{
sin
(
pi(2u− 4ν))+ sin (pi(4u− 2ν))+ sin (pi(8u− ν))}q8
+O(q5)
(169)
The O(q5) is indicated after taking into account the fact that u ∈ [−τ/2, τ/2]
and |τ | → ∞. If u remains bounded, it is in fact a O(q9). Those expressions
could be used to obtain an asymptotic expansion of the spectral density. Here,
we will focus on the purity distribution ΦI(s), for which we need the expansion
of ”J˜0”. Since the O(q
5) to integrate in fact reaches the order of magnitude
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O(q5) from a smaller order of magnitude, and exponentially in the variable u,
it remains a O(q5) after integration over u.
”J˜0” = − ln q + 2− n
2
{
ln
[K ′
pib
]
+ nq2 + (−2 + n
2
+ n2)q4 + o(q4)
}
= − ln[21−n/2q] + (2− n)(4 + n)
2
{
q2 +
2n− 3
2
q4
}
+ o(q4)
(170)
Notice also that, by expanding Eqn (169) around u → 0, we can identify
the asymptotic expansion of the constants C0 and C1 (although it could also be
obtained from the previous expansions and Eqn (154)):
C0 = pi
√
2 + n
2− n
{
− 1− 2(2− n)q2 − 2(2− n)(1 + n)q4 − 2(2− n)n2q6 + o(q6)
}
C1 =
pi2
3
{
− 1 + 12n q2 − 12(2− 2n− n2)q4 + 12n3q6 + o(q6)
}
(171)
Finally, the purity distribution ΦI(s) = Es[ρc]−Es[ρc] has a small q expansion:
ΦI(s) = − ln q + 1
4
+
2− n
2
{
ln
( 2
µ
√
2 + n
2− n
)
+ ψ
(1− µ
2
)
− ψ(1)− 1
2
}
+
pi
4
√
4− n2 + 8− n
2
q2 − 38− 7n
4
q4 + o(q4)
(172)
and in terms of the variable s:
ΦI(s) = −1
2
ln
(s− 1
2
)
+
1
4
+
2− n
2
{
ln
( 2
µ
√
2 + n
2− n
)
+ ψ
(1− µ
2
)
− ψ(1)− 1
2
}
+
pi
4
√
4− n2 + 8− n
8
(s− 1) + 104 + 5n
64
(s− 1)2 + o((s− 1)2)
(173)
The rate function ΦI(s) has thus a logarithmic (integrable) divergence when s→
1, with the same leading coefficient −1/2 for all values of n. The distribution
of the purity thus vanishes rapidly when s→ 1:
P
(
Σ2 =
s
N
,N
)
∝ (s− 1)N
2
2 as N →∞ and s→ 1 (174)
The probability that the Bures random state is a highly mixed state, ie s close
to 1 (it corresponds to the case where the state is highly entangled with its
environment) is thus very small (it was the same for random Hilbert-Schmidt
states [30]).
6.3.3 Remark on separability
Let us assume that H is the Hilbert space of a bipartite system, i.e. H =
HA⊗HB with N = NANB (with N the dimension of H, NA the one of HA and
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NB of HB ). We recall that a state is said to be separable if it is a convex sum
of tensor product states, ie if the density matrix is of the form
σ =
∑
i
piσ
A
i ⊗ σBi with pi ≥ 0 and
∑
i
pi = 1 (175)
and where σAi ∈ L(HA), σBi ∈ L(HB). otherwise it is entangled. Gurvits and
Barnum [3] showed that states with purity Σ2 smaller than
1
N−1 are necessarily
separable (independently of the bipartition A,B). In our notations, this cor-
responds to states having s ≤ s′ = NN−1 , which is close to 1 for large N . We
can deduce from Eqn (173) a logarithmic equivalent for the probability that a
random Bures state has purity less that 1N−1 :
P
( s
N
≤ 1
N − 1
)
≈ N−N
2
2 (176)
Since the probability that a random Bures states is separable is of order N−N
2/4
(Corollary 2 in [42]), we have:
RN = ln
P
(
s
N ≤ 1N−1
)
P(separable) ' N−N
2/2 (177)
This means that the criterion of separability based on purity is superexponen-
tially loose when N is large.
6.4 Transition I-II
The transition between regime I and regime II happens at s = s1 when a→ 0,
i.e. τ → 0 or equivalently q → 1, q′ = eipiτ ′ = e−ipi/τ → 0. It is now convenient
to perform a modular transformation on the theta functions, to write them as
fast converging series of q′ instead of q:
ϑ1(v|τ) = (−iτ)−1/2 e−ipiv2/τ ϑ1(v/τ |τ ′), τ ′ = 1/τ (178)
It turns out that an expansion up to O((q′)1+µ) of all parameters is necessary
to find the order of the transition between I and II.
6.4.1 Asymptotics of t1, t2, a, b and s
(q′)µ and Q = (q′)1−µ are both involved in the asymptotics when q′ → 0. For
non-rational µ, they are algebraic independent, so all the terms of the form
(q′)µpQj are of distinct order of magnitude. For rational µ, one will have to
several collect of these terms to find the asymptotic expansion at a given order.
Since we assume 1/2 < µ < 1, and we want expressions up to o((q′)1+µ =
(q′)2µQ), we can use (q′)4µ ∈ o((q′)1+µ) to expand all expressions up to order
3 in the variable (q′)µ, and then find the general coefficient of the expansion in
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Q. We can also simplify expressions since (q′)3µQ ∈ o((q′)3µ) and (q′)2µQj ∈
o((q′)1+µ) whenever j ≥ 2.
c˜2 = k2 snk(iµK
′) =
(ϑ2(0|τ ′)
ϑ3(0|τ ′)
ϑ1(µτ
′/2|τ ′)
ϑ4(µτ ′/2|τ ′)
)2
= −
∑
j≥0
4jQj + 8(q′)µ
[
Q+
∑
j≥1
4(j − 1)Qj]− 4(q′)2µ[Q+ 12Q2]+ o((q′)1+µ)
λ˜ =
∣∣∣dnk(iµK ′) cnk(iµK ′)
snk(iµK ′)
∣∣∣ = ∣∣∣(ϑ4(0|τ ′)
ϑ3(0|τ ′)
)2 ϑ3(µτ ′/2|τ ′)ϑ2(µτ ′/2|τ ′)
ϑ1(µτ ′/2|τ ′)ϑ4(µτ ′/2|τ ′)
∣∣∣
= 1 +
∑
j≥1
2jQj + 2(q′)µ
[
1− 2Q− 5Q2 −
∑
j≥3
8Qj
]
+ 2(q′)2µ
[
1− 5Q]+ 2(q′)3µ + o((q′)1+µ)
γ˜ =
1
2
(lnϑ1)
′
(1− µ
2
∣∣∣τ) = pi
2K
[
µ− 1 + i
pi
(lnϑ1)
′
( (1− µ)τ ′
2
∣∣∣τ ′)]
= µ+
∑
j≥1
2jQj − 4(q′)µ[µQ+∑
j≥2
2jQj
]− 2(q′)2µQ+ o((q′)1+µ)
k2 =
(ϑ2(0|τ ′)
ϑ3(0|τ ′)
)4
= 16(q′)µQ+ o((q′)1+µ)
K =
pi
2
ϑ23(0|τ ′) =
pi
2
(
1 + 4(q′)µQ+ o((q′)1+µ)
)
(179)
Then, we deduce the expansion for the parameters defined in Eqn (136):
α1 = 1− µ+ 2(q′)µ
[
1− 2(1− µ)Q−Q2]+ 2(q′)2µ[1− 4Q]+ 2(q′)3µ + o((q′)1+µ)
δ2 =
(1− µ)2
2
+ 2(q′)µ
[− µ+ 2µ(2− µ)Q− (2− µ)Q2]+ 2µ(q′)2µ[− 1 + 8Q]− 2µ(q′)3µ + o((q′)1+µ)
δ3 =
µ(2− µ)(1− µ)
6
+ (q′)µ
[− µ2 − 2µ(2− µ)(1− µ)Q+ (2− µ)2Q2]
µ2(q′)2µ
[− 1 + 12Q]− µ2(q′)3µ + o((q′)1+µ)
δ4 =
(1− µ)2(1 + µ)(3− µ)
24
+
(q′)µ(1− µ)
3
[− µ(1 + µ)− 2µ(1− µ)(2− µ)Q+ (2− µ)(3− µ)Q2]
− µ(q
′)2µ
3
[
(1− µ)(1 + µ) + 8(2 + µ2)Q]− µ(1− µ)(1 + µ)
3
(q′)3µ + o((q′)1+µ)
(180)
We then find that s reaches from below the limit:
s∗ = s1 =
2 + n
2− n
3
4
(1− µ)2(1 + µ)(3− µ)
µ2(2− µ)2 (181)
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which gives the value of s1. The limit of the other physical parameters read:
t∗1 = −(2− n)
2
3
µ(2− µ)
(1− µ)2
t∗2 =
(2− n)2
2 + n
2
9
µ2(2− µ)2
(1− µ)4
b∗ =
√
2 + n
2− n 3
1− µ
µ(2− µ)
a∗ = 0
(182)
and their asymptotic expansion is:( t1 − t∗1
t∗1
)
=
4 (q′)µ
(2− µ)(1− µ)2µ
[
µ(1 + µ)− 4µ(2− µ)Q+ (2− µ)(3− µ)Q2]
+
4 (q′)2µ
(1− µ)4(2− µ)
[
(1 + µ)2(1 + 2µ) + 16(−1− 3µ+ µ2)Q]
+
4(1 + µ)4(1 + 3µ)
(1− µ)6(2− µ) (q
′)3µ + o((q′)1+µ)( t2 − t∗2
t∗2
)
=
12 (q′)µ
(2− µ)(1− µ)2µ
[
µ2 − 2µ(2− µ)Q+ (2− µ)2Q2]
+
24µ (q′)2µ
(2− µ)2(1− µ)4
[
(1 + µ)(1 + 2µ− µ2)− 4µ3(2− µ)(5− µ)Q]
+
4µ(1 + µ)2(6 + 27µ+ 16µ2 − 9µ3)
(2− µ)2(1− µ)6 (q
′)3µ + o((q′)1+µ)
(b− b∗
b∗
)
=
2 (q′)µ
µ(2− µ)(1− µ)2
[− µ2(1 + µ) + 2µ(2− µ)(3− 2µ+ µ2)Q− (3− µ)(2− µ)2Q2]
+
4µ (q′)2µ
(2− µ)2(1− µ)3
[− (1 + µ)2(2 + µ) + 4(2− µ)(5 + µ2)Q]
− 4µ(1 + µ)
3(2 + µ)2
(2− µ)3(1− µ)4 (q
′)3µ + o((q′)1+µ)(s− s∗
s∗
)
=
4 (q′)µ
(3− µ)(2− µ)(1− µ)2µ(1 + µ)
[− µ2(1 + µ)2 + 2µ(2− µ)(9− 10µ+ 5µ2)Q
− (2− µ)2(3− µ)2Q2]
− 8µ (q
′)2µ
(3− µ)(2− µ)2(1− µ)3
[
(1 + µ)3 + 4(2− µ)(1− 5µ)Q]
− 4µ(1 + µ)
4(2 + µ)(2 + 3µ)
(3− µ)(2− µ)3(1− µ)4(1 + µ) (q
′)3µ + o((q′)1+µ)
(183)
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This could in turn be converted to expansions in the variable (s∗ − s)→ 0. We
just notice here that at leading order:
q′ ∼
(
3
2− n
2 + n
(2− µ)3µ
(1 + µ)2
(s∗ − s)
)1/µ
(184)
and since q′ > 0, it is clear that the regime I must correspond to s < s∗.
6.4.2 Asymptotics of the purity distribution
We need the asymptotic expansion of ζν(τw) for w real valued between −1/2
and 1/2:
ζν(wτ) =
2ipi
τ
(eipi(1−µ)w
e2ipiw − 1−
(q′)(1−µ)
1− (q′)1−µ e
ipi(1−µ)w+(q′)1+µe−(1+µ)ipiw+o((q′)1+µ)
)
(185)
By expanding around w → 0, we also identify the asymptotic expansion of the
coefficients C0 and C1:
C0
ipi/τ
= −µ− 2(q
′)1−µ
1− (q′)1−µ + 2(q
′)1+µ + o((q′)1+µ)
C1
pi2/τ2
=
1
2
(1
3
− µ2
)
+ 2(1− µ) (q
′)1−µ
1− (q′)1−µ + 2(1 + µ) (q
′)1+µ + o((q′)1+µ)
(186)
We also deduce the asymptotic expansion of ”J˜0” (the derivation is presented
in detail in Appendix B):
”J˜0” = −2− n
2
ln
(pib
K
)
−
√
4− n2 pi
4
− 2− n
2
[
ψ(1)− ψ
(1− µ
2
)]
+
(q′)1−µ
1− (q′)1−µ
2− n
1− µ +
2− n
1 + µ
(q′)1+µ + o((q′)1+µ)
(187)
where ψ = (ln Γ)′ is the digamma function, and b and K must also be expanded
according to Eqns (179) and (183). Notice that the terms of ”J˜0” involving pi
and ψ are also present in Es[ρc] given in Eqn (80). So, they cancel each other
in ΦI(s) = Es[ρc]− Es[ρc]. We thus find the small q′ expansion:
ΦI(s) =
2− n
2
{−9 + 14µ− µ2
24(1− µ)2 + ln
(2
3
2− µ
1− µ
)}
+
(2− n) (q′)µ
3(1− µ)4µ
[µ2(1 + µ)2
2− µ − 2µ(9− 10µ+ 5µ
2)Q+ (3− µ)2(2− µ)Q2]
+
2(2− n)µ (q′)2µ
3(2− µ)2(1− µ)6(1 + µ)
[
(1 + µ)3(−1− 4µ+ µ2 + µ3)
+ 4(2− µ)2(−13 + 5µ− 11µ2 − 5µ3)Q]
+
(2− n)µ(1 + µ)3(4 + 28µ+ 7µ2 − 31µ3 + 5µ4 + 3µ5)
3(2− µ)3(1− µ)8 (q
′)3µ
+ o((q′)1+µ)
49
If we turn this expression into an expansion in the variable (s∗ − s), we notice
that up to a global factor, the coefficient of (q′)µ and of (q′)µQ are precisely
those found in the expansion of s∗− s. This means that ΦI(s) contains a linear
term in (s∗ − s), and no (s∗ − s)1/µ as we would have naively expected. The
next correction comes at order (q′)2µ ∼ (s∗−s)2, and going one step further, we
find a singular term of order (q′)2µQ = (q′)1+µ ∼ (s∗− s)1+1/µ. More precisely:
ΦI(s) =
2− n
2
{−9 + 14µ− µ2
24(1− µ)2 + ln
(2
3
2− µ
1− µ
)}
+
(2− n)(3− µ)(1 + µ)
12(1− µ)2
(s∗ − s
s∗
)
+
(2− n)(3− µ)2
8(1− µ)2
(s∗ − s
s∗
)2
+
32(2− n)µ2
(1− µ)5(1 + µ)
( (3− µ)(2− µ)(1− µ)2
4µ(1 + µ)
s∗ − s
s∗
)1+1/µ
+ o
(
(s∗ − s)1+1/µ)
(188)
In fact, this expansion matches up to O((s∗− s)2) that of ΦII(s), see Eqn (85),
and the transition between regime I and II is characterized by:
ΦI(s)−ΦII(s) ∼ 32(2− n)µ
2
(1− µ)5(1 + µ)
( (3− µ)(2− µ)(1− µ)2
4µ(1 + µ)
s∗ − s
s∗
)1+1/µ
(189)
So, the purity distribution and its first and second derivative are continuous
when s → s∗1, but its third left derivative blows up. The transition I-II is
therefore of order 1 + piarccos(n/2) for all n ∈]0, 2[.
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A General expression for the minimal energy
We start from the expression:
Es[ρc] = − t1
2
− t2s
4
+
(
− I1 + n
2
I2 − 2− n
2
ln b+
t1b
2
+
t2b
2
4
)
(190)
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where:
− I1 + n
2
I2
=
ˆ ∞
b
dz
(
W (z)− 1
z
)
+
n
2
ˆ −b
−∞
dz
(
W (z)− 1
z
)
=
ˆ b
∞
dz
{
−W (z)− 2V
′(z)− nV ′(−z)
4− n2 +
1
z
+
n
2
(
−W (−z)− 2V
′(−z)− nV ′(z)
4− n2 −
1
z
)}
= lim
M→+∞
ˆ b
M
dz
(
−W (z)− n
2
W (−z) + 2− n
2z
− V
′(z)
2
)
= lim
M→+∞
{ˆ ub
u(M)
du
(
− ω(u)− n
2
ω(τ − u)
)
− (2− n) ln(M/b)
2
+
V˜ (M)
2
}
− V˜ (b)
2
= lim
→0+
{ˆ ub
u∞+i
du
(
− ω(u)− n
2
ω(τ − u)
)
− (2− n) ln[x(u
∞ + i)/b]
2
+
V˜ (x(u∞ + i))
2
}
− t2b
2
4
− t1b
2
(191)
We have written V˜ (x) = t2x
2
2 + t1x. Notice that V˜ (x(u
∞ + i)) admits an
expansion in the limit  → 0 with a constant term due to the x2, and equal to
t2x1x−1, where:
x(u∞ + δ) =
δ→0
x−1
δ
+ x1δ +O(δ
3) (192)
is the asymptotic expansion of x near infinity. Moreover, we know x1 from
Eqn (120). If we introduce
J =
ˆ ub
u∞+i
du
(
− ω(u)− n
2
ω(τ − u)
)
− 2− n
2
ln
(x−1
i
)
(193)
and ”J0” the constant term in the asymptotic expansion of J when → 0, we
can write:
Es[ρc] = − t1
2
− t2
4
(
s− 1
3
(a2 + b2)
)
+ ”J0” (194)
B Transition I-II: expansion of J˜0
We want to compute in an asymptotic expansion when q′ → 0:
J˜ =
eipiν/2 − e−ipiν/2
2
{
e−ipiν/2
ˆ 1/2
i/τ
ζν(τw)d(τw)− eipiν/2
ˆ −1/2
−i/τ
ζν(τw)
}
− 2− n
2
ln
(x−1
i
)
(195)
and in particular the constant term ”J˜0” in its asymptotic expansion when
→ 0. We have seen in Eqn (185) that at the transition between regime I and
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II,
lim
s→s∗ τζν(τw) = (2ipi)
eipi(1−µ)w
e2ipiw − 1 (196)
and all the other corrections to ζν(τw) are regular when w → 0. So, the compu-
tation of the subleading terms of ”J˜0” (written in Eqn (170)) is straightforward,
and we shall concentrate on the leading term, i.e. lims→s∗ ”J˜0”.
We perform the change of variables y = e2ipiw and introduce contours as
in the picture (the quarter of circles C± are both defined with anticlockwise
orientation). We now have an integral on a portion of the unit circle in the
y-plane. Notice that the function ζν(u(y)) has a cut on the negative real axis,
and going from above the cut to below the cut along the unit circle correspond
to send u to u+ τ , thus for any y ∈ R−:
ζν(u(y − i0+)) = eipiνζν(u(y + i0+)) (197)
We have:
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J˜
∣∣∣
s=s∗
=
eipiν/2 − e−ipiν/2
2
{
e−ipiν/2
ˆ
Γ+1
dy yν/2−1
y − 1 − e
ipiν/2
ˆ
Γ−1
dy yν/2−1
y − 1
}
− 2− n
2
ln
( bτ
2iK ′
)
=
eipiν/2 − e−ipiν/2
2
{
e−ipiν/2
(ˆ
C+
dy yν/2−1
y − 1 −
ˆ 1−∣∣ 2piτ ∣∣
0
dy yν/2−1
y − 1 −
ˆ 0
−1
dy (−eipiν/2) |y|ν/2−1
y − 1
)
− eipiν/2
(
−
ˆ
C−
dy yν/2−1
y − 1 −
ˆ 1−∣∣ 2piτ ∣∣
0
dy yν/2−1
y − 1 −
ˆ 0
−1
dy (−e−ipiν/2) |y|ν/2−1
y − 1
)}
− 2− n
2
ln
( bτ
2iK ′
)
=
eipiν/2 − e−ipiν/2
2
{ ipi
2
(e−ipiν/2 + eipiν/2) + (eipiν/2 − e−ipiν/2)
ˆ 1−∣∣ 2piτ ∣∣
0
dy yν/2−1
y − 1
}
− 2− n
2
ln
( bτ
2iK ′
)
= −pi
4
√
4− n2 − 2− n
2
{ˆ 1−∣∣ 2piτ ∣∣
0
dy yν/2−1
y − 1 + ln
( bτ
2iK ′
)}
+ o(1)
(198)
where the o(1) stands for a quantity going to 0 when → 0. Thus:
”J˜0”
∣∣∣
s=s∗
= −
√
4− n2 pi
4
− 2− n
2
{
ln(2) +
ˆ 1
0
dy
yν/2−1 − 1
y − 1
}
(199)
The last integral is elementary:
ˆ 1
0
dy
yν/2−1 − 1
y − 1 = − limα→1−
(ˆ 1
0
dy yν/2−1(1− y)−α −
ˆ 1
0
dy (1− y)−α
)
= − lim
α→1−
(Γ(ν/2)Γ(1− α)
Γ(ν/2 + 1− α) −
1
1− α
)
(200)
Since Γ(1 − α) = 11−α + γE + O(1 − α) and Γ′(1) = −γE while Γ(1) = 1, we
obtain: ˆ 1
0
dy
yν/2−1 − 1
y − 1 = −γE −
Γ′(ν/2)
Γ(ν/2)
= ψ(1)− ψ(ν/2) (201)
where ψ = (ln Γ)′ is the digamma function.
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