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The Normed Ordered Cone of Operator
Connections
Pattrawut Chansangiam∗, Wicharn Lewkeeratiyutkul
Abstract: A connection in Kubo-Ando sense is a binary operation for posi-
tive operators on a Hilbert space satisfying the monotonicity, the transformer
inequality and the continuity from above. A mean is a connection σ such that
AσA = A for all positive operators A . In this paper, we consider the inter-
play between the cone of connections, the cone of operator monotone functions
on R+ and the cone of finite Borel measures on [0,∞] . The set of operator
connections is shown to be isometrically order-isomorphic, as normed ordered
cones, to the set of operator monotone functions on R+ . This set is isometri-
cally isomorphic, as normed cones, to the set of finite Borel measures on [0,∞] .
It follows that the convergences of the sequence of connections, the sequence
of their representing functions and the sequence of their representing measures
are equivalent. In addition, we obtain characterizations for a connection to be
a mean. In fact, a connection is a mean if and only if it has norm 1.
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1 Introduction
A general theory of operator means was given by Kubo and Ando [9]. De-
note by B(H) the von Neumann algebra of bounded linear operators on a
complex Hilbert space H and B(H)+ its positive cone. A connection is a bi-
nary operation σ assigned to each pair of positive operators such that for all
A,B,C,D > 0:
(M1) monotonicity: A 6 C,B 6 D =⇒ AσB 6 C σD
(M2) transformer inequality: C(AσB)C 6 (CAC)σ (CBC)
(M3) continuity from above: for An, Bn ∈ B(H)
+ , if An ↓ A and Bn ↓ B ,
then An σ Bn ↓ AσB . Here, An ↓ A indicates that An is a decreasing
sequence converging strongly to A .
∗Corresponding author
This definition is modeled from the notion of the parallel sum introduced in
[1] for analzing multiport electrical networks. A mean is a connection σ such
that Aσ A = A for all A > 0 or, equivalently, I σ I = I . Here are examples of
means in practical usage:
• arithmetic mean: A▽B = (A+B)/2
• geometric mean [2, 3]: A#B = A1/2(A−1/2BA−1/2)1/2A1/2
• harmonic mean: A !B = 2(A−1 +B−1)−1
• logarithmic mean: (A,B) 7→ A1/2f(A−1/2BA−1/2)A1/2 where f(x) =
(x− 1)/ log x .
For connections σ and η on B(H)+ , we define
σ + η : B(H)+ ×B(H)+ → B(H)+ : (A,B) 7→ (AσB) + (AηB),
kσ : B(H)+ ×B(H)+ → B(H)+ : (A,B) 7→ k(AσB), k ∈ R+.
Denote by C(B(H)+) the set of connections on B(H)+ . Define a partial order
6 for connections on B(H)+ by σ1 6 σ2 if Aσ1 B 6 Aσ2 B for all A,B ∈
B(H)+ . It is straightforward to show that the set C(B(H)+) is an ordered
cone in which the neutral element is the zero connection 0 : (A,B) 7→ 0. This
cone is pointed (i.e. σ > 0 for all σ ) and order cancellative.
A major tool in Kubo-Ando theory of connections and means is the class
of operator monotone functions. This concept was introduced in [10]; see more
information in [5, 6, 8]. Recall that continuous real-valued function f on an
interval I is called an operator monotone function if for all Hilbert spaces H
and for all Hermitian operators A,B ∈ B(H) whose spectra are contained in
I , we have
A 6 B =⇒ f(A) 6 f(B).
Denote by OM(R+) the set of operator monotone functions from R+ = [0,∞)
to itself. This set is a cone under usual addition and scalar multiplication in
which the zero function 0 : x 7→ 0 is the neutral element. The partial order
on OM(R+) is defined pointwise. This cone becomes an ordered cone which is
pointed and order cancellative.
A major result in Kubo-Ando theory is a one-to-one correspondence between
connections on B(H)+ and operator monotone functions on R+ as follows:
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Theorem 1.1 ([9]). Given a connection σ , there is a unique operator monotone
function f : R+ → R+ satisfying
f(x)I = I σ (xI), x ∈ R+.
Moreover, the map σ 7→ f is an affine order isomorphism. In addition, σ is a
mean if and only if f(1) = 1 .
We call f the representing function of σ . There is also a one-to-one cor-
respondence between connections and finite Borel measures on [0,∞] given by
the following integral representation:
Theorem 1.2 ([9]). Given a connection σ , there is a unique finite Borel mea-
sure µ on [0,∞] such that
AσB =
∫
[0,∞]
λ+ 1
2λ
(λA !B) dµ(λ), A,B > 0. (1)
Moreover, the map σ 7→ µ is an affine isomorphism. In addition, σ is a mean
if and only if µ([0,∞]) = 1 .
The measure µ in this theorem is called the representing measure of σ . Here,
the cone of finite Borel measures on [0,∞] , denoted by BM([0,∞]) , is equipped
with the usual algebraic operations and pointwise order. The cone BM([0,∞])
is an ordered cone in which the zero measure is the neutral element.
In this paper, we investigate structures of the cone of connections in relation
with the cone of operator monotone functions on R+ and the cone of finite
Borel measures on [0,∞] . We define a norm for a connection in such a way that
the set of operator connections becomes a normed ordered cone. On the other
hand, the cone of operator monotone functions on R+ and the cone of finite
Borel measures on [0,∞] are equipped with suitable norms. The set of operator
connections is shown to be isometrically order-isomorphic, as normed ordered
cones, to the set of operator monotone functions on R+ via the map sending a
connection to its representing function. This set is isometrically isomorphic, as
normed cones, to the set of finite Borel measures on [0,∞] via the map sending
a connection to its representing measure. It follows that the convergences of the
sequence of connections, the sequence of their representing functions and the
sequence of their representing measures are equivalent. In addition, we obtain
characterizations for a connection to be a mean. In fact, a connection is a mean
if and only if it has norm 1.
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2 Norms for connections, operator monotone func-
tions and Borel measures
In this section, we consider topological structures of the cone of connections,
the cone of operator monotone functions on R+ and the cone of finite Borel
measures on [0,∞] . In fact, there are norms equipped naturally on these cones.
Recall that a normed cone is a cone C equipped with a function ‖·‖ : C →
R
+ such that for each x, y ∈ C and k ∈ R+ ,
(i) ‖x‖ = 0 =⇒ x = 0,
(ii) ‖kx‖ = k‖x‖ ,
(iii) ‖x+ y‖ 6 ‖x‖+ ‖y‖ .
A normed ordered cone is an ordered cone (C,6) which is also a normed cone
such that for each x, y ∈ C , x 6 y =⇒ ‖x‖ 6 ‖y‖ .
We define a function ‖·‖ : C(B(H)+)→ R+ by
‖σ‖ = sup {‖AσB‖ : A,B > 0, ‖A‖ = ‖B‖ = 1}
for each connection σ .
Recall that each connection σ on B(H)+ induces a unique connection σ˜ on
R
+ such that
(xI)σ (yI) = (x σ˜ y)I, x, y ∈ R+.
A connection and its induced connection may be written by the same notation.
Lemma 2.1. ([4]) For each connection σ , we have ‖AσB‖ 6 ‖A‖ σ ‖B‖ for
all A,B > 0 .
Proposition 2.2. For each connection σ , we have
‖σ‖ = sup
{
‖AσA‖
‖A‖
: A > 0
}
= sup {‖AσA‖ : A > 0, ‖A‖ = 1}
=
‖AσA‖
‖A‖
for any A > 0
= ‖IσI‖.
Proof. Clearly, ‖σ‖ > ‖IσI‖ . For each A,B > 0 with ‖A‖ = ‖B‖ = 1, it
follows from Lemma 2.1 that
‖AσB‖ 6 ‖A‖ σ ‖B‖ = 1 σ 1 = ‖(1 σ 1)I‖ = ‖I σ I‖.
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Hence, ‖σ‖ 6 ‖I σ I‖ . For each A > 0, we have ‖
1
‖A‖
A‖ = 1 and hence
‖σ‖ > ‖
1
‖A‖
Aσ
1
‖A‖
A‖ = ‖
1
‖A‖
(Aσ A)‖ =
‖AσA‖
‖A‖
On the other hand, for A > 0 we have
‖I σ I‖ = ‖A−1/2(Aσ A)A−1/2‖
6 ‖A−1/2‖‖AσA‖‖A−1/2‖
= ‖A‖−1/2‖AσA‖‖A‖−1/2.
Thus, ‖σ‖ = ‖AσA‖/‖A‖ for any A > 0.
Proposition 2.3. The pair (C(B(H)+), ‖·‖) is a normed ordered cone.
Proof. For each σ, η ∈ C(B(H)+) and k ∈ R+ , by Proposition 2.2 we have
‖kσ‖ = ‖I (kσ) I‖ = ‖k(IσI)‖ = k‖IσI‖ = k‖σ‖,
‖σ + η‖ = ‖I (σ + η) I‖ = ‖(IσI) + (IηI)‖ 6 ‖IσI‖+ ‖IηI‖ = ‖σ‖+ ‖η‖.
Suppose now that ‖σ‖ = 0, i.e. IσI = 0. For each projection P , we have
P 6 I and hence IσP 6 IσI = 0, i.e. IσP = 0. Similarly, (xI)σI = 0 for
each x ∈ [0, 1]. Then for each x > 1,
Iσ(xI) = x
(
1
x
I σ I
)
= 0.
Consider A ∈ B(H)+ in the form A =
∑m
i=1 λiPi where λi > 0 and Pi ’s are
projections such that PiPj = 0 for i 6= j and
∑m
i=1 Pi = I . We have
I σ A =
m∑
i=1
(I σ A)Pi =
∑
Pi σ APi =
∑
Pi σ λiPi =
∑
Pi(I σ λiI) = 0.
For general A ∈ B(H)+ , let {An} be a sequence of invertible positive operators
such that An ↓ A . Then I σ A = limn→∞ I σ An = 0 for all A > 0. Hence, for
A,B ∈ B(H)+ ,
AσB = lim
ǫ↓0
Aǫ σ B = lim
ǫ↓0
A1/2ǫ (I σ A
−1/2
ǫ BA
−1/2
ǫ )A
1/2
ǫ = 0,
here Aǫ ≡ A+ ǫI . Thus σ = 0.
If σ 6 η , then ‖σ‖ = ‖I σ I‖ 6 ‖I η I‖ = ‖η‖ since I σ I 6 I η I .
Recall that a function f from a cone C into a cone D is called linear or
affine if f(rx+ sy) = rf(x) + sf(y) for each x, y ∈ C and r, s ∈ R+ .
Define a function ‖·‖ : OM(R+) → R+ by ‖f‖ = f(1) for each f ∈
OM(R+).
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Proposition 2.4. The pair (OM(R+), ‖·‖) is a normed ordered cone. More-
over, the function ‖·‖ is linear.
Proof. The only non-trivial part is to show that ‖f‖ = 0 implies f = 0. Con-
sider f ∈ OM(R+) such that f(1) = 0. Suppose that there is an a > 0 such
that f(a) = 0. Then f(x) = 0 for 0 6 x 6 a . Since f ∈ OM(R+), f is a
concave function by [7]. The concavity of f implies that f = 0.
Assign to each measure µ ∈ BM([0,∞]) its total variation:
‖µ‖ = µ([0,∞]) <∞.
Proposition 2.5. The pair (BM([0,∞]), ‖·‖) is a normed ordered cone. More-
over, the function ‖·‖ is linear.
Given any normed cone, we can equip it with a topology as follows.
Proposition 2.6. Let (C, ‖·‖) be a normed cone. Then
(1) the function d : C × C → R+ , d(x, y) =
∣∣‖x‖ − ‖y‖∣∣ is a pseudo metric;
in particular, C is a 1st-countable topological space with respect to the
topology induced by d .
(2) the functions ‖·‖ and d are continuous, where the topology on C × C is
given by the product topology.
(3) C becomes a topological cone in the sense that the addition and the scalar
multiplication are continuous.
Proof. The proof is similar to the case of normed linear spaces. Note that the
topology induced by a pseudo metric satisfies the 1st-countability axiom. In this
topology, a function is continuous if and only if it is sequentially continuous.
Hence the cones C(B(H)+), OM(R+) and BM([0,∞]) are toplological
cones.
3 The isomorphism theorem
In this section, we establish isomorphisms between the cone of connections,
the cones of operator monotone functions on R+ and the cone of finite Borel
measures on [0,∞] .
Recall the following terminology. A function ϕ : C → D between normed
cones is called an isomorphism if it is a continuous linear bijection whose inverse
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is continuous. By an isometry, we mean a linear function φ : C → D such
that ‖φ(c)‖ = ‖c‖ for all c ∈ C . Note that every isometry between normed
cones is continuous and injective. The inverse of an isometry is an isometry. If
ϕ : C → D is an isomorphism which is also an isometry, we say that ϕ is an
isometric isomorphism and C is said to be isometrically isomorphic to D .
Let C and D be normed ordered cones. A function ϕ : C → D is called
an order isomorphism if it is an isomorphism (between normed cones) such
that ϕ and ϕ−1 are order-preserving. If, in addition, ϕ is an isometry, we say
that ϕ is an isometric order-isomorphism and C is said to be isometrically
order-isomorphic to D .
Theorem 3.1. (1) The normed ordered cones C(B(H)+) and OM(R+) are
isometrically order-isomorphic via the isometric order-isomorphism σ 7→
fσ , where fσ is the representing function of σ .
(2) The normed cones C(B(H)+) and BM([0,∞]) are isometrically isomor-
phic via the isometric isomorphism σ 7→ µσ , where µσ is the representing
measure of σ .
Proof. The function Φ : σ 7→ fσ is an order isomorphism by Theorem 1.1. For
each connection σ , since fσ(1)I = I σ I , we have
‖Φ(σ)‖ = ‖fσ‖ = fσ(1) = ‖I σ I‖ = ‖σ‖.
The function Ψ : σ 7→ µσ is an isomorphism by Theorem 1.2. For each connec-
tion σ , we have
‖Ψ(σ)‖ = ‖µσ‖ = µ([0,∞]) = ‖I σ I‖ = ‖σ‖
since I σ I =
∫
[0,∞]
λ+1
2λ (λI ! I) dµ(λ) = µ([0,∞])I .
Remark 3.2. Even though the map µ 7→ σ , sending finite Borel measures
to their associated connections, is order-preserving, the inverse map σ 7→ µ is
not order-preserving in general. For example, the representing measures of the
harmonic mean ! and the arithmetic mean ▽ are given by δ1 and (δ0+ δ∞)/2,
respectively. Here, δx is the Dirac measure at x . We have ! 6 ▽ but δ1 6
(δ0 + δ∞)/2.
Corollary 3.3. The function ‖·‖ on C(B(H)+) is linear.
Proof. It follows from the fact that the map σ 7→ fσ is an isometric isomorphism
and the norm on OM(R+) is linear.
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We obtain the following characterizations of a mean as follows.
Corollary 3.4. The followings are equivalent for a connection σ :
(i) σ is a mean;
(ii) ‖σ‖ = 1 ;
(iii) ‖AσA‖ = ‖A‖ for all A > 0 ;
(iv) ‖AσA‖ = ‖A‖ for some A > 0 .
Proof. It follows from Proposition 2.2, Theorem 3.1 and the fact that a con-
nection is a mean if and only if its representing function (measure) is normal-
ized.
From the equivalence (i)-(ii) in this corollary, a mean is a normalized con-
nection. Every mean arises as a normalization of a nonzero connection. The
convex set of means is the unit sphere in the cone of connections.
Corollary 3.5. The limit of a sequence of means is a mean.
Proof. Use the fact that the norm for connections is continuous by Proposition
2.6 and the norm of a mean is 1 by Corollary 3.4.
The topologies of the cones C(B(H)+), OM(R+) and BM([0,∞]) are com-
patible with the isometric isomorphisms σ 7→ fσ and σ 7→ µσ in Theorem 3.1
as follows.
Corollary 3.6. For each n ∈ N , let σn be a connection with representing
function fn and representing measure µn . Then the followings are equivalent
for a connection σ with representing function f and representing measure µ :
(i) σn → σ ;
(ii) fn → f ;
(iii) µn → µ .
References
[1] W.N. Anderson, R.J. Duffin, Series and parallel addition of matrices,
J. Math. Anal. Appl. 26(1969), 576–594.
[2] T. Ando, Topics on operator inequalities, Hokkaido Univ., Sapporo, 1978.
8
[3] T. Ando, Concavity of certain maps on positive definite matrices and ap-
plications to Hadamard products, Linear Algebra Appl. 26(1979), 203–241.
[4] Y.M. Arlinskii, Theory of operator means, Ukrainian Math. J. 42(1990),
723–730.
[5] R. Bhatia, Matrix Analysis, Springer-Verlag, New York, 1997.
[6] W. Donoghue, Monotone matrix functions and analytic continuation,
Springer-Verlag, New York, 1974.
[7] F. Hansen, G.K. Pedersen, Jenden’s inequality for operators and Lo¨wner’s
theorem, Math. Ann. 258(1982), 229–241.
[8] F. Hiai, K. Yanagi, Hilbert spaces and linear operators, Makino Pub.Ltd.,
1995.
[9] F. Kubo, T. Ando, Means of positive linear operators, Math. Ann.
246(1980), 205–224.
[10] C. Lo¨wner, U¨ber Monotone Matrix Funktionen, Math. Z. 38(1934), 177–
216.
Pattrawut Chansangiam
Department of Mathematics, Faculty of Science
King Mongkut’s Institute of Technology Ladkrabang
Bangkok 10520, Thailand
Email: kcpattra@kmitl.ac.th
Wicharn Lewkeeratiyutkul
Department of Mathematics and Computer Science,
Faculty of Science, Chulalongkorn University,
Bangkok 10330, Thailand
Email: Wicharn.L@chula.ac.th
9
