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In the primate visual system, area V4 is located in the
ventral pathway and is traditionally thought to be
involved in processing color and form information.
However, little is known about its functional role in
processing motion information. Using intrinsic signal
optical imaging over large fields of view in V1, V2, and
V4, we mapped the direction of motion responses in
anesthetized macaques. We found that V4 contains
direction-preferring domains that are preferentially
activated by stimuli moving in one direction.
These direction-preferring domains normally occupy
several restricted regions of V4 and tend to overlap
with orientation- and color-preferring domains.
Single-cell recordings targeting these direction-
preferring domains also showed a clustering, as well
as a columnar organization of V4 direction-selective
neurons. These data suggest that, in contrast to the
classical view, motion information is also processed
in ventral pathway regions such as area V4.
INTRODUCTION
In the primate visual system, visual information is processed
along two parallel pathways: the dorsal visual pathway (pro-
jecting from V1–MT–MST) and the ventral visual pathway (pro-
jecting from V1–V2–V4–IT) (Mishkin et al., 1983). Consistent
with this parallel processing scheme, the majority of neurons in
V4 tend to encode object-related information, including color,
orientation, depth, and shape (Roe et al., 2012). However, neu-
rons selective for direction of motion have also been found in
V4; for example, in macaque monkeys (Zeki 1978) and in owl
monkeys (Baker et al., 1981). Estimates of the proportion of
directional neurons in the V4 range from 13% (Desimone and
Schein, 1987) to 33% (Mountcastle et al., 1987; Ferrera et al.,
1994b), which is similar to that in V1 (20%–30%; Orban et al.,
1986) or V2 (15%; Levitt et al., 1994). Also, considering that
area V4 is many times larger than area MT (Felleman and Van
Essen 1991), the number of directional neurons in these two
areas may be comparable. It is not known how these V4 direc-
tional neurons are distributed or whether they have a functional
organization. Functionally, V4 also seems to be involved in the
processing of visual motion information. For example, many V4
neurons were selective to the orientation of motion-defined376 Neuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc.forms (Mysore et al., 2006). When motion was used as a cue
for object discrimination, one fourth of V4 neurons showed sig-
nificant motion-cue-dependent modulation (Ferrera et al.,
1994b). In monkey functional magnetic resonance imaging
(fMRI) studies, area V4 was preferentially activated by moving
stimuli (Vanduffel et al., 2001) or by changes in the direction of
motion (Tolias et al., 2001). All of these suggest that V4 plays a
role in motion processing (also see Ferrera and Maunsell,
2005). As V4 is traditionally viewed as a color/form processing
center, it is important to know whether motion-related neurons
play a functional role in this area.
While the detailed functional structures of early visual cortex
have been extensively studied, the functional organization of
V4 is not well understood. Early single-cell recording studies
have shown that V4 neurons that respond to similar features
are often clustered together (Kotake et al., 2009; Tanaka et al.,
1986; Watanabe et al., 2002; Yoshioka and Dow, 1996). Recent
fMRI studies have revealed color-preferring regions (globs) and
orientation-selective regions (interglobs) in V4 (Conway et al.,
2007). Consistent with these fMRI findings, optical imaging
studies have revealed segregated maps for orientation prefer-
ence and color preference in V4 (Tanigawa et al., 2010). An early
optical imaging study (Ghose and Ts’o, 1997) suggested that
orientation preference maps in V4 only exist in foveal regions.
A recent study (Tanigawa et al., 2010) has also revealed orienta-
tion preference and color preference maps in the central visual
field. For study of the functional organization of V4 in peripheral
regions, as well as for evaluation of the overall relationship
among different cortical features (e.g., retinotopy, preference
for orientation and color, preference for motion direction),
imaging a significant region of cortex using a large field of view
is necessary.
In the present report, we have studied the functional organiza-
tion of direction-preferring responses in V4 with optical imaging
and map-guided single-cell recording in the macaque. We
discovered functional domains in V4 that are specifically acti-
vated by a single direction of motion. Single-cell recordings
confirmed the clustering of directional neurons into separate
domains with a columnar organization. The existence of direc-
tion-preferring organization in V4 suggests that, in addition to
color and form, motion information is also processed in area V4.
RESULTS
Intrinsic signal optical imaging was performed to image cortical
responses to drifting gratings in anesthetized and paralyzed
macaque monkeys. Population responses of V1, V2, and V4 to
Figure 1. Functional Maps in V4
(A) A schematic of the macaque brain showing the
imaging region (green circle) and sulcus loca-
tions. lu, lunate; st, superior temporal; ec, external
calcarine sulcus; io, inferior occipital sulcus; ot,
occipitotemporal.
(B) In vivo image of the blood vessel pattern of the
imaging region, 20 mm diameter. A, anterior;
L, lateral. Scale bar, 2 mm.
(C–I) Functional maps (t-maps) obtained with
optical imaging. Icons below each map indicate
stimulus conditions and statistical comparisons
(paired t test, two tailed). Dotted lines indicated
area boundaries between V1, V2, and V4. (C)
shows an ocular dominance map showing ocular
dominance columns in V1. (D) shows a color
preference map obtained by comparing iso-
luminant red-green and achromatic gratings. Red
arrows point to color-preferring domains in V4.
Short red bars on V2 borders indicate approximate
thin stripe locations that are preferentially acti-
vated by color stimuli. The same red bars are
transferred to maps (E)–(H). (E) and (F) show a
0-versus-90 orientation preference map (E) and
a 45-versus-135 orientation preference map (F).
Color preference regions in V4 (red arrows) and V2
(red bars) have weak orientation selectivity (gray
pixels). (G) and (H) show a down-versus-up di-
rection preference map (G) and a right-versus-left
direction preference map (H). Yellow dashed ovals
outline clusters of direction-preferring domains in
V4 (small black and white patches). Yellow
arrowhead indicates a direction preference map in
V2. (I) shows a condition-randomized map ob-
tained by randomly swapping in half of the right-
ward motion and leftward motion trials; same data
set as in (H). No significant domains are observed
in this map. Scale bar in (B) also applies to (C)–(I).
See Figures S1, S2, and S3.
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A Direction Map in V4different directions of movement were compared. Based on the
image maps, neurons inside and outside of V4 direction-prefer-
ring domains were recorded and characterized. A total of eight
hemispheres were imaged, three of which were further studied
using single-unit recordings.
Direction Preference Maps in V4
We used a large craniotomy and cover glass (24 mm diameter)
for imaging, which allowed us to include areas V1, V2, and V4
in the same field of view. Figure 1 shows imaging results from
Case 1 (right hemisphere). Figure 1A illustrates the imaging field
of view (green circle) using themain sulci as landmarks. Figure 1B
shows an image of the surface vessel pattern of the selected
area. Area V4 exposed on the surface was identified based on
sulcal features (Van Essen and Zeki, 1978): anterior to the lunate
sulcus and posterior to the superior temporal sulcus. The medial
extent of the imaged field of view was approximately 22–23 mm
from the midline, and the lateral extent of the field overlies the
region surrounding the inferior occipital sulcus where the foveal
representation is found (Gattass et al., 1988). Using single hori-
zontal or vertical bars, we obtained a coarse retinotopic map
of the exposed V4 area. It is notable that, even with large-fieldimaging, we could only image about 6–9 of V4 (Figure S1 avail-
able online). Based on the sulcal pattern, it is possible that the
most lateral extent of our imaging window encroached upon
superior visual fields (Gattass et al., 1988). There are no pub-
lished images of the functional organization in this foveal region
of V1, V2, and V4 in themacaques. In each case, basic functional
maps were obtained, including maps for ocular dominance,
orientation preference, and color preference. Functional maps
in Figures 1C–1I were imaged from the same cortical region in
a single imaging session. Each of these maps is a t-value map
(t-map), which compares two stimulus conditions (illustrated
below each map). T-maps are similar to traditional subtraction
maps (e.g., for A versus B t-map, dark pixels are preferentially
activated by stimulus A; and white pixels are preferentially acti-
vated by stimulus B). Each pixel value is a paired t value obtained
by comparing the pixel’s response to two stimulus conditions
(see Experimental Procedures for additional details). Unlike
simple subtraction maps, which only use the mean pixel values,
t-maps take into account trial-to-trial variations and thus are a
more reliable indicator of significant response than are subtrac-
tion maps (see Figure S2 for a comparison of these two types of
maps). The V1/V2 border (the lower dotted line in Figure 1C) wasNeuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc. 377
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A Direction Map in V4revealed by imaging ocular dominance in V1 using left eye versus
right eye stimulation. Thus, based on ocular dominance imaging
and sulcal locations, wewere able to define the extents of V1, V2,
and V4 within the imaging field of view.
To examine the functional organization of neurons responding
to color and orientation, we mapped color preference by
comparing color versus luminance conditions (Figure 1D) and
orientation preference by comparing orthogonal orientation con-
ditions (Figures 1E and 1F). We found color and orientation
preference maps in all three areas (V1, V2, and V4). In V1, the
color blob pattern (lower left area in Figure 1D) is similar to
what has been previously described (Lu and Roe, 2008). The
orientation preference map in V1 (lower area of Figures 1E and
1F) is apparent but is relatively weak, perhaps due to the spatial
parameters of the stimuli. In V2, color-responsive regions only
occupy restricted regions (Figure 1D, short red lines on V1/V2
border and lunate lines). Orientation-preferring domains are
seen throughout the mediolateral extent but are punctuated by
locations of poor orientation preference regions, which overlie
regions of strong color preference. Such complementary color
and orientation preference maps are consistent with previous
findings in macaque monkeys (Roe and Ts’o, 1995; Lu and
Roe, 2008).
In V4, the color preference map is apparent but seems to
exhibit a more limited coverage (red arrows in Figure 1D). In
this case, there appear to be two large bands: a prominent one
close to the lunate sulcus and, more anteriorly, another narrower
band. The two orientation preference maps (0 versus 90 and
45 versus 135; Figures 1E and 1F) exhibit similar coverage
throughout the imaged V4 region. Medial to the inferior occipital
sulcus, these orientation preference maps appear to form large
bands running in a roughly mediolateral direction. Qualitatively,
the orientation- and color-preferring regions we observe in V4
appear to be grossly complementary in location, which is consis-
tent with a previous study in the macaque V4 (Tanigawa et al.,
2010). The red arrows in Figures 1E and 1F are transferred
from Figure 1D and indicate V4 regions having strong color pref-
erence but weak orientation preference. We found that the color-
and orientation-preferring domains in V4 are of comparable size;
the average diameter of a single domain is 527 ± 32 mm (all
such expressions are mean ± SEM in this article; n = 25) for
the color-preferring domains and 542 ± 17 mm (n = 73) for the
orientation-preferring domains, similar to previous observations
(Tanigawa et al., 2010).
To test directional preference, we imaged cortical responses
to full-field drifting square-wave gratings (0.13 white + 0.53
black for each cycle, speed = 5.33/s). We tested eight different
directions with 30–50 repeats each. Direction preference maps
were obtained by comparing two stimulus conditions having
opposite directions; a total of four direction preference maps
were obtained from eight directions. Two representative direc-
tion preference maps from Case 1 are shown in Figure 1G
(down versus up) and in Figure 1H (right versus left). Consistent
with previous findings (Lu et al., 2010), direction-preferring
domains were observed in V2 (yellow arrowhead). It is surprising
that, in V4, we also observed clusters of small direction-prefer-
ring domains (black or white domains in yellow ovals in Figures
1G and 1H). These domains appeared to be quite small (361 ±378 Neuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc.13 mm, n = 44), compared to the V4 orientation- and color-
preferring domains mentioned previously. Direction-preferring
domains, revealed by different direction comparisons (Figures
1G versus 1H), are mainly located in the same restricted regions.
Some small local differences were also observed. For example,
some regions, which have domains responding to an up or down
direction, have weak left or right direction-preferring domains
nearby (e.g., top-left oval in Figure 1G). This represents a feature
for V4 direction-preferring domains that we have not observed
in other areas. Our qualitative inspection gives the impression
that direction-preferring domains overlap with both color- and
orientation-preferring bands in V4, something that we quantify
later.
The small size of the direction-preferring domains in V4 raises
the possibility that they emerge randomly due to noise. To
examine this possibility, we generated a ‘‘random map’’ using
the same data from Figure 1H by randomly swapping, in half of
the trials, the values in the t test comparison. The resulting
random map (Figure 1I) was processed in an identical way to
that of themap in Figure 1H and reveals a flat graymap that lacks
any visually significant domains. This provides support that the
domains we observed in the V4 direction preference map are
not artifacts and are indeed related to the direction of stimulus
motion. In addition, the time courses of the responses within
the direction-preferring domains show that a direction pre-
ference emerges approximately 0.5–1 s after the stimulus
onset and is maintained throughout the stimulus session (see
Figure S3).
Figures 1G and 1H show the global aspects of direction-
preferring domains in V4. Figure 2 presents details for the three
direction-preferring regions in V2 (Figures 2A and 2D) and V4
(Figures 2B, 2C, 2E, and 2F). As in Figures 1G and 1H, each panel
in Figures 2A–2C is a paired t test comparison between two
opposite-direction stimuli. Direction preference maps for all
eight directions are presented for each region in the same spatial
scale. Figures 2D–2F represent the vectorized summation of the
corresponding direction preference maps on the left (i.e., polar
maps). Both the V2 and V4 direction preference maps contain
different domains that respond to each of the eight directions.
We found that the direction-preferring domains in V4 (average
diameter, 361 ± 13 mm, n = 44) are slightly larger than those in
V2 (321 ± 12 mm, n = 35; two-tailed t test, p = 0.03). In both V2
and V4, direction-preferring domains are significantly smaller in
size than are orientation-preferring domains (V4, 542 ± 17 mm,
n = 73; V2, 556 ± 20 mm, n = 78) or color-preferring domains
(V4, 527 ± 32 mm, n = 25; V2, 470 ± 26 mm, n = 24). Size com-
parisons between V2 and V4 for the same type of domains
(orientation- or color-preferring domains) reveal no significant
differences (two-tailed t test, p > 0.05). Instead of size, the direc-
tion-preferring domains in V2 and V4 appear to differ in how their
domains are organized. While V2 domains preferring different
directions are always tightly clustered, V4 direction-preferring
domains appear to be less regular and are scattered in a larger
region. Many V4 domains appear to be isolated with no neigh-
boring domains responding to other directions. Yellow circles
in Figure 2B indicate one such domain. Within this 1.5 mm
region, only one domain (<0.5 mm) prefers the downward
direction, but its neighboring regions do not have a directional
Figure 2. Close-Up Views of Direction-
Preferring Domains in V2 and V4
(A–C) Responses from three direction-preferring
regions to eight different directions in Case 1. (A)
shows a V2 direction-preferring region (yellow
arrowhead in Figures 1G and 1H); (B) and (C) show
two V4 direction-preferring regions (bottom left
and top left ovals in Figures 1G and 1H). Each
small panel is the difference between the direction
indicated by the corresponding arrow and its
opposite direction. Yellow circles in (B) mark a
singular downward-preferring domain in V4, which
does not have any neighboring domains. This type
of singular domain is often observed in V4 but not
so common in V2.
(D–F) Vectorized summations of the eight small
panels in (A) through (C). Each direction is coded in
a specific color; the color index is shown under (D).
Note that, in (A), locations of the V2 activation
zones shift as stimulus direction shifts, forming
a linear shifting region, indicated with a white
bracket in (D). In contrast, direction-preferring
domains in V4, shown in (B) and (C), often appear
as isolated singular domains. Their polar maps,
shown in (E) and (F), also have few linear patterns;
nevertheless, representation for every direction
(every color) can be found in these direction pref-
erence maps. Scale bars, 1 mm.
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A Direction Map in V4preference (mostly gray pixels within the yellow circles).
Although only a minority of V4 direction-preferring domains
exhibit such a ‘‘singular’’ form, this may represent a new feature
in functional maps. In some V4 direction preference maps,
certain direction-preferring domains may have stronger activa-
tion than others. In Figure 2C, we show domains with a stronger
response to the up and down directions but weaker overall left or
right direction-preferring domains. These features result in fewer
pinwheels or linear patterns in the V4 direction polar maps (Fig-
ures 2E and 2F), while these features are more common in V2
(white bracket in Figure 2D; also see Lu et al., 2010). When pixel
numbers are quantified, the direction-preferring domains only
cover approximately 3.4% of the total V4 area, in comparison
with 8.9% coverage for color-preferring domains and 24.6%
for orientation-preferring domains. Our quantification in V2
shows that the coverage of direction-, color-, and orientation-
preferring domains are 6.6%, 12.7%, and 53.2%, respectively.
In the present study, we observed direction preference maps
in seven out of eight hemispheres examined. One case lacked
obvious direction preferencemaps, due to an overall weak signal
in that imaging experiment. Figure 3 illustrates three cases (Case
2–4) in which the V4 was imaged. The location of imagingNeuron 78, 376–3windows (illustrated in the top left corner)
is similar to that in Case 1 but in the left
hemisphere. Determination of V1, V2,
and V4 was based on the same criteria
as in Case 1, and all maps were obtained
using the same stimuli. In Figure 3, each
case is presented in one row. Ocular
dominance maps (first column), colorpreference maps (second column), orientation preference
maps (third column), and direction preference maps (fourth
column) are presented for each case. Generally, these maps
have similar features to those observed in Case 1. We observed
ocular dominance, orientation preference, and color preference
maps in V1 that are consistent with prior studies (Lu and Roe,
2008). We found that the exposed size of V2 was more constant
in anteroposterior extent (2 mm) in some cases (Cases 2 and 3)
and became broader laterally in others (Cases 1 and 4). These
three cases exhibit a more obvious stripe structure in V2 than
in Case 1; all exhibit an interdigitating orientation and color orga-
nization (red lines indicating V2 color-preferring response
regions). In V4, similar to Case 1, orientation- and color-prefer-
ring domains appear to dominate the complementary regions
of V4. In some locations, a banding structure can be seen,
although there appears to be significant variability across cases.
Of note, we find that direction-preferring domains exist in V4 in
nearly all cases. These domains are small and, like orientation-
and color-preferring domains, appear only in restricted regions
of V4 (yellow circles). V2 direction-preferring domains are also
visible in these direction preference maps, although the stimulus
used here (square-wave gratings) is not as effective as random88, April 24, 2013 ª2013 Elsevier Inc. 379
Figure 3. Functional Maps from Cases 2–4
One case is shown per row. All three cases are taken from the left hemisphere (illustrated in inset at top left corner). The four columns are as follows: ocular
dominance maps (first column), color preference maps (second column), orientation preference maps (third column), and direction preference maps (fourth
column). Maps were obtained using the same stimuli as those used in Case 1. Generally, these maps have similar features to those observed in Case 1. In V4,
patches of color-, orientation- and direction-preferring domains appear to occupy restricted regions. From case to case, a large variation of V4 domain locations
was observed, unlike a uniform distribution in V1 or a periodical distribution in V2. Nevertheless, direction-preferring domains were observed in V4 in every case.
Plot conventions are the same as in Figure 1. A, anterior; L, lateral. Scale bars, 2 mm; different cases (rows) show different scale bars.
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A Direction Map in V4dots in revealing these domains (cf. Lu et al., 2010). In general,
unlike V1 and V2, the locations of V4 orientation-, color-, and
direction-preferring domains do not exhibit consistent patterns
across cases.
Direction preference maps can be repeatedly imaged from the
same locations on different days when a chronic chamber was
implanted. Figure 4 presents a case (Case 8) in which three
imaging experiments were performed using the same experi-
mental protocols. Images in the three rows are obtained from
three different experiments that are at least 1 week apart.
From left to right, the images in each column are chamber
photos, surface blood vessel patterns, orientation preference
maps, direction preference maps, and close-up views of V4
direction preference maps. Despite some small changes in
blood vessel patterns and noise levels, the overall orientation
preference and direction preference patterns are the same
across different days. This indicates that the V4 direction prefer-
ence map, like the V4 orientation preference map, is an intrinsic
and stable feature of this area.
Direction preference maps in V4 can be obtained from a wide
range of stimulus parameters (e.g., sine- or square-wave
gratings; spatial frequency [SF] range = 0.3–2.4 cycles per380 Neuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc.degree [c/deg]; temporal frequency [TF] range = 1–8 Hz). The
optimal activation is seen with square-wave gratings at a
periodicity of 1.5 c/deg (0.13 white and 0.53 black each cycle)
and speed of 5.33/s (direction preference maps in Figures 1
and 3). In all the cases, V4 direction-preferring domains
have some overlap with the color-preferring domains; thus, we
considered the possibility that direction activation may be
caused by subtle color differences in oppositely moving gratings
(e.g., due to chromatic aberration). To rule out this possibility, we
created narrow-band wavelength gratings by placing color filters
in front of the monkeys’ eyes. Two types of filters were used
(546 nm or 630 nm, bandwidth 20–30 nm; these were the
same filters we used for illumination in optical imaging). The
direction stimuli presented on the screenwere the same as those
we used in all other experiments. Through these filters, the mon-
key viewed either green-black (for 546-nm filter) or red-black (for
630-nm filter) gratings. For such a narrow bandwidth light, the
chromatic aberration is negligible. We obtained V4 direction-
preferring domains in which the domain patterns are the same
as those obtained with the black/white luminance gratings (Fig-
ure S4A). Note that the common color activation was subtracted
out so these maps do not reflect color activation. Similarly,
Figure 4. Chamber Photos and Functional Maps of the Same Cortical Region across Several Days
Images in the three rows were collected on three different days. The first column shows photos of the imaging chamber taken by a digital camera, and the second
column shows blood vessel images obtained with the imaging camera under 546 nm green light illumination; their labels in the first row indicate major sulci (lu,
lunate; st, superior temporal; io, inferior occipital sulcus) and visual areas (V1, V2, and V4). The third column shows orientation preferencemaps (horizontal versus
vertical gratings). Dotted lines indicate area boundaries between V1, V2, and V4. The fourth column shows direction preference maps (upward versus downward
directions), from which the framed regions are expanded in the fifth column. These maps show that V4 direction-preferring domains, like orientation-preferring
domains, can be repeatedly imaged from the same locations on different days. Functional maps from different days were aligned based on blood vessel maps.
Scale bars in the second and fifth columns, 2 mm.
See Figure S4.
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A Direction Map in V4orientation preference maps obtained with these color gratings
are the same as those from luminance gratings. Since narrow-
band filters only permit one color to pass through, this excludes
the possibility that the direction preference map is due to
different colors in two oppositely moving directions.
We also considered the possibility that some of the observed
responses could be due to phase differences between gratings
presented to the two eyes. In most cases, we did not align the
two eyes so such phase difference could arise because each
eye was looking at different areas of the full-screen gratings.
Any single drift direction could be associated with a different
interocular phase disparity than that in the opposite drifting
direction. Interocular phase difference could activate disparity
neurons in the visual cortex (Anzai et al., 1997). To examine
whether the direction preference maps we observed are related
to binocular disparity, we performed the same imaging pro-
cedures with one eye covered. With these experiments, we
found that monocular stimulation produced very similar direction
preference maps (Figure S4B). In addition, in several cases, we
also imaged V4 direction preference maps with gratings con-
taining multiple spatial frequencies (i.e., one-dimensional noise
patterns). Such gratings have variable interocular phases and
should not cause systematic bias between different conditions.
These resulted in the same direction preference maps in V4
(data not shown). We conclude that the direction preference
maps we observed in area V4 are not due to binocular disparity
in the visual stimulus.Single-Cell Recordings Support Optical Imaging Results
To study the neuronal response underlying these direction pref-
erence maps in V4, we performed single-cell recording from
three macaques under anesthesia. Recordings were made that
targeted regions either at the center of a direction-preferring
domain or regions away from direction-preferring domains,
based on direction preference maps and surface blood vessel
maps imaged on the same day. Figures 5A–5C shows one
case in which recordings weremade from three direction-prefer-
ring domains and one location away from direction-preferring
domains. Figure 5A shows a direction polar map in which
different colors represent different directions that provides an
overall view of the direction selectivity of the region. In selecting
a recording location, the two-condition direction preference
maps (e.g., Figures 1G and 1H) were also checked to make
sure the recordings were made from the center of, or away
from, a direction-preferring domain. In the example illustrated
in Figure 5A, the locations of four recording sites (white crosses)
are marked on the polar map as well as on the blood vessel map
imaged on the same day (Figure 5B). The response of a cell to
gratings drifting in one of eight directions inside its classical
receptive field was measured. The isolation of single cells was
confirmed for each cell based on the cell’s spike waveforms
and interspike intervals (see Figure S5). All cells recorded were
confirmed to be single cells. Figure 5C shows direction tuning
polar plots for 19 cells recorded from the four penetrations
(four rows) at different depths (labeled on the top of the polarNeuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc. 381
Figure 5. Clustering of Direction-Selective
Neurons in V4Direction-Preferring Domains
(A) Color-coded direction polar map illustrates the
locations of four recoding sites (sites 1–3: direc-
tion-preferring domains, site 4: non-direction-
preferring domain).
(B) Blood vessel image of the same cortical region
used to guide electrode penetrations. Scale bar,
1 mm; this also applies to (A).
(C) Direction selectivity of 19 neurons recorded
from four penetrations. The imaged polar maps on
the left indicate the direction selectivity (sites 1–3,
colored arrows) or the orientation selectivity (site
4, bars) at the recording site. Direction polar plots
on the right show the direction selectivity of single
neurons recorded from the same penetration at
different depths (see label at top of each plot). In
each polar plot, response spike rates (black dots)
are fitted with a von Mises function (black curve),
and the gray region around the tuning function
represents 1 SEM. Most neurons recorded in
direction-preferring domains showed strong
direction selectivity, and their preferred direction
was consistent with the optical imaging results.
Neurons recorded from non-direction-preferring
domains showed weak or no direction selectivity.
(D) Distributions of direction selectivity index
values (DI = 1  Rn/Rp) for all neurons collected in
direction-preferring domains (black bars) and in
non-direction-preferring domains (gray bars).
Neurons in direction-preferring domains showed
much higher direction selectivity than those in
non-direction-preferring domains (p = 1.01 3
106, Kolmogorov-Smirnov test).
(E) Distribution of orientation selectivity index
values for the same neurons collected in direction-
preferring domains (black bars) and in non-
direction-preferring domains (gray bars). These
two groups of neurons do not differ in orientation
selectivity (p = 0.48, Kolmogorov-Smirnov test).
See Figure S5.
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A Direction Map in V4plots). The depth is measured based on the readout of the
microdrive after a visual assessment of cortex surface. Optical
imaging polar maps (magnified from Figure 5A) and the corre-
sponding direction preferences (colored arrows) are shown on
the left. Most cells recorded from direction-preferring domains
exhibit directional selectivity, while those recorded outside
direction-preferring domains are mainly not directional selective.
For example, five out of six cells in penetration 1 show strong
direction selectivity. The preferred directions of these five direc-
tion cells (95.3 ± 13.4) are close to the direction preference of
the recording site revealed from optical imaging (82.9; green
arrow in Figure 5C). This indicates a columnar organization of
direction-selective neurons in direction-preferring domains.
There is also a certain degree of heterogeneity in the direction-
preferring domains. For example, one cell did not show signifi-
cant direction selectivity (cell 1, Direction Index [DI] = 0.33), while
others are strongly (cell 3, DI = 0.99) or weakly (e.g., cell 5, DI =382 Neuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc.0.71) directional. In non-direction-preferring domains, we also
recorded a few direction-selective cells (e.g., cell 3 in penetra-
tion 4). However, direction-selective neurons were very rare in
regions outside of the direction-preferring domains. In three
cases, we recorded 32 cells from seven direction-preferring
domains. Twenty-three (72%) of these were direction selective
(p < 0.05, Rayleigh test for circular uniformity). Another 31 cells
were recorded from nine locations outside of direction-preferring
domains. Only two out of these 31 cells (6.5%) were direction
selective (p < 0.05, Rayleigh test; DIs = 0.71 and 0.85, respec-
tively). The distributions of direction selectivity and orientation
selectivity of cells inside (black) versus outside (gray) direction-
preferring domains are plotted in Figures 5D and 5E, respec-
tively. Cells recorded from inside direction-preferring domains
(DI, 0.63 ± 0.05, n = 32) have higher direction selectivity than cells
recorded outside direction-preferring domains (DI, 0.28 ± 0.03,
n = 31; p = 1.01 3 106, two-sample Kolmogorov-Smirnov test
Figure 6. Overlap between V4 Functional
Maps
(A–C) Orientation- (A), color- (B), and direction
(C)-preferring maps from Case 1, same as Figures
1E, 1D, and 1G, respectively. Domain masks are
overlaid on to the representative maps with
different colors (orange, orientation mask; pink,
color mask; green, direction mask). Scale bar,
2 mm; this applies to (A) through (F).
(D) Top shows spatial overlaps between direction
(green) and orientation (orange) maps revealing
significant overlapping pixels (yellow). Bottom
shows the percentage of direction pixels over-
lapping with the orientation mask (yellow bar) is
significantly larger than the percentage of orien-
tation pixels in total V4 areas (orange bar) (p =
0.002, two-tailed t test, n = 7), which indicates a
tendency of direction and orientation preference
maps to overlap.
(E) Similarly to (D), comparison of direction and
color masks also indicates a tendency for direc-
tion and color preference maps to overlap in V4
(p = 0.023, two-tailed t test, n = 7).
(F) Color and orientation do not show a tendency




A Direction Map in V4for equal distributions). In contrast, the orientation selectivity of
these two groups of neurons is not significantly different (p =
0.48, two-sample Kolmogorov-Smirnov test). These observa-
tions indicate that V4 directional neurons are concentrated in
direction-preferring domains and provide further support for
the directional nature of these domains.
Spatial Relationship with Orientation/Color Preference
Maps
In V2, direction-preferring domains tend to overlap with
orientation-preferring domains but avoid color-preferring
domains (Lu et al., 2010). In V4, orientation and color prefer-
ence maps tend to segregate spatially (Tanigawa et al.,
2010). This spatial segregation has been interpreted to indicate
some degree of functional independence, while spatial overlap
suggests a greater degree of modal integration. Here, we
quantitatively evaluated the spatial relationship between direc-
tion-preferring domains and orientation- and color-preferring
domains. Figures 6A–6C show orientation (Figure 6A), color
(Figure 6B) and direction (Figure 6C) preference maps from
Case 1 (same as in Figures 1E, 1D, and 1G, respectively).
Each map is overlaid with corresponding domain masks to
show general correspondence (orange for orientation mask,
pink for color mask, green for direction mask). Domain masks
were calculated from p-maps at a fixed threshold level (see
Experimental Procedures). Pixels from blood vessels were
removed from these masks. These masks were then overlaid
in pairs in Figures 6D–6F.Neuron 78, 376–In Figure 6D, V4 direction-preferring
domains (green) have some overlap with
orientation-preferring domains (orange).We calculated the percentage of pixels in these overlapped re-
gions in the total direction-preferring domains. We reasoned
that, within a region, if the direction-preferring domains and
orientation-preferring domains are truly independent (i.e., the
direction-preferring domains have no particular spatial relation-
ship with the orientation-preferring domains), the percentage of
direction-preferring domain pixels overlapping with orientation-
preferring domains would be at the chance level (i.e., would
not be different from the percentage of orientation pixels in the
whole V4 area). If direction-preferring domains contain more
orientation-selective pixels than the V4 average, then this would
indicate an overlapping that is greater than chance between
these two types of domains. Figure 6D shows that the per-
centage of orientation pixels in the direction-preferring domains
is higher than the percentage of orientation pixels in V4.
Averaging across all seven cases, 40.8% ± 7.1% of the pixels
in the direction-preferring domains have a significant orientation
response, compared to 24.6% ± 4.7% of all V4 pixels (two-tailed
t test, p = 0.002). This difference demonstrates a tendency
for direction- and orientation-preferring domains to overlap.
Furthermore, for pixels within the orientation-direction overlap
regions, their preferred direction is always orthogonal to their
preferred orientation (Figure S6), a common functional property
for direction-preferring domains in different areas and different
species (Malonek et al., 1994; Weliky et al., 1996; Shmuel and
Grinvald, 1996; Lu et al., 2010). Similar to the direction-
orientation overlap, Figure 6E shows that more pixels in direc-
tion-preferring domains (25.3% ± 7.6%) have a significant color388, April 24, 2013 ª2013 Elsevier Inc. 383
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whole V4 area (8.9% ± 2.7%, two-tailed t test, p = 0.023).
In contrast, Figure 6F shows that, although areas that show
orientation preference and color preference have some overlap,
the degree of their overlap does not exceed a chance level
(two-tailed t test, p = 0.2).
DISCUSSION
To examine the representation of directional response in the
macaque ventral visual pathway, we imaged large fields of
view over the foveal and parafoveal regions of V4 and adjacent
regions of V1 and V2. No previous study has simultaneously
examined such a large extent of all three regions in the
macaque monkey (cf. Ghose and Ts’o, 1997; Tanigawa et al.,
2010). Consistent with previous findings (Lu et al., 2010), we
found a lack of functional organization for directional response
in V1 and the presence of directional domains in V2 thick/pale
stripes. In V4, we found that domains of directional preference
were distributed in restricted regions. Single-cell recordings
targeting these direction-preferring domains confirmed the
columnar organization of direction-selective neurons in these
domains. Some direction-preferring domains in V4 also overlap-
ped with both color- and orientation-preferring domains in V4.
V4 Direction Preference Map
Unlike previously reported motion maps, the V4 motion map we
report here is in the ventral pathway. We demonstrate that such
a map exists in nearly all the monkeys we examined. The same
direction-preferring domains could be repeatedly imaged from
the same regions on different days or using different stimulus
paradigms. Although V4 directly borders V3, a motion-sensitive
area located between V2 and V4, it is unlikely that the direc-
tion-preferring domains we observed are from V3. First of all,
previous studies have shown that area V3 is buried in the lunate
and inferior occipital sulci (e.g., Gattass et al., 1988; Felleman
and Van Essen, 1987, Figure 3; Stepniewska et al., 2005). In
addition, the direction-preferring domains we observed are not
particularly close to the lunate sulcus, as would be expected if
part of V3 was exposed on the surface (between lunate sulcus
and area V4).
The fact that V4 direction-selective neurons systematically
cluster within small regions has meaning beyond simply the
presence of direction signals in the area. A map itself may not
be functional (Horton and Adams 2005); however, clustered
neurons have greater chances to form efficient connections,
which is typically indicative of an active computational process
within that particular region (Chklovskii and Koulakov 2004).
Maps of common features have been demonstrated in many
visual areas: for example, orientation and color preference
maps in V1, V2, and V4; direction preference maps in MT; and
color preference in posterior inferior temporal cortex (Conway
and Tsao 2009). The existence of a direction preference map in
V4 suggests that V4 not only has access to motion information
(through feed-forward inputs and/or from dorsal areas) but also
actively processes this information for certain purposes, which
may be critical for the function of this area. The finding of a
direction preference map in V4 also provides a venue for further384 Neuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc.study of these functional and anatomical properties of V4 direc-
tion-selective neurons with, for example, map-guided tracer
injection or electrophysiological recording, which were very diffi-
cult without a map.
Direction preference maps have been found in the primary
visual cortex of cats (Shmuel and Grinvald, 1996) and ferrets
(Weliky et al., 1996), in area MT of owl monkeys (Malonek
et al., 1994; Kaskan et al., 2010) and bush babies (Xu et al.,
2004), and in the thick/pale stripes of macaque V2 (Lu et al.,
2010). The direction preference map in V4 showed some com-
mon properties as those found in MT and V2, including similarity
in domain size and the orthogonal relationship between
preferred direction and orientation angles (Lu et al., 2010;
Kaskan et al., 2010). However, the direction preference maps
in V4 also showed features that are distinct from those found
in all these other areas. First, V4 direction-preferring domains
only appear in restricted regions, rather than in the entire V4
area. Second, many V4 direction-preferring domains appear to
be isolated singulars, without any neighboring domains for other
directions. Third, these domains overlap not only with orienta-
tion-preferring domains but also with color-preferring domains.
It is understandable that a direction map in the ventral pathway
may have a different clustering architecture than its counterparts
in the dorsal pathway. A precedent for this principle was found,
for example, in motion maps of V2 (Lu et al., 2010), where the
direction maps differ in architecture from those found in MT
(Malonek et al., 1994; Xu et al., 2004; Kaskan et al., 2010) or
cat area 18 (Shmuel and Grinvald, 1996). Thus, this functional
architecture may suggest a distinct functional computation in
the visual system.
Direction-preferring domains found in previous studies either
have been shown in an area not considered to signal color
(e.g., MT; Malonek et al., 1994; Xu et al., 2004; Kaskan et al.,
2010) or avoid color-preferring regions (e.g., in thick/pale stripes
of V2; Lu et al., 2010). Our data show that, in V4, about one fourth
of direction-preferring pixels overlap with color-preferring pixels,
suggests that these direction-selective neurons may be involved
in detection of color motion. Another possibility is that motion
cues in V4 are used for surface definition and thus are processed
by surface-processing neurons, which were revealed by color
versus luminance imaging (e.g., Figure 1D). These results,
however, differ from the findings in a recent fMRI-guided
recording study in which color cells recorded from globs rarely
showed direction selectivity (Conway et al., 2007). We noted
that the V4 color glob neurons they recorded from were mostly
from anterior wall of the lunate sulcus, while our imaging and
recordings were all from dorsal part of the lunate gyrus. There-
fore, it is possible that different parts of V4 may have different
color-direction interactions.
Parallel Processing of Motion and Color/Form
Information?
The separation of motion and color/form information in the
primate visual system has been considered to be strong support
for the concept of parallel processing of visual information. In
particular, areas MT and V4 are often referred to as motion and
color/form centers, respectively (Zeki et al., 1991). However,
accumulating evidence has shown that the same type of
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belonging to different pathways often interact with each other
(see review of Nassi and Callaway, 2009). Evidence from human
patient studies suggests that the functional differences of the
dorsal and ventral pathways are better explained by vision-for-
action and vision-for-perception, respectively (Goodale and
Milner, 1992). In fact, V4 receives mixed magnocellular and
parvocellular inputs originating from the lateral geniculate
nucleus (Ferrera et al., 1994a), aswell as input fromMT (Maunsell
and Van Essen, 1983; Ungerleider and Desimone, 1986). These
connections make V4 an area that has rich access to motion
information in the visual stimulus. Furthermore, it has been
shown that top-down signals to V4 also contain motion informa-
tion (Ferrera et al., 1994b). As a result, V4 is well activated
when monkeys are viewing moving stimuli (Tolias et al., 2001;
Vanduffel et al., 2001). Our findings further suggest that the
motion information is actively processed in this area. Note that
V4 is much larger than MT, so V4 may contain a comparable
number of direction-selective neurons as area MT. This may
raise the question, ‘‘Why would both dorsal and ventral path-
ways participate in motion processing?’’ A reasonable assump-
tion is that the same motion information needs to be processed
in different ways in order to serve different purposes. For
example, motion perception requires integration of local
motions, while distinguishing a moving object from its back-
ground requires motion differentiation (Braddick 1993). We
found that the motion-processing organization in V4 is different
from that inMT. For example, many direction-preferring domains
in V4 are scattered singulars, while direction preference maps in
MT are more uniform (Malonek et al., 1994; Xu et al., 2004;
Kaskan et al., 2010). The mean direction selectivity of neurons
recorded in the V4 direction-preferring domains (mean DI =
0.63; this study) is lower than that found in area MT (mean
DI = 1; Albright et al., 1984). V4 neurons also tend to be more
activated by moving lines than by moving random dots (Baker
et al., 1981; Vanduffel et al., 2001). In addition, motion adaptation
could induce direction selectivity of V4 neurons (Tolias et al.,
2005). These data suggest that the direction-selective neurons
in V4 have very different receptive field features than do MT
neurons. These differences could give us hints on the functional
roles of direction-selective neurons in the ventral pathway. It is
also possible that perception of motion might be a distributed
process that is not limited to the dorsal areas. This idea is
supported by a recent finding that MT does not process global
motion (Hedges et al., 2011).
Form-from-Motion Processing in the Ventral Pathway
Motion information is useful for object identification. Relative
motion between an object and its background is an important
cue for figure-ground segregation, especially when other types
of cues are weak or ambiguous (e.g., camouflaged insects).
Orban and his colleagues have studied neurons in multiple visual
areas (V1, V2, V4,MT, and IT) using kinetic boundary stimuli (Sa´ry
et al., 1993, 1995; Marcar et al., 1995, 2000; Mysore et al., 2006,
2008). Kinetic boundaries were generated by stripes of random
dots moving in opposite directions. It is interesting that they
found that the majority of V4 neurons respond significantly to
random dot stimuli that contain kinetic boundaries, more sothan to random dots having uniform motion or transparent mo-
tion. A considerable proportion of these neurons (10%–20%)
also have the same orientation preference for the kinetic and
luminance boundaries (Mysore et al., 2006). This is significantly
different fromwhat occurs in areaMT, inwhich virtually no neuron
displayedorientation selectivity for such kinetic boundaries (Mar-
car et al., 1995). By analyzing electrode penetration locations in
V4, Mysore et al. (2006) also found that these kinetic-boundary-
selective neurons tend to cluster in small regions of V4. V4 neu-
rons are also selective to shapes defined by motion (Vanduffel
et al., 2002; Mysore et al., 2008; Handa et al., 2010). Most impor-
tantly, measurements of response latency to kinetic boundaries
indicate that the kinetic boundary detectionmight be done locally
in V4 (Mysore et al., 2006). Direction-selective neurons in V4may
therefore provide necessary motion information either directly
to these kinetic boundary-selective neurons or through some
intermediate neurons that perform local motion comparisons.
The functional structure of direction-preferring domains in V4
therefore may play an important role in facilitating the computa-
tion of boundaries or shapes inferred from motion cues.
In summary, our data demonstrate the existence of motion
maps in a ventral visual area. This finding suggests that
motion-sensitive neurons in this area may contribute to form
and/or motion processing. This finding also provides information
contributing to a re-evaluation of dorsal/ventral separation as a
general rule in visual information processing. A map of direc-
tion-selective neurons also facilities future studies of motion pro-
cessing in V4. This information could contribute significantly to
our understanding of area V4 and how motion is processed in
the brain.
EXPERIMENTAL PROCEDURES
All procedures were performed in accordance with the National Institutes of
Health Guidelines and were approved by the Institutional Animal Care and
Use Committee, Institute of Neuroscience, Chinese Academy of Sciences. A
total of eight hemispheres from eight macaque monkeys (seven Macaca
mulatta and one Macaca fascicularis) were examined (these monkeys also
participated in other studies).
Surgery
Monkeys were artificially ventilated and anesthetized with isoflurane
(1%–2.5%) during surgery. A 25-mm-diameter circular craniotomy and
durotomy were performed (center location, 28–38 mm from midline,
12–17 mm from posterior bone ridge) to expose visual areas V1, V2, and V4
(see Figure 1A). During imaging sessions, a paralytic drug (vecuronium
bromide, 0.05 mg/kg/hr) was administered intravenously (i.v.) to prevent
eye movement, and the anesthesia was switched to thiopental sodium
(1–3 mg/kg/hr i.v.). Anesthetic depth was assessed continuously via moni-
toring the heart rate, end-tidal CO2, blood oximetry, and, in some cases, elec-
troencephalogram. Eyes were dilated (atropine sulfate) and fit with contact
lenses of appropriate curvatures to focus on a screen 57 cm from the eyes.
Optical Imaging
Following craniotomy surgery, the brain was stabilized with agar, and images
were obtained through a cover glass. Images of reflectance change (intrinsic
hemodynamic signals) corresponding to local cortical activity were acquired
(Imager 3001, Optical Imaging Inc., Germantown, NY) with 630 nm illumination
(Lu and Roe, 2007). Signal-to-noise ratio was enhanced by trial averaging
(30–50 trials per stimulus condition). Frame sizes were either 5043 504 pixels
or 5403 654 pixels representing either 193 19 mm or 203 24 mm of imaged
area. Visual stimuli were presented in blocks. Each block contained allNeuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc. 385
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A Direction Map in V4stimulus conditions (e.g., different orientation gratings) and a blank condition,
which is a gray screen at the samemean luminance level as grating conditions.
The same gray screen is used for interstimulus intervals (ISI), which were at
least 8 s. For each condition, imaging started 0.5 s before the stimulus onset
(imaging of the baseline) while the screen remained as a gray blank (the
same as in the ISI). Then a visual stimulus was presented for 3.5 s. Therefore,
the total imaging time for each condition is 4 s, during which 16 consecutive
frames were imaged (i.e., 4 Hz frame rate). All stimulus conditions were dis-
played in a randomized order.
Visual Stimuli
Visual stimuli were created using ViSaGe (Cambridge Research Systems Ltd.)
and presented on a 20-in. cathode ray tube monitor (SONY CPD-G520). The
stimulus screen was gamma corrected and positioned 57 cm from the eyes.
For ocular dominance, orientation, and direction preference maps, full-screen
drifting square-wave gratings were used. Each cycle of the square-wave grat-
ings is 0.67 wide (0.13 white, 0.53 black, equivalent to periodicity of
1.5 c/deg, and duty cycle of 0.2). The mean luminance for all stimuli, including
the blank, was kept at 8 cd/m2. Gratings were drifting at 5.33/s (8 Hz) and
were presented in a randomly interleaved fashion in one of eight directions
(0, 45, 90, 135, 180, 225, 270, or 315). The initial phases of the gratings
were also randomly selected. For color preference maps, responses to red-
green isoluminant sinewave gratings and black-white sinewave gratings
were compared. Gratings were presented in one of two orientations (45,
135) and random directions. Data from different orientations were pooled.
In red-green gratings, red CIE (Commission Internationale de l’Eclairage
[International Commission on Illumination]) valueswere 0.552 and 0.299; green
CIE values were 0.268 and 0.530. In black-white gratings, the luminance was
modulated at 100% contrast. These two types of gratings were set at the same
SF (0.15 or 1 c/deg), TF (1 or 4 Hz) and mean luminance level (19 or 36 cd/m2)
so that the only difference between these two types of gratings were their color
contents (Lu and Roe, 2008).
Imaging Data Analysis
For each stimulus condition, a percentage change map (dR/R) was first
calculated using the following formula: dR/R = (R8–16  R1–4)/R1–4, in which
R1–4 is the average of frames 1–4 and R8–16 is the average of frames 8–16.
Each dR/R map was filtered (digital Butterworth four-order filtering, low-
and high-pass cutoff sizes: 34–38 mm per cycle and 1.02–1.52 mm per
cycle). We used t-maps (Wang et al., 1996, Xiao et al., 2007) instead of
subtraction maps to represent differential response to different stimulus fea-
tures. For each pixel in a t-map, its t value is based on the pixel’s response to
two stimulus conditions. For any pixel i, its paired t value (ti ) is calculated as




=Si in which C1i and C2i are the means of pixel
i’s optical response (dR/R) to stimulus conditions 1 and 2. Si is the SD of




is the square root of the sample size (number of repeats).
Thus, a t-map is similar to the classical subtraction map (i.e., C1i  C2i ),
except that each pixel is divided by its trial-to-trial variation value. A t-map
takes into account the amount of variance, so pixels having large variance
will have smaller t values. Figure S2 shows the comparison of t-maps and
conventional subtraction maps calculated from the same data sets. Both
maps reveal the same functional domains in V4. Nevertheless, the large
amount of noise in blood vessel regions is better suppressed in the t-maps
than that in the subtraction maps. Polar maps (vector summation of eight
conditions) were also calculated for direction and orientation selectivity. To
obtain a polar map, each dR/R map was first filtered (digital Butterworth
four-order filtering, low- and high-pass cutoff sizes: 170–190 mm per cycle
and 1.02–1.52 mm per cycle) and compared with the dR/R map from the
gray-screen blank condition to obtain a t-map. The t-maps from different di-
rections/orientations were then vector-summed to obtain a polar map (Bosk-
ing et al., 1997). Masks for each type of domain (orientation, color, direction)
were obtained from two-tailed P-maps in paired t tests. In the P-maps, re-
gions that consisted of pixels with p < 0.001 and peak p < 0.00001 were
considered to be significant responsive regions and were included in the
masks. Since, in our preparation, V4 contains around 100,000 pixels, Bonfer-
roni correction is not practical (high risk of type II error; see Perneger 1998;
Lazar, 2008). The choice of threshold P value was based on the overall sim-386 Neuron 78, 376–388, April 24, 2013 ª2013 Elsevier Inc.ilarity in sizes between the resulting domains and the domains in the original
difference maps. Here, we used more stringent P levels as a correction for
multiple comparisons. After this thresholding procedure, a few noise pixels
(close to blood vessel or as a result of filtering) were then removed manually.
Orientation and direction masks were finally combined from masks obtained
from orthogonal conditions. Domain size was calculated by averaging each
domain’s long and short axes measured from the t-map using ImageJ
(National Institutes of Health).
Single-Cell Recording
Classical single-cell extracellular recordings (Hubel and Wiesel, 1968) were
performed in three hemispheres of three anesthetized macaques. A recording
chamber and a silicon hat (Arieli et al., 2002) were implanted following the initial
optical imaging session. Electrode penetrations were made at specific V4
regions (either at the center of a direction-preferring domain or at a region
far away from direction-preferring domains) guided by the cortical blood
vessel patterns. Tungsten microelectrodes (impedance 1–4 MU at 1 kHz,
FHC) were lowered into the cortex using a hydraulic microdrive (MO-97A,
Narishige). Neural activity was amplified at 10 kHz (Model 1800, A-M Systems)
and digitized at a sampling rate of 20 kHz (Power 1401, CED). Single-cell
activity was isolated and sorted online (Spike2, CED). Once a single cell was
isolated, its classical receptive field was plotted using a manually controlled
bar and/or grating stimulus. Sine-wave or square-wave gratings drifting in
eight different directions were then displayed within the cell’s receptive field
to measure orientation and direction preferences. The spatial and temporal
frequencies of the gratings were adjusted to best drive the cell. Each stimulus
presentation lasted 1 s and was followed by a 1 s ISI. In some experiments, we
also used a 0.5 s stimulus presentation with a 1.5 s ISI. Usually, 10–25 repeats
were collected for each stimulus condition.
Single-Cell Data Analysis
Neuronal responses to each direction were calculated by averaging the spike
numbers during the stimulus presentation, shifted by a delay of 100 ms.
The tuning functions were then fitted with a modified von Mises curve
(Mardia, 1972) which fits well with both unimodal and bimodal distributions:
y= a+b1  ec1cosðxd1Þ +b2  ec2cosðxd2Þ, in which x is the direction tested;
y is the corresponding firing rate and is a function of x; a is the baseline offset;
and (b1, b2), (c1, c2), and (d1, d2) determine the amplitude, shape, and posi-
tion of the tuning curve, respectively. Fitting parameters were obtained with a
least-square nonlinear regression method (nlinfit in Matlab, Mathworks).
Goodness of fit (R2) values were >0.7 for all units (n = 63) and were >0.9 for
52 out of 63 units.
Each neuron’s direction-of-motion selectivity was determined using a DI
based on a fitted response profile: DI = 1Rn/ Rp, in which Rp is the response
to the preferred direction (direction that generated the maximum response)
and Rn is the response to the null direction (direction that opposite to the
preferred direction). DI values range from 0 to 1, with 1 being the maximum
directional selectivity. Similarly, the orientation index (OI) was calculated as
OI = 1  Rn/ Rp, in which Rp is the response to a preferred orientation and
Rn is the response to the orientation orthogonal to the preferred orientation.
Gratings moving at two opposite directions were first averaged to obtain the
orientation response. The Rayleigh test (Fisher, 1993) was used to test the sig-
nificance of a neuron’s direction selectivity. The Rayleigh test compares the
circular data against a uniform distribution, where a rejection to the null
hypothesis indicated a significantly deviation from uniformity. Neurons with
p < 0.05 in the Rayleigh test were considered to be direction selective.
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