We prove that, given a double sequence w over the alphabet A (i.e. a 
Introduction
In combinatorics on words the notions of complexity and periodicity are of fundamental importance.
The complexity function of a formal language counts, for any natural number n, the number of words in the language of length n. The complexity function of a word ( nite, in nite, biin nite) is the complexity function of the formal language whose elements are all the factors (or blocks, or also subwords) of the word.
The Morse-Hedlund Theorem states that there exists an important relationship between periodicity and complexity. In particular it states that for any biin nite word w if the number of its di erent factors of length n is less than or equal to n, then the word is periodic. Moreover the period of w is smaller than or equal to n.
Several generalizations of the complexity function exist in the literature. One of the most known is the complexity function p w (n; m) that counts the number of di erent rectangles of size n m that are \factors" of the double sequence w. This is the one that is considered and studied in this paper. Its rigorous de nition will be given in next section.
In their seminal and fundamental work (cf. 1], 2], 3]) Amir and Benson introduced the notion of bidimensional periodicity (in particular the notions of simmetry and periodicity vector) and proved theorems analogous to the \periodicity lemma" (cf. 23] In this paper we prove an extension of the Morse-Hedlund Theorem to the bidimensional case. On this subject let us state a conjecture (cf. 25]), known among the researchers in the eld of Combinatorics on Words as the Nivat's conjecture on bisequences. The rigorous de nitions of the notations used in it will be given in next section.
Conjecture: If there exists a pair (n; m) such that the complexity function p w (n; m) of the double sequence w veri es p w (n; m) nm, then w has at least a periodicity vector.
Many researchers have worked on this conjecture and on a related one of L. Vuillon that is presented in this paper in Example 2.1. Some partial results on this conjecture have been proved for small values of m or n (cf.
31], 32], 33]).
The di culty of this conjecture is related also to the fact that all the known proofs of the Morse-Hedlund Theorem are intrinsecally \unidimen-sional", in the sense that they make use of properties of \unidimensional" words, such as the possibility of concatenating one letter to the right or to the left of a word. For such properties there are, to our knowledge, no generalizations that it is possible to use in the bidimensional case.
Recently, we have been able to give a new proof of the Morse-Hedlund Theorem by using the periodicity Theorem of Fine and Wilf. For this theorem, which is the tight version of the periodicity lemma, there exist generalizations to the bidimensional case. This fact has suggested us to try to extend our proof in order to settle above conjecture.
Indeed, in this paper we prove a weak version of above conjecture, making use of the tools and techniques developed by the researchers in the eld of bidimensional periodicity. In particular we make use of some bidimensional generalizations of the periodicity lemma.
Since there exist also bidimensional generalizations of the Theorem of Fine and Wilf (cf. 18]), we hope that this approach will allow to settle the original Nivat's conjecture.
The remainder of this paper is organized as follows. In the second section we give the new proof of the Morse-Hedlund Theorem, de ne basic notations, discuss some preliminaries and give examples. In the third section we state and demonstrate some preliminaries lemmas. In the fourth section we prove the main theorem after having demonstrated two fundamental lemmas. Finally, in the last two sections we give a family of examples that shows some deep di erences between the unidimensional and the bidimensional case, and make some concluding remarks.
Preliminaries
For any notation not explicitely de ned in this paper we refer to 18], 20] and 22].
A word w = a 1 a 2 a n has period p if a i = a j for any 1 i; j n such that i j (mod p). Note that, following this de nition, any natural number p > jwj turns out to be a period of w, and, in this case, it is called an improper period of w. The smallest period of w is called the period of w.
Notice that classically (cf. 20]) improper periods are not considered as periods.
We start with an easy proposition. Proposition 2.1 Let w be a word of length n and period p n. If there exists a factor u of w of length juj p and period q where q divides p, then w has period q. 3 
Proof
Let w = a 1 a n and u = a h a k , where 1 h < k n; j u j= k?h p.
Let i and j be two integers lying between 1 and n such that i j (mod q). There exist two integers i 0 and j 0 such that i i 0 (mod p), j j 0 (mod p) and h i 0 ; j 0 k. Since i 0 j 0 (mod q) and 1 i 0 ; j 0 k, a i 0 = a j 0 . Since i i 0 (mod p) and j j 0 (mod p), a i = a i 0 and a j = a j 0 and the conclusion holds.
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The following theorem is a classical result in combinatorics on words (cf. 14], 20] and 21]). Theorem 2.1 (Fine and Wilf, 1965 Let us consider an (unidimensional) word w and a positive integer n. We de ne the complexity function of w p w (n) =j fu j u is a factor of w of length ng j The Morse-Hedlund Theorem (cf. 24]) states that there exists an important relationship between periodicity and complexity. Here we state the version relative to biin nite (two sides) words. The proof of the theorem that we give is a new one and it makes use of the Theorem of Fine and Wilf.
The main idea of this proof is that the hypothesis implies the existence of a \local" period in any position of the biin nite word. The Theorem of Fine and Wilf, together with the Proposition 2.1, forces all these \local" periods to be the same all over the biin nite word. This is also the general idea of the proof of our main theorem in Section 4. Moreover the same \unidimensional" technique used here will be used also in both the proofs of our two main lemmas.
We can now state and give our new proof of the Morse-Hedlund Theorem. 
Proof
Let n 0 be the smallest integer such that p w (n 0 ) n 0 . Let us consider in w the n 0 + 1 positions 0; 1; ; n 0 . Each position determines uniquely the factor of length n 0 which starts in this position. By the pigeon's holes principle two of these n 0 + 1 positions must determine the same factor of length n 0 (by hypothesis p w (n 0 ) n 0 ). Let i < j be two of such positions such that j is the smallest position greater than i that determines the same factor of length n 0 determined by i.
Hence, for h = 0; ; n 0 ? 1, one has that a i+h = a j+h . This is equivalent to say that the word v = a i a j+n 0 ?1 has period p 1 = j ?i. The word v has length n 0 + p 1 . Moreover, by the choice of j, p 1 n 0 is the minimal period of v. We want to prove that p 1 is a period for the whole word w. Let 
The pre x of v 0 that has both periods p 1 , which is called the shape of u and it is denoted by sh(u). A factor u 1 is a factor of u 2 if the shape of u 1 is contained in the shape of u 2 . Notice that u 2 is a factor of itself as well w is a factor of w.
Two factors u 1 and u 2 are equal if there exists a translation of the plane such that (S 1 ) = S 2 , where S 1 and S 2 are respectively the shapes of u 1 and of u 2 . Moreover this translation must be compatible with the word w, i.e. for any (x; y) 2 S 1 , w(x;y) = w( (x; y)).
A rectangle R is a subset fi 1 ; i 1 + 1; ; i 2 g fj 1 ; j 1 + 1; ; j 2 g of Z We say that v is a periodicity vector for u if for any integer z the vector zv is a symmetry vector for u. In this case we will also say that v is a period for u (for w resp.) or also that u (w resp.) has period v. We can here state the Nivat's conjecture.
Let us state two easy propositions without proof. De nition 2.3 If v and v 0 are not parallel, a factor u is full-periodic (or lattice-periodic) with respect to v and v 0 if for allv 2< v; v 0 >v is a periodicity vector for u. In this case we also say that u is < v; v 0 >-periodic.
Notice that if we require that there exists n such that p w (n; n) n, then every restriction of w to unidimensional lines parallel to the axes is, by the Morse-Hedlund theorem, periodic with period smaller than or equal to n. 
Preliminaries Lemmas
Before proving the main theorem, we will prove or recall some preliminaries lemmas. As remarked in the previous section, the proof of our main theorem is based on the fact that the hypothesis implies the existence of a \local" period in every position of the double sequence. This is proved in next lemma. Afterwards, we state two lemmas that are analogous to the periodicity lemma and that will be used in next section to force all \local" periods to be \almost the same" all over the double sequence. A direct consequence of these two lemmas is the following theorem. 
The main theorem
We now state and prove the main theorem of this paper. In order to prove this theorem we need two fundamental lemmas, to each of those we will dedicate a subsection. Each of them will be devoted to extend local periodicity obtained by Lemma 3.1 to \larger" portions of the plane.
In this paper we will prove the main theorem with = 144, because we make use of Theorem 3.1 that synthesize Lemmas 3.2 and 3.3 with loss of information. A proof based on the use of the two lemmas reaches a constant = 100. Since the proof is already involved and hard to follow, we have chosen to let it this way, easier to read, even if the constant is higher.
Let us give some de nitions and notations that will be useful in the following.
De nition 4. De nition 4.3 The (R; v)-Christo el stripe is the set of points that lie between the v-Christo el line through P 1 = (x 1 ; y 1 ) and the v-Christo el line through P 2 = (x 2 ; y 2 ), the points of these two lines included.
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The intersection of R and the (R; v)-Christo el stripe is called the fundamental (R; v) discrete hexagon H (see next gure).
We say that a vector v is a periodicity vector for a Christo el stripe S (or that S has period v) if v is a periodicity vector for the factor that has S as its shape. Notice also that the line-segments in the direction of v starting in P 1 and P 2 that are subsets of the discrete hexagon both contain at least 2jv 1;v j+2jv 2;v j points (in the case of v having the same direction of an axis, this number is strictly greater than 2jv 1;v j + 2jv 2;v j). 
R2
Notice that an (R; v)-Christo el stripe does not contain R and, moreover, its intersection with R gives rise to the discrete fundamental hexagon, that is obtained as the set di erence between R and two \angles". Note also that the (R; v)-rectangles have side sizes strictly smaller than the ones of the original rectangle.
The reasons of this de nition are two. The rst and more important is that this de nition is necessary if we want to apply the same unidimensional argument used in the proof of Theorem 2.2 in our two main lemmas of this section.
The second reason is that with this de nition we can use in next main lemma the following proposition. All we have to prove is that w((i;j)) = w((i 0 ; j 0 )). Since U is composed by construction by at least jv 0 1 j + jv 0 2 j consecutive rectangles, there exist two integers n and n 0 such that (i; j) + nv 0 
First Lemma
This section is devoted to extend a local periodicity, given by Lemma 3.1, to a periodicity in a Christo el stripe.
The main idea is to try to extend the local periodicity in the direction of the period. If it is possible to cover all a \large enough" Christo el stripe associated to this periodicity vector, then we obtain the thesis. If this is not possible, then at a certain point in this direction there must exist an \error" in the periodicity and, by Lemma 3.1, there must exist another periodicity. This new periodicity cannot be parallel to the original one by the unidimensional argument used in the proof of Theorem 2.2. Then we make one \turn" and try to extend this new local periodicity in its own direction. The bidimensional generalizations of the periodicity lemma allow us to prove that it is possible to extend this local periodicity to a \large enough" Christo el stripe. The reason of that relies on the fact that, by extending, we bring with us the informations of the previous periodicity and of the \error". Roughly speaking, we are allowed to make one \turn" but not two \turns".
We will need, in the proof of the rst lemma, the following results.
Covering Lemma: Let The following properties cannot hold together.
It has two non parallel periodicity vectors v 0 and v 00 .
There exists in R 1 a factor u L having shape a rectangle R L that is < v; v 0 >-lattice periodic and it is \centered enough" in R 1 , i.e. for By the < v 0 ; v 00 >-periodicity w(P) = w(P +v) = b, and w(P 1 ) = w(P 1 +v) = a.
ButP +v andP 1 +v belong to R L andP + v +v =P 1 +v. Since u L is < v; v 0 >-periodic we have a contradiction. 2
In the next lemma we will set the constant to be = 144. As we have said previously, with a more involved proof we may reduce this constant to = 100. Before giving the complete proof of this lemma, we want to give a detailed sketch of it, in order to allow an easier reading.
The \ingredients" of this proof are By Lemma 3.1 there must exist another periodicity vector v 00 . By using again an unidimensional argument similar to the one used in the proof of Theorem 2.2 we get that v 0 and v 00 are not parallel.
By Proposition 4.1, R 00 contains also a rectangle that is L-lattice periodic. We get a contradiction on the existence of R 00 from Lemma 4.1. Hence the whole stripe S 2 is v 0 -periodic. The reason of that relies on the fact that R 00 contains some informations of the previous periodicities and of the \error". Roughly speaking, we are allowed to make one \turn" but not two \turns". 
Proof

