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The purpose of this study was to explore the influence of curricular organization on student 
cognitive load and student performance in online learning environments.  The findings of this 
study contribute to the development of usable instruction design principles for online education.  
This research study used the lens of cognitive load theory to examine how online course 
organization affects student learning.  A review of the literature included the elements of 
cognitive architecture that have been measured in prior studies, various methods in which 
cognitive load has been measured, and the basic requirements for measurement of cognitive load 
in instructional research.   
A traditional between-subjects design compared the effects of online course organization.  
Subjects were randomly divided into two groups in a computer-lab setting, each group engaged 
in online learning activities (reading, studying, completing assignments, taking assessments) in 
two separate online courses.  Only the organization of the curriculum in the two courses was 
different.  
Results of the study generally indicated no significant difference between modular 
organization and functional organization in terms of the hypotheses.  Under certain conditions, 
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however, modular organization negatively impacted learners in terms of intrinsic load, time in 
content areas, and number of mouse clicks produced.  Analysis of the two-way interaction effect 
of organization as the participants progressed through the course indicated a significant change 
over time. 
The implication of this study is that the rigid sequential structure of modular organization 
may benefit learners early in an online course by providing navigational cues, but becomes a 
burden over time as the learner becomes more adept at finding course content outside of the 
structure. 
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While technology-enhanced education provides a variety of opportunities that were 
previously unavailable through traditional delivery methods, it is important that the pedagogical 
design of such instruction does not create unintended obstacles to student 
learning.  Conveniences provided by technology such as mobility, flexible scheduling, and 
improved multimedia may be offset by frustration, confusion, and disorientation in poorly 
conceived instructional designs.  Contemporary learning management systems, for example, 
provide a sophisticated array of affordances for both the learner and the educator.  At the same 
time, learners required to use these complex, Web-based tools may expend valuable cognitive 
resources that could otherwise be allocated toward comprehension.  Systematic research is 
necessary to inform the development of effective and efficient learning environments.  This 
study investigated one aspect of technology-enhanced education: the impact of curricular 
organization on student performance and cognitive load in online learning management systems. 
Online education has become an integral component of higher education in the United 
States.  Even as overall enrollments in higher education declined, distance education enrollments 
continue to grow (Allen, Seaman, Poulin, & Straut, 2016).  Distance education, as defined by the 
National Center for Educations Statistics’ Integrated Postsecondary Education Data System 
(IPEDS), is education that “uses one or more technologies to deliver instruction to students who 
are separated from the instructor and to support regular and substantive interaction between the 
students and the instructor synchronously or asynchronously” (Kena et al., 2016, p. 105).  
According to 2013 IPEDS data (Allen, & Seaman, 2015), 70.7% of all currently active, public, 
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degree-granting institutions have some distance offerings.  The proportion of academic leaders 
who report that online learning is critical to their institution’s long-term strategy is at an all-time 
high, having grown from 48.8% in 2002 to 70.8% in 2015. (Allen & Seaman, 2015).  In the Fall 
of 2014, one in seven higher education students took all of their courses exclusively online, one 
in seven higher education students took some of their courses online, and at least a quarter of all 
students enrolled in one or more online courses (Poulin & Straut, 2016).  According to the 
Babson Survey Research group, the number of students taking at least one online course has 
grown at a rate greater than that of the overall higher education student body, and for three of 
these years, the growth in online students topped 20% (Allen & Seaman, 2015). 
Instructional design has been described as the systematic process of translating principles 
of learning and instruction into plans for instructional materials and activities (Smith & Ragan, 
1999).  In order to design curriculum that minimizes technical challenges and maximizes 
pedagogical effectiveness, higher education faculty, instructional designers, and subject matter 
experts need to be informed regarding the possible impact of technology on the educational 
process.  As a result, it is imperative that empirical research guided by established and 
recognized learning theory (such as the cognitive load theory) be conducted to identify basic 
principles that can guide the development of future online course curriculum. 
Discussion of the Problem 
If distance education has become an integral component of higher education, then the 
learning management system (LMS) is the primary software delivery mechanism that powers 
distance education.  A learning management system (LMS) has been defined as an information 
system that provides the possibility to create and use different learning scenarios and methods 
(Kurilovas 2009) and as a software application or Web-based technology used to plan, 
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implement, and assess a specific learning process (Alias & Zainuddin, 2005).  The Educause 
Center for Analysis and Research defines a learning management system as “software that 
provides an integrated suite of online resources and communication capabilities in support of 
traditional courses and can also serve as a platform for fully online courses” (Lang & Pirani, 
2014, p. 2). For the purposes of this study, a learning management system (also sometimes 
referred to as a content management system) will be defined as “a software platform for the 
administration, documentation, tracking, reporting, and delivery of e-learning education courses 
or training programs” (Zaharias & Pappas, 2016, p. 61). 
Learning management systems have become ubiquitous in higher education and “integral 
to students’ learning experiences” (Dahlstrom, Walker, & Dziuban, 2013, p. 5).  Eighty-five 
percent of faculty use an LMS (56% using it on a daily basis) and 74% say it is a useful tool for 
enhancing teaching.  Nearly all students used an LMS in 2013, and the LMS appeared near the 
top of student ratings for very/extremely important to their academic success.   
The COVID-19 pandemic continues to force educational systems worldwide to temporarily 
cut back face-to-face instruction in order to protect students, educators, and staff.  According to 
data gathered by UNESCO (2020), more than 1.4 billion learners were affected globally in April 
2020, with 165 country-wide closures.  Although data is still being gathered, an informal study 
of educational technology platforms (Hill, 2020) indicated that Canvas LMS usage increased 
more than 60% and Blackboard LMS logins increased 400% during initial COVID-19 spikes in 
March 2020. 
Learning management systems are typically developed by commercial vendors, however, 
not by educational researchers.  Rather than producing a system that is customizable based upon 
subject matter or pedagogy, instructors and students are traditionally forced to adapt to 
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commercially structured LMS environments using preconfigured toolsets (Lang & Pirani, 2014).  
Without research, planning, and thoughtful customization, online curriculum delivered via LMS 
can lead to a pedagogically “Procrustean scenario” in which students and instructors "must 
unlearn their experiences with teaching, learning, and information technologies in order to fit the 
limited standards of commercial learning management systems” (Kilker, 2009, p. 213).  In 
ancient Greek legend, Procrustes was an inhospitable innkeeper who invited visitors to spend the 
night sleeping in an ill-fitting bed (Tripp, 1974).  If his victims were too short to fit his iron 
mattress, he would stretch them by hammering or racking their body.  If his victims were too tall, 
he would cut off their legs to make the body fit the bed.  In this case, the Procrustean analogy 
applies to technology in which the user must adapt to the system, rather than the system adapting 
to the user. 
The preset organizational structure of an LMS “encourages novice instructors to ‘plug in’ 
their content under the appropriate category instead of effectively translating their individual 
teaching styles into an online environment” (Lane, 2008, p. 5). Consequently, instructors who are 
new to online technologies may have difficulty developing meaningful learning opportunities if 
they are unfamiliar with manipulating an institutional learning management system.   
Statement of the Problem 
While technology-enhanced learning environments may provide an array of educational 
opportunities that could not be achieved in traditional face-to-face classrooms, the design of 
these environments may negatively affect student-learning outcomes.  Issues related to the 
instructional design of online learning spaces, for example, have been linked to lower levels of 
self-efficacy, motivation, and perceptions of course quality (Simunich, Robins, & Kelly, 
2015).  In order to develop learning environments that do not impose unnecessary demands on 
 
 5 
learner cognitive resources, it is important that a rigorous descriptive quantitative study be 
conducted to determine the influence of Web-based course organization on cognitive load and 
performance. 
Theoretical Framework 
Difficulties with contemporary learning management systems may be a result of the high 
expenditure of cognitive resources necessary to overcome the limitations of the organizational 
structure.  Cognitive load theory (CLT) is primarily concerned with "the development of 
instructional methods that efficiently use people’s limited cognitive processing capacity to 
stimulate their ability to apply acquired knowledge and skills to new situations” (Paas, Tuovinen, 
Tabbers, & Van Gerven, 2003b, p. 63).  As a result, CLT is an appropriate theoretical framework 
in which to explore the effects of technology on student learning.  CLT is an instructional theory 
that coordinates design and learning processes with human cognitive architecture (Sweller, Van 
Merrienboer, & Paas, 1998; Sweller et al., 2011, Kalyuga & Lin, 2015).  Cognitive load refers to 
“the manner in which cognitive resources are focused and used during learning and problem 
solving” (Chandler & Sweller, 1991, p. 294).  CLT is based on a human cognitive architecture 
that consists of a limited working memory, with partly independent processing units for 
visual/spatial and auditory/verbal information that interacts with a comparatively unlimited long-
term memory (Paas, Tuovinen, Tabbers, & Van Gerven, 2003b).  Research on cognitive load 
indicates that an individual holds a finite amount of information in working memory while 
drawing upon prior knowledge (Van Merrienboer & Sweller, 2005).  Cognitive load researchers 
frame cognitive load into three categories: intrinsic, extraneous, and germane (Paas, Renkl, & 
Sweller, 2003).   
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In particular, this study will examine the influence of split-attention effect on learners’ 
cognitive load.  The split-attention effect in cognitive load theory happens when learners are 
required to "split their attention between at least two sources of information that have been 
separated" either in space or in time (Sweller et al. 2011, p. 111).  By requiring learners to 
integrate several sources of information that are separated spatially or temporally, extraneous 
cognitive load is created. For maximum learning to occur, all separate sources of information 
must be mentally integrated. The contiguity effect (Meyer & Anderson, 1992) will be also 
considered in relation to the organization of educational content.  Described under the name of 
split attention effect (Moreno & Mayer, 1999) in cognitive load theory, the contiguity principle 
states that "the effectiveness of multimedia instruction increases when words and pictures are 
presented contiguously in time and space" (Moreno & Mayer, 1999, p. 358). 
The present research study 
This study compared the effects of curricular organization on cognitive load and learning 
performance.   Participants in one group reviewed course content organized by thematic module, 
while participants in another group reviewed course content organized by function. Modular 
organization is defined as a "unit of work in a course of instruction that is virtually self-
contained" (Sejpal, 2013, p. 169).  A module is well-defined, independent, and structured in a 
systematic sequence (Sejpal, 2013).  A module is typically organized by theme and contains such 
elements as objectives, educational activities, and assessments in close proximity to each other.   
Functional organization, on the other hand, is operationally defined as a unit of instruction in 
which the various educational elements are organized by how they are used or how they operate.  
In functional curricular organization, educational elements (e.g., objectives, readings, slides, 
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online videos, assessments) may be spatially separated from each other and contained in 
functional containers rather than by theme.  
The overall research question was: 
What are the effects of curricular organization on cognitive load and student performance in 
online learning environments? 
Specifically, this study was concerned with determining: 
1. The effect of functionally organized online course content on participant self-
reported cognitive load. 
2. The effect of functionally organized online course content on participant 
educational performance. 
3. The comparative difference between functionally organized online course content 
and modular course organization. 
Determining the answers to these questions provided valuable information of practical use 
by online educators and instructional designers. 
Research Hypotheses 
It was hypothesized that self-reported cognitive load would be affected by course 
organization.  The split-attention effect predicts that due to the separation of learning materials, 
extraneous cognitive load will increase.  Participants in functionally organized online 
curriculum, therefore, will be required to expend cognitive resources integrating multiple sources 
of information and will report higher degrees of cognitive effort than participants in the course 
organized into modules.  It was further hypothesized that due to increased cognitive load, student 
performance on assessments would be negatively affected.  With fewer cognitive resources 
available to focus on germane learning activities, participants with higher extraneous cognitive 
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load would not recall or synthesize educational concepts as efficiently as participants with less 
extraneous cognitive load. 
H1: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will perceive a higher cognitive load than learners engaged in similar 
activities organized into thematic modules. 
H2: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will score lower on performance assessments than learners engaged in 
similar activities organized into thematic modules. 
H3: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will take more time to complete educational tasks than learners engaged 
in similar activities organized into thematic modules. 
H4: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will make more mouse clicks navigating educational tasks than learners 
engaged in similar activities organized into thematic modules. 
Prior research 
The study of Web-based instructional design is not new to academic research.  Online 
teaching and learning has been approached from many different theoretical angles including 
human-computer interaction (Chung, Pasquini, & Koh, 2013; Dillon & Zhu, 1997), usability 
(Fisher & Wright, 2010; Granic & Cukusie, 2011; Miller-Cochran & Rodrigo, 2006; Unal & 
Unal, 2011; Zaharias & Poylymenakou, 2009; Zaharias, Vasslopoulou, & Poulymenakou, 2002), 
and universal design (Dell, Dell, & Blackwell, 2015; Tobin, 2014; Pittman & Heiselt, 2014; Rao, 
Edelen-Smith, & Wailehua, 2015).  Researchers have investigated such topics in online 
education as findability (Navarrete & Lujan-Mora, 2015, Robins, Simunich, & Kelly, 2013; 
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Simunich, Robins, & Kelly, 2015), interactivity (Abrami, Bernard, Bures, Borokhovski, & 
Tamim, 2012; Wei, Peng, & Chou, 2015), and self-efficacy (Kuo, Walker, Schroder, & Belland, 
2014; Shen, Cho, Tsai, & Marra, 2013; Wang, Shannon, & Ross, 2013). 
Numerous studies have been conducted using cognitive load theory as a theoretical 
framework for the design of Web-based instruction. Cognitive load theory has been used as a 
theoretical lens to study mobile learning (Cheng, Huang, Shadiev, Hsu, & Chu, 2014; Huang & 
Andrade, 2014; Liu, Lin, Tsai & Paas, 2012), online discussion (Darabi & Jin, 2013; Jin, 2016), 
online problem-based learning (Chen, 2016; Peters, 2015), and courseware engagement (Swann, 
2013). 
A review of literature revealed that early research debated whether technology had any 
impact on the effectiveness of distance education (Hillman, Willis, & Gundawardena, 1994).  
Following a meta-analysis of research focusing on media’s influence on learning, Clark (1983) 
concluded that “media are delivery vehicles for instruction and do not directly influence 
learning” (p. 453).  
Nature of the Study 
While a full description of methodology will be covered in chapter three, following are the 
basic characteristics of this study. 
Participants 
A total of 128 university students participated in the study, ranging in age from 20 to 62 
years.  Participants were primarily female (67.2%), White Caucasian (46.9%), masters level 
68.8%), and education majors (71.1%).  Survey responses indicated a fairly high level of 




Methodological strategy and design 
In terms of experimental methodology, a traditional t-test compared effects of online course 
organization.  Participants were randomly divided into two groups in a computer-lab setting, 
each group engaged in online learning activities (reading, studying, completing assignments, 
taking assessments) in two separate online courses.  Only the organization of the curriculum in 
the two courses was different.   
Sources of information 
Data was gathered during the study through a combination of online forms, assessments, 
surveys. Demographic data (e.g., age, gender, academic major, academic grade level) was 
obtained through online survey. Participant academic performance was assessed by a series of 
timed online quizzes following lessons on biological concepts.  The cognitive load of course 
content in lessons was self-reported using a validated and reliable survey tool. 
Analytical strategies 
Each of the study’s three hypotheses were analyzed using independent samples t-tests to 
compare the mean performance scores, mental effort scores, and mean assessment completion 
time between the two groups to determine whether there was a statistically significant difference 
between the group using learning materials designed to reduce split attention effect and the group 
that did not. Cohen’s d was used to measure effect size for each test. 
Need for the Study 
This study sought to understand the relationship between online course organization, 
student cognitive load, and course performance.  As online courses become more prevalent, there 
is a need to provide guidelines and assistance to instructors using learning management systems 
to deliver course content (Caplow, 2006).  The pedagogical aspects of learning management 
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systems, however, are less frequently studied than technical ones (Nokelainen, 2006).  Although 
there are several studies regarding general design issues for Web-based instruction, there is little 
systematic investigation into how instructors interpret general design principles when using the 
structure of LMSs to organize their course materials (Caplow, 2006).   
While some preliminary studies have been conducted, a need exists for further research in 
order to better understand how cognitive load theory informs online instructional design (Burkes, 
2007).  Burkes tested four hypotheses investigating the application of cognitive load theory to 
the design of online instruction. The study examined the effects of split-attention, redundancy, 
and modality on performance and perceptions of mental effort by redesigning aspects of three 
online courses between control and treatment groups. Three different lessons were chosen for 
redesign based on evaluation of the materials in terms of split-attention, redundancy, and 
modality. Results of the study found no statistical difference on cognitive load scores between 
the control and treatment groups.  The author speculated that the rationale for these findings 
were: 1) the possibility that the cognitive load for the lessons were already so low that design 
modifications would not make a significant performance difference (element interactivity effect), 
and 2) the level of prior knowledge and expertise in the topics could have made a difference in 
the perceived mental effort involved in interacting with the content (expertise reversal effect). 
According to Burke (p. 44), “instructional design theory can be difficult to apply in a real-world 
setting because so much depends upon the student.”  Burke recommends that similar studies 
need to be repeated “several times involving many types of online education before the 
generalizability of the findings can be established” (p. 45). 
In the last decade, numerous advancements have been made in the realm of online 
education including major modifications to learning management systems, video and audio 
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broadcasting technologies, and quality standards and measures. The field of online instruction is 
booming, and as a result, the need for instructional design principles supported by empirical 
research within a theoretical framework continues to grow. The purpose of this study was to 
determine the influence of curricular organization on university-level student cognitive load and 
student performance in online learning environments.  The findings of this study contribute to 





Review of the Literature 
This study focuses on the analysis of the effects of curricular organization on cognitive 
load and learning performance in online learning courses at a major university.  This chapter 
reviews the literature applicable to the study of curricular organization and cognitive load as it 
relates to online education.  It begins by briefly describing how online course organization 
differs from traditional course organization.  Then, the chapter establishes that the instructional 
design of course curriculum affects the cognitive effort required by learners.  Next, this chapter 
provides a conceptual overview and historical background on the theoretical framework that is 
used in this study:  cognitive load theory.  The section is followed by a review of the basic 
elements of human cognitive architecture including memory, schema, and automation.  The next 
section presents various elements of cognitive load theory relevant to this study.  The primary 
instructional design principles stemming from cognitive load theory that relate to this study are 
then identified. Lastly, the methods in which cognitive load is measured are discussed. 
While educators and instructional designers might traditionally develop curriculum based 
upon principles informed by Gagne’s theory of instruction, constructivism, or social learning 
theory, the default organizational structure of educational materials in an LMS forces novice 
instructors to think in terms of functional content categories (such as “discussions,” 
“assignments,” or “assessments”) rather than in terms of sequenced lessons and thematic units, 
thereby breaking the natural structure of teaching and learning (Lane, 2008).  Caplow (2006) 
suggests that conceptual differences between instructors and students regarding where course 
materials should be placed in an LMS may present a challenge for students navigating Web-
based courses.  Moore, Downing, and York (2002) concluded that online educators generally 
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organize course materials based upon their own organizational schema and interpretations, 
implicitly assuming that students operate with similar schemas.  The absence of expertise with 
online pedagogy combined with potential restrictions of an LMS can produce “knowledge paths 
that learners may find unorganized and ineffective” (Moore, Dickson-Deane, & Liu, 2014). 
In a typical online course, learning materials such as readings, presentations, assignments, 
and assessments are organized into digital “containers.”  Sometimes these digital containers are 
labeled as “learning modules” or “course content.”  At other times, they are labeled by function 
such as “homework,” “syllabus,” or “test.”  In a traditional classroom setting, an analogous 
situation would be where the instructor provides learners with a variety of file folders containing 
all the course materials.  Depending on the design of each course, folders might be organized 
based upon a variety of different methods, such as the chapter of the textbook, the week of 
instruction, or simply based upon the whim of the course designer at the moment.  Related 
materials might be found separated across a variety of folders, and each folder might be labeled 
differently between courses. 
Attempting to understand the organizational scheme of each course, the learner must search 
through various digital file folders looking for suitable instructions or understandable materials.  
Difficulties in identifying the organizational structure of the course materials may result in 
student frustration and, in a worst-case scenario, an inability to learn the course materials 
effectively and efficiently.  The more the learner must apply cognitive resources to determine the 
organizational structure of the learning materials, the less the learner’s attention is focused on the 
course content (Howland, Moore, & Caplow, 2015).  If students are required to spend more time 
finding the essential elements of a course, “this may result in less time learning the course 
content or engaging in peer interaction” (Simunich, 2015, p. 175).  Ineffective or confusing 
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curricular organization within online learning environments may cause information overload in 
learners. Information overload can be defined as "a subjective experience of the insufficiency of 
time needed to make effective use of information resources available in specific situations " 
(Savolainen, 2007, 612).  If students are required to spend extra time and cognitive resources 
searching for essential course content, subsequent confusion and frustration may affect learning 
of the educational material. 
The impact of instructional design on cognitive load 
Winn (1984) states, “the way information is delivered has very little effect on the way it is 
understood.  We can only facilitate understanding by good planning and sound instruction” (p. 
2).  Despite these conclusions, other findings suggest that learner-interface interaction does affect 
learning.  In online education, the learning management system navigational structure and 
curricular organization is not likely to be relevant to the subject being studied by the learner.  
Such technological interfaces merely act as confounding intermediaries between the learner and 
the content (Hillman, Willis, & Gundawardena, 1994).  In a perfect situation, the learning 
environment should be completely transparent to the user, not imposing impediments to the 
actual educational content.  Ideally, the technology should be “something that does not get in the 
way, and above all, something that does not attract attention and energy to itself” (Norman, 
1990, p. 210). 
Mendel and Pak (2009) studied the effects of website interface consistency and intrinsic 
and extraneous cognitive load on user performance.  In this study, participants from Clemson 
University searched for answers to questions across separate Web sites.  Content of the different 
sites was varied between groups in order to manipulate the intrinsic cognitive load of the task. 
The group receiving complex content worked with a site containing detailed financial data, while 
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the group receiving less complex content worked with a site containing basic travel information. 
Unnecessary hyperlinks were used to manipulate extraneous load. Effects of the manipulations 
were measured using subjective usability scores and Morae usability software that calculated 
total pages navigated, task completion time, error-rate, and average time spent on each page. 
Results of the study showed “that the effect of consistency depended on the difficulty of the task 
or the cognitive load” (p. 32).  Analysis of interactions were significant only when the 
extraneous cognitive load was high as a result of extra hyperlinks.  The authors suggest that 
navigational consistency may be a determining factor in situations with high cognitive load. 
Theoretical framework 
In the realm of educational psychology, cognitive load theory (CLT) is an appropriate 
framework to inform instructional design.  Cognitive load theory describes "instructional design 
implications of a model of human cognitive architecture" (Kalyuga, 2009, p. 34).  Cognitive load 
researchers “have been able to generate a unique variety of new and sometimes counterintuitive 
instructional designs and procedures” (Paas, Renkl, & Sweller, 2003b, p.1) by studying the 
structure of information and the cognitive architecture that allows individuals to learn. 
If we were to imagine that the science of mental processes and behavior (psychology) was 
the trunk of a great tree, and cognitive psychology one branch of that tree, then cognitive load 
theory (CLT) might be one of many leaves on the substantial offshoot of educational 
psychology.  As with most theoretical branches of science, the tenets of cognitive load theory did 
not spring up on their own.  Decades of prior study and discussion provided the foundation and 
framework upon which to build.  Naturally, there are many members of the scientific community 
that contributed in some way to an exploration of human cognitive architecture not discussed 
herein.  As an avenue of cognitive research, CLT formally originated "in the 1980s and 
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underwent substantial development in the 1990s" (Paas et al., 2003a, p. 1).  CLT continues to be 
applied and expanded under a variety of disciplines to this day.  
Cognitive load theory’s origin in the early 1980s provided instructional hypotheses that 
"differed from the prevailing orthodoxies of the time" (Sweller & Van Merriënboer, 2005, p. 1). 
Cognitive load theory (CLT) is based on "a cognitive architecture that consists of a limited 
working memory, with partly independent processing units for visual/spatial and auditory/verbal 
information which interacts with a comparatively unlimited long-term memory" (Paas, 
Tuovinen, Tabbers, & Van Gerven, 2003b, p. 63).  According to Miller (1956), the capacity of 
working memory to store information is roughly seven elements and the capacity to process 
information is about two to four elements.  Long-term memory, however, is not subject to the 
same limitations.  Humans can "consciously process no more than a few items at a time for no 
longer than a few seconds" (Kalyuga, 2009, p. 35). If these limitations are exceeded, working 
memory becomes overloaded and learning inhibited.  Cognitive load theory identifies specific 
instructional design principles for mitigating working memory limitations. 
Cognitive load refers to “the manner in which cognitive resources are focused and used 
during learning and problem solving” (Chandler & Sweller, 1991, p. 294).  Cognitive load theory 
is primarily concerned with the development of instructional methods that efficiently use 
people’s limited cognitive processing capacity to stimulate their ability to apply acquired 
knowledge and skills to new situations (Paas, Tuovinen, Tabbers, & Van Gerven, 2003b).  
Cognitive load theory’s main hypothesis is that the differences in effectiveness between 
instructional designs are largely based on differences in memory load (Paas, Tuovinen, Tabbers, 
& Van Gerven, 2003b).  Human working memory is severely limited and any educational task 
that requires a large number of items to be stored in working memory may contribute to 
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excessive cognitive load (Sweller, 1988). The main goal of cognitive load theory is therefore to 
optimize learning of complex tasks by efficiently managing the learner’s use of limited working 
memory and long-term memory (Paas & Ayres, 2014).  The goal of any instructional design, 
therefore, should be to reduce unnecessary working memory load to free capacity for learning-
related activities (Sweller, 2010; Sweller, Van Merriënboer, & Paas, 1998; Van Merriënboer & 
Sweller, 2005). 
According to Sweller and Chandler (1994, p. 185), the following assumptions are the basic 
tenets of cognitive load theory: 
"a.  Schema acquisition and automation are major learning mechanisms when dealing with 
higher cognitive activities and are designed to circumvent our limited working memories and 
emphasize our highly effective long-term memories.  
b.  A limited working memory makes it difficult to assimilate multiple elements of 
information simultaneously.  
c.  Under conditions where multiple elements of information interact, they must be 
assimilated simultaneously. 
d.  As a consequence, a heavy cognitive load is imposed when dealing with material that has 
a high level of element interactivity. 
e.  High levels of element interactivity and their associated cognitive loads may be caused 
both by the intrinsic nature of the material being learned and by the method of presentation. 
f.  If the intrinsic element interactivity and consequent cognitive load are low, the extraneous 
cognitive load caused by instructional design may not be very important. In contrast, 
extraneous cognitive load is critical when dealing with intrinsically high element interactivity 
materials." 
 
Later modifications to cognitive load theory (Sweller, 2004; Sweller, Ayres, & Kalyuga, 
2011) follow an evolutionary educational psychology model (Geary, 2007, 2008; Sweller & 
Sweller, 2006)).  In much the same way as other aspects of the human condition, human 
cognition has evolved. Geary suggested that knowledge could be divided into two types: 
biologically primary knowledge and biologically secondary knowledge. Over time, humans have 
evolved to attain primary knowledge such as the ability to learn a language, the ability to 
recognize faces, or the ability to recognize patterns.  In contrast, humans have not specifically 
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evolved to acquire secondary knowledge such as how to perform statistical multiple regression, 
how to manipulate a learning management system, or how to reverse the negative effects of 
global climate change. 
Human cognitive architecture 
Memory 
Sweller (2003) defines human cognitive architecture as the way cognitive structures are 
organized and interrelated. Information is stored and processed by working memory and long-
term memory for later retrieval. Information enters working memory through various sensory 
channels (Al Asraj, Freeman, & Chandler, 2011). Working memory is where the momentary 
storage of information is processed to perform basic cognitive tasks. Information at this stage can 
be forgotten or elaborated and coded into long-term memory.  
Cognitive load theorists equate working memory with consciousness (Sweller, Van 
Merriënboer, & Paas, 1998). Humans are only conscious of the contents of working memory. All 
other cognitive functioning is hidden from view unless and until it can be brought into working 
memory.  Because working memory is most commonly used to process information in terms of 
"organizing, contrasting, comparing, or working on that information in some manner, humans 
are probably only able to deal with two or three items of information simultaneously when 
required to process rather than merely hold information" (Sweller, Van Merriënboer, & Paas, 
1998, p. 252).  Interactions between elements held in working memory "require working 
memory capacity, reducing the number of elements that can be dealt with simultaneously" (p. 
252). 
Long-term memory is the near limitless memory storage area where previously learned 
information is held.  Humans cannot use the contents of long-term memory until they reenter 
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working memory through retrieval (Sweller, 2003).  The human cognitive system places its 
primary emphasis on the ability to store unlimited amounts of information in long-term memory 
(Sweller et al., 1998).  This information "does not just consist of small, isolated facts but can 
include large, complex interactions and procedures" (Sweller et al., 1998, p. 254). Human 
intelligence comes from this stored knowledge, not from an ability to engage in long, complex 
chains of reasoning in working memory. In fact, research on the limitations of working memory 
suggests that "humans are particularly poor at complex reasoning unless most of the elements 
with which we reason have been stored in long-term memory" (Sweller et al., 1998, p. 254). 
There are many implications of human memory limitations on instructional design. All 
cognitive activity that learners engage in occurs in a structure "whose limitations seem to inhibit 
all but the most basic processes" (Sweller et al., 1998, p. 252). Therefore, one of the key goals of 
instructional design is to create learning conditions in which working memory limitations are 
taken into consideration. 
Schema 
In database terms, a schema is considered the structure in which data is organized.  In this 
context, a schema is similar to a taxonomy in which elements are classified by category.  In 
terms of human psychological architecture, a schema is the hypothesized structure in which we 
organize information in long-term memory according to our experiences and prior associations.  
None of us are born with a collective, pre-defined set of rules for organizing the vast amount of 
information we receive.  Individually we create our own set of schema to organize our 
knowledge.  In effect, the development of schema is synonymous with learning for many 
cognitive load theorists (Sweller, 1994).  
 
 21 
A schema can be defined as a cognitive construct that allows the classification of multiple 
elements of information into a single element according to how the multiple elements are used 
(Chi, Glaser, & Rees, 1981).  Schemas were first recognized as important cognitive constructs 
following the work of Piaget (1928) and Bartlett (1932). They became central to modern 
cognitive theory, especially theories of problem solving, in the 1980s (Sweller, Ayes, & 
Kalyuga, 2011). Research by Chi, Glaser, and Rees (1982) identified the crucial role of schemas 
in expert problem solving.  Schemas permit the processing of high intrinsic load material in 
working memory by "permitting working memory to treat the many interacting elements as a 
single element" (Sweller, 2003. p. 1503). 
Automation  
Simply because we may have developed an organizational structure for categorizing 
information (schema) does not necessarily mean that we will be able to retrieve this information 
with any degree of speed or accuracy.  Easily retrieving wanted information comes with practice.  
Over time and with practice, the fast and accurate retrieval of information, stored in schema in 
long-term memory, becomes automatic.  This is to say that with repetition the retrieval and 
application of information becomes less rigorous. Processing can occur with decreasing working 
memory load.  
Cognitive load theorists assume that the way in which information is processed can be 
either controlled or automatic (Schnieder & Shiffrin, 1977; Shiffrin & Schnieder, 1977).  
Automatic processing occurs without conscious control and "can be processed without conscious 
effort allowing attention to be directed elsewhere" (Sweller, Ayes, & Kalyuga, 2011). 
When a complex intellectual skill is first acquired, it may be retrievable only by devoting 
considerable cognitive effort to the process. With time and practice, the skill may become 
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automatic to the point where it may require minimal effort for its operation. Without automation, 
performance is slow, clumsy, and prone to error. Cognitive load theorists consider automation an 
essential mechanism of learning.  
Aspects of cognitive load 
CLT distinguishes between three aspects of cognitive load:  intrinsic, extraneous, and 
germane cognitive load (Sweller, 1988; Sweller, Van Merriënboer, & Paas, 1998; Van 
Merriënboer & Sweller, 2005). The degree to which cognitive resources are allocated from 
working memory may be affected by the intrinsic nature of the learning tasks (intrinsic load), by 
the manner in which the tasks are presented (extraneous load), and by the learning that actually 
occurs (germane load) when dealing with intrinsic load (Van Merriënboer & Sweller, 2005).  
Intrinsic cognitive load 
Intrinsic cognitive load is concerned with “the natural complexity of information that must 
be understood and material that must be learned, unencumbered by instructional issues such as 
how the information should be presented or in what activities learners should engage to 
maximize learning” (Sweller, 2010, p. 124).  Intrinsic cognitive load is characterized as the load 
caused by “the internal complexity of the learning materials that is measured by the degree of 
interconnectedness between essential elements of information that should be considered in 
working memory at the same time” (Kalyuga, 2011, p. 2; Sweller, 1994). In other words, 
intrinsic cognitive load is the load on working memory caused by the complexity of the 
educational task itself.   Intrinsic load, for example, can be reduced if a portion the steps involved 
in solving the task are removed.  Intrinsic cognitive load is not only determined by the 
complexity of the task, however.  The learner’s level of expertise (Van Merriënboer & Sweller, 
2010) also affects the degree of intrinsic cognitive load. If the learner works professionally as an 
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accountant, for example, then the intrinsic cognitive load of educational content in an 
introductory accounting class will be less than the same content encountered by another learner 
with no prior experience.  Introducing learners to the prerequisite concepts and procedures is 
another method for reducing intrinsic load. A learner that has a great degree of experience and 
practice with a specific type of educational task (such as solving a type of algebra problem) will 
have a lower intrinsic load than a learner who has never been exposed to the same task.   
Intrinsic load is connected to the learning task and the level of learner expertise and 
independent of the specific instructional design methods applied to the task (Sweller, 1994).  
Intrinsic load depends to a large degree on element interactivity, the number of conceptual and/or 
procedural elements that must be processed simultaneously in working memory (Sweller, 2010).  
In other words, element interactivity is “the degree to which the elements of something to be 
learned can, or cannot, be understood in isolation” (Van Merriënboer & Sweller, 2010, p. 87). 
Learning to pronounce a dozen words in a foreign language by repetitively listening to a pre-
recorded audio file, for example, may be considered a learning task with relatively low element 
interactivity.  On the other hand, using these words to form grammatically correct sentences and 
conduct meaningful conversations with peers in an online Web conference could produce a much 
higher intrinsic load due to the number of interacting elements that must be held in working 
memory simultaneously (such as the syntax and verb tense of grammatical sentences). 
Educational tasks with high element interactivity yield a high cognitive load and are 
thereby difficult to comprehend due to the fact that learners must deal with several elements 
simultaneously. One way to reduce intrinsic cognitive load and thereby encourage understanding 
is to first demonstrate solving the task with the student and then explain the steps in the process 
of solving the specific learning task so that the learner develops cognitive schemas that prepare 
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for interacting elements in similar tasks. Depending on the expertise of the learner (Kalyuga, 
Ayres, Chandler, & Sweller, 2003), a large number of interacting elements for one person might 
be included within a single schema for another more experienced person. As a result, element 
interactivity can be estimated only by counting the number of interacting elements dealt with by 
learners at a particular level of expertise (Sweller & Chandler, 1994). 
Extraneous cognitive load 
Another category of cognitive load that places demands upon working memory is imposed 
not by the inherent complexity of the educational task but “by the manner in which the 
information is presented or the activities in which learners must engage” (Sweller et al., 2011, p. 
57).  Extraneous load, therefore, results from wasted cognitive processing required to overcome 
inefficient instructional design (Paas et al., 2003b).  Extraneous load is “the unnecessary mental 
burden that is caused by cognitively inappropriate design and presentation of information” 
(Antonenko, Paas, Grabner, & Van Gog, 2010, p. 426).  Extraneous cognitive load is a central 
component of cognitive load theory and has generated the majority of cognitive load effects 
(Antonenko et al., 2010). Extraneous cognitive load effects such as the worked example, split-
attention, or redundancy effects "were not demonstrated under the conditions when intrinsic 
cognitive load was low" (Kalyuga, 2011, p. 3).  These effects only became apparent when 
intrinsic cognitive load was high (Sweller, 1994). 
Extraneous demands on working memory may be imposed when learners must arbitrarily 
try out educational strategies without being given proper guidance (Anderson, 1987), when 
learners must integrate disassociated sources of information that are distributed in place or time, 
or when they must unnecessarily search for information that is needed to complete a learning 
task (Van Merriënboer & Sweller, 2010).  If an educator presents a diagram on a whiteboard in 
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order to teach grammar, but presents examples to illustrate the use of this rule in a textbook, then 
the learner’s extraneous cognitive load may increase due to a split attention effect (Chandler & 
Sweller, 1992).  By the same logic, presenting a multimedia lesson on linear equations in an 
online learning environment, but presenting examples of how to use these equations in a 
downloadable text document may also increase extraneous cognitive load. 
Mousavi, Low, and Sweller (1995) found that auditory and visual working memory are 
partially independent. If multiple sources of information that are required for schema 
development are only presented in one visual form (such as a diagram and text), the materials are 
more likely to overload the visual processor than if a portion of the written material is presented 
in spoken form.  The more working memory resources are allocated to extraneous load, the less 
resources are available to deal with learning the concepts and procedures of the learning material 
(intrinsic load) and so the less is learned (Sweller, 2010).  One of the main goals of cognitive 
load theorists is to suggest instructional design principles for reducing extraneous cognitive load 
in learning (Sweller, 1988). Armed with knowledge of CLT principles and effects, instructional 
designers may be better prepared to develop learning materials that reduce extraneous load.    
Germane cognitive load 
In CLT research, working memory load was initially divided only into two categories:  
intrinsic cognitive load and extraneous cognitive load (Chandler & Sweller, 1991).  Cognitive 
load theorists later defined a third type of cognitive load known as germane load (Paas, Renkl, & 
Sweller, 2003a; Van Merriënboer & Sweller, 2010).  Germane load refers to the working 
memory resources that lead to learning during the process of accomplishing instructional tasks. 
As opposed to the negative effects on learning of extraneous cognitive load, germane cognitive 
load represents the portion of working memory intentionally allocated toward learning 
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instructional concepts and procedures. No meaningful complex learning "would be likely to 
occur without effortful cognitive processing and associated working memory load" (Kalyuga, 
2011, p. 3). Germane load is the construction of organized knowledge structures and the 
corresponding mental activities that lead to learning (Sweller et al., 1998).  
Germane cognitive load contributes to the learner’s development of cognitive structures 
(such as schema acquisition and automation) that increase task performance (Van Merriënboer, 
Kester, & Paas, 2006).  Paas and Van Merriënboer (1994) found that cognitive load increased 
when educational tasks differed greatly compared to educational tasks that were all very similar.  
This type of cognitive load was termed germane because it was germane to schema acquisition 
and automation. The goal of reducing extraneous load is to free working memory capacity for 
germane load.  Optimizing germane cognitive load is one of the primary goals of cognitive load 
theory. 
Paas (1988) reasoned that if the only result of a reduction in extraneous load is to reduce 
mental work, learning is not improved.  Learners develop schemas in order to deal with the 
interacting elements associated with intrinsic cognitive load and identifying generalizable 
components.  Learners revise schema by connecting new information to existing schemas in 
long-term memory.  
In more recent descriptions of cognitive load theory (Kalyuga, 2011; Leppink, Paas, Van 
der Vleuten, Van Gog, & Van Merriënboer, 2013), germane cognitive load is subsumed within 
intrinsic load.  Kalyuga (2011) argues that germane load may be redundant and indistinguishable 
from intrinsic load.  According to Kalyuga, germane cognitive load was included in the CLT 
framework "based on theoretical considerations rather than on specific empirical results that 
could not be explained without this concept" (Kalyuga, 2011, p. 1). 
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Additive nature of cognitive load 
Cognitive load theory assumes that intrinsic and extraneous cognitive loads are additive 
(Van Merriënboer & Sweller, 2010). If the intrinsic load of the educational task is low, a high 
extraneous load resulting from poor instructional design may not result in cognitive overload 
because the total load is within working memory limits.  Instruction that is designed to decrease 
extraneous load has very little effects on learning simple tasks (Carlson, Chandler, & Sweller, 
2003). For designing complex educational tasks involving high element-interactive materials, 
however, “the sum of the intrinsic and extraneous loads may easily surpass working memory 
capacity and yield overload” (Van Merriënboer & Sweller, 2010, p. 88). 
Instructional design principles 
Cognitive load researchers have identified several effects based on cognitive load theory 
and have empirically evaluated their effectiveness. These principles include the worked 
examples effect (Sweller & Cooper, 1985), the goal free problem effect (Ayres & Sweller, 1990), 
the split attention effect (Chandler & Sweller, 1991), the redundancy effect (Chandler & Sweller, 
1991), the modality effect (Tindall-Ford, Chandler & Sweller, 1997), and the expertise reversal 
effect (Kalyuga, Ayres, Chandler & Sweller, 2003).  While all of these effects have practical 
application to the design of instruction, only the split-attention effect, the element interactivity 
effect, the expertise reversal effect, and the contiguity effect have direct relevance to this study 
and will be covered in detail here. 
Split-attention effect 
The split-attention effect happens when learners are required to divide their attention 
between at least two sources of information that have been separated in space or time (Chandler 
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& Sweller, 1992).  All separate sources of information must be mentally integrated for maximum 
learning to occur.  By requiring learners to integrate several sources of information that are 
separated spatially or temporally, extraneous cognitive load is created. For example, in online 
learning environments it is common for actual task accomplishment mechanisms (such as 
discussion forums or wikis) to be located on separate pages than those containing key 
information (such as instructions or crucial readings). The split-attention effect has been shown 
to be influential under many different conditions including those involving diagrams and written 
explanations, computer-based animations, multiple sources of text, learning to use a computer, 
and even worked examples (Ginnis, 2006).  Learners may need to jump from one source of 
information to another in order to accomplish the learning task.  The same effect applies to 
information sources that are found in textbooks, such as text-based explanations and associated 
graphics on different pages. Mental integration imposes a heavy cognitive load on working 
memory, especially when "the two information sources are spatially separated rather than 
spatially integrated" (Sweller, Ayres, & Kalyuga, 2011, p. 111). According to Sweller et al., 
"switching from one source of information in order to attend to another requires information to 
be maintained in working memory while searching and processing interacting elements in the 
linked source" (p. 111).  Information that is presented in two or more source formats increases 
element interactivity which results in an increase in extraneous cognitive load.  Working memory 
is likely to be diverted away from schema formation "in order to deal with the extraneous, 
interacting elements, leading to a loss of learning" (p. 111). 
Element interactivity effect 
The different aspects of cognitive load are additive.  Combining an educational task with a 
high degree of complexity (intrinsic load) with a learning condition containing poor instructional 
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design (extraneous load) may exceed a learner’s working memory resources. If intrinsic 
cognitive load is low, however, a high extraneous cognitive load may not necessarily inhibit 
learning because the total cognitive load may be well within the available working memory 
capacity.  The element interactivity effect refers to the fact that the overloading influence of 
cognitive load may be obtainable only if intrinsic cognitive load is high (Sweller, 2010; Sweller 
& Chandler, 1994). This effect is an important consideration when conducting cognitive load 
research.  Unless both intrinsic and extraneous cognitive load are high, effects on performance 
may not be apparent. 
Element interactivity has been shown to affect a large range of other cognitive load effects 
including split-attention, redundancy (Sweller & Chandler, 1994; Chandler & Sweller, 1996), 
modality (Ginns, 2005), expertise reversal (Kalyuga, Chandler, & Sweller, 2001), and 
imagination (Leahy & Sweller, 2005).  If the element interactivity associated with intrinsic 
cognitive load is low (e.g., the learning task is very easy), adding more interacting elements to 
produce a high extraneous cognitive load may not inhibit learning (Sweller, Ayres, & Kalyuga, 
2011). 
Expertise reversal effect 
The expertise reversal effect occurs when information initially beneficial to novice learners 
becomes redundant to more knowledgeable learners (Sweller, Ayres, & Kalyuga, 2011).  The 
effectiveness of learning materials is not only dependent on the format of instructional materials, 
but upon the levels of learner expertise. Instructional techniques that are effective with 
inexperienced learners can lose their effectiveness and even have negative consequences when 
used with more experienced learners (Kalyuga, Ayres, Chandler, & Sweller, 2003).  For 
example, while algebraic worked examples may be useful in the development of cognitive 
 
 30 
schemas for novice learners, the same worked examples may be redundant to expert learners 
who have already developed such schemas.  
Longitudinal studies have empirically validated the expertise reversal effect. In a series of 
studies, groups of technical apprentices were trained from novice to expert in engineering 
(Kalyuga, Chandler, & Sweller, 1998, 2000, 2001).  At different points in time, learner 
performance and cognitive load were measured to observe changes in the effectiveness of 
different instructional methods. Cross-sectional studies involving coordinate geometry, 
university engineering, English literature, high school biology, and Chinese language learning 
have all yielded similar results.  Instructional guidance that may be useful to novice learners may 
become ineffective for expert learners. 
Contiguity effect 
Although not strictly elements of cognitive load theory, the contiguity principle and 
associated effect are valuable considerations for this study.  Described under the name of split 
attention effect in cognitive load theory (Moreno & Mayer, 1999), the contiguity principle in 
multimedia learning theory also describes the effect of spatial or temporal distance between 
instructional elements.  Specifically, the contiguity principle states that "the effectiveness of 
multimedia instruction increases when words and pictures are presented contiguously (rather 
than isolated from one another) in time and space" (Mayer & Anderson, 1992, p. 444).  Moreno 
and Anderson (1999) further distinguish between temporal-contiguity effect and spatial-
contiguity effect.  A spatial-contiguity effect refers to "learning enhancement when printed text 
and pictures are physically integrated or close to each other rather than physically separated" 
(Moreno & Mayer, 1999, p. 358).  A temporal-contiguity effect refers to "learning enhancement 
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when visual and spoken materials are temporally synchronized, that is, presented simultaneously 
rather than successively" (Moreno & Mayer, 1999, p. 358). 
The Measurement of Cognitive Load 
The accurate measurement of cognitive load is crucial to efforts to validate and extend 
cognitive load theory.  Measuring the multidimensional construct of cognitive load, however, has 
proven challenging (Paas et al., 2003b).  Cognitive load researchers (Paas et al., 2003a; Sweller, 
1988; Sweller et al., 1998) have been concerned with analyzing “the effects of cognitive load on 
learning and devising strategies and tools to help learners maintain an optimal level of load in 
various learning contexts” (Antonenko, Paas, Grabner, & Van Gog, 2010, p. 425).  As a result, 
the measurement of cognitive load plays a key role (Paas et al., 2003a).  This section provides an 
overview of the main elements of cognitive architecture that have been traditionally measured, 
the various methods in which cognitive load has been measured, the basic requirements for 
measurement, and the essential considerations for selecting different methods of measurement in 
a variety of environments. 
Human cognitive architecture refers to "the manner in which the components that constitute 
human cognition such as working and long-term memory are organized" (Sweller et al., 2011, p. 
15).  Three main elements of cognitive architecture have been measured in traditional cognitive 
load theory research:  mental load, mental effort, and performance.   
Mental load refers to the objective load that is imposed by a task or environmental 
demands (Paas & Van Merriënboer, 1994).  The task load is relatively immune to instructional 
manipulations associated with instructional design (Sweller et al., 1998).  Independent of learner 
characteristics, this task-centered aspect is constant for a given task in a given environment.  For 
example, assuming there are two educational tasks A and B, and that task A is more complex and 
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difficult than task B, then for all subjects attempting to solve the tasks, the mental load allocated 
to task A should be higher than the mental load allocated to task B.   
Mental effort is the subjective, human-centered dimension of cognitive load “that refers to 
the cognitive capacity that is actually allocated to accommodate the demands imposed by the 
task” (Paas & Van Merriënboer, 1994; Sweller et al., 1998; Paas et al., 2003, p. 64).  Mental 
effort reflects the amount of controlled processing the individual learner is engaged in (Shiffrin, 
R. M., & Schneider, 1977).  Using the previous educational tasks A and B, educational task A 
would typically show a higher mental effort than task B due to the higher mental load 
(complexity and difficulty). Characteristics of the individual learner, however, may affect the 
degree of the mental effort.  For example, if the learner had prior experience with the conditions 
of educational task A, then the mental effort could potentially be lower than task B.   
Performance of the learner on a given task represents a third dimension of measurement.  
Often such measurement comes in the form of such indicators as fewer errors accomplishing the 
task or accomplishing the task at an increased speed (Paas & Van Merriënboer, 1994).   Again, 
using the previous educational tasks A and B, learners would typically perform better (i.e., fewer 
errors, higher speed) on the simpler and easier task B.  By investing more mental effort, 
however, learners might perform equally as well (or higher) on task A.  Furthermore, some 
learners might perform highest on the more difficult task A due to prior knowledge. 
The intensity of effort expended by students is often considered a key element of cognitive 
load (Hamilton, 1979; Paas, 1992).  Mental effort can be measured with "subjective" (rating 
scales) and "objective" techniques (physiological parameters). With performance measures, 
mental effort can provide information regarding the amount of cognitive resources allocated to 
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attain differing levels of performance and on the relative efficiency of instructional conditions 
(Paas & Van Merriënboer, 1993).  
Before an overview of various cognitive load measurement methods can be provided, the 
basic requirements for evaluating the usefulness of these measures will be discussed. Four 
requirements of measurement should be considered when evaluating the usefulness of cognitive 
load theory (CLT) measurement methods (Eggemeier, 1988; Paas, Van Merriënboer, & Adam, 
1994). These requirements are: reliability, sensitivity, validity, and intrusiveness.   
Reliability refers to “the degree to which the test score indicates unchanging individual 
differences in any traits” (Cronbach, 1947).  In terms of cognitive load measurement methods, 
however, reliability can be considered the extent to which a measuring procedure yields the same 
results on repeated trials. Information on the reliability of subject rating scales, for example, can 
be obtained by performing analyses of the internal consistency of the ratings.  Such analyses can 
be obtained by calculating Cronbach’s coefficient alpha of reliability.   
Sensitivity refers to “the capability of the measurement technique to reflect differences in 
the expenditure of processing capacity associated with training and transfer conditions” (Paas, 
Van Merriënboer, & Adam, 1994, p. 423).  At a theoretical level, sensitivity can be characterized 
as the relationship between cognitive capacity expenditure and the adequacy of the primary task 
performance (Eggemeier, 1988).  Paas, Van Merriënboer, and Adam (1994) obtained 
measurement sensitivity by assessing whether rating scale techniques discriminated between 
differences in training conditions by varying the type and variability of training problems. 
Ideally, measurements with high levels of sensitivity can detect small variations in workload 
(Paas, Tuovinen, Tabbers, & Van Gerven, 2003). 
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Validity refers to “the degree to which evidence and theory support the interpretations of 
test scores entailed by proposed uses of tests” (American Educational Research Association, 
American Psychological Association, & National Council on Measurement in Education, 1999, 
p. 9).  A test is valid for measuring an attribute "if the attribute exists and variations in the 
attribute causally produce variation in the measurement outcomes" (Borsboom, Mellenbergh, & 
Van Heerden, 2004. p. 1061).  In essence, the validity of a measurement method describes 
whether the measurement is appropriate to the study and accurately assesses what it was intended 
to assess. 
Intrusiveness is “the tendency of a measurement technique to cause unintended 
degradations in ongoing primary task performance” (Eggemeier, 1988).  In the case of secondary 
task measures of cognitive load, for example, it is important that the act of introducing a 
secondary task (and measuring this task) does not impose an unreasonable cognitive burden on 
the primary task performance.  It is to be expected that some degradation of total cognitive 
capacity occurs due to the secondary task (such as responding to an auditory stimulus) that will 
affect the performance on the primary task (such as correctly identifying the answer on a 
geometry problem).  This intrusiveness should be minimized and accounted for, however.  
As each method of cognitive load measurement is introduced below, the potential strengths 
and weaknesses regarding the basic requirements of each practice is also explored. 
Overview of cognitive load measurement methods  
Brünken, Plass, and Leutner (2003) classified the various methods of cognitive load 
measurement into two main dimensions:  objectivity and causal relation.  Objectivity describes 
whether the method uses either subjective, self-reported data or objective observations of 
 
 35 
behavior, physiological conditions, or performance.  Causal relation describes methods based on 
the relationship between an observed behavior and the actual cognitive attribute of interest.   
 Sweller, Ayres, and Kalyuga (2011) refined the classification by distinguishing between 
four major categories of cognitive load measurement:  indirect measures, subjective measures, 
secondary task measures, and physiological measures.  Paas, Aryres, and Pachman (2008) 
included psychophysiological measures as a category of cognitive load measurement. 
Indirect measures 
Early studies did not measure cognitive load directly (Sweller, Ayres, & Kaluga, 2011). 
CLT researchers began to explore and measure cognitive load when they saw how traditional 
problem-solving practice exercises actually interfered with schema development (Sweller, 1988).  
The indirect measure of cognitive load was assumed based on the results of experiments 
examining the relationship between these problem-solving exercises and performance scores. 
Indirect measures of cognitive load included error profiles between problems, performance, or 
computational methods.  These measures can serve as indicators for actual cognitive load, but are 
not a direct reflection of the actual cognitive load.  Nevertheless, within a CLT framework, 
indirect measures were the first attempt to identify independent evidence that cognitive load was 
an important factor in instructional design.   
Early CLT research focused on the inefficiency of problem solving as a learning strategy 
(Sweller, 1988; Ayres & Sweller, 1990).  Computational models provided evidence that 
limitations in working memory were strained while trying to accomplish both problem-solving 
and learning (schema development) simultaneously.  As a result of this initial evidence, 
decreasing cognitive load (and so increasing the potential for schema development) became an 
important instructional design goal.  Problem solving that required more searching of knowledge 
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led to inferior learning outcomes (Sweller, 1988; Ayres & Sweller, 1990).  This led to the 
development of production system models to stimulate problem solving using both high-
intensive and low-intensive knowledge search strategies.  The computational results of early 
research indicated that high-intensive knowledge search methods required by the learner to solve 
the educational task necessitated a more complex conceptual model in order to facilitate the 
problem-solving process. 
Other performance indicators (such as time to solve or error rate) have also been used as 
computed indirect measures in early CLT research. Chandler and Sweller (1991, 1992) proposed 
that instructional time could be used as a computational proxy measure for cognitive load. They 
found that error rates were higher under conditions in which the expected time to problem solve 
was higher.  They theorized that if students were required to learn a topic using a strategy that 
increased cognitive load, then this increase in cognitive load would have an impact on 
performance.  Indirect evidence was also found indicating that error rates were higher during 
knowledge acquisition under conditions of expected high cognitive load (Owen & Sweller, 1985; 
Sweller & Cooper, 1985). Increased cognitive load may negatively affect both learning time and 
acquisition task accuracy. 
While these measurement methods provided the initial data with which to formulate early 
CLT theory, indirect measures such as instructional time or error rates as a computational proxy 
measure for cognitive load do not necessarily represent a measure of mental load or mental 
effort.  Fortunately, more sophisticated measures were explored. 
Subjective measures  
Initial cognitive load theories were used to predict instructional effectiveness and were 
supported mainly by indirect measures such as time to solve or error rates. As cognitive load 
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theory matured, however, the need for more direct measures became apparent (Chandler and 
Sweller, 1991; Sweller & Chandler, 1994). By adapting subjective rating scales to measure 
mental effort rather than task difficulty, Paas (1992) provided a method of subjectively 
measuring cognitive load (Sweller, Ayres, & Kalyuga, 2011).  The rating-scale technique is 
based on the assumption that participants can gauge their cognitive processes and report the 
amount of task difficulty or mental effort spent on a task (Marcus, Cooper, & Sweller, 1996).  
Most CLT research includes some form of subjective rating scales to assess cognitive load (Paas 
et al., 1994, 2003a, 2003b, 2008; Antonenko, Paas, Grabner, & Van Gog, 2010).  In general, 
subjective measures are multidimensional in that they assess groups of associated, highly 
correlated variables, such as mental effort, fatigue, and frustration (Nygren, 1991).  
Perceived task difficulty scales have also been used repeatedly in experiments involving 
cognitive load measurement (Kalyuga, Chandler, & Sweller, 1999; Marcus et al., 1996; Paas, 
Renkl, & Sweller, 2003b).  Although not initially developed for cognitive load research, 
Bratfisch, Borg, and Dornic (1972) pioneered the use of perceived task difficulty scales.  These 
scales typically ask learners to rate perceived difficulty of a task on a 7- or 9-point Likert scale, 
ranging from “very, very easy” to very, very difficult.”  Commonly used task difficulty scales 
include the NASA-Task Load Index (Hart & Staveland, 1988). 
As opposed to rating perceived difficulty, Paas (1992) adapted the NASA-Task Load Index 
to rate perceived mental effort instead of task difficulty.  Paas found that there was a correlation 
between test performance and self-rated mental effort, which was corroborated in a follow-up 
study (Paas & Van Merriënboer, 1994a).  The subjective ratings of mental effort (SRME) 
measurement has been used in numerous studies and has been influential in the development of 
cognitive load theory (Sweller, Ayres, & Kalyuga, 2011). Commonly used subjective mental 
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effort rating scales include an adapted version of the 9-point symmetrical category mental effort 
rating scale (Paas, 1992) and ask subjects to rate the amount of mental effort they allocated while 
completing a task.  This scale generally ranges from “very, very low mental effort” to “very, 
very high mental effort.”  Subjective rating scales typically consist of one question (such as 
“Please rate the amount of mental effort invested in this task”) and are often collected 
immediately after each task (Paas, 1992; Paas & Van Merriënboer, 1994a; Van Gog, Paas, & 
Van Merriënboer, 2006).  The 9-point scale was found to be highly reliable (Paas, Van 
Merriënboer, & Adam, 1994).  When collected after each task, the rating is expected to reflect 
the accumulated cognitive load of each task.  When collected after a series of tasks (Kalyuga et 
al., 2001), the ratings are expected to represent the overall cumulative load of the series. 
One of the major criticisms of subjective rating scales is that they do not necessarily 
identify which type of cognitive load is being reported by the learner.  Responding to this 
deficiency, Leppink, Paas, Van der Vleuten, Van Gog, & Van Merriënboer, (2013) developed 
the Cognitive Load Component Survey, which claims to measure different types of cognitive 
load.  Consisting of ten questions, each group of three to four questions is targeted to assess 
specific aspects of cognitive load.  Morrison, Dorn, & Guzdial (2014) further adapted the 
Cognitive Load Component Survey for questions related to computer programming.  The first 
three questions are intended to measure intrinsic load, the next three questions are intended to 
measure extraneous load, and the last four questions are intended to measure germane load.  
Prior research showed strong support for the Cognitive Load Component Survey in terms 
of measuring both intrinsic and extrinsic load, but found less support for the direct measure of 
germane load (Leppink, Paas, Van Gog, Van der Vleuten, & Van Merriënboer, 2014). 
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Regardless of the how the rating scale is worded, subjective rating scales have been shown 
to be “the most sensitive measure available to differentiate the cognitive load imposed by 
different instructional methods” (Morrison, Dorn, & Guzdial, 2014, p. 132; Sweller, Ayres, & 
Kalyuga, 2011).  Subjective rating scales have been used extensively (e.g., more than 25 studies 
used them between 1992 and 2002) to measure the relative cognitive load of different 
instructional methods (Paas, Tuovinen, Tabbers, & Van Gerven, 2003b). 
Although subjective measures may be used to assess the perception of invested effort 
reliably, there is some debate as to whether this measurement relates to actual cognitive load.  
For example, a low amount of mental effort could be a result of low cognitive load or that the 
cognitive load was so high that the learner simply gave up (Reed, Burton, & Kelly, 1985).  
Another criticism of subjective rating scales is that they do not measure fluctuations of 
instantaneous cognitive load during each task over time (Antonenko et al., 2010).  In addition, 
subjective rating scales do not provide real-time, data during the educational task (Morrison, 
Dorn, & Guzdial, 2014).  Subjective rating scales only provide a measure of cognitive load after 
the event.  As a result, they cannot be used to determine changes in cognitive load during 
learning or problem solving. Furthermore, most objective measures cannot identify which 
processes caused the amount of perceived cognitive load or which type of load produced a rating 
specifically. 
Subjective rating scale measurement has an advantage over other methods (such as the dual 
task method) by not overly intruding on the primary task performance itself.  Certainly, any form 
of measurement has the potential to increase cognitive load, but rating scales are minimally 
intrusive.  Another potential advantage of subjective measures is the relative economy of this 
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method.  Other than a digital or paper-based survey, no experimental apparatus is necessarily 
required. 
Efficiency calculation 
Using mental effort subjective rating scales in conjunction with task performance 
measures, Paas and Van Merriënboer (1993) developed a measurement strategy and efficiency 
formula that allowed researchers to determine whether specific pedagogical interventions yielded 
high or low instructional efficiency results.  Over 30 CLT related studies have used this 
technique of combining subjective rating scales with performance indicators (Van Gog & Paas, 
2008).  Paas and Van Merriënboer reasoned that even though two different instructional methods 
might produce the same learning outcomes, "the effort that went into achieving these levels of 
performance was an important consideration" (Sweller, Ayres, & Kalyuga, 2011, p. 75). If one 
instructional intervention produces the same performance outcome as another intervention but 
with fewer cognitive resources allocated, then that first intervention is more efficient. In this 
method, efficiency (E) is calculated as a function of standardized test scores and standardized 
mental effort scores.  When scores for performance and mental effort are equal, the value of E is 
zero. 
 
Cognitive load researchers have expressed concerns with this method of calculating 
instructional efficiency.  The measure of actual cognitive load rests entirely with subjective 
ratings scales and is subject to the advantages and disadvantages identified previously.  Hoffman 
and Schraw (2010) also argued that it is difficult to interpret the meaning of this measure.  Since 
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scores are norm referenced, the efficiency score can only be based on group data and not used for 
comparing individual efficiency.  They also point out that by subtracting z-scores, it could be 
difficult to know exactly what the resultant scores indicate.  Hoffman and Schraw do not 
discount this model altogether.  If the goal of a particular study is to investigate the difference 
between performance and scores, then this method has merit. 
Dual task measures 
Also known as “secondary task,” a dual-task method (Baddeley, 1986) is an procedure in 
which “the processing capacity required for executing a primary task is reduced by having the 
subject engage in a secondary task while still engaged in the primary task” (Miyake, Onishi, & 
Poppel, 2004, p. 417).  Dual task methods have been used in a variety of cognitive load 
experiments (Brünken et al., 2003; Chandler & Sweller, 1996; Park, Moreno, Seufert, & 
Brünken, 2011; Sweller, 1988).  Dual task procedures measure the amount of load imposed by a 
primary learning task by measuring the performance or response time on a secondary task 
(Brünken, Plass, & Leutner, 2003). A secondary task requires learners to “engage in an 
additional cognitive activity that is secondary to the primary task of learning or problem solving” 
(Sweller et al., 2011, p. 77).  Brünken, Plass, and Leutner (2003) argue that learners’ reaction 
time on a secondary task can be used as a direct measure of the cognitive load induced by 
instruction.  For example, a secondary task experiment might require participants to press a 
button in response to randomly sequenced audio stimuli while also trying to remember an 
increasing number of complex words.  Theoretically, as a subject’s memory is tasked with 
increased complexity, the recognition reaction time (RRT) to the audio stimulus will increase.  If 
the primary task imposes a heavy cognitive load, performance on the secondary task declines. On 
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the other hand, less cognitive load on the primary task can result in improved performance on the 
secondary task (Sweller et al., 2011).   
Dual task methodologies do not necessarily require audio stimulus.  As a secondary task, 
Brünken, Steinbacher, Plass, and Leutner (2002) required learners to monitor the color change of 
a letter that was positioned above the main educational material on a computer screen. When the 
letter changed color, learners pressed a button7yol and reaction time used as a measure of 
cognitive load. The secondary task results were used as an indication that cognitive load was 
lowest for the best-performing learning approach. 
As a potential advantage of dual task measures, Sweller et al. (2011) suggest the possibility 
of monitoring continuous measures of cognitive load during performance of the task, providing 
insight into the fluctuation of cognitive load over time.  Critics of this method of measurement, 
however, have suggested a potential for intrusiveness on the primary learning activity and, 
thereby, an influence on primary task performance. Because a response to secondary stimulus is 
required as soon as possible, the secondary task may consume all available cognitive resources at 
the time the measurement is taken (Brünken et al., 2003).  Furthermore, secondary tasks require 
much more planning and may require expensive or complex equipment.  
Physiological measures 
Various physiological measures have been used to monitor cognitive load.  Physiological 
measurement techniques are based on the assumption that changes in cognitive functioning are 
reflected by physiological effects.  Measurements that have been investigated in relation to 
cognitive load research include heart-rate variability, brain electroencephalogram fluctuations, 
muscle activity, task-evoked pupillary response, eye blink rate (Goldstein et al., 1992), and 
galvanic skin response (Paas & Van Merriënboer, 1994b; Engström, Johansson, & Östlund., 
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2005; Xu et al., 2011; Berka et al., 2007; Leyman, Mirka, Kaber, & Sommerich, 2004; Wilson, 
2009).  Other physiological measures that have been considered are hormone levels, magnetic 
resonance levels, and positron emission tomography (Antonenko, 2010). 
Based upon numerous studies, (Paas & Van Merriënboer, 1994b; Aasman, Mulder, & 
Mulder, 1987; Mulder et al., 1993), the spectral analysis of heart-rate variability (HRV) offers a 
rough physiological measure for the intensity of mental effort.  The spectral-analysis technique 
of heart-rate variability is based on the assumption that changes in cognitive functioning are 
reflected in physiological functioning. In some studies, heart-rate variability is reduced during 
mental task performance.  HRV is seen as an indicator of mental effort: the higher the invested 
effort, the lower the HRV (Mulder et al., 1993).  Unfortunately, heart-rate variability as a 
measure of cognitive load has been criticized as being “intrusive, invalid, and insensitive to 
subtle fluctuating levels of cognitive load” (Paas, Tuovinen, Tabbers, & Van Gerven, 2003b, p. 
64). 
Electroencephalogram (EEG) methods have reflected subtle shifts in "alertness, attention 
and workload that can be identified and quantified on a second-by-second time-frame" (Berka et 
al., 2007 p. 232).  Multiple studies have reported significant correlations between EEG indices of 
cognitive state changes and performance (Berka et al., 2004; Brookings, Wilson, & Swain, 
1996).  
Paas, Ayres, and Pachman (2008) believe that neuroimaging techniques can make an 
important contribution to the research into cognitive load and multimedia learning environments.  
Promising studies in neuroimaging have revealed the neural functional architecture of the control 
of cognitive load (Calicott et al., 1999; Tomasi, Chang, Caparellia, & Ernst, 2007).  Functional 
magnetic resonance imaging (fMRI) is based on the increase in blood flow that accompanies 
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neural activity in different regions of the brain during the performance of different tasks.  One 
study (Tomasi et al., 1999), for example, showed increased cognitive load on the verbal working 
memory and visual attention tasks activated a common network in the regions of the parietal and 
occipital cortices, thalamus, and the cerebellum. 
Electromyography (EMG) methods measure the electrical activity of muscle tissue using 
electrodes attached to the skin or inserted directly into the muscle.  In order to validate whether 
muscle tension is a good indicator of cognitive load, and to determine whether various types of 
cognitive tasks can be differentiated on the basis of physiological responses, researchers have 
used electromyography to measure tension in the cervicobrachial muscles during dual-task 
scenarios (Leyman, Mirka, Kaber, & Sommerich, 2001, 2004; Bloemsaat, Meulenbroek, & Van 
Galen, 2005).  Results of these studies demonstrated significant increases in neck and back 
muscle tension during increased cognitive load.  In particular, results indicated differences in 
neck muscle activity when subjects are required to perform skill-based tasks of varying degrees 
of difficulty (such as memorizing two or seven words while typing).  Although participants in 
one study were all right handed, the right trapezius muscle showed the most response to 
increased cognitive tasks possibly indicating a brain hemisphere specialization in terms of 
cognitive processing. 
In task-evoked pupillary response (TEPR) methods, the pupil-measuring capability of 
video eye trackers detects subtle changes in pupil size, which is hypothesized to indicate 
cognitive load.  Although the diameter of the pupil is determined primarily by the eye’s reaction 
to fluctuations of light, tiny, cognitively related changes in pupillary diameter have been used as 
an index of dynamic brain activity in human cognition (Beatty & Lucero-Wagner, 2000).  Unlike 
other physiological measures, researchers have accepted TEPR as “a highly sensitive instrument 
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for tracking fluctuating levels of cognitive load” (Paas, Tuovinen, Tabbers, & Van Gerven, 
2003b, p. 66).  TEPRs have been used to measure cognitive load levels in both young and old 
participants and have been especially useful in measuring cognitive load for young adults (Van 
Gerven & Paas, 2004).  The sensitivity of pupillary responses to changes in cognitive load, 
however, may diminish with age (Van Gerven & Paas, 2004). 
Electrooculographic (EOG) methods have been used in order to measure the effects of task 
difficulty on record blink rate (Goldstein et al., 1992).  In EOG methods, a pair of miniature 
electrodes is applied immediately above the eyebrow and below the left eye.  In one study 
(Goldstein et al., 1992), participants engaged in a modified Sternberg memory test in which they 
memorized two or six characters.  At short intervals, random characters were displayed on a 
screen and participants were asked to identify their memorized characters.  Results of the study 
suggested that task difficulty did not significantly affect eye blink characteristics. 
Galvanic skin response (GSR) methods have been used to detect fluctuations in cognitive 
load states (Shi, Ruiz, Taib, Choi, & Chen, 2007; Nourbakhsh, Wang, Chen, & Calvo, 2012).  In 
the galvanic skin response method, the electrical conductance of the skin is measured through 
one or two sensors usually attached to the hand or foot. Skin conductivity varies with changes in 
skin moisture level (sweating) and can reveal changes in the sympathetic nervous system.  
Analysis of GSR data has indicated that mean GSR across users increases as cognitive load 
increases (Shi et al., 2007). 
One major advantage of physiological measure of cognitive load is the ability to monitor 
while the subject is engaged in the task with minimal intrusion on the task itself.  In the case of 
adaptive human computer interface design, unobtrusive, detection of cognitive load can be used 
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to adapt the pace, volume, and the format of the information conveyed to the user in real-time 
(Shi et al., 2007). 
Physiological methods have their limitations, however. One major disadvantage of this 
category of cognitive load measurement is the relative expense of the experimental apparatus 
necessary.  Few researchers, for example, have access to expensive electroencephalogram 
machinery or heart-rate variability measuring equipment.  Some of these measures provide only 
a vague link to actual cognitive load; others are too slow for online measurement, or insensitive 
to fluctuations of instantaneous load (Antonenko et al, 2010). Measures that are sensitive and 
consistently reflect cognitive load are often too intrusive to use in typical classroom settings. 
PET and fMRI, for example, are neuroimaging techniques that register changes in blood flow 
related to neural activity using large and extremely sensitive scanners.  As with subjective 
measures, physiological measures are unable to report which type of cognitive load (intrinsic, 
extraneous, or germane) the data represents. 
Psychophysiological measures 
Recent work in cognitive load research has included measurement methods that include 
psychophysiological strategies (Paas, Ayres, & Pachman, 2008).  Such methods may incorporate 
technical hardware and software to measure time on task, time off task, key clicks, navigational 
errors, facial expression, verbal recording, and eye tracking.  Eye tracking, for example, records 
eye movement data while participants are working on a task.  Such data can provide insight into 
the allocation of attention or cognitive capacity on learning materials (Paas, Ayres, & Pachman, 
2008; Van Gog & Scheiter, 2010).  Specifically, the duration and distribution of eye fixations are 
believed to reflect allocation of cognitive resources.  Eye-tracking tools can analyze and report 
the input from eye movement data in conjunction with user activity such as computer keystrokes 
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and mouse clicks. While still relatively expensive, the cost of eye-tracking hardware and 
software has declined in recent years.  Due in part to efforts to develop immersive entertainment 
software (such as combat games and flight simulators) that are driven by movements of the eye 
rather than by computer mouse or keyboard, the cost of basic eye-tracking systems has declined 
to consumer levels (Holmqvist, Nyström, Andersson, Dewhurst, Jarodzka, & Van de Weijer, 
2011).  Open source hardware and software kits are also starting to appear. 
Borrowing methods from human computer interaction (HCI) and usability testing research, 
software such as Morae (https://www.techsmith.com/morae.html) and Silverback 
(http://www.silverbackapp.com) may be able to supplement cognitive load research by capturing 
users’ screen activity including key clicks, error rate, and time on task.  Using a connected 
webcam and microphone, such software also has the potential to capture facial expression, verbal 
“speak aloud” narration, and basic eye movement.  Complete reports of user computer activity 
can be exported as graphs, data tables, or session video. 
Although psychophysiological measures may be useful in the monitoring of attention in 
multimedia learning materials, there is some debate as to whether these methods measure actual 
elements of cognitive load (intrinsic, extraneous, or germane).  Used in combination with other 
measures, however, psychophysiological methods may “enable more fine-grained analyses of the 
cognitive processes that take place when people integrate textual and pictorial information in 
multimedia learning environments” (Paas, Ayres, & Pachman, 2008, p. 24).   
Mixed methods 
As different categories and levels of cognitive load were added to the theory, the need for 
increasingly sophisticated and specialized measures increased.  In addition, efforts to triangulate 
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and validate measures became increasingly important.  As a result, rather than rely on one 
method of measurement, many studies combine elements from different measurement categories. 
DeLeeuw and Mayer (2008), for example, used a mixed approach by combining two 
different subjective measures with a secondary task measure.  DeLeeuw and Mayer hypothesized 
that intrinsic cognitive load could be manipulated by increasing the number of explanatory 
sentences in a multimedia lesson and extraneous load could be manipulated by varying 
redundant material consisting of the same spoken and written text.  Three measures of cognitive 
load were collected: response time to a secondary task consisting of a background change of 
color during the lesson, subjective mental effort ratings collected during the lesson, and 
subjective difficulty ratings collected after the lesson. Results of DeLeeuw and Mayer's study 
indicated that "the secondary task was most sensitive to manipulations of redundancy, mental 
effort ratings were most sensitive to changes in sentence complexity, and difficulty ratings were 
most sensitive to differences in transfer success" (Deleeuw & Mayer, 2008, p. 223). 
In a study applying cognitive load theory methodology on health care simulation 
instructional design, a combination of dual-task methodology was used with subjective ratings of 
mental effort (Haji, Khan, Regehr, Drake, de Ribaupierre, & Dubrowski, 2015).  Using a two-
phase approach, novice learners and expert surgeons attempted a visual-monitoring task under 
two conditions. Participants were asked to rate the mental effort they invested towards the first 
task using a single-item, 9-point Likert scale (Paas, 1992). Results of the study suggested that 
subjective ratings and dual-task performance can be used to track changes in cognitive load 
among novices. 
The ability to provide differentiated categories and levels of cognitive load is a clear 
advantage of mixed CLT measurement methods over single methods.  Depending on the 
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complexity of the individual methods to be combined, however, mixed method measurement 
stands the chance of bearing the disadvantages of each method as well (such as intrusiveness, 
expense, or lack of precision or validity). 
The present research 
Theoretical assumptions 
This research study used the lens of the cognitive load theory to examine whether online 
course organization affects student learning. Cognitive load theory assumes a mental architecture 
that consists of "a limited working memory, with partly independent processing units for 
visual/spatial and auditory/verbal information that interacts with a comparatively unlimited long-
term memory" (Paas, Tuovinen, Tabbers, & Van Gerven, 2003b, p. 63). Cognitive load theory 
deals with complex learning tasks "in which learners are often overwhelmed by the number of 
interactive information elements that need to be processed simultaneously before meaningful 
learning can commence" (Paas, van Gog, & Sweller, 2010, p. 116).   Cognitive load theory 
identifies three categories of cognitive load: intrinsic, extraneous, and germane (Sweller, Van 
Merriënboer, & Paas, 1998). For decades, cognitive load theory has provided a basis for the 
development of interface design guidelines to reduce cognitive load: provide informative system 
feedback, use intuitive elements, provide directions, avoid extraneous objects, use organizational 
strategies, provide visual elements, and enhance learner's autonomy (Cheon & Grant, 2009). 
Cognitive load theory can be used as a theoretical framework to inform curriculum design 
and organization. Cognitive load theory is concerned with "the development of instructional 
methods that efficiently use people’s limited cognitive processing capacity to stimulate their 
ability to apply acquired knowledge and skills to new situations" (Paas, Tuovinen, Tabbers, & 
Van Gerven, 2003b, p. 63).  Instructional designs that create an extraneous cognitive load are 
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"detrimental to learning" (Sweller, Ayres, & Kalyuga, 2011, p. 63).  Three cognitive load effects 
have direct application in the optimization of Web-based instruction (Feinberg & Murphy, 2000). 
These principles are the split-attention effect, the redundancy effect, and the modality effect.  
This study focused on the impact of the split-attention effect on the organization of online 
curriculum.  The split-attention effect in cognitive load theory occurs when learners are required 
to split their attention between at least two sources of information that have been separated either 
in space or time (Chandler & Sweller, 1992).  By requiring learners to integrate several sources 
of information that are separated spatially or temporally, extraneous cognitive load is created. 
For maximum learning to occur, all separate sources of information must be mentally integrated. 
This study also considered the contiguity effect.  The contiguity principle (Moreno & 
Mayer, 1999) in multimedia learning theory describes the effect of spatial or temporal distance 
between instructional elements.  This study examines the influence of spatial and temporal 
proximity between educational elements.  Although Moreno and Mayer (1999) applied a 
theoretical framework to multimedia elements (e.g., words and images), this study applied a 
similar framework to the organization of educational elements (e.g., instructional text and 
images, assignments, and assessments). 
Lastly, when designing the educational tasks for this study, the element interactivity effect 
was considered.  This effect refers to conditions where intrinsic cognitive load is so low that its 
impact may not be apparent.  Cognitive load effects only can be obtained if intrinsic cognitive 
load is high (Sweller & Chandler, 1994).  In other words, if the cognitive rigor of the educational 
task is not sufficiently high, then manipulation of the curricular organization between the two 
groups may fail to produce a significant increase in cognitive load.  Since one of the major goals 
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of this study is to measure the difference in the split-attention effect between the two learning 
conditions, then sufficiently difficult educational tasks will need to be developed. 
Goals of the current study 
The goal of this study was to answer the following overall research question: 
What are the effects of curricular organization on cognitive load and student performance in 
online learning environments? 
Specifically, this study was concerned with examining: 
1. The effect of functionally organized online course content on participant self-reported 
cognitive load. 
2. The effect of functionally organized online course content on participant educational 
performance. 
3. The comparative difference between functionally organized online course content and 
modular course organization. 
Hypotheses of the study 
This study hypothesized that due to the split-attention effect, online course organization 
would influence cognitive load and participant performance differently depending upon relative 
proximity of course content. 
H1: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will score lower on performance assessments than learners engaged in 
similar activities organized into thematic modules. 
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H2: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will perceive a higher cognitive load than learners engaged in similar 
activities organized into thematic modules. 
H3: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will take more time to complete educational tasks than learners engaged 
in similar activities organized into thematic modules. 
H4: Due to the split-attention effect, online learners engaged in educational activities 
organized functionally will make more mouse clicks navigating educational tasks than learners 
engaged in similar activities organized into thematic modules. 
Experimental design 
The design of this study followed a model that is traditional in cognitive load research.  
Following the controlled experimental design used by Sweller (1988), participants were 
randomly placed into two groups.  This method of comparing the effects of various treatments 
across different groups has been used in countless studies ranging from dual-modality 
presentation techniques (Tindall-Ford, Chandler, & Sweller, 1997), to the effects of mental 
imaging on science text comprehension (Leutner, Leopold, & Sumfleth, 2009), to the cognitive 
load of argument - counterargument integration (Shehab & Nussbaum, 2014).  In his original 
study, Sweller (1988) maintained consistency of the learning environment (a classroom 
laboratory) and format of the learning materials (printed paper) between the two groups.  He 
experimentally manipulated the design of the educational tasks (goal-specific versus goal free) of 
the domain-specific instruction (trigonometry) in order to measure the effect on cognitive load. 
In this study, however, rather than manipulating the learning task (e.g., worked examples or 
goal-free problems), conditions in the learning environment were manipulated between the two 
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groups.  Instructional materials in each group were identical.  The content, however, was 
organized into two distinct structures.  In one organizational condition, learning materials and 
mechanism were organized by module.  For the purposes of this study, modular organization is 
operationally defined as "unit of work in a course of instruction that is virtually self-contained" 
(Sejpal, 2013, p. 169).  A module is well defined, independent, and structured in a systematic 
sequence (Sejpal, 2013) and is typically organized by theme and contains such elements as 
objectives, educational activities, and assessments in close proximity to each other.   In a 
modular unit, material is organized based upon thematic grouping in a style similar to lessons 
sequenced in a face-to-face class.  
The second organizational condition organizes learning content by function.  As mentioned 
previously, functional organization is operationally defined as a unit of instruction in which the 
various educational elements are organized by how they are used or how they operate.  A typical 
organization scheme by function includes organizing material under the categories of readings, 
discussion, assignments, and assessments.  This organizational method forces the learner to 
navigate between separate categorical groupings in order to complete educational tasks. 
Although presented in virtual space rather than physical space, navigating from one online folder 
to another creates a cognitive separation between content.  Students are forced to hold 
information in working memory from one virtual location to another.  
The difference between these two organizational styles is that the learning materials in a 
modular format are in close virtual proximity to each other while functional organization 
separates educational content by categorical grouping.  In the current study, participants in one 
group completed three educational tasks in a learning environment with low spatial separation 
(modular organization).  Participants in the other group completed the same three educational 
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tasks in a learning environment with high spatial separation (functional organization).  The 
current study hypothesized that learning environments with high spatial separation of educational 
content would produce higher levels of cognitive load.  The learning environment, in this case, 
was an online learning management system.   
Without extensive customization, educational content in an online learning management 
system is often constrained by the default organizational structure established by the software 
vendor.  Modular organization, for example, is a common default curricular organizational 
structure that organizes content by thematic topic, by textbook chapter, or by week.  Standard 
course formats offered by Moodle, for example, include organization by week or by topic.  
Another common default organizational structure categorizes educational content by function in 
virtual folders with names such as "Readings," "Discussions," "Assignments," and 
"Assessments."  The default organizational structure for Blackboard Vista, for example, is 
arranged alphabetically by function (e.g. announcements, assessments, assignments, calendar, 
and chat).  Many learning management systems offer a hybrid structure that combine elements of 
both modular and functional organization.  Canvas, for example, has the ability to organize 
educational content by both thematic module (such as laboratory, topical, or weekly) and by 
educational activity (such as discussions, assignments, and quizzes). 
In some cases, contemporary learning management systems provide novice online 
educators with a dizzying array of options from which to organize online content.  The 
Blackboard Learn learning management system, for example, provides a variety of 
preconfigured course structures from which to choose including organization by activity (case 
study, lab, expedition, or project), by unit of time (daily, weekly), by textbook grouping (chapter, 
unit), by learning theory (experiential, constructivist, social learning), by content (subject, topic, 
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discipline, lecture, lesson, module), or by learning management system (ANGEL, Course Info, 
eCollegial, WebCT).  Selecting any of these options provides a preconfigured organizational and 
navigational structure. 
The mission of this study was not to evaluate the usefulness or efficiency of any specific 
learning management system. The guiding mission of this study was to suggest that the nature in 
which online instruction is organized has an impact on student learning.  In this regard, which 
learning management system is used is irrelevant.  This study created two conditions in which 
the organizational structure of the educational material was manipulated while maintaining the 
consistency of the educational tasks.  Based upon cognitive load theory, the expectation was that 
the organizational structure of one condition would produce a greater extraneous cognitive load 
than the other condition thereby affecting student performance. 
Theoretical rationale 
By creating a condition in which learning materials were spatially separated (such as in a 
functional organization structure), it was expected that learners would experience a higher degree 
of extraneous cognitive load than in another condition in which learning materials are in close 
proximity (such as in a modular organizational structure).  For example, in online learning 
environments it is not uncommon for educational content (such as readings or homework 
assignment) to be placed in separate locations. Learners may need to jump from one source of 
information to another in order to accomplish the learning task.  With an educational task 
remaining consistent between the two groups, the additional extraneous cognitive load of 
spatially separated learning materials should affect the total cognitive load.  If the total cognitive 
load approaches an overload condition, then learner performance should deteriorate.  Learner 
perception of mental effort following each educational task should also increase in conditions of 
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increased extraneous load.  As potential indicators of high cognitive load, time in content areas, 
and number of mouse clicks should also increase. 
Spatial separation of educational content requires that the learner integrate material 
mentally.  Mental integration imposes a considerable cognitive load on working memory, 
especially when the two information sources are spatially separated rather than spatially 
integrated (Sweller, Ayres, & Kalyuga, 2011). Switching from one source of information in 
order to attend to another requires information to be maintained in working memory while 
searching and processing interacting elements. Presenting information in a split-source format 
unnecessarily increases element interactivity resulting in an increase in extraneous cognitive 
load. Under many split-attention conditions, working memory resources are likely to be diverted 
away from schema formation in order to deal with the extraneous, interacting elements, leading 
to a loss of learning resources.  
Element interactivity effect was also considered when designing the educational tasks.  
Cognitive load effects only can be obtained if intrinsic cognitive load is high (Sweller & 
Chandler, 1994).  Therefore, without sufficiently rigorous intrinsic load of the educational task, 
manipulation of the extraneous load (curricular organization) will not produce measurable 
overload (i.e., lower performance scores, higher mental effort ratings, time on task).  As a result, 
this study was cautious in the selection of educational materials. 
Summary 
This section provided an overview of the main elements of cognitive architecture that have 
been traditionally measured, the various methods in which cognitive load has been measured, the 
basic requirements for measurement, and the essential considerations for selecting different 
methods of measurement in a variety of environments.  The sophistication of cognitive load 
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measurement has evolved proportionally with the sophistication of the theory itself.  While 
subjective rating scales have proven themselves to be reliable and valid, a need for direct 
measures of cognitive load has become evident.  As physiological technologies have become 
more sensitive, they have been adopted as a powerful tool for direct measurement of cognitive 
load.  In the study of cognitive load in multimedia learning environments, psychophysiological 
measures have emerged to provide useful supplemental data providing a finer grained analysis of 
cognitive processes. 
This chapter also provided an overview of the present research.  The theoretical 
assumptions were identified, the goals and hypotheses were stated, and the experimental design 
and theoretical rationale for the study was described.  The next chapter provides additional detail 






This study compared the influence of curricular organization on learner cognitive load and 
performance by manipulating the design of two online courses.  The research problem for this 
study was to determine the influence of curricular organization on university-level student 
cognitive load and performance in online learning environments.  This chapter discusses the 
theoretical assumptions, experimental design, theoretical rationale, and methods of this study.  
Little empirical research on the organization of online curriculum from the perspective of 
cognitive load theory has been conducted.  In most cases, guiding principles for the design of 
online instruction come from heuristics, best practices, and research conducted under the 
umbrella of other design theories.  Without empirical research based upon traditional educational 
psychology theory, however, decisions that affect an increasing number of learners may be 




Participants were a random sample of undergraduate and graduate students enrolled in 
educational psychology courses at a large university in the southwestern U.S. (N = 128) 
participating to satisfy a course requirement.  Overall, the majority of these participants were 
education majors and the rest were from majors such as accounting, psychology, human services, 
computer science, political science, and linguistics.  The ethnicity of the participants was 
primarily White Caucasian, followed by Mexican, African American, Filipino, Hispanic or 
 
 59 
Latino, Chinese, Korean, and American Indian or Alaskan native.  Participants were primarily 
female (67.2%), followed by males (21.9%) and individuals identifying as gender variant. 
Sample 
In a similar study involving a comparison of two courses with differing curricular 
treatments (Burkes, 2007), the researcher found a very large effect size in the measure of 
performance between the two groups in regard to the modality effect, but only a small effect size 
in regard to the split-attention effect.  In a study examining the role of spatial contiguity (and 
modality) in multimedia learning (Moreno & Mayer, 1999), the researchers found a medium 
effect size for the spatial contiguity effect.  As a result, for purposes of this study, independent 
samples t tests with an alpha level of .05 was used, assuming a medium effect size, and a 
statistical power level of .80. 
Calculations using statistical power software (G*Power, version 3.1.9.3) suggested a 
sample of 64 for each comparison group.  As a result, in order to obtain sufficient power for this 
study, 128 participants were invited to participate.  Subjects were assigned to groups from the 
defined population using a random sampling method. 
Materials and measures 
This study employed five different measures: a demographic survey, end-of-lesson quizzes, 
end-of-lesson cognitive load surveys, LMS-generated reports of participant activity in lesson 
content areas, and screen video recordings of participant mouse clicks.  A seven-question online 
survey questionnaire was used to gather data regarding student demographics, basic knowledge 
of biological concepts, and experience with online learning environments.  Multiple choice, short 
answer, and essay questions in three assessments were delivered and recorded via the learning 
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management system (LMS).  Where possible, multiple choice answers were automatically 
graded and reported by the LMS grading system.  Short answer and essay questions were graded 
manually based upon a pre-established answer key and rubric.  Based on the work of Paas 
(1992), a survey instrument was developed to collect student responses to a series of questions 
based on cognitive mental effort.  Adapted and enhanced from the Paas Subjective Scale for 
Mental Effort (1993), the survey measured self-reported aspects of cognitive load (intrinsic, 
extraneous, and germane).  User activity inside content areas and time spent on each activity was 
automatically gathered and reported using the built-in LMS analytics tool.  Using usability 
testing software (Silverback), video screen recordings were made of all participant activity in the 
online course and manually reviewed for mouse clicks. 
Learning management system 
For this study, participants were assigned randomly to one of two online courses in the 
learning management system, Blackboard Learn.  Developed by one of the top learning 
management system market share leaders, (Bogage, 2015), Blackboard Learn provides the core 
features being used by 33.5% of all higher educational institutions in the U.S. (Edutechnica, 
2016). 
Educational content and assessment 
Educational material was selectively compiled from standard anatomy and physiology 
textbooks (see Appendix D Course Curriculum).  These textbooks included OpenStax, Anatomy 
& Physiology, (OpenStax, 2016), Fundamentals of Anatomy & Physiology (Martini, Nath, & 
Bartholomew, 2012), and Seeley’s Anatomy & Physiology (Seeley, VanPutte, Regan, & Russo, 
2011).  While the online textbook, OpenStax, Anatomy & Physiology, is an open education 
resource, the other two textbooks are used by permission from the publishers. 
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Topics included terminology and concepts related to the human cardiovascular system.  
Relevant educational still images and animated graphics accompanied the textual content.  
Following is an example of textual educational material contained in an online learning lesson: 
"The right ventricle pumps deoxygenated blood into the pulmonary trunk, which leads 
toward the lungs and splits into the left and right pulmonary arteries. These vessels in turn 
branch many times before reaching the pulmonary capillaries, where gas exchange occurs: 
Carbon dioxide exits the blood and oxygen enters." 
 
Identical content-based quizzes were developed for both versions of the course (see 
Appendix E Assessment Questions). The quiz questions were structured as a series of multiple-
choice, short answer, and short essay type questions.  Chatterji (2003), Dominowski (2002), and 
Popham (2000) have recommended this format as an objective measure of learning, with 
reliability in scoring being a prime factor. Multiple-choice instruments have also been used for 
testing learning outcomes as a part of cognitive load measurement in other studies (Craig, 
Gholson, & Driscoll, 2002; Kalyuga, Chandler, & Sweller, 1999).  
Assessment questions fell into three categories:  multiple choice, short answer, and short 
essay.  Following the precepts of the element interactivity effect, if the intrinsic cognitive load of 
the educational task is not sufficiently high, then manipulation of the extraneous load may not 
produce a sense of cognitive overload in the learner.  As a result, educational content and 
assessment questions progressed along a spectrum from easy to hard as participants progressed 
through the study.  During the first lesson, participants were primarily engaged in simple 
memorization of terminology.  Following is an example of a typical multiple-choice question: 
Blood returning from the heart to the systemic circuit first enters the: 
A) right atrium 
B) left ventricle 
C) left atrium 
D) left atrium 
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E) arch of aorta 
 
One example of a short-answer type question used in this study is, “The heart has four 
chambers, two small, thin-walled ______ and two muscular ______.”  These types of questions 
focused on basic terms that are simply memorized. 
Later lessons presented content and assessments that required synthesis and application of 
concepts rather than simple memorization.  Following is an example of a typical application-type 
essay question:  
“In your own words, describe the relationship between coronary ischemia, 
atherosclerotic plaque, and myocardial infarction." 
 
Two higher education Biology faculty members reviewed all educational content and 
assessments for relevance and accuracy. 
Demographics survey 
An online demographic survey collected data on age, gender, grade level, academic major, 
ethnicity, familiarity with biology fundamentals, and experience with online courses (see 
Appendix C Demographic Survey). Subjects did not need any prior experience with online 
education or have advanced biology knowledge to participate in the study. 
 
Cognitive Load Mental Effort Scale  
Following each lesson (grouped either by module or by function), participants completed a 
short survey using a variation of the Paas (1992) Cognitive Load Mental Effort Scale (see 
Appendix F Cognitive Load Survey).  Paas and Van Merriënboer (1993) refined this scale to 
develop an efficiency measure for cognitive load.  This rating scale has been used extensively to 
measure mental effort as an indicator of cognitive load.  More than 30 cognitive load-related 
studies have employed this scale (Van Gog & Paas, 2008).  The scale’s reliability (alpha > .8) 
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and convergent, construct validity have been demonstrated (Gimino, 2000; Paas, Van 
Merriënboer, & Adam, 1994).  The Paas Subjective Scale for Mental Effort was used to measure 
three aspects of cognitive load (intrinsic, extraneous, and germane) in a study involving learning 
tasks from the domain of statistics.  This scale was later refined (Leppink, Paas, Van der Vleuten, 
Van Gog, & Van Merriënboer, 2013) and adapted to the learning arts domain.  Morrison, Dorn, 
and Guzdial (2014) further adapted the scale to the computer science domain.  Following the 
procedures and format established by Morrison, Dorn, and Guzdial, the scale was adapted to 
apply to the domain of biology.  Following is an example of the rating scale based the Paas 
(1992) subjective rating scale for mental effort. 
In solving or studying the preceding problem I invested 
1.     very, very low mental effort 
2.     very low mental effort 
3.     low mental effort 
4.     rather low mental effort 
5.     neither low nor high mental effort 
6.     rather high mental effort 
7.     high mental effort 
8.     very high mental effort 
9.     very, very high mental effort 
 
As opposed to measuring training efficiency, the survey used in this study measured 
learning efficiency.  Studies using the self-rating scale "following the acquisition phase and prior 
to the testing phase" (Morrison, Dorn, & Guzdial, 2014, p. 2) measure training efficiency.  






A total of 128 participants gathered in groups at a university computer lab over a two-
month period.  Distributed over ten sessions, groups ranged from 6 to 22 participants per session. 
Participants were randomly assigned to different computer stations; each station having been 
previously turned on and logged into one of two different online courses.  To begin the session, 
the proctor investigator read the "Proctor Instruction Script" (see Appendix A Proctor Instruction 
Script).  During this process, participants also read and sign the "Informed Consent Form" (see 
Appendix B Informed Consent Form).  At the end of the script, participants were directed to read 
the instructions on the announcement page of the online course and begin.  The announcement 
page read: 
Thank you for participating in this study! 
 
This research compares two popular methods of organizing online curriculum. 
 
During this study, you will study three different lessons related to the human 
heart.  After each lesson, you will take a short quiz and a survey. 
 
The lessons and quizzes are timed.  Please do your best to respond as accurately and 
completely as possible. 
 
When signaled, please click "Course content" in the above left and begin Lesson 0 in 
order to complete a short demographic survey. 
 
When you complete each lesson (by completing the associated quiz and survey) a new 
lesson will appear in the "Course content" area.   
 
This study is over when you have completed the third lesson survey. 
 
Each lesson in the online course contained written instructions for what to do next.  In 
"Lesson 0," participants were prompted to complete a five-minute demographic survey.  Next, 
participants were prompted to interact (i.e., read, watch, click) with online curriculum (lessons) 
on three topics: physiology of the human heart, the cardiac cycle, and human heart disease.  For 
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each lesson, participants were given fifteen minutes to find and read appropriate learning 
materials.  Following each lesson, participants were given ten minutes to complete a short quiz.  
These assessments collected responses to questions (multiple choice, short answer, or short 
paragraph) relevant to the prior topic. Immediately after each quiz was completed, participants 
were given five minutes to complete a cognitive load rating scale identifying the amount of 
mental effort required to study the educational content.  Responses to the mental effort rating 
scale were gathered using an online form.  Figure 1 provides a graphical representation of the 
procedures in the session. 
 
 
Figure 1  The sequence and time schedule for this study's experimental procedures 
 
At the end of each lesson, participants were prompted to continue to the next using online 





The focus of this study was upon the impact of online course organization on learner 
cognitive load and student performance.  Specifically, this study compared the effects between 
two common online organizational schemes: modular organization and functional organization.  
The content of both courses in this study were identical: Only the way in which the content was 
organized was different.  
In the modular organization version, the educational material was organized into virtual 
folders (modules) based on thematic association.  Text- and image-based materials, assessments, 
and surveys were all contained within one virtual folder.  These elements were categorically 
packaged close together within a thematic lesson container rather than separated into separate 
virtual folders based upon function.  Assessments, for example, followed in a progression 
immediately after educational activities, and learners were not required to leave the module.  
Consequently, the main course navigation was minimal, containing links to only six areas: 
Announcements, Course information, Course content, Discussions, Course messages, and My 
grades (see Figure 2).  Most of the actual educational materials (readings, assessments, and 
surveys) were contained within the "Course content" folder. 
 
 
Figure 2  The main navigation structure for the modularly organized course 
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In the functional organization version, educational material was organized into categorical 
groups based on the function of the material.  Often these categorical groups correspond to major 
tools found in a learning management system.  For example, educational content that was 
intended to be read was organized into a category called “Readings.”  Quizzes and surveys that 
assessed mastery of the readings were categorized into the “Assessments” folder.  As a result, the 
main navigation structure of the functionally organized course contained more links to content 
areas than the modularly organized course.  The main course navigation contained links to eight 
areas: Announcements, Assessments, Course information, Course content, Course messages, 
Discussions, My grades, and Readings (see Figure 3).  Most of the educational materials 




Figure 3  The main navigation structure for the functionally organized course 
 
In this study, both courses started at the “Announcements” page.  This page provided an 
overview of the study and the sequential steps involved.  This page also provided participants 
with specific instructions regarding what to do and where to begin.  See Figure 4 for a screenshot 




Figure 4  The "Announcements" page used for both courses in this study 
 
The "Announcements" page then prompted subjects to click on the "Course Content" link 
to begin the first section of the course, "Lesson 0: Introductions."  This lesson provided 
additional details about the nature of the study and prompted subjects to complete the seven-
question online demographic survey.  Once finished with the demographic survey, participants 
were instructed to work through the next three lessons ("Lesson 1:  Physiology of the Human 
Heart," "Lesson 2: The Cardiac Cycle," and "Lesson 3: Heart Disease"), each lesson containing 
text- and image-based learning materials, a ten-question end-of-lesson quiz, and a ten-question 
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end-of-lesson cognitive load self-assessment survey.  See Figure 5 for a screenshot of the 
"Course content" page containing the three lessons used in this study. 
 
 
Figure 5  The "Course content" page for both courses used for this study 
 
Once participants landed on the initial "Lesson Overview" page in a lesson, an introduction 
to the content and learning objectives were provided as well as explicit instructions regarding 
how to proceed.  At this point, the organization of the two courses deviated.  The lessons 
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organized as a module contained a secondary navigation structure and explicit links to successive 
pages to follow.  Students are still able to see the course menu navigation.  See Figure 6 for a 




Figure 6  Example of a lesson overview page 
 
Participants in the modular-organized course clicked the links in the secondary navigation 
or clicked the "next page" button sequentially to proceed through the lesson.  Text- and image-
based readings were broken down into topical sub-sections ("chunks"), followed by links to each 
appropriate quiz and survey.  See Figure 7 for a screenshot of a chunked readings page on the 




Figure 7  A screenshot of an example "chunked" reading page used for in study 
 
The "Lesson Overview" page in the functionally organized course also contained an 
introduction to the content and learning objectives as well as explicit instructions regarding how 
to proceed.  There was no secondary navigation contained in each lesson virtual folder, however.  
Participants were instructed to read the materials in a separate "Readings" virtual folder, then 
proceed to the appropriate quiz in the external "Assessments" folder, followed by completing the 
cognitive load survey also in the "Assessments" folder.  Readings for each lesson were not 
broken into thematic chunks.  Text- and image-based readings organized by lesson were 
delivered as one PDF document within the "Readings" virtual folder.  See Figure 8 for a 




Figure 8  A screenshot of the PDF readings used in lesson 3 for this study 
 
The primary difference between the two organizational styles was the proximity of the 
introductory page to the reading materials, the quiz, and the cognitive load survey. In the 
modularly-organized course, readings and quizzes were experienced sequentially and organized 
in the same virtual folder as the rest of the lesson.  In the functionally organized course, readings 
and quizzes were located outside the associated lesson folder in a separate "Readings" virtual 
folder and a separate "Assessments" virtual folder.  Participants were required to leave the lesson 
course content folder, enter a "Readings" folder, then enter a separate "Assessments" folder to 
take the quiz and survey.  See Figure 9 for an example of an external assessment folder in the 




Figure 9  The "Assessments" folder in the functionally organized course 
 
As a result, in the functionally organized lesson, participants were forced to jump back and 
forth between separate folders to complete the lesson rather than remain in one centrally located 
folder. 
Data collection 
Data was collected using a variety of methods.  An online demographic survey collected 
data on age, gender, grade level, academic major, and ethnicity. The automatic grading features 
of the learning management system (Blackboard Learn) collected the quiz scores from three 
assessments.  Cognitive load survey scores were gathered after each lesson quiz using the 
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learning management system survey tool.  Time to complete each lesson was recorded using the 
learning management system's internal reporting statistics. 
Each individual session was recorded using the usability software application, Silverback.  
This application captured the navigational behaviors of each participant, recording time on task 
and number of mouse clicks, then produced a video recording of the session for later analysis.  
Figure 10 displays the "Start Session" screen that was controlled by the investigator. 
 
 
Figure 10  An example of the "Start Session" screen in Silverback 
 
Once the "Start Session" button was clicked, participants were prompted to press the 
spacebar to initiate the session recording.  All on-screen behaviors were recorded once the 
spacebar was pressed.  Figure 11 provides an example of the recording output.  Key clicks are 
indicated by red circles and times are indicated at the bottom of the screen.  The top arrow 
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Figure 11  An example of a recorded session in Silverback 
 
Data analysis 
Based upon the hypotheses, four major analyses were conducted:  1) a comparison of mean 
quiz scores between the two groups following each lesson, 2) a comparison of mean self-
reported scores on cognitive load surveys following each lesson, 3) a comparison of mean times 
to complete each lesson, and 4) a comparison of mean number of mouse clicks in each lesson.  In 
all cases, the main independent variable was the type of organizational structure (functional or 
modular). There are four dependent variables: mental effort rating, learning performance score, 
time in content areas, and number of mouse clicks.  Independent samples t-tests with an alpha 




This study compared the influence of curricular organization on learner cognitive load and 
performance by manipulating the design of two online courses.  This chapter provided details 
about the research method of the current study.  Population, sample size, materials and measures 
and data analysis strategies were described.  The next chapter describes the results of the 







This study was designed to compare the influence of curricular organization on learner 
cognitive load and performance by manipulating the design of two online courses. A total of 128 
students participated in the study, engaged in a simulated online course by reading course 
materials and responding to assessments and surveys.  Over ten separate sessions, participants 
were randomly assigned seats at a computer in a university computer lab.  Seats were spaced to 
prevent interaction between participants.  The computers were previously turned on, signed into 
the university network, and logged into the starting page of one of two online courses in a 
learning management system.  Participants were given a preliminary overview of the study 
including instructions to start (see Appendix A Proctor introduction script), then asked to sign an 
informed consent form (see Appendix B Informed consent form).  Participants began the study 
by responding to a demographic survey in the learning management system.  Quiz scores and 
cognitive load survey responses were recorded by the learning management system for each 
participant.  The learning management system also automatically recorded time in each section 
of the simulated online course.  After engaging in all three online lessons (each including 
readings, an assessment, and a survey), the participants were dismissed. 
Demographic data 
A total of 128 students participated in the study. Demographic data was collected via online 
survey delivered through the learning management system. Appendix C Demographic Survey 




Participant ages ranged from 20 to 62 years.  The highest proportion of participants were 25 
(8.6%) and 24 (7.8%) years old.  Most of the participants were between 20 and 30 years old 
(46.0%).  Participants between 31 and 40 made up 18.9% of the study, participants between 41 
and 50 accounted for 12.6% of the study, and participants between 50 and 62 accounted for 
7.20% of the study. 
Gender 
In terms of gender, participants were primarily female (67.2%), followed by males (21.9%) 
and individuals identifying as gender variant (0.8%).  Several participants opted not to identify 
gender (10.2%). 
Ethnicity 
The majority of participants identified as White Caucasian (46.9%).  Remaining participants 
self-identified their ethnicity as "more than one ethnicity" (9.4%), Mexican (8.6%), African-
America or Black (6.3%), Filipino (6.3%), Hispanic or Latino (5.5%), Chinese (3.1%), Korean 
(3.1%), American Indian or Alaskan native (0.8%).  Several participants opted not to identify 
ethnicity (10.2%). 
Class standing 
Participants were primarily masters-level graduate students (68.8%).  Participants were also 
junior-level undergraduates (9.4%), doctoral students (5.5%), sophomore-level undergraduates 





By far, the majority of participants were education majors (71.1%).  Other majors included 
accounting (14.1%), psychology (1.6%), human services (.8%), computer science (.8%), political 
science (.8%), and linguistics (.8%).  A small proportion of participants were in non-degree 
seeking programs (.8%), and several participants opted not to identify major (9.4%). 
Online education experience 
Self-reported experience with taking online or blended/hybrid courses (n=115) ranged from 
one (meaning almost no experience) to 10 (meaning a very high level of experience).  The mean 
of all participants was 7.6, indicating a fairly high level of experience with online or 
blended/hybrid courses overall.  The modular group (modular organization) participants reported 
slightly lower experience with online education (7.57 ± 2.39) than the functional group 
(functional organization) participants (7.63 ± 2.46).  An independent samples t-test indicated no 
statistically significant difference in self-reported experience with online or hybrid/blended 
courses scores between the two groups, t(115)=.130, p=.897. 
Familiarity with biology concepts 
Self-reported experience with biology concepts (n=115) ranged from zero (meaning no 
experience) to 10 (meaning a very high level of experience).  The mean of all participants was 
3.94, indicating a somewhat low overall level of experience with biology concepts.  Participants 
in the modular organization group reported slightly lower experience with biology concepts 
(3.93 ± 2.00) than participants in the functional organization group (3.95 ± 2.52).  An 
independent samples t-test indicated no statistically significant difference in self-report scores of 
experience with biology concepts between the two groups, t(115)=.043, p=.966. 
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Cognitive load self-assessment scores 
Following each lesson quiz, participants were instructed to complete a ten-question online 
survey assessing the cognitive load of the previous lesson materials and quiz (see Appendix F 
Cognitive Load Survey).  As posited by Leppink et al. (2013), questions one, two, and three 
measure intrinsic load, questions four, five, and six measure extraneous load, and questions 
seven, eight, nine, and ten measure germane load.  Metrics for each cognitive load factor were 
"calculated by averaging all of the responses to the questions contributing to that factor" 
(Morrison, Dorn, & Guzdial, 2014, p. 6).  As a result, responses to questions one through three, 
four through six, and seven through ten were averaged prior to comparative analysis for each 
participant survey. Averaged responses for intrinsic load, extraneous load, and germane load 
were compiled and initially analyzed using descriptive statistics. 
Analytical procedures 
Cognitive load survey scores were analyzed using a multi-step procedure.  First, the data 
was inspected for outliers as assessed by inspection of boxplots for values greater than 1.5 box-
lengths from the edge of the box.  All averaged survey responses for each organizational group 
were normally distributed, as observed by Q-Q plots.  Next, correlations were computed using 
Pearson's r for the three components of the cognitive load survey (intrinsic, extraneous, and 
germane) in order to measure the strength of the association between each dependent variable.  
In order to protect against Type I error inflation, a multivariate analysis was then conducted to 
determine whether there were group mean differences between each cognitive load component.  
A series of independent-samples t-tests were then conducted to determine whether there were 
significant differences in averaged responses on the three separate surveys between the two 
organizational groups.  Lastly, a mixed model analysis of variance was conducted in order to 
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compare the effects of cognitive load over time (as the participants progressed through the 
lessons) across the two organizational groups. 
Correlation 
Pearson correlations were computed among the nine components of the cognitive load 
survey scores, three for each lesson.  Table 1 shows the results of these computations.  Analysis 
of these results shows that intrinsic load scores are strongly correlated with other intrinsic load 
scores across the three lessons, extraneous load scores are strongly correlated with other 
extraneous load scores, and germane load scores are strongly correlated with other germane load 
scores.  Intrinsic load is correlated with extraneous load across the three lessons although there is 
variability in the magnitude of the correlations.  Germane load for lesson one is strongly 
negatively correlated with intrinsic and extraneous load in the same lesson, and germane load for 
lesson two is also strongly negatively correlated with intrinsic and extraneous load in lesson two.  






Table 1  Correlations of cognitive load survey scores 
 1 2 3 4 5 6 7 8 9 
Lesson 1          
  1. IL - .654** -.215* .716** .493** -.110 .490** .435** .145 
  2. EL .654** - -.275** .432** .598** -.042 .263** .595** .132 
  3. GL -.215** -.275** - -.079 -.152 .621** .091 -.078 .501** 
Lesson 2          
  4. IL .716** .432** -.079 - .654** -.216* .593** .456** .078 
  5. EL .493** .598** -.152 .654** - -.373** .350** .654** .029 
  6. GL -.110 -.042 .621** -.216 -.373 - .095 -.042 .614** 
Lesson 3          
  7.IL .490** .263** .091 .593** .350** .095 - .583** -.040 
  8. EL .435** .595** -.078 .456** .654** -.042 .583** - -.083 
  9. GL .145 .132 .501** .078 .029 .614** -.040 -.083 - 
Note.  IL = intrinsic load, EL = extraneous load, GL = germane load.  **  = correlation is significant 
at the 0.01 level (2-tailed), * = correlation is significant at the 0.05 level (2-tailed). 
 
Multivariate analysis 
Hotelling's T2, a special case of the one-way multivariate analysis of variance (one-way 
MANOVA), was conducted in order to test for statistically significant differences between the 
cognitive load components of the survey scores for the two organizational groups and to protect 
against Type I error inflation.  First, descriptive statistics including mean and standard deviation 
were generated separately for each component.  Next, the statistically significant difference 
between modular and functional organization groups in terms of cognitive load component were 
calculated using Hotelling's T2.  Lastly, when the results of Hotelling's T2 were significant, 




Table 2  Hotelling's T2 descriptive statistics of cognitive load survey scores 
Survey components Modular Functional 
 M SD M SD 
Lesson 1 intrinsic load 5.54 2.59 5.92 2.42 
Lesson 2 intrinsic load 6.13 2.14 5.98 2.63 
Lesson 3 intrinsic load 7.82 1.51 6.60 2.44 
Lesson 1 extraneous load 3.24 2.33 3.42 2.03 
Lesson 2 extraneous load 3.39 2.33 3.53 2.38 
Lesson 3 extraneous load 4.43 2.54 3.85 2.26 
Lesson 1 germane load 6.16 2.37 5.38 2.16 
Lesson 2 germane load 6.38 2.07 6.28 2.27 
Lesson 3 germane load 5.45 2.37 5.84 2.38 
Note.  Survey scores are on a scale from zero to ten. 
 
A one-way multivariate analysis of variance was conducted for the intrinsic load 
components of the cognitive load surveys.  An alpha level of .05 was used.  There was a 
statistically significant difference between the organizational methods on the combined intrinsic 
load survey dependent variables, F(3, 109) = 5.780, p = .001; Wilks' Λ = .863; partial η2 = .137.  
Univariate independent t-tests were conducted as a follow-up to the significant multivariate test.  
No evidence of mean differences were found for lesson one (t(122)=1.45, p =.141) or lesson two 
(t(122)=0.12, p =.907).  A significant difference was found for lesson three: t(115)=3.14, p=.002. 
d=.583. Participants in the modular group (M = 7.82) had significantly higher scores for the 
intrinsic load component of the cognitive load surveys than participants in the functional group 
(M = 6.60). 
A one-way multivariate analysis of variance for the extraneous load components of the 
cognitive load survey was also conducted.  An alpha level of .05 was used.  There was no 
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statistically significant difference between the organizational methods on the combined 
dependent variables, F(3, 115) = 1.838, p = .144; Wilks' Λ = .954. 
Lastly, a one-way multivariate analysis of variance was conducted for the germane load 
components.  An alpha level of .05 was used.  There was a statistically significant difference 
between the organizational methods on the combined dependent variables, F(3, 117) = 2.727, p = 
.047; Wilks' Λ = .935; partial η2 = .065.  Univariate independent t-tests were conducted as a 
follow-up to the significant multivariate test.  No evidence of mean differences were found for 
lesson one (t(122)=1.77, p =.080), lesson two (t(122)=0.11, p =.915) or lesson three (t(123)=0.44, p 
=.663). 
Mixed model analysis of variance 
The data was submitted to a mixed model analysis of variance (ANOVA) with 
organizational structure (modular or functional) as the between independent variable and lesson 
(lesson one, lesson two, lesson three) as the within independent variable.  In the first analysis, the 
dependent variable was the score on the intrinsic cognitive load items from the cognitive load 
survey.  The assumption of sphericity was upheld.  The interaction between organizational 
structure and lesson was significant, F(2, 222) = 8.170 [MSE = 2.261, h2 = .069], p = .001. The 
main effect for organizational structure was not significant, F(1, 111) < 1.  The main effect for 
lesson was significant, F(2, 222) = 29.904 [MSE = 2.261, h2 = .212], p = .001. Simple main effects 
follow-up tests with Tukey HSD (when appropriate) revealed the following: 1) Lesson one 
scores were significantly greater than lesson two or lesson three scores; 2) For lesson one, 
modular organization intrinsic load scores were significantly greater than functional organization 
intrinsic load scores; and 3) For lesson three, modular organization intrinsic load scores were 
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significantly greater than functional organization intrinsic load scores. No other pairwise 
differences for either organizational structure or lesson reached significance. 
 
Table 3  Mixed model analysis of variance for intrinsic load  
 




In the second analysis, the dependent variable was the score on the extraneous cognitive 
load items from the cognitive load survey.  The assumption of sphericity was upheld.  The 
interaction between organizational structure and lesson was not significant, F(2, 234) = 2.645 [MSE 
= 2.094], p = .073.  The main effect for organizational structure was significant, F(1, 111) < 1.  The 
main effect for lesson was significant, F(2, 234) = 10.728 [MSE = 2.094, h2 = .084], p = .001. 
Simple main effects follow-up tests with Tukey HSD (when appropriate) revealed that the 
combined extraneous load scores for lesson three were greater than the combined scores for 
 
 86 
lesson one and lesson two.  No other pairwise differences for either organizational structure or 
lesson reached significance. 
 
Table 4  Mixed model analysis of variance for extraneous load  
 




In the third analysis, the dependent variable was the score on the germane cognitive load 
items from the cognitive load survey.  The assumption of sphericity was upheld.  The interaction 
between organizational structure and lesson was significant, F(2, 238) = 4.709 [MSE = 2.195, h2 = 
.038], p = .010. The main effect for organizational structure was not significant, F(1, 111) < 1.  The 
main effect for lesson was significant, F(2, 238) = 16.034 [MSE = 2.195, h2 = .258], p = .001. 
Simple main effects follow-up tests with Tukey HSD (when appropriate) revealed the following: 
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1) Combined germane cognitive load scores were significantly lower in lesson three than 
combined germane load scores in lesson one and lesson two; 2) Combined germane cognitive 
load scores were significantly higher in lesson two than combined germane load scores in lesson 
one; and 3) For lesson one, modular organization germane load scores were significantly greater 
than functional organization germane load scores. No other pairwise differences for either 
organizational structure or lesson reached significance. 
 
Table 5  Mixed model analysis of variance for germane load  
  




Immediately after reading the course materials in each of the three lessons, participants took 
a timed ten-question online quiz (see Appendix E Assessment Questions).  Participants were 
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given ten minutes to complete each quiz before the learning management system automatically 
submitted their answers.  Multiple choice questions were scored automatically by the learning 
management system while short-answer questions were later scored by hand.  Essay questions 
were scored manually based upon a pre-established rubric.  Quiz scores were then compiled and 
initially analyzed using descriptive statistics.  The data was inspected for outliers as assessed by 
inspection of boxplots for values greater than 1.5 box-lengths from the edge of the box.  All quiz 
scores for each organization group were normally distributed, as observed by Q-Q plots.  A 
series of independent-samples t-tests were then conducted to determine whether there were 
significant differences in scores on the three separate quizzes between two groups based on 
course organization.  An alpha level of .05 was used to determine the level of significance 
between treatment means.  Independent samples effect sizes were calculated using Cohen's d.  
Data are mean ± standard deviation, unless otherwise stated. 
 
Table 6  Comparison of quiz scores across organizational groups 
Assessments Modular Functional t p Cohen's d 
 M SD M SD    
Lesson 1 quiz 5.68 2.16 5.64 2.10 0.111 0.912 0.020 
Lesson 2 quiz 7.31 1.98 7.00 2.06 0.877 0.382 0.155 
Lesson 3 quiz 4.63 1.80 4.94 1.96 0.900 0.370 0.160 
Note.  Quiz scores are on a scale from zero to ten. 
 
Lesson one quiz scores 
For the lesson one quiz, there were 63 participants in the modular group and 64 participants 
in functional group. One participant in the modular group skipped the lesson one quiz.  No 
outliers were identified.  The quiz one scores were slightly higher among modular group 
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participants (5.68 ± 2.16) than participants in the functional group (5.64 ± 2.10).  The modular 
group mean scores for quiz one were 0.04 (95% CI [0.00, 0.79]) higher than functional group 
mean quiz one scores.  There was no statistically significant difference in mean quiz one scores 
between the modular group and the functional group, t(125)=.111, p=.912. d=.020. 
Lesson two quiz scores 
For the lesson two quiz, there were 64 participants in the modular one and 64 participants in 
the functional group.  No outliers were identified.  The quiz two scores were slightly higher 
among the modular group participants (7.31 ± 1.98) than participants in the functional group 
(7.00 ± 2.06).  The modular group mean scores for quiz two were 0.31 (95% CI [0.00, 1.02]) 
higher than the functional group mean quiz two scores.  There was no statistically significant 
difference in mean quiz two scores between the two groups, t(126)=.877, p=.382, d=.155. 
Lesson three quiz scores 
For the lesson three quiz, there were 63 participants in the modular group and 63 
participants in the functional group.  One participant in each group skipped the lesson three quiz.  
No outliers were identified.  The quiz three scores were higher among the functional group 
participants (4.94 ± 1.80) than participants in the modular group (4.63 ± 1.96).  Functional group 
mean scores for quiz three were 0.30 (95% CI [0.00, 0.36]) higher than the modular 
group.  There was no statistically significant difference in mean quiz three scores between the 
two groups, t(124) =.900, p =.370, d=.160. 
Time in content areas 
As each participant worked through three separate educational lessons, reading lessons, 
taking quizzes, and completing surveys, the learning management system automatically kept 
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track of the amount of time spent in each section (see Appendix G Sample Time in Content 
Areas Report).  After the study was conducted, a report for each participant was exported and the 
data compiled for analysis. 
The data was inspected for outliers as assessed by inspection of boxplots for values greater 
than 1.5 box-lengths from the edge of the box.  Time in content areas for each organization 
group were normally distributed, as observed by Q-Q plots.  A series of independent-samples t-
tests were then conducted to determine whether there were significant differences in the amount 
of time spent in the content areas between the two groups.  An alpha level of .05 was used to 
determine the level of significance between treatment means.  Independent samples effect sizes 
were calculated using Cohen's d.  Data are mean ± standard deviation, unless otherwise stated. 
 
Table 7  Comparison of time in content areas across organizational groups 
Content areas Modular Functional t p Cohen's d 
 M SD M SD    
Lesson 1 12.42 3.25 13.41 4.17 1.470 0.143 0.266 
Lesson 2 14.93 4.69 12.74 4.50 2.640 0.009 0.474 
Lesson 3 18.01 5.13 14.84 3.84 3.960 0.001 0.700 
Note.  Time is reported in decimals rather than minutes and seconds for the purposes of 
statistical comparison. 
 
Lesson one time 
When comparing the amount of time spent in lesson one content areas, there were 60 
participants in the modular group and 63 participants in the functional group. Four outliers were 
removed from the modular group and one outlier was removed from the functional group.  There 
was no statistically significant difference in mean time in content areas in lesson one between the 
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modular group and the functional group, with the modular group spending less time than the 
functional group, t(121)=1.47, p=.143. d=.266. 
Lesson two time 
When comparing the amount of time spent in lesson two content areas, there were 62 
participants in the modular group and 62 participants in the functional group. Two outliers were 
removed from the modular group and two outliers was removed from the functional group.  
There was a statistically significant difference in mean time in content areas in lesson two 
between the modular group and the functional group, with the modular group spending more 
time than the functional group, t(122)=2.64, p=.009. d=.474.  Participants in the modular group (M 
= 14.93 minutes) spent more time with the lesson two content than participants in the functional 
group (M = 12.74 minutes). 
Lesson three time 
When comparing the amount of time spent in lesson three content areas, there were 64 
participants in the modular group and 64 participants in the functional group. No outliers were 
identified or removed in either group.  There was a statistically significant difference in mean 
time in content areas in lesson three between the modular group and the functional group, with 
the modular group spending more time than the functional group, t(126)=3.96, p=.001. d=.700.  
Participants in the modular group (M = 18.01 minutes) spent more time with the lesson three 
content than participants in the functional group (M = 14.84 minutes). 
Mouse clicks 
Prior to the start of each experimental session, usability software (Silverback) was installed 
on all workstations in a computer lab.  Once started, Silverback recorded the computer screen 
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and all actions by the participant as a video file in real time.  In the recorded video, Silverback 
also placed a red circle around the cursor every time the participant clicked the mouse in order to 
make counting mouse clicks easily identifiable. 
Following each session, the video files were gathered and securely stored for later analysis.  
Session videos for all 128 participants were later reviewed individually and mouse clicks were 
counted by hand for each of the following sections:  
Lesson 1 lesson start to end 
Lesson 1 quiz start to end 
Lesson 1 survey start to end 
Lesson 2 lesson start to end 
Lesson 2 quiz start to end 
Lesson 2 survey start to end 
Lesson 3 lesson start to end 
Lesson 3 quiz start to end 
Lesson 3 survey start to end 
The design of the study compared mouse clicks between two organizational structures.  Due 
to differences in the organizational structure of each group, the minimum number of mouse 
clicks for the different lesson sections in each group was different.  As a result, minimum 
number of clicks necessary to complete a section were identified, then subtracted from each 
participant mouse click total by section in order to count only clicks above the minimum.  For 
example, if the number of mouse clicks tallied for a participant in the lesson one lesson was 
eight, but the minimum number of clicks necessary to complete the lesson was six, then the total 
number of mouse clicks analyzed was two. In many cases, the analyzed number of clicks for a 
participant in a section was zero as a result.  Once the number of mouse clicks above the 
minimum were recorded for each section of the course, the total number of clicks per lesson 
above the minimum were totaled for each participant.  For example, if the participant clicked 
five times above the minimum in lesson one readings, eight times above the minimum in the 
 
 93 
lesson one quiz, and one time above the minimum in the lesson one survey, then the total number 
of mouse clicks above minimum for the entire lesson for the participant would be fourteen.  This 
total number of mouse clicks above the minimum for each entire lesson (readings, quiz, and 
survey) were used for the purpose of statistical comparison between groups in this study. 
Outliers were addressed differently with this dataset than with the other comparisons in this 
study.  The mouse click data was initially inspected for outliers as assessed by inspection of 
boxplots.  This inspection indicated numerous extreme outliers (those greater than 2.0 box-
lengths from the edge of the box).  Descriptive analyses were then conducted with no outliers 
removed, again with extreme outliers removed, and then again with both extreme outliers and 
normal outliers (greater than 1.5 box lengths and greater than 2.0 box lengths) removed.  Mean 
comparative t-tests were also conducted in all three cases. 
After careful consideration of the hypotheses of this study, outlier data was retained for 
analysis for two reasons:  1) the outlying data represents valuable information about the extreme 
variability inherent in the study area and 2) the number of outliers represents a sizable proportion 
of the sample population.  These outliers do not represent a measurement or data entry error and 
are a natural behavior of the population being studied. 
With the exception of extreme outliers, the number of mouse clicks recorded in three 
different lessons for each organization group were normally distributed, as observed by Q-Q 
plots.  A series of independent-samples t-tests were conducted to determine whether there were 
significant differences in the amount of mouse clicks in the three content areas between the two 
groups based.  An alpha level of .05 was used to determine the level of significance between 
treatment means.  Independent samples effect sizes were calculated using Cohen's d.  Data are 
mean ± standard deviation, unless otherwise stated. 
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Table 8  Comparison of mouse clicks in content areas across organizational groups 
Content areas Modular Functional t p Cohen's d 
 M SD M SD    
Lesson 1 19.08 12.09 13.03 14.64 2.550 0.012 0.451 
Lesson 2 16.37 11.20 12.89 17.33 1.330 0.185 0.238 
Lesson 3 24.68 16.62 21.97 23.46 0.751 0.454 0.133 
 
Lesson one mouse clicks 
When comparing the amount of mouse clicks recorded in lesson one content areas, there 
were 64 participants in the modular group and 64 participants in the functional group.  No 
outliers were removed from either group for reasons identified above.  There was a statistically 
significant difference in number of mean mouse clicks in content areas in lesson one between the 
modular group and the functional group, with the modular group recording more mouse clicks 
than the functional group, t(126)=2.55, p =.012. d=.451.  Participants in the modular group (M = 
19.08) produced more mouse clicks in lesson one than participants in the functional group (M = 
13.03). 
Lesson two mouse clicks 
When comparing the amount of mouse clicks recorded in lesson two content areas, there 
were 62 participants in the modular group and 64 participants in the functional group.  No 
outliers were removed from either group for reasons identified above.  Missing values were due 
to participants skipping content areas.  There was no statistically significant difference in mean 
mouse clicks recorded content areas in lesson two between the modular group and the functional 
group, with the modular group recording more mouse clicks than the functional group, 
t(124)=1.33, p =.185. d=.238. 
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Lesson three mouse clicks 
When comparing the amount of mouse clicks recorded in lesson three content areas, there 
were 63 participants in the modular group and 64 participants in the functional group. No outliers 
were removed from either group for reasons identified above.  Missing values were due to 
participants skipping content areas.  There was no statistically significant difference in mean 
mouse clicks in content areas in lesson three between the modular group and the functional 
group, with the modular group recording more mouse clicks than the functional group, t(125) 
=.751, p =.454. d=.133. 
Summary 
This study compared the influence of curricular organization on learner cognitive load and 
performance by manipulating the design of two online courses.  Educational content, 
assessments, and surveys remained consistent while the organizational structured changed 
between the two courses.  This chapter reported the demographic nature of the participants and 
compared means across four different measures between the two groups: quiz scores, cognitive 
load surveys, time in content areas, and mouse clicks in content areas.  A summary of the 
research problem, methodology, and results of the study will be discussed in Chapter 
5.  Implications of the research, limitations of the study, and recommendations for further 





Discussion and conclusions 
Introduction 
In the last decade, online education has seen substantial growth. According to the 2018 
Babson Survey Research Group report (Seaman, Allen & Seaman, 2018), "distance education 
enrollments increased for the fourteenth straight year, growing faster than they have over the last 
several years" (p. 3).  While the total number of students studying on campus decreased by over 
a million (between 2012 and 2016), the number of students taking at least one online course 
reached 6,359,121 as of Fall 2016, comprising 31.6% of students.  In response to the COVID-19 
health crisis, it is expected that these numbers will increase dramatically.  As the number of 
students enrolling in online courses increases, so does the demand to improve the quality of 
online instruction.  While in the early years of the Internet and Web-based education there may 
have been a shortage of research, the last ten years have produced a wealth of empirical data on 
the design of online learning environments as well as entire theoretical frameworks to 
hypothesize the interaction between human and networked technologies.  Unfortunately, few 
studies using cognitive load theory have been conducted to provide guiding principles for the 
organization of online learning curriculum. 
This study compared the effects of curricular organization on cognitive load and learning 
performance.  Participants in one group engaged in educational activities organized by thematic 
module, while participants in another group engaged in similar educational activities organized 
by function.  Modular organization was defined as a unit of instruction grouped by theme and 
containing curricular elements in close proximity to each other.  Functional organization, on the 
other hand, was operationally defined as a unit of instruction in which the various educational 
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elements are organized by how they are used or how they operate and spatially separated.  While 
the course curriculum was organized differently, the actual content (readings and assessments) 
was identical. 
Cognitive load theory was used as the primary theoretical lens for this study. Cognitive load 
theory is primarily concerned with the development of instructional methods that "efficiently use 
people’s limited cognitive processing capacity to stimulate their ability to apply acquired 
knowledge and skills to new situations" (Paas, Tuovinen, Tabbers, & Van Gerven, 2003b, p. 63).  
Cognitive load theory’s main hypothesis is that the differences in effectiveness between 
instructional designs are largely based on differences in memory load (Paas, Tuovinen, Tabbers, 
& Van Gerven, 2003b).  Instructional design principles such as the split-attention effect, the 
element interactivity effect, the expertise reversal effect, and the contiguity effect had direct 
relevance to this study. 
Summary of the research problem and methodology 
The purpose of this study was to determine the influence of curricular organization on 
university-level student cognitive load and performance in online learning environments.  The 
overall research question for this study was:  What are the effects of curricular organization on 
cognitive load and student performance in online learning environments?  This study 
hypothesized that self-reported cognitive load would be affected by course organization.  The 
split-attention effect predicts that due to the spatial separation of learning materials, extraneous 
cognitive load would increase.  Participants in functionally organized online curriculum, 
therefore, would have been be required to expend cognitive resources integrating multiple 
sources of information and would have reported higher degrees of cognitive effort than 
participants in the course organized into modules.  The investigator further hypothesized that due 
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to increased cognitive load, student performance on assessments would be negatively affected.  
With fewer cognitive resources available to focus on germane learning activities, participants 
with higher extraneous cognitive load would not recall or synthesize educational concepts as 
efficiently as participants with less extraneous cognitive load. 
In terms of methodology, participants were a random sample of undergraduate and 
graduate students enrolled in educational psychology courses at a large university in the 
southwestern U.S. (N = 128) participating to satisfy a course requirement.  Subjects were 
randomly divided into two groups in a computer-lab setting, each group engaged in online 
learning activities (reading, studying, completing assignments, taking assessments) in two 
separate online courses.  Only the organization of the curriculum in the two courses was 
different.  An online demographic survey collected data on age, gender, grade level, academic 
major, and ethnicity.  The automatic grading features of the learning management system 
(Blackboard Learn) collected the quiz scores from three assessments.  Cognitive load survey 
scores were gathered after each lesson quiz using the learning management system survey tool.  
Time to complete components of each lesson was recorded using the learning management 
system's internal reporting statistics.  Each individual session was recorded and the number of 
mouse clicks tabulated. 
Resulting data was analyzed using a multi-step procedure.  For the cognitive load surveys, 
correlations were calculated using Pearson's r for the three components of the cognitive load 
survey (intrinsic, extraneous, and germane) in order to measure the strength of the association 
between each dependent variable.  In order to protect against Type I error inflation, a one-way 
multivariate analysis of variance was then conducted to determine group mean differences 
between each cognitive load component.  Lastly, when the results of multivariate analysis were 
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significant, multiple independent samples t-tests were conducted.  For all other datasets (quiz 
scores, time in content areas, and mouse clicks), independent samples t-tests with an alpha level 
of .05 were used, assuming a medium effect size and a statistical power of .80. 
Summary of the results 
The results of the cognitive load self-assessment scores were unexpected.  The researcher 
hypothesized that due to the split-attention effect, online learners engaged in educational 
activities organized functionally would perceive a higher cognitive load than learners engaged in 
similar activities organized into thematic modules.  Cognitive load theory predicts that due to the 
spatial separation of learning materials, cognitive load would increase.  The split-attention effect 
occurs when learners are required to split their attention between at least two sources of 
information that have been separated either in space or time (Chandler & Sweller, 1992).  As a 
result, it was predicted that participants in the functional group would report higher extraneous 
cognitive load due to spatial separation of content.  The results of this study did not support the 
prediction. 
Correlational analysis of the three components of cognitive load measured by the self-
assessment survey (intrinsic, extraneous, and germane) followed Sweller's (2010) description of 
the relationship between extraneous load and germane load.  Sweller suggests that when intrinsic 
load is high and extraneous load is low, germane load will be high because "the learner must 
devote a large proportion of working memory resources to dealing with the essential learning 
materials" (Sweller, 2010, p. 126).  Conversely, if extraneous load is increased, germane load 
decreases because "the learner is using working memory resources to deal with the extraneous 
elements imposed by the instructional procedure rather than the essential, intrinsic material" 
(Sweller, 2010, p. 126).  In this study, correlational analysis indicated that germane load for all 
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lessons was negatively correlated with extraneous load in the corresponding lessons.  As 
extraneous load went up, germane load went down as predicted by Sweller. 
Results from the multivariate analysis of variance and subsequent univariate independent t-
test, however, did not yield results as anticipated.  Although the multivariate analysis of variance 
indicated a statistically significant difference between the organizational groups on the intrinsic 
load survey component in lesson three, no evidence of mean differences were found in any of the 
lessons for extraneous or germane load.  In fact, the significant difference between the groups for 
intrinsic load for lesson three was the opposite of what was expected.  The split-attention effect 
predicts that due to increased extraneous load as a result of spatial separation, the functional 
group would report higher intrinsic cognitive load.  The follow-up univariate independent t-tests 
indicated that participants in the modular group (M = 7.82) had significantly higher scores for the 
intrinsic load component of the cognitive load surveys than participants in the functional group 
(M = 6.60). 
The element interactivity effect may be at the heart of why the cognitive load hypothesis of 
this study did not match the statistical results.  Element interactivity stems from the number of 
elements that must be simultaneously processed in working memory (Chen, Kalyuga, & Sweller, 
2015).  The element interactivity effect refers to the fact that the overloading consequences of 
cognitive load tend to be obtainable only if intrinsic cognitive load is sufficiently high (Sweller, 
2010; Sweller, & Chandler, 1994).  It is possible that due to prior familiarity with the topic (the 
human heart), the educational tasks were simply not challenging enough to elicit a statistical 
difference.  In a similar study comparing the design of two online course, no statistically 
significant difference was found in cognitive load scores.  The investigator of that study 
suggested that the "level of prior knowledge and expertise in the topics covered could have made 
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a difference in the perceived mental effort involved in interacting with the content" (Burkes, 
2007, p. 44). 
In addition, the spatial separation between the content in the two course organizational 
models may not have been adequately different to trigger a statistical significance.  The 
differences were fairly subtle.  In fact, the organization of the modular group content may have 
added unexpected element interactivity.  Although readings and assessments in the modular 
group were contained in one virtual folder per lesson, the readings in the modular group were 
broken into numerous smaller pages, "chunks," rather than being presented in one long document 
as in the case in the functional group content.  Paginating the reading into smaller chunks may 
have introduced additional unexpected spatial separation of the content.  When two information 
sources are spatially separated rather than integrated, a considerable cognitive load is imposed on 
working memory (Sweller, Ayres, & Kalyuga, 2011).  By "chunking" the reading material, 
participants in the modular group were required to allocate more working memory to retain the 
information throughout the lesson. 
Analysis of the effects of course organization on cognitive load over time as participants 
proceeded through the three lessons yielded additional insight. Participants in the modular group 
reported significantly less intrinsic load in the first lesson than the participants in the functional 
group.  Over time, however, these effects switched places with the participants in the modular 
group reporting greater intrinsic load in lesson three than the functional group.  Combined 
intrinsic load for both groups were significantly greater in lesson three than in the first two 
lessons.  Similar effects were reported for extraneous load where participants in the modular 
group reported a significantly greater load in module three.  Combined extraneous load for both 
groups were also significantly greater in lesson three than in the first two lessons.  In terms of 
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germane load, participants in the modular group reported a significantly greater load in lesson 
one.  There was significantly less germane load for both groups in lesson three in comparison to 
lessons one and two. 
An increase in perceived intrinsic load as participants progressed through the lessons was 
expected.  The intention of this study was to select curricular content and assessments for 
increasing difficulty.  Pagination of content into smaller chunks in the modular group may have 
also provided initial support to participants in that group at the beginning of the study thereby 
decreasing the perceived intrinsic load of the content and an increase in germane load.  Over 
time, however, paginated content may have been perceived as possessing higher intrinsic load in 
comparison to the functional group who reviewed the reading material in one long document.  
Pagination mays also explain the increase in extraneous load and the decrease in germane load 
reported by the modular group in lesson three.  The smaller chunks of content in the modular 
group may have been perceived as a barrier to learning as they progressed through the course 
thereby decreasing effortful processing.  Sweller (2010) describes germane cognitive load as 
dependent on the learner's available working memory resources. Greater general familiarity by 
all participants with the curricular focus of lesson three (heart disease) may also account for the 
decline in perceived germane cognitive load for both groups.  If the learner has already 
developed familiarity with a topic, then fewer working memory resources are required. 
In terms of performance, this study hypothesized that due to the split-attention effect, online 
learners engaged in educational activities organized functionally would score lower on 
assessments than learners engaged in similar activities organized into thematic modules.  
Analysis did not support this hypothesis.  A series of univariate independent t-tests indicated that 
there was no significant difference in mean quiz scores between the two organizational groups in 
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all three lessons.  As with cognitive load scores, the element interactivity effect may be the 
underlying mechanism.  The overloading effects of cognitive load tend to be obtainable only if 
intrinsic cognitive load is sufficiently high (Sweller, 2010; Sweller & Chandler, 1994).  In this 
case, the content and assessments in the curriculum may not have been not sufficiently 
challenging enough to elicit a significant response. 
Similarly, the results of analysis of time in content areas was unexpected.  This study 
hypothesized that due to the split-attention effect, online learners engaged in educational 
activities organized functionally would take more time to complete educational tasks than 
learners engaged in similar activities organized into thematic modules.  This was not the case.  A 
series of independent-samples t-tests were conducted to determine whether there were significant 
differences in the amount of time spent in the content areas between the two groups.  There was 
no statistically significant difference in mean time in content areas between the two groups in 
lesson one, but there was a significant difference in lesson two and three.  Participants in the 
modular group spent more time with the lesson two and lesson three content than participants in 
the functional group.  As with the case with the cognitive load scores, paginating the reading 
material may have introduced an additional level of spatial separation that caused participants in 
the modular group to spend more time in content areas. 
Lastly, this study hypothesized that due to the split-attention effect, online learners engaged 
in educational activities organized functionally would produce more mouse clicks navigating 
educational tasks than learners engaged in similar activities organized into thematic modules.  
This was also not the case.  A series of independent-samples t-tests were also conducted to 
determine whether there were significant differences in the amount of mouse clicks in the three 
content areas between the two groups.  There was no statistically significant difference in mean 
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time in content areas between the two groups in lesson two and lesson three, but there was a 
significant difference in lesson one.  Participants in the modular group (M = 19.08) produced 
more mouse clicks in lesson one content than participants in the functional group (M = 13.03).  
Again, this result was unexpected.  The functional group was predicted to produce more mouse 
clicks than the modular group.  It is worth noting, however, that participants in the functional 
group quickly learned that they could simply skip lesson overviews and jump directly to readings 
and assessments without viewing the other associated lesson overview and directions.  This 
greatly reduced the number of mouse clicks in the functional group.  Participants in the modular 
group, however, tended to follow the lesson sequence as identified in the overview instructions.  
In The Design of Everyday Things, Norman defines mental models as "the conceptual models in 
people’s minds that represent their understanding of how things work" (Norman, 2013, p. 26).  
Learners in both groups quickly established a mental model of how to efficiently navigate the 
instructional sequence established after the first lesson.  In the case of the modular group, 
participants were encouraged to follow an established educational sequence by the structural 
design of the lesson.  Modular design encourages a step-by-step process.  In the case of the 
functional group, however, participants learned how to cut corners.  If the essential elements of 
the course are the readings and the assessments, why bother reading the lesson overview?  
A fascinating phenomenon was observed while reviewing the session recordings for mouse 
click outliers in both groups.  In lesson one, the modular group had one "extreme" outlier 
(greater than three times the interquartile range) and three standard outliers (between 1.5 and 
three times the interquartile range) while the functional group had three extreme outliers and two 
standard outliers.  In lesson two, there were two standard outliers in the modular group while 
there were five extreme outliers and three standard outliers in the functional group.  In lesson 
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three, there were no outliers in the modular group while there were five standard outliers in the 
functional group.  While not significantly different in the final analysis, there was a trend of 
decreasing outliers in the modular group.  In addition, the extreme outliers in both groups 
exhibited behavior characteristic of a phenomena this investigator is referring to as "click panic."  
Click panic occurs during test taking when the learner, not knowing the answer to a question, 
attempts to find the answer on a pervious page in the readings.  Searching at random through the 
readings, the learner forgets the details of the question.  As a result, the learner clicks back to the 
question.  This results in a cognitive loop in which the learner jumps back and forth between the 
assessment and the readings multiple times in a desperate attempt to find the solution, sometimes 
resulting in dozens of unnecessary mouse clicks. 
Implications of the research 
Results of this study were mixed.  While there was no significant difference between the two 
groups in terms of assessment scores, there were significant results in terms of cognitive load, 
time in content areas, and number of mouse clicks produced.  This study hypothesized that due to 
the split-attention effect, online learners in educational activities organized functionally would 
perceive a higher cognitive load, score lower on performance assessments, take more time to 
complete educational tasks, and produce more mouse clicks than similar activities organized 
thematically.  In many cases, the results were the opposite of what was expected.  In terms of 
cognitive load, one-way multivariate analysis of variance indicated no significant difference 
between the groups except for the modular group reporting higher intrinsic load in module three.  
The modular group also spent more time in content areas in lesson two and lesson three than the 
functional group.  Lastly, the modular group also produced more mouse clicks in lesson two than 
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the functional group.  The overall implication is that functional organization is more efficient 
than modular organization in online courses. 
There may be more to the picture, however.  Analysis of the two-way interaction effect of 
organization as the participants progressed through the three lessons indicated a significant 
change over time.  In lesson one, participants in the modular group reported significantly less 
intrinsic load and higher germane load than the functional group, implying that the content was 
less complex and produced more effortful processing by the learner.  These interaction effects 
begin to level out in lesson two, but switch places somewhat in lesson three with the modular 
group reporting a higher extraneous load than the functional group.  The implication is that the 
rigid sequential structure of modular organization may benefit learners early in an online course 
by providing navigational cues, but becomes a burden over time as the learner becomes more 
adept at finding course content outside of the structure.  This implication is consistent with the 
expertise reversal effect which asserts that instructional techniques that are effective with 
inexperienced learners can lose their effectiveness and even have negative consequences when 
used with more experienced learners (Kalyuga, Ayres, Chandler, & Sweller, 2003).  Perhaps the 
overall implication of this study is that organizational structure may need to evolve over time 
with the learner to suit individual learning needs. 
Limitations of the study 
Research on the application of cognitive load theory to the organizational design of online 
education is relatively new.  Little precedence has been established in regard to methodology or 
analysis in this area.  As with most research, there are several limitations to the generalizability 




Although randomly assigned into groups, participants were a sample of undergraduate and 
graduate students enrolled in educational psychology courses at a large university participating to 
satisfy a course requirement.  Overall, the majority of these participants were education majors.  
It is fair to suggest that the results of the study may not be generalizable outside this population.  
Students participating in university-level educational psychology course may have prior 
knowledge or experience that could introduce pre-conceived biases.  Furthermore, participants in 
this study were mostly graduate students with an extensive educational history that might not be 
found in other populations.  Conducting this study with high school or first-year college students, 
for example, might yield substantially different results.  Lastly, Sweller (2010) posits that 
motivation impacts germane load.  Lack of motivation may have had a negative influence on the 
germane load scores in this study.  If subjects are participating simply to satisfy a course 
requirement and receive credit regardless of the outcome, subject motivation may be low thereby 
affecting germane load results.  Tying assessment scores to a course grade or to course 
completion may have increased participant motivation. 
Research method 
This design of this study simulated two common organizational models of an online learning 
environment.  The reality is that this simulated environment was limited by several constraints.  
Authentic online teaching and learning, for example, typically includes opportunities for student-
to-student and student-to-instructor interaction.  Students often engage in discussions forums or 
group projects as part of the learning process.  In addition, many online courses provide students 
with opportunities to practice what they have learned through such activities as homework 
assignments, low-stakes quizzes, or self-check activities.  For the sake of time and focus, the 
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design of this study included neither opportunity for interaction nor opportunity for students to 
test their learning.  As a result, it is difficult to claim that the results of this study are necessarily 
generalizable to all online learning environments. 
Cross-sectional study 
This study investigated the influence of online course organization on performance and 
cognitive load using a cross-sectional design.  The research method analyzed the results of data 
taken over a one-hour period of time.  While this method provided valuable insight, future 
research may want to consider conducting a longitudinal study over a much longer period of 
period of time such as a full academic term.  While potentially more expensive and time 
consuming, a longitudinal study would have the benefit of providing better insight into cause-
and-effect relationships, identifying changes over time, and establishing more precise sequence 
of events. 
Recommendations for further research 
This study contributes to the body of research on the effect of online curricular organization 
on learner cognitive load.  There are many areas yet to explore, however.  Following are some 
recommendations and cautionary advice for future researchers in this field. 
Element interactivity determination 
The element interactivity level of learning materials can be determined by estimating the 
number of interactive elements (Sweller & Chandler, 1994).  These estimates take into account 
"the nature of the information and the knowledge of learners" (Sweller, 2010).  In this study, 
paginating the reading material in the modular group may have unexpectedly introduced higher 
element interactivity by spatially separating the material.  Future researchers may wish to index 
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the relative element interactivity of the learning materials between groups through pilot testing in 
order to avoid unexpected results. 
Increased difficulty of educational tasks 
The curriculum used in this study was on a topic generally familiar to anyone with a high 
school education, the human heart.  While care was taken to select materials of increasing 
difficulty, it is possible that the subject matter was too familiar to the participants to trigger the 
overloading outcomes of the split-attention effect.  Continued research in this field may benefit 
from procedures that ensure that the difficulty of the content is sufficient enough to approach 
cognitive overload. 
Consistency vs. inconsistency 
While this study modelled the design of two authentic online course organizational 
structures (modular and functional), the reality is that there are many other organizational 
structures currently being used in higher education.  For example, online courses may be 
organized by activity, unit of time, textbook grouping, learning theory, or content type.  As a 
result, there are many opportunities for researchers in the field of educational psychology to 
compare and analyze additional organizational structures in order to identify instructional design 
effectiveness. 
Perhaps one of the more intriguing areas of online course instructional design research 
involves the study of the role of organizational consistency as an influence on cognitive load.  In 
this study, course organization was consistent in each group throughout the experiment.  Once 
participants invested the initial mental effort learning the sequence of instruction in the first 
lesson, very little additional mental effort was required to navigate the sequence of instruction in 
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successive lessons regardless of the organizational structure.  For the most part, participants read 
the instructional content, took a quiz, then completed a survey.  In reality, however, many 
courses are built with a much greater degree of inconsistency between lessons.  Students may be 
required to read instructional content and participate in a discussion in one lesson, then be 
required to watch a video and complete an essay assignment in the next lesson.  A comparison 
between consistent and inconsistent organizational structures may reveal interesting insights on 
cognitive load influence. 
Browser lockdown 
For the purposes of investigating the influence of course organization on cognitive load, this 
study tried to simulate actual online course environments.  In many cases, higher education 
institutions provide an environment in which students are able to access external Web sites while 
reviewing course content, completing assignments, or taking assessments.  In some cases, 
however, higher education institutions enforce a "locked down" environment during high stakes 
testing where students are unable to access external resources or Web sites.  In this study, 
participants were observed multiple times leaving the testing environment to review external 
Web sites in order to find correct answers.  This resulted in unusually high mouse clicks for 
some participants.  If the number of mouse clicks is an important element of future studies, 
researchers may want to consider using browser lockdown technology such as Respondus 
Lockdown Browser (https://web.respondus.com/he/lockdownbrowser/). 
Improved methods for collecting data 
For this study, time in content area data was gathered using the learning management 
system's built-in "Student Overview for Single Course" data reporting feature.  Originally 
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intended as a tool for instructors to learn more about an individual student's activity in a course, 
the software exports a basic review of time accessing "items." For this LMS, items are course 
pages, folders, tests, or assignments.  Unfortunately, the .CSV file exported by the system is not 
well formatted for the purposes of aggregation and required extensive manual reformatting on a 
report-by-report basis.  With 128 participants, reformatting was an unnecessarily arduous task.  
For future studies, it is recommended that researchers review alternative methods of gathering 
time in content areas data.  For example, actual logged server access data may be exported for an 
entire course, then analyzed using contemporary data analysis tools such as Splunk 
(https://www.splunk.com/). 
Collecting mouse click data was particularly problematic in this study.  While the usability 
testing software (Silverback) clearly identified mouse clicks with a red dot in each recorded 
video, there was no way to tally these clicks automatically during a specified point in time.  As a 
result, mouse clicking had to be counted by hand for each video.  For 128 participants, this 
represented watching roughly 128 hours of video with a hand tally counter.  For future studies, it 
is highly recommended that researchers invest in more efficient ways to identify and 
automatically count mouse clicks in a session.  While Silverback was cost-effective for this 
study, the amount of time necessary to count mouse clicks in future studies might warrant an 
investment in more sophisticated software or services such as IBM's Watson video content 
analysis (https://www.ibm.com/watson/media/video-content-analysis). 
Conclusion 
This goal of this study was to gain insight into the relationship between online course 
organization, student cognitive load, and learner performance.  With a consistent trend toward 
increased enrollment in online education (Seaman, Allen & Seaman, 2018) and an expected 
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increase in the use of learning management systems in response to the COVID-19 health crisis 
(and potential future disruptions in education systems due to global climate change), the need to 
provide instructional design guidelines and assistance to instructors using learning management 
systems to deliver course content increases (Caplow, 2006).  While some preliminary studies 
have been conducted, further research is needed in order to better understand how cognitive load 
theory informs online instructional design (Burkes, 2007).  Research that yields generalizable 
online education instructional design principles would benefit not only educators and learners, 
but also learning management system and next generation digital learning environment 
(NGDLE) developers.  According to Educause (2018), next generation digital learning 
environments support learning in terms of interoperability; personalization; analytics, advising, 
and learning assessment; collaboration; and accessibility and universal design. Additional 
research using cognitive load theory as the theoretical lens can help inform the development of 
future digital learning environments in many of these areas. 
This study makes substantial contributions to the field of educational psychology and online 
education.  By contributing theoretical perspectives, design methodologies, tools and measures 
for gathering data, and procedures for analyzing the data, this work contributes to a growing 
body of research in the field of online education instructional design.  In many ways, this is 
merely the first step, however.  The optimization of online learning environments, guided by 






Appendix A  Proctor Introduction Script 
Thank you for participating in this study. 
This research compares two popular methods of organizing online curriculum. 
Please take a moment to read through the informed consent form.  If you agree to participate 
in this study, please sign and date the form. 
(pause) 
During this study, you will study three different lessons related to the human heart.  After 
each lesson, you will take a short quiz and a survey. 
The lessons and quizzes are timed.  Please do your best to respond as accurately and 
completely as possible. 
When signaled, please click "Course content" in the above left and begin Lesson 0 in 
order to complete a short demographic survey. 
When you complete each lesson (by completing the associated quiz and survey), a new 
lesson will appear in the "Course content" area.   
This study is over when you have completed the third lesson survey. 
Do you have any questions? 
(pause) 
If there are no further questions, please read the instructions on the announcement page of 




Appendix B  Informed Consent Form 
 
INFORMED CONSENT  
UNLV Department of Education 
 
 
TITLE OF STUDY: Influence of curricular organization on cognitive load and student 
performance in online learning environments 
 
INVESTIGATOR(S): Michael Wilder / Kendall Hartley 
For questions or concerns about the study, you may contact Michael Wilder at 509-714-
5018.   
For questions regarding the rights of research subjects, any complaints or comments 
regarding the manner in which the study is being conducted, contact the UNLV Office of 
Research Integrity – Human Subjects at 702-895-2794, toll free at 877-895-2794 or via 
email at IRB@unlv.edu. 
 
Purpose of the Study 
You are invited to participate in a research study.  The purpose of these study is to determine 
the effect of curricular organization on student performance, cognitive load, and completion time 
in online learning environments. 
Participants 
You are being asked to participate in the study because you fit this criterion: You are a 
university-level student participating in the UNLV College of Education subject pool. 
Procedures  
If you volunteer to participate in this study, you will be asked to do the following: You will 
participate in one in-person session (100 minutes) studying online course content, completing 
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one demographic survey, three multiple choice quizzes, and three self-report surveys.  The 
session will take place in a computer lab in the College of Education (Carlson Education 
Building computer lab, CEB 212).  
Benefits of Participation  
Other than perhaps learning a bit more about the biology of the human heart, there may not 
be direct benefits to you as a participant in this study.  However, we hope to learn more effective 
and efficient ways to organize online curriculum that can ultimately benefit society. 
Risks of Participation  
There are risks involved in all research studies. This study may include only minimal risks.  
You may experience some minor stress and discomfort by being challenged to accomplish online 
educational tasks or by being observed.  It is highly unlikely that any harm will occur that is 
irreversible or severe. 
Cost /Compensation 
There will be no financial cost to you to participate in this study.  The study will take a total 
of 100 minutes of your time in one session.  Subjects fulfill a departmental research requirement 
by participating in this study. 
Confidentiality  
All information gathered in this study will be kept as confidential as possible.  No reference 
will be made in written or oral materials that could link you to this study.  All records will be 
stored in a locked facility for five years after completion of the study.  After the storage time the 
information gathered will be destroyed. 
Voluntary Participation  
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Your participation in this study is voluntary. You may refuse to participate in this study or in 
any part of this study.  You may withdraw at any time without prejudice to your relations with 
UNLV. You are encouraged to ask questions about this study at the beginning or any time during 
the research study.  
Participant Consent:  
I have read the above information and agree to participate in this study.  I have been able to 
ask questions about the research study.  I am at least 18 years of age.  A copy of this form has 
been given to me. 
 
             
Signature of Participant                                             Date  
 
        




Appendix C  Demographic Survey Questions 
1.  What year were you born? 
















White Caucasian – Non-Hispanic 
Hispanic or Latino 
Mexican 




More than one ethnicity and/or racial background 
Unknown or not listed 





Graduate – Masters 
Graduate - Doctoral 
5.  What is your major? 
6.  On a scale of 0 to 10 (0 meaning no experience and 10 meaning a very high level of 
experience), please rate your experience taking fully online or blended courses. 
7.  On a scale of 0 to 10 (0 meaning no knowledge and 10 meaning a very high level of 




Appendix D  Course Curriculum 
Lesson 1 Readings 
Introduction to the Cardiovascular System 
The heart is the organ that helps supply blood and oxygen to all parts of the body. It is 
divided by a partition into two halves, and each half is divided into two chambers (four chambers 
total). The heart is situated within the chest cavity and surrounded by a fluid-filled sac called 
the pericardium. The heart and the circulatory system together form the cardiovascular system. 
This extraordinary organ beats approximately 100,000 times each day.  Unlike most other 
muscles, the heart never rests. 
Definition: 
The heart is a four-chambered organ that pumps oxygen-poor blood to the lungs and oxygen-rich 
blood to the rest of the body.  
Four Chambers of the Heart  
1.  Right atrium 
Collects blood from systemic circuit  
2.  Right ventricle 
Pumps blood to pulmonary circuit  
3.  Left atrium 
Collects blood from pulmonary circuit  
4.  Left ventricle 
Pumps blood to systemic circuit  
 
Location of the Heart 
The human heart is located within the thoracic cavity, between the lungs in the space known 
as the mediastinum. 
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The image below shows the position of the heart within the thoracic cavity. Within the 
mediastinum, the heart is separated from the other mediastinal structures by a tough membrane 
known as the pericardium, or pericardial sac, and sits in its own space called the pericardial 
cavity.  
It is important to remember the position and orientation of the heart when placing a 
stethoscope on the chest of a patient and listening for heart sounds. 
Shape and Size of the Heart 
Each day the heart pumps about 8000 liters of blood, enough to fill 25 average 
bathtubs.  Despite its impressive workload, the heart is a small organ.  The shape of the heart is 
similar to a pinecone, rather broad at the superior surface and tapering to the apex (bottom 
pointed tip). 
A typical heart is approximately the size of your fist: 12 cm (5 in) in length, 8 cm (3.5 in) 
wide, and 6 cm (2.5 in) in thickness.  
Given the size difference between most members of the sexes, the weight of a female heart 
is approximately 250–300 grams (9 to 11 ounces), and the weight of a male heart is 
approximately 300–350 grams (11 to 12 ounces). 
The Pulmonary and Systemic Circuits 
There are two distinct but linked circuits in the human circulation called 
the pulmonary and systemic circuits.  
The Pulmonary Circuit 
Carries blood to and from gas exchange surfaces of lungs 
The Systemic Circuit  
Carries blood to and from the body 
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Blood flows through a network of blood vessels that extend between the heart and the 
peripheral tissues.  
Blood alternates between the pulmonary circuit and systemic circuit. 
The pulmonary circuit transports blood to and from the lungs, where it picks up oxygen and 
delivers carbon dioxide for exhalation. 
The systemic circuit transports oxygenated blood to virtually all of the tissues of the 
body and returns relatively deoxygenated blood and carbon dioxide to the heart to be sent back to 
the pulmonary circulation. 
Major Anatomical Features of the Human Heart 
The heart has four muscular chambers, two associated with each circuit: 
The right atrium (entry chamber) receives blood from the systemi circuit and passes it to 
the right ventricle, which then pumps blood into the pulmonary circuit. 
The left atrium collects blood from the pulmonary circuit and empties it into the left 
ventricle, which pumps blood into the systemic circuit. 
Take a moment to study the major anatomical features of the heart above. 
The process of blood circulation 
This process of blood circulation continues as long as the individual remains alive. 
Understanding the flow of blood through the pulmonary and systemic circuits is critical to all 
health professions. 
The left side and the right side each have one atrium and one ventricle. 
Each of the upper chambers, the right atrium (plural = atria) and the left atrium, acts as a 
receiving chamber and contracts to push blood into the lower chambers, the right ventricle and 
the left ventricle. 
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The ventricles serve as the primary pumping chambers of the heart, propelling blood to the 
lungs or to the rest of the body.  
The right ventricle pumps deoxygenated blood into the pulmonary trunk, which leads toward 
the lungs and splits into the left and right pulmonary arteries. These vessels in turn branch many 
times before reaching the pulmonary capillaries, where gas exchange occurs: Carbon dioxide 
exits the blood and oxygen enters. 
Highly oxygenated blood returning from the pulmonary capillaries in the lungs passes 
through a series of vessels that join together to form the pulmonary veins. The pulmonary veins 
conduct blood into the left atrium, which pumps the blood into the left ventricle, which in turn 
pumps oxygenated blood into the aorta and on to the many branches of the systemic circuit.  
When the heart beats, first the atria contract, and then the ventricles contract.  The two 





Lesson 2 Readings 
Overview of the Cardiac Cycle 
Cardiovascular System 
The cardiac cycle is vital to proper cardiovascular system function. Comprised of the heart and 
the circulatory system, the cardiovascular system transports nutrients to and removes gaseous 
waste from the cells of the body. The cardiac cycle of the heart provides the "muscle" needed to 
pump blood throughout the body, while blood vessels act as pathways to transport blood to 
various destinations.  
The period of time that begins with contraction of the atria and ends with ventricular 
relaxation is known as the cardiac cycle. 
The period of contraction that the heart undergoes while it pumps blood into circulation is 
called systole. 
The period of relaxation that occurs as the chambers fill with blood is called diastole. 
The cardiac cycle comprises a complete relaxation and contraction of both the atria and 
ventricles, and lasts approximately 0.8 seconds.  
Phases of the Cardiac Cycle 
The cardiac cycle is the sequence of events that occurs when the heart beats. As the heart 
beats, it circulates blood through pulmonary and systemic circuits of the body. There are two 
phases of the cardiac cycle. In the diastole phase, the heart ventricles are relaxed and the heart 
fills with blood. In the systole phase, the ventricles contract and pump blood out of the heart and 
to arteries. One cardiac cycle is completed when the heart chambers fill with blood and blood is 
then pumped out of the heart.  
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Cardiac Cycle Phases 
The events of the cardiac cycle described below trace the path of blood as it enters the heart, is 
pumped to the lungs, travels back to the heart, and is pumped out to the rest of the body. It is 
important to note that the events that occur in the first and second diastole periods actually 
happen at the same time. The same is also true for the events of the first and second systole 
periods. 
1st Diastole Period 
During the first diastole period, the atria and ventricles are relaxed and the atrioventricular 
valves are open. Oxygen-depleted blood returning to the heart from the body passes through the 
superior and inferior vena cavae and flows to the right atrium. The open atrioventricular 
valves (tricuspid and mitral valves) allow blood to pass through the atria to the ventricles.  
1st Systole Period 
At the beginning of the first systole period, the right ventricle is filled with blood passed on 
from the right atrium. The atrioventricular valves close and the semilunar valves (pulmonary and 
aortic valves) open. Ventricular contraction causes oxygen-depleted blood from the right 
ventricle to be pumped to the pulmonary artery. The pulmonary artery carries oxygen-depleted 
blood along the pulmonary circuit to the lungs. There, blood picks up oxygen and is returned to 
the left atrium of the heart by the pulmonary veins. 
2nd Diastole Period 
In the second diastole period, oxygenated blood from the pulmonary veins fills the left 
atrium. (Blood from the venae cavae is also filling the right atrium at this time.) Atrial 
contraction causes the left atrium to empty its contents into the left ventricle. (The right atrium is 
also emptying blood into the right ventricle at this time). 
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2nd Systole Period 
During the second systole period, oxygenated blood in the left ventricle is pumped to the 
aorta. (Oxygen-depleted blood is also being pumped from the right ventricle to the pulmonary 
artery at this time). The aorta branches out to provide oxygenated blood to all parts of the body 
through systemic circulation. After its tour through the body, oxygen-depleted blood is returned 
to the heart via the venae cavae. 
Blood Pressure 
Blood pressure is the pressure of circulating blood on the walls of blood vessels. Used 
without further specification, "blood pressure" usually refers to the pressure in large arteries of 
the systemic circulation. Blood pressure is usually expressed in terms of the systolic 
pressure (maximum during one heart beat) over diastolic pressure (minimum in between two 
heart beats) and is measured in millimeters of mercury (mmHg), above the surrounding 
atmospheric pressure (considered to be zero for convenience). 
It is one of the vital signs, along with respiratory rate, heart rate, oxygen saturation, and 
body temperature. Normal resting blood pressure in an adult is approximately 120 millimetres of 
mercury systolic, and 80 millimetres of mercury diastolic, abbreviated "120/80 mmHg." 
Blood pressure that is low due to a disease state is called hypotension, and pressure that is 
consistently high is hypertension. Both have many causes and may be of sudden onset or of long 
duration. Long-term hypertension is a risk factor for many diseases, including heart disease, 
stroke and kidney failure. Long-term hypertension is more common than long term hypotension. 





One of the simplest, yet effective, diagnostic techniques applied to assess the state of a 
patient’s heart is auscultation.  Auscultation is the action of listening to sounds from the heart, 
lungs, or other organs, typically with a stethoscope. 
In a normal, healthy heart, there are only two audible heart sounds: S1 and S2. 
S1 is the sound created by the closing of the atrioventricular valves during ventricular 
contraction and is normally described as a “lub,” or first heart sound. 
The second heart sound, S2, is the sound of the closing of the semilunar valves during 
ventricular diastole and is described as a “dub.” 
There is a third heart sound, S3, but it is rarely heard in healthy individuals. It may be the 
sound of blood flowing into the atria, or blood sloshing back and forth in the ventricle. 
Some cardiologists refer to the collective S1, S2, and S3 sounds as the “Kentucky 
gallop,” because they mimic those produced by a galloping horse. 
Heart Sounds and the Cardiac Cycle  
In this illustration, the x-axis reflects time with a recording of the heart sounds. The y-axis 
represents pressure.  
The term murmur is used to describe an unusual sound coming from the heart that is caused 
by the turbulent flow of blood.  
During auscultation, it is common practice for the clinician to ask the patient to breathe 
deeply. This procedure not only allows for listening to airflow, but it may also amplify heart 




Stethoscope Placement for Auscultation 
Proper placement of the bell of the stethoscope facilitates auscultation. At each of the four 




Lesson 3 Readings 
Overview of Heart Disease 
Heart disease describes a range of conditions that affect your heart. Diseases under the heart 
disease umbrella include blood vessel diseases, such as coronary artery disease; heart rhythm 
problems (arrhythmias); and heart defects you're born with (congenital heart defects), among 
others. 
Cardiovascular disease generally refers to conditions that involve narrowed or blocked blood 
vessels that can lead to a heart attack, chest pain (angina) or stroke. Other heart conditions, such 
as those that affect your heart's muscle, valves or rhythm, also are considered forms of heart 
disease. 
Many forms of heart disease can be prevented or treated with healthy lifestyle choices. 
Symptoms 
Heart disease symptoms depend on what type of heart disease you have. 
Symptoms of heart disease in your blood vessels (atherosclerotic disease) 
Cardiovascular disease symptoms may be different for men and women. For instance, men 
are more likely to have chest pain; women are more likely to have other symptoms along with 
chest discomfort, such as shortness of breath, nausea and extreme fatigue. 
Symptoms can include: 
Chest pain, chest tightness, chest pressure and chest discomfort (angina) 
Shortness of breath 
Pain, numbness, weakness or coldness in your legs or arms if the blood vessels in those parts 
of your body are narrowed 
Pain in the neck, jaw, throat, upper abdomen or back 
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You might not be diagnosed with cardiovascular disease until you have a heart attack, 
angina, stroke or heart failure. It's important to watch for cardiovascular symptoms and discuss 
concerns with your doctor. Cardiovascular disease can sometimes be found early with regular 
evaluations. 
Heart disease symptoms may also be caused by: 
Heart defects 
Weak heart muscles 
Heart infections 
Complications 
Complications of heart disease include: 
Heart failure 
One of the most common complications of heart disease, heart failure occurs when your heart 
can't pump enough blood to meet your body's needs. Heart failure can result from many forms of 
heart disease, including heart defects, cardiovascular disease, valvular heart disease, heart 
infections or cardiomyopathy. 
Heart attack 
A blood clot blocking the blood flow through a blood vessel that feeds the heart causes a heart 
attack, possibly damaging or destroying a part of the heart muscle. Atherosclerosis can also 
cause a heart attack. 
Stroke  
The risk factors that lead to cardiovascular disease also can lead to an ischemic stroke, which 
happens when the arteries to your brain are narrowed or blocked so that too little blood reaches 
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your brain. A stroke is a medical emergency — brain tissue begins to die within just a few 
minutes of a stroke. 
Aneurysm 
A serious complication that can occur anywhere in your body, an aneurysm is a bulge in the 
wall of your artery. If an aneurysm bursts, you may face life-threatening internal bleeding. 
Peripheral artery disease 
Atherosclerosis also can lead to peripheral artery disease. When you develop peripheral artery 
disease, your extremities — usually your legs — don't receive enough blood flow. This causes 
symptoms, most notably leg pain when walking (claudication). 
Sudden cardiac arrest 
Sudden cardiac arrest is the sudden, unexpected loss of heart function, breathing and 
consciousness, often caused by an arrhythmia. Sudden cardiac arrest is a medical emergency. If 
not treated immediately, it is fatal, resulting in sudden cardiac death. 
Risk Factors 
Risk factors for developing heart disease include: 
Age 
Aging increases your risk of damaged and narrowed arteries and weakened or thickened heart 
muscle. 
Gender 
Men are generally at greater risk of heart disease. However, women's risk increases after 
menopause. 
Family history 
A family history of heart disease increases your risk of coronary artery disease, especially if a 
 
 131 
parent developed it at an early age (before age 55 for a male relative, such as your brother or 
father, and 65 for a female relative, such as your mother or sister). 
Smoking 
Nicotine constricts your blood vessels, and carbon monoxide can damage their inner lining, 
making them more susceptible to atherosclerosis. Heart attacks are more common in smokers 
than in nonsmokers. 
Poor diet 
A diet that's high in fat, salt, sugar and cholesterol can contribute to the development of heart 
disease. 
High blood pressure 
Uncontrolled high blood pressure can result in hardening and thickening of your arteries, 
narrowing the vessels through which blood flows. 
High blood cholesterol levels 
High levels of cholesterol in your blood can increase the risk of formation of plaques and 
atherosclerosis. 
Diabetes 
Diabetes increases your risk of heart disease. Both conditions share similar risk factors, such as 
obesity and high blood pressure. 
Obesity 
Excess weight typically worsens other risk factors. 
Physical inactivity 
Lack of exercise also is associated with many forms of heart disease and some of its other risk 




Unrelieved stress may damage your arteries and worsen other risk factors for heart disease. 
Poor hygiene 
Not regularly washing your hands and not establishing other habits that can help prevent viral or 
bacterial infections can put you at risk of heart infections, especially if you already have an 
underlying heart condition. Poor dental health also may contribute to heart disease. 
Coronary Artery Disease 
The term coronary artery disease (CAD) refers to areas of partial or complete blockage of 
coronary circulation. 
Cardiac muscle cells need a constant supply of oxygen and nutrients, so any reduction in 
blood flow to the heart muscle produces a corresponding reduction in cardiac performance.  Such 
reduced circulatory supply, known as coronary ischemia, generally results from partial or 
complete blockage of the coronary arteries.  
The usual cause is the formation of a fatty deposit, or atherosclerotic plaque, in the wall of 
a coronary vessel.  The plaque, or an associated thrombus (clot), then narrows the passageway 
and reduces blood flow.  Spasms in the smooth muscles can further decrease or even stop blood 
flow.  
One of the first symptoms of CAD is commonly angina pectoris, a pain spasm of the 
chest.  In its most common form, a temporary ischemia develops when the workload of the heart 
increases.  Although the individual may feel comfortable at rest, exertion or emotional stress can 
produce a sensation of pressure, chest constriction, and pain that may radiate from the sternal 




An electrocardiogram records the electrical signals in your heart. It's a common test used to 
detect heart problems and monitor the heart's status in many situations.  
Specifically, an electrocardiogram is valuable in diagnosing a number of abnormal cardiac 
rhythms (arrhythmias). 
Electrocardiograms — also called ECGs or EKGs — are often done in a doctor's office, a 
clinic or a hospital room. And they've become standard equipment in operating rooms and 
ambulances. 
An ECG is a noninvasive, painless test with quick results. During an ECG, sensors 
(electrodes) that can detect the electrical activity of your heart are attached to your chest and 
sometimes your limbs. These sensors are usually left on for just a few minutes. 
A) A normal heart rhythm recording shows the electrical pattern of a regular heartbeat.  
B) A patient lies in a bed with EKG electrodes attached to his chest, upper arms, and legs. 
Heart Attack 
In a myocardial infarction (MI), or heart attack, part of the coronary circulation becomes 
blocked, and cardiac muscle cells die from lack of oxygen.  The death of affected tissue creates a 
nonfunctional area known as an infarkt. 
Heart attacks most commonly result from severe coronary artery disease (CAD).  The 
consequences depend on the site and the nature of the circulatory blockage.  If it occurs near the 
start of one of the coronary arteries, the damage will be widespread and the heart may stop 
beating.  If the blockage involves one of the smaller arterial branches, the individual may survive 




A crisis often develops as a result of thrombus formation at a plaque, a condition 
call coronary thrombosis.  A vessel already narrowed by plaque formation may also become 
blocked by a sudden spasm in the smooth walls of the vascular wall. 
Individuals having an MI experience intense pain, similar to that felt in angina, but 
persisting even at rest.  However, pain does not always accompany a heart attack, and silent heart 





Appendix E  Assessment Questions 
Lesson 1 Quiz 












3. Blood returning to the heart from the systemic circuit first enters the: 
a) right atrium 
b) right ventricle 
c) left atrium 
d) left ventricle 
e) arch of aorta 
4. Blood returning from the pulmonary circuit first enters the: 
a) right atrium 
b) right ventricle 
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c) left atrium 
d) left ventricle 
e) arch of aorta 
5. The right ventricle pumps blood to the: 
a) right and left lungs 
b) left ventricle 
c) left atrium 
d) aorta 
e) right atrium 
6. The right atrium receives blood from the: 
a) right ventricle 
b) left atrium 
c) pulmonary system 
d) systemic system 
e) all of the answers are correct 
7. The function of an atrium is to: 
a) collect blood 
b) pump blood to the lungs 
c) pump blood into the systemic system 
d) pump blood to the ventricle 
e) collect blood then pump it to the ventricle 
8. The right pulmonary veins carry ______ blood to the ______ . 
a) deoxygenated, left atrium 
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b) oxygenated, right lung 
c) deoxygenated, superior vena cava 
d) deoxygenated, right atrium 
e) oxygenated, left atrium 
9. Identify the heart structure indicated by the black arrow in the image below.  
a) left pulmonary artery 
b) superior vena cava 
c) left ventricle 
d) right ventricle 
e) arch of aorta 
10. The heart has four chambers, two small thin-walled atria and two muscular ________.  
(fill in the blank). 
Lesson 2 Quiz 
1.  The cardiac cycle is known as the period of time that: 
a) begins with contraction of the ventricles and ends with atrial relaxation. 
b) begins with contraction of the atria and ends with ventricular relaxation. 
c) begins with relaxation of the atria and ends with ventricular contraction. 
d) begins with relaxation of the ventricles and ends with atrial contraction. 
e) begins with relaxation of the atria and ends with ventricular relaxation. 
2.  The period of contraction that the heart undergoes while it pumps blood into circulation 
is called _________ . 
a) cardiovascular system 





e) cardiac cycle 
3.  The period of relaxation that occurs as the chambers fill with blood is called _________ . 
a) cardiovascular system 
b) atrioventricular valves 
c) systole 
d) diastole 
e) cardiac cycle 












6.  One of the simplest, yet effective diagnostic techniques applied to assess the state of a 
patient's heart is _______ . 
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a) the "Kentucky Gallop" 
b) atrioventricular pressure 
c) hypotension 
d) vena cavae 
e) auscultation 
7.  The events in the first diastole period happen ________ the second diastole period. 
a) before 
b) after 
c) at the same time as 
d) before the first and second systole periods, followed by 
e) before the first systole period only, followed by 
8.  S1 is the sound made by the human heart created by: 
a) the atrioventricular valves closing 
b) the atrioventricular valves opening 
c) the semilunar valves closing 
d) the semilunar valves opening 
e) blood flowing into the atria 
9.  An abnormal heart sound caused by turbulent flow through faulty valves is called a ___ ? 
10.  In a normal, healthy heart, there are only two audible heart sounds, S1 and S2.  What 
other names do these sounds have?  
Lesson 3 Quiz 
1.  Name at least three symptoms of heart disease. 
2.  Name at least three methods that a doctor might use to check heart health. 
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3.  Name at least three risk factors for developing heart disease. 
4.  Reduced blood supply which results from partial or complete blockage of the coronary 
arteries is known as: 
a) infarkt 
b) coronary ischemia 
c) atherosclerotic plaque 
d) coronary thrombosis 
e) angina pectoris 
5.  A blood clot which blocks coronary circulation is known as: 
a) myocardial infarktion 
b) coronary ischemia 
c) atherosclerotic plaque 
d) coronary thrombosis 
e) angina pectoris 
6.  A fatty deposit in the wall of a coronary vessel is known as: 
a) myocardial infarktion 
b) coronary ischemia 
c) atherosclerotic plaque 
d) coronary thrombosis 
e) angina pectoris 
7.  A pain spasm in the chest as a result of CAD is known as: 
a) myocardial infarktion 
b) coronary ischemia 
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c) atherosclerotic plaque 
d) coronary thrombosis 
e) angina pectoris 
8.  A serious complication that can occur anywhere in your body, an ________ is a bulge in 
the wall of your artery. (fill in the blank) 
9.  In your own words, describe the difference between common angina pectoris and a 
myocardial infarction. 
10.  In your own words, describe the relationship between coronary ischemia, atherosclerotic 




Appendix F  Cognitive Load Survey 
Instructions:  All of the following questions refer to the educational content 
presented in the previous lesson.  Please respond to each of the questions on the 
following scale by selecting the appropriate number (0 meaning not at all the case and 
10 meaning completely the case). 
1.  The concepts in the previous online lesson were very complex. 
2.  The previous lesson covered topics related to the human heart that I perceived as 
very complex. 
3.  The previous lesson covered concepts and definitions that I perceived as very 
complex. 
4.  The instructions and/or explanations in the previous lesson were very complex. 
5.  The instructions and/or explanations were, in terms of learning, very ineffective. 
6.  The instructions and/or explanations were full of unclear language. 
7.  The previous lesson really enhanced my understanding of the topic(s) covered. 
8.  The previous lesson really enhanced my knowledge and understanding of heart-
related concepts. 
9.  The previous lesson really enhanced my understanding of the topics covered. 






Appendix G  Sample Time in Content Areas Report 
Student Overview for Single Course 
Course Name Anatomy & Physiology 001   
Course ID OE_EDPSY-001-DEVELOPMENT 
Student Name EDSP001, Guest1 (edsp001_guest1) 
Student ID edsp001_guest1 
Date Range 06/27/2018 - 09/19/2018 
Activity is shown for enrolled users only. 
Student Overview 
06/27/2018 - 09/19/2018 








Student Time in Course 02:14:09 HH:MM:SS 
Avg Time Per User 01:42:50 HH:MM:SS 
Total Items 32   
Total Logins 32   
Last Login Date 6/28/18 08:26 AM 
Student Activity by Item in the Course 






Initial Access Date/Time 
Blood Pressure 0.03 1 ############ 
Item 
Complications 0.04 1 ############ 
Item 
Coronary Artery Disease 0.05 1 ############ 
Item 
Course content 0.04 4 ############ 
Content Folder 
Demographic Survey 0.05 1 ############ 
Test 
End-of-lesson 1 survey 0.06 1 ############ 
Test 




End-of-lesson 3 survey 0.02 1 ############ 
Test 
Heart Attack 0.03 1 ############ 
Item 
Heart Sounds 0.05 1 ############ 
Item 
Introduction to the Cardiovascular System 0.03 1 ############ 
Item 
Last step 0.01 1 ############ 
Item 
Lesson 1 Quiz 0.10 1 ############ 
Test 
Lesson 2 Quiz 0.06 1 ############ 
Test 
Lesson 3 Quiz 0.15 1 ############ 
Test 
Lesson overview 0.03 1 ############ 
Item 
Lesson overview 0.01 1 ############ 
Item 
Lesson overview 0.00 1 ############ 
Item 
Location of the Heart 0.02 1 ############ 
Item 
Major Anatomical Features of the Human Heart 0.02 1 ############ 
Item 
Module overview 0.01 1 ############ 
Item 
Next steps 0.00 1 ############ 
Item 
Next steps 0.00 1 ############ 
Item 
Next steps 0.00 1 ############ 
Item 
Overview of Heart Disease 0.03 1 ############ 
Item 
Overview of the Cardiac Cycle 0.04 1 ############ 
Item 




Risk factors 0.03 1 ############ 
Item 
Shape and Size of the Heart 0.02 1 ############ 
Item 
Symptoms 0.02 1 ############ 
Item 
The Pulmonary and Systemic Circuits 0.02 1 ############ 
Item 
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Ph.D., Learning & Technology       December 2020 
University of Nevada, Las Vegas  
Dissertation title: “Effects of curricular organization on cognitive load and student performance in online 
learning environments.”  This study investigated patterns of online course content organization and 
identified how these patterns impacted perceived cognitive load and student performance following 
educational tasks.  Major areas of study include educational psychology (cognitive load theory, 
multimedia learning theory, human-computer interaction) and statistical research. 
 
MA, Educational Leadership (Educational Technology)    June 2007 
Gonzaga University, Spokane 
Thesis title: “Developing technological professional development for higher education faculty.”  This 
study examined characteristics of quality professional development for higher education online educators 
including identifying the basic functional skills that university faculty should possess in order 
successfully teach with Web-based instructional technology. 
 
Bachelor of Arts in English Literature      June 1982 
University of California, Los Angeles 
 
Research 
Wilder, M. & Bernacki, M.L. (2014). “The Need for Learning Analytics Resources at UNLV: Report to 
the Office of the Vice Provost for Academic Affairs.” 
Bernacki, M.L. & Wilder, M. (2013). “An assessment of the potential benefits of Blackboard Analytics 
for Learn:  Meeting the needs of administrators, instructors and researchers.” White paper for the UNLV 
Office of the Vice Provost of Academic Affairs. 
Wilder, M. (2013). “Evaluation of UNLV’s Hybrid Learning Program.” Program evaluation prepared for 
the UNLV Office of Online Education. 
Wilder, M. (2013). “UNLV Personal Response System (“Clickers”) Working Group Report.” Report 
prepared for the University of Nevada, Las Vegas, Office of the Provost. 
 
Courses Taught 
JOUR 333 - Introduction to Interactive Media Design September 2010 to September 2016 
University of Nevada, Las Vegas, NV, (fully online) 
JOUR 444 - Advanced Interactive Media Design  September 2010 to September 2016 
University of Nevada, Las Vegas, NV, (fully online)  
ITM 5100 - Information and Communications Systems and NetworksOctober 1999 - June 2002 
Webster University, Fairchild Air Force Base, Airway Heights, WA 
Windows NT Administration     September 1998 - February 2000 
Spokane Community College, Spokane, WA 
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JavaScript       September 1998 - February 2000 
Spokane Community College, Spokane, WA 
VisualBasic Programming     September 1998 - February 2000 
Spokane Community College, Spokane, WA 
Introductory Flash Design     September 1998 - February 2000 




Applying Gamification Principles to Online Faculty Professional Development 
     Wilder, M. (October 30, 2014), Online Learning Consortium Annual Conference, Orlando, FL  
     http://goo.gl/RfXHRH 
Leveraging Analytics to Improve Online Learning (poster) 
     Wilder, M. (November 2013), WCET 25th Annual Conference, Denver, CO 
     http://goo.gl/LjlBZP 
Got Leadership? IELOL Graduates Share Insights into Development of Leadership in Online Learning  
     Jensen, A., Powell, T., Wilder, M., Jacobson, K. (November 2013), 19th Annual Sloan Consortium 
     International 
     Conference on Online Learning, Orlando, FL.   http://goo.gl/9vS7EW 
Learning About Program Evaluation by Doing Program Evaluation 
     Hall, G., Nourse, D., Keller, S., Wilder, M., Sparkman, B. (October 2013), Northern Rocky Mountain 
     Educational 
     Research Association (NRMERA) annual conference, Jackson, WY.  http://goo.gl/7gilQ6 
Building Online Learning Communities with Multiuser Blogging Environments 
     Wilder, M. (July 2012), SLOAN-C Emerging Technologies for Online Education, Las Vegas, NV  
     http://goo.gl/s8y6v1 
SCORM-Compliant Learning Interactions Made Easy (poster) 
     Wilder, M. (March 2006), Blackboard World '06, San Diego, California  
Local / Regional 
Collaborative Decision-Making for Higher Education Learning Management Systems 
     Wilder, M. (April 18, 2018), Northwest Managers of Educational Technology Conference 
     https://bit.ly/2MbIMzL 
Leveraging Canvas Quiz Analysis to Improve Your Online Assessments 
     Wilder, M. & Brown, J. (March 29, 2018), Washington Annual Canvas Conference 
     https://bit.ly/2nvZNqJ 
The Future of Classroom Presentation:  Beyond Interactive Whiteboards 
     Wilder, M. (March 17, 2017), Washington State Higher Education Building Bridges Technology 
     Conference 
     https://bit.ly/2vyZcZr 
Introduction to Online Course Peer Review 
     Wilder, M. (May 2, 2017), Western Washington University 
     https://www.slideshare.net/m1ch43lw1ld3r/introduction-to-online-course-peer-review 
Effective Online Teaching 
     Wilder, M & Suba, R. (October 10, 2015), UNLV Graduate Student Workshop 
     https://youtu.be/f6XkNKMHOp8 
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Understanding Student Learning Management Systems and Basic Analytics 
     Wilder, M. and Bernacki, M. (April 13, 2014), Nevada Conference on Digital Learning, Las Vegas, NV 
     http://goo.gl/gQVWW2 
Applying Gamification Principles to Online Faculty Professional Development 
     Wilder, M. and Stimpson, K. (April 12, 2014), Nevada Conference on Digital Learning, Las Vegas, NV 
     http://goo.gl/DJXf2j 
Theorizing Digital Learning 
     Bernacki, M., Wilder, M. and Hartley, K. (April 12, 2014), Nevada Conference on Digital Learning, Las  
     Vegas, NV 
     http://goo.gl/Rf0Hy6 
Exploding the Boundaries of Time and Space:  
How GPS-enabled Mobile Devices are Changing How We See and Learn 
     Wilder, M. (October 2013), 12th Convergence Conference: Beyond Convergence, Las Vegas, NV  
Facilitating Learning Through Social Media  
     Wilder, M. (November 2009), Florida State College, Jacksonville, FLA 
Best Practices for Podcasting in Higher Education 
     Wilder, M. (June 2009), Innovations in e-Learning Symposium, Fairfax, Virginia 
Harnessing the Power of Social Media to Increase Community of Learning in Higher Education 
     Wilder, M. (February 2009), Virtual Worlds and Interpretative Communities, Las Vegas, NV 
Podcasting for Faculty: Best Practices for Podcasting in Education 
     Wilder, M. (August 2008), New Media Expo, Las Vegas, NV 
Commercial vs. Open Source Learning Management Systems: Weighing the Issues 
     Wilder, M. (July 2008), OSCELOT Open Source Day III, Las Vegas, NV 
Web Application Development using Dreamweaver, PHP, and MySQL  
     Wilder, M. (February 2007), Northwest Council for Computer Education, Spokane, WA 
Web Application Development using Dreamweaver, PHP, and MySQL  
     Wilder, M. (February 2006), Northwest Council for Computer Education, Portland, Oregon  
Open Source in Education  
     Wilder, M. (April 2005), Linuxfest Northwest, Bellingham, Washington 
Beyond HTML: Harnessing the power of open source solutions for education 
     Wilder, M. (April 2004), Northwest Council for Computer Education, Spokane, Washington 
Webinars 
Preparing to teach an online course 
     Wilder, M. & Armitage, S. (November 14, 2014).  Research and Teaching at UNLV series 
     http://goo.gl/s8y6v1 
Best practices series:   Preparing for a new semester 
     Wilder, M., Armitage, S, Aqui, Y., & Bock, S., (May 9, 2014), UNLV office of Online Education 
     https://youtu.be/5ywNi3FMF7Q 
Developing flexible online courses 
     Lusty, H., Wilcoxon, K, & Wilder, M. (January 23, 2014), UNLV office of Online Education 
     https://youtu.be/t0Oz3OZIFOk 
Mapping it out: Writing clear, measurable course learning objectives 
     Bubb, D., Wilder, M., & Suba, R. (January 15, 2014), UNLV office of Online Education 
     https://youtu.be/RsOKNF0oSro 
Quality Matters: What is it and how can it improve your online course  
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     Wilder, M., Suba, R., & Wilcoxon, K. (April 30, 2013), UNLV office of Online Education 
     https://youtu.be/dXvJlhqFIO0 
Organizational models in online education  
     Wilder, M. (March 10, 2013), UNLV office of Online Education 
     https://youtu.be/za7mSwlcBYM 
Jumpstart mobile learning in your online and blended courses 
     Wilder, M. & Stimpson, K (April 2012).  International Association for K-12 Online Learning (iNACOL) 
     http://goo.gl/s8y6v1 
 
Professional Experience 
Assistant Director, Academic Technology & User Services 
Western Washington University, Bellingham, Washington    October 2016 - Present 
The Assistant Director of Western Washington University's Academic Technology & User Services (ATUS) 
supervises six offices in ATUS under the umbrella of Teaching, Learning, and Technology. These offices are 
the Center for Instructional Innovation and Assessment, the Student Technology Center, Classroom Services, 
Learning Systems, Video Services, and the Digital Media Center. 
 
Instructional Design Coordinator 
University of Nevada, Las Vegas, NV      March 2012 - September 2016 
The Instructional Design Coordinator works to ensure that quality online education classes are produced and 
supported in an effective and timely manner. The ID Coordinator supervises six full-time academic 
professional designers and collaborates with production and technical staff. The ID Coordinator has strong 
management skills and online education experience to promote best practices in instructional design and 
pedagogy; supports instructional designers and faculty through the course design and development stages; 
makes recommendations on instructional approaches; identifies and organizes resources for skill and 
knowledge development for faculty and instructional designers; and brings research-based perspectives to the 
art and science of instructional design. 
 
Instructional Designer       January 2011 - March 2012 
University of Nevada, Las Vegas, NV  
Responsible for ongoing training and support for faculty who teach online. In collaboration with the 
Instructional Design team, this position assists faculty in the development of instructional materials through 
the selection, design, production and implementation of e-pedagogies. Responsibilities include: teaching 
various e-learning technologies to faculty including those used in learning management systems; collaboration 
with the instructional design team to identify objectives and offer instructional strategies based on analysis of 
client needs and goals; matching faculty instructional strengths and course objectives with appropriate 
technology and production methods; strong communication and interpersonal skills; effectively handle 
multiple projects simultaneously in a fast-paced environment. 
 
University Instructor       September 2010 - Present 
University of Nevada, Las Vegas, NV  
Responsible for teaching "Interactive Media Design" and "Advanced Interactive Media Design" to 
undergraduate-level journalism students for the UNLV School of Journalism. These classes introduce online 
strategies (such as blogging, Web design & development, social media, and online multimedia) to young 
journalists transitioning from print media to online news broadcasting. 
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Learning Technologies Specialist     September 2006 - January 2011 
University of Nevada, Las Vegas, NV 
Responsible for providing a variety of pedagogical and technological workshops for university faculty 
including traditional Web development, online teaching strategies, educational podcasting, use of clickers 
(personal response devices), online interactivity development, Web graphics, multimedia fundamentals, 
advanced PowerPoint, and more. Also responsible for maintaining the Teaching and Learning Center Web site 
and creating various Web-based applications, including a complete workshop registration system, consultation 
log, inventory log, and more. 
 
Instructional Technologist / Online Learning Application Developer  February 2005 - September 2006 
Spokane Public Schools, Spokane, WA 
Responsible for many aspects of the online learning program including set up and configuration of the 
Blackboard learning management system, establishment of the educational templates upon which courses are 
built, staff and instructor training, development of all first-year promotional material, design of the program 
Web site (including all registration processes), and creation of several dozen online tutorials for staff and 
students (including an entire orientation course). Also responsible for all learning interaction development 
using such tools as Flash, Captivate, Camtasia, and more. 
 
Web/CD Architect       February 2000 - August 2004 
Educational Service District 101, Spokane, WA 
Responsible for design and development of existing and new ESD 101-related Web sites, as well as creating 
informational and interactive educational CD-ROMs that complement the broadcast and on-line course of the 
STEP Star Network. Maintain and install all ESD 101 Web servers including servers for the ESD 101 Web 
hosting project. Also responsible for CD-ROM authoring and duplication, graphics design, learning interaction 
development, 3D modeling, and Flash animations. 
 
Instructor        October 1999 - June 2002 
Webster University, Airway Heights, WA 
Responsible for teaching Management of Information Science master's level courses to students at Fairchild 
Air Force Base. Curriculum included computer programming, computer applications essentials, Web 
development, Internet basics, networking essentials, and computer security. Developed class Web sites as 
supplements to traditional class materials. 
 
Instructor        September 1998 - February 2000 
Spokane Community College, Spokane, WA 
Responsible for teaching college-level Networking Essentials (MCSE certification training), Windows NT 
Administration (MCSE certification training), Visual Basic programming, JavaScript, ActiveX, Web-based 
multimedia, desktop publishing, essential computer applications and more. Duties also include designing and 
implementing Web-based curriculum. 
 
Instructor/Instructional Technician     January 1998 - September 1998 
Spokane Falls Community College, Spokane, WA 
Responsible for teaching internet basics, essential computer applications, keyboarding/word processing, 
business communications and business correspondence in a community college environment. Duties also 





First Links Project Coordinator  October 1996 - March 1998 
Gonzaga University, Spokane, WA 
Responsible for all aspects of project administration and coordination including grant writing and donor 
identification, conference/seminar organizing, purchasing and public relations and publicity. Job duties also 
required extensive technical skills including Windows NT 4.0 server setup and administration, E-mail server 
setup and maintenance, listserv establishment and web site creation. Additional duties included establishing 
ISDN connections between elementary schools and the University as well as acting as webmaster for the 
entire GU School of Education. 
Full-Time Teacher September 1995 - August 1996 
Glendale Unified School District, Glendale, CA 
Responsible for teaching introduction to computer classes as well as establishing computer animation courses 
as part of the Visual and Performing Arts program. Member of the school technology committee as well as 
acting representative of the district-wide technology committee. Also responsible for teaching English as a 
second language grammar and literature classes to Armenian-Russian immigrant students. 
Full-Time Teacher September 1987 - August 1995 
Los Angeles Unified School District, Los Angeles, CA 
Responsible for teaching Honors English Composition, Journalism, and Yearbook Production. 
Awards 
The Sloan-C Effective Practices Award, 2013 
“Multiuser blogging as an educational innovation” 
SLOAN-C Institute for Emerging Leadership in Online Learning program (IELOL), 2011 
This competitive, six-week intensive program for management focused on key leadership challenges in the 
field of online education. 
Certifications 
User Experience certification (with specialization in User Research) 
Nielsen/Norman Group 
Quality Matters certification: 
• Master Reviewer 
• Peer Reviewer 
• Online Facilitator (APPQMR) 
• Publisher Peer Reviewer 






Learning Management System Advisory Committee, Chair, 2017 -Present 
IT Accessibility Committee, member, 2020 
Educause proposal reviewer, 2018 - 2020 
Internal Advisory Committee, UNLV Office of Online Education, 2015-2016 
Conference Track Chair, Online Learning Consortium, Blended Learning Conference, 2015 
Faculty Technology Advisory Board, committee member, UNLV, 2014-2015 
Course Management System Coordinating Committee, Committee member, UNLV, 2013-2015 
Conference Track Chair, Online Learning Consortium, Blended Learning Conference, 2014 
Committee Chair, Instructional Designer Hiring Committee, 2014-2016 
Associations 
American Educational Research Association 
Educause 
International Society for Technology in Education (ISTE) 
New Media Consortium 
Online Learning Consortium 
Professional & Organizational Development Network in Higher Education (POD) 
Quality Matters 
WICHE Cooperative for Educational Technologies (WCET) 
