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Abstract
We compute the conformal anomalies of boundary CFTs for scalar and fermionic
fields propagating in AdS spacetime at one-loop. The coefficients are quantized,
with values related to the mass-spectra for Kaluza-Klein compactifications of Su-
pergravity on AdS5 × S5 and AdS7 × S4. Our approach interprets the partition
function of fields on AdS spacetime in terms of wave-functionals that satisfy the
functional Schro¨dinger equation.
1 Introduction
Given the current interest in Supergravity in an Anti de Sitter background it would seem
useful to develop techniques for studying quantum field theory beyond tree-level in such
a spacetime. In this paper we will consider the simplest one-loop quantity, namely the
conformal anomaly of the boundary theory. The central object of study in the AdS/CFT
correspondence, [1] is a functional integral for a quantum field theory in Anti de Sitter
space expressed in terms of the boundary values of the field. Whilst this can be treated
by the usual semiclassical expansion it may also be interpreted as the large time limit
of the Schro¨dinger functional of the quantum field theory and so satisfies a functional
Schro¨dinger equation. We will show how to obtain this large time behaviour from a short
time expansion using analyticity. We will illustrate our method by reproducing the known
two-point functions of the CFT for free scalar and fermionic fields in AdS and then derive
the one-loop contribution to the conformal anomalies for these theories. Our approach
also yields a straightforward calculation of the tree-level contribution to the conformal
anomaly for the pure gravity sector.
Following [2] we consider the Euclidean version of AdSd+1 with co-ordinates {xµ} ≡
{t, x1, .., xd} and metric
ds2 =
1
(x0)2
d∑
µ=0
(dxµ)2 =
1
t2
(dt2 + dx · dx). (1)
We will think of t, which is restricted to the range t > 0, as Euclidean time. The
boundary, ∂M , consists of Rd at t = 0 conformally compactified to a sphere by adding
a point corresponding to t = ∞ where the metric vanishes. For illustration consider a
scalar field theory propagating on this space-time. We study the functional integral
Z[ϕ] =
∫
Dφ e−S
∣∣∣
φ|∂M=ϕ
, S =
1
2
∫
dd+1x
√
g (gµν∂µφ ∂νφ+ V (φ)) (2)
where Dφ is the volume element induced by the reparametrization invariant inner product
on variations of φ, ||δφ||2 = ∫ dt dx δφ2/td+1. We will need to regulate this by restricting
t to the range τ > t > τ ′, so define
Ψτ,τ ′[ϕ˜, ϕ] =
∫
Dφ e−S
∣∣∣
φ(τ)=ϕ˜,φ(τ ′)=ϕ
. (3)
Since the point corresponding to t = ∞ is part of ∂M we set φ˜ = lim|x|→∞ ϕ(x) as
we take the limit of large τ and small τ ′ to recover Z. This is usually described as a
partition function, but it may also be interpreted in terms of the wave-functionals that
represent states in the Schro¨dinger representation. First change variables from t, φ to
t¯ = ln t, φ¯ = φ/td/2 so that the volume element and kinetic term become the usual ones
associated with the canonical quantization of φ¯. Thus Z[ϕ] is the τ ′ → 0, τ →∞ limit of
Ψτ,τ ′[ϕ˜, ϕ] =
∫
Dφ¯ e−S¯−Sb ≡ Z¯[φ¯f , φ¯i] e−Sb (4)
where
S¯ =
1
2
∫
dt¯ dx


(
∂φ¯
∂t¯
)2
+
d2
4
φ¯2 + t2∇φ · ∇φ+ t−d V (φ¯ td/2)

 , Sb = d
4
(φ¯2f − φ¯2i ) (5)
1
and φ¯f , φ¯i are the value of φ¯ on the surfaces t¯ = t¯1 = ln τ and t¯ = t¯2 = ln τ
′ respectively.
Now Z¯[φ¯f , φ¯i] can be interpreted as the Schro¨dinger functional, i.e. the matrix element of
the time evolution operator between eigenstates of the field operator,
Z¯[φ¯f , φ¯i] = 〈 φ¯f | T exp(−
∫ t¯1
t¯2
dtH(t)) | φ¯i 〉 , (6)
which satisfies the functional Schro¨dinger equation
∂
∂t¯1
Z¯[φ¯f , φ¯i] = −1
2
∫
dx
(
− δ
2
δφ¯2f
+ t2∇φ¯f · ∇φ¯f + d
2
4
φ¯2f + t
−d V (φ¯f td/2)
)
Z¯[φ¯f , φ¯i],
(7)
with the initial condition that it tends to a the delta-functional δ[φ¯f− φ¯i] as t¯1 approaches
t¯2. We can re-write this in terms of the boundary values of our original variables t, φ, i.e.
τ and ϕ˜
∂
∂τ
Ψτ,τ ′[ϕ˜, ϕ] = −1
2
∫
dx
(
−Ω−1 δ
2
δϕ˜2
+ Ω∇ϕ˜ · ∇ϕ˜+ Ω′ V (ϕ˜) + E/τ
)
Ψτ,τ ′[ϕ˜, ϕ], (8)
where Ω = τ 1−d, Ω′ = Ω/τ 2. E arises from the action of the Laplacian on Sb, formally
E = −τd δ
2
δϕ˜2
Sb = −d
2
δd(0) (9)
Clearly the coincident functional derivatives stand in need of regularization, which intro-
duces a short-distance cut-off. By extending the flat-space arguments of Symanzik [3] we
would expect that for a renormalizable field theory wave-function renormalization and an
appropriate choice of the dependence of V on the cut-off would ensure the finiteness of the
solution to (8) in the limit that the cut-off is removed. Since this can involve the use of
counter-terms associated with the boundaries we would expect that the renormalization
constants may depend on τ and τ ′. However in many applications the tree-level solution
is sufficent for which these considerations are unnecessary. We will see later that E con-
tributes to the conformal anomaly. A similar argument yields the Schro¨dinger equation
that gives the τ ′ dependence
− ∂
∂τ ′
Ψτ,τ ′[ϕ˜, ϕ] = −1
2
∫
dx
(
−Ω−1 δ
2
δϕ2
+ Ω∇ϕ · ∇ϕ+ Ω′ V (ϕ)− E/τ
)
Ψτ,τ ′[ϕ˜, ϕ],
(10)
In [4]-[7] a general approach to solving the functional Schro¨dinger equation was devel-
oped. Consider the logarithm of Ψτ,τ ′[ϕ˜, ϕ], Wτ,τ ′[ϕ˜, ϕ]. In perturbation theory this is
a sum of connected Feynman diagrams. In Quantum Mechanics we might try to solve
the Schro¨dinger equation by expanding in a suitable basis of functions. An analogous
construction is to expand in terms of local functionals, i.e. a derivative expansion. Now
Wτ,τ ′ [ϕ˜, ϕ] is non-local, but it will reduce to the integral of an infinite sum of local terms
when it is evaluated for fields that vary slowly on the scale of τ . Each term will depend
on a finite power of the field and its derivatives at a single point, x, on the quantization
surfaces t = τ, t = τ ′. Although this expansion is appropriate for slowly varying fields
the functional for arbitrarily varying fields can be reconstructed from it because the func-
tional evaluated for scaled fields ϕ˜(x/
√
ρ) and ϕ(x/
√
ρ) can be analytically continued to
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the complex ρ-plane with the negative real axis removed. Thus Cauchy’s theorem will
allow us to relate rapidly varying fields (small ρ) to slowly varying ones (large ρ), and from
this we can use the behaviour for small τ to obtain that for large τ , which is what is needed
in the AdS/CFT correspondence. Similar considerations enable the Schro¨dinger equation,
which because it has an ultra-violet cut off involves rapidly varying fields, to be turned
into an equation acting directly on the local expansion, determining the coefficients of
that expansion from a set of algebraic equations. (In flat space these equations can be
solved perturbatively where they yield the usual results for short-distance effects in scalar
field theory [5] and for the beta-function in Yang-Mills theory [7].)
In the next section we prove the analyticity property that we will need to relate short
and large time behaviour. We apply this to the example of the scalar field in section 3,
reproducing the known scaling property of the two-point function in the CFT, and in
section 4 we compute the one-loop conformal anomaly for this d-dimensional boundary
theory, showing that it vanishes unless
√
(d/2)2 +m2 is a positive integer, where m is the
mass in the AdS Lagrangian. For d = 2 this integer is the value of the central charge
of the Virasoro algebra. The free fermion is discussed in section 5 where we show that
the chiral projection that is known to occur in this theory is related to the reducibility of
the Floreanini-Jackiw representation of fermionic fields. We also compute the conformal
anomaly at one-loop for fermions and find that similarly to the scalar case, it vanishes
unless |m| + 1/2 is an integer. For d = 2 this integer is again the value of the central
charge of the Virasoro algebra. For d = 4 these values of the masses correspond to the
scalar and fermion mass spectra in the Kaluza-Klein compactification of Supergravity on
AdS5× S5. Finally, in section 6 we discuss pure gravity, for which our formalism yields a
simple calculation of the conformal anomaly.
2 Analyticity of Schro¨dinger functional
To show analyticity of Ψτ,τ ′[ϕ˜, ϕ] we generalize to curved space the arguments of [4]-
[7]. We first make the dependence on ϕ˜, ϕ explicit by modifying a standard phase-space
derivation of the functional integral representation of the Schro¨dinger functional. By the
usual argument we can write Z[φ¯f , φ¯i] as
lim
n→∞
∫ n∏
j=1
Dφ¯j
n+1∏
j=1
DΠj exp

n+1∑
j=1
(−H [Πj, φ¯j−1] δt¯j) + i
∫
dxΠj (φ¯j − φ¯j−1)

 , (11)
where Π is the eigenvalue of the canonical momentum conjugate to φ¯, δt¯j = t¯j − t¯j−1 and
φ¯n+1 = φ¯f and φ¯0 = φ¯i. φ¯f appears in this expression only in the iΠn+1φ¯n+1 term in
the exponent, whereas φ¯i appears in −iΠ1φ¯0, and terms proportional to δt¯1, which can
be neglected as δt¯1 → 0. So the contribution of φ¯i and φ¯f to (11) can be manifested by
adding to the exponent i
∫
dx (Πn+1 φ¯f − Π1 φ¯i) and taking φ¯n+1 = φ¯0 = 0. Thus φ¯i and
φ¯f appear as sources coupled to
˙¯φ when we integrate out the momenta, Πj, so that we
arrive at the functional integral
3
∫
Dφ¯ exp
(
−S¯ +
∫
dx
(
φ¯f
˙¯φ(t¯1)− φ¯i ˙¯φ(t¯2)
))
exp
(∫
dxΛ (φ¯2i + φ¯
2
f)
)
, (12)
where the boundary condition on φ¯ is now that it should vanish at t¯ = t¯1, t¯2. Λ is a
regularization of 1/ǫ which cancels certain divergences that arise in the evaluation of (12)
whose origin is explained in [4]. If we now interchange the roˆles of t¯ and x1, and think of
x1 as Euclidean time and t¯, x2, ..xd as spatial co-ordinates then we can give an alternative
interpretation of the functional integral (ignoring the Λ factor for the time being) as the
vacuum expectation value
〈Or |T exp(
∫
dx1 ϕiRˆi(x
1)) |Or 〉 , (13)
where |Or 〉 is the vacuum for the Hamiltonian, Hˆr, associated with the quantization
surfaces of constant x1 and t¯2 < t¯ < t¯1. Unlike the previous Hamiltonian which depended
on t¯, this operator is independent of its associated ‘time’, x1. ϕi is a compact notation
for the sources, so that
ϕiRˆi(x
1) ≡
∫
dx2..dxd
(
φ¯f
˙¯φ(t¯1)− φ¯i ˙¯φ(t¯2)
)
(14)
Expanding (13) in powers of the sources and using Hˆr to generate the x
1-dependence of
the operators Rˆi gives
〈Or |T exp
(∫
dx1 ϕiRˆi(x
1)
)
|Or 〉 =
∞∑
n=0
∫ ∞
−∞
dx1n
∫ x1n
−∞
dx1n−1..
∫ x1
3
−∞
dx12
∫ x2
2
−∞
dx11
n∏
j=1
ϕij(x
1
j )
×〈Or | Rˆin(0) e(x
1
n−1−x1n) Hˆr Rˆin−1(0) .. Rˆi2(0) e
(x1
2
−x1
1
) Hˆr Rˆi1(0) |Or 〉 (15)
We have taken the eigen-value of Hˆr belonging to |Or 〉 to be zero. Fourier transforming
the x1-dependence of the sources as ϕi(x
1) =
∫
dkϕ˜i(k) exp(−ikx1) enables the x1 integrals
to be done yielding
∞∑
n=0
δ(
n∑
j=1
kj )
n∏
j=1
∫
dkj ϕ˜ij (kj)
×〈Or | Rˆin(0)
1
Hˆr − i∑n−11 kj Rˆin−1(0) .. Rˆi2(0)
1
Hˆr − ik1
Rˆi1(0) |Or 〉 (16)
Suppose that we had computed the Schro¨dinger functional for new sources obtained by
scaling x1, ϕi(x
1/
√
ρ, x2, ..xd), with ρ real and positive. Then we would have obtained
the same expression as (16) but multiplied by
√
ρ and with the Hˆr in the denominators
replaced by
√
ρHˆr. We took ρ to be real and positive, but we can use this expression to
continue to the complex ρ-plane. Since the eigenvalues of Hˆr are real we conclude that the
result is analytic in the whole plane with the negative real axis removed. This assumes
that we work to finite order in the sources, and that the spectral decomposition of (16) as
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a sum over eigen-values of Hˆr converges, as we should expect if the Schro¨dinger functional
is finite. The terms in Λ in (12) do not affect this conclusion. By repeating the argument
with x1 interchanged with each of the other co-ordinates in turn we conclude that for
ϕρi (x) ≡ ϕi(x/√ρ) the Schro¨dinger functional Z[φ¯ρf , φ¯ρi ] and consequently Ψτ,τ ′[ϕ˜ρ, ϕρ] are
(to any finite order in the sources) analytic in ρ in the plane cut along the negative real
axis. Since x→ x/√ρ, t→ t/√ρ is an isometry of (1) it follows that
Ψτ,τ ′[ϕ˜
ρ, ϕρ] = Ψτ/√ρ, τ ′/√ρ[ϕ˜, ϕ] (17)
and we see that analyticity in ρ corresponds to the analyticity in time associated with
Wick rotation. Subject to the caveat that we work to finite order in the sources the
logarithm Ψτ,τ ′[ϕ˜
ρ, ϕρ], Wτ,τ ′[ϕ˜, ϕ], is just a sum of products of terms appearing in (16)
so it too is analytic in the cut ρ-plane when it is evaluated for the scaled sources.
We can use (16) to justify a local expansion for Wτ,τ ′ [ϕ˜, ϕ] with a non-zero radius of
convergence. Since Hˆr is the Hamiltonian for a field theory on a finite ‘spatial’ interval
such that φˆ vanishes at the ends there is a mass-gap of the order of 1/τ for small τ . When
the momenta kj are sufficently small on the scale of this mass-gap we can expand the
denominators in the spectral decomposition of (16) in integer powers of
∑
k, except for
the contribution of the vacuum, which is of the form 1/
∑
k. The singular behaviour as
k → 0 must disappear when we take the logarithm to ensure cluster decomposition. We
conclude that any term of finite order in the sources inWτ,τ ′[ϕ˜, ϕ] has a local expansion for
ϕ˜, ϕ that vary sufficently slowly with x. This will take the form Wτ,τ ′[ϕ˜, ϕ] =
∫
ddx(aϕ2+
bϕ˜2+ cϕ∇2ϕ+dϕ∇2∇2ϕ..) with a, b, c, .. depending on τ, τ ′. If the Fourier transforms of
the sources have bounded support then ϕ˜ρ, ϕρ are slowly varying for large ρ. Since each
term in the expansion of Wτ,τ ′ [ϕ˜
ρ, ϕρ] has a simple dependence on ρ, we have that for
large ρ the functional Wτ,τ ′[ϕ˜
ρ, ϕρ] =
√
ρd
∫
ddx (aϕ2 + bϕ˜2 + cϕ∇2ϕ/ρ+ dϕ∇2∇2ϕ/ρ2...
The powers of ρ are d/2 + integer so we conclude that the cut on the negative real axis
in
√
ρdWτ,τ ′[ϕ˜
ρ, ϕρ] runs only a finite distance from the origin.
We will now exploit the analyticity to obtain the logarithm of the partition function
logZ[ϕ] = limτ→∞,τ ′→0Wτ,τ ′[0, ϕ] from the small τ behaviour, which is computable from
a power series solution of the Schro¨dinger equation. (We take ϕ˜ = limx→∞ ϕ = 0.) For
simplicity we assume continuity in τ ′ at the origin, and consider Wτ/√ρ,0[ϕ˜, ϕ]. In general
there will need to be some τ -dependent renormalization in order that the limit as τ →∞
exists, including wave-function renormalization, ϕren =
√
z(τ)ϕ, this will be the case even
for free ‘massive’ fields at tree-level. Given that ϕ is a scalar the isometry xµ → λxµ
implies that the functional takes the form
∫
ddx
Ω
τ
(
a+
1
2
ϕ˜Γ(−τ 2∇2) ϕ˜+ ϕ˜Ξ(−τ 2∇2)ϕ+ 1
2
ϕΥ(−τ 2∇2)ϕ+ ..
)
(18)
where the dots stand for terms of higher order in the fields of which the general term is
of the form
Ω
τ
∫
ddxΓm,n(τ∇1, .., τ∇n+m)ϕ(x1)..ϕ(xn) ϕ˜(xn+1)..ϕ˜(xn+m)
∣∣∣{xi=x} (19)
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At short times, or equivalently, for slowly varying fields, we have the local expansions
Γ =
∞∑
n=0
bn (−τ 2∇2)n, Ξ =
∞∑
n=0
cn (−τ 2∇2)n, Υ =
∞∑
n=0
fn (−τ 2∇2)n, (20)
with bn, cn, fn constants. Renormalizability would imply that
1
τdz(τ)
[
Υ(−τ 2∇2) + polynomial in ∇
]
(21)
is finite as τ → ∞. Suppose that for large τ the renormalization constant depends on τ
as z(τ) ∼ τ 2q then finiteness of the limit of (21) requires that for large τ , Υ(−τ 2∇2) ∼
(−τ 2∇2)d/2+qυ, and our problem is to calculate υ and q. The general term in (19)
should depend on τ as Γm,n(τ∇1, .., τ∇n+m) ∼ τd+(n+m)qFm,n(∇1, ..,∇n+m) and we need
to calculate Fm,n. Now our previous arguments imply that Υ(1/ρ) is analytic in the
complex plane with a finite cut extending from the origin along the negative real axis so
we can evaluate the following integral
I(λ) =
1
2πi
∫
C
dρ
ρ
eλρΥ(1/ρ) (22)
in two ways. We take C to be a circle centred on the origin and large enough for us to be
able to use the local expansions (20) to give
I(λ) =
∞∑
n=0
fnλ
n
n!
(23)
The integral may also be evaluated by collapsing the contour C onto the cut. Let this
consist of a small circle about the origin, of radius η, and two lines close to the negative
real axis running from the circle to the end of the cut. The contribution from the latter
is suppressed if the real part of λ is large and positive. That from the circle is controlled
by the large time behaviour
1
2πi
∫
|ρ|=η
dρ
υ eλρ
ρd/2+q+1
= υλd/2+q
(
1
2πi
∫
|ρ|=|λ|η
dρ
eρ
ρd/2+q+1
)
(24)
and for large λ this is λd/2+q/Γ(d+ 2q + 1). So, as the real part of λ tends to +∞ we
obtain
I(λ) =
∞∑
n=0
fnλ
n
n!
∼ υλ
d/2+q
(d+ 2q)!
(25)
enabling us to compute υ and q from a knowledge of the local expansion alone. Now for
positive real λ,
∑∞
n=0 fnλ
n is an alternating series with finite radius of convergence. By
comparing terms with those of exp(−constantλ) it follows that this converges for all λ and
so we can take λ large, even though this series is in positive powers of λ. Furthermore,
as we shall see in some examples below, we obtain a good approximation to the large λ
limit by truncating the series at some order, and then taking λ as large as is consistent
with the truncation, i.e. so that the term of highest order in λ is a small fraction of the
sum. This generalizes in an obvious way to the other terms in (18).
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3 Example: free scalar field
As an example consider the free massless theory so V = 0 in (2); the action is
S =
1
2
∫
ddx dt

Ω d∑
µ=0
(∂µφ)
2

 (26)
with Ω = 1/td−1. For this Gaussian functional integral only those terms shown explicitly
in (18) are present. Substituting this into the Schro¨dinger equation (8) yields
∂
∂τ
(
Ω
τ
Γ
)
=
Ω
τ 2
Γ2 + Ω∇2, ∂
∂τ
(
Ω
τ
Ξ
)
=
Ω
τ 2
ΓΞ
∂
∂τ
(
Ω
τ
Υ
)
=
Ω
τ 2
Ξ2,
∂
∂τ
(
Ω
τ
a
)
=
1
2τ
(
Γ +
d
2
)
δd(x− y)
∣∣∣
x=y
(27)
These, together with the initial condition, lead to the recursive solution of the coefficients
of the local expansions (20)
b0 = −d = −c0 = f0, b1 = −1/(2 + d)
bn =
∑n−1
q=1 bq bn−q
2n+ d
, cn =
∑n
q=1 bq cn−q
2n
, fn =
∑n
q=0 cq cn−q
2n− d . (28)
If we were to take d to be an even positive integer the relations for the fn would break
down, thus keeping d variable regulates the solution for fn. Note that there is no need
to solve these relations further as they are ideally suited to numerical evaluation of the
coefficients.
To illustrate the calculation of υ and q take the example of d = 3. Our discussion
will involve numerical computations. Although the rest of this paper is concerned with
analytic results the numerical work of this section highlights the use of the derivative
expansions and is readily generalisable to interacting theories [5]. From (25) we have
that for large λ, I˜(λ) ≡ d(log(I(λ))/d(log(λ)) → d˜/2 + q. Truncating the infinite series
to its first N terms, SN(λ), gives an approximation to this. In Figure 1 we have shown
S˜N ≡ d(log(SN(λ))/d(log(λ)) for N = 50 and N = 49. The two curves rapidly settle
down to a value of approximately 1.5 for λ > 50 but separate noticeably at λ ≈ 300 above
which the truncated series cease to be good approximations to I(λ). We estimate d/2+ q
by taking λ = 290 where the separation between the two curves is about 0.5×10−6, which
is much less than the error E obtained by approximating the limiting value of I˜ by its
value for finite λ. This gives d/2 + q ≈ S˜50(290) = 1.500017. The error is obtained by
studying how I(λ)/λd/2+q settles down to a constant value. For small λ the approach to
a constant value is controlled by exponential terms that originate from the suppression of
the contribution of the cut, but for larger λ the error is dominated by power corrections
to the small ρ behaviour of Υ(1/ρ). A plot of (S50(λ)/λ
1.5 − S50(290)/2901.5)λ2.6 reveals
oscillations of roughly equal amplitude approximately equal to 12, so that the error in
approximating the λ→∞ value of I(λ)/λd/2+q is of order 12/λ2.6 leading to an estimate
of the error E = ±2×10−5. So we conclude that q = 0 to the accuracy of our calculations.
Having obtained q we can estimate υ from the λ = 290 value of S50Γ(2.5)/λ
1.5 as 0.999998
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50 100 150 200 250 300 350
Figure 1: The truncated series as a function of λ.
with an error of ±10−5. We have repeated the calculation of q for various values of d.
The results are shown in Figure 2. We have plotted our estimate of q (multiplied by d3
to make the results for large d visible) for d varying in steps of 0.025 from 0.05 to 10.5.
The results are consistent with q = 0, which is the exact result of [2]. By calculating a
few values of υ we guessed that its dependence on d is given by
υ =
−((d− 3)/2)!2 2d−3
sin(dπ/2) (d− 2)!2 ≡ υ˜(d), (29)
and we test this by plotting in Fig 3 our numerical estimates of υ divided by the right
hand side of (29) for the same range of d as before. From this, and q = 0 we conclude
that the ϕ-dependence of the AdS partition function is given by
log Z[ϕ] = lim
τ→∞
1
2τd
∫
ddxϕ υ˜(d) (−τ 2∇2)d/2 ϕ (30)
This is a non-local expression, even when d is an even integer, thanks to the singularity
that then appears in υ˜, since
υ˜(d) (−∇2)d/2 δd(x− y) = c˜|x− y|2d , c˜ =
(d− 1) (d/2)! (d/2− 3/2)!2
8 πd/2+1 (d− 2)! (31)
so that
log Z[ϕ] =
c˜
2
∫
ddx ddy
ϕ(x)ϕ(y)
|x− y|2d (32)
as in [2].
8
dq × d3
-0.0001
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0.0001
0.0002
0.0003
0.0004
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Figure 2: q as a function of d.
The calculation of a in (27) requires the introduction of a regulator into the functional
Laplacian of (8). We will do this with a cut-off on the eigenvalues, k2 of −∇2, restricting
them to be less than 1/(τ 2s) where s is the square of a fixed proper distance. Thus we
replace δd(x) in (27) by
θ
(
sτ 2∇2 + 1
)
δd(x) =
∫
k2<1/(τ2s)
ddk
(2π)d
eik·x (33)
where θ is the step-function, giving
a(s) = −τ
d
2d
∫
k2<1/(τ2s)
ddk
(
Γ(τ 2k2) +
d
2
)
= − 1
2d
∫
k2<1/s
ddk
(
Γ(k2) +
d
2
)
. (34)
The continuum limit corresponds to taking s to zero. Unfortunately when we substitute
our local expansion (20) and (28) into this we obtain a series that will converge only for
large values of s
a(s) = − Vd
2dsd/2
∞∑
n=0
bn
sn (2n+ d)
(35)
where Vd/d is the volume of the unit ball in d-dimensions. However our previous arguments
imply that a(s) is an analytic function of s in the complex s-plane cut along the negative
real axis, so that if a(s) ∼ a0/sν for small s then for large λ
1
2πi
∫
ds
s
eλs a(s) = −Vd
2d
∞∑
n=0
bn λ
n+d/2
(2n+ d) (n+ d/2)!
∼ a0 λ
ν
ν!
(36)
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Figure 3: υ as a function of d.
Numerical investigation of this suggests that ν = d + 1. The ultraviolet divergence of a
can be cancelled by renormalizing the cosmological constant.
The effect of adding a mass term to the action, V (φ) = m2 φ2 can be understood quite
simply by a change of variables back to the massless action. If we set φ = t−rψ in the
action
S =
1
2
∫ τ
0
dt
∫
ddx

t1−d d∑
µ=0
(∂µφ)
2 + t−d−1m2 φ2

 , (37)
it becomes
S =
1
2
∫ τ
0
dt
∫
ddx

t1−d−2r d∑
µ=0
(∂µψ)
2 + t−d−1−2r (m2 − r2 − rd)ψ2


−1
2
∫
ddx rτ−d−2rψ2(τ,x) (38)
so that if we take r(r+d) = m2 we are left with a boundary term plus the massless action
(26) with Ω = 1/td+2r−1 ≡ 1/tp, (The inner product on variations of ψ, from which we
can construct the functional integral volume element Dψ, is ||δψ||2 = ∫ dt dx δψ2/tp+2.)
Consequently if we express Wτ,0[ϕ˜, ϕ] in terms of ψ it takes the form corresponding to
(18)
∫
ddx
Ω
τ
(
a +
1
2
ψ˜
(
Γ(−τ 2∇2)− r
)
ψ˜ + ψ˜ Ξ(−τ 2∇2)ψ + 1
2
ψΥ(−τ 2∇2)ψ
)
(39)
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where, as before Γ, Ξ and Υ have the local/short-time expansions (20) with solutions (28)
leading to
log Z[ϕ] = lim
τ→∞
1
2τ p+1
∫
ddxψ υ˜(p+ 1)
(
(−τ 2∇2)(p+1)/2 − r
)
ψ (40)
A non-trivial limit occurs for positive p + 1, which means that r is the positive root of
r(r + d) = m2, giving
log Z[ϕ] =
c′
2
∫
ddx ddy
ϕ(x)ϕ(y)
|x− y|2d+2r (41)
since d + p + 1 = 2(d + r), agreeing with [2]. Taking this limit required wave-function
renormalization of ϕ with z(τ) = τ r.
Having obtained Ψτ,0[ϕ˜, ϕ] we can find Ψτ,τ ′[ϕ˜, ϕ] using the self-reproducing property
of the Schro¨dinger functional,
Ψτ,0[ϕ˜, ϕ] =
∫
DϕˆΨτ,τ ′[ϕ˜, ϕˆ] Ψτ ′,0[ϕˆ, ϕ]. (42)
If we denote the logarithm of Ψτ,τ ′[ϕ˜, ϕ] by
∫
ddx
(
aτ,τ ′ +
1
2
ϕ˜Γτ,τ ′ ϕ˜+ ϕ˜Ξτ,τ ′ ϕ+
1
2
ϕΥτ,τ ′ ϕ
)
(43)
then computing the Gaussian integral leads to
Υτ,0 = Υτ ′,0 − (Υτ,τ ′ + Γτ ′,0)−1Ξ2τ ′,0
Ξτ,0 = −Ξτ ′,0 (Υτ,τ ′ + Γτ ′,0)−1Ξτ,τ ′
Γτ,0 = Γτ,τ ′ − (Υτ,τ ′ + Γτ ′,0)−1Ξ2τ,τ ′ (44)
hence
Υτ,τ ′ = (Υτ ′,0 −Υτ,0)−1 Ξ2τ ′,0 − Γτ ′,0
Ξτ,τ ′ = −(Υτ ′,0 −Υτ,0)−1 Ξτ,0 Ξτ ′,0
Γτ,τ ′ = Γτ,0 + (Υτ ′,0 −Υτ,0)−1 Ξ2τ,0 (45)
So, in terms of Γ, Ξ and Υ
Υτ,τ ′ = τ
′−(p+1) ((Υ(−τ ′2∇2)− (τ ′/τ)p+1Υ(−τ 2∇2))−1 Ξ(−τ ′2∇2)2 − Γ(−τ ′2∇2))
Ξτ,τ ′ = (ττ
′)−(p+1)
(
τ−(p+1)Υ(−τ 2∇2)− τ ′−(p+1)Υ(−τ ′2∇2)
)−1
Ξ(−τ 2∇2) Ξ(−τ ′2∇2)
Γτ,τ ′ = τ
−(p+1) (Γ(−τ 2∇2) + ((τ/τ ′)p+1Υ(−τ ′2∇2)−Υ(−τ 2∇2))−1 Ξ(−τ 2∇2)2) (46)
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4 Conformal Anomaly for Scalar Fields
So far we have worked with a boundary sphere in which the curvature is effectively placed
at spatial infinity. To discuss the conformal anomaly it will be more convenient to smooth
this out, so instead of the metric (1) we will now use
ds2 =
1
t2

dt2 +∑
i,j
gij dx
i dxj

 . (47)
with i, j = 1..d. We take gij to be the metric of a d-dimensional sphere of large radius,
r, obtained, for example, by stereographic projection onto the plane parametrized by
x. The conformal anomaly measures the response of the free energy, which is the field
independent part of logZ, to a Weyl transformation of gij . We wish to compute this as
r → ∞ when we recover the AdS metric (1). When the boundary is a two-dimensional
sphere the free energy should change by
∫
d2x
√
gR cδρ/(48π) = cδρ/6 when δgij = gij δρ
where R is the curvature of the boundary and c the central charge of the Virasoro algebra.
More generally there will be a conformal anomaly when the boundary has an even number
of dimensions, 2N say. We will continue to keep d a continuous variable allowing it to
tend to 2N at the end of our calculations. Now logZ[ϕ] = limτ→∞,τ ′→0Wτ,τ ′[0, ϕ] so
we need to compute Wτ,τ ′ [0, ϕ] in the presence of the curved metric gij, which we can
still do using our previous technique. Since r → ∞ it will be sufficent to find the free
energy from a derivative expansion. In this section we consider the scalar field. We will
discuss a free massive theory, because at one-loop the calculation is the same as for an
interacting scalar theory. The Schro¨dinger equation takes the same form as before, (8),
provided that Ω and Ω′ acquire a factor of
√
det g and that ∇ is the covariant derivative
constructed from gij, and the solution is again of the form (18), but with a no longer
constant, but depending on gij and τ . If we set gij = δij + hij(x), and treat hij as
a source in the same way that we treated ϕ and ϕ˜ as sources, we can generalize our
earlier discussion to argue that Wτ,τ ′[ϕ˜
ρ, ϕρ, gρij] is analytic in the cut ρ-plane, where
gρij(x) = gij(x/
√
ρ). Again, this allows us to reconstruct the large τ solution of the
Schro¨dinger equation from the small τ solution for which we have the local expansion (20).
By using gij the Schro¨dinger functional can be made invariant under reparametrizations
of the space-like variables, giving
Wτ,τ ′[ϕ˜
ρ, ϕρ, gρij] = Wτ,τ ′[ϕ˜, ϕ, ρgij] =Wτ/√ρ,τ ′/√ρ[ϕ˜, ϕ, gij], (48)
which firstly shows that the functional evaluated for the scaled fields is the same as the
Weyl transformed functional, and secondly that this transformation can be absorbed into
a rescaling of τ and τ ′. This implies that Wτ,τ ′ [ϕ˜, ϕ] is analytic in the complex τ -plane
cut along the negative real axis. In particular, since the part that is quadratic in ϕ˜ is
τ−d
∫
ddxϕ˜Γ(−τ 2∇2)ϕ˜, it follows that Γ(−(τ 2/ρ)∇2) is analytic in the cut ρ-plane. This
allows us to express Γ(−τ 2/∇2) for arbitrary τ in terms of the local expansion (20)
Γ
(
−τ 2∇2
)
= lim
λ→∞
1
2πi
∫
C
dρ
ρ− 1 e
λ(ρ−1) Γ
(
−(τ 2/ρ)∇2
)
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= lim
λ→∞
∞∑
n=0
bn
1
2πi
∫
C
dρ
ρ− 1
eλ(ρ−1)
ρn
(−τ 2∇2)n (49)
since the large contour, C, on which we can use the local expansion, (20), can be collapsed
to a contribution from the cut, which is suppressed for large positive λ and the pole at
ρ = 1 which gives us the left hand side. Expanding the denominators in powers of 1/ρ
gives, for example
Γ
(
−τ 2∇2
)
= lim
λ→∞
∞∑
n,r=0
(−)r bn λ
n+r (−τ 2∇2)n
(n− 1)! r! (n+ r) (50)
The free energy is the τ → ∞, τ ′ → 0 limit of F [τ ′, gij] =
∫
ddx aτ,τ ′ . A Weyl scaling
of gij can be compensated by scaling τ , and τ
′ so when δgij = gij δρ the change in F is
δF = −δρ
2
(
τ
∂F
∂τ
+ τ ′
∂F
∂τ ′
)
(51)
F satisfies equations similar to regulated versions of (27) (even if we include inter-
actions), that follow from the Schro¨dinger equations (8) and (10). If we use the same
regulator as before, cutting off the large eigenvalues of ∇2, then
∂F
∂τ
=
1
2τ
∫
ddx
(
τ p+1Γτ,τ ′ +
p+ 1
2
)
θ
(
sτ 2∇2 + 1
)
δd(x− y)|x=y. (52)
and
− ∂F
∂τ ′
=
1
2τ ′
∫
ddx
(
τ ′p+1Υτ,τ ′ − p+ 1
2
)
θ
(
sτ ′2∇2 + 1
)
δd(x− y)|x=y. (53)
If we represent the step function by
θ(x) =
1
2πi
∫
C′
dy
y
eiyx, (54)
with C ′ a contour running just below the real axis, and if f is some function of −∇2 then
f(−∇2) θ
(
sτ 2∇2 + 1
)
δd(x− y) = 1
2πi
∫
C′
dy
y
eiy f
(
i
sτ 2
∂
∂y
)
eiysτ
2∇2 δd(x− y). (55)
Now eit∇
2
δd(x− y) ≡ H(t,x,y) satisfies the finite-dimensional Schro¨dinger equation
i
∂
∂z
H = −∇2H, H(0,x,y) = δd(x− y). (56)
At coincident argument H has the small z expansion in powers of derivatives of gij
H(z,x,x) ∼
√
g
(4πiz)d/2
∞∑
n=0
an(x) z
n. (57)
The an(x) are scalars made out of the metric and its derivatives at x, and a0(x) = 1.
They depend on the radius of the sphere as an ∼ r−2n. Thus we can express (55) as
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∞∑
n=0
1
(4πi)d/2
(∫ ddx
τd
√
g an(x) τ
2n
)
1
2πi
∫
C′
dy
y
eiy f
(
i
sτ 2
∂
∂y
)
(sy)n−d/2 (58)
Only a finite number of the am survive as r → ∞. For the case of a two-dimensional
boundary these are just a0 = 1 and a1 = iR/6, and the conformal anomaly is proportional
to a1. When the boundary has 2N dimensions the conformal anomaly is proportional to
aN . If we assume that f has a series expansion, f(x) =
∑
f˜nx
n then we can compute the
relevant integral in (58) as
1
2πi
∫
C′
dy
y
eiy f
(
i
sτ 2
∂
∂y
)
(sy)N−d/2
=
∑
f˜n s
N−d/2
(
− i
sτ 2
)n sin(πd/2) (−1)N+1 (N − d/2)!
π (N − d/2− n)
= sin(πd/2) (−1)N (N − d/2)! 1
π
∫ ∞
s
ds′ s′N−1−d/2 f
(
− i
s′τ 2
)
(59)
where we have taken N < d/2. If f has a finite limit,flim, as d ↓ 2N then, for d close to
2N this becomes
(d/2−N)
∫ ∞
s
ds′ s′N−1−d/2 f
(
− i
s′τ 2
)
= sN−d/2 f
(
− i
sτ 2
)
+
∫ ∞
s
ds′ s′N−d/2
d
ds′
f
(
− i
s′τ 2
)
(60)
which tends to flim(0) as d ↓ 2N . Putting all this together we obtain the conformal
anomaly as the large τ small τ ′ limit of
δF = −δρ
4
(
p+ 1 + Γˆ− Υˆ
) 1
(4πi)N
∫
ddx
√
g aN(x) (61)
where
Γˆ = lim
ξ→0
(
lim
d↓2N
(
Γ(−τ 2ξ) +
{
(τ/τ ′)p+1Υ(−τ ′2ξ)−Υ(−τ 2ξ)
}−1
Ξ(−τ 2ξ)2
))
,
Υˆ = lim
ξ→0
(
lim
d↓2N
({
Υ(−τ ′2ξ)− (τ ′/τ)p+1Υ(−τ 2ξ)
}−1
Ξ(−τ ′2ξ)2 − Γ(−τ ′2ξ)
))
.(62)
From the series expansions (28) we see that Γˆ = b0 = −(p + 1) and for generic values
of p we have Υˆ = 0. The order of the limits is important since when p approaches an
odd integer as d ↓ 2N the coefficient fN diverges so that for ξ 6= 0 there is a suppression
of {Υ(−τ ′2ξ)− (τ ′/τ )p+1Υ(−τ 2ξ)}−1 thus Υˆ = −Γˆ which is just −b0. Since p + 1 =√
d2 + 4m2 = 2
√
N2 +m2 we have that when
√
N2 +m2 is an integer, N˜ , the conformal
anomaly is
δF =
δρ
2
N˜
(4πi)N
∫
d2Nx
√
g aN(x) (63)
otherwise it vanishes. In particular for d = 2 we have that the central charge of the
Virasoro algebra, c, equals N˜ when m =
√
N˜2 − 1 and vanishes otherwise. For d = 4
14
δF = − δρ
32π2
∫
d4x
√
g a2(x) N˜ (64)
or zero, where
a2 =
1
180
(
RijklR
ijkl −Rij Rij − 6✷R + 5
2
R2
)
. (65)
Our conventions for the curvature tensors are as in [12], i.e. Rijkl = ∂lΓ
i
jk− .., Rij = Rkikj
and ✷ = gij∇i∇j. The term in ✷R can be removed by a counter-term proportional to
R2. The mass condition m2 = N˜2 −N2, corresponds to the mass spectrum of the scalar
fields of Supergravity compactified on AdS5×S5, [19], for d = 2N = 4, and on AdS7×S4
for d = 2N = 6, [20]. Note that for D = 2N ≥ 4 there are negative values of m2 with
non-vanishing conformal anomaly.
5 Example: free fermion field
Another example is given by a free fermion theory. In order to describe this, it will be
necessary to discuss some subtleties arising from the representation of fermion fields.
Wave functionals will be taken to be overlaps 〈u, u†|Ψ〉 with a field state 〈u, u†|, upon
which fermion operators act as follows. We diagonalize half of the components of the
fermion fields
〈u, u†|Q+ψˆ =
√
2Q+u〈u, u†|
〈u, u†|ψˆ†Q− =
√
2u†Q−〈u, u†|, (66)
where Q± = 12(1±Q) are for the moment arbitrary projection operators. The other half
are represented by functional differentiation
〈u, u†|Q−ψˆ = 1√
2
Q−
δ
δu†
〈u, u†|
〈u, u†|ψˆ†Q+ = 1√
2
δ
δu
Q+〈u, u†|. (67)
We can make the dependence of the field state on the Grassmann-valued source fields
explicit by writing
〈u, u†| = 〈Q| exp
√
2 tr
∫
ddx(u†Q−ψˆ − ψˆ†Q+u), (68)
where 〈Q| is defined by
〈Q|Q+ψˆ = 〈Q|ψˆ†Q− = 0. (69)
Thus the choice of Q corresponds to a choice of Dirac sea, though not a physical Dirac
sea; these constraints are merely artifacts of our choice of representation. On the other
hand this choice should not be considered completely arbitrary; since the field-states
parametrized by 〈Q| are non-physical, we must be careful that their overlaps with physi-
cal states are well-defined and non-vanishing. Also, we may wish to include gauge inter-
actions; if we want wave-functionals to be invariant under local gauge transformations,
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we find that we must choose Q to be a local, field independent operator. In particular,
if we choose Q± to be projectors onto +ve/-ve energy eigenstates, the resulting wave-
functionals do not satisfy Gauss’ law [13],[14]. For reasons that will become clear, in AdS
space we will choose Q = ±γ0.
Now define
〈〈u, u†| ≡ 〈u, u†|etr
∫
ddx[u†Qu] = 〈Q|e
√
2tr
∫
ddx(u†ψˆ−ψˆ†u), (70)
using which it may be verified that our representation coincides with that given in [13].
〈〈u, u†|ψˆ = 1√
2
(u+
δ
δu†
)〈〈u, u†|
〈〈u, u†|ψˆ† = 1√
2
(u† +
δ
δu
)〈〈u, u†|. (71)
Similarly, if we define
|v, v†〉〉 = e
√
2tr
∫
ddx(v†ψˆ−ψˆ†v)|Q〉, (72)
with Q−ψˆ|Q〉 = ψˆ†Q+|Q〉 = 0, then we have
ψˆ|v, v†〉〉 = 1√
2
(v − δ
δv†
)|v, v†〉〉
ψˆ†|v, v†〉〉 = 1√
2
(v† − δ
δv
)|v, v†〉〉. (73)
Written in the form (71) or (73), the representation is reducible, but we are free to
take
Q−u = u†Q+ = 0, (74)
and
Q+v = v
†Q− = 0, (75)
which removes the reducibility. To avoid taking functional derivatives with respect to
constrained fields, however, we find it most convenient to work with the unconstrained
sources, and impose the constraints at the end of our calculations. The states |v, v†〉 and
〈u, u†| depend only on the unconstrained components in any case, and the relative factor
of etr
∫
ddx[u†Qu] appearing in 〈〈u, u†| merely ensures that we stay in the appropriate Fock
space when we apply field operators in accordance with (71) and (73).
Imposing the constraints will nevertheless be of physical importance; for example in
the AdS/CFT correspondence they cause a Dirac fermion in the AdS theory to become
a chiral fermion in the boundary theory. This is in agreement with the findings of other
authors, for example in [15].
Now we are interested in the Schro¨dinger functional
Ψτ,τ ′[u, u
†, v, v†] = 〈〈u, u†|T exp(−
∫ τ
τ ′
dtHˆ(t))|v, v†〉〉, (76)
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so we need to find the overlap 〈〈u, u†|v, v†〉〉 which is the coincident time limit of the above.
The definitions (69) and (70) give rise to the following equations:
0 = (ψˆ† −
√
2u†)Q−〈〈u, u†|v, v†〉〉
= Q−(ψˆ +
√
2v)〈〈u, u†|v, v†〉〉
= (ψˆ† +
√
2v†)Q+〈〈u, u†|v, v†〉〉
= Q+(ψˆ −
√
2u)〈〈u, u†|v, v†〉〉, (77)
where we have used the canonical commutation relations. The field operators in (77) may
be represented by either pair of source fields, and the equations solved to give
〈〈u, u†|v, v†〉〉 = exp tr
∫
ddx(u†Qu− u†2Q−v + v†2Q+u+ v†Qv). (78)
We are now ready to consider the AdS metric (1). With the choice of vielbein
eaµ = t
−1δaµ, (79)
the Euclidean action is given by1
S =
∫
dd+1x
√
gψ¯(tγ ·D −m)ψ =
∫
dd+1xt−dψ¯(γ · ∂ − γ
0d
2t
− m
t
)ψ, (80)
since according to (1),
√
g = t−d−1, and the spin covariant derivative is Dµ = ∂µ − 1tΣ0µ.
Changing variables to φ = t−d/2ψ and φ† = t−d/2ψ† the action becomes
S =
∫
dd+1xφ¯(γ · ∂ − m
t
)φ, (81)
and for m = 0 it coincides with the flat-space action. As in the bosonic case, if we also put
t¯ = ln t, the volume element in the corresponding path-integral becomes the usual flat-
space one induced by ||δφ||2 = ∫ dt¯ dx δφ†δφ. Thus we can make use of the representation
(71) for φ and φ†. The integrands in (68) and (78) do not aquire a factor from the metric,
as this has been absorbed into the definition of the fields.
The partition function is again given by the τ ′ → 0, τ → ∞ limit of the Schro¨dinger
functional, with u = u† = lim|x|→∞ v(x) = lim|x|→∞ v†(x) = 0. In path-integral form the
Schro¨dinger functional is
Ψτ,τ ′ [u, u
†, v, v†] =
∫
DφDφ†e−S−SB (82)
where the boundary term is
SB =
∫
x0=τ ′
ddx
(
φ†Q−φ−
√
2φ†Q−v +
√
2v†Q+φ
)
−
∫
x0=τ
ddx
(
φ†Q+φ−
√
2φ†Q+u+
√
2u†Q−φ
)
. (83)
1 Gamma matrices obey {γi, γj} = 2δij throughout this section.
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If φ and φ† are integrated over freely then we can shift them by solutions to the clas-
sical equations of motion. Choosing these solutions to satisfy the boundary conditions
corresponding to (66)
t = τ ′ : Q−φ = −
√
2Q−v, φ†Q+ = −
√
2v†Q+
t = τ : Q+φ =
√
2u, φ†Q− =
√
2u†Q− (84)
causes the action to separate into a piece depending only on the integration variables and a
piece depending only on the classical solution. Our boundary term SB is thus determined
by the conditions (66). Note that the classical action does not vanish, and there is
therefore no need to add any additional boundary term with undetermined coefficients,
as in [15]. (Other authors have discussed boundary terms for fermions [16]-[17]).
The Schro¨dinger equation is
− ∂
∂τ
Ψτ,τ ′ = HˆΨτ,τ ′, (85)
where
Hˆ =
1
2
∫
ddx(u† +
δ
δu
)h(u+
δ
δu†
), h = (γ0γi∂i − γ
0m
τ
). (86)
Now the logarithm of the partition function is obtained as limτ→∞Wτ,0[0, 0, v, v†],
where Wτ,0[u, u
†, v, v†] = logΨτ,0[u, u†, v, v†] may be expanded in analogy with (18) as
∫
ddx
{
f + u†Γ(τγ0γi∂i)u+ u†Ξ(τγ0γi∂i)v + v†Π(τγ0γi∂i)u+ v†Υ(τγ0γi∂i)v
}
. (87)
Substituting (87) into (85) gives


Γ˙ = −1
2
(1− Γ)h(1 + Γ)
Ξ˙ = −1
2
(1− Γ)hΞ Γ(0) = Υ(0) = Q
Π˙ = 1
2
Πh(1 + Γ) Ξ(0) ∼ −2Q−
Υ˙ = 1
2
ΠhΞ Π(0) ∼ 2Q+
f˙ = 1
2
Trh(1 + Γ)δd(x)|x=0
(88)
where the initial conditions are read off from (78). We will find that Ξ(0) and Π(0) diverge
as a result of the ill-defined nature of limτ→0
∫ τ
0
m
t
dt, but that limτ→τ ′ Ψτ,τ ′ is well-defined
and given by (78) for all τ ′ 6= 0.
As may be verified by direct substitution, the equation for Γ is solved by
Γ = (Σ−Q−)(Σ +Q−)−1, (89)
with Σ satisfying the Dirac equation Σ˙ + hΣ = 0. Making the ansatz
Σ =
∞∑
n=0
an(−τγ0γi∂i)nQ+τ−m, (90)
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leads (for the specific choice Q = γ0) to the recurrence relation an =
an−1
n+m(1−(−1)n) . The
boundary condition is satisfied if a0 = 1 and m ≥ 0, and we can explicitly sum the series
in terms of Bessel functions. In momentum space
Σ = Γ(1/2 +m)
(
pτ
2
)1/2−m
(Im−1/2(pτ) + PIm+1/2(pτ))Q+τ
m
= (E +O)Q+. (91)
Here P = iγ
0γ·p
|p| ; the operators
1
2
(1 ± P ) project onto +ve/-ve eigenvalues of the massless
flat-space hamiltonian γ0γi∂i. Substituting back into (89) we find that
Γ = Q + 2Q−OE
−1
= Q + 2Q−P
Im+1/2(pτ)
Im−1/2(pτ)
. (92)
Next, as may again be verified by substitution, the equation for Π has the solution
Π = 2Q+(Σ +Q−)−1
= 2Q+E
−1, (93)
which gives the expected divergent behaviour at τ = 0.
Now consider the equation for Ξ. We can rewrite Γ in the following way:
Γ = −(Σ¯ +Q+)−1(Σ¯−Q+) where
Σ¯ = Q+(E − O). (94)
which satisfies ˙¯Σ− Σ¯h = 0. This enables us to find the solution
Ξ = −2(Σ¯ +Q−)−1Q−
= −2Q−E−1. (95)
Finally, to solve the equation for Υ we put Υ = ΠRΞ+Q where R satisfies {R,Q} = 0.
Substituting into (88) gives
Π
(
2R˙− (1 + 4ROE−1)γ0γi∂i
)
Ξ = 0. (96)
Now define O˜, E˜ such that O → O˜, E → E˜ as m → −m. The correponding expansion
coefficients a˜n are divergent as m − 1/2 approaches an integer, so we keep m variable,
allowing it to approach such values within convergent expressions. This is the analogue
of keeping d variable in the scalar case. The necessity for such regularisation is due to
our working in momentum space, rather than configuration space. Using the identity
EE˜ −OO˜ = 1, we find that R = −1
2
O˜E, so that
Υ = Q+ 2Q+O˜E
−1
= Q+ 2CQ+Pp
2m I1/2−m(pτ)
Im−1/2(pτ)
, (97)
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where C =2−2m (−1/2−m)!
(m−1/2)! . This is nonlocal even when m = n + 1/2 for some integer n
causing the Bessel functions to cancel because then C diverges and we have a similar
situation to that which we encountered in the bosonic case.
The large τ behaviour of Υ is easily found:
lim
τ→∞Υ = 2CQ+Pp
2m. (98)
Fourier transforming, we find that the partition function is given by
logZ[v, v†] =
∫
ddxddyv†(x)
(
Kγ0
γ · (x− y)
|x− y|d+2m+1
)
v(y), (99)
where K = − 2(d−12 +m)!
(m−1/2)!pid/2 . Here we have imposed the constraints (74). This is the correct
two-point function for a quasi-primary fermion field of scaling dimension d/2 +m.
Now all this assumed that m ≥ 0; but if m < 0 the above argument holds with m
replaced by −m provided we take Q = −γ0. Thus we conclude that the scaling dimension
is d/2 + |m| in general.
An incidental point of interest is the relationship of our solution of the Schro¨dinger
equation to the classical field configuration φ to which it corresponds. This is not quite
the same as the solution Σ to the Dirac equation which we found, because the latter is
divergent as τ →∞. However, defining Σ˜ by Σ→ Σ˜ as m→ −m, we find that P Σ˜ also
solves the Dirac equation. Taking a suitable linear combination of these two solutions
(and allowing them to operate on the boundary value v) we can construct a unique field
configuration which satisfies the appropriate boundary conditions and is finite as τ →∞.
By Fourier transforming this configuration, we found that it coincides exactly with that
given in [15] (when we change back to the variables in the original action).
Now that we have found Ψτ,0, we can construct Ψτ,τ ′ from the self-reproducing prop-
erty. The inner-product of wave-functionals follows from (78):
〈1|2〉 =
∫
DuDu†DvDv†〈1|u, u†〉〈u, u†|v, v†〉〈v, v†|2〉
=
∫
DuDu†DvDv†〈1|u, u†〉〈v, v†|2〉e2v†u−2u†v. (100)
It is important to note that we integrate over the constrained fields, (74), which reflect
the true functional dependence of the wave-functionals. This allows us to drop the Q-
dependence from Γ, etc. so we write the logarithm of Ψτ,τ ′ as∫
ddx
{
fτ,τ ′ + u
†Γτ,τ ′u+ u†Ξτ,τ ′v − v†Ξτ,τ ′u+ v†Υτ,τ ′v
}
, (101)
and we have Γτ,0 = 2OE
−1, Ξτ,0 = −2E−1, and Υτ,0 = 2O˜E−1. Note that Πτ,0 = −Ξτ,0.
Then from
Ψτ,0[u˜, u˜
†, v˜, v˜†] =
∫
ddxDuDu†DvDv†Ψτ,τ ′[u˜, u˜†, u, u†]Ψτ ′,0[v, v†, v˜, v˜†]e2v
†u−2u†v, (102)
we obtain
Γτ,0 = Γτ,τ ′ + Ξ
2
τ,τ ′Υ
−1
τ,τ ′ − 4Ξ2τ,τ ′Υ−2τ,τ ′(4Υ−1τ,τ ′ + Γτ ′,0)−1
Ξτ,0 = −2Ξτ,τ ′Ξτ ′,0Υ−1τ,τ ′(4Υ−1τ,τ ′ + Γτ ′,0)−1
Υτ,0 = Υτ ′,0 + Ξ
2
τ ′,0(4Υ
−1
τ,τ ′ + Γτ,0)
−1 (103)
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and hence
Υτ,τ ′ = −4(Ξ2τ ′,0(Υτ ′,0 −Υτ,0)−1 + Γτ ′,0)−1
Ξτ,τ ′ =
1
2
Ξτ ′,0Πτ,0(Υτ ′,0 −Υτ,0)−1Υτ,τ ′
Γτ,τ ′ = Γτ,0 − 1
4
Ξ2τ ′,0Ξ
2
τ,0(Υτ ′,0 −Υτ,0)−2Υτ,τ ′ − (Υτ ′,0 −Υτ,0)−1Ξ2τ,0. (104)
From this we can check that as τ → τ ′ 6= 0 the Schro¨dinger functional Ψτ,τ ′ reduces to
〈u, u†|v, v†〉 as it should.
We can calculate the conformal anomaly in the same way as before. Working with
the metric (47) the Schro¨dinger equation is unchanged, except that derivatives become
covariant with respect to g and the Hamiltonian density aquires a factor of
√
g. We need to
introduce a UV regulator, which we would like to write in terms of a heat-kernel expansion,
so it is convenient to re-express everything in terms of positive definite operators. Hence,
for example, we rewrite the solution (92) as
Γ(τγ0γi∇i) = Q+ 2Q−τγ0γi∇i
∞∑
n=0
dn(τ
2D2)n, (105)
for some appropriate coefficients dn. We have defined D ≡ γ0γi∇i).
As before, a Weyl transformation may be implemented by scaling τ , so when δgij =
gijδρ the free energy changes by
δF = −δρ
2
∫
ddx
(
τ
∂fτ,τ ′
∂τ
+ τ ′
∂fτ,τ ′
∂τ ′
)
. (106)
The Schro¨dinger equations yield equations for F corresponding to regulated versions
of (88)
∂f
∂τ
=
1
2
tr
(
h(1 +Q+Q−Γτ,τ ′)θ(1− sτ 2D2)δd(x− y)|x=y
)
, (107)
and
− ∂f
∂τ ′
=
1
2
tr
(
h(1 +Q+Q+Υτ,τ ′)θ(1− sτ ′2D2)δd(x− y)|x=y
)
. (108)
Representing the step function by (54), we have
θ(1− sτ 2D2)δd(x− y) 1 = 1
2πi
∫
C′
dy
y
eiye−iysτ
2D2δd(x− y) 1, (109)
where e−izD
2
δd(x− y) 1 ≡ H(z,x,y) satisfies
i
∂
∂z
H = D2H, H(0,x,y) = δd(x− y) 1, (110)
and has the small z expansion
H(z,x,x) ∼
√
g
(4πiz)d/2
∞∑
n=0
a˜n(x)z
n. (111)
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Thus a general function g(D2) satisfies
tr
(
g(D2)θ(1− sτ 2D2)δd(x− y)
)
=
1
2πi
∫
C′
dy
y
eiy tr
(
g
(
i
sτ 2
∂
∂y
)
eiysτ
2D2 δd(x− y)
)
= tr
( ∞∑
n=0
1
(4πi)d/2
(∫
ddx
τd
√
g a˜n(x) τ
2n
)
1
2πi
∫
C′
dy
y
eiy g
(
i
sτ 2
∂
∂y
))
(sy)n−d/2 (112)
where only terms up to n = N contribute when d = 2N . The conformal anomaly is
again proportional to a˜N ; in the limit τ → ∞, τ ′ → 0 the other terms arising from
(107) and (108) either vanish or reproduce ultraviolet divergences associated with the
renormalization of the cosmological constant etc. Using the same argument as in the
scalar case, the term proportional to a˜N is
lim
ξ→0
(
g(ξ)
1
(4πi)N
∫
ddx
√
g a˜n(x)
)
(113)
For generic values of the massm the conformal anomaly can be computed from expansions
of Γτ,τ ′ and Υτ,τ ′ in powers of D. These expansions both begin with terms of order D.
Using these in (107) and (108) gives vanishing contributions to the anomaly. There are
also contributions from trhQ which cancel between (107) and (108). So for generic values
of the mass the conformal anomaly is zero. But due to the divergent nature of Υτ,0 as
2|m| → 2N˜ − 1 for any positive integer N˜ , we have Υτ,τ ′ → −4Γ−1τ ′,0, and this has a
leading order term proportional to 1/D which combines with the D in h to give a finite
contribution as ξ → 0. We conclude that the conformal anomaly is zero unless 2|m| is
an odd integer 2N˜ − 1. For a four-dimensional boundary these are precisely the values
appearing in the mass spectrum of Supergravity compactified on AdS5 × S5 [19], and
for a six-dimensional boundary they coincide with the mass spectrum of Supergravity
compactified on AdS7 × S4 [20]. In this case we have
δF = −δρN˜ 1
(4πi)N
tr
∫
d2Nx
√
gQ−aN . (114)
For d = 2 and r →∞ the anomaly is proportional to a˜1 = −iR 1/12, so for a fermion
with σ spinor components,
δF =
δρ
96π
∫
d2x
√
gRN˜σ, (115)
from which we identify the central charge as N˜ .
For d = 4 we have
δF =
δρ
64π2
∫
d4x
√
gtra˜2(x)N˜ , (116)
where
tra˜2 =
σ
720
(
5
2
R2 + 6✷R − 7
2
RijklR
ijkl − 4Rij Rij
)
. (117)
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6 Gravitational Sector
The tree-level conformal anomaly of pure gravity has been calculated for AdS3 using
the Chern-Simons formulation, [8]-[9]. In higher dimensions it has been computed by
solving the Einstein equations perturbatively in terms of boundary data, [10]. We will
now show how our Schro¨dinger functional technique reproduces these results in a simple
fashion. Our method employs a somewhat different regularization procedure, and so it
is important to show that it is consistent with earlier calculations. The main difference
is that authors of [10] effectively compute the classical free energy of the gravitational
sector by finding Wτ,τ ′ for τ = ∞ and τ ′ a small regulator, whereas we take τ ′ = 0 and
treat τ as a large regulator. (Since we will work at tree-level it is not necessary to keep
τ ′ non-zero as we did in the earlier computations of one-loop anomalies).
Formally we need to compute the Euclidean functional integral that represents a state
of pure gravity, with Einstein-Hilbert action and cosmological constant Λ < 0,
Z[grs] =
∫
DG exp
(
−
∫
dd+1x
√
G(R + 2Λ) + boundary terms
)
(118)
where we should integrate over all metrics Gµν of a d + 1 dimensional manifold which
induce the metric grs on the boundary. This is ill-defined for a variety of reasons, such
as non-renormalizability and unboundedness of the action, which we ignore in the hope
that these pathologies are absent from the more fundamental theory of which this is only
a part. The integral over all metrics includes reparametrizations which can be factored
out using the Faddeev-Popov method. The standard ADM decomposition of the metric
is
(Gµν) =
(
N2 +NiNjG
ij Nj
Ni Gij
)
(119)
with Gij the inverse of the d× d matrix Gij . We will fix the gauge by choosing
N2 = L2/t2, Ni = 0, Gij =
gij + hij
t2
(120)
with t = x0. The dynamical variables are just the hij , and we take the boundary to
be at t = τ = 0, where hij = 0. The gauge conditions should be accompanied by the
introduction of ghosts, but these will not contribute to the tree-level conformal anomaly.
Expanding the action in powers of hij, and taking L
2 = −d(d− 1)/(2Λ) gives
∫
dd+1x
√
G(R + 2Λ)− boundary terms =
∫
dd+1x
√
gL
td−1
(d(d− 1)
L2t2
+R(g)
+hij G˜
ij(g) + (h˙ij h˙
ij − (h˙ii)2)/(4L2) + hij ✷ijklhkl + ..
)
(121)
where the boundary terms are chosen to make the action quadratic in first derivatives of
hij , and the dots denote terms of higher order in hij. Indices are raised and lowered with
gij . R(g) is the d-dimensional curvature calculated by taking gij as metric and
√
g(R(g)+
hij G˜ij + hij ✷
ijklhkl are the first three terms in the expansion of
√
det(g + h)R(g + h),
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so that ✷ is a second order differential operator. The terms of higher order in h each
contain one or two derivatives. As in section (1) the state Z[gij ] is the τ →∞ limit of the
Schro¨dinger functional. The the tree-level contribution to logZ[grs] is thus the τ → ∞
limit of minus the action evaluated on shell for a manifold with boundaries at t = 0,
where the induced metric is gij, and t = τ where it is gij + hij. If we denote this as
W treeτ,0 [gij + hij, gij] then it satisfies the Hamilton-Jacobi equation, (which is the tree-level
Schro¨dinger equation). This is simply the statement that W treeτ+δτ,0 can be obtained from
W treeτ,0 by allowing the fields to propagate according to the equations of motion from τ to
τ + δτ , i.e.
W treeτ+δτ,0[gij + hij + δτ h˙ij , gij] = W
tree
τ,0 [gij + hij , gij]− L δτ (122)
where L is the Lagrangian in (121). Using
− δW
tree
τ,0
δhij
=
√
g
2Lτd−1
(
h˙ij − gij h˙rr
)
≡ πij (123)
this leads to
−∂W
tree
τ,0
∂τ
= L+
∫
ddx h˙ij
δW treeτ,0
δhij
=
∫
ddx
√
gL
τd−1
(
d(d− 1)
L2τ 2
+R(g)
)
+
∫
ddx
(
−τ
d−1L√
g
πijGijrsπ
rs +
√
gL
τd−1
(
hij G˜
ij(g) + hij ✷
ijklhkl
))
+ .. (124)
with
Gijrs = girgjs − 1
d− 1gijgrs. (125)
and the initial condition is that expW treeτ,0 [g˜ij, grs] ∼ δ[hij ]. When the curvature tensors
constructed from gij are small, and hij is slowly varying we can expand W
tree in powers
of h and its derivatives as
W treeτ,0 [gij + hij , grs] =
∫ ddx√g
τd
(
− d
4L
hijG
−1 ijrshrs + Γ0 + Γ
ij
1 hij + hijΓ
ijrs
2 hrs + ..
)
(126)
Apart from a constant term in Γ0, only the first term on the right has no derivatives of
either hij or gij, and so provides the dominant behaviour as τ → 0, satisfying the initial
condition (provided hii is suitably treated, [11]). Substituting into (124) and equating
powers of hij gives
− ∂
∂τ
(
Γ0
τd
)
=
1
τd−1
(
d(d− 1)
Lτ 2
+ LR(g)
)
− L
τd+1
Γij1 GijrsΓ
rs
1 , (127)
The free energy is the infinite τ limit of the hij independent part of (126), i.e. F [τ, gij] =∫
ddx
√
g Γ0/τ
d, and, as before, a Weyl scaling of the metric can be compensated by a
scaling of τ , so for δgij = δρ gij the change in F is given by
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(127)
δF = −δρ
2
τ
∂F
∂τ
=
δρ
2
∫
ddx
√
gL
(
1
τd−2
(
d(d− 1)
L2τ 2
+R(g)
)
− 1
τd
Γij1 GijrsΓ
rs
1
)
(128)
Up to terms involving two derivatives, we have from (124)
− ∂Γ
ij
1
∂τ
= LτG˜ij(g) (129)
Solving this for Γ1 and substituting into (128) gives the variation as an expansion in
powers of τ times the curvatures constructed from gij . We want to work at finite τ , so
our expansion will be valid when we take the curvatures to zero.
Now for d = 2 we have identically G˜ij = 0, so Γ1 = 0 and to the order we need (128)
reduces to
δF = δρ
∫
d2x
√
gL
(
1
L2τ 2
+
1
2
R(g)
)
(130)
from which we can identify the central charge as c = 24πL, or, since we have chosen units
such that the three-dimensional gravitational constant satisfies 16πGNewton = 1, we have
c = 3L/(2GNewton) as in [8].
For d = 4 we obtain Γ1 to the desired order from (129) as Γ1 = −Lτ 2G˜ij/2, so if we
substitute into (127) we have
δF =
δρ
2
∫
d4x
√
gL
((
12
L2τ 4
+
R(g)
τ 2
)
− L2G˜ijGijrsG˜rs/4
)
(131)
The first two terms represent divergences that should be cancelled by counter-terms, the
last piece is the finite Weyl anomaly. If we reinstate the five-dimensional Newton constant
this becomes
δρ
L3
128πGNewton
(
Rij R
ij − R2/3
)
(132)
which agrees with [10].
The results of this section can be generalized to higher-derivative gravity, as considered
in [21].
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7 Conclusions
We have interpreted the partition function for fields in Euclideanized anti de Sitter space-
time as a limit of the Schro¨dinger functional. This allows canonical methods to be used, in
contrast to the usual approach based on Green’s functions. The former have the advantage
of separating out the time-dependence, and as a consequence we have been able to compute
one-loop effects in the AdS theory by solving the functional Schro¨dinger equation, (as well
as reproducing known tree-level results such as the scaling of two-point functions and the
gravitational conformal anomaly). Although we have only studied the simplest one-loop
quantity, namely the anomalous scaling of the free energy for scalar and fermionic theories,
these canonical methods can be expected to apply to more complicated objects such as
n-point functions, as they do in flat space [5]-[7].
Our computation of the one-loop conformal anomalies for scalar and fermionic theories
shows that for generic values of the ‘mass’ the anomalies vanish, but for special values
the anomalies have integer coefficients. For example, when the boundary of the AdS
spacetime is two-dimensional the Virasoro central charges are positive integers, N˜ , when
the mass of the scalar field is
√
N˜2 − 1 and when the mass of the fermion is N˜−1/2. This
implies that for generic values of the mass, the boundary CFTs for the scalar or fermi
fields alone are non-unitary, since in a unitary theory a vanishing central charge implies
an absence of quasi-primaries. When the boundary is four dimensional the conditions on
the scalar and fermion masses for the conformal anomaly to be non-zero coincide with the
mass spectra resulting from Kaluza-Klein compactification of Supergravity on AdS5×S5,
and when it is six dimensional they coincide with the mass spectra resulting from Kaluza-
Klein compactification of Supergravity on AdS7×S4. We expect that the same is true for
the other fields in the Supergravity theory, and this would make the one-loop corrections
to the tree-level calculation of [10] that checks the Maldacena conjecture an intriguing
prospect.
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