Job should be scheduled in an automatic way to make the system more reliable, accessible and less sensitive to subsystem failures. This paper provides a survey on various heuristic algorithms, used for scheduling in grid.
Introduction
The term grid computing refers to the combination of computer resources from multiple administrative domains to reach a common goal. The Grid can be thought of as a distributed system with non-interactive workloads that involve a large number of files. What distinguishes grid computing from conventional high performance computing systems such as cluster computing is that grids tend to be more loosely coupled, heterogeneous, and geographically dispersed.
Grid systems are classified into two categories: compute and data Grids. In compute Grids the main resource that is being managed by the resource management system is compute cycles (i.e. processors), while in data Grids the focus is to manage data distributed over geographical locations. The architecture and the services provided by the resource management system are affected by the type of Grid system it is deployed in. Resources which are to be managed could be hardware (computation cycle, network bandwidth and data stores) or software resources (applications).
A Grid scheduler (or broker) must make resource selection decisions in an environment where it has no control over the local resources, the resources are distributed, and information about the systems is often limited or dated.
Here, schedulers are responsible for job management like allocating resources needed by particular job, partitioning of the job to run the job in the parallel manner in parallel processing environment, management of data, event correlation and service-level management capabilities. A Grid scheduler is different from local scheduler in that a local scheduler only manages a single site or cluster and usually owns the resource.As heuristic techniques are increasingly being used for solving optimization problems, they have proven themselves as a good candidate in this area.
This can be inferred by recent research in the area.
A large number of heuristic algorithms have been designed to schedule tasks to machines on grid computing systems.
The commonly used algorithms are Opportunistic Load Balancing (OLB), Max-min, Min-min, Minimum Execution Time (MET), Minimum Completion Time (MCT), User Directed Assignment (UDA), Genetic simulated annealing (GSA), Tabu search, simulated annealing (SA), genetic algorithm (GA), ant colony optimization (ACO) and particle swarm optimization (PSO). In this survey some of the above mentioned methods will be discussed.
The rest of the paper is organized as follows: Section 2 describes the grid scheduling process Section 3 discusses the various heuristic Algorithms for Job Scheduling in Grid and finally Section 4 concludes this paper.
Grid Scheduling process
Grid scheduling process [3] involves three main phases: resource discovery, which generates a list of potential resources; information gathering about those resources and selection of a best set; and job execution, which includes file staging and cleanup. These phases, and the steps that make them up, are shown in Figure 1 . Resource Discovery Resource discovery involves the user selecting a set of resources to investigate in more detail. At the beginning of this phase, the potential set of resources is empty set and at the end of this phase, the potential set of resources is some set that has passed a minimal feasibility requirement. Most users do this in three steps namely:
Authorization filtering: It is generally assumed that a user will know which resources he has access to in terms of basic services. At the end of this step the user will have a list of machines or resources to which he has access. Application Requirement Definition: In order to proceed in resource discovery, the user must be able to specify some minimal set RASA can be applied to large scale distributed systems.
PSO is a population-based search algorithm based on the simulation of the social behavior of bird flocking and fish schooling. HU Xu-Huai et al [6] proposes an Immune
Particle Swarm Optimization (IPSO) algorithm. The basic idea of the IPSO is to record the particles with a higher fitness in the evoluting process, and make the new particles which satisfy neither the assumption nor the constraint condition replaced by the recorded ones. In addition, immune regulation should be done to maintain the species diversity while it decreases. This paper mainly discusses the independent task scheduling. Experiments show that the PSO algorithm has the best integrate performance. Whatever we consider the scheduling creating time, the makespan and the mean response time, it all has good performance.
Genetic algorithm may be used to solve optimization problems by mimicking the genetic process of biological organisms. In [7] authors investigate the job scheduling algorithm in grid environments as an optimization problem.
This paper gives an improved genetic algorithm with limited number of iteration to schedule the independent tasks onto Grid computing resources. The evolutionary process is modified to speed up convergence as a result of shortening the search time, at the same time obtaining a feasible scheduling solution. The scheduling creating process in GA algorithm costs the longest time.
In paper [8] author proposes a modified ant algorithm for
Grid scheduling problem that is combined with local search.
The proposed ant algorithm takes into consideration the free time of the resources and the execution time of the jobs to achieve better resource utilization and better scheduling.
The ant algorithm output is sent to local search technique which helps to reduce the overall make span further.
In paper [9] the author uses Algorithm for Task scheduling using PSO with improved job grouping is proposed and 
Where, τ ij (t) →Trail intensity of the edge (i,j). ρ →Evaporation rate(0.4).
∆τ ij (t) →Additional pheromone when job moves from scheduler to resource(0.2).
Hesam Izakian et al [12] , represents a discrete Particle Swarm Optimization (DPSO) approach for grid job scheduling. Particles need to be designed to present a sequence of jobs in available grid machines. Also the velocity has to be redefined. Equation (2) is used for updating the velocity matrix and then Equation (3) for position matrix of each particle.
In Equation ( 
Conclusion
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