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Abstract: The relevant insights provided by 3D City models greatly improve Smart Cities and their 
management policies. In the urban built environment, buildings frequently represent the most 
studied and modeled features. CityJSON format proposes a lightweight and developer-friendly 
alternative to CityGML. This paper proposes an improvement to the usability of 3D models 
providing an automatic generation method in CityJSON, to ensure compactness, expressivity, and 
interoperability. In addition to a compliance rate in excess of 92% for geometry and topology, the 
generated model allows the handling of contextual information, such as metadata and refined levels 
of details (LoD), in a built-in manner. By breaking down the building-generation process, it creates 
consistent building objects from the unique source of Light Detection and Ranging (LiDAR) point 
clouds. 
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1. Introduction 
The relevant insights gained from the use of digital models makes it possible to manage cities in 
a smarter way. Due to the significant dynamism of Smart Cities, considering many factors is essential 
for environmental diagnostics, urbanism, etc. Among these factors, the 3D representation of the 
urban fabric has a particular role to play; it serves as an integration layer for the other factors and 
related data [1]. In that context, standard models, such as CityGML, have emerged with a wide 
variety of linked 3D City object classes and features [2]. The usability of a 3D City model depends on 
its quality, on the reliability of its 3D City objects (e.g., semantic, geometrical, topological, and 
temporal accuracies), on its availability, and on its degree of versatility: compactness, expressivity, 
and interoperability. 
Generating city models from geospatial data in CityGML is a standard procedure [3]. However, 
as it is currently used, CityGML has several limitations concerning level-of-detail definitions [4], a 
lack of standardized and normalized comparison tools [5], and contextual documentation (i.e., 
metadata) [6]. 
This paper is intended to address the automatic generation of compact and consistent 3D City 
models using Light Detection and Ranging (LiDAR) point clouds and CityJSON [7], a lightweight 
alternative to CityGML. The advantages of using CityJSON have already been demonstrated. Despite 
this, it is currently rarely used in practice; one of the reasons for this is the lack of publicly available 
CityJSON models (https://www.cityjson.org/datasets/), which is a consequence of limited CityJSON 
generation methods. In this research, we propose a new CityJSON generation method, which relies 
on state-of-the-art building-creation components from LiDAR data [3,8]. 
In addition to the benefit of the compactness involved in using CityJSON, CityJSON’s direct-
generation method enables native handling of metadata and refined levels of detail (LoD). These two 
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points should improve the usability of 3D City models and offer the possibility to create them in a 
consistent and direct manner. This article is structured as follows. First, we present CityGML and 
CityJSON data formats, as well as the main building-generation methods from LiDAR data (Section 
2). Then, we outline every step of our methodology for producing CityJSON buildings from 3D point 
clouds (Section 3); namely PC segmentation, step-by-step geometric modeling, and CityJSON model 
formation. In Section 4, we discuss the advantages of directly generated CityJSON models and assess 
the quality of the results, using several normalized and formal tools. Finally, we outline our 
conclusions in Section 5. 
2. Related Works 
2.1. Building-Generation Methods 
Among 3D City objects, buildings are the backbone of many Smart Cities applications. 
Undoubtedly, providing a coherent geometric reconstruction remains a challenge. LiDAR is a 
valuable method of data acquisition for 3D modeling. Given that point clouds segmentation and 
classification are also becoming increasingly efficient, the use of information derived from airborne 
LiDAR data (i.e., Airborne Laser Scanning (ALS)) is overwhelming and very prolific. Its use helps in 
many domains, such as the reconstruction of 3D City models, hazard assessment, forestry, geological 
mapping, watersheds, and river surveys. The large contribution of classified and semantic 
information to decision-making is indisputable [9]. 
A classification for urban-model reconstruction has been proposed from LiDAR data [3]. It 
classifies methods into three families: data-driven, model-driven, and hybrid-driven. This allows 
people to compare city-generation methods. Data-driven methods (prismatic and polyhedral) 
produce very accurate representations of urban scenes, especially free-form rooftop modeling [10]. 
These representations are very promising for rendering real-world scenes, as they consider many 
classes of urban objects (buildings, vegetation, and roads). However, when they are exchanged and 
used online or via mobile phone, their complexity is often a significant drawback. 
Coupled with other sources of information, such as building footprints and airborne imagery, 
LiDAR point clouds make it possible to recreate a representation of reality. However, airborne 
imagery is not suited to the generation of accurate and compact models. Hence, LiDAR sensors are 
more favorable to the generation of rooftops than imagery sensors. Indeed, many issues arise from 
the use of optical imagery: shadows, occlusions, texture problems, variations in brightness and 
contrast (disparity and entropy) [11]. LiDAR is less influenced by these external factors [8]. Moreover, 
as terrain relief causes relief displacement and occlusions in airborne images in oblique imagery, 
several LiDAR points can be projected to the same image pixel, depending on its ground-sampling 
distance. This consideration leads to complex dense-image matching and invariably results in an 
additional source of error. Still, imagery is a good source of information to detect changes and update 
changed areas [8]. Recent works, however, are providing enhancements for the accurate use of LiDAR 
and imagery fusion [12]. 
In terms of the data source itself, several efforts are advised to confront the sparse nature of 
LiDAR data: in particular, tracing the plane boundaries from the point clouds directly [13]. On the 
other hand, the two most common existing methods for shape detection are RANdom SAmple 
Consensus (RANSAC) [14] and the Hough transform [15]. However, even if the Hough transform 
could be improved by providing a dedicated data structure [16], RANSAC currently runs quicker 
(computationally more efficient) and is better tailored for detecting the shape of roof planes [17,18]. 
Furthermore, RANSAC presents a higher robustness to outliers, as shown in [19]. 
A major drawback to the use of unsupervised shape-detection algorithms is the definition of the 
initial parameters, which restricts the generalization potential. Due to the sparse point density, the 
non-deterministic nature of RANSAC might detect inconsistent shapes. Depending on the starting 
points, results may differ. This problem is less common in high-density point clouds, given that 
cluster junctions are traced more efficiently. Plane detection could thus lead to false positives and/or 
false negatives or spurious planes [20]. To avoid false detections, the tuning of parameters is often 
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entrusted to an expert, especially in the case of LoD2.x buildings [21]. For example, note that a 
minimum area for the detection of roof planes can be problematic, since areas under 50 square meters 
have already showed poorer-quality results [22,23]. 
Polygon generalization and shape regularization are also a source of errors, a source which is 
avoided in the proposed methodology. After discussing the pipeline, the next section contrasts our 
methodology and the state-of-the-art methodology, breaking down every step of the method. 
2.2. CityGML and CityJSON 
The use of a collaborative data format, such as CityGML [2], has been widely chosen to model 
cities. Recently, CityJSON [7], a compact, easy-to-use, and developer-friendly format, has also offered 
the possibility to structure city models and to exchange them over web-based and mobile devices. It 
provides an interoperable and documented alternative to CityGML. Indeed, CityJSON is part of the 
web-oriented evolution of the CityGML standard. CityJSON respects the same conceptual scheme as 
CityGML—which means it does not require the reworking of applications from a conceptual 
viewpoint—but only in terms of the exchange format. Interfacing between the two models, therefore, 
is simple to set up. Furthermore, JavaScript Object Notation (JSON) is less verbose and lightens data 
exchanges. From the developers’ perspective, handling information with JSON makes it much easier 
to read and its structure easier to understand. From the users’ perspective, no difference should be 
encountered, except for applications loading faster and reduced bandwidth usages. 
Due of its lack of versatility, XML is not the best solution for generating compact information. 
CityGML files are often large because of their intrinsic XML format. Therefore, JSON intends to 
lighten exchanges in easier-to-use ways. Currently, because it is very new, there are not many 
CityJSON applications, but scientists intend to study its potential [24–26]. Two open-source methods 
are already providing solutions for generating CityJSON models: (a) 3Dfier makes it possible to 
generate city buildings with extruding topographical data sets (https://github.com/tudelft3d/3dfier). 
Nevertheless, generated buildings are limited to LoD 1.x (flat roof planes). (b) The second solution is 
a command-line tool that transforms a CityGML model into a CityJSON model and vice versa 
(https://github.com/citygml4j/citygml-tools). 
Contextual documentation (i.e., metadata) regarding geoinformation has greatly improved their 
interoperability and usability. This general statement also applies to 3D City models. Unfortunately, 
CityGML does not offer native handling for this contextual intelligence. To get contextual metadata, 
it is necessary to use additional tools, such as the “metadata Application Domain Extension” (ADE) 
[6]. This ADE can be incorporated into the core schema of CityGML, but it imposes ADE support for 
all applications that use this model. It also makes it possible to translate the extension into its 
relational database equivalent. 
As shown in previous studies [22], most building-generation methods simplify their output by 
differentiating qualitative statements, such as the shape of roofs (gabled, sheds, lean-to, etc.) [22], and 
quantitative features (metric deviation from the reality on the ground, accuracy rate, etc.) [27]. 
Beyond the fidelity indices on planes interpolation and shape factors, few metrics guide this building 
reconstruction [5]. By limiting the possible deviations during each stage of the creation process, it is 
possible to obtain a result that will most appropriately respond to normative issues. New 
improvements in CityGML, especially through the SIG 3D Quality Working Group [28], provide a 
set of values that can improve the reconstruction quality. Furthermore, the improved level-of-details 
proposes 16 levels to describe and assess the details of a building [4]. These sub-levels are not 
supported in the official CityGML specifications and are underused [5]. 
3. Methodology 
The purpose of this method is to break down the generation of a 3D City model based on the 
XYZ components of the LiDAR point cloud, to create a normalized city model in CityJSON. The 
point-cloud ALS classification is assumed to be correct. It makes it possible to extract the building 
points independently. We decided not to use other sources of information, to avoid mixing data-
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quality issues and focus on the LiDAR automatic data-extraction workflow. Starting with this 
assumption, the following sections break down the generation model systematically after the 
introductory comments. Figure 1 illustrates the successive steps in the method: from the raw point 
cloud to the generated city model. First, the raw point cloud is segmented into coherent subparts, 
using a structure-based region-growing algortihm in Section 3.2. Once this is done, the cloud subparts 
(i.e., points clusters) are then processed individually, in order to generate buildings in a step-by-step 
geometric modeling process. In the end, all of the reconstructed-building objects are concatenated 
into the CityJSON city model in Section 3.4. 
 
Figure 1. General data workflow. 
3.1. Introductory Comments 
This step-by-step method proposes a hybrid form of generation that combines data-driven and 
model-driven solutions, such as grammar-guided reconstruction [29]. The author proposes an 
approach that is characterized by a strong integration of building knowledge. This knowledge is 
modeled on a separate, multi-scale knowledge graph during this process. The proposed 
reconstruction pipeline is also analogous to what is offered by TopoLAP [17]. Significant differences 
are noted, however: the reconstructed geometries try to generate a more detailed representation of 
buildings, but does not fulfill any of the CityGML specifications. In addition, airborne LiDAR data is 
not the only data source. Both these choices result in the multiplication of error sources, which is 
avoided here. 
Where it was necessary to determine certain heuristic values, we used the recommended 
geometric and state-of-the-art specifications of revised CityGML LoD [4]. This point strongly 
distinguishes this work from others and limits the amount of inconsistency. The redefined levels of 
CityGML propose splitting the original LoDs into four different sub-levels. The granularity of the 
details that are gradually added into these sub-levels provides a discrete categorization. A set of rules 
for simplifying 3D buildings has been set up, in accordance with these refined models [30]. Illustrated 
examples of these rules are present throughout the process. This makes it possible for the method to 
avoid inconsistencies in geometric and semantic validation. 
We tested the methodology on data provided by an administrative body: the “Service Public de 
Wallonie” (Walloon Public Services—WPS). The airborne data were acquired in winter 2012. The 
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referenced point-cloud density is 0.78 points per square meter. The restricted test area is in the 
northern part of the city of Theux, the chief town in a rural municipality. The buildings are single-
family houses, garages, and warehouses, but also shops and gathering places (restaurant, sports 
clubs, supermarkets, etc.) with various roof shapes. This area counts 464 elements that have been 
tagged as “Buildings” by the WPS. Pre-processing was limited to the application of a Statistical 
Outlier Removal filter (SOR filter). The filter computed the average distance of each point to its eight 
neighbors for each building; it then rejects points that are farther away than the distance of one sigma 
standard deviation from the average [31]. 
It is worth mentioning that all vector geometries are built on geometric primitives that are 
defined within the ISO19107 standard. Only airborne LiDAR data are used in their (X, Y, Z) shape. 
Python has been the preferred choice, because of its large and robust support for many libraries and 
its object-oriented paradigm (i.e., JSON is easier to handle using common python scripts). It does not 
rely on any commercial solution, which improves its usability and openness. Since it works on a 
different developing level (i.e., python is interpreted, not compiled), python is slower, but is also 
easier to maintain than C. The points are manipulated using python bindings from the Geospatial 
Data Abstraction Library (GDAL) and OpenGIS Simple Features Reference Implementation (OGR) 
libraries for geospatial vector data. It should also be noted that the manipulation of geometries is 
independent of their coordinate reference system. 
3.2. Point-Cloud Segmentation 
Point clouds are a simple, yet efficient, way of representing spatial data. However, despite the 
ease of capturing point clouds, processing them is a challenging task. Problems such as incorrectly 
adjusted density, clutter, occlusion, random and systematic errors, surface properties, or incorrect 
alignment are the main data-driven obstacles to wider dissemination, and are often related to their 
data structure or capture-related environmental specificities, as highlighted by F. Poux [32]. Secondly, 
structure-related problems usually emerge due to a lack of connectivity within point ensembles, 
which can render the surface information ambiguous [33]. To cope with the aforementioned 
problems, and obtain reliable plane estimates, the plane-extraction method should prioritize noise 
robustness. Indeed, ALS data sets often present high noise levels, which can become problematic for 
data-driven approaches (see Figure 2). In this example of a projected point cloud on a vertical plane, 
two kinds of noise are represented: while the red points over the roof can be explained by occluded 
elements (chimneys, vegetation, cables, etc.), the red points above the roof are the result of walls taken 
with a low-angle shot. The valid/invalid classification represents the goal of the clustering. To avoid 
serialization and add fragility to the proposed approach, we favor robustness over adding a pre-
processing step, such as using SOR filters to filter noise beforehand. 
 
Figure 2. ALS noise in roof formation. 
We aim to provide an unsupervised procedure without injecting prior knowledge (whether it is 
from trained data or tweaking parameters). Thus, it initially focuses on extracting strict planes. To 
assess the impact of the shape-detection approach on our results, we implemented another 
unsupervised approach from [34], which was applied in an archaeological context in [35] and for 
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indoor buildings in [36]. Its most recent overhaul (Poux et al. in press) allows for the fully 
unsupervised segmentation of point clouds on low-end devices. 
The method scales up to billions of 3D points and targets a low-level grouping, to be 
independent from any application. It uses a hierarchical, multi-level segment definition to cope with 
potential variations in high-level object definitions. The fully unsupervised segmentation leverages 
planar predominance in scenes through a normal-based aggregation. For usability and simplicity, the 
authors designed an automatic heuristic definition for the determination of three RANSAC-inspired 
parameters, namely the distance threshold for the region-growing, the threshold for the minimum 
number of points needed to form a valid planar region, and the decisive criterion for adding points 
to a region. The robustness of the “one-button” method in various scenarios was tested for complex 
indoor buildings with different ground-sensor platforms (depth sensors, terrestrial laser scanners, 
hand-held laser scanners, mobile mapping systems), but not on ALS data sets. It is very robust to 
noise, incorrectly adjusted density, and provides a clear hierarchical point grouping, in which fully 
unsupervised parameter estimations give better results than “user-defined” parameters. 
 
 
Figure 3. Point cloud segmentation workflow. 
This process is carried out to obtain the nth point clusters, which will become the nth support 
for plane estimates (see Figure 3). 
In this context, it is worth remembering that besides the use of an innovative method for point clouds 
segmentation, the improvement of each reconstruction step makes it possible to obtain a 
geometrically and topologically consistent model. Every step in the method is governed by 
normalized values and thresholds [4,5]. All these improvements make it a convincing automatic 
generator. 
3.3. Step-By-Step Geometric Modeling 
CityJSON makes it possible to structure a building geometry as a Solid, a CompositeSolid, or a 
MultiSurface (compliance with ISO19107 standard). Since a building delimits a volume, the solid 
primitive is entirely intended to fulfill this role in this method: a structured set of polygons that 
contain the closed volume of a rigid body. Please note that a CompositeSolid might be an 
improvement for buildings annexes. On the other hand, MultiSurface represent non-volumetric parts 
(e.g., the overhang of a roof). The goal of the building-reconstruction process is to determine the 
bounding polygons and the relationship between them, to produce a coherent model. The 
reconstruction method starts from the points, which is the information directly provided by the 
LiDAR point cloud. Based on the detected roof planes (in red), the footprint (in blue) is computed as 
the projection of roof planes. Finally, the walls (in yellow) are determined by linking every edge of 
the roof shape to its corresponding edge from the footprint. The Figure 4 breaks down the successive 
steps illustrated, by paralleling the sections and their input data. 
.las point cloud multi-LoD data structure 
Structure-based 
Region Growing
Point clusters as 
plane candidates
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Figure 4. Succession of the parts generation. 
In comparison with other hybrid approaches [29], the planes are formed via a data-driven 
method, but the buildings are constructed based on a connectivity graph. However, some differences 
should be noted: (a) the buildings are generated following the CityGML format, but the refined 
CityGML LoD were not taken into account in the reconstruction process [4]; (b) reconstruction steps 
do not follow the same phases: the primitive components (small volumes) are generated based on the 
Roof Topology Graph, then connected in order to generate the building model. In terms of the 
modeling of primitives, model-driven methods fit models to point clouds, in order to reduce metrics 
such as Root Mean Square Error (RMSE), Hausdorff distance (deformed shapes), tuning function 
distance (entire shape similarity), angle-based index, or a composition [37–40]. A particular method 
implements the automatic production of the CityGML model [41]. All the surfaces are semantically 
consistent and independent from the process (see Figure 5). 
 
Figure 5. Exploded reconstruction geometry following the modules. 
Please note that in CityJSON (because it is semi-structured), users are free to add to and modify 
the model, to increase its usability in dedicated applications. Further developments may pertain to 
the generation of other elements of the urban built environment (roads, bridges, tunnels, etc.) and the 
addition of specialized metadata. 
3.3.1. Topology Generation 
From the formed sub-sets of points, and this, the topology of the roof shape is constructed for 
each building. The roof shape is translated based on connections between the combinations of sub-
sets. Some generalization—and therefore a loss of accuracy to the real world—must be accepted. 
Again, the focus is on compliance with CityGML specifications [5]. Therefore, some thresholds need 
to be established, as they are provided in the standard (e.g., minimum slope of 5°, in order to 
differentiate planes, and a minimum area of six square meters for Buildings). 
The different sub-sets of points are projected onto a virtual XY horizontal plane. The minimum 
oriented bounding box is computed based on the coordinates of the points that comprise the sub-set. 
This polygon gives us the oriented sub-footprint determined by the plane (i.e., the oriented envelope 
that forms the minimum extent of a two-dimensional set of points). The connections between the 
different sub-footprints are considered between pairs: if the intersection line occurs within the 
footprint polygon, and if the intersection is consistent with the connectivity graph, the new 
connection is added to the topology graph. 
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The nature of the relationship will influence the connectivity and its physical representation 
(valleys, hips, and ridges). The plane relationship can be classified into three constrained families and 
one default one [42]: 
• O+ planes have normal vectors that when projected, are orthogonal and point away from each 
other. 
• O- planes have normal vectors that when projected, are orthogonal and point towards each 
other. 
• S+ planes have normal vectors that when projected, are parallel and point away from each other. 
• N = no constraint. 
Please note that the notion of the connectivity graph is part of hybrid-driven modeling [3]: the 
Roof Attribute Graph (RAG) [43], the Region Adjacency Graph [44], or the Roof Topology Graph [45]. 
The main difference with these graphs lies in the handling of parallelism: The S+ class, which is not 
present in other methods, provides additional information. To determine orthogonality and 
parallelism, the normal vectors are projected onto the XY plane. Based on a threshold of 5°, the angle 
between them determines the relationships [5]. We assume that the method provides a good balance 
between the flexibility of the reconstruction methods and the quality of the reconstructed-building 
models. The different families are illustrated in Figure 6: 
 
Figure 6. Relationships between slopes of adjacent planar-roof segments, based on Verma et al. 2006. 
Since the N family does not provide any information, it is not stored. The assumption is made 
based on the absence of information. From here, the relationship can be used to determine what this 
relationship consists of, materially speaking. For instance, from a S+ relationship, one can state that 
the roof skeleton comprises at least one line segment and two points. Conversely, O relationships 
provide a point for the roof skeleton. This information will be further used in the roof-reconstruction 
process. Please note that an empty graph will lead to a composition of flat or lean-to roofs. Breaking 
down the graph can also be easily used to simplify shapes or extract a subpart of a building. The 
connectivity information is computed on a couple of planes. As a result, this information can easily 
be stored in two matrices: 
• An adjacency matrix (i, j), which contains the ID of j planes connected to the i plane. 
• A relationship matrix, which contains the nature of the connectivity between the i and j planes. 
From the connectivity graph, if two planes are connected, the footprint is, at least, the union of 
both. The process loops iteratively above the upper diagonal of the adjacency matrix and constructs 
the footprint as it goes. Once the graph has been traveled, the polygon is generalized, by computing 
the concave hull of the various elements to get a coherent polygon. The concave hull is significant, 
given that L, U, etc. shaped buildings should not be closed. Thresholds that comply with CityGML 
specifications are applied, in order to ensure the consistency of the footprint and clean potential errors 
[30]. 
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The result provides a flying footprint (i.e., the projected envelope of the building, without 
elevation). This envelope is part of the 3D bounding box of the building. The lowest Z limit can be 
determined, thanks to the digital elevation model (DEM) generated from the airborne point cloud. It 
is provided with the point cloud and the results of the triangulation of the “ground” points from the 
LASer format classification (LAS). This elevation model has an altimeter accuracy of 0.12 m and a 
spatial resolution of 1 m. The last coordinate of the box, i.e., its elevation, is calculated as part of the 
roof generation. 
3.3.2. Roof Generation 
Unless planes are perfectly parallel, two planes always intersect somewhere. This connection 
needs to be within the footprint, to be part of the skeleton. Otherwise, it could cause inconsistencies: 
irrelevant rupture lines will degrade the representation of the roof shape. Afterwards, all 
combinations of lines are computed traveling along the topology graph. For S+ relationships (and 
only S+ relationships), the intersection points for these lines with the footprint are also determined. 
For instance, this is the case for the ridge of gable roofs, as shown by the yellow plane in Figure 7. 
According to the CityGML specifications [5], a threshold of two meters snaps the rupture points to 
those that have previously extruded from the footprint. This perfect snapping tolerance increases 
confidence in the model topology. Hence, it prevents holes (see the introduction for an explanation). 
The rupture points form the outline of the roof. The lines and rupture points are stored in a rupture 
matrix, similar to the adjacency and relationship matrices. 
 
Figure 7. Representation of the roof skeleton in bold black. 
Finally, the points of intersection between the rupture lines are determined and added to the 
rupture points. Their heights are interpolated afterwards. Please note that in cases where there is no 
intersection between roof planes in the footprint polygon, this means that the roof is flat or lean-to 
shaped. In this case, the building model cannot be refined further. Only the LoD 1.x will be generated 
for these buildings. Even if this kind of shape has already been detected, a second filter is applied to 
ensure they are detected. 
Roof planes are built while traveling segment-by-segment through the footprint. For each point, 
the orthogonal distances to the roof planes are computed through the normal vectors. Since a point 
from the outline of a roof is part of two roof planes, the two lesser distances determine the plane to 
which they belong. After this, the non-intersecting polygon is computed for each roof plane, by 
considering these points and the results stored in the rupture matrix. This polygon results from 
sorting two sub-sets of points and drawing the line that links the left-most and right-most point. The 
non-intersecting polygon is the concatenation of the points that are higher than the line and those 
that are lower, sorted from left to right and vice versa (see Figure 8 for an illustration). It should be 
mentioned that the concave hull of a set of points tends to determine the smallest polygon that links 
all the points. This smallest polygon is not always the correct representation of the wall in cases with 
very sharp angles. 
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Figure 8. Non-intersecting polygon construction. 
To conclude with roof planes, the height of the points is calculated according to the plane 
equations. Since each vertex belongs to several planes, an arithmetic mean gives its height. Please 
note that this operation corrupts the planarity of the different plans. An issue with non-planarity 
could lead to problems when calculating surface areas, for instance. However, this operation 
distributes the errors evenly. The denser and less noisy the point cloud, the more accurate the 
reconstruction. Finally, the highest point of the LoD 2.x building model gives the height of its 3D 
bounding box. 
3.3.3. Wall Generation 
This module is simpler than the two previous modules, as it only binds results to results. As well 
as roof planes, walls are generated while traveling segment-by-segment through the footprint. The 
intersections of segments with projected roof planes are computed. The vertices of the intersection, 
and those that are extracted from the footprint segment, give the points that delimit the wall. Once 
more, the non-intersecting polygon is determined and provides the sorted vertices that draw the wall 
parts. 
A general remark concerns all three modules. When rendering the rigid body via back-face 
culling, a unique rule is applied: the normal vector should point towards the outside of the volume. 
This translates into the order of vertices for each surface. This needs to be counterclockwise and 
ordered from an exterior viewpoint. All faces are controlled under these conditions. Otherwise, the 
volumes are closed, but their display, among other things, may appear problematic. This depends on 
the viewer and the application (see Figure 9 for an illustration). 
 
Figure 9. Example of a geometry in which planes are not correctly oriented. 
3.3.4. Building Assembly 
A building comprises a Solid bounding a closed volume. Again, the nature of the surfaces is not 
inferred from their slope, orientation, or position, but by the process: the footprint is always the first 
element generated, then roof planes, and walls close the 3D geometry (Refer to Figure 10 for the 
construction order: red, then blue, then yellow). The three possibilities (GroundSurface, WallSurface, 
or RoofSurface) are listed and mapped into an array, which corresponds to the order of the different 
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planes. This information is stored within the JSON objects as the semantics JSON key within each 
building object. The polygons that define the different planes are stored as sorted arrays of the 
vertices’ identifiers. They constitute the boundaries of the JSON object. 
CityJSON allows objects to be represented in concurrent LoD. Since not all applications need a 
detailed level of design, the three LoD are produced. They represent stages from the footprint to the 
roof-shaped geometries (see Figure 10 for an illustration). The sub-levels (LoD 0.x and LoD 1.x) do 
not require additional processing: the footprint and the bounding box are already determined 
beforehand. Those are stored as the 0.1 and 1.1 level of the building [46], respectively. Please note 
that there are multiple ways to determine the elevation of the extruded solid: minimum, maximum, 
mean, and median. In this case, however, using the maximum elevation seems to be the most 
conservative approach for defining a volume. 
 
Figure 10. Schema representation of the different levels of detail for the same building. 
3.4. CityJSON Model Building 
The CityJSON model is created on an iterative basis through this process. The specifications 
require some JSON keys to be present in every file: type, version, CityObjects, and vertices. Although 
type and version are easily created, CityObjects and vertices require an explanation. CityObjects 
represents the concatenation of all Building objects created in the previous section, with their own 
boundaries, semantics, etc. Next to this, the coordinates for the vertices are stored in bulk at the end of 
the city-model file. They are stored in the order of their identifiers (i.e., their successive creation). This 
method makes it possible to reduce the size of the model and avoid redundant information, even if 
this redundancy is still allowed in the CityJSON specifications. Nonetheless, it is an additional, 
necessary condition for building a compact city model. Moreover, the optional transform JSON key 
allows the coordinates of the vertices to be decompressed, to improve the compactness of the model, 
as is already done in TopoJSON. 
Another important element pertains to metadata. Due to their importance and the impact of 
their support, this element will be extensively discussed in the next section. 
An example of a CityJSON-generated model is shown in Figure 11. The point cloud and the 
reconstruction are displayed one after another in the CloudCompare viewer, in the open-source 
viewer developed at the 3D GeoInformation group from TUDelft 
(https://github.com/tudelft3d/CityJSON-viewer/) and an open-source extension of Cesium 
(https://github.com/limyyj/cesium-cityjson). A quick glance shows that pyramidal and more complex 
shapes are represented within the data, even if gable roof shapes represent the majority. 
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Figure 11. Results from the city of Theux in CloudCompare and CityJSON viewers. 
4. Discussion 
This section discusses the advantages of directly generating CityJSON models and assesses the 
quality of the results using several normalized and formal tools. The first part of this section develops 
the research contribution of this paper, then the second section makes it possible to rule on the 
validity of the geometrical reconstruction in comparison with the state-of-the-art approach. First, 
compliance with CityGML/CityJSON specifications is evaluated; the geometric validity of every 
building is also studied. 
4.1. CityJSON Improvements 
From a conceptual perspective, CityGML and CityJSON are not different. On a global level, the 
construction of a model could be done in parallel for both formats. A geometry comprising edges and 
vertices can be formatted in either CityGML or CityJSON without any loss or inaccuracy. 
Consequently, the translation between them both is not a problem, but it is not direct one-to-one 
mapping. Even if they share the same conceptual schema, several notable differences exist in their 
descriptive components. For instance, CityJSON makes it possible to manage two additional elements 
in particular: (a) the ability to handle metadata natively [6] and (b) the refined LoD [4]. By providing 
a method that breaks down geometric reconstruction, and working on improvements to every 
constituent part, we manage both (a) and (b) points during the process. 
CityJSON offers the ability to handle metadata natively. Conversely, CityGML requires the use 
of an extension for managing metadata [6]. For that reason, translation from CityGML to CityJSON, 
and vice versa, cannot occur without a loss of information. Taking the example of the command-line 
translator from CityGML to CityJSON, the information is simply neglected if it is not part of the 
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destination format. The proposal of a generation method that directly offers a CityJSON model 
responds to this problem. It makes it possible to avoid such a loss. 
On one hand, the refined level-of-detail definitions, and their related metrics, are managed. 
Throughout the generation process, thresholds are provided, and we guarantee compliance with 
specifications. In this case, we managed to create 0.1, 1.1, and 2.1 LoD concurrently [4]. A related 
benefit is that we can store all the levels at the same time. Moreover, these levels are interdependent, 
since the footprint—the actual 0.1 LoD—is the basement of the 1.1 and 2.1 LoDs. These improved 
definitions provide important information about the form factor of the building, which is not allowed 
in common LoDs. The refined LoDs do not only show individual and large building parts, but also 
small building parts, recesses, and extensions. Figure 12 depicts a comparison between common 
LoDs, which provide minimal specs, and refined LoDs, which provide improved conception of 
details. Therefore, it allows applications to make the choice of the more relevant level for their scope 
of interest. From a user perspective, i.e., fluid-flow simulations, this level of detail in building has an 
important impact [24]. 
 
Figure 12. From point clouds to building models. 
In terms of contextual information, it is possible to compute and handle metadata during the 
process. Among other things, CityJSON makes it possible to manage the geographical extent of the 
city. In addition to the geometry of a building, its geographical extent is computed simultaneously 
(i.e., the minimum oriented and bounding cuboid). The choice has been made to consider the 
maximum height of the building, to be on the safe side and not underestimate the influence of 
elements on their built environment. Finally, the extent of buildings can be aggregated to determine 
the geographic extent of the whole city model. This extent is then stored in the model metadata, which 
is not available in a built-in manner in CityGML (see Figure 13). Moreover, the lack of CityGML 
ISO19115 support is detrimental when it comes to exchanging information, comparing concurrent 
models for the same element, or keeping a record of the model versioning. As a reminder, the starting 
hypothesis is to provide a compact model that allows easy online exchanges. Thanks to CityJSON 
and this method, ambiguity is no longer possible. 
 
Figure 13. Translation from CityGML to CityJSON. 
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4.2. Format Compliance 
CityJSON specifications provide a sub-set of the CityGML data model [7]. JSON, as opposed to 
XML, has the advantage of not using end tags, which reduce format redundancies; it does not require 
the repetition of information for each element when handling arrays; etc. However, both share many 
similarities, which make them primary formats for exchanging data online: (i) they are both self-
describing, (ii) hierarchical, and (iii) fetched within HTTP requests. The JSON hierarchy is structured 
as nested key-value pairs (i.e., a map), while XML is structured as a tree. This is the main reason trees 
can be tedious and time-consuming to parse. In short, XML is better for storing information—thanks 
to namespaces—and JSON is better for delivering data, thanks to its compactness. 
From a format point of view, it is, therefore, important for the generated model to be compliant 
with the official CityJSON schemas. To ensure this compliance, a Command-Line Interface (CLI) 
provided by TUDelft makes it possible to validate and transform CityJSON files 
(https://github.com/cityjson/cjio). No error has been detected through our various tests with the CLI 
(vertex indices coherent, specifics for CityGroups, semantic arrays coherent with geometry, root 
properties, empty geometries, duplicate vertices, orphan vertices, CityGML attributes). This is easily 
explained as follows: every individual inconsistency is handled upstream within our software. 
4.3. Quality Control 
Every individual vertex could lead to local singularities in the topological consistency during 
the reconstruction process. Two sub-processes prevent this from happening and ensure that 
buildings are closed: vertices generalization and perfect snapping tolerance [5]. Both methods are 
informed by the geometric specifications of the refined LoDs in CityGML [4], which state that 
building parts that are smaller than two square meters wide should be generalized and that two 
vertices that are less than two meters apart are considered to be the same vertex on the XY plane. 
Please note that the generalization happens during the footprint establishment, when vertices do not 
yet exist, but the snapping happens later, during the creation of the wall, roof, and footprint, when 
vertices do exist. 
4.3.1. Spatio-Semantic Evaluation 
Semantic validity is crucial: little room is left for semantic uncertainty. Again, the nature of the 
surfaces is not inferred from the normal orientation or relative positions, but during the process: the 
footprint is always the first element generated; roof planes are generated from their connectivity 
graph and, finally, wall planes are created. Spatio-semantic validity is therefore easy to obtain. 
Given that CityGML has become the de facto standard for spatio-semantic city modeling, the 
Interoperability Experiments Joint Activity between OGC, SIG3D, and EuroSDR defined some 
requirements in order to normalize its use. The OGC IEJA group conducts research and provides 
tools to carry out quality assurance on the data, including data used in this research. Their discussions 
about issues relating to CityGML data quality has led to usage guidelines [28]: (i) a definition of data 
quality, (ii) data-quality requirements and their specification, (iii) a quality-checking process for 
CityGML data, and (iv) a description of validation results. 
4.3.2. Geometric Evaluation 
The main idea is to simplify validation by cascading it: we must validate the previous steps 
before proceeding to the next step. Therefore, if a critical geometric inconsistency has been detected, 
no semantic validation should be carried out [47]. Recently, new tools are proposing the management 
of more discrete LoD: previous tools were limited at levels close to LoD1.x (flat roofs and vertical 
walls). A standard-error taxonomy is necessary to help structure the evaluation. From the intrinsic 
features of the models, errors can be detected using a supervised classifier (e.g., random forest) 
[48,49]. However, this does not support CityJSON. Our methodology was validated with the versatile 
val3dity tool [50]. Complex geometries are systematically broken down into their constituent parts: 
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the integrity of buildings is processed, then every 3D primitive is validated. Here, it is worth 
mentioning that overlapping—as it is implemented in val3dity—considers relations between 
BuildingParts and not between Buildings and each other. This is an important point regarding 
computation time, as overlapping greatly slows down the process: the Minkowski sum is used to 
assess overlaps. It has O(n3m3) run-time complexity, where n is the number of objects and m the 
number of constituent parts therein [51]. As is the case for CityGML, only planar and linear primitives 
are allowed: cylinders, spheres, or other curved, parametrically modeled primitives are not 
supported. The validation parameters in the val3dity tool are as follows [50]: 
• Snap tolerance: 0.001 m—if two points are closer than this value, then they are assumed to be 
the same. 
• Planarity tolerance: 0.05 m—the maximum distance between a point and a fitted plane. 
• Overlap tolerance: 0.01 m—the tolerance used to validate adjacency between different solids. 
Figure 14 provides a graphical overview of the results for the city of Theux in Belgium. Please 
note that the definition of “Building” itself might differ between standards and applications, 
especially for LiDAR point clouds, since they are not initially intended to suit CityGML definitions. 
Hence, some elements do not belong to the CityGML definition. For the remainder, the footprint of a 
Building element needs to be greater than six square meters. The red buildings in Figure 14 represents 
these elements scaled onto 100 buildings. This proportion represents 44 buildings from the complete 
set (464 elements). On the other hand, 65 buildings are classified as flat or lean-to roofs (green 
buildings on the right of Figure 14). They are thus not included in the LoD2.x reconstruction 
benchmark. Finally, the buildings that correspond to complex roof shapes are validated. In the end, 
31 buildings are not validated from the 355 remaining buildings (yellow buildings in Figure 14). This 
corresponds to 91.26% validity for the LoD2.x objects, i.e., most of the data set is valid. The Buildings 
that could not be reconstructed in LoD2.x are instead generated as LoD0.x and LoD1.x (footprint and 
extruded volumes). 
 
Figure 14. Proportions of buildings reconstruction from Theux, Belgium. 
The results provided by our methodology have been compared to open data sets (see Table 1) 
[50]. Overall, the proposed methodology provides a ratio of valid/invalid geometries of over 90%. 
Please note that the other benchmarked data concern CityGML files. No other information about the 
source and/or creation of the data was given. The increasing validity from Buildings to Primitives is 
explained by the fact that lower LoDs are easier to generate. 
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Table 1. Summarized comparison of results. 
City (Method) Size Buildings Valid Primitives Valid 
Berlin 933MB 22.771 74% 89.736 90% 
DenHaag 22MB 844 61% 1.990 85% 
Montréal 125MB 581 76% 1.744 88% 
NRW 16MB 797 83% 928 77% 
Theux (UR)  689KB 420 92% 1.198 97% 
Theux (RG) 656KB 400 93% 1053 96% 
The difference in building numbers between the unsupervised RANSAC (UR) and the region-
growing (RG) stems from pre-processing (removal of statistical outliers, clustering, etc.). Indeed, the 
point cluster does not always satisfy the requirements to be considered to be Buildings, as per 
CityGML specifications. Here, the assumption that segmentation is effective shows its limitations: if 
planes are not detected, or they overlap too much, the connectivity graph will not be correct. The 
proposed methodology partially relies on the restrictive hypothesis that the segmentation properly 
detects the planes. When analyzing the results, the main source of errors currently stems from the 
segmentation methods and the low point density. The val3dity tool provides a taxonomy of errors 
that could be encountered during a geometric evaluation [50]. In the successive development phases, 
only one recurrent sub-set of these errors was detected—non-planar polygon distance—since the 
algorithm already prevents many of them. 
Nevertheless, the distribution of these errors only deviates slightly from the theoretical threshold 
of 5 cm. Only a few of them stand out. It is also essential to mention that the plane-interpolation 
algorithms are different between val3dity (least mean squares) and the methodology (RANSAC) [19]. 
To assess the quality of the plane interpolation, the RMSE of each roof plane for the Z-axis is 
computed (see Figure 15 for error classes). As can be seen, the distribution of errors tends to be close 
to 3 cm (median: 0.028 m, 95th percentile: 0.039 m). Only 8 of the 644 planes have an RMSE greater 
than 5 cm (these are actually outliers greater than 2 m). 
 
Figure 15. Number of planes par RMSE class. 
However, one negative point should be noted: even if the number of buildings affects the 
processing time on a linear basis, RANSAC is still the primary source of time complexity. Taking this 
consideration into account, two features influence the processing time: the ratio of points within the 
sub-set and the total number of points [52]. Therefore, filtering the point cloud is mandatory. We 
tested filtering versus not filtering the data provided. The use of the SOR filter corresponds to an 
ISPRS Int. J. Geo-Inf. 2020, 9, 521 17 of 20 
 
improvement of 30% to the computation time. Another improvement of our method is the use of a k-
d tree index, rather than an octree, for identifying point neighbors. This was done in order to reduce 
the number of spurious planes during segmentation [19]. 
Buildings are not always made up of a single volume: some have annexes and outbuildings. 
Considering these additional parts in the reconstruction could greatly enhance the applicability of 
the models. In particular, this could improve land administration and cadaster applications. 
Considering this, a further interesting development could use a CompositeSolid construction (i.e., the 
aggregation of one or more Solids—a non-empty set of Solids). Special attention will need to be paid 
to the topology of Solids. Independent management of floors could also be considered in line with 
this new management of parts. 
Currently, if an LoD2.x geometry is deemed inconsistent, the generation is limited to lower 
levels. It could be interesting to fill the potentially detected holes, rather than treating the geometry 
as corrupted. For example, one can use a top-down, shrink-wrapping process to re-mesh the 
polygonal surfaces [53], or reconstruct these missing planes directly within the connectivity graph 
[43]. As this makes it possible to repair common errors and fill holes (windows and doors), the 
integrity of LoD 2.x objects would be respected, although this envelope might smooth geometric 
details. 
5. Conclusions 
This paper aims to respond to the lack of availability and versatility of 3D City models, by 
providing a simplistic method for generating city buildings. Besides this, thanks to the use of 
CityJSON and the break-down of reconstruction methods, the integration of metadata and refined 
LoD are now supported within the generation process. The presented methodology does not rely on 
commercial or proprietary solutions. We believe that the opening up of our straight-generation 
method will help to disseminate the use of CityJSON. It will also facilitate further related works in 
the context of the urban built environment. The evaluation and comparison, which is based on the 
validity rate of the geometries generated (format, semantic, and topologic validity), showed that it is 
possible to automatically reconstruct LoD2.x buildings based on LiDAR data and 
CityGML/CityJSON specifications. 
In terms of format and semantic validity, no error has been encountered. The provided city 
models are consistent, in every respect, with the standard specifications. Two methods were tested 
for plane detection: an unsupervised RANSAC and a fully unsupervised, normal-vector-based RG 
algorithm. Although the RANSAC method needed minimal tuning for its hyper-parameters, the 
second method determined ideal clusters without input parameters. A significant ancillary result of 
this work is the use of indoor point-cloud segmentation in an outdoor context. As it pertains to 
geometries, the quality is assessed on a normalized basis, thanks to formal tools such as CJIO and 
val3dity. The ratio of valid/invalid buildings varies between 92% and 97%, depending on the 
segmentation method. Several improvements are considered, including the addition of elements of 
urban landscapes (roads, etc.). 
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