The design of multiple-input-multiple-output (MIMO) techniques is discussed, which promise to deliver the speed and reliability needed by current wireless communications systems. However, they impose both a high channel estimation complexity as well as a high pilot overhead, and hence a range of radical noncoherent MIMOs dispensing with channel estimation is designed.
power is increased proportionately to the number of transmit antennas, a linear capacity increase is achieved upon increasing the transmit power, which justifies the spectacular success of MIMOs. Hence we may argue that MIMO-aided transceivers and their cooperation-assisted distributed or virtual MIMO counterparts constitute power-efficient solutions.
In a nutshell, since the conception of GSM in excess of three orders of magnitude bit-rate improvements were achieved in three decades, which corresponds to about a factor ten for each decade, because GSM had a data rate of 9.6 Kb/s, while HSDPA is capable of communicating at 13.7 Mb/s. However, the possible transmit power reductions remained more limited, even when using the most advanced multistage iterative detectors, since the required received signal power has not been reduced by as much as 30 dB. This plausible observation motivates the further research of advanced cooperation-aided wireless MIMO transceivers, as detailed in this treatise.
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I. INTRODUCTION
Since Shannon quantified the maximum achievable capacity of wireless communication systems in 1948 [1] , researchers have endeavored to devise high-speed, highquality wireless communication systems exhibiting both a high bit rate and a low error rate, while requiring the lowest transmit power. The hostile wireless channel characteristics make it a challenging task to simultaneously accomplish all these objectives. The demand for high-rate wireless communication systems driven by cellular mobile and wireless multimedia services has been rapidly increasing worldwide and at the time of writing a gradual transition may be observed towards the wireless Internet era. However, the available radio spectrum is limited and the associated bandwidth as well as power demands cannot be readily met without a significant increase in the achievable bandwidth efficiency [2] , [3] expressed in bits/symbols/hertz. Furthermore, the wireless system capacity is often interference limited rather than noise limited, and hence cannot be readily increased by simply increasing the transmitted power because increasing the transmit power increases the interference and hence fails to improve the SINR. Therefore, against the explosive expansion of the Internet and the continued dramatic increase in demand for high-speed multimedia wireless services, there is an urging demand for flexible and bandwidth-efficient transceivers [3] , [4] . Advances in forward error correction (FEC) coding made it feasible to approach Shannon's capacity limit in systems equipped with a single transmit and receive antennas [3] , [5] - [7] , but fortunately these capacity limits can be further extended with the aid of multiple antennas. Hence, they are likely to find employment in most future communication systems [8] , [9] . Therefore, the family of wireless MIMO-aided communication systems has recently attracted considerable attention as one of the most significant technical breakthroughs in contemporary communications [4] .
Recent advances in wireless communications have increased both the attainable throughput and reliability of systems communicating over wireless channels. The main driving force behind the advances in wireless communications is the promise of seamless global mobility and ubiquitous accessibility, while meeting a range of contradicting design challenges such as those that may be gleaned from the stylized illustration of Fig. 1 . For example, it is possible to both increase the effective throughput and simultaneously to reduce the BER, if an increased implementational complexity and a higher power consumption may be tolerated to facilitate more sophisticated signal processing. The BER may also be further reduced, if a higher delay may be tolerated, for example, in non-realtime wireless Internet communications. A range of further plausible tradeoffs may be readily identified.
Therefore, in this paper, we review the state of the art in wireless baseband transceiver design and the associated overall performance expectations, when communicating over wireless channels. We first present a brief history of wireless standardization in Section II. In Section IV, an overview of different MIMO schemes is presented that can either achieve diversity gain in the interest of increasing the attainable transmission integrity or the multiplexing gain for the sake of increasing the throughput. Alternatively, a beamforming gain may be attained by forming an angular selective transmit/receive beam. We will also highlight that a combination of the abovementioned gains may be provided by multifunctional antenna arrays. These discussions are followed by an overview of FEC coding, while the corresponding iterative detection techniques are presented in Section V. A brief overview of the powerful design-tool of EXIT charts is also presented. Finally, we conclude inSection VI, where we offer some transceiver design guidelines and a range of future research options.
II. BRIEF HISTORY OF WIRELESS STANDARDIZATION
The electromagnetic theory of Maxwell and the pioneering contributions by Hertz assisted Marconi at the end of the 19th century in demonstrating the feasibility of wireless communications with the aid of his spark-gap antenna that was capable of radiating radio waves across the Atlantic. Morse-coded on-off keying was used for mobile radio communications until the 1920s. Naturally, it was only the rich and famous who enjoyed the early privilege of tetherless communications. The first land mobile radio system designed for broadcasting messages to police vehicles was installed in 1928, while in 1933 a two-way mobile radio voice system was introduced by the Bayonne New Jersey Police Department. Naturally, these early mobile radio transceivers used power-hungry valves, since the transistor was not invented until 1947.
An early European development was the Swedish Mobile Telephone System A (MTA) introduced in 1957, which had a 40-kg Bmobile[ terminal and supported 125 users until 1967. In 1966, the Norwegian Offentling Landmobil Telefoni (OLT) system was launched, which operated until 1990.
The 1980s witnessed the development of numerous national mobile phone systems, most of which relied on analog frequency modulation and hence were unable to employ digital error correction codes. Consequently, their ability to exploit the radical advances in digital signal processing (DSP) theory and microelectronics, such as adaptive channel equalization and fading compensation techniques remained limited. Hence, the achievable speech quality was typically poor, especially when the MS roamed farther away from the BS, which provided radio coverage for the traffic cells.
The historic developments of the past three decades in wireless communications and standardization are briefly portrayed in the stylized road map of wireless system evolution seen in Fig. 2 , which shows more the general trends rather than the exact chronological order of standardization decisions. Suffice to say that the 1G systems were all based on analog frequency modulation, but predominantly used digital control-channel signaling. The Pan-American Advanced Mobile Phone Systems (AMPS), the Total Access Communications System (TACS) in the United Kingdom, the Nippon Mobile Telephone (NMT) system in Japan, and the Nordic Mobile Phone (NMP) system of Scandinavia all belong to the family of 1G systems. 1 By contrast, the 2G systems briefly mentioned below opted for digital modulation techniquesVhence the road map of Fig. 2 portrays that the family of 1G systems converge at Bdigital roundabout.[ The countries of the European Union (EU) developed the first digital cellular system during the 1980s, which was later adopted right across the globe. Hence, it is referred to as the GSM [10] .
The success of GSM was so stunningVeven daring futurists could not have predicted that it would be adopted right across the globe. At the time of writing GSM supports global roaming for more than 2 billion customers. The success of GSM shows the sheer power and attraction of global standardization, motivating competitors to line up behind a common worldwide solution, since GSM was the Fig. 2 . ''Anecdotal'' evolution of science and its stylized impact on the generations of wireless standardization. The lose relationship and interpretation of the nontechnical terms ''street, avenue, close, lane road, plaza, square, etc.'' as portrayed in the figure varies right across the English-speaking world and by no means should their hierarchical relationship indicate the objective preference of any of the technical solutions over others. It is worth mentioning nonetheless that the term ''avenue'' may be an exception, since we used it to imply that the related technology has enjoyed broad support.
first digital mobile radio standard that supported international roaming.
Shortly after the ratification of GSM, a number of other digital standards emerged, such as the Pan-American D-AMPS and the ingenious DS-CDMA [5] based system known as IS-95, as also shown in Fig. 2 . The PHS also turned out to be a successful system, but its employment remained limited to Japan. The European Digital Cordless Telephone known as DECT penetrated a large residential market, gradually replacing the analog frequencymodulation-based older domestic cordless phones, but it had no hand-over and roaming capabilities.
Diverging from the main BGSM avenue[ of Fig. 2 at Bdigital roundabout,[ IS-95 had an evolved counterpart, namely the Pan-American cdma2000 system, which had three parallel CDMA carriers, leading to the first standardized MC-CDMA system [5] . In parallel, GSM evolved further by exploiting the dramatic advances in adaptive modulation and coding [11] , which led to the standardization of the generic packet radio system (GPRS). A brief summary of the diverse 2G systems' parameters is provided at a glance in Table 1 for the astute reader, while further details of these systems may be found in [10] .
The 2G systems of Table 1 were indeed based on substantial advances in DSP and microelectronics, which allowed the systems to support increased bit rates and improved voice qualities. These enhanced enabling techniques also facilitated the migration of the wireline-based high-rate multimedia services to wireless systems, although the achievable bit rates remained insufficiently high. In other words, the consumers' thirst for higher bit rates outstripped the bit-rate improvements attained. Hence, as observed in our road map of Fig. 2 , during the early 1990s the research community turned its attention to developing the 3G systems and the march towards B3G Plaza[ continued throughout the 1990s. Numerous candidates competed in order to become the de facto global 3G standard and the Universal Mobile Telecommunication System's Terrestrial Radio Access mode known as UTRA [12] found the widest global acceptance, which is based on wideband CDMA. Its basic system parameters are summarized in Table 2 for the initiated reader, while their detailed discussion and the performance characterization of 3G networks may be found in [12] .
The 3G research started out with a much more ambitious bit-rate target than that of the 2G system and ended up with about 384 Kb/s, as the realistically achievable rate. The wideband-CDMA-based 3G solution [12] emerged partly from the experience gleaned from IS95, the Pan-American CDMA system. As mentioned above, in the interest of increasing the attainable throughput, a three-carrier version of IS-95, namely cdma2000 was also ratified, which had a commensurately higher throughput. The cdma2000 scheme is the first standardized terrestrial multicarrier wireless system and hence constitutes a historic milestone in paving the way towards a fully fledged OFDM-style multicarrier system, which was standardized for 4G wireless communications.
Over the years researchers realized that it is unrealistic to expect that any fixed-rate channel coding and modulation scheme could deliver a time-invariant QoS, which led to the intensive research of adaptive modulation and coding (AMC)-aided [11] standardized systems, such as the 2G GPRS system of Table 1. In the ensuing era virtually all wireless systems were designed by using AMC, including the HSPA mode of the 3G systems detailed in [12] . Apart from the QAM [7] and channel coding modes, the number of superimposed DS-CDMA spreading codes can also be varied as a function of the near-instantaneous channel quality and user requirements. The user equipment (UE) terminology is used in the HSPA standard for the MS and there are 12 different UE categories depending on their grade of sophistication and achievable bit rate, as detailed in Table 3 for the HSDPA mode [12] .
Despite the 40-year research history of OFDM [13] , multicarrier cellular solutions only emerged during the 2000s as the dominant modulation technique in the context of the 3G Partnership Project's (3GPP) Long-Term Evolution (LTE) initiative. Clearly, during the 2000s multicarrier solutions have found their way into all the 802.11 wireless standards designed for wireless local area networks (WLANs), while using different-throughput modem and channel coding modes, depending on the nearinstantaneous channel quality, as summarized in Table 4 .
OFDM is also used in the wide area coverage fixed wireless access scheme known as WiMAX. The main characteristic of multicarrier solutions is the high degree of flexibility that they are capable of providing. They have a host of different parameters that allow us to appropriately configure them and program them, whatever the circumstances areVregardless of the propagation environment and regardless of the QoS requirements, as facilitated by the employment of AMC. Again, the various configurations of the OFDM-based 802.11 standard are shown in Table 4 , while those of the 3GPP LTE standard in Table 5 .
We are gradually approaching the Bcapacity gate[ on our road map of Fig. 2Vwe are approaching the bit-rate limits upper-bounded by the channel capacity, but fortunately these are really only the limits of the classic single-input-single-output systems. There is a great deal of Bheadroom[ further beyond that, when we consider Hence the goal of this treatise is to provide a succinct overview of the proven transmission techniques and to pave the way towards Btelepresence avenue,[ constituted by the next generation systems, which are capable of providing all the proverbial BSwiss-army-knife-type[ highly flexible wireless services of the near future.
In a nutshell, since the conception of GSM in excess of three orders of magnitude bit-rate improvements were achieved in three decades, which corresponds to a factor ten or so bit-rate improvement for each decade since the 1980s, because GSM had a data rate of 9.6 Kb/s, while HSDPA is capable of communicating at 13.7 Mb/s. However, the possible transmit power reductions remained more limited, even when using the most advanced multistage iterative detectors, since the required received signal power has not been reduced by as much as 30 dB. This plausible observation motivates the further research of advanced cooperation-aided wireless MIMO transceivers, as detailed in this treatise, which are capable of attaining substantial transmit power reductions.
III. WIRELESS SYSTEM COMPONENTS
The outer shell of boxes in Fig. 3 provides a glimpse of some of the available enabling techniques, while the inner core characterizes the conflicting design factors influencing the architecture of a wireless system.
A. Transceiver Techniques
The state-of-the-art wireless enabling techniques seen in the wireless communications Btoolbox[ of Fig. 3 are briefly highlighted first, following the outer shell of the figure. Then, we will briefly touch upon the inner core of this stylized illustration.
OFDM [13] , [14] serial-to-parallel converts a single high-rate serial bitstream to a large number of parallel low-rate streams. The channel-induced dispersion leaves the resultant parallel low-rate streams largely unaffected and hence OFDM may be viewed as a technique of converting a dispersive frequency-selective channel to a multiplicity of parallel nondispersive flat-fading channels. Owing to its benefits, it has been employed in the 3GPP LTE initiative, in the IEEE 802.11 family of WLAN as well as in the Digital Audio Broadcast (DAB) and Digital Video Broadcast (DVB) standards. When assigning different subcarriers to different users, the OFDM scheme becomes an orthogonal frequencydivision multiple access (OFDMA) arrangement. PSK, QAM, and TCM have a long history in wireless communications, as detailed in [7] and together with AMC they have found their way into numerous wireless standards such as HSPA [12] . The TCM scheme proposed by Ungerboeck [15] incorporates FEC coding by commensurately extending the modulated signal constellation. This is done for the sake of absorbing the redundant bits of the FEC encoder without any bandwidth expansion. Provided that the SNR is above a certain valueVdespite the reduced Euclidian distance of the QAM constellation pointsVan improved BER Table 3 HSDPA Enabled UE Categories [12] Hanzo et al.: Near-Capacity Wireless Transceivers and Cooperative Communications in the MIMO Era performance is achieved at the cost of an increased detection complexity. Multidimensional sphere packing (SP) modulation [3] constitutes an extension to the family of classic modulation schemes, such as QPSK and QAM. The SP modulation is designed to attain the maximum Euclidean distance among the signaling constellation points and hence it is capable of improving the achievable performance of conventional constellations. The SP modulation may be combined with temporal diversity, frequency diversity, and/or spatial diversity arrangements. In [3] , the SP modulation was combined with STBCs in order to minimize the STBC symbol error probability. This was achieved by jointly designing several STBC time-slots' signal. Channel coding [6] Valso termed as FEC codingV incorporates redundant bits or symbols into the original information stream, which are calculated from the original information symbols. The employment of FEC coding facilitated for the research community to approach Shannon's capacity limit by Fig. 3 . Qualitative relationship of the diverse system components and factors affecting the design of wireless transceivers. This illustration may be viewed as a more detailed exposure of the relationships seen in Fig. 1 and defines the terminology used in Fig. 2 more explicitly. incorporating Bjust[ the required amount of redundant information for protecting the primary information symbols, as we will discuss in Section V-A. A whole host of schemes having diverse attributes, such as complexity, delay, and coding gain, as briefly touched upon in Fig. 1 , are available for the designers.
Channel decoders: [6] In the spirit of Fig. 1 , decoders of different complexity, delay and performance are available, such as the soft-output Viterbi algorithm (SOVA) [16] , the MAP decoder [17] , and its reduced-complexity version, namely the maximum-logarithmic MAP solution known as the Max-Log MAP decoder [18] . Turbo detection as a principle was introduced by Berrou et al. [19] in the context of iteratively decoding two parallel concatenated convolutional codes combined with an interleaver. Their work has later found further applications in channel estimation [14] , turbo equalization, and MUD [13] , as further detailed in Section V. Joint source and channel encoding [20] , [21] exploits the fact that most multimedia source signals are capable of tolerating Blossy,[ rather than lossless delivery of multimedia signals to the human eye, ear, and other human sensors. This is achieved by exploiting the psycho-acoustic and psycho-visual coding-imperfection-masking properties of the human ear and eye, respectively. The bitstream produced by the corresponding low-rate andVpreferablyVlow-delay multimedia source codecs however typically exhibits unequal error sensitivity. This requires stronger error protection for the more vulnerable bits and less strong higher rate FEC codes for the perceptually less important bits. A variety of such schemes designed for voice, audio and video signals may be found in [20] and [21] . The philosophy of joint source and channel coding does not contradict to Shannon's so-called source and channel coding separation theorem, which states that these coding operations may be carried out separately. That is due to the fact that this theorem was derived for lossless entropy-coding-based source coding, where a single bit error may result in failure to correctly decode the entire encoded sequence, because the decoder operates by simply reading and interpreting the consecutively received bits, until a legitimate codeword was found. Hence no legitimate entropy codeword is allowed to constitute a prefix of a longer codeword, but in the presence of transmission errors this condition may be violated.
EXIT chart matching will be invoked in Section V-B as a powerful tool employed for designing near-capacity transceivers without the need for the time-consuming bit-by-bit Monte Carlo simulations. Irregular codes were proposed by Tuchler and Hagenauer [22] for the sake of approaching the channel's capacity using appropriately designed codes that are constructed from a range of different-rate constituent codes. More explicitly, appropriately selected fractions of the input bit stream are encoded with the different constituent code rates. The length of the input bit segments or fractions and the corresponding code rate may be designed with the aid of EXIT charts as proposed in [22] . Channel estimation [11] , [13] is necessary for all coherent-detection-aided transceivers and its accuracy has a grave impact on the achievable BER. This is normally carried out by incorporating the pilot symbols into the information stream, where the pilots are known at the receiver. However, the pilots transmitted result in a loss of the effective data throughput, which may be quite high for highvelocity vehicles and a high number of transmit antennas. More explicitly, the channel estimation complexity and the pilot overhead required for achieving accurate channel estimation may become particularly high in the context of MIMO systems, where N t Á N r CIRs have to be estimated, resulting in 16 CIRs being estimated in a 4 Â 4-element MIMO for example. Synchronization constitutes an essential part of all communications systems and it typically entails establishing coarse initial synchronization of both the symbol timing as well as of the carrier frequency of the transmitter and the receiver. The wireless channel as well as the oscillator's carrier phase offset induce undesirable phase rotation and hence loss of synchronization between the transmitter and the receiver, which hence requires accurate tracking. Bioinspired optimization using, for example, genetic algorithms (GAs) and ant colony optimization (ACO) has been shown to be a powerful reduced-complexity technique of finding nearoptimum solutions both to challenging multiuser detection problems [5] as well as to joint channel and data estimation problems [14] . Their employment may be readily extended to other excessivecomplexity optimization problems, such as those of identifying optimum routes in ad hoc networks, for example. Ultrawideband (UWB) systems [23] a deep fade, the chances are that there is a sufficiently high number of nonfaded paths for recovering the signal at a high integrity, i.e., low BER. As a result, UWB systems tend to achieve a high diversity order, which allows them to potentially operate close to the best possible Gaussian channel's performance. Second, it may be readily shown that the capacity increases linearly with the bandwidth, when the nadwidth tends to infinity. Similarly to MIMOs and multicode CDMA, these two features make UWB systems imminently applicable for Bgreen[ short-range communications, especially when combined with ad hoc routing and user-cooperation-aided hybrid wireless networks, which save power owing to their shortrange line-of-sight cooperative transmissions. Software-defined radio (SDR) design techniques lend themselves to flexible HSPA-style reconfiguration in the interest of satisfying the abovementioned diverse system requirements, which were summarized in Figs. 1 and 3 . Services: The proliferation of flawless wireless multimedia services [20] , [21] imposes substantial demand on the available spectral resources, which motivates the exploration of new carrier frequency bands at frequencies beyond those used by the operational systems. These new frequency bands require careful propagation studies, because at increased carrier frequencies the path loss also tends to increase, which results in an increased transmit power requirement and/or reduced cell sizes. Naturally, having reduced cell sizes requires more BSs, although they may become low-power, lowcost radio ports, not unlike those that have recently become commercially available and are employed in residential femto-cells. The different multimedia services tend to have rather different integrity requirements and hence necessitate careful system optimization. DS-CDMA [5] assigns unique, user-specific K-chip spreading codes to each of the K system users. These unique codes allow the receiver to unambiguously separate their simultaneous transmissions, provided that the correlation of the K spreading codes remains sufficiently low even in the presence of channel-induced dispersion, which may increase the correlation of the spreading sequences. Wideband CDMA was adopted for the 3G systems and for its adaptive-modulation-aided version known as HSPA [5] , [12] . Space-division multiple access (SDMA) [13] , [14] may be viewed as a close relative of CDMA, with the slight conceptual difference that we use the unique, user-specific CIRs instead of the CDMA spreading codes for differentiating the K users supported. The rationale behind this philosophy is that each user's transmitted spreading code is convolved with the CIR. In case of supporting users in close proximity of each otherVwho may have similar CIRsVthe received spreading codes may become more correlated (i.e., similar) to each other. In this scenario, powerful MUDs may be required to jointly detect and yet to distinguish all the users' spreading codes. If the employment of a potentially complex MUD is affordable, then the employment of CDMA spreading codes for differentiating the users can be eliminated and we can simply rely on the unique CIRs, which leads to the concept of SDMA. It is also worth noting that instead of simultaneously detecting K users' signals, the same concept may be employed for jointly detecting the signals of N t transmit antennas of a MIMO scheme, which results in an N t -fold increased bit rate for a single user. In this scenario, the CIRs of the N t antennas are likely to be more correlated than the carefully designed CDMA spreading codes owing to the antenna elements' proximity, which makes the SDMA MIMO multistream detector design more challenging than the classic MUD design. The related schemes will be further elaborated on in Section IV-A2. Beamforming [3] , [12] constitutes an effective MIMO-aided transmission/reception technique, where the gain of the transmitter/receiver antenna is increased in the specific direction of the desired user, while reducing the gain towards the interfering users. Beamforming may be viewed as an Bangularly selective[ filter, where the filtering effect is achieved by positioning the MIMO elements half the wavelength apart. This geometric arrangement then launches the MIMO elements' transmitted signals with a specific phase difference of from the adjacent elements after appropriately weighting and superimposing them. The family of beamformers will be further detailed in Section IV-A3. Space-time or Space-frequency coding (ST/SF coding) [6] . In a severely fading environment, the transmitted signal cannot be error-freely detected at the receiver, unless some unattenuated replicas of the transmitted signal are made available. Hence, diversity techniques, such as for example, temporal, frequency, and spatial diversity may be beneficially invoked. Explicitly, when different time slots are allocated for conveying the same information bits, we created temporal diversity. A typical example of utilizing temporal diversity is constituted by interleaved channel coding or DS-CDMA spreading. Similarly, frequency diversity may be achieved by assigning multiple signal replicas to independently fading carrier frequencies, as in the case of OFDM or when employing FH techniques. Finally, a spatial diversity or antenna diversity gain can be attained by exploiting multiple spatially separated or differently polarized antennas, as in the case of STCs. Again, the underlying principle of diversity is that the redundant replicas carrying the same signal would be conveyed over independently fading propagation paths. However, the employment of multiple antennas may not be feasible or may have limited benefits for the transmitter of compact shirt-pocket-sized communicators. This is due to the fact that a sufficiently high physical separation has to be maintained between the different antennas for the sake of achieving spatial diversity, otherwise the correlation of fading erodes the achievable diversity gains. Cooperative MIMOs [3] , [14] mitigate the abovementioned problem of induced correlation among the diversity components with limited antenna spacing, which is particularly detrimental in the presence of correlated fading imposed by largebodied vehicles and other obstructing objects in the path of the radio waves. This is achieved with the aid of cooperative or distributed MIMO techniques, where MSs equipped with a single antenna can cooperate by sharing their single antennas upon exchanging their information, as detailed further in Section IV-B. Provided that the cooperating MSs are sufficiently far apart, their antennas experience independent fading. Multifunctional MIMO techniques [3] : The above-mentioned MIMO schemes attain either diversity gain, multiplexing gain, or beamforming gain. By contrast, multifunctional MIMO schemes may attain a combination of these gains, as detailed in Section IV-A4. Interleave division multiple access (IDMA) also evolved from the above-mentioned philosophy of CDMA, when Frenger et al. combined CDMA with channel coding and interleaving [24] , leading to the concept of chip-interleaved CDMA [25] . Hence, IDMA inherited all the attractive properties of CDMA. As an additional benefit of chipinterleaving relying on a sufficiently long interleaver, the originally adjacent chips of a spreading code are dispersed across the entire duration of the chip-interleaver and hence they may be deemed to fade independently. This typically results in an increased diversity gain and potentially allows us to differentiate the users based on their unique user-specific interleaver. The IDMA philosophy was then further developed by Ping and his team [26] , [27] as well as by Höher and his group [28] , [29] . In a nutshell, the system concept of [24] is essentially that of interleaving the chips right after DS spreading, rather than placing the classic interleaver after the channel encoder. It was demonstrated that the employment of chipinterleaving simplifies iterative detection. Opportunistic scheduling may also be interpreted as a diversity scheme, since the transmissions of users may be scheduled in unison with their channel quality fluctuations. When the channel quality happens to be high, a low transmit power is sufficient or a high throughput may be attained and vice versa. This opportunistic scheduling philosophy is intricately linked with HSPA-style adaptive modulation and coding [12] . Noncoherent schemes [14] aim for avoiding both the high complexity channel estimation and the associated throughput loss imposed by the inclusion of pilot sequences used in channel estimation. However, noncoherent schemes typically suffer from a performance penalty and hence they require substantial further research for their adoption in low-complexity, low power-consumption standardized solutions, as detailed in Section IV-A1. Since the employment of channel estimation in the context of low-complexity cooperative systems is particularly undesirable, there is a natural synergy between cooperative and noncoherent systems, as detailed in [3] and [14] .
B. Transceiver Optimization
To elaborate a little further on the message of Fig. 1 in the context of considering the optimization problems portrayed in the center core of Fig. 3 , subscribers and service providers would like to aim for improving the achievable QoS quantified in terms of all quality metrics. These may include maintaining a high data rate, flawless real-time or low-delay multimedia Btele-presence[ quality at high vehicular speeds, while guaranteeing a high integrity or low BER. Resilience against the interference imposed by other users as well as necessitating infrequent battery recharge, i.e., having a low power requirement, are also of paramount importance.
These ambitious objectives have to be achieved in the face of the limited resources listed in Fig. 3 . For example, both the available bandwidth as well as the battery power are limited and so is the signal processing speed of the chips employed. Additionally, a lightweight shirtpocket-sized MS is desired, which has limited space for accommodating MIMO elements. Hence, a flexible transceiver architecture is needed in order to accommodate the time-variant channel-quality encountered, while supporting multistandard operation.
IV. MIMO SYSTEMS
In digital communications, a specific feature of an analog carrier signal is modulated by a digital bit stream, where a modulator shapes and Bprepares[ the signal to be transmitted through the band-limited physical channel. The modulator maps each set of B bits into one of the M ¼ 2 B possible waveforms of the radio-frequency carrier, which may be in the range from 400 MHz to 3 GHz in contemporary wireless systems. On the other hand, in order to increase the achievable throughput of wireless communication systems, while maintaining a specific QoS and accommodating the channel-quality fluctuations, the concept of adaptive modulation was introduced by Hayes as early as in 1968 [30] , which then led to a flurry of research activities, culminating in the definitions of the HSPA 3G standard and all its AMC-aided standardized successors.
In wireless communications, the quality of the received signal depends on several factors including the log-normal shadowing, fast-fading, and noise. On the other hand, different order modulation schemes allow the transmission of more bits per symbol, hence achieving increased spectral efficiencies. However, employing higher order constellations requires an increased SNR in order to maintain a certain BER performance. The employment of adaptive modulation allows a wireless system to choose the highest order modulation to achieve the required QoS, depending on the prevalent near-instantaneous channel conditions. An appealing benefit of AMC is that the power of the transmitted signal is held constant over a frame interval, while changing the modulation and coding format in order to match the current received signal quality or channel conditions. For example, in a system relying AMC, users close to the BS are typically assigned higher order modulation schemes combined with higher code rates, while users that are further from the BS can be assigned a lower modulation order and/or code rate in order to maintain a good BER performance and high throughput for all users.
Diverse adaptive modulation and coding arrangements have been proposed in [5] , [31] , and [32] . The fundamental goal of near-instantaneous adaptation is to ensure that the most efficient transceiver mode is used in the face of rapidly fluctuating time-variant channel conditions based on appropriate channel quality metrics [5] , [11] .
The fundamental limitation of wireless systems is constituted by the time-and frequency-domain fading of the channel's envelope, as exemplified in terms of the SINR fluctuations experienced by wireless modems [11] , [33] . Furthermore, the continued increase in demand for all types of wireless services including voice, data, and multimedia increases the need for higher data rates. Hence, advanced MIMO techniques, coded modulation as well as adaptive modulation and coding arrangements have to be invoked, which are capable of near-instantaneous HSPAstyle [12] reconfiguration. The above-mentioned advances in science have also found their way into the HSPA standard, which has the popular connotation of being a B3.5G[ standard, because it is significantly more capable than the 3G standards, potentially reaching a bit rate of about 14 MBPS.
The limitation of the above-mentioned classic modems is that their capacity has to obey Shannon's classic capacity formula [1] , [34] , [35] of C ¼ B W Á log 2 ð1 þ SNRÞ, where B W is the bandwidth and SNR is the signal-to-noise ratio. This implies that an exponentially increased transmit power is required for achieving a linearly increasing capacity, apart from using more sophisticated and hence more costly modems. Fortunately, this limitation may be overcome by the employment of MIMO systems, as we will demonstrate later in this section.
A MIMO system employs N t ! 1 transmit antennas and N r ! 1 receive antennas, as shown in Fig. 4 . A wireless system employing a MIMO scheme transmits the signals C t;n , n ¼ 1; 2; . . . ; N t , simultaneously from the N t transmit antennas at instant t. Each signal transmitted from each of the N t antennas propagates through the wireless channel and arrives at each of the N r receive antennas. In a wireless system equipped with N r receive antennas, each received signal is constituted by a linear superposition of the faded versions of the transmitted signal, which is also perturbed by noise. Of particular interest is the specific propagation scenario, where the individual channels between given pairs of transmit and receive antennas may be accurately modeled by independent Rayleigh fading channels. As a result, the signal corresponding to every transmit antenna has a distinct spatial signature, namely its impulse response, at the receive antenna. Encountering independent Rayleigh fading can be assumed for each of the ðN t Â N r Þ MIMO links, provided that the antenna spacing is sufficiently higher than the carrier's wavelength. As a result, the signal corresponding to every transmit antenna has a distinct spatial signature at a receive antenna.
The information-theoretic aspects of MIMO systems were considered during their early development by Winters [36] , by Telatar [37] as well as by Foschini and Gans [38] , for example. It was demonstrated that MIMO systems exhibit capacity gains in comparison to the employment of a single antenna at both the transmitter and the receiver. It was demonstrated in [37] and [38] that the capacity of a MIMO system may be portrayed as a linear function of the number of transmit antennas, when communicating over an i.i.d. flat Rayleigh fading channels, provided that the number of receive antennas is equal to or greater than the number of transmit antennas. Hence, it may be argued that in contrast to the logarithmic Shannon capacity of C ¼ B W Á log 2 ð1 þ SNRÞ [39] , MIMO schemes increase the systems' capacity linearly with the transmit power, provided that the increased power is assigned to a proportionately increased number of transmit antennas. Naturally, in practice it may not be feasible to substantially increase the number of antennas.
In all fairness, it should also be emphasized that based on Shannon's above-mentioned formula, when we let the bandwidth B W tend to infinity, the capacity does not tend to infinity! It becomes a constant times the transmit power. This implies that at a sufficiently high bandwidth the capacity of single-input-single-output (SISO) systems may also be deemed to increase near-linearly with the transmit power. However, for a large bandwidth the noise power becomes high, which implies that potentially more sophisticated receivers may have to be implemented for maintaining reliable communications. [40] , which provides spatial diversity, as will be described in Section IV-A1. As shown in Fig. 5 , the twin-antenna-aided MIMO scheme using a single receive antenna exhibits a higher capacity than the SISO scheme for all the modulation schemes considered. Similarly, the MIMO scheme employing N t ¼ 2 transmit and N r ¼ 2 receive antennas exhibits a higher capacity than its counterpart employing a single receive antenna. For example, consider the QPSK modulated system associated with the curves labeled as 2 BPS in Fig. 5 , which exhibits a capacity of 1.72 BPS at SNR ¼ 10 dB in a SISO scheme. By contrast, the (2,1) MIMO scheme attains a capacity of 1.88 BPS and the (2,2) MIMO scheme has a capacity of 2 BPS. On the other hand, the SISO requires 6.7 dB for achieving a capacity of 1.5 BPS, while the (2,1) MIMO scheme requires 5 dB and the (2,2) MIMO scheme necessitates 1.2 dB.
In addition to the fact that MIMO systems attain a higher capacity than the SISO scheme, MIMOs can be used to attain a better BER performance and/or a higher throughput than the SISO schemes, depending on whether the MIMO is used for attaining diversity or multiplexing gains. The classification of different MIMO systems is summarized in Fig. 6 , which can be classified as colocated MIMOs and distributed MIMOs. The colocated MIMOs can be categorized as diversity techniques [40] , [41] , multiplexing techniques [42] , multiple-access methods [13] , beamforming [12] as well as multifunctional MIMO techniques [3] as shown in Fig. 6 . The concept of distributed MIMOs is also often viewed as an ingredient of cooperative communications [43] , [44] recently advocated by Sendonaris et al.
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A. Colocated MIMO Techniques
As argued above, MIMO systems exhibit a higher capacity than SISO systems. Multiple antennas can be used to provide either diversity gains and hence a commensurately improved BER performance or an increased throughput translating into multiplexing gains. 3 As a third design alternative, multiple antennas can be used at the transmitter or the receiver in order to attain a beamforming gain. Finally, sophisticated multifunctional antenna arrays (MFAAs) may be employed in order to combine all of the above-mentioned MIMO functions and hence simultaneously attain diversity gains, multiplexing gains as well as beamforming gains as shown in Fig. 6 .
For a general MIMO system having N t > 1 transmit antennas and N r ! 1 receive antennas, there is a theoretical tradeoff between the achievable diversity and multiplexing. Zheng and Tse [45] showed that for a MIMO channel there is a fundamental tradeoff between the achievable diversity gain and the attainable multiplexing gain. Explicitly, in order to achieve an increased spatial multiplexing gain, the attainable diversity gain has to be sacrificed. In other words, the diversity-multiplexing tradeoff quantifies how rapidly the throughput of STCs may increase with the SNR, while maintaining a certain diversity order.
The terminology of colocated MIMOs refers to the family of systems where the multiple antennas are located at the same transmitter or receiver station. Again, the immunity of these colocated MIMOs to shadow-fadinginduced correlation may be mitigated, for example, by invoking the concept of distributed MIMO elements constituted by single-antenna-aided cooperating mobiles at the cost of reducing the attainable throughput, as detailed during our further discourse [3] . Below we will provide an overview of the family of MIMOs designed for achieving diversity, multiplexing, or beamforming gains.
1) Diversity Techniques:
Maintaining reliable communication over fading channels has been one of the grand research challenges in recent times. In a fading channel, the associated severe attenuation often results in decoding errors. A natural way of overcoming this problem is to provide the receiver with several replicas of the same transmitted signal, while assuming that at least some of them are not severely attenuated. This technique is referred to as diversity, where it is possible to attain diversity gains by creating independently fading signal replicas in the time, frequency, or spatial domain and both at the transmitter and the receiver. This paper advocates the employment of both transmit and receive diversity.
To elaborate a little further, classic FEC coding [6] is also often referred to as a time diversity technique, since it assigns redundant bits to the original information bits and the redundant bits are transmitted at different instants, hence are subjected to independent fading. Similarly, frequency diversity may be achieved, for example, by employing FH [5] , where different transmit frequencies are activated at different symbol instants. Typically, the activated frequencies are outside the coherence bandwidth, which is defined as the minimum frequency separation beyond which independent fading is experienced. Finally, spatial diversity is achieved, for example, by employing multiple antennas. The signal energy extracted from the multiple signal replicas may then be combined using one of the numerous established diversity combining techniques [5] , such as, for example, switched diversity, which detects the largest of several signal replicas, equal-gain combining, or maximum ratio combining, where the latter 3 The authors are grateful to the anonymous reviewer for his suggestion to include the following notes on the potentially detrimental effects of correlated fading on the achievable MIMO-aided performance. Explicitly, when shadow fading is imposed, for example, by large-bodied vehicles, the signals received by the different antenna elements fade together and hence the performance becomes no better than that of a single antenna. The correlation experienced by the signals received by MIMOs subjected to shadow fading may be mitigated, for example, by invoking the concept of distributed MIMO elements constituted by singleantenna-aided cooperating mobiles at the cost of reducing the attainable throughput, as detailed during our further discourse [3] . Hanzo et al.: Near-Capacity Wireless Transceivers and Cooperative Communications in the MIMO Era weights the more reliable diversity paths more highly than the less reliable, more faded paths.
More specifically, spatial diversity can be attained by employing multiple antennas at the transmitter and/or the receiver, as shown in Fig. 7 , where the multiple antennas can be used to transmit and receive the several replicas of the same information sequence in order to achieve a diversity gain and hence to obtain an improved BER performance. A simple spatial diversity technique, which does not involve any loss of bandwidth, is constituted by the employment of multiple antennas at the receiver. In case of narrowband frequency flat fading, the optimum combining strategy in terms of maximizing the SNR at the combiner's output is maximum ratio combining (MRC) [6] , [46] , [47] . Additionally, other combining techniques have been proposed in the literature, as shown in Fig. 6 , including Brennan's equal gain combining (EGC) [47] and selection combining (SC) [5] . All the abovementioned combining techniques are said to achieve full diversity order, which is equal to the number of receive antennas [48] .
In an N t Â N r -element MIMO system, at the receiver side there are N r copies of the same transmitted symbol. In selection diversity, the receiver selects the specific antenna with the highest received signal power, since each antenna experiences independent fading. In this case, the receiver ignores the signals received at the other antennas. This is not the optimal solution, since ðN r À 1Þ antennas' signals are ignored. The MRC uses the received signals of all the receive antennas and uses different weights for the different antennas in order to maximize the output SNR. The best a diversity combiner can do is to choose the weights commensurately with the channel quality estimates at each receiver. However, the technique requires the weights to be estimated for the fading signals, whose magnitude may fluctuate rapidly. The equal-gain combiner circumvents this problem by assigning a unity gain to each antenna.
On the other hand, the concept of transmit diversity corresponds to the transmission of replicas of the same signal over multiple transmit antennas. One of the early bandwidth-efficient transmit diversity schemes was proposed by Wittneben [49] , who demonstrated that the diversity advantage of his scheme was proportional to the number of transmit antennas, which was also confirmed in [4] , [50] , and [51] . The criterion that has to be met for achieving the maximum attainable transmit diversity order was derived in [52] , which is the so-called rank criterion proposed for the design of STCs that will be briefly highlighted below. Furthermore, the Bapproximate[ equivalent of the so-called determinant criterion to be highlighted below and employed for designing STCs was also derived in [52] . An indepth study on achieving the maximum attainable diversity gain, while also providing a beneficial coding gains was offered in [53] , where the concept of space-time trellis codes was also introduced.
To expound a little further, some design criteria aim at maximizing the attainable mutual information between the transmitted and received signals in a MIMO system. The rank criterion [52] , [54] suggests that for two spacetime codewords C and C 0 , the error matrix C À C 0 has to have full rank in order to achieve the maximum attainable diversity gain, which is also often termed in parlance as having Bfull-diversity.[ On the other hand, the determinant criterion [4] implies that the minimum determinant of the matrix ðC À C 0 Þ H Â ðC À C 0 Þ has to be sufficiently high in order to attain a high coding gain.
In [40] , Alamouti proposed an appealingly simple, yet potent transmit diversity technique using two transmit antennas. Its key advantage was the employment of lowcomplexity single-antenna detection at the receiver. The decoding algorithm of [40] may be generalized to an arbitrary number of receive antennas using MRC, EGC, or SC. Alamouti's proposition inspired Tarokh et al. [41] , [55] to generalize the transmit diversity concept to more than two antennas, leading to the general concept of STBCs. Motivated by the benefits of STBCs, Hochwald et al. [56] proposed the transmit diversity concept known as STS for the downlink of WCDMA [5] that is also capable of achieving the highest possible transmit diversity gain in a CDMA context. Alamouti's design was proposed for a system with two transmit as well as one receive antennas and was shown to achieve the full diversity gain of 2, while having a transmission rate orVsynonymouslyVthroughput of 1 bit per space-time MIMO symbol or per Bchannel-use.[ It was shown in [4] that orthogonal STBC designs are characterized by a full diversity gain of N t Á N r , which is the maximum attainable diversity gain. On the other hand, full-rate orthogonal designs transmitting complex-valued modulated symbols are not possible for more than two transmit antennas. More explicitly, orthogonal STBC designs for N t > 2 transmit antennas result in a reduction of the transmission rate per channel use or per MIMO symbol. Again, the main benefits of orthogonal designs are their low-complexity decoding associated with the independent decoding of all the streams, since they do not interfere with each other and their full diversity gain. An alternative idea for constructing full-rate STBCs for complexvalued modulation schemes and more than two antennas was pursued by Jafarkhani [4] , [57] . He relaxed the strict requirement of perfect orthogonality for the diversity Hanzo et al.: Near-Capacity Wireless Transceivers and Cooperative Communications in the MIMO Era components and hence sacrificed the decoding simplicity in favor of achieving a higher throughput. The resultant STBCs were referred to as quasi-orthogonal STBCs [57] .
The family of STBCs may be deemed capable of attaining the same diversity gain as STTCs [54] , [58] at a typically lower decoding complexity, when employing the same number of transmit antennas. However, a disadvantage of STBCs when compared to STTCs is that they provide no coding gain and are less tolerant against ISI [6] , [59] . STTCs intricately combine modulation and trellis-codingbased FEC for reliably transmitting information over multiple antennas. The main motivation behind combining modulation with coding is that of intentionally incorporating specifically constructed redundancy in order to reduce the effects of all types of channel impairments and hence to improve the attainable system performance. An STTC having N t transmit antennas is designed by assigning N t constellation points to every trellis transition and then using, for example, the Viterbi algorithm [6] for selecting the most likely trellis path associated with the most likely transmitted symbol in order to FEC-decode the received signal. Again, STTCs are capable of attaining full diversity and high coding gains at the expense of a potentially higher decoding complexity than orthogonal STBCs while also better tolerating the effects of ISI than STBCs [6] .
The STBC and STS designs offer at best the same data rate as an uncoded single-antenna-aided system, but they provide a better BER performance than the family of SISO systems by attaining diversity gains. It was shown in [68] that Alamouti's scheme [40] using two transmit and one receive antennas is the only unity-rate orthogonal STBC that is capable of approaching the channel's capacity. In other words, for all remaining orthogonal STBCs, there is a loss in the maximum attainable mutual information compared to the MIMO capacity. In contrast to this, several high-rate space-time transmission schemes having a normalized rate or throughput higher than one have been proposed in the literature. For example, high-rate STCs such as the so-called linear dispersion codes (LDC), were proposed by Hassibi and Hochwald [68] . LDCs strike a flexible tradeoff between achieving space-time coding and spatial multiplexing gains and may be interpreted as a general class, subsuming all STBC solutions, as detailed in [3] .
Additionally, the concept of combining orthogonal transmit diversity designs with the principle of SP was introduced by Su et al. [69] in order to maximize the achievable coding advantage, where it was demonstrated that the proposed SP-aided STBC scheme was capable of outperforming the conventional-orthogonal-design-based STBC schemes of [40] and [41] . A further advance was proposed in [3] , where the SP demapper of [69] was modified for the sake of accepting the a priori information passed to it from the channel decoder as extrinsic information.
A common feature of all the above-mentioned schemes is that they use coherent detection, which assumes the availability of accurate CSI at the receiver. 4 In practice, the CSI of each of the ðN t Â N r Þ links between each transmit and each receive antenna pair has to be estimated at the receiver either blindly or using training symbols. However, channel estimation invoked for all the ðN t Â N r Þ antennas substantially increases both the cost and complexity of the transceiver. For example, given a 4-by-4-element MIMO, 16 channels have to be estimated. Furthermore, when the CSI fluctuates dramatically, the channel's complex-valued envelope has to be sampled at an increased rate and hence an increased number of training symbols has to be transmitted, potentially resulting in an undesirably high transmission overhead and wastage of transmission power. Sophisticated decision-directed CSI estimation techniques were detailed in substantial depth, for example, in [13, Ch. 16 ]. Here we focus our attention on the family of lower complexity transceiver techniques that do not require any CSI and thus are capable of mitigating the complexity of MIMO-channel estimation.
A detection algorithm designed for Alamouti's scheme [40] was proposed by Tarokh et al. [62] , where the channel encountered at instantt was estimated using the pair of symbols detected at instant ðt À 1Þ. The algorithm, nonetheless, has to estimate the channel during the very first instant using training symbols and hence it does not use a truly differential detector. Tarokh and Jafarkhani [63] , [70] proposed a differential encoding and decoding algorithm for Alamouti's scheme [40] using real-valued phasor constellations and hence the transmitted signal can be demodulated both with or without CSI at the receiver. The resultant differential decoding aided noncoherent receiver performs within 3 dB from the coherent receiver relying on the idealized simplifying assumption of perfect channel knowledge at the receiver. The differential scheme of [63] was restricted to complex-valued PSK modulation. The twin-antenna-aided differential STBC scheme of [63] was extended to QAM constellations in [71] and [72] .
DSTBC schemes designed for multiple antennas were proposed in [67] for real-valued modulation constellations. As a further advance, Hwang et al. and Nam et al. [71] , [76] developed a DSTBC scheme that supports nonconstant modulus constellations combined with four transmit antennas. This extension, however, requires the knowledge of the received power in order to appropriately normalize the received signal. The received power was estimated blindly using the received differentially encoded signals without invoking any channel estimation techniques or without transmitting any pilot symbols. A further differential modulation scheme was proposed by Hochwald and Sweldens [64] for the sake of attaining transmit diversity based on unitary STCs [81] . The proposed scheme may be employed in conjunction with an arbitrary number of 4 The authors are grateful to the anonymous reviewer for his suggestion to include further discussions on the role of CSI in the context of MIMOs. transmit antennas. Around the same time, a similar differential scheme was also proposed by Hughes [65] based on the employment of group codes.
Zhu et al. [78] proposed a differentially encoded modulation scheme based on quasi-orthogonal STBCs, which were compared to the scheme of [67] and resulted in an improved BER as a benefit of providing full diversity. Furthermore, in [3] and [82] , a differential encoder and decoder pair has been designed for space-time spreading, which was referred to as DSTS. Additionally, an appealing quasi-orthogonal STBC was proposed by Song and Burr [79] , which had a low-complexity differential decoding scheme that avoided any signal constellation expansion. In [79] , a general differential modulation scheme was presented for both partial-diversity quasi-orthogonal spacetime block codes and for full-diversity quasi-orthogonal space-time block codes. The differential encoding and decoding philosophy was simplified to differential Alamouti codes by appropriately grouping the signals in the transmit matrix and then decoupling the detection of data symbols.
The major contributions on the family of spatial diversity techniques are summarized in Table 6 .
The DSTS scheme of [3] and [82] was proposed as a noncoherent scheme for eliminating the potentially excessive complexity of MIMO channel estimation required by the coherent STS scheme of [56] . In order to study the effects of channel estimation errors on the performance of the coherently detected STS signals, the channel information at the receiver side was contaminated with noise. AWGN was imposed on the channel information at the receiver side to model the effect of errors that may occur due to the channel estimation. Although the channel estimation error typically does not obey a Gaussian distribution, this simplified investigation gives an insight concerning the effects of channel estimation errors on the system performance degradation of coherent systems. Fig. 8 compares the BER performance of the DSTS and STS schemes, while using two transmit antennas, one receive antenna, BPSK modulation, a spreading factor of four, and a single user. Coherent systems assuming perfect channel knowledge at the receiver outperform their differentially encoded, noncoherently detected counterpart by about 3 dB. However, when the CSI used by the coherent STS scheme is contaminated, the STS scheme's BER performance degrades, as shown in Fig. 8 . More quantitatively, Fig. 8 shows that when the power of the modeled channel estimation error imposed on the CSI is increased and hence the corresponding CSI SNR is 20 dB or less, the performance of the coherent STS scheme tends to exhibit an error floor and as a result, its BER curve crosses the BER curve of the DSTS scheme. Beyond this crossover point the DSTS outperforms the STS despite its substantially lower complexity. Therefore, the differential MIMO schemes constitute a convenient and lowcomplexity design alternative to the coherent MIMO schemes, since the differential schemes eliminate the complexity of channel estimation and also result in a better performance when the channel estimation error is high.
2) Multiplexing Techniques: STBCs and STTCs are capable of providing diversity gains for the sake of improving the achievable system performance. However, this BER performance improvement is often achieved at the expense of an effective throughput loss compared to SISO systems. As a design alternative, a specific class of MIMO systems was designed for improving the attainable bandwidth efficiency or throughput of the system by transmitting the signals independently from each of the transmit antennas, hence resulting in a multiplexing gain.
The basic principle of spatial multiplexing can be summarized as follows. As shown in Fig. 9 , the source symbol sequence at the transmitter side is split into N t sequences, which are transmitted simultaneously from the N t transmit antennas using the same carrier frequency. At the receiver side, IC is employed in order to separate the different transmitted signals. In the case of narrowband frequency flat fading, there are several decoding algorithms designed for IC at the receiver side of spatial multiplexing aided systems. The different receivers can be characterized by a tradeoff between the achievable performance and the complexity imposed. A low-complexity receiver is constituted by the ZF or the minimum mean square error (MMSE) technique [83] , [84] . However, when we employ the ZF receiver, the attainable BER performance is typically poor in addition to imposing the condition that the number of receive antennas should be at least equal to the number of transmit antennas. The optimum ML receiver [39] is capable of achieving full diversity gain, i.e., the same diversity order as the number of receive antennas. However, a major drawback of the ML receiver is that its complexity increases exponentially with the number of transmit antennas and the number of bits per symbol employed by the modulation scheme. Fortunately, the complexity of the ML decoders can be reduced by employing sphere decoders proposed by Viterbo and Boutros [85] , Damen et al. [86] , and Agrell et al. [87] that are capable of achieving a similar performance to the ML decoders at a fraction of their complexity.
Foschini [42] proposed a multilayer MIMO structure known as the diagonal Bell Labs layered space-time (D-BLAST) scheme, 5 which is in principle capable of approaching the capacity of MIMO systems. As a potentially lower complexity solution, Wolniansky et al. proposed the so-called vertical BLAST (V-BLAST) scheme [88] , whereVagainVeach transmit antenna simultaneously transmits independent data over the same carrier frequency band. At the receiver side, provided that the number of receive antennas is higher than or equal to the number of transmit antennas, a low complexity singlestream decoding algorithm may be applied to detect the transmitted data rather than having to detect the combined multistream symbols jointly. These spatial multiplexing-oriented BLAST transceivers are capable of providing a substantial increase in a specific user's effective bit rate without increasing either their transmit power or transmission bandwidth. However, a limitation of BLAST is that it was not designed for exploiting transmit diversity.
Diverse multistream detectors having various pros and cons may be employed for detecting the BLAST signal [13] , some of which will be further detailed below. The conceptually simple, but implementationally complex ML detector of an M-ary modulation scheme has to evaluate all the M N t legitimate decision candidates and hence its complexity increases exponentially with N t [13] . As reducedcomplexity detectors, both the family of successive and parallel IC schemes to be detailed further below may be employed. However, the decision errors of a particular antenna's single-stream IC-aided detector may propagate to other bits of the multiple-antenna symbol, when erroneously canceling the effects of the sliced and remodulated bits from the composite multistream signal. In order to circumvent this potential error propagation, the successive IC-based V-BLAST detector first aims for selecting that particular layer 6 which has the highest SNR and estimates the transmitted bits of this highest quality layer while treating the other layers as interference. The detected symbol is then remodulated and its contribution is subtracted from the received multistream signal. Then the layer having the second-highest SNR is selected for decoding. The procedure is repeated for all the layers. The BER performance of each layer is different and it depends on the received SNR of each layer. The first decoded layer has the highest SNR and it is also immune to error propagation, while the layers detected later potentially benefit from a higher diversity gain as well as from a reduced interantenna interference.
The BLAST detection algorithm is based on SIC [13] , [95] , which was originally proposed for multiuser detection in CDMA systems [96] . Several BLAST detectors have been proposed in the literature for either reducing the complexity [97] - [102] or for improving the attainable BER performance [92] , [103] - [107] . An alternative design approach contrived for spatial multiplexing using less receive antennas than transmit antennas was proposed by Elkhazin et al. [108] based on group MAP detection. In [91] and [109] , a spatial multiplexing scheme referred to as Turbo-BLAST was proposed by Sellathurai and Haykin, which uses quasi-random interleaving in conjunction with an iterative receiver structure in order to separate the individual layers. The major spatial multiplexing techniques are summarized in Table 7 .
3) Beamforming Techniques: According to Section IV-A1 and A2, it becomes clear that multiple antennas can be used for the sake of attaining either spatial diversity or spatial multiplexing gains. However, multiple antennas can also be used in order to improve the SNR achieved at the receiver or the SINR in a multiuser scenario. This can be achieved by employing beamforming techniques [110] , [111] . Beamforming constitutes an effective technique of reducing the multiple-access interference where the antenna gain is increased in the direction of the desired user while reducing the gain towards the interfering users, as shown in Fig. 10 .
In a wireless communications scenario the transmitted signals propagate via several paths and hence are received from different directions/phases at the receiver. If the directions of arrival for the different propagation paths are 5 The diagonal approach implies that the signal mapped to the consecutive antenna elements is delayed in time, which has the potential of subjecting the delayed signal components of a space-time symbol to less correlated fading, hence leading to an increased diversity gain. 6 A Blayer[ in the case of the V-BLAST transceiver corresponds to each of the stream of a specific transmit antenna. Hanzo et al.: Near-Capacity Wireless Transceivers and Cooperative Communications in the MIMO Era known at the transmitter or the receiver, then beamforming techniques can be employed in order to focus the received beam pattern in the direction of the specified antenna or user [112] , [113] . Hence, significant SNR gains can be achieved in comparison to a SISO. At the transmitter side, when the DOA of the dominant paths at the receiver is known for the transmitter, then the transmit power is concentrated in the direction of the target user, where less power is wasted in the other directions.
On the other hand, beamforming can also be used in order to reduce the cochannel interference or multiuser interference. When using beamforming, each user adjusts his/her beam pattern to ensure that there are nulls in the directions of the other users, while there is a high directivity in the direction of the desired receiver [110] , [114] . Hence, the system attains an SINR gain.
4) Multifunctional MIMO Techniques:
The MIMO schemes discussed in the previous sections are Bunifunctional,[ in other words they can attain either diversity gain, multiplexing gain or beamforming gain. By contrast, a multifunctional MIMO scheme may attain a combination of the three gains, as shown in Fig. 11 . V-BLAST is capable of achieving full multiplexing gain, while STBC may achieve full antenna diversity gain. Hence, it was proposed by Tarokh et al. [115] to combine these two techniques to provide both antenna diversity and spectral efficiency gains. More specifically, it was proposed that the antennas at the transmitter be partitioned into layers, where each layer uses STBC. At the receiver side, successive group IC was applied to each layer before decoding the signals using the STBC decoder of [40] . Therefore, by combining V-BLAST and STBC, an improved transmit diversity gain can be achieved as compared to pure V-BLAST, while ensuring that the overall bandwidth efficiency is higher than that of pure STBC due to the independence of the signals transmitted by the different STBC layers. Furthermore, the combined array processing proposed in [115] was improved in [116] by Tao and Cheng by optimizing the decoding order of the different antenna layers. An iterative decoding algorithm was also proposed in [116] that results in a full receive diversity gain for the combined STBC-aided V-BLAST system.
In [120] , Onggosanusi et al. presented a transmission scheme referred to as D-STTD, which consists of two STBC layers at the transmitter that is equipped with four transmit antennas, while the receiver is equipped with two antennas. The decoding of D-STTD presented in [120] is based on the linear decoding scheme presented by Naguib et al. [131] , where the authors provided a broad overview of space-time coding and signal processing designed for high data rate wireless communications. Additionally, a two-user scheme was presented in [131] , where each user is equipped with a twin-antenna-aided STBC arrangement, transmitting at the same carrier frequency and in the same time slot. A two-antenna-aided receiver was implemented for the sake of decoding the two users' data, while eliminating the interference imposed by the users on each others' data. An extension to the idea of combining IC with STBC techniques was presented by Huang et al. [118] , [122] , where the STBC and IC arrangements were combined with CDMA for the sake of increasing the number of users supported by the system. A ZF decoder designed for the D-STTD scheme was presented by Lee et al. [127] for the sake of reducing the decoding complexity. Finally, Stamoulis et al. [119] and Al-Dhahir et al. [132] presented further results that compare the performance of STBC versus D-STTD while extending the applicability of the D-STTD scheme to more than two STBC layers.
Furthermore, in order to achieve additional performance gains, beamforming has been combined both with spatial diversity as well as spatial multiplexing techniques. STBC has been combined with beamforming in order to attain an angular selectivity-induced SNR gain in addition to diversity gain [121] , [124] , [125] , [133] - [135] . In [121] , Jongren et al. combined classic transmit beamforming with STBC assuming that the transmitter has knowledge of the channel's envelope and derived a performance criterion for a frequency-flat independently fading channel. 
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Furthermore, in [125] , the performance of combined beamforming and STBC has been analyzed by Zhu and Lim when using either a single or a pair of beamforming antenna arrays and studied the effect of the DOA on the attainable system performance. Finally, spatial multiplexing techniques have been combined with beamforming techniques by Nabar et al. [136] , Hong et al. [137] as well as Kim and Chun [138] . The major contributions on multifunctional MIMO techniques are summarized in Table 8 .
In [130] , a tri-functional MIMO scheme referred to as LSSTC was proposed that combines the benefits of STBC, V-BLAST, and beamforming. Thus, the LSSTC system benefits from the multiplexing gain of V-BLAST, from the diversity gain of STBCs, and from the angular selectivityrelated SNR gain of the beamformer.
A block diagram of the proposed LSSTC scheme is illustrated in Fig. 12 . The system's architecture is portrayed in Fig. 12 , which hasN t transmit antenna arrays (AAs) spaced sufficiently far apart in order to experience independent fading and hence to achieve transmit diversity. The L AA number of elements of each of the AAs are spaced at a distance of =2 for the sake of achieving a beamforming gain. Furthermore, the receiver is equipped with N r U N t antennas. According to Fig. 12 , a block of B input information symbols is serial-to-parallel converted to K groups of symbol streams of length B 1 ; B 2 ; Á Á Á ; B K , where
Each group of B k symbols, k 2 ½1; K, is then encoded by a constituent STC k associated with m k transmit AAs, where we have
The L AA -dimensional spatio-temporal vector of CIRs spanning from the mth transmitter AA, m 2 ½1; Á Á Á ; N t , to the nth receiver antenna, n 2 ½1; Á Á Á ; N r , can be expressed as h nm ðtÞ ¼ a nm ðtÞðt À k Þ, where k is the signal's delay and a nm ðtÞ is the CIR of the mnth link between the mth AA and the nth receive antenna. Based on the assumption that the array elements are separated by half a wavelength, we have a nm ðtÞ ¼ nm ðtÞ Á d nm , where nm ðtÞ is a Rayleigh Hanzo et al.: Near-Capacity Wireless Transceivers and Cooperative Communications in the MIMO Era faded envelope and d nm is an L AA -dimensional vector, whose elements are based on the received signal's DOA. As for the AA-specific DOA, we consider a scenario where the distance between the transmitter and the receiver is significantly higher than that between the AAs and thus we can assume that the signals arrive at the different AAs in parallel, i.e., that the DOA at the different AAs is the same. In this scenario, the MRC-criterion-based transmit beamformer, which constitutes an effective solution for maximizing the angular-selectivity-induced antenna gain is the optimum beamformer.
The receiver may invoke a variety of detection techniques [12] , such as for example the group successive interference cancellation (GSIC) based on the ZF algorithm [115] . Tarokh et al. suggested that the most beneficial decoding order of the STC layers is determined on the basis of detecting the highest power layer first for the sake of a high correct detection probability. For simplicity, let us highlight the operation of the GSIC for the simple case of K ¼ 2 STBC layers, where the highest power layer 1 is detected first. This allows us to eliminate the interference caused by the signal of layer 2. However, the proposed concept is applicable to arbitrary STCs and to an arbitrary number of layers K. For this reason, the decoder of layer 1 has to compute a matrix Q, so that we have Q Á b H 2 ¼ 0, where b H 2 represents the channel matrix of the second STBC layer whose nmth element is nm . Therefore, the decoder computes an orthonormal basis for the left null space of b H 2 and assigns the vectors of the basis to the rows of Q. Multiplying Q by the received signal matrix Y suppresses the interference of layer 2 originally imposed on layer 1 and generates a signal, which can be detected using the STBC decoding of [40] . Then, the decoder subtracts the remodulated contribution of the decoded symbols of layer 1 from the composite twin-layer received signal Y. Finally, the decoder applies direct STBC decoding to the second layer, since the interference imposed by the first layer has been eliminated. This group-IC procedure can be generalized to arbitrary N t and K values. The LSSTC scheme combines the benefits of V-BLAST, STBC and beamforming and hence is characterized by a diversity gain, a multiplexing gain as well as a beamforming gain. However, a drawback of the LSSTC scheme is the fact that the number of receive antennas N r should be at least equal to the number of transmit antennas N t . This condition is not very practical for employment in shirtpocket sized MSs that are limited in size and complexity, but it may be readily applied in a scenario where two BSs cooperate or a BS is communicating with a MIMO-aided laptop. Therefore, in order to facilitate communications between a BS and a MS accommodating less antennas than the transmitting BS, powerful nonlinear receivers such as radial basis function (RBF)-aided detectors [11] , GA-assisted schemes [5] or SD [95] can be employed in order to allow rank-deficient systems employing less receive antennas than transmit antennas. Nonetheless, the intelligent linear receiver proposed by Onggosanusi [120] can also be used for a DL system employing four transmit and two receive antennas. Additionally, in order to allow the multifunctional MIMO to accommodate multiple users, STS can be employed in the different antenna layers. Furthermore, frequency diversity can be achieved by the LSSTC scheme by employing the generalized Multicarrier direct sequence code-division multiple-access (MC DS-CDMA) scheme of [139] . The resultant multifunctional MIMO is referred to as LSSTS.
A block diagram of the LSSTS scheme is shown in Fig. 13 , which combines the benefits of V-BLAST, STS, and beamforming with generalized MC DS-CDMA [139] for the sake of achieving a multiplexing gain, a spatial and frequency diversity gain as well as a beamforming gain. The LSSTS scheme described in this section is capable of supporting K users differentiated by the user-specific spreading codes " c k , where k 2 ½1; K. We consider the scenario of K ¼ 32 users, N t ¼ 4 transmit antennas and N r ¼ 2 receive antennas and employs a linear receiver to decode the received signal.
The system architecture portrayed in Fig. 13 for the LSSTS scheme is equipped with N t ¼ 4 transmit AAs spaced sufficiently far apart in order to experience independent fading. The L AA number of elements of each of the AAs are spaced at a distance of =2 for the sake of achieving beamforming. Additionally, in the generalized MC DS-CDMA system considered, the subcarrier frequencies are appropriately arranged to guarantee that the same STS signal is spread to and hence transmitted by the specific V number of subcarriers having the maximum possible frequency separation, so that they experience independent fading and hence achieve the maximum attainable frequency diversity order.
The LSSTS system considered here employs the generalized MC DS-CDMA scheme of [139] using UV number of subcarriers. The transmitter schematic of the kth user is shown in Fig. 13 , where a block of UN t data symbols x is S/P converted to U parallel subblocks. Afterwards, each set of N t symbols is S/P converted to G ¼ 2 groups, where each group is encoded using the N tg ¼ 2 antenna-aided STS procedure of [56] , where the transmitted signal is spread to N tg transmit antennas with the aid of the orthogonal spreading codes of f" c k;1 ; " c k;2 ; Á Á Á ; " c k;N t g g, k ¼ 1; 2; . . . ; K. The spreading codes " c k;1 and " c k;2 are generated from the same user-specific spreading code " c k as in [56] . The discrete symbol duration of the orthogonal STS codes is N tg N e , where N e represents the kth user's TD spreading factor.
The UN t outputs of the UG number of STS blocks modulate a group of subcarrier frequencies ff u;1 ; f u;2 ; . . . ; f u;V g. Since each of theU subblocks is spread to and hence conveyed with the aid of V subcarriers, a total of UV number of subcarriers are required in the MC DS-CDMA system considered. The UV number of subcarrier signals are superimposed on each other in order to form the complex-valued modulated signal for transmission. Finally, according to the kth user's channel information, the UVN t signals of the kth user are weighted by the transmit weight vector w ðkÞ uv;n determined for the uvth subcarrier of the kth user, which is generated for the nth AA. Assuming that the system employs a modulation scheme transmitting D bits per symbol, then the bandwidth efficiency of the LSSTS-aided generalized MC DS-CDMA system is given by 2UD bits per channel use.
The uvth CIR considered in the case of LSSTS is the same as that considered in the previous section for LSSTC. Assuming that the K users' data are transmitted synchronously over a dispersive Rayleigh fading channel, decoding is carried out in two stepsVfirst SIC is performed according to [120] , followed by the STS decoding procedure of [56] .
Finally, after combining the k ¼ 1st user's identical replicas of the same signal transmitted by spreading over V number of subcarriers, the decision variables corresponding to the symbols transmitted in theuth subblock can be expressed as e x 1;u ¼ P V v¼1 e x 1;uv . Therefore, the decoded signal has a diversity order of 2V. More explicitly, secondorder spatial diversity is attained from the STS operation and a diversity order of V is achieved as a benefit of spreading by the generalized MC DS-CDMA scheme, where again the subcarrier frequencies are appropriately arranged to ensure that the same STS signal is spread to and hence transmitted by the specific V number of subcarriers having the maximum possible frequency separation, so that they experience as independent fading as possible.
Fig. 14 compares the attainable BER performance of LSSTS assisted generalized MC DS-CDMA to that of the LSSTC scheme, noting that the former is capable of supporting multiple users. The figure also shows the BER performance of both the twin-antenna-aided STS and of the SISO benchmark systems. The LSSTS scheme employs four transmit AAs and two receive antennas, while the LSSTC scheme of Fig. 14 employs four transmit AAs and four receive antennas. Observe in Fig. 14 that the BER performance of the LSSTS scheme is identical to that of the twin-antenna-aided STS scheme, when a single subcarrier is used. This means that the LSSTS scheme attains a spatial diversity order of 2, while achieving a multiplexing gain that is twice that of a twin-antenna-aided STS scheme. Additionally, as shown in Fig. 14 , increasing the number of subcarriers V improves the attainable BER performance for the LSSTS scheme. Hence, the LSSTS scheme is also capable of attaining frequency diversity gain. On the other hand, comparing the BER performance of the LSSTS scheme employing V ¼ 1 subcarrier to that of the LSSTC scheme shows that the LSSTC scheme attains a better BER performance. This is due to the fact that the LSSTC scheme employs more receive antennas than the LSSTS scheme and hence the former is capable of attaining a higher spatial diversity gain. Finally, Fig. 14 shows the beamforming gain attained by the LSSTC scheme when the number of elements L AA per AA is increased from V ¼ 1 to 4.
B. Distributed MIMO Techniques
Wireless channels suffer from multipath propagation of the signals that results in channel fading. Employing multiple transmit antennas is a beneficial method that can be used for counteracting the effects of the channel fading by providing diversity gains, provided that the different antennas experience independent fading. Transmit diversity results in a significantly improved BER performance when the different transmit antennas are spatially separated to ensure that the paths arriving from each transmit antenna to the destination experience independent fading. This can be achieved by having a sufficiently high distance between the different antennas. This antenna separation has to be significantly higher than the carrier's wavelength. However, considering a handheld mobile phone, it is not a feasible option to position the transmit antennas far enough in order to achieve independent fading. On the other hand, the spatial fading correlation imposed by the insufficiently high antenna spacing at the transmitter or receiver of a MIMO system results in a degradation of both the achievable capacity and the BER performance of MIMO systems. The problem of receiving correlated signals can be circumvented by introducing a new class of MIMOs also referred to as distributed MIMOs, which are applied in the context of cooperative communications [43] , [44] , as shown in Fig. 15 .
The basic philosophy of cooperative communications can be traced back to the idea of the classic relay channel, which was introduced in 1971 by Van der Meulen [140] . Cover and El Gamal characterized the relay channel from an information theoretic point of view in [141] . The relay model is composed of three components: a source transmitting data, a destination directly receiving the data from the source, and a relay receiving the data from the source, which is then either amplified or decoded and re-encoded before its retransmission to the destination. Cooperative communications may be interpreted as a generalization of the now classic concept of the relay channel, where the source and the relay transmit their own data as well as other subscribers' data, which results in receiving multiple copies of the same dataVboth directly from the source as well as indirectly from the relays. Hence, the system benefits from a spatial diversity gain and eventually from an improved BER performance for both of the cooperating users. Cooperative techniques exploit the fact that the signal transmitted from a specific user to a specific destination can be Boverheard[ by neighboring users. These users can process the signal they happen to have overheard without compromising the security of the data and then transmit the processed data to the destination.
In [143] , Sendonaris et al. generalized the relay model to multiple nodes that transmit their own data as well as serve as relays for each other. The scheme proposed in [143] was referred to as Buser cooperation diversity,[ where the authors examined the achievable rate/throughput regions and outage probabilities for this particular scheme. In [43] and [44] , Sendonaris et al. presented a simple usercooperation methodology based on a DF signaling scheme using CDMA. The orthogonality of the different spreading codes of the different users makes it possible for the intended receiver to distinguish between the information transmitted from different cooperating users. In [144] , Laneman et al. reported the gains achieved in terms of an improved data rate and reduced sensitivity to channel variations, where it was concluded that cooperation effectively mimics a multiple-antenna-aided distributed MIMO scenario with the aid of single-antenna terminals. Dohler et al. [146] introduced the concept of VAA that emulates Alamouti's STBC for single-antenna-aided cooperating users. Space-time-coded cooperative diversity protocols designed for exploiting spatial diversity in a cooperative scenario were proposed by Laneman and Wornell in [147] . In [147] , a space-time-coded cooperative diversity design was proposed, where a source transmits its signal to its destination and many relays receive the transmission. Those terminals that can fully decode the transmission utilize an STC to cooperatively relay the data to the destination.
Cooperative communications has been shown to offer significant performance gains in terms of various performance metrics including diversity gains [147] , [150] , [170] as well as multiplexing gains, as advocated by Azarian et al. [154] . Again, diverse techniques have been proposed in the literature for achieving a cooperation-aided diversity gain including the compress-and-forward (CF) [141] , DF [141] , [171] , AF [144] as well as coded cooperation schemes [145] , [158] . These techniques may employ different algorithms for relaying the data, but the following general two-phase procedure is used in all practical cases. More explicitly, during the first phase of cooperation each user transmits his/her own data both to the destination as well as to the cooperating users. Then during the second phase of cooperation, the users cooperate by relaying the signal received during the first phase of cooperation. The convenience of this two-phase cooperative procedure is that the relays do not have to transmit and receive simultaneously, which has to be avoided in the interest of circumventing the contamination of the low-power signal (say À100 dBm) received from the remote source by the highpower (say þ10 dBm) transmitted signal's leakage into the receiver. This potential leakage could readily desensitize the receiver's automatic gain control (AGC) and hence the desired signal might be deemed to be noise/interference, which would preclude its detection. Furthermore, the destination receives from the source during the broadcast phase and from the relays during the cooperative phase, i.e., in different time slots, hence the two replicas of the source signal do not interfere with each other at the destination and may be efficiently combined in the interest of maximizing the attainable diversity gain. However, we emphasize that this two-phase philosophy is reminiscent of the two-slot transmission regime of an STBC and hence it halves the achievable throughput. Hence, it is an attractive research topic to design powerful so-called echo cancelers, which are capable of canceling the effects of the abovementioned high-power transmitted signals contaminating the low-power received signalsVhence potentially eliminating the factor-two throughput reduction. Hanzo
Again, both the DF as well as the CF principles were proposed in [141] . The fundamental difference between these two strategies is whether the relay decodes the relayed signal, before it is forwarded to the destination. In the CF relaying strategy, the relay sends a Wyner-Ziv compressed version of the signal received during the first phase of cooperation to the receiver. This technique strikes a balance between the regenerative and nonregenerative methods, where the received signal may be demodulated to regenerate the transmitted nonbinary symbols instead of being also channel decoded to bits and then the symbols may be subjected to lossless data compression.
In the DF signaling scheme the relay decodes the cooperating partners' signals and then re-encodes the detected bits before their retransmission [171] . The destination combines the signal received from both the source as well as from the relay, hence creating spatial diversity. An ingenious low-complexity DF signaling strategy can be found in [43] and [44] , where two users were paired to cooperate with each other using CDMA. Each signaling period is divided into three time slots, where in the first and second time slots each user transmits his/her own data. Each user's data are broadcast and hence can be detected by the other user. In the second time slot, each user detects the other user's data. In the third time slot, both users transmit a linear combination of their own secondtime-slot data and the partners' second-time-slot data, each multiplied by the appropriate spreading code. Additionally, a prerequisite for this regaim's operation is that the destination has acquired the knowledge of the CIR of the IUC for the sake of optimal decoding [171] .
In order to circumvent the notorious problem of error propagation, a channel-quality-based relay-activation DF technique was proposed by Laneman et al. [150] , where the relay detects the signal received from the source and only forwards it to the destination when the instantaneous SNR of the IUC guarantees its reliable exploitation. Otherwise, the source continues its direct transmission to the destination in the form of repetition coding or automatic repeat request techniques potentially combined with more powerful FEC codes [171] . If the IUC's SNR falls below a given channel-quality threshold, the relay may transmit the signal it received from the source using either AF or DF, in order to attain a diversity gain.
Another signaling strategy is referred to as incremental relaying [150] , which may be viewed as an extended form of transmitting incremental redundancy or that of invoking HARQ. In this scenario, the relay retransmits its contribution, if the destination provides a negative acknowledgment in an attempt to attain a diversity gain.
As a further advance, it was shown in [172] that DF relaying is more beneficial when the relay roams close to the source, because the probability of avalanche-like error propagation is reduced. By contrast, Kramer et al. also argue that the employment of CF relaying is beneficial when the relay roams close to the destination. It is also plausible that AF relaying does not inflict error propagation since no decisions are invoked at the relay. However, it is unable to improve the SNR, since the signal and noise are inseparable and hence they are jointly amplified. Nonetheless, the employment of AF relaying is realistic for industry-wide rollout at the time of writing owing to its low complexity, while DF relaying has numerous open problems that have to be solved before its widespread employment.
In [173] , the attainable capacity gains of both transmitter and receiver cooperation were compared in a relayaided network relying on cooperating nodes in each other's vicinity. When all nodes have the same average transmit power and perfect CSI, Ng and Goldsmith demonstrated that transmitter cooperation outperforms receiver cooperation. By contrast, when the total transmit power was assumed to be optimally shared across the cooperating nodes and only the received signal's phase but not its magnitude was deemed to be known at the receiver, then receiver cooperation was shown to be more beneficial. Ng and Goldsmith also emphasized the plausible fact that access to accurate CSI was essential in transmitter cooperation, while optimal power allocation was vital for reliable receiver cooperation.
Again, in the context of the AF signaling strategy [144] , the relay simply amplifies the noise-contaminated received signal without improving its SNR and retransmits it to the destination. The destination then combines the information directly received from the source as well as from the relay and makes a final decision on the transmitted bits [171] . The benefit of this is that although the relay amplifies the noise in addition to amplifying the desired signal, the destination still observes two independently faded versions of the signal, thus benefiting from a diversity gain as compared to noncooperative schemes.
AF was first proposed and analyzed by Laneman et al. in [144] , where the authors have shown that in the case of two-user cooperation, AF is capable of achieving a diversity order of two. In the scheme of [144] , it was assumed that the destination has perfect knowledge of the IUC so that optimal decoding can be performed, where the IUC knowledge was assumed to be acquired by exchanging this IUC information between the nodes with the aid of sideinformation signaling or by invoking blind IUC estimation [171] . More elaborate AF algorithms and more general linear relaying schemes have been considered in [151] and [174] .
On the other hand, coded cooperation [145] , [158] combines the concept of cooperative communications with channel coding. Coded cooperation maintains the same information rate, code rate, bandwidth as well as transmit power as a comparable noncooperative system. The basic idea is that each user attempts to transmit incremental redundancy for his/her partner. Whenever the IUC is not favorable, the users automatically revert to a noncooperative mode [171] . The key to the efficiency of coded cooperation is that all this is managed automatically with the aid of sophisticated code design with no feedback between the users [171] .
Each user encodes his/her data bits using a CRC followed by a specific code FEC from the family of RCPC codes [145] . Each user's encoded codeword is divided into two segments containing N 1 and N 2 bits, where N 1 þ N 2 ¼ N and N is the total codeword length of the encoded sequence. In the first time slot, each user transmits his/her own first set of N 1 bits, where the encoded codeword is punctured to N 1 bits and hence the N 1 bits transmitted constitute a legitimate codeword. The remaining N 2 bits are the punctured bits. Each user then attempts to decode the transmission of the other user. If this attempt is deemed to be successful based on the CRC code, the user computes and transmits the N 2 bits of the other user in the second time slot. Otherwise, the user transmits his/her own N 2 bits. Thus, each user always transmits a total of N ¼ N 1 þ N 2 bits per source block over the two time slots [145] , [171] .
The users act independently in the second time slot, with no knowledge of whether their own first frame was correctly decoded. As a result, there are four possible cases for the transmission of the second frame: both users cooperate, neither user cooperates, user 1 cooperates, and user 2 does not or vice versa. It was suggested in [152] that the destination successively decodes according to all possibilities and checks the CRC code's success for each case. If the CRC fails for all possibilities, then the destination will select the specific codeword having the lowest path metric from the Viterbi algorithm.
Additionally, it was proposed in [147] to use distributed STCs for the relay channel, demonstrating its benefits from an information theoretic point of view. In [152] , Janani et al. proposed space-time cooperation in addition to implementing turbo coding by exchanging extrinsic information between the data received from the source and the relay. Furthermore, a method designed for achieving cooperative diversity using rate compatible punctured codes was proposed in [145] and [158] . In [148] and [149] , it was proposed to employ distributed turbo codes by exchanging extrinsic information between the data received from the source and that received from the relay, where the relay applies interleaving for the data received from the source and then uses an appropriate channel code before retransmission.
Recently, substantial research efforts have been devoted to the idea of soft relaying, where the relay passes soft information to the destination. Sneessens and Vandendorpe [155] argued that the DF signaling loses soft information and hence it was proposed to use soft DF signaling, where all operations are performed using the LLR-based representation of soft information. It was shown in [155] that the soft DF philosophy outperforms the DF and the AF signaling strategies. In [163] , soft DF was used by Bui and Yuan, where the soft information was quantized and encoded using the superposition encoder of [175] before transmission to the destination. In [160] , softinformation-based relaying was employed by Li et al. in a turbo coding scheme, where the relay derives paritychecking-based BPSK symbol estimates for the received source information and forwards the symbols to the destination. In short, it could be concluded from [155] , [160] , and [163] that soft DF attains a better performance than hard DF. Furthermore, in [156] and [161] , distributed source coding techniques have been adopted by Hu and Li for employment in wireless cooperative communications in order to improve the attainable performance. The major contributions to distributed MIMO techniques are summarized in Table 9 .
V. NEAR-CAPACITY PERFORMANCE FOR MIMO SCHEMES
Again, recall from Shannon's theory [1] that it is possible to reliably transmit information over any unreliable errorinfested channel, provided that the information transmission rate is lower than the channel's capacity. This is facilitated by the employment of FEC codes. The basic idea is that of generating redundant bits from the original information bits, where the channel capacity determines the exact amount of redundancy that has to be incorporated by the encoder in order for the decoder to be able to correct the errors imposed by the channel.
A. Concatenated Schemes and Iterative Detection
The family of concatenated codes pioneered by Forney in 1966 [176] failed to generate as much research interest as it deserves, largely owing to its complexity. Nonetheless, the consultative committee for space data systems (CCSDSs) standardized an attractive combination of powerful inner convolutional coding and outer Reed-Solomon codes in [177] , which refrained from iterative detection.
Convolutional codes were used in the GSM standard, which were combined with block interleaving. Similarly, FEC coding was employed in GPRS using conventional convolutional codes with no iterative detection. On the other hand, the digital audio broadcasting (DAB) standard in Europe employs punctured convolutional codes as the channel codec. Additionally, digital video broadcasting for terrestrial TV (DVB-T) standard adopted punctured convolutional codes as the channel codec. More recent standards, such as the improved version of DAB known as DAB+ uses convolutional codes as the inner code combined with Reed-Solomon codes as its outer code for eliminating any potential BER floor.
Upon the discovery of turbo codes by Berrou et al. [19] , it was shown that efficient iterative decoding of concatenated codes can be carried out at a low complexity by employing simple constituent codes. Since then, the appealing iterative decoding of concatenated codes has inspired numerous authors to extend the technique to other transmission schemes consisting of a concatenation of two or more constituent detection/decoding stages [178] - [194] . The turbo principle was extended to multiple parallel concatenated codes in 1995 by Divsalar and Pollara [178] , to serially concatenated block codes and convolutional codes by Benedetto and Montorsi in 1996 [179] as well as to multiple serially concatenated codes by Benedetto et al. in 1998 [180] . The stunning success of the Bturbo principle[ resulted in the adoption of turbo codes in several standards, including the UMTS, HSPA, and LTE standards of mobile communications. In the context of broadcasting standards, turbo codes were also used in the integrated services digital broadcasting for terrestrial transmission (ISDB-T) set of recommendations.
In [185] , a turbo equalization scheme was proposed by Douillard et al., where iterative decoding was invoked for exchanging extrinsic information between a soft-output symbol detector and an outer channel decoder in order to combat the deleterious effects of ISI. A serially concatenated scheme was proposed in [218] by Benedetto et al., where iterative decoding was carried out by exchanging information between an outer convolutional decoder and an inner TCM decoder, which was originally devised by Ungerboeck in 1982 [15] . The Advanced Television Systems Committee Table 9 Major Distributed MIMO Techniques (ATSC) of the digital television research community incorporated TCM in the terrestrial TV standard.
Caire et al. [187] , [188] presented a unified theory of BICM, which was originally introduced in [197] and [198] by Zehavi and provided tools for its performance analysis as well as guidelines for its design. In [189] , the employment of the turbo principle was considered for iterative soft demapping in the context of BICM by ten Brink et al., where a soft demapper was used between the multilevel demodulator and the channel decoder. The resultant scheme is referred to as BICM using iterative decoding (BICM-ID), which was further studied by Li and Ritcey [190] - [192] . Iterative multiuser detection and channel decoding was proposed by Wang and Poor [193] for CDMA schemes. In [194] , a turbo coding scheme was proposed by Sezgin et al. for the MIMO Rayleigh fading channel, where an additional block code was employed as an outer channel code, while an orthogonal STBC scheme was considered as the inner code.
Surprisingly, the family of low-density parity-check (LDPC) codes originally devised by Gallager as early as 1963 [203] remained more or less unexploited until after the discovery of turbo codes by Berrou et al. in 1993 [19] . Since then, however, LDPC codes have experienced a renaissance largely stimulated by Richardson and Urbanke [219] and attracted substantial research interests. MacKay and Neal demonstrated in [202] that despite their simple decoding structure, LDPC codes are also capable of operating near the channel capacity. In 1998, Davey and MacKay proposed a nonbinary version of LDPC codes [220] , which is potentially capable of outperforming binary LDPC codes. Most LDPC designs, both binary and nonbinary, are based on randomly generated parity check matrices. However, it was shown recently that equally powerful codes may be generated on the basis of systematic parity check design, for example, using the techniques outlined in [221] - [223] by Ammar et al. As a further advance in the field, both Lentmaier [224] as well as Hirst and Honary [225] , [226] designed generalized LDPC (GLDPC) codes, which replaced the classic parity check codes by more powerful constituent codes, such as binary or nonbinary BCH codes [227] . In [228] , a coding and modulation technique was studied where the coded bits of an irregular LDPC code are passed directly to a modulator. EXIT charts were used to optimize the irregular LDPC code design. In [228] , ten Brink et al. presented LDPC design examples for both SISO systems operating in AWGN channels as well as for MIMO systems communicating over fading channels. Recently, LDPC codes have also been adopted as the inner code in all the 2G DVB standards, including the terrestrial (DVB-T2), cable (DVB-C2), and satellite (DVB-S2) standards.
It was shown in [204] that a recursive inner code having an infinite impulse response is needed in order to maximize the interleaver gain and to avoid having a BER floor, when employing iterative decoding. This principle has been adopted by several authors designing serially concatenated schemes, where rate-1 inner codes were employed for designing low-complexity turbo codes suitable for bandwidth and power-limited systems having stringent BER requirements [186] , [210] , [211] , [229] - [231] .
It is widely recognized that the choice of a specific bitto-symbol mapping scheme or a beneficial constellation labeling is an influential factor when designing BICM-ID schemes exhibiting a high iteration gain [134] , [209] , [212] , [213] , [216] , [232] - [234] . In [209] , ten Brink advocated the construction and comparison of different bit-to-symbol mapping schemes based on the bitwise mutual information. On the other hand, the mapping optimization scheme of Schreckenbach et al. [212] , [213] was based on the so-called binary switching algorithm (BSA), which was previously employed for index optimization in vector quantization by Zeger and Gersho [235] . Recently, it was shown in [216] by Huang and Ritcey that the constellation design problem may be viewed as quadratic assignment problem (QAP) [217] .
Generally, a larger constellation size of a higher dimensional space renders the bit-to-symbol mapping design more flexible. Multidimensional constellations were shown to be beneficial in the design of TCM schemes as early as 1987 [196] , [236] - [238] . Additionally, multidimensional labeling was also proposed by Tran and Nguyen for QPSK-based BICM employing iterative decoding for transmission over a single antenna [214] , [215] . Further improvements of multidimensional constellation labeling were proposed by Bäro [239] , Simoens et al. [240] , [241] and Wymeersch et al. [242] . More recently, multidimensional constellation labeling was also proposed for bit-interleaved space-time-coded modulation using iterative decoding by Mohammed et al. [243] , where the labeling of the two 16-QAM symbols transmitted over two antennas in two consecutive time slots was designed jointly and was optimized using the so-called reactive tabu search (RTS) technique of Battiti and Tecchiolli [244] .
For the reader's convenience, we have summarized the major contributions on the design of concatenated schemes and iterative decoding in Table 10 .
B. EXIT Charts
Semi-analytical tools devised for analyzing the convergence behavior of iteratively decoded systems have attracted considerable research attention [22] , [209] , [229] , [245] - [250] . In [209] , ten Brink proposed the employment of the so-called EXIT characteristics for describing the flow of extrinsic information between the soft-insoft-out constituent decoders. The computation of EXIT charts was further simplified by Tüchler and Hagenauer [22] to a time averaging, when the PDFs of the information communicated between the input and output of the constituent decoders are both symmetric and consistent. 7 A tutorial introduction to EXIT charts was provided by 7 The LLR values are symmetric if their PDF is symmetric pðÀjX ¼ þ1Þ ¼ pðjX ¼ À1Þ. Additionally, all LLR values with symmetric distributions satisfy the consistency condition [22] pðÀjX ¼ xÞ ¼ e Àx pðjX ¼ xÞ:
Hagenauer [247] . The concept of EXIT chart analysis has been extended to three-stage concatenated systems by ten Brink [251] , Tüchler [252] , and Brännström et al. [250] . The main objective of employing EXIT charts is to predict the convergence behavior of the iterative decoder by examining the evolution of the input/output mutual information exchange between the inner and outer decoders in consecutive iterations. The application of EXIT charts is based on two assumptions, namely that upon assuming large interleaver lengths, which ensures that the a priori LLR values are fairly uncorrelated; the PDF of the a priori LLR values is Gaussian. In what follows we will show how the EXIT charts may be used to analyze the expected performance of iteratively detected systems. For this reason, we consider the iteratively detected MIMO assisted system shown in Fig. 16 . According to Fig. 16 , the transmitted source bit stream u is encoded by the outer channel code and then interleaved by a random bit interleaver Å. After bit interleaving, the bit sequence b of Fig. 16 is encoded by the inner encoder, where the output sequence x is transmitted using the MIMO scheme.
In the receiver, the soft-in-soft-out outer code's decoder iteratively exchanges extrinsic LLR information with the soft inner code's decoder, as shown in Fig. 16 , for the sake of assisting each other's operation, as detailed by Benedetto and Montorsi [253] . In Fig. 16 , LðÁÞ denotes the LLRs of the bits concerned, where the subscript i indicates the inner decoder, while o corresponds to outer decoder. Additionally, the subscripts a, p, and e denote the dedicated role of the LLRs with a, p, and e indicating a priori, a posteriori, and extrinsic information, respectively.
As shown in Fig. 16 , the decoded complex-valued MIMO symbolsx are demapped to their LLR representation for each of the outer channel-coded bits per symbol. The a priori LLR values L i;a ðbÞ of the inner decoder are subtracted from the a posteriori LLR values L i;p ðbÞ for the sake of generating the so-called extrinsic LLR values L i;e ðbÞ because it is only possible to achieve an improved error probability if we ensure by this subtraction that the already exploited a priori information is removed from the output of the inner decoder, as detailed in [6] . More explicitly, this provides independent extra information for the outer decoder. Then, the LLRs L i;e ðbÞ are deinterleaved by the soft-bit deinterleaver Å À1 , as seen in Fig. 16 . Next, the soft bit LLRs L o;a ðcÞ are passed to the outer decoder in order to compute the a posteriori LLR values L o;p ðcÞ provided by the log-MAP algorithm [18] for all the outer channel-coded bits. This way the decoder components improved each others' estimates. During the last iteration, only the LLR values L o;p ðuÞ of the original uncoded systematic information bits are required, which are passed to the hard decision decoder of Fig. 16 in order to determine the estimated transmitted source bits. As seen in Fig. 16 , the extrinsic information L o;e ðcÞ is generated by subtracting the a priori information from the a posteriori information according to ½L o;p ðcÞ À L o;a ðcÞ, which is then fed back to the inner decoder as the a priori information L i;a ðbÞ after appropriately reordering them using the interleaver Å of Fig. 16 . The inner decoder of Fig. 16 exploits the a priori information for the sake of providing improved a posteriori LLR values, which are then passed to the outer decoder and then back to the inner decoder for further iterations.
The exchange of extrinsic information in the system of Fig. 16 can be visualized by plotting the extrinsic information characteristics of both the inner decoder and of the outer decoder in EXIT chart [209] , [246] . The outer decoder's extrinsic output mutual information I o;e ðcÞ becomes the inner decoder's a priori input information I i;a ðbÞ, which is represented on the x-axis of the EXIT chart. Similarly, on the y-axis, we plot the inner decoder's extrinsic output information I i;e ðbÞ, which becomes the outer decoder's a priori input information I o;a ðcÞ. Fig. 17 depicts the EXIT chart of the iteratively detected twin-antenna-aided DSTS scheme employing an RSC code as an outer code and an anti-gray mapping (AGM) 8 -aided QPSK modulator as the inner code. The outer RSC code is a 1/2-rate RSC code having a constraint length of K ¼ 3, denoted as RSC(2,1,3), in conjunction with an octally represented generator polynomial ðG r ; GÞ ¼ ð7; 5Þ, where G r denoted the feedback generator polynomial and G represents the feedforward generator polynomial. Ideally, in order for the exchange of extrinsic information between the QPSK demapper and the outer RSC decoder to converge at a specific E b =N 0 value, the EXIT curve of the QPSK demapper at the E b =N 0 value of interest and the extrinsic transfer characteristics curve of the outer RSC decoder should only intersect at the (1.0, 1.0) point [209] , [246] . If this condition is satisfied, then a so-called convergence tunnel [209] , [246] appears on the EXIT chart. The narrower the tunnel, the more iterations are required for reaching the (1.0,1.0) point and the closer the performance is to the channel capacity. If however the two extrinsic transfer characteristics intersect at a point close to the line at I o;e ðcÞ ¼ 1:0 rather than at the (1.0,1.0) point, then a moderately low BER may be still achieved, although it will remain higher than the schemes where the intersection is at the (1.0,1.0) point. These types of tunnels are referred to here as semi-convergent tunnels. Observe in Fig. 17 that a semi-convergent tunnel exists at E b =N 0 ¼ 5.0 dB. This implies that according to the predictions of the EXIT chart seen in Fig. 17 , the iterative decoding process is expected to converge at an E b =N 0 value between 5.0 and 5.5 dB.
Observe in the EXIT chart of Fig. 17 that once a semiconvergent tunnel is formed, the intersection point of the extrinsic transfer characteristic curves of the QPSK demapper and the outer RSC decoder slides gradually towards the (1.0,1.0) point upon increasing the SNR. In order to investigate how the specific position of the intersection point affects the BER performance, Fig. 18 shows the achievable BER as a function of the mutual information I o;e ðcÞ at the output of the RSC decoder for different constraint lengths. According to Fig. 18 , the intersection point should be at least at I o;e ðcÞ ¼ 0:985 in order to achieve a BER of 10 À3 , which is independent of the RSC code's constraint length. This is true because Fig. 18 relates the mutual information at the output of the RSC decoder to the achievable BER. Fig. 19 , however, relates the mutual information at the input of the RSC decoder to the achievable BER. The effect of the code's constraint length becomes evident in Fig. 19 , since RSC codes having higher constraint lengths require lower I o;a ðcÞ values in order to achieve a similar BER. values required for achieving BER of 10 À4 at the input of the RSC decoders of Table 12 .
According to the previous discussion it becomes clear that the closer to the (1.0,1.0) point the intersection between the EXIT curves of the inner and outer codes is, the lower the BER is. Therefore, in order to allow the inner EXIT curve to reach the (1.0,1.0) point, the inner code's encoder should have a recursive i.e., IIR structure, because it was shown by Benedetto et al. [204] that a recursive inner code is needed in order to maximize the interleaver gain and to avoid the formation of a BER floor when employing iterative decoding. In [186] , unity-rate inner codes were employed for designing low-complexity iterativedetection-aided schemes suitable for bandwidth and power-limited systems having stringent BER requirements. Hence, in the following we show the effect of employing a recursive unity-rate inner code on the EXIT chart and consequently on the achievable performance of the system. Thus, an iteratively detected RSC-coded and unity-rate precoded DSTS scheme is considered, where iterative detection is carried out between the outer RSC decoder and the inner URC decoder. 22 compares the attainable performance of the iteratively detected DSTS scheme employing URC precoding for different number of iterations, which are also contrasted to that of the system dispensing with URC for I ¼ 7 iterations between the outer RSC code and the inner QPSK demapper. In Fig. 22 , an interleaver depth of D int ¼ 1 000 000 bits was employed and a normalized Doppler frequency of f D ¼ 0:01 was used. Observe in Fig. 22 that the BER performance of the URC-coded system is better than that of the nonprecoded system. This result matches with the EXIT-chart-based performance predictions of Figs. 17 and 20. In other words, the URC precoded system attains a lower BER, since the point of intersection between the EXIT curves of the outer RSC code and the inner URC code is at the (1.0,1.0) point, while the intersection between the EXIT curves of the RSC code and the QPSK demapper is different from the (1.0,1.0) point, which results in the error floor for the nonprecoded system characterized in Fig. 22 . Observe furthermore in Fig. 22 that the BER performance of the URC-coded system improves as the number of iterations increases from 1 to 7. Table 13 shows how the BER curves seen in Fig. 22 are related to the decoding trajectory of Fig. 21 . The trajectory of Fig. 21 is plotted for the system at E b =N 0 ¼ 6.5 dB and hence the results seen in Table 13 are shown for the same E b =N 0 . For example, for the first iteration, which corresponds to the first step in the decoding trajectory of Fig. 21 , the outer decoder's a priori MI is 0.4099 in the absence of any inner decoder's a priori information, i.e., at I i;a ðbÞ ¼ 0, and the corresponding extrinsic MI measured along the x-axis becomes 0.1464, which results in a BER of 6:749466 Â 10 À2 in Fig. 22 . However, if we consider the sixth iteration, where the outer decoder's a priori MI is 0.9157, the resultant extrinsic MI of 0.9966 measured along the x-axis and hence in a vastly improved BER of 1:125006 Â 10 À7 in Fig. 22 . This result also matches with what is presented in Fig. 18 .
Additionally, the EXIT chart can be used to compute the maximum achievable rate of the system. More explicitly, it was argued by Tüchler [254] and Ashikhmin et al. [255] that the maximum achievable bandwidth efficiency of the system is equal to the area under the EXIT curve of the inner code, provided that the bit stream b of Fig. 16 has independently and uniformly distributed bits as well as assuming that the channel is an erasure channel, the inner code is of unity rate, and the MAP algorithms is used for decoding. Assuming that the area under the EXIT curve of the inner decoder is represented by A i , then the maximum achievable rate for the outer code is given by 
where D is the number of bits per symbol, R MIMO is the achievable transmission rate of the MIMO scheme employed, for example, R DSTS ¼ 1 for the N t ¼ 2 transmit antenna case, and R DSTS ¼ 1=2 for the N t ¼ 4 transmit antenna scenario. Additionally, E b =N 0 and E b =N 0 are related as follows:
where R o is the original outer code's rate used for generating the EXIT curve of the inner decoder corresponding to the different A i values. A simple procedure may be used to calculate the maximum achievable bandwidth efficiency of (1) for E b =N 0 2 ½ min ; max , assuming that R arbitrary is an arbitrary rate and is a small constant. Below we formulate the knowledge available at the time of writing 
Algorithm 1: Maximum Achievable Bandwidth Efficiency using EXIT Charts
Step 1: Let R o ¼ R arbitrary .
Step 2: Let E b =N 0 ¼ min dB.
Step 3: Calculate N 0 .
Step 4: Let I i;a ðbÞ ¼ 0.
Step 5: Activate the demapper.
Step 6: Save I i;e ðbÞ ¼ T i ðI i;a ðbÞ; E b =N 0 Þ.
Step 7: Let I i;a ðbÞ ¼ I i;a ðbÞ þ . If I i;a ðbÞ 1:0, go to Step 5.
Step 9: Calculate E b =N 0 using (2).
Step 10: Save max ðE b =N 0 Þ of (1).
Step 11:
Step 3.
Step 12: Output max ðE b =N 0 Þ from Step 10.
The MIMO channel's capacity curves for the DSTS scheme considered are shown in Fig. 23 for four transmit antennas. The figure portrays both the DCMC bandwidth efficiency curve [82] as well as the maximum achievable rate of the system derived from the EXIT curves according to Algorithm 1. Observe in Fig. 23 that the maximum achievable rate of the system derived from the EXIT curves is quite close to the DCMC bandwidth efficiency. Note that the maximum achievable rate obtained from the EXIT charts and the bandwidth efficiency limit were only shown to be equal for the family of binary erasure channels [255] . Nonetheless, similar experimentally verified trends have been observed for both AWGN and ISI contaminated channels [22] , [254] , when ML decoders are used for all decoder blocks [255] . However, the DSTS decoder used in our design example employs a simple decoding algorithm that utilizes only two or four consecutively received symbols, despite the fact that all the symbols are interdependent. Therefore, the decoder employed is suboptimum hence its rate may not be expected to approach the DCMC capacity. By contrast, if a trellis-based DSTS decoderV such as the MAP algorithm [17] Vis employed, then the maximum achievable rate obtained from the EXIT chart may be able to more accurately match the capacity limit computed. Nevertheless, the complexity of the MAP algorithm may be deemed excessive in return for the modest gain of 0.2 dB observed in Fig. 23 .
VI. CONCLUSIONS AND POTENTIAL FUTURE RESEARCH
A. Conclusions
We demonstrated a number of significant benefits of both colocated as well as of distributed MIMOs employing iterative detection. The main driving force behind the advances in wireless communications is the promise of seamless global mobility and ubiquitous accessibility, while meeting a range of contradicting design challenges such as those shown in the stylized illustration of Fig. 1 . In simple terms, the ultimate goal is to devise high-speed, highquality yet power-efficient wireless communication systems exhibiting both a high bit rate and a low error rate. Unfortunately, the hostile wireless channel characteristics make it a challenging task to simultaneously accomplish all these objectives. Another challenging factor is the fact that the available radio spectrum is limited and the associated bandwidth as well as power demands cannot be readily met without a significant increase in the achievable bandwidth efficiency expressed in bits/symbols/hertz. Furthermore, the wireless system capacity is often interference limited rather than noise limited, and hence cannot be readily increased by simply increasing the transmitted power because increasing the transmit power increases the interference and hence fails to improve the SINR. Against the abovementioned requirements and challenges, there is an urging demand for flexible, bandwidth-efficient as well as powerefficient transceivers. In this section, we offer a few general design guidelines for next generation wireless transceivers based on the solutions discussed throughout this paper.
The adverse effects of channel fading may be significantly reduced by providing the receiver with several independently fading transmitted signal replicas in the time, frequency, or spatial domain, assuming that at least some of these replicas are not severely attenuated. Spatial diversity, for example, can be attained without any bandwidth penalty by employing multiple antennas at the transmitter and/or the receiver. MIMO systems may be used to attain a better BER performance or a higher throughput than SISO systems, depending on whether the MIMO scheme is designed for attaining spatial diversity or spatial multiplexing gains. Nevertheless, striking the most appropriate diversity-versus-multiplexing tradeoff constitutes a feasible design option in the context of MIMO systems. The multiple antennas of a MIMO system may be employed for the sake of improving the SNR or the SINR of a multiuser scenario at the receiver. Multifunctional MIMO techniques may be used to design MIMO systems that combine the benefits of diversity, multiplexing, and beamforming gains. Carrying out accurate channel estimation increases both the cost and complexity of the transceiver, especially in the context of MIMO systems, since the CSI of all links between each transmit and each receive antenna pair has to be estimated at the receiver. Furthermore, when the CSI fluctuates dramatically, it has to be sampled at an increased rate and hence an increased number of training symbols has to be transmitted, potentially resulting in an undesirably high transmission overhead and wastage of transmission power. However, mitigating the complexity of MIMO channel estimation may be achieved by invoking differential MIMO detection techniques that eliminate the complexity of channel estimation and may potentially outperform coherent detection when the associated channel estimation error is not negligible. 9 MIMO systems that employ the turbo principle in the context of concatenated schemes may achieve near-capacity performance, when using a recursive inner code having an IIR. The recursive inner code hence spreads the extrinsic information as efficiently as possible and maximizes the achievable interleaver gain and avoids having a BER floor when employing iterative decoding. Furthermore, the joint design of channel coding and modulation plays a crucial role in achieving a near-capacity MIMO performance. This may be conveniently accomplished by using EXIT charts as our tool, which provide useful insights into, for example, choosing appropriate bits-to-symbol mapping schemes that complement the EXIT characteristics of specific channel codes. The employment of EXIT charts is also essential when designing irregular codes that facilitate near-capacity performance and an infinitesimally low BER.
The benefits of the above-mentioned colocated MIMO systems are subject to the assumption of having an independent propagation path between each transmit and receive antennas pair. This is not, however, always guaranteed because of the potential spatial correlation imposed by shadow fading and/or insufficient antenna separation resulting from size limitations, especially in handheld mobile units. The existence of spatial fading correlation at the transmitter or receiver of a MIMO system results in a degradation of both the achievable capacity and the BER performance of MIMO systems. The problem of receiving correlated signals may be circumvented by adopting the recently introduced class of distributed MIMOs, applied in the context of cooperative communications.
B. Future Research
It is worth pointing out that the solutions presented in the paper may be further developed in several different ways, as detailed below.
The MIMO channel estimation complexity increases with the product of the number of transmit and receive antennas and the channel estimation errors substantially degrade the attainable performance of MIMO systems, when coherent detection is employed. A solution for eliminating the complexity of MIMO channel estimation is to employ noncoherent detection dispensing with channel estimation, provided that the channel is nondispersive. For dispersive channels, noncoherently detected OFDM systems may be recommended. At the time of writing, noncoherent wireless communications has not found its way into wireless standards due to the performance degradation of noncoherent systems, when any frequency/time offset is encountered. This motivates further research in the area of noncoherent wireless communications in order to design efficient systems dispensing with channel estimation. This potentially allows us to eliminate the complexity of channel estimation at the receiver as well as eliminating the wastage of bandwidth due to the transmission of pilot symbols in coherent systems. While most of the MIMO gain is based on the assumption that the MIMO channels are i.i.d., in many applications there may not be sufficient space available to accommodate multiple antennas, which are sufficiently far apart in order to experience independent fading. This problem becomes specifically accurate for shirt-pocket-sized communicators. MIMO systems using dual-polarized antennas may solve the problem of size, since a single antenna having two different polarizations can be used for attaining MIMO gains. The idea of dualpolarization-aided MIMO techniques is not well 9 It is also worth noting that despite substantial recent advances in noncoherent wireless systems, they are not sufficiently mature at the time of writing to replace the coherent systems requiring explicit CSI estimation. Hence, further research has to be invested in the area of noncoherent systems that are capable of performing well in rapidly fluctuating frequencyselective channels, while dispensing with channel estimation. studied in the literature and while it has the potential to provide a real solution for future wireless communication standards using MIMO techniques, further research has to be carried out in order to study the dual-polarization MIMO channel and hence to design efficient dual-polarizationaided MIMO techniques. Cooperative communications was also briefly highlighted in this paper as a promising technology for future wireless systems. Both transmitter cooperation and receiver cooperation have a substantial promise with different pros and cons. When the cooperating transmitters are close to each other, the DF strategy is beneficial since it avoids error propagation, while for larger distances AF relaying is less prone to error propagation. It is also readily feasible to construct a hybrid DF/AF/CF cooperative regime, activating the most appropriate mode depending on the position of the relays. Future research is needed on combining the turbo principle with receiver cooperation invoking multiple-round iterative cooperation. Cooperative system research invariably assumes at the time of writing that perfect synchronization was established, which is a strong idealized assumption. New research has to focus on the design of asynchronous systems as well as on radical new synchronization techniques, which do not have to rely on the central BS controller. An attractive potential solution is to mimic the bio-inspired behavior of fire flies in the design of radically new synchronization techniques for cooperative systems. Further research efforts should also be dedicated to the design of noncoherent cooperative systems, which are capable of closing the performance gap with respect to their coherently detected counterparts. A range of solutions may be found in [14] , where the joint detection of multiple consecutive symbols is employed for closing this performance gap. Naturally, the detection complexity is exponentially increased with the detection window length. Hence, the complexity was substantially reduced with the aid of sphere decoding, as detailed in [14] . In the presence of dispersive channels, multiple-symbol differential detection techniques suffer substantial performance degradation and hence blind joint channel and data estimators have to be conceived. As mentioned above, the two-phase cooperative regime results in halving the effective throughput, since we need a broadcast and a cooperative phase/ slot for avoiding simultaneous transmission and reception by the cooperating mobiles. This 100% throughput loss may however be avoided by designing powerful echo cancelers. A range of near-capacity variable-length codes were proposed in [256] , which conveniently lend themselves to employment in high-performance CF cooperative schemes.
Given that near-capacity operation has become feasible, in the spirit of Fig. 1 , the research community is turning to more balanced system design principles, where bandwidth efficiency may have to be sacrificed in the interest of creating reduced-complexity, reduceddelay, power-efficient Bgreen[ transceivers. We expect a linear throughput increase upon increasing the transmit power, as facilitated by MIMOs, multicode CDMA and UWB systems combined with ad hoc networking and user-cooperation-aided hybrid networking. A challenging future for wireless researchers. . . h
