Abstract. In this paper, we introduce some new hybrid algorithms for finding a solution of a system of equilibrium problems. In these algorithms, by constructing specially cutting-halfspaces, we avoid using the extra-steps as in the extragradient method and the Armijo linesearch method which are inherently costly when the feasible set has a complex structure. The strong convergence of the algorithms is established.
Introduction
The paper focuses on the problem of finding a common solution of a system of equilibrium problems (CSEP), i.e., find x * ∈ C such that f i (x * , y) ≥ 0, ∀y ∈ C, i = 1, . . . , N,
where f i : C ×C → ℜ are bifunctions. The CSEP is very general in the sense that it includes, as special cases, many mathematical models as: convex feasibility problems, common fixed point problems, common solutions to variational inequality problems (CSVIP), common minimizer problems, common saddle point problems, variational inequalities over the intersection of closed convex subsets, common solutions of operator equations, see [3, 4, 5, 6, 7, 8, 9, 12, 13] and the references therein. In this paper, we introduce two hybrid algorithms for solving CSEPs, namely: Algorithm 1. y i n+1 = argmin y∈C {λf i (y i n , y) + 1 2 ||x n − y|| 2 }, x n+1 = P Cn∩Qn (x 0 ), where C n ∩ Q n is the intersection of N + 1 specially constructed halfspaces (see, Algorithm 1 in Section 3 below) and its modification ||x n − y|| 2 }, y n+1 = arg max ||y i n+1 − x n || : 1 ≤ i ≤ N , x n+1 = P Cn∩Qn (x 0 ), where C n , Q n are two specially constructed half-spaces (see Algorithm 2 in Section 3 below).
When CSEP consists of a single equilibrium problem (EP) for a bifunction f : C × C → ℜ, i.e., find x * ∈ C such that f (x * , y) ≥ 0, ∀y ∈ C, (2) then Algorithms 1 and 2 become the following hybrid algorithm.
Algorithm 3.
y n+1 = argmin y∈C {λf (y n , y) + 1 2 ||x n − y|| 2 }, x n+1 = P Cn∩Qn (x 0 ), where C n ∩ Q n is the intersection of two half-spaces. One of the most popular methods for monotone EPs is the proximal point method (PPM) [14, 18, 23, 26, 27] in which solution approximations to EPs are based on the resolvent J f r [7] of equilibrium bifunction f as J f r (x) = z ∈ H : f (z, y) + 1 r y − z, z − x ≥ 0, ∀y ∈ C , where r > 0 and x ∈ H. For instance, in 2010, C. Jaiboon and P. Kumam [29] proposed the following hybrid algorithm for an EP        u n s.t f (u n , y) + 1 r y − u n , u n − x n ≥ 0, ∀y ∈ C, C n = z ∈ C : ||u n − z|| 2 ≤ ||x n − z|| 2 , Q n = {z ∈ C : x 0 − x n , z − x n ≤ 0} , x n+1 = P Cn∩Qn (x 0 ).
(3)
They proved that the sequence {x n } generated by (3) converges strongly to the projection of x 0 onto the solution set EP (f, C) of EP. Note that when f is monotone then J f r is single-valued, strongly monotone and firmly nonexpansive (so nonexpansive). In 2008, the extragradient method [15] for variational inequalities was extended to EPs in Euclidean spaces by the authors in [21] . The extended extragradient method consists of solving two programs
After that it was further extended to Hilbert spaces [1, 2, 10, 13, 20, 25] . In Hilbert spaces, the iterative process (4), in general, is weakly convergent. In 2013, the authors in [20] proposed the following hybrid algorithm for pseudomonotone EPs (see Algorithm 2 and Theorem 4.2 in [20] with T n being the identity operator I for all n).
And they proved the sequence {x n } generated by (5) converges strongly to P EP (f,C) (x 0 ). We see that in the extended extragradient methods [1, 2, 10, 13, 21, 20, 25] , two convex optimization programs must be solved at each iterative step. This seems to be costly if the feasible set C has a complex structure and can affect seriously the efficiency of the used method. To avoid solving the second optimization program in the extended extragradient method and to reduce conditions posed on the equilibrium bifunction f , in 2014, the authors in [10] replaced it by the Armijo linesearch technique and a projection on C, and introduced the following strongly convergence hybrid algorithm
where g n ∈ ∂f 2 (z n , z n ), z n = (1 − η mn )x n + η mn y n and σ n = −η mn f (z n , y n )/(1 − η mn )||g n || 2 . However, in the iterative algorithm (6) we still have to perform the linesearch process for finding the smallest integer number m n and a projection onto C for finding u n .
It is clear that Algorithm 3 does not use the PPM and the resolvent of the equilibrium bifunction f . Contrary to the extended extragradient method and Armijo linesearch method, in Algorithm 3, only a convex optimization program is solved at each iterative step without the extra-steps. Moreover, the sets C n and Q n in Algorithm 3 (also, in Algorithm 2) are two halfspaces. Thus, the next iterate x n+1 = P Cn∩Qn (x 0 ) can be expressed by an explicit formula, for instance, in [7, 24] while the sets C n and Q n in the iterative processes (3), (5) and (6) deal with the feasible set C, and so x n+1 , in general, is not easy to find.
Some iterative algorithms for solving CSEPs can be found in [4, 7, 12, 13] and the references therein. In this paper, motivated by the results in [8, 17] for variational inequalities, we propose Algorithms 1 and 2 for finding a common solution of equilibrium problems. We are emphasized that Algorithm 1 seems to be difficult to develop numerical methods because in order to find the next iterate x n+1 we must solve a distance optimization program on the intersection of N + 1 halfspaces. It is not easy to implement when the number of subproblems N is large. However, whether it can help in the design and analysis of more practical algorithms remains to be seen. To overcome this complexity, we use a technical extension in [5, 12] and introduce Algorithm 2 as a modification of Algorithm 1. In this algorithm, as mentioned above, the next approximation x n+1 is defined as the projection on the intersection of two halfspaces and it is easily found by an explicit formula in [7, 24] .
Preliminaries
In this section, we recall some definitions and preliminary results used in the paper. We begin with several concepts of the monotonicity of a bifunction and a operator (see, for instance [6, 16] ). Definition 1. A bifunction f : C × C → ℜ is said to be i. strongly monotone on C if there exists a constant γ > 0 such that
iv. Lipschitz-type continuous on C if there exist two positive constants c 1 , c 2 such that
From the definitions above, it is clear that i. =⇒ ii. =⇒ iii.
Definition 2. An operator
For solving CSEP (1) and EP (2), we assume that the bifunction f : C × C → ℜ satisfies the following conditions: (A1). f is pseudomonotone on C and f (x, x) = 0 for all x ∈ C; (A2). f is Lipschitz-type continuous on C; (A3). f is weakly continuous on C; (A4). f (x, .) is convex and subdifferentiable on C for each x ∈ C. It is easy to show that under the assumptions (A1) − A(4) then the solution set EP (f, C) of EP (2) is closed and convex (see, for instance [21] ). Thus, the solution set (1) is also closed and convex. In this paper we assume that the solution set F is nonempty.
The metric projection P C : H → C is defined by
Since C is nonempty, closed and convex, P C (x) exists and is unique. It is also known that P C has the following characteristic properties, see [11] for more details.
Lemma 1. Let P C : H → C be the metric projection from H onto C. Then i. P C is firmly nonexpansive, i.e.,
ii. For all x ∈ C, y ∈ H,
iii. z = P C x if and only if
The following lemma is an infinite version of Theorem 27.4 in [22] and it is similarly proved.
Lemma 2. Let C be a convex subset of a real Hilbert space H and g : C → ℜ be a convex and subdifferentiable function on C. Then, x * is a solution to the following convex optimization problem
, where ∂g(.) denotes the subdifferential of g and N C (x * ) is the normal cone of C at x * .
We have the following technical lemma.
Lemma 3.
[17] Let {M n }, {N n }, {P n } be nonnegative real sequences, α, β ∈ ℜ and for all n ≥ 0 the following inequality holds
Convergence analysis
In this section, we rewrite our algorithms for more details and analyze their convergence.
The parameters λ, k satisfy the following conditions
.
Step 1. Solve strongly convex optimization programs
Step 2.
Set n := n + 1 and go back Step 1.
We have the following central lemma.
Lemma 4. Let {x n } , y i n be the sequences generated by Algorithm 1. Then, there hold the following relations for all i and n i.
Proof. i. Lemma 2 and
Therefore, from ∂ ||x n − .|| 2 = 2(. − x n ), one obtains
n , y), ∀y ∈ C. This together with the relation (9) implies that
ii. From Lemma 4.i., we have
Substituting y = y i n+1 ∈ C onto (11), we obtain y
Substituting y = x * onto (10) we also obtain
Since x * ∈ EP (f i , C) and y i n ∈ C, f i (x * , y i n ) ≥ 0. Hence, f i (y i n , x * ) ≤ 0 because of the pseudomonotonicity of f i . This together with (13) implies that
Using the Lipschitz-type continuity of f i with x = y i n−1 , y = y i n and z = y i n+1 , we get f i (y 
Combining (14) and (15), we see that
From this and the relation (12),
Multiplying both the sides of the last inequality by 2, we obtain
We have the following fact
We also have
in which the first inequality is followed from the Cauchy-Schwarz inequality, the second inequality is followed from the triangle inequality and the last inequality is true by the Cauchy inequality 2ab ≤ a 2 + b 2 . From the relations (17) and (18),
Thus,
which together with (16) leads to
Hence,
in which the last equality is followed from the definition of ǫ i n in Step 2 of Algorithm 1. Lemma 4 is proved.
Lemma 5. Let {x n } , y i n be the sequences generated by Algorithm 1. Then, there hold the following relations i.
Proof. i. Since the sets C i n are the halfspaces, C n = ∩ N i=1 C i n and Q n are closed and convex. Lemma 4.ii. and the definition of C n ensure that F ⊂ C n for all n ≥ 0. It is clear that F ⊂ H = C 0 ∩ Q 0 . Assume that F ⊂ C n ∩ Q n for some n ≥ 0. From x n+1 = P Cn∩Qn (x 0 ) and Lemma 1.iii., we see that
. By the induction, F ⊂ C n ∩ Q n for all n ≥ 0. Since F is nonempty, C n ∩ Q n is too. Hence, P F (x 0 ) and P Cn∩Qn (x 0 ) are well-defined. ii. From the definition of Q n and Lemma 1.iii., we see that x n = P Qn (x 0 ). Thus, by Lemma 1.ii we have
Substituting z = x † := P F (x 0 ) ∈ Q n onto (19), one has
Hence, {||x n − x 0 ||} is a bounded sequence, and so is {x n }. Substituting z = x n+1 ∈ Q n onto (19), one also has
This implies that {||x n − x 0 ||} is non-decreasing. Hence, there exists the limit of {||x n − x 0 ||}. By (21),
Passing the limit in the last inequality as K → ∞, we obtain
Thus, lim
Since
By the hypothesises of λ, k and (22), we see that α > β ≥ 0 and ∞ n=1 N n < +∞. Lemma 3 and (25) imply that M n → 0, or lim
This together with the relation (23) and the inequality ||y i n+1 − y i n || ≤ ||y i n+1 − x n+1 || + ||x n+1 − x n || + ||x n − y i n || implies that lim n→∞ ||y i n+1 − y i n || = 0. In addition, the sequence {y n } is also bounded because of the boundedness of {x n }. Lemma 5 is proved.
We have the following main result. Theorem 1. Let C be a nonempty closed convex subset of a real Hilbert space H. Assume that the bifunctions C) is nonempty. Then, the sequences {x n }, y i n generated by Algorithm 1 converge strongly to P F (x 0 ).
Proof. Assume that p is any weak cluster point of {x n }. Without loss of generality, we can write x n ⇀ p as n → ∞. Since ||x n − y i n || → 0, y i n ⇀ p. Next, we show that p ∈ F . Indeed, from Lemma 4.i., we get y
Passing the limit in (26) as n → ∞ and using the hypothesis (A3), Lemma 5.ii., the bounedness of y i n and λ > 0 we obtain f i (p, y) ≥ 0 for all y ∈ C. Thus, p ∈ EP (f i , C) for all i = 1, . . . , N or p ∈ F . Finally, we show that {x n } → x † := P F (x 0 ) as n → ∞. Indeed, from the inequality (20), we get
By the weak lower semicontinuity of the norm ||.|| and x n ⇀ p, we have
By the definition of x † , p = x † and lim n→∞ ||x n − x 0 || = ||x † − x 0 ||. Thus, lim n→∞ ||x n || = ||x † ||. By the Kadec-Klee property of the Hilbert space H, we have x n → x † = P F (x 0 ) as n → ∞. From Lemma 5.ii., we also see that y i n converges strongly to P F (x 0 ). This completes the proof of Theorem.
is nonempty. Let {x n } be the sequence generated by the following manner:
1−λL . Then, the sequence {x n } converges strongly to P F (x 0 ).
Proof. Set f i (x, y) = A i (x), y − x for all i = 1, . . . , N and x, y ∈ C. According to Algorithm 1 we have
. Thus, Corollary 3 is directly followed from Theorem 1.
Remark 1. Corollary 1 can be considered as an improvement of Algorithm 3.1 in [8] via the aspect as only a projection onto the feasible set C is found at each iterative step while Algorithm 3.1 in [8] uses the extragradient method (double projection method) onto C.
In Algorithm 1 and Corollary 1, in order to find x n+1 we must solve a distance optimization program onto the intersection of N + 1 halfspaces min ||z − x 0 || 2 , such that z ∈ C 1 n ∩ . . . ∩ C N n ∩ Q n . This can be costly if the number of subproblems N is large. To overcome this complexity, we use a technique extension (see, [4, 5, 12] ) and propose the following hybrid algorithm for CSEPs. Algorithm 2. Initialization. Chose x 0 = x 1 ∈ H,ȳ 0 =ȳ 1 ∈ C and set C 0 = Q 0 = H. The parameters λ, k satisfy the following conditions
Step 1.
Step 2. Findȳ n+1 = arg max ||y i n+1 − x n || : 1 ≤ i ≤ N .
Step 3. Compute x n+1 = P Cn∩Qn (x 0 ), where
Remark 2. Additional computationȳ n+1 in Step 2 of Algorithm 2 is negligible. The set C n ∩ Q n is the intersection of two halfspaces and an explicit formula for x n+1 = P Cn∩Qn (x 0 ) in Algorithm 2 can be found, for instance, in [7, 24] . Proof. By repeating the proof of Lemma 4, we obtain
for all x * ∈ F, i = 1, . . . , N . The inequality (27) implies that
Thus, by the same arguments as in the proof of Lemma 5 we get F ⊂ C n ∩ Q n for all n ≥ 0 and
From (28) and the triangle inequality ||ȳ n+1 − x n || ≤ ||ȳ n+1 − x n+1 || + ||x n+1 − x n ||, one has lim n→∞ ||ȳ n+1 − x n || = 0.
From the definition ofȳ n+1 , we obtain lim n→∞ ||y i n+1 − x n || = 0, ∀i = 1, . . . , N. The rest of the proof of Theorem 2 is similar to one of Theorem 1.
By the same arguments as in the proof of Corollary 1 and using Theorem 2, we obtain the following result.
Then, the sequence {x n } converges strongly to P F (x 0 ).
In the special case, CSEP consists of an EP for a bifunction f : C × C → ℜ then Algorithms 1 and 2 are reduced to the following hybrid algorithm.
Algorithm 3 (The hybrid algorithm without the extra-steps).
) and k > 1 1−λ(c 1 +c 2 ) . Remark 3. Contrary to the extragradient method and the Armijo linesearch method [1, 2, 10, 13, 21, 25, 20] for EPs, in Algorithm 3 we only need to solve an optimization program at each iterative step without the extra-steps which are inherently costly if the feasible set C has a complex structure. Moreover, the sets C n , Q n in Algorithm 3 are two halfspaces and do not relate to the feasible set C. Theorem 3. Let f : C × C → ℜ be a bifunction satisfying all conditions (A1) − (A4) such that the solution set EP (f, C) is nonempty. Then, the sequence {x n } generated by Algorithm 3 converges strongly to P EP (f,C) (x 0 ).
Proof. Theorem 3 is directly followed from Theorems 1 and 2.
Corollary 3. [17, Algorithm 1] Let A : C → H be a monotone and L -Lipschitz continuous operator such that V I(A, C) is nonempty. Let {x n } be the sequence generated by the following manner: x 0 = x 1 ∈ H, y 0 = y 1 ∈ C and        y n+1 = P C (x n − λA(y n )), C n = z ∈ H : ||y n+1 − z|| 2 ≤ ||x n − z|| 2 + ǫ n , Q n = {z ∈ H : x 0 − x n , z − x n ≤ 0} , x n+1 = P Cn∩Qn (x 0 ), where ǫ n = k||x n − x n−1 || 2 + λL||y n − y n−1 || 2 − (1 − 1 k − λL)||y n+1 − y n || 2 , λ ∈ (0, 1 L ) and k > 1 1−λL . Then, the sequence {x n } converges strongly to P V I(A,C) (x 0 ).
Proof. Using Theorem 3 for the bifunction f (x, y) = A(x), y − x for all x, y ∈ C.
Remark 4. Algorithms 1 and 2 are the parallel algorithms in the sense that the intermediate approximations y i n , i = 1, . . . , N can be simultaneously found at each iterative step and on each subproblem. In fact, we can design the following sequential algorithm for CSEP.
x 0 = x 1 ∈ H, y 0 = y 1 ∈ C, y n+1 = arg min y∈C λf [n] (y n , y) + 1 2 ||x n − y|| 2 , C n = z ∈ H : ||y n+1 − z|| 2 ≤ ||x n − z|| 2 + ǫ n , Q n = {z ∈ H : x 0 − x n , z − x n ≤ 0} , x n+1 = P Cn∩Qn (x 0 ), (29) where ǫ n = k||x n −x n−1 || 2 +2λc 1 ||y n −y n−1 || 2 −(1− and [n] = n(mod N ) + 1 is the mod function taking values in {1, 2, . . . , N }. It is also easy to show that the sequence {x n } generated by (29) converges strongly to P F (x 0 ).
