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Introdution
La notion de réériture est omniprésente en informatique et en logique mathématique. En
eet, le onept de réériture apparaît dès les fondements théoriques jusqu'aux réalisations logi-
ielles. La réériture est utilisée pour dénir la sémantique opérationnelle de langages de program-
mation [Kah87℄ aussi bien que pour dérire la transformation de programmes [vdBvDK
+
96℄. La
réériture est utilisée pour aluler [Der85℄, impliitement ou expliitement omme dans Math-
ematia [Wol99℄ ou OBJ [GKK
+
87℄, mais également lorsqu'on dérit par des règles d'inférene
une logique [GLT89℄, un prouveur de théorèmes [JK86℄ ou un solveur de ontraintes [JK91℄. La
réériture est naturellement très importante dans les systèmes où la notion de règle est un objet
expliite du premier ordre, omme les systèmes experts, les langages de programmation basés
sur la logique équationnelle [O'D77℄, les spéiations algébriques (e.g. OBJ [GKK
+
87℄) et les
systèmes de transition (e.g. Murphi [DDHY92℄).
La réériture
Un exemple d'utilisation de la réériture très simple mais très souvent renontré dans la
pratique est le méanisme Reherher/Remplaer. Tout éditeur de texte dispose d'un tel mé-
anisme permettant le remplaement (i.e. la réériture) d'une haîne de aratères par une autre
haîne de aratères.
Nous pouvons illustrer l'utilisation de e méanisme de remplaement sur un exemple on-
sistant à transformer automatiquement des programmes érits en un langage initial ayant une
onstrution onditionnelle si <test> alors <instrutions> n en des programmes érits
en un langage ible ave une onstrution onditionnelle de la forme if (<test>) then {<in-
strutions>}. Cette transformation peut être réalisée failement en remplaçant les mots-lés du
langage initial par les mots-lés du langage ible et ei est représenté par le système ontenant
les trois règles de réériture :
si → if (
alors → ) then {
fin → }
La transformation d'un programme en utilisant une telle approhe implique trois appliations
du méanisme Reherher/Remplaer orrespondant à l'appliation des trois règles de réérit-
ure. Mais on dispose habituellement d'un méanisme de remplaement des expressions régulières
permettant non seulement le remplaement des haînes de aratères dénies expliitement en
préisant tous leurs aratères mais aussi la transformation des haînes de aratères respetant
un ertain motif.
Dans notre exemple de transformation de syntaxe nous voulons remplaer diretement une
onstrution onditionnelle du langage initial par une onstrution similaire du langage ible en
1
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transformant les mots-lés et la forme mais sans modier les onditions de test et les instrutions.
Les expressions régulières sons dérites en utilisant des aratères spéiaux et par exemple, nous
pouvons transformer le motif si \(. ∗ \) alors \(. ∗ \) fin en if (\1) then {\2} 1.
On préise ainsi que les haînes de aratères orrespondant au test et aux instrutions dans le
premier motif peuvent ontenir n'importe quel aratère et que es haînes sont utilisées dans le
deuxième motif aux positions orrespondantes. Le même omportement est dérit d'une manière
plus onise et plus laire par la règle de réériture
si C alors I fin → if (C) then {I}
L'appliation de ette règle à un programme onsiste à herher une instrution du programme
qui est obtenue en instaniant les variables C et I du membre gauhe si C alors I fin par des
expressions appropriées et à remplaer ette instrution par le membre droit if (C) then {I} où
les variables C et I sont instaniées par les expressions obtenues préédemment. Par exemple,
l'appliation de la règle de réériture i-dessus à l'instrution si a > b alors a = a− 1 fin mène
à l'instaniation des variables C et I par a > b et respetivement a = a− 1 et ainsi l'instrution
initiale est réérite en if (a > b) then {a = a− 1}.
Le méanisme déterminant les instaniations appropriées pour les variables est appelé ltrage.
Dans le as des expressions régulières seulement les motifs linéaires (i.e. les termes ontenant
une seule fois haune de leurs variables) peuvent être utilisés dans le ltrage menant ainsi à
un pouvoir d'expression limité. Dans la réériture on n'impose pas une telle restrition et on
onsidère des termes quelonques dans le membre gauhe des règles de réériture.
L'appliation d'une règle de réériture à un terme los du premier ordre suppose le ltrage
entre le membre gauhe de la règle et le terme à réérire et ensuite le remplaement des variables
du membre droit de la règle par les termes obtenus par le ltrage. Mais le ltrage peut éhouer
et dans e as la règle de réériture ne s'applique pas. D'un autre té, un système de règles de
réériture (i.e. un système de réériture) peut ontenir plusieurs règles de réériture qui peuvent
être appliquées à un même terme. Les propriétés des systèmes de réériture ainsi obtenus, omme
la terminaison et la onuene, ne sont pas toujours vériées et par onséquent le omportement
de es systèmes ne peut pas être garanti.
Considérons par exemple une struture de liste onstruite en utilisant l'opérateur ⊗ ayant
des éléments de la forme elem(n) ave n un entier. La transformation des listes de telle manière
que tout élément elem(0) préédant un autre élément est éliminé peut être réalisée en utilisant
la règle de réériture suivante :
elem(0) ⊗ x → x
L'extration du premier élément d'une telle liste est dérite par l'opérateur extract ave un
omportement déni par la règle de réériture :
extract(elem(x) ⊗ L) → elem(x)
Dans le système de réériture ontenant les deux règles de réériture présentées i-dessus le terme
extract(elem(0) ⊗ elem(1) ⊗ elem(2)) est évaluée soit en extract(elem(1) ⊗ elem(2)) et puis
en elem(1), soit diretement en elem(0) et don, le résultat (la forme normale) n'est pas unique.
Pour parourir l'espae des résultats, une idée onsiste à enrihir les systèmes de règles par
des onstrutions permettant de ontrler l'appliation des règles de réériture. Cei est réalisé
généralement en ajoutant du ontrle sous forme de onditions, aetations loales, et., aux
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motifs utilisés dans l'outil Replae(Regexp) d'Emas orrespondant à l'exéution de la ommande UNIX
sed s/si \(. ∗ \) alors \(. ∗ \) fin/if (\1) then {\2}/
3règles de réériture ainsi qu'en introduisant une notion de stratégie qui est utilisée pour dérire
le proessus de normalisation. On obtient ainsi la notion de système de alul [KKV95a℄ intégrant
les règles de réériture et leur ontrle exprimé sous forme de stratégies.
Le système de alul pour les listes onsiste en l'ensemble des règles de réériture présen-
tées préédemment et la stratégie préisant que la règle de réériture dérivant l'élimination
de elem(0) est appliquée avant elle pour l'extration. Dans e système de alul le terme
extract(elem(0) ⊗ elem(1) ⊗ elem(2)) est néessairement évalué en extract(elem(1) ⊗ elem(2))
et puis en elem(1). Une autre possibilité de ontrler les rééritures onsiste à ajouter une on-
dition x 6= 0 à la règle de réériture pour l'extration.
Puisque la sémantique opérationnelle des stratégies peut être exprimée en utilisant la rééri-
ture [Bor98℄, il est naturel d'analyser la possibilité d'exprimer les deux systèmes de règles et de
stratégies au même niveau d'un alul.
On peut onsidérer qu'une règle de réériture est une stratégie élémentaire et que les stratégies
générales sont onstruites en omposant de telles stratégies élémentaires. Mais la réériture est un
alul du premier ordre et son pouvoir d'expression n'est pas susant pour dérire diretement la
omposition de règles de réériture. Les méanismes permettant de telles opérations sont oerts
par le λ-alul, un système de réériture d'ordre supérieur qui a été introduit pour exprimer
simplement la fontionnalité.
Le λ-alul
Le λ-alul introduit par Churh [Chu41℄ est un langage expressif possédant une sémantique
simple et susamment puissante pour exprimer toutes les fontions alulables. Une fontion
est représentée dans le λ-alul en utilisant une abstration par rapport à ses arguments et
l'appliation d'une fontion à un terme est réalisée en substituant le terme à la variable abstraite
orrespondante.
Dans le λ-alul de base l'abstration est réalisée par rapport à une variable et on n'impose
auune restrition de ontexte pour les variables abstraites. L'appliation d'une λ-abstration
λx.t à un terme u onsiste à substituer la variable abstraite x dans le terme t par le terme
u, transformation appelée β-rédution. On doit mentionner que ette substitution n'est pas un
simple remplaement d'une variable par un terme mais doit tenir ompte des éventuels onits
entre les noms des variables. Cette opération de substitution utilise l'α-onversion qui permet
d'éviter la apture des variables. Elle est dénie au méta-niveau du λ-alul.
Le λ-alul ave motifs [PJ87℄ enrihit le λ-alul ave une information de ontexte permettant
des motifs plus élaborés qu'une simple variable dans l'abstration. Dans e as, l'appliation d'une
abstration λm.t où m est un motif (terme du premier ordre) à un terme u néessite l'utilisation
du même méanisme de ltrage que dans la réériture. La substitution résultant du ltrage peut
impliquer plusieurs ou auune variable et non une seule omme dans le λ-alul de base où le
ltrage est trivial.
Dans e alul nous pouvons dénir les abstrations λ(elem(0) ⊗ x) . x et respetive-
ment λ(extract(elem(x) ⊗ L)) . elem(x) orrespondant aux règles de réériture utilisées
préédemment pour les listes. Par rapport à la réériture, les termes du λ-alul ontiennent toute
l'information néessaire pour leur évaluation et le λ-terme dérivant l'extration d'un élément
λ(extract(elem(x) ⊗ L)) . elem(x) (extract(λ(elem(0) ⊗ x) . x (elem(0) ⊗ elem(1) ⊗ elem(2)))
est évalué en λ(extract(elem(x) ⊗ L)) . elem(x) (extract(elem(1) ⊗ elem(2))) et puis en
elem(1).
Comme dans la réériture, le ltrage peut éhouer mais ontrairement à la réériture ei est
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représenté expliitement en introduisant une onstrution FAIL qui est obtenue omme résultat
d'une appliation ave éhe. Par exemple l'appliation λ(elem(0) ⊗ x) . x (elem(1) ⊗ elem(0))
ainsi que l'appliation de la règle de réériture elem(0) ⊗ x → x au terme (elem(1) ⊗ elem(0))
mène à un éhe mais tandis que dans le premier as ei est représenté par un résultat FAIL,
dans le deuxième as il n'y a auun résultat.
Il existe d'autres reherhes reliés à l'enrihissement du λ-alul ave des failités de ltrage
et on peut iter par exemple les travaux de Vinent van Oostrom [vO90℄ et Loï Colson [Col88℄.
Le non-déterminisme
Nous pouvons ajouter une règle de réériture x ⊗ elem(0) → x au système de réériture
pour les listes permettant l'élimination des éléments elem(0) en n de liste et ainsi, le terme
(elem(1) ⊗ elem(0)) est réduit en elem(1) par rapport à e système.
On dit que le hoix de la règle de réériture à appliquer est non-déterministe et si plusieurs
règles peuvent être appliquées à un terme alors plusieurs résultats, éventuellement diérents,
peuvent être obtenus. Un tel omportement a été déjà obtenu dans le as du système de réériture
pour les listes.
Une autre soure de non-déterminisme est l'utilisation d'une théorie de ltrage équationnelle
dans la réériture modulo lassique [PS81℄. En général, le ltrage dans une telle théorie n'est
pas unitaire et des résultats diérents pour le ltrage mènent à des résultats diérents pour
l'appliation d'une règle de réériture.
Reprenons le système de réériture pour les listes mais ette fois-i en dénissant l'opéra-
teur ⊗ omme étant assoiatif-ommutatif, e qui donne à notre objet une struture de multi-
ensemble. Dans e as la règle de réériture elem(0) ⊗ x → x est susante pour dérire
l'élimination des éléments elem(0) quelque soit leur position dans le multi-ensemble. La règle
de réériture extract(elem(x) ⊗ L) → elem(x) dérit maintenant l'extration non du pre-
mier élément d'une liste mais d'un élément quelonque d'un multi-ensemble et ainsi le terme
extract(elem(1) ⊗ elem(2)) est évalué soit en elem(1), soit en elem(2).
On s'intéresse souvent au développement des programmes déterministes et ei peut être
failement réalisé en réériture en imposant un ordre sur la séletion de la règle à appliquer et en
utilisant seulement un ltrage syntaxique. Mais quand es programmes sont exéutés dans un en-
vironnement réel on obtient souvent des omportements non-déterministes qu'on veut représenter
et analyser. Il existe de multiples domaines où le non-déterminisme et la possibilité de revenir en
arrière pour eetuer des rédutions alternatives sont essentiels. On peut ainsi mentionner, sans
être exhaustifs, la démonstration automatique, la résolution de ontraintes, la programmation
logique, la reherhe des solutions optimales ou enore le model-heking.
Dans toutes es situations on s'intéresse aux rédutions possibles à haque étape d'exéution
ou autrement dit à tous les résultats intermédiaires de l'exéution. Mais dans la réériture la
possibilité d'avoir plusieurs ou auun résultat pour l'évaluation d'un terme par rapport à un
système de réériture ne peut pas être exprimée expliitement.
Le ρ-alul
L'objetif de ette thèse est don de proposer et d'étudier un alul permettant la dénition
au même niveau de représentation des règles et des stratégies ainsi que leur appliation et les
résultats obtenus.
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sidérons aussi les règles de réériture enrihis ave des onditions et aetations loales et nous
souhaitons exprimer des stratégies onstruites en partant de telles règles de réériture. Nous nous
intéressons partiulièrement à des stratégies de normalisation par rapport à un ensemble de rè-
gles de réériture. De plus, l'appliation de règles et stratégies peut éhouer ou mener à plusieurs
résultats (diérents) et nous voulons exprimer expliitement es propriétés dans le alul.
Nous partons don des onstrutions du λ-alul, l'abstration et l'appliation. Puisque les
membres gauhes des règles de réériture sont des termes plus élaborés qu'une simple variable
il est naturel de onsidérer des abstrations ave des motifs autres qu'une variable. An de
mémoriser les résultats possibles de l'appliation nous pouvons utiliser une struture de liste
(de résultats). Mais pour mettre en évidene la nature non-déterministe de l'appliation, 'est-à-
dire la séletion dans un ordre quelonque des règles de réériture à appliquer, une struture de
multi-ensemble où l'ordre des éléments n'est pas important semble plus appropriée. En plus, si
le nombre de solutions identiques n'est pas essentiel, une struture d'ensemble peut être utilisée.
Dans une telle approhe l'éhe ou autrement dit le fait de n'avoir auun résultat pour une
appliation est représenté par l'ensemble vide (de résultats).
Nous introduisons le alul de réériture, appelé aussi ρ-alul. Dans e alul l'opérateur
d'abstration ainsi que l'opérateur d'appliation sont des objets du alul. Une ρ-abstration est
une règle de réériture dont le membre gauhe préise les variables abstraites et une information
de ontexte. Le résultat de l'évaluation d'une appliation (d'une ρ-abstration ou d'un ρ-terme
plus élaboré) est toujours un ensemble, qui est également un ρ-terme. Le méanisme permet-
tant d'instanier les variables ave leur valeur atuelle est le ltrage qui peut être syntaxique,
équationnel ou d'ordre supérieur.
Les propriétés prinipales que nous voulons obtenir pour le ρ-alul sont la onuene et la
terminaison. Puisque il existe une orrespondane forte entre le λ-alul et le ρ-alul on peut
s'attendre à un résultat de onuene similaire dans les deux aluls mais nous remarquons im-
médiatement que dans le ρ-alul utilisant une théorie de ltrage du premier ordre ette propriété
n'est pas vériée. Néanmoins, la onuene peut être retrouvée si une stratégie d'évaluation est
utilisée pour guider les règles d'évaluation du alul. Nous pouvons dénir des stratégies d'éval-
uation très simples au prix de restritions relativement fortes sur les rédutions possibles ou plus
ompliquées mais plus exibles.
En partant de la non-terminaison du λ-alul le même résultat est obtenu pour le ρ-alul.
An d'obtenir la terminaison nous proédons omme dans le λ-alul et nous dénissons un
système de types permettant d'éliminer les termes ave des rédutions innies. Nous partons
d'une approhe similaire à elle utilisée dans le λ-alul typé et enore une fois les ensembles
néessitent un traitement spéial. En se limitant à des ensembles ayant tous les éléments d'un
même type et ave un bon hoix pour les règles de typage, le ρ-alul typé est terminant.
Une fois que nous avons déni les onditions nous permettant d'obtenir la onuene et
la terminaison du ρ-alul nous pouvons envisager de réaliser une implantation du alul. Nous
onsidérons que les solutions du problème de ltrage sont fournis indépendemment. Comme dans
le λ-alul, dans le ρ-alul l'appliation de substitution n'est pas une partie du alul mais est
dénie au méta-niveau du alul. La desription de l'appliation de substitution est relativement
simple mais le oût d'exéution de ette opération n'est pas onstant. En eet, la omplexité
de l'appliation d'une substitution dépend de la forme du terme dans lequel elle est eetué.
Deuxièmement, la orrespondane entre la théorie et l'implantation devient non-triviale et la
orretion des implantations peut être ompromise. Nous utilisons don une approhe similaire
aux diérentes versions de λ-alul ave substitutions expliites et nous dérivons l'appliation
de substitution au même niveau que l'appliation de règles de réériture.
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Nous montrons que le pouvoir d'expression du ρ-alul est susant pour exprimer les ré-
dutions du λ-alul et de la réériture du premier ordre. Mais nous ne nous arrêtons pas là et
nous utilisons le ρ-alul pour donner une sémantique opérationnelle aux règles et stratégies du
langage ELAN. En dénissant le ρ-terme orrespondant à un programme ELAN nous expliitons
non seulement les opérateurs du langage mais aussi le omportement de ertaines onstrutions.
Cei nous permet de mieux omprendre les exéutions d'un programme ELAN et partiulièrement
le traitement du non-déterminisme.
Plan du travail
Après ette introdution, le Chapitre 1 a pour but de rappeler les onepts utilisés au ours
de ette thèse ave notamment les termes du premier ordre, les substitutions, le λ-alul, la
réériture ainsi que le langage ELAN, un adre logique dont le noyau est la logique de réériture
étendue ave la notion de stratégies.
Le hapitre 2 présente le ρT -alul au travers ses omposants et montre des exemples d'u-
tilisation du alul général ainsi que des instanes possibles du alul de base. Nous dérivons
la formation des ρ-termes et la façon dont les substitutions sont appliquées sur es termes. Les
règles d'évaluation du ρ-alul sont ensuite présentées en ommentant nos hoix et donnant des
exemples de rédutions. Le ρT -alul est le ρ-alul paramétré par la théorie de ltrage T et
même si dans le as général, nous onsidérons un ltrage d'ordre supérieur, dans les as pra-
tiques nous utilisons le ltrage syntaxique ou équationnel. Nous illustrons le omportement dans
ertaines instanes du alul général obtenues en préisant la théorie T par des exemples simples
de ρT -rédutions.
Le hapitre 3 est onsaré à l'analyse des propriétés des relations induites par les règles
d'évaluation et en partiulier à la onuene du ρ-alul. L'utilisation des ensembles de résultats
pour représenter le non-déterminisme mène immédiatement à des rédutions non-onvergentes et
ainsi, le ρ-alul n'est pas onuent si les règles d'évaluation ne sont pas guidées par une stratégie
d'évaluation.
Nous nous limitons à l'analyse de la onuene du ρ∅-alul, 'est-à-dire le ρ-alul utilisant
un ltrage syntaxique. Nous dénissons une stratégie onuente générique simple à omprendre
mais pas utilisable dans une implantation du ρ-alul et ensuite nous proposons plusieurs straté-
gies opérationnelles dénies en imposant des restritions struturelles sur les ρ-termes à réduire.
En partant d'une stratégie onuente permettant la rédution de l'appliation d'une règle de
réériture seulement à un terme los du premier ordre, nous présentons d'autres approhes où
les onditions sur la struture des termes sont plus ompliquées mais moins restritives.
Le hapitre 4 présente omment nous pouvons dérire dans le ρ-alul des stratégies de ré-
dution et, prinipalement, des stratégies de normalisation. An d'exprimer des rédutions déter-
ministes, nous introduisons un nouvel opérateur appelé first qui a le rle de séletionner parmi
ses arguments le premier terme dont l'appliation à un ρ-terme n'éhoue pas. Nous dénissons
le ρ1st-alul en ajoutant et opérateur à la syntaxe et en dérivant son omportement par des
règles d'évaluation.
L'appliation d'une règle de réériture en tête ou aux arguments d'un terme ave un er-
tain symbole de tête est dérite expliitement dans le ρ-alul par un ρ-terme approprié. Nous
montrons qu'il est possible de dérire l'appliation d'une règle de réériture aux arguments d'un
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alul.
Nous dénissons ensuite, en utilisant le ρ1st-alul, des opérateurs dérivant l'appliation répéti-
tive d'un terme en tête ou aux positions les plus profondes d'un autre terme et nalement nous
dérivons la représentation de stratégies innermost et outermost dans le ρ1st-alul.
Le hapitre 5 est don onsaré à l'utilisation des opérateurs dénis dans le hapitre préédent
pour dérire des rédutions réalisées en λ-alul et en réériture. La représentation des λ-termes et
des rédutions sous-jaentes en ρ-alul est réalisée en dénissant des fontions de transformation
entre les termes des deux formalismes et en montrant que les rédutions dans les deux aluls sont
identiques modulo es transformations. Nous dérivons ensuite les ρ-termes orrespondant à des
rédutions en réériture (onditionnelle). Ces termes peuvent être onstruits soit en utilisant les
preuves pour les rédutions orrespondantes en réériture, soit en utilisant seulement les règles
de réériture appliquées dans les rédutions respetives.
En partant de la représentation de la réériture onditionnelle nous analysons la desription
en ρ-alul des règles et stratégies du langage ELAN. Le langage ELAN introduit les aeta-
tions loales de variables aux résultats de sous-dérivations ainsi que des opérateurs permettant
la onstrution de stratégies à partir des règles de réériture. Nous dérivons les ρ-termes orre-
spondant aux règles et stratégies ELAN et nous montrons omment on peut onstruire le ρ-terme
orrespondant à un module ELAN.
Le hapitre 6 est dédié à l'étude du ρ-alul typé. Le ρ-alul non-typé n'est pas terminant
et an d'éliminer les termes ave une rédution innie nous imposons des restritions sur la for-
mation des ρ-termes en introduisant une information de type pour haque terme. Nous utilisons
une approhe similaire à elle utilisée dans le λ-alul typé et nous ajoutons des règles de typage
pour les ensembles. Nous nous onentrons sur le typage du ρ∅-alul et nous montrons que la
rédution de tout terme bien typé est nie et préserve le type du terme initial.
Le hapitre 7 a pour objetif d'étendre le ρ-alul en rendant expliite l'appliation de sub-
stitution. Nous étendons la syntaxe du ρ-alul en introduisant les dénitions des substitutions
et un opérateur d'appliation de substitution ainsi que les règles d'évaluation dérivant son om-
portement. Nous obtenons ainsi le ρσ-alul. La présentation du ρσ-alul est basée sur une
notation de de Bruijn et le sous-système ontenant les règles d'évaluation dérivant l'appliation
de substitution est inspiré des systèmes similaires utilisés dans le λ-alul. Nous montrons que
le ρσ-alul est onuent dans les mêmes onditions que le ρ-alul.
En onlusion, nous résumons les résultats obtenus et nous explorons les perspetives de
reherhe émergeant de e travail.
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Chapitre 1
Notions préliminaires
Nous présentons dans e hapitre les notions préliminaires utilisées dans e doument. Nous
introduisons notamment les termes du premier ordre, les algèbres universelles, le λ-alul ainsi que
la réériture. Les bases de es théories sont présentées au travers de leurs prinipales dénitions
et de leurs propriétés les plus onnues.
Les notions de variable et de substitution du λ-alul et la notion de règle de réériture seront
utilisées d'une façon similaire dans le adre du ρ-alul.
1.1 Dénitions de base
1.1.1 Les algèbres de termes
Dénition 1.1 Une signature F est un ensemble de symboles dont haun est assoié à un
entier naturel qui est appelé son arité. Le sous-ensemble de symboles d'arité n est noté Fn et
don F =
⋃
i≥0Fi. L'arité d'un symbole f est notée |f |.
Dénition 1.2 Soit F = {f1, . . . , fn} une signature. Soit X un ensemble de variables. La
F-algèbrelibre homogène engendrée par X , notée TF (X ) est le plus petit ensemble tel que :
 X ⊂ TF (X ),
 pour tout symbole f de F d'arité n (f ∈ Fn) et pour tous t1, . . . , tn ∈ TF (X ) alors
f(t1, . . . , tn) ∈ TF (X ).
Pour désigner TF (X ) nous parlerons le plus souvent de l'algèbre de termes engendrée par la
signature F . F est appelé la signature de l'algèbre. Les éléments de TF(X ) sont appelés termes
(du premier ordre). Un terme peut être vu omme un arbre ni étiqueté (f. Dénition 1.5).
Ce genre de dénitions, dites par lture, où un ensemble est déni par un ensemble de
base (ii les variables) et des règles de onstrution de nouveaux éléments (ii les symboles
de la signature), permettent de faire des dénitions et des démonstrations dites par réurrene
struturelle. La démonstration d'une propriété quelonque (respetivement une dénition) se fait
en prouvant la propriété sur les éléments de base et en prouvant que ette propriété est onservée
par les règles de onstrution. Le prinipe de réurrene des entiers naturels en est l'exemple le
plus onnu.
Dénition 1.3 L'ensemble Var(t) des variables d'un terme t est déni indutivement par :
 Var(t) = ∅ si t ∈ F0,
 Var(t) = {t} si t ∈ X ,
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 Var(t) =
⋃n
i=1 Var(ti) si t = f(t1, . . . , tn).
Un terme est linéaire si haune de ses variables apparaît une seule fois dans le terme.
Dénition 1.4 Une algèbre initiale, noté TF , est une algèbre homogène engendrée par un en-
semble vide de variables. Les termes d'une algèbre initiale, 'est à dire les termes ne ontenant
pas de variable, sont appelés les termes los.
Nous nous sommes donnés, grâe au langage des algèbres de termes, un moyen de onstruire
des ensembles de termes. Pour pouvoir dérire les opérations sur es termes, nous allons dénir
l'ensemble de positions d'un terme ainsi que la notion de sous-terme d'un terme à une position
donnée.
Dénition 1.5 Soit N+ l'ensemble des entiers stritement positifs, N
∗
+ le monoïde libre engen-
drée par N+, ǫ le mot vide et . l'opération de onaténation. Pour tous p, q ∈ N
∗
+, p est un préxe
de q, e que l'on note p ≤ q, s'il existe q′ ∈ N∗+ tel que q = p.q
′
. p est un préxe strit de q, noté
p < q, si p ≤ q et p 6= q. Si p 6≤ q et q 6≤ p, p et q sont disjoints ou inomparables, e qu'on note
p ✶ q.
Un arbre sur F ∪ X est une appliation t d'une partie non vide Pos(t) de N∗+ dans F ∪ X
telle que :
1. Pos(t) est los par préxe.
2. Pour tout p ∈ Pos(t) et tout i ∈ N+, p.i ∈ Pos(t) si et seulement si t(p) = f ∈ F et
1 ≤ i ≤ |f |.
Pos(t) est appelé ensemble des positions de t, et t est ni si Pos(t) l'est. La taille |t| d'un terme
t est dans e as le ardinal de Pos(t).
L'ensemble des arbres nis sur F ∪ X peut être muni naturellement d'une struture de
F-algèbre isomorphe à TF (X ). On parlera don dorénavant indiéremment d'arbre ou de terme.
Dénition 1.6
 Pour tout terme t et toute position p ∈ Pos(t), t(p) est appelé symbole à la position p dans
t. t(ǫ) est également appelé symbole de tête de t.
 On appelle sous-terme de t à la position p ∈ Pos(t), le terme noté t|p, et déni par
∀p.q ∈ Pos(t), q ∈ Pos(t|p), t|p(q) = t(p.q). t|p est un sous-terme strit de t si p 6= ǫ.
 Si t(ǫ) = f ∈ F , on notera t sous la forme f(t|1, . . . , t|n) où n = |f |.
 Une position p de t est variable si t(p) ∈ X . L'ensemble des positions variables de t est
noté VPos(t) alors que l'ensemble des positions non variables de t est noté FPos(t). Une
position p de t est onstante si t(p) ∈ F0. L'ensemble des positions onstantes de t est noté
CPos(t).
La notation t⌈s⌉p est utilisée pour signier que t ontient s omme sous-terme à la position p
et la notation t⌈p ←֓ s⌉ pour faire remarquer que le sous-terme t|p a été remplaé par s dans t.
Nous notons par t(x) le terme t tel que Var(t) = {x1, . . . , xn}.
Dénition 1.7 La relation de sous-terme, noté ✂sub, est dénie par s ✂sub t si s est un sous-
terme de t. La relation de sous-terme strit, noté ✁sub, est dénie par s ✁sub t si s ✂sub t et
s 6= t.
Dénition 1.8 Etant donné un terme t⌈s⌉p et un entier P représentant la longueur du mot p
(la longueur du mot vide ǫ est 0). On dit que le terme s est un sous-terme à la profondeur P
dans t. La profondeur de t est le maximum des profondeurs des sous-termes de t.
1.1. Dénitions de base 11
Les sous-termes (à la profondeur 1) t1, . . . , tn d'un terme t = f(t1, . . . , tn) sont appelés les
arguments de t.
Exemple 1.1 Une représentation algébrique possible des expressions de l'arithmétique est l'al-
gèbre de termes engendrée par la signature F = F0 ∪ F1 ∪ F2 ontenant :
 F0 = {0} : une onstante ;
 F1 = {succ,−} : deux symboles unaires,
 F2 = {+,×} : deux symboles binaires.
Le terme t = +(×(x, succ(succ(0))), succ(0)) est le terme représentant en notation préxée
l'expression x× 2 + 0.
On a t(1.2) = succ, t|1.2 = succ(succ(0)) et on peut érire t⌈succ(succ(0))⌉1.2 .
L'ensemble des variables de t est Var(t) = x et les positions variables de t sont dérites par
VPos(t) = {1}. L'ensemble des positions non variables de t est FPos(t) = {1.2, 1.2.1, 1.2.1.1, 2, 2.1}
et les positions onstantes de t sont CPos(t) = {1.2.1.1, 2.1}.
Le terme succ(succ(0)) est un sous-terme de profondeur 2 de t. Les sous-termes de t de
profondeur 2 sont succ(succ(0)) et 0. La profondeur de t est 4.
En général, lorsque nous désirons dénir une algèbre de termes partiulière, nous utilisons
une notation empruntée aux grammaires. L'algèbre des expressions arithmétiques présentée dans
l'Exemple 1.1 se dénit ave ette notation par :
exp ::= x | 0 | succ(exp) | − exp | + (exp, exp) | × (exp, exp)
où x ∈ X .
L'algèbre initiale engendrée par la signature F de l'Exemple 1.1 est dénie par :
exp ::= 0 | succ(exp) | − exp | + (exp, exp) | × (exp, exp)
Cette notation permet de spéier dans le même temps les symboles d'une signature et leur
arité. Nous pouvons faire impliitement des onventions de notation et utiliser une syntaxe mixx
pour ertains symboles. L'algèbre initiale préédente peut être ainsi dénie par :
exp ::= 0 | succ(exp) | − exp | exp+ exp | exp× exp
Dénition 1.9 Soient K un ensemble de symboles de sorte, F une signature et X un ensemble
de variables. A haque symbole f de F d'arité n est assoié une suite de n+1 symboles de sorte
(k1, . . . , kn+1), et à haque variable x de X est assoié un symbole de sorte. La suite de symboles
de sortes est appelée le prol du symbole f et on note :
f : k1 × . . . kn֌ kn+1
où f ∈ Fn et ki ∈ K.
Les termes de la F-algèbre hétérogène libre TF (X ) engendrée par X et la sorte k d'un terme
t, noté t : k, sont dénis simultanément par :
 pour toute variable x ∈ X ayant assoié un symbole de sorte k, x ∈ TF (X ) et la sorte de x
est k,
 pour tout symbole f : k1×. . . kn֌ kn+1 et termes t1 : k1, . . . , tn : kn, f(t1, . . . , tn) ∈ TF(X )
et la sorte de f(t1, . . . , tn) est kn+1.
Le sous-ensemble Tk de TF (X ) déni par l'ensemble des termes de sorte k est appelé une sorte.
Une algèbre hétérogène est aussi désignée sous le nom d'algèbre de termes multi-sortée.
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On peut remarquer que lorsque nous onsidérons une algèbre de termes multi-sortée, nous
devons distinguer les variables suivant la sorte à laquelle elles appartiennent.
Nous reprenons l'Exemple 1.1 sur les expressions arithmétiques et nous distinguons deux
sortes : les entiers naturels et les expressions proprement dites.
Exemple 1.2 Les entiers naturels et les expressions arithmétique onstruites en utilisant des
entiers sont représentés par l'algèbre initiale engendrée par la signature F de l'Exemple 1.1 et
dénie par :
nat ::= 0 | succ(nat)
exp ::= nat | − exp | + (exp, exp) | × (exp, exp)
L'algèbre dénie dans l'Exemple 1.2 n'est pas la même que l'algèbre mono-sortée donnée dans
l'Exemple 1.1. En eet, succ(0 + 0) n'est pas un terme de ette algèbre multi-sortée alors qu'il
en est un de la préédente.
D'autre part, la notation par grammaire introduit impliitement un symbole unaire de type
N : nat֌ exp. Ce symbole n'a pas une notation expliite, mais formellement il doit être déni.
Si nous avions voulu être expliite, la dénition de la sorte exp aurait été
exp ::= N(nat) | − exp | + (exp, exp) | × (exp, exp)
1.1.2 Substitutions du premier ordre
Dans ette setion nous allons dénir une opération sur les termes, que nous appellerons
substitution, permettant de les modier. Eetuer une substitution onsiste à remplaer une
variable d'un terme par un autre terme et pour bien omprendre le méanisme de remplaement
nous allons donner une dénition formelle des substitutions et ensuite une dénition équivalente
plus opérationnelle et intuitive.
Dénition 1.10 Une substitution est un endomorphisme de l'algèbre TF (X ) dont la restrition
à X est l'identité presque partout, 'est-à-dire sauf sur un sous-ensemble ni de X .
Les substitutions seront notées par des lettres greques minusules, σ, µ, γ, φ, . . . La notation
préxe, i.e. σt, est utilisée pour l'appliation d'une substitution σ à un terme t. Une substitution
bijetive est un renommage. Une substitution σ est idempotente si σ ◦ σ = σ.
On appelle domaine d'une substitution σ l'ensemble Dom(σ) = {x ∈ X | σx 6= x} et
odomaine d'une substitution σ l'ensemble Ran(σ) = {σx | x ∈ Dom(σ)}. L'ensemble des
variables introduites par une substitution σ est VRan(σ) = ∪x∈Dom(σ)Var(σx). L'ensemble de
toutes les variables impliquées dans σ est Var(σ) = Dom(σ) ∪ VRan(σ).
La restrition de σ à un ensemble de variables X, notée σ|X , est dénie par σ|Xx = σx si
x ∈ X et σ|Xx = x sinon.
Le préordre de ltrage ou de subsomption est déni par s ≤ t s'il existe une substitution σ
telle que σs = t. Dans e as on dit que le terme s subsume le terme t.
Nous avons présenté une dénition formelle des substitutions du premier ordre et pour ren-
forer l'intuition derrière ette notion nous donnons aussi une dénition plus opérationnelle.
Dénition 1.11 Le remplaement du terme u dans le terme t ∈ TF(X ) à la position p, t⌈p ←֓ s⌉,
est dénie indutivement par :
 t⌈ǫ ←֓ u⌉ = u,
 f(t|1, . . . , t|n)⌈i.p ←֓ u⌉ = f(t|1, . . . , t|i⌈p ←֓ u⌉, . . . , t|n), si f ∈ F .
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Dénition 1.12 La substitution de la variable x par le terme u dans le terme t, notée 〈x 7→ u〉t
est la omposition de haun des remplaements du terme u à haune des positions p telle que
t(p) = x.
Dénition 1.13 Une substitution est une fontion aomplissant en simultané plusieurs substi-
tutions de diérentes variables par des termes. L'appliation d'une substitution à un terme t sera
notée 〈x1 7→ u1, . . . , xn 7→ un〉t.
Remarque 1.1 Les substitutions ne ommutent pas entre elles dans le as général. La substitu-
tion 〈x1 7→ u1, . . . , xn 7→ un〉 représente le remplaement simultané des variables x1, . . . , xn par
les termes t1, . . . , tn et pas la omposition des substitutions 〈x1 7→ t1〉 . . . 〈xn 7→ tn〉.
Nous avons 〈x 7→ y, y 7→ x〉f(x, y) = f(y, x) mais 〈x 7→ y〉〈y 7→ x〉f(x, y) = f(y, y) et
〈y 7→ x〉〈x 7→ y〉f(x, y) = f(x, x).
1.1.3 Théories équationnelles
Une paire de termes (l, r) est appelé égalité, axiome équationnel ou égalitaire, ou équation
suivant le ontexte, et notée (l = r).
Dénition 1.14 Etant donné un ensemble de variables X , une algèbre A et une assignation
α : X → A, on note α l'unique homomorphisme de TF(X ) vers l'algèbre A étendant α tel que
∀f ∈ F , α(f(t1, . . . , tn)) = fA(α(t1), . . . , α(tn))
Dénition 1.15 Une F-algèbre A valide une égalité s = t, noté A |= s = t ou plus simplement
s =A t si pour toute assignation α : X → A, α(s) = α(t). L'algèbre A satisfait une égalité s = t
s'il existe une assignation α telle que α(s) = α(t). Une F-algèbre A est un modèle d'un ensemble
d'égalités E si elle valide toutes les égalités de E.
On note T h(A) l'ensemble des égalités valides dans une F-algèbre A et Mod(E) la lasse
des F-algèbres qui sont modèles de E.
Soit E un ensemble d'égalités de TF (X ), appelés dans e ontexte, axiomes.
Dénition 1.16 Etant donnée une signature F , une présentation équationnelle est un ouple
(F , E) telle que E est un ensemble d'axiomes de TF (X ).
Le problème de validité dans Mod(E) onsiste à déider si une égalité s = t est valide dans
tout modèle de E. Ce problème peut se ramener à des onsidérations syntaxiques.
Dénition 1.17 Etant donnée une présentation équationnelle (F , E), on appelle théorie équa-
tionnelle engendrée par (F , E) ou E-égalité et on note =E la plus petite ongruene sur TF(X )
ontenant toutes les égalités (σl = σr) où (l = r) est un axiome de E et σ une substitution
quelonque.
Le théorème suivant est le fondement de la logique équationnelle. Il relie le problème sé-
mantique de la validité d'une égalité dans une lasse de modèles au problème syntaxique de la
E-égalité.
Théorème 1.1 (Birkho [Bir35℄, Complétude du raisonnement équationnel pour un ensemble
E d'axiomes équationnels)
s = t est valide dans Mod(E) si et seulement si s =E t.
La E-égalité peut enore être obtenue par le remplaement d'égal par égal dérit
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Dénition 1.18 Etant donné un ensemble d'axiomes E, on note←→E la relation binaire symétrique
sur TF(X ) dénie par s ←→E t s'il existe un axiome (l = r) de E, une position ω de s et une
substitution σ tels que s|ω = σl et t = s[σr]ω.
Remarque 1.2 s =E t⇐⇒ s
∗
←→E t.
Par abus de langage et de notation, on onfond souvent la théorie équationnelle =E, la
présentation équationnelle (F , E) et l'ensemble des axiomes équationnels E.
L'ensemble des lasses de ongruene de E dans TF(X ) peut être muni naturellement d'une
struture d'algèbre, notée TF (X )/ =E, qui est l'algèbre libre sur X de la lasse des F-algèbres
modèles de E.
1.1.4 Propriétés des relations binaires sur un ensemble
Les termes sont onnetés entre eux par des relations ou par des transformations des uns vers
les autres. Nous donnons quelques propriétés abstraites liées aux relations binaires dont nous
aurons besoin par la suite.
Dénition 1.19 Une relation binaire −→ sur un ensemble de termes onstruits en utilisant un
ensemble d'opérateurs Φ est ompatible (ave les opérateurs) si pour tous termes ui, vi ∈ T ,
i = 1, . . . , n et tout opérateur φn d'arité n
ui −→ vi, i = 1, . . . , n =⇒ φn(u1, . . . , un) −→ φn(v1, . . . , vn)
Dénition 1.20 Etant donnée une relation binaire −→ sur un ensemble T :
 la relation inverse de −→ est notée ←−,
 la fermeture symétrique de −→, notée ←→, est la plus petite relation symétrique ontenant
−→.
 la fermeture transitive de −→, notée
+
−→, est la plus petite relation transitive ontenant
−→.
 la fermeture réexive et transitive de −→ est notée
∗
−→.
 la fermeture réexive, symétrique et transitive de −→ est notée
∗
←→.
 la fermeture ompatible (ou fermeture par ontexte) de −→ est la plus petite relation
ontenant −→ et fermée par rapport aux règles de formation de termes de T .
La omposition des relations −→1 et −→2 est notée −→1 ◦ −→2 ou −→1−→2.
Une relation binaire ∼ réexive, symétrique et transitive est une relation d'équivalene. Un
ordre > est une relation binaire irréexive, antisymétrique et transitive. Un préordre ≥ est une
relation binaire réexive et transitive.
Dénition 1.21 Un ordre > sur T est n÷thérien s'il n'existe pas de suite innie (ti)i≥1 d'élé-
ments de T telle que t1 > t2 > . . .
Un ordre > sur T est total si ∀s, t ∈ T on a s > t ou t > s.
La onstrution d'ordres n÷thériens peut éventuellement se faire par extension. L'extension
lexiographique permet par exemple de omparer des uplets. Pour omparer des suites d'objets,
on introduit la notion de multi-ensemble sur T qui est une appliation de T vers N. Un ordre sur
T peut être failement étendu à un ordre sur les multi-ensembles sur T .
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Dénition 1.22 Pour une relation −→, un élément t de T est rédutible par −→ s'il existe t′
dans T tel que t −→ t′. Dans le as ontraire, il est irrédutible. On appelle forme normale de
t tout élément t′ irrédutible tel que t
∗
−→ t′. Lorsque un terme t a une unique forme normale,
elle-i est notée t ↓.
La question que l'on se pose est de savoir si t
∗
←→ t′. L'idéal serait de aluler une forme
normale de haun des éléments et de tester si elles sont égales. Cela n'est possible que si d'une
part une forme normale existe pour tout élément, et si d'autre part elle est unique. Les formes
normales existent dès que −→ termine, 'est-à-dire qu'il n'existe pas de suite innie (ti)i≥1
d'éléments de T telle que t1 −→ t2 −→ · · ·. Dans le as où une forme normale existe, son
uniité est assurée par la propriété de Churh-Rosser ou par la onuene qui est une propriété
équivalente.
Dénition 1.23
1. −→ a la propriété de Churh-Rosser si
∗
←→ ⊆
∗
−→ ◦
∗
←−
2. −→ est onuente si
∗
←− ◦
∗
−→ ⊆
∗
−→ ◦
∗
←−
3. −→ est loalement onuente si
←− ◦ −→ ⊆
∗
−→ ◦
∗
←−
4. −→ est fortement onuente si
←− ◦ −→ ⊆ −→ ◦ ←−
5. −→ est onvergente si −→ termine et a la propriété de Churh-Rosser.
Ces diérentes dénitions se représentent haune par un diagramme. Dès que e sera possible,
nous adopterons et artie typographique pour exprimer les propriétés des relations. Une èhe
pleine gure une hypothèse et une èhe en pointillé une onlusion.
oo ∗ //
∗ !! ∗}}
∗
}}||
||
||
|| ∗
!!B
BB
BB
BB
B
∗ !! ∗}}
}}||
||
||
||
!!B
BB
BB
BB
B
∗ !! ∗}}
}}||
||
||
||
!!B
BB
BB
BB
B
!! }}
Churh-Rosser onuene onuene loale onuene forte
Si une relation est fortement onuente alors elle est onuente. Si une relation est onuente
alors elle est loalement onuente. Une relation est onuente si et seulement si elle satisfait la
propriété de Churh-Rosser.
La onuene est une propriété diile à tester. En pratique, le test de onuene se fait
loalement grâe au théorème suivant :
Théorème 1.2 (Newman [New42℄)
Si −→ termine, alors les propriétés suivantes sont équivalentes :
1. −→ a la propriété de Churh-Rosser,
2. −→ est onuente,
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3. −→ est loalement onuente,
4. ∀t, t′ ∈ T : t
∗
←→ t′ ⇐⇒ t ↓= t′ ↓.
La normalisation (forte ou faible) est la seonde des deux propriétés importantes pour une
relation. Si nous onsidérons une relation omme un alul sur un ensemble, la normalisation
forte assure que e alul est toujours ni ; la normalisation faible assure qu'il y a un moyen de
terminer tout alul.
Dénition 1.24 Soit une relation binaire −→ sur un ensemble T .
 On dit que t ∈ T est une forme normale s'il n'existe pas de u ∈ T tel que t −→ u et on dit
que v ∈ T a une forme normale t s'il existe une forme normale t tel que v −→ t.
 La relation −→ est faiblement normalisable (weakly normalizing) si tout terme t ∈ T a
une forme normale.
 La relation −→ est fortement normalisable (strongly normalizing) ou normalisable s'il
n'existe pas de suite innie (ti)i≥1 d'éléments de T telle que t1 −→ t2 −→ · · ·.
Dans la pratique, on est souvent amené à analyser les propriétés d'une relation obtenue en
omposant deux (ou plusieurs) relations. Plusieurs méthodes ont été développées pour démontrer
la onuene d'une telle relation en fontion des propriétés des deux relations.
Lemme 1.1 (Hindley-Rosen [Ros73℄)
Etant données deux relations onuentes −→R et −→S telles que le diagramme suivant est
satisfait :
t
S∗
 



R∗
>
>>
>>
>>
>
t′
R∗ 
s
S∗  
s′
Alors la relation −→R ∪ −→S est onuente.
Si le diagramme du Lemme 1.1 est satisfait on dit que les relations −→R et −→S ommutent.
Lemme 1.2 (Yokouhi [YH90℄)
Etant données deux relations −→R et −→S telles que −→S est onuente et terminante,
−→R est fortement onuente et le diagramme suivant est satisfait :
t
R
 



S
>
>>
>>
>>
>
t′
S∗ 
s
S∗ R S∗  
s′
Alors la relation
∗
−→S−→R
∗
−→S est onuente.
Si le diagramme du Lemme 1.2 est satisfait on dit que les relations −→R et −→S sont
ohérentes.
On peut aussi analyser les propriétés de onuene et Churh-Rosser modulo une relation
d'équivalene. On onsidère −→R et ←→E deux relations binaires sur l'ensemble T , dont l'une,
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←→E , est une relation d'équivalene. On note −→R/E la relation
∗
←→E ◦ −→R ◦
∗
←→E simulant
la relation induite par −→R sur les lasses d'équivalene de
∗
←→E.
D'habitude, on simule la relation −→R/E par une relation −→S plus faible satisfaisant
−→R⊆−→S⊆−→R/E . On a alors une propriété de Churh-Rosser modulo E pour −→S, ainsi
qu'une notion de onuene qui n'implique plus la propriété de Churh-Rosser. Pour une présen-
tation détaillée des propriétés des relations dénies sur des lasses d'équivalene le leteur peut
se référer à [Hue80℄, [JK86℄ et [KK99℄.
1.2 Les systèmes de réériture
L'idée entrale de la réériture [DJ90, Klo90, BN98℄ est d'imposer une diretion dans l'utili-
sation d'axiomes en dénissant les règles de réériture.
Dénition 1.25 Une règles de réériture est une paire de termes orientée, noté l→ r, où l est
le membre gauhe de la règle et r son membre droit.
Un système de réériture sur les termes est un ensemble de règles de réériture.
Deux onditions sont imposées habituellement sur la onstrution des règles de réériture :
1. le membre gauhe d'une règle de réériture n'est pas une variable (∀x ∈ X , l 6= x),
2. l'ensemble des variables du membre droit est inlu dans l'ensemble des variables du membre
gauhe (Var(r) ⊆ Var(l)).
L'ensemble des variables d'une règle l → r, noté Var(l → r), est déni par Var(l) ∪ Var(r)
et si la ondition préédente est satisfaite alors Var(l→ r) = Var(l).
Une règle de réériture est linéaire à gauhe si son membre gauhe est linéaire. Un système
de réériture est linéaire à gauhe si toutes ses règles le sont.
Une règle de réériture l → r est régulière si Var(l) = Var(r). Un système de réériture est
régulier si toutes ses règles le sont.
La relation de réériture −→R assoiée à un système de réériture R est dénie par : t −→R t
′
s'il existe une position p dans t, une règle l → r dans R et une substitution σ telles que t|p = σl et
t′ = t[σr]p. Si on veut préiser la position, la règle et la substitution, alors on érira t −→R,p,l→r,σ
t′.
Par appliation du Théorème 1.2, si la relation de réériture −→R est onvergente, alors pour
déider de l'égalité t
∗
←→R t
′
, il sut de aluler les formes normales t ↓R et t
′ ↓R puis de les
omparer.
Dénition 1.26 Un système de réériture R est onvergent (resp. est onuent, termine) si la
relation de réériture −→R est onvergente (resp. est onuente, termine).
1.2.1 Terminaison des systèmes de réériture
La onvergene requiert la terminaison. Cette propriété est indéidable en général même pour
un système de réériture réduit à une seule règle linéaire à gauhe, omme l'a montré M. Dauhet
[Dau89℄. On peut néanmoins prouver la terminaison dans ertain as au moyen d'un ordre sur
les termes.
Dénition 1.27 Un ordre de réériture sur les termes est un ordre > stable par ontexte et par
substitution : pour tous termes t, t′, u et toute substitution σ,
t > t′ =⇒ u[σt]p > u[σt
′]p
Un ordre de rédution est un ordre de réériture n÷thérien.
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On assure la terminaison de la réériture en orientant les règles de manière à e que toute
règle l → r vérie l > r où > est un ordre de rédution sur les termes.
Théorème 1.3 [Lan77℄ Le système de réériture R termine si et seulement si −→R est ontenu
dans un ordre de rédution.
De nombreux auteurs ont dérit des ordres de rédution sur les termes. Parmi les plus onnus,
itons l'ordre de Knuth-Bendix ou kbo [KB70℄, les ordres sur les hemins [Pla78, Der82, BP85,
JLR82℄ ou enore les interprétations polynmiales [Lan75, BCL87℄.
Il est souvent approprié de onstruire un ordre de rédution par interprétation (polynmiale)
en utilisant un homomorphisme τ de termes los vers une F-algèbre A équipée d'un ordre bien
fondé >. On note fτ l'image de f ∈ F par τ et on demande que la ontrainte de monotoniité
suivante soit satisfaite :
∀a, b ∈ A, ∀f ∈ F , a > b implique fτ (. . . , a, . . .) > fτ (. . . , b, . . .)
Alors, l'ordre >τ déni par
∀s, t ∈ TF , s >τ t si τ(s) > τ(t)
est bien fondé.
An de omparer les termes ontenant des variables, les variables sont introduites dans A
menant à A(X ) et aux variables de X on fait orrespondre des variables distintes dans A(X ).
L'ordre >τ est étendu en dénissant
∀s, t ∈ TF(X ), s >τ t si α(τ(s)) > α(τ(t))
pour toute assignation α des valeurs dans A aux variables de τ(s) et τ(t). Puisque > est supposé
bien fondé, on peut montrer la terminaison d'un système de réériture si on trouve A, τ , α
satisfaisant les onditions préédentes.
Dans la pratique on utilise très souvent l'algèbre des entiers naturels ave l'ordre habituel et
des interprétations polynmiales et exponentielles.
Exemple 1.3 On onsidère le système de réériture suivant
⊖⊖ x → x
⊖(x⊕ y) → (⊖x)⊕ (⊖y)
⊖(x⊗ y) → (⊖x)⊗ (⊖y)
x⊗ (y ⊕ z) → (x⊗ y)⊕ (x⊗ z)
(x⊕ y)⊗ z → (x⊗ y)⊕ (x⊗ z)
En utilisant l'interprétation exponentielle i-dessous dans les entiers supérieurs à 2
τ(⊖x) → 2τ(x)
τ(x⊕ y) → τ(x) + τ(y) + 1
τ(x⊗ y) → τ(x)× τ(y)
τ(c) → 3
pour toute onstante c ∈ F , le système a été montré terminant dans [Fil78℄.
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n
> n pour tout entier n > 2 assigné à la variable
x. Utiliser une interprétation dans les entiers positifs ne serait pas susant pour montrer les
inégalités orrespondant aux deux dernières règles et onsidérer les entiers supérieurs à 1 ne
serait pas susant pour montrer l'inégalité orrespondant à la troisième règle.
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Un ordre de rédution total ontient la relation de sous-terme strit. Dans le as ontraire,
si t|ω > t pour un terme t et une position ω, alors il existe une haîne innie déroissante
t > t[t]ω > t[t[t]ω]ω > . . .. On appelle ordre de simpliation, un ordre de rédution ontenant
l'ordre sous-terme.
Théorème 1.4 [Der82℄ Soit F un ensemble ni de symboles de fontions. Un système de rééri-
ture R termine s'il existe un ordre de simpliation > tel que pour toute règle l→ r de R, l > r.
Les ordres de simpliations peuvent être onstruits à partir d'un ordre sur les symboles de
fontions F appelé préédene. Parmi les ordres de simpliations on peut iter l'ordre multi-
ensemble sur les hemins [Der82℄ et l'ordre lexiographique sur les hemins [KL80℄. Pour plus de
détails onernant la terminaison, nous renvoyons le leteur à [Der87℄.
1.2.2 Les systèmes de réériture onditionnels
En ajoutant des onditions sur l'appliation des règles de réériture, les systèmes de réériture
sont naturellement étendus à des systèmes de réériture onditionnels. Plusieurs dénitions des
systèmes de réériture onditionnels ont été proposées et la orrespondane entre es systèmes
et la relation ave les systèmes équationnels a été analysée dans [DO90℄. La diérene essentielle
entre les systèmes onditionnels est l'interprétation des onditions et nous présentons par la suite
quelques approhes possibles.
Un système de réériture onditionnel naturel (natural onditional rewriting system) a des
règles de réériture de la forme
l→ r si s1
∗
←→ t1 ∧ . . . ∧ sn
∗
←→ tn
où si
∗
←→ ti sont appelées les onditions de la règle.
La règle l → r est appliquée dans le sens de la réériture non-onditionnelle s'il existe une
preuve pour toute ondition si
∗
←→ ti, i = 1 . . . n, instaniée par la substitution appropriée, où
les preuves peuvent utilisées un nombre quelonque de rééritures dans les deux diretions. Si
n = 0 on obtient une règle non-onditionnelle.
Puisque l'appliation de telles règles implique des preuves arbitraires d'égalité où la réériture
n'apporte pas beauoup de bénées par rapport aux systèmes équationnelles, on peut utiliser
une dénition plus restritive de la réériture onditionnelle.
Un système de réériture onditionnel standard (standard (join) onditional rewriting system)
a des règles de réériture de la forme
l→ r si s1 ↓ t1 ∧ . . . ∧ sn ↓ tn
Dans e as, une instane σl du membre gauhe de la règle est réérite en σr seulement si,
pour tout i = 1 . . . n, σsi peut être réduit (en utilisant zéro ou plusieurs rééritures) au même
terme que σti.
La ondition d'appliation pour une règle de réériture peut être aaiblie enore plus. Un
système de réériture onditionnel normal (normal onditional rewriting system) a des règles de
réériture de la forme
l→ r si s1 −→
! t1 ∧ . . . ∧ sn −→
! tn
où si −→
! ti indique que ti est une forme normale de si.
Un système standard ontenant des règles de la forme
l→ r si s1 ↓ t1 ∧ . . . ∧ sn ↓ tn
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peut être transformé dans un système normal où les règles sont remplaées par
l→ r si eq(s1, t1) −→
! true ∧ . . . ∧ eq(sn, tn) −→
! true
et la règle
eq(x, x)→ true
est ajoutée au système. Les rédutions des termes ne ontenant pas les symboles eq et true sont
similaires dans les deux systèmes.
1.2.3 Logique de réériture
La logique de réériture est proposée dans [Mes92℄ omme une manière d'interpréter les
systèmes de réériture.
Une logique est dénie en général par une syntaxe, un système de dédution, une lasse
de modèles et une relation de satisfaisabilité. Dans ette setion, nous présentons es quatre
omposantes dans le as de la logique de réériture.
Syntaxe
La syntaxe néessaire pour dénir une logique est spéiée par sa signature qui nous permet
de onstruire des formules.
Dénition 1.28 Soit X un ensemble de variables et L un ensemble de symboles appelés éti-
quettes. La signature de la logique de réériture est un triplet
Σ = (S,F , E)
où S est un ensemble de sortes, F est un ensemble de symboles de fontions et E est un ensemble
d'axiomes équationnels dans TF(X ).
Les axiomes équationnels dans E doivent être interprétées omme étant des axiomes exprimés
sur la signature. Les formules sen(Σ) formées sur la signature Σ sont dénies omme des séquents
Seq(Σ) de la forme suivante
π : [t]E → [t
′]E
où t, t′ ∈ TF(X ) et π ∈ TF∪L∪{;}.
π est appelé un terme de preuve et l'ensemble de tous es termes de preuve TF∪L∪{;} est
désigné par Π.
Le sens informel du séquent π : [t]E → [t
′]E est que π permet de dériver les termes de la lasse
d'équivalene [t′]E à partir des termes de la lasse d'équivalene [t]E et que le terme de preuve π
représente une preuve de ette dérivation.
Système de dédution
An de onstruire le système de dédution de la logique de réériture, on introduit d'abord
la notion de théorie de réériture.
Dénition 1.29 Une théorie de réériture est dénie par un quadruplet T R = (Σ,L,X ,R),
où Σ = (S,F , E) est une signature omposée des sortes S, des symboles de fontions F et des
équations E dans TF (X ), X est un ensemble inni de variables, L est un ensemble d'étiquettes
des règles et R est un ensemble de règles de réériture étiquetées de la forme
[ℓ] l→ r
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où l'étiquette ℓ ∈ L, les membres gauhe et droit l, r ∈ TF(X ) tels que Var(r) ⊆ Var(l) et l'arité
de l'étiquette ℓ est égale au nombre de variables distintes dans ette règle.
L'ensemble d'équations E dénit une relation de ongruene modulo laquelle la réériture par
les règles de R est réalisée. Typiquement, l'ensemble E ontient des équations qui ne sont pas
orientables, i.e., transformables en un système de réériture terminant. Cependant, la terminai-
son, et aussi la onuene, peuvent être des propriétés souhaitables pour ertains sous-ensembles
de règles de R.
La relation de dédution ⊢ est don dénie omme suit.
Dénition 1.30 Étant donnée une théorie de réériture étiquetée T R, le séquent π : [t]E → [t
′]E
se déduit à partir de T R si π est obtenu en appliquant un nombre ni de fois les règles de
dédution de la logique de réériture données dans la gure 1.1. Cei est désigné par
T R ⊢ π : [t]E → [t
′]E
Réexivité ⇒
[t]E : [t]E → [t]E
si t ∈ TF (X )
Congruene π1 : [t1]E → [t
′
1]E , . . . , πn : [tn]E → [t
′
n]E
⇒
f(π1, . . . , πn) : [f(t1, . . . , tn)]E → [f(t
′
1, . . . , t
′
n)]E
si f ∈ Fn
Remplaement π1 : [t1]E → [t
′
1]E , . . . , πn : [tn]E → [t
′
n]E
⇒
ℓ(π1, . . . , πn) : [l(t1, . . . , tn)]E → [r(t
′
1, . . . , t
′
n)]E
si [ℓ(x1, . . . , xn)]l(x1, . . . , xn)→ r(x1, . . . , xn) ∈ R
Transitivité π1 : [t1]E → [t2]E , π2 : [t2]E → [t3]E
⇒
π1;π2 : [t1]E → [t3]E
Fig. 1.1: Règles de dédution de la logique de réériture
Modèle
Le modèle de la logique de réériture présenté ii est basé sur une axiomatisation algébrique
des séquents de réériture. En partiulier, on s'intéresse à une sémantique algébrique.
La sémantique algébrique permet de dérire l'idée intuitive d'un système de réériture : les
états du système sont des lasses d'équivalene de termes modulo E et les transitions sont des
rééritures utilisant les règles du système de réériture. Ainsi, l'espae des aluls de la théorie
de réériture T R peut être hoisi omme un modèle de la logique de réériture. Cet espae
des aluls est déterminé par l'ensemble des termes de preuves π alulés dans les séquents
π : [t]E → [t
′]E modulo une équivalene de alul. Cette équivalene est donnée par E et un
ensemble EΠ d'axiomes équationnels sur les termes de preuves dérits dans la Figure 1.2, où
 les deux premiers axiomes dérivent les équations habituelles d'assoiativité et d'identité ;
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 l'axiome de préservation de omposition dérit une équivalene entre la omposition de
plusieurs pas de réériture dans le ontexte f  et la omposition de haque pas de réériture
dans e ontexte ;
 l'axiome de préservation d'identités E dérit la stabilité par ontexte de E ;
 l'équivalene induite par les inq premières équations dénit des termes de preuve équiva-
lents tels que les dérivations orrespondantes dièrent uniquement par l'ordre de rédution
de radiaux ;
 l'axiome de permutation parallèle dérit la rédution simultanée de radiaux ompatibles.
Cei peut être simulé par une omposition d'exéution séquentielle [Gad96℄. Intuitivement,
la réériture au sommet par une règle ℓ et une réériture en dessous sont des proessus
indépendants e qui permet ainsi leur exéution dans n'importe quel ordre.
Assoiativité ∀π1, π2, π3 ∈ Π
π1; (π2;π3) = (π1;π2);π3
Identités ∀π : [t]E → [t
′]E ,
π; [t′]E = π, et [t]E ;π = π
Préservation de omposition ∀f ∈ Fn, n = |f |,∀π1, . . . , πn, π
′
1, . . . , π
′
n :
f(π1;π
′
1, . . . , πn;π
′
n) = f(π1, . . . , πn); f(π
′
1, . . . , π
′
n)
Préservation d'identités ∀f ∈ Fn, n = |f | :
f([t1]E , . . . , [tn]E) = [f(t1, . . . , tn)]E
Axiomes de E ∀u = v ∈ E ,∀π1, . . . , πn :
u(π1, . . . , πn) = v(π1, . . . , πn)
Permutation parallèle ∀[ℓ] l→ r ∈ R,∀π1 : [t1]E → [t
′
1]E , . . . , πn : [tn]E → [t
′
n]E
ℓ(π1, . . . , πn) = ℓ([t1]E , . . . , [tn]E); r(π1, . . . , πn) et
ℓ(π1, . . . , πn) = l(π1, . . . , πn); ℓ([t
′
1]E , . . . , [t
′
n]E)
Fig. 1.2: Équivalene des termes de preuves  EΠ
Le modèle onsidéré est un ensemble quotient noté
TT R = {π | T R ⊢ π : [t]→ [t
′]}/(E ∪ EΠ)}
Satisfaisabilité
La relation de satisfaisabilité |=⊆ TT R × Seq(Σ) doit être ompatible ave les morphismes
des signatures. Elle est dénie dans [Mes89℄.
1.2.4 Systèmes de alul
Les systèmes de alul ont été introduits par Kirhner, Kirhner et Vittek dans [KKV95a℄,
où ils présentent une version plus élaborée des idées qu'ils avaient proposées originalement
dans [KKV93℄. Un système de alul enrihit le formalisme de la logique de réériture ave
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une notion de stratégie : un système de alul est omposé d'une théorie de réériture et d'un
système de stratégies. Les stratégies ontrlent l'appliation des règles de réériture en spéiant
des parours dans l'arbre de toutes les dérivations possibles et de ette façon dérivent quels
sont les n÷uds onsidérés omme des résultats d'un alul. Elles sont utilisées, d'une part, pour
dérire le déroulement de preuves qui nous intéressent et, d'autre part, pour restreindre l'espae
de reherhe de es preuves.
La première omposante d'un système de alul est une théorie de réériture T R à partir de
laquelle on dénit la notion de alul.
Dénition 1.31 Étant donnés une théorie de réériture T R et un séquent π : [t]E → [t
′]E ave
le terme de preuve π = t[ℓ(σx)]ω, un pas de réériture simple est déni par
[t]E ⇒ℓ,σ,ω [t
′]E
Cette dénition orrespond exatement à la notion traditionnelle d'un pas de réériture à la
position ω en utilisant la règle étiquetée ave l'étiquette ℓ et le math σ.
En plus, on s'intéresse à une représentation anonique de tous les aluls qui sont équivalents
modulo les axiomes EΠ(R). Puisque tout séquent peut être déomposé en une omposition de
séquents élémentaires (séquentiels)
∀ π : [t]E → [t
′]E
soit
π = [t]E = [t
′]E
soit
∃n ∈ N tel que [t]E = [t0]E ⇒ℓ0 [t1]E ⇒ℓ1 [t2]E . . .⇒ℓn−1 [tn]E = [t
′]E
et
π =A(;) (π0;π1;π2; . . . ;πn−1)
où A(; ) désigne l'assoiativité du  ;.
Pour un terme de preuve π, [tn]E est appelé le résultat de l'appliation de π sur [t0]E et il est
aussi désigné par [t]E
π
⇒ [t′]E . La relation d'équivalene générée par (E ∪ EΠ(R)) sur les termes
de preuve induit une équivalene sur les aluls : deux aluls sont équivalents s'ils amènent au
même résultat et que leurs termes de preuve sont équivalents.
En général, on ne s'intéresse pas à tous les aluls, on s'intéresse seulement à eux guidés par
une stratégie, 'est-à-dire une desription de la séquene de pas de réériture élémentaires permis
par les aluls. D'un point de vue formel, une stratégie est un ensemble de termes de preuve, i.e.,
un sous-ensemble des termes de preuve Π, qui est los par onaténation.
La relation de transition π : [t]E → [t
′]E peut être étendue pour les stratégies.
Dénition 1.32 Soient S ⊆ Π et t, t′ ∈ TF . La relation
S : [t]E → [t
′]E
est vraie s'il existe un terme de preuve π ∈ S tel que
π : [t]E → [t
′]E
Le résultat de l'appliation d'une stratégie S sur un terme t, désigné fontionnellement par
S(t), est déni omme suit
S(t) = {[t′]E |∃π ∈ S, [t]E
π
⇒ [t′]E}
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La relation S : t → t′ exprime la dérivabilité du terme t en t′ suivant une ertaine stratégie
S. À partir de ette dénition, on peut noter que l'appliation d'une stratégie sur un terme peut
retourner plusieurs résultats.
Une première façon de dérire une stratégie est d'énumérer extensivement le sous-ensemble
des termes de preuve. Cette approhe n'est pas satisfaisante en pratique, don le problème est de
dénir un langage permettant de dérire des sous-ensembles des termes de preuve. La diérene
entre la représentation d'une stratégie omme un ensemble de termes de preuve et une expression
dans un formalisme de stratégies reète la diérene entre la vue sémantique des stratégies et
la vue syntaxique des stratégies exprimées sous la forme d'un programme dans un langage de
stratégies. Dans la Setion 1.2.5, nous présentons les opérateurs de stratégies utilisés dans le
langage ELAN qui peut être dérit omme un adre logique pour le prototypage de systèmes de
alul.
On peut maintenant dénir formellement la notion de système de alul.
Dénition 1.33 Un système de alul est omposé d'une théorie de réériture T R = (Σ,L,X ,R)
et d'une stratégie S.
1.2.5 Langage ELAN
Le langage ELAN a été onçu au sein du projet Protheo à Nany au début des années quatre-
vingt-dix. Sa première version est dérite dans la thèse de Vittek [Vit94℄ et son implantation est
détaillée dans [KKV95b℄. Au ours des années, le langage a évolué et depuis le début de l'année
2000 la version 3.4 est disponible [BCD
+
00℄.
ELAN a été onçu omme un adre logique pour le prototypage de systèmes de alul. Du
point de vue de la programmation, le langage ore la possibilité de spéier des systèmes de
alul omposés de théories de réériture multi-sortées, haune dérite par une signature et par
un ensemble de règles de réériture et de stratégies d'exéution.
 La signature dénit les sortes et les symboles de fontions utilisés dans la desription de la
théorie. ELAN permet d'utiliser des symboles libres et assoiatifs-ommutatifs, qui peuvent
être spéiés en utilisant une notation mixx.
 L'ensemble de règles de réériture est omposé de règles non-nommées et de règles nommées
ou étiquetées.
 Les règles non-nommées sont utilisées pour la normalisation de termes. Leur applia-
tion n'est pas ontrlée par l'utilisateur, elles sont exéutées ave une stratégie pré-
dénie dans le langage. Cette stratégie pré-dénie est la stratégie de normalisation
leftmost-innermost. Puisque la stratégie de normalisation est pré-dénie dans ELAN,
elle n'est pas spéiée dans la théorie de réériture de l'utilisateur, l'ensemble de règles
non-nommées doit être onuent et terminant.
 L'ensemble de règles nommées, qui n'est pas néessairement onuent et terminant,
peut être ontrlé par des stratégies élémentaires. Les deux raisons prinipales pour
leur utilisation sont
 si l'ensemble de règles n'est pas terminant, l'utilisateur a la possibilité de restrein-
dre l'ensemble de dérivations à un sous-ensemble de dérivations nies, an d'éviter
des dérivations innies ;
 si l'ensemble de règles n'est pas onuent, l'utilisateur a la possibilité de spéier
ertains sous-ensembles de toutes les dérivations possibles et obtenir ainsi un
sous-ensemble de tous les résultats possibles.
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 Les stratégies sont utilisées en ELAN de trois façons diérentes
 pour séparer dans un programme la partie alul de la partie ontrle ;
 pour exprimer des dérivations non-déterministes ;
 pour spéier des proédures de normalisation partiulières.
Parmi plusieurs aratéristiques, le alul non-déterministe d'ELAN le diérenie d'autres
systèmes basés sur la réériture. L'avantage de ette option est que ela permet de travailler ave
des systèmes de réériture non-onuents.
Le style de programmation en ELAN, basé sur le paradigme des systèmes de alul, unie
ertaines aratéristiques de la programmation fontionnelle et logique. La programmation par
réériture est similaire à l'approhe fontionnelle restreinte au premier ordre. Cependant, la
possibilité de spéier des sous-ensembles de dérivations par un langage de stratégies joue le rle
du non-déterminisme de la programmation logique.
La variété des appliations qui ont été implantées en ELAN illustre la généralité du paradigme
des systèmes de alul et montre l'expressivité et la puissane du langage omme un outil de
programmation. Parmi elles, on peut iter
 une implantation de la proédure de résolution de ontraintes d'ordre pour la preuve de
terminaison basée sur l'ordre général sur les hemins [GG95℄ ;
 deux implantations de la proédure de omplétion de Knuth-Bendix [KM95, KLS96℄ ;
 une implantation du prouveur de prédiats B [CK97℄ ;
 vériation du protoole d'authentiation de Needham-Shroeder [Cir99℄ ;
 la ombinaison d'algorithmes d'uniation [Rin97℄ ;
 un algorithme d'uniation d'ordre supérieur [Bor95℄ ;
 résolution de CSP [Cas98℄ ;
 CLP [KR98℄ ;
 la réériture du premier ordre [KM96℄ et d'ordre supérieur.
La première version d'ELAN avait oert un interpréteur et un ompilateur restreint [Vit96℄. De
nouvelles tehniques de ompilation de systèmes de alul ont été étudiées et maintenant il existe
un ompilateur du langage permettant d'utiliser des symboles assoiatifs-ommutatifs [MK97,
MK98℄.
Dans le reste de ette setion, nous présentons brièvement le langage ELAN. Nous illustrons la
syntaxe des trois omposants d'un système de alul : signatures, règles de réériture et stratégies.
Une desription formelle et détaillée du langage est donnée dans [Bor98℄, une sémantique du point
de vue fontionnelle est présentée dans [BKK98, BKKR01℄ et tous les détails néessaires pour
l'utilisation du langage peuvent être trouvés dans [BCD
+
00℄.
An d'illustrer les omposants et l'utilisation du langage ELAN nous présentons une partie de
la spéiation du protoole d'authentiation Needham-Shroeder [NS78℄. Le but de e protoole
et d'établir une authentiation mutuelle entre plusieurs agents ommuniquant dans un réseau
non-séurisé ('est-à-dire en présene des intrus). Dans les exemples suivants nous présentons
seulement quelques règles dérivant le protoole et une stratégie reherhant toutes les attaques
possibles ; une desription plus détaillée est donnés dans [Cir99℄.
Signatures ELAN
ELAN permet de dénir des signatures multi-sortées qui sont spéiées par un ensemble de
sortes S. L'exemple 1.4 présente la délaration de diérentes sortes utilisées pour prototyper le
protoole d'authentiation Needham-Shroeder.
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Exemple 1.4 (Délaration de sortes en ELAN)
La délaration des sortes des termes représentant les agents, l'intrus, le réseau et leur ara-
téristiques, peut être faite en ELAN de la manière suivante
sort
agent intruder SWC AgentId None message network state;
end
Une fois délarées les sortes de la signature, on peut dénir les symboles de fontions indexés
qui appartiennent à l'ensemble de symboles de fontions F de la signature. Chaque symbole, déni
par son prol en notation mixx, peut être déoré par des attributs sémantiques omme étant
un symbole libre ou assoiatif-ommutatif ((AC)) et il peut aussi être déoré par des attributs
syntaxiques tels que
 sa priorité syntaxique (e.g. pri 10) ;
 sa visibilité dans d'autres modules (e.g. global/loal) ;
 son assoiativité syntaxique par défaut à gauhe (assoLeft) ou à droite (assoRight) ;
 le fait d'être synonyme ave un autre symbole (e.g. alias).
L'Exemple 1.5 montre la dénition de symboles de fontions ave des attributs syntaxiques
et sémantiques.
Exemple 1.5 (Dénition de symboles de fontions en ELAN)
À partir de la délaration de sortes de l'Exemple 1.4, on peut spéier que toute onstante
de la sorte int est un AgentId. On peut également dénir les états ( SWC) possibles d'un agent
et la modalité de onstruire des nones. Un message est déni en préisant son expéditeur, son
destinataire et deux nones ryptés ave la lé publique du destinataire. L'ensemble de messages
représentant le réseau ( network) est déni en utilisant l'attribut AC pour l'opérateur &. Le ar-
atère spéial  est utilisé pour indiquer la position d'un argument.
operators global
 : (int) AgentId;
SLEEP : SWC;
WAIT : SWC;
COMMIT : SWC;
N(,) : (AgentId AgentId) None;
 +  +  : ( AgentId SWC None ) Agent;
--> K()[,℄ : (AgentId AgentId AgentId None None) message;
 : (message) network;
 &  : (network network) network (AC);
 <>  <>  <>  : ( Agent Agent intruder network) state;
end
L'état général onsiste en les états des deux agents partiipant à la ommuniation, de l'intrus
et du réseau.
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Règles de réériture
Il existe deux types de règles souvent introduites dans une théorie de réériture : les règles
non-onditionnelles et les règles onditionnelles. Le langage ELAN introduit en plus la notion
d'aetation loale pour des variables (loales) non-instaniées pendant le ltrage [BCD
+
00℄.
Cela nous permet d'appliquer une stratégie sur un terme autre que elui de tête et aussi de
garder la valeur d'une variable lorsqu'elle est utilisée plusieurs fois dans une règle.
La syntaxe des règles onditionnelles ave des aetations loales est la suivante
[ℓ] l ⇒ r
if − where
où
 ℓ ∈ L est l'étiquette de la règle (qui est vide dans le as d'une règle non-nommée) ;
 l et r sont des termes de TF(X ) représentant les membres gauhe et droit de la règle ;
 if − where ::= {if v | where y := (S)u | where y := ()u}∗ où
 if v est une ondition booléenne ;
 where y := (S)u est une aetation de la variable y ∈ X par le résultat de l'appli-
ation de la stratégie S sur le terme u ∈ TF (X ) ;
 where y := ()u est une aetation de la variable y ∈ X par le résultat de la
normalisation du terme u.
L'appliation d'une règle de réériture à un terme los ommene par une étape de ltrage
permettant de aluler la substitution assoiée au problème de ltrage onsidéré. Les évaluations
loales et les onditions sont alors évaluées les unes à la suite des autres (de haut en bas) jusqu'à
atteindre la dernière ; 'est seulement à e moment là que la règle peut s'appliquer et que le
membre droit est onstruit. Chaque ondition v est mise en forme normale puis omparée à la
valeur de vérité true pré-dénie par le système. En as d'égalité, on dit que la ondition est
satisfaisable et le alul des évaluations loales se poursuit. L'aetation loale where y := (S)u
permet de délenher l'appliation d'une stratégie. Dans un premier temps, le terme u est mis en
forme normale en n'utilisant que des règles non nommées, la stratégie S est ensuite appliquée sur
le terme en forme normale. En as d'éhe d'une ondition ou (de la stratégie) d'une évaluation
loale, un méanisme de retour arrière (baktraking) est délenhé : les évaluations loales
préédentes sont réévaluées pour en extraire d'autres solutions. Si auune autre solution n'est
trouvée, on dit que l'appliation de la règle ourante éhoue et une autre règle est séletionnée.
Exemple 1.6 (Règle ave aetation loales)
Les règles du protoole Needham-Shroeder dérivent l'évolution de l'état global pendant une
session. À partir des sortes et des symboles de fontions dénis dans l'Exemple 1.4 et l'Exem-
ple 1.5, respetivement, la règle initiate i-dessous dérit l'initialisation de la ommuniation
en envoyant en réseau le message onstruit à partir des identités des deux agents partiipants.
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rules for term
x,y : AgentId; m,n : None; ls : network;
I : intruder; mes : message;
global
[initiate℄ x+SLEEP+n <> y+SLEEP+m <> I <> ls
=>
x+WAIT+N(x,y) <> y+SLEEP+m <> I <> mes & ls
where mes :=() genMessage(x,y)
end
end
La variable mes représentant le message envoyé en réseau par l'agent ave l'identité x est
instaniée en normalisant le terme genMessage(x,y) lequel dans e as génère un message
x>y K(y)[N(x,y),N(x,y)℄. L'émetteur du message hange son état en WAIT et attend une
réponse à son message.
Pour des raisons de onfort et d'eaité d'exéution, le langage dispose de ertaines exten-
sions pour la onstrution de règles : les aetations généralisées et la fatorisation de règles.
L'aetation généralisée est une onstrution syntaxique
where (sort) p := (S)u
où p est un terme non-los de sorte sort ∈ S.
Le terme p, dit motif, est omposé de onstruteurs et de variables, où un onstruteur est un
symbole de fontion qui n'apparaît pas omme opérateur de tête dans un membre gauhe d'une
règle de réériture.
Toutes les variables dans le motif p non enore instaniées, sont instaniées par le ltrage
de e motif p ave le résultat de l'appliation de la stratégie S au terme u, ou au as où une
stratégie S n'est pas spéiée, le résultat de la normalisation du terme u.
Exemple 1.7 (Règle ave aetation généralisée)
La réponse d'un message envoyé par l'initiateur d'une ommuniation, omme elui généré
dans la règle de l'Exemple 1.6, est onstruite en utilisant l'information ontenue dans le message
initial. Une aetation généralisée est employée an d'extraire les aratéristiques du message
qui était destiné à l'agent y, identité qui est spéiée dans le motif à ltrer.
rules for term
y,z,n1,n2,n3,n4 : AgentId; m : None; ls : network;
S : Agent; I : intruder; mes : message;
global
[response℄ S <> y+SLEEP+m <> I <> mes & ls
=>
S <> y+WAIT+N(y,z) <> I <> y-->z K(z)[N(n1,n3),N(y,z)℄ & ls
where (message) z-->y K(y)[N(n1,n3),N(n2,n4)℄ :=() mes
end
end
La onstrution de fatorisation permet de mettre en fateur des parties ommunes de
plusieurs règles ayant les mêmes membres gauhe et droit. Cela permet, d'une part, de sup-
primer une ou plusieurs règles de réériture, et d'autre part, d'éviter le ltrage et des exéutions
ommunes dans plusieurs règles.
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En général, la syntaxe des règles est la suivante
règle ::= l ⇒ r
if − where − choose
if − where − choose ::= {if − where|
hoose
{try if − where− choose}+
end}∗
Cette onstrution de fatorisation peut être enhaînée au même niveau que des onditions
if et des aetations loales where, mais elle peut également être imbriquée.
Exemple 1.8 (Règle ave fatorisation)
Si l'agent initiant la ommuniation de l'Exemple 1.6 reçoit le message attendu alors il peut
passer dans l'état COMMIT représentant une session aomplie. Si le message ne ontient pas le
none orret alors une erreur est obtenue.
rules for term
x,v,w,n1,n2,n3,n4 : AgentId; ls : network;
R : Agent; I : intruder;
global
[ak℄ x+WAIT+N(x,v) <> R <> I <> w-->x K(x)[N(n1,n3),N(n2,n4)℄ & ls
=>
S
hoose
try
if x==n1 and v==n3
where S:=() x+COMMIT+N(x,v) <> R <> I <> x-->v K(v)[N(n2,n4),N(n2,n4)℄ & ls
try
if x!=n1 or v!=n3
where S:=() ERROR
end
end end
Un dernier message de onrmation est envoyé dans le as où le none reçu était orret.
Stratégies élémentaires d'ELAN
Le langage de stratégies élémentaires d'ELAN permet de ontrler l'appliation des règles
nommées, de dénir des exéutions non-déterministes et de spéier des dérivations simultanées.
Le langage de stratégies élémentaires ore plusieurs opérateurs et nous présentons juste les
plus importants en dérivant
 la onstrution pour la onaténation de stratégies :  ; ;
 les onstrutions de hoix dk, d, first ;
 la onstrution d'itération repeat∗ ;
 les onstrutions pour les stratégies identité et éhe : id et fail, respetivement.
La syntaxe et la sémantique opérationnelle des stratégies élémentaires, de façon informelle,
sont les suivantes.
Constrution de onaténation
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; La onaténation de stratégies S1 ; S2 orrespond à l'axiome de transitivité de la logique
de réériture. Pour typer une onaténation, il faut que les deux stratégies S1 et S2
soient de la même sorte, qui devient également la sorte de ette onaténation.
Construtions de hoix
dk La stratégie dk(S1 , . . . , Sn) donne tous les résultats de l'appliation de toutes les
stratégies S1, . . . , Sn. Si toutes les stratégies Si éhouent alors la stratégie dk éhoue.
d La stratégie d(S1 , . . . , Sn) donne tous les résultats de l'appliation d'une des straté-
gies S1, . . . , Sn laquelle est hoisie de manière aléatoire. Si toutes les stratégies Si
éhouent alors la stratégie d éhoue.
first La stratégie first(S1 , . . . , Sn) donne tous les résultats de l'appliation de la pre-
mière stratégie S1, . . . , Sn qui est appliable (en ordre textuel). Si toutes les stratégies
Si éhouent alors la stratégie first éhoue.
Construtions d'itération
repeat∗ La stratégie repeat ∗ (S) orrespond à Si =
i︷ ︸︸ ︷
S ; . . . ; S si Si+1 éhoue. Si la
stratégie S éhoue alors la stratégie repeat∗ orrespond à l'identité, elle n'éhoue
jamais.
Construtions d'identité et d'éhe
id La stratégie id orrespond à l'identité, elle retourne le même terme d'entrée et pourtant
elle peut toujours être appliquée.
fail La stratégie fail orrespond à un éhe, elle éhoue toujours.
En utilisant des stratégies non-déterministes nous pouvons explorer exhaustivement l'espae
de reherhe d'un problème donné et trouver des shéma satisfaisant des propriétés spéiques.
L'exemple 1.9 montre la dénition d'une stratégie en ELAN.
Exemple 1.9 (Dénition de stratégies en ELAN)
La stratégie reherhant des attaques possibles applique d'une manière répétitive et non-
déterministe toutes les règles de réériture dérivant le omportement des agents honnêtes et
de l'intrus et séletionne seulement les résultats représentant une attaque.
[℄attStrat => repeat*(
dk( initiate, response, ak, ..., intruder )
);
attakFound
end
Le résultat de la stratégie repeat*(...) est l'ensemble de tous les omportements possibles
dans une session du protoole où les messages peuvent être intereptés ou truqués par un intrus.
La stratégie attakFound vérie ensuite si le terme reçu en entrée représente une attaque et
hoisit don parmi l'ensemble préédent de résultats seulement eux qui représentent une attaque.
Le langage ELAN utilise impliitement une stratégie de normalisation ave l'ensemble de
toutes les règles non-nommées. Cette normalisation se délenhe automatiquement après haque
appliation d'une règle de réériture.
1.3 Le λ-alul
Les systèmes de réériture que nous avons présentés jusqu'à maintenant sont appelés sys-
tèmes de réériture du premier ordre et ils permettent d'exprimer des aluls sur des expressions
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ontenant des variables. Le pouvoir d'expression de es systèmes n'est pas susant pour dérire
diretement les fontions sur les fontions omme, par exemple, la omposition de fontions.
Le λ-alul est un système de réériture d'ordre supérieur qui a été introduit pour exprimer
simplement la fontionnalité.
Nous présentons brièvement les onepts et les propriétés du λ-alul. Pour une présentation
détaillée du alul dans les as non-typé et typé la référene lassique est [Bar84℄ mais on peut
iter aussi [HS86℄ et [Kri90℄.
1.3.1 Le λ-alul non-typé
Une fontion est souvent dérite par un terme du premier ordre qui omporte une ou plusieurs
variables. Par exemple, la fontion d'inrementation est représenté par x+1 et on érit incr(x) =
x+ 1. L'appliation de ette fontion à l'entier 2 est notée f(2).
Il y a don deux onstrutions indispensables pour exprimer une fontion. La première est
l'abstration d'une variable, omme x dans incr(x). La seonde est l'appliation d'une fontion
à une valeur ; incr(2) dans le as préèdent. L'ensemble des termes du λ-alul est engendré à
partir les termes du premier ordre en utilisant les deux nouveaux opérateurs, l'abstration et
l'appliation.
Dénition 1.34 Soit X un ensemble de variables et F un ensemble de symboles appelés ons-
tantes. L'ensemble des termes du λ-alul, noté ΛFX , est le plus petit ensemble satisfaisant :
 si x ∈ X est une variable, alors x ∈ ΛFX ,
 si f ∈ F est une onstante, alors f ∈ ΛFX ,
 si x ∈ X et t ∈ ΛFX , alors λx.t ∈ Λ
F
X ,
 si u ∈ ΛFX et v ∈ Λ
F
X , alors u v ∈ Λ
F
X .
Les variables et les onstantes sont appelés atomes.
Si l'ensemble de symboles F est vide alors l'ensemble des termes du λ-alul est noté ΛX et
le alul est appelé pur. Sinon le alul est appelé appliqué (f. [HS86℄).
Les λ-termes peuvent être dénis en utilisant la notation proposée préédemment pour la
dénition d'une algèbre de termes :
t ::= x | f | λx.t | t t
Intuitivement, λx.t représente la fontion qui assoie la valeur t à la variable x. Un terme de
la forme λx.t est appelé une abstration. Le terme (u v) représente intuitivement le résultat de
l'appliation de la fontion u a l'argument v. Un terme de la forme (u v) est appelé l'appliation
du terme u au terme v.
Dénition 1.35 L'ensemble des variables libres d'un λ-terme t, noté FV (t), est déni indu-
tivement par :
 FV (x) = x,
 FV (f) = ∅,
 FV (λx.t) = FV (t)− {x},
 FV (u v) = FV (u) ∪ FV (v).
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On dit que l'ourrene d'une variable x dans un terme t est liée si ette variable apparaît
dans un sous-terme de t de la forme λx.u. Dans le as ontraire l'ourrene de la variable x est
libre. Si la variable x a au moins une ourrene libre dans le terme t alors x est appelée une
variable libre de t. L'ensemble des variables libres de t est exatement FV (t).
Les substitutions du premier ordre présentées dans la setion 1.1.2 ne onviennent pas pour
le λ-alul ar, par exemple, la variable y est libre dans le terme λx.(x y) alors que son image ne
l'est plus dans le terme 〈y 7→ x〉λx.(x y) = λx.(x x). On dit que la variable y a été apturée.
Nous allons donner une dénition de la substitution utilisant un méanisme de renommage
des variables qui évitera les aptures éventuelles.
Dénition 1.36 Soit t, u, v, s des λ-termes et x une variable. La substitution de la variable x
par le terme s dans le terme t, notée 〈x/s〉t est dénie par réurrene sur la struture de t :
 si t est la variable x alors 〈x/s〉t = s,
 si t est un atome a diérent de x alors 〈x/s〉t = a,
 si t = (u v) alors 〈x/s〉t = (〈x/s〉u 〈x/s〉v),
 si t = λx.u alors 〈x/s〉t = t,
 si t = λy.u alors 〈x/s〉t = λz.(〈x/s〉〈y/z〉u)
où z est une nouvelle variable, i.e. z 6= x, z 6∈ FV (s) et z 6∈ FV (u).
Les règles de propagation des substitutions ne sont pas des règles du λ-alul. On les appelle
des méta-règles.
Nous avons déni l'ensemble des termes du λ-alul et par la suite nous dénissons les relations
lassiques de rédution et d'équivalene sur les λ-termes.
Pour éviter la apture des variables, on dénit une relation, appelée α-onversion, dont le
rle est de remplaer le nom d'une variable liée par un nouveau nom.
Dénition 1.37 Soit t un λ-terme ontenant un sous-terme λx.u et soit y une variable telle
que y 6∈ FV (u). Le remplaement de λx.u par λy.〈x/y〉u est appelé renommage de la variable
liée y ou α-onversion.
Deux termes u, v sont dits α-équivalents, noté u ≡α v, si v est obtenu en appliquant une série
nie (éventuellement vide) de renommages de variables liées à u.
Par exemple, les termes λx.x et λy.y sont α-équivalents mais λx.λy.(x y) et λx.λx.(x x) ne
sont pas α-équivalents pare que x est libre dans (x y) et don nous ne pouvons pas renommer
y en x.
En λ-alul on raisonne toujours modulo α-équivalene, 'est-à-dire qu'on ne distingue pas
deux termes α-équivalents (i.e. on raisonne sur les lasses d'α-équivalene).
Dénition 1.38 Un λ-terme de la forme (λx.t) u est appelé un β-radial et le terme 〈x/u〉t son
réduit.
Si un terme t ontient un sous-terme (λx.v) u et le terme t′ est le terme t ave le sous-terme
(λx.v) u remplaé par le terme 〈x/u〉v, on dit que t β-réduit en t′. Formellement la β-rédution
est dénie par :
Dénition 1.39 La relation entre termes t −→β t
′
(t se β-réduit sur une étape en t′) est la plus
petite relation telle que
 (λx.t)u −→β 〈x/u〉t
 si u −→β v alors (u t) −→β (v t)
 si u −→β v alors (t u) −→β (t v)
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 si u −→β v alors (λx.u) −→β (λx.v)
La relation t
∗
−→β t
′
(t se β-réduit sur t′) est dénie omme la fermeture réexive-transitive
de la relation −→β.
La relation t ≡β t
′
(t et t′ sont β-équivalents) est dénie omme la fermeture réexive-
symétrique-transitive de la relation −→β.
Dénition 1.40 Le λ-alul est le alul déni par l'algèbre de termes ΛFX et la relation
∗
−→β.
Théorème 1.5 Le λ-alul est onuent.
Il existe de nombreuses preuves diérentes de e théorème, on peut entre autres se référer
à [Bar84, HS86, Kri90℄.
Le λ-alul n'est pas fortement normalisable (ni même faiblement normalisable) : le ontre
exemple lassique est ω ω où ω ≡α λx.(x x). Ce terme se réduit en une étape de β-rédution en
lui-même, e qui fournit une haîne de rédution innie.
1.3.2 Le λ-alul simplement typé
Dans l'algèbre de termes du premier ordre présentée en Setion 1.1.1, les symboles de fontions
d'arité non nulle ne sont pas des termes ; ils sont juste utilisés pour onstruire des termes. En
λ-alul appliqué, les symboles de fontions sont des termes et permettent la onstrution de
termes dénués de sens. Par exemple, les termes (succ succ) et (succ 0 0) sont des termes de
Λsucc,0X mais ils ne orrespondent pas à des fontions mathématiques ou à des appliations de
fontions.
Il faut don restreindre les règles de onstrution des λ-termes an de ne pas générer de
tels termes. La notion d'arité n'est plus susante, puisque elle empêherait la onstrution des
termes (succ succ) et (succ 0 0) mais pas du terme (succ λx.x). Il faut don assoier à haque
terme une information indiquant sa fontionnalité et ette information est appelée un type.
Dénition 1.41 Etant donné un ensemble de types de base enore appelés types atomiques.
L'ensemble des types est indutivement déni par
 les types de base sont des types,
 si A et B sont des types, alors (A֌ B) est un type.
Les types de la forme (A ֌ B) sont appelés types omposés est représentent l'ensemble de
fontions de A vers B.
La èhe ֌ assoie à droite et don un type de la forme A1 ֌ A2 ֌ . . . ֌ An est une
abréviation pour A1֌ (A2֌ (. . .֌ An) . . .).
Dénition 1.42 Une variable typée est un ouple (x : A) où x est une variable et A un type.
Un ontexte est une liste de variables typées, telle que haque variable apparaisse au plus une fois
dans ette liste. On note Γ[x : A] le ontexte Γ ontenant la variable typée (x : A).
Dénition 1.43 Soit Γ un ontexte, t un terme et A un type. On dit que le terme t est bien
typé et a le type A dans le ontexte Γ, noté Γ ⊢ t : A si :
 t = x et Γ = Γ[x : A] ou,
 t = u v et Γ ⊢ u : B֌ A et Γ ⊢ v : B ou,
 t = λx : B.u et Γ[x : B] ⊢ u : C et A = B֌ C.
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S'il existe un type A tel que Γ ⊢ t : A, le terme t est dit bien typé dans Γ. On dit que le terme
t est bien typé s'il existe un ontexte Γ tel que t est bien typé dans Γ.
Considérons les prols 0 : A et succ : A ֌ A , les termes (succ succ), (succ 0 0) et
(succ λx : A.x) ne sont pas bien typés quelque soit le ontexte utilisé, mais Γ ⊢ (succ 0) et
Γ[x : A] ⊢ (succ x). Il n'existe pas de ontexte tel que le terme ωA = λx : A.(x x) soit bien typé.
Proposition 1.1 Il existe un algorithme qui prend en argument un ontexte Γ et un terme t et
qui déide si t est bien typé dans Γ et retourne le type de t dans e as.
1.3.3 Le formalisme de de Bruijn
Dans le λ-alul, à haque appliation de substitution et don à haque étape de β-rédution
il faut gérer expliitement un système de renommage des variables. Même si d'un point de vue
théorique le renommage des variables est souvent vu (à tort) omme un détail mineur, une
implantation du système tel que est très ineae.
Le formalisme de de Bruijn ([dB72℄, [dB78℄) est basé sur le remplaement de haque variable
du λ-alul lassique par un entier naturel représentant le nombre de λ qui la sépare du λ qui la
lie. Ce nombre est appelé un indie de de Bruijn et le alul est noté λDB-alul.
Dans le λDB-alul il n'est plus néessaire d'étiqueter les λ par la variable qu'ils lient puisque
ette information est déjà ontenue dans haque variable. Les variables libres sont traitées omme
si elles étaient liées par des λ extérieurs. Don il n'existe pas une unique représentation dans le
formalisme de de Bruijn d'un λ-terme ontenant des variables libres mais ette ambiguïté est
levée si on préise un ordre sur les variables. Par exemple,
λx.λy.(x y z) devient λλ(2 1 3)
λx.(x (λy.(x y))) devient λ(1 λ(2 1))
La notation de de Bruijn est diile à lire mais elle s'avère très eae pour le traite-
ment méanique des substitutions. Par la suite nous introduisons les termes du λDB-alul et la
β-rédution orrespondante.
Dénition 1.44 L'ensemble des termes du λDB-alul pur, noté ΛDB, est l'algèbre de termes
induite par la grammaire suivante :
t ::= n | λt | t t
où n est un entier naturel non nul.
Le λDB-terme 〈1/u〉t représente le terme t où la variable 1 a été remplaée par le terme u.
Un λDB-terme de la forme (λt) u est appelé β-radial et le terme 〈1/u〉t son réduit.
L'utilisation d'indies de de Bruijn à la plae de noms de variables néessite une nouvelle no-
tion de substitution. Dans la rédution d'un β-radial (λt) u, il faut d'une part mettre à jour les
indies (variables) libres de t pour prendre en ompte la disparition d'un λ et d'autre part, mod-
ier les indies de de Bruijn de u pour tenir ompte du nombre de λ supplémentaires traversés
lors de la propagation de la substitution. Nous ne donnons pas la dénition lassique de la sub-
stitution du λDB-alul mais une formulation équivalente présentée, par exemple, dans [Pag97℄.
Dénition 1.45 La substitution 〈n/u〉t est dénie par indution sur t :
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〈n/u〉(t′ t′′) = (〈n/u〉t′) (〈n/u〉t′′) ↑n (t′ t′′) = (↑n (t′)) (↑n (t′′))
〈n/u〉(λt) = λ(〈n + 1/ ↑0 (u)〉t) ↑n (λt) = λ(↑n+1 (t))
〈n/u〉m =


m− 1, si m > n
u, si m = n
m, si m < n
↑n (m) =
{
m+ 1, si m ≥ n
m, si m = n
Dénition 1.46 La β-rédution est la plus petite relation −→ telle que :
 (λt)u −→ 〈1/u〉t
 si u −→ v alors (u t) −→ (v t)
 si u −→ v alors (t u) −→ (t v)
 si u −→ v alors (λu) −→ (λv)
Proposition 1.2 Le λDB-alul et le λ-alul sont isomorphes.
Preuve : Une preuve est donnée dans [Mau85℄. ✷
Dans la Dénition 1.45 la fontion ↑n a le même rle que l'α-onversion du λ-alul lassique
et inrémente tous les indies libres du terme à substituer pour éviter la apture par le λ que la
substitution vient de passer.
Comme dans le as du λ-alul ave des noms de variables, une substitution est une opération
indivisible que l'on eetue en un seul pas et qui est dérite ii au méta-niveau du alul.
1.3.4 Le λσ-alul
Le λσ-alul, introduit dans [ACCL90℄, est un formalisme permettant de rendre expliite
l'appliation de substitution. Dans le λσ-alul la substitution est gérée par un onstruteur
expliite de la syntaxe et son appliation est dérite par les règles du alul.
Dénition 1.47 L'algèbre de termes du λσ-alul est une algèbre à deux sortes, une pour les
termes et une pour les substitutions :
Termes t : := xt | 1 | λt | t t | t〈s〉
Substitutions s : := xs | id | ↑ | t.s | s ◦ s
Les substitutions sont appelées aussi des environnements. Les substitutions ne sont plus des
ouples variable (ou indie) et terme, mais des liste de termes.
La omposition de n symboles ↑, i.e. ↑ ◦ . . . ↑, est notée ↑n. Remarquons que le seul indie de
de Bruijn qui apparaît expliitement dans la syntaxe est 1 mais on peut oder l'indie n par le
terme 1〈↑n−1〉.
Nous distinguons deux types d'appliation, l'appliation d'un terme à un autre terme, notée
par juxtaposition, et l'appliation d'une substitution s à un terme t, notée t〈s〉. Le symbole
◦ représente la omposition de deux substitutions. La substitution id, appelée identité, est in-
terprétée omme la suite des entiers de de Bruijn (n)n≥1. La substitution ↑, appelée shift, est
interprétée omme la suite des entiers de de Bruijn (n+ 1)n≥1.
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L'ensemble de règles du λσ-alul est donné dans la Figure 1.3. La règle Beta est la règle
délenhant la β-rédution. Si on onsidère le système de réériture où on omet ette règle on
obtient le alul de substitution appelé σ-alul.
Beta (λt) u ⇒ t〈u.id〉
App (u v)〈s〉 ⇒ (u〈s〉) (v〈s〉)
V arCons 1〈u.s〉 ⇒ u
Clos u〈s〉〈t〉 ⇒ u〈s ◦ t〉
Abs (λt)〈s〉 ⇒ λ(t〈1.(s◦ ↑)〉)
IdL id ◦ s ⇒ s
ShiftCons ↑ ◦(u.s) ⇒ s
AssEnv (s ◦ t) ◦ v ⇒ s ◦ (t ◦ v)
MapEnv (u.s) ◦ t ⇒ u〈t〉.(s ◦ t)
Id u〈id〉 ⇒ u
IdR s ◦ id ⇒ s
V arShift 1. ↑ ⇒ id
SCons 1〈s〉.(↑ ◦s) ⇒ s
Fig. 1.3: Les règles du λσ-alul
Proposition 1.3 Le σ-alul est onuent et fortement normalisable.
Si on onsidère un terme du λσ-alul sans variable et sans substitution, on obtient un
λDB-terme. On peut montrer qu'un terme sans variable se réduit par σ en un terme sans substi-
tution.
Théorème 1.6 Le λσ-alul est onuent pour les termes ne ontenant pas de variable de sub-
stitution (termes semi-los).
La preuve de la onuene du λσ-alul ave des termes los est donnée dans [ACCL90℄. La
onuene dans le as où les termes sont semi-los a été prouvée dans [Río93℄.
1.3.5 Le λσ⇑-alul
L'un des problèmes du λσ-alul est la non-onuene sur la totalité de l'algèbre de termes.
Dans [CHL96℄, Curien, Hardin et Lévy ont montré qu'en introduisant un nouvel opérateur unaire
appelé lift et noté ⇑ on obtient un alul onuent sur l'ensemble de termes ouverts.
L'opérateur ⇑ est utilisé pour simplier la règle Abs en remplaçant 1.(s◦ ↑) par ⇑ (s). L'idée
sous-jaente est de faire disparaître une paire ritique engendrée par la règle Abs. En omplétant
le λσ-alul pour que les paires ritiques introduites par e nouveau symbole onvergent on
obtient le λσ⇑-alul.
Dans le λσ⇑-alul les indies de de Bruijn sont des vrais numéros de de Bruijn, i.e. on ne
ode pas l'indie n par 〈↑n−1〉1.
Dénition 1.48 L'algèbre de termes du λσ⇑-alul est l'algèbre à deux sortes dénie par :
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Termes t : := xt | n | λt | t t | t〈s〉
Substitutions s : := xs | id | ↑ | t.s | s ◦ s | ⇑ (s)
L'ensemble de règle du λσ⇑-alul est donné dans la Figure 1.4.
Beta (λt)u ⇒ t〈u.id〉
App (uv)〈s〉 ⇒ (u〈s〉)(v〈s〉)
Lambda (λt)〈s〉 ⇒ λ(t〈⇑ (s)〉)
Clos u〈s〉〈t〉 ⇒ u〈s ◦ t〉
V S1 n〈↑〉 ⇒ (n+ 1)
V S2 n〈↑ ◦s〉 ⇒ (n+ 1)〈s〉
FV C 1〈u.s〉 ⇒ u
FV L1 1〈⇑ (s)〉 ⇒ 1
FV L2 1〈⇑ (s) ◦ t〉 ⇒ 1〈t〉
RV C (n+ 1)〈u.s〉 ⇒ n〈s〉
RV L1 (n+ 1)〈⇑ (s)〉 ⇒ n〈s◦ ↑〉
RV L2 (n+ 1)〈⇑ (s) ◦ t〉 ⇒ n〈s ◦ (↑ ◦t)〉
Ass (s ◦ t) ◦ v ⇒ s ◦ (t ◦ v)
Map (u.s) ◦ t ⇒ u〈t〉.(s ◦ t)
SC ↑ ◦(u.s) ⇒ s
SL1 ↑ ◦ ⇑ (s) ⇒ s◦ ↑
SL2 ↑ ◦ ⇑ (s) ◦ t ⇒ s ◦ (↑ ◦t)
L1 ⇑ (s)◦ ⇑ (t) ⇒ ⇑ (s ◦ t)
L2 ⇑ (s) ◦ (⇑ (t) ◦ v) ⇒ ⇑ (s ◦ t) ◦ v
Lift ⇑ (s) ◦ (u.t) ⇒ u.(s ◦ t)
IdL id ◦ s ⇒ s
IdR s ◦ id ⇒ s
LId ⇑ (id) ⇒ id
Id u〈id〉 ⇒ u
Fig. 1.4: Les règles du λσ⇑-alul
Si on onsidère le système de réériture où on omet la règle Beta on obtient le alul de
substitution appelé σ⇑-alul.
Proposition 1.4 Le σ⇑-alul est onuent et fortement normalisable.
Théorème 1.7 ([CHL96℄)
Le λσ⇑-alul est onuent.
Dans e hapitre nous avons rappelé plusieurs onepts qui seront utilisés au ours de ette thèse.
Nous avons dérit brièvement diérents langages exprimant des aluls et nous avons présenté
leurs propriétés prinipales.
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Chapitre 2
Le ρ-alul non typé
Dans le hapitre préédent nous avons brièvement présenté la réériture du premier ordre
et le λ-alul. Les deux onepts ayant de nombreux points ommuns et aussi des propriétés
omplémentaires extrêmement utiles, beauoup de travaux s'intéressent à l'intégration de la
réériture et du λ-alul. Cei a déjà été réalisé soit en enrihissant la réériture du premier ordre
ave des aratéristiques d'ordre supérieur, soit en ajoutant au λ-alul des aratéristiques
algébriques permettant, en partiulier, le traitement eae de l'égalité. Dans le premier as,
on trouve les travaux sur les CRS [KvOvR93℄ et aussi d'autres systèmes de réériture d'ordre
supérieur [Wol93, NP98℄ ; dans le deuxième as on peut iter les travaux sur la ombinaison du
λ-alul ave la réériture [BT88, Oka89a, GBT89, JO97℄.
En partant des travaux sur le ontrle de la réériture ([Vit94, KKV95a, BKK98℄), nous avons
introduit le ρ-alul, un alul intégrant la réériture du premier ordre, le λ-alul et les aluls
non-déterministes. Ce hapitre a pour objetifs de présenter le ρ-alul dans un adre non-typé et
puis de montrer des exemples d'utilisation du alul général et des instanes possibles du alul
de base.
2.1 Présentation générale
Les objets manipulés dans la réériture du premier ordre sont les termes du premier ordre
et dans une présentation simpliste nous pouvons dire qu'à haque pas de réériture on applique
une règle de réériture à une position quelonque d'un terme (initial) pour obtenir un autre
terme (résultat). On peut remarquer que les termes ne sont pas dérits au même niveau que la
desription des règles de réériture qui les transforment et la façon dont ette appliation est
eetuée est dénie au méta-niveau.
De plus, si on ne onsidère pas une seule règle de réériture mais un système de réériture,
la règle de réériture à appliquer à haque pas n'est pas séletionnée d'une façon détermin-
iste mais on peut appliquer toute règle de réériture satisfaisant les onditions d'appliation au
(sous-)terme onsidéré. On n'a don auun ontrle ni sur la séletion de la règle de réériture à
appliquer, ni sur la position où ette règle est appliquée dans le terme à réduire.
Les systèmes de alul (voir Setion 1.2.4) enrihissent les systèmes de réériture en intro-
duisant la notion de stratégie ontrlant l'appliation des règles de réériture. On a ette fois des
règles de réériture dérivant la transformation des termes et des stratégies dérivant l'applia-
tion de es règles. On peut don distinguer trois niveaux de desription pour la dénition d'un
système de alul : les termes, les règles de réériture et les stratégies.
La aratéristique prinipale du ρ-alul onsiste à rendre expliites les ingrédients prinipaux
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de la réériture, en partiulier, les notions d'appliation de règle et de résultat d'une telle appli-
ation. Les règles et l'appliation des règles (ou des ρ-termes plus ompliqués) sont des objets du
ρ-alul et les résultats des appliations sont représentés par des ensembles qui sont également
des ρ-termes.
Ainsi, les objets du ρ-alul sont onstruits en utilisant une signature, un ensemble de vari-
ables, l'opérateur d'abstration → et l'opérateur d'appliation [ ]( ) et nous onsidérons des
ensembles de tels objets. Cela donne au ρ-alul la apaité de représenter le non-déterminisme
au moyen des ensembles de résultats.
Dans le ρ-alul nous pouvons représenter expliitement l'appliation d'une règle de réériture
(par exemple a→ b) à un terme (par exemple la onstante a) par l'objet [a→ b](a) qui est évalué
dans le ρ-terme {b}. Puisque le résultat de l'évaluation est le singleton {b} nous pouvons dire
que l'appliation de la règle a→ b sur le terme a est déterministe et ei signie, intuitivement,
que le terme a peut être évalué par rapport au système de réériture ontenant la règle a→ b en
un seul résultat, b.
L'introdution d'un opérateur d'appliation dans la syntaxe du ρ-alul nous permet non
seulement de dénir expliitement l'appliation d'une règle de réériture à un terme mais aussi de
onstruire des ρ-termes dérivant les stratégies des systèmes de alul. Par exemple, l'appliation
de la règle de réériture a → b suivie de la règle de réériture b → c au terme a est représentée
par le ρ-terme [b→ c]([a→ b](a)) qui est évalué d'abord en [b→ c]({b}) puis en {c}.
Naturellement, des variables peuvent être utilisées dans les règles de réériture et nous pou-
vons dire qu'une ρ-règle de réériture onstruite en utilisant l'opérateur → est une abstration
dont le rapport ave la λ-abstration pourra fournir une intuition utile : une λ-expression λx.t
est représentée dans le ρ-alul par la règle x → t. En eet, le β-radial (λx.t u) orrespond
simplement au ρ-radial [x → t](u) représentant l'appliation de la règle x → t au terme u. Le
λ-terme (λx.t u) est β-réduit en 〈x/u〉t tandis que le ρ-terme orrespondant est réduit dans le
singleton {〈x/u〉t}.
Le membre gauhe des règles de réériture peut évidemment être plus élaboré qu'une on-
stante ou une variable omme dans [f(x)→ x](f(a)). Dans e as, le méanisme d'évaluation du
alul réduit l'appliation en {a}. En fait, en évaluant ette expression, la variable x est liée à
a par le méanisme de ltrage et nous retrouvons le même omportement que dans le as de la
réériture.
Comme nous l'avons vu i-dessus, le résultat d'une appliation est toujours un ensemble et
à un terme résultat obtenu dans la réériture ou dans le λ-alul orrespond, dans le ρ-alul, le
singleton ontenant e terme. Mais l'appliation d'une règle de réériture peut éhouer omme
dans [a → b](c) et ei est représenté expliitement dans le ρ-alul en fournissant l'ensemble
vide omme résultat.
En plus, nous pouvons délarer que ertains symboles de la signature ne sont pas purement
syntaxiques mais néessitent un ltrage modulo une théorie (par exemple équationnelle) diérente
de la théorie vide et dans e as l'ensemble de résultats peut ontenir plus d'un élément. Par
exemple, si on suppose que le symbole + est ommutatif alors l'appliation de la règle x+ y → x
au terme a + b produit l'ensemble {a, b}. Puisqu'il y a deux manières diérentes d'appliquer
(de ltrer) ette règle modulo la ommutativité, dans la réériture modulo lassique ([PS81℄) on
obtient omme résultat un des deux termes a ou b tandis que dans le ρ-alul le résultat est
l'ensemble {a, b} représentant le hoix non-déterministe entre les deux termes.
Le symbole d'ensemble permet non seulement la desription des résultats non-déterministes
mais aussi la représentation de l'appliation (non-déterministe) de plusieurs règles. Par exemple,
un pas de réériture à la position de tête d'un terme a par rapport à un système de réériture
ontenant les règles a → b et a → c est représenté dans le ρ-alul par le terme [{a → b, a →
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c}](a). Enore une fois, le résultat obtenu dans le ρ-alul est une représentation du omportement
dans la réériture du premier ordre ; dans la réériture on applique une des deux règles et on
obtient soit b soit c, tandis que dans le ρ-alul le résultat est l'ensemble {b, c}.
Pour résumer, nous pouvons dire que dans le ρ-alul la èhe est un opérateur binaire utilisé
pour abstraire, le ltrage est le méanisme de passage de paramètre, la substitution prend en
ompte la apture de variables et les ensembles de résultats sont manipulés expliitement.
2.2 Les omposants du alul
Nous avons présenté d'une façon informelle les termes manipulés dans le ρ-alul et nous
avons donné des exemples de rédutions de tels termes mais nous n'avons expliité ni les règles
d'évaluation du alul, ni les méanismes sous-jaents omme le ltrage et la substitution.
An d'obtenir une dénition préise du ρ-alul nous présentons les omposants prinipaux
d'un alul et nous dérivons par la suite haque omposant dans le adre du ρ-alul général.
D'abord, la syntaxe d'un alul dérit formellement la formation des objets manipulés dans le
alul aussi bien que la formation des substitutions qui sont utilisées par le méanisme d'évalua-
tion. Dans le as du ρT -alul, la onstrution des objets est basée sur une signature du premier
ordre qui est enrihie par un onstruteur de règles de réériture, un opérateur d'appliation de
règle et les ensembles de résultats.
La desription de l'appliation de substitutions aux termes est souvent donnée au niveau
méta du alul, exepté pour les aluls utilisant des substitutions expliites. Pour le ρ-alul,
nous utilisons la substitution d'ordre supérieur et non le remplaement du premier ordre, i.e.
l'appliation utilise l'α-onversion pour éviter la apture des variables. Nous présenterons aussi
plus tard une version du ρ-alul ave substitutions expliites, appelé ρσ-alul.
L'algorithme de ltrage est employé pour lier les variables à leurs valeurs atuelles. Nous
appelons ρT -alul le ρ-alul paramétré par la théorie T de ltrage et les propriétés du ρT -alul
sont fortement inuenées par les propriétés de ette théorie. Dans le as général, nous onsidérons
un ltrage d'ordre supérieur mais dans des as pratiques nous utilisons le ltrage d'ordre supérieur
ave motif, ou le ltrage équationnel, ou simplement le ltrage syntaxique. Si dans un ontexte
donné la théorie de ltrage est laire, e paramètre est omis et nous parlons simplement de
ρ-alul.
Les règles d'évaluation dérivent le fontionnement du alul. Ces règles représentent le lien
entre les omposants préédents. La simpliité et la larté de es règles sont fondamentales pour
une utilisation faile du alul.
Un dernier omposant est la stratégie d'évaluation utilisée pour guider l'appliation des règles
d'évaluation du alul. Selon la stratégie employée nous obtenons diérentes versions et don
diérentes propriétés pour le alul.
Nous expliitons maintenant tous es omposants pour le ρT -alul et nous ommentons nos
prinipaux hoix.
2.3 La syntaxe
Dénition 2.1 Etant donnés un ensemble de variables X et un ensemble de symboles F =⋃
i≥0 Fi tel que pour tout m, Fm est le sous-ensemble de symboles d'arité m. Nous supposons que
haque symbole a une arité unique, 'est-à-dire que les Fm sont disjoints.
L'ensemble de ρ-termes de base, noté ̺(F ,X ), est le plus petit ensemble tel que :
 les variables de X sont des ρ-termes,
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 si t1, . . . , tn sont des ρ-termes et f ∈ Fn alors f(t1, . . . , tn) est un ρ-terme,
 si t1, . . . , tn sont des ρ-termes alors {t1, . . . , tn} est un ρ-terme,
 si t et u sont des ρ-termes alors [t](u) est un ρ-terme,
 si t et u sont des ρ-termes alors t→ u est un ρ-terme.
On appelle position fontionnelle d'un ρ-terme t, toute position p du terme tel que t(p) ∈ F .
Les sous-termes t1, . . . , tn d'un terme fontionnel t = f(t1, . . . , tn) sont appelés les arguments de
t ou, par abus de langage, les arguments de f . Les symboles de F0 sont appelés onstantes.
En notation BNF les ρ-termes peuvent être dénis par :
ρ-termes t : := x | f(t, . . . , t) | {t, . . . , t} | [t](t) | t→ t
Dans la syntaxe préédente, le terme représentant l'ensemble vide (n = 0) est {}. Nous
onsidérons que {} et ∅ dénotent tous les deux l'ensemble vide. Pour les termes de la forme
{t1, . . . , tn} nous supposons, omme d'habitude, que la virgule est assoiative, ommutative et
idempotente. Un terme de la forme t → u est appelé règles de réériture ou ρ-abstration. Le
terme [t](u) représente l'appliation du ρ-terme t au ρ-terme u et si t est de la forme l→ r alors
on dit qu'il est la règle de réériture de l'appliation et u l'argument de l'appliation.
Nous adoptons une disipline très générale pour la formation des règles de réériture et
nous n'imposons, a priori, auune des restritions standards utilisées souvent en réériture. Par
exemple, nous pouvons avoir une variable dans le membre gauhe d'une règle de réériture et nous
pouvons avoir dans le membre droit d'une règle de réériture des variables qui n'apparaissent
pas dans le membre gauhe de la règle de réériture respetive. Nous permettons également des
règles de réériture ontenant elles aussi des règles de réériture aussi bien que des appliations
de règles de réériture.
L'intuition prinipale derrière ette syntaxe est que le membre gauhe d'une règle de réériture
préise les variables liées et une information struturelle. Avoir de nouvelles variables dans le
membre droit d'une règle de réériture donne la possibilité d'avoir des variables libres dans les
règles de réériture.
Les termes du λ-alul et de la réériture peuvent être représentés failement par des ρ-termes.
Par exemple, le λ-terme λx.(y x) orrespond au ρ-terme x→ [y](x) et toute règle de réériture
de la réériture du premier ordre est représentée par la même règle dans le ρ-alul. Dans le
Chapitre 5 nous montrons que non seulement les termes des deux formalismes sont réprésentables
dans le ρ-alul mais aussi les rédutions sous-jaentes.
Nous avons hoisi les ensembles omme struture de données pour traiter le non-déterminisme
potentiel. Un ensemble de termes peut être vu omme l'ensemble des résultats distints obtenus
en appliquant une règle de réériture à un terme.
Selon l'utilisation souhaitée du alul, d'autres hoix peuvent être faits pour représenter le
non-déterminisme. Par exemple, si nous voulons fournir tous les résultats d'une appliation, y
ompris les termes identiques, un multi-ensemble pourrait être utilisé. Quand l'ordre dans lequel
les résultats sont obtenus est important, des listes pourraient être employées. Puisque dans ette
présentation du alul nous nous onentrons sur les résultats possibles d'un alul et pas sur leur
nombre ou leur ordre, des ensembles sont utilisés. Les propriétés de onuene présentées dans
la Setion 3.3 sont préservées dans une approhe multi-ensemble. Il est lair que pour l'approhe
utilisant les listes, seule une onuene modulo la permutation des listes peut être obtenue.
Exemple 2.1 Etant donnés F0 = {a, b, c}, F1 = {f, g}, F = F0 ∪ F1 et les variables x, y dans
X , nous présentons quelques ρ-termes de ̺(F ,X ) :
2.4. Les substitutions 43
 le terme [f(x, y)→ g(x, y)](f(a, b)) représente une appliation lassique de règle de rééri-
ture.
 le terme [x→ x+ y](a) ontient la variable libre y et nous allons voir plus tard pourquoi le
résultat de ette appliation est {a+ y}.
 le terme [y → [x→ x+y](b)]([x→ x](a)) représente le λ-terme (λy.((λx.x+y) b)) ((λx.x) a).
Dans la règle de réériture x→ x+ y la variable y est libre mais dans la règle de réériture
y → [x→ x+ y](b) ette variable est liée.
 le terme [x→ [x](x)](x→ [x](x)) représente le λ-terme bien onnu (ωω).
 le terme [[(x → x + 1) → (1 → x)](a → a + 1)](1) est un ρ-terme plus ompliqué sans
orrespondant dans le λ-alul ou dans la réériture.
Pour un terme u ave p1, . . . , pn des positions disjointes dans u et t1, . . . , tn des termes, nous
notons u⌈t1⌉p1 ...⌈tn⌉pn
le terme u ave les termes ti aux positions pi. La position d'un sous-terme
dans un ρ-terme ensemble est obtenue en onsidérant un des arbres représentant le ρ-terme
ensemble.
2.4 Les substitutions
Dans tous les aluls utilisant des lieurs, omme par exemple le λ-alul, la substitution du
premier ordre n'est pas appropriée. An d'obtenir un alul de substitutions orret nous devons
dénir les notions de variables libres, α-onversion et substitution similaires à elles dénies dans
la Setion 1.3.1 pour le λ-alul mais adaptées aux ρ-termes.
Nous utilisons don un méanisme de substitution évitant les aptures éventuelles des vari-
ables libres et nous onsidérons une approhe similaire à elle présentée dans [DHK00℄ permettant
de faire une distintion laire entre la substitution (qui prend en ompte les variables liées) et la
gree (qui eetue un remplaement diret des variables). La gree est appelée habituellement
substitution du premier ordre tandis que la substitution désigne habituellement une substitution
d'ordre supérieur.
Dénition 2.2 L'ensemble des variables libres d'un ρ-terme t, noté FV (t), est déni indutive-
ment par :
1. si t = x alors FV (t) = {x},
2. si t = f(u1, . . . , un) alors FV (t) =
⋃n
i=1 FV (ui),
3. si t = {u1, . . . , un} alors FV (t) =
⋃n
i=1 FV (ui),
4. si t = [u](v) alors FV (t) = FV (u) ∪ FV (v),
5. si t = u→ v alors FV (t) = FV (v) \ FV (u).
Similairement au λ-alul, on dit que l'ourrene d'une variable x dans un terme t est liée
si ette variable apparaît dans un sous-terme de t de la forme v → u et x ∈ FV (v). Dans le as
ontraire, l'ourrene de la variable x est libre. Si la variable x a au moins une ourrene libre
dans le terme t alors x est appelée une variable libre de t. L'ensemble des variables libres de t
est exatement FV (t).
Dans la Dénition 2.3 nous introduisons une notion appropriée de renommage des variables
liées an d'éviter les aptures éventuelles. Ainsi, nous alulons une variante d'un ρ-terme qui
est équivalente au terme initial modulo l'α-onversion.
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Dénition 2.3 Etant donné un ensemble de variables Y, l'appliation αY (appelée α-onversion
renomme les variables liées d'un terme qui se trouvent dans Y. Elle est dénie indutivement
par :
 αY(x) = x,
 αY({t}) = {αY(t)},
 αY(f(u1, . . . , un)) = f(αY(u1), . . . , αY(un)),
 αY([t](u)) = [αY(t)](αY (u)),
 αY(u→ v) = αY(u)→ αY(v), si FV (u) ∩ Y = ∅,
 αY(u→ v) = (〈xi 7→ yi〉xi∈FV (u) αY(u))→ (〈xi 7→ yi〉xi∈FV (u) αY(v)),
si xi ∈ FV (u)∩Y et yi sont des variables fraîhes et 〈x 7→ y〉 représente le remplaement
de la variable x par la variable y dans le terme sur lequel il est appliqué.
En utilisant l'α-onversion nous pouvons dénir la notion usuelle de substitution :
Dénition 2.4 Une valuation θ est une orrespondane entre les variables x1, . . . , xn et les
termes t1, . . . , tn, i.e. un ensemble ni de ouples {(x1, t1), . . . , (xn, tn)}.
Etant donnée une valuation θ nous pouvons dénir les deux notions de substitution et gree
assoiées à θ :
 la substitution étendant θ est notée Θ = 〈x1/t1, . . . , xn/tn〉,
 la gree étendant θ est noté Θ¯ = 〈x1 7→ t1, . . . , xn 7→ tn〉.
Θ et Θ¯ sont dénies struturellement par :
 Θ(x) = u, si (x, u) ∈ θ  Θ¯(x) = u, si (x, u) ∈ θ
 Θ({t}) = {Θ(t)}  Θ¯({t}) = {Θ¯(t)}
 Θ(f(u1, . . . , un)) = (f(Θ(u1), . . . ,Θ(un)))  Θ¯(f(u1, . . . , un)) = (f(Θ¯(u1), . . . , Θ¯(un)))
 Θ([t](u)) = [Θ(t)](Θ(u))  Θ¯([t](u)) = [Θ¯(t)](Θ¯(u))
 Θ(u→ v) = Θ(u′)→ Θ(v′)  Θ¯(u→ v) = Θ¯(u)→ Θ¯(v)
où on onsidère que zi sont des variables fraîhes (i.e. θzi = zi), que les variables zi n'apparaissent
pas dans u et v et que pour toute variable y ∈ FV (u)∪FV (v), zi 6∈ FV (θy), et u
′
, v′ sont dénis
par :
u′ = 〈yi 7→ zi〉yi∈FV (u) αFV (u)∪Var(θ)(u),
v′ = 〈yi 7→ zi〉yi∈FV (u) αFV (u)∪Var(θ)(v).
Les notions introduites pour les substitutions du premier ordre sont utilisées aussi pour les
substitutions présentées i-dessus. L'ensemble de variables {x1, . . . , xn} s'appelle le domaine de
la substitution Θ ou de la gree Θ¯ et est noté respetivement par Dom(Θ) ou Dom(Θ¯). Le
odomaine de la substitution Θ est l'ensemble Ran(Θ) = {t1, . . . , tn}. L'ensemble de toutes les
variables de Θ est Var(Θ) = ∪ni=1Var(ti) ∪ Dom(Θ).
Nous rappelons que 〈x1/u1, . . . , xn/un〉 représente la substitution simultanée des variables
x1, . . . , xn par les termes t1, . . . , tn et non la omposition des substitutions 〈x1/t1〉 . . . 〈xn/tn〉.
Il y a rien de neuf dans la dénition de la substitution et de la gree sauf que l'abstration
fontionne dans le as du ρ-alul sur des termes et pas seulement sur des variables.
La omplexité de la manipulation de variables pour l'α-onversion peut être évitée en utilisant
des indies de de Bruijn et une notion de substitutions expliites, dans l'esprit de [CHL96℄. Nous
allons présenter une telle approhe dans le Chapitre 7.
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2.5 Le ltrage
La liaison entre paramètres formels et atuels est basée sur le ltrage qui est don un om-
posant fondamental du ρ-alul. Nous dénissons d'abord les problèmes de ltrage dans un adre
général :
Dénition 2.5 Etant donnée une théorie T sur les ρ-termes, une T -équation de ltrage est une
formule de la forme t≪?T t
′
, où t et t′ sont des ρ-termes. Une substitution σ est une solution de
l'équation t≪?T t
′
si T |= σ(t) = t′. Un T -système de ltrage est une onjontion de T -équations
de ltrage. Une substitution est une solution d'un T -système de ltrage P si 'est une solution
de toutes les T -équations de ltrage. Nous notons par F un T -système de ltrage sans solution.
Un T -système de ltrage est appelé trivial quand toute substitution est une solution du système.
Nous dénissons Solution(S) pour un T -système de ltrage S omme étant la fontion qui
retourne l'ensemble de toutes les solutions de S quand S n'est pas trivial et {ID}, où ID est la
substitution identité, quand S est trivial.
On appelle T -ltre de t à t′ une substitution σ qui est une solution d'un problème de ltrage
t≪?T t
′
. Si une telle substitution existe, on dit que le terme t subsume le terme t′.
Remarquons que si l'algorithme de ltrage éhoue (i.e. retourne F) alors la fontion Solution
retourne l'ensemble vide.
Puisqu'en général on peut onsidérer des théories arbitraires sur les ρ-termes, le T -ltrage
est en général indéidable, même lorsqu'on se restreint à des théories équationnelles du pre-
mier ordre [JK91℄. An de surmonter e problème d'indéidabilité, on peut penser à utiliser
des ontraintes, omme dans la résolution d'ordre supérieur ave ontraintes [Hue73℄ ou dans la
dédution ave ontraintes [KKR90℄.
Nous sommes prinipalement intéressés par les as déidables. Parmi les théories déidables,
on peut mentionner le ltrage d'ordre supérieur ave motif qui est déidable et unitaire omme
onséquene de la déidabilité de l'uniation ave motif [Mil91, DHKP96℄, le ltrage linéaire
d'ordre supérieur [dG00℄, le ltrage d'ordre supérieur qui est déidable jusqu'au quatrième or-
dre [Pad96, Dow92, HL78℄ (le problème de déision du as général étant enore ouvert), beauoup
de théories équationnelles du premier ordre omprenant l'assoiativité, la ommutativité, la dis-
tributivité et la majorité de leur ombinaisons [Nip89, Rin96℄.
Par exemple, quand la théorie T est vide, la substitution résultant du ltrage syntaxique entre
les termes t et t′, quand elle existe, est unique et peut être alulée par un algorithme réursif
simple donné, par exemple, par G. Huet [Hue76℄. Cette substitution peut également être alulée
par l'ensemble de règles SyntacticMatching où on suppose que le symbole ∧ est assoiatif et
ommutatif.
Decomposition (f(t1, . . . , tn)≪
?
∅ f(t
′
1, . . . , t
′
n)) ∧ P 7→7
∧
i=1...n ti ≪
?
∅ t
′
i ∧ P
SymbolClash (f(t1, . . . , tn)≪
?
∅ g(t
′
1, . . . , t
′
m)) ∧ P 7→7 F
si f 6= g
MergingClash (x≪?∅ t) ∧ (x≪
?
∅ t
′) ∧ P 7→7 F
si t 6= t′
SymbolV ariableClash (f(t1, . . . , tn)≪
?
∅ x) ∧ P 7→7 F
si x ∈ X
Fig. 2.1: SyntacticMatching - Règles pour le ltrage syntaxique
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Proposition 2.1 [KK99℄ La forme normale de tout problème de ltrage t ≪?∅ t
′
alulée par
les règles SyntacticMatching existe et est unique. Après avoir enlevé de la forme normale toute
équation dupliquée et toute équation triviale de la forme x≪?∅ x, si le système résultant est :
1. F, alors il n'y a pas de ltre de t à t′ et Solution(t≪?∅ t
′) = Solution(F) = ∅,
2. de la forme
∧
i∈I xi ≪
?
∅ ti ave I 6= ∅, alors la substitution σ = 〈xi/ti〉i∈I est l'unique ltre
de t à t′ et Solution(t≪?∅ t
′) = Solution(
∧
i∈I xi ≪
?
∅ ti) = {σ},
3. vide, alors t et t′ sont identiques et Solution(t≪?∅ t) = {ID}.
Exemple 2.2 Si nous onsidérons le problème de ltrage (f(x, g(x, y)) ≪?∅ f(a, g(a, b)), nous
appliquons d'abord la règle de ltrage Decomposition et nous obtenons le système ave les deux
équations (x≪?∅ a) et (g(x, y)≪
?
∅ g(a, b)). Quand nous appliquons la même règle de nouveau pour
la deuxième équation nous obtenons (x≪?∅ a) et (y ≪
?
∅ b). Ainsi, l'équation initiale est réduite en
(x≪?∅ a) ∧ (x≪
?
∅ a) ∧ (y ≪
?
∅ b) et don Solution(f(x, g(x, y))≪
?
∅ f(a, g(a, b)) = {〈x/a, y/b〉}.
Pour le problème de ltrage (f(x, x) ≪?∅ f(a, b)) nous appliquons, omme avant, la règle
Decomposition et nous obtenons le système (x≪?∅ a) ∧ (x≪
?
∅ b). Ce dernier système est réduit
par la règle de ltrage MergingClash en F et ainsi, Solution(f(x, x)≪?∅ f(a, b)) = ∅.
Cet algorithme de ltrage syntaxique peut être étendu d'une façon naturelle quand on suppose
qu'un symbole, omme le + par exemple, est ommutatif. Dans e as-i, l'ensemble préédent
de règles devrait être omplété ave :
CommDec (t1 + t2)≪
? (t′1 + t
′
2) ∧ P 7→7
((t1 ≪
? t′1 ∧ t2 ≪
? t′2) ∨ (t1 ≪
? t′2 ∧ t2 ≪
? t′1)) ∧ P
où la disjontion a les propriétés habituelles.
Il est lair que dans e dernier as le nombre de ltres peut être exponentiel par rapport à la
taille des membres gauhes des équations de ltrage initiales.
Exemple 2.3 Quand on ltre modulo la ommutativité un terme omme x + y, ave + déni
omme étant ommutatif, ontre le terme a+ b, la règle CommDec mène à
((x≪? a ∧ y ≪? b) ∨ (x≪? b ∧ y ≪? a))
et ainsi, Solution(x+ y ≪? a+ b) = {〈x/a, y/b〉, 〈x/b, y/a〉}.
Le ltrage assoiatif-ommutatif (AC) est souvent utilisé. Il pourrait être déni en utilisant
une approhe basée sur des règles omme dans [AK92, KR98℄ ou une approhe sémantique omme
dans [Eke93℄.
Comme nous l'avons déjà dit, la théorie T est un paramètre du ρ-alul et ainsi nous notons,
par exemple, par ρ∅-alul le ρ-alul ave une théorie de ltrage vide (ltrage syntaxique), par
ρC -alul le ρ-alul ave une théorie de ltrage ommutative, par ρA-alul le ρ-alul ave une
théorie de ltrage assoiative, par ρAC-alul le ρ-alul ave une théorie de ltrage assoiative-
ommutative.
2.6 Les règles d'évaluation
Nous supposons donnée une théorie T sur les ρ-termes pour laquelle le ltrage est déidable.
Les règles d'évaluation du ρT -alul dérivent prinipalement l'appliation d'un ρ-terme sur
un autre ρ-terme et indiquent le omportement des diérents opérateurs du alul quand les ar-
guments sont des ensembles. En fontion de leurs spéiités elles sont dérites dans les Figure 2.2
à 2.5.
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2.6.1 L'appliation d'une règle en tête dans le ρT -alul
L'appliation d'une règle de réériture à la position de tête d'un terme t est aomplie en
utilisant les méta-opérations de ltrage et appliation de substitution. D'abord, on ltre le mem-
bre gauhe de la règle de réériture ontre le terme t et puis, les substitutions (auune, une ou
plusieurs) obtenues sont appliquées au membre droit de la règle de réériture.
Comme nous l'avons déjà mentionné préédemment, dans le as général, le ltrage n'est
pas unitaire et nous devrons traiter ainsi les ensembles (vides ou innis) de substitutions. Nous
onsidérons une appliation des ensembles de substitutions au niveau méta du alul représentée
par l'opérateur binaire _〈〈_〉〉 dont le omportement est dérit par la méta-règle :
Propagate r〈〈{σ1, . . . , σn, . . .}〉〉 ❀ {σ1r, . . . , σnr, . . .}
Le résultat de l'appliation d'un ensemble de substitutions {σ1, . . . , σn, . . .} sur un terme r est
l'ensemble de termes σir, où σir représente le résultat de la (méta-)appliation de la substitution
σi sur le terme r omme détaillé dans la Setion 2.4. Notez que lorsque n vaut 0, 'est-à-dire
l'ensemble de substitutions est vide, l'ensemble de termes instaniés est également vide.
L'appliation d'une règle de réériture l→ r sur un terme t est dérite par la règle d'évaluation
Fire présentée dans la Figure 2.2. La règle Fire, omme toutes les règles d'évaluation du alul,
peut être appliquée à n'importe quelle position d'un ρ-terme.
Fire [l→ r](t) =⇒ r〈〈Solution(l ≪?T t)〉〉
Fig. 2.2: La règle d'évaluation Fire du ρT -alul
L'idée entrale est que l'appliation d'une règle de réériture l → r à la position de tête
d'un terme t, érite [l → r](t), onsiste à remplaer le terme r par r〈〈ℜ〉〉 où ℜ est l'ensemble de
substitutions obtenues en T -ltrant l ontre t ('est-à-dire Solution(l ≪?T t)). Par onséquent,
quand le ltrage éhoue menant à un ensemble vide de substitutions, le résultat de l'appliation
de la règle Propagate et ainsi de la règle Fire est l'ensemble vide.
Une autre façon de dérire l'appliation d'une règle de réériture onsiste à expliiter l'appli-
ation d'un ensemble de substitutions dans la règle Fire qui devient :
Fire′ [l → r](t) =⇒ {σ1r, . . . , σnr, . . .}
avec σi ∈ Solution(l≪
?
T t)
Notons que, omme dans λ-alul, une appliation peut toujours être évaluée, mais on-
trairement au λ-alul, l'ensemble de résultats peut être vide. Plus généralement, quand on ltre
modulo une théorie T , l'ensemble de ltres orrespondants peut être vide, un singleton (omme
dans la théorie vide), un ensemble ni (omme dans le as d'une théorie assoiative-ommutative)
ou inni ([FH83℄). Nous avons ainsi hoisi de représenter les résultats de l'appliation d'une règle
de réériture à un terme par un ensemble. Un ensemble vide signie que la règle de réériture
l → r ne s'applique pas sur le terme t dans le sens d'un éhe pour le ltrage entre les termes l
et t.
Quand nous évaluons, par exemple, l'appliation [a→ b](a), le membre gauhe a de la règle
de réériture est ltré ontre l'argument a de l'appliation menant à un ensemble ontenant la
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substitution identité. L'appliation de ette substitution ne modie pas le membre droit b de la
règle et don, l'appliation est évaluée en l'ensemble {b}.
Le système de ltrage à résoudre peut être non-trivial omme pour la ρ-appliation
[f(x) → x](f(a)) où la solution du ltrage entre le membre gauhe de la règle de réériture
et le terme f(a) est la substitution 〈x/a〉. Le membre droit x de la règle est instanié par ette
substitution à a et don, le résultat nal de l'évaluation est le ρ-terme {a}.
Si le ltrage entre le membre gauhe de la règle de réériture et l'argument de l'appliation
éhoue omme, par exemple, pour les appliations [a → b](c) et [f(x) → x](g(a)), alors nous
obtenons un ensemble vide de substitutions et le résultat de l'évaluation de es appliations est
l'ensemble vide.
Mais un ltrage équationnel peut générer plusieurs substitutions omme, par exemple, le
problème de ltrage x ∪ y ≪?AC a ∪ b ayant les solutions 〈x/a, y/b〉 et 〈x/b, y/a〉 si le symbole
∪ est onsidéré assoiatif-ommutatif. Quand de tels opérateurs sont utilisés dans le membre
gauhe des règles de réériture, l'appliation peut être évaluée à un ensemble ayant plusieurs
éléments. Considérons, par exemple, l'appliation [x ∪ y → x](a ∪ b) représentant la séletion
non-déterministe d'un des éléments du ouple a ∪ b. Puisque Solution(x ∪ y ≪?AC a ∪ b) =
{〈x/a, y/b〉, 〈x/b, y/a〉}, la méta-règle Propagate évalue x〈〈{〈x/a, y/b〉, 〈x/b, y/a〉}〉〉 en {a, b} et
don le résultat de l'évaluation de l'appliation est {a, b}.
2.6.2 Les règles Congruence du ρT -alul
An de pousser l'appliation de règles de réériture plus profondément dans les termes, nous
introduisons les deux règles d'évaluation Congruence présentées dans la Figure 2.3. Ces règles
traitent l'appliation d'un terme de la forme f(u1, . . . , un) (où f ∈ Fn) à un autre terme d'une
forme semblable. Quand les deux termes de l'appliation [u](v) ont le même symbole de tête, les
arguments du terme u sont appliqués sur eux du terme v. Si les symboles de tête ne sont pas
identiques, un ensemble vide est obtenu.
Congruence [f(u1, . . . , un)](f(v1, . . . , vn)) =⇒ {f([u1](v1), . . . , [un](vn))}
Congruence_fail [f(u1, . . . , un)](g(v1, . . . , vm)) =⇒ ∅
Fig. 2.3: Les règles d'évaluation Congruence du ρT -alul
Nous pouvons simuler les rédutions utilisant les règles d'évaluation Congruence pour les
appliations d'un terme ave un symbole de tête fontionnel à un terme de la même forme
en transformant le terme initial et utilisant la règle d'évaluation Fire. En eet, l'appliation
d'un terme f(u1, . . . , un) à un autre terme t (i.e., le terme [f(u1, . . . , un)](t)) est évalué, en
utilisant les règles d'évaluation Congruence et Congruence_fail, au même terme que l'applia-
tion du ρ-terme f(x1, . . . , xn) → f([u1](x1), . . . , [un](xn)) au terme t (formellement, le ρ-terme
[f(x1, . . . , xn)→ f([u1](x1), . . . , [un](xn))](t)) en utilisant la règle Fire. Bien que nous puissions
exprimer les mêmes aluls en utilisant seulement la règle d'évaluation Fire et en transformant
les termes de départ, nous préférons garder les règles d'évaluation Congruence dans le alul
pour une représentation plus onise des ρ-termes.
La représentation des résultats des appliations par des ensembles a des onséquenes impor-
tantes en e qui onerne le omportement du alul. Nous pouvons mentionner que lorsqu'on
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évalue un ρ-terme, le nombre de symboles d'ensemble dans le terme résultat représente le nombre
d'appliations réduites dans la dérivation du terme initial.
L'appliation de la règle de réériture a→ b à l'argument du terme f(a) peut être dérite par
le ρ-terme [f(x)→ f([a→ b](x))](f(a)) qui est évalué en utilisant la règle d'évaluation Fire en
{f([a→ b](a))} et puis en {f({b})}. Mais nous pouvons également donner une représentation plus
onise et utiliser le ρ-terme [f(a → b)](f(a)) qui est évalué en appliquant la règle d'évaluation
Congruence en {f([a→ b](a))} et puis, onformément à la règle d'évaluation Fire, en {f({b})}.
On peut remarquer que les deux symboles d'ensemble dans le terme résultat orrespondent aux
deux appliations de la règle d'évaluation Fire dans le premier as et aux appliations des règles
d'évaluation Fire et Congruence dans le deuxième as.
2.6.3 Le traitement des ensembles dans le ρT -alul
Les rédutions orrespondant aux termes ontenant des ensembles sont dénis par les règles
d'évaluation présentées dans la Figure 2.4. Ces règles dérivent la propagation des ensembles par
rapport aux onstruteurs de ρ-termes : les règles Distrib et Batch pour l'appliation, SwitchL
et SwitchR pour l'abstration et OpOnSet pour les fontions.
Distrib [{u1, . . . , un}](v) =⇒ {[u1](v), . . . , [un](v)}
Batch [v]({u1, . . . , un}) =⇒ {[v](u1), . . . , [v](un)}
SwitchL {u1, . . . , un} → v =⇒ {u1 → v, . . . , un → v}
SwitchR u→ {v1, . . . , vn} =⇒ {u→ v1, . . . , u→ vn}
OpOnSet f(v1, . . . , {u1, . . . , um}, . . . , vn) =⇒ {f(v1, . . . , u1, . . . , vn), . . . , f(v1, . . . , um, . . . , vn)}
Fig. 2.4: Les règles d'évaluation Set du ρT -alul
Le nombre de symboles d'ensemble n'est pas modié au ours de l'évaluation par les rè-
gles Distrib, Batch, SwitchL, SwitchR et OpOnSet. De ette manière, le nombre de symboles
d'ensemble dans un terme (ne ontenant pas d'ensemble vide) ompte toujours le nombre de
règles Fire et Congruence qui ont été appliquées an d'obtenir le terme respetif.
Un résultat de la forme {} (noté habituellement ∅) représente l'éhe de l'appliation (d'une
règle de réériture) et les éhes sont stritement propagés dans les ρ-termes en utilisant l'ensem-
ble de règles d'évaluation Set.
La relation de réériture induite par les règles d'évaluation Fire, Congruence et les règles
Set est plus ne ('est-à-dire ontient plus d'éléments) que la relation standard (sans ensemble)
et elle est non-onuente. Une raison de la non-onuene est l'absene d'une règle d'évaluation
similaire aux règles Set pour la propagation des ensemble par rapport aux ensembles.
L'appliation de l'ensemble de règles de réériture {a→ b, a→ c} au terme a (i.e. le ρ-terme
[{a→ b, a→ c}](a)) est réduite en utilisant la règle d'évaluation Distrib en l'ensemble ontenant
les appliations de haque règle au terme a, 'est-à-dire le ρ-terme {[a → b](a), [a → c](a)}. En
plus, nous pouvons fatoriser un ensemble de règles de réériture ayant le même membre gauhe
et utiliser le ρ-terme a → {b, c} qui est réduit en appliquant la règle d'évaluation SwitchR en
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{a → b, a → c}. Ainsi, nous pouvons dire que le ρ-terme [a → {b, c}](a) dérit le hoix non-
déterministe entre l'appliation de la règle a → b au terme a et l'appliation de la règle a → c
au même terme a et ette appliation est réduite en l'ensemble ontenant le résultat de deux
appliations, 'est-à-dire {{b}, {c}}.
Considérons maintenant le ρ-terme [f(a→ b)](f(a)) qui est réduit, omme montré préédem-
ment, en {f({b})} et puis, en utilisant la règle OpOnSet en {{f(b)}}. Les deux symboles d'ensem-
ble orrespondent aux deux appliations des règles d'évaluation Fire et Congruence sont don
préservés par l'appliation de la règle OpOnSet.
Le résultat ∅ obtenu pour l'évaluation d'une appliation omme, par exemple, [a→ b](c) est
propagé dans les règles de réériture, les appliations et les termes du premier ordre ayant ette
appliation en argument. Le ρ-terme f([a → b](c)) est réduit en utilisant la règle d'évaluation
Fire en f(∅) et ensuite, en appliquant la règle d'évaluation OpOnSet en ∅.
Notons que la propagation d'un ensemble vide dans un terme peut mener à des résultats
non-onvergents par rapport aux règles d'évaluation présentées jusqu'à maintenant. Un ρ-terme
g([a → b](c), [a → b](a)) est réduit en g(∅, {b}) et ensuite, en appliquant la règle d'évaluation
OpOnSet nous obtenons soit ∅, soit {g(∅, b)} en fontion de l'argument onsidéré. Ce dernier
terme est réduit en {{}}, ave les deux symboles d'ensemble orrespondant aux appliations des
règles d'évaluation Fire, mais il ne peut pas être réduit en ∅, terme dans lequel l'information sur
le nombre de pas d'évaluation est perdue.
2.6.4 Aplatir les ensembles dans le ρT -alul
La règle d'évaluation Flat présentée dans la Figure 2.5 dérit la propagation des ensembles
par rapport aux ρ-termes de type ensemble et l'élimination des symboles d'ensemble redondants.
Flat {u1, . . . , {v1, . . . , vn}, . . . , um} =⇒ {u1, . . . , v1, . . . , vn, . . . , um}
Fig. 2.5: La règle d'évaluation Flat du ρT -alul
Puisque haque élément d'un ensemble représente un des résultats non-déterministes d'une
rédution, nous pouvons dire qu'un éhe dans la rédution d'un élément représente l'éhe d'une
des rédutions possibles et ne doit pas mener à l'éhe de toutes les rédutions. Cei orrespond
exatement au fontionnement du ρT -alul où un éhe (i.e. l'ensemble vide) obtenu dans la
rédution d'un élément d'un ρ-terme ensemble n'est pas stritement propagé dans le sens où
l'ensemble initial n'est pas néessairement réduit en l'ensemble vide.
La règle d'évaluation Flat est utilisée dans le ρ-alul pour aplatir les ensembles et on doit
noter que, puisque les symboles d'ensemble imbriqués sont éliminés par ette règle d'évaluation,
le nombre d'étapes de rédution n'est plus indiqué par le nombre de symboles d'ensemble.
La règle d'évaluation qui orrespond à la propagation des ensembles pour les symboles
d'ensemble et qui préserveraient orretement le nombre de symboles d'ensemble est la règle
d'évaluation Flat_one :
Flat_one {u1, . . . , {v1, . . . , vn}, . . . , um} =⇒ {{u1, . . . , v1, . . . , vn, . . . , um}}
si m ∈ N∗
L'inonvénient de ette solution est la diérene faite entre des termes identiques, mais
obtenus après un nombre diérent de pas de rédution. Par exemple, en utilisant ette approhe,
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le terme {{a}} ne se réduit pas en {a}, e qui est souhaitable dans un alul où nous souhaitons
que le résultat ne ontienne pas d'information sur la dérivation qui l'a produit.
Par onséquent, dans une approhe utilisant la règle d'évaluation Flat_one nous devons aussi
introduire la règle d'évaluation Elim qui élimine les symboles d'ensemble redondants :
Elim {{u1, . . . , um}} =⇒ {u1, . . . , um}
En ombinant les règles d'évaluation Flat_one et Elim nous obtenons exatement la règle
d'évaluation Flat présentée i-dessus.
Dans la setion préédente nous avons vu que le ρ-terme [a → {b, c}](a) est réduit en
{{b}, {c}} et maintenant, nous pouvons utiliser la règle d'évaluation Flat pour réduire e dernier
terme en {b, c}. De la même manière, le ρ-terme {{f(b)}} est réduit en {f(b)}.
En éliminant les symboles d'ensemble redondants nous pouvons résoudre le problème de non-
onvergene pour la rédution du terme g([a→ b](c), [a→ b](a)) en {} ou {{}}. Puisque le terme
{{}} est réduit en utilisant la règle d'évaluation Flat en {} alors le terme initial ne peut être
réduit qu'en {}.
Le terme [{a → b, b → a}](a) orrespondant à l'appliation d'un ensemble de règles de
réériture est réduite en le terme {[a → b](a), [b → a](a)} et ensuite, en appliquant la règle
d'évaluation Fire, nous obtenons le terme {{b}, ∅}. Cet ensemble est réduit en utilisant la règle
d'évaluation Flat en {b} et en analysant e terme résultat nous ne pouvons ni déduire le nombre
des règles d'évaluation Fire et Congruence ni déteter un éhe au ours de l'évaluation.
Ce omportement du alul pourrait être résumé en disant que la propagation de l'éhe
dérite par les règles d'évaluation Set est strite sur tous les opérateurs sauf l'ensemble. En fait,
nous verrons plus tard que la règle Fire peut induire des propagations non-strites dans quelques
as partiuliers (voir l'Exemple 3.5 à la page 63).
La déision d'utiliser des ensembles pour représenter les résultats des rédutions a une autre
onséquene importante onernant le traitement des ensembles par rapport au ltrage.
En eet, les ensembles sont juste utilisés pour enregistrer des résultats et nous ne souhaitons
pas qu'ils fassent partie de la théorie de ltrage. Nous supposons de e fait que le ltrage utilisé
dans la règle d'évaluation Fire n'est pas réalisé modulo une théorie équationnelle axiomatisant
les ensembles. Cei exige dans ertains as l'utilisation d'une stratégie qui pousse les symboles
d'ensemble des termes autant que possible vers les positions les plus petites ('est-à-dire distribuer
les ensembles vers l'extérieur).
2.7 La stratégie d'évaluation
La dénition générale d'une stratégie est donnée dans [KKV95a℄ mais nous spéialisons ette
dénition dans le as du ρ-alul.
Dénition 2.6 Une stratégie d'évaluation dans le ρ-alul est un sous-ensemble de toutes les
dérivations possibles.
La stratégie S guidant l'appliation des règles d'évaluation du ρT -alul peut être ruiale
pour obtenir les bonnes propriétés pour le alul. Dans une première étape, la propriété prinipale
analysée est la onuene du alul et nous verrons que si la règle Fire est appliquée sans auune
restrition et à n'importe quelle position d'un ρ-terme alors le alul n'est pas onuent.
Par exemple, la stratégie NONE représente l'ensemble de toutes les dérivations, 'est-à-dire
qu'elle n'est pas restritive. La stratégie vide est la stratégie qui ne permet auune rédution.
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Nous désirons dénir la stratégie la moins restritive permettant d'obtenir ertaines propriétés
et en partiulier la onuene du alul.
Les raisons de la non-onuene du alul général sont expliquées dans la Setion 3.2 et une
solution est proposée pour obtenir un alul onuent. La stratégie garantissant la onuene du
alul peut être donnée expliitement ou exprimée omme une ondition sur l'appliation de la
règle d'évaluation Fire.
2.8 La dénition du ρ-alul
En utilisant les notions présentées dans les setions préédentes nous donnons la dénition
du ρT -alul général.
Dénition 2.7 Etant donnés un ensemble de symboles de fontions F , un ensemble de variables
X et une théorie T sur les termes de ̺(F ,X ) ave un problème de ltrage déidable, nous appelons
ρT -alul (ou alul de réériture) un alul déni par :
 un sous-ensemble non vide ̺−(F ,X ) de l'ensemble de termes ̺(F ,X ),
 l'appliation (d'ordre supérieur) de substitution aux termes omme dénie dans la Se-
tion 2.4,
 une théorie T ,
 l'ensemble de règles d'évaluation E : Fire, Congruence, Congruence_fail, Distrib, Batch,
SwitchL, SwitchR, OpOnSet, Flat (Figure 2.6),
 une stratégie d'évaluation S qui guide l'appliation des règles d'évaluation.
Nous utilisons la notation (̺−(F ,X ), T,S) pour rendre expliite les omposants prinipaux du
alul de réériture onsidéré. Lorsque es omposant sont lairs suivant le ontexte, la notation
simpliée ρT est utilisée.
Dénition 2.8 Un ρ-terme t tel qu'il existe une règle d'évaluation de l'ensemble E appliable à
la position de tête de t est appelé un ρ-radial ou radial.
Quand les paramètres du alul général sont remplaés par ertaines valeurs spéiques, dif-
férentes instanes du alul sont obtenues. Nous pouvons préiser un ou plusieurs des paramètres
et obtenir des aluls (partiellement) instaniés omme, par exemple, ρ∅ = (̺∅(F ,X ), ∅,S), où
̺∅(F ,X ) est un sous-ensemble bien déni de ̺(F ,X ), le ltrage employé est syntaxique et S
dénote une stratégie pas enore préisée.
2.9 Relation de réériture versus alul de réériture
Les termes du ρ-alul ontiennent toute l'information néessaire pour leur évaluation. C'est
également le as pour le λ-alul mais ei est tout à fait diérent de la manière habituelle dont
les relations de réériture sont dénies.
Comme vu plus haut, la relation de réériture engendrée par un système de réériture R =
{l1 → r1, . . . , ln → rn} est la plus petite relation transitive stable par ontexte et substitution et
ontenant (l1, r1), . . . , (ln, rn).
Exemple 2.4 Si R = {a → f(b), b → c} alors la relation de réériture orrespondante ontient
(a, f(b)), (b, c), (a, f(c)) et on peut dire que la dérivation a→ f(b)→ f(c) est engendrée par R.
On dit que la relation de réériture assoiée à un système de réériture ontenant la règle de
réériture a→ a ne termine pas puisque la dérivation a → a → a → . . . est générée dans un tel
système.
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Fire [l → r](t) =⇒ r〈〈Solution(l ≪?T t)〉〉
Congruence [f(u1, . . . , un)](f(v1, . . . , vn)) =⇒ {f([u1](v1), . . . , [un](vn))}
Congruence_fail [f(u1, . . . , un)](g(v1, . . . , vm)) =⇒ ∅
Distrib [{u1, . . . , un}](v) =⇒ {[u1](v), . . . , [un](v)}
Batch [v]({u1, . . . , un}) =⇒ {[v](u1), . . . , [v](un)}
SwitchL {u1, . . . , un} → v =⇒ {u1 → v, . . . , un → v}
SwitchR u→ {v1, . . . , vn} =⇒ {u→ v1, . . . , u→ vn}
OpOnSet f(v1, . . . , {u1, . . . , um}, . . . , vn) =⇒
{f(v1, . . . , u1, . . . , vn), . . . , f(v1, . . . , um, . . . , vn)}
Flat {u1, . . . , {v1, . . . , vn}, . . . , um} =⇒ {u1, . . . , v1, . . . , vn, . . . , um}
Fig. 2.6: Les règles d'évaluation du ρT -alul
Dans le ρ-alul la situation est diérente puisqu'un ρ-terme est évalué seulement en fontion
de l'information de réériture expliitement ontenue dans le terme. L'ensemble des règles de
réériture utilisées dans la rédution n'est pas dérit au méta-niveau du alul mais toutes les
règles sont présentes dans le ρ-terme à réduire.
Exemple 2.5 Dans le ρ-alul une dérivation similaire à elle générée par la règle de réériture
a → a de l'Exemple 2.4 doit être onstruite expliitement en dérivant, par exemple, toutes les
appliation de la règle a→ a.
Le ρ-terme [a → a](a) dérit un pas de réériture et il est réduit en utilisant la règle d'éval-
uation Fire en {a}. Le ρ-terme [a → a]([a → a](a)) dérit deux appliations de la règle a → a
étant réduit d'abord en [a→ a]({a}) et ultérieurement en {a}.
On doit noter que l'utilisation des règles de réériture ave une variable omme membre
gauhe dans les ρ-termes ne onduit pas systématiquement à des rédutions non-terminantes.
Exemple 2.6 La forme normale d'un ρ-terme [x → x](a) est l'ensemble {a} tandis que la
relation engendrée par tout système de réériture ontenant la règle x→ x est non-terminante.
Dans l'Exemple 2.5 on peut remarquer que pour haque appliation d'une règle dans une
rédution de la réériture lassique le ρ-terme orrespondant doit ontenir une appliation de la
règle respetive à la position appropriée.
Une autre approhe onsiste à dénir des ρ-opérateurs d'itération permettant la desription
des stratégies de normalisation par rapport à un ensemble de règles de réériture. La manière
dont es opérateurs sont onstruits sera dérite ultérieurement mais pour donner une intuition sur
leur utilisation nous pouvons dire que le ρ-terme [im({a→ a})](a) dérit la rédution innermost
du terme a par rapport à la règle a → a et la rédution de e terme dans le ρ-alul est très
similaire à elle du terme a par rapport au système de réériture ontenant la règle a→ a.
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Nous allons présenter dans la Setion 5.2 une desription plus détaillée de la orrespondane
entre la réériture du premier ordre et le ρ-alul mais nous pouvons noter immédiatement une
similarité entre les termes de preuve de la logique de réériture et les ρ-termes.
Exemple 2.7 Considérons une théorie de réériture basée sur la règle de réériture étiquetée
[a2b] a→ b. Dans ette théorie nous pouvons déduire le séquent f(a2b) : f(a)→ f(b), où f est
un symbole de la signature.
En partant du terme de preuve f(a2b) pour la rédution f(a) → f(b) nous onstruisons le
ρ-terme [f(a→ b)](f(a)) ave la rédution [f(a→ b)](f(a)) −→ρ f([a→ b](a)) −→ρ f({b}) −→ρ
{f(b)}.
Si nous identions l'étiquette d'une règle ave la règle nous pouvons dire que l'appliation du
terme de preuve f(a2b) au terme initial f(a) (i.e. le ρ-terme [f(a → b)](f(a))) est réduite en
l'ensemble ontenant le terme nal f(b) (i.e. {f(b)}).
Nous avons don une interprétation immédiate des termes de preuve de la logique de réériture
par des ρ-termes mais il existe des rédutions des ρ-termes sans terme de preuve orrespondant.
Il n'existe pas de orrespondane direte entre la rédution des ρ-termes ontenant des en-
sembles et les termes de preuve mais nous pouvons onsidérer, par exemple, qu'à la rédution du
terme [{a → b, a → c}](a) en {b, c} orrespondent les deux termes de preuve pour l'appliation
des règles de réériture a→ b et a→ c au terme a.
Si nous onsidérons des ρ-règles de réériture ne ontenant pas seulement des termes du
premier ordre dans le membre droit nous obtenons immédiatement des ρ-rédutions sans auune
orrespondane dans les termes de preuve. Par exemple, pour la ρ-rédution de l'appliation
[x→ [y → x ∪ y](b)](a) en {a ∪ b} il n'existe pas de terme de preuve assoié.
2.10 Instanes du alul de réériture
Cette setion a pour objetif d'illustrer les onepts que nous avons présentés auparavant en
donnant quelques exemples de ρ-termes et de ρ-rédutions.
Nous allons ommener par la partie fontionnelle du alul et nous donnons les ρ-termes
représentant ertains λ-termes. Par exemple, la λ-abstration λx.(y x), où y est une variable,
est représentée par la ρ-règle x → [y](x). L'appliation de e λ-terme à une onstante a, notée
en λ-alul λx.(y x) a, est représentée dans le ρ-alul par l'appliation [x → [y](x)](a). Cette
appliation est réduite dans le λ-alul en (y a) tandis que dans le ρ-alul le résultat de la
rédution du terme orrespondant est le singleton {[y](a)}. Nous pouvons être plus préis et
dire que les λ-termes et rédutions i-dessus sont représentés dans le ρ∅-alul où le ltrage est
syntaxique. Lorsqu'une notation fontionnelle f(x) est hoisie pour (f x), le λ-terme λx.f(x)
est représenté par le ρ-terme x → f(x). On note que pour les ρ-termes de ette forme ('est-à-
dire des règles de réériture qui ont une variable omme membre gauhe) le ltrage syntaxique
eetué dans le ρ∅-alul est trivial, il n'éhoue jamais et fournit toujours un seul résultat.
Il n'y a pas de diulté à représenter des λ-termes plus élaborés dans le ρ∅-alul :
Exemple 2.8 Considérons le terme λx.f(x) (λy.y a) ave la β-dérivation suivante :
λx.f(x) (λy.y a) −→β λx.f(x) a −→β f(a)
La dérivation orrespondante dans le ρ∅-alul pour le ρ-terme orrespondant est la suivante :
[x→ f(x)]([y → y](a)) −→F ire [x→ f(x)]({a}) −→Batch
{[x→ f(x)](a)} −→F ire {{f(a)}} −→F lat {f(a)}
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Naturellement, plusieurs stratégies de rédution peuvent être utilisées dans le λ-alul et être
reproduites en onséquene dans le ρ∅-alul. En eet, nous verrons dans la Setion 5.1 que le
ρ∅-alul ontient stritement le λ-alul.
Le λ-alul ave motifs présenté dans [PJ87℄ enrihit le λ-alul ave des λ-abstrations
ltrantes permettant des motifs plus élaborés qu'une simple variable dans l'abstration. De
la même manière que dans le ρ-alul, le méanisme de ltrage est utilisé pour instanier les
variables liées d'une abstration et e alul peut être représenté dans le ρ-alul de la même
façon que le λ-alul.
Exemple 2.9 Considérons, par exemple, le λ-terme λ(PAIR x y).x qui séletionne le premier
élément d'une paire et l'appliation λ(PAIR x y).x (PAIR a b). En ltrant le motif (PAIR x y)
ontre le terme (PAIR a b) la variable x est liée à a et don l'appliation est réduite en a.
La représentation dans le ρ-alul du premier λ-terme est la règle Pair(x, y) → x, où Pair
est le symbole de fontion qui orrespond au symbole PAIR, et l'appliation orrespondante
[Pair(x, y)→ x](Pair(a, b)) est réduite dans le ρ-alul en {〈x/a, y/b〉x}, 'est-à-dire en {a}.
Si nous introduisons de l'information ontextuelle dans les membres gauhes des règles de
réériture nous obtenons les règles de réériture lassiques omme, par exemple, f(a) → f(b)
ou f(x)→ g(x). Quand nous appliquons une telle règle de réériture le ltrage peut éhouer et
par onséquent, l'appliation peut éhouer. Comme nous l'avons déjà préisé dans les setions
préédentes, l'éhe d'une règle de réériture n'est pas une méta-propriété dans le ρ-alul mais
elle est représentée par un ensemble vide (de résultats).
Exemple 2.10 Dans la réériture de termes lassique on dit que l'appliation de la règle de
réériture f(a) → f(b) ne s'applique pas au terme f(c) tandis que dans le ρ-alul le terme
[f(a)→ f(b)](f(c)) est réduit en ∅.
Puisque la onstrution des règles de réériture est faite sans auune restrition, une règle
de réériture peut avoir une variable omme membre gauhe omme, par exemple, x → x + 1
et une règle peut introduire de nouvelles variables omme dans f(x)→ g(x, y). L'utilisation des
variables libres dans les ρ-règles, permet par exemple la onstrution dynamique de règles de
réériture lassiques.
Exemple 2.11 Le ρ-terme [f(x)→ g(x, y)](f(a)) représentant l'appliation de la règle de rééri-
ture f(x)→ g(x, y) au terme f(a) est évalué en {g(a, y)} en gardant don la variable y libre.
En partant de la ρ-règle de réériture préédente nous pouvons onstruire une appliation [y →
(f(x) → g(x, y))](a) qui est évaluée en {f(x) → g(x, a)}. Dans e as-i la variable y est libre
dans la règle de réériture f(x)→ g(x, y), mais elle est liée dans la règle y → (f(x)→ g(x, y)).
On peut aussi remarquer que les variables libres dans le membre droit d'une ρ-règle de
réériture nous permettent la paramétrisation des règles de réériture par des stratégies,
omme dans le terme y → [f(x) → [y](x)](f(a)) où le terme appliqué à x n'est pas onnu dans
la règle f(x)→ [y](x). La rédution de l'appliation [y → [f(x) → [y](x)](f(a))](a → b) revient
à la rédution de l'appliation [f(x)→ [a→ b](x)](f(a)) en {b}.
Quand le ltrage est eetué modulo une théorie équationnelle nous obtenons des omporte-
ments intéressants nous permettant de dérire d'une manière onise des opérations omplexes.
Nous rappelons que le ρC-alul, le ρA-alul et le ρAC-alul représentent le ρT -alul ave une
théorie de ltrage ommutative, assoiative et assoiative-ommutative respetivement.
L'utilisation d'une théorie de ltrage assoiative nous permet, par exemple, d'exprimer le fait
qu'une expression aepte plusieurs parenthésages.
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Exemple 2.12 Prenons l'opérateur binaire ◦ qui représente la onaténation de deux listes ave
des éléments d'un ertain type Elem. Nous onsidérons que tout objet de type Elem représente
une liste ontenant seulement et objet.
Si nous dénissons l'opérateur ◦ omme étant assoiatif, la règle de réériture dérivant la
déomposition d'une liste peut être dénie dans le ρA-alul par : l◦l
′ → l. Quand nous appliquons
ette règle à la liste a ◦ b ◦ c ◦ d nous obtenons omme résultat le ρ-terme {a, a ◦ b, a ◦ b ◦ c}. Si
l'opérateur ◦ n'avait pas été déni omme étant assoiatif, nous aurions obtenu omme résultat
de l'appliation préédente un des singletons {a} ou {a ◦ b} ou {a ◦ (b ◦ c)} ou enore {(a ◦ b) ◦ c},
en fontion du parenthésage du terme a ◦ b ◦ c ◦ d.
Dans l'exemple préédent nous avons onsidéré tous les parenthésages possibles d'un terme
onstruit en utilisant un opérateur assoiatif mais l'ordre des arguments était le même dans tous
les as. En utilisant une théorie de ltrage ommutative nous pouvons, par exemple, représenter
le fait que l'ordre des arguments d'un terme n'est pas signiatif.
Exemple 2.13 Considérons un opérateur ommutatif ⊕ et la règle de réériture x⊕ y → x qui
séletionne un des éléments d'un t-uplet x⊕ y. Dans le ρC-alul l'appliation [x⊕ y → x](a⊕ b)
est réduite en l'ensemble {a, b} orrespondant au hoix non-déterministe entre les deux résultats.
Dans la réériture modulo lassique, le résultat de l'appliation peut être soit a soit b.
Nous pouvons également utiliser une théorie assoiative-ommutative omme, par exemple,
dans le as d'un opérateur dérivant la formation des multi-ensembles.
Exemple 2.14 Nous onsidérons de nouveau l'opérateur ◦ mais ette fois-i nous le dénissons
omme étant assoiatif-ommutatif. Nous introduisons la règle de réériture x ◦ x ◦ L → L qui
élimine les doublons des listes de type Elem. Puisque le ltrage est fait modulo l'assoiativité-
ommutativité, l'appliation de ette règle à un ensemble élimine les doublons quelles que soient
leurs positions dans la représentation de l'ensemble.
Par exemple, dans le ρAC-alul, l'appliation [x ◦ x ◦ L→ L](a ◦ b ◦ c ◦ a ◦ d) est réduite en
{b ◦ c ◦ d} : la reherhe des deux éléments égaux est faite grâe au ltrage modulo l'assoiativité-
ommutativité de l'opérateur ◦.
Une autre failité est obtenue grâe à l'utilisation des ensembles pour dérire le non-détermi-
nisme. Cei nous permet d'exprimer failement l'appliation non-déterministe d'un ensemble de
règles de réériture à un terme.
Exemple 2.15 Considérons, par exemple, l'opérateur ⊗ en tant qu'opérateur syntaxique. Si nous
voulons le même omportement que pour l'opérateur ommutatif ⊕ de l'Exemple 2.13 et séle-
tionner haque élément du terme x⊗ y, deux règles de réériture devraient être appliquées d'une
façon non-déterministe omme dans la rédution suivante :
[{x⊗ y → x, x⊗ y → y}](a⊗ b) −→Distrib {[x⊗ y → x](a⊗ b), [x ⊗ y → y](a⊗ b)} −→F ire
{{a}, {b}} −→F lat {a, b}
Nous pouvons exprimer le même omportement en utilisant une règle de réériture ave un
membre droit non-déterministe et dans e as nous obtenons deux rédutions possibles :
[x⊗ y → {x, y}](a ⊗ b) −→SwitchR [{x⊗ y → x, x⊗ y → y}](a⊗ b) −→ {a, b}
ou
[x⊗ y → {x, y}](a ⊗ b) −→F ire {{a, b}} −→F lat {a, b}
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Le non-déterminisme représenté par un ensemble de résultats peut apparaître non seulement
au niveau des règles de réériture d'une appliation mais aussi bien au niveau des arguments de
l'appliation. L'argument d'une appliation peut être un ρ-terme quelonque et en partiulier
un terme se réduisant en un ensemble. Cet ensemble représente le hoix non-déterministe parmi
ses éléments et l'appliation d'une règle de réériture à l'ensemble est réduite en l'ensemble
d'appliations de la règle respetive à haque élément.
Exemple 2.16 Pour le terme [a→ b]({a, b}) nous obtenons la rédution
[a→ b]({a, b}) −→Batch {[a→ b](a), [a→ b](b)} −→F ire {{b}, ∅} −→F lat {b}
On doit remarquer que dans la rédution du terme ρ-terme [a→ b]({a, b}) seuls les résultats
des appliations ne menant pas à un éhe gurent dans le terme nal. Nous pouvons ainsi obtenir
un résultat déterministe (ensemble ave un seul élément) même si le terme de départ ontient
des ensembles ayant plus d'un élément ou des termes se réduisant d'une façon non-déterministe
(en un ensemble ayant plus d'un élément).
Nous avons insisté dans ette setion sur l'appliation des règles de réériture mais des
ρ-termes plus élaborés peuvent être utilisés dans les appliations omme dérit, par exemple,
par les règles d'évaluation Congruence. Dans la Setion 5.2 nous détaillons l'enodage de la
réériture (onditionnelle) de termes et dans la Setion 5.4 nous montrons l'utilisation des ρ-
termes pour représenter les règles et stratégies du langage ELAN.
Conlusion
Dans e hapitre nous avons introduit le ρ-alul en dénissant ses omposants : la syntaxe,
l'appliation de substitution, le ltrage, les règles d'évaluation et la stratégie d'évaluation. Nous
avons disuté nos prinipaux hoix et nous avons présenté des exemples d'utilisation du alul.
Dans le ρ-alul l'opérateur d'abstration est la èhe, l'appliation est une opération expliite
représentée en utilisant l'opérateur [ ]( ) et le non-déterminisme est exprimé en utilisant les
ensembles de ρ-termes. Nous employons la substitution d'ordre supérieur qui utilise l'α-onversion
an d'éviter la apture des variables. La théorie de ltrage est un paramètre du ρ-alul et même
si dans le as général nous onsidérons un ltrage d'ordre supérieur, nous sommes prinipalement
intéressés par les as déidables. Les règles d'évaluation dérivent l'appliation des ρ-termes ainsi
que le omportement des ensembles par rapport aux autres opérateurs du ρ-alul. La stratégie
d'évaluation guide l'appliation des règles d'évaluation et elle est utilisée prinipalement an
d'obtenir ertaines propriétés pour le ρ-alul et en partiulier la onuene du alul.
Nous avons introduit plusieurs instanes du ρ-alul obtenues en remplaçant les paramètres
du alul par ertaines valeurs spéiques. Nous avons présenté la translation de ertains λ-termes
en des ρ-termes et la manière dont nous pouvons dérire en ρ-alul des rédutions de la réériture
de termes lassique. Nous avons aussi montré le pouvoir d'expression des instanes du ρ-alul
utilisant une théorie de ltrage équationnelle. Ces travaux ont été présentés aux onférenes
ASIAN'98 [CK98℄ et FroCoS'98 [CK99a℄.
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Chapitre 3
Sur la onuene du ρ-alul
Dans le Chapitre 2 nous avons introduit le ρT -alul général et nous avons mentionné que
le alul n'est pas onuent si les règles d'évaluation sont guidées par la stratégie NONE qui
n'impose auune restrition. Ce résultat négatif est obtenu même si la théorie T de ltrage est
vide.
Nous analysons dans e hapitre les raisons onduisant à la non-onuene du ρ-alul et nous
proposons plusieurs stratégies onuentes. En partant des exemples simples de rédutions non-
onuentes nous déduisons les onditions à imposer pour l'appliation des règles d'évaluation an
d'empêher de telles rédutions non-onvergentes. Nous voulons obtenir d'un té une stratégie
simple à exprimer et aussi faile à implanter, et d'un autre té une stratégie qui n'impose auune
restrition sur les rédutions de ertaines instanes spéiques du ρ-alul, omme par exemple
la représentation du λ-alul dans le ρ-alul.
Dans un premier temps, nous introduisons une stratégie onuente générique en dérivant les
rédutions interdites. Nous dénissons ensuite plusieurs ontraintes sur la struture des termes
permettant d'éliminer les rédutions non-onuentes et don, d'établir la onuene du alul.
Les onditions imposées sur les termes sont relativement simples mais assez restritives et dans
la dernière setion de e hapitre nous présentons une autre approhe où les onditions sur la
struture des termes sont plus ompliquées mais moins restritives.
3.1 Le ρ∅-alul
Pour une instane spéique du ρT -alul, il y a un rapport fort entre les termes présents
dans le membre gauhe d'une règle de réériture et la théorie T . Intuitivement, la théorie T doit
être assez puissante pour permettre susamment d'appliations de règles de réériture.
Par exemple, si nous utilisons le ltrage syntaxique, le ρ-terme [[a → c](a) → a]([b → c](b))
est réduit par la règle Fire appliquée à la position de tête en l'ensemble vide. Si nous ommençons
par évaluer les deux appliations [a→ c](a) et [b→ c](b) en {c} et si les ensembles sont ensuite
distribués en utilisant les règles d'évaluation du ρ-alul, alors nous obtenons omme résultat de
l'appliation initiale le terme {[c→ a](c)} qui est ensuite réduit en {a}.
An d'obtenir la onuene du alul nous pouvons demander que la règle d'évaluation Fire
soit appliquée sur un terme [l → r](t) seulement si les termes l et t sont des termes du premier
ordre, i.e. l, t ∈ TF (X ). De ette manière nous garantissons que le résultat ∅ est la onséquene
d'une inompatibilité (du premier ordre) entre les termes l et t et pas d'une évaluation inomplète
d'un des deux termes.
Il semble plus intéressant d'utiliser le ltrage d'ordre supérieur au lieu du ltrage syntaxique
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quand les membres gauhes des règles ontiennent des abstrations et des appliations. Si nous
utilisons une théorie T d'ordre supérieur, alors le terme [[a → c](a) → a]([b → c](b)) peut être
réduit diretement par la règle Fire dans le terme {a}. Mais la omplexité du alul et don de
l'analyse de la onuene sont fortement inuenées par la omplexité de ette théorie de ltrage.
Puisque le ρT -alul est très général, nous nous limitons dans l'analyse de la onuene au
ρ∅-alul que nous dénissons omme le ρ-alul où la théorie de ltrage est limitée au ltrage
syntaxique du premier ordre. Nous obtenons la dénition du ρ∅-alul omme une instane de la
Dénition 2.7 :
Dénition 3.1 Etant donné un ensemble de symboles de fontions F , un ensemble de variables
X , nous appelons ρ∅-alul un alul déni par :
 un sous-ensemble ̺∅(F ,X ) de l'ensemble de termes ̺(F ,X ) tel que toutes les règles de
réériture soient de la forme l → r ave l ∈ TF(X ),
 l'appliation (d'ordre supérieur) de substitution aux termes,
 la théorie ∅ (ltrage syntaxique),
 les règles d'évaluation Fire, Congruence, Congruence_fail, Distrib, Batch, SwitchL,
SwitchR, OpOnSet, Flat,
 une stratégie d'évaluation S qui guide l'appliation des règles d'évaluation.
Nous obtenons don le alul ρ∅ = (̺∅(F ,X ), ∅,S) où la stratégie S n'est pas enore préisée.
Puisque toutes les règles de réériture du ρ∅-alul ont omme membre gauhe un terme du
premier ordre, nous pouvons remarquer immédiatement que la règle d'évaluation SwitchL ne
sera jamais utilisée. Pour permettre l'extension faile du ρ∅-alul à un alul ave un ensemble
de termes étendu, nous onsidérerons la règle d'évaluation SwitchL dans les preuves et nous
préiserons expliitement les points où la restrition aux termes de ̺∅(F ,X ) est néessaire.
Puisque le ltrage syntaxique du premier ordre est unitaire, la méta-règle Propagate présentée
dans la Setion 2.6.1 donne toujours omme résultat un singleton {σr} ou l'ensemble vide. Par
onséquent, la règle d'évaluation Fire peut être remplaée par la règle :
Fire∅ [l → r](t) =⇒ {σr}
avec σ ∈ Solution(l≪?∅ t)
Si le ltrage l≪?∅ t éhoue alors, il n'existe pas de substitution σ et le résultat de l'appliation
de la règle Fire∅ est l'ensemble vide. Nous pouvons simplier enore plus ette règle en dénissant
expliitement les as d'éhe et de suès par les deux règles suivantes :
Fire′ [l→ r](σl) =⇒ {σr}
Fire′′ [l→ r](t) =⇒ ∅
si il n′existe aucune substitution σ telle que σl = t
Le as des théories équationnelles nitaires déidables est plus tehnique mais est on-
eptuellement similaire au as de la théorie vide. Le as des théories ave des problèmes de
ltrage innitaires ou indéidables pourrait être traitée sans diultés majeures initiales en util-
isant des ρ-termes ontraints dans l'esprit de [KKR90℄.
Dans les setions suivantes nous analysons les problèmes liés à la onuene du ρ∅-alul en
présentant d'abord des exemples de rédutions non-onuentes dans le as où les règles d'évalu-
ation sont guidées par la stratégie NONE et nous proposons ensuite des stratégies permettant
d'obtenir la onuene.
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3.2 La non-onuene du alul de réériture de base
Il est faile de remarquer que le ρ∅-alul n'est pas onuent et nous fournissons dans ette
setion des exemples typiques de dérivations non-onuentes.
Une première raison de la non-onuene est le onit entre l'utilisation du ltrage syntaxique
et la représentation des résultats des rédutions par des ensembles. Cei mène, d'une part, à des
éhes de ltrage indésirables dus aux termes qui ne sont pas omplètement évalués ou pas
enore instaniés. D'autre part, nous pouvons avoir soit des ensembles ayant plus d'un élément
qui peuvent mener à des résultats indésirables dans un ontexte non linéaire, soit des ensembles
vides qui ne sont pas stritement propagés.
Un premier exemple de non-onuene est obtenu si nous réduisons un (sous-)terme de la
forme [l → r](t) en ltrant l et t et le ltrage éhoue :
Exemple 3.1 [Variable potentiellement instaniée℄
[x→ [a→ b](x)](a)
F ire
(externe)uukkkk
kkk
kkk
kkk
k
F ire
(interne) ((RR
RRR
RRR
RRR
RR
{[a→ b](a)}
F ire

[x→ ∅](a)
SwitchR

{{b}}
F lat

[∅](a)
Distrib

{b} ∅
Dans l'évaluation du radial [a→ b](x) le ltrage a≪?∅ x éhoue, menant au résultat ∅. Par
ontre, dans le radial extérieur, le ltrage x≪?∅ a réussi et le résultat de l'appliation permet de
ltrer maintenant a≪?∅ a qui réussit et a omme résultat la substitution identité.
Dans l'Exemple 3.1 on peut remarquer qu'un terme peut être réduit en un ensemble vide
à ause d'un éhe de ltrage impliquant ses variables liées. Un résultat diérent de l'ensemble
vide peut être obtenu si les rédutions des sous-termes ontenant les variables respetives sont
eetuées après l'instaniation de es variables.
Une situation similaire est obtenue lorsque la règle d'évaluation Fire engendre un résultat ∅
par suite d'un éhe de ltrage et l'appliation d'une autre règle d'évaluation avant la règle Fire
mène à un résultat non vide. Dans l'Exemple 3.2 nous illustrons e omportement en ommençant
l'évaluation soit par la règle d'évaluation Fire soit par la règle d'évaluation Batch.
Exemple 3.2 [Terme non réduit℄
[f(x)→ x]({f(a)})
Batch
ttjjjj
jjj
jjj
jjj
jj
F ire
''NN
NN
NN
NN
NN
NN
N
{[f(x)→ x](f(a))}
F ire

∅
{{a}}
F lat

{a}
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Le ltrage f(x)≪?∅ {f(a)} éhoue mais le ltrage f(a)≪
?
∅ f(a) réussit et ainsi, nous obtenons
deux rédutions non-onvergentes.
Dans les exemples préédents les rédutions non-onuentes d'un terme sont provoquées par
le ltrage qui peut soit éhouer, si la première étape de la rédution est l'appliation de la règle
Fire, soit réussir, si une autre rédution est eetuée avant l'appliation de la règle Fire. Une
situation similaire survient si un éhe de ltrage est obtenu du à un sous-terme non réduit de
l'argument de l'appliation et le ltrage réussit quand le sous-terme est réduit. Dans e as, des
exemples de non-onuene peuvent être failement trouvés :
Exemple 3.3 [Sous-terme non réduit℄
[a→ b]([a→ a](a))
F ire
(interne)uukkkk
kkk
kkk
kkk
k
F ire
(externe)
''NN
NN
NN
NN
NN
NN
N
[a→ b]({a})
Batch

F ire
))SS
SSS
SSS
SSS
SSS
SSS
∅
{[a→ b](a)}
F ire

∅
{{b}}
F lat

{b}
Les ltrages a ≪?∅ [a → a](a) et a ≪
?
∅ {a} éhouent mais le ltrage a ≪
?
∅ a réussit et ainsi,
nous obtenons une rédution ave un résultat qui ne peut pas être réduit en ∅.
An d'éviter e genre de situation nous ne devrions pas permettre la rédution d'une appli-
ation de la forme [l → r](t) lorsque l'éhe du ltrage entre les termes l et t est ausé par les
règles de ltrage SymbolV ariableClash (Exemple 3.1) ou SymbolClash (Exemple 3.2, 3.3) mais
il existe dans t des variables qui ne sont pas instaniées ou il existe ertains sous-termes (strits
ou non) de t qui soient des ensembles ou qui ne soient pas susamment réduits.
Les règles de ltrage SymbolV ariableClash et SymbolClash ne seraient jamais appliquées
dans les onditions préédentes si l'ensemble de positions fontionnelles du terme l était un
sous-ensemble de l'ensemble de positions fontionnelles du terme t. Ce n'est pas le as dans
l'Exemple 3.1 où, dans le terme [a → b](x), la position de a est une position fontionnelle et
la position orrespondante dans l'argument de l'appliation est la position variable de x. Dans
l'Exemple 3.2 et dans l'Exemple 3.3 une position fontionnelle dans le membre gauhe de la règle
de réériture orrespond à un ensemble et à une appliation respetivement dans le terme à ltrer
et la ondition n'est pas satisfaite.
Par onséquent, nous pourrions onsidérer que la règle d'évaluation Fire est appliquée seule-
ment quand la ondition sur les positions fontionnelles est satisfaite. Malheureusement, une
telle ondition ne sura pas pour éviter un éhe indésirable du ltrage à ause de l'appliation
de la règle de ltrage MergingClash quand le terme l n'est pas linéaire, omme montré dans
l'exemple suivant :
Exemple 3.4 [Non-linéarité à gauhe℄
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[f(x, x)→ x](f(a, [a→ a](a)))
F ire
(interne)ssggggg
gggg
gggg
gggg
ggg
F ire
(externe)
))SS
SSS
SSS
SSS
SSS
SSS
[f(x, x)→ x](f(a, {a}))
OpOnSet
 F ire
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
W
∅
[f(x, x)→ x]({f(a, a)})
Batch

∅
{[f(x, x)→ x](f(a, a))}
F ire

{{a}}
F lat

{a}
L'ensemble de positions fontionnelles du terme f(x, x) est un sous-ensemble de l'ensemble
de positions fontionnelles du terme f(a, [a→ a](a)) mais le ltrage f(x, x)≪?∅ f(a, [a→ a](a))
éhoue et le terme est réduit en ∅. Similairement, le ltrage f(x, x)≪?∅ f(a, {a}) éhoue menant
à ∅.
Dans l'Exemple 3.4 la présene des ensembles dans le terme t peut onduire à un éhe de
ltrage qui est évité si les ensembles sont distribués avant l'appliation de la règle d'évaluation
Fire. De la même manière, des variables non-instaniées ou des termes insusamment réduits
peuvent engendrer des éhes de ltrage qui peuvent être évités si les variables sont instaniées et
les termes réduits. Ainsi, une ondition susante pour assurer le omportement désiré imposerait
que l'argument de l'appliation soit un terme du premier ordre los.
Un autre as pathologique survient quand le terme t de l'appliation [l → r](t) ontient un
ensemble vide. Plus préisément, l'appliation de la règle d'évaluation Fire peut mener à la
non-propagation de l'éhe et ainsi, à la non-onuene du alul, omme dans l'Exemple 3.5.
Exemple 3.5 [Propagation non strite de l'éhe℄
[x→ b](∅)
F ire
zzttt
tt
tt
tt
t
Batch
##H
HH
HH
HH
HH
H
{b} ∅
Un omportement similaire à elui présenté dans l'Exemple 3.5 est obtenu si l'argument de
l'appliation peut être réduit en un ensemble vide, omme dans le terme [x → b]([a → b](b))
qui peut être réduit en {b} ou ∅. De la même façon, si l'argument de l'appliation peut être
instanié en un ensemble vide nous obtenons deux résultats non-onvergents, omme pour le
terme [y → [x→ b](y)](∅) qui mène soit à un ensemble vide soit à {b}.
Une première approhe pour résoudre e problème onsiste à ne pas appliquer la règle d'é-
valuation Fire si l'argument de l'appliation de la règle de réériture est l'ensemble vide ou peut
être réduit ou instanié en l'ensemble vide. On peut remarquer que la ondition d'appliation
de la règle d'évaluation Fire est néessaire seulement dans le as des règles dites non-régulières,
'est-à-dire telles que les variables libres du membre gauhe de la règle de réériture ne soient
pas libres dans le membre droit de la règle. Par exemple, le terme [x→ x](∅) sera toujours réduit
en ∅ indépendemment de la règle d'évaluation utilisée.
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L'appliation de règles de réériture non-régulières à des ensembles vides peut don mener
à des rédutions non-onvergentes. Des éhes de ltrage indésirables et don des rédutions
non-onuentes peuvent être obtenus si des ensembles ave un (ou plusieurs) élément(s) sont
présents dans l'argument d'une appliation. Les ensembles ayant plus d'un élément peuvent
mener également à des rédutions non-onvergentes s'ils apparaissent dans un ontexte non-
linéaire.
En eet, en appliquant une règle de réériture non-linéaire à droite sur un terme qui ontient
des ensembles ayant plus d'un élément, nous obtenons des rédutions non-onvergentes omme
dans l'exemple suivant :
Exemple 3.6 [Non-linéarité à droite℄
[x→ f(x, x)]({a, b})
F ire

Batch
,,YYYYY
YYYYY
YYYYY
YYYYY
YYYYY
{f({a, b}, {a, b})}
OpOnSet

{[x→ f(x, x)](a), [x → f(x, x)](b)}
F ire

{{f(a, {a, b}), f(b, {a, b})}}
OpOnSet

{{f(a, a)}, {f(b, b)}}
F lat

{{{f(a, a), f(a, b)}, {f(b, a), f(b, b)}}}
F lat

{f(a, a), f(b, b)}
{f(a, a), f(a, b), f(b, a), f(b, b)}
On peut remarquer qu'un omportement similaire à elui présenté dans l'Exemple 3.6 est
obtenu si l'argument de l'appliation de la règle de réériture peut être réduit ou instanié en
un ensemble ayant plus d'un élément, omme pour les termes [x → f(x, x)]([a → {a, b}](a)) ou
[y → [x→ f(x, x)](y)]({a, b}).
La solution immédiate pour éviter des rédutions non-onvergentes omme elles présentées
dans l'Exemple 3.6 onsiste à ne pas appliquer la règle d'évaluation Fire si l'argument de l'ap-
pliation est un ensemble ayant plus d'un élément ou si l'argument peut être réduit ou instanié
en un ensemble ayant plus d'un élément. Cette restrition peut être allégée en imposant la on-
dition sur l'argument de l'appliation seulement quand la règle de réériture de l'appliation est
non-linéaire à droite.
Pour résumer les problèmes présentés dans les exemples de ette setion, la non-onuene
est due à l'appliation de la règle d'évaluation Fire trop tt dans une rédution et les situations
typiques que nous voulons éviter sont :
 l'appliation prématurée de la règle d'évaluation Fire pour une appliation ontenant des
variables non-instaniées (Exemple 3.1),
 l'appliation prématurée de la règle d'évaluation Fire pour une appliation ontenant des
termes non-réduits (Exemple 3.2, Exemple 3.3),
 l'appliation prématurée de la règle d'évaluation Fire pour une appliation ontenant une
règle de réériture non-linéaire à gauhe (Exemple 3.4),
 l'appliation de la règle d'évaluation Fire pour l'appliation d'une règle de réériture (non-
linéaire à droite) à un terme ontenant un ensemble ayant plus d'un élément (Exemple 3.6),
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 l'appliation de la règle d'évaluation Fire pour l'appliation d'une règle de réériture (ne
onservant pas les variables du membre gauhe dans le membre droit) à un terme ontenant
l'ensemble vide (Exemple 3.5).
3.3 Stratégies onuentes pour le ρ∅-alul
Comme nous venons de le voir, le alul n'est pas onuent si auune stratégie n'est employée
pour guider l'appliation des règles d'évaluation. Mais la onuene peut être obtenue ave une
stratégie appropriée d'évaluation. En partiulier, ette stratégie devrait imposer que la propaga-
tion de l'éhe dans les termes soit strite et que les variables non-linéaires des termes ne soient
pas instaniées par des ensembles ayant plus d'un élément.
3.3.1 Premières stratégies
Nous avons vu dans la setion préédente que la possibilité d'avoir des ensembles vides ou
ayant plusieurs éléments mène immédiatement à des rédutions non-onuentes impliquant les
règles d'évaluation Fire et Congruence. Une première approhe envisagée onsiste à réduire
un ρ-terme en appliquant d'abord toutes les règles manipulant des ensembles (Distrib, Batch,
SwitchL, SwitchR, OpOnSet, Flat) et seulement quand auune de es règles ne s'applique plus,
appliquer une des règles Fire, Congruence, Congruence_fail à des termes ne ontenant pas
d'ensemble.
Mais une appliation peut être réduite, en utilisant la règle Fire, en un ensemble vide ou
ayant plusieurs éléments générant ainsi des éventuelles rédutions non-onuentes et don, ette
stratégie n'est pas susante pour assurer la onuene du alul. Un autre inonvénient de ette
approhe est que pour auune instane du ρ-alul la stratégie proposée ne se réduit pas à la
stratégie triviale NONE .
Puisque les ensembles (vide ou ayant plus d'un élément) sont la ause prinipale de la non-
onuene du alul, une stratégie naturelle onsiste à réduire l'appliation d'une règle de rééri-
ture en un terme en respetant les étapes suivantes : instanier et réduire d'abord l'argument de
l'appliation, faire monter les symboles d'ensemble à l'extérieur de l'appliation en les distribuant
dans les termes et seulement lorsqu'auune des rédutions préédentes n'est possible, appliquer
la règle d'évaluation Fire. Nous pouvons exprimer failement ette stratégie en imposant une
ondition simple pour l'appliation de la règle d'évaluation Fire.
Dénition 3.2 Nous appelons ConfStratStrit la stratégie qui onsiste à appliquer la règle d'é-
valuation Fire à un radial [l → r](t) seulement si le terme t est un terme los du premier
ordre.
La stratégie ConfStratStrit est très restritive et nous voudrions dénir une stratégie plus
générale qui devient triviale ('est-à-dire n'impose auune restrition) pour des restritions du
ρ∅-alul général à des aluls plus simples omme le λ-alul.
Nous proposons maintenant une stratégie qui émerge des ontre-exemples présentés dans la
Setion 3.2 et qui permet l'appliation de la règle d'évaluation Fire seulement si un éventuel
éhe dans le ltrage est préservé par les ρ-rédutions et l'argument de l'appliation ne peut pas
être réduit en un ensemble vide ou ayant plus d'un élément.
Dénition 3.3 Nous appelons ConfStratGen la stratégie qui onsiste à appliquer la règle d'éval-
uation Fire à un radial [l→ r](t) seulement si :
 t ∈ TF est un terme los du premier ordre
66 Chapitre 3. Sur la onuene du ρ-alul
ou
 le terme t est tel que si le ltrage l ≪?∅ t éhoue alors pour tout terme t
′
obtenu en
instaniant ou ρ-réduisant t le ltrage l≪?∅ t
′
éhoue et
 le terme t ne peut pas être ρ-réduit en un ensemble vide ou ayant plus d'un élément.
Si nous onsidérons une instane du ρ∅-alul telle que tous les ensembles soient des single-
tons et toutes les appliations soient de la forme [x → u](v) alors, toutes les onditions de la
Dénition 3.3 sont toujours satisfaites et ainsi, nous pouvons dire que dans e as la stratégie
ConfStratGen est équivalente à la stratégie NONE , 'est-à-dire n'impose auune restrition sur
les rédutions. On peut remarquer que les termes de la représentation du λ-alul pur dans le
ρ-alul satisfont la ondition préédente et don, la stratégie ConfStratGen n'impose auune
restrition sur les rédutions de ette instane du ρ-alul.
Les onditions imposées dans la Dénition 3.3 dans le as où le terme t n'est pas un terme los
du premier ordre ne sont lairement pas utilisables dans une implantation du ρ-alul et don
nous devons dénir des stratégies opérationnelles garantissant la onuene du alul. Dans les
setions suivantes nous allons dénir des restritions struturelles sur les ρ-termes et des stratégies
onuentes dénies en utilisant es notions.
3.3.2 Termes ρ-préltrables, ρ-safes et ρ-alulables
Dans les exemples présentés dans la Setion 3.2 nous avons vu que l'appliation de la règle
d'évaluation Fire à un terme peut mener à des résultats non-onuents si le terme respetif n'est
pas susamment réduit. An de résoudre e problème, dans la Dénition 3.3 nous avons imposé
une ondition générale de ltrage ohérent pour les termes l et t mais nous voulons dénir des
onditions qui peuvent être implantées failement et eaement.
Nous introduisons maintenant une dénition plus opérationnelle et plus restritive garan-
tissant la ohérene du ltrage en imposant des onditions struturelles sur les termes l et
t pouvant apparaître dans un problème de ltrage l ≪?∅ t. An d'assurer la préservation d'un
éventuel éhe de ltrage par les ρ-rédutions, l'éhe doit être généré seulement par des symboles
du premier ordre diérents dans les positions orrespondantes des deux termes. Cette propriété
est toujours vériée si les deux termes sont des termes du premier ordre mais une ondition
supplémentaire doit être imposée si le terme t ontient des symboles du ρ-alul.
Dénition 3.4 Un ρ-terme l subsume faiblement un ρ-terme t si
∀p ∈ FPos(l) ∩ Pos(t)⇒ t(p) ∈ F
Ainsi, un ρ-terme l subsume faiblement un ρ-terme t si pour toute position fontionnelle du
terme l, soit ette position n'est pas une position du terme t, soit elle est une position fontionnelle
du terme t.
Remarque 3.1 Si l ∈ TF(X ) subsume faiblement t, alors pour toute position non-fontionnelle
(i.e. la position d'une variable, d'une appliation, d'une abstration ou d'un ensemble) dans t la
position orrespondante dans l, si elle existe, est une position variable. Ainsi, si la position de
tête de t n'est pas une position fontionnelle alors l est une variable.
On peut aussi remarquer que si un terme l du premier ordre subsume un terme t alors l
subsume faiblement t.
Exemple 3.7 Le terme f(a, y, c) subsume faiblement le terme g(b, [x→ x](c)) et le terme f(a)
subsume faiblement le terme g(b, [x → x](c)). Le terme f(a, y) subsume faiblement le terme
g(b, [x→ x](c)) mais le terme f(a) ne subsume pas faiblement le terme g([x→ x](c)).
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Dénition 3.5 Le ouple de ρ-termes (l, t) est ρ-préltrable si l ∈ TF(X ) est un terme du
premier ordre et :
 le terme t ∈ TF est un terme los du premier ordre ou,
 le terme l ∈ TF(X ) est linéaire et le terme l subsume faiblement le terme t.
Par abus de langage nous disons que les ρ-termes l et t sont ρ-préltrables.
Il est lair que pour tout terme l de la forme f(l1, . . . , ln) et tout terme t de la forme t =
g(t1, . . . , tm) tels que l, t soient ρ-préltrables, les termes li, ti sont ρ-préltrables pour tout
i = 1, . . . ,min(m,n).
Remarque 3.2 Si les termes l et t sont ρ-préltrables, onformément à la Remarque 3.1 le
ltrage l ≪?∅ t ne peut pas éhouer à ause de l'appliation des règles de ltrage SymbolClash ou
SymbolV ariableClash (Figure 2.1) pour un symbole non-fontionnel de t. Puisque l est linéaire le
ltrage l≪?∅ t ne peut pas éhouer à ause de l'appliation de la règle de ltrage MergingClash.
Ainsi, le ltrage l ≪?∅ t peut éhouer seulement à ause de l'appliation de la règle de ltrage
SymbolClash et don, du à des symboles fontionnels diérents à la même position des termes
l et t.
Lemme 3.1 Etant donnés les termes ρ-préltrables l, t. Si le ltrage l ≪?∅ t éhoue alors pour
tout terme t′ obtenu en ρ-réduisant ou instaniant le terme t, le ltrage l ≪?∅ t
′
éhoue.
Preuve : Si le terme t ∈ TF est un terme los du premier ordre alors t
′ = t et le lemme est
lairement vrai. Pour le as où t 6∈ TF nous proédons par indution sur la struture du
ρ-terme t. Dans e as, onformément à la Remarque 3.2, le ltrage l ≪?∅ t peut éhouer
seulement à ause de deux symboles de fontions diérents à la même position des deux
termes.
Si t = f(t1, . . . , tm) et l = g(l1, . . . , ln) ave f 6= g alors le terme t
′
ne peut être que de
la même forme que t ou un ensemble. Dans les deux as le ltrage l ≪?∅ t
′
éhoue. Si
t = f(t1, . . . , tm) et l = f(l1, . . . , lm) alors li, ti sont ρ-préltrables et t = f(t
′
1, . . . , t
′
m)
ave t′i obtenus en ρ-réduisant ou instaniant les termes ti. Puisque l ≪
?
∅ t éhoue, un des
ltrages li ≪
?
∅ ti éhoue et par indution le ltrage li ≪
?
∅ t
′
i orrespondant éhoue et don
l≪?∅ t
′
éhoue. ✷
Un premier pas pour obtenir un alul onuent est la rédution du terme [l → r](t) en
ltrant l et t seulement si l et t sont ρ-préltrables. Nous pouvons remarquer dans l'Exemple 3.6
et dans l'Exemple 3.5 que ette ondition ne sut pas pour établir la onuene du alul et nous
devons ajouter ertaines onditions (struturelles) an d'éviter les rédutions non-onuentes.
Comme nous l'avons déjà remarqué dans la Setion 3.2, les ontraintes sur la rédution de
l'appliation des règles de réériture doivent garantir qu'une règle de réériture (non-régulière)
n'est pas appliquée à (un terme rédutible en) un ensemble vide et qu'une règle de réériture
(non-linéaire à droite) n'est pas appliquée à (un terme rédutible en) un ensemble ayant plus
d'un élément. Nous pouvons être enore plus restritifs et ne pas permettre la rédution d'une
appliation [l → r](t) en utilisant la règle d'évaluation Fire si le terme t est rédutible en un
ensemble vide ou à un ensemble ayant plus d'un élément.
Dénition 3.6 Nous disons que le ρ-terme t est ρ-safe si les onditions suivantes sont satis-
faites :
 le terme t ne ontient auun ensemble ayant plus d'un élément et auun ensemble vide et,
 le terme t ne ontient pas de sous-terme de la forme [u](v) où u n'est pas une abstration
et,
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 pour tout sous-terme [u→ w](v) de t, u subsume v.
Si tous les termes du odomaine d'une substitution σ sont ρ-safes, nous disons que σ est
ρ-safe.
Intuitivement, la première ondition permet seulement des ensembles ave un élément dans
le terme t et les deux dernières interdisent la présene dans t des termes pouvant se réduire en ∅.
Lemme 3.2 Etant donné le terme ρ-safe t. Alors, le terme t ne peut pas être ρ-réduit en un
ensemble vide ou ayant plus d'un élément.
Preuve : Le terme t ne ontient auun ensemble ayant plus d'un élément et auun ensemble vide
et don, t peut être ρ-réduit en tel ensemble seulement en utilisant les règles d'évaluation
Fire ou Congruence_fail. Mais toute appliation de t est de la forme [u → w](v) ou u
subsume v et don la règle Fire ne peut pas mener à un éhe et la règle Congruence_fail
ne peut pas être appliquée. Puisque le ltrage est syntaxique et don unitaire dans le
ρ∅-alul, la règle Fire ne peut pas mener à un ensemble ayant plus d'un élément. En plus,
la forme des appliations est préservée par la ρ-rédution et don, la propriété est vériée.
✷
Dénition 3.7 Le ouple de ρ-termes (l, t) est ρ-alulable si les onditions suivantes sont sat-
isfaites :
 les termes l, t sont ρ-préltrables et
 le terme t est ρ-safe.
Par abus de langage nous disons que les ρ-termes l et t sont ρ-alulables.
Ainsi, la première ondition assure la préservation de l'éhe de ltrage par rapport aux
ρ-rédutions tandis que la deuxième ondition permet seulement des termes qui ne peuvent pas
être ρ-réduits en un ensemble vide ou ayant plus d'un élément.
Suivant la dénition des termes ρ-alulables nous déduisons immédiatement des propriétés
pour les substitutions obtenues omme résultat du ltrage impliquant de tels termes.
Proposition 3.1 Etant donnés les termes ρ-alulables l, t, si σl = t, alors σ est ρ-safe.
Proposition 3.2 Etant donnés des termes l, t ρ-alulables et une substitution σ ρ-safe, les
termes l, σt sont ρ-alulables.
3.3.3 Une stratégie opérationnelle
Les notions de termes ρ-préltrables et ρ-safes nous permettent de faire une distintion laire
entre les problèmes menant à la non-onuene du ρ∅-alul sans stratégie : d'une part, le onit
entre l'utilisation du ltrage syntaxique et les termes d'ordre supérieur qui peuvent intervenir
dans les problèmes de ltrage et d'autre part, le traitement du non-déterminisme représenté par
des ensembles vides ou ayant plus d'un élément.
Nous introduisons une stratégie appelée ConfStrat qui onsiste à appliquer la règle d'évalu-
ation Fire à un terme de la forme [l → r](t) seulement quand les termes l, t sont ρ-alulables.
Cette stratégie peut être vue omme une version opérationnelle de la stratégie ConfStratGen
introduite dans la Setion 3.3.1 et an de mettre en évidene les similitudes ave ette stratégie
et ave les stratégies dénies plus tard dans la Setion 3.4 nous expliitons les notions de termes
ρ-alulables, ρ-préltrables et ρ-safes :
Dénition 3.8 Nous appelons ConfStrat la stratégie qui onsiste à appliquer la règle d'évaluation
Fire à un radial [l → r](t) seulement si :
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 t ∈ TF est un terme los du premier ordre
ou
 le terme l ∈ TF(X ) est linéaire et le terme l subsume faiblement le terme t et,
 le terme t ne ontient auun ensemble ayant plus d'un élément et auun ensemble vide
et,
 pour tout sous-terme [u→ w](v) de t, u subsume v et,
 le terme t ne ontient pas de sous-terme de la forme [u](v) où u n'est pas une abstra-
tion.
On doit remarquer que les onditions imposées par la stratégie ConfStrat sont déidables
même dans le as où le terme t n'est pas un terme los du premier ordre. On peut lairement
déider si un terme est de la forme [u](v) ou [u → w](v) ainsi que le nombre d'éléments d'un
ensemble ni. La ondition que l subsume faiblement t est simplement une ondition sur les
symboles aux mêmes positions des deux termes et puisque le ltrage est syntaxique alors la
ondition de subsomption est aussi déidable. Par onséquent, toutes les onditions utilisées
dans la stratégie ConfStrat sont déidables.
L'interdition d'avoir des sous-termes de t de la forme [u](v) si u n'est pas une règle de
réériture est imposée an d'empêher des rédutions en un ensemble vide en utilisant la règle
d'évaluation Congruence_fail. Si on onsidère une version du ρ∅-alul sans les règles d'évalua-
tion Congruence alors ette dernière ondition n'est plus néessaire dans la stratégie ConfStrat.
Dans e as tous les termes de la représentation du λ-alul dans le ρ-alul satisfont les on-
ditions de la stratégie ConfStrat et dans e as ette stratégie est équivalente à la stratégie
NONE .
Théorème 3.1 Si la stratégie d'évaluation ConfStrat est utilisée alors, le ρ∅-alul est onuent.
Preuve : Nous donnons dans la Setion 3.3.7 la preuve de la onuene pour le ρ∅-alul ave la
règle d'évaluation Fire transformée dans une règle onditionnelle. Les onditions de ette
règle sont exatement les onditions de la Dénition 3.8 et ainsi, les rédutions dans le
alul utilisant la règle Fire onditionnelle et dans le ρ∅-alul ave les règles d'évaluation
guidées par la stratégie ConfStrat sont identiques. ✷
Dans le as des aluls intégrant des rédutions modulo une théorie équationelle (par exemple
assoiativité et ommutativité), omme exemplié dans la Setion 2.10, la preuve de la onuene
est plus ompliquée et dépend fortement des propriétés (déidabilité, ensemble ni de solutions,
et.) de la théorie de ltrage utilisée.
3.3.4 Les relations induites par les règles d'évaluation
Chaque fois qu'un ρ-terme est réduit en utilisant les règles d'évaluation Fire, Congruence et
Congruence_fail du ρ∅-alul, un ensemble est produit. Ces règles d'évaluation sont elles qui
dérivent l'appliation d'une règle de réériture à la position de tête ou plus profondément dans
un terme. L'ensemble obtenu en utilisant une de es trois règles d'évaluation peut délenher
l'appliation des autres règles d'évaluation du alul. Les règles d'évaluation traitant la propaga-
tion des ensembles alulent une forme normale d'ensemble pour les ρ-termes en poussant vers
l'extérieur les symboles d'ensemble et en aplatissant les ensembles. Par exemple, l'appliation
d'un ensemble à un ρ-terme est évaluée en l'ensemble d'appliations de haun des éléments de
l'ensemble au ρ-terme respetif.
Par onséquent, nous pouvons onsidérer que l'ensemble des règles d'évaluation du ρT -alul
est la réunion d'un ensemble de règles de dédution (Fire, Congruence, Congruence_fail)
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et d'un ensemble de règles de alul (Distrib, Batch, SwitchL, SwitchR, OpOnSet, Flat) et
que l'évaluation se omporte omme dans la dédution modulo [DHK98℄. Cette approhe nous
permet de onsidérer les règles de alul omme permettant de dérire une ongruene modulo
sur laquelle les règles de dédution sont appliquées.
Alternativement, nous pouvons onsidérer la relation habituelle induite par les règles d'éval-
uation du alul.
Dans ette setion nous dénissons une relation induite par la règle Fire et les règles
Congruence, appelée FireCong, et une deuxième relation induite par les règles Distrib, Batch,
SwitchL, SwitchR, OpOnSet, Flat appelée Set. Nous analysons les propriétés des deux relations
et des relations obtenues en les omposant.
A partir des règles d'évaluation du ρ∅-alul dénissant la propagation des ensembles sur les
ρ-opérateurs et de la règle d'évaluation Flat qui aplatit les ensembles et élimine les symboles
d'ensemble (redondants) nous dénissons la relation Set.
Dénition 3.9 Nous onsidérons la relation sur ̺∅(F ,X ) appelée Set induite par les règles
d'évaluation Distrib, Batch, SwitchL, SwitchR, OpOnSet et Flat.
Les relations suivantes sont induites par la relation Set :
−→S est la fermeture ompatible de la relation Set,
∗
−→S est la fermeture réexive, transitive de −→S (la rédution engendrée par Set),
∗
←→S est la relation d'équivalene engendrée par
∗
−→S.
L'appliation de la règle d'évaluation Fire est guidée par une stratégie qui tient ompte
des onditions présentées dans la setion préédente et qui peut être exprimée expliitement en
transformant la règle Fire dans une règle onditionnelle :
Firec [l→ r](t) =⇒ {σr}
si l, t sont ρ-alulables
avec σ ∈ Solution(l ≪?∅ t)
Dénition 3.10 Nous onsidérons la relation appelée FireCong sur ̺∅(F ,X ) induite par la
règle d'évaluation Firec et les règles d'évaluation Congruence et Congruence_fail.
Nous onsidérons les relations suivantes induites par les relations FireCong et Set (Déni-
tion 3.9) :
−→F est la fermeture ompatible de la relation FireCong,
∗
−→F est la fermeture réexive, transitive de −→F ,
−→F/S est la relation −→F modulo la relation
∗
←→S dénie de façon standard ([ASU72℄) :
étant donnés deux ρ-termes u, v nous avons u −→F/S v ssi il existe deux ρ-termes u
′, v′
tels que u
∗
←→S u
′
, u′ −→F v
′
et v
∗
←→S v
′
,
∗
−→F/S est la fermeture réexive, transitive de −→F/S.
La relation −→F et toutes les relations induites par ette relation sont dénies sur l'ensemble
de termes ̺∅(F ,X ) ne ontenant que des règles de réériture ayant un terme l ∈ TF (X ) du
premier ordre omme membre gauhe. Pour permettre l'extension faile du ρ∅-alul à un alul
ave un ensemble de termes étendu, nous onsidérons, dans les preuves, n'importe quelle forme
de règle de réériture et nous indiquons les situations où la restrition à des termes de ̺∅(F ,X )
est néessaire.
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3.3.5 Les propriétés des relations Set
Dans ette setion nous montrerons que la relation −→S est onuente et terminante. Nous
donnons d'abord une preuve de la terminaison et ensuite nous obtenons la onuene omme
une onséquene de la onuene loale.
Lemme 3.3 La relation −→S termine.
Preuve : Nous utilisons les interprétations polynmiales suivantes :
P ({u1, . . . , un}) = Σ
n
i=1P (ui) + 2 (P (∅) = 2)
P (f(u1, . . . , un)) = Π
n
i=1P (ui)
P (u→ v) = P ([u](v)) = P (u)× P (v)
Nous utilisons l'ordre standard sur les naturels. Puisque l'addition et la multipliation sont
roissantes sur les naturels, la ondition de monotoniité a > b implique P (a) > P (b) est
lairement satisfaite. Nous montrons que pour tous termes t, t′ tels que t −→S t
′
, l'image
de t est stritement supérieure à elle de t′ pour tout remplaement des interprétations des
variables de t, t′ ave des naturels supérieurs à 2 (i.e. P (u), P (ui), P (v), P (vi) > 2).
Les inégalités orrespondant aux règles Distrib, Batch, SwitchL, SwitchR, OpOnSet et
Flat sont présentées i-dessous :
 les inégalités pour les règles Distrib et Batch sont similaires et nous présentons
uniquement les interprétations pour la règle Batch :
P ([u]({v1, . . . , vm})) =
(P (v1) + . . .+ P (vm) + 2) × P (u) =
((P (v1) + . . .+ P (vm))× P (u) + 2× P (u) >
((P (v1) + . . .+ P (vm))× P (u) + 2
= P (v1)× P (u) + . . .+ P (vm)× P (u) + 2
= P ({[u](v1), . . . , [u](vm)})
 les inégalités pour les règles SwitchL et SwitchR sont similaires et nous présentons
seulement les interprétations pour la règle SwitchR :
P (u→ {v1, . . . , vm}) =
(P (v1) + . . .+ P (vm) + 2) × P (u) =
(P (v1) + . . .+ P (vm))× P (u) + 2× P (u) >
(P (v1) + . . .+ P (vm))× P (u) + 2
= P (v1)× P (u) + . . .+ P (vm)× P (u) + 2
= P ({u→ v1, . . . , u→ vm})
 pour la règle OpOnSet nous obtenons :
P (f(u1, . . . , {v1, . . . , vn}, . . . , um)) =
P (u1)× . . . × (Σ
n
i=1P (vi) + 2)× . . .× P (um) =
P (u1)× . . . × Σ
n
i=1P (vi)× . . .× P (um) + 2× P (u1)× . . .× P (um) >
P (u1)× . . .× Σ
n
i=1P (vi)× . . . × P (um) + 2
= Σni=1(P (u1)× . . . × P (vi)× . . .× P (um)) + 2
= P ({f(u1, . . . , v1, . . . , um), . . . , f(u1, . . . , vn, . . . , um)})
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 pour la règle Flat nous avons :
P ({u1, . . . , {v1, . . . , vn}, . . . , um}) =
P (u1) + . . . + (Σ
n
i=1P (vi) + 2) + . . .+ P (um) + 2 =
P (u1) + . . . +Σ
n
i=1P (vi) + . . .+ P (um) + 4 >
P (u1) + . . .+Σ
n
i=1P (vi) + . . .+ P (um) + 2
= P ({u1, . . . , v1, . . . , vn, . . . , um})
✷
Lemme 3.4 La relation −→S est loalement onuente.
Preuve : Nous analysons les paires ritiques engendrées par les règles d'évaluation.
La règle Flat a une paire ritique ave elle-même :
{{u1, . . . , un}, {v1, . . . , vm}, . . . , t}
F lat

F lat
++XXXX
XXXX
XXXX
XXXX
XXXX
XXX
{u1, . . . , un, {v1, . . . , vm}, . . . , t}
F lat ++
{{u1, . . . , un}, v1, . . . , vm, . . . , t}
F lat

{u1, . . . , un, v1, . . . , vm, . . . , t}
Nous proédons de la même façon pour la règle OpOnSet :
f({u1, . . . , un}, . . . , {v1, . . . , vm})
OpOnSet

OpOnSet
,,XXXXX
XXXX
XXXX
XXXX
XXXX
XXX
{f(u1, . . . , {v1, . . . , vm}), . . . ,
f(un, . . . , {v1, . . . , vm})}
OpOnSet

{f({u1, . . . , un}, . . . , v1), . . . ,
f({u1, . . . , un}, . . . , vm)}
OpOnSet

{{f(u1, . . . , v1), . . . , f(u1, . . . , vm)}, . . . ,
{f(un, . . . , v1), . . . , f(un, . . . , vm)}}
F lat∗ ++
{{f(u1, . . . , v1), . . . , f(un, . . . , v1)}, . . . ,
{f(u1, . . . , vm), . . . , f(un, . . . , vm)}}
F lat∗

{f(u1, . . . , v1), . . . , f(u1, . . . , vm), . . . ,
f(un, . . . , v1), . . . , f(un, . . . , vm)}
Les règles OpOnSet et Flat mènent à une paire ritique onvergente :
f({{u1, . . . , un}, . . . , vm})
F lat

OpOnSet
++XXXX
XXXX
XXXX
XXXX
XXXX
XX
f({u1, . . . , un, . . . , vm})
OpOnSet

{f({u1, . . . , un}), . . . , f(vm)}
OpOnSet

{f(u1), . . . , f(un), . . . , f(vm)} {{f(u1), . . . , f(un)}, . . . , f(vm)}
F lat
oo
Les diagrammes pour les paires ritiques de SwitchL et SwitchR d'une part et Flat et
SwitchR d'autre part sont présentés i-dessous. Nous pouvons montrer de la même manière
la onvergene de la paire ritique due à Flat et SwitchL.
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{u1, . . . , un} → {v1, . . . , vm}
SwitchL

SwitchR
++WWWW
WWWW
WWWW
WWWW
WWWW
W
{u1 → {v1, . . . , vm}, . . . ,
un → {v1, . . . , vm}}
SwitchR

{{u1, . . . , un} → v1, . . . ,
{u1, . . . , un} → vm}
SwitchL

{{u1 → v1, . . . , u1 → vm}, . . . ,
{un → v1, . . . , un → vm}}
F lat∗ ++
{{u1 → v1, . . . , un → v1}, . . . ,
{u1 → vm, . . . , un → vm}}
F lat∗

{u1 → v1, . . . , un → v1, . . . , un → vm}
u→ {{v1, . . . , vn}, . . . , wm}
F lat

SwitchR
,,YYYYY
YYYYY
YYYYY
YYYYY
YYYYY
u→ {v1, . . . , vn, . . . , wm}
SwitchR

{u→ {v1, . . . , vn}, . . . , u→ wm}
SwitchR

{u→ v1, . . . , u→ vn, . . . , u→ wm} {{u→ v1, . . . , u→ vn}, . . . , u→ wm}
F lat
oo
Les paires ritiques pour les règles Distrib, Batch et Flat sont traitées omme dans les
as préédents :
[{u1, . . . , un}]({v1, . . . , vm})
Distrib

Batch
++WWWW
WWWW
WWWW
WWWW
WWWW
W
{[u1]({v1, . . . , vm}), . . . ,
[un]({v1, . . . , vm})}
Batch

{[{u1, . . . , un}](v1), . . . ,
[{u1, . . . , un}](vm)}
Distrib

{{[u1](v1), . . . , [u1](vm)}, . . . ,
{[un](v1), . . . , [un](vm)}}
F lat∗ ++
{{[u1](v1), . . . , [un](v1)}, . . . ,
{[u1](vm), . . . , [un](vm)}}
F lat∗

{[u1](v1), . . . , [un](v1), . . . , [un](vm)}
[u]({{v1, . . . , vn}, . . . , wm})
F lat

Batch
,,XXXXX
XXXX
XXXX
XXXX
XXXX
XXX
[u]({v1, . . . , vn, . . . , wm})
Batch

{[u]({v1, . . . , vn}), . . . , [u](wm)}
Batch

{[u](v1), . . . , [u](vn), . . . , [u](wm)} {{[u](v1), . . . , [u](vn)}, . . . , [u](wm)}
F lat
oo
✷
Lemme 3.5 La relation −→S est onuente.
Preuve : Puisque −→S est terminante (Lemme 3.3) et loalement onuente (Lemme 3.4) alors,
−→S est onuente. ✷
Corollaire 3.1 La relation
∗
−→S est onuente.
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Lemme 3.6 Les relations −→S,
∗
−→S,
∗
←→S sont ompatibles.
Preuve : Par la onstrution de la relation −→S . Pour les deux autres relations la preuve est
faite par indution sur la génération de es relations. ✷
3.3.6 Les propriétés des relations FireCong
La relation −→F est trivialement non-terminante omme montré par le ontre exemple las-
sique [ωρ](ωρ) où ωρ = x → [x](x). Ce terme se réduit en une étape en lui-même et on obtient
ainsi une haîne de rédution innie.
Dans ette setion nous montrerons que la relation −→F est onuente et pour ela nous
nous inspirons de la preuve de onuene du λ-alul donnée par exemple dans [Bar84℄.
Nous montrerons que la relation −→F est onuente, propriété qui est obtenu immédiatement
à partir de la onuene forte de la relation
∗
−→F . Pour prouver la onuene forte de
∗
−→F nous
exhibons une relation δ qui est fortement onuente et dont la fermeture transitive est la relation
∗
−→F . Ayant trouvé une telle relation, nous pouvons prouver failement, en utilisant le lemme
suivant, que la relation
∗
−→F est fortement onuente et ainsi, que −→F est onuente.
Lemme 3.7 ([Bar84℄) Etant données une relation −→ et sa fermeture transitive
∗
−→. Si −→
est fortement onuente alors
∗
−→ est fortement onuente.
Preuve : En utilisant un diagramme simple suggéré par :
}}zz
zz
z
!!D
DD
DD
}}zz
zz
z
!! !!D
DD
DD
}}
!! }} !! }}
!! }}
✷
Nous pourrions hoisir omme relation δ la fermeture réexive de −→F . Malheureusement,
dans l'Exemple 3.8 nous pouvons voir que ette relation n'est pas fortement onuente.
Exemple 3.8 Nous onsidérons le terme t = [x → [x](x)](r) ave r −→F r
′
. Alors, nous
obtenons [x → [x](x)](r) −→F {[r](r)} et [x → [x](x)](r) −→F [x → [x](x)](r
′) mais il n'existe
auun terme t′ tel que {[r](r)} −→F t
′
et [x→ [x](x)](r′) −→F t
′
.
An d'obtenir la relation δ appropriée nous adoptons une approhe similaire à la rédution
parallèle introduite par Tait & Martin-Löf .
On doit noter que dans l'Exemple 3.8 nous n'obtenons pas la onuene forte pare que la
rédution est eetuée pour seulement un sous-terme à la fois. Nous reherhons don une relation
eetuant le maximum de rédutions en une étape. La relation qui émerge naturellement est la
version parallèle de la relation −→F et elle est dérite dans la Dénition 3.11.
Dénition 3.11 La relation −→F‖ est dénie par les règles suivantes :
1. t −→F‖ t,
2. ui −→F‖ u
′
i, i = 1 . . . n ⇒ {u1, . . . , un} −→F‖ {u
′
1, . . . , u
′
n},
3. ui −→F‖ u
′
i, i = 1 . . . n ⇒ f(u1, . . . , un) −→F‖ f(u
′
1, . . . , u
′
n)
4. u −→F‖ u
′
, v −→F‖ v
′ ⇒ u→ v −→F‖ u
′ → v′
5. u −→F‖ u
′
, v −→F‖ v
′ ⇒ [u](v) −→F‖ [u
′](v′),
3.3. Stratégies onuentes pour le ρ∅-alul 75
6. l −→F‖ l
′
, t −→F‖ t
′
, r −→F‖ r
′ ⇒
[l→ r](t) −→F‖ {σr
′} (Firec)
si l, t sont ρ-alulables
ave σ ∈ Solution(l′ ≪?∅ t
′)
7. ui −→F‖ u
′
i, vi −→F‖ v
′
i, i = 1 . . . n ⇒
[f(u1, . . . , un)](f(v1, . . . , vn)) −→F‖ {f([u
′
1](v
′
1), . . . , [u
′
n](v
′
n))}, (Congruence)
8. ui −→F‖ u
′
i, vi −→F‖ v
′
i, i = 1 . . . n ⇒
[f(u1, . . . , un)](g(v1, . . . , vm)) −→F‖ ∅ (Congruence_fail)
si f 6= g
D'une façon similaire à la relation −→F , la relation −→F‖ modulo la relation
∗
←→S est notée
−→F‖/S et la fermeture réexive et transitive de −→F‖/S est notée
∗
−→F‖/S.
Pour le terme t = [x → [x](x)](r) présenté dans l'Exemple 3.8 nous avons toujours les
rédutions [x → [x](x)](r) −→F‖ {[r](r)} et [x → [x](x)](r) −→F‖ [x → [x](x)](r
′) mais les
deux termes se réduisent dans un seul pas en le même terme puisque {[r](r)} −→F‖ {[r
′](r′)} et
[x→ [x](x)](r′) −→F‖ {[r
′](r′)}.
Dans le reste de ette setion nous nous onentrons sur la preuve de la onuene forte de
la relation −→F‖ . Une fois que nous aurons prouvé ette propriété, nous prouverons que
∗
−→F
est la fermeture transitive de −→F‖ et omme orollaire, nous obtiendrons la onuene forte de
la relation
∗
−→F .
Nous devons préiser que, selon nos restritions sur les rédutions −→F‖ , tout membre gauhe
d'une règle de réériture l→ r doit être un terme du premier ordre (l ∈ TF(X )) an d'appliquer
la règle d'évaluation Firec pour réduire un terme de la forme [l → r](t). Par onséquent, pour
le terme l′ tels que l −→F‖ l
′
ou l −→F l
′
nous avons l′ = l.
Le premier lemme dérit la préservation de la propriété de termes ρ-alulables par les re-
lations −→F et −→F‖ . Ce lemme est utilisé pour prouver que la relation
∗
−→F est la fermeture
transitive de la relation −→F‖ ainsi que pour montrer la onuene forte de la relation −→F‖ .
Lemme 3.8 Etant donnés les ρ-termes l, t, l′, t′ tels que l −→F l
′
et t −→F t
′
. Alors,
 si l, t sont ρ-préltrables alors l′, t′ sont ρ-préltrables,
 si t est ρ-safe alors t′ est ρ-safe,
 si l, t sont ρ-alulables alors l′, t′ sont ρ-alulables.
Preuve : Par dénition du ρ∅-alul l ∈ TF (X ) et par onséquent l
′ = l. Si le terme t ∈ TF
alors t = t′ et le lemme est lairement vrai. Nous onsidérons par la suite que t 6∈ TF .
Puisque l, t sont ρ-préltrables alors le terme l subsume faiblement le terme t et don toute
position fontionnelle du terme l est une position fontionnelle du terme t ou n'est pas une
position du terme t. Par dénition de la relation −→F on peut noter que le symbole de
tête d'un terme u n'est pas le même que elui du terme u′ tel que u −→F u
′
seulement si u
est une appliation (de la forme [ ]( )) et dans e as u′ est un ensemble. Par onséquent,
l'ensemble des positions fontionnelles du terme t est le même que l'ensemble des positions
fontionnelles du terme t′, et don, le terme l subsume faiblement le terme t′. Ainsi, les
termes l′, t′ sont ρ-préltrables.
Nous montrons maintenant que t′ est ρ-safe si t est ρ-safe et don, nous analysons les types
des appliations et des ensembles pouvant apparaître dans le terme t′.
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Puisque t est ρ-safe, tout sous-terme [u→ w](v) de t est tel que u subsume v. En utilisant
la dénition de la relation −→F de la même manière que préédemment, nous obtenons
que u subsume v′ pour tout terme v′ tel que v −→F v
′
. Ainsi, tout terme t′ ontenant le
sous-terme [u → w](v′) et don tel que t −→F t
′
est ρ-safe. Tout sous-terme de t′ de la
forme [u](v) où u n'est pas une règle de réériture peut être engendrer par une rédution
−→F seulement si le terme t ontient un sous-terme de ette forme mais ei n'est pas
possible puisque t est ρ-safe.
Auune règle de réériture dans t ne peut mener à un ensemble vide pare que le membre
gauhe de toute règle de réériture subsume son argument et don le ltrage n'éhoue
pas. Puisque il n'existe pas de sous-terme de la forme [u](v) dans t, la règle d'évaluation
Congruence_fail ne peut pas engendrer un ensemble vide. La seule règle d'évaluation qui
peut introduire des ensembles ayant plus d'un élément est Firec mais puisque le ltrage
est syntaxique et don unitaire dans le ρ∅-alul, l'appliation d'une règle de réériture ne
peut pas générer un ensemble ayant plus d'un élément. Ainsi, un ensemble ayant plus d'un
élément ou un ensemble vide peuvent être engendrés dans le terme t′ seulement si le terme
t ontient de tels ensembles mais ei n'est pas possible puisque t est ρ-safe.
Nous avons don montré que toutes les onditions de la Dénition 3.6 sont satisfaites par
le terme t′ si elles sont satisfaites pour le terme t et don, t′ est ρ-safe.
Ainsi, les propriétés de termes ρ-préltrables et ρ-safes sont préservées par la relation −→F
et don, la propriété de termes ρ-alulables est préservée par la relation −→F . ✷
Lemme 3.9 Etant donnés les ρ-termes l, t, l′, t′ tels que l −→F‖ l
′
et t −→F‖ t
′
. Alors,
 si l, t sont ρ-préltrables alors l′, t′ sont ρ-préltrables,
 si t est ρ-safe alors t′ est ρ-safe,
 si l, t sont ρ-alulables alors l′, t′ sont ρ-alulables.
Preuve : Similaire au Lemme 3.8. ✷
Nous analysons maintenant la orrespondane entre les solutions des problèmes de ltrage
(l ≪?∅ t) et (l ≪
?
∅ t
′) où t −→F‖ t
′
. Plus préisément, nous voulons montrer que les termes du
odomaine de la substitution obtenue pour le premier problème de ltrage se réduisent dans les
termes du odomaine de la substitution obtenue pour le deuxième problème de ltrage et qu'un
éhe dans le premier as implique un éhe dans le deuxième as.
Lemme 3.10 Etant donnés les ρ-termes l, t et t′ tels que l, t soient ρ-préltrables et t −→F‖ t
′
.
a. Si 〈x1/u1, . . . , xn/un〉 est le résultat de (l ≪
?
∅ t) et 〈x1/v1, . . . , xn/vn〉 est le résultat de
(l≪?∅ t
′) (où n est le nombre de variables de l), alors ui −→F‖ vi.
b. Solution(l≪?∅ t) = ∅ ssi Solution(l ≪
?
∅ t
′) = ∅.
Preuve : Si t ∈ TF alors, t
′ = t et le lemme est trivialement vrai. Pour le as où t 6∈ TF nous
proédons par indution sur la struture du ρ-terme t.
Le as de base : t = x, ave x ∈ X .
a. Puisque t = t′ e as est trivial.
b. Puisque l, t sont ρ-préltrables alors l subsume faiblement t et onformément à la
Remarque 3.1, l est une variable et don, (l≪?∅ t) = (l ≪
?
∅ t
′) ne peut pas éhouer.
Indution : Les as que nous devons analyser sont t = {t1, . . . , tq}, t = f(t1, . . . , tq),
t = t1 → t2 et t = [t1](t2). Si la position de tête de t n'est pas une position fontionnelle,
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'est-à-dire si t = {t1, . . . , tq}, t = t1 → t2 ou t = [t1](t2), alors l = x (f. Remarque 3.1) et
dans es as le lemme est lairement vrai. Le as où l = x et t = f(t1, . . . , tq) est trivial.
Si t = f(t1, . . . , tq) et l n'est pas une variable nous analysons les deux points :
a. Si (l ≪?∅ t) n'éhoue pas alors le terme l doit être de la forme l = f(l1, . . . , lq) ave li, ti
ρ-préltrables pour tout i = 1, . . . , q et 〈x1/u1, . . . , xn/un〉 est la solution de (l≪
?
∅ t)
est don, la solution du système (
∧
i=1,...,q li ≪
?
∅ ti). Par hypothèse d'indution, si
ti −→F‖ t
′
i et la solution de (li ≪
?
∅ ti) est la substitution 〈x1i/u1i, . . . , xmi/umi〉, alors
la solution de (li ≪
?
∅ t
′
i) est 〈x1i/u
′
1i, . . . , xmi/u
′
mi〉 ave uki −→F‖ u
′
ki, k = 1 . . . m.
Puisque t′ = f(t′1, . . . , t
′
q) ave ti −→F‖ t
′
i, la première règle de ltrage appliquée pour
ltrer l′ et t′ est Decomposition : (l≪?∅ t
′) = (
∧
i=1,...,q li ≪
?
∅ t
′
i).
Du à la linéarité de l les variables xki, i = 1 . . . q, k = 1 . . . m sont diérentes et don
la règle de ltrage MergingClash ne peut pas être appliquée. Ainsi, la propriété est
vériée.
b. Conformément à la Remarque 3.2, l'éhe peut être obtenu seulement en appliquant la
règle de ltrage SymbolClash à la position de tête ou à des positions plus profondes.
Nous pouvons don avoir l = g(l1, . . . , lq) et t
′ = f(t′1, . . . , t
′
q) ave ti −→F‖ t
′
i et f 6= g
et ainsi, (l ≪?∅ t) et (l ≪
?
∅ t
′) éhouent. Si l = f(l1, . . . , lq) alors l'éhe est obtenu à
une position plus profonde. Puisque par indution, le problème (li ≪
?
∅ ti) mène à un
éhe de ltrage ssi le problème (li ≪
?
∅ t
′
i) mène à un éhe alors, (l ≪
?
∅ t) éhoue ssi
(l≪?∅ t
′) éhoue.
✷
Nous analysons maintenant la orrespondane entre l'appliation d'une substitution à un
terme r et l'appliation de la même substitution ou d'une substitution en orrespondane forte
ave ette substitution, à un terme obtenu en réduisant le terme r.
Lemme 3.11 Etant donnés les ρ-termes l, t, r et t′, r′ tels que l, t soient ρ-alulables et t −→F‖
t′, r −→F‖ r
′
. Si les problèmes de ltrage (l ≪?∅ t) et (l ≪
?
∅ t
′) ont omme solutions les substitu-
tions σ et σ′ respetivement alors, σr −→F‖ σ
′r′.
Preuve : Si nous onsidérons la substitution σ = 〈x1/s1, . . . , xm/sm〉 alors, par le Lemme 3.10,
σ′ = 〈x1/s
′
1, . . . , xm/s
′
m〉, ave si −→F‖ s
′
i, i = 1 . . . m. Nous proédons par indution sur
la struture du terme r en onsidérant toutes les rédutions possibles r −→F‖ r
′
. Les as à
analyser orrespondent aux règles de la Dénition 3.11 :
1. r = x et r′ = x
2. r = {u1, . . . , un} et r
′ = {u′1, . . . , u
′
n} ave ui −→F‖ u
′
i
3. r = f(u1, . . . , un) et r
′ = f(u′1, . . . , u
′
n) ave ui −→F‖ u
′
i
4. r = u→ v et r′ = u′ → v′ ave u −→F‖ u
′
, v −→F‖ v
′
5. r = [u](v) et r′ = [u′](v′) ave u −→F‖ u
′
, v −→F‖ v
′
6. r = [u→ v](w) ave u,w ρ-alulables et r′ = {µv′}, ave µ ∈ Solution(u′ ≪?∅ w
′) et
u −→F‖ u
′
, v −→F‖ v
′
, w −→F‖ w
′
.
7. r = [f(u1, . . . , un)](f(v1, . . . , vn)) et r
′ = {f([u′1](v
′
1), . . . , [u
′
n](v
′
n))} ave ui −→F‖ u
′
i,
vi −→F‖ v
′
i pour tout i = 1 . . . n.
8. r = [f(u1, . . . , un)](g(v1, . . . , vm) et r
′ = ∅.
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Pour le as de base, r = x, nous devons prouver que σx −→F‖ σ
′x et ette rédution suit
immédiatement par le Lemme 3.10.
Le seul as où l'appliation de l'indution est plus élaborée est le as 6 dérivant l'applia-
tion d'une règle de réériture. Pour e as nous devons prouver que
σ([u→ v](w)) −→F‖ σ
′{µv′} (3.1)
ave µ ∈ Solution(u′ ≪?∅ w
′).
Puisque u est un terme du premier ordre, u′ = u. Par α-onversion, nous supposons que
u ne ontient auune variable de σ et auune variable de σ′. Ave ette supposition nous
avons σ([u → v](w)) = [u → σv](σw). Puisque σ représente la solution d'un problème de
ltrage entre deux termes ρ-alulables et u,w sont ρ-alulables, nous obtenons que u, σw
sont ρ-alulables.
Si Solution(u ≪?∅ σw) = ∅ alors, en utilisant le Lemme 3.10, nous obtenons la rédution
[u→ σv](σw) −→F‖ ∅ et nous devons prouver que σ
′r′ = ∅ et don, que r′ = {µv′} = ∅.
Puisque les termes u, σw sont ρ-alulables alors ils sont ρ-préltrables et onformément
à la Remarque 3.2 le ltrage u ≪?∅ σw peut éhouer seulement à ause des symboles
fontionnels diérents à la même position des termes u et σw et don, des termes u et
w. En plus, tout terme de la forme f(. . .) peut être réduit en utilisant la relation −→F‖
seulement en un terme de la même forme et don, le ltrage u ≪?∅ w
′
éhoue et nous
obtenons {µv′} = ∅.
Si le ltrage u≪?∅ σw n'éhoue pas, nous pouvons appliquer l'indution aux sous-termes v
et w et nous avons σv −→F‖ σ
′v′ et σw −→F‖ σ
′w′. Ainsi, nous obtenons la rédution :
σ([u→ v](w)) = [u→ σv](σw) −→F‖ {µ
′(σ′v′)} (3.2)
ave µ′ ∈ Solution(u≪?∅ σ
′w′).
En utilisant les rédutions (3.1) et (3.2), l'égalité qui nous permettrait de onlure la preuve
est :
{µ′(σ′v′)} = σ′{µv′}
ou
µ′(σ′v′) = σ′(µv′).
Nous supposons que σ′ = 〈x1/t1, . . . , xn/tn〉 et µ = 〈y1/s1, . . . , ym/sm〉. Il est lair que
µ′ = 〈y1/σ
′s1, . . . , ym/σ
′sm〉. Puisque u ne ontient auune variable de σ
′
nous déduisons
que yj n'est pas une variable de ti et xi 6= yj pour tous j = 1 . . . m, i = 1 . . . n. Ainsi, nous
avons µ′(σ′v′) = 〈y1/σ
′s1, . . . , ym/σ
′sm〉(〈x1/t1, . . . , xn/tn〉v
′) et puisque yj n'est pas une
variable de ti,
µ′(σ′v′) = 〈y1/σ
′s1, . . . , ym/σ
′sm, x1/t1, . . . , xn/tn〉v
′.
Pour le deuxième terme nous prenons σ′(µv′) = 〈x1/t1, . . . , xn/tn〉(〈y1/s1, . . . , ym/sm〉v)
et puisque xi 6= yj et yj n'est pas une variable de ti,
σ′(µv′) = 〈x1/t1, . . . , xn/tn, y1/〈x1/t1, . . . , xn/tn〉s1, . . . , ym/〈x1/t1, . . . , xn/tn〉sm〉v =
〈x1/t1, . . . , xn/tn, y1/σ
′s1, . . . , ym/σ
′sm〉v
L'égalité µ′(σ′v′) = σ′(µv′) est valide et ainsi, le lemme est prouvé. ✷
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Si la ondition de termes ρ-alulables de la règle d'évaluation Firec est hangée en une
ondition de termes ρ-préltrables, nous pouvons montrer failement que σr −→F‖ σ
′r′ si les
termes l, t sont seulement ρ-préltrables. Pour prouver ette rédution il faut juste remarquer
que si σ représente la solution d'un problème de ltrage entre deux termes u,w ρ-préltrables,
nous obtenons que u, σw sont ρ-préltrables.
En gardant la ondition de termes ρ-alulables pour la règle d'évaluation Firec nous ne
pouvons pas démontrer la relation σr −→F‖ σ
′r′ si nous demandons que les termes l, t soient
simplement ρ-préltrables au lieu de ρ-alulables.
La ondition que les termes sont non seulement ρ-préltrables mais ρ-alulables est néessaire
essentiellement pour éviter que des termes (non-ρ-safes) ∅ apparaissent dans le odomaine de la
substitution σ sans être propagés stritement. Par exemple, si l = y et t = ∅ alors l, t sont
ρ-préltrables mais pas ρ-alulables (t n'est pas ρ-safe) et σ = 〈y/∅〉. Si r = [x → b](y) et
r′ = {b} alors σr = [x → b](∅), σr′ = {b} et il n'existe pas de rédution [x → b](∅) −→F‖ {b}
puisque x, ∅ ne sont pas ρ-alulables (∅ n'est pas ρ-safe) .
Lemme 3.12 (−→F‖ est fortement onuente)
Etant donnés les termes t0, t1, t2 tels que t0 −→F‖ t1 et t0 −→F‖ t2. Alors, il existe un terme
t3 tel que t1 −→F‖ t3 et t2 −→F‖ t3 :
t0
F‖
 


 F‖
?
??
??
??
t1
F‖ 
t2
F‖
t3
Preuve : Nous montrons le lemme par indution sur la struture du terme t0.
1. t0 = x
Par la dénition de la relation −→F‖, t0 = t1 = t2 et nous pouvons hoisir t3 = t0.
2. t0 = {u1, . . . , un}
Nous avons t1 = {u
′
1, . . . , u
′
n}, t2 = {u
′′
1 , . . . , u
′′
n} ave ui −→F‖ u
′
i et ui −→F‖ u
′′
i ,
i = 1 . . . n. Par indution, il existe les termes u′′′i tels que u
′
i −→F‖ u
′′′
i , u
′′
i −→F‖ u
′′′
i ,
i = 1 . . . n. Ainsi, nous pouvons hoisir t3 = {u
′′′
1 , . . . , u
′′′
n }.
Les diagrammes orrespondants sont présentés i-dessous :
{u1, . . . , un}
F‖

F‖
((PP
PP
PP
PP
PP
PP
{u′1, . . . , u
′
n}
F‖ ((
{u′′1 , . . . , u
′′
n}
F‖

{u′′′1 , . . . , u
′′′
n }
puisque ui
F‖
~~}}
}}
}}
}} F‖
  B
BB
BB
BB
B
u′i
F‖ 
u′′i
F‖
u′′′i
3. t0 = f(u1, . . . , un)
Nous avons t1 = f(u
′
1, . . . , u
′
n) et t2 = f(u
′′
1, . . . , u
′′
n) ave ui −→F‖ u
′
i et ui −→F‖ u
′′
i ,
i = 1 . . . n. Par indution, il existe les termes u′′′i tels que u
′
i −→F‖ u
′′′
i , u
′′
i −→F‖ u
′′′
i ,
i = 1 . . . n. Ainsi, nous pouvons hoisir t3 = {u
′′′
1 , . . . , u
′′′
n }.
4. t0 = u0 → v0
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Par la dénition de la relation −→F‖ , t1 = u1 → v1 et t2 = u2 → v2 ave u0 −→F‖ u1,
u0 −→F‖ u2, v0 −→F‖ v1, v0 −→F‖ v2. Par indution, il existe les termes u3, v3 tels
que u1 −→F‖ u3, u2 −→F‖ u3 et v1 −→F‖ v3, v2 −→F‖ v3. En fait, du aux onditions
sur le membre gauhe d'une règle de réériture, u0 = u1 = u2 = u3 et nous obtenons
t3 = u0 → v3.
5. t0 = [u0](v0)
Nous avons plusieurs possibilités pour hoisir les termes t1, t2 selon les propriétés des
termes u0, v0 dérites dans la dénition de la relation −→F‖ :
(a) t1 = [u1](v1) et t2 = [u2](v2) ave u0 −→F‖ u1, u0 −→F‖ u2, v0 −→F‖ v1, v0 −→F‖
v2. Par indution, il existe les termes u3, v3 tels que u1 −→F‖ u3, u2 −→F‖ u3 et
v1 −→F‖ v3, v2 −→F‖ v3. Ainsi, nous obtenons t3 = [u3](v3).
(b) t0 = [l0 → r0](p0) ave l0, p0 ρ-alulables.
Si nous avons r0 −→F‖ r1, p0 −→F‖ p1, r0 −→F‖ r2, p0 −→F‖ p2 alors nous
obtenons t1 = {σ1r1}, t2 = {σ2r2}, ave σ1 ∈ Solution(l0 ≪
?
∅ p1) et σ2 ∈
Solution(l0 ≪
?
∅ p2).
Par indution, il existe les termes r3, p3 tels que r1 −→F‖ r3, r2 −→F‖ r3 et
p1 −→F‖ p3, p2 −→F‖ p3. Si le ltrage (l0 ≪
?
∅ p1) éhoue alors, onformément au
Lemme 3.10, Solution(l0 ≪
?
∅ p0) = ∅ et Solution(l0 ≪
?
∅ p2) = ∅. Nous obtenons
ainsi {σ1r1} = {σ2r2} = ∅ et le lemme est lairement vrai. Si le ltrage n'éhoue
pas, puisque l0, p1 et l0, p2 sont ρ-alulables par le Lemme 3.9 alors, nous pouvons
utiliser le Lemme 3.11 et hoisir t3 = {σ3r3}, ave {σ3} = Solution(l0 ≪
?
∅ p3) :
[l0 → r0](p0)
F‖

F‖
&&NN
NN
NN
NN
NN
N
{σ1r1}
F‖ &&
{σ2r2}
F‖

{σ3r3}
Si nous avons (l0 → r0) −→F‖ (l0 → r1), p0 −→F‖ p1 et r0 −→F‖ r2, p0 −→F‖ p2
alors nous obtenons t1 = [u1](p1) et t2 = {σ2r2}, ave σ2 ∈ Solution(l0 ≪
?
∅ p2).
Par onséquent, nous devons avoir u1 = l0 → r1, ave r0 −→F‖ r1.
En raisonnant de la même façon que dans le as préédent nous obtenons, soit
{σ2r2} = ∅ et [l0 → r1](p1) −→F‖ ∅, soit :
[l0 → r0](p0)
F‖

F‖
&&NN
NN
NN
NN
NN
N
[l0 → r1](p1)
F‖ &&
{σ2r2}
F‖

{σ3r3}
() t0 = [f(u1, . . . , un)](f(v1, . . . , vn))
Nous onsidérons t1 = {f([u
′
1](v
′
1), . . . , [u
′
n](v
′
n))}, t2 = {f([u
′′
1 ](v
′′
1 ), . . . , [u
′′
n](v
′′
n))}
ave ui −→F‖ u
′
i, vi −→F‖ v
′
i et ui −→F‖ u
′′
i , vi −→F‖ v
′′
i , i = 1 . . . n. Par
indution, il existe les termes u′′′i , v
′′′
i tels que u
′
i −→F‖ u
′′′
i , u
′′
i −→F‖ u
′′′
i et
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v′i −→F‖ v
′′′
i , v
′′
i −→F‖ v
′′′
i , i = 1 . . . n. Par onséquent, nous pouvons hoisir
t3 = {f([u
′′′
1 ](v
′′′
1 ), . . . , [u
′′′
n ](v
′′′
n ))}.
[f(u1, . . . , un)](f(v1, . . . , vn))
F‖

F‖
++WWWW
WWWW
WWWW
WWWW
WWWW
{f([u′1](v
′
1), . . . , [u
′
n](v
′
n))}
F‖ ++
{f([u′′1](v
′′
1 ), . . . , [u
′′
n](v
′′
n))}
F‖

{f([u′′′1 ](v
′′′
1 ), . . . , [u
′′′
n ](v
′′′
n ))}
Maintenant, nous onsidérons les termes t1 = [f(u
′
1, . . . , u
′
n)](f(v
′
1, . . . , v
′
n)) et
t2 = {f([u
′′
1 ](v
′′
1 ), . . . , [u
′′
n](v
′′
n))} tels que nous avons f(u1, . . . , un) −→F‖ f(u
′
1, . . . , u
′
n),
f(v1, . . . , vn) −→F‖ f(v
′
1, . . . , v
′
n) et ui −→F‖ u
′′
i , vi −→F‖ v
′′
i , i = 1 . . . n. Par
onséquent, nous devons avoir ui −→F‖ u
′
i et vi −→F‖ v
′
i, i = 1 . . . n. Par
indution, il existe les termes u′′′i , v
′′′
i tels que u
′
i −→F‖ u
′′′
i , u
′′
i −→F‖ u
′′′
i et
v′i −→F‖ v
′′′
i , v
′′
i −→F‖ v
′′′
i , i = 1 . . . n. Par onséquent, nous pouvons hoisir
t3 = {f([u
′′′
1 ](v
′′′
1 ), . . . , [u
′′′
n ](v
′′′
n ))}.
[f(u1, . . . , un)](f(v1, . . . , vn))
F‖

F‖
++WWWW
WWWW
WWWW
WWWW
WWWW
[f(u′1, . . . , u
′
n)](f(v
′
1, . . . , v
′
n))
F‖ ++
{f([u′′1](v
′′
1 ), . . . , [u
′′
n](v
′′
n))}
F‖

{f([u′′′1 ](v
′′′
1 ), . . . , [u
′′′
n ](v
′′′
n ))}
(d) t0 = [f(u1, . . . , un)](g(v1, . . . , vm))
Si nous avons t1 = ∅, t2 = [f(u
′
1, . . . , u
′
n)](g(v
′
1, . . . , v
′
m)) ave ui −→F‖ u
′
i, i =
1 . . . n, vj −→F‖ v
′
j , j = 1 . . . m alors nous pouvons hoisir t3 = ∅.
[f(u1, . . . , un)](g(v1, . . . , vm)
F‖

F‖
++WWWW
WWWW
WWWW
WWWW
WWWW
W
∅
F‖
++
[f(u′1, . . . , u
′
n)](g(v
′
1, . . . , v
′
m))
F‖

∅
✷
Nous avons montré que le Lemme 3.11 est vrai même si les termes d'une appliation doivent
être seulement ρ-préltrables an de réduire l'appliation en utilisant la règle d'évaluation Firec
et dans e as la ondition du lemme peut être transformée dans une ondition de termes
ρ-préltrables. Nous pouvons remarquer que la même restrition de termes ρ-préltrables a été
susante pour montrer le Lemme 3.10.
Nous pouvons don montrer failement que la relation −→F‖ est fortement onuente même si
la ondition de la règle d'évaluation Firec impose que les termes soient seulement ρ-préltrables.
Cette ondition évite les éhes de ltrage indésirables et elle est susante pour empêher les
rédutions −→F‖ non-onvergentes. Les autres restritions imposées pour les termes ρ-alulables
seront néessaires pour obtenir la ohérene entre les relations −→F‖ et −→S.
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Nous montrons maintenant que la relation
∗
−→F est la fermeture transitive de la relation
−→F‖ et nous obtenons omme onséquene immédiate la onuene de la relation −→F .
Lemme 3.13 La relation
∗
−→F est la fermeture transitive de la relation −→F‖.
Preuve : Nous prouvons les inlusions suivantes :
−→F ⊆ −→F‖ ⊆
∗
−→F
et dans e as, puisque
∗
−→F est la fermeture transitive de la relation −→F ,
∗
−→F est la
fermeture transitive de la relation −→F‖ .
Nous devons don prouver les deux inlusions :
−→F ⊆ −→F‖ et −→F‖ ⊆
∗
−→F
Il est lair que −→F ⊆ −→F‖.
Pour prouver que −→F‖ ⊆
∗
−→F le seul as non-trivial est elui orrespondant à la règle
d'évaluation Firec :
si u
∗
−→F u
′
, v
∗
−→F v
′
et w
∗
−→F w
′
ave les termes u,w ρ-alulables alors
[u→ w](v)
∗
−→F {σw
′}, ave σ ∈ Solution(u′ ≪?∅ v
′).
Il est lair que [u → w](v)
∗
−→F [u
′ → w′](v′) et puisque, par le Lemme 3.8, les termes
u′, w′ sont ρ-alulables alors, en utilisant la dénition de la relation −→F , nous déduisons
que [u′ → w′](v′) −→F {σw
′}, ave σ ∈ Solution(u′ ≪?∅ v
′). Ainsi, nous obtenons par
transitivité [u→ w](v)
∗
−→F {σw
′} et don −→F‖ ⊆
∗
−→F . ✷
Théorème 3.2 (
∗
−→F est fortement onuente, −→F est onuente)
Si t
∗
−→F u et t
∗
−→F v alors il existe un terme w tel que u
∗
−→F w et v
∗
−→F w.
Preuve : Conformément au Lemme 3.13, la relation
∗
−→F est la fermeture transitive de la
relation −→F‖. Le Lemme 3.12 montre la onuene forte de la relation −→F‖. Ainsi, par
le Lemme 3.7, la relation
∗
−→F est fortement onuente et par onséquent, la relation −→F
est onuente. ✷
Le même résultat peut être montré pour une relation −→F‖ utilisant une règle d'évaluation
Firec ave la ondition d'appliation imposant des termes ρ-préltrables. La onuene et la
terminaison de la relation −→S ont été obtenues sans imposer auune restrition sur les termes.
Malheureusement, an d'obtenir la onuene de la relation onstruite à partir des deux relations,
la ondition de termes ρ-préltrables n'est pas susante et nous devons imposer que les termes
soient ρ-alulables dans la règle d'évaluation Firec.
3.3.7 La onuene
En début de la Setion 3.3.4 nous avons présenté deux possibilités pour dérire les rédu-
tions dans le ρ-alul. La première approhe onsiste à onsidérer deux sous-ensembles de règles
d'évaluation : un premier ensemble ontenant les règles de dédution qui dérivent la rédution
d'une appliation et un deuxième ensemble ontenant les règles de alul qui dérivent le om-
portement des ensembles par rapport aux autres symboles du ρ-alul. Nous onsidérons don, la
relation induite par l'ensemble de règles de dédution modulo la relation de ongruene induite
par l'ensemble de règles de alul et ette relation orrespond à la relation −→F/S présentée dans
la Dénition 3.10.
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Une autre approhe onsiste à ne pas faire la distintion entre la dédution et le alul et
onsidérer la relation induite par l'ensemble de règles d'évaluation du ρ-alul. Cette relation
orrespond à la relation
∗
−→S−→F
∗
−→S ave −→F et
∗
−→S introduit dans la Dénition 3.10 et
la Dénition 3.9 respetivement.
Cette dernière approhe a l'avantage de la simpliité mais l'approhe préédente permet une
exibilité supérieure du alul. Ainsi, si nous voulons remplaer les ensembles par des listes
pour représenter le non-déterminisme nous devons juste remplaer la relation de alul ave une
relation appropriée qui doit être onuente et terminante an d'obtenir la onuene du alul.
Nous montrons par la suite que la onuene du alul est obtenue pour les deux approhes.
Conuene de la relation −→F/S
Dans ette setion nous nous onentrons sur la preuve de la onuene forte de la relation
−→F‖/S . Une fois prouvée ette propriété, nous montrons que
∗
−→F/S est la fermeture transitive
de la relation −→F‖/S et omme orollaire, nous obtenons la onuene forte de la relation
∗
−→F/S .
La onuene de la relation −→F‖/S est montrée en utilisant les propriétés des relations
−→F‖ et −→S prouvées dans les setions préédentes et en démontrant que les deux relations
sont ohérentes.
Nous ommençons par regarder la orrespondane entre les solutions des problèmes de ltrage
(l≪?∅ t) et (l≪
?
∅ t
′) où t
∗
−→S t
′
. Nous voulons obtenir un résultat similaire à elui présenté dans
le Lemme 3.10 pour le as où t −→F‖ t
′
et plus préisément, nous voulons montrer qu'un éhe
pour le premier problème de ltrage implique un éhe pour le deuxième problème de ltrage
et que pour toute substitution obtenue omme solution pour le premier problème de ltrage,
les termes du odomaine de la substitution sont réduits dans les termes du odomaine de la
substitution obtenue pour le deuxième problème de ltrage.
Ce résultat ne peut pas être obtenu dans le as de la relation
∗
−→S mais la propriété est
montrée si une ondition supplémentaire est imposée sur le terme t′.
Lemme 3.14 Etant donnés deux ρ-termes l, t et t′ tels que l, t soient ρ-préltrables, t
∗
−→S t
′
et
l, t′ soient ρ-préltrables.
a. Si 〈x1/u1, . . . , xn/un〉 est le résultat de (l ≪
?
∅ t) et 〈x1/v1, . . . , xn/vn〉 est le résultat de
(l≪?∅ t
′) (ave n le nombre de variables de l), alors ui
∗
−→S vi.
b. Solution(l≪?∅ t) = ∅ ssi Solution(l≪
?
∅ t
′) = ∅.
Preuve : Si t ∈ TF alors, t
′ = t et le lemme est trivialement vrai. Pour le as où t 6∈ TF nous
proédons par indution sur la struture du ρ-terme t.
Le as de base : t = x, ave x ∈ X .
Puisque l, t sont ρ-préltrables alors l subsume faiblement t et onformément à la Remar-
que 3.1, l est une variable.
a. Puisque t = t′ e as est trivial.
b. Puisque l est une variable, (l≪?∅ t) = (l ≪
?
∅ t
′) ne peut pas éhouer.
Indution : Les as que nous devons analyser sont t = {t1, . . . , tq}, t = f(t1, . . . , tq),
t = t1 → t2 et t = [t1](t2). Si t = {t1, . . . , tq}, t = t1 → t2 ou t = [t1](t2) alors la position
de tête de l est une position variable (f. Remarque 3.1) et si nous onsidérons que l = x,
le lemme est lairement vrai. Le as où l = x et t = f(t1, . . . , tq) est trivial.
Si t = f(t1, . . . , tq) et l n'est pas une variable nous analysons les deux points :
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a. Si (l ≪?∅ t) n'éhoue pas alors le terme l doit être de la forme l = f(l1, . . . , lq) et la
solution de (l ≪?∅ t) = (
∧
i=1,...,q li ≪
?
∅ ti) est 〈x1/u1, . . . , xn/un〉.
Puisque l, t′ sont ρ-préltrables et t
∗
−→S t
′
alors, onformément à la Dénition 3.9
nous devons avoir t′ = f(t′1, . . . , t
′
q) ave ti
∗
−→S t
′
i et li, t
′
i ρ-préltrables, pour i =
1 . . . q.
Par hypothèse d'indution, si ti
∗
−→S t
′
i et la solution de (li ≪
?
∅ ti) est la substitution
〈x1i/u1i, . . . , xmi/umi〉, alors la solution de (li ≪
?
∅ t
′
i) est 〈x1i/u
′
1i, . . . , xmi/u
′
mi〉 ave
uki
∗
−→S u
′
ki, k = 1 . . . m.
La première règle de ltrage appliquée pour ltrer l′ et t′ est Decomposition et nous
obtenons (l ≪?∅ t
′) = (
∧
i=1,...,q li ≪
?
∅ t
′
i). Du à la linéarité de l les variables xki,
i = 1 . . . q, k = 1 . . . m sont diérentes et don la règle de ltrage MergingClash ne
peut pas être appliquée et la propriété est vériée.
b. Conformément à la Remarque 3.2, l'éhe peut être obtenu seulement en appliquant la
règle de ltrage SymbolClash à la position de tête ou à des positions plus profondes.
Nous pouvons don avoir l = g(l1, . . . , lq) et t
′ = f(t′1, . . . , t
′
q) ave ti
∗
−→S t
′
i et f 6= g
et ainsi, (l ≪?∅ t) et (l ≪
?
∅ t
′) éhouent. Si l = f(l1, . . . , lq) alors l'éhe est obtenu à
une position plus profonde. Puisque par indution, le problème (li ≪
?
∅ ti) mène à un
éhe de ltrage ssi le problème (li ≪
?
∅ t
′
i) mène à un éhe alors, (l ≪
?
∅ t) éhoue ssi
(l≪?∅ t
′) éhoue.
✷
La preuve de e lemme est très similaire à elle du Lemme 3.10. Puisque la propriété de termes
ρ-préltrables n'est pas préservée par la relation −→S , omme il était le as pour la relation −→F
(Lemme 3.8), nous avons ajouté la ondition que l, t′ soient ρ-préltrables. Cette ondition est
ruiale pour le premier point du lemme et un ontre-exemple est obtenu immédiatement si la
ondition n'est pas satisfaite : si l = f(x) et t = f({a}) alors Solution(l ≪?∅ t) 6= ∅, tandis que
t′ = {f(a)} et Solution(l ≪?∅ t
′) = Solution(f(x)≪?∅ {f(a)}) = ∅.
Nous analysons par la suite la relation entre les termes obtenus en appliquant deux sub-
stitutions ave les odomaines liées, omme préédemment, par la relation
∗
−→S , à un même
terme.
Lemme 3.15 Etant donnés les ρ-termes l, t, r et t′ tels que l, t soient ρ-préltrables, t
∗
−→S t
′
et l, t′ soient ρ-préltrables. Si les problèmes de ltrage (l≪?∅ t) et (l≪
?
∅ t
′) ont omme solutions
les substitutions σ et σ′ respetivement alors, σr
∗
−→S σ
′r.
Preuve : Nous proédons par indution sur la struture du terme r.
Le as de base, r = x suit immédiatement par le Lemme 3.14.
Tous les autres as sont traités failement en utilisant l'hypothèse d'indution. Par ex-
emple, si r = {u1, . . . , um} nous avons par indution σui
∗
−→S σ
′ui, i = 1 . . . m, et
puisque la relation
∗
−→S est fermée par ontexte, σ{u1, . . . , um} = {σu1, . . . , σum}
∗
−→S
{σ′u1, . . . , σ
′um} = σ
′{u1, . . . , um}. ✷
Nous montrons maintenant que la relation
∗
−→S est stable par rapport à l'appliation d'une
substitution résultant d'un problème de ltrage.
Lemme 3.16 Etant donnés les ρ-termes l, t, r et r′ tels que r
∗
−→S r
′
. Si la substitution σ est la
solution du problème de ltrage (l≪?∅ t), alors σr
∗
−→S σr
′
.
3.3. Stratégies onuentes pour le ρ∅-alul 85
Preuve : Nous proédons par indution sur le nombre n de pas dans la rédution r = r1 −→S
. . . −→S rn = r
′
. Il est susant de montrer que si rn −→S rn+1 alors σrn
∗
−→S σrn+1.
Nous montrons que t −→S t
′
implique σt
∗
−→S σt
′
en utilisant une indution sur la struture
du terme t.
Le as de base, t = x est évident puisque t′ = x et don, σx
∗
−→S σx.
Nous onsidérons toute les formes d'un ρ-terme et toute les rédutions −→S possibles.
1. t = {u1, . . . , um}
(a) Si t = {u1, . . . , um} et t
′ = {u′1, . . . , um}, ave u1 −→S u
′
1, nous obtenons, par
indution, σu1
∗
−→S σu
′
1 et don, σt = {σu1, . . . , σum}
∗
−→S {σu
′
1, . . . , σum} =
σt′. Dans le as où nous avons à la plae de u1 un autre sous-terme uk tel que
uk −→S u
′
k la preuve est similaire.
(b) Si t = {u1, . . . , {v1, . . . , vn}, . . . , um} et t
′ = {u1, . . . , v1, . . . , vn, . . . , um} alors, σt
= {σu1, . . . , {σv1, . . . , σvn}, . . . , σum}
∗
−→S {σu1, . . . , σv1, . . . , σvn, . . . , σum} =
σt′.
2. t = f(u1, . . . , um)
(a) Si t = f(u1, . . . , um) et t
′ = f(u′1, . . . , um), ave u1 −→S u
′
1, nous obtenons, par
indution, σu1
∗
−→S σu
′
1 et don, σt = f(σu1, . . . , σum)
∗
−→S f(σu
′
1, . . . , σum)
= σt′. Dans le as où nous avons à la plae de u1 un autre sous-terme uk tel que
uk −→S u
′
k la preuve est similaire.
(b) Si nous onsidérons le terme t = f(u1, . . . , {v1, . . . , vn}, . . . , um) et le terme
t′ = {f(u1, . . . , v1, . . . , um), . . . , f(u1, . . . , vn, . . . , um)} alors nous obtenons la ré-
dution σt = f(σu1, . . . , {σv1, . . . , σvn}, . . . , σum)
∗
−→S
{f(σu1, . . . , σv1, . . . , σum), . . . , f(σu1, . . . , σvn, . . . , σum)} = σt
′
3. t = u→ v
Nous utilisons les mêmes arguments que dans les as préédents.
(a) Si t = u→ v et t′ = u′ → v la preuve est similaire au point 2a.
(b) Si t = u→ v et t′ = u→ v′ la preuve est similaire au point 2a.
() Le terme t = {u1, . . . , um} → v n'est pas un terme de ̺∅(F ,X ). Le lemme ne
serait pas valide si la relation −→S était dénie sur l'ensemble de termes ̺(F ,X ).
(d) Si t = u→ {v1, . . . , vm} et t
′ = {u → v1, . . . , u → vm} la preuve est similaire au
point 2b.
4. t = [u](v)
(a) Si t = [u](v) et t′ = [u′](v) la preuve est similaire au point 2a.
(b) Si t = [u](v) et t′ = [u](v′) la preuve est similaire au point 2a.
() Si t = [{u1, . . . , um}](v) et t
′ = {[u1](v), . . . , [um](v)} la preuve est similaire au
point 2b.
(d) Si t = [u]({v1, . . . , vm}) et t
′ = {[u](v1), . . . , [u](vm)} la preuve est similaire au
point 2b.
✷
Dans le Lemme 3.16, l'appartenane du terme r à l'ensemble de termes ̺∅(F ,X ) est essentielle
et le lemme n'est pas valide dans le as où r est un terme quelonque de ̺(F ,X ). En partiulier,
la présene d'une règle de réériture ave un membre gauhe qui n'est pas un terme du premier
ordre peut onduire à des rédutions non-onuentes omme montré dans l'Exemple 3.9.
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Exemple 3.9 Nous onsidérons r = {x, y} → x et don, r′ = {x → x, y → x}. Pour une
substitution σ = 〈x/a〉 nous obtenons σr = {x, y} → x et σr′ = {x→ x, y → a} et il est évident
qu'il n'existe pas de rédution σr
∗
−→S σr
′
.
Lemme 3.17 Etant donnés les ρ-termes l, t, r et t′, r′ tels que l, t soient ρ-préltrables t
∗
−→S t
′
,
r
∗
−→S r
′
et l, t′ soient ρ-préltrables. Si les problèmes de ltrage (l≪?∅ t) et (l≪
?
∅ t
′) ont omme
solutions les substitutions σ et σ′ respetivement alors, σr
∗
−→S σ
′r′.
Preuve : Le résultat est obtenu immédiatement par transitivité en utilisant le Lemme 3.15 et
le Lemme 3.16. ✷
Ce dernier lemme orrespond au Lemme 3.11 où la même propriété est obtenue pour la
relation −→F‖ mais en imposant une ondition plus forte sur les termes l et t. Intuitivement, une
variable x du terme r peut disparaître dans le terme r′, où r −→F‖ r
′
, mais e n'est pas le as si
r
∗
−→S r
′
. Par onséquent, le terme ∅ d'une substitution σ = 〈x/∅〉 peut ne pas apparaître dans le
terme σr′ dans le as de la relation −→F‖ mais il est toujours propagé stritement dans le as de
la relation −→S. Ainsi, nous imposons une ondition de termes ρ-préltrables an d'obtenir les
propriétés i-dessus pour la relation −→S mais dans le as de la relation −→F‖ nous demandons
en plus l'absene des ensembles vides dans t en utilisant une ondition de termes ρ-alulables.
Nous analysons par la suite les dérivations de ertains ρ-termes ontenant des ensembles.
Lemme 3.18 Etant donnés les ρ-termes l, {t}, r tels que l, {t} soient ρ-alulables. Si les prob-
lèmes de ltrage (l ≪?∅ {t}) et (l ≪
?
∅ t) ont omme solutions les substitutions σ et σ
′
respetive-
ment alors, σr
∗
−→S {σ
′r}.
Preuve : Puisque les termes l, {t} sont ρ-alulables, ils sont ρ-préltrables et par la Remar-
que 3.1, l est une variable x. Ainsi, la solution de (x≪?∅ {t}) est 〈x/{t}〉 = σ et la solution
de (x≪?∅ t) est 〈x/t〉 = σ
′
.
Nous proédons par indution sur la struture du ρ-terme r.
Le as de base : r = x, ave x ∈ X .
Nous avons σx = 〈x/{t}〉x = {t}, {σ′x} = {〈x/t〉x} = {t} et {t}
∗
−→S {t}.
Indution :
1. r = {r1, . . . , rm}
Nous avons σr = σ{r1, . . . , rm} = {σr1, . . . , σrm} et {σ
′r} = {σ′{r1, . . . , rm}} =
{{σ′r1, . . . , σ
′rm}}. Par indution, σri
∗
−→S {σ
′ri} et don, {σr1, . . . , σrm}
∗
−→S
{{σ′r1}, . . . , {σ
′rm}}. En plus, nous avons {{σ
′r1}, . . . , {σ
′rm}}
∗
−→S {{σ
′r1, . . . , σ
′rm}}
et ainsi, {σr1, . . . , σrm}
∗
−→S {{σ
′r1, . . . , σ
′rm}}.
2. r = f(r1, . . . , rm)
Nous proédons de la même façon que dans le premier as.
3. r = u→ v
Nous proédons de la même façon que dans le premier as.
4. r = [u](v)
Nous proédons de la même façon que dans le premier as.
✷
Nous devons remarquer que la ondition que les termes l, {t} sont ρ-alulables est essentielle
pour garantir que {t} n'est pas un ensemble vide et don, assurer l'existene de la substitution
σ′. Si le nombre d'éléments de l'ensemble {t} n'est pas restreint alors le lemme est reformulé en :
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Etant donnés les ρ-termes x, {t1, . . . , tn}, r et les substitutions σ, σi, i = 1 . . . n, telles que
{σ} = Solution(x≪?∅ {t1, . . . , tn}) et {σi} = Solution(x≪
?
∅ ti). Alors, σr
∗
−→S {σ1r, . . . , σnr}.
Si n = 0 alors, il faut prouver que 〈x/∅〉r
∗
−→S ∅. Si r est un terme los du premier ordre
alors 〈x/∅〉r = r et puisque dans e as il n'existe pas de rédution r
∗
−→S ∅ il est lair que le
lemme n'est pas valide.
La possibilité d'avoir des ensembles ayant plus d'un élément mène immédiatement à des
ontre-exemples. Si nous avons r = f(x, x), l = x, t = {a, b} ave a, b ∈ TF alors σ = 〈x/{a, b}〉 et
σ1 = 〈x/a〉, σ2 = 〈x/b〉. Ainsi, nous devons trouver un terme u tel que {f({a, b}, {a, b})}
∗
−→S u
et {f(a, a), f(b, b)}
∗
−→S u mais il est évident que un tel terme n'existe pas.
Lemme 3.19 Etant donnés les ρ-termes l, f(u1, . . . , {t}, . . . , um), r tels que l, f(u1, . . . , {t}, . . . , um)
soient ρ-alulables. Si les substitutions σ et σ′ sont les solutions des problèmes de ltrage
(l≪?∅ f(u1, . . . , {t}, . . . , um)) et (l ≪
?
∅ f(u1, . . . , t, . . . , um)) respetivement alors, σr
∗
−→S {σ
′r}.
Preuve : Puisque les termes l, f(u1, . . . , {t}, . . . , um) sont ρ-préltrables alors, soit l est une
variable, soit l est de la forme f(l1, . . . , lm).
Si l est une variable alors la preuve est très similaire à elle du Lemme 3.18.
Si l = f(l1, . . . , lm), puisque l, f(u1, . . . , {t}, . . . , um) sont ρ-préltrables alors li, ui (i =
1 . . . m) sont ρ-préltrables. Par onséquent, si {t} est le k-ième argument alors lk = x et
la preuve est similaire à elle du Lemme 3.18. ✷
Lemme 3.20 Etant donnés les ρ-termes t, t′ et s tels que t −→S t
′
et t −→F‖ s. Alors, il existe
un terme s′ tel que t′
∗
−→S−→F‖
∗
−→S s
′
et s
∗
−→S s
′
:
t
S
 


 F‖
>
>>
>>
>>
>
t′
S∗ F‖ S
∗

s
S∗  
s′
Preuve : Nous pouvons reformuler le lemme en dérivant toutes les étapes intermédiaires :
Etant donnés les ρ-termes t, t′ et s tels que t −→S t
′
et t −→F‖ s. Alors, il existe les termes
s′, s′′ et t′′ tel que t′
∗
−→S t
′′
, t′′ −→F‖ s
′′
, s′′
∗
−→S s
′
et s
∗
−→S s
′
.
t
S
~~ ~
~~
~~
~~ F‖
>
>>
>>
>>
>
t′
S∗

s
S∗  
t′′
F‖   
s′
s′′
S∗
??
Nous proédons par indution sur la struture du terme t et nous analysons toutes les
rédutions −→S et −→F‖ possibles.
Le as de base : Si t est une variable les rédutions sont triviales.
Indution : Les as plus élaborés sont obtenus quand la règle d'évaluation Firec peut être
appliquée au terme t à la position de tête an d'obtenir le terme s. Nous présentons par la
suite tous les as possibles et nous insistons sur les plus ompliqués.
88 Chapitre 3. Sur la onuene du ρ-alul
1. t est un ensemble.
Nous avons deux possibilités pour réduire t en t′ :
(a) t = {u1, . . . , uk, . . . , un} et t
′ = {u1, . . . , vk, . . . , un} ave uk −→S vk.
Si ui −→F‖ u
1
i , i = 1 . . . n, alors, nous avons :
{u1, . . . , uk, . . . , un}
S

F‖ // {u11, . . . , u
1
k, . . . , u
1
n}
S∗

{u1, . . . , vk, . . . , un}
S∗

{u11, . . . , u
3
k, . . . , u
1
n}
{u1, . . . , wk, . . . , un}
F‖ // {u11, . . . , u
2
k, . . . , u
1
n}
S∗
OO
puisque
uk
S

F‖ // u1k
S∗

vk
S∗

u3k
wk
F‖ // u2k
S∗
OO
est obtenu par indution.
(b) t = {u1, . . . , {v1, . . . , vn}, . . . , um} et t
′ = {u1, . . . , v1, . . . , vn, . . . , um}.
Si ui −→F‖ u
1
i , vj −→F‖ v
1
j , i = 1 . . . m, j = 1 . . . n, alors, nous avons :
{u1, . . . , {v1, . . . , vn}, . . . , um}
S

F‖ // {u11, . . . , {v
1
1 , . . . , v
1
n}, . . . , u
1
m}
S

{u1, . . . , v1, . . . , vn, . . . , um}
F‖ // {u11, . . . , v
1
1 , . . . , v
1
n, . . . , u
1
m}
2. t est de la forme f(u1, . . . , un)
(a) t = f(u1, . . . , uk, . . . , um) et t
′ = f(u1, . . . , vk, . . . , um) ave uk −→S vk
Similaire au as 1a.
(b) t = f(u1, . . . , {v1, . . . , vn}, . . . , um),
t′ = {f(u1, . . . , v1, . . . , um), . . . , f(u1, . . . , vn, . . . , um)}.
Similaire au as 1b.
3. t est de la forme u→ v
(a) t = u→ v, t′ = u′ → v ave u −→S u
′
.
Similaire au as 1a.
(b) t = u→ v, t′ = u→ v′ ave v −→S v
′
.
Similaire au as 1a.
() t = {l1, . . . , ln} → r, t
′ = {l1 → r, . . . , ln → r}.
Similaire au as 1b.
(d) t = l→ {r1, . . . , rn}, t
′ = {l → r1, . . . , l→ rn}.
Similaire au as 1b.
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4. t est de la forme [v](u) et les règles d'évaluation Firec et Congruence ne sont pas
appliquées à la position de tête
(a) t = [v](u), t′ = [v′](u) ave v −→S v
′
.
Similaire au as 1a.
(b) t = [v](u), t′ = [v](u′) ave v −→S v
′
.
Similaire au as 1a.
() t = [{r1, . . . , rn}](u), t
′ = {[r1](p), . . . , [rn](p)}.
Similaire au as 1b.
(d) t = [r]({u1, . . . , un}), t
′ = {[r](u1), . . . , [r](un)}.
Similaire au as 1b.
5. t est de la forme [l→ r](u) ave l, u ρ-alulables.
(a) t = [l→ r](u), t′ = [l′ → r](u) ave l −→S l
′
,
Si l, u sont ρ-alulables alors l = l′ et le lemme est trivialement vrai. Si l, u ne
sont pas ρ-alulables alors nous ne pouvons pas appliquer la règle d'évaluation
Firec à la position de tête et don, la preuve est similaire à elle du as 1a.
(b) t = [l→ r](u), t′ = [l→ r′](u) ave r −→S r
′
,
Nous onsidérons les termes r1, u1 tels que r −→F‖ r
1
, u −→F‖ u
1
et la substitu-
tion σ telle que σ ∈ Solution(l≪?∅ u
1). Alors, nous avons :
[l → r](u)
S

F‖ // {σr1}
S∗

[l→ r′](u)
S∗

{σr3}
[l → r′′](u)
F‖ // {σr2}
S∗
OO
puisque par indution r
S

F‖ // r1
S∗

r′
S∗

r3
r′′
F‖ // r2
S∗
OO
et nous appliquons le Lemme 3.16. Le as où Solution(l ≪?∅ u
1) = ∅ est trivial.
() t = [l→ r](u), t′ = [l→ r](u′) ave u −→S u
′
,
Nous onsidérons d'abord que l, u sont ρ-alulables et l, u′ sont ρ-alulables et
nous obtenons par indution :
u
S

F‖ // u1
S∗

u′
S∗

u3
u′′
F‖ // u2
S∗
OO
Nous voulons avoir l, u′′ ρ-alulables et le seul as où la propriété n'est pas vraie
est obtenu pour les termes de la forme u = f(. . . , v, . . .), u′ = f(. . . , {v′}, . . .) et
u′′ = {f(. . . , v′, . . .)} mais nous avons
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v
S

F‖ // w
S∗

{v′}
S∗

w′
{v′′}
F‖ // w′′
S∗
OO
et don f(. . . , v, . . .)
S

F‖ // s
S∗

f(. . . , {v′}, . . .)
S∗

s′
f(. . . , {v′′}, . . .)
F‖ // s′′
S∗
OO
Par onséquent, nous pouvons trouver un terme u′′ satisfaisant le diagramme
préédent et tel que si l, u′ sont ρ-alulables alors l, u′′ sont ρ-alulables. Nous
onsidérons r −→F‖ r
1
et en utilisant le Lemme 3.15 nous obtenons :
[l → r](u)
S

F‖ // {σ1r
1}
S∗

[l→ r](u′)
S∗

{σ3r
1}
[l→ r](u′′)
F‖ // {σ2r
1}
S∗
OO
ave σ1, σ2, σ3 telles que σ1 ∈ Solution(l ≪
?
∅ u
1), σ2 ∈ Solution(l ≪
?
∅ u
2) et
σ3 ∈ Solution(l ≪
?
∅ u
3). Si le ltrage (l ≪?∅ u
1) éhoue alors, en utilisant le
Lemme 3.14 nous obtenons que le ltrage (l ≪?∅ u
2) éhoue et le lemme est
lairement vrai.
Nous traitons maintenant le as où l, u sont ρ-alulables mais l, u′ ne sont pas
ρ-alulables. Si t = [l → r](f(. . . , {u}, . . .)) et t′ = [l→ r]({f(. . . , u, . . .)}) alors,
l doit être une variable ou de la forme l = f(l1, . . . , ln) ave li, ui (i = 1 . . . n)
ρ-alulables. Dans le dernier as, la position dans le terme l orrespondant à
la position du terme {u} dans le terme f(. . . , {u}, . . .) est une position variable.
Ainsi, dans les deux as les termes l, f(. . . , u, . . .), i = 1 . . . n, sont ρ-alulables.
Nous onsidérons r −→F‖ r
1
, u −→F‖ u
1
et les substitutions σ, σ′ telles que nous
avons σ ∈ Solution(l ≪?∅ f(. . . , {u
1}, . . .)) et σ′ ∈ Solution(l ≪?∅ f(. . . , u
1, . . .)).
Puisque l, f(. . . , {u}, . . .) sont ρ-alulables, par le Lemme 3.9 l, f(. . . , {u1}, . . .)
sont ρ-alulables et nous obtenons, en utilisant le Lemme 3.19,
[l → r](f(. . . , {u}, . . .))
S

F‖ // {σr1}
S∗

[l → r]({f(. . . , u, . . .)})
S

{[l → r](f(. . . , u, . . .))}
F‖ // {{σ′r1}}
Conformément à la Remarque 3.2, le ltrage (l ≪?∅ f(. . . , {u
1}, . . .)) peut éhouer
seulement à ause des symboles fontionnels diérents à la même position des
termes l et f(. . . , {u1}, . . .) et dans e as, le ltrage (l ≪?∅ f(. . . , u
1, . . .)) éhoue
aussi et le lemme est trivialement vrai.
(d) t = [l→ {r1, . . . , rn}](u), t
′ = [{l → r1, . . . , l → rn}](u).
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Si nous onsidérons ri −→F‖ r
1
i , i = 1 . . . n, u −→F‖ u
1
et la substitution σ
telle que σ ∈ Solution(l ≪?∅ u
1), puisque l, u sont ρ-alulables, nous obtenons le
diagramme :
[l → {r1, . . . , rn}](u)
S

F‖ // {σ{r11 , . . . , r
1
n}}
S∗

[{l → r1, . . . , l → rn}](u)
S

{σr11, . . . , σr
1
n}
{[l → r1](u), . . . , [l → rn](u)}
F‖ // {{σr11}, . . . , {σr
1
n}}
S∗
OO
Le as où Solution(l ≪?∅ u
1) = ∅ est trivial.
(e) t = [l→ r]({u}), t′ = {[l→ r](u)}.
Nous onsidérons u −→F‖ u
1
, r −→F‖ r
1
et les substitutions σ, σ′ telles que σ ∈
Solution(l≪?∅ {u
1}) et σ′ ∈ Solution(l ≪?∅ u
1). Puisque l, {u} sont ρ-alulables,
par le Lemme 3.9 l, {u1} sont ρ-alulables et par la Remarque 3.1, l est une
variable et don, les ltrages l ≪?∅ {u
1} et l ≪?∅ u
1
n'éhouent pas. En utilisant
le Lemme 3.18, nous obtenons le diagramme :
[l→ r]({u})
S

F‖ // {σr1}
S∗

{[l → r](u)}
F‖ // {{σ′r1}}
6. t est de la forme [f(u1, . . . , un)](f(v1, . . . , vn)) et nous appliquons la règle d'évaluation
Congruence à la position de tête.
(a) t = [f(u1, . . . , un)](f(v1, . . . , vn)), t
′ = [f(u′1, . . . , un)](f(v1, . . . , vn)) et u1 −→S
u′1.
Si ui −→F‖ u
1
i , vi −→F‖ v
1
i , i = 1 . . . n, alors, nous avons :
[f(u1, . . . , un)](f(v1, . . . , vn))
S

F‖ // {f([u11](v
1
1), . . . , [u
1
n](v
1
n))}
S∗

[f(u′1, . . . , un)](f(v1, . . . , vn))
S∗

{f([u31](v
1
1), . . . , [u
1
n](v
1
n))}
[f(u′′1, . . . , un)](f(v1, . . . , vn))
F‖ // {f([u21](v
1
1), . . . , [u
1
n](v
1
n))}
S∗
OO
puisque par indution le diagramme est vrai pour le terme u1 et ses réduits.
(b) t = [f(u1, . . . , un)](f(v1, . . . , vn)), t
′ = [f(u1, . . . , un)](f(v
′
1, . . . , vn)) et v1 −→S
v′1.
Similaire au as 6a.
() t = [f(s1, . . . , {u1, . . . , un}, . . . , sm)](f(v1, . . . , vm)),
t′ = [{f(s1, . . . , u1, . . . , sm), . . . , f(s1, . . . , un, . . . , sm)}](f(v1, . . . , vm)).
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Pour simpliité, nous supposons que t = [f({u1, . . . , un})](f(v)) et don, t
′ =
[{f(u1), . . . , f(un)}](f(v)). Le as général est traité exatement de la même façon.
Si nous onsidérons v1 −→F‖ v
1
, u1i −→F‖ u
1
i , i = 1 . . . n, nous obtenons :
[f({u1, . . . , un})](f(v))
S

F‖ // {f([{u11, . . . , u
1
n}](v
1))}
S

[{f(u1), . . . , f(un)}](f(v))
S

{f({[u11](v
1), . . . , [u1n](v
1)})}
S

{{f([u11](v
1)), . . . , f([u1n](v
1))}}
S

{f([u11](v
1)), . . . , f([u1n](v
1))}
{[f(u1)](f(v)), . . . , [f(un)](f(v))}
F‖ // {{f([u11](v
1))}, . . . , {f([u1n](v
1))}}
S∗
OO
(d) t = [f(u1, . . . , um)](f(s1, . . . , {v1, . . . , vn}, . . . , sm)),
t′ = [f(u1, . . . , um)]({f(s1, . . . , v1, . . . , sm), . . . , f(s1, . . . , vn, . . . , sm)}).
Similaire au as 6.
7. t est de la forme [f(u1, . . . , un)](g(v1, . . . , vm)) et nous appliquons la règle d'évaluation
Congruence_fail à la position de tête.
(a) t = [f(u1, . . . , un)](g(v1, . . . , vm)), t
′ = [f(u′1, . . . , un)](g(v1, . . . , vm)), u1 −→S u
′
1.
Nous obtenons immédiatement :
[f(u1, . . . , un)](g(v1, . . . , vm))
S

F‖ // ∅
[f(u′1, . . . , un)](g(v1, . . . , vm))
F‖
44
(b) t = [f(u1, . . . , un)](g(v1, . . . , vm)), t
′ = [f(u1, . . . , un)](g(v
′
1, . . . , vm)), v1 −→S v
′
1.
Similaire au as 7a.
() t = [f(. . . , {u1, . . . , un}, . . .)](g(v1, . . . , vm)),
t′ = [{f(. . . , u1, . . .), . . . , f(. . . , un, . . .)}](g(v1, . . . , vm)).
Nous obtenons immédiatement :
[f(. . . , {u1, . . . , un}, . . .)](g(v1, . . . , vm))
S

F‖ // ∅
[{f(. . . , u1, . . .), . . . , f(. . . , un, . . .)}](g(v1, . . . , vm))
S

{[f(. . . , u1, . . .)](g(v1, . . . , vm)), . . . , [f(. . . , un, . . .)](g(v1, . . . , vm))}
F‖ // {∅, . . . , ∅}
S∗
OO
(d) t = [f(u1, . . . , un)](g(. . . , {v1, . . . , vm}, . . .)),
t′ = [f(u1, . . . , un)]({g(. . . , v1, . . .), . . . , g(. . . , vm, . . .)}).
Similaire au as 7.
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✷
En utilisant le lemme préédent et la terminaison de la relation −→S (Lemme 3.3) nous
obtenons le résultat intermédiaire i-dessous qui nous permet de prouver la onuene forte de
la relation −→F‖/S .
Lemme 3.21 Etant donnés les termes t, s et t ↓, ave t ↓ représentant la forme normale du
terme t par rapport à la relation
∗
−→S. Si t −→F‖ s alors, il existe un terme s
′
tel que t ↓−→F‖ s
′
et s
∗
←→S s
′
:
t
S∗
~~}}
}}
}}
}} F‖
>
>>
>>
>>
>
t ↓
F‖ 
s@@
S∗  
s′
Preuve : Puisque la relation −→S est terminante, nous pouvons utiliser une indution sur le
nombre d'étapes dans la rédution t
∗
−→S t
′
et obtenir, en utilisant le Lemme 3.20 :
t
S∗
 


 F‖
>
>>
>>
>>
>
t′
S∗ F‖ S
∗

s
S∗  
s′
Si t′ = t ↓ alors, t′ ne peut pas être réduit en utilisant la relation
∗
−→S et don, nous
obtenons le diagramme du lemme. ✷
Lemme 3.22 (−→F‖/S est fortement onuente)
Etant donnés les termes t, t1, t2 tels que t −→F‖/S t1 et t −→F‖/S t2. Alors, il existe un terme
w tel que u −→F‖/S w et v −→F‖/S w :
t
F‖/S
~~
~~
~~
~~ F‖/S
@
@@
@@
@@
@
t1
F‖/S   
t2
F‖/S~~
w
Preuve : Puisque la relation −→S a la propriété de Churh-Rosser, si nous onsidérons deux
termes u, v tels que u
∗
←→S v alors, le termes u, v ont la même forme normale et nous
notons ette forme normale par t. Nous utilisons le Lemme 3.12 et Lemme 3.21 et nous
obtenons :
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u oo S
∗
//
F‖
wwppp
pp
pp
pp
pp
pp
S∗
  
v
F‖
''NN
NN
NN
NN
NN
NN
N
S∗
~~
u′ ff
S∗
&&
t
F‖
~~
F‖

v′88
S∗
xx
u′′
F‖   
v′′
F‖~~
w
En utilisant e dernier diagramme et la dénition de la relation −→F‖/S nous obtenons :
u
F‖








t//
S∗oo oo S
∗
//
F‖/S
def
} 










F‖/S
def
!
;;
;;
;;
;;
;;
;;
;;
;
;
;;
;;
;
v
F‖
;
;;
;;
;;
;;
;;
;;
;;
u′′ oo
S∗ //
F‖
def
))
u′ oo
S∗ // t1
F‖/S
!
;
;
;
;
;
;
;
;
;
;
t2
F‖/S
} 









v′//
S∗oo v′′//
S∗oo
F‖
def
uuw
✷
Ayant prouvé la onuene forte de la relation −→F‖/S , nous devons montrer que la relation
∗
−→F/S est la fermeture transitive de la relation −→F‖/S pour obtenir la onuene de la relation
−→F/S . Nous avons déjà démontré que la relation
∗
−→F est la fermeture transitive de la relation
−→F‖ et e résultat s'étend naturellement quand nous onsidérons les deux relations modulo la
relation
∗
−→S .
Lemme 3.23 La relation
∗
−→F/S est la fermeture transitive de la relation −→F‖/S.
Preuve : Conformément au Lemme 3.13 nous avons −→F ⊆ −→F‖ ⊆
∗
−→F . Nous devons prou-
ver que −→F/S ⊆ −→F‖/S et −→F‖/S ⊆
∗
−→F/S .
Pour l'inlusion −→F/S ⊆ −→F‖/S il sut de voir que pour tous termes u
′, v′ tels que
u′ −→F v
′
nous avons u′ −→F‖ v
′
et don, si uOO
S∗

F/S // vOO
S∗

u′
F // v′
alors uOO
S∗

F‖/S // vOO
S∗

u′
F‖ // v′
Pour −→F‖/S ⊆
∗
−→F/S nous devons prouver que si u
F‖/S //
OO
S∗

vOO
S∗

u′
F‖ // v′
alors
uOO
S∗

F/S // u2OO
S∗

t1
F // t2
u2OO
S∗

F/S // u3OO
S∗

t′2
F // t3
. . . un−1OO
S∗

F/S // vOO
S∗

t′n−1
F // tn
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Puisque −→F‖ ⊆
∗
−→F , nous pouvons hoisir ti = t
′
i, i = 2 . . . n−1 pour prouver l'inlusion.
✷
Théorème 3.3 (
∗
−→F/S est fortement onuente, −→F/S est onuente)
Etant donnés les ρ-termes t, u, v tels que t
∗
−→F/Su et t
∗
−→F/Sv. Alors, il existe un terme w
tel que u
∗
−→F/Sw et v
∗
−→F/Sw.
Preuve : Conformément au Lemme 3.23, la relation
∗
−→F/S est la fermeture transitive de la
relation −→F‖/S . Le Lemme 3.22 montre la onuene forte de la relation −→F‖/S . Ainsi,
par le Lemme 3.7, la relation
∗
−→F/S est fortement onuente et par onséquent, la relation
−→F/S est onuente. ✷
Conuene de la relation
∗
−→S−→F
∗
−→S
Jusqu'à maintenant nous avons onsidéré que les règles d'évaluation du ρ-alul sont soit des
règles de dédution soit des règles de alul et nous avons analysé la relation induite par les règles
de dédution modulo la ongruene générée par les règles de alul.
Une deuxième approhe onsiste à onsidérer la relation habituelle induite par les règles
d'évaluation du alul orrespondant à la relation
∗
−→S−→F
∗
−→S . Dans ette setion nous nous
onentrons sur la onuene de ette relation. La preuve est réalisée en utilisant le Lemme
de Yokouhi [YH90℄ (voir Setion 1.1.4) qui a déjà été utilisé dans [CHL96℄ pour montrer la
onuene du λσ⇑-alul.
Lemme 3.24 La relation
∗
−→S−→F‖
∗
−→S est fortement onuente.
Preuve : Les hypothèses pour le Lemme de Yokouhi ont été prouvées dans le Lemme 3.5 et
le Lemme 3.3 (onuene et terminaison de la relation −→S), le Lemme 3.12 (onuene
forte de la relation −→F‖) et le Lemme 3.20 (le diagramme de Yokouhi).
✷
Théorème 3.4 La relation
∗
−→S−→F
∗
−→S est onuente.
Preuve : Conformément au Lemme 3.23 nous avons :
−→F ⊆ −→F‖ ⊆
∗
−→F
et don
∗
−→S−→F
∗
−→S ⊆
∗
−→S−→F‖
∗
−→S ⊆ (
∗
−→S−→F
∗
−→S)
∗
où (
∗
−→S−→F
∗
−→S)
∗
représente la fermeture transitive de
∗
−→S−→F
∗
−→S.
Puisque dans le Lemme 3.24 nous montrons la onuene forte de la relation
∗
−→S−→F‖
∗
−→S
alors, la relation
∗
−→S−→F
∗
−→S est onuente. ✷
3.4 Conditions alternatives pour obtenir la onuene
Dans la Setion 3.3.3 nous avons proposé une stratégie ConfStrat pour guider les règles
d'évaluation du ρ∅-alul. Nous avons montré que toutes les rédutions obtenues en utilisant
ette stratégie sont onuentes et que la stratégie devient triviale, 'est-à-dire n'impose auune
restrition, pour ertaines instanes spéiques du alul (e.g. le λ-alul). An d'obtenir la
onuene nous avons imposé des onditions relativement restritives sur les termes du ρ∅-alul
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et sur l'appliation des règles d'évaluation et es restritions peuvent être relaxées au prix de
la simpliité de la stratégie. Les onditions que nous voulons aaiblir onernent d'un oté, la
forme des règles de réériture et d'un autre oté, le nombre d'éléments dans l'argument d'un
appliation.
3.4.1 Règles de réériture quasi-régulières et stritement linéaires à droite
Premièrement, l'absene des ensembles ayant plus d'un élément est néessaire pour garantir
un bon omportement pour les règles de réériture non-linéaires à droite. Par linéarité à droite
d'une règle de réériture nous désignerons ii des membres droits linéaires par rapport aux vari-
ables du membre gauhe. Par exemple, x→ f(z, z) est linéaire à droite, mais x→ f(x, x) n'est
pas linéaire à droite. De plus, la linéarité du membre droit peut être imposée seulement aux opéra-
teurs diérents des symboles d'ensemble ({}) et ainsi, la règle de réériture x → {f(x), f(x)}
peut être onsidérée linéaire à droite. Intuitivement, nous n'avons pas besoin d'imposer la linéar-
ité à droite pour les ensembles pare que, en raison de la règle d'évaluation Flat, ils ne mènent
pas à des rédutions non-onvergentes omme dans l'Exemple 3.6.
Dénition 3.12 On dit que la ρ-règle de réériture l→ r est stritement linéaire à droite si tout
sous-terme de r n'étant pas un ensemble est linéaire par rapport aux variables libres de l et toute
règle de réériture de r est stritement linéaire à droite.
L'appliation d'une règle de réériture qui n'est pas stritement linéaire à droite à un en-
semble ave plus d'un élément mène à des rédutions non-onvergentes, omme montré dans
l'Exemple 3.6 mais e n'est pas le as si la règle de réériture appliquée est stritement linéaire
à droite :
Exemple 3.10 [Règle de réériture stritement linéaire à droite appliquée à un ensemble ayant
plus d'un élément℄
[x→ {x, f(x)}]({a, b})
F ire

Batch
++XXXX
XXXX
XXXX
XXXX
XXXX
XX
{{a, b}, f({a, b})}
OpOnSet

{[x→ {x, f(x)}](a), [x → {x, f(x)}](b)}
F ire

{{a, b}, {f(a), f(b)}}
F lat ++XXXX
XXXX
XXXX
XXXX
XXXX
XX
{{{a, f(a)}}, {{b, f(b)}}}
F lat

{a, b, f(a), f(b)}
D'un autre té, an de garantir la propagation strite de l'éhe, nous avons demandé
que la règle d'évaluation Firec soit appliquée seulement si l'argument de l'appliation n'est
pas un ensemble vide et il ne peut pas mener à un ensemble vide. Dans l'Exemple 3.5 nous
pouvons remarquer que les variables libres du membre gauhe de la règle de réériture ne sont
pas préservées dans le membre droit de la règle. Si la règle de réériture l → r de l'appliation
onserve les variables du membre gauhe dans le membre droit (e.g. x → x) alors, l'appliation
d'une substitution de la forme 〈x/∅〉, ave x une variable de l, au terme r mène à un terme
ontenant ∅ et don, qui est réduit éventuellement en ∅.
Nous dénissons par la suite plus formellement les règles de réériture onservant les variables
(libres) et nous présentons une nouvelle stratégie dénie en utilisant ette propriété. D'abord,
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nous introduisons une notion similaire à elle de variable libre mais en onsidérant ette fois-
i le omportement des opérateurs du ρ-alul et en partiulier la nature non-déterministe des
ensembles.
Dénition 3.13 L'ensemble des variables présentes d'un ρ-terme t, noté PV (t), est déni in-
dutivement par :
1. si t = x alors PV (t) = {x},
2. si t = {u1, . . . , un} alors PV (t) =
⋂
i=1,...,n PV (ui) (PV (∅) = X ),
3. si t = f(u1, . . . , un) alors PV (t) =
⋃
i=1,...,n PV (ui) (PV (c) = ∅ si c ∈ TF),
4. si t = [u](v) alors PV (t) = PV (u) ∪ PV (v),
5. si t = u→ v alors PV (t) = PV (v) \ FV (u).
L'ensemble de variables libres d'un ρ-terme ensemble est l'union des ensembles de variables
libres de haque ρ-terme de l'ensemble, tandis que l'ensemble de variables présentes d'un ρ-terme
ensemble est l'intersetion des ensembles de variables présentes de haque ρ-terme de l'ensemble.
Nous pouvons dire qu'une variable est présente dans un ensemble seulement si elle est présente
dans tous les éléments de l'ensemble. Par exemple, PV ({x, y, x}) = ∅ et PV ({x, f(x, y)}) = {x}.
Nous voulons dénir les règles de réériture telles que les variables libres du membre gauhe
de la règle soit inlus dans l'ensemble de variables libres du membre droit de la règle mais en
tenant ompte du omportement de tous les opérateurs du ρ-alul.
Dénition 3.14 On dit que la ρ-règle de réériture l → r est quasi-régulière si FV (l) ⊆ PV (r)
et toute règle de réériture de r est quasi-régulière.
Intuitivement, à toute variable libre du membre gauhe d'une règle de réériture quasi-
régulière orrespond, d'une façon déterministe, une variable libre dans le membre droit de la
règle. Pour tout ρ-terme ensemble dans r, la orrespondane entre les variables libres des termes
l et r doit être vériée pour haque élément de l'ensemble.
Par exemple, la règle de réériture x → f(x, y) est quasi-régulière tandis que la règle de
réériture x → {x, y} n'est pas quasi-régulière. La règle de réériture {f(x), g(x)} → x est
quasi-régulière tandis que la règle de réériture {f(x), g(y)} → x n'est pas quasi-régulière. Si la
dénition des règles de réériture quasi-régulières avait demandé la ondition PV (l) ⊆ PV (r),
alors la règle de réériture {f(x), g(y)} → x serait devenu quasi-régulière aussi. Cei n'est pas
souhaitable puisque la règle de réériture {f(x), g(y)} → x est réduite en {f(x)→ x, g(y)→ x}
et seulement la première des deux règles est quasi-régulière. Notez que es dernières règles de
réériture ontiennent des ensembles dans leur membre gauhe et don, ne sont pas des termes
de ̺∅(F ,X ). Remarquons que la règle de réériture x → ∅ est quasi-régulière aussi bien que la
règle ∅ → x.
Puisque les variables du membre gauhe d'une règle de réériture quasi-régulière se retrouvent
dans le membre droit, en appliquant une telle règle à un terme ∅ nous garantissons qu'au moins
une variable du membre droit de la règle est instaniée à ∅ et don, la propagation strite de
l'éhe. Du point de vue des variables présentes d'une règle de réériture, l'ensemble vide peut être
vu omme un terme du premier ordre ontenant toutes les variables utilisées an de onstruire
les ρ-termes et don, le omportement approprié est assuré pour toute règle de réériture quasi-
régulière ave un ∅ dans le membre droit.
Dans l'Exemple 3.5 nous avons montré que l'appliation d'une règle de réériture qui n'est
pas quasi-régulière à un ensemble vide peut mener à des résultats non-onvergents. Si la règle de
réériture est quasi-régulière, l'éhe est distribué stritement est nous obtenons des rédutions
onuentes omme dans l'Exemple 3.11.
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Exemple 3.11 [Règle de réériture quasi-régulière appliquée à un ensemble vide℄
[x→ {x, f(x, a)}](∅)
sshhhhh
hhhh
hhhh
hhhh
hh

''OO
OO
OO
OO
OO
OO
OO
[{x→ x, x→ f(x, a)}](∅)

{∅, f(∅, a)}

∅
{[x→ x](∅), [x→ f(x, a)](∅)} // {∅, ∅}
77oooooooooooooo
En utilisant les notions de règle quasi-régulière et de règle linéaire à droite nous introduisons
une nouvelle stratégie plus générale que la stratégie ConfStrat (3.3.3).
Dénition 3.15 Nous appelons ConfStratLin la stratégie qui onsiste à appliquer la règle d'é-
valuation Fire à un radial [l → r](t) seulement si t ∈ TF est un terme los du premier ordre
ou :
 le terme l est linéaire
et
 le terme l subsume faiblement le terme t
et
 la règle l→ r est quasi-régulière
ou
 le terme t ne ontient auun ensemble vide et,
 le terme t ne ontient pas de sous-terme de la forme [u](v) où u n'est pas une abstra-
tion et,
 pour tout sous-terme [u→ w](v) de t, u subsume v,
et
 la règle l→ r est stritement linéaire à droite
ou
 le terme t ne ontient auun ensemble ayant plus d'un élément.
Par rapport à la stratégie ConfStrat nous permettons l'appliation de la règle d'évaluation
Fire à une appliation ave un argument ∅ ou qui peut être réduit en l'ensemble vide si la règle
de réériture de l'appliation est quasi-régulière. En plus, si la règle de réériture est linéaire à
droite nous permettons des arguments ontenant un ensemble ayant plus d'un élément. Puisque
on peut lairement déider si une règle est quasi-régulière, toutes les onditions utilisées dans la
stratégie ConfStratLin sont déidables.
Pour prouver la onuene dans le as de la stratégie ConfStratLin nous proédons de la même
façon que pour la stratégie ConfStrat et nous onsidérons que la relation −→F‖est modiée an
de représenter la nouvelle stratégie. Nous montrons d'abord une propriété de préservation pour
les notions de règle quasi-régulière et règle stritement linéaire à droite par rapport à la relation
−→F‖ et que les lemmes utilisés dans la Setion 3.3.7 restent valides dans le as de la stratégie
ConfStratLin.
Lemme 3.25 Etant donné une règle de réériture quasi-régulière u → v et le terme v′ tel que
v −→F‖ v
′
ou v −→S v′. Alors, la règle de réériture u→ v′ est quasi-régulière.
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Preuve : An d'obtenir e résultat il sut de prouver que pour tous ρ-termes v, v′ tels que
v −→F‖ v
′
ou v −→S v
′
nous avons PV (v) ⊆ PV (v′). Nous donnons juste une idée de
la preuve qui utilise une indution sur la struture du terme v et onsidère toutes les
rédutions possibles.
Considérons d'abord une règle de réériture [l → r](t) satisfaisant les bonnes onditions
d'appliation. Dans le as où le ltrage l ≪?∅ t éhoue, nous obtenons immédiatement un
terme ∅ et don PV ([l → r](t)) ⊆ X . Sinon, nous onsidérons que la substitution σ est la
solution du problème de ltrage l ≪?∅ t et nous avons l'union des ensembles de variables
présentes de tous les termes de son odomaine égale à PV (t). Puisque FV (l) ⊆ PV (r)
et nous avons Dom(σ) = FV (l) alors PV (σr) = (PV (r) \ FV (l)) ∪ PV (Ran(σ)) =
(PV (r) \ FV (l)) ∪ PV (t) = PV ([l → r](t)).
Pour les rédutions v −→S v
′
le résultat est obtenu immédiatement par indution en
remarquant que un ∅ dans v mène à v′ = ∅ si v n'est pas un ensemble. ✷
Nous pouvons montrer failement que la linéarité des membres gauhes des règles de réériture
est préservée par les rédutions respetant la stratégie ConfStratLin.
Lemme 3.26 Etant donnée une règle de réériture stritement linéaire à droite u → v et le
terme v′ tel que v −→F‖ v
′
ou v −→S v
′
. Alors, la règle de réériture u → v′ est stritement
linéaire à droite.
Preuve : La preuve est réalisée par indution sur la struture du terme v en onsidérant toutes
les rédutions possibles.
Pour toute rédution v −→S v
′
la linéarité de v′ par rapport à u est lairement préservée.
Par exemple, pour un terme de la forme v = f({v1, v2}), v1 et v2 sont linéaires par rapport
aux variables de u et don, f(v1) et f(v2) sont aussi linéaires. Par onséquent, la règle de
réériture u→ {f(v1), f(v2)} est stritement linéaire à droite.
Nous devrions vérier si le terme v′ peut devenir non-linéaire par rapport à u pour une
rédution v −→F‖ v
′
. Cei serait possible seulement en appliquant une règle de réériture
non-linéaire à droite dans un sous-terme de v mais il n'existe pas de telle règle dans v. ✷
En utilisant les propriétés préédentes nous pouvons adapter les preuves de onuene de la
Setion 3.3.7 et onsidérant les nouveaux as introduits par une stratégie ConfStratLin, 'est-à-
dire l'appliation d'une règle de réériture quasi-régulière à un terme ontenant éventuellement
l'ensemble vide et l'appliation d'une règle de réériture stritement linéaire à droite à un terme
ontenant éventuellement des ensembles ayant plus d'un élément.
Théorème 3.5 Si une stratégie d'évaluation ConfStratLin est utilisée, alors le ρ∅-alul est on-
uent.
Preuve : La preuve du Lemme 3.18 est failement adaptée en onsidérant des substitutions
de la forme σ = 〈x/{t1, . . . , tn}〉 appliquées à un terme r tel que x → r soit stritement
linéaire à droite et des substitutions de la forme σ = 〈x/∅〉 appliquées à un terme r tel que
x→ r soit quasi-régulière.
Dans le Lemme 3.20 nous n'avons pas onsidéré des appliations de règle de réériture quasi-
régulière à un argument ∅ et des appliations de règle de réériture stritement linéaire
à droite à un terme ayant plus d'un élément. Le Lemme 3.25 et le Lemme 3.26 nous
permettent d'étendre le Lemme 3.18 dans le as de la stratégie ConfStratLin et don d'une
règle d'évaluation Firec ave les onditions modiées pour dérire ette stratégie.
Si nous onsidérons le terme r telle que la règle de réériture x→ r soit quasi-régulière et
r −→F‖ r
1
alors, nous obtenons :
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[x→ r](∅)
S

F‖ // {〈x/∅〉r1}
S∗
ww
∅
et [x→ r](∅)
S

F‖ // {〈x/∅〉r1}
S∗

[x→ r′](∅)
S∗
// ∅
Pour l'appliation d'une règle de réériture stritement linéaire à droite à un terme ayant
plus d'un élément nous obtenons :
[x→ r]({p1, . . . , pn})
S

F‖ // {〈x/{p1, . . . , pn}〉r
1}
S∗

{[x→ r](p1), . . . , [x→ r](pn)}
S∗

u
{{〈x/p1〉r}, . . . , {〈x/pn〉r}}
F‖ // {{〈x/p1〉r
1}, . . . , {〈x/pn〉r
1}}
S∗
OO
Nous pouvons ainsi montrer que la relation −→F‖ induite par la nouvelle règle Firec util-
isant les onditions de la stratégie ConfStratLin et la relation −→S sont ohérentes. Puisque
les autres lemmes utilisés pour prouver la onuene des relation induites par les règles d'é-
valuation du alul n'utilisent pas les restritions sur le nombre d'éléments des ensembles,
nous déduisons la onuene des rédutions guidées par la stratégie ConfStratLin. ✷
3.4.2 Règles de réériture stables
Nous avons montré la onuene du alul (̺∅(F ,X ), ∅,S) (i.e. le ρ∅-alul) où la stratégie
S est une des stratégies ConfStrat, ConfStratLin et nous présentons brièvement par la suite les
problèmes liés à la onuene du alul (̺(F ,X ), ∅,S) que nous appelons le ρ+∅ -alul.
Dénition 3.16 Etant donné un ensemble de symboles de fontions F , un ensemble de variables
X , nous appelons ρ+∅ -alul un alul déni par :
 l'ensemble de termes ̺(F ,X ),
 l'appliation (d'ordre supérieur) de substitution aux termes,
 la théorie ∅ (ltrage syntaxique),
 l'ensemble de règles d'évaluation E : Fire, Congruence, Congruence_fail, Distrib, Batch,
SwitchL, SwitchR, OpOnSet, Flat,
 une stratégie d'évaluation S qui guide l'appliation des règles d'évaluation.
Rappelons que les règles de réériture de l'ensemble de termes ̺∅(F ,X ) ne peuvent avoir
qu'un terme du premier ordre dans le membre gauhe. Cette restrition a du être imposée à ause
de l'instabilité de la notion de variable libre par rapport aux règles d'évaluation du alul qui
mène immédiatement à l'instabilité des rédutions par rapport à la substitution. Par exemple,
l'ensemble des variables libres d'un terme {x, y} → x est FV ({x, y} → x) = ∅ mais pour
le terme résultant de l'appliation de la règle d'évaluation SwitchL sur le terme initial nous
obtenons FV ({x → x, y → x}) = FV (x → x) ∪ FV (y → x) = {x}. Si le membre gauhe des
règle de réériture ontient de tels termes alors, nous pouvons obtenir failement des rédutions
non-onuentes, omme dans l'Exemple 3.12.
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Exemple 3.12 [Règle ave un ensemble dans le membre gauhe℄
[x→ [{x, y} → x](b)](a)
F ire
sshhhhh
hhhh
hhhh
hhhh
hh
SwitchL
++WWWW
WWWW
WWWW
WWWW
WWWW
{[{x, y} → x](b)}
SwitchL

[x→ [{x→ x, y → x}](b)](a)
Distrib

{[{x→ x, y → x}](b)}
Distrib

[x→ {[x→ x](b), [y → x](b)}](a)
F ire

{{[x→ x](b), [y → x](b)}}
F ire

[x→ {{b}, {x}}](a)
F ire

{{{b}, {x}}}
F lat

{{{b}, {a}}}
F lat

{b, x} {b, a}
Une première méthode utilisée pour obtenir la onuene du ρ+∅ -alul onsiste à dénir une
stratégie qui ombine les onditions sur les termes de ̺∅(F ,X ) et les restritions imposées par
les stratégies déjà dénies.
Dénition 3.17 Nous appelons ConfStratPlus la stratégie qui onsiste à appliquer la règle d'é-
valuation Fire à un radial [l → r](t) seulement si les onditions de la stratégie ConfStratLin
sont satisfaites et tous les membres gauhes des règles de réériture de r sont des termes du
premier ordre.
Il est lair que si une stratégie d'évaluation ConfStratPlus est utilisée, alors le ρ+∅ -alul est
onuent.
La restrition sur la forme des règles de réériture est relativement restritive et nous voulons
alléger ette restrition en gardant la onuene du alul. An d'obtenir la onuene nous de-
vons imposer une ondition garantissant la stabilité des rédutions par rapport à la substitution,
'est-à-dire un résultat similaire au Lemme 3.16 pour les termes de ̺(F ,X ).
En utilisant la notion de variable présente nous dénissons les règles de réériture onservant
l'ensemble de variables libres et ainsi, ne menant pas à des rédutions non-onvergentes omme
dans l'Exemple 3.12.
Dénition 3.18 On dit que la ρ-règle de réériture l→ r est stable si FV (r)∩FV (l) = FV (r)∩
PV (l) et toute règle de réériture de r est stable.
Intuitivement, le membre gauhe d'une règle de réériture stable peut lier seulement ses
variables présentes dans le membre droit de la règle. Ainsi, toute règle de réériture ave le
membre gauhe un terme du premier ordre est stable.
Exemple 3.13 Les règles de réériture x → f(x, y) et {f(x, y), g(x)} → x sont stables et la
première règle est quasi-régulière tandis que la deuxième règle n'est pas quasi-régulière. La règle
de réériture x→ {x, y} n'est pas quasi-régulière mais elle est stable.
Nous dénissons une nouvelle stratégie en utilisant la notion de règle de réériture stable
pour remplaer la restrition imposée sur la forme des règles de réériture dans la dénition de
la stratégie ConfStratPlus.
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Dénition 3.19 Nous appelons ConfStratStable la stratégie qui onsiste à appliquer la règle
d'évaluation Fire à un radial [l→ r](t) seulement si les onditions pour la stratégie ConfStratLin
sont satisfaites et toutes les règles de réériture dans r sont stables.
La ondition qu'une règle de réériture soit stable est lairement déidable et don, toutes
les onditions utilisées dans la stratégie ConfStratStable sont déidables.
Pour prouver la onuene du ρ+∅ -alul ave les règles d'évaluation guidées par une stratégie
ConfStratStable il sut de remarquer que parmi les lemmes prouvés dans la Setion 3.3 seule-
ment le Lemme 3.16 utilise la restrition imposant des règles de réériture ayant un terme du
premier ordre dans le membre gauhe. Nous démontrons un lemme similaire pour la stratégie
ConfStratStable et nous déduisons immédiatement la onuene du alul dans e as.
Lemme 3.27 Etant donnés le terme t ne ontenant que des règles de réériture stables et une
substitution σ. Si t −→S t
′
alors, σt
∗
−→S σt
′
.
Preuve : Cette propriété a été prouvée dans le Lemme 3.16 pour les termes appartenant à
̺∅(F ,X ) et don, seulement les règles de réériture de la forme t = {u1, . . . , un} → v ave
t′ = {u1 → v, . . . , un → v} n'ont pas été onsidérées.
Nous avons FV ({u1, . . . , un} → v) = FV (v) \ (∪iFV (ui)), FV ({u1 → v, . . . , un → v}) =
∪i(FV (v)\FV (ui)) et FV (v)∩FV ({u1, . . . , un}) = FV (v)∩PV ({u1, . . . , un}). Ainsi, toute
variable de FV ({u1, . . . , un}) éliminée de FV (v) doit être une variable de PV ({u1, . . . , un})
et don, elle doit être présente dans tous les termes ui. Nous obtenons don,
FV (v) \ (∪iFV (ui)) = FV (v) \ FV (u1) = . . . = FV (v) \ FV (un) = ∪i(FV (v) \ FV (ui)).
Nous pouvons don onsidérer une substitution σ telle que Dom(σ)∩PV ({u1, . . . , un}) = ∅
et ainsi, nous obtenons σt = {u1, . . . , un} → σv. Par onséquent, nous pouvons utiliser une
indution sur la struture des termes omme dans le Lemme 3.16. ✷
Théorème 3.6 Si une stratégie d'évaluation ConfStratStable est utilisée, alors le ρ+∅ -alul est
onuent.
Nous pouvons ainsi dire que le alul (̺(F ,X ), ∅,ConfStratStable) est onuent.
3.4.3 Stratégies dans le ρT -alul
Dans les stratégies que nous avons proposées jusqu'à maintenant notre but prinipal était de
permettre le maximum de rédutions en gardant des onditions déidables relativement simples
à omprendre et à implanter.
La théorie de ltrage vide du ρ∅-alul nous a permis d'imposer des onditions d'appliation
pour la règle d'évaluation Fire relativement simple à déider mais dès que la théorie T de ltrage
est plus élaborée les notions utilisées doivent être modiées en onséquene.
Si nous onsidérons une théorie T non-unitaire par exemple, l'absene des ensembles ayant
plus d'un élément dans un terme ne garantit pas l'absene des telles ensembles dans dans son
réduit. Par exemple, dans une théorie de ltrage ave un opérateur ommutatif ⊕, le terme
[x⊕ y → x](a⊕ b) ne ontient pas d'ensemble ayant plus d'un élément mais son réduit {a, b} ne
satisfait plus ette ondition. Ainsi, la ondition sur la rédution d'une appliation [l→ r](t) en
utilisant la règle d'évaluation Fire doit imposer non seulement que t ne ontient pas d'ensemble
ayant plus d'un élément mais aussi qu'il ne ontient pas de radial de la forme [u](v). En plus,
les notions de subsomption doivent être adaptées an de tenir ompte des aratéristiques de la
théorie T .
Des onditions similaires à elles utilisées dans les stratégies pour le ρ∅-alul sont diile à
dénir dans le as général du ρT -alul mais nous pouvons imposer des onditions plus restritives
3.4. Conditions alternatives pour obtenir la onuene 103
sur l'appliation de la règle d'évaluation Fire pour une appliation [l → r](t) impliquant les
onditions utilisées préédemment.
Dénition 3.20 Nous appelons ConfStratFirstOrder la stratégie qui onsiste à appliquer la règle
d'évaluation Fire à un radial [l → r](t) seulement si l, r sont des termes du premier ordre et t
est un terme los du premier ordre.
La stratégie ConfStratFirstOrder est assez restritive mais, puisque les onditions imposées
sont purement struturelles, elle peut être implantée d'une manière très eae et ses propriétés,
ave en partiulier la onuene, sont plus faile à analyser.
Théorème 3.7 Si une stratégie d'évaluation ConfStratFirstOrder est utilisée, alors le ρT -alul
est onuent.
Preuve : En partant de la règle d'évaluation Fire qui est appliquée pour un ρ-terme [l → r](t)
si les onditions de la stratégie ConfStratFirstOrder sont imposées nous onsidérons la
relation −→F‖ induite par ette règle d'évaluation.
La preuve de la ohérene de ette relation −→F‖ ave la relation −→S (Dénition 3.9)
peut être failement adaptée pour le ρT -alul ave les règles d'évaluation guidées par
la stratégie ConfStratFirstOrder. Nous obtenons immédiatement la onuene forte de la
relation −→F‖ et en utilisant une approhe similaire que pour le ρ∅-alul nous obtenons
la onuene du ρT -alul. ✷
Nous pouvons ainsi dire que le alul (̺(F ,X ), T,ConfStratFirstOrder) est onuent.
Nous pouvons aussi voir les stratégies dénies préédemment pour le ρ∅-alul omme des
ranements de la stratégie ConfStratFirstOrder utilisables dans un ρ-alul ave une théorie de
ltrage vide. De la même façon, des ranements de la stratégie ConfStratFirstOrder peuvent
être réalisées pour des théories équationnelles mais ei devient plus diile pour des théories de
ltrage d'ordre supérieur.
Conlusion
Nous avons étudié dans e hapitre la onuene du ρ-alul. En analysant des exemples
de rédutions non-onvergentes dans le ρ∅-alul, nous avons remarqué que les raisons de la
non-onuene de e alul sont le pouvoir limité du ltrage syntaxique et la manipulation des
ensembles.
An de résoudre e problème nous avons proposé des stratégies d'évaluation garantissant la
onuene. Une stratégie simple onsiste à réduire l'appliation d'une règle de réériture seule-
ment si le sujet de l'appliation est un terme los du premier ordre, mais ette stratégie est
relativement restritive. Nous avons don proposé une stratégie moins restritive dénie en im-
posant des onditions sur les ρ-rédutions possibles des termes impliqués dans une appliation.
Cette stratégie devient triviale ('est-à-dire n'impose auune restrition) pour ertaines instanes
du alul, mais les onditions imposées ne sont pas utilisables dans une implantation du ρ-alul.
Par onséquent, nous avons déni des onditions déidables sur les ρ-termes et des stratégies
onuentes dénies en utilisant es restritions. Nous avons présenté es résultats dans [CK99a℄
et [CK99b℄.
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Réursivité dans le ρ-alul - le
ρ1stT -alul
Le pouvoir d'expression du ρ-alul nous permet de représenter des λ-termes et leur dérivation
ainsi que l'appliation d'une règle de réériture de la réériture de termes lassique. Les λ-termes
ontiennent toute l'information néessaire pour leur rédution tandis que dans la réériture ette
information est impliite et diérentes stratégies peuvent être utilisées pour guider l'appliation
des règles de réériture. En eet, les travaux de Huet et Levy [HL79, HL91℄ et d'O'Donnell [HO83℄
ont inspiré l'étude de stratégies eaes de rédution.
La desription expliite des stratégies de rédution néessite l'utilisation d'un opérateur tes-
tant l'éhe de l'appliation d'une règle de réériture. Nous introduisons don un opérateur first
dérivant l'appliation du premier argument ne menant pas à un éhe. Nous appelons ρ1st-alul
le alul obtenu en ajoutant la desription de et opérateur au ρ-alul. Nous présentons une
dénition des stratégies de rédution innermost et outermost basée sur des opérateurs dénis
dans le ρ1st-alul.
4.1 Présentation de la problématique
L'appliation d'une règle de réériture de la réériture standard est dérite expliitement
dans le ρ-alul par un ρ-terme approprié. Par exemple, l'appliation de la règle de réériture
a → b au terme a est représentée par le ρ-terme [a → b](a). La rédution de ette appliation
en le terme b dans la réériture orrespond à la rédution du ρ-terme [a → b](a) en le ρ-terme
{b} dans le ρ-alul. Mais une rédution en réériture peut impliquer l'appliation de plusieurs
règles et puisque nous voulons représenter dans le ρ-alul toute rédution de la réériture et pas
seulement les rédutions néessitant un seul pas de réériture alors nous voulons répondre à la
question :
Etant donnée une théorie de réériture R existe-il un ρ-terme ξR tel que pour tout terme u, si u
se réduit en le terme v dans la théorie de réériture R alors [ξR](u) se ρ-réduit en un ensemble
ontenant le ρ-terme v ?
Nous allons voir dans la Setion 5.2.2 que pour toute rédution dans une théorie de réériture,
il existe une rédution orrespondante dans le ρ-alul : si le terme u se réduit en le terme v dans
une théorie de réériture R nous pouvons onstruire un ρ-terme ξR(u) qui se réduit en le terme
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{v} dans le ρ-alul. La méthode utilisée permet de onstruire le terme ξR(u) à partir des étapes
de rédution de u en v dans la théorie R.
Nous voulons aller plus loin et donner une méthode pour onstruire le terme ξR(u) sans
onnaître la dérivation de u en v dans la théorie R. Ce problème s'avère plus diile pare
que les propriétés du système de réériture, omme la terminaison et la onuene, ne sont pas
onnues a priori.
Cei signie que nous souhaitons dérire dans le ρ-alul des stratégies de rédution et, prini-
palement, des stratégies de normalisation. Les ρ-termes représentant des stratégies de normalisa-
tion nous permettrons d'obtenir, entre autres, un odage naturel de la réériture onditionnelle.
La question que nous nous sommes posée préédemment peut être ainsi reformulée en :
Etant donnée une théorie de réériture R existe-il un ρ-terme ξR tel que pour tout terme u, si
u se normalise en le terme v dans la théorie de réériture R alors [ξR](u) se ρ-réduit en un
ensemble ontenant le ρ-terme v ?
La dénition de stratégies (de normalisation) est faite en général au méta-niveau et nous
voulons montrer que le ρ-alul est assez puissant pour nous permettre la représentation de
telles dérivations au niveau objet du alul. Dans la Setion 5.1 nous montrerons que le ρ∅-alul
ontient le λ-alul et don, toute fontion alulable, omme la normalisation par exemple, est
exprimable dans le formalisme.
Ce que nous apportons ii, grâe à la puissane du ltrage et à l'utilisation du non-détermi-
nisme, est la failité d'exprimer en utilisant les ρ-termes, des stratégies (de normalisation) guidant
l'appliation d'une ou plusieurs règles de réériture. Nous pouvons ainsi exprimer les stratégies
dans un formalisme uniforme ombinant les méanismes standard de réériture et les tehniques
d'ordre supérieur.
Pour aluler la forme normale d'un terme u par rapport à un système de réériture R, les
règles de réériture de R sont appliquées répétitivement à une position quelonque de u jusqu'à
e qu'auune règle de R ne soit plus appliable. Par onséquent, les ingrédients néessaires pour
dénir une telle stratégie sont :
 un opérateur d'itération qui applique répétitivement des règles de réériture,
 un opérateur de parours de termes qui applique une règle de réériture à une position
quelonque d'un terme,
 un opérateur testant si un ensemble de règles de réériture est appliable sur un terme.
Il existe évidement plusieurs stratégies de rédution obtenues en préisant la position d'appli-
ation des règles de réériture à haque pas de rédution. Par exemple, si les règles de réériture
sont appliquées d'abord à la position la plus profonde alors une stratégie innermost est obtenue
tandis que si les règles de réériture sont appliquées en tête alors une stratégie outermost est
obtenue.
Nous dérivons par la suite une possibilité de dénir dans le ρ-alul les opérateurs utilisés
pour la dénition de stratégies. Nous ommençons par quelques opérateurs auxiliaires et ensuite
nous présentons les ρ-opérateurs qui orrespondent aux fontionnalités énumérées i-dessus.
4.2 Opérateurs auxiliaires
Nous dénissons d'abord trois opérateurs auxiliaires qui seront utilisés dans les setions suiv-
antes. Ces opérateurs sont simplement utilisés pour dénir et nommer des ρ-termes plus om-
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plexes et ont été introduits pour donner des dénitions plus ompates et plus intuitives pour
les opérateurs de réursion.
Le premier de es trois opérateurs est appelé l'identité et noté id. L'appliation de et opéra-
teur sur un ρ-terme quelonque t est réduite en le singleton ontenant e terme, 'est-à-dire
[id](t) −→ρ {t}. Le ρ-terme id n'est rien d'autre que la règle de réériture x→ x :
id
△
= x→ x.
De la même manière nous pouvons dénir la stratégie fail qui éhoue toujours :
fail
△
= x→ ∅.
Nous introduisons aussi l'opérateur binaire  ; qui représente l'appliation séquentielle de
deux ρ-termes. Un ρ-terme de la forme [u; v](t) représente l'appliation du terme v sur le résultat
de l'appliation du terme u sur le terme t. Par onséquent, nous dénissons l'opérateur  ; par :
u; v
△
= x→ [v]([u](x)).
Dans les setions suivantes nous employons généralement la forme abrégée de es opérateurs
et pas leur forme étendue mais nous montrons éventuellement les rédutions orrespondantes.
4.3 L'opérateur first et le ρ1stT -alul
Nous analysons maintenant la possibilité de représenter dans le ρ-alul le test d'appliabilité
d'une règle sur un terme, 'est-à-dire tester si le résultat n'est pas ∅. Ce test sera utilisé prini-
palement pour appliquer une règle de réériture seulement si elle ne mène pas au résultat ∅ et
nous dénissons un opérateur qui herhe les termes qui ne mènent pas à un éhe.
Desription de l'opérateur first
Nous introduisons un nouvel opérateur n-aire appelé first qui a le rle de séletionner parmi
ses arguments le premier terme dont l'appliation à un ρ-terme donné n'est pas réduite en ∅.
Nous voulons don que l'appliation d'un ρ-terme first(s1, . . . , sn) à un terme t retourne le
résultat de la première appliation sans éhe d'un de ses arguments au terme t. Si la rédution
de tout terme [si](t), i = 1, . . . , k−1, mène à ∅ et que le terme [sk](t) ne se réduit pas en ∅, alors
[first(s1, . . . , sn)](t) est réduit en le même terme que le terme [sk](t).
Ainsi, lorsque la rédution de tout terme [si](t), i = 1, . . . , k−1, mène à ∅ et que la rédution
de [sk](t) ne termine pas alors la rédution du terme [first(s1, . . . , sn)](t) ne termine pas.
Nous pouvons résumer la desription de l'opérateur first donné i-dessus par les deux règles
d'évaluation First′ et First′′ :
First′ [first(s1, . . . , sn)](t) =⇒ {uk ↓}
si [si](t)
∗
−→ρ ∅, i = 1, . . . , k − 1
[sk](t)
∗
−→ρ uk ↓6= ∅, uk ↓ clos, sans radical
F irst′′ [first(s1, . . . , sn)](t) =⇒ ∅
si [si](t)
∗
−→ρ ∅, i = 1, . . . , n
Dans les deux règles préédentes la ondition qu'un terme soit réduit en ∅ ou en un terme
los en forme normale (uk ↓) est testée au méta-niveau du alul. En proédant de ette manière,
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des opérations intrinsèques au niveau objet doivent être exéutées au méta-niveau et don, les
rédutions au niveau objet ne ontiennent plus toute l'information sous-jaente.
Par exemple, en utilisant la règle First′ le ρ-terme [first(a → b, b → c)](b) est réduit dans
un seul pas en {c} :
[first(a→ b, b→ c)](b) −→F irst′ {c}
et don les rédutions [a→ b](b)→ ∅ et [b→ c](b)→ {c} ne sont plus visibles au niveau objet.
Le ρ1stT -alul
Pour rendre expliite le fontionnement de l'opérateur first nous introduisons un nouvel
opérateur n-aire 〈〉 qui, intuitivement, séletionne les termes non vides. Contrairement à un
terme de la forme {t1, . . . , tn} où la virgule est supposée respeter les axiomes des ensembles
(assoiativité, ommutativité, idempotene), nous ne faisons auune supposition sur un terme
〈t1, . . . , tn〉 où l'ordre des arguments est essentiel dans l'évaluation.
Dénition 4.1 L'ensemble des ρ1st-termes étend l'ensemble ̺(F ,X ) de ρ-termes de base (Déf-
inition 2.1) omme étant le plus petit ensemble tel que :
 les éléments de TF (X ) sont des ρ
1st
-termes,
 si t1, . . . , tn sont des ρ
1st
-termes et f ∈ Fn alors f(t1, . . . , tn) est un ρ
1st
-terme,
 si t1, . . . , tn sont des ρ
1st
-termes alors {t1, . . . , tn} est un ρ
1st
-terme,
 si t et u sont des ρ1st-termes alors [t](u) est un ρ1st-terme,
 si t et u sont des ρ1st-termes alors t→ u est un ρ1st-terme.
 si t1, . . . , tn sont des ρ
1st
-termes alors first(t1, . . . , tn) est un ρ
1st
-terme,
 si t1, . . . , tn sont des ρ
1st
-termes alors 〈t1, . . . , tn〉 est un ρ
1st
-terme.
Cet ensemble est noté ̺1st(F ,X ).
Les règles d'évaluation dérivant l'opérateur first et l'opérateur auxiliaire 〈〉 sont présentées
dans la Figure 4.1. La desription des deux opérateurs utilise une ondition qui teste si un terme
est (évalué en) un ensemble vide et nous ne savons pas atuellement exprimer es opérateurs
dans le ρ-alul de base.
First [first(s1, . . . , sn)](t) =⇒ 〈[s1](t), . . . , [sn](t)〉
First_fail 〈∅, t1, . . . , tn〉 =⇒ 〈t1, . . . , tn〉
First_success 〈t, t1, . . . , tn〉 =⇒ {t}
si t ne contient pas de radical et de variable
libre et n′est pas ∅
First_single 〈〉 =⇒ {}
Fig. 4.1: Les règles d'évaluation de l'opérateur first
L'opérateur first lane l'évaluation de l'appliation de ses arguments sur le terme donné
et l'opérateur 〈〉 teste expliitement l'éhe de es appliations. Les onditions testées par les
règles d'évaluation présentées dans la Figure 4.1 sont des onditions struturelles sur les termes
et n'impliquent auune rédution au méta-niveau.
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Ave ette dernière approhe toutes les appliations des règles d'évaluation sont eetuées au
niveau objet du alul et la rédution du terme [first(a→ b, b→ c)](b) présentée préédemment
devient :
[first(a→ b, b→ c)](b)
−→F irst 〈[a→ b](b), [b→ c](b)〉
∗
−→F ire 〈∅, {c}〉
−→F irst_fail 〈{c}〉
−→F irst_success {{c}}
−→F lat {c}
Nous étendons maintenant la Dénition 2.7 du ρT -alul en onsidérant les nouveaux opéra-
teurs et les règles d'évaluation orrespondantes.
Dénition 4.2 Etant donnés un ensemble de symboles de fontions F , un ensemble de variables
X , une théorie T sur les termes du ̺1st(F ,X ) ave un problème de ltrage déidable, nous
appelons ρ1stT -alul un alul déni par :
 un sous-ensemble non vide ̺1st− (F ,X ) de l'ensemble de termes ̺
1st(F ,X ),
 l'appliation (d'ordre supérieur) de substitution aux termes,
 une théorie T ,
 l'ensemble de règles d'évaluation noté Eρ1st : Fire, Congruence, Congruence_fail, Distrib,
Batch, SwitchL, SwitchR, OpOnSet, Flat, First, First_fail, First_success et
First_single,
 une stratégie d'évaluation S qui guide l'appliation des règles d'évaluation.
Les exemples suivants présentent la rédution de ertains ρ1st-termes ontenant les opérateurs
du alul étendu.
Exemple 4.1 L'appliation non-déterministe d'une des règles a→ b, a→ c, a→ d au terme a
est représentée dans le ρ-alul par l'appliation [{a→ b, a→ c, a→ d}](a). Ce dernier ρ-terme
est réduit en l'ensemble {b, c, d} qui représente un hoix non-déterministe parmi les trois termes.
Si nous voulons appliquer les règles a→ b, a→ c, a→ d d'une façon déterministe et dans l'ordre
préisé, nous utilisons le ρ-terme [first(a→ b, a→ c, a→ d)](a) ave par exemple la rédution :
[first(a→ b, a→ c, a→ d)](a)
−→F irst 〈[a→ b](a), [a→ c](a), [a → d](a)〉
−→F ire 〈{b}, [a→ c](a), [a → d](a)〉
−→F irst_success {{b}}
−→F lat {b}
Nous pouvons remarquer que même si toutes les règles de réériture utilisées s'appliquent au
terme a ave suès (pas de ∅), le résultat nal est donné par la première règle de réériture
essayée.
Exemple 4.2 Nous onsidérons maintenant le as où ertaines règles données en argument à
first mènent à un éhe :
[first(a→ b, b→ c, a→ d)](b)
−→F irst 〈[a→ b](b), [b→ c](b), [a → d](b)〉
−→F ire 〈∅, [b→ c](b), [a→ d](b)〉
−→F irst_fail 〈[b→ c](b), [a→ d](b)〉
−→F ire 〈{c}, [a → d](b)〉
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−→F irst_success {{c}}
−→F lat {c}
Exemple 4.3 Si auune des règles données en argument à first n'est appliquée ave suès le
résultat est bien sur l'ensemble vide :
[first(a→ b, a→ c, a→ d)](b)
−→F irst 〈[a→ b](b), [a→ c](b), [a → d](b)〉
∗
−→F ire 〈∅, ∅, ∅〉
∗
−→F irst_fail 〈〉
−→F irst_single ∅
En utilisant l'opérateur first nous introduisons d'autres opérateurs permettant une desrip-
tion plus onise et intuitive des ρ-termes. Par exemple, nous pouvons dénir un terme
try(s)
△
= first(s, id)
tel que l'appliation de e terme au terme t est réduite en le résultat de l'appliation [s](t) si
[s](t) n'est pas réduite en ∅ et à {t} si [s](t) est réduite en ∅.
L'opérateur dc
L'ordre des arguments de l'opérateur first dans un terme first(t1, . . . , tn) est essentiel pour
la rédution d'une appliation [t](u). Nous pouvons dénir failement deux opérateurs n-aire
dc (dont are hoose) et 〈〈〉〉 ave un omportement similaire à elui des opérateurs first et
〈〉 mais ette fois-i sans imposer un ordre sur l'appliation et sur l'évaluation des arguments
respetivement. Pour ela, dans les termes de la forme 〈〈t1, . . . , tn〉〉 nous onsidérons que la
virgule est assoiative, ommutative et idempotente. Les règles d'évaluation aratérisant es
opérateurs sont présentées dans la Figure 4.2.
DC [dc(s1, . . . , sn)](t) =⇒ 〈〈[s1](t), . . . , [sn](t)〉〉
DC_fail 〈〈t1, . . . , tk−1, ∅, tk+1, . . . , tn〉〉 =⇒ 〈〈t1, . . . , tn〉〉
DC_success 〈〈t1, . . . , t, . . . , tn〉〉 =⇒ {t}
si t ne contient pas de radical et de
variable libre et il n′est pas ∅
DC_single 〈〈〉〉 =⇒ ∅
Fig. 4.2: Les règles d'évaluation de l'opérateur dc
De la même manière que l'opérateur first, l'opérateur dc lane l'évaluation de l'appliation de
ses arguments sur le terme donné. L'opérateur 〈〈〉〉 teste l'éhe de la rédution de ses arguments
mais, ontrairement à l'opérateur 〈〉, pas dans un ordre préis. Dès que nous trouvons un terme
tk los en forme normale parmi les arguments d'un terme 〈〈t1, . . . , tn〉〉 nous pouvons fournir {tk}
omme résultat et ignorer les autres arguments. Toute rédution en ∅ d'un argument est ignorée.
Exemple 4.4 En utilisant les règles d'évaluation préédentes nous obtenons deux rédutions pos-
sibles pour le terme [dc(a→ b, a→ c)](a) menant soit au terme {b}, soit au terme {c}.
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[dc(a→ b, a→ c)](a) [dc(a→ b, a→ c)](a)
−→ 〈〈[a→ b](a), [a→ c](a)〉〉 −→ 〈〈[a→ b](a), [a→ c](a)〉〉
−→ 〈〈{b}, {c}〉〉 −→ 〈〈{b}, {c}〉〉
−→ {{b}} −→ {{c}}
−→ {b} −→ {c}
Nous obtenons ainsi pour l'appliation d'un terme dc(t1, . . . , tn) sur un autre terme u un
omportement non-déterministe dans le sens où plusieurs rédutions peuvent mener à des résul-
tats diérents si plusieurs rédutions sans éhe sont possibles. Cette approhe permettrait la
desription de l'appliation d'une règle de réériture à une position quelonque dans un terme
mais le alul obtenu serait évidemment non-onuent. L'inonvénient de ette méthode est le
manque de ontrle et don l'impossibilité de dérire des stratégies de rédution préises et par-
tiulièrement des stratégies de normalisation du type leftmost innermost ou leftmost outermost.
Dans le reste de e hapitre nous utilisons l'opérateur first pour la desriptions de nouveaux
opérateurs, mais et opérateur peut être remplaé ave l'opérateur dc si nous désirons permettre
des éventuelles rédutions non-onvergentes.
4.4 Congruene générique
Nous dénissons maintenant les opérateurs qui permettent l'appliation d'un ρ-terme r à une
ertaine position d'un autre ρ-terme t en desendant à haque étape de rédution d'un niveau
dans la profondeur du terme t.
La première étape est la dénition de deux opérateurs qui dérivent l'appliation d'un terme
non au sommet d'un autre terme mais à ses sous-termes direts. Il est déjà possible de dérire
ette opération dans le ρ-alul en utilisant la règle d'évaluation Congruence. Ainsi, pour tout
symbole f ∈ F , nous pouvons représenter l'appliation d'un terme r aux sous-termes d'un terme
f(u1, . . . , un) par le ρ-terme [f(r, . . . , r)](f(u1, . . . , un)) qui est réduit en {f([r](u1), . . . , [r](un))}.
Mais nous voulons dénir un opérateur générique qui applique un ρ-terme r aux sous-termes ui,
i = 1, . . . , n d'un terme de la forme F (u1, . . . , un) indépendamment du symbole de tête F .
Pour ela, nous introduisons deux opérateurs unaire Φ et Ψ dont le omportement est dérit
par les règles d'évaluation présentées dans la Figure 4.3. Ces opérateurs permettent la représen-
tation de l'appliation d'un ρ-terme aux arguments d'un autre ρ-terme et ils sont inspirés des
opérateurs similaires du System S dérit dans [VeAB98℄. Nous montrerons que le omportement
de es opérateurs peut être exprimé en utilisant seulement les opérateurs du ρ1st-alul.
Traverse_seq [Φ(r)](f(u1, . . . , un)) =⇒ 〈{f([r](u1), . . . , un)}, . . . , {f(u1, . . . , [r](un))}〉
Traverse_par [Ψ(r)](f(u1, . . . , un)) =⇒ {f([r](u1), . . . , [r](un))}
Fig. 4.3: Congruene générique
L'évaluation de l'appliation du ρ-terme Φ(r) au terme t = f(u1, . . . , un) revient à l'évaluation
de l'appliation du terme r à un des sous-termes ui. Plus préisément, r est appliqué sur le premier
ui, i = 1, . . . , n tel que l'appliation [r](ui) n'est pas réduite en l'ensemble vide. S'il n'existe pas
un tel sous-terme ui et en partiulier, si t est une fontion sans arguments (t est une onstante),
alors le terme [Φ(r)](t) se réduit en l'ensemble vide.
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Le omportement dans le as des onstantes devient plus lair si le membre droit de la règle
Traverse_seq est érit 〈{f(. . . , [r](ui), . . .)} | i = 1 . . . n〉 et si nous remarquons qu'une onstante
est un terme de la forme c(u1, . . . , un) ave n = 0 obtenant ainsi la rédution suivante :
[Φ(r)](c) −→Traverse_seq 〈{}〉 −→F irst_fail 〈〉 −→F irst_single ∅
Lorsque le ρ-terme Ψ(r) est appliqué à un terme t = f(u1, . . . , un), le terme r est appliqué à
tous les arguments ui, i = 1, . . . , n si pour tout i, [r](ui) n'est pas réduite en ∅. S'il existe un ui
tel que [r](ui) est réduit en ∅, alors le résultat est l'ensemble vide. Si nous appliquons Ψ(r) sur
une onstante c, puisque il n'y a auun sous-terme, nous obtenons la rédution :
[Ψ(r)](c) −→Traverse_par {c}
Si nous onsidérons un ρ-alul ave une signature nie F et si nous notons par F0 =
{c1, . . . , cn} l'ensemble de symboles de fontions onstantes et par F+ = {f1, . . . , fm} l'ensemble
de symboles de fontions non onstantes, les deux opérateurs Φ(r) et Ψ(r) peuvent être exprimés
par ertains ρ-termes appropriés.
Si les deux dénitions suivantes sont onsidérées
Φ′(r)
△
= first(f1(r, id, . . . , id), . . . , f1(id, . . . , id, r), . . . , fm(r, id, . . . , id), . . . , fm(id, . . . , id, r))
Ψ(r)
△
= {c1, . . . , cn, f1(r, . . . , r), . . . , fm(r, . . . , r)}
ave ci ∈ F0, i = 1, . . . , n, et fj ∈ F+, j = 1, . . . ,m, nous obtenons les rédutions suivantes :
[Φ′(r)](fk(u1, . . . , up))
△
= [first(f1(r, id, . . . , id), . . . , fm(id, . . . , id, r))](fk(u1, . . . , up))
−→F irst 〈[f1(r, id, . . . , id)](fk(u1, . . . , up)), . . . , [fm(id, . . . , id, r)](fk(u1, . . . , up))〉
∗
−→Congruence 〈∅, . . . , ∅, {fk([r](u1), . . . , up)}, . . . , {fk(u1, . . . , [r](up))}, ∅, . . . , ∅〉
∗
−→F irst_fail 〈{fk([r](u1), . . . , up)}, . . . , {fk(u1, . . . , [r](up))}, ∅, . . . , ∅〉
et
[Ψ(r)](fk(u1, . . . , up))
△
= [{c1, . . . , cn, f1(r, . . . , r), . . . , fm(r, . . . , r)}](fk(u1, . . . , up))
−→Distrib {[c1](fk(u1, . . . , up)), . . . . . . , [fm(r, . . . , r)](fk(u1, . . . , up))}
∗
−→Congruence {∅, . . . , ∅, {fk([r](u1), . . . , [r](up))}, ∅, . . . , ∅}
∗
−→F lat {fk([r](u1), . . . , [r](up))}
L'opérateur Φ′ ne orrespond don pas exatement à la desription de l'opérateur Φ donnée
dans la Figure 4.3 mais le même résultat est obtenu en appliquant les termes Φ(r) et Φ′(r) à un
terme fk(u1, . . . , up) omme montré i-dessous.
Lemme 4.1 Les appliations des termes Φ(r) et Ψ(r) à un terme t peuvent être dérites dans
le ρ1stT -alul.
Preuve : Si nous onsidérons t = fk(u1, . . . , up) et si pour tout i = 1, . . . , p nous avons les
rédutions [r](ui)
∗
−→ρ ∅ alors, selon les règles d'évaluation dérivant le omportement de
Φ(r), nous obtenons :
[Φ(r)](fk(u1, . . . , up))
−→Traverse_seq 〈{fk([r](u1), . . . , up)}, . . . , {fk(u1, . . . , [r](up))}〉
∗
−→ρ 〈{fk(∅, . . . , up)}, . . . , {fk(u1, . . . , ∅)}〉
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∗
−→OpOnSet 〈{∅}, . . . , {∅}〉
∗
−→F lat 〈∅, . . . , ∅〉
∗
−→F irst_fail 〈〉
−→F irst_single ∅
Autrement, s'il existe un l tel que [r](ui)
∗
−→ρ ∅, i = 1, . . . , l − 1 et [r](ul)
∗
−→ρ vl ↓, ave
vl ↓ un terme los ne ontenant pas de radial, la rédution suivante est obtenue :
[Φ(r)](fk(u1, . . . , up))
−→Traverse_seq 〈{fk([r](u1), . . . , up)}, . . . , {fk(u1, . . . , [r](up))}〉
∗
−→ρ 〈{fk(∅, . . . , up)}, . . . , {fk(u1, . . . , vl ↓, . . . , up)}, . . . , {fk(u1, . . . , ∅)}〉
∗
−→OpOnSet 〈∅, . . . , ∅, {fk(u1, . . . , vl ↓, . . . , up)}, ∅, . . . , ∅〉
∗
−→F irst_fail 〈{fk(u1, . . . , vl ↓, . . . , up)}, ∅, . . . , ∅〉
Maintenant, si nous onsidérons la dénition de Φ′(r) et si pour tout i = 1, . . . , p nous
avons [r](ui)
∗
−→ρ ∅ alors, nous obtenons :
[Φ′(r)](fk(u1, . . . , up))
∗
−→ρ 〈{fk([r](u1), . . . , up)}, . . . , {fk(u1, . . . , [r](up))}, ∅, . . . , ∅〉
∗
−→ρ 〈{fk(∅, . . . , up)}, . . . , {fk(u1, . . . , ∅)}, ∅, . . . , ∅〉
∗
−→OpOnSet 〈{∅}, . . . , {∅}, ∅, . . . , ∅〉
∗
−→F lat 〈∅, . . . , ∅, . . . , ∅〉
∗
−→F irst_fail 〈〉
−→F irst_single ∅
Pour le même terme [Φ′(r)](fk(u1, . . . , up)), s'il existe un l tel que [r](ui)
∗
−→ρ ∅, i =
1, . . . , l − 1 et [r](ul)
∗
−→ρ vl ↓, ave vl ↓ un terme los ne ontenant pas de radial, la
rédution suivante est obtenue :
[Φ′(r)](fk(u1, . . . , up))
∗
−→ρ 〈{fk([r](u1), . . . , up)}, . . . , {fk(u1, . . . , [r](up))}, ∅, . . . , ∅〉
∗
−→ρ 〈{fk(∅, . . . , up)}, . . . , {fk(u1, . . . , vl ↓, . . . , up)}, ∅, . . . , ∅〉
∗
−→OpOnSet 〈{∅}, . . . , {∅}, {fk(u1, . . . , vl ↓, . . . , up)}, ∅, . . . , ∅〉
∗
−→F lat 〈∅, . . . , ∅, {fk(u1, . . . , vl ↓, . . . , up)}, ∅, . . . , ∅〉
∗
−→F irst_fail 〈{fk(u1, . . . , vl ↓, . . . , up)}, ∅, . . . , ∅〉
Nous pouvons remarquer que les résultats des rédutions pour l'appliation d'un terme
r aux arguments d'un terme fk(u1, . . . , up) en utilisant les deux opérateurs, Φ et Φ
′
, sont
identiques. Si les termes ui, i = 1 . . . p, sont des termes los ne ontenant pas de radial alors
le résultat nal des deux rédutions dans le as sans éhe est {fk(u1, . . . , vl ↓, . . . , up)}.
Quand les opérateurs sont appliqués à une onstante ck ∈ F0 nous obtenons :
[Φ′(r)](ck)
∗
−→ρ 〈〉 −→ρ ∅,
[Ψ(r)](ck)
∗
−→ρ {ck}.
✷
L'appliation d'un terme r à tous les sous-termes de profondeur n d'un terme t est représentée
par le ρ-terme [Ψ(. . . (Ψ(r)) . . .)](t) ave n niveaux d'imbriation de l'opérateur Ψ. L'appliation
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à seulement un sous-terme de profondeur n est représentée par le ρ-terme [Φ(. . . (Φ(r)) . . .)](t)
ave n niveaux d'imbriation de l'opérateur Φ.
Pour une présentation plus onise et plus laire, dans les rédutions dérites ultérieurement
nous utilisons la desription de l'opérateur Φ donné par les règles d'évaluation dans la Figure 4.3.
4.5 Appliation en profondeur
La dénition des stratégies d'évaluation (normalisation) omme, par exemple, top-down ou
bottom-up, est basée sur l'appliation d'un terme à la position de tête ou aux positions les plus
profondes d'un autre terme. Pour le moment nous avons la possibilité d'appliquer un ρ-terme
r soit à un ou à tous les arguments ui d'un ρ-terme t = f(u1, . . . , un), soit aux sous-termes
se trouvant à une profondeur de t préisée expliitement. Mais la profondeur d'un terme n'est
pas onnue a priori et don, nous ne pouvons pas appliquer un terme r aux positions les plus
profondes d'un terme t. Si nous voulons appliquer le terme r aux sous-termes à la profondeur
maximale d'un terme t (i.e. les sous-termes n'ayant pas de sous-terme strit) nous devons dénir
un opérateur réursif qui réitère l'appliation des termes Φ(r) etΨ(r) et ainsi, pousse l'appliation
le plus profondément possible dans les termes.
Nous ommençons par présenter le ρ-terme permettant la desription des appliations réur-
sives dans le ρ-alul. En s'inspirant des opérateurs de point xe du λ-alul nous pouvons dénir
un ρ-terme qui applique réursivement un ρ-terme donné. Nous utilisons le ombinateur de point
xe lassique du λ-alul ([Bar84℄), Θλ = (Aλ Aλ) où
Aλ = λxy.y(xxy)
Θλ est appelé le ombinateur de point xe de Turing ([Tur37℄).
Ce terme orrespond dans le ρ-alul au ρ-terme Θ = [A](A) ave
A = x→ (y → [y]([[x](x)](y))).
Dans le λ-alul, pour tout λ-terme G nous avons la rédution :
Θλ G
∗
−→β G(Θλ G).
Dans le ρ-alul nous avons une rédution similaire :
[Θ](G)
∗
−→ρ {[G]([Θ](G))} (Point_Fixe)
qui est détaillée par :
[Θ](G)
△
= [[A](A)](G)
△
= [[x→ (y → [y]([[x](x)](y)))](A)](G)
−→F ire [{y → [y]([[A](A)](y))}](G)
−→Distrib {[y → [y]([[A](A)](y))](G)}
−→F ire {{[G]([[A](A)](G))}}
−→F lat {[G]([[A](A)](G))}
△
= {[G]([Θ](G))}
Nous avons obtenu le résultat souhaité mais la dernière appliation de la règle Fire dans
la rédution i-dessus peut être remplaée par une rédution dans le sous-terme [[A](A)](y).
Nous pouvons réduire ainsi [[A](A)](y)
△
= [[x′ → (y′ → [y′]([[x′](x′)](y′)))](A)](y) en le terme
{[y]([[A](A)](y))}
△
= {[y]([Θ](y))}. Nous obtenons don la rédution :
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[Θ](G)
∗
−→ρ {[y → [y]([[A](A)](y))](G)}
△
= {[y → [y]([Θ](y))](G)}
∗
−→ρ {[y → [y]({[y]([Θ](y))})](G)}
∗
−→ρ {[y → [y]([y]([Θ](y)))](G)}
∗
−→ρ . . .
qui ne termine jamais si à haque fois le même radial [Θ](y) est séletionné pour rédution.
Dans une approhe opérationnelle nous ne voudrions pas que les nouvelles onstrutions
onduisent à des rédutions qui ne terminent pas. Puisque le ρ-terme [Θ](G) peut évidemment
mener à des rédutions innies, une stratégie devrait être imposée an d'obtenir la terminaison
et don le omportement souhaité.
Nous devrions ainsi utiliser une stratégie qui applique les règles d'évaluation à un terme
de la forme [Θ](G) seulement lorsqu'auune autre rédution n'est possible. D'un point de vue
opérationnel, ette stratégie est assez diile à implanter et évidemment pas très eae dans un
alul où le terme Θ est représenté par sa forme étendue et don, plus diile à identier. Dans le
as où Θ est onsidéré omme un ρ-terme indépendant ave le omportement dérit par une règle
d'évaluation orrespondant à la rédution Point_Fixe, la stratégie proposée préédemment est
failement réalisable.
Une stratégie satisfaisant la ondition de terminaison et plus faile à implanter pourrait
appliquer les règles d'évaluation d'abord aux positions de tête des termes et seulement au moment
où auune règle d'évaluation n'est appliable en tête, réduire les sous-termes à des positions plus
profondes. Il est lair que ette stratégie outermost empêhe seulement les rédutions innies
dues à l'opérateur Θ mais elle ne peut pas assurer la terminaison du alul non-typé.
Comme nous l'avons dit préédemment, le but prinipal est la représentation des stratégies
de normalisation par des ρ-termes et don, nous voulons dérire l'appliation d'un terme r à
toutes les positions d'un autre terme t. Par onséquent, nous devons dénir le terme G approprié
qui propage l'appliation d'un ρ-terme dans les sous-termes d'un autre ρ-terme.
4.5.1 Appliations multiples
Dans un premier temps, nous voulons dénir les opérateurs BottomUp et TopDown dérivant
l'appliation d'un terme r à tous les sous-termes d'un terme t en ommençant ave les positions
les plus profondes et respetivement ave la position de tête. Nous voudrions don trouver un
terme qui appliquerait réursivement le terme r à tous les sous-termes de t et ultérieurement
au sommet du terme résultat et un autre terme qui appliquerait le terme r d'abord au sommet
du terme t et ensuite aux sous-termes du terme résultat. Le terme r doit être appliqué à un
sous-terme seulement si ette appliation ne mène pas à un éhe.
Nous proposons d'abord deux dénitions naïves pour es opérateurs et nous ommentons
les problèmes renontrés. En analysant les rédutions obtenues nous dénissons nalement des
opérateurs dérivant exatement le omportement souhaité.
Une première approhe onsiste à dénir le ρ-terme :
Gsds(r)
△
= f → (x→ [Ψ(f); r](x))
qui dérit l'appliation d'un terme f (qui sera instanié par le méanisme de ltrage) a tous les
arguments du terme qui instanie la variable x, suivie de l'appliation du terme r à la position
de tête du terme résultant de l'appliation préédente.
Nous dénissons l'opérateur SDS (pour SpreadDownSimple) :
SDS(r)
△
= [Θ](Gsds(r))
116 Chapitre 4. Réursivité dans le ρ-alul - le ρ1stT -alul
et nous obtenons la rédution suivante pour l'appliation de e terme au terme t = f(t1, . . . , tn) :
[SDS(r)](t)
△
= [[Θ](Gsds(r))](t)
∗
−→ρ {[[Gsds(r)]([Θ](Gsds(r)))](t)}
△
= {[[Gsds(r)](SDS(r))](t)}
△
= {[[f → (x→ [Ψ(f); r](x))](SDS(r))](t)}
∗
−→ρ {[{x→ [Ψ(SDS(r)); r](x)}](t)}
∗
−→ρ {[Ψ(SDS(r)); r](f(t1, . . . , tn))}
∗
−→ρ {[r]([Ψ(SDS(r))](f(t1, . . . , tn)))}
∗
−→ρ {[r](f([SDS(r)](t1), . . . , [SDS(r)](tn)))}
Ainsi, le terme SDS(r) est appliqué à tous les arguments du terme initial et le terme r est
appliqué en tête. Si le terme initial est une onstante c alors, le résultat de la rédution est
{[r](c)} et nous obtenons don le omportement souhaité.
L'inonvénient de ette méthode est la non-onuene des dérivations quand le terme r est
un ensemble ayant plus d'un élément. Par exemple, dans le as où r = {a, b} le terme Gsds(r) =
Gsds({a, b}) peut être réduit en le terme {Gsds(a), Gsds(b)} omme montré par la rédution :
Gsds({a, b})
△
= f → (x→ [Ψ(f); {a, b}](x))
△
= f → (x→ [z → [{a, b}]([Ψ(f)](z))](x))
∗
−→Distrib f → (x→ [z → {[a]([Ψ(f)](z)), [b]([Ψ(f)](z))}](x))
∗
−→SwitchR f → (x→ [{z → [a]([Ψ(f)](z)), z → [b]([Ψ(f)](z))}](x))
∗
−→Distrib f → (x→ {[z → [a]([Ψ(f)](z))](x), [z → [b]([Ψ(f)](z))](x)})
∗
−→SwitchR f → ({x→ [z → [a]([Ψ(f)](z))](x), x → [z → [b]([Ψ(f)](z))](x)})
∗
−→Distrib {f → (x→ [z → [a]([Ψ(f)](z))](x), f → (x→ [z → [b]([Ψ(f)](z))](x)})
△
= {Gsds(a), Gsds(b)}
En utilisant le résultat préédent, nous obtenons la rédution suivante pour le ρ-terme
SDS({a, b}) :
SDS({a, b})
△
= [Θ](Gsds({a, b}))
∗
−→ρ [Θ]({Gsds(a), Gsds(b)}))
∗
−→ρ {[Θ](Gsds(a)), [Θ](Gsds(b))})
qui représente l'ensemble des appliations réursives des a et b et non l'appliation réursive
de l'ensemble {a, b} qui est obtenue si l'ensemble {a, b} n'est pas distribué dans les termes
Gsds({a, b}) et SDS({a, b}).
Nous pouvons don remarquer failement que la raison de la non-onuene est la propagation
de symboles d'ensemble dans les termes Gsds({a, b}) et SDS({a, b}).
Nous avons disuté dans le Chapitre 3 les problèmes liés à la onuene du alul et nous avons
proposé des stratégies pour obtenir ette propriété. Une des onditions imposées an d'obtenir la
onuene interdit l'appliation d'une règle de réériture (non-linéaire à droite) si l'argument de
l'appliation ontient un ensemble ayant plus d'un élément. Cette restrition n'est évidemment
pas satisfaite dans la rédution d'un terme [Θ](G) en {[G]([Θ](G))} dans le as où G ontient
un ensemble ayant plus d'un élément et don dans la rédution du terme SDS({a, b}).
La ondition de ne pas évaluer en utilisant la règle d'évaluation Fire une appliation on-
tenant un ensemble ayant plus d'un élément dans son argument à été imposée an d'éviter
l'évaluation de l'argument à un tel ensemble. Nous pouvons don réduire le terme [Θ](G) en
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{[G]([Θ](G))} si le terme G ontient un ensemble mais il ne peut pas être réduit en un ensemble
ayant plus d'un élément.
Dans le as de l'opérateur SDS nous proposons une solution qui onsiste à empêher l'é-
valuation du terme Gsds(r) en un ensemble même si r ne satisfait pas ette ondition. Nous
dénissons l'opérateur Gsd :
Gsd(r)
△
= f → (x→ 〈[Ψ(f); r](x)〉)
et respetivement SD (pour SpreadDown) :
SD(r)
△
= [Θ](Gsd(r)).
Si r = {a, b} alors, le terme Gsd(r) = Gsd({a, b}) n'est pas réduit en le terme {Gsd(a), Gsd(b)}
omme il était le as pour le terme Gsds(r) :
Gsd(r)
△
= f → (x→ 〈[Ψ(f); {a, b}](x)〉)
∗
−→ρ f → (x→ 〈[{a, b}]([Ψ(f)](x))〉)
∗
−→Distrib f → (x→ 〈{[a]([Ψ(f)](x)), [b]([Ψ(f)](x))}〉)
Dans e dernier terme le premier argument de l'opérateur 〈〉 ontient la variable libre x et
don il ne peut pas être réduit en utilisant la règle d'évaluation First_success.
Puisque e dernier terme n'est pas un ensemble, la propagation des symboles d'ensemble
n'intervient plus dans le as de l'opérateur Gsd et nous pouvons réduire le terme [Θ](Gsd(r)) en
{[Gsd(r)]([Θ](Gsd(r)))}. Par onséquent, nous obtenons la rédution :
[SD(r)](t)
△
= [[Θ](Gsd(r))](t)
∗
−→ρ {[[Gsd(r)]([Θ](Gsd(r)))](t)}
△
= {[[Gsd(r)](SD(r))](t)}
△
= {[[f → (x→ 〈[Ψ(f); r](x)〉)](SD(r))](t)}
∗
−→ρ {[{x→ 〈[Ψ(SD(r)); r](x)〉}](t)}
∗
−→ρ {〈[Ψ(SD(r)); r](f(t1, . . . , tn))〉}
∗
−→ρ {〈[r](f([SD(r)](t1), . . . , [SD(r)](tn)))〉}
Exemple 4.5 Si nous utilisons une stratégie qui applique les règles d'évaluation d'abord en tête
alors, la rédution suivante est obtenue :
[SD({a→ b, id})](f(a, g(a)))
∗
−→ρ {〈[{a→ b, id}](f([SD({a → b, id})](a), [SD({a → b, id})](g(a))))〉}
−→Distrib {〈{[a→ b](f([SD({a→ b, id})](a), [SD({a → b, id})](g(a)))),
[id](f([SD({a→ b, id})](a), [SD({a → b, id})](g(a))))}〉}
−→F ire {〈{∅, [id](f([SD({a → b, id})](a), [SD({a → b, id})](g(a))))}〉}
−→F lat {〈{f([SD({a→ b, id})](a), [SD({a → b, id})](g(a)))}〉}
∗
−→ρ {〈{f({〈[{a → b, id}](a)〉}, [SD({a → b, id})](g(a)))}〉}
∗
−→ρ {〈{f({{b, a}, [SD({a → b, id})](g(a)))}〉}
∗
−→ρ {〈{f({b, a}, 〈[{a → b, id}](g([SD({a → b, id})](a))))}〉}
∗
−→ρ {〈{f({b, a}, g({b, a}))}〉}
∗
−→ρ {f(b, g(b)), f(a, g(b)), f(b, g(a)), f(a, g(a))}
Nous pouvons remarquer que l'appliation [SD(r)](t) ne garantit pas que les appliations du
terme r aux sous-termes les plus profonds de t sont les premières à être réduites. Par exemple,
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puisque nous essayons d'appliquer les règles d'évaluation d'abord en tête, dans la rédution de
l'Exemple 4.5 nous obtenons, en appliquant la règle d'évaluation Fire,
[a→ b](f([SD({a→ b, id})](a), [SD({a → b, id})](g(a)))) −→F ire ∅
et non
[a→ b](f([SD({a→ b, id})](a), [SD({a → b, id})](g(a))))
∗
−→ρ [a→ b](f({b, a}, {g({b, a})}))
∗
−→ρ ∅
omme dans une rédution innermost.
L'inonvénient de la non-onuene dans le as de l'opérateur SDS a été éliminé en utilisant
l'opérateur 〈〉 dans la dénition de l'opérateur SD, mais nous n'avons pas enore obtenu le
omportement souhaité pour e type d'iterateur. Dans l'évaluation du terme [SD(r)](t), si une
des appliations du terme r à un sous-terme de t est évaluée en ∅ alors, et éhe est propagé et
l'ensemble vide est obtenu omme résultat de la rédution.
Si nous voulons garder inhangés les sous-termes de t tels que l'appliation de r mène à un
éhe nous pouvons utiliser le terme id soit de la même façon que dans l'Exemple 4.5, soit en
dénissant l'opérateur Gbu :
Gbu(r)
△
= f → (x→ [first(Ψ(f), id); first(r, id)](x))
De la même manière que dans les as préédents nous obtenons l'opérateur BottomUp :
BottomUp(r)
△
= [Θ](Gbu(r))
orrespondant à la desription présentée en début de ette setion.
Lemme 4.2 L'opérateur BottomUp dérivant l'appliation d'un terme à tous les sous-termes
d'un autre terme d'une manière bottom-up est exprimable dans le ρ1stT -alul.
Preuve : Il est faile de remarquer que pour l'appliation de l'opérateur BottomUp à une on-
stante c nous obtenons :
[BottomUp(r)](c)
∗
−→ρ {[first(r, id)](c)}
et don le résultat de l'appliation est soit ∅ si [r](c) mène à un éhe, soit le résultat de la
rédution de l'appliation [r](c) dans le as ontraire.
Pour un terme t = f(t1, . . . , tn) nous obtenons la rédution suivante :
[BottomUp(r)](t)
△
= [[Θ](Gbu(r))](t)
∗
−→ρ {[[Gbu(r)]([Θ](Gbu(r)))](t)}
△
= {[[Gbu(r)](BottomUp(r))](t)}
△
= {[[f → (x→ [first(Ψ(f), id); first(r, id)](x))](BottomUp(r))](t)}
∗
−→ρ {[{x→ [first(Ψ(BottomUp(r)), id); first(r, id)](x)}](t)}
∗
−→ρ {[first(Ψ(BottomUp(r)), id); first(r, id)](f(t1, . . . , tn))}
∗
−→ρ {[first(r, id)]([first(Ψ(BottomUp(r)), id)](f(t1, . . . , tn)))}
∗
−→ρ {[first(r, id)](〈[Ψ(BottomUp(r))](f(t1, . . . , tn)), [id](f(t1, . . . , tn))〉)}
∗
−→ρ {[first(r, id)](〈f([BottomUp(r)](t1), . . . , [BottomUp(r)](tn)), {f(t1, . . . , tn)}〉)}
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Grâe à l'utilisation de l'opérateur id dans la dénition de Gbu(r) et don de BottomUp(r),
l'appliation de BottomUp(r) à un terme ne mène jamais à un éhe. Ainsi, nous obtenons
pour le terme i-dessus la même rédution que pour le terme
{[first(r, id)](f([BottomUp(r)](t1), . . . , [BottomUp(r)](tn)))}
représentant l'appliation de r, ou de l'identité si l'appliation de r mène à un éhe, à tous
les sous-termes et ensuite au sommet du terme f(t1, . . . , tn). ✷
Exemple 4.6 L'appliation [BottomUp(a → b)](a) est réduite en {[first(a → b, id)](a)} et
don, en le terme {b}.
En onsidérant l'appliation de la règle de réériture a→ b au terme g(a) nous obtenons :
[BottomUp(a→ b)](g(a))
∗
−→ρ {[first(a→ b, id)](〈g([BottomUp(a → b)](a)), {g(a)}〉)}
∗
−→ρ {〈[a→ b](〈g([BottomUp(a→ b)](a)), {g(a)}〉), {〈g([BottomUp(a → b)](a)), {g(a)}〉}〉}
∗
−→ρ {〈[a→ b](〈g({b}), {g(a)}〉), {〈g([BottomUp(a → b)](a)), {g(a)}〉}〉}
∗
−→ρ {〈{[a→ b](g(b))}, {〈g([BottomUp(a → b)](a)), {g(a)}〉}〉}
∗
−→ρ {〈∅, {〈g([BottomUp(a → b)](a)), {g(a)}〉}〉}
∗
−→ρ {〈{〈g({b}), {g(a)}〉}〉}
∗
−→ρ {g(b)}
De la même façon nous obtenons :
[BottomUp(a→ b)](f(a, g(a)))
∗
−→ρ {f(b, g(b))}
Le résultat de ette dernière rédution n'est pas le même que elui obtenu dans l'Exemple 4.5
pour le même terme de départ, mais l'ensemble obtenu dans et exemple est inlus dans elui
obtenu dans l'Exemple 4.5.
Une rédution du type top-down peut être dénie de la même façon qu'une rédution bottom-
up. Nous introduisons un opérateur Gtd(r) :
Gtd(r)
△
= f → (x→ 〈[first(r, id); first(Ψ(f), id)](x)〉)
et nous obtenons immédiatement
TopDown(r)
△
= [Θ](Gtd(r)).
Lemme 4.3 L'opérateur TopDown dérivant l'appliation d'un terme à tous les sous-termes
d'un autre terme d'une manière top-down est exprimable dans le ρ1stT -alul.
4.5.2 Appliations singulières
En utilisant les opérateurs BottomUp et TopDown nous pouvons dérire l'appliation d'une
règle de réériture r à tous les sous-termes d'un autre terme t mais non la normalisation des
sous-termes et en partiulier du terme t par rapport à la règle r. Nous voulons don appliquer
une règle de réériture r jusqu'à e qu'elle ne soit plus appliable et ei peut être réalisé en
réitérant l'appliation des termes BottomUp(r) ou TopDown(r). Mais une telle approhe ne
permettrait pas la desription des stratégies de normalisation innermost ou outermost et nous
voulons don dénir des opérateurs plus ns dérivant l'appliation d'une règle de réériture à
un seul sous-terme et réitérer l'appliation de tels opérateurs.
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En utilisant l'opérateur Φ nous pouvons dénir des ρ-termes similaires à eux introduits dans
la setion préédente mais qui appliquent un terme donné à une seule position d'un terme d'une
manière bottom-up ou top-down.
Dans le as bottom-up nous introduisons un terme qui essaie l'appliation d'un terme r à tous
les arguments d'un terme donné et en as d'éhe applique le terme r en tête :
Hbu(r)
△
= f → (x→ [first(Φ(f), r)](x))
En utilisant e terme nous dénissons l'opérateur Oncebu :
Oncebu(r)
△
= [Θ](Hbu(r)).
Comme dans le as de l'opérateur SD, le terme [Oncebu(r)](t)
△
= [[Θ](Hbu(r))](t) peut mener
à des rédutions innies si auune stratégie n'est employée. La même stratégie que dans le as
préédent est susante pour assurer la terminaison et elle onsiste à appliquer les règles d'éval-
uation d'abord en tête d'un terme de la forme [u](v) et seulement si auune règle d'évaluation
n'est appliable à ette position, réduire les sous-termes v et u.
Lemme 4.4 L'opérateur Oncebu dérivant l'appliation d'un terme une fois d'une manière bottom-
up est exprimable dans le ρ1stT -alul.
Preuve : Nous pouvons remarquer que l'appliation d'un terme Oncebu(r) à une onstante mène
à une rédution :
[Oncebu(r)](c)
∗
−→ρ {〈[r](c)〉}.
et don le résultat de l'appliation est soit ∅ si [r](c) mène à un éhe, soit le résultat de la
rédution de l'appliation [r](c) dans le as ontraire.
La rédution suivante montre le omportement de l'appliation d'un terme t = f(t1, . . . , tn)
Oncebu(r) à un terme t = f(t1, . . . , tn) :
[Oncebu(r)](t)
△
= [[Θ](Hbu(r))](t)
∗
−→ρ {[[Hbu(r)]([Θ](Hbu(r)))](t)}
△
= {[[f → (x→ [first(Φ(f), r)](x))](Oncebu(r))](t)}
∗
−→ρ {[{x→ [first(Φ(Oncebu(r)), r)](x)}](t)}
∗
−→ρ {[first(Φ(Oncebu(r)), r)](f(t1, . . . , tn))}
∗
−→ρ {〈[Φ(Oncebu(r))](f(t1, . . . , tn)), [r](f(t1, . . . , tn))〉}
∗
−→ρ {〈〈f([Oncebu(r)](t1), . . . , tn), . . . , f(t1, . . . , [Oncebu(r)](tn))〉, [r](f(t1, . . . , tn))〉}
Si tous les termes f(t1, . . . , [Oncebu(r)](tk), . . . , tn), k = 1, . . . , n, sont réduits en l'ensemble
vide (l'appliation de Oncebu(r) à tout sous-terme ti est réduite en ∅) et [r](f(t1, . . . , tn))
est aussi réduit en l'ensemble vide, alors le dernier terme de la rédution i-dessus est réduit
en ∅. Cette situation orrespond à un terme t = f(t1, . . . , tn) tel que r n'est pas appliqué
ave suès (résultat diérent de ∅) à auun de ses sous-termes.
Si tous les termes f(t1, . . . , [Oncebu(r)](tk), . . . , tn), k = 1, . . . , n, sont réduits en l'ensemble
vide mais le terme [r](f(t1, . . . , tn)) n'est pas réduit en l'ensemble vide alors, le résultat de
la rédution est le même que pour le terme {[r](f(t1, . . . , tn))}.
Si un des termes ti est réduit en ∅ alors le résultat nal est évidemment ∅. Si auun
des termes ti n'est réduit en ∅ et s'il existe un terme [Oncebu(r)](tk) qui n'est pas ré-
duit en l'ensemble vide alors, nous obtenons le même résultat que pour la rédution de
{f(t1, . . . , [Oncebu(r)](tk), . . . , tn)} tel que pour tout i < k, [Oncebu(r)](ti)
∗
−→ρ ∅ et
[Oncebu(r)](tk) n'est pas réduit en ∅.
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Par onséquent, si p est la position la plus profonde et la plus à gauhe d'un terme los
du premier ordre t⌈u⌉p telle que l'appliation du terme r au terme u n'est pas réduite en ∅
alors, le terme [Oncebu(r)](t) est réduit en le même terme que t⌈[r](u)⌉p . S'il n'existe pas de
telle position p alors, le résultat est ∅. ✷
Exemple 4.7 L'appliation [Oncebu(a → b)](a) est réduite en {〈[(a → b)](a)〉} et don, en le
terme {b}.
L'appliation de la règle de réériture a→ b une fois à la position la plus profonde et la plus
à gauhe du terme f(a, g(a)) est représentée par le terme [Oncebu(a → b)](f(a, g(a))) ave la
rédution :
[Oncebu(a→ b)](f(a, g(a)))
∗
−→ρ {〈〈f([Oncebu(a→ b)](a), g(a)), f(a, [Oncebu(a→ b)](g(a)))〉, [a → b](f(a, g(a)))〉}
∗
−→ρ {〈〈f({b}, g(a)), f(a, [Oncebu(a→ b)](g(a)))〉, [a → b](f(a, g(a)))〉}
∗
−→ρ {〈{f(b, g(a))}, [a → b](f(a, g(a)))〉}
∗
−→ρ {f(b, g(a))}
Si nous voulons dénir un opérateur dérivant l'appliation d'un terme à une seule position
d'un autre terme d'une manière top-down alors nous pouvons utiliser le terme :
Htd(r)
△
= f → (x→ [first(r,Φ(f))](x))
et nous obtenons immédiatement l'opérateur Oncetd :
Oncetd(r)
△
= [Θ](Htd(r)).
Dans e as, l'appliation du terme r est essayée d'abord au sommet du terme t et dans le
as d'un éhe le terme r est appliqué plus profondément dans le terme t.
Lemme 4.5 L'opérateur Oncetd dérivant l'appliation d'un terme une fois d'une manière top-
down est exprimable dans le ρ1stT -alul.
4.6 Répétition et opérateur de normalisation
Dans les setions préédentes nous avons déni les opérateurs qui dérivent l'appliation (ave
suès) d'un terme à la position la plus profonde ou la plus haute d'un autre terme. Dans ette
setion nous voulons dénir un opérateur qui applique à plusieurs reprises un terme donné r à
un ρ-terme t.
D'abord, nous voulons dénir un opérateur dérivant l'appliation répétitive d'un ρ-terme
r au sommet d'un terme t, 'est-à-dire un terme orrespondant au ρ-terme [r; r; . . . ; r](t). En
remplaçant le terme r par un des termes d'appliation en profondeur dérits dans la setion
préédente (e.g. Oncebu ou Oncetd) nous obtenons un ρ-terme dérivant une proédure de nor-
malisation (e.g. innermost ou outermost).
Nous appelons repeat l'opérateur de répétition et son omportement peut être dérit par la
règle d'évaluation suivante :
Repeat [repeat(r)](t) =⇒ [repeat(r)]([r](t))
Nous pouvons utiliser l'opérateur de point xe Θ pour introduire le terme
I(r)
△
= f → (x→ [r; f ](x))
122 Chapitre 4. Réursivité dans le ρ-alul - le ρ1stT -alul
permettant la dénition de l'opérateur repeat :
repeat(r)
△
= [Θ](I(r)).
Cette approhe a deux inonvénients évidents. Premièrement, la terminaison de la rédution
n'est pas garantie même dans le as où la stratégie d'évaluation utilisée pour les opérateurs
préédents est utilisée. Lorsque la stratégie d'évaluation employée applique les règles d'évaluation
d'abord en tête d'une appliation [u](v) et puis au sous-terme gauhe u, nous n'obtenons pas
le résultat désiré. En utilisant ette stratégie rightmost outermost pour la rédution préédente,
nous obtenons :
[repeat(r)](t)
∗
−→ρ {[repeat(r)]([r](t))}
∗
−→ρ . . .
∗
−→ρ {[repeat(r)]([r]([r](. . . [r](t) . . .)))}
∗
−→ρ . . .
et don, la rédution est innie. Une méthode permettant de résoudre e problème onsiste à
évaluer d'abord l'argument v de l'appliation dans le as où les règles d'évaluation ne peuvent
pas être appliquées en tête de l'appliation [u](v).
Deuxièmement, quand la rédution termine, le résultat est toujours l'ensemble vide. Si à un
ertain point dans la rédution, l'appliation du terme r au terme t est réduite en l'ensemble
vide, alors, ∅ est stritement propagé et le terme [repeat(r)](t) est réduit ainsi en l'ensemble vide.
An de résoudre es problèmes, nous pouvons dénir un opérateur appelé repeat∗ ave un
omportement déni par les règles d'évaluation présentées dans la Figure 4.4.
Repeat∗′ [repeat∗(r)](t) =⇒ [repeat∗(r)]([r](t))
si [r](t) n'est pas évalué en ∅
Repeat∗′′ [repeat∗(r)](t) =⇒ t
si [r](t) est évalué en ∅
Fig. 4.4: L'opérateur repeat∗
Nous devons don dénir un opérateur similaire à repeat qui permet la mémorisation du
résultat préédent et eetue un retour arrière à la rédution de e terme si un éhe est obtenu
pour le terme ourant. Nous modions le terme I(r) qui devient
J(r)
△
= f → (x→ [first(r; f, id)](x))
et nous l'utilisons omme d'habitude pour la dénition de l'opérateur repeat∗(r)
repeat∗(r)
△
= [Θ](J(r))
Il ne faut pas oublier que la rédution d'une appliation [u](v) s'eetue en appliquant les
règles d'évaluation en tête, ensuite à son argument v et seulement après au terme u.
Lemme 4.6 L'opérateur repeat∗ dérivant l'appliation répétée d'un terme tant que le résultat
de l'appliation n'est pas ∅ est exprimable dans le ρ1stT -alul.
Preuve : Nous obtenons la rédution suivante pour l'appliation d'un terme repeat∗(r) à un
terme t :
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[repeat∗(r)](t)
△
= [[Θ](J(r))](t)
∗
−→ρ {[[J(r)]([Θ](J(r)))](t)}
△
= {[[f → (x→ [first(r; f, id)](x))](repeat∗(r))](t)}
∗
−→ρ {[{x→ [first(r; repeat∗(r), id)](x)}](t)}
∗
−→ρ {[first(r; repeat∗(r), id)](t)}
∗
−→ρ {〈[r; repeat∗(r)](t), [id](t)〉}
∗
−→ρ {〈[repeat∗(r)]([r](t)), [id](t)〉}
Si le terme [r](t) est réduit en l'ensemble vide alors, le terme [repeat∗(r)]([r](t)) est réduit
immédiatement en ∅ et don, pour la rédution préédente nous obtenons :
{〈[repeat∗(r)]([r](t)), [id](t)〉}
∗
−→ρ {〈[repeat∗(r)](∅), [id](t)〉}
∗
−→ρ {〈∅, [id](t)〉}
∗
−→ρ {〈[id](t)〉}
∗
−→ρ {〈{t}〉}
et si t
∗
−→ρ t
′
, ave t′ un terme los ne ontenant pas de radial alors, le résultat nal est
{t′}.
Nous onsidérons maintenant que le terme [r](t) est réduit en un terme {t′} diérent de ∅
et irrédutible. Dans e as nous obtenons la rédution :
{〈[repeat∗(r)]([r](t)), [id](t)〉}
∗
−→ρ {〈[repeat∗(r)]({t
′}), [id](t)〉}
∗
−→ρ {〈{[repeat∗(r)](t
′)}, [id](t)〉}
∗
−→ρ {〈{〈[repeat∗(r)]([r](t
′)), [id](t′)〉}, [id](t)〉}
et le résultat nal est soit un terme {t′′} tel que [repeat∗(r)]([r](t′))
∗
−→ρ{t
′′}, soit {t′} si
[r](t′)
∗
−→ρ ∅. ✷
Exemple 4.8 L'appliation répétitive des deux règles de réériture a→ b et b→ c à un terme a
est représentée par le ρ-terme [repeat∗({a→ b, b→ c})](a) et la rédution suivante est obtenue :
[repeat∗({a→ b, b→ c})](a)
∗
−→ρ {〈[repeat∗({a→ b, b→ c})]([{a → b, b→ c}](a)), [id](a)〉}
∗
−→ρ {〈[repeat∗({a→ b, b→ c})]({b}), [id](a)〉}
∗
−→ρ {〈{〈[repeat∗({a → b, b→ c})]([{a → b, b→ c}](b)), [id](b)〉}, [id](a)〉}
∗
−→ρ {〈{〈[repeat∗({a → b, b→ c})]({c}), [id](b)〉}, [id](a)〉}
∗
−→ρ {〈{〈{〈[repeat∗({a → b, b→ c})]([{a → b, b→ c}](c)), [id](c)〉}, [id](b)〉}, [id](a)〉}
∗
−→ρ {〈{〈{〈[repeat∗({a → b, b→ c})](∅), {c}〉}, [id](b)〉}, [id](a)〉}
∗
−→ρ {〈{〈{〈∅, {c}〉}, [id](b)〉}, [id](a)〉}
∗
−→ρ {〈{〈{c}, [id](b)〉}, [id](a)〉}
∗
−→ρ {〈{{c}}, [id](a)〉}
∗
−→ρ {c}
Si le terme r est un ensemble de règles de réériture non-onuentes alors nous obtenons un
ensemble ayant plusieurs éléments omme résultat de la rédution du terme [repeat∗(r)](t).
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Exemple 4.9 Si nous onsidérons l'ensemble de règles de réériture S = {a→ b, a→ c, b→ d}
alors, nous obtenons failement les rédutions [S](a)
∗
−→ρ {b, c}, [S](b)
∗
−→ρ {d},[S](c)
∗
−→ρ ∅,
[S](d)
∗
−→ρ ∅. Par onséquent, la rédution suivante est obtenue :
[repeat∗(S)](a)
△
= [repeat∗({a→ b, a→ c, b→ d})](a)
∗
−→ρ {〈[repeat∗(S)]([S](a)), [id](a)〉}
∗
−→ρ {〈[repeat∗(S)]({b, c}), [id](a)〉}
∗
−→ρ {〈{[repeat∗(S)](b), [repeat∗(S)](c)}, [id](a)〉}
∗
−→ρ {〈{{〈[repeat∗(S)]([S](b)), [id](b)〉}, {〈[repeat∗(S)]([S](c)), [id](c)〉}}, [id](a)〉}
∗
−→ρ {〈{{〈[repeat∗(S)]({d}), [id](b)〉}, {〈[repeat∗(S)](∅), [id](c)〉}}, [id](a)〉}
∗
−→ρ {〈{{〈{〈[repeat∗(S)]([S](d)), [id](d)〉}, [id](b)〉}, {〈∅, [id](c)〉}}, [id](a)〉}
∗
−→ρ {〈{{〈{〈[repeat∗(S)](∅), [id](d)〉}, [id](b)〉}, {〈[id](c)〉}}, [id](a)〉}
∗
−→ρ {〈{{〈{〈∅, [id](d)〉}, [id](b)〉}, {c}}, [id](a)〉}
∗
−→ρ {〈{{〈{d}, [id](b)〉}, {c}}, [id](a)〉}
∗
−→ρ {〈{d, c}, [id](a)〉}
∗
−→ρ {d, c}
En utilisant les opérateurs de répétition et d'appliation en profondeur présentés préédem-
ment nous pouvons dénir des stratégies spéiques de normalisation. Par exemple, la stratégie
innermost est représentée par le terme
im(r)
△
= repeat∗(Oncebu(r))
et la stratégie outermost par le terme
om(r)
△
= repeat∗(Oncetd(r)).
Corollaire 4.1 Les opérateurs im et om dérivant la normalisation de type innermost et outer-
most respetivement sont exprimables dans le ρ1stT -alul.
Nous avons maintenant tous les ingrédients néessaires pour représenter par un ρ-terme la
normalisation d'un terme t dans une théorie de réériture R. Le terme ξR dérit au début de e
hapitre peut être déni par un des ρ-termes im(R) ou om(R) et don, nous pouvons représenter
la normalisation d'un terme u dans une théorie de réériture R par les ρ-termes
ξR(u)
△
= [im(R)](u)
ou
ξR(u)
△
= [om(R)](u).
Exemple 4.10 Si nous notons l'ensemble de règles de réériture {a→ b, f(x, g(x))→ x} par R,
nous représentons par [im(R)](f(a, g(a))) la normalisation du terme f(a, g(a)) dans une théorie
de réériture ontenant les deux règles et la rédution suivante est obtenue :
[im(R)](f(a, g(a)))
△
= [repeat∗(Oncebu(R))](f(a, g(a)))
∗
−→ρ {〈[repeat∗(Oncebu(R))]([Oncebu(R)](f(a, g(a)))), [id](f(a, g(a)))〉}
∗
−→ρ {〈[repeat∗(Oncebu(R))]({f(b, g(a))}), [id](f(a, g(a)))〉}
∗
−→ρ {〈{[repeat∗(Oncebu(R))](f(b, g(a)))}, [id](f(a, g(a)))〉}
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∗
−→ρ {〈{{〈[repeat∗(Oncebu(R))]([Oncebu(R)](f(b, g(a)))),
[id](f(b, g(a)))〉}}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈[repeat∗(Oncebu(R))]({f(b, g(b))}),
[id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈{〈{[repeat∗(Oncebu(R))]([Oncebu(R)](f(b, g(b))))},
[id](f(b, g(b)))〉}, [id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈{〈{[repeat∗(Oncebu(R))]({b})},
[id](f(b, g(b)))〉}, [id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈{〈{〈[repeat∗(Oncebu(R))]([Oncebu(R)](b)), [id](b)〉,
[id](f(b, g(b)))〉}, [id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈{〈{〈[repeat∗(Oncebu(R))](∅), [id](b)〉,
[id](f(b, g(b)))〉}, [id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈{〈{〈∅, [id](b)〉,
[id](f(b, g(b)))〉}, [id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈{〈{{{b}}}, [id](f(b, g(b)))〉}, [id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{〈{{b}}, [id](f(b, g(a)))〉}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{{b}}, [id](f(a, g(a)))〉}
∗
−→ρ {〈{b}, [id](f(a, g(a)))〉}
∗
−→ρ {b}
Etant donné un terme u, si la théorie de réériture R n'est pas onuente alors le résultat
de la rédution du terme [im(R)](u) est un ensemble représentant les résultats possibles de la
rédution du terme u dans la théorie de réériture R.
Exemple 4.11 Nous onsidérons l'ensemble R = {a → b, a → c, f(x, x) → x} de règles de
réériture non-onuentes. Le terme [im(R)](f(a, a)) représentant la normalisation innermost du
terme f(a, a) par rapport à l'ensemble de règles de réériture R est réduit en {b, f(c, b), f(b, c), c}.
Le terme [om(R)](f(a, a)) représentant la normalisation outermost est réduit en {b, c}.
Conlusion
Nous avons déni dans e hapitre plusieurs opérateurs dérivant prinipalement l'appliation
d'un terme à une position donnée d'un autre terme. Nous pouvons dérire failement l'appliation
d'un terme aux sous-termes d'un autre terme en utilisant uniquement les opérateurs du ρ-alul
de base mais si nous voulons appliquer un terme seulement si ei ne mène pas à un éhe alors
nous devons utiliser les opérateurs du ρ1st-alul.
Ces opérateurs nous permettent de tester l'éhe d'une rédution et en utilisant ette failité
nous pouvons appliquer uniquement les termes ne menant pas à un éhe. An de desendre dans
la profondeur du terme t nous utilisons un ρ-terme orrespondant au ombinateur de point xe
de Turing du λ-alul. Cet opérateur nous permet aussi de dérire l'appliation répétitive d'un
ρ-terme donné.
En ombinant es opérateurs nous pouvons dérire d'une manière onise la normalisation
d'un terme par rapport à une théorie de réériture. Nous n'imposons pas la terminaison ou
la onuene de l'ensemble de règles de réériture mais dans es as nous pouvons obtenir des
ρ-rédutions non-terminantes ou menant à un ensemble ayant plusieurs éléments. En utilisant les
opérateurs du ρ1st-alul nous allons donner une desription des règles et stratégies du langage
ELAN [Bor98, BKK98℄. La même approhe peut être utilisée pour d'autres langages basés sur
la réériture omme ASF+SDF [Deu96℄, CafeOBJ [FN97℄, Maude [CELM96℄, ML [Mil84℄ ou
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Stratego [Vis99℄ mais également pour des démonstrateurs de théorèmes utilisant la réériture
omme par exemple Coq [BBC
+
97℄ ou HOL [GM93℄.
Chapitre 5
L'expressivité du ρ-alul
La syntaxe du ρ-alul général nous permet la représentation des abstrations du λ-alul
[Bar84℄ et des règles de réériture utilisées en logique de réériture. Dans ette setion nous
analysons la orrespondane entre la rédution d'un terme du premier ordre par rapport à un
ensemble de règles de réériture ([DJ90, Klo90, BN98℄) et la rédution du ρ-terme orrespondant.
Nous présentons aussi des fontions de tradution entre les λ-termes et les ρ-termes et nous
montrons que des rédutions similaires sont obtenues dans les deux as.
La représentation des λ-termes et des rédutions sous-jaentes est réalisée en onsidérant une
restrition de la syntaxe et des règles d'évaluation du ρ-alul. Les rédutions des termes par
rapport à un système de réériture sont représentées par des ρ-termes onstruits, soit en utilisant
les termes de preuve des rédutions dans la réériture, soit en utilisant seulement les règles de
réériture et les opérateurs du ρ1stT -alul.
En partant de la représentation des règles de réériture onditionnelles, nous utilisons le
ρ-alul pour donner une sémantique opérationnelle aux règles et stratégies du langage ELAN
dont une desription est donnée dans [Bor98℄ et une sémantique du point de vue fontionnelle
est présentée dans [BKK98℄. La représentation d'un programme ELAN par un ρ-terme nous
permet de mieux omprendre le omportement des onstrutions du langage et partiulièrement
le traitement du non-déterminisme.
5.1 Expression du λ-alul en ρ-alul
Nous analysons d'abord l'enodage du λ-alul pur [HS86℄ où les λ-termes sont onstruits
en utilisant seulement les variables, l'opérateur d'abstration et l'opérateur d'appliation (f.
Setion 1.3.1) et ensuite nous adaptons et enodage au as du λ-alul appliqué.
5.1.1 Expression du λ-alul pur
Nous onsidérons une restrition de l'ensemble ̺(F ,X ) de ρ-termes noté ̺λ(F ,X ) et dénie
indutivement par :
ρλ-termes t : := x | {t} | [t](t) | x→ t
ou x ∈ X .
Par rapport à la syntaxe du ρ-alul général, les règles de réériture du ρλ-alul sont re-
streintes à des règles ave une variable en tant que membre gauhe. En plus, les ensembles sont
toujours des singletons.
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Dénition 5.1 Etant donné un ensemble de variables X , nous appelons ρλ-alul l'instane du
ρ-alul déni par :
 l'ensemble de termes ̺λ(F ,X ),
 l'appliation (d'ordre supérieur) de substitution aux termes,
 la théorie ∅ (ltrage syntaxique),
 l'ensemble de règles d'évaluation Eλ : Fire,Congruence, Congruence_fail, Distrib, Batch,
SwitchL, SwitchR, OpOnSet, Flat,
 la stratégie d'évaluation NONE qui n'impose auune restrition sur l'appliation des règles
d'évaluation.
En raison des restritions de syntaxe que nous venons d'imposer, les règles d'évaluation du
ρλ-alul peuvent être spéialisées en elles dérites dans la Figure 5.1.
Fireλ [x→ r](t) =⇒ {〈x/t〉r}
Distribλ [{u}](v) =⇒ {[u](v)}
Batchλ [v]({u}) =⇒ {[v](u)}
Switchλ x→ {v} =⇒ {x→ v}
Flatλ {{v}} =⇒ {v}
Fig. 5.1: Les règles d'évaluation du ρλ-alul
La règle d'évaluation Fireλ initialise, dans le ρλ-alul, (omme la règle β dans le λ-alul)
l'appliation d'une substitution sur un terme. Une onséquene immédiate de la syntaxe restreinte
imposée pour les termes de ̺λ(F ,X ) est que le ltrage eetué dans la règle d'évaluation Fireλ
réussit toujours et la solution de l'équation de ltrage qui est néessairement de la forme x≪?∅ t
est simplement Solution(x≪?∅ t) = {〈x/t〉}.
Puisque le membre gauhe d'une règle de réériture est toujours une variable, la règle d'éval-
uation SwitchL n'est pas néessaire et puisque nous n'utilisons pas des symboles de fontions,
les règles Congruence et Congruence_fail ainsi que la règle OpOnSet ne sont jamais utilisées.
Dans le ρλ-alul nous aurions pu ajouter une règle d'évaluation éliminant tous les sym-
boles d'ensemble. Mais dès que l'éhe, représenté par l'ensemble vide, et le non-déterminisme,
représenté par des ensembles ayant plus d'un élément, sont introduits, une telle règle d'évaluation
ne serait plus signiative.
La onuene du λ-alul est obtenu indépendamment de la stratégie de rédution et nous
voudrions obtenir le même résultat pour sa ρ-représentation. An d'assurer la onuene du
ρλ-alul nous devons utiliser la stratégie d'évaluation ConfStrat dénie dans la Setion 3.3.3
pour le ρ∅-alul. Cette stratégie permet la rédution d'un terme de la forme [l→ r](t) seulement
si :
 le terme l est linéaire,
 le terme l subsume faiblement le terme t et,
 le terme t ne ontient auun ensemble ayant plus d'un élément et auun ensemble vide et,
 le terme t ne ontient pas de sous-terme de la forme [u](v) où u n'est pas une règle de
réériture et,
 pour tout sous-terme [u→ w](v) de t, u subsume v.
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Nous voulons déterminer maintenant quelles sont les onditions satisfaites impliitement par
les termes de ̺λ(F ,X ) et quelles sont les onditions que nous devons toujours imposer pour
garantir la onuene du ρλ-alul.
La ondition interdisant les termes de la forme [u](v) dans le terme t si u n'est pas une règle
de réériture est imposée dans le seul but de ne pas permettre des termes rédutibles en ∅ dans
l'argument t de l'appliation. Par exemple, dans le ρ∅-alul un sous-terme [a](b), ave a, b des
onstantes, est réduit en ∅ par la règle d'évaluation Congruence_fail et si nous supposons une
propagation strite de l'éhe alors le terme t est réduit en ∅.
Il est évident que dans ̺λ(F ,X ) il existe des termes de la forme [u](v) où u n'est pas une
règle de réériture, mais les symboles de tête de u et v ne sont pas fontionnels et don, un éhe
ne peut pas être obtenu à ause d'une appliation de la forme [u](v) ave u, v ayant des symboles
de tête fontionnels diérents.
Proposition 5.1 Le ρλ-alul est onuent.
Preuve : Les preuves de onuene de la Setion 3.3 peuvent être failement adaptées pour
montrer que le ρλ-alul est onuent si les règles d'évaluation sont guidées par une stratégie
permettant la rédution d'un terme de la forme [l→ r](t) seulement si :
 le terme l est linéaire et,
 le terme l subsume faiblement le terme t et,
 le terme t ne ontient auun ensemble ayant plus d'un élément et auun ensemble vide
et,
 pour tout sous-terme [u→ w](v) de t, u subsume v.
Nous montrons que toutes les onditions imposées dans la stratégie préédente sont satis-
faites par tous les termes du ̺λ(F ,X ).
Tous les membres gauhes des règles de réériture du ρλ-alul sont des variables et don,
ils sont linéaires. Puisque une variable subsume et don subsume faiblement tout terme, la
deuxième et la dernière ondition sont satisfaites aussi pour tout terme de ̺λ(F ,X ). La
troisième ondition est trivialement vraie grâe à la onstrution des termes du ρλ-alul.
Toutes les onditions imposées dans la stratégie i-dessus sont don impliitement satisfaites
dans le ρλ-alul permettant ainsi l'appliation de la règle d'évaluation Fireλ à tout terme
de la forme [u](v). Cette stratégie est don équivalente à la stratégie NONE dans le as
du ρλ-alul et par onséquent, nous pouvons onlure que le ρλ-alul est onuent quelle
que soit la stratégie d'évaluation utilisée. ✷
Maintenant nous pouvons noter que tout λ-terme peut être représenté par un ρ-terme. La
fontion ϕ dérivant la orrespondane entre les termes représentés dans la syntaxe du λ-alul
et les termes représentés dans la syntaxe du ρλ-alul est dénie par les règles de transformation
suivantes :
ϕ(x) ❀ x, si x est une variable
ϕ(λx.t) ❀ x→ ϕ(t)
ϕ(t u) ❀ [ϕ(t)](ϕ(u))
Une fontion de tradution similaire peut être employée pour transformer les termes représen-
tés dans la syntaxe du ρλ-alul en des termes représentés dans la syntaxe du λ-alul :
δ(x) ❀ x, si x est une variable
δ({t}) ❀ δ(t)
δ(x→ t) ❀ λx.δ(t)
δ([t](u)) ❀ δ(t) δ(u)
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Les rédutions dans le λ-alul et dans le ρλ-alul sont équivalentes modulo les notations
pour l'appliation et l'abstration et la gestion des ensembles :
Proposition 5.2 Etant donnés deux λ-termes t et t′. Si t −→β t
′
alors ϕ(t)
∗
−→ρλ {ϕ(t
′)}.
Etant donnés deux ρλ-termes u et u
′
. Si u −→ρλ u
′
alors δ(u)
∗
−→β δ(u
′).
Preuve : Nous utilisons une indution struturelle sur le terme t :
 Si t est une variable x, alors t′ = x et ϕ(t) = ϕ(t′) = x.
 Si t = λx.u alors t′ = λx.u′ ave u −→β u
′
et nous avons ϕ(t) = x → ϕ(u). Par
indution, nous avons ϕ(u)
∗
−→ρλ {ϕ(u
′)}, et don
ϕ(t) = x→ ϕ(u)
∗
−→ρλ x→ {ϕ(u
′)} −→Switchλ
{x→ ϕ(u′)} = {ϕ(t′)}
 Si t = (u v) alors nous avons soit t′ = (u′ v) ave u −→β u
′
, soit t′ = (u v′) ave
v −→β v
′
, soit t = λx.u v et t′ = 〈x/v〉u.
Dans le premier as, en appliquant l'indution nous obtenons
ϕ(t) = [ϕ(u)](ϕ(v))
∗
−→ρλ [{ϕ(u
′)}](ϕ(v)) −→Distribλ
{[ϕ(u′)](ϕ(v))} = {ϕ(t′)}.
Le deuxième as est similaire :
ϕ(t) = [ϕ(u)](ϕ(v))
∗
−→ρλ [{ϕ(u)}](ϕ(v
′)) −→Distribλ
{[ϕ(u)](ϕ(v′))} = {ϕ(t′)}.
Dans le troisième as ϕ(t) = [x→ ϕ(u)](ϕ(v)) et
ϕ(t) = [x→ ϕ(u)](ϕ(v)) −→F ireλ {〈x/ϕ(v)〉ϕ(u)} = ϕ(〈x/v〉u) = ϕ(t
′).
Puisque l'appliation de la substitution est similaire dans le λ-alul et le ρ-alul,
nous obtenons, en utilisant la dénition de la fontion ϕ, ϕ(〈x/v〉u) = 〈x/ϕ(v)〉ϕ(u)
et don, la propriété est vériée.
Puisque dans le ρλ-alul nous n'avons que des singletons et la transformation δ seulement
enlève les symboles d'ensemble, alors l'appliation d'une des règles d'évaluation Distribλ,
Batchλ, Switchλ et Flatλ orrespond à l'identité dans le λ-alul.
 Si t = [{u}](v) alors nous avons t −→Distribλ {[u](v)}. Comme δ([{u}](v)) = δ(u) δ(v)
et δ({[u](v)}) = δ(u) δ(v), la propriété est vériée.
 Si t = [x→ u](v) alors t −→F ireλ {〈x/v〉u}. Nous avons
δ(t) = λx.δ(u) δ(v) −→β 〈x/δ(v)〉δ(u)} = δ(〈x/v〉u) = δ(t
′).
Les autres as sont très similaires au premier as ou à leurs orrespondants de la première
partie. ✷
Exemple 5.1 Nous onsidérons les trois ombinateurs I = λx.x,K = λxy.x et S = λxyz.xz(yz)
et leur représentation dans le ρ-alul :
 Iρ = x→ x,
 Kρ = x→ (y → x),
 Sρ = x→ (y → (z → [[x](z)]([y](z)))).
et nous vérions qu'à l'égalité SKK = I orrespond une ρλ-rédution [[Sρ](Kρ)](Kρ)
∗
−→ρλ {Iρ} :
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[[Sρ](Kρ)](Kρ) = [[x→ (y → (z → [[x](z)]([y](z))))](x → (y → x))](x→ (y → x)) −→ρλ
[{y → (z → [[x→ (y → x)](z)]([y](z)))}](x → (y → x)) −→ρλ
{[y → (z → [[x→ (y → x)](z)]([y](z)))](x → (y → x))} −→ρλ
{[y → (z → [{y → z}]([y](z)))](x → (y → x))} −→ρλ
{{[y → (z → [y → z]([y](z)))](x → (y → x))}} −→ρλ
{{[y → (z → {z})](x→ (y → x))}} −→ρλ
{{{[y → (z → z)](x→ (y → x))}}} −→ρλ
{{{{z → z}}}} −→ρλ
{z → z} = {Iρ}
5.1.2 Expression du λ-alul ave symboles de fontions
Dans la setion préédente nous avons onsidéré la syntaxe du λ-alul pur mais si nous
voulons analyser le as du λ-alul appliqué alors, les onstantes doivent être onsidérées. Nous
allons analyser par la suite le as plus général où les symboles de fontions sont non seulement
des onstantes mais aussi des symboles de fontions d'une arité non-nulle. Nous obtenons ainsi
un ensemble de termes ̺aλ(F ,X ) déni par la syntaxe :
ρaλ-termes t : := x | {t} | f(t, . . . , t) | [t](t) | x→ t
ou x ∈ X et f ∈ F .
Nous onsidérons ette fois-i une instane du ρ-alul, appelé ρaλ-alul, ne ontenant pas les
règles d'évaluation Congruence et Congruence_fail. Ainsi, les règles d'évaluation du ρaλ-alul
sont elles de la Figure 5.1 et la règle d'évaluation OpOnSet spéialisée pour des singletons :
OpOnSetλ f(v1, . . . , {u}, . . . , vn) =⇒ {f(v1, . . . , u, . . . , vn)}
Puisque nous avons préisé expliitement que les règles Congruence et Congruence_fail ne
sont pas utilisées dans le ρaλ-alul alors nous obtenons le même résultat de onuene que dans
le as du ρλ-alul.
Proposition 5.3 Le ρaλ-alul est onuent.
Les fontions de translation sont omplétées pour prendre en ompte la syntaxe du ρaλ-alul
et nous ajoutons don les règles de transformation suivantes :
ϕ(f(u1, . . . , un)) ❀ f(ϕ(u1), . . . , ϕ(un))
et
δ(f(u1, . . . , un)) ❀ f(δ(u1), . . . , δ(un))
Les rédutions dans le λ-alul appliqué et dans le ρaλ-alul sont équivalentes modulo la
syntaxe des deux aluls :
Proposition 5.4 Etant donnés deux λ-termes t et t′. Si t −→β t
′
alors ϕ(t)
∗
−→ρa
λ
{ϕ(t′)}.
Etant donnés deux ρλ-termes u et u
′
. Si u −→ρa
λ
u′ alors δ(u)
∗
−→β δ(u
′).
Preuve : Nous utilisons une indution struturelle sur le terme t. Les as où t est une variable,
une abstration ou une appliation sont traités de la même manière que pour le ρλ-alul.
Nous devons don analyser le as d'un terme fontionnel :
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 Si t = f(u1, . . . , un) alors nous avons t
′ = f(u1, . . . , u
′
k, . . . , un) ave uk −→β u
′
k et
ϕ(t) = f(ϕ(u1), . . . , ϕ(uk), . . . , ϕ(un)). Par indution, ϕ(uk)
∗
−→ρa
λ
{ϕ(u′k)}, et don,
nous obtenons la rédution ϕ(t)
∗
−→ρa
λ
f(ϕ(u1), . . . , {ϕ(u
′
k)}, . . . , ϕ(un)) −→OpOnSetλ
{f(ϕ(u1), . . . , ϕ(u
′
k), . . . , ϕ(un))}. Comme ϕ(t
′) = f(ϕ(u1), . . . , ϕ(u
′
k), . . . , ϕ(un)) alors
la propriété est vériée.
Le as de la transformation inverse est similaire. ✷
5.2 Expression de la réériture de termes en ρ-alul
Nous onsidérons d'abord le as des règles de réériture de la forme (l → r) ave l, r ∈ TF (X )
ave une tradution direte dans des ρ-règles de réériture. Nous ajoutons ensuite des onditions
et nous obtenons des règles de réériture onditionnelles de la forme (l→ r si c). Dans les deux
as nous pouvons onstruire à partir des dérivations d'un terme t dans un système de réériture
un ρ-terme tρ ave une ρ-rédution similaire à elle de t dans la réériture. An de onstruire
le ρ-terme approprié, sans onnaître a priori les dérivations dans la théorie de réériture, nous
utilisons les opérateurs de normalisation du ρ1stT -alul.
5.2.1 Expression de la réériture non-onditionnelle
Dans ette setion nous dérivons la orrespondane entre les dérivations d'un terme t dans
une théorie de réériture TR = (X ,F , E ,L,R) [Mes92℄ et les rédutions d'un ρ-terme tρ onstruit
à partir du terme u et de l'ensemble de règles de réériture R. Nous onsidérons que la réériture
est eetuée modulo une théorie vide (E = ∅) mais les résultats peuvent être étendus sans
diulté à une théorie équationnelle.
Les membres gauhes des règles de réériture l→ r du ρ∅-alul sont des termes du premier
ordre (l ∈ TF(X )) et don, les règles de R sont trivialement traduites dans le ρ∅-alul.
Nous voulons montrer que pour toute dérivation dans une théorie de réériture, une rédution
orrespondante peut être trouvée dans le ρ∅-alul. Si nous onsidérons qu'un sous-terme w d'un
terme t est réduit en w′ en appliquant la règle de réériture (l→ r) et don,
t⌈w⌉p −→R t⌈w′⌉p
alors, nous pouvons onstruire immédiatement le ρ-terme t⌈[l→r](w)⌉p ave la rédution :
t⌈[l→r](w)⌉p −→ρ t⌈{w′}⌉p
∗
−→ρ {t⌈w′⌉p}.
La méthode i-dessus de onstrution du ρ-terme ave une ρ-rédution similaire à elle du
terme t par rapport à la règle l → r est très faile mais permet seulement de trouver la or-
respondane pour un pas de réériture. Cette représentation est diilement étendue pour un
nombre quelonque de pas de rédution par rapport à un ensemble de règles de réériture et une
méthode systématique pour la onstrution du ρ-terme orrespondant est souhaitable.
Proposition 5.5 Etant donnés une théorie de réériture TR et deux termes los du premier
ordre t, t′ ∈ TF tels que t
∗
−→R t
′
. Alors, il existe des ρ-termes u1, . . . , un onstruits en utilisant
les règles de réériture de R et les termes intermédiaires utilisés dans la dérivation t
∗
−→R t
′
tels
que nous ayons [un](. . . [u1](t) . . .)
∗
−→ρ∅ {t
′}.
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Preuve : Nous utilisons une indution sur la longueur de la dérivation t
∗
−→R t
′
.
Le as de base : t
0
−→R t (dérivation en 0 étapes)
Nous avons immédiatement [id](t)
0
−→ρ∅ {t}.
Indution : t
n
−→R t
′
(dérivation en n étapes)
Nous onsidérons que la règle de réériture l → r est appliquée à la position p du terme
t′⌈w⌉p obtenu après n− 1 étapes de rédutions :
t
n−1
−→R t
′
⌈w⌉p
−→l→r,p t
′
⌈θr⌉p
où θ est la gree telle que θl = w.
Par indution il existe des ρ-termes u1, . . . , un−1 tels que [un−1](. . . [u1](t) . . .)
∗
−→ρ∅ {t
′
⌈w⌉p
}.
Nous onsidérons le ρ-terme un = t
′
⌈l→r⌉p
et nous obtenons la rédution :
[un](. . . [u1](t) . . .)
∗
−→ρ∅ [t
′
⌈l→r⌉p
]({t′⌈w⌉p}) −→Batch {[t
′
⌈l→r⌉p
](t′⌈w⌉p)}
∗
−→Congruence
{{t′⌈[l→r](w)⌉p}} −→F ire {{t
′
⌈{θ′r}⌉p
}}
∗
−→OpOnSet {{{t
′
⌈θ′r⌉p
}}}
∗
−→F lat {t
′
⌈θ′r⌉p
}
où la substitution θ′ est telle que {θ′} = Solution(l≪?∅ w).
Puisque θ = θ′ et que dans e as la substitution et la gree sont identiques (r ne ontient
pas de règle de réériture), nous obtenons t′⌈θ′r⌉p = t
′
⌈θr⌉p
. ✷
Jusqu'à maintenant nous avons utilisé la règle d'évaluation Congruence pour obtenir la
ρ-rédution
[tn⌈ln→rn⌉pn
](. . . [t2⌈l2→r2⌉p2
]([t1⌈l1→r1⌉p1
](t)) . . .)
∗
−→ρ {t
′}
orrespondant à une dérivation
t = t1⌈w1⌉p1
−→l1→r1,p1 t
2
⌈w2⌉p2
−→l2→r2,p2 . . . t
n−1
⌈wn−1⌉pn−1
−→ln→rn,pn t
n
⌈wn⌉pn
= t′
Dans la Setion 2.6 nous avons montré que à toute ρ-rédution d'un terme u impliquant
l'utilisation de la règle d'évaluation Congruence nous pouvons faire orrespondre la rédution
d'un terme u′, onstruit à partir du terme u, telle que la règle d'évaluation Fire est utilisée à la
plae de la règle d'évaluation Congruence. En appliquant ette méthode, la dérivation i-dessus
s'exprime par :
[tn⌈ln⌉pn
→ tn⌈rn⌉pn
](. . . ([t1⌈l1⌉p1
→ t1⌈r1⌉p1
](t)) . . .)
∗
−→ρ {t
′}
mais dans e as les rédutions sont eetuées en utilisant la règle d'évaluation Fire au lieu de
la règle Congruence.
Nous pouvons remarquer que les termes ui de la Proposition 5.5 sont similaires aux termes
de preuve utilisés en logique de réériture (Setion 1.2.3). En eet, les ρ-termes sont une général-
isation des termes de preuve de la logique de réériture. Considérons la fontion suivante de
transformation de termes de preuve en des ρ-termes :
ϕ(f(π1, . . . , πn)) ❀ f(ϕ(π1), . . . , ϕ(πn))
ϕ(ℓ(π1, . . . , πn)) ❀ l(ϕ(π1), . . . , ϕ(πn)); l(x1, . . . , xn)→ r(x1, . . . , xn)
si [ℓ(x1, . . . , xn)]l(x1, . . . , xn)→ r(x1, . . . , xn) ∈ R
ϕ(π1;π2) ❀ ϕ(π1);ϕ(π2)
134 Chapitre 5. L'expressivité du ρ-alul
où le ρ-opérateur  ; dérit dans la Setion 4.2 représente l'appliation suessive de deux
ρ-termes. Une simple vériation permet de s'assurer que pour un séquent π : t → t′ obtenu
dans une théorie de réériture nous obtenons une ρ-rédution :
[ϕ(π)](t)
∗
−→ρ {t
′}
Cei nous permet d'obtenir une seonde preuve de la Proposition 5.5 en passant par les termes
de preuve de la logique de réériture. Nous pouvons don onstruire de plusieurs manières un
ρ-terme dérivant la rédution d'un terme los du premier ordre par rapport à un ensemble de
règles de réériture.
Reherhe de dérivation
Ce que nous obtenons ii est un enodage en ρ-alul d'une dérivation de la réériture. Il est
souvent plus intéressant de trouver une telle dérivation. Nous nous intéressons don maintenant
à l'élaboration d'une méthode permettant la onstrution du ρ-terme ayant la même rédution
qu'un terme t par rapport à un ensemble de règles de réériture mais sans onnaître les pas
intermédiaires de la dérivation de t.
Dans le Chapitre 4 nous avons introduit le ρ1stT -alul et des opérateurs permettant la dé-
nitions des stratégies de normalisation de type innermost et outermost
2
. Nous allons utiliser es
stratégies pour obtenir une représentation onise des rédutions par rapport à un ensemble de
règles de réériture, qui est onsidéré omme un paramètre de la stratégie.
Proposition 5.6 Etant donnés une théorie de réériture TR et deux termes los du premier ordre
t, t↓∈ TF tels que t est normalisé en t↓ par rapport à l'ensemble de règles R. Alors, [im(R)](t)
est ρ-réduit en un ensemble ontenant le terme t↓.
Preuve : Par indution sur le nombre d'étapes de dérivation du terme t. Pour le as de base il
sut de remarquer que si t = t↓ alors [im(R)](t)
∗
−→ρ∅ {t}. Les autres as sont obtenus en
utilisant la onstrution du ρ-terme im(R). ✷
On doit noter que pour une dérivation de type innermost par rapport à l'ensemble de règles
de réériture R, t
∗
−→R t
′
, le ρ-terme [im(R)](t) est réduit en un ρ-terme ave un sous-terme
[im(R)](t′).
Exemple 5.2 Etant donné un ensemble de règles de réériture R = {(x = x) → True, b → a}.
En utilisant les règles de R, le terme a = b est réduit en True et en partant de ette rédution,
nous pouvons onstruire des ρ-termes omme, par exemple,
[(x = x)→ True](a = [b→ a](b))
ou
[(x = x)→ True]([a = (b→ a)](a = b))
ou
[(x = x)→ True]([(a = b)→ (b = b)](a = b))
qui sont réduits en {True} dans le ρ∅-alul. En utilisant l'opérateur de normalisation im nous
pouvons dénir le terme
[im({(x = x)→ True, b→ a})](a = b)
qui est réduit en {True} dans le ρ1stT -alul.
2
les deux opérateurs im et om sont dénis dans la Setion 4.6
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Puisque dans e as nous pouvons obtenir des ensembles vide dus à un éhe de ltrage ou
des ensembles ayant plus d'un élément si l'approhe est étendue pour un ltrage non-unitaire,
des stratégies d'évaluation spéiques, omme elles présentées dans le Chapitre 3, doivent être
utilisées an d'obtenir la onuene des rédutions de tout ρ-terme.
5.2.2 Expression de la réériture onditionnelle
Dans la setion préédente nous avons montré que toute dérivation d'un terme par rap-
port à un ensemble de règles de réériture peut être dérite par une rédution dans le ρ-alul.
Maintenant, nous analysons la possibilité d'étendre e résultat dans le as de la réériture on-
ditionnelle.
Nous pouvons utiliser la même approhe que pour la représentation des dérivations dans
la réériture non-onditionnelle mais les ρ-termes employés an de dérire une rédution util-
isant des règles onditionnelles deviennent très ompliqués. Alternativement, une représentation
onise de la normalisation des onditions peut être obtenue en utilisant les opérateurs de nor-
malisation im et om présentés dans la Setion 4.6 et déjà utilisés dans la setion préédente.
Nous rappelons que les règles de réériture onditionnelles dénies dans la Setion 1.2 sont de
la forme (l→ r si c) ave les termes du premier ordre l, r, c ∈ TF (X ) tels que Var(r)∪Var(c) ⊆
Var(l). Etant donné un ensemble R de règles de réériture onditionnelles, l'appliation d'une
règle (l → r si c) à un terme t onsiste à trouver une substitution σ telle que σl = t, vérier la
validité de σc et remplaer t par σr.
Dans le as d'un système de réériture onditionnel normal [DO90℄, la vériation de la
validité de la ondition est un proessus de normalisation et la diulté prinipale dans la
représentation d'un tel système réside dans le fait que la relation de rédution est réursivement
appliquée an d'évaluer les onditions d'une règle de réériture onditionnelle.
Nous onsidérons les termes c et u et une gree θ tels que θc est normalisé par rapport à
un ensemble R de règles de réériture en u. Si c est une ondition booléenne et l'ensemble R
est omplètement déni sur les booléens ([BR95℄) alors le terme u doit être une des onstantes
True ou False. Nous supposons qu'il existe un ρ-terme cρ onstruit à partir de c et tel que θcρ
est ρ-réduit en {u}. La règle de réériture onditionnelle (l → r si c) est alors représentée par le
ρ-terme :
l → [{True→ r, False→ ∅}](cρ)
ou par le ρ-terme suivant qui est plus simple, mais peut-être moins suggestif :
l→ [True→ r](cρ).
L'utilisation de la règle d'évaluation Fire pour l'appliation des deux termes préédents à
un terme t mène aux termes {[{True → θr, False → ∅}](θcρ)} et respetivement {[True →
θr](θcρ)} où θ représente la gree obtenue en ltrant les termes l et t. Dans le as où θcρ est
ρ-réduit en {False}, dans le deuxième terme le ltrage éhoue et le résultat de l'appliation est,
omme dans le premier as, l'ensemble vide. Quand θcρ est réduit en {True} le résultat de la
rédution est lairement θr dans les deux as.
En utilisant la représentation i-dessus, nous étendons la Proposition 5.5 et nous montrons
que toute dérivation dans une théorie de réériture onditionnelle est représentable par un ρ-
terme approprié :
Proposition 5.7 Etant donnés une théorie de réériture onditionnelle TR et deux termes los
du premier ordre t, t′ ∈ TF tels que t
∗
−→R t
′
. Alors, il existe des ρ-termes u1, . . . , un onstruits
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en utilisant les règles de réériture de R et les termes intermédiaires utilisés dans la dérivation
t
∗
−→R t
′
tels que nous ayons [un](. . . [u1](t) . . .)
∗
−→ρ∅ {t
′}.
Preuve : Nous proédons omme pour la Proposition 5.5 et nous utilisons une indution sur la
longueur de la dérivation t
∗
−→R t
′
.
Le as de base : si t
0
−→R t
Dans e as nous avons immédiatement [id](t)
0
−→ρ∅ {t}.
Indution : t
n
−→R t
′
Nous onsidérons une règle de réériture de la forme (l → r si c) appliquée à la position p
du terme t′⌈w⌉p obtenu après m (m < n) étapes de rédutions et ainsi :
t
m
−→R t
′
⌈w⌉p
−→(l→r si c),p t
′
⌈θr⌉p
où θ est la gree telle que θl = w et θc
k
−→R True.
Par indution il existe des ρ-termes tρ, cρ tels que tρ
∗
−→ρ∅ {t
′
⌈w⌉p
} et θcρ
∗
−→ρ {True}.
Nous onsidérons le ρ-terme v = t′⌈l→[True→r](cρ)⌉p et nous obtenons la rédution suivante :
[v](tρ)
∗
−→ρ [t
′
⌈l→[True→r](cρ)⌉p
]({t′⌈w⌉p})
−→Batch {[t
′
⌈l→[True→r](cρ)⌉p
](t′⌈w⌉p)}
∗
−→Congruence {{t
′
⌈[l→[True→r](cρ)](w)⌉p
}}
−→F ire {{t
′
⌈{θ[True→r](cρ)}⌉p
}} = {{t′⌈{[True→θr](θcρ)}⌉p}}
∗
−→OpOnSet {{{t
′
⌈[True→θr](θcρ)⌉p
}}}
∗
−→ρ {{{t
′
⌈[True→θr]({True})⌉p
}}}
−→Batch {{{t
′
⌈{[True→θr](True)}⌉p
}}}
∗
−→OpOnSet {{{{t
′
⌈[True→θr](True)⌉p
}}}}
−→F ire {{{{t
′
⌈{θr}⌉p
}}}}
∗
−→OpOnSet {{{{{t
′
⌈θr⌉p
}}}}}
∗
−→F lat {t
′
⌈θr⌉p
}
✷
Reherhe de dérivation
Nous pouvons don onstruire un terme tρ qui est ρ-réduit en {t
′} si le terme t est réduit en t′
en utilisant un ensemble R de règles de réériture onditionnelles. Néanmoins, la onstrution du
terme tρ dépend fortement non seulement du terme t mais aussi de tous les termes intermédiaires
obtenus dans la dérivation t
∗
−→R t
′
et, omme pour la réériture non-onditionnelle, nous voulons
dénir un ρ-terme permettant de trouver une telle dérivation.
An de onstruire le terme tρ en partant seulement du terme t et des règles de réériture de
R, nous utilisons les opérateurs de normalisation im et om. Par exemple, nous pouvons dénir :
cρ
△
= [im(R)](c).
Exemple 5.3 Supposons que l'ensemble de règles de réériture dérivant l'ordre sur les entiers
est noté par R<. Nous onsidérons la règle de réériture (f(x)→ g(x) si x ≥ 1) qui appliquée au
terme f(2) mène à g(2) puisque x est instanié à 2 et la ondition (2 ≥ 1) est réduite en True
en utilisant la règle (2 ≥ 1)→ True.
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Si nous onsidérons que la ondition est normalisée par rapport à l'ensemble de règles de
réériture R< alors nous obtenons la rédution suivante dans le ρ-alul :
[f(x)→ [True→ g(x)]([im(R<)](x ≥ 1))](f(2))
−→F ire {[True→ g(2)]([im(R<)](2 ≥ 1))}
∗
−→ρ {[True→ g(2)]({True})}
−→Batch {{[True→ g(2)](True)}}
−→F ire {{{g(2)}}}
∗
−→F lat {g(2)}
Les onditions des règles de réériture peuvent être normalisées par rapport à un ensemble de
règles de réériture onditionnelles, y ompris la règle ourante, et don la dénition des ρ-règles
de réériture représentant ette normalisation est intrinsèquement réursive et ne peut pas être
réalisée en utilisant seulement l'opérateur im.
Nous utilisons l'opérateur de point xe Θ dérit dans la Setion 4.5 pour représenter l'appli-
ation du même ensemble de règles de réériture pour la normalisation de toutes les onditions.
Etant donné un ensemble de règles de réériture R = Rn ∪ Rc où Rn et Rc représentent le
sous-ensemble de règles de réériture non-onditionnelles et respetivement le sous-ensemble de
règles de réériture onditionnelles de la forme (l→ r si c). Nous dénissons le terme :
R
△
= f → (y → [im({li → [True→ ri]([f ](ci)) | i = 1 . . . m} ∪ Rn)](y))
où Rc = {li → ri si ci | i = 1 . . . m}, Rn = {l
′
i → r
′
i | i = 1 . . . n} et respetivement
IM(R)
△
= [Θ](R).
Ainsi, pour dérire la normalisation du terme t par rapport aux règles de réériture de R
nous utilisons le ρ-terme [IM(R)](t).
Nous obtenons don un résultat similaire à la Proposition 5.7 mais ave une méthode de
onstrution du ρ-terme orrespondant basée seulement sur le terme initial et sur l'ensemble de
règles de réériture.
Proposition 5.8 Etant donnés une théorie de réériture onditionnelle TR et deux termes los
du premier ordre t, t↓∈ TF tels que t est normalisé en t↓ par rapport à l'ensemble de règles R.
Alors, [IM(R)](t) est ρ-réduit en un ensemble ontenant le terme t↓.
Exemple 5.4 Nous onsidérons un ensemble de règles de réériture R ontenant la règle de
réériture (x = x) → True et les règles de réériture onditionnelles (f(x) → g(x) si h(x) = b)
et (h(x)→ b si x = a). Le terme f(a) est réduit en g(a) en utilisant les règle de réériture de R
et nous analysons la rédution orrespondante dans le ρ1stT -alul.
En utilisant la méthode présentée i-dessus nous obtenons le terme
R
△
= f → (y → [im({f(x)→ [True→ g(x)]([f ](h(x) = b)),
h(x)→ [True→ b]([f ](x = a)),
(x = x)→ True
})](y))
Nous montrons les étapes prinipales de la rédution du terme [IM(R)](f(a)). Nous obtenons
immédiatement la rédution
[IM(R)](f(a))
△
= [[Θ](R)](f(a))
∗
−→ρ [[R]([Θ](R))](f(a))
△
= [[R](IM(R))](f(a))
et le résultat nal est le même que elui obtenu pour le terme
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[im({f(x)→ [True→ g(x)]([IM(R)](h(x) = b)),
h(x)→ [True→ b]([IM(R)](x = a)),
(x = x)→ True
})](f(a)))
et don pour
[f(x)→ [True→ g(x)]([IM(R)](h(x) = b))](f(a))
∗
−→ρ {[True→ g(a)]([IM(R)](h(a) = b))}
Pour le terme [IM(R)](h(a) = b) nous proédons omme préédemment et don, nous sommes
amenés à réduire le terme
[im({f(x)→ [True→ g(x)]([IM(R)](h(x) = b)),
h(x)→ [True→ b]([IM(R)](x = a)),
(x = x)→ True}
)](h(a) = b)
ave la rédution intermédiaire
[h(x)→ [True→ b]([IM(R)](x = a))](h(a))
∗
−→ρ {[True→ b]([IM(R)](a = a))}
Puisque nous obtenons failement [IM(R)](a = a)
∗
−→ρ {True} alors le terme préédent est
réduit en {[True→ b]({True})}
∗
−→ρ {b} et nous avons
[IM(R)](h(a) = b)
∗
−→ρ [im(. . .)]({b} = b)
∗
−→ρ {True}
Nous revenons à la rédution du terme initial et nous obtenons
{[True→ g(a)]([IM(R)](h(a) = b))}
∗
−→ρ {[True→ g(a)]({True})}
∗
−→ρ {g(a)}
Nous avons ainsi obtenu le même résultat que dans la réériture onditionnelle.
En utilisant les méthodes de représentation des dérivations de la réériture onditionnelle par
des ρ-termes appropriés nous allons présenter dans la setion suivante un enodage des règles de
réériture utilisées dans ELAN, un langage basé sur les règles de réériture onditionnelles ave
aetations loales.
5.3 Réériture d'ordre supérieur
Dans le Chapitre 1 nous avons présenté brièvement la réériture du premier ordre et nous
avons vu que son pouvoir d'expression ne permet pas de dérire failement la fontionnal-
ité. Le λ-alul est le système de réériture d'ordre supérieur permettant la représentation
de toute fontion alulable. Mais l'enodage n'est pas toujours trivial et intuitif et les en-
tiers de Churh en sont un exemple. Dans e odage tout entier naturel n est odé par un
λ-terme λfx.f(f . . . (fx) . . .) ave n ourrenes de f et le symbole + est dérit par le λ-terme
λnp.(λfx.mf(nfx)). Si nous utilisons la représentation algébrique des expressions de l'arith-
métique donnée dans la Setion 1.1.1 l'entier n est représenté par succ(. . . (succ(0)) . . .) et le
omportement du symbole + est dérit par les règles de réériture 0 + a → a et succ(a) + b →
succ(b) + a.
Il est évident que du point de vue de la simpliité et de la lisibilité la deuxième approhe est
plus attrative et on veut don bénéier des avantages des deux méthodes. C'est e qui motive
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les systèmes de réériture d'ordre supérieur qui ombinent le méanisme d'abstration du λ-alul
et la représentation des types abstraits ave la syntaxe des systèmes de réériture du premier
ordre. Ce systèmes sont dénis soit en étendant le λ-alul ave des symboles fontionnels, soit en
ajoutant aux systèmes de réériture du premier ordre un abstrateur et un méanisme similaire
à la β-rédution du λ-alul.
Extensions algébriques du λ-alul
L'extension du λ-alul ave des règles de réériture du premier ordre a été initiée par Breazu-
Tannen ([BT88℄) pour l'étude de la onuene et ensuite analysée en parallèle par Breazu-Tannen
et Gallier ([GBT89℄) et Okada ([Oka89b℄) pour la normalisation.
Les termes d'un λ-alul étendu sont les termes du λ-alul auxquels on ajoute les termes du
premier ordre onstruits à partir d'une signature. On onsidère la relation de rédution dénie par
le mélange de la β-rédution et de la relation de rédution induite par les règles de réériture. Les
signatures des deux omposants sont apparemment disjoints mais en fait ils partagent l'opérateur
d'appliation qui est expliite en λ-alul mais impliite en réériture.
Par exemple, l'extension du λ-alul ave le système de réériture de l'arithmétique se dénit
par [Pag97℄ :
termes t ::= x | λx.t | t t | 0 | succ(t) | t+ t | t× t
règles 0 + a→ a succ(a) + b→ succ(b) + a 0× a→ 0 succ(a)× b→ b+ (a× b)
(λx.t) u→ 〈x/u〉t
Dans le ρ-alul la notion d'appliation devient expliite et les règles de réériture deviennent
des abstrations. En eet, les abstrations du ρ-alul peuvent être plus élaborées que les règles
de réériture du premier ordre des extensions algébriques.
Dans les setions préédentes nous avons montré qu'aux rédutions dans la réériture du
premier ordre et dans le λ-alul orrespondent les rédutions de ertains ρ-termes appropriés.
Nous pouvons proéder de la même manière dans le as des extensions algébriques du λ-alul et
onstruire des ρ-termes ave des rédutions orrespondantes. Puisque l'appliation est expliite
en ρ-alul, les termes ainsi onstruits ontiendront les règles du premier ordre utilisées dans la
rédution.
Systèmes de réériture ave abstrateur
En partant des travaux réalisés par Azel [Az78℄, Klop a introduit les CRSs (Combinatory
Rewrite Systems) généralisant les systèmes de réériture du premier ordre et les systèmes de
réériture ave des variables liées omme le λ-alul. Après le résultat sur la déidabilité de l'uni-
ation d'ordre supérieur ave motifs [Mil91℄, Nipkov introduit les HRSs (Higher-order Rewrite
Systems) [Nip91℄ utilisés prinipalement pour étudier les propriétés des systèmes tels que λProlog
et Isabelle. D'autres systèmes ont été proposés et sans être exhaustifs, on peut mentionner les
HOTRSs de Wolfram [Wol93℄ et les ERSs de Khasidashvili [Kha90℄. Pour une omparaison de
diérents formalismes le leteur peut se référer à la thèse de van Raamsdonk ([vR96℄) et pour
une omparaison des CRSs et HRSs on peut iter les travaux de van Oostrom et van Raams-
donk [vOvR93℄.
Les systèmes de réériture d'ordre supérieur ainsi que le ρ-alul ombinent la réériture du
premier ordre et le λ-alul mais dans les systèmes de réériture d'ordre supérieur ei est réalisé
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en introduisant un abstrateur dans les règles de réériture tandis que dans le ρ-alul les règles
deviennent des abstrations au niveau objet du alul.
L'appliation d'une règle de réériture implique un méanisme de ltrage d'ordre supérieur
qui est généralement restreint au ltrage d'ordre supérieur ave motifs.
Puisque la théorie de ltrage est un paramètre du ρ-alul nous pensons que les rédutions
dans un système de réériture d'ordre supérieur peuvent être représentées dans le ρT -alul où
T est la théorie de ltrage d'ordre supérieur ave motifs. La onstrution des ρ-termes dérivant
es rédutions est faite en fontion de la syntaxe de haque formalisme.
5.4 Une sémantique d'ELAN en ρ-alul
ELAN peut être vu omme un adre logique dont le noyau est la logique de réériture étendue
ave la notion fondamentale de stratégies. L'enrihissement des règles de réériture ave des
onstrutions pour tenir ompte des stratégies rend plus omplexe la sémantique opérationnelle
du langage [BKKM99℄. Dans ette setion nous donnons une sémantique aux règles et stratégies
d'ELAN en utilisant le ρ-alul.
Sémantique d'une règle ELAN onditionnelle ave aetations loales
Une règle de la forme l→ r, sans auune ondition et auune aetation loale, est représen-
tée diretement par la même ρ-règle de réériture et une règle de réériture onditionnelle est
représentée par un ρ-terme onstruit en utilisant la méthode proposée dans la Setion 5.2.2. Les
règles ELAN ave des aetations loales mais sans onditions de la forme
[ℓ] l(x)⇒ r(x, y)
where y := (S)u
peuvent être représentées failement par le ρ-terme
l(x)→ r(x, [Sρ](u))
ou le ρ-terme
l(x)→ [y → r(x, y)]([Sρ](u))
ave Sρ le ρ-terme orrespondant à la stratégie S dans le ρ-alul.
La première représentation remplae syntaxiquement toute variable du membre droit de la
règle dénie dans une aetation loale ave le terme qui instanie la variable respetive. Dans
la deuxième représentation haque variable dénie dans une aetation loale est liée dans une
ρ-règle de réériture qui est appliquée au terme orrespondant.
Exemple 5.5 La règle ELAN
[deriveSum℄ p_1 + p_2 => p_1' + p_2'
where p_1' := (derive)p_1
where p_2' := (derive)p_2
end
peut être représentée par un des deux termes suivants
p1 + p2 → [deriveρ](p1) + [deriveρ](p2),
p1 + p2 → [p
′
1 → [p
′
2 → p
′
1 + p
′
2]([deriveρ](p2))]([deriveρ](p1))
où deriveρ est le ρ-terme orrespondant à la stratégie derive.
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On peut noter l'utilité des variables libres dans les règles de réériture. La dernière représen-
tation d'une règle ELAN ave des aetations loales ne serait pas possible si on ne permettait
pas que la variable p′1 soit libre dans la ρ-règle p
′
2 → p
′
1 + p
′
2.
Si nous onsidérons des règles ELAN plus générales ontenant des aetations loales aussi
bien que des onditions sur les variables loales, la ombinaison des méthodes utilisées pour les
règles purement onditionnelles et pour les règles ontenant que des aetations loales doit être
faite soigneusement. Si nous avions utilisé une représentation similaire à la première approhe
de représentation d'une règle ave aetations loales nous aurions obtenu ertains résultats
inorrets omme dans l'Exemple 5.6.
Exemple 5.6 Nous onsidérons la desription d'un automate par un ensemble de règles de rééri-
ture dérivant haune la transition d'un état à un autre. L'exéution potentielle d'une double
transition d'un état initial à un état nal en passant par un état intermédiaire non-nal, peut
être dérite par la règle ELAN suivante :
[double℄ x => next(y)
where y := (dk(s1 => s2,s1 => s3)) x
if not final(y)
end
Le terme next(y) représente l'état obtenu en eetuant une transition à partir de y et e
omportement peut être failement implanté en ELAN par un ensemble de règles non-nommées.
Nous notons par Rf l'ensemble de règles de réériture dérivant les états naux et nous supposons
que s2 est un état nal mais s3 ne l'est pas.
En utilisant la première approhe de représentation d'une règle ave aetations loales et la
méthode de odage pour les règles onditionnelles présentée dans la Setion 5.2.2 nous obtenons
le ρ-terme orrespondant à la règle ELAN préédente :
x→ [True→ next([{s1→ s2, s1→ s3}](x))]([im(Rf )](not final([{s1→ s2, s1→ s3}](x))))
Ce terme appliqué au terme s1 mène à la rédution suivante :
[x→ [True→ next([{s1→ s2, s1→ s3}](x))]([im(Rf )](not final([{s1→ s2, s1→ s3}](x))))](s1)
−→F ire {[True→ next([{s1→ s2, s1→ s3}](s1))]([im(Rf )](not final([{s1→ s2, s1→ s3}](s1))))}
∗
−→ρ {[True→ next({s2, s3})]([im(Rf )](not final({s2, s3})))}
∗
−→ρ {[True→ {next(s2), next(s3)}]([im(Rf )]({not final(s2), not final(s3)}))}
∗
−→ρ {[True→ {next(s2), next(s3)}]({False, T rue})}
∗
−→ρ {{[True→ {next(s2), next(s3)}](False), [True → {next(s2), next(s3)}](True)}}
∗
−→ρ {∅, [True→ {next(s2), next(s3)}](True)}
∗
−→ρ {∅, {next(s2), next(s3)}}
∗
−→ρ {next(s2), next(s3)}
tandis qu'en ELAN nous obtenons le seul résultat next(s3) qui serait représenté par le ρ-terme :
{next(s3)}.
Le problème dans l'Exemple 5.6 est la double évaluation du terme [{s1→ s2, s1→ s3}](s1)
remplaçant la variable loale y : une fois dans la ondition et une fois dans le membre droit de la
règle de réériture. Si e terme est évalué en un ensemble ayant plus d'un élément et un de ses élé-
ments satisfait la ondition de la règle alors, et ensemble remplae les variables orrespondantes
dans le membre droit de la règle tandis que seulement les éléments satisfaisant la ondition de-
vraient être onsidérés. Par onséquent, nous avons besoin d'un méanisme permettant d'évaluer
une seule fois haque terme instaniant une variable loale.
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Nous utilisons une représentation ombinant la deuxième approhe de représentation d'une
règle ave aetations loales et la méthode utilisée pour les règles de réériture onditionnelles.
Sans perdre la généralité, nous pouvons onsidérer qu'une règle ELAN onditionnelle ave des
aetations loales a la forme suivante :
[label℄ l =⇒ r⌈x⌉q
where x := (s)t
if C⌈x⌉p
end
Nous obtenons alors la représentation de la règle préédente par le ρ-terme
l→ [x→ [{True→ r⌈x⌉q , False→ ∅}]([im(R)](C⌈x⌉p))]([s](t))
ou même plus simple :
l → [x→ [True→ r⌈x⌉q ]([im(R)](C⌈x⌉p))]([s](t))
où R représente l'ensemble de règles de réériture par rapport auquel les onditions sont nor-
malisées.
Les aetations généralisées sont traitées exatement de la même manière mais les motifs des
aetations généralisées sont utilisés à la plae des variables loales.
An de simplier la présentation nous avons supposé que les règles de l'ensemble R sont
des règles de réériture de la forme l → r et don l'opérateur im est susant pour dénir
la normalisation par rapport à un tel ensemble. Si nous onsidérons des règles non-nommées
onditionnelles alors l'opérateur IM doit être employé.
La manière dont la transformation est appliquée à une règle de réériture ELAN et la rédution
orrespondante sont illustrées en reprenant l'Exemple 5.6 ave la bonne représentation.
Exemple 5.7 La règle de réériture ELAN de l'Exemple 5.6 est représentée par le ρ-terme
x→ [y → [True→ next(y)]([im(Rf )](not final(y)))]([{s1→ s2, s1→ s3}](x))
lequel, appliqué au terme s1 mène à la rédution suivante :
[x→ [y → [True→ next(y)]([im(Rf )](not final(y)))]([{s1→ s2, s1→ s3}](x))](s1)
−→F ire {[y → [True→ next(y)]([im(Rf )](not final(y)))]([{s1→ s2, s1→ s3}](s1))}
∗
−→ρ {[y → [True→ next(y)]([im(Rf )](not final(y)))]({s2, s3})}
∗
−→ρ {[y → [True→ next(y)]([im(Rf )](not final(y)))](s2),
[y → [True→ next(y)]([im(Rf )](not final(y)))](s3)}
∗
−→F ire {{[True→ next(s2)]([im(Rf )](not final(s2)))},
{[True→ next(s3)]([im(Rf )](not final(s3)))}}
∗
−→ρ {[True→ next(s2)](False), [True→ next(s3)](True)}
∗
−→ρ {∅, {next(s3)}}
∗
−→ρ {next(s3)}
qui est la représentation du résultat obtenue en ELAN.
Le même résultat que dans l'Exemple 5.6 est obtenu si la règle d'évaluation Fire est appliquée
avant la distribution de l'ensemble {s2, s3}. Mais les stratégies onuentes présentées dans le
Chapitre 3 interdisent une telle rédution et don, dans e as le résultat orret est obtenu.
5.4. Une sémantique d'ELAN en ρ-alul 143
Sémantique d'une règle ELAN fatorisée
La fatorisation des règles de réériture ELAN est un moyen de dénir plusieurs rédutions
possibles pour un même terme de départ. Nous pouvons toujours transformer une règle fatorisée
en plusieurs règles ave le membre gauhe initial et ave les membres droits orrespondant aux
hoix de la fatorisation. Il est don naturel de représenter les règles de réériture ELAN fatorisées
dans le ρ-alul en utilisant les ensembles.
Nous onsidérons la règle ELAN fatorisée suivante :
[label℄ l =⇒ r⌈x⌉q
hoose
try
if C1
where x := (s1)t1
try
if C2
where x := (s2)t2
end
end
et nous obtenons la représentation de la règle par le ρ-terme
l→ { [True→ [x→ r⌈x⌉q ]([s1](t1))]([im(R)](C1)),
[True→ [x→ r⌈x⌉q ]([s2](t2))]([im(R)](C2))}
On peut évidemment avoir des règles ELAN plus ompliquées omportant des onditions et
des aetations loales extérieures à la fatorisation mais une approhe similaire est utilisée dans
es as.
En fait, le méanisme d'évaluation ELAN est plus omplexe que représenté jusqu'ii. L'évalu-
ation d'une aetation loale de la forme where v :=(S) t implique la normalisation du terme
t par rapport à l'ensemble de règles non-nommées R avant l'appliation de la stratégie S. En
plus, le membre droit alulé par l'appliation d'une règle ELAN est normalisé par rapport à R
avant d'être retourné.
Par onséquent, la règle ELAN de l'Exemple 5.6 devrait être représentée par le ρ-terme
x→ [im(Rf )]([y → [True→ next(y)]([im(Rf )](nf(y)))]([{s1 → s2, s1→ s3}]([im(Rf )](x))))
où R représente l'ensemble de règles de réériture non-nommées dénies dans le programme
ELAN ontenant la règle respetive.
Stratégies générales dans les aetations loales
Jusqu'à maintenant nous n'avons onsidéré dans les aetations loales que des stratégies
n'utilisant pas la règle de réériture respetive. La représentation d'une règle ELAN ave des
appels loaux à des stratégies dénies en utilisant ette règle doit être paramétrée par la dénition
des stratégies respetives. Par exemple, une règle ave aetations loales de la forme
[label℄ l =⇒ r
where x := (s)t
est représentée par le ρ-terme
label(f)
△
= l→ [x→ r]([[f ](s)](t))
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où la variable libre f sera instaniée par l'ensemble de stratégies du programme ontenant la
règle étiquetée par label.
Sémantique des stratégies et d'un programme ELAN
Les stratégies élémentaires d'ELAN présentées dans la Setion 1.2.5 ont, dans la plupart
des as, une représentation direte dans le ρ-alul. Les stratégies identité (id) et éhe (fail)
et l'opérateur de onaténation ( ;) sont représentées dans le ρ-alul par les opérateurs id,
fail et ; respetivement, dénis dans la Setion 4.2. La stratégie dk(S1, . . . , Sn) est représen-
tée dans le ρ-alul par l'ensemble {S1, . . . , Sn}, la stratégie first(S1, . . . , Sn) par le ρ-terme
first(S1, . . . , Sn) déni dans la Setion 4.3 et de façon similaire, le ρ-opérateur dc est utilisé
pour les stratégies ELAN d. La onstrution d'itération repeat∗ est représentées failement en
utilisant le ρ-opérateur repeat∗.
Exemple 5.8 La stratégie de l'Exemple 1.9 est représentée immédiatement par le ρ-terme
attStratρ → repeat∗ ({initiateρ, . . . , intruderρ}); attackFoundρ
où nous supposons que initiateρ, intruderρ, attackFoundρ sont les représentations des stratégies
ELAN orrespondantes dans le ρ-alul.
Pour la dénition des stratégies dénies pas l'utilisateur dans un programme ELAN nous
utilisons une approhe basée sur l'opérateur de point xe et similaire à elle utilisée dans le
as des règles onditionnelles dans la Setion 5.2.2. Si nous onsidérons un programme ELAN
ontenant les stratégies S1, . . . , Sn et les règles nommées ave les étiquettes alors le ρ-terme
représentant le programme est :
P
△
= [Θ](S)
où
S
△
= f → (y → [{Si → Bodyi | i = 1 . . . n}](y))
et Bodyi représentent les membres droits des stratégies ave haque stratégie Si remplaée par
[f ](Si), haque étiquette de règle remplaée par la ρ-représentation de la règle et haque opérateur
de stratégie ELAN remplaé par son orrespondant dans le ρ-alul.
Pour résumer, nous présentons la transformation d'un programme ELAN en un ρ-terme :
Dénition 5.2 Nous onsidérons un programme ELAN sans importations.
1. La signature du ρ-alul est obtenue en utilisant les symboles dénis dans les parties
operators et stratop du programme ELAN.
2. En partant des règles non-nommées de la forme :
[℄ li(x) =⇒ ri(x, y)
where (sort) ui(y) := ()ti(x)
if ci(x, y)
end
nous onstruisons le terme :
Rnn
△
= f → (z → [im( {li(x)→ [ui(y)→
[True→ ri(x, y)]([f ](ci(x, y)))
](ti(x))
| i = 1 . . . n})
](z)
)
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La normalisation innermost par rapport à l'ensemble de règles non-nommées est représentée
par le terme :
IMnn
△
= [Θ](Rnn)
L'enodage est étendu d'une manière inrémentale à des règles ontenant plusieurs ondi-
tions et aetations loales. L'enodage peut être simplié si le programme ne ontient pas
des règles onditionnelles non-nommées ; dans e as le terme IMnn dévient :
IMnn
△
= im({li(x)→ [ui(y)→ ri(x, y)](ti(x)) | i = 1 . . . n})
où les règles ave aetations loales peuvent être simpliées en des règles élémentaires.
3. Pour haque règle nommée de la forme :
[label℄ l(x) =⇒ r(x, y)
where (sort) u(y) := (s)t(x)
if c(x, y)
end
nous onstruisons le terme :
label(f)
△
= f → (l(x)→ [IMnn]( [u(y)→
[True→ r(x, y)]([IMnn](c(x, y)))
]([[f ](s)]([IMnn](t(x))))
)
)
4. Les règles ELAN fatorisées sont représentées de la même manière ; la partie fatorisée dans
la règle ELAN est enodée par un ensemble dans le ρ-terme orrespondant.
5. Pour haque stratégie de la forme :
[℄ S =⇒ Body
end
nous onstruisons le terme :
S → BodyRho(f)
où BodyRho représente le membre droit Body de la stratégie ave haque symbole de
stratégie Si remplaée par [f ](Si), haque étiquette de règle label remplaée par la ρ-représentation
label(f) de la règle et haque opérateur de stratégie ELAN remplaé par son orrespondant
dans le ρ-alul.
Le programme ELAN dénissant les stratégies S1, . . . , Sn est représenté par le ρ-terme :
P
△
= [Θ](S)
où
S
△
= f → (z → [{Si → BodyRhoi(f) | i = 1 . . . n}](z))
et BodyRhoi(f) représente l'enodage de la stratégie Si.
L'appliation d'une stratégie S d'un programme ELAN P à un terme t est représentée par
le ρ-terme [[P ](s)](t) où P est le ρ-terme représentant le programme P et s est le nom de la
stratégie S. Si l'exéution du programme P pour évaluer le terme t par rapport à la stratégie
S mène aux résultats u1, . . . , un alors le ρ-terme [[P ](s)](t) est réduit en l'ensemble de termes
{u1, . . . , un}.
Dans l'Exemple 5.9 nous présentons un module ELAN et les ρ-interprétations de toutes les
règles et stratégies de réériture et don, du programme ELAN.
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Exemple 5.9 Le module automate dérit un automate ave les états s1,s2,s3,s4,s5 et ave
des transitions non-déterministes dérites par un ensemble de règles nommées ontenant les rè-
gles étiquetées ave r12,r13,r25,r32,r34,r41. L'opérateur next dénit l'état suivant d'une
manière déterministe et son omportement est dérit par un ensemble de règles non-nommées.
Les états peuvent être naux ( final) ou fermés ( losed). Les transitions doubles ave un
état intermédiaire non-nal et non-fermé sont dérites par les règles double_f et respetivement
double_.
module automate
import global bool;end
sort state ;end
operators global
s1 : state; s2 : state; s3 : state; s4 : state; s5 : state;
next() : (state) state;
final() : (state) bool;
losed() : (state) bool;
end
stratop global
follow : <state -> state> bs;
gen_double : <state -> state> bs;
ond_double : <state -> state> bs;
end
rules for bool
global
[℄ final(s_1) => false end
[℄ final(s_2) => true end
[℄ final(s_3) => false end
[℄ final(s_4) => false end
[℄ final(s_5) => true end
[℄ losed(s_1) => false end
[℄ losed(s_2) => false end
[℄ losed(s_3) => true end
[℄ losed(s_4) => true end
[℄ losed(s_5) => true end
end
rules for state
x,y : state;
global
[℄ next(s1) => s3 end
[℄ next(s2) => s5 end
[℄ next(s3) => s2 end
[℄ next(s4) => s1 end
[℄ next(s5) => s5 end
[r12℄ s1 => s2 end
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[r13℄ s1 => s3 end
[r25℄ s2 => s5 end
[r32℄ s3 => s2 end
[r34℄ s3 => s4 end
[r41℄ s4 => s1 end
[double_f℄ x => next(y)
where y := (follow) x
if not final(y) end
[double_℄ x => next(y)
where y := (follow) x
if not losed(y) end
end
strategies for state
impliit
[℄follow => dk(r12,r13,r25,r32,r34,r41) end
[℄gen_double => follow;follow end
[℄ond_double => dk(double_f,double_) end
end end
Nous notons par B l'ensemble de règles non-nommées dénies dans les modules importés
bool et dérivant les opérations sur les booléens.
L'ensemble de règles non-nommées du module automate est représenté par le ρ-terme
R
△
= {next(s1)→ s3, . . . , next(s5)→ s5,
f inal(s1)→ false, . . . , f inal(s5)→ true,
closed(s1)→ false, . . . , closed(s5)→ true}
et nous notons RC = R ∪B.
Les règles étiquetées ave double_f et double_ sont représentées par les ρ-règles
double_f(f)
△
= x→ [im(RC)]( [y → [True→ next(y)]([im(RC)](not final(y)))]
([[f ](follow)]([im(RC)](x))))
et respetivement
double_c(f)
△
= x→ [im(RC)]( [y → [True→ next(y)]([im(RC)](not closed(y)))]
([[f ](follow)]([im(RC)](x))))
Les stratégies du module automate sont représentées par les ρ-termes
follow
△
= follow→ {s1→ s2, s1→ s3, s2→ s5, s3→ s2, s3→ s4, s4→ s1}
gen_double(f)
△
= gen_double→ [f ](follow); [f ](follow)
cond_double(f)
△
= cond_double→ {double_f(f), double_c(f)}
et nous obtenons le terme représentant le programme ELAN automate :
automate
△
= [Θ](S)
où
S
△
= f → (y → [{follow, gen_double(f), cond_double(f)}](y))
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L'exéution du programme automate pour évaluer le terme s1 ave la stratégie ond_double
orrespond à la rédution du terme
[[automate](cond_double)](s1)
En ELAN, nous obtenons pour une telle exéution les résultats 2 et 5 et la rédution du ρ-terme
orrespondant mène à l'ensemble {2, 5}.
Dans l'Exemple 5.9 nous avons présenté un module ELAN relativement simple mais, en suivant
la même méthodologie, des règles et stratégies plus ompliquées peuvent être traitées.
Conlusion
Dans e happitre nous avons dénit une tradution des λ-termes en des ρ-termes et nous
avons montré que les rédutions des termes orrespondants dans les deux aluls sont équiva-
lentes. Nous avons aussi présenté deux méthodes de onstrution d'un ρ-terme ave une rédution
similaire à la rédution d'un terme par rapport à un système de réériture. La première approhe
est basée sur les termes de preuves de la logique de réériture tandis que la deuxième utilise les
opérateurs du ρ1st-alul an d'obtenir un odage plus onis.
Nous avons utilisé et enodage omme point de départ pour représenter les règles et stratégies
du langage ELAN en ρ-alul. Nous avons représenter les onstrutions d'ELAN par des ρ-termes
et nous avons ainsi obtenu une sémantique omplète du langage.
Chapitre 6
Le ρ-alul typé
Nous avons présenté jusqu'à maintenant le ρ-alul dans un adre non-typé et nous avons
analysé ses propriétés et notamment la propriété de onuene. Une deuxième propriété que l'on
souhaite avoir pour le alul est la terminaison, aratéristique qui nous permettrait de onlure
immédiatement de l'uniité des formes normales.
En partant de la non-terminaison du λ-alul et de la relation forte entre e alul et le
ρ-alul, nous pouvons trouver immédiatement des rédutions non-terminantes dans le ρ-alul.
An d'obtenir un alul sans rédution innie, nous proédons omme d'habitude et nous im-
posons des restritions sur la formation des ρ-termes en introduisant une information de type
pour haque terme.
La dénition d'un système de types dans le as du ρ-alul général s'avère une tâhe plus
diile que dans le as du λ-alul en raison de l'utilisation des ensembles pour représenter le
non-déterminisme et spéialement de la possibilité d'avoir des ensembles dans le membre gauhe
des règles de réériture. Nous allons don nous onentrer d'abord sur le typage du ρ∅-alul et
proposer une approhe similaire à elle utilisée dans le λ-alul typé. Nous obtenons ainsi un
système de types qui nous permet de prouver que la rédution de tout terme bien typé est nie
et préserve le type du terme initial.
Les mêmes propriétés peuvent être obtenues pour le ρ+∅ -alul (voir Setion 3.4.2) permettant
des règles de réériture ave un ensemble dans le membre gauhe. Le système de types néessite
dans e as l'utilisation de la notion de variable présente introduite dans la Setion 3.4.1 et nous
présentons brièvement à la n de e hapitre une desription du ρ+∅ -alul typé.
Les notations et les dénitions lassiques de e hapitre sont inspirées de elles utilisées pour
le λ-alul typé dans [Hin97℄ et [HS86℄.
6.1 La syntaxe du ρ∅-alul typé
Considérons un ensemble K de types atomiques K1,K2, . . . et l'ensemble des types indutive-
ment déni par :
 tout type atomique est un type,
 si A et B sont des types alors A֌ B est un type.
La èhe des dénitions de type assoie à droite. Don, un type de la forme A1 ֌ A2 ֌
. . .֌ An est une abréviation pour A1֌ (A2֌ (. . .֌ An) . . .).
Les types atomiques sont utilisés généralement pour désigner un ensemble partiulier omme,
par exemple, les naturels ou les booléens. Un type omposé de la forme A֌ B est utilisé pour
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désigner l'ensemble des ρ-termes qui peuvent être appliqués à des ρ-termes de type A donnant
omme résultat des ρ-termes de type B. En eet, nous appelons également stratégie un ρ-terme
de type omposé.
Dénition 6.1 Pour un type A, une variable typée est notée x : A et on dit que la variable x a
le type A. Un ontexte est un ensemble de variables typées. Les aetations de type x : A d'un
ontexte s'appellent également des dénitions de type de variable.
Dénition 6.2 Etant donnés un ensemble de variables X et un ensemble de symboles F =⋃
i≥0 Fi, si nous notons par K tout type atomique, alors la syntaxe du ρ∅-alul simplement typé
est dénie réursivement par la grammaire suivante :
Types T : := K | T ֌ T
Contextes E : := x : T | E · . . . · E
Termes t : := x | f(t, . . . , t) | {t, . . . , t} | u[E]→ t | [t](t)
où x ∈ X , u ∈ TF(X ) et f ∈ F .
Les ontextes E1 · . . . · En ave n = 0 sont représentés par ∅. Un ontexte E restreint à
l'ensemble des variables d'un terme t est noté E|t. Le ontexte E d'une règle de réériture l[E]→ r
est appelé le ontexte loal de la règle.
Si A1, . . . , An, A sont des types, nous notons FA1×...×An֌A l'ensemble des symboles de fon-
tions prenant n arguments de type Ai et donnant omme résultat un terme de type A. Quand un
symbole de fontion f appartient à un ensemble FA1×...×An֌A nous disons que le symbole f a le
prol A1× . . .×An֌ A. Nous surhargeons les symboles de fontions et nous onsidérons pour
tout symbole f ∈ F que si f ∈ FA1×...×An֌A et f ∈ FB1×...×Bn֌B alors nous avons également les
appartenanes f ∈ F(A1֌B1)×...×(An֌Bn)֌(A֌B) et f ∈ F(B1֌A1)×...×(Bn֌An)֌(B֌A). En plus,
si nous onsidérons qu'un symbole f a un des prols (A1֌ B1)× . . .× (An֌ Bn)֌ (A֌ B)
ou (B1 ֌ A1) × . . . × (Bn ֌ An)֌ (B ֌ A) alors f ∈ FA1×...×An֌A et f ∈ FB1×...×Bn֌B .
An d'éliminer les ambiguïtés éventuelles, haque symbole de fontion peut être annoté ave
son prol mais, lorsqu'il peut être déduit du ontexte, ette annotation est omise. La raison de
ette surharge deviendra laire en analysant la règle d'évaluation Congruence présentée dans
la Figure 6.4 où les symboles de fontions ayant le même nom doivent avoir diérents prols an
d'obtenir des termes bien typés ayant le même type dans les deux membres de la règle.
Dénition 6.3 L'ensemble des variables libres d'un terme t du ρ∅-alul typé, noté FV (t), est
déni indutivement par :
1. si t = x alors FV (t) = {x},
2. si t = {u1, . . . , un} alors FV (t) =
⋃n
i=1 FV (ui),
3. si t = f(u1, . . . , un) alors FV (t) =
⋃n
i=1 FV (ui),
4. si t = [u](v) alors FV (t) = FV (u) ∪ FV (v),
5. if t = u[E]→ v alors FV (t) = FV (v) \ FV (u).
Le ontexte loal d'une règle de réériture n'est en eet pas signiatif pour la dénition
de l'ensemble des variables libres d'un terme bien typé et nous obtenons don une desription
très similaire à la Dénition 2.2 utilisée dans le as non-typé. Les variables liées sont dénies
exatement de la même façon que dans le as non-typé.
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Dénition 6.4 Nous disons qu'un ontexte est onsistant s'il ne ontient pas deux dénitions
de type diérentes pour la même variable.
6.2 Les règles de typage du ρ∅-alul
En s'inspirant des règles de typage utilisées dans le λ-alul, nous dénissons les règles de
typage pour les ρ-abstrations (les règles de réériture) et les appliations et nous ajoutons
des règles de typage pour les ensembles. Nous ommentons ensuite notre hoix pour la règle
permettant de typer les règles de réériture et nous présentons d'autres approhes possibles.
6.2.1 Présentation des règles de typage
Les règles de typage du ρ∅-alul sont présentées dans la Figure 6.1 où tous les ontextes sont
supposés être onsistants et nous notons par STρ le système de types ainsi obtenu.
V ar E ⊢ x : A si x : A ⊆ E
Rule
E ⊢ l : A E|l · F ⊢ r : B
F ⊢ (l[E|l]→ r) : A֌ B
App E ⊢ u : A֌ B E ⊢ v : A
E ⊢ [u](v) : B
Op E ⊢ t1 : A1 . . . E ⊢ tn : An
E ⊢ f(t1, . . . , tn) : A
si f ∈ FA1×...×An֌A
Set E ⊢ t1 : A . . . E ⊢ tn : A
E ⊢ {t1, . . . , tn} : A
Empty E ⊢ ∅ : A pour tout type A
Fig. 6.1: Les règles de typage du ρ∅-alul
Dénition 6.5 Etant donnés une formule E ⊢ t : A déduite en utilisant les règles de typage du
ρ∅-alul et un ontexte E
′
tel que E ⊆ E′, on dit que le terme t est typable (ou bien typé) de
type A dans le ontexte E′. On dit que le terme t est typable dans le ontexte E′ s'il existe un
type A tel que t a le type A dans le ontexte E′. Un terme t est typable s'il existe un ontexte
dans lequel il est typable.
Remarque 6.1 Etant donnés deux ontextes E,E′ tels que E′ ⊆ E. Si E′ ⊢ t : A alors E ⊢ t : A.
En analysant la règle de typage Op on peut noter que le type d'un terme ave un symbole
de tête fontionnel dépend du prol du symbole et des types de ses arguments. On doit préiser
que la règle de typage Op est valable aussi pour les onstantes et don, si a ∈ FA alors ∅ ⊢ a : A.
La règle de typage Set indique qu'un ensemble de termes est bien typé si tous ses éléments
ont le même type et la règle de typage Empty préise que l'ensemble vide peut avoir un type
quelonque.
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6.2.2 Disussion sur le typage d'une règle de réériture
L'ensemble de variables liées d'une λ-abstration λx.t ontient seulement la variable x. Il
sut don d'éliminer la variable typée x : A du ontexte permettant de typer le terme t an
d'obtenir le ontexte utilisé pour typer l'abstration λx : A.t. Le membre gauhe d'une ρ-règle
de réériture peut être plus élaboré qu'une simple variable et don, nous ne pouvons pas utiliser
diretement l'approhe du λ-alul typé.
Quand nous déterminons le type d'une règle de réériture l→ r en utilisant la règle de typage
Rule, nous onsidérons le fait que les variables libres du membre droit de la règle de réériture
sont liées par les variables libres de son membre gauhe.
Les variables libres du membre droit d'une règle de réériture sont liées dans la règle de
réériture par les variables libres du membre gauhe de la règle ayant le même nom. En raison
de e rapport fort entre les variables de même nom des deux membres d'une règle de réériture
l → r, le même ontexte (E|l) doit préiser les types de es variables. De plus, puisque dans le
ρ∅-alul le membre gauhe d'une règle de réériture l → t est toujours un terme du premier
ordre, les variables du terme l sont exatement les variables libres de l et don, les variables liées
de la règle de réériture. Ainsi, le ontexte nous permettant de typer une règle de réériture l→ t
ne doit pas forement inlure es variables typées (i.e. E|l) mais doit indiquer préisément les
types des variables libres de r qui ne sont pas libres dans l (i.e. F ).
On doit noter que l'ensemble des variables libres du membre gauhe d'une règle de réériture
l → r n'est pas néessairement identique à l'ensemble des variables typées du ontexte nous
permettant de typer le terme l. Ce ontexte peut éventuellement ontenir des variables n'ap-
partenant pas à l mais libres dans r et qui doivent don appartenir au ontexte permettant de
typer la règle de réériture l → r. Dans la règle de typage Rule, la restrition du ontexte E à
l'ensemble des variables de l évite l'élimination des variables qui ne sont pas libres dans le terme
l et don, pas liées dans la règle l→ r, du ontexte utilisé pour typer ette règle de réériture.
Supposons, par exemple, que dans la règle de typage Rule le ontexte E|l soit remplaé par
E obtenant ainsi la règle de typage suivante :
Rule′ E ⊢ l : A E · F ⊢ r : B
F ⊢ (l[E]→ r) : A֌ B
En utilisant une telle règle de typage nous pourrions inférer ∅ ⊢ x[x:A·y:A] → y : A֌ A et si
a ∈ FA nous obtenons ∅ ⊢ [x[x:A·y:A] → y](a) : A. Cette dernière appliation se réduit, omme
dans le ρ-alul non-typé, en {y} et puisque nous ne pouvons pas inférer ∅ ⊢ {y} : A, le type
n'est pas préservé par la rédution.
Ce problème peut être résolu en gardant toutes les variables typées du ontexte permettant
de typer le membre droit d'une règle de réériture dans le ontexte utilisé pour typer la règle. Ce
omportement est obtenu en utilisant une règle de typage Rule′′ qui n'élimine pas les variables
typées du membre gauhe du ontexte de la règle de réériture :
Rule′′ E ⊢ l : A F ⊢ r : B
F ⊢ (l[E]→ r) : A֌ B
Les types des variables du membre gauhe d'une règle de réériture doivent être utilisées pour
typer le membre droit de la règle et don, dans le as de la règle de typage Rule′′ nous devons
imposer une ondition expliite de onsistane pour le ontexte E ·F . Si ette ondition n'est pas
satisfaite nous pouvons obtenir des variables liées dans le membre droit d'une règle de réériture
qui n'ont pas le même type que les variables orrespondantes (i.e. ave le même nom) du membre
gauhe de la règle de réériture respetive.
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Exemple 6.1 Si nous onsidérons x : A ⊢ x : A et x : B ⊢ x : B alors, en utilisant la règle de
typage Rule′′, nous pouvons inférer x : B ⊢ x[x:A] → x : A→ B. Il est lair que nous ne voulons
pas que le terme x[x:A] → x soit de type A → B mais de type A → A quel que soit le ontexte
utilisé.
D'autre part, la onsistane du ontexte E · F est une ondition trop restritive qui ne nous
permettrait pas de typer tous les ρ-termes qui sont bien typés selon les règles de typage présentées
dans la Figure 6.1.
Exemple 6.2 Considérons un symbole de fontion f ∈ FB֌A. En utilisant la règle de typage
Rule′′ nous obtenons x : A ⊢ x[x:A] → x : A→ A mais, bien que nous ayons x : B ⊢ f(x) : A, le
terme [x[x:A] → x](f(x)) ne peut pas être typé dans le ontexte x : B ar le ontexte x : A · x : B
est inonsistant. Néanmoins, le terme [y[y:A] → y](f(x)) est bien typé dans le ontexte x : B.
En généralisant l'Exemple 6.2 nous pouvons dire que tout terme typé en utilisant les règles
de typage dans la Figure 6.1 peut être typé, modulo l'α-onversion, en utilisant une approhe
basée sur la règle de typage Rule′′.
En plus, puisque selon la règle de typage Rule′′, le ontexte d'une règle de réériture ontient
les variables typées de son membre gauhe, nous ne devons pas enregistrer es variables et don,
nous n'avons plus besoin d'utiliser un ontexte loal pour les règles de réériture.
Bien que la règle de typage Rule initiale soit légèrement plus diile à manipuler, nous avons
don préféré ette approhe qui n'impose auune restrition sur les termes qui peuvent être bien
typés.
6.3 Substitutions typées
Nous devons dénir maintenant les substitutions typées et la façon dont elles s'appliquent à
un ρ-terme typé.
SiA1, . . . , An sont des types, une substitution typée a la forme σ = 〈x1 : A1/t1, . . . , xn : An/tn〉
ave xi ∈ X et ti des ρ-termes typés, i = 1, . . . , n. Le domaine de la substitution σ est
déni omme d'habitude mais en utilisant une notation empruntée aux ontextes : Dom(σ) =
x1 : A1 · . . . · xn : An.
Dénition 6.6 Nous disons qu'une substitution typée σ = 〈x1 : A1/t1, . . . , xn : An/tn〉 est
bien typée dans un ontexte E, et nous le notons par E ⊢ σ, si pour toutes les variables typées
xi : Ai ∈ Dom(σ) nous avons E ⊢ ti : Ai.
L'appliation d'une substitution bien typée à un terme typé est dénie similairement au as
non-typé (voir Dénition 2.4) mais en imposant la ondition que le domaine de la substitution
et du ontexte du terme doivent être onsistants. Dans e as, le terme résultant de l'appliation
d'une substitution à un terme a le même type que e dernier terme :
Lemme 6.1 Etant donnés un terme t, une substitution typée σ et le ontexte E tels que E ⊢ σ
et Dom(σ) · E ⊢ t : B, ave Dom(σ) · E onsistant, alors E ⊢ σt : B.
Preuve : Nous nous limitons à seulement une variable dans le domaine de la substitution, 'est-
à-dire σ = 〈x : A/u〉. Nous avons E ⊢ σ et par onséquent E ⊢ u : A. Nous devons prouver
que si x : A · E ⊢ t : B alors x : A · E ⊢ 〈x : A/u〉t : B. Le as général où nous avons plus
d'une variable typée dans le domaine de la substitution est traité de la même manière.
Nous proédons par indution sur la struture du terme t.
Le as de base : t = y, ave y ∈ X .
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Si y 6= x alors 〈x : A/u〉y = y et ainsi, E ⊢ y : B.
Si y = x, puisque x : A · E est onsistant et x : B ⊆ E alors B = A. Nous avons
〈x : A/u〉y = 〈x : A/u〉x = u et E ⊢ u : A ou d'une manière équivalente E ⊢ u : B.
Indution : t n'est pas une variable.
 t = f(t1, . . . , tn) ave f ∈ FB1×...×Bn֌B .
Puisque x : A ·E ⊢ t : B alors, par la règle de typage Op nous avons x : A ·E ⊢ ti : Bi,
i = 1, . . . , n. Par indution E ⊢ 〈x : A/u〉ti : Bi, i = 1, . . . , n et en utilisant la règle
de typage Op nous obtenons
E ⊢ f(〈x : A/u〉t1, . . . , 〈x : A/u〉tn) : B.
 t = {t1, . . . , tn}.
Puisque x : A ·E ⊢ t : B alors, par la règle de typage Set nous avons x : A ·E ⊢ ti : B,
i = 1, . . . , n. Par indution E ⊢ 〈x : A/u〉ti : B, i = 1, . . . , n et en utilisant la règle de
typage Set nous obtenons
E ⊢ {〈x : A/u〉t1, . . . , 〈x : A/u〉tn} : B.
 t = [u](v).
Puisque x : A · E ⊢ t : B alors, par la règle de typage App, x : A · E ⊢ u : C ֌ B
et x : A · E ⊢ v : C. Par indution, nous avons E ⊢ 〈x : A/u〉u : C ֌ B et
E ⊢ 〈x : A/u〉v : C et en utilisant la règle de typage App nous obtenons
E ⊢ [〈x : A/u〉u](〈x : A/u〉v) : B.
 t = l[F |l] → r.
Puisque x : A · E ⊢ t : B alors, par la règle de typage Rule, F ⊢ l : C et E ⊢ r : D
ave B = C ֌ D.
Nous supposons x 6∈ FV (l) et FV (l) ∩ FV (u) = ∅ (sinon une α-onversion est ee-
tuée) et dans e as 〈x : A/u〉(l[F |l] → r) = l[F |l] → 〈x : A/u〉r.
Par indution E ⊢ 〈x : A/u〉r : D et par la règle de typage Rule nous obtenons
E ⊢ l[F |l]→ 〈x : A/u〉r : C ֌ D ou d'une manière équivalente
E ⊢ l[F |l]→ 〈x : A/u〉r : B.
✷
6.4 Filtrage typé
Nous modions la Dénition 2.5 en introduisant les ontextes ontenant les variables typées
des termes présents dans une équation de ltrage :
Dénition 6.7 Etant donnée une théorie T sur les ρ-termes, une T -équation de ltrage est une
formule de la forme E ⊢ t≪?T E
′ ⊢ t′, où t et t′ sont des ρ-termes bien typés dans les ontextes
E et respetivement E′. Une substitution σ bien typée dans le ontexte E′ est une solution de
l'équation E ⊢ t ≪?T E
′ ⊢ t′ si T |= σ(t) = t′. Un T -système de ltrage est une onjontion de
T -équations de ltrage. Une substitution est une solution d'un T -système de ltrage P si 'est
une solution de toutes les T -équations de ltrage. Nous notons par F un T -système de ltrage
sans solution. Un T -système de ltrage est appelé trivial quand toute substitution bien typée est
une solution du système.
Nous dénissons Solution(S) pour un T -système de ltrage S omme étant la fontion qui
retourne l'ensemble de toutes les solutions de S quand S n'est pas trivial et {ID}, où ID est la
substitution identité, quand S est trivial.
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Selon la dénition préédente, si la substitution σ est une solution de l'équation de ltrage
E ⊢ t≪?∅ E
′ ⊢ t′ et t ∈ TF (X ) alors Dom(σ) ⊆ E.
Par exemple, quand la théorie T est vide, la substitution résultant du ltrage syntaxique entre
les termes t et t′, peut toujours être alulée en utilisant l'ensemble de règles SyntacticMatching
présenté dans la Setion 2.5 du Chapitre 2 que nous reprenons i-dessous :
Decomposition (f(t1, . . . , tn)≪
?
∅ f(t
′
1, . . . , t
′
n)) ∧ P 7→7
∧
i=1...n ti ≪
?
∅ t
′
i ∧ P
SymbolClash (f(t1, . . . , tn)≪
?
∅ g(t
′
1, . . . , t
′
m)) ∧ P 7→7 F
si f 6= g
MergingClash (x≪?∅ t) ∧ (x≪
?
∅ t
′) ∧ P 7→7 F
si t 6= t′
SymbolV ariableClash (f(t1, . . . , tn)≪
?
∅ x) ∧ P 7→7 F
si x ∈ X
Fig. 6.2: SyntacticMatching - Règles pour le ltrage syntaxique
Le résultat de la Proposition 2.1 peut être étendu pour une équation de ltrage ave les
termes bien typés :
Proposition 6.1 La forme normale de tout problème de ltrage t ≪?∅ t
′
alulée par les règles
SyntacticMatching existe et est unique. Après avoir enlevé de la forme normale toute équation
dupliquée, si le système résultant est :
1. F, alors il n'y a pas de ltre de t à t′ et Solution(E ⊢ t≪?∅ E
′ ⊢ t′) = ∅,
2. de la forme
∧
i∈I xi ≪
?
∅ t
′
i ave I 6= ∅, alors la substitution σ = 〈xi/t
′
i〉i∈I est l'unique ltre
de t à t′. Si E ⊢ xi : Ai et E
′ ⊢ t′i : Ai alors Solution(E ⊢ t≪
?
∅ E
′ ⊢ t′) = {〈xi : Ai/t
′
i〉i∈I}.
Si pour un ertain i ∈ I nous avons E ⊢ xi : Ai et E
′ ⊢ t′i : Bi ave Ai 6= Bi alors nous
obtenons Solution(E ⊢ t≪?∅ E
′ ⊢ t′) = ∅,
3. vide, alors t et t′ sont identiques et Solution(E ⊢ t≪?∅ E
′ ⊢ t′) = {ID}.
On doit noter que nous n'enlevons pas les équations triviales x ≪?∅ x de la forme nor-
male d'un système de ltrage mais nous vérions l'égalité des types de la variable x des deux
tés dans les ontextes orrespondants. Une équation de ltrage triviale mais ave les variables
typées diéremment mène à un éhe de ltrage omme par exemple dans l'équation de ltrage
Solution(x : A ⊢ x≪?∅ x : B ⊢ x) = ∅.
Puisque dans l'ensemble de règles de ltrage SyntacticMatching la onsistane entre les types
des membres des équations de ltrage n'est pas vériée, les équations triviales ne sont pas enlevées
et nous pouvons ainsi obtenir une solution Solution(E ⊢ t≪?∅ E
′ ⊢ t′) = {〈x : A/x, . . .〉}.
Nous pouvons, naturellement, intégrer les ontraintes de type dans les règles de ltrage en
utilisant l'ensemble des règles dans la Figure 6.3.
La règle de typage V ariableClash vérie juste que les types des deux membres d'une équation
de ltrage ave une variable à gauhe sont identiques et la Proposition 6.1 peut être reformulée
en :
Proposition 6.2 La forme normale de tout problème de ltrage E ⊢ t ≪?∅ E
′ ⊢ t′ alulée par
les règles SyntacticMatchingType existe et est unique. Après avoir enlevé de la forme normale
toute équation dupliquée et toute équation triviale de la forme E ⊢ x ≪?∅ E
′ ⊢ x, si le système
résultant est :
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Decomposition (E ⊢ f(t1, . . . , tn)≪
?
∅ E
′ ⊢ f(t′1, . . . , t
′
n)) ∧ P 7→7∧
i=1...nE ⊢ ti ≪
?
∅ E
′ ⊢ t′i ∧ P
SymbolClash (E ⊢ f(t1, . . . , tn)≪
?
∅ E
′ ⊢ g(t′1, . . . , t
′
m)) ∧ P 7→7 F
si f 6= g
MergingClash (E ⊢ x≪?∅ F ⊢ t) ∧ (E ⊢ x≪
?
∅ F
′ ⊢ t′) ∧ P 7→7 F
si t 6= t′
SymbolV ariableClash (E ⊢ f(t1, . . . , tn)≪
?
∅ E
′ ⊢ x) ∧ P 7→7 F
si x ∈ X
V ariableClash (E ⊢ x≪?∅ E
′ ⊢ t) ∧ P 7→7 F
si E ⊢ x : A et E′ ⊢ t : B et A 6= B
Fig. 6.3: SyntacticMatchingType - Règles pour le ltrage syntaxique typé
1. F, alors il n'y a pas de ltre de t à t′ et Solution(E ⊢ t≪?∅ E
′ ⊢ t′) = ∅,
2. de la forme
∧
i∈I E ⊢ xi ≪
?
∅ E
′ ⊢ t′i ave I 6= ∅ et E ⊢ xi : Ai, alors la substitution
σ = 〈xi : Ai/t
′
i〉i∈I est l'unique ltre des termes t à t
′
bien typés dans les ontextes E et
respetivement E′ et Solution(E ⊢ t≪?∅ E
′ ⊢ t′) = {〈xi : Ai/t
′
i〉i∈I}.
3. vide, alors t et t′ sont identiques et Solution(E ⊢ t≪?∅ E
′ ⊢ t′) = {ID}.
Si l'ensemble de règles de ltrage SyntacticMatchingType est utilisé alors la forme normale
d'un problème de ltrage ne peut pas ontenir d'équation de la forme E ⊢ x ≪?∅ E
′ ⊢ x ave
la variable x typée diéremment dans les ontextes E et E′ et ainsi, nous pouvons enlever les
équations de ette forme an d'obtenir la substitution résultat.
L'avantage de maintenir séparées les ontraintes de type et les règles de ltrage omme dans
la méthode utilisant les règles SyntacticMatching nous permet d'utiliser le même ensemble de
règles de ltrage dans les approhes typées et non-typées.
Quand les ontextes E, E′ des termes t, t′ sont lairs, nous les omettons et nous abrégeons
la fontion Solution(E ⊢ t≪?∅ E
′ ⊢ t′) par Solution(t≪?∅ t
′).
6.5 Les règles d'évaluation du ρ∅-alul typé
Les règles d'évaluation du ρ∅-alul non-typé présentées dans le Chapitre 3 sont enrihies
ave l'information de type et nous obtenons l'ensemble de règles d'évaluation dans la Figure 6.4.
Les règles qui sont modiées sont elles qui dérivent l'évaluation des règles de réériture : Fire
et SwitchR.
Les règles d'évaluation du ρ-alul typé général sont obtenues de la même manière à partir
des règles d'évaluation du ρ-alul non-typé mais la règle SwitchL dérivant le omportement
des règles de réériture ave un ensemble dans le membre gauhe néessite une analyse plus
approfondie et nous allons proposer dans la Setion 6.8 une approhe possible et un système de
types approprié.
Comme nous l'avons déjà mentionné, l'interprétation des symboles de fontions est surhargée
et un symbole de fontion peut avoir plusieurs prols. Si dans le membre gauhe de la règle
d'évaluation Congruence le premier f a le prol (A1֌ B1)× . . .× (An֌ Bn)֌ (A֌ B)
et le deuxième f le prol A1 × . . .×An֌ A alors le symbole f du membre droit de la règle
d'évaluation a le prol B1 × . . .×Bn֌ B. Les arguments d'un terme onstruit en utilisant le
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Fire [l[E]→ r](t) =⇒ {σr}
si le contexte est F
avec σ ∈ Solution(E ⊢ l≪?∅ F ⊢ t)
Congruence [f(u1, . . . , un)](f(v1, . . . , vn)) =⇒ {f([u1](v1), . . . , [un](vn))}
Congruence_fail [f(u1, . . . , un)](g(v1, . . . , vm)) =⇒ ∅
Distrib [{u1, . . . , un}](v) =⇒ {[u1](v), . . . , [un](v)}
Batch [v]({u1, . . . , un}) =⇒ {[v](u1), . . . , [v](un)}
SwitchR u[E]→ {v1, . . . , vn} =⇒ {u[E]→ vn, . . . , u[E]→ vn}
OpOnSet f(v1, . . . , {u1, . . . , um}, . . . , vn) =⇒
{f(v1, . . . , u1, . . . , vn), . . . , f(v1, . . . , um, . . . , vn)}
Flat {u1, . . . , {v1, . . . , vn}, . . . , um} =⇒ {u1, . . . , v1, . . . , vn, . . . , um}
Fig. 6.4: Les règles d'évaluation du ρ∅-alul typé
premier f sont des règles de réériture (ou d'autres termes de type omposé) qui sont appliquées
aux arguments d'un terme onstruit en utilisant le deuxième f et la surharge du symbole f est
évidemment néessaire an de typer orretement es appliations.
Les rédutions utilisant les règles d'évaluation Congruence peuvent être simulées par des
rédutions utilisant la règle d'évaluation Fire et nous avons montré dans le Chapitre 2 (page 48)
que le terme [f(u1, . . . , un)](t) est évalué, en utilisant les règles Congruence et Congruence_fail,
au même terme que le terme [f(x1, . . . , xn) → f([u1](x1), . . . , [un](xn))](t) en utilisant la règle
Fire. Par onséquent, les règles Congruence représentent une forme d'expansion η du ρ-alul
qui serait dénie par :
Eta f(t1, . . . , tn) =⇒ f(x1, . . . , xn)→ f([t1](x1), . . . , [tn](xn))
qui, appliquée dans le as partiulier d'une onstante a, mène à
a =⇒ x→ [a](x).
Pour des raisons de simpliité nous avons omis le ontexte loal de la règle de réériture
du membre droit de la règle Eta mais il est lair que si le symbole f du membre gauhe de
la règle Eta a le prol (A1 ֌ B1) × . . . × (An ֌ Bn) ֌ (A ֌ B) alors e ontexte est
x1 : A1 · . . . · xn : An.
Il y a prinipalement deux propriétés que nous voulons prouver pour le ρ∅-alul typé.
D'abord, nous montrons que les rédutions du ρ∅-alul préservent le type, propriété habituelle-
ment appelée préservation du type (subjet redution). Deuxièmement, nous prouvons que dans
le ρ∅-alul typé il n'y a pas de rédution innie.
Par rapport aux preuves de terminaison pour des aluls similaires, omme le λ-alul, nous
devons prouver que la manipulation du non-déterminisme représenté par des ensembles de termes
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est faite orretement. Dans le ρ-alul nous avons des singletons orrespondant à un résultat
déterministe, omme dans le λ-alul, mais nous traitons aussi expliitement les éhes possibles
représentés par ∅ et les résultats non-déterministes représentés par des ensembles ayant plus d'un
élément.
Comme nous l'avons vu, sans typer le ρ-alul ne termine pas :
Exemple 6.3 Le terme ωρωρ = [x→ [x](x)](x→ [x](x)) est évalué omme dérit i-dessous
[x→ [x](x)](x→ [x](x))
−→F ire {〈x/(x→ [x](x))〉[x](x)} ≡ {[x→ [x](x)](x→ [x](x))}
−→F ire {{[x→ [x](x)](x→ [x](x))}}
−→F lat {[x→ [x](x)](x→ [x](x))}
−→ . . .
Dans le ρ∅-alul typé le ρ-terme orrespondant [x[x:A] → [x](x)](x[x:A′] → [x](x)) n'est pas
bien typé, indépendemment du type de la variable x des membres gauhes des règles de réériture.
Cei déoule de la règle de typage App qui néessite d'une part un type B֌ C pour le premier
x de l'appliation et d'autre part un type B pour le deuxième x an d'obtenir le type du terme
[x](x). Mais le même ontexte (onsistant) est utilisé pour typer les deux variables et don nous
ne pouvons pas avoir deux dénitions de type diérentes pour la même variable.
6.6 La préservation du type
Nous montrons maintenant que le système de types que nous avons proposé dans la Setion 6.2
est ohérent par rapport aux règles d'évaluation du ρ∅-alul dans le sens où le type d'un terme
est le même que le type de tout terme obtenu en le réduisant.
Théorème 6.1 Pour tous ρ-termes a et a′, si a −→ρ a
′
et E ⊢ a : A, alors E ⊢ a′ : A.
Preuve : Nous examinons les règles d'évaluation du ρ∅-alul typé une par une et nous prouvons
que le membre gauhe et le membre droit de haque règle ont le même type dans un ontexte
donné. Pour haque règle d'évaluation de la forme lhs =⇒ rhs nous montrons don que si
E ⊢ lhs : A alors E ⊢ rhs : A.
 la règle Fire
F ire [l[E′] → r](t) =⇒ {σr}
si le contexte est E
avec σ ∈ Solution(E′ ⊢ l≪?∅ E ⊢ t)
Considérons A tel que E ⊢ [l[F |l]→ r](t) : A. En utilisant la règle de typage App nous
inférons E ⊢ t : B et E ⊢ (l[F |l] → r) : B ֌ A. Par la règle de typage Rule nous
avons F |l ⊢ l : B et F |l ·E ⊢ r : A ave F |l ·E onsistant.
Si σ est la solution de l'équation de ltrage (F |l ⊢ l≪
?
∅ E ⊢ t) alors, onformément à
la dénition du ltrage typé, E ⊢ σ et Dom(σ) = F |l. Puisque F |l · E est onsistant
alors Dom(σ)·E est onsistant et en utilisant le Lemme 6.1 nous obtenons E ⊢ σr : A.
Par la règle de typage Set nous avons
E ⊢ {σr} : A.
Si le ltrage (F |l ⊢ l ≪
?
∅ E ⊢ t) éhoue alors le membre droit ∅ satisfait la propriété
par la règle de typage Empty.
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 la règle Congruence
Congruence [f(u1, . . . , un)](f(v1, . . . , vn)) =⇒ {f([u1](v1), . . . , [un](vn))}
Considérons A tel que E ⊢ [f(u1, . . . , un)](f(v1, . . . , vn)) : A. En utilisant la règle de
typage App nous inférons E ⊢ f(u1, . . . , un) : B ֌ A et E ⊢ f(v1, . . . , vn) : B. Nous
supposons les prols suivants pour le symbole de fontion f :A1 × . . .×An֌ A,
B1 × . . . ×Bn֌ B et (A1֌ B1)× . . .× (An֌ Bn)֌ (A֌ B). Par la règle de
typage Op appliquée deux fois nous avons : E ⊢ ui : Bi ֌ Ai, E ⊢ vi : Bi. Nous ap-
pliquons n fois la règle de typage App et nous obtenons E ⊢ [ui](vi) : Ai, i = 1, . . . , n
et par la règle de typage Op nous avons E ⊢ f([u1](v1), . . . , [un](vn)) : A. Finalement,
nous appliquons la règle de typage Set et nous obtenons :
E ⊢ {f([u1](v1), . . . , [un](vn))} : A.
 la règle Congruence_fail
Congruence_fail [f(u1, . . . , un)](g(v1, . . . , vm)) =⇒ ∅
L'appliation de la règle de typage Empty prouve immédiatement la propriété.
 la règle Distrib
Distrib [{u1, . . . , un}](v) =⇒ {[u1](v), . . . , [un](v)}
Considérons A tel que E ⊢ [{u1, . . . , un}](t) : A. En utilisant la règle de typage App
nous inférons E ⊢ {u1, . . . , un} : B֌ A et E ⊢ t : B. Par la règle de typage Set nous
avons E ⊢ ui : B ֌ A, i = 1, . . . , n et en appliquant la règle de typage App ave
E ⊢ t : B nous obtenons E ⊢ [ui](t) : A, i = 1, . . . , n. Finalement, la règle de typage
Set mène à :
E ⊢ {[u1](t), . . . , [un](t)} : A.
 la règle Batch
Batch [v]({u1, . . . , un}) =⇒ {[v](u1), . . . , [v](un)}
Considérons A tel que E ⊢ [u]({t1, . . . , tn}) : A. En utilisant la règle de typage App
nous inférons E ⊢ u : B ֌ A, E ⊢ {t1, . . . , tn} : B. Par la règle de typage Set nous
avons E ⊢ ti : B, i = 1, . . . , n et en appliquant la règle de typage App n fois nous
obtenons E ⊢ [u](ti) : A, i = 1, . . . , n. Finalement, la règle de typage Set mène à :
E ⊢ {[u1](t), . . . , [un](t)} : A.
 la règle SwitchR
SwitchR u[F |u]→ {v1, . . . , vn} =⇒ {u[F |u] → vn, . . . , u[F |u] → vn}
Considérons A tel que E ⊢ u[F |u] → {v1, . . . , vn} : A. En utilisant la règle de typage
Rule nous inférons A = B֌ C et F ⊢ u : B, F |u ·E ⊢ {v1, . . . , vn} : C. Par la règle
de typage Set nous avons F |u ·E ⊢ vi : C, i = 1, . . . , n et par la règle de typage Rule
appliquée n fois nous obtenons E ⊢ u[F |u] → vi : B֌ C, i = 1, . . . , n. Finalement, la
règle de typage Set mène à :
E ⊢ {u[F |u] → v1, . . . , u[F |u]→ vn} : A.
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 la règle OpOnSet
OpOnSet f(v1, . . . , {u1, . . . , um}, . . . , vn) =⇒
{f(v1, . . . , u1, . . . , vn), . . . , f(v1, . . . , um, . . . , vn)}
Considérons A tel que f ∈ FA1×...×An֌A et E ⊢ f(v1, . . . , {u1, . . . , um}, . . . , vn) : A.
En utilisant la règle de typage Op nous inférons E ⊢ vi : Ai, i = 1, . . . , n, i 6= k,
et E ⊢ {u1, . . . , um} : Ak. Par la règle de typage Set nous avons E ⊢ uj : Ak,
j = 1, . . . ,m et par la règle de typage Op appliquée pour j = 1, . . . ,m nous obtenons
E ⊢ f(v1, . . . , uj , . . . , vn) : A. Finalement, la règle de typage Set mène à :
E ⊢ {f(v1, . . . , u1, . . . , vn), . . . , f(v1, . . . , um, . . . , vn)} : A.
 la règle Flat
F lat {u1, . . . , {v1, . . . , vn}, . . . , um} =⇒ {u1, . . . , v1, . . . , vn, . . . , um}
Considérons A tel que E ⊢ {u1, . . . , {v1, . . . , vn}, . . . , um} : A. En utilisant la règle de
typage Set nous inférons E ⊢ uj : A, j = 1, . . . ,m et E ⊢ {v1, . . . , vn} : A. Par la
règle de typage Set nous avons E ⊢ uj : A, j = 1, . . . ,m et E ⊢ {v1, . . . , vn} : A. La
même règle Set mène à E ⊢ vi : A, i = 1, . . . , n et nalement, par la règle de typage
Set nous avons :
E ⊢ {u1, . . . , v1, . . . , vn, . . . , um} : A.
✷
Comme nous l'avons préisé dans la Setion 6.5, les rédutions utilisant les règles d'évaluation
Congruence peuvent être simulées par des rédutions utilisant la règle d'évaluation Fire et nous
pouvons obtenir une équivalene similaire au niveau des types. Considérons un symbole f tel que
f ∈ F(A1֌B1)×...×(An֌Bn)֌(A֌B) et don f ∈ FA1×...×An֌A et f ∈ FB1×...×Bn֌B .
Alors nous pouvons typer le terme f(t1, . . . , tn) dans le ontexte E :
E ⊢ t1 : A1֌ B1 . . . E ⊢ tn : An֌ Bn
E ⊢ f(t1, . . . , tn) : A֌ B
Op
Si nous onsidérons le terme équivalent f(x1, . . . , xn)[E′] → f([t1](x1), . . . , [tn](xn)) ave le
ontexte E′ = x1 : A1 · . . . · xn : An, tel que E
′
, E sont disjoints alors nous obtenons
E′ · E ⊢ ti : Ai֌ Bi E
′ · E ⊢ xi : Ai
E′ ·E ⊢ [ti](xi) : Bi
App E
′ ⊢ x1 : A1 . . . E
′ ⊢ xn : An
E′ ⊢ f(x1, . . . , xn) : A
Op
E′ · E ⊢ [ti](xi) : Bi
E′ · E ⊢ f([t1](x1), . . . , [tn](xn)) : B
Op
et par la règle de typage Rule
E′ ⊢ f(x1, . . . , xn) : A E
′ · E ⊢ f([t1](x1), . . . , [tn](xn)) : B
E ⊢ f(x1, . . . , xn)[E′] → f([t1](x1), . . . , [tn](xn)) : A֌ B
En utilisant les dédutions préédentes nous pouvons onlure que si ti : Ai ֌ Bi, i =
1, . . . , n alors
E ⊢ f(x1, . . . , xn)[x1:A1·...·xn:An] → f([t1](x1), . . . , [tn](xn)) : A֌ B
Nous avons ainsi induit le même type pour un terme f(t1, . . . , tn) et pour le terme étendu
orrespondant f(x1, . . . , xn)[x1:A1·...·xn:An] → f([t1](x1), . . . , [tn](xn)) dans le même ontexte E.
On doit noter que dans le deuxième terme nous devons dénir expliitement dans le ontexte
loal de la règle de réériture les types des variables liées de la règle.
Cei prouve que notre hoix pour le système de types est approprié puisque il est onsistant
ave l'expansion impliite du ρ-alul.
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6.7 La normalisation forte du ρ∅-alul
Nous nous onentrons maintenant sur la preuve de la normalisation forte du ρ∅-alul typé.
Cette propriété garantit l'existene d'une forme normale pour tout ρ-terme bien typé et don,
assure que les rédutions dans le ρ∅-alul sont nies. Quand le ρ∅-alul est onuent (f. Se-
tion 3.3) nous pourrons onlure en l'uniité du résultat pour la rédution de tout ρ-terme bien
typé.
Dénition 6.8 Un ρ-terme t typé ou non-typé est fortement normalisant (strongly normalizing
ou SN) par rapport à une relation de rédution si toute rédution ommençant par t est nie. Un
ρ-terme est faiblement normalisant si au moins une rédution issue de t est nie.
Il n'est pas surprenant qu'en raison du rapport fort entre le ρ-alul et le λ-alul, notre
preuve de la normalisation forte du ρ∅-alul soit inspirée de la preuve de la normalisation forte
du λ-alul.
Il y a plusieurs approhes pour prouver la normalisation forte du λ-alul. Une méthode
s'appelle internalization et a été employée la première fois par Gandy [Gan80℄. Une autre est
elle appelée habituellement la méthode des andidats de rédutibilité et basée sur les notions
introduites par Tait [Tai67℄. Cette dernière approhe a été généralisée dans [Gir72℄ et [JO97℄.
Nous utilisons par la suite les notations, les dénitions et l'approhe de [HS86℄ qui est une
variation de la méthode de Tait. Par rapport à ette méthode, dans notre approhe nous devons
manipuler orretement les termes du premier ordre et les termes ensemble.
Lorsque le ontexte E dans lequel nous typons les termes est lair, nous l'omettons et dans
e as-i nous abrégeons E ⊢ t : A par t : A.
Dénition 6.9 Nous dénissons la alulabilité forte (strong omputability ou SC) d'un terme
t par indution sur le nombre de èhes de type ֌ dans le type de t :
a. un terme de type atomique est SC s'il est SN,
b. un terme t tel que E ⊢ t : A ֌ B est SC si, pour tout terme SC u tel que E ⊢ u : A, le
terme [t](u) ave E ⊢ [t](u) : B est SC.
La dénition est étendue pour les substitutions typées et nous disons qu'une substitution de
la forme 〈x1 : A1/u1, . . . , xn : An/un〉 est SC si tous les termes ui sont SC.
Remarque 6.2 En partant en partiulier des dénitions données i-dessus nous pouvons remar-
quer que :
1. Tout type A est de la forme A1֌ . . .֌ An֌ K, ave K un type atomique.
2. Etant donné un type A = A1 ֌ . . . ֌ An ֌ K ; (t : A) est SC ssi pour tous termes
typés SC, t1 : A1, . . . , tn : An, le terme [. . . [[t](t1)](t2) . . .](tn) : K est SC (par la Déni-
tion 6.9(b)). [. . . [[t](t1)](t2) . . .](tn) : K est SC ssi il est SN (par la Dénition 6.9(a)).
3. Si (t : A) est SC (SN), alors tout terme qui dière de t seulement au niveau des noms des
variables liées est SC (SN).
4. Si t : A֌ B est SC et u : A est SC, alors [t](u) : B est SC (par la Dénition 6.9(b)).
5. Si t : A est SN, alors tout sous-terme de t : A est SN, puisque toute rédution innie d'un
sous-terme de t mène à une rédution innie de t.
En utilisant es remarques nous prouvons d'abord quelques lemmes préliminaires et ensuite
nous onluons par la proposition énonçant la normalisation forte du ρ∅-alul typé.
La preuve de normalisation est faite en deux étapes. D'abord nous montrons que tout terme
typable qui est SC est SN. Ensuite nous prouvons que tous les termes typables sont SC et nous
onluons que tous les termes typables sont SN.
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Lemme 6.2 (tout terme SC est SN)
Pour tout type A nous avons les propriétés suivantes :
a. Etant donnés un atome t et les termes u1, . . . , un. Si u1, . . . , un sont SN alors le terme
[. . . [[t](u1)](u2) . . .](un) : A est SC.
b. Tout terme SC de type A est SN.
Preuve : Nous proédons par indution sur le nombre de èhes de type ֌ dans le type A :
Le as de base : A est un type atomique.
a. Puisque t est un atome et don une variable, toute rédution de [. . . [[t](u1)](u2) . . .](un)
est une rédution d'un ui. Puisque u1, . . . , un sont SN, alors [. . . [[t](u1)](u2) . . .](un)
est SN. Ainsi, par la Dénition 6.9 (a), le terme [. . . [[t](u1)](u2) . . .](un) est SC.
b. Par la Dénition 6.9 (a).
Indution : A = B֌ C
a. Nous onsidérons un terme SC v de type B. Par l'hypothèse d'indution (b), (v : B)
est SN. Par l'hypothèse d'indution (a), le terme [[. . . [[t](u1)](u2) . . .](un)](v) : C est
SC. Ainsi, par la Dénition 6.9 (b), [. . . [[t](u1)](u2) . . .](un) : A est SC.
b. Nous onsidérons un terme SC u de type A et une variable x de type B qui n'apparaît
pas (libre ou liée) dans (u : A). Par l'hypothèse d'indution (a) et en onsidérant
n = 0, x est SC. Selon la Remarque 6.2(4), [u](x) : C est SC et par l'hypothèse
d'indution (b), [u](x) : C est SN. Conformément à la Remarque 6.2(5), (u : a) est
SN.
✷
Nous prouvons maintenant que tous les termes typables sont SC. Pour ei nous avons besoin
des lemmes montrant la stabilité des propriétés SN et SC pour les termes du premier ordre et
pour les termes ensemble. Puisque dans le λ-alul nous n'avons pas de tels termes, e genre de
propriété n'est pas néessaire pour la preuve de normalisation du λ-alul.
Lemme 6.3 Etant donné un ensemble de termes SN ti, i = 1, . . . , n, le terme t = {t1, . . . , tn}
est SN.
Preuve : Pour simplier nous onsidérons que i = 1 et don t = {t1}. Nous notons par {u}
k
le
terme {. . . {u} . . .} ave k symboles d'ensemble imbriqués.
Nous utilisons une indution sur le nombre maximum d'étapes de rédution du terme t1.
Le as de base : Le termes t1 est omplètement normalisé. Si t1 = {u1}
0
alors t = {u1} est en
forme normale. Si t1 = {u1}
1
alors la seule rédution possible de t est {t} = {{u1}} −→F lat
{u1} et puisque {u1} est en forme normale alors {t} est SN.
Indution : t1 se normalise en maximum n > 0 étapes en t1.
Nous onsidérons que le terme t1 est de la forme {u1}
k
ave u1 SN. Nous avons deux
rédutions possibles :
{t1} = {{u1}
k} −→ρ {{u
′
1}
k}
ave u1 −→ρ u
′
1 et {u
′
1}
k
SN et normalisant en (n − 1) étapes ou k ≥ 1 et
{t1} = {{u1}
k} −→F lat {{u1}
k−1}.
Si k ≥ 2 alors {u1}
k−1
est SN et normalisant en (n − 1) étapes. Si k = 1 alors la seule
rédution possible est
{t1} = {{u1}} −→F lat {u1} −→ρ {u
′
1}
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ave u1 −→ρ u
′
1 et u
′
1 SN et normalisant en (n− 1) étapes.
Par indution, {{u′1}
k} et {{u1}
k−1} sont SN et par onséquent, {{u1}
k} est SN. ✷
Lemme 6.4 Etant donnés un ontexte E et un ensemble de termes ui tels que E ⊢ ui : A,
i = 1, . . . , n. Si les termes ui sont SC alors le terme {u1, . . . , un} est SC.
Preuve : Tous les termes utilisés dans la preuve sont typés dans le ontexte E qui est omis
quand les types des termes sont donnés.
Si le type A est atomique alors, par la Dénition 6.9, ui : A sont SN et ainsi {u1, . . . , un} : A
est SN par le Lemme 6.3. Puisque {u1, . . . , un} : A est de type atomique et SN alors, par
la Dénition 6.9, il est SC.
Si le type A est de la forme A1 ֌ . . . Am ֌ K ave K atomique alors par la Remar-
que 6.2(2) nous devons montrer que pour tous les termes SC tj tels que E ⊢ tj : Aj nous
avons le terme [. . . [[{u1, . . . , un}](t1)](t2) . . .](tm) : K qui est SN.
Puisque tj : Aj sont SC alors, par la Remarque 6.2(4), les termes [. . . [[ui](t1)](t2) . . .](tm) :
K sont SC et puisqu'ils sont de type atomique alors ils sont SN. Par onséquent, nous dé-
duisons par le Lemme 6.3 que le terme {[. . . [[u1](t1)](t2) . . .](tm), . . . , [. . . [[un](t1)](t2) . . .](tm)}
est SN.
Puisque ui, tj sont SC alors, par le Lemme 6.2, ui, tj sont SN pour i = 1, . . . , n, j =
1, . . . ,m. Par onséquent, si le terme [. . . [[{u1, . . . , un}](t1)](t2) . . .](tm) n'était pas SN alors
une rédution innie n'est pas due seulement à ses sous-termes et aurait la forme :
[. . . [[{u1, . . . , un}](t1)](t2) . . .](tm)
∗
−→ρ [. . . [[{u
′
1, . . . , u
′
n}](t
′
1)](t
′
2) . . .](t
′
m)
−→Distrib {[. . . [[u
′
1](t
′
1)](t
′
2) . . .](t
′
m), . . . , [. . . [[u
′
n](t
′
1)](t
′
2) . . .](t
′
m)}
∗
−→ρ . . .
Puisque nous avons la rédution
{[. . . [[u1](t1)](t2) . . .](tm), . . . , [. . . [[un](t1)](t2) . . .](tm)}
∗
−→ρ {[. . . [[u
′
1](t
′
1)](t
′
2) . . .](t
′
m), . . . , [. . . [[u
′
n](t
′
1)](t
′
2) . . .](t
′
m)}
alors le terme {[. . . [[u1](t1)](t2) . . .](tm), . . . , [. . . [[un](t1)](t2) . . .](tm)} n'est pas SN, e qui
ontredit le résultat obtenu i-dessus.
Par onséquent, [. . . [[{u1, . . . , un}](t1)](t2) . . .](tm) est SN et selon la Remarque 6.2(2), nous
obtenons que {u1, . . . , un} est SC. ✷
Lemme 6.5 Etant donné un ensemble de termes SN ti, i = 1, . . . , n, le terme t = f(t1, . . . , tn)
est SN.
Preuve : La preuve est très similaire à elle du Lemme 6.3. ✷
Lemme 6.6 Etant donnés un ontexte E, les termes ui tels que E ⊢ ui : Ai pour i = 1, . . . , n et
un symbole de fontion f ∈ FA1×...×An֌A, alors le terme f(u1, . . . , un) est SC ssi les termes ui
sont SC.
Preuve : Tous les termes utilisés dans la preuve sont typés dans le ontexte E qui est omis par
la suite.
Les symboles f ∈ F sont symboles du premier ordre et ne peuvent pas mener à des termes
de la forme f(u1, . . . , un) ave un type plus grand que le type de leurs arguments. Ii, plus
grand est utilisé dans le sens d'un nombre plus grand de symboles ֌ dans le type.
Nous proédons par indution sur le nombre de èhes de type ֌ dans les types Ai :
Le as de base : Ai, i = 1, . . . , n et A sont des types atomiques.
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Si les types Ai sont atomiques et les ui sont SC alors les ui sont SN par le Lemme 6.2
et ainsi f(u1, . . . , un) : A est SN par le Lemme 6.5. Puisque f(u1, . . . , un) : A est de type
atomique et SN alors il est SC.
Si f(u1, . . . , un) : A est SC alors, par le Lemme 6.2, il est SN et ainsi tous ses sous-termes
ui sont SN. Puisque Ai sont des types atomiques alors ui sont SC.
Indution : Ai de la forme Bi֌ Ci, i = 1, . . . , n et A de la forme B֌ C.
Puisque f ∈ F(B1֌C1)×...×(Bn֌Cn)֌(B֌C) nous pouvons onsidérer que nous avons égale-
ment f ∈ FB1×...×Bn֌B et f ∈ FC1×...×Cn֌C .
(⇐) si ui : Ai, i = 1, . . . , n sont SC alors f(u1, . . . , un) : A est SC
An de prouver que f(u1, . . . , un) est SC, onformément à la Remarque 6.2(2), nous
devons montrer que pour tout terme SC t : B nous avons [f(u1, . . . , un)](t) : C qui
est SN.
Pour tous les termes t tels que [f(u1, . . . , un)](t) est réduit dans une étape à ∅ la
propriété est évidente. Le seul terme t qui ne mène pas à un tel résultat doit être de
la forme f(t1, . . . , tn).
Puisque t : B est SC alors, par hypothèse d'indution, ti : Bi sont SC. Ainsi, par la
Remarque 6.2(4), [ui](ti) : Ci sont SC et don SN. Par onséquent, par le Lemme 6.5,
f([u1](t1), . . . , [un](tn)) est SN. De plus, par le Lemme 6.2, les termes ui et ti, i =
1, . . . , n sont SN.
Supposons que [f(u1, . . . , un)](t) : C n'est pas SN. Puisque les termes ui, ti, i =
1, . . . , n sont SN alors, une rédution innie aurait la forme :
[f(u1, . . . , un)](f(t1, . . . , tn))
∗
−→ρ [f(u
′
1, . . . , u
′
n)](f(t
′
1, . . . , t
′
n))
−→Congruence f([u
′
1](t
′
1), . . . , [u
′
n](t
′
n))
∗
−→ρ . . .
Puisque nous avons la rédution
f([u1](t1), . . . , [un](tn)) −→ρ f([u
′
1](t
′
1), . . . , [u
′
n](t
′
n))
alors f([u1](t1), . . . , [un](tn)) n'est pas SN et nous obtenons don une ontradition.
Par onséquent, [f(u1, . . . , un)](t) est SN et selon la Remarque 6.2(2), f(u1, . . . , un)
est SC.
(⇒) si f(u1, . . . , un) : A est SC alors ui : Ai, i = 1, . . . , n sont SC
An de prouver que ui, i = 1, . . . , n sont SC, par la Remarque 6.2(2), nous devons
montrer que pour tous les termes SC ti nous avons [ui](ti) : Ci qui est SN.
Par hypothèse d'indution, f(t1, . . . , tn) : B est SC si ti : Bi sont SC. Nous avons par
la Remarque 6.2(4) que [f(u1, . . . , un)](f(t1, . . . , tn)) : C est SC et don SN.
Si nous supposons qu'un des [ui](ti) n'est pas SN alors nous obtenons que le terme
f([u1](t1), . . . , [un](tn)) n'est pas SN. Puisque nous avons la rédution
[f(u1, . . . , un)](f(t1, . . . , tn))
−→Congruence f([u1](t1), . . . , [un](tn))
alors [f(u1, . . . , un)](f(t1, . . . , tn)) n'est pas SN et nous obtenons don une ontradi-
tion.
Par onséquent, [ui](ti), i = 1, . . . , n sont SN et d'après la Remarque 6.2(2), ui,
i = 1, . . . , n sont SC.
✷
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Lemme 6.7 Etant donné les ontextes E et F et les termes l, r et t tels que F |l · E ⊢ r : B,
F ⊢ l : A et E ⊢ t : A, nous onsidérons la substitution typée σ telle que {σ} = Solution(l≪?∅ t).
Si les termes σr et l, t sont SC, alors le terme [l[F |l]→ r](t) est SC.
Preuve : Conformément à l'algorithme de ltrage, nous avons E ⊢ σ. Puisque Dom(σ) = F |l
alors, par le Lemme 6.1, E ⊢ σr : B et puisque σr est SC alors, par le Lemme 6.4, {σr} : B
est SC.
Nous onsidérons B = B1 ֌ . . . Bl ֌ K, ave K atomique. Nous onsidérons les termes
SC v1 : B1, . . . , vl : Bl. Selon la Remarque 6.2(2),
[. . . [[σr](v1)](v2) . . .](vl) : K, (6.1)
est SN et
[. . . [[{σr}](v1)](v2) . . .](vl) : K (6.2)
est SN.
Nous avons E ⊢ [l[F |l] → r](t) : B et nous devons montrer que
[. . . [[[l[F |l] → r](t)](v1)](v2) . . .](vl) : K (6.3)
est SN et par la Remarque 6.2(2), nous pouvons onlure la preuve du lemme.
Puisque (6.1) est SN, d'après la Remarque 6.2(5), tous ses sous-termes sont SN. Ainsi, les
termes σr et v1, v2, . . . , vl sont SN. Puisque l et t sont SC alors, par le Lemme 6.2, l et t
sont SN. Nous avons immédiatement que r est SN.
Par onséquent, une rédution innie de (6.3) ne peut pas onsister entièrement en on-
trations dans l, r, t, v1, . . . , vl et une telle rédution doit avoir la forme :
[. . . [[[l[F |l]→ r](t)](v1)](v2) . . .](vl)
∗
−→ρ [. . . [[[l[F |l]→ r
′](t′)](v′1)](v
′
2) . . .](v
′
l)
−→F ire [. . . [[{σ
′r′}](v′1)](v
′
2) . . .](v
′
l)
∗
−→ρ . . .
où r
∗
−→ρ r
′
, t
∗
−→ρ t
′
, vk
∗
−→ρ v
′
k et le ltrage l≪
?
∅ t
′
n'éhoue pas et a la solution σ′.
Puisque l ∈ TF(X ) et que nous utilisons le ltrage syntaxique alors, pour tous les termes l,
t et t′ tels que t −→ρ t
′
et Solution(l ≪?∅ t) = {µ} ave µ = 〈x1/t1, . . . , xn/tn〉, si l ≪
?
∅ t
′
n'éhoue pas, alors nous avons Solution(l ≪?∅ t
′) = {µ′} ave µ′ = 〈x1/t1
′, . . . , xn/tn
′〉 et
ti −→ρ ti
′
, i = 1, . . . , n.
Selon ette dernière remarque, si σ = 〈x1/u1, . . . , xn/un〉 alors σ
′ = 〈x1/u1
′, . . . , xn/un
′〉
ave ui −→ρ ui
′
et par le Lemme 3.11 nous obtenons σr −→ρ σ
′r′.
Ainsi, nous pouvons onstruire une rédution innie à partir de (6.2) :
[. . . [[{σr}](v1)](v2) . . .](vl)
∗
−→ρ [. . . [[{σ
′r′}](v′1)](v
′
2) . . .](v
′
l)
∗
−→ρ . . .
Cei ontredit le fait que (6.2) est SN et par onséquent, (6.3) doit être SN.
✷
Lemme 6.8 (tout terme typable est SC)
Pour tout ρ-terme typé t tel que E ⊢ t : B nous avons :
a. t est SC,
b. Pour toutes les substitutions SC σj, j = 1, . . . ,m telles que E
′ ⊢ σj , le terme t
∗ = σ1 . . . σmt
ave E′ ⊢ t∗ : B est SC, où E = Dom(σ1) · . . . ·Dom(σm) · E
′
.
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Preuve : Le point (a) est un as spéial de (b) quand σi, i = 1, . . . , n est la substitution identité.
Nous prouvons (b) par indution struturelle sur t.
1. t est une variable xji ∈ Dom(σj), et σj = 〈x
j
1/u
j
1, . . . , x
j
n/u
j
n〉.
Dans e as t∗ est uji et don, est SC.
2. t est une variable distinte de x ∈
⋃
Dom(σj).
Dans e as t∗ est t et don, il est SC par le Lemme 6.2 ave n = 0.
3. t = f(t1, . . . , tk).
Dans e as t∗ = f(t∗1, . . . , t
∗
k). Par hypothèse d'indution, t
∗
1, . . . , t
∗
k sont SC, et ainsi,
d'après le Lemme 6.6, t∗ est SC.
4. t = {t1, . . . , tk}.
Dans e as t∗ = {t∗1, . . . , t
∗
k}. Par hypothèse d'indution, t
∗
1, . . . , t
∗
k sont SC, et ainsi,
d'après le Lemme 6.4, t∗ est SC.
5. t = [t1](t2).
Dans e as t∗ = [t∗1](t
∗
2). Par hypothèse d'indution, t
∗
1, t
∗
2 sont SC, et ainsi, onfor-
mément à la Remarque 6.2(4), t∗ est SC.
6. t : B = t1[F |t1 ] → t2.
Nous avons F ⊢ t1 : A et F |t1 ·E ⊢ t2 : C et B = A֌ C.
Dans e as t∗ = t∗1 → t
∗
2 si nous négligeons les hangements de noms des variables
liées. Conformément à la dénition de l'appliation de substitution, t∗1 = t1.
Nous devons montrer que pour tous les termes SC u tels que E′ ⊢ u : A, le terme
[t∗](u) est SC ou d'une manière équivalente que [t1 → t
∗
2](u) est SC.
Si le ltrage (t1 ≪
?
∅ u) éhoue alors le résultat est ∅ et la propriété est évidemment
vraie.
On doit noter que si l ∈ TF (X ) et si le ltrage syntaxique est onsidéré alors, par le
Lemme 6.6, pour tous termes SC l et t et la substitution {µ} = Solution(l≪?∅ t) nous
obtenons que µ est SC.
Nous onsidérons {µ} = Solution(t1 ≪
?
∅ u) et onformément à l'algorithme de ltrage,
E′ ⊢ µ et puisque t1 ∈ TF (X ) et u sont SC alors µ est SC. Par le Lemme 6.1,
F |t1 · E
′ ⊢ t∗2 : C et puisque Dom(µ) = F |t1 alors E
′ ⊢ µt∗2 : C. Par l'hypothèse
d'indution (b) en utilisant la substitution µσ1 . . . σm nous obtenons que µt
∗
2 est SC
et ainsi, par le Lemme 6.7, [t∗](u) est SC.
✷
Théorème 6.2 Le ρ∅-alul est fortement normalisable.
Preuve : Le résultat est obtenu immédiatement par les Lemmes 6.8 et 6.2. ✷
6.8 Le typage des ρ-termes non-restreints
Nous avons proposé dans les setions préédentes un système de types pour les termes de
̺∅(F ,X ) et nous allons étendre e système pour le as général de termes de ̺(F ,X ). Nous
onsidérons le alul (̺(F ,X ), ∅,S), appelé aussi ρ+∅ -alul, généralisant le ρ∅-alul ave une
stratégie S arbitraire.
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La syntaxe du ρ+∅ -alul typé
Nous obtenons don une nouvelle syntaxe pour le ρ+∅ -alul typé généralisant elle du ρ∅-alul
typé présentée dans la Setion 6.1 :
Dénition 6.10 Etant donnés un ensemble de variables X et un ensemble de symboles F =⋃
i≥0 Fi. Si nous notons K tout type atomique, alors la syntaxe du alul (̺(F ,X ), ∅,S) simple-
ment typé est dénie réursivement par la grammaire suivante :
Types T : := K | T ֌ T
Contextes E : := x : T | E · . . . · E
Termes t : := x | f(t, . . . , t) | {t, . . . , t} | t[E]→ t | [t](t)
où x ∈ X et f ∈ F .
La seule diérene par rapport à la Dénition 6.2 est l'élimination de la ondition que le
membre gauhe des règles de réériture est un terme du premier ordre et nous analysons l'inuene
de ette nouvelle syntaxe sur les règles de typage et d'évaluation du alul.
Disussion sur les règles du ρ+∅ -alul
Puisque nous onsidérons tous les termes de ̺(F ,X ) et don les règles de réériture ayant
un ensemble dans le membre gauhe, nous devons introduire et analyser le omportement de la
règle d'évaluation SwitchL qui devient dans un adre typé :
SwitchL {u1, . . . , un}[E]→ v =⇒ {u1[E]→ v, . . . , un[E]→ v}
Les autres règles d'évaluation sont elles présentées dans la Figure 6.4 et puisque nous
souhaitons avoir un alul onuent, nous onsidérons une des stratégies d'évaluation onu-
entes proposées dans le Chapitre 3. La règle d'évaluation Fire est don appliquée pour une
appliation de la forme [l→ r](t) seulement si l est un terme du premier ordre et ainsi, le même
méanisme de ltrage que dans le ρ∅-alul peut être utilisé.
Nous analysons maintenant la possibilité d'employer le même ensemble de règles de typage
que pour le ρ∅-alul.
Nous devons mentionner d'abord que dans la règle de typage Rule il est essentiel que seule
la restrition E|l du ontexte E de l soit éliminée du ontexte F de r an d'obtenir le ontexte
pour la règle de réériture l → r. Néanmoins, le ontexte loal de ette règle de réériture peut
être E|l, omme imposé par la règle de typage Rule, mais il peut être un tout autre ontexte
inluant e ontexte, omme dans la nouvelle règle de typage
Rules
E ⊢ l : A E|l · F ⊢ r : B
F ⊢ (l[E]→ r) : A֌ B
Les mêmes résultats sur la préservation du type et sur la normalisation forte du alul sont
obtenus si ette dernière règle de typage est utilisée à la plae de la règle de typage Rule.
Malheureusement, si nous utilisons une approhe basée sur la règle de typage Rule il est lair
que la règle d'évaluation SwitchL ne préserve pas le type.
Considérons, par exemple, le terme {x, y}[x:A·y:A] → x qui a le type A֌ A dans le ontexte
vide onformément à la règle de typage Rule. Ce terme est réduit par la règle d'évaluation
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SwitchL en {x[x:A·y:A] → x, y[x:A·y:A] → x} et auune des deux règles de réériture dans l'ensemble
ne peut être typée par la règle Rule en raison du ontexte x : A · y : A qui devrait ontenir
seulement la variable x et respetivement y.
L'utilisation de la règle de typage Rules nous permet d'éliminer ette restrition et dans
e as nous pouvons typer la règle de réériture x[x:A·y:A] → x dans le ontexte vide. Mais le
membre gauhe de la deuxième règle de réériture de l'ensemble préédent est la variable y et
don le ontexte nous permettant de typer ette règle est obtenu en enlevant la variable y du
ontexte utilisé pour typer le membre droit x. Ainsi, nous pouvons typer la règle de réériture
y[x:A·y:A] → x dans tout ontexte ontenant x : A mais pas dans le ontexte vide et don même
en utilisant la règle de typage Rules le type n'est pas préservé.
Les règles de typage du ρ+∅ -alul
La non-préservation du type dans une approhe utilisant les règles présentées dans la setion
préédente est due à la non-préservation des variables libres par la rédution. La solution naturelle
est l'utilisation de la notion de variables présentes introduite dans la Dénition 3.13.
Nous modions ainsi la règle de typage Rule et nous introduisons la règle :
Rulepv
E ⊢ l : A E|PV (l) · F ⊢ r : B
F ⊢ (l[E]→ r) : A֌ B
Cette fois-i nous n'avons pas imposé la restrition E|PV (l) du ontexte E dans la règle de
réériture et ei nous permet l'utilisation de la règle d'évaluation SwitchL distribuant le même
ontexte loal dans toutes les règles de réériture.
Nous onsidérons ainsi l'ensemble de règles de typage de la Figure 6.1 où la règle Rule est
remplaée par la règle Rulepv et nous notons par ST
+
ρ le système de types ainsi obtenu. Nous
montrons qu'en utilisant la même notion de terme bien typé que pour le ρ∅-alul (Dénition 6.5),
le type est préservé par toutes les règles d'évaluation du alul (̺(F ,X ), ∅,S).
La préservation du type
Si nous reprenons l'exemple de la règle de réériture {x, y}[x:A·y:A] → x nous pouvons remar-
quer que e ρ-terme n'est pas bien typé dans le ontexte vide puisque x : A · y : A|PV ({x,y}) = ∅.
Ainsi, le ontexte F de la règle de typage Rulepv est instanié en x : A qui est don le ontexte
nous permettant d'inférer le type A֌ A pour la règle de réériture {x, y}[x:A·y:A] → x. Comme
nous l'avons déjà préisé, e dernier ontexte nous permet aussi d'obtenir le type A֌ A pour les
deux règles de réériture x[x:A·y:A] → x et y[x:A·y:A] → x et don, le type est préservé en utilisant
la règle de typage Rulepv.
Théorème 6.3 Dans le système de types ST+ρ , pour tous ρ-termes a et a
′
de ̺(F ,X ), si a −→ρ
a′ et E ⊢ a : A, alors E ⊢ a′ : A.
Preuve : Nous proédons de la même manière que dans le as du ρ∅-alul et nous prouvons
que le membre gauhe et le membre droit de haque règle d'évaluation ont le même type
dans un ontexte donné.
Pour toutes les règles d'évaluation sauf SwitchL le résultat est obtenu exatement omme
dans le Théorème 6.1.
Pour la règle d'évaluation SwitchL nous proédons similairement en utilisant la dénition
des variables présentes.
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SwitchL {u1, . . . , un}[E]→ v =⇒ {u1[E]→ v, . . . , un[E]→ v}
Nous notons u = {u1, . . . , un} et nous onsidérons le type A tel que F ⊢ u[E] → v : A.
En utilisant la règle de typage Rulepv nous inférons A = B ֌ C et E|PV (u) · F ⊢ v : C,
E ⊢ u : B.
Par la règle de typage Set nous avons E ⊢ ui : B, i = 1, . . . , n et par la règle de typage
Rulepv appliquée n fois nous obtenons Fi ⊢ ui[E] → v : B ֌ C, i = 1, . . . , n, ave
E|PV (u) · F = E|PV (ui) · Fi.
Conformément à la Dénition 3.13 nous avons PV ({u1, . . . , un}) ⊆ PV (ui) et don, nous
obtenons E|PV (u) ⊆ E|PV (ui) et Fi ⊆ F . Conformément à la Dénition 6.5 nous avons
F ⊢ ui[E]→ v : B֌ C, i = 1, . . . , n.
Finalement, la règle de typage Set mène à :
F ⊢ {u1[E]→ v, . . . , un[E]→ v} : A.
✷
Nous pouvons imposer la restrition aux variables présentes pour le ontexte loal dans la
règle de typage Rulepv qui deviendrait :
Rule′pv
E ⊢ l : A E|PV (l) · F ⊢ r : B
F ⊢ (l[E|PV (l)] → r) : A֌ B
Comme nous l'avons expliqué au début de ette setion une telle règle de typage n'est pas
susante pour assurer la préservation du type dans le as de la règle d'évaluation SwitchL mais
nous pourrions introduire une nouvelle règle
Switch′L {u1, . . . , un}[E]→ v =⇒ {u1[E|PV (u1)]
→ v, . . . , un[E|PV (un)]→ v}
Cette règle d'évaluation est plus omplexe que la règle SwitchL et don plus diile à im-
planter mais peut être employée si nous souhaitons avoir une information plus préise sur les
variables utilisées dans le ontexte loal des règles de réériture.
La normalisation forte du alul (̺(F ,X ), ∅,S) typé ave S représentant une des stratégies
onuentes est montrée exatement de la même façon que pour le ρ∅-alul et nous obtenons ainsi
plusieurs instanes du alul (̺(F ,X ), ∅,S) garantissant la terminaison et l'uniité des formes
normales.
Conlusion
Nous avons proposé un système de types pour le ρ∅-alul en préisant la syntaxe, les règles
de typage et les règles d'évaluation.
Nous avons adapté la syntaxe du ρ-alul non-typé en ajoutant les types et les ontextes
ainsi qu'en introduisant les règles de réériture ave ontexte loal. Ce ontexte orrespond à
l'information de type donnée dans une λ-abstration et il est employé pour déterminer le ontexte
global permettant de typer la règle de réériture l'utilisant. Les règles d'évaluation du alul non-
typé sont modiées an de prendre en ompte la nouvelle syntaxe et partiulièrement le ontexte
loal des règles de réériture. En se limitant à des ensembles ayant tous les éléments d'un même
type et ave un bon hoix pour les règles de typage, le ρ∅-alul typé est terminant et préserve
le type.
Ces résultats ont été présentés à WRLA2000 [CK00℄.
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Chapitre 7
Le alul de réériture ave
substitutions expliites - le ρσ-alul
Dans le ρ-alul tel que nous l'avons présenté jusqu'ii l'appliation des substitutions n'était
pas une partie du alul mais était dérite à son méta-niveau. An de rendre expliite l'appliation
de substitution, nous utilisons une approhe similaire aux diérentes versions de λ-alul ave
substitutions expliites [HL89, ACCL90℄ et nous dénissons une version expliite du ρ-alul,
appelée le ρσ-alul.
Nous étendons la syntaxe du ρ-alul en introduisant les dénitions des substitutions et un
opérateur d'appliation de substitution. Nous nous limitons dans ette présentation à une version
ave substitutions expliites du ρ∅-alul où les membres gauhes des règles de réériture sont
des termes du premier ordre. Les règles d'évaluation du ρ∅-alul ne sont pas modiées mais
des nouvelles règles sont introduites pour dérire le omportement des substitutions. Le alul
de substitution et la preuve de onuene du ρσ-alul sont basés sur les approhes utilisées
dans [CHL96℄ et [Pag97℄.
7.1 La syntaxe
La présentation du ρσ-alul est basée sur une notation de de Bruijn ([dB72℄) où les noms des
variables sont remplaés par des entiers représentant le degré d'abstration de la variable. Ainsi,
l'α-onversion utilisée dans le ρ-alul pour éviter la apture des variables n'est plus néessaire, le
renommage étant dérit par des inrémentations et des dérémentations des entiers représentant
les variables.
Nous notons par TF (N
∗) l'ensemble de termes onstruits en utilisant une signature F et
l'ensemble d'entiers naturels non nuls N
∗
de la même manière que les termes de TF(X ) sont
onstruits en utilisant les variables d'un ensemble X .
Dénition 7.1 Etant donnés un ensemble de variables X = Xt∪Xs et un ensemble de symboles
F =
⋃
i≥0Fi tel que pour tout m, Fm est le sous-ensemble de symboles d'arité m. L'ensemble de
termes et substitutions du ρσ-alul, noté ̺σ(F ,X ), est le plus petit ensemble tel que :
 les variables de Xt sont des ρ-termes (méta-variables de termes),
 n (n ∈ N∗) est un terme (indie de de Bruijn),
 si t1, . . . , tm sont des termes alors {t1, . . . , tm} est un terme,
 si t1, . . . , tm sont des termes et f ∈ Fm alors f(t1, . . . , tm) est un terme,
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 si t et u sont des termes alors [t℄(u) est un terme,
 si t ∈ TF (N
∗) et u sont des termes alors t →n u est un terme où n est l'indie maximal
dans t,
 si t est un terme et s est une substitution alors t〈s〉 est un terme (appliation de substitu-
tion),
et
 les variables de Xs sont des ρ-termes (méta-variables de substitutions),
 ID est une substitution (identité),
 ↑ est une substitution (shift),
 si s est une substitution ⇑ (s) est une substitution (lif t),
 si t est un terme et s est une substitution alors (t.s) est une substitution,
 si s1 et s2 sont des substitutions alors (s1 ◦ s2) est une substitution.
La syntaxe du ρσ-alul est don dénie réursivement par la grammaire suivante :
Termes t : := xt | n | f(t, . . . , t) | {t, . . . , t} | u→m t | [t](t) | t〈s〉
Substitutions s : := xs | ID | ↑ | ⇑ (s) | t.s | s ◦ s
où xt ∈ Xt, xs ∈ Xs, n ∈ N
∗
, u ∈ TF(N
∗), m est l'indie maximal dans u et f ∈ F .
Nous abrégeons par ↑n la omposition de n symboles ↑ (i.e. ↑ ◦ . . . ↑) et par ⇑n (s) l'appliation
n fois de ⇑ (i.e. ⇑ (. . . (⇑ (s) . . .))).
La transformation d'un terme ave des noms de variables du ρ-alul dans un terme du
ρσ-alul utilisant des indies entiers est similaire à la transformation d'un λ-terme en un
λDB-terme. A ause de la possibilité d'avoir plusieurs variables liées dans une règle de réériture
par rapport à une seule dans une λ-abstration, la transformation d'une règle de réériture est
légèrement plus élaborée que la transformation de l'abstration du λ-alul.
Dénition 7.2 Nous onsidérons une liste de variables x1. . . . .xn appelé référentiel. Etant donné
un référentiel R, nous dénissons réursivement la tradution d'un ρ-terme t, noté tr(t,R) :
1. tr(x,R) = j, où j représente la première position de x dans R,
2. tr(f(t1, . . . , tn),R) = f(tr(t1,R), . . . , tr(tn,R)),
3. tr([a](b),R) = [tr(a,R)](tr(b,R)),
4. tr(l→ r,R) = tr(l, V ar(l).R)→‖V ar(l)‖ tr(r, V ar(l).R),
ave V ar(l) représentant la liste des variables libres du terme l (i.e. l'ensemble Var(l) transformé
en liste) et ‖V ar(l)‖ sa longueur.
Il est évident qu'en fontion de l'ordre des variables libres du membre gauhe d'une règle de
réériture on peut obtenir plusieurs représentations de la règle de réériture.
Exemple 7.1 Si nous onsidérons le ρ-terme [f(x, y) → g(x, y, z)](f(a, b)), sa transformation
dans le référentiel z.Nil est [f(1, 2)→2 g(1, 2, 3)](f(a, b)) ou bien [f(2, 1)→2 g(2, 1, 3)](f(a, b)).
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7.2 Le ltrage
Nous onsidérons un algorithme de ltrage qui retourne un résultat de la forme t1. . . . .tn.ID
ave t1, . . . , tn des termes de ̺
σ(F ,X ).
Une approhe possible onsiste à transformer les termes l, t ∈ ̺σ(F ,X ) d'un problème de
ltrage (l ≪?∅ t) en l
X , tX ∈ ̺(F ,X ) en remplaçant les indies 1, . . . , n par les variables x1, . . . , xn
et résoudre le problème de ltrage (lX ≪?∅ t
X ). Si l'ensemble de règles SyntacticMatching de la
Setion 2.5 appliqué pour e dernier problème de ltrage mène à un résultat 〈x1/t
x
1 , . . . , xn/t
x
n〉
(où nous onsidérons txi = xi pour les variables n'apparaissant pas dans la solution) alors le
problème (l≪?∅ t) initial a omme solution la substitution t1. . . . .tn.ID où ti représente le terme
txi ave les variables x1, . . . , xn remplaées par les indies 1, . . . , n. Comme dans le as non-
expliite nous dénissons la fontion Solution(l ≪?∅ t) qui retourne l'ensemble de toutes les
solutions de (l≪?∅ t) et don l'ensemble vide quand l'algorithme de ltrage éhoue.
Nous pouvons adapter l'algorithme de ltrage présenté dans la Setion 2.5 an de manipuler
des termes utilisant des entiers à la plae des variables omme montré dans la Figure 7.1.
Decomposition (f(t1, . . . , tn)≪?∅ f(t
′
1, . . . , t
′
n)) ∧ P 7→7
∧
i=1...n ti ≪
?
∅ t
′
i ∧ P
SymbolClash (f(t1, . . . , tn)≪
?
∅ g(t
′
1, . . . , t
′
m)) ∧ P 7→7 F
si f 6= g
MergingClash (m≪?∅ t) ∧ (m≪
?
∅ t
′) ∧ P 7→7 F
si t 6= t′, m ∈ N∗
SymbolV ariableClash (f(t1, . . . , tn)≪
?
∅ m) ∧ P 7→7 F
si m ∈ N∗
Fig. 7.1: SyntacticMatchingSigma - Règles pour le ltrage syntaxique
Le résultat de la Proposition 2.1 peut être étendu pour une équation de ltrage ave les
termes de ̺σ(F ,X ) :
Proposition 7.1 La forme normale de tout problème de ltrage t ≪?∅ t
′
alulée par les règles
SyntacticMatchingSigma existe et est unique. Après avoir enlevé de la forme normale toute
équation dupliquée, si le système résultant est :
1. F, alors il n'y a pas de ltre de t à t′ et Solution(t≪?∅ t
′) = ∅,
2. de la forme 1≪?∅ t1 ∧ . . . ∧ n≪
?
∅ tn alors la substitution σ = t1. . . . .tn.ID est l'unique ltre
de t à t′ et Solution(t≪?∅ t
′) = {σ}
Nous pouvons noter que nous n'enlevons pas les équations triviales n ≪?∅ n de la forme
normale d'un système de ltrage. De plus, si le système ne ontient auune équation (n = 0)
alors la substitution obtenue est ID.
7.3 Les règles d'évaluation
Les règles d'évaluation de base du ρσ-alul présentées dans la Figure 7.2 sont elles du
ρ∅-alul et nous introduisons les règles d'évaluation dans la Figure 7.3 dérivant l'appliation
de substitution. Ce sous-système est appelé le σρ-alul ou le σ-alul.
La règle Fire est elle qui délenhe l'appliation de la substitution obtenue en ltrant le
membre gauhe de la règle de réériture et l'argument de l'appliation au membre droit de la
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Fire [l→n r](t) =⇒ {r〈σ〉}
avec σ ∈ Solution(l≪?∅ t)
Congruence [f(u1, . . . , un)](f(v1, . . . , vn)) =⇒ {f([u1](v1), . . . , [un](vn))}
Congruence_fail [f(u1, . . . , un)](g(v1, . . . , vm)) =⇒ ∅
Distrib [{u1, . . . , un}](v) =⇒ {[u1](v), . . . , [un](v)}
Batch [v]({u1, . . . , un}) =⇒ {[v](u1), . . . , [v](un)}
SwitchR u→n {v1, . . . , vm} =⇒ {u→n v1, . . . , u→n vm}
OpOnSet f(v1, . . . , {u1, . . . , um}, . . . , vn) =⇒
{f(v1, . . . , u1, . . . , vn), . . . , f(v1, . . . , um, . . . , vn)}
Flat {u1, . . . , {v1, . . . , vn}, . . . , um} =⇒ {u1, . . . , v1, . . . , vn, . . . , um}
Fig. 7.2: Les règles d'évaluation de base du ρσ-alul
règle de réériture. Le σρ-alul dérit expliitement l'appliation de ette substitution. Les autres
règles d'évaluation de base ont exatement la même fontionnalité que dans le ρ∅-alul.
Les règles d'évaluation du σρ-alul sont similaires à elles du σ⇑-alul de substitution du
λσ⇑-alul (voir Setion 1.3.5). Par rapport à e dernier alul nous adaptons les règles lambda
et app pour la syntaxe du ρσ-alul et nous ajoutons les règles set et op.
Nous pouvons aussi voir les règles d'évaluation mentionnées préédemment omme des as
partiuliers de la règle f⇑ du Γ⇑-alul ([Pag98℄). Dans e alul, à haque symbole d'arité n
est assoiée une liste de n entiers appelés l'arité de liaison du symbole. Intuitivement, l'arité
de liaison d'un opérateur représente le nombre d'indies de de Bruijn liés dans haun de ses
arguments. Pour une disussion plus détaillée sur l'arité de liaison on peut se référer à [Pag98℄.
Dans le λσ⇑-alul, si nous onsidérons le terme λt nous pouvons dire que l'opérateur λ lie
l'indie 1 dans le terme t et don, a l'arité de liaison (1). Le symbole unaire λ du λσ⇑-alul
est remplaé dans le ρσ-alul par le symbole binaire →n dont l'arité de liaison est (n, n). Tout
opérateur fontionnel a une arité de liaison (0, . . . , 0).
Dénition 7.3 Etant donné un ensemble de symboles de fontions F , un ensemble de variables
X , nous appelons ρσ-alul un alul déni par :
 l'ensemble de termes ̺σ(F ,X ),
 la théorie ∅ (ltrage syntaxique),
 les règles d'évaluation de base de la Figure 7.2,
 les règles d'évaluation pour l'appliation de substitution de la Figure 7.3,
 une stratégie d'évaluation S qui guide l'appliation des règles d'évaluation.
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lam (u→n v)〈s〉 ⇒ u〈⇑
n (s)〉 →n v〈⇑
n (s)〉
app [u](v)〈s〉 ⇒ [u〈s〉](v〈s〉)
clos u〈s〉〈t〉 ⇒ u〈s ◦ t〉
vs1 n〈↑〉 ⇒ (n+ 1)
vs2 n〈↑ ◦s〉 ⇒ (n+ 1)〈s〉
fvc 1〈u.s〉 ⇒ u
fvl1 1〈⇑ (s)〉 ⇒ 1
fvl2 1〈⇑ (s) ◦ t〉 ⇒ 1〈t〉
rvc (n + 1)〈u.s〉 ⇒ n〈s〉
rvl1 (n + 1)〈⇑ (s)〉 ⇒ n〈s◦ ↑〉
rvl2 (n + 1)〈⇑ (s) ◦ t〉 ⇒ n〈s ◦ (↑ ◦t)〉
id u〈ID〉 ⇒ u
set
⋃n
i=1{ui}〈s〉 ⇒
⋃n
i=1{ui〈s〉}
ass (s ◦ t) ◦ v ⇒ s ◦ (t ◦ v)
map (u.s) ◦ t ⇒ u〈t〉.(s ◦ t)
sc ↑ ◦(u.s) ⇒ s
sl1 ↑ ◦ ⇑ (s) ⇒ s◦ ↑
sl2 ↑ ◦ ⇑ (s) ◦ t ⇒ s ◦ (↑ ◦t)
l1 ⇑ (s)◦ ⇑ (t) ⇒ ⇑ (s ◦ t)
l2 ⇑ (s) ◦ (⇑ (t) ◦ v) ⇒ ⇑ (s ◦ t) ◦ v
le ⇑ (s) ◦ (u.t) ⇒ u.(s ◦ t)
il ID ◦ s ⇒ s
ir s ◦ ID ⇒ s
li ⇑ (ID) ⇒ ID
op f(u1, . . . , un)〈s〉 ⇒ f(u1〈s〉, . . . , un〈s〉)
Fig. 7.3: Les règles d'évaluation du σρ-alul
7.4 Propriétés du ρσ-alul
Dans ette setion nous analysons quelques propriétés du ρσ-alul et de ses sous-aluls et
nous montrons en partiulier que le ρσ-alul est onuent dans les mêmes onditions que le
ρ∅-alul.
Toutes les dénitions de termes ρ-préltrables et ρ-alulables de la Setion 3.3.2 peuvent
être utilisées dans un ontexte expliite en onsidérant des indies de de Bruijn à la plae des
variables. Les mêmes remarques que dans le as non-expliite peuvent être faites pour les termes
ontenant des indies de de Bruijn et des appliations de substitution.
Remarque 7.1 Si l ∈ TF (N
∗) subsume faiblement t, alors pour toute position non-fontionnelle
(i.e. la position d'un indie, d'une appliation, d'une abstration, d'un ensemble ou d'une appli-
ation de substitution) dans t la position orrespondante dans l, si elle existe, est une position
variable, 'est-à-dire la position d'un indie. Ainsi, si la position de tête de t n'est pas une position
fontionnelle alors l est un indie.
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Remarque 7.2 Si les termes l et t sont ρ-préltrables, le ltrage (l ≪?∅ t) peut éhouer seulement
à ause des symboles fontionnels diérents à la même position des termes l et t.
L'appliation de la règle d'évaluation Fire est guidée par une stratégie ConfStrat dérite
dans la Setion 3.3.3 qui peut être exprimée expliitement en transformant la règle Fire en la
règle onditionnelle Firec déjà utilisée pour prouver la onuene du ρ∅-alul :
Firec [l→n r](t) =⇒ {r〈σ〉}
si l, t sont ρ-alulables
avec σ ∈ Solution(l≪?∅ t)
Nous onsidérons que les relations −→F , −→F‖ et −→S de même que leurs fermetures sont
dénies exatement de la même façon que dans le ρ∅-alul (Setion 3.3) mais en utilisant la
règle Firec i-dessus.
Dénition 7.4 Nous onsidérons la relation sur ̺σ(F ,X ) appelée σρ induite par les règles d'é-
valuation dans la Figure 7.3.
Les relations suivantes sont induites par la relation σρ :
−→σ est la fermeture ompatible de la relation σρ,
∗
−→σ est la fermeture réexive, transitive de −→σ.
Nous notons par −→σ∗Sσ∗ la relation (
∗
−→σ−→S
∗
−→σ). Nous notons par −→σ∗F‖σ∗ la relation
(
∗
−→σ−→F‖
∗
−→σ) et par −→σ∗Fσ∗ la relation (
∗
−→σ−→F
∗
−→σ).
Nous analysons d'abord les propriétés des relations induites par σρ et ensuite nous nous
onentrons sur la onuene du ρσ-alul.
7.4.1 Propriétés de la relation σρ
La relation engendrée par les règles dérivant l'appliation de substitution est onuente et
terminante :
Lemme 7.1 −→σ est loalement onuente.
Preuve : Dans [CHL96℄ il est montré que le système σ⇑ (σρ sans les règles lam, op et set)
est loalement onuent. Nous prouvons que les paires ritiques induites par les nouvelles
règles d'évaluation sont onvergentes.
La règle set a des paires ritiques seulement ave les règles clos et id. La rédution suivante
est obtenue pour la paire ritique entre set et clos :
⋃n
i=1{ui}〈s〉〈t〉
set
vvlll
lll
lll
lll
l
clos
((RR
RRR
RRR
RRR
RR
⋃n
i=1{ui〈s〉}〈t〉
set

⋃n
i=1{ui}〈s ◦ t〉
set
||
⋃n
i=1{ui〈s〉〈t〉}
clos ((⋃n
i=1{ui〈s ◦ t〉}
Pour les règles set et id et respetivement op et id nous obtenons :
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⋃n
i=1{ui}〈ID〉
set
vvmmm
mm
mm
mm
mm
m
id

⋃n
i=1{ui〈ID〉}
id ((⋃n
i=1{ui}
f(u1, . . . , un)〈ID〉
op
ttjjjj
jjj
jjj
jjj
jjj
id

f(u1〈ID〉, . . . , un〈ID〉)
id **
f(u1, . . . , un)
Pour les règles op et clos nous avons :
f(u1, . . . , un)〈s〉〈t〉
op
sshhhh
hhh
hhh
hhh
hhh
hh
clos
**UUU
UUU
UUU
UUU
UUU
UU
f(u1〈s〉, . . . , un〈s〉)〈t〉
op

f(u1, . . . , un)〈s ◦ t〉
op
yy
f(u1〈s〉〈t〉, . . . , un〈s〉〈t〉)
clos ++
f(u1〈s ◦ t〉, . . . , un〈s ◦ t〉)
La rédution suivante est obtenue pour la paire ritique entre lam et clos :
(u→n v)〈s〉〈t〉
lam
ssggggg
gggg
gggg
gggg
gg
clos
**UUU
UUU
UUU
UUU
UUU
UU
(u〈⇑n (s)〉 →n v〈⇑
n (s)〉)〈t〉
lam

(u→n v)〈s ◦ t〉
lam

u〈⇑n (s)〉〈⇑n (t)〉 →n v〈⇑
n (s)〉〈⇑n (t)〉
clos

u〈⇑n (s)◦ ⇑n (t)〉 →n v〈⇑
n (s)◦ ⇑n (t)〉
l1
// u〈⇑n (s ◦ t)〉 →n v〈⇑
n (s ◦ t)〉
Pour les règles lam et id nous avons :
(u→n v)〈ID〉
lam
ttjjjj
jjj
jjj
jjj
jjj
id

u〈⇑n (ID)〉 →n v〈⇑
n (ID)〉
li

u〈ID〉 →n v〈ID〉
id
// u→n v
✷
Lemme 7.2 −→σ est terminante.
Preuve : En partant de la preuve proposée dans [CHL96℄ et [Pag98℄ pour σ⇑ et Γ⇑ respe-
tivement nous utilisons un ordre lexiographique sur les deux interprétations polynmiales
i-dessous et nous pouvons montrer que :
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 P1 est déroissant sur toutes les règles et stritement déroissant sur lam,
 P2 est stritement déroissant sur toutes les règles sauf lam.
P1(n) = 2
n P2(n) = 1
P1([u](v)) = P1(u) ∗D1(v) + P1(v) ∗D1(u) P2([u](v)) = P2(u) ∗D2(v) + P2(v) ∗D2(u)
+D2(u) ∗D2(v)
P1(u→n v) = P1(u) ∗D1(v) + P1(v) ∗D1(u) P2(u→n v) = 2 ∗ (P2(u) ∗D2(v) + P2(v) ∗D2(u))
+2 ∗D2(u) ∗D2(v)
P1(u〈s〉) = P1(u) ∗ P1(s) P2(u〈s〉) = P2(u) ∗ (P2(s) + 1)
P1(ID) = 2 P2(ID) = 1
P1({u1, . . . , un}) = P1(u1) + . . .+ P1(un) + 2 P2({u1, . . . , un}) = P1(u1) + . . .+ P1(un) + 1
P1(↑) = 2 P2(↑) = 1
P1(⇑ (s)) = P1(s) P2(⇑ (s)) = 4 ∗ P2(s)
P1(u.s) = P1(u) + P1(s) P2(u.s) = P1(u) + P1(s) + 1
P1(s ◦ t) = P1(s) ∗ P1(t) P2(s ◦ t) = P2(s) ∗ (P2(t) + 1)
P1(f(u1, . . . , un)) =
P1(u1) ∗D1(u2) ∗ . . . ∗D1(un) + . . .+ P1(un) ∗D1(u1) ∗ . . . ∗D1(un−1) +D1(u1) ∗ . . . ∗D1(un)
P2(f(u1, . . . , un)) =
P2(u1) ∗D2(u2) ∗ . . . ∗D2(un) + . . .+ P2(un) ∗D2(u1) ∗ . . . ∗D2(un−1) +D2(u1) ∗ . . . ∗D2(un)
P1(f) = 2 P2(f) = 1
D1({u1, . . . , un}) = D1(u1) + . . .+D1(un) + 1 D2({u1, . . . , un}) = D2(u1) + . . .+D2(un) + 1
D1(u) = 1 D2(u) = 1
✷
Puisque −→σ est onuente et terminante nous pouvons énoner un lemme sur les formes
normales des termes réduits par ette relation.
Lemme 7.3 Etant donnée une substitution s en σρ-forme normale. Alors, s a néessairement
une des formes suivantes :
s = ID,
s = t.s′, ave t, s′ en σρ-forme normale,
s =↑n,
s =⇑ (s′)◦ ↑n, ave s′ en σρ-forme normale et n ≥ 0.
Etant donné un terme t en σρ-forme normale. Alors, t a néessairement une des formes
suivantes :
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t = n,
t = {t1, . . . , tn}, ave t1, . . . , tn en σρ-forme normale,
t = f(t1, . . . , tn), ave t1, . . . , tn en σρ-forme normale,
t = [u](v), ave u, v en σρ-forme normale,
t = u→ v, ave u, v en σρ-forme normale.
Preuve : Nous proédons par indution sur la struture des substitutions. Le seul as qui n'est
pas immédiat est s = s1 ◦ s2. Nous avons les possibilités suivantes :
1. s1 = ID n'est pas possible, autrement s serait un radial pour il.
2. s1 = t.s
′
n'est pas possible, autrement s serait un radial pour map.
3. s1 =↑
n
. Dans e as n = 1, autrement s serait un radial pour ass. s2 ne peut pas
être ID (autrement s serait un radial pour ir), s2 ne peut pas être t.s
′
(autrement
s serait un radial pour sc), s2 ne peut pas être ⇑ (s
′)◦ ↑n (autrement s serait un
radial pour sl2). Ainsi, s2 doit être ↑
p
et don, s =↑p+1.
4. s1 =⇑ (s
′)◦ ↑n, ave n = 0, 'est-à-dire s =⇑ (s′). s2 ne peut pas être ID (autrement s
serait un radial pour ir), s2 ne peut pas être t.s
′
(autrement s serait un radial pour
le), s2 ne peut pas être ⇑ (s
′)◦ ↑n (autrement s serait un radial pour l2). Ainsi, s2
doit être ↑p et don, s =⇑ (s′)◦ ↑p.
Pour la deuxième partie de la preuve nous proédons similairement, par indution sur la
struture des termes. Nous avons les possibilités suivantes pour un terme t :
1. t = n〈s〉. Pour toute substitution s, le terme t ontient un radial.
2. t = {t1, . . . , tn}, t = f(t1, . . . , tn), t = [u](v), t = u → v sont failement prouvés par
indution.
3. t = u〈s〉. Ce as ne peut pas apparaître puisque u〈s〉 ne doit pas ontenir de radial
pour set, op, app ou lam.
✷
Ainsi, les termes en σρ-forme normale ne peuvent ontenir auune substitution et don un
terme t〈s〉 mène à une forme normale ne ontenant pas de substitution.
7.4.2 La onuene du ρσ-alul
Nous devons remarquer que les substitutions que nous manipulons dans le ρσ-alul sont
obtenues exlusivement par la résolution d'un problème de ltrage délenhé par l'appliation de
la règle d'évaluation Firec. Puisque tout problème de ltrage est de la forme (l ≪
?
∅ t) ave l, t
ρ-alulables alors toute substitution obtenue omme solution d'un tel ltrage ne ontient que
des termes satisfaisant les mêmes onditions que t.
Nous allons onsidérer par la suite uniquement des substitutions de ette forme, 'est-à-dire
qui ne ontiennent auun ensemble vide ou ayant plus d'un élément et qui ontiennent que des
appliations de la forme [u→ w](v) où u subsume v.
Lemme 7.4 Etant donnés les ρ-termes l, t, t′ tels que t −→σ t
′
. Alors,
 si l, t sont ρ-préltrables alors l, t′ sont ρ-préltrables,
 si t est ρ-safe alors t′ est ρ-safe,
 si l, t sont ρ-alulables alors l, t′ sont ρ-alulables.
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Preuve : Si le terme t ∈ TF alors t = t
′
et le lemme est lairement vrai. Nous onsidérons par
la suite que t 6∈ TF .
Puisque l, t sont ρ-préltrables alors le terme l subsume faiblement le terme t et don
toute position fontionnelle du terme l est une position fontionnelle du terme t ou n'est
pas une position du terme t. Ainsi, pour toute position d'une appliation de substitution
dans t, la position orrespondante dans l, si elle existe, est la position d'un indie. Les
appliations de substitution dans t sont éventuellement réduites par −→σ mais les positions
orrespondantes dans l sont des positions variables et don, l, t′ sont ρ-préltrables.
En regardant les règles d'évaluation de la Figure 7.3, nous pouvons noter qu'un ensemble
vide ou ayant plus d'un élément peut être engendré dans le terme t′ seulement si un tel
ensemble existe dans le terme t. Puisque t est ρ-safe ei n'est pas possible et don t′ est
ρ-safe.
Ainsi, les propriétés de termes ρ-préltrables et ρ-safes sont préservées par la relation −→σ
et don, la propriété de termes ρ-alulables est préservée par la relation −→σ. ✷
La onuene du ρσ-alul est obtenue en montrant que les onditions pour le lemme de
Yokouhi sont satisfaites par les relations −→σ∗F‖σ∗ et −→σ∗Sσ∗ . Nous montrons d'abord que la
relation −→σ∗Sσ∗ est onuente et terminante, ensuite nous prouvons la onuene forte de la
relation −→σ∗F‖σ∗ et nalement nous montrons que le diagramme de Yokouhi est satisfait par
les deux relations.
Lemme 7.5 Si t −→σ t
′
et t −→S u, alors il existe u
′
tel que t′
∗
−→σ u
′
et u −→σ∗Sσ∗ u
′
.
t
S
 


 σ
?
??
??
??
?
t′
σ∗ 
u
σ∗Sσ∗
u′
Preuve : Puisque les σρ-radiaux ne peuvent pas apparaître dans un Set-radial nous devons
seulement analyser les as générés par une σρ-rédution. Nous montrons seulement le as
de la règle Distrib, toutes les autres preuves sont faites d'une manière similaire.
[{u1, . . . , un}](v)〈s〉
Distrib

app // [{u1, . . . , un}〈s〉](v〈s〉)
set

{[u1](v), . . . , [u1](v)}〈s〉
set

[{u1〈s〉, . . . , un〈s〉}](v〈s〉)
Distrib

{[u1](v)〈s〉, . . . , [u1](v)〈s〉)} app
// {[u1〈s〉](v〈s〉), . . . , [u1〈s〉](v〈s〉)}
Nous utilisons les règles d'inférene Distrib (relation −→S) et app, set (relation −→σ). ✷
Lemme 7.6 La relation −→σ∗Sσ∗ est onuente et terminante.
Preuve : La relation −→S est onuente par le Lemme 3.4. La terminaison de la relation −→S
a été montré dans le Lemme 3.3 en utilisant une méthode basée sur des interprétations
polynmiales. Nous pouvons aussi utiliser les interprétations polynmiales suivantes an
d'obtenir la même propriété.
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P1([u](v)) = P1(u) ∗D1(v) + P1(v) ∗D1(u)
P1(u→n v) = P1(u) ∗D1(v) + P1(v) ∗D1(u) + 2 ∗D2(u) ∗D2(v)
P1({u1, . . . , un}) = P1(u1) + . . .+ P1(un) + 2
P1(f(u1, . . . , un)) = P1(u1) ∗D1(u2) ∗ . . . ∗D1(un) + . . .+ P1(un) ∗D1(u1) ∗ . . . ∗D1(un−1)+
D1(u1) ∗ . . . ∗D1(un)
P1(f) = 2
D1({u1, . . . , un}) = D1(u1) + . . .+D1(un) + 1
D1(u) = 1
P2([u](v)) = P2(u) ∗D2(v) + P2(v) ∗D2(u) +D2(u) ∗D2(v)
P2(u→n v) = 2 ∗ (P2(u) ∗D2(v) + P2(v) ∗D2(u))
P2({u1, . . . , un}) = P1(u1) + . . .+ P1(un) + 1
P2(f(u1, . . . , un)) = P2(u1) ∗D2(u2) ∗ . . . ∗D2(un) + . . .+ P2(un) ∗D2(u1) ∗ . . . ∗D2(un−1)+
D2(u1) ∗ . . . ∗D2(un)
P1(f) = 1
D2({u1, . . . , un}) = D2(u1) + . . .+D2(un) + 1
D2(u) = 1
La relation −→σ est onuente et terminante par le Lemme 7.1 et le Lemme 7.2.
An de prouver la terminaison de la relation −→σ∗Sσ∗ nous utilisons la même méthode que
dans le Lemme 7.2. Puisque les interprétations polynmiales présentées i-dessus pour les
règles de −→S sont inluses dans elles du Lemme 7.2 pour les règles de −→σ, es dernières
peuvent être utilisées pour montrer la terminaison de la relation globale −→σ∗Sσ∗ .
En partant de la ohérene entre les deux relations montrée dans le Lemme 7.5 et de la
terminaison de −→S et −→σ nous obtenons immédiatement par indution sur le nombre
de rédutions :
t
S
 


 σ∗
?
??
??
??
?
t′
σ∗ 
u
σ∗Sσ∗
u′
et t
S∗
 


 σ∗
?
??
??
??
?
t′
σ∗ 
u
(σ∗Sσ∗)∗
u′
En utilisant e dernier diagramme et la onuene des deux relations nous obtenons la
onuene de −→σ∗Sσ∗ par indution sur le nombre de rédutions −→σ :
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S //
S

σ∗ //
S∗

(σ∗Sσ∗)∗
S∗ //
σ∗

σ∗ //
σ∗

σ∗

(σ∗Sσ∗)∗
//
σ∗
//
σ∗ //
σ

S //
σ∗

σ∗ //
σ∗

σ∗
σ∗ //
σ∗ S σ∗

σ∗ S σ∗ //
induction
σ∗ //
(σ∗Sσ∗)∗

(σ∗Sσ∗)∗
//
✷
Nous proédons d'une manière similaire an de prouver la onuene forte de la relation
−→σ∗F‖σ∗ . Nous montrons d'abord que la relation −→F‖ est fortement onuente et ensuite nous
prouvons qu'un diagramme de ohérene similaire à elui du Lemme 7.5 est obtenu pour les
relations −→F‖ et −→σ.
Lemme 7.7 La relation −→F‖ est fortement onuente :
t0
F‖
 


 F‖
?
??
??
??
t1
F‖ 
t2
F‖
t3
Preuve : Les règles Fire,Congruence et Congruence_fail sont linéaires à gauhe et sans paires
ritiques ([Hue80℄). ✷
Nous analysons maintenant la orrespondane entre les solutions des problèmes de ltrage
(l ≪?∅ t) et (l ≪
?
∅ t
′) où t
∗
−→σ t
′
. Nous obtenons un résultat similaire à eux obtenus dans
le ρ∅-alul pour la relation −→F‖ , dans le Lemme 3.10, ou pour la relation
∗
−→S , dans le
Lemme 3.14.
Lemme 7.8 Etant donnés les ρσ-termes l, t et t′ et une substitution s tels que l, t sont des termes
ρ-préltrables et t〈s〉
∗
−→σ t
′
. Alors, nous avons :
a. Si u1. . . . .un.ID est la solution de (l≪
?
∅ t) et v1. . . . .vn.ID est la solution de (l ≪
?
∅ t
′) (ave
n l'indie maximal de l), alors ui〈s〉
∗
−→σ vi.
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b. Si Solution(l≪?∅ t) = ∅, alors Solution(l≪
?
∅ t
′) = ∅.
Preuve : Si t ∈ TF alors, t
′ = t est le lemme est trivialement vrai. Pour le as où t 6∈ TF nous
proédons par indution sur la struture du ρσ-terme t.
Le as de base : t = n, ave n ∈ N∗.
Puisque l, t sont ρ-préltrables alors l subsume faiblement t et onformément à la Remar-
que 7.1, nous pouvons onsidérer l = 1.
a. t = n, ave t ∈ N∗
Nous obtenons (l ≪?∅ t) = (1 ≪
?
∅ n) ave la solution n.ID et (l ≪
?
∅ t
′) = (1 ≪?∅ t
′)
ave la solution t′.ID. Puisque n〈s〉
∗
−→σ t
′
alors la propriété est vériée.
b. Puisque l est un indie (l≪?∅ t) ne peut pas éhouer.
Indution :
Conformément à la Remarque 7.1 le seul as où l 6= 1 est obtenu pour t = f(t1, . . . , tn).
Les as où l = 1 sont immédiats.
a. Si (l ≪?∅ t) n'éhoue pas alors le terme l doit être de la forme l = f(l1, . . . , ln).
Si t = f(t1, . . . , tn) alors t〈s〉 = f(t1, . . . , tn)〈s〉 −→σ f(t1〈s〉, . . . , tn〈s〉) et t
′ =
f(t′1, . . . , t
′
n) ave ti〈s〉
∗
−→σ t
′
i et puisque les termes l, t sont ρ-préltrables alors
li, ti sont ρ-préltrables. L'équation (l ≪
?
∅ t) est transformé en (
∧
i=1,...,n li ≪
?
∅ ti)
ave la solution u1. . . . .un.ID. Par hypothèse d'indution, si la solution de (li ≪
?
∅ ti)
est la substitution u1. . . . .um.ID alors la solution de (li ≪
?
∅ t
′
i) est la substitution
v1. . . . .vm.ID ave uk〈s〉
∗
−→σ vk, k = 1 . . . m. L'équation (l ≪
?
∅ t
′) est transformée en
(
∧
i=1,...,n li ≪
?
∅ t
′
i) ave la solution v1. . . . .vn.ID et par la linéarité de l les solutions
des (li ≪
?
∅ t
′
i) sont disjoints et don, la propriété est vériée.
b. Conformément à la Remarque 7.2, l'éhe peut être obtenu seulement en appliquant la
règle de ltrage SymbolClash à la position de tête ou à des positions plus profondes.
Nous pouvons avoir l = f(l1, . . . , ln) et soit t = f(t1, . . . , tn) et t
′ = f(t1, . . . , tn)〈s〉,
soit t = g(t1, . . . , tm) et t
′ = g(t′1, . . . , t
′
m) ave f 6= g et ti〈s〉
∗
−→σ t
′
i. Dans les deux
as (l ≪?∅ t
′) éhoue aussi. Si l = f(l1, . . . , ln), t = f(t1, . . . , tn) et t
′ = f(t′1, . . . , t
′
n)
ave ti〈s〉
∗
−→σ t
′
i alors, la règle de ltrage SymbolClash appliquée pour un problème
(li ≪
?
∅ ti) mène à un éhe de ltrage et par indution (li ≪
?
∅ t
′
i) éhoue et ainsi,
(l≪?∅ t
′) éhoue.
✷
Nous devons noter que le ltrage (l ≪?∅ t
′) peut éhouer même si le ltrage (l ≪?∅ t) n'éhoue
pas et don, dans le premier point du Lemme 7.8 nous supposons que t′ est susamment σρ-réduit
pour garantir que le ltrage (l ≪?∅ t
′) n'éhoue pas. Nous pouvons par exemple onsidérer le terme
t′ tel que toutes les appliations de substitution ont été propagées par les règles d'évaluation du
σρ-alul (Figure 7.3) jusqu'aux positions des indies du terme initial t.
Lemme 7.9 Etant donnés les ρσ-termes t, t′, u, u′ tels que t −→σ t
′
et t −→F‖ u, alors il existe
un ρσ-terme u′ tel que t′ −→σ∗F‖σ∗ u
′
et u
∗
−→σ u
′
.
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t
σ
 


 F‖
>
>>
>>
>>
>
t′
σ∗F‖σ
∗

s
σ∗  
s′
Preuve : Puisque les radiaux −→σ ne peuvent pas apparaître dans un radial −→F‖ nous
devons seulement analyser les as générés par une σρ-rédution.
Nous devons mentionner d'abord que si nous onsidérons deux entiers (indies de de Bruijn)
m,n tels que m ≤ n, alors m〈⇑n (s)〉 = m et ei est montré par la dérivation suivante :
m〈⇑n (s)〉
rvl1
−→ (m− 1)〈⇑n−1 (s)◦ ↑〉
. . .
rvl1
−→ 1〈⇑n−m+1 (s)◦ ↑m−1〉
fvl2
−→ 1〈↑m−1〉
vs1
−→ m
Il est faile de prouver par indution que pour tout terme t en σρ-forme normale qui ontient
seulement des indies inférieurs ou égal à n nous avons t〈⇑n (s)〉
∗
−→σ t.
Nous onsidérons les ρσ-termes l, t, r et t′ et une substitution s tels que l, t sont ρ-préltrables
et t〈s〉
∗
−→σ t
′
et nous montrons que si {σ} = Solution(l≪?∅ t) et {µ} = Solution(l≪
?
∅ t
′),
alors il existe un ρσ-terme w tel que :
r〈⇑n (s)〉〈µ〉
σ∗ρ %%
r〈σ〉〈s〉
σ∗ρ{{
w
Si nous onsidérons σ = {u1. . . . .un.ID} et µ = {v1. . . . .vn.ID}, nous avons les rédutions
suivantes :
r〈⇑n (s)〉〈µ〉 −→ {r〈⇑n (s)〉〈v1. . . . .vn.ID〉}
clos
−→ {r〈⇑n (s) ◦ v1. . . . .vn.ID〉}
le
−→ {r〈v1. ⇑
n−1 (s) ◦ v2. . . . .vn.ID〉}
. . .
le
−→ {r〈v1. . . . .vn−1. ⇑ (s) ◦ vn.ID〉}
le
−→ {r〈v1. . . . .vn.s〉}
r〈σ〉〈s〉 −→ {r〈u1. . . . .un.ID〉}〈s〉
set
−→ {r〈u1. . . . .un.ID〉〈s〉}
clos
−→ {r〈u1. . . . .un.ID ◦ s〉}
map
−→ {r〈u1〈s〉.u2 . . . .un.ID ◦ s〉}
. . .
map
−→ {r〈u1〈s〉. . . . .un〈s〉.s〉}
et puisque ui〈s〉
∗
−→σ vi (Lemme 7.8) nous obtenons le résultat souhaité.
Par onséquent, si nous onsidérons les mêmes notations que préédemment et si r −→F‖ r
′
alors nous montrons immédiatement qu'il existe un ρσ-terme w tel que :
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([l →n r](t))〈s〉
F‖

σ // [(l →n r)〈s〉](t〈s〉)
σ

{r′〈σ〉}〈s〉
σ

[l〈⇑n (s)〉 →n r〈⇑
n (s)〉](t〈s〉)
σ∗

{r′〈σ〉〈s〉}
σ∗

[l →n r〈⇑
n (s)〉](t′)
F‖

w {r′〈⇑n (s)〉〈µ〉}
σ∗
oo
Si le ltrage (l ≪?∅ t) éhoue alors le ltrage (l ≪
?
∅ t〈s〉) éhoue et le lemme est lairement
vrai.
Pour les règles Congruence et Congruence_fail les diagrammes sont similaires et nous le
montrons seulement pour le premier as :
([f(u1, . . . , un)](f(v1, . . . , vn)))〈s〉
F‖

σ // [f(u1, . . . , un)〈s〉](f(v1, . . . , vn)〈s〉)
σ∗

{f([u1](v1), . . . , [un](vn))}〈s〉
σ∗ ,,
[f(u1〈s〉, . . . , un〈s〉)](f(v1〈s〉, . . . , vn〈s〉))
F‖

{f([u1〈s〉](v1〈s〉), . . . , [un〈s〉](vn〈s〉))}
✷
Lemme 7.10 La relation −→σ∗F‖σ∗ est fortement onuente :
t0
σ∗F‖σ
∗
 


 σ∗F‖σ
∗
?
??
??
??
t1
σ∗F‖σ
∗

t2
σ∗F‖σ
∗

t3
Preuve : En utilisant la ohérene de −→F‖ ave −→σ (Lemme 7.9) et la terminaison de −→σ
(Lemme 7.2) nous obtenons failement par indution sur la rédution −→σ :
t
σ∗
 


 F‖
>
>>
>>
>>
>
t′
σ∗ F‖ σ
∗

s
σ∗  
s′
En utilisant e dernier résultat et la onuene des deux relations −→F‖ et −→σ, nous
obtenons la onuene de −→σ∗F‖σ∗ par indution sur le nombre de rédutions −→σ :
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F‖ //
F‖

σ∗ //
F‖

σ∗ F‖ σ
∗
F‖ //
σ∗

σ∗ //
σ∗

σ∗

σ∗ F‖ σ
∗
//
σ∗
//
σ∗ //
σ

F‖ //
σ∗

σ∗ //
σ∗

σ∗
σ∗ //
σ∗ F‖ σ
∗

σ∗ F‖ σ
∗
//
induction
σ∗ //
σ∗ F‖ σ
∗

σ∗ F‖ σ
∗
//
✷
Nous avons prouvé la onuene de la relation −→σ∗Sσ∗ et la onuene forte de la relation
−→σ∗F‖σ∗ . Il nous reste don à montrer la ohérene entre es deux relations. Pour ela nous
avons besoin d'un résultat de ohérene entre les relations −→F‖ et −→S modulo la relation
−→σ similaire à elui obtenu dans le Lemme 3.20 pour le ρ∅-alul. La preuve de e dernier
lemme aussi bien que elles des lemmes auxiliaires utilisés sont failement adaptées pour le as
de substitutions expliites.
Lemme 7.11 Etant donnés les ρσ-termes t, t′, u, u′ tels que t −→S t
′
et t −→F‖ u, alors il existe
un ρσ-terme u′ tel que t′
∗
−→σ∗Sσ∗−→F‖
∗
−→σ∗Sσ∗ u
′
et u
∗
−→σ∗Sσ∗ u
′
.
t
S
 


 F‖
?
??
??
??
?
t′
(σ∗Sσ∗)∗ F‖ (σ
∗Sσ∗)∗ 
u
(σ∗Sσ∗)∗
u′
Preuve : La preuve est très similaire à elle du Lemme 3.20 du ρ-alul mais dans le as du
ρσ-alul l'appliation de substitution est dérite par les règles d'évaluation du σρ-alul et
les rédutions orrespondantes sont illustrées expliitement dans le diagramme du lemme.
✷
Lemme 7.12 Les relations −→σ∗F‖σ∗ et −→σ∗Sσ∗ satisfont le diagramme de ohérene suivant :
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t
σ∗Sσ∗
 


 σ∗F‖σ
∗
>
>>
>>
>>
>
t′
(σ∗Sσ∗)∗ σ∗F‖σ
∗ (σ∗Sσ∗)∗ 
s
(σ∗Sσ∗)∗  
s′
Preuve : En utilisant la ohérene de −→F‖ ave −→σ (Lemme 7.9) et la terminaison de −→σ
(Lemme 7.2) nous obtenons failement par indution sur la rédution −→σ :
t
σ∗
 


 F‖
>
>>
>>
>>
>
t′
σ∗ F‖ σ
∗

s
σ∗  
s′
et par la onuene de −→σ (Lemme 7.1) t
σ∗
 


 σ∗F‖σ
∗
>
>>
>>
>>
>
t′
σ∗F‖σ
∗

s
σ∗  
s′
De la même manière, en utilisant la ohérene de −→S ave −→σ (Lemme 7.5) et la
terminaison de −→σ nous obtenons :
t
S
 


 σ∗
>
>>
>>
>>
>
t′
σ∗ 
s
σ∗ S σ∗  
s′
Par la onuene de −→σ et la terminaison de −→σ∗Sσ∗ (Lemme 7.6) nous pouvons étendre
le diagramme préédent à
t
σ∗Sσ∗
 



σ∗
>
>>
>>
>>
>
t′
σ∗ 
s
σ∗Sσ∗  
s′
et respetivement t
(σ∗Sσ∗)∗
 



σ∗
>
>>
>>
>>
>
t′
σ∗ 
s
(σ∗Sσ∗)∗  
s′
En utilisant les diagrammes i-dessus et le Lemme 7.11 nous obtenons la propriété souhaitée
par indution sur le nombre de rédutions −→σ :
F‖ //
S

σ∗ //
(σ∗Sσ∗)∗

(σ∗Sσ∗)∗
(σ∗Sσ∗)
∗
//
σ∗

F‖ //
σ∗

(σ∗Sσ∗)∗ //
σ∗

σ∗ //
σ∗

σ∗

(σ∗Sσ∗)∗
//
σ∗F‖σ
∗
//
(σ∗Sσ∗)∗
//
σ∗
//
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σ∗F‖σ
∗
//
σ

σ∗
σ
∗F‖σ
∗
//
σ∗Sσ∗ induction

(σ∗Sσ∗)∗

(σ∗Sσ∗)∗σ∗F‖σ
∗(σ∗Sσ∗)∗
//
σ //
σ∗Sσ∗

σ∗F‖σ
∗
//
σ∗Sσ∗ induction

(σ∗Sσ∗)∗

σ∗
//
(σ∗Sσ∗)∗σ∗F‖σ
∗(σ∗Sσ∗)∗
//
✷
Théorème 7.1 Le ρσ-alul est onuent.
Preuve : Nous appliquons le Lemme de Yokouhi (Lemme 1.2) pour les relations −→σ∗F‖σ∗ et
−→σ∗Sσ∗ et nous obtenons ainsi la onuene de la relation
∗
−→σ∗Sσ∗−→σ∗F‖σ∗
∗
−→σ∗Sσ∗ .
Les propriétés suivantes sont vériées pour les deux relations :
−→σ∗Sσ∗ est onuente et terminante (Lemme 7.6),
−→σ∗F‖σ∗ est fortement onuente (Lemme 7.7),
−→σ∗F‖σ∗ et −→σ∗Sσ∗ vérient le diagramme de Yokouhi (Lemme 7.12).
Nous proédons de la même manière que dans le Lemme 3.13 et nous obtenons les inlusions
−→F⊆−→F‖⊆
∗
−→F , et don, la relation (
∗
−→σ∗Sσ∗−→σ∗Fσ∗
∗
−→σ∗Sσ∗)
∗
est la fermeture
transitive de la relation
∗
−→σ∗Sσ∗−→σ∗F‖σ∗
∗
−→σ∗Sσ∗ .
Ainsi, par le Lemme 3.7 nous obtenons la onuene de
∗
−→σ∗Sσ∗−→σ∗Fσ∗
∗
−→σ∗Sσ∗ . ✷
7.5 Le ρσ-alul omme alul de réériture d'ordre supérieur
Nous avons présenté le ρσ-alul omme une version expliite du ρ-alul où l'appliation de
substitution est dénie au niveau objet alul. Nous avons adapté le σ⇑-alul de substitution
utilisé dans le λσ⇑-alul
3
pour la syntaxe du ρσ-alul et nous avons utilisé une approhe sim-
ilaire à elle proposée dans [CHL96℄ pour prouver la onuene du alul ainsi obtenu. Bruno
Pagano a introduit dans sa thèse les eXpliit Rewrite Systems [Pag97℄, des systèmes de rééri-
ture d'ordre supérieur utilisant le σ⇑-alul omme méanisme de substitution et a donné des
onditions assurant la onuene de tels systèmes. La preuve de onuene d'un XRS revient ainsi
à tester que les règles de réériture vérient ertaines propriétés, parfois simplement struturelles
ou loales. Nous avons don représenté le ρσ-alul omme un XRS et analysé les onditions de
onuene dans e as.
3
présenté brièvement dans dans la Setion 1.3.5
7.5. Le ρσ-alul omme alul de réériture d'ordre supérieur 189
7.5.1 eXpliit Rewrite Systems - XRSs
L'objetif des XRSs est de dénir des extensions du λσ⇑-alul permettant d'ajouter de
nouveaux lieurs et don, d'assoier à ertains symboles de la signature des règles de propagation
plus générales que elles utilisées dans le λσ⇑-alul. Le alul de substitution pour une signature
quelonque est ainsi inspiré du σ⇑-alul.
Dénition 7.5 Etant donnée une signature Γ, l'ensemble de termes Γ⇑ est dénie par :
Termes t : := xt | n | f(t, . . . , t) | t〈s〉
Substitutions s : := xs | ID | ↑ | ⇑ (s) | t.s | s ◦ s
où n ∈ N∗ et f ∈ F .
Un symbole f de Γ peut être un symbole du premier ordre ou un lieur (symbole d'ordre
supérieur) et ei est dérit au niveau des règles du alul de substitution. Pour haque symbole
f de Γ d'arité n, on assoie un n-uplet d'entiers (p1, . . . , pn) appelé l'arité de liaison de f et une
règle f⇑ :
f(t1, . . . , tn)〈s〉
f⇑
−→ f(t1〈⇑
p1 (s)〉, . . . , tn〈⇑
pn (s)〉)
Un symbole dont l'arité de liaison est de la forme (0, . . . , 0) est un symbole du premier ordre.
Un symbole dont l'arité de liaison ontient un pi non-nul est un symbole d'ordre supérieur. On
peut remarquer que si on onsidère un symbole λ d'arité de liaison (1) alors nous obtenons la
règle Lambda du σ⇑-alul.
Dénition 7.6 Etant donnée une signature Γ, la relation de rédution σΓ est dénie par l'ensem-
ble de règles de réériture du σ⇑-alul moins elles relatives aux symboles d'appliation et d'ab-
stration et par les règles f⇑ pour tout symbole f de Γ.
Le système de réériture déni par les termes de Γ⇑ et par la relation σΓ est appelé Γ⇑-alul.
Le Γ⇑-alul dérivant le alul de substitution est enrihi par un ensemble de règles de
réériture dérivant les aluls eetifs. Ces règles de réériture sont dénies non seulement sur
l'algèbre engendrée par Γ mais sur les termes de Γ⇑. On obtient ainsi les systèmes de réériture
ave substitutions expliites.
Dénition 7.7 Etant donnée une signature Γ et un ensemble de règles de réériture R sur Γ⇑
tel que toute règle vérie les onditions suivantes :
 le membre gauhe est linéaire,
 les membres gauhe et droit sont de la sorte Terme,
 le membre gauhe est un terme de l'algèbre engendrée par Γ.
Le système de réériture déni par Γ⇑ et la relation σΓ ∪ R est appelé un système de réériture
ave substitutions expliites et noté XRS[Γ,R℄.
Une règle de réériture du XRS[Γ,R] est dite du premier ordre si son membre droit est un
terme de l'algèbre engendrée par Γ. Les autres règles sont dites des règles d'ordre supérieur.
L'ensemble de règles du premier ordre est noté R1 et l'ensemble de règles d'ordre supérieur est
noté R>.
Dans [Pag98℄ et [Pag97℄, Pagano montre plusieurs théorèmes permettant de prouver la on-
uene d'un XRS si diérentes onditions sont vériées par les règles du XRS. L'objetif est
d'utiliser des onditions sur R simple à vérier, 'est-à-dire qui se ramènent à des propriétés
struturelles ou loales. Nous présentons ii un de es théorèmes.
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Théorème 7.2 ([Pag98℄) Etant donnée une signature Γ et les ensembles de règles de réériture
R1 et R> sur Γ⇑ tel que :
 R> est orthogonal et orthogonal ave R1,
 toutes les règles de R1 et de R> sont linéaires à gauhe,
 R1 est onuent sur Γ⇑.
Le système de réériture ave substitutions expliites XRS[Γ,R1 ∪R>℄ est onuent.
7.5.2 Le ρσ-alul omme XRS
On peut dénir immédiatement un XRS représentant le λσ⇑-alul en préisant que le symbole
λ a l'arité de liaison (1) et l'ensemble de règles R ontient une seule règle d'ordre supérieur :
(λt)u
Beta
−→ t〈u.id〉
En utilisant les théorèmes de onuene pour les XRSs on peut montrer que le système de
réériture ave substitutions expliites XRS[{λ, (..)}, Beta℄ (i.e. le λσ⇑-alul) est onuent.
Nous voulons don utiliser une approhe similaire et dérire le ρσ-alul omme un XRS. Il
faut don dénir l'arité de liaison de haque opérateur du ρσ-alul. En prenant les arités de
liaison (0, . . . , 0) pour le symbole d'ensemble ({}) et pour tous les symboles f de la signature
du ρσ-alul, (0, 0) pour l'opérateur d'appliation ([]()) et (n, n) pour l'opérateur d'abstration
(→n) nous obtenons les règles set, op, app et lam du σρ-alul.
Nous obtenons ainsi le XRS[Γρ,Rρ℄ où Γρ est la signature ontenant les symboles d'une
signature du premier ordre F et les opérateurs [](), {} et →n et Rρ = R
1
ρ ∪R
>
ρ ave l'ensemble
R1ρ ontenant les règles Congruence, Congruence_fail, Batch, SwitchR, OpOnSet et Flat et
l'ensemble R>ρ ontenant la règle Fire.
Ainsi, prouver la onuene du ρσ-alul revient à prouver la onuene du système de
réériture ave substitutions expliites XRS[Γρ,Rρ℄ et il sut don de montrer que les onditions
de onuene imposées pour les règles de Rρ sont satisfaites.
Ces onditions ne sont pas vériées si auune ondition n'est imposée pour la règle Fire.
Malheureusement les théorèmes de onuene pour les XRSs ne sont pas appliables non plus
si nous utilisons la règle onditionnelle Firec présentée dans la Setion 7.4 et imposant une
ondition de termes ρ-alulables.
Nous pouvons renforer les onditions de ette règle an d'utiliser les théorèmes de onuene
et en partiulier le Théorème 7.2 mais la ondition d'orthogonalité est très forte et néessite une
ondition dans la règle Fire permettant d'éviter les paires ritiques entre ette règle et les
autres règles du alul. Cei implique l'appliation d'une règle de réériture l → r à un terme t
seulement si tous les termes l, r, t ne ontiennent pas d'ensemble et de radial, e qui représente
une restrition forte par rapport aux objetifs que nous nous sommes xé au départ.
Conlusion
Nous avons dérit dans e hapitre une version du ρ∅-alul ave substitutions expliites, le
ρσ-alul.
Nous avons étendu la syntaxe du ρ-alul en introduisant les dénitions des substitutions et
un opérateur dérivant leur appliation. Le alul de substitution est une extension du σ⇑-alul
[CHL96℄ et il peut être obtenu omme une instane du Γ⇑-alul [Pag97℄.
Une preuve de la onuene du ρσ-alul utilisant une stratégie restritive d'évaluation est
obtenue immédiatement si on le onsidère omme un XRS et qu'on utilise les théorèmes de
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onuene de XRSs [Pag98℄. Puisque les onditions qu'on doit imposer en utilisant ette méthode
sont relativement fortes, nous avons employé une approhe inspirée de elle utilisée pour la
preuve de onuene du λσ⇑-alul, e qui nous a permis d'obtenir la onuene sous les mêmes
onditions que pour le ρ∅-alul.
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Conlusion
Nous nous sommes onsarés au ours de e travail à l'étude d'un alul susamment puissant
pour dérire non seulement la réériture ave des règles onditionnelles mais aussi leur ontrle.
Nous avons ainsi proposé le ρ-alul qui intègre les propriétés omplémentaires de la réériture
du premier ordre et du λ-alul ainsi que des aratéristiques permettant d'exprimer le non-
déterminisme. Ce alul nous permet la desription des langages basés sur la réériture et nous
avons analysé plus en détail la desription des règles et stratégies du langage ELAN.
Au ours de la mise en oeuvre du ρ-alul nous avons été amenés à hoisir parmi plusieurs
approhes possibles pour la représentation des termes, pour les règles d'évaluation, pour le sys-
tème de types, et.. Nous avons disuté nos prinipaux hoix et nous avons également présenté
des approhes diérentes à elles hoisies.
Le alul
L'appliation d'une règle de réériture n'est pas une opération expliite dans la dénition
de la relation la réériture. Si l'ensemble de règles de réériture est onuent et terminant,
l'ordre et la position d'appliation des règles ne sont pas signiatives par rapport au résultat
nal. Néanmoins, on est souvent amenés à utiliser des systèmes de réériture où l'ordre et la
position d'appliation sont essentielles soit pour la valeur du résultat obtenu, soit simplement
pour l'eaité de l'exéution. Nous avons don onsidéré l'appliation omme une opération au
même niveau du alul que l'abstration, 'est-à-dire que les règles de réériture.
Puisque l'appliation est un objet du alul, on peut l'utiliser dans la onstrution de règles
de réériture obtenant ainsi des règles où les membres gauhe et droit peuvent être autre hose
que de simples termes du premier ordre. Les appliations dans le membre droit d'une règle
peuvent être vues omme des opérations loales et en eet e type de onstrutions est utilisé
pour dérire les règles de réériture ave aetations loales. Grâe à l'expressivité du ltrage
l'utilisation des appliations dans le membre droit d'une règle permet aussi la représentation des
règles de réériture onditionnelles. Nous nous sommes onentré dans ette thèse sur l'utilisation
des règles de réériture ave un terme du premier ordre omme membre gauhe mais l'étude des
règles onstruites sans auune restrition fait partie de nos perspetives.
Nous obtenons ainsi un alul similaire au λ-alul ave motifs où l'abstration est faite non
seulement par rapport à une variable mais en onsidérant aussi le ontexte de la variable. Ce
type d'abstration nous donne une information purement syntaxique sur le ontexte de la variable
mais ne peut pas exprimer d'autres propriétés du ontexte. Nous avons don introduit omme
paramètre du ρT -alul la théorie T dérivant le omportement des symboles de la signature.
Cei nous permet d'exprimer impliitement des propriétés pour les symboles omme, par exemple,
l'assoiativité et la ommutativité de l'opérateur + de l'arithmétique.
Le ltrage utilisé pour lier les variables à leurs valeurs atuelles est eetué dans la théorie
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T et dans ertains as peut mener à des solutions multiples et don à des résultats diérents.
Puisque nous voulons mémoriser tous les résultats possibles d'une appliation nous avons hoisi
de représenter l'ensemble des résultats au niveau objet du alul. Ainsi, un ensemble vide de
résultats représente un éhe de ltrage et un ensemble ayant plus d'un élément représente les
résultats non-déterministes d'une appliation. Les ensembles vides ainsi que les ensembles ayant
plus d'un élément sont stritement propagés dans le sens où une sous-rédution menant à un
ensemble vide ou ayant plus d'un élément onduit à un résultat vide ou ayant plus d'un élément
pour la rédution prinipale.
La représentation des résultats au niveau objet du alul permet la onstrution des règles de
réériture ave un ensemble omme membre droit et don, ave un omportement expliitement
non-déterministe. Une stratégie qui applique une des règles d'un ensemble de règles de rééri-
ture d'une façon non-déterministe est représentée diretement dans le ρ-alul par l'ensemble
ontenant les règles respetives.
Nous avons ainsi obtenu un alul dont les objets sont onstruits en partant d'une signature
et en utilisant le symbole d'abstration →, le symbole d'appliation  [ ]( ) et les ensembles
omme moyen d'enapsulation. Le résultat d'une rédution dans le ρ-alul est soit un ensemble
vide représentant l'éhe de l'appliation, soit un singleton représentant un résultat déterministe,
soit un ensemble ayant plusieurs éléments représentant un hoix non-déterministe de résultats.
L'appliation d'une règle de réériture l→ r à un terme t, érite [l→ r](t), onsiste à vérier
que le terme l subsume (ltre) le terme t et si 'est le as, réérire le terme t en le terme r où les
variables sont remplaées par les termes obtenus en ltrant t ave l. Le ltrage entre les termes l
et t ainsi que l'appliation de substitution résultant de e proessus sont des méanismes dérits
au niveau méta du ρ-alul.
L'algorithme de ltrage est don utilisé pour lier les variables à leurs valeurs atuelles. Au
ours de ette thèse nous nous sommes onentré sur les propriétés du ρ∅-alul, 'est-à-dire le
ρ-alul ave un ltrage syntaxique. Dans le as général, le ρT -alul peut utiliser toute théorie
et en partiulier un ltrage équationnel ou un ltrage d'ordre supérieur ave motifs, mais si dans
es as le pouvoir d'expression est lairement supérieur au as syntaxique, il est plus diile
d'étudier les propriétés des aluls obtenus.
Comme dans tous les aluls utilisant des lieurs, nous utilisons dans le ρ-alul la substitution
d'ordre supérieur et non le remplaement du premier ordre et don, nous utilisons l'α-onversion
pour éviter la apture des variables.
Substitutions expliites
Nous avons aussi proposé une version du alul où l'appliation de substitution est dérite au
même niveau que les autres règles d'évaluation du alul. En s'inspirant des λ-aluls ave sub-
stitutions expliites, et du λσ⇑ en partiulier, nous avons développé le ρ-alul ave substitutions
expliites, appelé le ρσ-alul.
Nous avons étendu la syntaxe du ρ-alul en introduisant les dénitions des substitutions
et un opérateur d'appliation de substitution. En utilisant le λσ⇑ omme point de départ, nous
avons introduit des nouvelles règles d'évaluation pour dérire le omportement des substitutions.
Conuene
Nous avons étudié la onuene du alul en se onentrant sur le as du ρ∅-alul et nous
avons remarqué immédiatement que ette propriété n'est pas vériée, prinipalement à ause
du ltrage limité et de la manipulation des ensembles. La théorie de ltrage syntaxique est
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très simple mais dans le même temps n'est pas assez puissante pour permettre susamment
d'appliations de règles de réériture. An de résoudre e problème nous aurions pu utiliser un
ltrage d'ordre supérieur mais nous avons préféré garder le ltrage dans une théorie vide et
imposer des stratégies d'évaluation garantissant la onuene.
Une première stratégie onuente onsiste à réduire l'appliation d'une règle de réériture
seulement si le sujet de l'appliation est un terme los du premier ordre. Nous évitons ainsi tous
les problèmes induits par le ltrage sur des termes ontenant des radiaux et par l'utilisation des
ensembles. Cette stratégie est naturelle et simple à implanter mais relativement restritive.
Nous avons don introduit des onditions plus nes sur l'appliation d'une règle de réériture
et nous avons montré que es onditions garantissent la onuene. De plus, les stratégies que
nous avons proposées deviennent triviales ('est-à-dire n'imposent auune restrition) pour des
restritions du ρ∅-alul général à des aluls plus simples omme le λ-alul.
En e qui onerne le ρσ-alul, nous nous sommes limité dans ette thèse à une version
ave substitutions expliites du ρ∅-alul et, en s'inspirant des approhes utilisées dans [CHL96℄
et [Pag98℄, nous avons montré que le ρσ-alul est onuent dans les mêmes onditions que le
ρ∅-alul.
Typage et terminaison
La seonde propriété nous permettant de onlure à l'uniité des formes normales est la
terminaison.
Le ρ-alul n'est évidement pas terminant dans le as non-typé. An de réupérer ette
propriété nous avons proédé omme d'habitude et nous avons imposé une disipline plus strite
sur la formation des ρ-termes en introduisant une information de type pour haque terme.
Nous avons présenté un système de types pour le ρ∅-alul permettant de typer un ρ-terme
ensemble par le type de ses éléments. Nous avons montré que la rédution de tout terme bien
typé est nie et préserve le type du terme initial.
Extension du alul
Dans le ρ-alul nous pouvons dérire expliitement l'appliation d'une règle de réériture
à une ertaine position d'un terme de la même façon que l'appliation d'une abstration est
expliite dans le λ-alul. Dans la réériture ette information d'appliation n'est pas expliite
et nous voulons représenter e omportement dans le ρ-alul.
Contrairement à la réériture où une règle peut être appliquée seulement aux termes subsumés
par le membre gauhe de la règle, dans le ρ-alul l'appliation d'une règle de réériture peut
éhouer à ause d'un éhe de ltrage. Le test d'un éhe d'appliation s'avère une tâhe plus
diile dans le ρ-alul et nous avons été amenés à introduire un nouvel opérateur permettant de
dérire ette propriété. Le alul obtenu en ajoutant la desription de et opérateur au ρ-alul
est appelé le ρ1st-alul.
En partant des opérateurs du ρ1st-alul nous avons déni des opérateurs de parours de
terme et un opérateur permettant la desription de l'appliation répétée d'un ρ-terme à un
autre ρ-terme. Ces derniers opérateurs nous permettent, par exemple, de dénir des ρ-termes
représentant la normalisation innermost et outermost par rapport à un ensemble de règles de
réériture.
Nous n'avons pas étudié en détail la onuene de e alul mais les stratégies d'évaluation
utilisées dans le as de base peuvent être failement adaptées pour tenir ompte des nouveaux
opérateurs introduits dans le ρ1st-alul.
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Expressivité du alul
Le ρ-alul est oneptuellement simple tout en étant très expressif. Cei nous a permis
de représenter les termes et les rédutions du λ-alul et de la réériture onditionnelle. Nous
avons proposé une tradution entre les λ-termes et les ρ-termes et nous avons montré que les
rédutions des termes orrespondants sont équivalentes modulo la manipulation des ensembles,
manipulation qui est triviale dans e as.
Nous avons présenté une méthode de onstrution d'un ρ-terme ave une ρ-rédution similaire
à la rédution d'un terme par rapport à un système de réériture. Un tel terme est onstruit en
utilisant les étapes intermédiaires de la rédution ou autrement dit, les termes de preuve de la
logique de réériture. Puisque toute l'information de rédution est expliite dans les ρ-termes
ainsi obtenus, es termes sont très ompliqués et partiulièrement dans les as où des règles
de réériture onditionnelles sont utilisées. Les termes du ρ1st-alul représentant des stratégies
de normalisation nous ont permis d'obtenir un odage naturel et plus onis de la réériture
onditionnelle.
En partant de la représentation des règles de réériture onditionnelles nous avons montré
omment le ρ-alul peut être employé pour donner une sémantique à l'appliation des règles
du langage ELAN. Puisque les règles de réériture du ρ-alul peuvent ontenir des appliations
dans le membre droit, la représentation des règles ELAN ave aetations loales est immédiate,
mais la ombinaison des méthodes utilisées pour les règles purement onditionnelles et pour les
règles ontenant que des aetations loales doit être faite soigneusement. La onstrution de
fatorisation d'ELAN permettant de dénir plusieurs rédutions possibles pour un même terme
de départ est naturellement représentée en ρ-alul par une règle de réériture ave un ensemble
représentant les rédutions possibles omme membre droit.
Les stratégies ELAN sont, dans la plupart des as, représentées diretement dans le ρ-alul.
En eet, l'expressivité du ρ-alul nous a permis de représenter expliitement le méanisme d'é-
valuation ELAN, basé sur l'utilisation d'une stratégie de normalisation innermost pour les règles
non-nommées et des stratégies dénies pour les règles nommées. Nous pouvons don représenter
un programme ELAN par un ρ-terme approprié ; le ρ-alul fourni don une sémantique opéra-
tionnelle omplète au langage ELAN.
Perspetives
Nous voyons deux diretions prinipales pour ontinuer e travail : d'une part l'analyse des
propriétés du ρT -alul où T est une théorie de ltrage plus élaboré que la théorie syntaxique
et d'autre part, l'utilisation et éventuellement l'amélioration de l'expressivité du alul an de
dérire d'autres formalismes et langages.
Propriétés du ρT -alul
Nous avons montré la onuene du ρ∅-alul ainsi que la terminaison du ρ∅-alul typé et
nous voulons étendre es propriétés pour d'autres instanes du ρT -alul général et prinipale-
ment pour les as des théories équationnelles.
La preuve de la onuene du ρ∅-alul a été réalisée en séparant les propriétés qui utilisent les
aratéristiques du ltrage employé et les propriétés indépendantes de la théorie du ltrage. Les
propriétés de la relation Set engendrée par les règles d'évaluation dérivant le omportement des
ensembles ne sont pas inuenées par la théorie de ltrage utilisée mais la onuene de la relation
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FireCong dérivant l'appliation d'une règle de réériture dépend fortement des aratéristiques
du ltrage utilisé. An de montrer la onuene du ρT -alul nous devons exhiber les onditions
sur la théorie T de ltrage nous permettant de prouver la stabilité du nombre de solutions
par rapport à la rédution ainsi que de montrer que les lemmes du as syntaxique sont valides
pour haque solution. La théorie de ltrage intervient aussi dans la ohérene entre les relations
FireCong et Set et le lemme montrant ette propriété dans le as syntaxique doit être étendu
an de prendre en ompte un ltrage éventuellement non-unitaire.
Nous envisageons une desription générique des onditions qui doivent être imposées pour le
ltrage dans la théorie T an d'obtenir la onuene du ρT -alul et ensuite montrer que es
onditions sont satisfaites pour des théories partiulières telles que l'assoiativité et la ommu-
tativité.
De la même manière, des onditions génériques pour le ltrage seront utilisées pour la preuve
de terminaison du ρT -alul typé. En plus, l'extension dans un adre typé de l'algorithme de
ltrage utilisé dans le as non-typé doit garantir que les substitutions obtenues sont bien bien
typées. Une autre extension possible du système de types existant est la desription du polymor-
phisme.
Expressivité du ρT -alul
L'analyse de l'expressivité du ρ-alul doit être ertainement ontinuée. Nous avons montré
que le ρ-alul de base est susamment puissant pour exprimer expliitement des rédutions
dans diérents formalismes et nous avons introduit de nouveaux opérateurs dans le ρ1st-alul
permettant d'exprimer ertains rédutions d'une manière plus onise. Nous voulons, d'une part
représenter d'autres formalismes dans le ρ-alul et d'autre part simplier la dénition des opéra-
teurs du ρ1st-alul.
On doit ainsi analyser la possibilité d'exprimer les opérateurs dénis dans le ρ1st-alul d'une
manière plus simple et éventuellement direte. Un premier hallenge sera la représentation d'un
opérateur testant l'éhe en utilisant seulement les opérateurs du ρ∅-alul mais ei semble une
tâhe diile dans un alul où l'éhe est une propriété propagée stritement. Deuxièmement, la
plupart des opérateurs du ρ1st-alul ont été dénis en utilisant un opérateur de point xe inspiré
du ombinateur de point xe de Turing du λ-alul. Cet opérateur n'utilise pas la puissane du
ltrage et on peut se demander si une onstrution plus astuieuse ne peut pas être réalisée en
exploitant toute les aratéristiques du ρ∅-alul.
Nous avons montré que le ρ∅-alul permet la représentation du λ-alul et de la réériture
mais aussi des langages basées sur es formalismes. Le langage ELAN en est un exemple et
ette approhe peut être appliquée à beauoup d'autres adres, y ompris des langages basés
sur la réériture omme ASF+SDF [Deu96℄, CafeOBJ [FN97℄, Maude [CELM96℄, ML [Mil84℄
ou Stratego [Vis99℄ mais également à des systèmes de prodution et systèmes de transitions
non-déterministes. Les démonstrateurs de théorèmes utilisant la réériture représentent un autre
domaine d'intérêt pour notre approhe et plus partiulièrement nous envisageons l'utilisation
du ρ-alul pour la représentation des tatis et tatials des prouveurs omme par exemple
LCF [Pau83, GMW79℄, HOL [GM93℄ ou Coq [BBC
+
97℄.
En partant de la représentation du λ-alul et de la réériture du premier ordre nous envis-
ageons d'approfondir la liaison entre le ρT -alul et les systèmes de réériture d'ordre supérieur.
Si la formalisation de la orrespondane entre le ρ-alul et les extensions algébriques du λ-alul
doit être relativement faile, la représentation des rédutions d'un systèmes de réériture ave
abstrateur omme les CRSs ou les HRSs semble plus ompliquée et néessite l'utilisation d'un
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ρT -alul ave une théorie T d'ordre supérieur.
Nous avons utilisé les ensembles omme moyen de représenter le non-déterminisme et nous
avons mentionné que d'autres strutures peuvent être utilisées. Par exemple, si nous voulons
représenter tous les résultats d'une appliation et non seulement les résultats diérents, alors des
multi-ensembles doivent être utilisés et si l'ordre des résultats est signiatif alors une struture
de liste est plus appropriée. Nous avons don entamé ave Claude Kirhner et Luigi Liquori
l'étude d'une autre desription du ρ-alul ayant omme paramètre non seulement la théorie de
ltrage mais aussi la onstrution utilisée pour struturer les résultats. Nous avons ainsi obtenu
un alul plus exible et nous avons déjà montré son pouvoir d'expressivité. Plus préisément,
nous avons analysé la orrespondane entre le ρ-alul et deux aluls qui ont fortement inuené
la reherhe dans le domaine des paradigmes orientés objets : le Objet Calulus de Abadi et
Cardelli [AC96℄ et le Lambda Calulus of Objets de Fisher, Honsell et Mithell [FHM94℄. Nous
avons déni les opérateurs des deux aluls en utilisant les opérateurs du ρ-alul et nous avons
montré qu'à toute rédution d'un terme t en t′ dans es aluls il orrespond la rédution dans le
ρ-alul de la ρ-translation du terme t en la ρ-translation du terme t′. L'approhe que nous avons
proposée permet la représentation des objets dans le style des deux aluls mentionnés mais
aussi des objets plus élaborés dont le omportement est dérit en utilisant le ltrage. Nous envis-
ageons de ontinuer e travail en montrant la onuene des instanes du ρ-alul utilisées pour
enoder les formalismes i-dessus et en proposant un système de types approprié dans e ontexte.
Sur un plan pratique les diérentes instanes du ρ-alul doivent être implantées et utilisées
omme outils de réériture. Nous avons réalisé une implantation en ELAN du ρ∅-alul et nous
avons expérimenté diérentes stratégies d'évaluation. Nous voulons ontinuer dans ette diretion
et dérire des paradigmes orientés objets en s'appuyant sur l'implantation du ρ∅-alul. Dans le
adre de l'étude des paradigmes orientés objets en réériture, Hubert Dubois a réalisé une version
objet du langage ELAN dont la sémantique opérationnelle est fournie par le ρ-alul.
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Résumé
L'objet de ette thèse est l'étude d'un alul permettant de dérire l'appliation de règles de réériture
onditionnelles et de représenter les résultats obtenus. Nous introduisons le alul de réériture, appelé
aussi le rho-alul, qui généralise la réériture du premier ordre et le lambda-alul tout en permettant
d'exprimer le non-déterminisme. Dans notre approhe, l'opérateur d'abstration ainsi que l'opérateur
d'appliation sont des objets du alul. Le résultat d'une rédution dans le alul de réériture est soit un
ensemble vide représentant l'éhe de l'appliation, soit un singleton représentant un résultat déterministe,
soit un ensemble ayant plusieurs éléments représentant un hoix non-déterministe de résultats.
Au ours de ette thèse nous nous onentrons sur les propriétés du alul de réériture utilisant
un ltrage syntaxique pour lier les variables à leurs valeurs atuelles. Nous dénissons des stratégies
d'évaluation garantissant la onuene du alul et nous montrons que es stratégies deviennent triviales
pour des restritions du alul de réériture général à des aluls plus simples omme le lambda-alul.
Le alul de réériture n'est pas terminant dans le as non-typé mais la terminaison forte est obtenue
pour le alul simplement typé.
Dans le alul de réériture étendu par un opérateur permettant de tester l'éhe de l'appliation nous
dénissons des termes représentant la normalisation innermost et outermost par rapport à un ensemble
de règles de réériture. En utilisant es termes, nous obtenons un odage naturel et onis de la réériture
onditionnelle. Enn, à partir de la représentation des règles de réériture onditionnelles, nous montrons
omment le alul de réériture peut être employé pour donner une sémantique au langage ELAN basé
sur l'appliation de règles de réériture ontrlées par des stratégies.
Mots-lés: alul de réériture, réériture, non-déterminisme, stratégie, ltrage, substitution, lambda-
alul, langage à base de règles.
Abstrat
This thesis is devoted to the study of a alulus that desribes the appliation of onditional rewriting
rules and the obtained results at the same level of representation. We introdue the rewriting alulus,
also alled the rho-alulus, whih generalizes the rst order term rewriting and lambda-alulus, and
makes possible the representation of the non-determinism. In our approah the abstration operator as
well as the appliation operator are objets of alulus. The result of a redution in the rewriting alulus
is either an empty set representing the appliation failure, or a singleton representing a deterministi
result, or a set having several elements representing a not-deterministi hoie of results.
In this thesis we onentrate on the properties of the rewriting alulus where a syntati mathing
is used in order to bind the variables to their urrent values. We dene evaluation strategies ensuring the
onuene of the alulus and we show that these strategies beome trivial for restritions of the general
rewriting alulus to simpler aluli like the lambda-alulus. The rewriting alulus is not terminating
in the untyped ase but the strong normalization is obtained for the simply typed alulus.
In the rewriting alulus extended with an operator allowing to test the appliation failure we dene
terms representing innermost and outermost normalizations with respet to a set of rewriting rules.
By using these terms, we obtain a natural and onise desription of the onditional rewriting. Finally,
starting from the representation of the onditional rewriting rules, we show how the rewriting alulus
an be used to give a semantis to ELAN, a language based on the appliation of rewriting rules ontrolled
by strategies.
Keywords: rewriting alulus, rewriting, non-determinism, strategy, mathing, substitution, lambda-
alulus, rule based language.

