The influence of suburban development and metropolitan fragmentation on language variation and change: Evidence from Greater St. Louis Abstract: The distances between urban and suburban spaces, while small in Euclidean terms, have a rather large social reality. This paper calls attention to two reasons for this-suburban development and metropolitan fragmentation-and situates these phenomena within the context of sociological and historical thought about metropolitan areas. I test their role in linguistic variation through a case study of three Northern Cities Shift features (raised TRAP, fronted LOT, and lowered THOUGHT) in English of the St. Louis metropolitan area. I show that these features diffused throughout the region in three different ways. Additionally, phonological conditioning of LOT-fronting differs between urban and suburban speakers, and retreat from urban dialect features is led in the suburbs. These findings highlight the need to consider the geography of metropolitan areas more deeply in studies of language variation and change in metropolitan areas, as similarity across a metropolitan area should not be assumed a priori.
INTRODUCTION
A long view of the sociolinguistic and dialectological literature finds a debate over the importance of urban spaces to these fields. Whereas most early dialectological work focused on rural spaces (see Kurath, 1949; inter alia) , recent work in variationist sociolinguistics since that of Labov (1966 Labov ( /2006 predominantly concerns urban spaces. I suggest, however, that both views share an approach to metropolitan areas in one key respect. By restricting their analysis to rural communities, dialectological studies that pre-date Labov (1966 Labov ( /2006 exclude both major cities and their early suburbs. In this way, such studies treat metropolitan areas as a uniform whole. At the same time, variationist sociolinguistic studies often assume suburbs share the dialect of a city (there are, of course, exceptions like Britain, 2005; Dodsworth, 2008; among others) . In this way these studies also claim metropolitan areas to constitute a uniform whole. To take metropolitan areas as uniform is a loaded assumption; while urban theorists like Brenner (2002 Brenner ( ,2013 see the urban as a 'city-region' that includes suburbs within a larger agglomeration, there are at the same time valid reasons why the spatial and social geographies of metropolitan areas should be taken into account when studying language variation and change. This paper calls attention to two such reasons-patterns of suburban development and metropolitan fragmentation-and attempts to situate these phenomena within the context of sociological and historical thought about metropolitan areas. Suburban development is a dynamic process, which means that linguistic change in developing suburbs involve changing space as well. Meanwhile, metropolitan fragmentation serves to make the distances between urban and suburban spaces, while small in Euclidean terms, take on a rather large social reality (this is not to mention that suburban sprawl makes some of these distances quite large in fact). For language variation and change research in metropolitan areas, this means that similarity across a metropolitan area should not be assumed a priori. I illustrate this in a case study focusing on three features of the Northern Cities Shift (NCS)-raised TRAP, fronted LOT, and lowered THOUGHT-in English of the St. Louis metropolitan area. Specifically, I explore how these features spread throughout the region in apparent time, with particular consideration to how this relates to suburban development in St. Charles County, Missouri. I show that these three features diffused throughout Greater St. Louis in three different ways.
Phonological conditioning of LOT-fronting differs between urban and suburban speakers.
Retreat from urban dialect features is led in the suburbs. Each of these findings highlights the need to consider the geography of metropolitan areas more deeply in sociolinguistic analysis.
I suggest, for example, that demographic outcomes of postwar suburban sprawl may be implicated in the retreat from urban dialect features. At the same time, the findings reflect the need to consider how place changes over time. Suburban development means that many metropolitan speakers and rural speakers are separated by time but not space, as suburban residents of a neighborhood today grew up on what was a rural farm fifty years prior. That place itself changes over time should be taken into account by researchers.
BACKGROUND

Metropolitan Fragmentation and Suburban Development
Metropolitan areas include both urban and suburban spaces. In this section, I explore suburbs in particular with respect to their historical development and propensity to fragment metropolitan areas. I take this approach because while urban spaces are well-discussed in the variationist literature, suburban spaces are less well-described. The weight of showing that the geography of metropolitan areas should be more fully considered thus falls upon suburbs.
In much of the United States, 1 middle-to upper-income residents live outside of the city and choose to commute into the central city (Jackson, 1985) . As such, patterns of urban sprawl in suburbs include subdivisions made up of large homes on large lots (Duany, Plater-Zyberk, & Speck 2010) . In his comprehensive history of American suburbanization, Jackson (1985) offers four general factors of archetypical suburbs: non-farm residential function, middle-and upper-class residents, daily commuting to the city for workers, and low population density relative to the city. Although there is debate over how to define suburbs (Nicolaides & Wiese, 2006) , these factors for the most part constitute American suburbs as a subset of suburbs in general.
During the late 18th and early 19th centuries, American cities had the low-income, low-density population on the urban fringe typical of global suburbs (Muller, 1976) . The largest cities, like New York City, Philadelphia, and Boston, were highly congested and continuing to grow denser, with affluent residents living in the center. These cities, along with major cities in the United Kingdom like London, began the trend of American-style suburbanization in the early 19th century. This development included population growth on the urban periphery and population loss in the urban center (Jackson, 1985:20) , in large part due to migration of higher-status individuals from the center to the periphery. The earliest American-style suburbs were thus COMMUTER SUBURBS in which higher-status individuals commuted to the urban center. During this period of development, commuter suburbs were spaces of privilege, and by the 1870's 'suburb' lost the negative connotation associated with the low-income spaces on the urban fringe (Jackson, 1985:71 (Jackson, 1985:103) .
Popularly imagined suburbs do not typically include the early commuter and streetcar suburbs and rather focus on developments in the 20th century. AUTOMOBILE SUBURBS made use of the widespread adoption of the automobile to enable suburban development to spread out away from major transportation lines. Between the 1920s and WWII, these suburbs grew rapidly along main roads and highways (Jackson, 1985:164-65) . During the 1920's, for example, the suburbs of the 96 largest cities in the US grew twice as fast as the central cities themselves (Jackson, 1985:175) . After the Great Depression, such development was supported by federal housing policy, as the Home Owners Loan Corporation (HOLC) and
Federal Housing Administration (FHA) created and backed long-term mortgages that subsidized middle-class movement to suburbs (Jackson, 1980) . Zoning and racial covenants during this period led to widespread economic and racial segregation of suburbs (Muller, 1976) .
After WWII, POSTWAR SUBURBS built on the innovations of automobile suburbs to begin a period of rapid suburbanization. Under the GI Bill, the Veterans Administration backed mortgages in a program derived from the FHA (Jackson, 1985:233) . This program enabled white residents of all income levels to afford to buy a house. The reason it was able to do so was the mass production of housing stock in subdivisions like Levittowns. During the 1950's, the suburban population grew ten times as fast as the population in the central cities they surrounded. In addition to the plentiful housing, Jackson suggests that postwar suburbs shared three characteristics: low density, architectural similarity, and economic and racial homogeneity (Jackson, 1985:238-241) . The homogeneity grew out of FHA policies, which were predicated on the belief that mixed-race neighborhoods would result in lower property values. The effective result of this was that mortgages for suburban homes were only available to whites (Abrams, 1955) . This meant that the rampant segregation implemented in automobile suburbs was cemented in postwar suburbs. Postwar suburbs grew into the early 1970's.
In recent decades, suburban development has continued to outpace urban growth. This SPRAWL has in some respects simply been a continuation of postwar suburbanization (and in fact Duany et al., 2010 view them as one and the same): subdivisions of mass-produced, architecturally similar housing stock continue to be built further and further out from the central city. Segregation remains entrenched, although access to suburbs has increased dramatically for both economic and social minorities (Nicolaides & Wiese, 2006) . Much of the suburban development discussed above involves migration from the central city to the periphery of the same metropolitan area. However, development can also come from movement outside of the metropolitan area. A not-insignificant amount of population growth in the metropolitan area also is the result of formerly rural towns becoming suburban-like.
As Nicolaides & Wiese (2006) note, the demographic patterns found in suburbs are intentional, and serve to reify, shape, and perpetuate social hierarchies. Particularly in the Northeast and Midwest, suburban areas are divided into many municipalities and highly fragmented politically. Even when not fragmented in this way, metropolitan areas are often highly segregated, both racially and economically. Racial segregation arose as a result of housing policy (Lipsitz, 1995) , both federal (redlining within the FHA) and local (zoning ordinances and racial covenants) (Jackson, 1985; Silver, 1996) . Because sprawl involves isolated residential subdivisions which contain houses that cost roughly the same, suburbanization and sprawl serve to segregate people by income bracket as well (Duany et al., 2010) . This means that while a metropolitan area may be diverse, it consists of a set of racially and economically homogeneous municipalities (Harris & Lewis, 2001) .
It is important to note that the political structure of the metropolitan area varies across the US. This is because urban areas have differed in their approach to growth. Cities can expand in population both through growth within the city limits and by annexing space outside of the city and incorporating its population. The older cities of the Northeast and Midwest ceased to expand through annexation during the 19th century. In turn, residents of spaces that had not been annexed were frequently incorporated as municipalities early on in their development in order to avoid being annexed by other existing municipalities. As a result, suburban development in the Northeast and Midwest has resulted in fragmented metropolitan areas in which the central city is surrounded by dozens of smaller municipalities. For example, Nassau County, New York, had 65 municipalities in 1940 (Teaford, 1997:15) , and this is only one county adjacent to New York City. By contrast, the younger cities of the Sun Belt and West continue to expand through annexation in the present day, and therefore such development is often technically within a single city (Jackson, 1985) .
This does not mean there are no suburbs in these spaces; as in the Northeast and Midwest, much of the growth in these cities is low-density suburban sprawl, and neighborhoods are racially and economically fragmented. This means that urban/suburban dynamics, suburban development, and metropolitan fragmentation run deeper than political boundaries.
Suburban development and metropolitan fragmentation make suburbs more than merely low-density extensions of the central city. As such, metropolitan areas are complex spaces with respect to both diachronic and synchronic linguistic variation. From a diachronic perspective, a given space may change its relation to the central city as it develops from rural to suburban. When considering language change in such spaces, the timing of when change occurs thus affects the interpretation of that change. Similarly, even if a metropolitan area comes to share the same dialect features, fragmentation suggests that the small distances between the city and its suburbs, or between suburbs themselves, have a social reality that may cause the adoption of an innovation in part of the area to take time to spread to another.
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From a synchronic perspective, there is a similar potential effect of fragmentation: the social distance between spaces in a metropolitan area may result in place-based variation within the region. Research in which speakers are sampled from throughout a metropolitan area should at least consider these potential effects before subsequently treating the region as a single unit.
Models of Linguistic Diffusion
The implications of suburban development and metropolitan fragmentation for diachronic variation in particular call attention to how linguistic innovations diffuse throughout a metropolitan area. There are three main mechanisms by which diffusion has been proposed to occur between cities and towns. Hierarchical diffusion is based on population (Gordon, 2001) , best exemplified by the gravitational model (Trudgill, 1974) . In this, features diffuse from a large city to nearby smaller cities, depending on both population and distance. In this way, a larger town may adopt features from an urban center earlier than a smaller town closer to the urban center. By contrast, contagious diffusion is based on face-to-face contact (Gordon, 2001 ). This may be seen by something like the wave model, which focuses primarily on distance alone. Features diffuse outward from an urban center such that locations near the city adopt the change before locations lying further away. The difference between the gravitational and wave models is that the wave model predicts a small town close to the urban center will adopt features before a larger, further-out town, while the opposite is predicted by the gravitational model. Within the context of metropolitan areas, both of these models predict innovations to begin in the central city and diffuse to suburban spaces. Whereas mechanisms of hierarchical and contagious diffusion assume that innovations begin in urban centers and diffuse outward, contrahierarchical diffusion appears to proceed in the opposite direction. In Oklahoma, some changes appear to diffuse from small regional towns to large cities (Bailey, Wikle, Tillery & Sand, 1993 2010) , whereas the population of Greater St. Louis as a whole is over 2.8 million. As is the case for many metropolitan areas within the US, the stark difference in population is due in was zoned for multi-family homes or single-family homes on quarter-to half-acre lots (Gordon, 2008:133) . This zoning practice effectively limited residence in Ladue to the upperand upper-middle class. As a result of policies like those in Ladue, the St. Louis region is highly segregated, and individual suburbs are largely homogeneous (Table 1, Map 3).
As in other metropolitan areas (see Rothstein, 2017 for discussion), movement to the suburbs of Greater St. Louis increased in the 1930s as a result of the HOLC and the FHA offering and insuring long-term mortgages. Jackson (1980) shows how this occurred in Greater St. Louis. These federal initiatives subsidized housing construction in suburbs, and most of the mortgages taken out in Greater St. Louis during this time period were for housing in suburban St. Louis County (see Gordon, 2008 for additional discussion). Movement to suburbs was especially rapid after WWII. The GI Bill subsidized mortgages (Jackson, 1985) , but redlining and lending discrimination meant it was primarily whites who were able to take advantage of this. Redlining was the practice of grading neighborhoods for both housing quality and price stability. It was believed that African Americans or Jews in a neighborhood would lower property values, and racially heterogeneous neighborhoods' grades suffered as a result. The FHA did not insure mortgages in low-grade neighborhoods, and banks were thus reluctant to lend in these areas (Abrams, 1955) . and 1970, the City of St. Louis showed a 34% loss of the white population due to migration, yet the metropolitan area as a whole lost only 0.7% of the white population to migration (Williams, 1973:15) . This shows that the vast majority of White Flight from the city remained in Greater St. Louis.
I say that racial animus played a role in White Flight because we see it in subsequent waves that did not involve subsidized mortgages. As the city's population fell, middle-class African Americans came to leave the city for the inner suburbs. Much of this movement was due to urban renewal policies in the City of St. Louis that targeted African American neighborhoods like Mill Creek for destruction (Gordon, 2008 3. METHODS
Field Sites
Our goal is therefore to test whether diachronic variation is influenced by patterns of suburban development or metropolitan fragmentation in Greater St. Louis. As such, we want to compare urban and suburban speakers from the region in apparent time. In light of this, sociolinguistic interviews were conducted in three field sites in Greater St. Louis. Because location is the key social factor under consideration, the field sites were selected to maximize the informativity of the factor. This functionally means selecting sites that are relatively balanced in demographics with respect to race/ethnicity and socioeconomic status. Balancing field sites in this way allows us to be more confident that any effects of location are due to location rather than social class or some other factor ('more confident,' of course, should certainly not be taken to mean 'absolutely confident'). Field sites were selected to include part of the City of St. Louis, in addition to some older and newer suburbs in Greater St.
Louis. (Labov, 1994; Gordon, 2001; Labov, Ash & Boberg, 2006) . Which vowel moved first is a matter of debate (see Labov, 1994 and Gordon, 2001 for competing views); this is largely irrelevant for our purposes. The NCS is primarily found in cities surrounding the Great Lakes. Recent work has found the NCS to be in retreat in many of these locations (Syracuse: NCS TRAP is distinguished from other TRAP systems in that the vowel is raised/fronted in all environments. This contrasts with the complex short-a splits of New York and Philadelphia (Becker, 2010; Labov, Fisher, Gylfadottír, Henderson & Sneller, 2016) ; the nasal system found in much of the US, in which the vowel is raised only in pre-nasal position; and the continuous system in which pre-nasal tokens are raised and voiceless velar obstruents are not, but there is no clear allophonic distribution (Labov et al., 2006) . Despite being raised in all environments, NCS TRAP is sensitive to the following phonological context. As such, tokens were coded for the following environments of voicing (voiced or voiceless), place of articulation (coronal, labial, or dorsal), and manner of articulation (nasal, stop, fricative, or /l/). Affricates are treated as stops in this analysis.
The analysis of LOT and THOUGHT uses the measurement at 40% of the vowel duration. As with TRAP, unstressed and pre-/r/ tokens, as well as those of function words, were excluded (n=3446 for LOT, 2308 for THOUGHT). Tokens of both vowels are coded for the following phonological environment, as nasals and /l/ can cause the retraction and/or raising of the vowel they follow (Baranowski, 2015) . As such, the following context is coded as a nasal, /l/, or obstruent. Syllable structure is also considered in the case of pre-/l/ tokens because of potential variation in the production of the liquid. In many Englishes, the liquid is variable between the clear [l] and dark [ł] . The clear variant is typically syllable-initial, and the dark variant syllable-final (Baranowski, 2015; Sproat & Fujimora, 1993) . The production is especially variable intervocalically, although Lee-Kim, Davidson, & Hwang (2013) find that morphological factors influence the darkness of the liquid such that pre-boundary /l/ (cool-est) is darker than post-boundary /l/ (coup-less). Because dark /l/ involves more retraction and lowering of the tongue body than light /l/, we may hypothesize that speakers would have a comparatively retracted vowel when preceding dark /l/. While production of /l/ in Greater St. Louis is beyond the scope of this paper, its influence on the low back vowels should nonetheless be considered. Because syllable structure is only relevant for pre-/l/ tokens, this was coded as part of the following consonant factor (i.e., nasal, obstruent, open pre-/l/, or closed pre-/l/). I use a linear mixed effects regression model to determine whether location interacts with any phonological conditioning. Fixed effects were the following consonant and the interaction between location and following consonant, while random effects were speaker and lexical item. Neither location nor speaker age were included as fixed effects; Figure 1 showed that speaker age has a nonlinear effect, and therefore cannot be appropriately modeled by linear regression. Because location and age interact, the potential main effect of location should also be set aside. Phonological conditioning, however, should be linear regardless of location, so the location/following consonant interaction can be included. Pre-obstruent tokens of LOT uttered by a speaker from South St. Louis were used as a baseline. This baseline is relatively fronted (Table 3) The baseline of pre-obstruent THOUGHT is low, and the main effect of age shows that the vowel has lowered over time. This model finds that pre-nasal and pre-/l/ tokens are raised compared to pre-obstruent tokens in closed syllables (Table 4 ). While the model predicts pre-/l/ tokens in open syllables to also be raised, this term does not reach significance. The interaction between speaker age and following consonant essentially cancels out the effect of speaker age for pre-nasal and pre-/l/ tokens. That is, the vowel has minimally lowered over time in these contexts, in contrast to the pre-obstruent context. Older speakers thus have a narrower range of THOUGHT production than younger speakers. Figure 3 shows the relative lack of change in the pre-obstruent case; the trendlines for the suburbs are not significant, and with the exception of one speaker from St. Charles
POTENTIAL OUTCOMES
County who does appear to have the merger, the ED for every speaker corresponds to at least 100 Hz. The difference between the two vowels thus appears to be above the threshold for perception for nearly all speakers. In Greater St. Louis, then, we may say that the distinction in production of the low back vowels is weak, but maintained. In a way, this result mirrors that of Wong (2012) , who finds that Chinese Americans in NYC are lowering the THOUGHT vowel in apparent time, but not adopting the low back merger. She suggests that this finding perhaps reflects the reversal of NYCE THOUGHT-raising (i.e., lowering enough to not be recognizable as NYCE THOUGHT), rather than full-fledged lowering (i.e., lowering that continues towards merger). We can frame LOT's change in Greater St. Louis in the same way:
LOT-fronting may be in retreat from the NCS feature among younger speakers, but it is not (yet) involved in full-fledged backing that would result in the low back merger. By residualizing our model, we control for effects of speaker, lexical item, and phonological environment. Our loess plot thus tests the data for solely the effects of location and speaker age. The biggest apparent difference between this and previous plots is in the yaxis: where previous plots shows Hz values for vowel formants, the plot of residuals shows a different scale. This is because residuals show the difference between a model's predicted and actual values rather than 'real' data. Residuals are a measure of the difference between a token measurement and its predicted value in a model. The predicted value is derived by adding the estimated effect size β for any applicable effects to the estimated intercept. As such, the predicted value varies by token type. This means that two tokens with the same residual value will not necessarily have the same measured value. Therefore, the loess plot of a residualized model only shows the relative trajectory of change over time. This is not a problem for us, as our concern with speaker age and location as language-external factors is rooted in how sound change progresses in the locations relative to one another. In a broad sense, St. Charles County's adoption of NCS TRAP means that prior to suburban development there, there were location-based differences in phonological conditioning of F1. Nonetheless, it is worth considering the question of such location-based differences in more detail. As was the case with LOT, the effect of speaker age and its interaction with location is too nonlinear to be included in a linear regression. This is not the case for the interaction between phonetic environment and speaker age. As such, a linear mixed effects regression model was initially run in which location and the following consonant's manner of articulation, place of articulation, and voicing were fixed effects. Also included as fixed effects were interactions between manner of articulation and speaker age (scaled to z-scores), manner of articulation and location, place of articulation and speaker age, place of articulation and location, voicing and speaker age, and voicing and location. As with LOT and THOUGHT, speaker and lexical item were included as random effects. A stepdown process found that the model best fitting the data included the random effects, as well as the fixed effects of manner of articulation, place of articulation, voicing, and the interactions between manner of articulation and speaker age and place of articulation and speaker age. Note the absence of location effects, whether as a main effect or interaction term.
A look at the model results shows why there is no apparent effect of location. The main effects of manner of articulation, place of articulation, and voicing show a pattern similar to other samples involving the NCS (cf., for example, Labov et al., 2006) . The vowel is raised overall, but compared to the baseline of a voiced coronal stop (bad), it is lower when preceding dorsals, labials, and voiceless consonants, and higher when preceding nasals (Table   5 ). The interaction between manner of articulation and age indicates that TRAP is lowering in apparent time when preceding stops, fricatives, and /l/, and raising in apparent time when preceding nasals, while the interaction with place of articulation indicates that TRAP is raising in apparent time when preceding dorsals and labials. Overall, these effects strongly suggest Groves to also appear as a location-based effect in the regression model. The shift to a nasal system is confirmed by the Euclidean distance between pre-nasal and pre-oral tokens ( Figure   6 ). Linear regression shows this to be a regional trend, as there is a main effect of speaker age (scaled to z-scores) on log-Euclidean distance but none of location (intercept=5.323, β=-0.366, p<<0.0001, r 2 =0.3298). While Figure 7 is suggestive of a location-based difference in the timing of this shift, it does not reach significance in the linear model.
Summary
In our exploration of the three NCS vowels LOT, THOUGHT, and TRAP in Greater St. Louis, we find three different patterns with respect to their spread through the region. LOT-fronting appears to have entered the region as a whole fairly quickly, lagging perhaps in Kirkwood/Webster Groves. It was present in St. Charles County while the space was still quite rural. Although this feature spread throughout the region quickest of the three features under discussion, it is the only feature in which an urban/suburban split in phonological conditioning of the feature is present and maintained. THOUGHT-lowering entered South St.
Louis at a similar time to LOT-fronting, but diffused to St. Charles County later than it.
However, St. Charles County was still rural when THOUGHT-lowering was adopted. This consistency is especially noteworthy because such a retreat from NCS features seems to be a common pattern within the US. Similarly to our findings, Driscoll & Lape (2015) find that retreat from the NCS in Syracuse is led in its suburbs. The postwar retreat from the NCS in fact seems to be the norm, as it has also been documented in Lansing, MI (Wagner et al., 2015) , and Buffalo, NY (Milholland, 2018) . Furthermore, the timeline of retreat from sound changes in Philadelphia reported in Labov et al. (2013) also lines up with postwar suburbanization, as does the retreat from the Southern Vowel Shift in Raleigh, NC (Dodsworth & Kohn, 2012) . I suggest that this pattern is no coincidence: rapid suburbanization in the postwar era helped to trigger the retreat from urban linguistic features.
There are two factors that explain why this might be the case. First, the movement to suburbs is largely, but crucially not solely, due to White Flight from a central city. Additional migration comes from the broader surrounding area, as well as some from the nation at large.
The resulting suburban population, then, is a mix of natives, urban transplants and non-local non-natives. In such a situation, we might expect to encounter a situation of dialect leveling and koineízation, as found in the New Town of Milton Keynes by Kerswill & Williams (2000 , which tends to select unmarked features. The second possibility is that retreat from urban features represents a change from above. As such, we expect it to be led by the upper middle class, a large percentage of whom live in the suburbs. These factors are not exclusive, and while the data presented in this paper supports both, it cannot speak to the relative likelihood of one or the other. In all likelihood both factors contribute in part.
CONCLUSION
Metropolitan areas are geographically complex regions, and the two factors of suburban development and metropolitan fragmentation play an important role in shaping the social geography of these regions. This paper offers a case study showing that they may play a role in diachronic and synchronic linguistic variation within Greater St. Louis. We observe a role for suburban development in the relocation diffusion of the NCS TRAP vowel to St. Charles
County. Metropolitan fragmentation appears to play a role in the urban/suburban structural variation with respect to LOT-fronting, as well as the apparent lagging of Kirkwood/Webster Groves in adopting this feature. While additional data on the spread of NCS features throughout Greater St. Louis would provide welcome clarification of some of the more tentative claims in this paper, I advocate the study of the complexities of metropolitan areas in other spaces as well. Such studies will contribute greatly to our understanding of the postwar retreat from many urban features across the United States, which appears to be connected to postwar suburbanization.
Endnotes:
1. The emphasis here is on American suburbs. I acknowledge that suburbs similar to those that developed in the US also developed in the United Kingdom, particularly outside of London, and other Anglophone nations, as well as that suburbs may be found globally.
However, these global suburbs, like those in Europe and Latin America, are more often home to low-income residents or differ from US suburbs with respect to their form or surrounding ideologies. These differences make suburbs in the US different enough from other global suburbs that the results in this paper should not necessarily be interpreted as holding around the world.
2. This is not to mention the potential effect of fragmentation on patterns of ethnicity-or socioeconomic status-based variation, which is largely set aside in this paper.
3. Here I treat the Midwest as a subset of the North on geographical and historical grounds.
Historians generally consider St. Louis to have been a Northern city in a Southern state, particularly for its voting patterns, Union allegiance during the American Civil War, and subsequent development patterns (see Arenson 2008, inter alia) . The presence of slave ownership and later segregationist policies, however, show that there are limits to the extent of St. Louis' Northernness.
4. St. Charles is excluded because it is quite different from the rest of St. Charles County: it was an urban place in a rural county; it has a longstanding history; and, despite its distance from the City of St. Louis, it was linked to the city by public transportation and was therefore essentially a streetcar suburb as early as the turn of the 20th century.
5. Two speakers moved out of the field site during their high school years: one from South St.
Louis to St. Louis County, and one from Kirkwood/Webster Groves to Cincinnati, Ohio (outside of visits to extended family, she later returned after graduating from college). They are included because they maintained contact with social networks and strongly identify with where they originally grew up.
6. Since we are using log-ED, the actual ED is given by exp(log-ED). 
