Type inference is perceived as a natural application of logic programming (LP). Natively supported unification in LP can serve as a basic building block of typical type inference algorithms. In particular, polymorphic type inference in the Hindley-Milner type system (HM) and its extensions are known to be succinctly specifiable and executable in Prolog [4, 7] . Our previous work [2] demonstrates Prolog specifications of more advanced features of parametric polymorphism beyond HM such as typeconstructor polymorphism (TCPoly) (a.k.a. higher-kinded polymorphisim). In addition to typing judgments (∆; Γ ⊢ t : τ), which relate terms (t) to types (τ), there are kinding judgements (∆ ⊢ τ : κ), which relate types (τ) to kinds (κ) in such more advanced polymorphic type systems. Execution of our Prolog specification for such a type system (HM+TCpoly) are multi-staged, that is, kinding judgements and typing judgements are executed in separate stages.
There are mainly two limitations in our approach of using Prolog to develop relational executable specification of type systems. First is the use of extra-logical predicates and meta-programming methods, which makes it difficult to analyze the specification and argue its correctness. Second is the lack of error message (except getting "false" from Prolog's failure). For future work, we hope to overcome the first limitation by (1) formulating a more limited but principled theory of meta-programming in LP that is suited for specifying multiple levels of typing rules and (2) by supporting basic operations (e.g., first matching lookup in a context, row unification) as primitives of the LP system and separately verify their internal implementation rather than treating as a part of a user provided specification. Regarding the second limitation, there are many work on type error messages for functional languages (e.g., [6] ) but needs further research on which of the ideas would be compatible with our approach.
