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Symbols 
A pre-exponential factor 
c concentration 
C capacitance 
D diffusion coefficient 
d thickness 
D0 conduction band electron diffusion coefficient 
Dn apparent diffusion coefficient 
 electrical permittivity, molar absorptivity 
EA activation energy 
EC conduction band 
EE electrolyte side illumination 
EF Fermi level 
EF,CE Fermi level at counter electrode 
EF,WE Fermi level at working electrode 
EFB flat band potential 
Et trap energy 
EV valence band 
f frequency 
 electrical potential 
FD Fermi-Dirac function 
ff fill-factor 
ft trap occupancy fraction 
G generation rate 
 non-ideality factor 
g(EF) density of states 
h Plank’s constant 
 efficiency 
i species i 
iL generated photocurrent 
IP incident photon flux 
IPCE incident photon to current conversion efficiency 
iS reverse saturation current 
Isun solar photon flux 
IT transmitted photon flux 
J charge flux 
jSC short-circuit current density 
k rate constant 
kB Boltzmann’s constant 
kd detrapping rate 
kext extraction rate 
kt trapping rate 
 wavelength 
Ln diffusion length 
 mobility 
mn electron apparent mass 
MP maximum power point 
n electron density 
nC conduction band electron density 
NC conduction band density of states 
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ND donor density 
ne total electron density 
neq dark equilibrium conduction band electron density 
ni conduction band electron density 
Nt total trap density 
nt trapped electron density 
OC open-circuit

P power

q elementary charge

Q charge 

r radius 

R particle radius, recombination rate

RAMP input resistance/impedance or amplifier 
rc capture rate constant 
RP parallel resistance 
rr release rate constant 
S/S0/S+/S* sensitizer states 
SC short-circuit 
SCE silver chloride electrode

SE substrate side illumination

Sn trap capture cross-section 

T absolute temperature 
n apparent electron lifetime 
t0 conduction band electron lifetime 
TC characteristic temperature 
U potential 
u injection rate 
ui electrochemical potential for species i 
ui0 dark equilibrium electrochemical potential 
Uph,qs photovoltage calculated via quasi-static approximation 
Uphoto photovoltage 
Uphoto,num photovoltage calculated numerically

V voltage

VOC open-circuit voltage 
w space charge width, depletion region 
 radial frequency 
zi species i of charge magnitude z (+/- 1,2...) 
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Abstract 
Models for electron transport and back reaction in dye-sensitized 
nanocrystalline solar cells were investigated by developing novel measurement 
techniques and the results were used to test two complementary models; 
diffusive electron transport within the TiO2 medium and the quasi-static 
approximation to deal with non steady-state conditions where trapping plays a 
role. These will be shown to be partly correct and the shortfalls highlighted 
and discussed.  In the end it was found that more knowledge of the 
parameters governing the behaviour of electrons is required to further test and 
develop the models. 
The incorporation of a secondary sensing electrode allowed the internal quasi-
Fermi level (QFL) within the TiO2 to be probed.  The behaviour of the voltage 
measured by the secondary sensing electrode was in accordance with diffusive 
electron transport in the TiO2. This was confirmed by measuring the QFL 
along the current-voltage curve of the cell, and by the temperature dependence 
of the measured QFL.  Discrepancies concerning the behaviour of the ideality 
of the open-circuit voltage (and hence the electron lifetime) between 
experiment and modelling are highlighted and discussed throughout. 
Assuming an Arrhenius relationship simple expressions for the temperature 
dependence of the open-circuit voltage were derived and experimentally tested. 
The trapped electron density was measured along the current-voltage curve. 
With the inclusion of the secondary sensing electrode and measuring the trap 
distribution, the way the trapped charge varied could be modelled and 
compared to experiment.  This provided an important link between the free 
and trapped electron density profiles but again highlighted shortcomings of 
the applied models. 
The quasi-static approximation was tested against a full numerical solution 
(continuum model) to determine the phase space in which it is applicable. 
Knowing this, an almost ideally behaving cell was used to test the quasi-static 
approximation.  Having shown that it was valid for the given cell, the quasi-
static approximation was used to determine how the conduction band electron 
lifetime varied with temperature, resulting in an Arrhenius dependence of the 
back reaction rate of electrons.  A strong temperature dependence of the 
electron lifetime, and hence a strong temperature dependence of the electron 
diffusion length was demonstrated. 
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1 Introduction 
The need for alternative energy sources is ever more pressing.  Fossil fuel 
reserves are becoming scarce, making their exploration ever more expensive. 
Charles Fritts, a solar cell pioneer in the late 19th century, was already well 
aware of the problems future generations would face with energy supply; “the 
supply of energy is both without limit and without cost, and will continue to 
stream down on earth after we have exhausted our supplies of fossil fuels”. 
There are also the sensitive geopolitical issues in many parts of the world with 
the largest fossil fuel reserves.  More important though are the reports from 
entities such as the Intergovernmental Panel on Climate Change (IPCC), 
correlating with ever greater accuracy the relationship between the marked 
increase in green-house gases and the accelerated changes observed in 
climate, e.g. global warming.  Another issue is the energetic monopoly exerted 
by the western world, polarising the energy consumption and wealth between 
developed and developing nations. 
Developing systems that can use free, abundant and renewable sources of 
energy can solve the problem of the monopolisation of energy and the 
environmental problems caused by burning of fossil fuels. The alternatives 
are as diverse as geothermal, tidal, water cycle, atmospheric movements and 
solar radiation.  All these are consequence of the earths inherent heat, 
gravitational perturbations by the moon and sun, and solar radiation. 
Figure 1 The AM1.5 solar spectral irradiance distribution (diffuse 
and direct) incident at sea level on a sun-facing 37-degree tilted 
surface. The atmospheric conditions for AM1.5 are: perceptible water 
vapour, 14.2 mm and total ozone, 3.4 mm. The aim is to harness the 
greatest portion of the intensity (area under the curves). 
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The most abundant and equally distributed of these sources is probably solar 
radiation. In one hour the Sun delivers the same amount of energy consumed 
by the whole of humanity in one year.  The photovoltaic (PV) effect whereby 
electricity can be generated via absorption of light is an attractive means of 
directly generating electrical power. 
The spectrum shown in Figure 1 is a typical reference spectrum describing 
solar radiation, and it is the energy in this spectrum which photovoltaic 
devices absorb and convert to electricity.  The aim is to maximise the energy 
absorbed whilst maintaining costs low. 
1.1 First Generation Solar Cells 
The most popular approach is based on silicon pn semiconductor junction 
cells first demonstrated at Bells Labs in 1954 by Chaplin, Fuller and Pearson 
[5]. In the past 30 years, the cost of these has dropped by a factor of 20 with 
efficiencies reaching c.a. 18% for commercially available modules.  For this 
type of device the theoretical limit (Shockley-Queisser limit) is 31% [6]. 
Overall, this means that although the silicon-based cells have not reached 
their limit, there is only a 50% gain to be obtained.  Thus, the main area of 
interest with silicon based PV modules lies in making them more economically 
viable by cheaper manufacturing and increasing their working lifetime. 
Currently the production of electricity via PV is still an order of magnitude 
more expensive than by e.g. gas, 0.30$ per kWh versus 0.03$ per kWh 
respectively [7]. 
Silicon based solar cells are the holders of the market, breaking down into 
three categories; single crystal, polycrystalline and amorphous.  Due to the 
high-energy requirements involved in purifying silicon, the cost can be 
prohibitive due to the long payback time (c.a. 10 to 20 years).  There are, 
however, niches for each type of structure.  For example, the space industry 
employs high-grade single crystal cells whilst low-power cheap consumer 
electronic devices employ amorphous silicon.  Polycrystalline silicon although 
less efficient, is also used due to reduced manufacturing costs.  These cells 
though are fraught with lower efficiencies due to the recombination properties 
of the grain boundaries. The determining factors for cost are not only crystal 
growth. These cells need to be packaged and positioned, both of which have 
costs associated with them. 
Group III/IV direct bandgap semiconductor materials are also utilized in cases 
where efficiency is a prime objective over cost, such as the space industry. 
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Whereas a 100m thickness is required for 90% absorption in silicon, only 
1m of GaAs is required for the same absorption.  The main reason for this is 
that GaAs is a direct bandgap semiconductor and thus excitation of an 
electron does not require the aid of a phonon for momentum transfer. 
There are also efforts into making ribbon silicon [8]. Again, the aim is the 
reduction of manufacturing costs, this time by circumventing the sawing of 
crystal ingots (c.a. 40% waste). Investigation has gone into over a score of 
different approaches in manufacturing ribbon silicon with some already in the 
pilot scheme state [9].  Impressively, these types of cells demonstrate up to 
15% efficiencies and with silicon production yields up to 90%. 
1.2 Second Generation Solar Cells 
Second generation solar cells [10] appeared in the 1970’s.  There are mainly 
two variants; copper indium diselenide [11] and cadmium telluride [12] both 
coupled with n-type cadmium selenide (CdS) to create pn-heterojunction.  Due 
to the large bandgap of CdS (2.4eV), it is utilised as a window to the pn­
junctions.  As direct bandgap semiconductors only a thin film (c.a. 10m) is 
required for complete light absorption, unlike to first generation silicon cells 
(c.a.100m). 
Even though laboratory results for CuInSe2 cells have been promising, there is 
still the need for a complete understanding of these ternary compound 
semiconductors.  In addition, because they are ternary the manufacturing 
techniques required are complex especially on the up scaling.  In addition, 
there is debate as to the validity of using rare elements such as indium. 
On the other hand, CdTe has an excellent solar matching absorption spectrum 
with a bandgap of 1.5eV and is relatively easy to handle as a thin film. This 
implies that photons of energy above 1.5eV will be absorbed and converted to 
electrons, and at 1.5eV, this is a large proportion of the solar spectrum (see 
Figure 1).  However, due to large differences in work functions with the metals 
used for contacting, there are problems in creating low resistance ohmic 
contacts. In addition, the toxicity of the materials has been an environmental 
concern. 
1.3 Third Generation Solar Cells 
The term describing third generation solar cells is mostly used to describe 
systems which do not fall into the first or second generations and/or that try 
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to circumvent the 31% Shockley-Queisser limit.  This can be achieved by e.g. 
concentrating the light source [13], use of tandem cells with multiple 
bandgaps [14] or conversion of photons [15], where more than one electron-
hole pair is generated per photon.  These systems are costly and complex to 
prepare. However, there are also the third generation cheaper alternatives. 
These can be split into two categories, the organic heterojunctions [16] and 
dye-sensitized solar cells [17]. 
In organic heterojunction solar cells, the photogenerated electron-hole pairs 
are tightly bound, forming excitons.  The charge separation occurs at the 
electron donor and acceptor organic polymers or at selective contacts.  There 
are two different structures, the bilayer heterojunction and the bulk 
heterojunctions.  The bilayer is analogous to the pn-heterojunction, while the 
bulk heterojunction is an attempt to maximise the p-n interface by 
intertwining the n-type and p-type polymers.  Although efficiencies are at best 
5%, this type of system is still in its infancy but with vast potential due to the 
almost limitless organic compounds that can be synthesized. 
The dye-sensitized solar cell (DSC) also commonly known as the Grätzel cell 
[17] is another alternative which has attracted much attention. At the time of 
writing, citations to this reference [17] were approaching the 3000 mark. This 
large volume of published work is a consequence not only of the need for 
alternative forms of energy but the also the large variety of physical and 
chemical processes that govern a DSC.  It is somewhat intriguing that a DSC 
being relatively simple and cheap to manufacture, (e.g. no need for clean room 
facilities compared to more classical photovoltaic system) is still today without 
a coherent model describing its photovoltaic properties.  The current record 
efficiency for the DSC in optimised laboratory conditions stands at 11.1% [18]. 
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2 Free Energy and Driving Forces for Charge Separation 
and Transport in Photovoltaic Cells 
There is a general misunderstanding in elementary texts describing 
photovoltaic cells, incorrectly attributing the driving force for the separation of 
electron-hole pairs to the electrostatic potential difference across the pn­
junction. The free energy of the electrons and holes is not only dependent on 
their potential energy (position of the conduction band edge), but also on their 
concentration, via the entropic term in the Gibbs energy.  It is in fact the 
gradient of the free energy (or electrochemical potential) and not the gradient 
of the potential energy that is the driving force for movement of charge 
carriers. Würfel [19] elegantly expands on this point which is summarised 
below. 
An example of a solid-state junction is used to explore the idea of the 
importance of the free energy, the p-i-n junction shown in Figure 2. 
Figure 2 p-i-n junction system, showing where migration occurs due 
to electric fields and diffusion occurs due to concentration gradients, 
when three differently doped semiconductors are brought into 
contact. 
By definition, the n-type semiconductor has a higher free electron density to 
the i-type and consequently the p-type semiconductor.  When the three are in 
contact, the electron densities equilibrate.  However, this gives rise to a local 
charge imbalance. For example, in n-doped silicon the free electron density is 
increased by doping the semiconductor with a group V element acting as an 
electron donor.  The extra electron of this element is easily thermalised leaving 
it ionised. Charge neutrality, though, is maintained.  However, when this 
electron is removed an immobile positive charge is left behind.  In the case of 
p-type doping, a group III element is introduced, an acceptor which binds 
electrons from the conduction band to the valence band, resulting in a 
negatively charged ion.  When the two types are contacted, the excess electron 
density in the n-type region diffuses to the p-type region until the free electron 
density throughout is equalised.  However, immobile ionised donors (n-type) 
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and acceptors (p-type) give rise to a localised electric field at the interfaces. 
In solid-state physics, the electrochemical potential is identified with the Fermi 
energy. The electrochemical potential for charge carriers is defined as; 
u 
_ 
i  u0 i  kBT ln ni  ziq 1 n0 
The electrochemical potential is sum of an equilibrium potential (u0) related to 
the equilibrium density (n0), the ratio of the excess conduction band carrier 
density (ni) with the equilibrium density, and the electrostatic potential (q). 
The flux of a charged species is related to the gradient of the free energy; 
_ 
J   zini  i ui 2 i q x 
The gradient of the electrochemical potential can be found by the 
differentiating the expression in equation 1; 
_ 
 
u
x
i  k
n
B
i
T 
 
n
x
i  ziq 
 
x
i 3 
Thus the flux of the given species is; 
  
J i   i  kBq
T 
 
n
x
i  ni ziq 
 
x
i  4    
Using the Einstein relation; 
k TD   B 5 q 
Then; 
J i  Di  ni  uini ziq  i 6 x x 
Equation 6 describes the two contributions to the flux of charge: diffusion and 
migration. However, as the gradient of the electrochemical potential 
corresponds to the gradient of the Fermi level used in semiconductor physics, 
the expression in equation 2 will be used here to describe flux. 
In conventional silicon solar cells, only small gradients in the free energy are 
required to drive the observed short-circuit current densities.  This is because 
of the relatively high mobilities of electrons and holes (c.a. 100 to 1000 cm2V­
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1s-1). However, for DSCs the mobilities are significantly lower and thus to 
sustain large current densities the gradient in electrochemical potential has to 
be significantly larger.  This large electrochemical gradient is explored in the 
work presented here. 
The quasi-Fermi level is used to describe electrons and holes that are in 
thermal equilibrium with the lattice but not with each other.  This occurs 
under illumination, to give rise to a photostationary state, one illustrated 
below. 
Figure 3 p-i-n homo junction system to exemplify diffusive charge 
transport and the role of selectivity of the n and p contact.  The 
gradients of the electrochemical energy are exaggerated in the 
intrinsic region to highlight the driving forces for charge transport.  
By convention, a higher position in the figure signifies a higher 
energy for electrons, and vice versa for holes.  In this case, electron-
hole pairs are created in the intrinsic region. The difference of the 
free energies in the n and p regions is what is measured externally as 
a photovoltage.  The selective contacts due to the in-built field only 
allow electrons to flow to the left and holes to the right. 
The importance of selective contacts has not been addressed. In fact, the 
selective contacts give rise to the concentration gradients required to sustain 
charge flux. The example shown in Figure 3 demonstrates band bending that 
occurs  in a p-i-n junction system.  The selectivity occurs at these junctions 
because of the electric fields, forcing electrons and holes to flow one way or 
another. For example, at the n-i interface shown in Figure 3, electrons will 
preferentially flow to the left from the intrinsic region because the conduction 
band energy is lower (band is bent).  The holes, however, do not, because the 
n-doped region is of higher energy (i.e. the positive donor ions are encountered 
and repel the holes, see Figure 2).  Eventually, there is a build up of holes at 
the n-i interface and of electrons at the i-p interface, i.e. their densities are 
higher than at equilibrium increasing the electrochemical potential (see 
equation 1) and subsequently diffuse to their respective selective contacts. 
Under stationary conditions, a generated electron-hole pair within the intrinsic 
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region will separate not because of an electric field but because of the diffusive 
pressure (entropic).  Electrons move towards the n-i interface and holes 
towards the i-p interface. 
The selectivity of the contacts need not be caused by an electric field, but can 
as in a DSC, be kinetically driven.  In addition, in the case of DSCs, there is, 
in principle, no significant field in the bulk of the nanocrystalline 
semiconductor. 
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3 Introducing the Dye-Sensitized Nanocrystalline Solar 
Cell 
The DSC is made up of various components, the absorber being a monolayer 
of dye molecules sensitizing the supporting semiconductor oxide layer, the 
redox electrolyte and the transparent contacting electrodes.  These are all 
contacted via an redox electrolyte. 
Figure 4 Schematic representation of a DSC 
Photons are absorbed by the absorber layer by excitation of electrons from a 
HOMO to a LUMO level.  These excited electrons are then injected into the 
supporting oxide layer, giving rise to charge separation, resulting in free 
electrons in the conduction band of the oxide and empty states in the dye 
molecules.  These empty states are regenerated by electron transfer from the 
redox electrolyte.  The free electrons percolate through the porous oxide and 
move to the external circuit via the transparent electrode.  After passing 
through the external circuit, electrons return to the system to regenerate the 
electrolyte components that were used to regenerate the dye molecules, hence 
completing the circuit. 
This brief outline of the components and how electrons travel through a DSC, 
highlights the different disciplines required to understand the properties of a 
DSC. The dye molecules tend to be organometallic compounds, though purely 
organic dyes are coming into the frame. The electrolyte components can range 
from simple ionic species in a solvent to conducting polymers.  Various oxides 
can be used, and their preparation can vary greatly from hydrolysis of metal-
containing compounds to anodic oxidation of metal sheets to create porous 
films. Also important to the overall performance of a DSC, is the quality of 
supporting substrate, which has to be transparent but with good conductivity. 
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Figure 5 Schematic rendition of the DSC illustrating the competing 
mechanisms. kinj - injection rate constant from dye to the oxide, kexc -
excitation rate constant from the HOMO to the LUMO, kTiO2 -
recombination rate constant from the oxide to the electrolyte, kTCO -
recombination rate constant of electrons from the TCO to the 
electrolyte, kred - reduction rate constant of dye molecules by the 
electrolyte and kox - oxidation rate constant of the counter electrode 
with the electrolyte.  Shown, too, are the relative positions of the 
energy levels of the conduction band EC, valence band EV, LUMO and 
HOMO levels, the electrolyte redox potential EF,redox, along with the 
splitting of the quasi-Fermi level EF, at the working and counter 
electrodes. 
It is the asymmetry of the kinetics of the reactions and electron transfer, that 
generates a build-up of electrons in the oxide, that can drive the electrons 
around an external circuit and allow for splitting of the Fermi levels.  The 
electron upon excitation has to be rapidly injected into the oxide before it can 
fall back to its ground state. The regeneration of the dye by the redox 
electrolyte has to be faster than the possible recombination with electrons in 
the oxide. The transit time of electrons inside the oxide film has to be lower 
than the typical time required for them to recombine either with, an oxidised 
dye molecule, (not shown in Figure 5, but shown in Figure 8) or electron 
accepting electrolyte species.  Also, the exposed areas of the TCO to the 
electrolyte can be regions of back reaction, so the recombination rate of 
electrons via the TCO to the electrolyte has to be low as well.  The regeneration 
of the redox electrolyte at the counter electrode has to be facile so that the 
energy loss in this step is minimised. 
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Figure 6 Schematic diagram highlighting the difference in kinetics 
involved in a DSC [20]. 
The challenge in understanding a DSC lies in the number of compromises or 
inefficiencies of components making up a complete cell.  For example, ideally 
only a monolayer of oxide could be used to support a dye with an infinite 
extinction coefficient.  Obviously, such dyes do not exist, so the surface area 
has to be increased.  This is achieved by preparing a porous network 
augmenting the cross-section area by a factor of c.a. 1000.  The cross-section 
could also be further enhanced by use of a thicker porous structure so that all 
the incoming photons are absorbed. The problem arising from this is that 
electrons have a limited diffusion length.  The best compromise is reached 
where the thickness of the porous structure is such that all photogenerated 
electrons will be collected.  In addition, the porosity of the network could 
influence the pathway of the electrons for collection. 
The development of DSCs has been pursued on mainly empirical lines.  It is 
only recently that a clearer understanding has emerged of the factors 
controlling their efficiency. 
3.1 Dyes: Injecting Electrons into the Titanium Dioxide 
The optimal sensitizer should absorb light above a certain threshold. Only 
photons of energy greater than the HUMO-LUMO gap are absorbed, and any 
energy they may have greater than the bandgap is lost as heat.  Thus, there is 
a trade-off between the number of photons absorbed (small gap) and the 
energy associated with their absorption (large gap).  It is found that an optimal 
gap for solar illumination is 1.4eV (i.e. absorbing photons of 900nm of 
greater). This is the optimal value considering the radiation spectrum of the 
Sun (AM1.5 spectrum), where the loss in number of low energy photons is 
compensated by the high energy of those absorbed.  This sets the theoretical 
limit of the single junction cells at Shockley-Queisser of 31%.  At record 
efficiencies of c.a. 11% there is still potential in the DSC field. 
A sensitizer must have the following properties: (i) it must be firmly attached to 
the semiconductor oxide surface and inject electrons into the conduction band 
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with a unit quantum yield; (ii) its energy levels should be such that it can be 
regenerated rapidly via electron donation from the electrolyte or a hole 
conductor; and (iii) it should be able to sustain at least 108 turnovers under 
illumination corresponding to c.a. 20 years of natural sunlight. 
At the moment there are three types of dyes [21-23] that can produce cells 
with AM1.5 conversion efficiencies over 10%, albeit with a volatile acetonitrile 
electrolyte solvent.  However, these types of dye suffer from the drawback that 
they are based on the rare ruthenium transition metal.  Other solely organic 
based dyes [24, 25], have also attained notable performances with efficiencies 
over 5%. These organic compounds are exciting because they should be easily 
synthesised and may not contain heavy metals. 
The most widely used sensitizer is cis-bis(isothiocyanato)bis(2,2'-bipyridyl-4,4'­
dicarboxylato)-ruthenium(II) bis-tetrabutylammonium (see Figure 7).  It is 
popular because high efficiencies are obtained when used and because it is 
commercially available (e.g. from Solaronix).  The efficiency of these dyes is 
due to the fact that they satisfy the conditions of a high extinction coefficient 
as well as fast electron injection into the oxide [26-29]. 
COOTBA 
HOOC 
NCS 
NCS 
HOOC 
N 
Ru 
N 
N 
N 
COOTBA 
Figure 7 cis-bis(isothiocyanato)bis(2,2'-bipyridyl-4,4'­
dicarboxylato)-ruthenium(II) bis-tetrabutylammonium, also 
commonly known as the N719 or Ruthenium 535-bisTBA dye. 
Long-term stability of DSCs, though, is still poor [30] (especially under 
prolonged heating at temperatures over 80ºC) due to, according to the 
authors, desorption of the dye.  A similar ruthenium based dye with enhanced 
stability “cis-bis(isothiocyanato)(2,2'-bipyridyl-4,4'-dicarboxylic acid) (2,2'­
bipyridyl-4,4'-dinonyl)-ruthenium(II)” (Z907) was developed [31] and later on 
improved with a higher molar extinction coefficient “cis-
bis(isothiocyanato)(2,2'-bipyridyl-4,4'-dicarboxylic acid) (2,2'-bipyridyl-4,4'­
bis(p-hexyloxystyryl))-ruthenium(II)” (K19) by Wang et. al. [32].  The evolution 
of efficiencies of three cells based on the N719, Z907 and K19 dyes are 
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compared over 1000 hours of thermal ageing.  In this example, the N719 
based cell efficiency dropped from an initial value of 7% to just over 4% whilst 
the K19 based cell only had c.a. 10% drop in efficiency from its initial 7% 
value. It should be noted that these systems were tested using a thermally 
stable and low vapour pressure electrolyte [31]. 
Haque et. al. [33] discuss the idea of engineering out “kinetic redundancy” in 
the electron transfer at the TiO2|dye|electrolyte interface, meaning the 
kinetics of each step only need to be as fast as required for efficient electron 
collection.  For example, the injection of electrons from the excited dye into the 
TiO2 only needs to be slightly faster than the relaxation of the electron from 
the LUMO to the HOMO. There are several ways to manipulate these kinetics. 
The simplest of these and always employed in optimised DSCs are the addition 
of lithium ions and/or tertiary butyl pyridine (TBP). These tune the 
conduction band edge of the TiO2 by modifying the surface dipole potential. 
Figure 8 Schematic representation of how the conduction band edge 
is thought to shift according to the other energies in a DSC and how 
this influences the measured open-circuit voltage Uphoto. 
In the case of Haque et. al. [33], the effects of Li+ and TBP are explored. The 
addition of Li+ increased the short current density of the cells, however, at the 
expense of a lower open-circuit voltage and vice versa with TBP, the open-
circuit voltage increased at the expense of the decreased short-circuit current 
density. An optimised balance was achieved when both additives were used in 
conjunction.  The reasons are thought to be that the additives shift the 
position of the TiO2 conduction band edge with respect to the LUMO/HUMO 
levels of the dye.  The intercalation of the Li+ positively shifts (downwards in 
the figures used here) the conduction band edge of the TiO2 allowing for faster 
injection of electrons from the dye.  However, this places the conduction band 
edge closer to the dye HUMO and electrolyte redox potential.  It is unclear if 
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the reduced open-circuit voltage is solely due to the smaller potential 
difference between the conduction band edge of the TiO2 and the redox 
potential, or if there is increased recombination because of the more 
favourable overlap of the energies.  According to Haque et. al. [33] it appears 
that recombination is enhanced when the conduction band edge is closer to 
the redox potential.  On the other hand, the addition of TBP negatively shifts 
(upwards in the figures used here) the conduction band edge and in the case 
exemplified by Haque et. al. [33], can to such an extent, hinder electron 
injection from the dye, resulting in a decreased short current density. 
However, this negative shift of the conduction band edge, even with the 
reduced injection efficiency of electrons, does result in an increased open-
circuit voltage. 
The kinetics involving the dye do not appear to present a problem for the 
DSCs, or these can be adjusted so that the injection efficiency is close to unity.  
However, the present dyes are not appropriately tuned to the solar spectrum, 
e.g. for the N719 dye, the peak absorption occurres at c.a. 2.3eV (530nm) 
instead of the optimum 1.4eV (900nm).  Essentially, they suffer from not 
absorbing sufficiently in the red and near infrared. 
3.2 The Redox Couple: Regenerating the Dye 
The most important requirement for an efficient redox electrolyte is that it 
regenerates the oxidised dye molecule quickly (which is the case with the 
iodide ion at concentrations of 0.5M [34]). This is not only important so that 
the dye molecule is then ready to absorb another photon but also to prevent it 
accepting electrons from the supporting oxide. 
The oxidised species of the electrolyte also have a role to play.  The interaction 
between electrons in the oxide and the oxidised electrolyte species has to be 
poor to minimise recombination, yet the reduction of the species at the other 
side of the cell, at the counter electrode, has to be facile. 
The redox couple of choice and the only one attaining significant (>10%) power 
conversion efficiencies is the iodide/triiodoide redox couple. The reaction 
sequence is thought to be [35-37]; 
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S  h  S * photon absorption, electron excitation 7 
S *  S   eCB electron injection into oxide 8 
S   I   S  I  dye regeneration 9 
I   I   I2  10 
2I2 
  I3   I  disproportionation 11 
The steps in equations 7 to 11 only describe the desirable interaction between 
the dye and the species of the electrolyte.  The oxidised species of the 
electrolyte need also to be regenerated; 
_
I3 
  2ePt  3I electrolyte regeneration at the counter electrode 12 
In principle, the reaction step in equation 12 is slow because two electrons are 
required.  The asymmetry in the kinetics of a cell can be induced at the 
counter electrode by the use of catalyst.  Platinum is the catalyst of choice but 
others have been explored.  The high exchange currents at the platinum 
electrode using a thin cell with the typical electrolyte have been confirmed 
[38].  On the other hand, the reduction of the I3- species at the wideband TiO2 
oxide is slow [36, 37, 39], allowing for an electron concentration to build up to 
generate a significant voltage when illuminated. 
Under illumination and at open-circuit (where there is no current flow though 
the external circuit), the injection and recombination rates are in equilibrium 
in the region of the TiO2, i.e. there is no electron transfer to the I3- at the 
platinum counter electrode.  Instead, electron transfer occurs via the oxide 
conduction band and surface states, and the TCO. 
There are problems with the iodide/triiodide redox couple electrolyte.  Firstly, 
iodine can be toxic in large doses (concentration >1mg/m3) and highly 
oxidative, possibly making it unattractive for end user applications but also 
complicating maters in manufacturing.  For large area photovoltaic cells, metal 
(e.g. gold) grids are often employed to reduce resistance. This however, is 
impossible with iodine present.  Secondly, not only do the kinetics of the redox 
couple need to be favourable, but also the transport of charge to regenerate 
the dye needs to be facile.  In the case of the iodide/triiodide redox couple, 
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acetonitrile along with thin spacing between the counter and the working 
electrodes, results in more than adequate diffusion limited currents.  However, 
low viscosity solvents are usually volatile, complicating sealing.  Alternative 
redox couples will have to be able to match performance of the iodide/triiodide 
couple in acetonitrile but be non-toxic and non-corrosive and easy to contain 
and manipulate.   
The redox potential of the iodide/triiodide redox couple is adequate but not 
optimal.  Pseudohalogens (e.g. (SeCN)2/SeCN- and (SCN)2/SCN- [40]) with more 
positive redox potentials were used as a substitute for the iodide/triiodide but 
yielded poor results, even though a larger photovoltage was expected. 
Figure 9 Schematic energy diagram demonstrating the idea of redox 
couple with a more positive redox potential. 
In fact, it was found that the open-circuit voltages remained largely constant 
but the generation of current was severely affected, suggesting that the redox 
potential was too positive (below the HOMO of the dye) affecting the dye 
regeneration rate, i.e. the driving force due to a potential difference between 
the redox potential and the dye HOMO level was not large enough for electron 
transfer to occur.  The authors suggested that the decreased photocurrent was 
due to electrons in the TiO2 recombining with the oxidised dye before being 
collected, i.e. low diffusion length.  This explanation may be incorrect because 
no efforts were made to suppress recombination via the TCO.  However, the 
same type of redox couples were then found to work as well as the 
iodide/triiodide couple when SnO2 was used instead of TiO2 [41], highlighting 
the importance of band alignment. 
An example of an outer one electron transfer system is the cobalt complex 
Co(III)/Co(II)(dbbip)2 (dbbip = 2,6-bis(1’-butylbenzimidazol-2’-yl)pyridine) [42], 
exhibiting slow quasi-reversible electron transfer at gold and platinum 
electrodes. Interestingly though, cells employing this redox couple only 
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function if recombination via the TCO substrate is suppressed.  The same is 
true when a solid organic hole conductor spiro(OMeTAD) [43] is used as an 
alternative. The primary reason for this is that both systems are outer sphere 
one electron transfer systems, therefore not necessitating catalysis for 
regeneration, i.e. the electron transfer occurs as easily at the FTO of the 
working electrode as it does at the counter electrode, thus not having the 
required kinetic asymmetry. 
Gregg et. al. [44] demonstrated the importance of passivating the 
recombination pathways to obtain kinetic asymmetry and thus the electron 
density in the oxide required to generate a photovoltage. The redox 
ferrocene/ferrocenium (Fc/Fc+) couple has a self-exchange rate several orders 
of magnitude greater than iodide/triiodide (107  M-1s-1 [45] compared to 
5x102M-1s-1 [46] respectively).  When Fc/Fc+ was employed in normal cells the 
photovoltaic effect was completely suppressed.  This was attributed to 
recombination via the exposed parts of the TCO.  When these exposed 
underlying conductive sites were passivated by electropolymerization of an 
insulating polymer, the photovoltaic effect was then present in the cells 
containing the fast redox couple. 
The use of an organic hole conductor has been mentioned, but it is also 
possible to use a p-type inorganic semiconductor to regenerate the dye, e.g. 
CuSCN [47] and CuI [48].  This type of cell has the advantage over the organic 
hole conductors because of the lower cost of inorganic semiconductors.  In 
addition, compared to liquid electrolyte cells, the packaging is greatly 
simplified. One of the challenges with this type of cell is managing to get a 
solid to fill the pores adequately, especially for thicker porous oxides layers. 
The cell structure is identical to that of a liquid electrolyte cell, still containing 
the dye, except the liquid part is substituted for a solid and this solid is 
ohmically contacted to the external circuit, e.g. with graphite or gold. 
To facilitate the use of the iodide/triiodide redox couple, research has also 
gone into the use of gel or polymeric materials incorporating the redox couple 
[49-52]. However, these systems are affected by the low diffusion coefficients 
of the ionic species, limiting the short-circuit currents of the cells.  However, 
concentration of the triiodide ion has to be kept low to minimise 
recombination, thus there is a trade off between higher concentrations to 
combat the low diffusion coefficients and the increased recombination rates. 
Nonetheless, cells have been reported with efficiencies of 5% to 6% 
demonstrating a viable alternative to the hole conducting solutions [49-52]. 
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This research extends from studies of lithium ion batteries to improve stability 
against leakage under thermal stress [53].  The cells containing a polymer gel 
[31] along with a more hydrophobic dye (e.g. Z907) are the most stable when 
subjected to thermal stress, simulating real world applications. 
3.3 The Counter Electrode: Regenerating the Electrolyte 
The counter electrode function is to supply electrons to the redox system that 
regenerates the dye.  It either requires chemical properties, so that catalysis 
can occur for the redox couples, or it can simply provide an ohmic contact to 
the p-type conductors.  When hole conducting polymers [54] or p-type 
semiconductors are employed as substitutes for the redox couple, ohmic 
contacts are sufficient to complete the circuit.  These are usually achieved by 
the deposition of gold or by pressing graphite. 
Catalysis is required with the iodide/triiodide redox couple to initially break 
the I-I bond.  If no catalyst is present [55], initial reduction of the I3- ion does 
not involve breaking this bond, but instead the product of the one electron 
reduction is the I2- radical.  It is then unclear if the intermediates undergo a 
second electron transfer to form I- or disproportionate into I3- and I. 
The platinum counter electrode is not a component of a cell that requires 
extensive optimisation when used with the iodide/triiodide redox couple. 
Hauch et. al. [56] investigated the performance of several methods of 
depositing and post treatment of the platinum electrode.  They found that a 
2nm thick sputter-coated layer of platinum was sufficient for efficient cell 
operation when acetonitrile is used as the electrolyte solvent. 
An example to help reduce the costs involved in the fabrication of DSCs could 
be the application of a carbon powder [57] instead of the platinum. 
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3.4 The Transparent Conducting Oxide (TCO) 
The TCO can be obtained from companies such as Pilkington, who refer to 
their glass as Transparent Electrical Conducting glass (TEC).  Research into 
the manufacture of these TCOs has matured into industry with companies 
specialising in delivery of the product.  The reason for this maturity mainly 
lays in the flat screen market (ITO) and glazing for IR reflection (FTO).  Their 
compositions tend to be c.a. 100nm thick fluorine doped tin oxide (FTO) or 
indium doped tin oxide (ITO) layers on a glass. 
Figure 10 AFM images of TEC 15 (15square) and TEC 8 (8square) 
glass with and without the applied TiO2 compact layer.  TEC 8 TCO 
is visibly rougher than the TEC 15 TCO. In both cases, the addition 
of the TiO2 compact layer (estimated to be 100nm thick) does not 
appear to flatten the surface of the TCO. 
To produce efficient cells, the use of highly conductive and transparent TCOs 
is obviously preferred.  However, when fundamental studies are desired, the 
role of the TCO may significantly influence the results.  Cameron et. al. [58, 
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59] showed how even small exchange currents at the TCO significantly affect 
plots such as the open-circuit voltage dependence on light intensity. 
Nonetheless, recombination via the TCO is negligible under normal working 
conditions as other recombination routes become dominant (this is only true 
for cells incorporating the iodide/triiodide redox couple).  Fortunately, 
quenching of this back reaction route is possible by the application of thin 
compact TiO2 blocking layers [38]. However, we found that this suppression 
was not possible when highly conductive TCOs were used.  This was attributed 
to the roughness of the TCO (TEC 8) being in the order of the thin compact 
TiO2 film (c.a. 100nm). 
One promising TCO is the flexible kind (e.g. polyethyleneterephtalate PET) 
allowing for roll-to-roll production and hence a potential for cost reduction. 
However, these flexible substrates are intolerant to the high temperature 
(450ºC) required to make efficient cells, i.e. the sintering of the oxide layers. 
Alternative oxides and methods at lower temperatures (<150ºC) for deposition 
of oxides on a conducting substrate are reviewed in the next section. 
3.5 The Nanocrystalline Porous Oxide: Dye Substrate and Electron 
Acceptor 
The role of the nanocrystalline porous oxide is to act as a support for the dye 
molecules and be a region for electron transport.  To enhance the number of 
adsorbed dye molecules and thus increase the absorption coefficient of the 
film, porous structures are prepared, increasing the apparent cross-section by 
up to 1000.  The band alignment of the wide bandgap semiconductor needs to 
be compatible with the absorber layer, i.e. its conduction band has to be at a 
lower energy than the LUMO of the dye. Since the semiconductor has a wide 
bandgap, it does not play an important role as an absorber and thus electron-
hole pairs are not created.  Record cells (>10% efficiencies) employ an anatase 
nanocrystalline porous TiO2 film. Other oxides, such as ZnO and SnO2, have 
also been explored. 
For TiO2 films, the strategies employed in the production of the films usually 
consist in preparing a suspension of 10nm to 100nm sized particles.  These 
are then formed into a paste to apply as a film by either screen-printing or 
doctor blading.  The organic binders used in the pastes also act as a spacer to 
control the film porosity.  The heating stage burns out the organic binders but 
also sinters the nanoparticles together. There is a lack of clarity in the 
literature concerning techniques for preparing TiO2 films. For example, the 
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current record 11.1% efficiency cell [18], refers to another paper [60] to 
describe the preparation of the cell, which in turn refers to another paper [61] 
describing the procedure used to prepare the TiO2. Eventually the precursor 
is quite simply the commercially available TiO2 nano powder, P25. 
Of particular interest for cost reduction in the manufacture of the cells are low 
temperature alternatives, e.g. low temperature sintering [62-66], hydrothermal 
growth [67-69], CVD of Ti alkoxides [70-72], and electron bombardment [73]. 
One technique which provided considerable interest was the use of 
compression of a TiO2 powder [74-78] with potential for roll-to-roll 
manufacturing on flexible substrates. 
Recently, potentiostatic anodization has shown promise with the potential for 
large scale production of TiO2 films, and has been used to prepare cells [79­
84].  Although the authors claim that these systems exhibit longer (apparent) 
electron lifetimes, these are most probably due to the inherent inclusion of a 
blocking layer.  The initial work was based on titanium sheets, requiring the 
illumination to be through the electrolyte, which is not ideal.  Nevertheless, 
the setup using illumination through the electrolyte achieved conversion 
efficiencies of 6.9% [83] with a 20m thick film.  It would be more desirable to 
create these tubular arrays on TCO so that illumination does not have to be 
through the electrolyte.  Initial attempts involving sputtering Ti on TCO 
followed by anodising resulted in film thicknesses of 360nm, exhibiting an 
efficiency of 2.9%. This is an impressive efficiency when considering the 
thickness of the film, achieving current densities of 8mAcm-2. The high 
current density for such a thin cell suggests a high internal surface area 
packing more dye molecules per unit volume.  More recently, the same group 
of authors have managed to grow 3.6m thick films on TCO, achieving 
efficiencies of 4.7%.  With a relatively high current density of 10.3mAcm-2 and 
an open-circuit voltage 0.84V, it is the fill-factor of 0.54 that degrades cell 
performance.  The authors attribute the poor fill-factor to additional series 
resistance due to the need for relatively thick blocking/barrier layer between 
the porous oxide and the underlying TCO.  This method is not yet a low 
temperature route as it still requires thermal oxidation to remove remaining 
metallic islands.  However, the anodization process could be optimised so as to 
not leave any metallic islands and thus not require high temperature thermal 
treatments. 
Acceptable performances have been obtained using ZnO [85, 86], Nb2O5 [87] 
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and SnO2 [88].  ZnO is attractive because it is a wide bandgap semiconductor 
with better carrier mobility [89] than TiO2 whilst maintaining a similar 
conduction band edge.  This band edge similarity and better carrier mobility 
should make ZnO a good candidate as the electron acceptor s.  ZnO structures 
are also easy to obtain via a large variety of methods such as sol-gel [85, 90], 
chemical bath deposition [91-93] electrodeposition [94, 95] and vapour phase 
deposition [96].  The variety of morphologies obtained with relative ease from 
these techniques range from spherical particles, rods, and wires to hollow 
tubes.  The drawback of ZnO generally lies with dye adsorption [97, 98], 
where, unlike TiO2, the performance dyes of choice, do not anchor 
permanently to the surface of the oxide.  However, this should not be a reason 
to stop investigation into ZnO as other dyes may be developed in the future. 
3.6 Synopsis 
There are various areas of interest in the DSC, but of particular interest for 
this work are the transport and recombination of electrons within the TiO2 
oxide layer in a complete working cell.  The next section provides an overview 
of how the understanding of these properties has developed.  Particular 
attention is given to the quasistatic approach [99] and the solutions to the 
continuity equation [100] describing diffusive electron transport within the 
TiO2. These formulations are then expanded upon and tested with novel 
experimental techniques. 
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4 Theoretical Formulations for Diffusive Charge 
Transport and Recombination in the Oxide Phase of 
the Dye-sensitized Nanocrystalline Solar Cell 
Progress in understanding the mechanisms governing the generation of energy 
and ability to extract it has been rather slow.  Much initial work was based on 
investigating the independent components making up the DSC, components 
which have been highlighted in the previous section.  This is most probably 
due to the almost infinite number of configurations a DSC can take.  There is 
a large body of literature demonstrating large relative increases in efficiency, 
for poorly performing systems, somewhat obscuring the true mechanisms 
involved in high performing cells.  To investigate the behaviour of electrons in 
a DSC several techniques have been developed which, when interpreted 
correctly, have led to a better understanding of the DSC.  In some cases, the 
measurement techniques were developed before adequate theory.  Only 
recently does it appear that one theoretical approach is managing to make 
coherent a wide range of experimental data. 
This section initially introduces the relatively simple concepts of a current 
voltage curve and the incident photon to current conversion efficiency.  Next 
explored is how the understanding of electron transport in the oxide phase 
developed, leading to two complimentary models, the quasi-static formulation 
and diffusive electron transport. 
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4.1 The iV Curve 
Figure 11 Typical iV curve and power curve of a solar cell.  At short-
circuit where there is no load across the cell, current is free to flow.  
As there is no load and thus no voltage there is no work done.  At 
open-circuit, where there is no current flow, there is a maximum 
voltage but no current, so again no work is done.  At the maximum 
power point (MP) the cell delivers the largest output power P=iV. 
The optimisation of the iV curve is the most fundamental aim in the research 
of the DSC.  Key factors are the short-circuit current density iSC, the open-
circuit voltage VOC, the maximum power point (current iMP and voltage VMP) and 
the fill-factor giving the overall efficiency of a cell. 
  iSCVOC ff  iMPVMP 13
Pincident Pincident 
ff  iMPVMP 14iSCVOC 
The ideal single pn-junction solar cell iV curve can be calculated using the 
well-known diode equation; 
kBTi  is eqU 1 iL 15 
Equation 15 is simply the response of a diode with a generation term (iL) in 
parallel. As the applied potential is increased, the recombination current 
increases exponentially (diode response). Initially, this results in a plateau 
region, where the current of the cell is independent of the applied bias, until 
the exponential response for the recombination current becomes dominant. In 
all solar cells, the objectives are to maximise the generation of current (iL) and 
to minimise the saturation current (iS). 
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Figure 12 Solar cell equivalent circuit.  Also included are some non-
ideal characteristics, such as shunt resistance (RSh) and series 
resistance (RS). Ideally, all the current should flow through the load 
resistor to maximise the voltage drop across it. To achieve this, the 
series resistance is minimised and the shunt resistance maximised. 
The iV characteristics of a pn-junction solar cell are well understood and fuller 
descriptions can be found in any semiconductor device text book (e.g. Würfel 
[19] and Sze [101]).  Most important in understanding the physics behind 
such a system is the formulation of the saturation current iS. Generally, a lot 
of information can be extracted from fitting the iV curves of pn-junction solar 
cells. 
DSCs also have iV curves as that depicted in Figure 11.  However, there is still 
no consensus as to what physical information can be extracted from it, rather 
than just performance values.  Nonetheless, there now appears to be a 
plausible theoretical formulation, which is explored in the next sections. 
4.2 Incident Photon to Current Conversion Efficiency (IPCE) 
The IPCE spectrum is a measure of how efficient the cell is at absorbing 
photons, of a specific wavelength, to generate current in the external circuit. 
The overall IPCE can be viewed as the product of four processes: the photon 
absorption efficiency (abs); electron injection into the oxide (inj); the collection 
efficiency of the electron (col) and the dye regeneration efficiency (reg). 
IPCE abs  inj col  reg 
All four efficiencies depend on different properties.  The absorption efficiency is 
determined by the dye’s ability to absorb a photon (see Figure 13).  The 
injection efficiency is a function of how well coupled the LUMO dye level is to 
the oxide conduction band.  Electrons injected further away from the 
substrate are less likely to be collected as their transit time becomes 
comparable to their lifetime, thus determining the electron diffusion length. 
This is reflected by the collection efficiency. The regeneration efficiency of the 
dye is also important, in that as long it remains oxidised it can be a source of 
back electron transfer from the supporting oxide. 
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16 
Figure 13 Left: Measured extinction coefficient of N719 dye in tertiary 
butanol/acetonitrile (1:1). Typical IPCE profile for a DSC employing 
the N719 dye with a calculated spectrum using the measured 
extinction coefficient.  The IPCE was calculated by assuming a 
particle radius of 5nm occupying a cubic volume 8r3 and using a film 
thickness of 5m. This results in a typical internal surface area 
1570 times larger than the cross-section area.  A dye footprint of 
135Ǻ2 [102] was assumed and from this a volumetric dye 
concentration calculated.  Beer Lambert absorption was assumed; 
A=cx=-log(It/I0) and IPCE=1-10-A=Iabs/I0. To make the spectrums 
coincide, a dye-loading factor of 0.25 was used.  This to a certain 
extent is not surprising as most values used in the calculation have 
large uncertainties associated with them. 
Generally, for optimised DSCs, the injection and collection efficiencies can be 
near unity. It is the ability to absorb light of various wavelengths that 
determines most the IPCE of a DSC. 
The simplest way to increase the IPCE spectrum is to make thicker films and 
hence increase the optical path length for the incoming photons.  The 
resultant calculated spectra for different film thicknesses are shown in Figure 
14.  Knowing the IPCE of a particular cell, the short-circuit density can be 
estimated by integrating the response over the incident irradiation spectrum 
(e.g. AM1.5 spectrum); 
 
 q IPCE    I  d 17jSC  sun 
0 
Record DSCs report current densities close to 20mAcm-2. Ideally, for a single 
junction system where the absorption onset occurs for energies above 1.4eV, 
the absorbed photon density gives rise to a maximal photocurrent density of 
c.a. 30mAcm-2.  There is thus sensibly 10mAcm-2 that can still be extracted in 
DSCs.  Looking at Figure 13 it is evident that a current performance dye  
(N719) is lacking in absorption in the infrared region. 
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Figure 14 Left: Calculated IPCE spectra using the same parameters 
as those in Figure 13, except the film thickness was varied as shown.  
Right: Generated current/electron density for the different IPCE 
spectra. The ideal current density (30mAcm-2) is that of a single 
junction system absorbing all photons of energy greater than 1.4eV 
(i.e. below 900nm). 
With the currently available dyes, increasing the film thickness to absorb in 
the near infrared only has a marginal impact.  In fact, reported record 
performing DSCs have film thicknesses of c.a. 20m. As the extinction 
coefficient drops off significantly in the near infrared, the optical pathlength 
would have to be orders of magnitude larger than the thicknesses shown in 
Figure 14, for significant absorption to occur.  Simple techniques to increase 
the optical path length by incorporating scattering layers or a reflective 
counter electrode will at best increase by a few times the optical pathlength. 
In addition, significantly thicker cells are limited by the diffusion length of 
electrons. 
Designing dyes that absorb more strongly in the near infrared region up to  
900nm could, by increasing the current density by 50%, push DSC efficiencies 
up from 10% to 15%.  The result would be DSCs competing directly with 
commercially available modules. 
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4.3 Contrasting 	the Semiconductor Electrolyte Interface for 
Porous and non-Porous TiO2 Electrodes 
Interest in the behaviour of photoinduced generation and recombination of 
charge inside colloidal particles can be traced back to 1982 [103], almost a 
decade before the seminal Nature paper by O’Regan and Gratzel [17]. In this 
case, electron-hole pairs were generated by UV band-gap excitation in a 
colloidal suspension of TiO2 particles, where electrons would then transfer to 
methylviolegen MV2+, an electron acceptor.  The authors described the process 
having three steps: (i) diffusion of electrons to the surface of the particle (or 
interphase), (ii) electron encounter with the electron acceptor at surface and 
(ii) electron transfer to the electron acceptor.  Using mobility measurements for 
bulk TiO2 crystals [104] and using the Einstein relationship (the equivalence of 
mobility and diffusivity) they used a value of D=1.2x10-2cm2s-1 to estimate the 
transit time of an electron to the surface of the colloidal particles (r=10nm) to 
be only 10ps.  From this rate, they deduced that the reduction kinetics of MV2+ 
were not limited by diffusion of electrons to the surface but by the interfacial 
electron transfer kinetics from the TiO2 to the MV+. 
The relevance of this work is that initial estimates of the diffusion coefficient of 
electrons in the porous TiO2 phase in a complete DSC, were orders of 
magnitude lower than that of bulk TiO2 crystals. These low diffusion 
coefficients were speculatively attributed to distortion of the crystal structure 
at grain boundaries leading to enhanced scattering of electrons, localized 
states at grain boundaries acting as electron traps or because of the high 
surface area of the porous network, electron transport being strongly 
influenced by interfacial properties, such as ambipolar diffusion with species 
in the redox electrolyte.  It now appears that the initial assumptions of 
diffusion coefficients close to that of bulk anatase TiO2 are, according to the 
work presented, here more likely to be correct. 
An interesting contrast is apparent when UV photocurrent spectra of compact 
TiO2 films are compared to those of porous films.  Lindquist et. al. [105] 
measured the collection of charge carriers in compact films in contact with a 
hole capturing electrolyte.  In this case, a depletion region was created at the 
semiconductor electrolyte contact providing an electric field that assists in 
electron-hole pair separation.  The width of this depletion region (w=7.5nm) 
was much smaller than the thickness of the compact film (d=70nm). 
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Figure 15 IPCE spectra measured by Lindstron et. al. [105] for 
compact TiO2 films in contact with a hole capturing electrolyte. 
In this type of system, (see Figure 15) the collection efficiency of charge is not 
only governed by creation of electron-hole pairs but also by the efficiency with 
which they can be separated by aid of an electric field. The absorption 
coefficient of UV light in TiO2 is such that essentially a sheet of electron-hole 
pairs is generated at the side on which light is incident.  Thus, it is straight­
forward to understand that free electrons will be available when the generation 
of the electron-hole pairs is within the electric field, increasing the local 
concentration and thus providing a concentration gradient for diffusion to the 
substrate. In Figure 15 this is electrolyte side illumination (denoted EE). 
When the generation of electron-hole pairs occurs in a field free region, few are 
the pairs that can undergo charge separation before recombining.  This is 
demonstrated by illumination through the substrate side (denoted SE). 
Hagfeldt et. al. [106] performed similar photocurrent action spectra but using 
nanoporous films (see Figure 16). In essence, they found the action spectra to 
be the inverse of those found by Lindstrom et. al. [105].  Collection of charge 
separated electron-hole pairs was found to be more efficient the closer charge 
separation occurred to the substrate collecting electrode. They argued that 
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because the semiconductor electrolyte interface was interpenetrating, charge 
separation occurred homogeneously.  Because of this, charge collection 
efficiency was then governed by how far electrons could travel before 
recombining, i.e. those closer to the collecting substrate were more likely to be 
collected. 
Figure 16 Photocurrent action spectra by Hagfeldt et. al. [106] on a 
porous TiO2. The two geometries of illumination substrate side (SE) 
and electrolyte side illumination (EE) are compared. 
Södergren et. al. [100] performed similar experiments but also formulated 
solutions to the continuity equation to explain the shapes of the curves.  It 
was in this paper that solutions were also presented to describe the iV 
characteristics of a DSC based on diffusive transport. 
4.4 Contacting the Titanium Dioxide and Consequent Negligible 
Electric Fields 
To understand charge transport within the TiO2, one has to initially appreciate 
the consequences of bringing a redox electrolyte and conducting electrode into 
contact with a semiconductor. 
Let us consider a 5nm diameter particle, which is n-doped by oxygen 
vacancies (e.g. TiO2) with a donor density of 1018cm-3. Because of the high 
donor density, the Fermi level of the particle is close to the conduction band. 
It is generally estimated that the redox potential of the I-/I3- couple is c.a. 1eV 
below the conduction band edge of the TiO2 (e.g. see Figure 17).  When the 
particle and electrolyte come into contact, electrons are extracted from the 
particle until the Fermi levels of the particle and redox couple are equilibrated. 
This results in a particle that has a net positive charge due to the ionised 
donors.  The particle becomes fully depleted of free charge carriers and hence 
38

insulating. The electric field associated to this depletion region is found by 
solving Poisson’s equation; 
 2 2   qND    18 r 2 r r   
The solution for a particle of radius R (when the arbitrary zero potential is 
taken in vacuum at infinity); 
   qN D  2  r 2  qND R 2r R 19 
6 3 
This variation in electrostatic potential is the distortion of the conduction and 
valence bands (see Figure 17).  For the particle chosen and taking the relative 
electrical permittivity of TiO2 to be r=100, the potential difference between the 
centre and the edge of the particle is c.a. 0.75meV.  This value is most 
sensitive to the particle radius, by increasing the radius to 10nm the potential 
difference is c.a. 3meV.  Obviously, a larger doping density or smaller relative 
permittivity would give rise to larger potential differences.  However, these 
values continue to be small when compared to the relative positions of the 
energies (EC-EF,redox1eV). In essence, this gives rise to a particle with an 
insignificant potential gradient and hence negligible electric fields. 
Figure 17 Fermi level equilibration of a TiO2 particle with the I-/I3­
redox couple.  The redox couple energy is generally estimated to be 
1eV below the conduction band edge of TiO2. The TiO2 bandgap is 
c.a. 3.2eV.  The band bending is exaggerated for clarity. 
Peter [107] discusses the interesting point of electron channelling using an 
enhanced electric field, by either increasing the doping density or using larger 
particles. This confinement would prevent electrons reaching the surface to 
recombine with I3-, increasing the electron lifetime. 
As discussed before, an energy gradient is required to sustain high current 
densities and the lower the electron mobility (or diffusion coefficient) the 
greater this gradient has to be. It will be shown that for a typical DSC the 
splitting of the Fermi level observed in the TiO2 is about 0.5eV, orders of 
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magnitude larger than the potential difference due to the electric field. 
The other contact/interface that exists at the TiO2 particle, is with the 
degenerate (ND1020cm-3) FTO. The dark equilibrium Fermi level is controlled 
by the redox electrolyte, buffered by the high density of the electrolyte species. 
Thus in principle, the initial relative positions of the Fermi levels of the TiO2 
and FTO are inconsequential. 
Figure 18 Example of band bending due to depletion that occurs 
when the n-doped degenerate FTO comes into contact with I-/I3­
electrolyte.  The bandgap of SnO2(F) is c.a. 3.6eV and thus wider 
than TiO2. 
A depletion region is induced in the FTO. The barrier created may be 
energetically large but because of its reduced width, it allows for facile 
tunnelling. The depletion width is defined by; 
wSC  2 EC  EFB  20 qND 
If we assume the flat band potential energy to be c.a. 1eV above the 
conduction band (the difference between the original position and final after 
contacting with the electrolyte) and maintaining the estimate of the doping 
density to be 1018cm-3, the space charge width is c.a. 10nm, sufficiently small 
for tunnelling. Essentially, this means that the FTO|TiO2|electrolyte interface 
behaves like a metal electrode. 
However, when current is flowing it is unclear if the Fermi-level across the 
interface can be taken as continuous or if there is a significant barrier to 
extraction. If this is the case, then the voltage measure at the FTO may not be 
representative of the voltage of the TiO2 at the interface. 
Thus far examples of published results and some simple formulations point to 
the idea of no significant electric fields in porous TiO2 and thus transport 
having to be diffusive. 
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4.5 Electron Recombination and the Open-Circuit Voltage 
By definition, the open-circuit condition is where no charge flows through the 
external circuit.  Thus, all electrons injected by the dye must be balanced by 
all the recombination routes.  These routes have already been identified in 
section 3. For simplicity, the only route considered here is the recombination 
of electrons with I3-. 
The electron injection rate can be defined as; 
 inj , x   injI 0ex 21 
The rate of electron transfer to the I3- also determines the open-circuit voltage 
of a DSC.  Section 3.2 only described the favourable routes involving the 
electrolyte species.  The back reaction routes can be [107]; 
_
I3 
  eTiO2  I  I2  electron recombination with I3- 22 
Followed by; 
_
I 2 
  eTiO2  2I second electron transfer involving electron 23recombination 
Or by the dispropornation reaction; 
_ _
2I2 
  I3  I disporportionation 24 
If we assume the initial step (equation 22) to be the rate determining step, 
then the recombination rate can be described by; 

I   kI nI3  25 3 3 
As we have defined the injection rate of electrons to be equal to the 
1recombination rate, we can now write (and also with k
I3 
I3    n ); 
n  inj  inj n 26k  I
I3 
 3 
I.e. the electron density is directly proportional to the injection rate and 
inversely proportional to the I3- concentration and recombination rate 
constant. One way to increase the electron density and hence the electron 
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lifetime, could be to decrease the I3-. However, a lower concentration of redox 
electrolyte species would influence the maximum diffusion limited current of 
the cell. The concentrations generally employed provide a balance between 
electron lifetime (open-circuit voltage) and current densities (short-circuit 
current). 
If the electrons are free to move in the conduction band, the photovoltage can 
be related to the electron quasi-Fermi level via the Fermi-Dirac function; 
1f FD  
1 exp
 EC  EF 
 27 
 kBT  
Equation 27 reduces to the Boltzmann equation when EC-EF>>kBT; 
f FD EC  EF  kBT   exp ECk 
 
T
EF 
 28  B  
The density of conduction band electrons thus is defined by the product of the 
conduction band states and the occupation probability; 
n  NC exp
 EC  EF  29C  kBT  
The dark equilibrium density, where the Fermi level in the TiO2 is that of the 
redox potential, is defined as; 
neq  NC exp
 EC  EF ,redox 
 
30  kBT  
The photovoltage is given by; 
qU photo  EF  EF ,redox 
as 31 
EF  EF ,redox  EC  E f ,redox  EC  EF  
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Figure 19 Energy diagram illustrating how the photovoltage is related 
to the relative position of the energy terms equation 31. 
i.e. with this definition and using equation 30, the photovoltage is; 
qU photo  kBT ln nC 32 neq 
Examining equation 32, one realises that to obtain a typical photovoltage of 
0.77V, the ratio of the conduction band densities must be 1013.  Typical values 
of EC-EF,redox1eV and NC=1021cm-3 mean that the dark equilibrium density of 
free electrons is 104cm-3, and a density of 1017cm-3 is required to obtain the 
typical photovoltage. Typically at 1 Sun, the absorbed photon flux for a 10m 
thick film is c.a. 1017cm-2s-1, translating to an  absorption  density of 
1020cm-3s-1, and thus according to equation 26, an electron lifetime of 1ms. 
4.6 Steady-State Solutions to the Continuity Equation 
A more formal approach is now taken to describe the steady-state electron 
transport within the porous TiO2 phase of the DSC. Assuming electron 
transport is diffusive towards the underlying TCO, then a general one-
dimensional diffusion equation for the electron density can be expressed as; 
2nC  x  D  nC x G   x,t  R   x,t  0 33 t x2 
What this expression tells us is that the difference of generation (G) and 
recombination of electrons (R) is balanced by the diffusion of electrons.  As we 
are only interested in the steady-state solution, the expression is set to zero.  
For illumination through the TCO substrate (x=0) the generation term is 
defined as; 
I inj I0ex 34 
This is the case if the Beer-Lambert law is applied, describing how light is 
absorbed in a non-scattering medium.  The absorption coefficient is a function 
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of the optical cross-section of the dye and the density of active dye molecules 
attached to the TiO2 surface. The values for I0 and  are experimentally 
accessible. The intensity of illumination is set a priori, and the absorption 
coefficient can be measured knowing the thickness of the film. It is assumed 
for the purposes of discussion that the injection efficiency is unity. 
I  I0ex 35 
First-order kinetics are assumed for the recombination of conduction band 
electrons with I3- in solution, thus; 
R  k0 nC  neq  36 
The equilibrium electron density is present because it corresponds to the 
thermally generated electron density in the conduction band.  This is 
expressed as; 
neq  NC exp
 EC  
k
E
T
F ,redox 
 
37  B  
Bringing all the expressions together, we have a differential equation to solve; 
n x 2 
 
C
t 
   
0 x  D0   
n
x
C 
2 
x  k0  C   neq  0 38 I e n x 
The terms back reaction rate constant and lifetime are equivalent (k-1=) and 
thus one can also write; 
2 n x nC x neq0  I 0ex  D0 xC 2   0 39 
and; 
R  nC  neq 40 0 
A first boundary condition that needs to be met is; 
dnC  0 41dx xd 
i.e. the concentration gradient of the electron density has to be zero at x=d, the 
point furthest away from the collection electrode.  If it were not, electrons 
would be flowing in or out. 
The electron density at x=0 can be defined in terms of the voltage as; 
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n x  0  n exp  qU photo 	 42C eq	  k T  B  
i.e. it is defined as a function of externally applied bias.  It is by varying this 
imposed electron concentration that different profiles can be calculated for 
different voltages along the iV curve 
Internally, the local quasi-Fermi level is related to the local conduction band 
electron density by; 
 EC  EF x nC (x)  NC exp	  43  kBT  
The values for the light intensity and the absorption coefficient are 
measurable.  It is therefore the diffusion coefficient and electron lifetime that 
govern the resultant electron density.  Externally, the current flowing out and 
the bias between the FTO and counter electrode can be monitored. 
There are two ways to define the electron flux out of the TiO2, but both are a 
function of the electron density at x=0. This sets the second boundary 
condition; 
j  nC x  0kext  D0 dn 44dx x0 
In the following discussion, the extraction kinetics are ignored and simply set 
sufficiently high to ensure diffusion-limited extraction.  The kinetic form of the 
expression is determined by the electron density, while the diffusive form is 
related to the way the electron density is varying at the contact.  By raising the 
extraction kinetics by an order of magnitude, the electron density at x=0 will 
decrease by an order of magnitude, but they way it varies in space remains 
unchanged. 
The two set boundary conditions allow the differential equation to be solved. 
The complete solution are found in Appendix A. 
The flux of electrons at x=0 can be obtained as a function of voltage, and it can 
be shown that the general expression for the iV characteristic takes the form 
which is analogous to the diode equation [100]; 
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j 0  qI 0 1 ed  q D0 n 2 eqd eqU kBT 1 45Ln 
d eq qU k Tj   qI 0 1 e n d 0  q e B 1 46 0 
Where; 
Ln  D0 0 
This expression though is only true for an optimised cell, where the diffusion 
length is larger than the film thickness (Ln>3d), i.e. injected electrons are all 
collected at the TCO.  Södergren et. al. [100] also demonstrate more general 
solutions for all diffusion lengths and for illumination through the electrolyte. 
Equations 37, 45 and 46 highlight the that in order to plot the ideal iV 
characteristic, several unknown quantities are required.  These are the 
conduction band density of states (NC), the relative position of the conduction 
band edge with respect to the redox potential (EC-Ef,redox), the diffusion 
coefficient (D0) and the electron lifetime (0).  Before the uncertainties in these 
values are discussed, electron density profiles are illustrated. 
Figure 20 illustrates a typical calculation for the electron density profile and 
the consequent QFL profile using what are thought to be reasonable values. 
What is evident is that there is a large concentration gradient in electron 
density, reaching a maximum at x=0.  This build-up of electron density gives 
rise to significant QFL values of c.a. 0.5V for most of the film, except close to 
the collecting side.  It will be shown in section 7 how this internal QFL can be 
probed directly. 
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Figure 20: An example of the calculated electron density profile at 
short-circuit and the corresponding quasi-Fermi level (QFL).  
Physical parameters used were; D0=0.04 cm2s-1, 0=1 ms, EC-
Ef,redox=0.95 eV, NC=1021 cm-3, I0=1017cm-2, =1000 cm-1 and d=5m. 
kext=106 cms-1, thus extraction of charge at the interface was diffusion 
limited, with the applied bias U being 0V. 
The diffusion coefficient and diffusion lengths are chosen to ensure all 
electrons are collected (i.e. Ln=63m in this case).  When this is the case, the 
IPCE is simply then a function of the film thickness and the absorption 
coefficient. For this example, because of the chosen absorption coefficient and 
thickness, the IPCE is 39%, resulting in a photocurrent of 6.25mAcm-2. 
Increasing the diffusion coefficient (see Figure 21) has the effect of reducing 
the electron density, as a lower concentration gradient is required to maintain 
the same electron flux throughout the film.  In the short-circuit case and 
where the diffusion length is sufficiently large, electrons only leave the TiO2 
system at the collecting electrode x=0, i.e. they do not recombine. 
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Figure 21:  Example of how varying the diffusion coefficient affects 
the short-circuit electron density profiles and consequently the QFL 
profiles.  All parameters are the same as those used in Figure 20, 
except D0 (cm2s-1) was varied as shown. 
When the diffusion length becomes comparable to the thickness, i.e. 
D0=0.004cm2s-1 and 0=1ms then Ln=6.3m, the IPCE is affected, in this case 
decreasing to 34% from 39%, reflected by the decrease in the electron flux at 
x=0. 
Figure 22 IPCE as a function of the ratio of the diffusion length to 
film thickness.  When the diffusion length is greater than three times 
the film thickness all charge is collected before recombining.  In this 
example, the IPCE reaches a plateau of 39% because of the 
combination of the film thickness and absorption coefficient limiting 
the light absorbed and hence the amount of charge generated. 
The diffusion length is also reduced when the electron lifetime is decreased 
(see Figure 23). At short-circuit, the electron lifetime does not affect the 
electron density distribution, provided the diffusion length is significantly 
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larger than the film thickness.  However, in the case where the lifetime is 1ns 
(see Figure 23), the majority of the electrons diffuse away from the TCO to 
recombine within the film.  This occurs when the electron concentration 
gradient becomes negative, dnC dx  0 . 
Figure 23: Example of how varying the electron lifetime will affect the 
short-circuit electron density profiles and consequently the QFL 
profiles.  All parameters are the same as those used in Figure 20, 
except 0 (s-1) was varied as shown. 
Varying the incident photon flux (see Figure 24) has the a similar effect as 
varying the diffusion coefficient.  When the generation rate is increased, the 
electron flux throughout the film has to adjust accordingly, and this is only 
possible by increasing the electron density. 
Figure 24:  Example of how varying the photon flux affects the short-
circuit electron density profiles and consequently the QFL profiles.  
All parameters are the same as those used in Figure 20, except I0 
(cm-2s-1) was varied as shown. 
All the previous examples had an identical electron generation profile.  One of 
the methods to improve the IPCE of DSCs is by developing dyes with higher 
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extinction coefficients. 
Figure 25 Example of how varying the absorption coefficient will 
affect the short-circuit electron density profiles and consequently the 
QFL profiles.  All parameters are the same as those used in Figure 
20, except  (cm-1) was varied as shown. 
Figure 25 shows how varying the absorption coefficient of the film influences 
the electron density profiles.  In the case, of the high absorption coefficient of 
104cm-1, most electrons are generated close to x=0.  In this case, the IPCE is 
essentially 100%, because all photons are absorbed within the space of 5m, 
the film thickness.  Larger absorption coefficients yield even flatter density 
profiles away from x=0.  This is easily understood if one realises that as there 
is no significant generation of charge away from x=0, then there is no need for 
a density gradient (and hence diffusional flux) to compensate for the 
inhomogeneous generation.  With lower absorption coefficients, the profile 
decreases in density accordingly, and the gradient at x=0 decreases.  Again, as 
the generation of electrons is in fact more homogeneous, (i.e. a greater fraction 
is generated further away from x=0), then a larger gradient is required to 
compensate.  In the case where =500cm-2, the IPCE drops to 20% as fewer 
photons are actually absorbed. 
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Figure 26 and Figure 27 highlight another interesting question. The QFL is a 
function of the electron density (see equation 43), but this is physically defined 
by density of states and the relative position of the conduction band edge to 
the redox potential, i.e. for the same electron density, different QFLs can be 
calculated.  Since the QFL can be probed experimentally, it is the electron 
density that will be uncertain because of the uncertainties involved in the 
position of the conduction band edge and the density of states. 
Figure 26: Example of how varying the conduction band density of 
states affects the short-circuit QFL profiles.  All parameters are the 
same as those used in Figure 20, except (NC cm-3) was varied as 
shown. 
Figure 27:  Example of how varying the difference between the 
conduction band edge and the redox potential affects the short-
circuit the QFL profiles. All parameters are the same as those used 
in Figure 20, except EF-EF,redox (eV) was varied as shown. 
So far, the way in which the electron density profile adjusts has been explored 
for all the variables except for the changeable boundary condition at x=0, i.e. 
defining an applied bias (see equation 42). 
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Figure 28: The effect of varying the applied bias. This is the 
boundary condition at x=0 that is modified to have an electron 
density corresponding to the applied bias (see equation 42).  All 
parameters are the same as those used in Figure 20, except Uphoto (V) 
was varied as shown. 
As a bias is applied at x=0, the profile close to x=0, where the gradient is 
greatest, experiences the most change whilst regions further away remain 
relatively unchanged.  It is only when the applied bias becomes equivalent in 
magnitude to the QFL for most of x, that the electron density then increases. 
This assumes that the a barrier at the FTO|TiO2|electrolyte interface is 
negligible. 
Before we can delve any further into the significance of the profiles with the iV 
curve, the dark recombination current has to be understood.  For short-circuit 
conditions, the parameters were chosen so that the diffusion length of 
electrons was sufficient to ensure complete collection of all electrons.  In this 
case, the profile is independent of the electron lifetime and hence, 
recombination.  However, as the bias is increased the electron density of the 
film increases and thus according to equation 41, the recombination current 
increases.  For example, with a photon flux of 1017cm-2s-1 and a resultant IPCE 
of 39%, 3.9x1016cm-2s-1 electrons are generated and are extracted under short-
circuit conditions.  For a 5m film, this corresponds to a generation rate of 
7.8x1019cm-3s-1. The electron density has a maximum value of c.a. 
2.2x1014cm-3 (at x=d), translating to a maximum recombination rate of 
2.2x1017 cm-3s-1 (the electron lifetime being 1ms), i.e. two orders of magnitude 
less than the generation rate.  However, as the electron density is increased by 
an applied bias to 0.6V, the electron density is c.a. 1015cm-3 corresponding to 
a recombination rate of 1018 cm-3s-1. At this point, the collection efficiency of 
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electrons becomes affected, as recombination is occurring at 1018s-1cm-3 
compared to 7.8x1019s-1cm-3 being generated.  Biasing further, the electron 
density continues to increase (exponentially with Uphoto) and quickly the 
recombination rate is equal to the generation rate, thus reaching open-circuit. 
As in this example, for the recombination rate to equal the generation rate 
(7.8x1019s-1cm-3) the electron density needs to be 7.8x1016cm-3, which 
corresponds to an open-circuit voltage of 0.71V.  All this translates to the iV 
curve (see Figure 29), where for bias between 0V and 0.55V, the current 
density remains unaffected, because the electron density (cm-3) is not 
sufficient for the recombination rate (cm-3s-1) to have any effect.  However, the 
current density quickly decreases once the recombination current density 
becomes equivalent in magnitude to the injection current density. 
Figure 29: Resultant iV curve, i.e. the current density at x=0 
calculated from Figure 28, whereby the current density is calculated 
according to equation 44. 
The work presented here will use the results from this simple formulation to 
analyse measurements of when the QFL at x=d is probed by the incorporation 
of an internal sensing electrode. 
O’Regan et. al. [108] inferred that the QFL at short-circuit under 1 sun 
illumination was of the order of 500meV. Other efforts have been made to test 
the idea of a large electron concentration gradient existing within the TiO2 film. 
Boschloo et. al. [109] attempted this by holding a DSC under illumination at 
short-circuit, then ending the illumination and going from short-circuit to 
open-circuit conditions immediately. These results however are preceded by 
Schwarzburg and Willig [110] who in 1991 showed that there was a significant 
amount of charge stored in a DSC even at short-circuit. 
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Figure 30 Idea of estimating the electron density at short-circuit 
under illumination is that the immediate open-circuit voltage (in the 
dark) gives an average value of the electron density throughout the 
film. The photovoltage is a measure of the QFL at x=0 and is related 
to the free electron density at x=0 by equation 42. 
In Figure 31a, illustrated are photovoltage transients due to the short-
circuit/illuminated to open-circuit/dark transition.  There is a delay before the 
voltage reaches a maximum, due to the time required for the QFL profile to 
become homogeneous throughout the film.  However, the large residual 
voltages measured (c.a. 200mV below the steady-state open-circuit 
photovoltage) confirm the large electron density gradient in the order of 0.5V. 
Figure 31: Measurements by Boschloo et. al [109] of the average QFL 
using the short-circuit/illumination to open-circuit/dark transition 
to measure the voltage rise. 
These measurements also clearly show that there is a reservoir of electrons in 
the film. The timescale of the photovoltage decays present in Figure 31 (after 
the voltage has reached a maximum) are into the second regime, initially 
suggesting electron lifetimes in the order of seconds rather than ms.  In fact, 
this is not the case but is due to a reservoir of electrons trapped in inter­
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 bandgap states. 
Figure 32 Electrons in the conduction band recombine with a rate 
krecnC. However, this is compensated for by the release of further 
electrons from the traps. The net rate of release of electrons from the 
traps is, thus, equal to the recombination rate of conduction band 
electrons krecnC. 
When the light is turned off, the free electron density decreases because 
electrons recombine with an electrolyte species.  If this were the only process 
involved, the photovoltage decay would be of the order of ms, the free electron 
lifetime. For the cells discussed in this thesis, we will demonstrate (as it is 
well known) electron densities of 1017 to 1018cm-3 are possible under 
illumination at short-circuit, which is orders of magnitude greater than the 
calculated free electron densities (1014 to 1015cm-3). This large density of 
electrons is attributed to electrons trapped in inter-bandgap states. This large 
trap density has the effect of releasing electrons into the conduction band, 
thus contributing to maintaining a photovoltage. The decay of the 
photovoltage is not solely a function of the recombination rate of conduction 
band electrons, but it is also a function of how many trapped electrons there 
are to buffer the QFL decay. 
The next sections deal with the nature of the inter bandgap traps. 
4.7 Inter Bandgap States: Electron Trapping and its Implication in 
Dynamic Measurements 
O’Regan et. al. [111] measured absorption spectra of porous TiO2 films and 
observed how the spectra changed as a function of applied bias and modified 
surface conditions.  Broad peaks in the infrared (IR) region were observed, 
which were attributed to inter-bandgap electrons absorbing photons. These 
results were in tune with earlier studies of IR absorption spectra of colloidal 
TiO2 suspensions [112].  Absorption in the IR region was only observed when 
the films were populated with electrons, i.e. when a negative bias was applied. 
At zero bias and positive biases, IR absorption was not observed, i.e. when the 
film was depleted of free carriers.  Interestingly, the authors also varied the pH 
of the electrolyte and shifted the conduction band edge [113] by adding 
isophthalic acid and catechol.  These changes to the surface condition of the 
TiO2 particles nonetheless, had only a minor impact on the observed spectra, 
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suggesting that the IR absorbing electrons were not at the surface but instead 
trapped within the particles or at grain boundaries. 
Schwarzburg et. al. in 1991 [110] measured photocurrent transients of a DSC 
and attempted some simple modelling.  They inferred that the photocurrent 
transients due to initiation or cessation of illumination were slow because of 
trapping of electrons in inter-bandgap states.  It was also observed that the 
characteristic timescales for the transients became shorter as higher 
intensities were employed.  If traps are present, electrons injected into the 
conduction band will fall into a trap when they encounter one and thus not 
contribute to the current output immediately.  However, the quicker these 
traps can be filled, the quicker a photostationary state can be reached, hence 
the faster response times with higher injection rates. The authors modelled 
the system ignoring recombination.  The two reasons given were that (i) TiO2 
has a large bandgap (3.2eV) and (ii) the dark Fermi level set by the redox 
potential of the electrolyte is 1.5eV above the valence band.  In fact, it is 
probably more correct to say that recombination with thermally generated 
holes can be ignored because, ‘recombination’ occurs with the oxidised 
electrolyte species. 
It was clear that the response of DSCs to dynamic measurements was non­
linear, so attempts were made to measure and model the transport properties 
by linearising, using small perturbations superimposed over a larger DC value. 
These measurements revealed the striking fact that the inferred diffusion 
coefficients and electron lifetimes varied considerably depending on the light 
intensity. 
An example of this approach is provided by Peter & Wijayantha [114] who 
measured the diffusion length over several orders of magnitude of light 
intensity.  The authors concluded that although the electron lifetime and 
diffusion coefficient varied considerably over several orders of magnitude of 
light intensity, their product (the diffusion length) did not.  The electron 
lifetime was observed to decrease, while the diffusion coefficient increased as 
the light intensity increased, both following a power-law dependence as shown 
in Figure 33. 
The authors attributed the intensity dependence of the electron lifetimes to 
second order kinetics of electron recombination with I3-, and the dependence of 
the diffusion coefficient was explained by multiple trapping and detrapping. 
Several other subsequent studies reached the same conclusion that the 
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electron lifetime decreased while the diffusion coefficient increased with light 
intensity e.g. [115-120].  It is now clear that the measured lifetimes and 
diffusion coefficients are in fact a multiple and fraction (respectively) of their 
true values, where this fraction is governed by the nature of the trapping and 
detrapping of electrons. 
Figure 33: Measured electron lifetimes, diffusion coefficients and 
thus diffusion lengths as a function of light intensity (or short 
current density) by Peter & Wijayantha [114]. 
To summarise, the ‘electron lifetime’ measured by dynamic methods is 
influenced by trapped electrons.  Once electrons in the conduction band 
recombine with an oxidised electrolyte species, this electron is then 
substituted by one from a trapped state. If the number of trapped states is 
significant, a significant amount of time is required to allow all electrons to 
recombine.  This explains the surprisingly long measured electron lifetimes 
(>1s). As for the diffusion coefficient, the same idea applies because, as 
electrons are injected, they become trapped before arriving at the FTO for 
collection.  Again, if the density of traps is significant, then a significant 
number of electrons are trapped and the measured photocurrent transient is 
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slow, giving rise to surprisingly small diffusion coefficients (10-5cm2s-1), several 
orders of magnitude lower than the value of anatase TiO2. 
The origin of the inter bandgap trap distribution observed in nanocrystalline 
TiO2 is not well understood.  For most data presented in the literature, the 
traps appears to follow an exponential distribution that can be made to fit the 
expression in equation 56.  A debating point is whether or not the trap sites 
are recombination sites.  If they are recombination sites, they then need to be 
localised within a tunnelling distance of the electrolyte species. Another 
problem lies in the transport mechanism, which can involve tunnelling from 
trap site to trap site. 
The trap distribution is most probably a function of the TiO2 film preparation, 
and thus may vary significantly, making comparison difficult.  Interestingly 
though, if the trap nature is that described in section 4.8 then it is 
inconsequential to the performance of the DSC, acting simply as a temporal 
buffer affecting dynamic measurements. 
Not only is the preparation of the TiO2 important, but additives to the 
electrolyte (tertiary butyl pyridine) and post treatments to the film (TCl4) may 
have positive effects in preventing surface states acting as recombination sites. 
in passivating the surface traps which act as recombination sites.  However, 
care must be taken in interpreting results of dynamic measurements since 
they may be affected by electron transfer (shunting) at the FTO/electrolyte 
interface. Cameron et. al. [58] showed that the temporal photovoltage decay is 
significantly different if the FTO substrate is passivated by use of a compact 
blocking layer.  In this case, the recombination via the substrate is 
demonstrated to be the dominant factor affecting the temporal profile of the 
photovoltage decay at longer times, rather than homogeneous recombination 
throughout the film.  Analysis of previous work or even current work of others 
on the nature of the traps and their passivation is difficult to analyse, because 
a blocking layer at the FTO/electrolyte interface was not employed to prevent 
shunting. 
This influence of traps on transport and recombination was elegantly 
formulated by Bisquert & Vikhrenko al. [99]. 
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4.8 The Quasi-Static Formulation 
Bisquert & Vikhrenko [99] start by differentiating between the information 
which can be extracted from steady-state and dynamic measurements. It 
should be noted that the information acquired from steady-state 
measurements is what is of interest for determining photovoltaic efficiency. 
Figure 34 Schematic representation of the multi trapping mechanism 
with an exponential trap distribution.  Traps below the redox 
potential are always filled.  As the quasi-Fermi level is increased, 
traps below this energy will be filled, while those above it remain 
empty.  However, there is an equilibrium of conduction band 
electrons constantly trapping, and trapped electrons detrapping.  It 
is generally found for DSCs that the trap distribution follows an 
exponential profile, their density increasing as a function of energy. 
The multi-trapping model was first introduced by de Jongh & Vanmaekelbergh 
[119]. The crucial assumption of the model is that transport of electrons only 
occurs by those electrons in the conduction band and recombination also only 
occurs via the conduction band. Thus, the trap states are solely states with 
an associated capture and release rate, where electrons remain localised and 
passive, contributing only to the occupation of the trap (see Figure 32). 
For a single type of trap, and applying conservation of free and trapped 
electrons and diffusive transport, the following expressions can be induced; 
nc   J  rcnC 1 ft  rr Nt ft 48 t x 
where; 
J  D0 nC 49 x 
i.e. the rate of change of the conduction band density of electrons is governed 
by diffusive transport and by the rates of trapping and the rate of detrapping. 
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1 ft  rr ft 50 
The rate at which the traps are emptied and filled is governed by the capture 
rate rc and the release rate rr. The rate constant for electron capture is a 
function of the thermal velocity of electrons, the capture cross-section and the 
density of traps such that; 
rc  Ntvsn 51 
Shockley-Read-Hall statistics determines the thermal release rate of electrons; 
rr  NN
C rc exp
 EC
k 
 
T
Et 
 52 
t  B  
At thermal equilibrium in the dark when the rates of trap emptying and filling 
are equal ft t  0 , the density of free and trapped electrons are governed by 
the position of the quasi-Fermi level. 
We now define the quasi-equilibrium condition as a situation where the 
change from one equilibrium state to another can be visualised as a series of 
intermediate steps also at equilibrium.  In our case, the property that is 
changed is the position of the Fermi level by the change in electron density. 
This quasistatic condition is; 
nt nt nC 53 t nC t 
i.e. free electrons and trapped electrons maintain a common equilibrium at all 
times even when the system is displaced away from equilibrium.  This signifies 
that the trap relaxation time has to be significantly faster than the processes 
which are to be measured, e.g. photovoltage and photocurrent transients. 
This is also true for measurements in the frequency domain, where the 
perturbation frequency has to be below the relaxation frequency for the 
quasistatic condition to hold. 
Bisquert & Vikhrenko [99] go on to show that the apparent diffusion coefficient 
can be expressed as a function of trap occupancy and the position of the 
Fermi level; 
1 
Dn  D0 

1 nt 
 54 
 nC  
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It is generally found that the trap distribution for DSCs can be approximated 
to an exponential profile with the trap density of states increasing towards the 
conduction band edge from the redox potential (see Figure 34). 
gEF   Nt exp EF  EC  55 kBTC  kBTC  
The occupancy of the traps as a function of the QFL is then given by the 
product of the density of states and the Fermi-Dirac function.  Using the zero 
Kelvin approximation (EF-EC>>kBT) so that the probability of a trap being filled 
is ½ when ET=EF, is 1 when ET<EF and 0 when ET>EF, then the occupied trap 
density as a function of the QFL is given by; 
nt  
E 
 FFD  gEF dEF  Nt exp EF  EC  56 
  kBTC  
we can differentiate to obtain one of the terms in equation 54; 
nt  gEF   Nt exp EF  EC  57 EF kBT0  kBTC  
Since the conduction band density of states is given by; 
nc  NC exp
 EC  EF 
 58 
 kBT  
we can again differentiate to obtain another term in equation 54; 
nc  NC exp  
EC  EF   
nC 59 
EF kBT  kBT  kBT 
We can now calculate the apparent diffusion coefficient; 
1 
Dn  D0 
 
1 Nt T exp
 EF  EC 


 60 
 nc TC  kBTC  
A similar expression has been derived for the electron lifetime by Zaban et. al. 
[121]; 
 n  n   0 1 t  61  nC  
and again with an exponential trap distribution, one can define the apparent 
electron lifetime; 
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 n   0 
 
1 N
n
t 
T
T exp
 E
k
F  
T
EC 


 62 
 c C  B C  
Interestingly, even though the apparent electron lifetime and diffusion 
coefficient vary with the position of the QFL, their product results in the 
electron diffusion length, since it is easy to show that; 
Ln  D0 0  Dn n 63 
This definition, though is, only true when the QFL is the same when the 
apparent electron lifetime and diffusion coefficient are measured.  The plots in 
Figure 35 represent how the apparent diffusion coefficient and electron 
lifetime vary depending on the position of the QFL.  As the free electron 
density becomes comparable to the trapped electron density, the effect of 
trapping is diminished.  This is observed in the flattening of the profiles, with 
the apparent values (Dn and n) reaching their bulk values (D0 and 0). 
The broken lines in Figure 35 are to highlight a crucial point.  These are 
representative of what would be measured at constant illumination of c.a. 1 
sun intensities.  We have seen how the QFL varies along the iV curve, with 
typical variations from 500mV (short-circuit) to 700mV (open-circuit) for the 
same illumination. 
Figure 35: Example of how the apparent diffusion coefficients and 
electron lifetimes vary according to the expression in equations 60 
and 62.  The parameters used were; D0=0.04cm2s-1, 0=1ms, T=295K, 
TC=1000K, Nt=1019cm-3, EC=0.95eV and NC=1021cm-3. The broken 
lines represent the typical values that would be measured using 
typical techniques (IMPS and IMVS, see section 5) at QFLs typical of 
1 sun intensities at short-circuit and open-circuit. 
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Up to recently, attempts to measure the diffusion length of electrons were 
based on intensity dependence of the apparent electron lifetimes and diffusion 
coefficients [114, 122-124].  Because the QFL is lower at short-circuit than at 
open-circuit, the then measured electron lifetime is lower and so too is the 
diffusion length.  If the diffusion coefficient of electrons is to be estimated by 
measuring the apparent electron lifetimes and diffusion coefficients, these 
need to be done at a constant QFL and not illumination.  An example of 
measurements at constant illumination was done by Peter & Wijayantha [114] 
(see Figure 33).  The problem is that at open-circuit, the QFL is easily 
measured (voltage across the cell), whereas for short-circuit it has to be either 
calculated or measured by some other means.  Boschloo et. al. [109] and 
Würfel et. al. [125] introduced an indirect method (see Figure 31), whilst this 
thesis introduces a direct method. 
The diffusion lengths estimated from dynamic measurements were always 
found to be in the region of 10m, in the order of the film thickness of 
optimised cells.  We have also seen that in any case, most photons are 
absorbed in this length (see Figure 14), meaning that thicker films would have 
little impact in increasing the photocurrent. 
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5 Measurement and Characterisation Techniques  
This section describes techniques previously developed and used in this 
thesis. The advantages and disadvantages are described along with the 
precautions that need to be taken to allow for accurate measurements.  Any 
new techniques developed here are described in the relevant sections. 
The techniques employed developed beforehand were: photovoltage charge 
extraction (PV charge extraction); photovoltage decay (PV decay); intensity 
modulated photovoltage spectroscopy (IMVS); and incident photon to current 
efficiency (IPCE). 
5.1 Charge Extraction 
The charge extraction technique was first described by Duffy et. al. [126] and 
then further explored by Bailes et. al. [1].  The technique is used to probe the 
electron density as a function of the open-circuit voltage. 
Figure 36: Schematic representation of the charge extraction

apparatus. 

The cell is held at open-circuit whilst illuminated.  The light source is then 
switched off and the voltage allowed to decay for a defined time. The 
photovoltage decays because the electrons within the film recombine with the 
electrolyte species. The cell is then short-circuited and so the remaining 
charge flows out of the cell through a small resistor.  The voltage drop across 
the resistor is measured and amplified and the signal integrated by an 
operational amplifier integrator.  The voltage transient due to the decay is 
recorded in a digital storage oscilloscope (DSO) so to determine the voltage at 
which the cell is short-circuited.  The integrated charge is also displayed as a 
transient on the DSO. The measurement is complete when the integrated 
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transient reaches a maximal steady value.  The data is then fitted to equation 
56 to obtain the characteristic temperature (TC), and an estimate for the total 
trap density Nt. The total trap density is dependent on what value of EC-EF,redox 
is assumed. 
Care has to be taken to minimise leakage currents.  The switch, for example, 
has to be of low leakage so that when the switch is at open-circuit no 
significant current will flow. The same is true of the voltage follower used to 
measure the cell voltage, which had an input impedance of 1012. 
The whole active cell area was illuminated homogeneously.  This was verified 
by using a pin diode (1mm2) to map the light distribution. A variation of <5% 
was easily achievable over the cell area. 
5.2 Open-Circuit Photovoltage Decay 
The use of this technique to measure the apparent electron lifetime was 
demonstrated by Zaban et. al. [121].  Its main advantage is that the 
measurement is technically simpler than Intensity Modulated Photovoltage 
Spectroscopy and less time consuming. 
Zaban et. al. show that the apparent lifetime can be calculated from a 
photovoltage decay transient using the following expression; 
k T  dV 1	 64 n  	 B  OC  q  dt  
The cell is held at open-circuit whilst illuminated and when the illumination is 
interrupted and the photovoltage transient recorded.  The voltage follower (as 
in the charge extraction technique) must have a high input impedance.  It is 
important to eliminate stray light, which can lead to significant errors.  For 
this reason the system was placed in a dark box and experiments carried out 
in a dark room as illustrated in Figure 37. 
Figure 37: Schematic representation of the open-circuit photovoltage 
decay transient. 
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5.3 Intensity Modulated Photovoltage Spectroscopy 
The information obtained from this technique is identical to that extracted 
from the Photovoltage Decay technique [121]. 
For IMVS measurements, the modulated light intensity can be described by; 
I t   I0 1 eit  65 
where  is less than 0.1 to enable linearization, maintaining the system at an 
essentially constant Fermi level and hence constant measured apparent 
electron lifetime. The Fermi level is expected to be homogeneous under open-
circuit conditions if the diffusion length is sufficiently large (Ln>3d). 
The IMVS response for a DSC gives a semicircle in the complex plane [127, 
128], where the characteristic frequency corresponds to a 45º phase shift 
relative to illumination phase, i.e. the imaginary component is at its largest 
magnitude (but negative as it is a delay). The characteristic frequency is 
equivalent to the inverse of the apparent electron lifetime; 
1min  2fmin   66 n 
The complex plane plot response can be understood as follows.  At low 
frequencies, the photovoltage response can follow the temporal change in the 
illumination, i.e. there is no phase shift (=0) and thus the response is located 
on the real axis.  As the modulation frequency is increased, the response 
begins to lag behind the driving frequency, represented as a phase shift or 
imaginary component.  At higher frequencies, attenuation sets in until the 
response tends to zero with the phase shift increasing to 90º. 
Figure 38: Schematic representation of the IMVS setup. 
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The IMVS response is measured by illuminating the cell with an LED driven by 
a frequency generator. The DC level of the cell is set by adjusting the DC level 
of the LED or by using neutral density light filters.  The superimposed 
modulation is set to c.a. 5% of the LED DC level.  The cell voltage is fed into a 
differential pre-amplifier with an input impedance of 108. The DC level of the 
cell is offset so that only the AC component is fed into the frequency analyser 
to improve the signal to noise ratio. The PC displays the imaginary and real 
components of the voltage response as a function of the driving frequency. 
The characteristic frequency is then easily obtained by fitting or manual 
inspection. 
5.4 Incident Photon to Current Conversion Efficiency 
Incident photon to current conversion efficiency is a measure of how many 
incident photons on the cell are converted to electrons. 
Figure 39: Schematic representation of the IPCE setup 
The IPCE response is measured using chopped illumination and a lock-in 
amplifier. Basically, the lock-in filters out the components of the signal from 
the cell that do not correspond to the driving frequency.  Care has to be taken 
that the chopping frequency is not set too high to cause attenuation of the cell 
response.  This is achieved by lowering the chopping frequency (typically 
<0.3Hz), until there is no phase shift and thus negligible attenuation.  Bias 
illumination can be used to set a desired DC current density.  This allows the 
IPCE response to be determined as a function of light intensity/current 
density. 
These measurements were carried out to measure the absorption coefficient of 
the sensitized TiO2 film (also assuming ideal injection). The absorption 
coefficient can be obtained from the IPCE measurement using the following 
expression (assuming an exponential absorption profile, following the Beer-
Lambert law); 
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I x I   x 0ex 
I x d  I x 0 1 IPCE   I x0ed 67 
1  IPCE  ed 
where the thickness of the cell and the IPCE are measured. 
This assumes that the injection efficiency is unity.  For many systems this is 
not the case.  It is best to compare the IPCE to the absorbance of the dye and 
the dye loading.  For example, for the N719 dye, the dye loading can be found 
by desorbing the dye in 0.1M KOH and measuring the absorbance of the 
solution.  This approach allows the injection efficiency to be estimated. 
The IPCE measurement does not take into account reflection losses.  However, 
it is straight-forward to correct for the reflections of the glass and FTO, where 
in this case the conducting glass had a transmission factor of c.a. 85%. 
It was also used to cross compare the theoretical and experimental short-
circuit currents under AM1.5 conditions because; 
 
i   I  IPCE  d 68sc 
 
This cross-comparison and the invariance of the IPCE on light intensity 
confirm the assumed independence of electron injection efficiency. 
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6 Fabrication of Dye-sensitized Nanocrystalline Solar 
Cell 
Cell preparation involved a long sequence of steps, as shown below. 
Figure 40: DSC fabrication route. 
6.1 Nanocrystalline Titanium Dioxide Colloid Preparation: The 
Solaronix Colloid and the Acetic Acid Sol-Gel Colloid 
Two types of colloid were used in the cells presented, one type using a method 
developed internally, and a second type purchased from Solaronix (Ti-
Nanoxide HT, High Transparency Oxide with a particle diameter of 9-10nm). 
The internally developed type of colloid was prepared as follows:  A volume of 
3.7ml of titanium (IV) isopropoxide (Aldrich 99.9%) was mixed with 1ml of 2­
propanol (Aldrich anhydrous 99.9%). This solution was added drop-wise over 
30 minutes into mixture of 8ml glacial acetic acid (Aldrich 100%) and 25ml of 
milli-Q water at 0ºC. The resulting solution was then heated to 80ºC and 
stirred for 8 hours. The milky white gel-like solution was transferred to a 
PTFE lined titanium autoclave and heated to 230ºC via a thermostatic heating 
pad for 12 hours.  A colloid containing nano-sized TiO2 particles was the result 
of the high temperature and pressures in the autoclave.  The solution was 
sonicated and then rotary-evaporated until a paste of desired consistency 
obtained, “double cream”. 0.4g of Carbowax (Riedel-de Haen, Carbowax 
20000) was then added and the solution left stirring overnight.  The result was 
a white paste of suitable consistency for doctor blading onto glass.  To control 
the final TiO2 film thicknesses, the viscosity of the paste was adjusted by 
adding de-ionised water.  When in use, the colloid was kept under stirring and 
for storage was kept refrigerated and sealed. This was true of both types of 
colloids used. 
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6.2 Glass Cleaning 
The conducting glass plates (LOF TEC15) were cleaned by sonicating for 15 
minutes in Deconex (5%), propan-2-ol, ethanol and absolute ethanol, 
sequentially.  In between sonications, the electrodes were rinsed in milli-Q 
water. This ensured the removal of all organic substances (grease) that tend 
to be found on the surface of the furnished conducting glasses. 
6.3 Preparation of the Blocking Layer 
The technique used was first introduced by Kavan & Grätzel [129]. 
Spray pyrolysis TiO2 blocking layers were deposited from 0.2M titanium di­
isopropoxide bis(acetylacetone) (Aldrich) in propan-2-ol.  Clean FTO electrodes 
were placed on a hotplate at 450ºC. The films were deposited by spraying the 
solution using a hand held atomiser by two short bursts every ten seconds for 
3 minutes.  The hotplate was surrounded on three sides by a foil-covered box 
to keep the temperature of the plate constant.  After film deposition, the FTO 
electrodes were left on the hotplate for a further five minutes before being 
removed and allowed to cool.  This technique resulted in blocking layers of the 
order of 100nm in thickness which suppressed the back electron transfer from 
the FTO to the I3- [38]. 
6.4 Nanocrystalline Titanium Dioxide Layers 
The TiO2 colloid was transferred onto the FTO by drawing the paste through a 
template made from c.a. 40m thick Scotch tape.  The Scotch tape templates 
were made with a hole punch (circular cut 5mm diameter) and carefully placed 
on the glass.  A glass rod was drawn over the template to ensure uniformity 
and release of air bubbles. 
A drop of colloid was then placed near the unmasked area and spread using 
the glass rod. This was repeated until the colloid layer became uniform but 
before the paste began to dry.  This method resulted in film thicknesses of c.a. 
5m, having an area of 0.196cm2. Films were left to dry and rest at normal 
room conditions before firing.  Film thicknesses were measured using a 
Dektak 6M profilometer. 
The electrodes (TCO and colloid film) were then fired in stream of air at 450ºC 
for 25 minutes. The colloid film would initially turn black due to thermal 
decomposition of the organics contained in the paste.  This colour would then 
fade, resulting in a transparent nanocrystalline mesoporous anatase TiO2 film.  
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6.5 Counter Electrode 
Single holes of c.a. 0.5mm in diameter in the counter electrode were made 
using a dentist’s diamond tipped drill. This drilling was carried out from the 
conducting side under water immersion.  Drilling was done from the 
conducting side because of the tendency for the glass to slightly shatter as the 
drill exited the glass.  Water was used to help glass dust disperse away and 
keep the drill bit cool.  The glass was then cleaned as described above. 
Platinum was deposited on the conducting side of the glass by sputter-coating. 
Only a thin semi-transparent film is required to ensure facile regeneration of 
the redox couple. The performance of the counter electrodes were periodically 
tested. This was achieved by fabricating thin layer cells consisting of two 
adjoined counter electrodes, filled with electrolyte, and then measuring the 
current voltage characteristic of the thin cells (example shown in Figure 41). 
Figure 41: Current Voltage curve of a typical CE/CE setup (left is full 
scale, right is magnified view) to test the performance of the counter 
electrode.  At 1 sun the cells typically produced 1 to 2mA (5 to 
10mAcm-2). At this current density, the overvoltage at the counter 
electrodes is negligible, c.a. 10mV.  This setup also allows one to 
estimate the intrinsic resistance of the cell using Ohms Law, V=IR.  
For this cell it is c.a. 5. 
The resultant electrodes had a transmission coefficient of c.a. 65% in the 
visible, and were, accordingly, suitable for counter electrode illumination.  The 
electrodes were fired for 5 minutes at 200ºC before and after sputtering to 
remove organics from the surface.  If this were not done, the Pt films tended to 
detach from the FTO when in contact with the electrolyte solution. 
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6.6 Electrolyte 
The electrolyte used in this work was based on the I-/I3- redox couple.  The 
following were dissolved in acetonitrile to make up the redox electrolyte: 
0.05M iodine; 
0.1M lithium iodide; 
0.5M tertiary butyl pyridine. 
The tertiary butyl pyridine is a standard additive that has been found 
empirically to improve cell performance. 
6.7 Dye Solution and Sensitization 
The N719 dye utilised is available commercially from Solaronix.  Again, it has 
been found empirically that a 0.3mM solution in 1:1 absolute 
ethanol/acetonitrile results in good sensitization performance. 
After firing, the electrodes were cooled or heated to c.a. 80ºC on a hotplate and 
transferred into the dye solution in a staining jar and left sealed in nitrogen 
atmosphere in the dark overnight.  Upon dyeing, the electrodes were rinsed 
thoroughly in acetonitrile to remove excess unattached dye.  They were then 
dried in nitrogen and stored in acetonitrile in the dark. 
6.8 Final Assembly 
The electrodes were joined together using 25m thick adhesive polymer gasket 
(available via Solaronix), having the same shape as the templated Scotch tape. 
A hypodermic needle (~0.5mm diameter needle tip) was then inserted in the 
hole of the counter electrode and filled with electrolyte.  The cells were then 
placed in a vacuum chamber and pumped down until the electrolyte began to 
bubble. At this point air was rapidly allowed back into the chamber, pushing 
the electrolyte into the space between the working and counter electrodes, 
filling the cell. The filling holes were sealed using the same polymer adhesive 
and thin glass square plates. 
6.9 Cell Enhancements 
In order to reduce the RC time constant when performing some photocurrent 
transients, the contact resistance of the cell was minimised by evaporating 
gold up to the edges of the working areas of the electrode and counter 
electrode. This was performed after the working and counter electrodes had 
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been through the normal preparation phases.  Circular 7 mm diameter brass 
masks were used to mask the working area of the cell.  For better adherence of 
gold to the surface, a buffer layer of chromium was evaporated first to 
eventually produce a scratch resistant metal surface. 
As the capacitance scales linearly with TiO2/TCO interface area, the active cell 
area was made as small as possible.  After preliminary experiments, an active 
area of 0.196cm2 was used. 
It was found that the gold contacts reduced the series resistance from 20 to 
5. This was verified by impedance spectroscopy at short-circuit.  The 
reduced series resistance was also evident from higher fill-factors of the AM1.5 
iV curves (see Figure 65). 
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 7 Characterisation of a Dye-sensitized Nanocrystalline 
Solar Cell Using a Secondary Sensing Electrode 
In order to understand the transport and transfer of electrons in a DSC, cells 
were fabricated where a titanium contact was used to probe the quasi-Fermi 
level (QFL). Measurements with these cells allowed comparison of 
experimental and predicted profiles of the QFL under different working 
conditions.  The idea of incorporating a secondary electrode to measure the 
QFL was first suggested by Würfel et. al. [130, 131] and was then developed at 
the University of Bath by the author [2]. 
The internal potential (USE) was measured as a function of applied bias (i.e. 
along the positive power quadrant of the iV curve) and fitted using solutions to 
the continuum equation [2].  The values obtained from the fitting are 
discussed.  The effects of trapping were explored by measuring how the 
trapped charge within the cell varied with applied bias and internal potential. 
The temperature coefficients of the open-circuit voltage VOC and the VSE were 
also characterised [132] and shown to be compatible with conduction band 
diffusion and recombination of electrons.  The use of an internal electrode also 
proved interesting with regards to characterising the apparent electron lifetime 
via photovoltage decay.  The PV decay was shown to occur more rapidly 
without a blocking layer and it was demonstrated that under these conditions, 
the QFL decay is spatially inhomogeneous. 
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7.1 Incorporation of a Secondary Sensing Electrode 
To prevent short-circuiting between the added electrode and the blocking/FTO 
substrate, a strip of the conducting FTO substrate was etched.  Kapton® 
polyimide tape was used for masking. To etch the unmasked area, zinc 
granules were placed on it and then a few drops of concentrated HCl were 
added for only a few seconds to dissolve the FTO.  The etching was stopped by 
rinsing the electrode with distilled water to prevent the etching from 
continuing beneath the masking tape.  The glass was then cleaned and the 
blocking layer added as described previously. 
Figure 42: Schematic representation of how the Ti sensing electrode 
was deposited 
The porous TiO2 film was deposited onto the glass leaving about 1mm overlap 
onto the non-conducting the etched region of the substrate.  This geometry 
ensured that the internal secondary electrode did not come into contact with 
the active area of the working electrode.  The 1mm wide, c.a. 100nm thick 
titanium strip was deposited by thermal vacuum evaporation of 99% titanium 
wire. 
To prevent a secondary route for back reaction of the electrons in the TiO2 
with the electrolyte species, the electrode was passivated by growing a TiO2 
layer on the titanium surface.  Two methods were used to passivate the 
secondary sensing electrode (SE).  Initially after depositing the Ti film on the 
TiO2 electrodes were heated in air at 450oC to grow an oxide layer [133]. 
However it was later found that by evaporating at moderate vacuum levels 
(10-4 bar) rather than high (10-6 bar), the remaining oxygen inside the vacuum 
chamber was enough to form a sufficiently thick oxide layer on the SE to 
passivate it.  The oxidation of the titanium was manifest in-situ by the 
decrease of the vacuum pressure during the deposition.  Following inclusion of 
the SE, the cells were assembled in the usual manner. 
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Figure 43 Photograph of a typical cell employing the secondary 
sensing electrode.  The broken line represents the separation 
between the conducting and non-conducting areas of the glass 
substrate.  The solid line outlines the area onto which the Ti was 
evaporated onto. 
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7.2 Secondary Sensing Electrode Optimisation 
This section highlights the necessary precautions that are required to obtain 
reliable results from the SE.  The three precautions were: (i) a minimum 
thickness of the Ti was required; (ii) the Ti surface of the electrode had to be 
passivated to prevent an additional route for recombination, and (iii) the un­
contacted overhanging active area had to be minimised. 
The SEM images (see Figure 44) suggested that the Ti penetrated the TiO2 film 
to a depth of c.a. 0.5m. Attempts were made to look at the region where the 
Ti strip transitions from the TiO2 onto the glass substrate but, the limited 
depth of field of the SEM technique coupled with the geometry of the electrode, 
made it impossible to inspect this transition. 
Figure 44 Oblique cross-section SEM images of the deposited Ti on 
the TiO2. Sample was broken in half to expose the cross-section of 
TiO2 and Ti.  For all images from left to right: Surface layer, top 
edge/Ti, sectioned TiO2, sectioned FTO/glass.  Image A is a low 
magnification image contrasting the areas where the Ti was 
deposited and not deposited.  At first, the bright strip in the cross-
section of the TiO2 would suggest that the Ti penetrated the TiO2 
structure to a significant degree.  However, looking more closely with 
image B the bright area appears to be an overhanging film of Ti. This 
could occur as the electrodes are broken in half, stretching and 
tearing the Ti film.  Moving away from the overhanging lip one can 
observe in image C a c.a. 0.5m bright layer. With an image taken 
away from the zone where the Ti was deposited as in image D, the 
upper layer of the TiO2 is not as bright.  These images suggest that 
the level of penetration of the TiO2 to be about 0.5m. 
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The minimum thickness of Ti required to obtain reliable results was c.a. 
100nm. This thickness was necessary to guarantee an unbroken structure of 
the Ti electrode from within the cell to the outside circuit, where it has to step 
down c.a. 5m onto the substrate. The thickness quoted here were not 
measured on the TiO2 layer but on the glass substrate adjacent to the TiO2. 
Profiles along the TiO2 intersecting the region where the Ti was deposited did 
not show any change in thickness, suggesting the Ti penetrated the TiO2 film. 
If the internal electrode is not passivated not only is the potential measured at 
the electrode unrepresentative of the nature of the QFL of a normal cell, but it 
will also have a negative effect on iV characteristic, as illustrated in Figure 45. 
Figure 45  AM1.5 i vs UFTO (Left) and USE vs UFTO (Right) for cells with 
different thermal oxidation times to passivate the SE.  Voltages were 
measured with respect to the counter electrode. The electrolyte did 
not include tertiary butyl pyridine, and hence the low open-circuit 
voltages.  No blocking layer was included in these preliminary 
measurements. 
Figure 45 also illustrates how the internal photovoltage measured by the SE 
varied according to the applied bias at the working electrode (FTO).  The 
unpassivated electrode cell had a lower voltage because electrons recombine 
with the electrolyte species at a greater rate at the surface of the titanium 
electrode. This suggests that inside the TiO2 layer there is bi-directional 
electron flow towards the collecting substrate and secondary electrodes, 
impacting on the short-circuit current. 
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Figure 46: Rendition of the possible QFL distribution at short-circuit 
within the TiO2 due to recombination at x=d where sensing SE is 
present. 
The other aspect that interferes with the measuring of the internal voltage is 
by how much the TiO2 film overlaps the non-conducting etched area.  As the 
etched region non-conductive, locally the cell appears to be at open-circuit, i.e. 
the electrons would have to move laterally towards the area where they can be 
collected. The problem is illustrated in Figure 47. 
Figure 47: Hypothetical IR drop occurring within the SE.  Electrons 
generated in the volume (dark grey) of TiO2 covered by the Ti film but 
where the FTO was etched will be collected and travel around within 
the metallic electrode (which has a resistance associated to it) and 
re-injected into the TiO2 to diffuse to the FTO. The insulated areas 
(lighter grey) not covered by the Ti film are isolated from the rest of 
the film.  The reason for this is that the lateral distance (~mm) to 
either the Ti film or the underlying FTO will be greater than the 
diffusion length (~m) of the electrons. 
An IR drop could arise from the electrons travelling through the Ti film, and its 
value be a function of the current through the Ti film and the resistance of the 
same film. The amount of charge would be, in principle, be linearly 
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proportional to the volume of TiO2 in contact with the Ti but not with the FTO, 
this volume scaling linearly with the length of the overlap. 
Figure 48 illustrates the three geometries that were used to test how the 
voltages measured by the secondary electrode varied. The overlapping used 
was 0mm, 1mm and 2.5mm. The 0mm overlap was an attempt to minimise 
the overlap to a marginal amount.  The 1mm overlap was the minimum that 
could be repeatedly achieved by the method of fabrication. The 2.5mm overlap 
gave a 1:1 ratio of the overlapping area with the area in direct contact with the 
FTO substrate. 
Figure 48:  Three geometries used to investigate the effect of overlap 
of the TiO2 on a non-conducting substrate (etched). 
The attempts at a minimal overlap (0mm) resulted in a low voltage at short-
circuit, and thus appeared to be short-circuiting with the FTO substrate. 
Under open-circuit conditions the voltages measured at the FTO and SE varied 
by less than 3%. The variation could be attributed to variations in the 
illumination distribution and the accuracy of the DVM used. 
Figure 49: Left: Values of the internal voltage measured by the SE 
(passivated) at short and open-circuit as a function of TiO2 overlap 
with etched region.  The voltage measured for the SE at short-circuit 
increased as the overlap increased at 35mV per mm (ignoring 0mm 
overlap data).  Right: Comparison of the measured voltage at the SE 
and FTO under open-circuit conditions. 
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The problem due to the overlap is evident in Figure 49 where the voltages 
measured for the SE under short-circuit conditions increased with greater 
overlapping.  Because the SE is thin and partially oxidised, the resistance 
associated to it could be large, thus giving rise to the IR drop across it.  If one 
extrapolates to 0mm overlap then, according to these results, the added 
potential measured at the SE is c.a. 35mV greater than the true vale c.a. 
500mV. 
Highlighted were the precautions required when a secondary Ti electrode is 
incorporated into the TiO2 film of a DSC. There is the physical contacting 
between the film to the outside requiring a minimum film thickness.  The 
passivation of the electrode was also shown to be crucial yet simple to achieve. 
An offset to the voltages measured by the electrode could also be present due 
to currents flowing internally through the Ti film. 
Figure 50 iUFTO and UFTOUSE characteristics of a standard cell with an 
optimised SE, for various temperatures. 
Figure 50 illustrates the corresponding temperature dependence of the 
complete iUFTO and UFTOUSE curves of these cells.  In the following sections, the 
added information provided by measuring the internal QFL by use of the SE 
will be put into practice to compare theoretical predictions to experimental 
data. 
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7.3 An Example of the Importance of the Blocking Layer 
With the optimised incorporation of the secondary sensing electrode, the 
photovoltage decays present some interesting results.  The decay profiles of 
the FTO and SE for a cell with a blocking layer were, as expected, identical 
(see Figure 51).  This is the case if the QFL decay throughout the TiO2 layer is 
homogeneous and the electrodes contacting to the TiO2 do not interfere with 
the recombination rates.  This has to be true for the FTO and SE electrodes. 
For cells with no blocking layer, the QFL decay was found to be spatially 
inhomogeneous, as recombination via the FTO is predominant.  This has 
serious consequences when inferring electron lifetimes by measuring the 
voltage at the FTO.  The transients demonstrate the importance of a blocking 
layer in the characterisation of a DSC.  Results obtained for cells without a 
blocking layer are thus likely to be distorted by back reaction of electrons via 
the FTO substrate (see Figure 5). 
Figure 51 Photovoltage decays of cells with an optimised secondary 
electrode.  The influence of a blocking layer on the FTO is evident. 
The same profiles are shown on two temporal scales, linear and 
logarithmic. 
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7.4 Ideality of the Measured Open-Circuit Voltage 
Since the photovoltage decays of optimised cells with blocking layers showed 
matching transients for the FTO and SE, the same would be expected of 
lifetimes obtained from IMVS measurements.  This was indeed the case.  For 
each voltage, similar lifetimes were obtained for the two contacts.  However, 
these lifetimes were not exactly identical to those obtained via PV decays.  The 
lifetimes measured by IMVS (see Figure 52) separated from those measured via 
photovoltage decay at intermediate potentials (0.35 to 0.6V). This was also the 
regime where the photo-stationary open-circuit photovoltages also separated 
(see Figure 53). 
Figure 52 Apparent electron lifetimes of four typical cells employing a 
secondary electrode.  Lifetimes were measured by IMVS and PV 
decay. 
It is unclear if the differences seen in the lifetimes was an artefact created by 
fitting the IMVS data or whether there is a real difference between the two 
methods, which in principle should yield the same results. 
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If the transfer of electrons to the electrolyte occurs via the conduction band, 
then the value of the slope of the open-circuit voltage intensity dependence 
should be 59mV/decade at room temperature.  However, for the particular cell 
shown in Figure 53, the gradient was 82mV/decade. 
dU photo,FTO  82mV
d log(I ) 
Figure 53 (A) Photovoltage versus illumination (532nm) for the FTO 
and SE at 22ºC.  (B) Photovoltage versus illumination for lower and 
higher temperatures, 5.5C and 65C respectively. (C) Voltage 
measured at the SE when the FTO is short-circuited (i.e. cell is 
short-circuited). (D) Difference in measured photovoltage between the 
FTO and SE versus illumination at the three different temperatures. 
The voltage range where the IMVS lifetimes are lower than the PV lifetimes 
(0.35 to 0.6V) is also the range in which the intensity dependence of the 
photovoltage measured at the two electrodes splits (1011~1016 photons cm2s-1). 
The peak in the difference between the FTO and SE shifted to higher 
illumination intensities with increased temperature, and at low intensities, the 
voltages measured at both electrodes were again equivalent. At the highest 
temperature of 65 º C, the FTO also deviates from the logarithmic relationship. 
The c.a. 100mV difference between the electrodes at 1015 photons/cm2 implies 
a significant electron concentration gradient that would draw electrons from 
the FTO towards the SE. 
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Ideally, the gradient of the photovoltage should be dependent on temperature 
(see equation 32).  However, the profiles at three separate temperatures are 
parallel for reasons that are not clear.  
To further elucidate on the performance of the SE, PV decay transients were 
measured as a function of temperature. As the temperature was increased the 
difference in the decay transients between the FTO and SE also increased. 
The transients at the FTO always decayed more rapidly than the transient of 
the SE, suggesting the kinetics for back reaction at the FTO are more sensitive 
to temperature.  This could be caused by the imperfect passivation of the FTO 
with a BL. These temperature effects shown here are further explored and the 
results discussed sections 7.8 and 8.2. 
Figure 54 Photovoltage decays for a cell with the SE.  Decays were 
recorded at various temperatures.  At increased temperatures, the 
decay transients are more rapid but there is also a splitting between 
the voltage measured at the two electrodes, with the more rapid 
decay transients measured for the FTO. 
The PV decay transients suggest the passivation of the SE was always better 
than that at FTO, i.e. the recombination kinetics at the SE are lower than 
those at the FTO.  However, the photovoltage dependence on illumination (see 
Figure 53) appears to indicate the contrary.  The reasons for this contradiction 
remain unclear. Nonetheless, at high illumination intensities and low 
temperatures the splitting of the voltages measured at the two contacts is not 
observed. 
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7.5 Direct Measurement and Modelling of the Quasi-Fermi Level 
Using a Titanium Secondary Electrode 
Having shown how the QFL inside the TiO2 under certain conditions can be 
probed reliably, the characteristics of the QFL were modelled and compared to 
experiment.  In section 4.6 the iV curve was formulated by solving the 
continuity equation for diffusive electron flow.  The solutions were presented 
as a function of voltage at x=0.  The insertion of the secondary electrode allows 
the voltage to be probed at x=d (d being the TiO2 thickness).  Therefore, one 
can test the diffusive model for electron transport by measuring the 
relationship between applied voltage, internal voltage and photocurrent. 
Figure 55  Experimental (full lines) i vs UFTO, USE vs UCE and UFTO vs 
USE under (a) 1 sun and (b) 0.1 sun illumination intensities with the 
fitted curves superimposed (broken lines). 
In Figure 55 are the results of a SE cell where the internal potential was 
measured as a function of applied bias.  The cell was illuminated with 532nm 
LED at two different intensities to mimic the conditions under 1 and 0.1 sun. 
The fitting of the curves resulted in reasonable superposition of the measured 
and modelled data.  The discrepancy in the fill-factors is a result of the series 
resistance of the cells.  Cells that were optimised to have a lower geometric 
series resistance had clearly improved fill-factors.  Consequently, at lower 
current densities, i.e. at 0.1 sun, the fill-factor is noticeably improved.  No 
over-potential at the counter electrode was observed as the measured potential 
differences between the FTO, SE and CE were all complimentary, i.e.; 
U SE UCE   U SE U FTO  Uapp 
The curves were fitted to the experimental data in three stages, with analogies 
to the terms in the continuity equation (equation 38).  Firstly, the calculated 
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short-circuit currents were checked to match the measured ones by tweaking 
the absorption coefficient and light intensity, as exact values for these are 
difficult to measure.  Also defining the generation rate of electrons and hence 
the short-circuit current density is the TiO2 film thickness, but this was well 
characterised and thus not changed to suit.  This comparison between 
calculated and measured short-circuit current density only holds true when 
the TiO2 is thickness is c.a. three times less than that of the electron diffusion 
length. These physical parameters correspond to the first term in the 
continuity equation.  Secondly, the diffusion coefficient was determined by 
matching the modelled and measured voltage at x=d when the cell was at 
short-circuit.  This corresponds to the second term in the continuity equation. 
Thirdly, the electron lifetime was established by obtaining the correct value 
that would match the measured open-circuit voltage, i.e. when the dark 
current (recombination current) matched the photocurrent.  This in turn 
corresponds to the last term in the continuity equation.  Thus, to a certain 
extent, the diffusion coefficient and electron lifetimes were determined 
independently. 
Comparing the internal potential profile as a function of applied bias for the 
two different intensities raises an interesting contrast.  At low biases, the high 
intensity data better matched the modelled data, while when the maximum 
power point was approached and surpassed the data at lower intensities was 
in better agreement. 
Table 7.5-1 – Fitting parameters used in Figure 55 
Parameter 1 Sun 0.1 Sun Description 
estimated a priori 
EC-EF,redox 
NC
0.95 eV 
1021 cm-3 
0.95 eV 
1021 cm-3 
energy difference between conduction 
band and redox potential 
conduction band density of states 
resultant from fitting 
D0
0 
L0 
d 
I0
 
 0.35 cm2s-1 
16.5 ms 
760m 
5 m 
 8.35x1016 cm-2s-1 
2000 cm-1
0.29 cm2s-1 
4 ms 
350m 
5 m 
8.35x1015 cm-2s-1 
 2000 cm-1 
CB electron diffusion coefficient 
CB electron lifetime 
CB electron diffusion length 
measured values TiO2 thickness 
incident photon flux 
photon absorption coefficient at 532nm 
These measurements suggest an electron diffusion coefficient of hundreds of 
microns, greater than has been estimated beforehand by time dependent 
dynamic measurements (see section 4.8).  As discussed beforehand the 
interpretations suffered from being analysed as a function of light intensity 
and not as a function of the position of the QFL. 
The position of the conduction band edge is not a defined value as it is 
influenced by adsorbing species onto the TiO2 and changing the surface dipole 
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moment (e.g. adsorption of lithium, protons or tertiary butyl pyridine).  In fact, 
the band edge could shift as the quasi-Fermi level is raised due to charge 
accumulation within the TiO2. The choice of conduction band density of states 
is to some extent also arbitrary. 
Table 7.5-2 
diffusion coefficient from fitting electron lifetimes from fitting 
NC (cm-3) 
EC-EF,redox 
0.95-0.059 eV
0.95 eV 
0.95+0.059 eV
NC (cm-3) 
EC-EF,redox 1020 1021 1022 
 3.5x10-1 3.5x10-2 3.5x10-3 0.95-0.059 eV 
3.5 3.5x10-1 3.5x10-2 0.95 eV 
35 3.5 3.5x10-1 0.95+0.059 eV 
1020 1021 1022 
16.5 165 1650 
1.65 16.5 165 
0.165 1.65 16.5
 D0 (cm2s-1) 0 (ms) 
Table 7.5-2 demonstrates how varying EC-EF,redox or NC affected the inferred D0 
and 0. If EC-EF,redox is increased by 59meV then to maintain the same D0 and 
0, NC must be increased by an order of magnitude.  If NC is increased by an 
order of magnitude, D0 must be lowered and 0 increased by an order of 
magnitude whilst maintaining their product and, hence, Ln constant. 
Similarly, if EC-EF,redox is increased by 59meV, D0 must increase by an order of 
magnitude and vice versa for 0. The values of D0 and 0 are maintained if 
both Nc and EC-EF,redox scale together, (left to right diagonal in Table 7.5-2). 
Deviation from this diagonal in one direction results in un-physically large 
diffusion coefficients or in the other direction un-physically large lifetimes. 
It is important to remind the reader that the electron diffusion coefficients and 
lifetimes are for electrons in the conduction band, and are not the apparent 
values obtained from the dynamic methods such as IMPS and IMVS/PV decay. 
The quasi-static approximation detailed in section 4.8 describes how the 
diffusion coefficients and electron lifetimes are correlated due to sub-band gap 
trapping. Therefore, one can use data from IMVS/PV decay and IMPS 
measurements to set upper and lower limits for electron lifetimes and diffusion 
coefficients respectively.  This is further discussed in section 7.6. 
One might expect the maximum value of the diffusion coefficient to be that of 
bulk anatase TiO2. From the Hall mobility measurements of Forro et. al [134], 
the electron diffusion coefficient in single crystal anatase can be calculated to 
be D00.4cm2s-1. Lower diffusion coefficients might be a consequence of added 
electron scattering due to the porous TiO2 structure. Monte Carlo modelling by 
Cass et. al. [135, 136] of electron transport in an array of interconnected 
nanocrystals, predicts that geometrical constraints associated to the narrow 
necks between particles reduces the electron diffusion coefficient. 
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The electron lifetimes can never be longer than the apparent electron lifetimes 
observed in IMVS and photovoltage decay techniques.  Therefore, an upper 
limit on the electron lifetimes can be set to 1ms (see Figure 52 and Figure 56). 
However, lifetimes resultant from the fitting of the QFL are longer.  In addition, 
the discrepancy between the inferred lifetimes at 1 sun and 0.1 sun 
intensities, is probably a consequence of the non-ideal nature of the cells. 
Ideal characteristics would lead to an increase in photovoltage by 59meV per 
decade of illumination.  This was not the case for these cells in question (see 
Figure 53).  This is most probably due to additional states, located on the 
surface of the TiO2 particles that are involved in the transfer of electrons to I3-. 
This has important consequences on the modelling because ideal behaviour 
was always assumed.  However, if the diffusion length remains large (Ln>3d), 
the value of the lifetime does not change the QFL profile at short-circuit (see 
Figure 23) and thus, does not affect the value of the inferred diffusion 
coefficient. 
7.6 Electron Lifetime Estimation by Measuring the Apparent 
Electron Lifetime 
A minimum value for the conduction band electron lifetime (0) can be 
obtained by measuring the minimum apparent electron lifetimes (n). The 
quasi-static approximation allows the apparent electron lifetimes to be related 
to the conduction band electron lifetime (see equation 62).  To compare theory 
with experiment requires the trap distribution to be characterised (the 
characteristic temperature TC, and the trap density Nt). There is, as always, 
flexibility in the use of other parameters and thus far, plausible values for 
conduction band edge position and density of states have already been 
explored.  The value of TC can be measured either by the charge extraction 
technique or in principle by the apparent lifetime techniques (PV decay and 
IMVS). 
Obtaining TC via PV charge extraction is, in principle, straightforward as it is 
an independent value, i.e. its value is unaffected by the assumption of other 
physical values. 
TC can also be determined from how the apparent lifetime varies according to 
the Fermi level (or measured open circuit voltage) [121]. 
TC  d log n  70 dqU photo 
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However, this is only true if the cell behaves ideally which is not true for most 
cases.  This leaves one parameter, the total trap density Nt (integral of the trap 
density of states function between EF,redox and EC). Because of the way Nt is 
defined here, it is inherently coupled with the position EC. 
Figure 56 Measured and fitted apparent electron lifetimes calculated 
from a PV decay transient.  0=1ms fitting parameters; EC­
EF,redox=0.95eV, NC=1021cm-3, TC=800K,  Nt=1019. Fitting was guided 
by the SE data as it was more ideal. Table 7.6-1 shows how varying 
parameters required others to be modified to maintain a fit. 
Table 7.6-1 
Fitting for constant EC-EF,redox=0.95eV Fitting for constant 0=1ms and 
and TC=800K adjusting for 0 (ms) TC=800K adjusting EC-EF,redox (eV) 
NC (cm-3) 
Nt (cm-3) 
1018 
1019
1020
NC (cm-3) 
Nt (cm-3)1020 1021 1022 
1 10 100 1018 
1019 0.1 1 10 
1020 0.01 0.1 1 
1020 1021 1022 
0.95 1.05 1.105 
0.85 0.95 1.05 
0.75 0.85 0.95 
0 (ms) EC-EF,redox (eV) 
As depicted in Figure 56, adequate fits were achieved using similar values for 
NC and EC-EF,redox as when fitting the QFL.  However, the lifetime used for 
fitting the 1 sun SE electrode data (17ms in Figure 45) is larger than the 
minimum measured apparent electron lifetime.  If the extrapolation of the 
apparent electron lifetime is correct, then the conduction band electron 
lifetime should certainly be 1ms or less. 
Another minimum that can be set in terms of the parameter used is the total 
trap density Nt. In this case, a minimum Nt of 1018cm-3 was estimated by 
measuring at the highest experimentally possible photovoltage of c.a. 750mV. 
Accordingly, using the information provided in Table 7.6-1, and the fact that 
the lowest measured apparent electron lifetime was 1ms, NC then cannot be 
less than 1020cm-3. This in turn sets a lower limit on EC-EF,redox to 0.90eV (see 
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Table 7.5-2). 
Clearly, there is certain flexibility in the use of parameters to fit the data. 
Nevertheless, the lifetimes being estimated from the fitting of the QFL 
contradict those obtained by apparent lifetime measurements.  To a certain 
extent, this is not surprising because the fitting of the QFL assumes ideal 
behaviour, whereas this is not always the case. 
Figure 57 Open-circuit voltage versus intensity for 5 cells with and 
without the SE.  dUphoto/dlog(I)=82meV, essentially the same as that 
in Figure 53. 
The values obtained for TC obtained by PV charge extraction were generally 
higher from the IMVS/PV decay.  For example, the data in Figure 58 results in 
a TC value of 1100K and apparent electron lifetime data in Figure 56 results in 
a TC value of 800K.  Again, this discrepancy arises because of the assumed 
ideality of the cells.  The indirect method to determining TC by measuring the 
apparent lifetime assumes an ideal dependence of the photovoltage. 
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Figure 58 Charge extraction data.  Fitting resulted in TC=1100K and 
Nt=1019cm-3 when EC-EF,redox=0.95eV. 
The model assumes that the rate of back reaction varies according to the 
Boltzmann relationship; 
k0 nC  k0 NC exp
 EC
k 
 
T
EF 
 71 
 B  
If there are surface recombination states, then the overall rate constant for 
back reaction will be dependent on electron concentration, and thus result in 
a variable electron lifetime dependent on the position of the QFL. 
Empirically to account for the surface states we can write; 
  k0 nC   k0 NC  exp
  EC  EF 
 72 
 kBT  
This avenue, however, was not explored because of the added complications. 
Nevertheless, it is possible to fabricate DSCs that demonstrate almost ideal 
characteristics relating to the electron lifetime/back reaction rate constant 
and conduction band electron density. 
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Figure 59 Example of almost ideal cell with a gradient of 62mV per 
decade of illumination.  Fitting was biased towards the high intensity 
data because of known additional effects of electron recombination 
via the FTO substrate, due to imperfect passivation by use of a 
blocking layer.  Physical parameters for fitting were EC-EF,redox=1.0eV, 
NC=1021cm-3, 0=10ms, d=5m and =1000cm-1. The colloid used 
was that prepared via the acetic acid in-house route. 
This highlights the importance of preparation of the TiO2 film and the impact 
on what is measured.  Unfortunately, cells containing a SE were not 
manufactured using the in- house colloid.  However, this almost ideal cell was 
used to test the quasi-static formulation and determine electron lifetimes via 
transient methods over a range of temperatures (see section 8). 
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7.7 Charge Extraction Along the iV Curve 
It has been directly established for the measurements on cells with the 
secondary electrode that there is indeed a measurable QFL within the TiO2 
film that can be described by a diffusive model for electron transport.  The 
interaction of QFL (and hence the free electron density) with the trap 
distribution has thus far only been explored for homogeneous distributions, 
e.g. determination of apparent electron lifetimes via IMVS and the PV decay. 
As pointed out previously, if the trap states are not recombination sites 
(surface states), they then play no role in describing the photostationary 
characteristics of a cell. 
Würfel et. al. [125] measured the electron density at short-circuit.  They found 
that the extracted charge under short-circuit conditions was equivalent to that 
extracted from PV decay when the voltage across the cell was c.a. 550mV, and 
hence concluded that at short-circuit there was a significant electron density 
and QFL within the film.   The conclusions are similar to those obtained by 
O’Regan and Lenzmann [108] and Boschloo et. al. [109] (see section 4.6). 
These methods only estimated the internal QFL at short-circuit, although one 
method measured the trapped electrons directly [125], and the other 
measured the “residual” average voltage [109]. 
With the knowledge of how the QFL profile behaves for different applied biases, 
it is now possible to test in conjunction, the ideas of an exponential trap 
distribution and the diffusive model for electron transport. 
The local trapped electron density at x is determined by the local QFL level 
(EF(x)-EF,redox). For an exponential trap distribution the trapped electron 
density is given by; 
nt  x  Nt exp EF x EC 73 kBT 
Figure 60 illustrates a typical set of calculated QFLs that correspond to 
different points on the iV curve.  Typically, the QFL varies strongly for 
x<0.5m and then is flat throughout the film. For the rest of the film 
(x>0.5m) the QFL does not vary until the applied bias becomes equal to the 
internal QFL. It is, therefore, easy to foresee that the trapped electron density 
in the TiO2 will not vary significantly until the applied bias becomes equivalent 
to the internal QFL. This corresponds to the measured inflection of the QFL 
depicted in Figure 55. 
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Figure 60 Example of how the QFL and the resultant trap electron 
density varies for different biases at x=0. Standard parameters were: 
D0=0.04cm2s-1, 0=1ms, EC-EF,redox=0.95eV, NC=1021cm-3, Nt=1019cm-3, 
TC=1000K.  The density of trapped electrons is directly proportional 
to the QFL so only one set of curves is required to represent both. 
Figure 61 demonstrates a few examples of how varying the diffusion coefficient 
and electron lifetime affects the QFL and the trapped electron density. The 
dependence on the diffusion coefficient is straightforward, whereby a lower 
diffusion coefficient gives rise to a higher internal QFL to support the 
photostationary current.  This in turn gives rise to a higher trapped electron 
density. The electron lifetime only affects the QFL profile when Ln<3d, giving 
rise to a maximum QFL somewhere within the film and not at x=d. 
Figure 61  Left - effect of electron diffusion coefficient (cm2s-1). Right 
- effect of electron lifetime (ms).  Standard parameters were: 
D0=0.04cm2s-1 (right), 0=1ms (left), EC-EF,redox=0.95eV, NC=1021cm-3, 
Nt=1019cm-3, TC=1000K.  When Ln>3d the QFL profiles are 
independent of the electron lifetime but shift according to the 
diffusion coefficient.  The position of the QFL only becomes a 
function of the lifetime when Ln<3d. 
Having shown how the electron diffusion coefficient and lifetime affect the QFL 
and hence the trapped charge, Figure 62 illustrates how modifying the trap 
distribution alters the profiles of the trapped charge, whilst maintaining a 
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unique QFL profile. It is straightforward to appreciate that by increasing the 
trap density, the trapped charge will increase linearly.  Decreasing the 
characteristic temperature of the distribution effectively biases it to have more 
states closer to the conduction band.  This is why in Figure 62 the profile with 
a TC value of 500K has fewer trapped electrons for the same QFL profile. 
Figure 62 Effect of varying the total trap density Nt (left) and trap 
characteristic temperature TC (right) on the trapped electron density, 
for an identical QFL profile at short-circuit.  Standard parameters 
were: D0=0.04cm2s-1, 0=1ms, EC-EF,redox=0.95eV, NC=1021cm-3, 
Nt=1019cm-3, TC=1000K. 
It is evident that there is an important link between the density of trapped 
electrons and the profile of the QFL.  If there is no significant barrier to 
extraction at the FTO|TiO2 interface, the measurements of the QFL only 
provide a measure of the QFL at two points, allowing one to infer the QFL 
between these two points.  However, correlating the inferred QFL profiles with 
the trapped density for each inferred profile provides an interesting test of the 
applied models. 
The basic concept to measure the stored charge along the iV curve, is to hold 
the cell at any point along the iV curve and to then simultaneously cease 
illumination and integrate the current output from the cell.  One can imagine 
the simplest way to achieve this would be to place a variable load resistor and 
a current follower in series with the cell. In this way, the trapped charge 
would simply be the integral of the current transient upon cessation of 
illumination.  This basic setup has two problems.  Firstly, the cell would have 
to discharge through a variable load resistor, reducing the current density and 
thus increasing the integration time.  Secondly the integration of current 
transients from DSCs are complicated at long times by the powerlaw tendency 
of the decay currents transients.  (This characteristic is illustrated in Appendix 
B). 
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Figure 63: Schematic representation of how the charge extraction 
along the iV curve was measured. 
A different approach was therefore taken by modifying the PV decay charge 
extraction technique. This apparatus was specifically designed to allow facile 
integration of small currents over long timescales.  The cell was held at various 
points along the iV curve by adjusting the load by use of a resistor box (RP). 
The small measuring resistor of the measuring apparatus was placed in 
parallel with the load resistance of the cell, but the switch would be closed 
only when integrating.  Since the input resistance for the charge extraction kit 
is smaller than the load resistor, the discharge of the cell is faster, reducing 
integration times. 
Integration of current was initiated with the still cell in a photostationary 
state, i.e. still illuminated.  The short time interval between short-circuiting 
the cell and cessation of illumination was well defined, so that the measured 
integrated charge before switching off the illumination could be subtracted 
from the total measured charge.  This approach was taken because of the 
impossibility of simultaneously initiating the integrator while switching the 
illumination.  As the cell was at short-circuit in this time interval, the extra 
photogenerated charge was assumed to be always equal.  The extra integrated 
charge due to the time delay was also checked by careful numerical 
integration of the photocurrent decay profile at short-circuit (through a 10 
resistor) and also by sequentially increasing the time delay and extrapolating 
back to a time delay of 0s.  This was also crosschecked by the instantaneous 
square wave response of a photodiode acting in place of the cell.  Once the 
integrator was initiated, the current from the cell would discharge through the 
two resistors in parallel.  The fraction flowing through the measuring resistor 
was readily calculated in each case. 
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Figure 64 iV charge extraction data for two cells, one a normal cell 
(left) and another containing the SE (right).  The data shown are 
corrected for loss of current flow through the load resistor (RP), and 
the extra integrated current due to the time delay t=3.7ms.  An 
added correction for a hypothetical Q=CV charging with C=5Fcm-2 
(1F for the 0.196cm2 cell) is also shown.  The data points at UFTO0 
were obtained via numerical integration of the current decay 
transient and used as a crosscheck reference to correct for the extra 
integrated current.  This resulted in an accuracy of 10% in the 
measured charge. 
The general nature of the measured trapped electron density along the iV 
curves was as expected, whereby there was an inflection when the applied bias 
approached the short-circuit QFL inside the TiO2, c.a. 500mV. At this point, 
given that the QFL becomes homogeneous, further increase in the bias 
resulted in an exponential increase in measured charge. 
The splitting of the current through the two resistors was only noticeable at 
low biases (200mV) because the measuring resistor (RM) of the integrator was 
low (10) when compared to load resistor values (80 to 5M). The final 
correction added to the charge profiles was the hypothetical Q=CV charging.  A 
value of 5Fcm-2 was used as it gave rise to a flat charge profile between 0mV 
and 500mV.  The reason for this is evident in Figure 65 where the modelling 
suggests little change in the charge density up to c.a. 500mV.  Significant 
charging of the substrate though, is unlikely, because such large values were 
never observed for electrodes containing only a blocking layer [38]. 
Charge extraction measurements along the iV curve were performed on two 
cells, one containing the SE electrode (used to also measure the QFL) and a 
normal optimised cell.  Their iV curves were similar with virtually identical 
short-circuit current densities and open-circuit voltages.  The trap distribution 
parameters were obtained via PV decay charge extraction and the resulting fit 
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is shown in Figure 65.  The behaviour of the QFL was obtained in-situ 
employing the SE cell. 
Figure 65  Left: Corresponding iV curve (normal cell and SE cell) and 
QFL (SE cell only) at x=d as a function of load voltage (Ucell). The 
improved fill-factor of the cell not containing the SE is a result of 
optimisation of the FTO outside the active zone by deposition of gold 
to reduce series resistance.  The fitting was achieved in a similar 
manner as described in section 7.5, using the parameters in Table 
7.7-1 and NC=1021cm-3, d=5m, I0=4.6x1016cm-2s-1 and 
532nm=2000cm-1. 
Right: Measured charge extraction along the iV curve and the 
theoretical trapped charge according the QFL profile and trap 
distribution profile.  Also shown is the resulting fit from measuring 
the trap density via the PV decay method where TC=1050K.  Nt varied 
according to EC-EF,redox. Shown in grey are the 95% confidence range 
for the PV decay charge extraction fit, and the subsequent effect on 
modelled iV charge extraction 
Due to lack of full knowledge of the parameters defining electronic properties 
of the DSC, the uncertainty was translated to the parameters required to fit 
the experimental data demonstrated in Table 7.7-1).  Nonetheless, the 
diffusion length remained invariant. 
Table 7.7-1 
D0 (cm2s-1) EC-EF,redox (eV) Nt (cm-3) 0 (ms) Ln (m) 
0.4 0.99 2.2x1019 1.7 
0.1
0.04 
 0.96 
0.93 
1.5x1019 
1.1x1019 
5.5 
17 85 
0.01 0.90 7.x1018 55 
The variation of Nt reflects the variation of EC-EF,redox. When a lower D0 is used, 
EC has to be shifted upwards to allow the predicted QFL and measured QFL to 
line up. This larger energy range between the EF,redox and EC then results in an 
increased number of traps Nt between the two energies. However, the trap 
density profile nt(EF) remains the same. 
For high potentials above the inflection point of c.a. 500mV, the fit is in 
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excellent agreement with the data acquired from the normal cell.  This is not 
surprising since for high potentials the QFL is homogeneous, and thus the 
measured charge is identical to that measured via PV charge extraction. 
The quality of the agreement of the fitting of the SE cell provides some insight 
into the behaviour of the artefacts caused by the introduction of the SE.  The 
measurement of the QFL for intermediate biases was always above that 
predicted by modelling.  A possible internal IR drop has already been 
discussed as a possibility in section 7.2.  The extra potential measured by the 
SE at intermediate applied biases above the inflection point has been 
attributed to the fact that part of the cell is always in a quasi open-circuit 
state, elevating the potential measured at x=d (see Figure 47).  This is partly 
confirmed by the extra charge measured at these potentials, above the 
inflection point of 500mV and below the open-circuit voltage.  In other words, 
when the data from the two charge extraction techniques are compared for the 
SE cell, the iV extracted charge for a defined bias will always be larger than 
that measured by the PV decay charge extraction method. 
For simplicity, Figure 65 does not include the calculated total electron density 
(free and trapped).  However, when the free electron density is taken into 
consideration for the total electron density, there is for lower D0, are marked 
increase in total electron density at higher potentials, as illustrated in Figure 
66. 
The fact that the there is no deviation by the two methods of charge extraction 
at high potentials, suggests that the free electron density is insignificant in 
terms of total number of electrons (nt>>nc). The fitting of the QFL is possible 
for any combination of D0 and 0 so that the diffusion length remains 
invariant. Some limits have already been imposed on the values of these, 
where D0 should be no larger than the bulk anatase value, and 0 should be no 
larger than the apparent values measured via IMVS or PV decay.  However, it 
now appears that it is possible to set a lower limit for the diffusion coefficient 
within a magnitude of bulk anatase value, 1cm2s-1 to 0.1cm2s-1. 
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Figure 66 Comparison of how the total electron density varies 
according to D0 with the subsequent parameters (see Table 7.7-1) 
and NC=1021cm-3, d=5m, I0=4.6x1016cm-2s-1, 532nm=2000cm-1. 
There is, however, still a disparity between the measured and modelled charge 
for applied biases below 500mV (modelling 1.2x1017 +/- 4x1016cm-3 and 
experimental 1.9x1017cm-3 +/- 2x1016cm-3), in that the error due to the 
uncertainty of the trap distribution and the measurement technique are not 
enough to account for the disparity.  However, the inferred energetic profile for 
the trap distribution may be incorrect.  The uncertainty describing the trap 
distribution is only valid for the potential range through which the trap 
distribution is measured, where values below 300mV were difficult to 
determine.  It could be possible that the trap distributions are not exponential 
at these lower potentials and any difference in their distribution would be 
more manifest at the lower potentials. 
As for the uncertainty with the QFL measured at x=d, a difference in 30mV is 
enough to justify the extra trapped charge.  For example, the measured voltage 
for the SE at short-circuit was 533mV and the charge measured for this short-
circuit condition was 1.9x1017cm-3. According to the PV charge extraction 
data, this charge density corresponds to an open-circuit voltage of 560mV, the 
difference being c.a. 27mV, i.e. the calculated trapped electron density will be 
lower than the measured one. 
Although the modelled and experimental data relating the QFL and the 
trapped charge along the iV curve do not agree exactly, general trends were 
followed. These further confirm a large electron density and support a large 
electron density gradient within the TiO2 film. 
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7.8 Direct Measurement of the Temperature Coefficient of the 
Electron Quasi-Fermi Level at Short and Open-Circuit 
The temperature dependence of the quasi-Fermi level at x=d at short-circuit 
was measured using the secondary sensing electrode.  The results show the 
quasi-Fermi level decreases with increasing temperature as predicted for 
diffusive electron transport.  The temperature dependence of the open-circuit 
photovoltage was also measured and an expression derived.  A shift in the 
conduction band edge in the TiO2 and a decrease in the electron lifetime with 
increased temperature were postulated to account for deviations from 
calculated values. 
7.8.1 Short-Circuit 
Three effects of temperature on the QFL profiles are looked at, two of which 
are shown to be of minor consequence when compared with a third.  The two 
minor effects are the temperature dependence of the density of states of the 
conduction band and the diffusion coefficient. 
The QFL is defined as; 
QFL(x)  EF  EF ,redox  kBT ln
 nC (x) 
  EC  EF ,redox  74  NC  
All the parameters defining the QFL are temperature dependent.  If the 
collection of injected charge is assumed to be unity (when Ln>3d) then under 
photostationary conditions the free electron density (nC)is defined solely by the 
diffusion coefficient (D0) (see section 4.6).  
The impact of changing the value of NC or D0 has already been demonstrated 
in section 4.6.  Variation of NC only impacts on the value of the QFL and not 
nC, while a larger D0 affects the free electron density directly and, thus, the 
QFL. 
These effects are secondary when compared to the required shift in the QFL to 
maintain a constant free electron density and, hence, current density.  The 
free electron density profile will have to adjust to maintain the charge balance, 
where the number of injected electrons is equal to that collected at x=0. 
The temperature dependence of NC can be understood by the following 
expression [101]; 
3 2 
NC  2
 2mnkBT 
 
cm3 75 
 h  
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As for the diffusion coefficient Forro et. al. [134] have reported for T>160K, the 
mobility (0) of electrons in single crystal anatase TiO2 decreases with 
temperature in proportion to exp(T0/T), with T0=850K. 
Figure 67 High temperature D0 for singe crystal anatase TiO2, 
inferred from Hall mobility (H) values by Forro et. al. [134] 
It follows from the Einstein relationship (D0=0(kBT/q)) that D0 should vary 
with Texp(T0/T).  According to the Hall mobility measurements by Forro et. al., 
this corresponds to a room temperature value of D00.4cm2s-1 for single crystal 
anatase TiO2. 
Figure 68 and Figure 69 are artificial examples of individual temperature 
effects of NC and D0 on the QFL profiles. These examples are artificial because 
only the respective values of NC and D0 were varied and not the temperature 
term in the solutions to the continuity equation (T=295K in these artificial 
examples). The QFL profiles are those required to sustain the unchangeable 
photocurrent, or electron flux. 
As the density of states increases with temperature (where NC increase is 
proportional to T3/2) the QFL level decreases because there are more states for 
a given energy while the electron density remains constant.  As the diffusion 
coefficient decreases with temperature, the QFL rises, this time because a 
greater electron density gradient is required to sustain the electron flux. 
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Figure 68 Example of how the temperature dependence of NC affects 
the QFL profiles under short-circuit conditions.  NC values used were 
8.8x1020, 1x1021 and 1.2x1021cm-3 for 273, 303 and 333K 
respectively. This assumes NC,295K=1021cm-3.  Fixed parameters 
were, d=5m, I0=1017cm-2s-1, =2000cm-1, EC-EF,redox=0.95eV and 
=10-4s. 
Figure 69 Example of how the temperature dependence of D0 affects 
the QFL profiles.  D0 values used were inferred from Forro et. al. 
[134] with the extrapolation shown in Figure 67. D0 values were 0.33, 
0.23, 0.15cm2s-1 for 273, 303 and 333K respectively.  NC was held at 
1021cm-3 and other parameters used were the same as in Figure 68. 
The importance of these examples is that the resultant shift in the QFL level at 
x=d is relatively small, <5mV in the exemplified temperature range.  Overall, 
both effects are opposite (though the change in D0 has a greater impact) and 
secondary when compared to the thermal term relating the free electron 
density (kBT) to the QFL. 
Solutions to the continuity equation give the required electron density and 
gradient to sustain a photocurrent.  The QFL is then related to the local 
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electron density by; 
   N exp E  E xnC x C  C F  kBT  76 
The important point to keep in mind is that if the photocurrent remains 
unchanged for differing temperatures then the free electron density also 
remains unchanged, but with a varying temperature, the QFL has to also vary 
to compensate.   If for simplicity, the temperature dependence of NC is ignored, 
then for two different temperatures one can write; 
NC exp EC  EF ,1  kBT 1  NC exp EC  EF ,2  k T  77 B 2 
Thus the temperature dependence of the QFL can be approximated [137] to 
the following linear expression; 
EC  EF ,T2    T2 EC  EF ,T1  x  78x T1 
This expression suggests that if the QFL is measured, it should decrease 
linearly as the temperature is increased.  It is only derived to show the linear 
relationship.  The QFL profile and its shift is calculated according to the 
solutions to the continuity equation. 
Figure 70 Profiles of the QFL calculated using the same values as in 
Figure 68 where Nc=1021cm-3 and D0=0.4cm2s-1. The modelling 
predicts the QFL should decrease with temperature. N.B. nC(x) 
remains unaltered. 
Over the same temperature range the shifts in the QFL profile due to kBT term 
is c.a. +/- 50meV, an order of magnitude greater than those due to NC and D0. 
This linear temperature dependence of the QFL was observed experimentally. 
The slight offset of the data points can be attributed to the change of position 
105 

of the conduction band edge with respect to the redox potential.  Analysing the 
charge extraction data for different temperatures (see Figure 72) can give 
insight into the magnitude of this shift.  This is possible if one assumes that 
when the conduction band edge shifts with temperature, the trap energies also 
shift accordingly.  Shifts in the conduction band energy are also observed in 
the presence of tertiary butyl pyridine.  This is illustrated in Appendix C. 
Figure 71  Experimental variation of the QFL relative to the redox 
Fermi level measured using the titanium secondary electrode (open 
circles).  The lines were calculated using the same values as in 
Figure 68, and for completeness, also included the temperature 
dependence of NC and D0. EC-EF,redox was varied as shown.  The 
experimental data were fitted exactly when a shift of -0.2meV/K was 
imposed on the position of the conduction band edge (broken line).  
The data was derived by having an exact match between 
measurement and experiment at T=295K (i.e. room temperature). 
The measured conduction band shift measured by the charge extraction 
technique (shown in Figure 72) suggests a larger shift but of the same order, 
than that inferred from the data in Figure 71.  O’Regan and Durrant [138] 
estimated the temperature coefficient of the shift in the conduction band edge 
to be larger c.a. -1.7meV. However, the electrolyte used in the present 
experiments is different.  One possibility for this shift of the conduction band 
edge could be due to the temperature dependence of the surface dipole 
potentials 
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Figure 72 Left: Charge extraction data at various temperatures.  
Right: Shift of the trap distribution at nt=1017cm-3. Temperature 
coefficient of the conduction band edge is estimated to be d(EC­
EF,redox)/dT-0.6meV/K. 
Figure 73 The left-hand-side plot compares the QFL measured at two 
intensities, at 1 sun and 0.1 sun.  The 1 sun data is the same as 
presented in Figure 71.  The calculated profile for 0.1 sun assumed 
the same parameters as that at 1 sun except for I0=1016cm-2s-1. Also 
included for the 0.1 sun data was the effect of the hypothetical 
conduction band shift (-0.2meV/K).  Importantly, the right-hand-side 
plot shows how the short-circuit current varied with temperature, 
with a more pronounced decrease for the 0.1 sun data.  As the 
temperature was decreased bellow room temperature, the short-
circuit current values increased and then decreased due to 
condensation of water increasing the scattering (A) and then freezing 
reflecting light (B). 
The temperature dependence of the QFL was also measured at 0.1 sun with a 
less ideal correlation between measured and predicted values.  It must not be 
forgotten that the calculated lines are based on the QFL level at T=295K, and 
then extrapolated by varying the temperature in the solutions to the continuity 
equation. This is why there is better agreement for temperatures close to 
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T=295K. However, the movement of the conduction band edge to lower 
energies cannot account for the decline in the current densities.  This decrease 
was more marked for the measurements at 0.1 sun.  The decrease in the 
photocurrent suggests a decrease in the diffusion length of the electrons so 
that the assumption that Ln>3d is no longer valid. 
Figure 74 A: Fitting of the temperature dependent QFL (at x=d) data 
with consideration of the decrease in current density, by adjusting 
the electron lifetime and hence the electron diffusion length.  B: 
Measured normalised short-circuit current density with the resultant 
modelled current density from the fit of the QFL temperature 
dependence.  C: Adjusted electron lifetime to fit the QFL data exactly. 
D: Resultant variation in the electron diffusion length.  No electron 
lifetime data is shown for T<300K because the diffusion length is 
sufficiently large to allow all electrons to be collected (Ln>3d). Other 
parameters were the same as those in Figure 73 but with a constant 
EC-EF,redox. 
Figure 74 demonstrates that a decrease in the electron lifetime may be 
responsible for the decrease in the collected charge along with the deviation of 
the measured QFL data.  However, this analysis did not hold for the 0.1 sun 
measurements.  In this case, the required decrease in the electron lifetime to 
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match the calculated QFL to the measured QFL was too large, to the extent 
that the calculated short current density became much smaller than that 
measured.  This could be the unexplained anomalous behaviour seen when 
the QFL is measured at low photon fluxes and high temperatures as shown in 
Figure 53. 
For other cells (acetic acid route colloid) as in section 8, an electron lifetime 
decrease of two orders of magnitude was observed over a similar temperature 
range. If this is also the case with these SE cells, then the decrease in the 
photocurrent can be attributed to a decrease in the electron lifetime from c.a. 
0.1ms to 1s, the point where the calculated photocurrent begins to decrease 
(see Figure 74). 
However, when the electron lifetime is adjusted to decrease the short-circuit 
QFL, the calculated open-circuit voltage does not correspond to the measured 
value. This is possibly due to the non-ideal behaviour of the open-circuit 
photovoltage, where electron lifetimes varying according to the position of the 
QFL. 
Thus, deviations of the measured QFL from the calculated ones can be 
attributed to two factors.  Firstly, according to the charge extraction data, the 
position of the conduction band appears to shift. Secondly, at higher 
temperatures the collection of charge is affected, suggesting a change in the 
diffusion length of the electrons, most probably due to a significant change in 
the electron lifetime. 
A distinction has to be made here as to what affects the electron lifetime, i.e. 
ideal and non-ideal electron lifetime behaviour.  Firstly the back reaction of 
electrons with I3- could have an Arrhenius relationship, where the reaction 
rate constant (k0=1/0) is temperature dependent.  This is explored in section 
8.2. Secondly, the electron lifetime is most probably also dependent on the 
position of the QFL due to surface recombination sites.  This QFL dependent 
electron lifetime is what would give rise to the non-ideal behaviour of the open-
circuit photovoltage. 
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7.8.2 Open-Circuit 
The position of the QFL under open-circuit conditions is also easily derived by 
noting that the conduction band density under open-circuit conditions is 
determined by the balance between photo-injection and back reaction. 
dIabs I0 1 e  79nC  k0d k0d 
If the only temperature dependent term in the above expression is k0, the rate 
constant for back reaction of the conduction band electrons with I3-, then we 
shall see that the temperature dependence of the open-circuit photovoltage 
can be described by employing the Arrhenius expression; 
k0  AexpEA kBT  80 
where EA is the activation energy and A is the preexponential factor. 
Substituting equations 79 and 80 into equation 77 gives the photovoltage as a 
function of temperature; 
qU photo  EC  EF ,redox  kBT lnI0 d  lnNC  lnA EA 81 
It therefore follows that the temperature coefficient of the photovoltage is given 
by; 
NC    dqU photo  kB lnI0 d  ln     ln A  82 dT 
Since the temperature dependence of NC can be written in the form; 
83N (T )  N  T 
3 2 
C C ,298  298  
we can obtain; 
dT B   d ln NC ,298  2 ln 298   2  ln  84 
dqU photo  k ln I abs   3  T  3 A        
dqU
dT
photo  kB 

ln 
 I
d
abs 

  ln NC ,298  ln 

A 
The surprising result is that the temperature dependence of the open-circuit 
voltage is independent of the activation energy EA but depends on the light 
intensity and on the preexponential factor A. Influence of the temperature 
dependence of NC is, in fact, negligible. 
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Figure 75 Predicted dependence of the temperature coefficient of the 
open-circuit voltage (Uphoto) on the preexponential factor (A) for 
electron back reaction and on the light intensity (I0). The left-hand- 
side plot is for A=109s-1 and variable I0, while the right hand side plot 
is for I0=1017cm-2s-1 and variable A. 
Figure 76 illustrates the experimental temperature dependence of the open-
circuit voltage at two light intensities and the resulting fits.  The slope was 
fitted by varying the pre-exponential factor A, and the absolute magnitude of 
the voltage was fitted varying the activation energy EA. 
The values obtained from the 1 sun linear fits correspond to room temperature 
0=2x10-4s and the 0.1 sun fits correspond to a 0=8x10-5s However, the 
value of A is linearly dependent on the choice of NC; e.g. decreasing NC by an 
order of magnitude requires that A increases by an order magnitude to 
maintain the fit (see equation 82). 
Again, it is observed that the calculated electron lifetime is smaller when the 
QFL position is lower.  The broken line shown in Figure 76 for the temperature 
dependence of the photovoltage at a lower intensity was obtained by taking the 
values from the 1 sun measurement and lowering I0.  The lack of overlap 
highlights the non-ideal intensity dependence of the open-circuit voltage of 
these cells (82mV/decade).  However, qualitatively it is interesting to note that 
at lower intensities the temperature coefficient of the open-circuit photovoltage 
becomes as expected more negative (see equation 84). 
The Ln/d ratio, also shown in Figure 76, can be calculated by taking the fitting 
results of the temperature dependence of the open-circuit voltage to obtain a 
lifetime, and assuming a constant diffusion coefficient, calculate the diffusion 
length according to; 
Ln  D0 0  D0 85 k0 
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This calculation (shown in Figure 76) is to highlight the assumption where all 
injected charge is collected (i.e. Ln>3d) is possibly violated at higher 
temperatures and lower QFL levels.   This, however is not enough to explain 
the difference in the measured QFL at the FTO and SE for the 0.1 sun 
measurements.  Using the solutions to the continuity equation, it is impossible 
to calculate, using reasonable values, a QFL profile at open-circuit with a 
significant difference (c.a. 80mV for 0.1 sun and 350K) between the QFL at 
x=0 and x=d.  As in the previous section, the data obtained at lower 0.1 sun 
intensities proved impossible to explain. This could be due to the physical 
disruption the intruding body that is titanium electrode, becoming more 
apparent at lower electron densities and higher temperatures. 
Figure 76 Left: Experimental temperature dependence of the open-
circuit photovoltage (Uphoto) at two intensities and the linear fits using 
equation 81. The following values were used: d=5m; =2000cm-1; 
NC,295K=1021cm-3; EC-EF,redox=0.98eV; resulting in A=108cm-1 and 
EA=0.25eV for 1 sun (I0=1017cm-2s-1) data and A=4x108cm-1 and 
EA=0.26eV for the 0.1 sun (I0=1016cm-2s-1) data.  Also shown as a 
broken line, is how the 1 sun data fit shifts when only I0 is modified 
from 1017cm-2s-1 to 1016cm-2s-1. 
Right: Resulting ratio of Ln/d when the reaction rate constant k0 and 
hence the lifetime 0 are calculated using the Arrhenius expression in 
equation 80. Two different values of D0 are used as an example. 
A short analysis on the significance of the resultant values for the activation 
energies and pre-exponential factors was published [3].  These, however, are 
not now analysed because, as shown in the next section, these can vary 
significantly depending on the choice of unknown parameters. 
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8 Quasi-Static Analysis of Photovoltage Decay 
Transients and Measurement of the Activation Energy 
for Electron Back Reaction Via the Conduction Band 
Numerical modelling is used to test the validity of the quasi-static 
approximation for the characterisation of DSC via PV decays.  It has already 
been shown that a compact TiO2 blocking layer slows down the rate of 
photovoltage decay, and that this QFL decay was confirmed to be spatially 
homogeneous with the use of an internal sensing electrode (see section 7.3). 
Having shown that the quasi-static approximation can be used to fit 
experimental data, this analysis was used to infer the electron recombination 
rate constant as a function of temperature.  According to the Arrhenius 
equation, the activation energy and pre-exponential factor for this reaction can 
be determined.  The values of the activation energy and the pre-exponential 
factor were then used to predict, using the expression derived in section 7.8.2, 
how the measured open-circuit photovoltage should vary. 
8.1 Quasi-Static Analysis of Photovoltage Decay Transients 
The full numerical solution assumes a quasi-homogeneous medium where 
electric fields are screened out by the electrolyte and back reaction occurs 
solely via the conduction band.  Illumination is via the substrate side. The 
continuity equation for the density of conduction band electrons is given by; 
nC  D0 
2 nC I 0ex  kCB nC  neq  dnt 86 t dx 2 dt 
and the continuity equation for the trapped electrons is given by; 
df 87dnt  Nt  kt nc 1 f  kd Nt fdt dt 
The case of a simple exponential trap distribution between the redox potential 
and conduction band edge the density of states of this trap distribution is 
given by; 
1 NT  EC  ET  gET   1 exp EC  E f ,redox  kBTC kBTC exp kBTC  88 
 NT exp EC  ET 
kBTC  kBTC 

In the case of open-circuit voltage decay and no back reaction via the TCO 
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substrate, the gradient of conduction band electrons is zero at x=0 and x=d. 
The coupled equations 86 and 87 were solved numerically with a fully implicit 
approach employing a relaxation method using the differential equation solver 
solvde [139].  The photovoltage Uphot,num was calculated from the conduction 
band density of electrons at x=0; 
U photo,num  kBT ln
 nc (x  0,t) 
 89 
q  nc,eq  
Using the quasi-static approach, an analytical expression can be derived for 
the photovoltage decay.  In essence, the quasi-static approximation envisages 
the system going through a series of steady-states.  Thus, traps are dealt with 
by removing the dnt/dt term in equation 86 and the diffusion coefficient D0, 
and rate constant k0, being substituted by their apparent values Dn and kn (as 
described in section 4.8). 
1 
Dn  D0 

1 nt 
 90 
 dnc  
1 
k  k 1
nt  91 n 0  dnc  
In the steady-state, the trap occupancy can be approximated to a step 
function where all traps below the quasi-Fermi level are occupied, and those 
above are empty; 
92f ET    EF  ET  if kBT  ET  EF 
The thermal detrapping rate is assumed equal to its thermal equilibrium 
value; 
kd ET   kt 1 NCeEC ET / kBT 93 Nt 
i.e. the detrapping rate is equal to the trapping rate when the trap lies at the 
conduction band edge, and is slower the further away (below) the trap lies 
from the conduction band.  Using the approximate trap occupancy (equation 
92) and integrating equation 88, one obtains an expression describing the 
total trapped electron density; 
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n  
EF     Nt exp kBTC  
E 
 F expEt / kBTC dEt 94 g E dE kBTC  Et t t C E f ,redox E f ,redox 
 Nt exp EC  E f  kBTC  exp EC  EF ,redox  kBTC  
Simplifying because; 
exp E  E  kBTC    nC 
T / TC 
95 
C F  NC  
and; 
exp EC  EF ,redox  kBTC    nC ,eq  
T / TC 
96 
 NC  
then; 
nt  Nt 


 
N
nC
C 

T TC 
 

 n
N
C , 
C
eq 


T TC 

 97 
  
Differentiating yields another expression that relates the actual and apparent 
diffusion coefficient and rate constants; 
dn N T  n T TC 1
dnC
t 
NC
t 
TC 
 
N
C
C 

 98 
At all times under normal working conditions nc<<NC, thus dnt/dnC>>1 (with 
TC>T). 
The continuity equation for conduction band electrons (equation 86) can now 
be simplified.  At open-circuit, the distribution of electrons in the conduction 
band is essentially homogeneous and thus the gradient negligible, 
dnC/dx=d2nC/dx2=0.  It is important to note that this only holds true if the 
diffusion length is sufficiently large, or if the absorption of light is fairly 
homogeneous.  In addition, by definition, the photovoltage decay occurs 
because of cessation of illumination, i.e. I0,t>0=0. For much of the decay time, 
the conduction band density of electrons is far greater than the thermal 
equilibrium value, thus k0(nC-nC,eq)  k0nC. Finally, because dnt/dnC>>1, i.e. 
dnt/dt>>dnC/dt, then the left hand side of equation 86 can be set to zero, 
reducing the continuity equation for conduction band electrons to; 
dnt  k0 nc 99 dt 
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Using the relationship in equation 98 and substituting into equation 99, and 
thus solving the differential equation, the quasi-static approximation for the 
photovoltage decay is; 
U ph,qs  t  1T 
1 
TC 
kB
q
T lnc1  c2t 100 
where; 
c1  expT TC 1 q U ph t  0 101  kBT  
and; 
c2  kCB 1 
T 

NC TC 
nc,eq  
1T TC 
102 
 TC  Nt T  NC  
This treatment results in a linear plot on a logarithmic timescale for the 
photovoltage decay, which is observed in optimised cells.  An important point 
to note is that the gradient of this decay profile is dependent on the trap 
characteristic temperature TC and on the temperature T of the cell; 
dU ph,qs t   kBT 1 103 
d ln t q 1T TC 
The two figures below illustrate the calculated photovoltage decay transients 
using typical values of working cells.  Figure 77 shows how the electron 
recombination rate constant affects the photovoltage decay transient, with the 
simple effect of shifting the whole decay profile to shorter timescales. 
Figure 77 Photovoltage decay plots calculated from the quasistatic 
approach with variation in the electron recombination constant k0. 
NC=1021 cm-3, EC-EF,redox=1.0 eV, T=298K, TC=800K, Uphoto(0)=0.712V, 
Nt=1018cm-3. 
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Figure 78 Photovoltage decay plots comparing full numerical 
calculations and quasi-static approximation.  For the numerical 
calculations D0=0.4 cm2s-1, kt=109s-1 and k0=104s-1. The parameters 
in common with the two methods are the same as in Figure 77. 
Left: Trap density Nt varied. Right: Characteristic temperature TC 
varied. 
The plots in Figure 78 compare the results of the numerical calculation with 
the quasi-static model in order to establish the regimes in which the quasi-
static approximation is suitable for analysing photovoltage decays. 
Firstly, when the trap density is reduced to a density similar to the conduction 
band electron density at open-circuit (1017cm-3), the quasistatic assumption is 
violated.  Secondly, reducing the value of TC to such an extent has the effect of 
placing a greater fraction of traps near the conduction band edge, resulting in 
the number of traps that are filled being equivalent to the conduction band 
electron density, again violating the quasi-static assumption. 
The full numerical solutions show that the initial plateau in the photovoltage 
decay is always restricted to the timescale of the electron lifetime.  Thus, the 
timescale of this initial segment can be used to estimate the electron lifetime. 
At intermediate timescales, the two approaches tend to agree, showing that 
the quasi-static condition is held.  At longer timescales, the two solutions 
diverge because the quasi-static approach assumes that the conduction band 
density of electrons is always far greater that the equilibrium value, nC<<nC,eq. 
This is clearly not the case when Uphoto(t) approaches zero. 
Provided that the cell parameters are in a suitable range, the quasi-static 
approach can be utilised to analyse the photovoltage decays to determine 
independently the characteristic trap distribution temperature (TC) and the 
electron lifetime (0). Again, values of NC and EC-EF,redox are required to obtain 
0. 
117 

104 
8.2 Determination of the Activation Energy of the Back Reaction 
Rate Employing a Quasi-Static Approach 
The activation energy of the rate constant for back reaction of conduction 
band electrons to the electrolyte was, using the quasi-static formulation, 
determined by fitting the photovoltage decay transients of an optimised cells 
for various temperatures. 
k0  AexpEA / kBT  
The Arrhenius equation above relates the constant activation energy, 
temperature and reaction rate constant.  Figure 54 already illustrated how the 
photovoltage decay transients varied according to a range of temperatures. 
For this analysis a cell with an almost ideal open-circuit voltage characteristic 
(62mV per decade of illumination) was used (see Figure 59), making the quasi-
static approach valid. 
The trap distribution for the cell is required for fitting and was determined 
directly by PV decay charge extraction. 
Figure 79 Charge extraction data for cell used in photovoltage decay 
analysis. Fitting using the characteristic temperature TC=1500 and 
Nt=3x1018 cm-3 if EC-EF,redox=0.95eV is assumed. 
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Figure 80 Photovoltage decays and fitting according to equations 
100, 101 and 102.  Parameters were; TC=1500K, Nt=3x1018, EC-
Ef,Fedox=0.95eV, NC,295K=1019cm-3, NC=(NC,295K)3/2. Two scales, linear-
linear and linear-log are used to better illustrate the different regions 
of the photovoltage decays. 
The value of TC measured from the charge extraction experiment did not yield 
convincing fits at long time scales t>0.1s. It is important to note that the 
value of TC does not strongly affect the initial part of the photovoltage 
transients but more so the long timescale rate of decay.  The values of k0 were 
adjusted to best fit the inflection point of the transients. 
Figure 81 Photovoltage decay data fitted using the same parameters 
as in Figure 80 except TC=850K. 
A different value of TC=850K was used to obtain a more optimal fit over the 
whole timescale even though contradicting the charge extraction data.  This 
again highlights the contradictory values obtained from PV charge extraction 
and lifetime techniques (PV decay and IMVS).  The initial and final 
photovoltage transients at room temperature (295K) were slightly different at 
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long timescales suggesting an irreversible change in the cell characteristics as 
its temperature was changed (see Figure 82). 
Figure 82 Photovoltage decay transients before and after heating to 
70C/343K. 
Firstly, stress due to thermal expansion may have introduced fissures in the 
blocking layer, resulting in an increase in the back reaction via the substrate. 
This effect appears to amplify as the temperature is increased.  Secondly, 
heating could affect the balance of adsorbed species onto the surface of the 
TiO2 particles, modifying the properties of the TiO2 electrolyte interface. 
Unfortunately, the heating of the cell degraded the sealing, preventing further 
analysis. 
Another method of displaying the relevant information extracted from the 
photovoltage decay transients is to transform it into lifetime data (see Figure 
83). In essence, the analysis is identical and the values used for fitting were 
similar. Again from Figure 83, the fitting when using TC=850K appears to be 
in better agreement over the whole scale.  Plotting the data in terms of 
lifetimes does set an upper limit on the value of the electron lifetime, as the 
apparent electron lifetimes must always be longer than the conduction band 
lifetimes. 
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Figure 83 Photovoltage decay data transformed to lifetime data. 
Fitting in this case was carried out by using the relationship between 
electron lifetime and apparent electron lifetimes (equation 62) with 
NC=1019x(T/295)3/2, EC-EF,redox=0.95eV, TC=850K and TC=1500K. 
The fitting of the PV decays and the equivalent apparent lifetimes, using the 
two different characteristic temperatures, yielded information on how k0 varied 
with temperature, i.e. an Arrhenius relationship.  Figure 84 illustrates how the 
k0 varied, and Table 8.2-1 summarizes the information when the Arrhenius 
equation is fitted accordingly. 
Figure 84 Rate constant (k0) obtained from fitting the photovoltage 
decay and lifetime data. The resultant activation energies and pre-
exponential factors are listed in the table below. 
Table 8.2-1 
Data analyses type TC EA (eV) A (s-1) Amin (s-1) Amax (s-1) 
PV decay 850K 0.44 +/- 4.5% 9.7x109 4.7x109 2.0x1010 
PV decay 1500K 0.60 +/- 1.6% 1.9x1013 1.4x1013 2.7x1013 
lifetime 850K 0.51 +/- 4.5% 2.7x1011 4.6x1010 8.4x1011 
lifetime 1500K 0.69 +/- 4.5% 3.9x1014 1.2x1014 1.3x1015 
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There is considerable uncertainty in the values of A and EA. However, it is still 
useful to use the values to calculate the photovoltage as a function of 
temperature to compare with the measured open-circuit photovoltages. 
Thus far, the photovoltage decay transients and the lifetime plots have been 
fitted according to the quasi-static formulation.  Flexibility of TC was allowed, 
with two values used.  One value corresponded to that obtained by PV decay 
charge extraction, and the other resulted in a better fitting to the PV decay 
transients and lifetime plots. From the fitting 0 was inferred and plotted as a 
function of temperature, allowing for the EA and A to be calculated.  Knowing 
these, the open-circuit voltage was calculated and compared to experiment. 
The most accurate calculations for the open-circuit photovoltage, were those 
obtained by fitting the PV decay transients whilst using the TC value obtained 
by PV charge extraction. 
Figure 85 Open-circuit voltage calculated using equation 81 using EA 
and A resultant from the fitting shown in Figure 84.  Parameters 
remain equal with the absorbed photon number being I0=1016cm2s-1, 
d=5m. The maximum and minimum calculated photovoltage values 
were calculated taking the uncertainties in the pre-exponential factor 
and activation energy in Table 8.2-1. 
The value of conduction band density of states (NC) used so far is low, 1019cm­
3. If NC is increased by an order of magnitude, k0 must be reduced by an order 
of magnitude resulting in conduction band electron lifetimes (0) longer than 
the measured apparent values (n) which is not possible.  To obtain sensible 
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fits with a higher NC requires larger values for EC-EF,redox.  As always when the 
value of NC is increased by an order of magnitude, the conduction band edge 
must increase by 59meV (at 298K) to maintain identical fits.  Moving the 
conduction band edge requires the total number of traps between EC and 
EF,redox to alter.  For example, with TC=850K the total number of total traps 
would increase 10 fold for every 168meV.  The upward change in the 
conduction band edge is limited by the requirement that the LUMO level of the 
dye be above the conduction band edge to allow for efficient dye injection. 
Figure 86 demonstrates the three variations one can permit when fitting the 
photovoltage decays to give rise to Arrhenius plots.  These are the variation of 
the position of conduction band edge EC-EF,redox, the density of states NC, and 
both at the same time. 
Figure 86 Resultant Arrhenius plots by fitting the PV decay 
transients varying EC-EF,redox and NC as shown.  Total trap number Nt 
was adjusted according to the position of EC. TC=1500K, that 
measured by PV charge extraction.  The resultant values for EA and 
A are summarized in Table 8.2-2. 
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Table 8.2-2

Variation Inferred Values from Fitting

EC-EF,redox (eV) Nt (cm-3) NC (cm-3) Amin (s-1) A (s-1) Amax (s-1) EA (eV) EA error % 
EC-EF,redox varied 
0.85 1.4x1018 1019 1.0x1013 1.8x1013 3.0x1013 0.70 2.0 
0.95 3x1018 `` 1.4x1013 2.0x1013 2.9x1013 0.61 1.6 
1.05 6.8x1018 `` 1.1x1013 2.1x1013 3.9x1013 0.51 3.2 
NC varied 
0.95 3x1018 1018 1.5 x1014 2.1 x1014 3.1 x1014 0.61 1.6 
`` `` 1019 1.4 x1013 2.0 x1013 2.8 x1013 0.61 1.6 
`` `` 1020 1.4 x1012 2.0 x1012 2.8 x1012 0.61 1.6 
EC-EF,redox and NC varied 
0.85 1.4x1018 1017 1.0x1015 1.6x1015 2.4 x1015 0.70 1.6 
0.95 3x1018 1019 1.3x1013 1.9 x1013 2.8 x1013 0.61 1.6 
1.05 6.8x1018 1021 1.3x1011 1.7 x1011 2.1 x1011 0.50 1.2 
When only EC-EF,redox is increased, the inferred values for k0 increases.  This 
results in a decrease in EA increase whilst A remains essentially unchanged. 
There is, however, a limit as to how much EC can shift, because electron 
injection from the dye to the conduction band has to remain favourable. 
When NC is increased, EA remains unchanged but A decreases by the same 
magnitude. If both EC-EF,redox and NC are increased at the same time, a more 
realistic value of NC is possible with a larger EC-EF,redox, with NC=1021cm-3 and 
EC-EF,redox=1.05eV.  This still results in lifetimes which are compatible with the 
apparent ones measured.  Although the values of EA and A change, the 
calculated photovoltage as a function of temperature remains unchanged. 
Further analysis requires either NC or EF-EF,redox to be defined and thus 
comparison of the values of EA and A for the cells resulting of the two different 
colloids is difficult.  However, it does appear that the kinetics governing the 
back reaction of electrons from the conduction band to the I3- species can be 
described by the Arrhenius equation. The back reaction rate varies by two 
orders of magnitude over the temperature range used, which is significant and 
comparable to that speculated in section 7.8 when measuring the temperature 
dependence of the shirt-circuit internal QFL and the open-circuit photovoltage. 
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9 Discussion and Conclusions 
Two theoretical formulations to describe electron transport in a DSC were 
tested, the diffusion case for steady-state conditions, and the quasi-static 
condition to describe time resolved dynamic measurements. 
Because of the relatively low diffusion coefficient of electrons in TiO2, the 
solutions to the continuity equation suggest a large density of free electrons 
within the TiO2, translating into a measurable internal QFL under 
illumination.  Indirect evidence of the magnitude of the internal QFL was 
already present in the literature.  However, the solutions to the continuity 
equation also allow the electron density profile to be described as a function of 
applied bias, (i.e. along the iV curve). 
To be able to measure the QFL within the TiO2, a secondary sensing electrode 
was devised.  This was achieved by evaporating a thin film of Ti on top of the 
TiO2, to then measure the QFL at the extremity of the TiO2 film. Several steps 
were taken to optimise the electrode to ensure reliable results.  However, some 
effects remained un-explained, such as the anomaly observed in the intensity 
dependence of the QFL measured under open-circuit conditions.  More work is 
required to understand the behaviour of the Ti electrode as an intruding body, 
by varying such things as the nature of the nanoporous TiO2 or how the Ti film 
is deposited. 
Initial tests on the behaviour of the measured internal QFL showed that when 
a compact underlying TiO2 blocking layer was not incorporated, the QFL decay 
profile under open-circuit conditions is spatially inhomogeneous.  This further 
confirmed the importance of quenching electron recombination via the 
substrate when certain characteristics of DSC are to be investigated.  
With the successful incorporation of a secondary sensing electrode within the 
TiO2, the internal QFL could be measured under a variety of conditions.  The 
first of these was how the internal QFL varied as a function of applied bias. 
This was shown to behave as expected when diffusive electron transport is 
assumed and the electron diffusion length is greater than the film thickness 
(Ln>3d).  In other words, because of the relatively low electron diffusion 
coefficient in TiO2, there is a large free electron density within the film and a 
large gradient close to the collecting substrate (FTO). 
However, when the measured values were fitted according to theory, diffusion 
lengths over two orders in magnitude greater than the film thickness were 
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 inferred.  If this were true, much thicker films could be prepared to improve 
light harvesting and hence current densities. However, a flaw or 
incompleteness in the theory was highlighted, which is the non-ideal nature of 
the electron lifetime. This is most evident when the QFL is measured at open-
circuit as a function of light intensity.  A maximum value for the conduction 
band electron lifetime was determined by measuring the apparent electron 
lifetimes. According to the quasi-static formulation, the apparent electron 
lifetimes will always be greater than the conduction band electron lifetime. 
However, it was found that shorter apparent electron lifetimes were measured 
than the conduction band lifetimes inferred from fitting the QFLs.  This being 
the case, the inferred conduction band electron lifetimes are erroneous and 
should in fact be shorter, suggesting that the electron diffusion length is 
actually shorter.  The electron lifetimes could, in fact, vary significantly if 
dependent on the electron density. According to the calculations, the 
conduction band electron density varies over four orders of magnitude from 
short-circuit to open-circuit conditions. If electron recombination occurs 
additionally via a fixed number of surface states, these would be more 
predominant at low electron densities, where the ratio of surface 
recombination states to free electrons is greater.  Thus, it is feasible that the 
electron lifetime varies according to the electron density, decreasing as the 
electron density decreases. 
This problem or shortcoming of the theory was always kept in mind.  The 
reason it was not dealt with theoretically is that firstly, it would add further 
unknowns, and secondly, it is possible to prepare DSCs having almost ideal 
open-circuit photovoltage intensity dependence, synonymous of an ideal 
electron lifetime characteristic.  Unfortunately, these were not further explored 
by employing the secondary sensing electrode.  Until the ideality of the 
intensity dependence of the open-circuit QFL can be controlled, there is little 
reason to formulate the behaviour of surface recombination states and, hence, 
the non-ideal behaviour of the electron lifetime.  However, it could prove 
invaluable to the understanding of DSCs, to be able to control this behaviour 
experimentally and subsequently formulate it theoretically.  This will probably 
follow from different colloid preparation techniques and surface modifications 
by additives to the electrolyte. 
Having already made use of the quasi-static formulation and dynamic 
measurements to determine a maximum value for the conduction band 
electron lifetime, an attempt was made to test the diffusion model and the 
126 

trapping model together, by simultaneous measuring the QFL and the trapped 
electron density along the iV curve. The general trends found were as 
expected, where the trapped electron density varied according to the QFL. 
Importantly, this stringent test brought together two separate effects observed 
in a DSC, diffusion driven transport and the high trap density. 
The open-circuit and short-circuit temperature dependence of the QFL was 
measured and compared to theory.  For the open-circuit conditions, simple 
expressions were derived and general trends were shown that could be 
explained by an Arrhenius-type first order reaction for electron back reaction 
with the triiodide.  That is, at higher temperatures, lower voltages were 
measured because of the increased back reaction rate, reducing the 
conduction band electron density.  For short-circuit conditions, it was shown 
that the dominant factor determining the QFL is the kBT term, as expected by 
the solutions of the continuity equation.  The relationship was, however, not 
ideal, with lower than predicted QFL values measured at higher temperatures 
and low intensities.  This was attributed to either a shift in the conduction 
band edge or decrease in the electron diffusion length, because of the possible 
strong temperature dependence of the electron lifetime.  The current density 
temperature dependence suggested a decrease in electron collection efficiency, 
possibly due to a decrease in the electron lifetime. The strong temperature 
dependence for the electron recombination rate was then observed directly 
using an ideally behaving cell and employing the quasi-static formulation.  It 
would certainly be interesting to observe this type of behaviour employing 
different concentration of species in the electrolyte to better elucidate the 
kinetics and energetics involved in the back reaction of electrons. 
The quasi-static formulation was tested against a full numerical solution and 
shown to be valid for a parameter phase space typical of DSCs.  The quasi-
static formulation was then successfully shown to describe the open-circuit 
photovoltage decay profile of a DSC with almost ideally behaving cell.  With 
this, it was then possible to measure open-circuit photovoltage decays at 
various temperatures, fit them accordingly, and infer how the back reaction 
rate (and hence lifetime) varied with temperature.  Again, it was found that the 
back reaction rate followed an Arrhenius relationship.  The calculated pre-
exponential and activation values from the Arrhenius plots were then used to 
successfully predict the measured open-circuit photovoltage of the cells. 
The choice of materials presented in this thesis were based on those that are 
commercially available.  One hopes that this leads to more reproducibility and 
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thus comparability in the literature. 
Great flexibility was always possible when fitting data because of the 
uncertainty of parameters.  Independent means have to be developed to obtain 
more values to describe the electronic band structure of the oxides used in 
DSCs, namely the density of states and the electron mobility.  Also, the 
interaction of the adsorption of the dyes and contacting with the electrolyte 
have to be further investigated to better pin down the position of different 
energy levels, e.g. the difference between the conduction band edge and the 
redox potential of the electrolyte. 
One way to obtain a better handle of the unknown parameters is by further 
comparison of numerical modelling with experiment.  One possibility is the 
modelling of photocurrent transients by full geometrical representations of the 
TiO2 porous structure, using Monte Carlo simulation [140].  These explicitly 
allows for the different spatial and energetic trap distributions as well as for 
the TiO2 structure.  With the incorporation of the secondary sensing electrode, 
further dynamic measurements could be performed to also measure the 
temporal behaviour of the internal quasi-Fermi level and compared to full 
numerical solutions. 
With all this in mind, it appears fundamental that to further understand the 
DSC, more ideally behaving cells have to be prepared and then characterised 
using the wide range of available techniques, some of which were recently 
developed and described here. 
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11 Appendix A: Full Derivation of the Solution to the 
Continuity Equation Under Photostationary 
Conditions 
The continuity equation to solve is; 
n x 2 105 C    I 0ex  D0  nC 2 x  k0 nC  x  neq  0 t x 
Rearrange to; 
2 
D0 
 nC 
2 
x  k0 nC   neq  I0 x 106 x e x 
Start by solving the reduced equation; 
2 
D0 
 nC 
2 
x  k0 nC  x  neq  0 107 x 
A substitution of variables is done; 
N x  nx  n 108 eq 
Therefore the derivatives with the substitution of variables are: 
dN dn
dx dx 109 
d 2 N d 2 n
dx2 dx2 
The reduced equation then becomes; 
 2 N 110 D0 2  knN  0 x 
A known solution to this type of differential equation is; 
111 N  emx 
I.e. we can show that it is a solution to the reduced equation, by first taking its 
second derivative; 
d 2 N  m2emx  m2 N 112 
dx2 
To then substitute into the reduced equation; 
D0m
2 N  knN  0 113 
D0m
2  kn  0 
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We can now solve for m; 
k0	 114 m   
D0 
The solution for m being a quadratic form has two solutions; 
N1  exp

 
k0 x  
 D0  115 

N 2  exp	  
These solutions satisfy the reduced equation separately, but the sum of them 
will also satisfy the reduced equation but applying pre-exponential factors; 
N  A exp k0 D0 x B exp k0 D0 x	 116 
We can again show that this will also satisfy the reduced equation; 
Dn 
d 2
2 A exp k0 D0 x B exp k0 D0 x kn A exp k0 D0 x B exp k0 D0 x 0 dx 
117 D0  k0 A exp k0 D0 x k0 B exp k0 D0 x  kn A exp k0 D0 x B exp k0 D0 x 0
D0 D0
  
k0 A exp k0 D0 x B exp k0 D0 x kn A exp k0 D0 x B exp k0 D0 x 0

0  0

I.e. it also works. 
The complimentary function to the reduced equation (integral) is; 
  
 
x
D 
k 
0 
0 
N  x  Aexp  k0 x   B exp  k0 x   D0   D0  
Replacing the substituted variable; 
   Aexp k0 x  Bexp k0 x  neq	 119 n x   D0   D0  
We now return to the initial differential equation to solve; 
n x	 2 
 
C
t 
   I0ex  D0   
n
x
C 
2 
x  k0 nC  x  neq  0	 120 
And try another trial solution; 
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118 
nx  Cex 
   n x 121 N x  neq 
   Cex  nN x eq 
Differentiating this trial solution; 
dN dn C
dx dx 122 
d 2 N d 2 n C 2 
dx 2 dx 2 
Then substituting into the original differential equation to solve; 
 2 N xD0 2  knN  I0e 123 x 
D0C 2ex  knCex  I0ex 
Rearranging accordingly to solve for the pre-exponential factor C; 
D0 
 2 N 
2  knN  I 0ex x 
D0C 2  knC  I0 124 
I 0C  
D0 2  k0 
A value of C is set to allow this form of N to be a solution.  Thus a general 
solution is; 
N  Aexp k0 D0 x B exp k0 D0 xC expx 125 
A and B are the pre-exponential factors from the reduced equation (and thus 
form the complimentary function) while the pre-exponential factor C forms the 
particular integral solution. 
Next we can test to see if this form of N is solution to the continuity equation; 
D0 
 2 N 
2  k0 N  I 0ex
x

0D0 
 
x 
2
2 

 
Aexp k0 D0  B exp k0 D0  D0 2 I  k0 expx 126 
 k0 Aexp k0 D0  B exp k0 D0   2 I 0 expx  D0  k0 

 I 0 expx

Differentiating; 
142 

0 2 0D0 

A 
D
k 
0 
exp k0 D0  B Dk00 exp k0 D0  D0 2 I  k0 expx 
127 
 k0  
Aexp k0 D0  B exp k0 D0  D0 2 I0  k0 e  
 I 0 expx 
Rearranging; 
k0 Aexp k0 D0 x B exp k0 D0 x D0 2 D0 2 I 0  k0 expx 
0 k0 Aexp k0 D0 x B exp k0 D0 x k0 D0 2 I  k0 expx 
128 
 I 0 expx 
and eliminating: 
 D  2 
D0
I0 
 k0 
expx k
D0
I 0 
 k0 
expx  I  expx 129 0 2 0 2 0 
Then rearranging to two show that the RHS is equivalent to the LHS; 
 k D  2  
2
0  02 I 0 expx  I 0 expx D   k D   k  0 0 0 0  
 k0  D0 2  
2 
I0 expx  I0 expx 130  D   k  0 0 

  D0 2  k0 
 
2 
I 0 expx  I 0 expx D   k  0 0 

    1 I 0 expx  I 0 expx

I.e. the form on N is a general solution to the continuity equation, and for 
completeness we can substitute the variables to have n(x) with the pre-
exponential factor C already solved for; 
131    Aexp k0 D0 x B exp k0 D0 x D0 2 I0  k0 expx neqn x 
To solve for the pre-exponential factors A and B, the boundary conditions need 
to be applied. 
The extraction rate at x=0 must equal the rate at which electrons arrive at x=0, 
i.e.; 
dn 132 kextnx0  D0 dx x0 
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The second boundary condition is that at x=d, there can be no net electron 
flux, thus; 
dn  0 133 
dx xd 
Applying the first boundary condition; 
dn k0 Aexp k0 D0 x B exp k0 D0 x  22 I0 exp x D   kdx D0 0 0 134 
dn D0  D0 
 
D
k0 A  B 
D 

 
2
2 
I 
 
0 
k 
  kextnx0dx x0  0 0 0  
It so happens that we can define nx=0; 
nx  0  A  B  
D0
 
2 
I0 
 k0 
 neq 135 
Thus substituting back into to the expression arising from the first boundary 
condition; 
 D0 
 
D
k0
0 
A  B 
D0 

 
2
2 
I 
 
0 
k0 

  kext 

 A  B  D0
 
2 
I0 
 k0 
 neq 

  
 D0 D0 

 
2
2 
I 
 
0 
k0 
 kext A  kextB  kext D0
 
2 
I0 
 k0 
 kextneq 136 
 A k0 D0  kext  B k0 D0  kext  kext D0 2 I0  k0  kextneq  D0 D0  
2
2 
I 
 
0 
k0 
This equation will be one of two required to solve for A and B simultaneously. 
Applying the second boundary condition obtains the second of the two 
equations required to solve for A and B; 
dn k0 A exp k0 D0 x B exp k0 D0 x  22 I0 exp xdx D0 D0  k0 
dn  0  
D
k0 A exp k0 D0 d  B exp k0 D0 d   22 I0 exp d dx xd 0 D0  k0 137 
A 
D
k0 exp k0 D0 d  B Dk0 exp k0 D0 d    
2
2 
I0 exp d 
D   k0 0 0 0

0
A k0 D0 exp k0 D0 d  B k0 D0 exp k0 D0 d  D0 D0  
2
2 
I 
 k0 
exp d  
Thus the two simultaneous equations to solve for A and B are; 
0000 BDkADk  
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0 0 A k0 D0  kext  B k0 D0  kext  kext D0 2 I  k0  kextneq  D0 D0  
2
2 
I 
 k0 138 
0A k0 D0 exp k0 D0 d  B k0 D0 exp k0 D0 d  D0  22 I expd 
D0  k0

For the sake of clarity some repeated terms are substituted, letting; 
 

  00 
00 
Dk 
Dk 
   2 I0 D0  k0 
Thus the two simultaneous equations become; 
0 0 A k0 D0  kext  B k0 D0  kext  kext D0 2 I  k0  kextneq  D0 D0  
2
2 
I 
 k0 140 
A   kext      B   kext       kext D0   kextneq 
and; 
A k0 D0 exp k0 D0 d  B k0 D0 exp k0 D0 d  D0 D0  
2
2 
I 
 
0 
k0 
expd  141 
  B     D0 exp d A exp d exp d    
We now have a set of simultaneous equations of the appropriate form to be 
solved applying matrix methods; 
Au  Bv  y 142 
Aw  Bx  z 
Where again for clarity; 
u    kext 
v    kext 143 
y  kext D0   kextneq 
and; 
w   expd  
x   exp d 144 
z  D0 expd  
The couple of simultaneous equations can be expressed as a matrix product; 
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u vA y 145 w xB  z     
Thus one can solve for A and B by; 
A   
u v1 y 146 B w x z      
Where the inverse of a 2x2 matrix is; 
u v1 1  x  v 147     w x ux  vw  w u  
Thus rearranging the matrices to solve for the unknowns A and B and 
expanding the resulting matrix multiplication; 
A 1  x  v y      B ux  vw  w u  z 
xy  vz 148 A  
ux  vw 
 wy  vzB  
ux  vw 
We can now replace all the substitutions to obtain the full solutions to the 
factors A and B; 
 k0 D0 exp k0 D0 d  D0 2 I 0  k0 kext D0  kext neq    k0 D0  kext  D0 D0 2 I 0  k0 expd  A 
  k0 D0  kext  k0 D0 exp k0 D0 d   k0 D0  kext  k0 D0 exp k0 D0 d 

  k0 D0 exp k0 D0 d  D0 2 I 0  k0 kext D0  kext neq    k0 D0  kext  D0 D0 2 I 0  k0 expd 

  k0 D0  kext  k0 D0 exp k0 D0 d   k0 D0  kext  k0 D0 exp k0 D0 d  
149 
  k0 D0 exp k0 D0 d  D0 2 I 0  k0 kext D0  kext neq    k0 D0  kext  D0 D0 2 I 0  k0 exp d  B 
  k0 D0  kext  k0 D0 exp k0 D0 d   k0 D0  kext  k0 D0 exp k0 D0 d 

 k0 D0 exp k0 D0 d  D0 2 I 0  k0 kext D0  kext neq    k0 D0  kext  D0 D0 2 I 0  k0 exp d 
 
  k0 D0  kext  k0 D0 exp k0 D0 d   k0 D0  kext  k0 D0 exp k0 D0 d  
We now have required pre-exponential factors to satisfy the time independent 
continuity equation, and calculate n(x). 
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12 Appendix B: Photocurrent Transients 
Photocurrent transients were measured over several order of magnitude of 
time and illumination intensity.  Two current amplifiers were used, Femto 
Variable-Gain Low-Noise Current Amplifier DLPCA-200 (500kHz bandwidth), 
and Femto Variable-Gain High-Speed Current Amplifier DHPCA-100 (200mHz 
bandwidth).  These two amplifiers used in conjunction allowed for the wide 
dynamic range of measurements. 
Figure 87 Light off photocurrent transient of a typical DSC employing 
the Solaronix colloid.  The light intensities of the 532nm LED varied 
between 1017 photons cm-2s-1 and 1013 photons cm-2s-1. The dotted 
line is a guide to demonstrate the tendency to a power law current 
decay profile. Illumination was through FTO. 
Because the current amplifiers has an input impedance of 50Hz, some 
modifications were made to reduce output impedance sensed by the DSC and 
hence improve the time resolution, by reducing the RC time-constant.  These 
were achieved by using a shorting resistor in parallel with measuring resistor 
of the current amplifier.  Also the cells used for these measurements employed 
the optimisation of the contacts by evaporation of gold.  The sensed output 
impedance of the DSC is therefore; 
1 
ROUT   
1  1  150  RP RAMP  
These modifications are important when performing photocurrent transients 
arising from a pulsed source of illumination. 
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Figure 88 Schematic representation of how the output impedance of 
the cell was adjusted to minimise the RC time-constant of the 
system. 
The current measured through RAMP is then multiplied by RAMP/RP to give the 
total current.  Typical values of RP were 1 to 10. 
The pulsed illumination source was a 532nm Nd-Yag Continuum laser with 
typical FWHM pulse width of 4ns.  The current transients resultant from 
pulsed illumination were obtained by recording at different timescales and 
then superimposing. 
Figure 89 Left:  Pulsed photocurrent and corresponding numerically 
integrated charge transients for a cell employing optimised gold 
contacts.  Photon densities were 2x1015cm-2 at 100% with a 
subsequent decreases to 10, 1, 0.54, and 0.1%.  Right:  Integral of 
photocurrent transients demonstrating linear response to photon 
density..  Illumination was through the FTO. 
The pulsed photocurrent transients are fairly complicated but also show the 
tendency to a power law current decay profile. 
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13 Appendix C: Effect of tertiary butyl pyridine 
Tertiary butyl pyridine is a frequent additive in DSCs, and is found to improve 
the open-circuit voltage.  The reasons for this could be  either by passivation of 
surface recombination sites and/or by shifting the position of the conduction 
band edge, because of changes to surface dipole moments. 
It was found that photocurrent transients of DSCs remained similar even 
when differing by the addition of TBP in the electrolyte.  This is illustrated in 
Figure 91.  A possible reason for this could be the trap distribution as viewed 
from the conduction band remains un-altered, i.e. the trap distribution shifts 
with the conduction band.  Evidence supporting this idea is illustrated in 
Figure 91 and Figure 92.  The temporal profile of the photocurrent transients 
i(t) remains un-altered. This signifies that the injected (light on) and extracted 
(light off) charge is also equal Q   i(t)dt . If the current transients are due to 
the filling and emptying of traps, then the trap distribution with respect to the 
conduction band edge has to remain equal. 
The charge extraction data shown in Figure 92 illustrates the clear shift in the 
trap distribution by the addition of TBP, with the trap distribution shifting 
upwards in energy.  This is schematically illustrated in Figure 90.  The effect 
on the iV is also illustrated with the larger open-circuit voltages. 
Figure 90 Schematic representation of how the conduction band and 
trap density of states could shift with the addition of TBP. 
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Figure 91 Left:  Short-circuit extracted and injected charge for light 
on and off photocurrent transients.  Right: Time taken (t) for the 
current density to vary between 10% and 90% of the photostationary 
state. 
Figure 92 Left: Charge extraction data for cells with and without 

TBP.  Right: AM1.5 iV curves of the cells with and without TBP.
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