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Resumen
El presente estudio contrasta la hipo´tesis de una relacio´n no lineal entre la in-
flacio´n y el crecimiento de la actividad econo´mica del Peru´ con datos que cubren
el periodo enero 1993 - junio 2012. Se usa una familia de modelos dicoto´micos que
enfatizan la relacio´n entre las fases de aceleracio´n y desaceleracio´n presentes en los
ciclos de ambas variables. Se estima modelos logit uni-ecuacionales auto-regresivos
as´ı como modelos probit bi-ecuacionales esta´ticos y auto-regresivos. Los resultados
sugieren la existencia de una relacio´n estoca´stica entre los ciclos discretos de in-
flacio´n y actividad econo´mica.
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I. Introduccio´n
La literatura emp´ırica que estudia la relacio´n entre la tasa de inflacio´n y el crecimiento
real en la actividad econo´mica es amplia. Por un lado, en l´ınea con el renovado intere´s por
el crecimiento econo´mico desde fines de los an˜os 90s, numerosos estudios han estimado
los efectos de la inflacio´n sobre el crecimiento econo´mico en el largo plazo utilizando
modelos de panel con grupos amplios de pa´ıses y una serie de variables de control al lado
derecho de regresiones no lineales (ver Baglan & Yoldas (2014) y referencias). T´ıpicamente
se encuentra que la inflacio´n afecta negativamente al crecimiento econo´mico so´lo cuando
sobrepasa un l´ımite o ‘threshold’.
Por otro lado, numerosos trabajos para pa´ıses individuales han estudiado una relacio´n
estructural de corto plazo, denominada ‘curva de oferta agregada’ o ‘curva de Phillips’
(segu´n la variable explicada sea el crecimiento real en la actividad econo´mica o la tasa de
inflacio´n, respectivamente).1 Por supuesto, se ha an˜adido una serie de variables de control
y ma´s recientemente, se ha considerado relaciones no lineales para enfrentar su inherente
inestabilidad (ver por ejemplo, Musso et al. (2007) para el a´rea europea, De Veirman
(2007) para Japo´n, Debelle & Vickery (1997) para Australia, y Eliasson (1999) para
Suecia).
Guardando las diferencias entre ambas ramas de la literatura, resulta evidente que,
en cualquier pa´ıs individual, el crecimiento del producto real (g) y la tasa de inflacio´n
(pi) no logran mantener una relacio´n directa y estable en el corto plazo porque dependen,
de manera desconocida, de un conjunto amplio e idiosincra´sico de otras variables. En la
rama que enfatiza el efecto de largo plazo sobre el crecimiento econo´mico, el conjunto
de variables de control esta´ restringido por la disponiblidad de informacio´n para todo el
grupo de pa´ıses considerado.2 En la rama que enfatiza la relacio´n de corto plazo entre
ambas variables, el conjunto de variables de control suele estar restringido por los objetivos
teo´ricos del modelador, incluso con me´todos que suelen favorecer esta restriccio´n.3
En aras de mayor objetividad y mayor generalidad, resulta necesario considerar tanto
los efectos de los determinantes individuales de ambas variables, as´ı como la hipote´tica
relacio´n de corto plazo que remanente y estoca´sticamente podr´ıan guardar entre s´ı.4
Hay un gran nu´mero de historias conceptuales simplificadas o mecanismos que pueden
racionalizar la ampliacio´n del conjunto de variables explicativas pre-determinadas tanto
en la literatura que mide los efectos adversos de la inflacio´n sobre el crecimiento real como
en la literatura de la ‘curva de Phillips’ ampliada con diversas variables explicativas. En
ambos casos, los argumentos teo´ricos pueden extenderse de tal manera que el esfuerzo por
1Aunque la concepcio´n original de su creador, A.W.H. Phillips, enfatizaba la existencia de una relacio´n
inversa y estable entre la tasa de desempleo (u) y la tasa de inflacio´n en el nivel de salarios nominales
(ver Sleeman (2011)), las dificultades estad´ısticas para medir u han limitado el uso de esta variable en la
mayor´ıa de pa´ıses (ver p. ej., Kumar & Vashist (2012)), obligando a replantear la hipo´tesis de la ‘curva de
Phillips’ en te´rminos de la existencia de una relacio´n directa y estable entre el crecimiento del producto
real (g) y la tasa de inflacio´n en el nivel de precios (pi).
2Aunque Baglan & Yoldas (2014) no mencionan este problema, s´ı sen˜alan resultados que indican la
tendencia de que ninguna variable de control resulte significativa, lo que atribuyen u´nicamente al sesgo
por endogeneidad asociado al nivel inicial de ingreso que aparece junto con un escaso nu´mero de variables
de control en su aplicacio´n de panel dina´mico. Ello les motiva a usar un procedimiento de bootstrap salvaje
de disen˜o fijo (que soluciona parcialmente ambos problemas).
3Por ejemplo, el modelo de Musso et al. (2007) con cambios estructurales en la media, la persistencia,
la volatilidad de la inflacio´n as´ı como en la pendiente de la curva; el modelo con para´metros cambiantes
en el tiempo de De Veirman (2007); y el modelo de Debelle & Vickery (1997) con la ‘tasa de desempleo
que no acelera la inflacio´n’ -NAIRU - como variable no observada.
4Una inflacio´n determinada por factores de demanda y oferta es una hipo´tesis ma´s general que la que
enfatiza so´lo el exceso de demanda. Ver seccio´n 6.4. en Romer (2011).
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racionalizar la relacio´n no-lineal entre ambas variables alcance los l´ımites de un modelo
teo´rico. Por el lado emp´ırico, sin embargo, para construir modelos cada vez ma´s cercanos a
la realidad, se requiere inspeccionar los ‘hechos de la realidad’, es decir, aquellas hipo´tesis
primarias que, controlando por los efectos de los otros potenciales determi-
nantes individuales, no han encontrado evidencia contraria (un caso ejemplar de
esta l´ınea de investigacio´n es (Acemoglu et al. , 2009)).
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Gra´fico No. 1: El ciclo discreto de la tendencia inflacionaria (pi) como variable endo´gena
El presente estudio construye modelos que contrastan la hipo´tesis primaria de la
ausencia de una relacio´n no lineal entre la inflacio´n y el crecimiento real en la actividad
econo´mica del Peru´ entre enero 1993 y junio 2012. Esta relacio´n enfatiza los eventos ma´s
relevantes del ciclo en los negocios dentro del dominio del tiempo, es decir, las fases alter-
nadas de aceleracio´n y desaceleracio´n que componen los ciclos discretos de la tendencia
inflaciona-ria, pi, y el crecimiento real, g. A diferencia de otros trabajos que usan las series
continuas5, aqu´ı se utiliza los ciclos discretos presentes en la variacio´n del componente
subyacente del Indice de Precios al Consumidor de Lima Metropolitana (IPC), el IPC
subyacente (IPCS), como medida de tendencia inflacionaria (pi), y en el crecimiento real
del componente interno del Producto Bruto Interno (PBI), el PBI no primario (YNP),
como medida de exceso de demanda agregada (g). Los Gra´ficos Nos. 1 y 2 presentan los
ciclos discretos de ambas variables, las variables a explicar, obtenidas mediante el ‘filtro’
de Harding & Pagan (2003) (H&P). El Gra´fico No. 1 evita el efecto escala de presentar
el periodo de desinflacio´n inicial.
Al modelar estos ciclos discretos, es necesario capturar la persistencia t´ıpica de las fases
alternadas de aceleracio´n y desaceleracio´n, por lo que se considera modelos dicoto´micos
auto-regresivos (uni- y bi-ecuacionales). En la primera etapa, se selecciona los mejores
modelos uni-ecuacionales asociados a las mejores variables explicativas (predictores o
‘tratamientos’). Estas variables son incluidas en modelos logit uni-ecuacionales mu´ltiples
en los ciclos discretos de la inflacio´n y del crecimiento real por separado para seleccionar
el conjunto de explicativas y obtener las semillas para los modelos probit bi-ecuacionales
en los dos ciclos discretos simulta´neamente. En la segunda etapa, dada la seleccio´n del
conjunto de explicativas predeterminadas, los modelos logit uni-ecuacionales mu´ltiples
pueden encontrar evidencia contraria a la ausencia de una relacio´n fuerte tanto entre el
5Aznara´n (2010) con especificaciones lineales para Peru´; Carrera & Ramı´rez (2013) y Groen &
Mumtaz (2008) con especificaciones no lineales para EE.UU.
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Gra´fico No. 2: El ciclo discreto del crecimiento real (g) como variable endo´gena
crecimiento real y el ciclo discreto de la inflacio´n como entre la inflacio´n y el ciclo discreto
del crecimiento real. Como la seleccio´n (i) se refiere tanto a la variable explicativa (de un
conjunto amplio de indicadores) como al rezago de e´sta (del conjunto {0, 1, 2, ..., 12}) y (ii)
se realiza sobre la base de un criterio de informacio´n adecuado, la ausencia de una de estas
dos variables macroecono´micas claves (pi y g) en el conjunto seleccionado de explicativas
predictoras del ciclo discreto de la otra variable implica que no se logro´ obtener evidencia
contraria a la ausencia de la relacio´n fuerte o directa correspondiente.
Finalmente, se procede a la bu´squeda de evidencia en contra de la ausencia de una
relacio´n de´bil (estoca´stica) entre los ciclos discretos de la inflacio´n y el crecimiento real
en un modelo bi-ecuacional que explique la evolucio´n de ambas variables dicoto´micas,
condicional a la informacio´n pre-seleccionada de variables explicativas predictoras. El
modelo pertenece a la familia de los modelos probit bi-ecuacionales, que ha sido usado en
contextos similares en Nyberg (2009), Huguenin et al. (2009) y Candelon et al. (2012).
Esta familia de modelos es robusta respecto a la presencia de quiebres en la volatilidad o
de heterosceda´sticidad condicional en las series continuas a explicar.6 Debe mencionarse
que el presente estudio es el primero en (1) usar esta familia de modelos para contrastar
la hipo´tesis primaria de la ausencia de una relacio´n no lineal entre pi y g, as´ı como
en (2) estimar estos modelos mediante ma´xima verosimilitud penalizada. La derivacio´n
completa de las condiciones requeridas se encuentra en el Anexo H.
La segunda seccio´n describe los requerimientos para la construccio´n del modelo bi-
ecuacional en el que se contrasta la hipo´tesis con la evidencia de los datos. La tercera
seccio´n presenta los resultados de la bu´squeda de las mejores especificaciones de los mo-
delos uni-ecuacionales para ambas variables por separado, lo que brinda evidencia sobre
la versio´n directa de la hipo´tesis de existencia, as´ı como las correspondientes proyecciones
para un horizonte de al menos 6 meses adelante. La cuarta seccio´n presenta los resultados
del contraste de la hipo´tesis de la ausencia de una relacio´n estoca´stica entre los dos ciclos
discretos. Finalmente, la quinta seccio´n concluye.
6Descartando la existencia de estos problemas, gran parte de la rama de la literatura sobre la ‘curva de
Phillips’ ha usado t´ıpicamente las series continuas de ambas variables, aunque tambie´n se ha considerado
las fluctuaciones en estas variables con periodicidades entre 18 y 96 meses (asociadas al ciclo en los
negocios) mediante un filtro band-pass disen˜ado en el dominio de la frecuencia. Ver por ejemplo King &
Watson (1994).
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II. Requerimientos para falsear la hipo´tesis
Obtener la evidencia necesaria en contra de la hipo´tesis de ausencia de relacio´n requiere
la aplicacio´n de un esfuerzo selectivo. La primera seleccio´n se refiere a los eventos relevantes
en pi y g, espec´ıficamente los dos eventos recurrentes (aceleraciones y desaceleraciones)
que conforman los ciclos discretos de las dos variables bajo estudio. El e´nfasis en estos
eventos favorece resultados menos sensibles ante la presencia de factores anecdo´ticos,
como cambios en la calidad estad´ıstica, problemas de medicio´n y cambios estad´ısticos
que afectan la variabilidad de ambas variables, los cuales perturban la relacio´n que puede
existir entre ambas cuando son expresadas en variaciones porcentuales promedio anual.7
Los ciclos discretos en los Gra´ficos Nos. 1 y 2 fueron obtenidos aplicando el proce-
dimiento uni-ecuacional H&P a ambas variables en el cual las fases de corta duracio´n y
asociadas a cambios pequen˜os fueron eliminadas siguiendo la tradicio´n de Bry & Boschan
(1971).8 Obtenida la secuencia de eventos relevantes, es posible identificar sus tratamien-
tos, segu´n resulten de presiones de demanda, oferta, entre otros, y por ende, buscar falsear
la hipo´tesis de que los eventos relevantes en pi esta´n determinados por factores de de-
manda y oferta (entre otros). Esta hipo´tesis es bastante ma´s general que una hipo´tesis
secundaria donde casi el u´nico determinante es una medida del exceso de demanda. Como
sub-productos, el prono´stico de los ciclos presentes en ambas variables y sus determi-
nantes puede usarse como referencia en las decisiones de pol´ıtica econo´mica. De hecho,
un balance del riesgo inflacionario y un balance del riesgo de descaceleracio´n productiva
(por separado) son usados por la informacio´n que proveen sobre los escenarios de pol´ıtica
ma´s probables para ambas variables.
La segunda seleccio´n corresponde a la familia ma´s apropiada de modelos de respuesta
discreta. Las fases del ciclo discreto de las dos variables bajo estudio son persistentes
casi por construccio´n, por lo que la familia de modelos ma´s apropiada corresponde a los
modelos logit/probit auto-regresivos (uni-ecuacionales y bi-ecuacionales), que incluyen al
menos un rezago de la(s) variable(s) latente(s) a explicar (o del estimado disponible de
la(s) misma(s), ver Kauppi & Saikkonen (2005), Nyberg (2009) y Barrera (2012b)).9
La tercera seleccio´n proviene de la necesidad de que el modelo bi-ecuacional construido
para falsear la hipo´tesis tenga potencial capacidad para replicar la muestra futura (ca-
pacidades predictivas). De hecho, el me´rito cient´ıfico de todo modelo deber´ıa ser replicar
la muestra futura, toda vez que la imposicio´n de una estructura teo´rica contempora´nea
no sea necesaria, como es el caso en la relacio´n no lineal entre las dos variables que
aqu´ı se plantea.10 Para construir un modelo bi-ecuacional con tal potencial, es necesaria
(1) la estimacio´n de un conjunto relativamente amplio de modelos uni-ecuacionales para
la probabilidad de aceleracio´n/desaceleracio´n de ambas variables (por separado) con al-
ternativas variables explicativas o determinantes individuales, y (2) la seleccio´n tanto
de las variables explicativas como de sus rezagos individuales para estimar un conjunto
de modelos uni-ecuacionales mu´ltiples con un vector de variables explicativas de dimen-
sio´n creciente (un nu´mero creciente de tratamientos) hasta que se minimize un criterio
de parsimonia. El uso de este criterio favorece sus capacidades de explicacio´n dentro de
7Aunque todas las posibles variables explicativas (predictoras) consideradas en el presente estudio (ver
Anexo A) han sido utilizadas en variaciones porcentuales promedio anual (en algunos casos mediante una
transformacio´n previa para obtener ı´ndices), ninguna de ellas ha sido discretizada.
8Ma´s adelante se considera las potenciales consecuencias que ello impone sobre los estimados.
9Todos los modelos esta´ticos se estiman aqu´ı mediante el me´todo de ma´xima verosimilitud (MV ;
ver Greene (2002) y Maddala (1983)). Por su parte, todos los modelos auto-regresivos son estimados
mediante 2 iteraciones del me´todo de ma´xima verosimilitud recursiva (MVR; ver Barrera (2012b)).
10En modelos dina´micos lineales, esto sucede en la mayor´ıa de los casos. Los modelos dina´micos no
lineales como los utilizados aqu´ı son estructurales para las hipo´tesis consideradas.
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la muestra sin deteriorar sus capacidades predictivas11 para la probabilidad de las fases
de aceleracio´n y desace-leracio´n presentes en los ciclos discretos individuales de ambas
variables. La informacio´n model´ıstica as´ı obtenida determina la especificacio´n del modelo
bi-ecuacional suficientemente complejo y parsimonioso como para tener la capacidad de
replicar, de manera confiable, la muestra futura de los ciclos discretos en ambas variables
(un modelo ma´s cercano al proceso generador de los datos) y en el cual falsear la hipo´tesis
tendra´ suficiente me´rito cient´ıfico.
Procedimiento
Se aplico´ un procedimiento bottom-up para llegar a la especificacio´n bi-ecuacional
final. Se parte del objetivo de predecir las fases de aceleracio´n y desaceleracio´n de las
dos variables objetivo por separado, sobre la base de un conjunto amplio de informacio´n
desagregada.12 El criterio de Akaike (CAIC) y (especialmente) el criterio de Akaike mo-
dificado para muestras pequen˜as (AICc) son los usados para seleccionar los principales
indicadores anticipadores, as´ı como sus rezagos respectivos,
CAIC ≡ −2logL∗∗ + 2k AICc ≡ −2logL∗∗ + 2Tk
T − k − 1 (1)
donde L∗∗ es la verosimilitud maximizada, k es el nu´mero de para´metros libres (o regre-
sores) y T es el nu´mero de observaciones. AICc mide el valor informacional de las variables
explicativas del ciclo discreto de pi o de g como endo´gena, por separado, en un modelo
logit auto-regresivo uni-ecuacional. En primer lugar, los modelos individuales o simples
se estiman para cada rezago li ∈ Λ = {0, 1, 2, ..., 12} de la variable explicativa candidata
i e incluyen un intercepto y un rezago de la variable latente (tres regresores en total). Se
obtiene as´ı una lista ordenada segu´n los valores informacionales de cada variable i con
su respectivo rezago o´ptimo l∗i . La versio´n esta´tica (sin el rezago de la variable latente)
tambie´n es estimada para fines comparativos.
En segundo lugar, con dicha lista se construye una secuencia de modelos logit auto-
regresivos uni-ecuacionales mu´ltiples an˜adiendo una a una las primeras variables de la
lista (con su correspondiente rezago). Nuevamente, estos modelos son estimados junto con
su versio´n esta´tica para fines comparativos. El mejor conjunto de variables explicativas
o predictoras del ciclo discreto de pi o de g como endo´gena, por separado, se obtiene
minimizando el mismo criterio de informacio´n, es decir, agotando las capacidades de
ajuste balanceadas por los costos de para´metros adicionales en cada caso. Finalmente,
ambos conjuntos son utilizados para estimar un modelo bi-ecuacional probit auto-regresivo
mu´ltiple, el cual incluye un coeficiente de correlacio´n a estimar y sobre el cual reside una
parte importante del contraste de la hipo´tesis. Si no es posible rechazar la hipo´tesis de que
este coeficiente de correlacio´n es cero, ello es equivalente a no poder rechazar la hipo´tesis
de la ausencia de una relacio´n estoca´stica entre ambas varaibles para el Peru´ durante el
periodo 1993-2011.
Me´todo de estimacio´n
La estimacio´n de los modelos logit uni-ecuacionales (simples y mu´ltiples) se realiza
mediante una estrategia preventiva muy similar al me´todo de ma´xima verosimilitud pena-
11El periodo 1993-2011 contiene 5 desaceleraciones, y so´lo 2 devinieron en recesiones. Una evaluacio´n
ex post requerir´ıa una muestra de al menos el doble de desaceleraciones.
12Se destaca el crecimiento sectorial al interior del PBI, del volumen de exportaciones sectoriales no
tradicionales, de variables financieras y fiscales, de los principales socios comerciales del Peru´ (EE.UU.,
China y Europa), as´ı como la inflacio´n por sub-agregados de rubros al interior del IPC. Ver Anexo A.
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lizada (MV P ), aunque sin la necesidad del denominado ‘para´metro de sintonizacio´n’
(ver Barrera(2010,2011)). Como veremos, tanto esta estrategia como MV P fuerzan la
existencia de solucio´n al problema de ma´xima verosimilitud (MV ) en la estimacio´n de
modelos logit/probit y permiten la estimacio´n de para´metros tanto finitos como robustos
ante los sesgos por muestras pequen˜as (Lesafre & Marx (1993)).
Las referencias respecto a los casos de mal acondicionamiento de la matriz de infor-
macio´n que generan la falla en la existencia de solucio´n al problema de MV en estos
modelos son escasas. Albert & Anderson (1984) definen dos casos extremos en los que no
existe solucio´n para el problema de maximizacio´n de la (log) verosimilitud: (1) Separacio´n
completa, cuando existe un hiperplano separador b de todas las observaciones {yi, xi} tal
que separa perfectamente los valores de {yi} en ceros a un lado y en unos al otro lado y
adema´s x′ib 6= 0; y (2) Separacio´n cuasi-completa, cuando existe un hiperplano separador
b de un grupo de observaciones {yi, xi} tal que separa perfectamente los valores de {yi}
en ceros a un lado y en unos al otro lado para este grupo y adema´s x′ib = 0 para por lo
menos una de las observaciones del grupo. En estos casos extremos, la variable latente
salta bru´scamente cuando el valor absoluto de al menos un para´metro estimado por MV
salta sin l´ımite superior (ver Fijorek & Sokolowski (2012)).
Estos casos extremos guardan una relacio´n especial con la multicolinealidad en modelos
de regresio´n lineal. Por un lado, a diferencia de esta multicolinealidad, estos casos extremos
llevan al sobre-ajuste en modelos logit/probit. Por otro lado, de manera similar a la multi-
colinealidad en modelos de regresio´n lineal, estos casos extremos llevan al problema de
‘multi-colinealidad en ma´xima verosimilitud’ (Lesafre & Marx (1993)), que puede
aparecer en muestras pequen˜as y en el que se puede caer simplemente por pasar ‘muy
cerca’ a un valor cero para el determinante de la matriz de informacio´n (en te´rminos de
la precisio´n de las operaciones en la computadora; ver McCullough & Vinod (2001)) en
el proceso de optimizacio´n.
Por estas razones, Zorn (2005) propone utilizar la estrategia preventiva de Firth
(1993) (ver tambie´n Fijorek & Sokolowski (2012)), muy similar al MV P , an˜adiendo una
funcio´n de pe´rdida particular (el l´ımite inferior de Cramer-Rao) a la funcio´n de (log)
verosimilitud usual, l(θ),
l∗(θ) = l(θ)− 1
2
log(|V ar(θ)|) = l(θ) + 1
2
log(|I(θ)|) (2)
donde I(θ) ≡ (−V ar(θ))−1 es la matrix de informacio´n evaluada en el valor del vector
de todos los para´metros libres θ. Dos ventajas de esta estrategia son: (1) la inexistencia
de un ‘para´metro’ de sintonizacio´n alguno, en contraste con otras versiones de la (log)
verosimilitud penalizada, y (2) el estimado obtenido de la maximizacio´n de l∗(θ) existe y
es u´nico debido a que los dos te´rminos que definen l∗(θ) son estr´ıctamente co´ncavos y sin
l´ımite desde abajo. En general, las score equations pueden escribirse como
∂l∗(θ)/∂θi = ∂l(θ)/∂θi +
1
2
tr{I(θ)−1[∂I(θ)/∂θi]} (3)
donde tr{A} es la traza de cualquier matriz cuadrada A. Para el caso de la regresio´n
log´ıstica, Firth (1993) y Zorn (2005) encuentran que
U∗(θ) =
T∑
t=1
{(yt − Λt(θ))(1 + ht/2) + (1− yt − Λt(θ))(ht/2)}Xt = 0
donde U∗(θ) ≡ {∂l∗(θ)/∂θi}, Λt(θ) es la usual notacio´n para la probabilidad de ‘e´xito’ (es
decir, de que la variable dicoto´mica yt ∈ {0, 1} tome el valor ‘1’) bajo el supuesto de que
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los errores latentes tienen una distribucio´n log´ıstica, y ht es el elemento t de la diagonal
de la matriz de proyeccio´n H definida como
H = W (θ)1/2X(I(θ))−1X ′W (θ)1/2
donde I(θ) ≡ X ′W (θ)X, X = {Xt} y W (θ) ≡ diag{Λt(θ)(1− Λt(θ))}.13
En el contexto del presente estudio, la ‘multi-colinealidad en ma´xima verosimilitud’
podr´ıa aparecer de la seleccio´n de algunas variables explicativas en el conjunto de variables
considerado (Anexo A), espec´ıficamente cuando (1) la inflacio´n por sub-agregados de
rubros al interior del IPC contiene algunas medidas alternativas a la inflacio´n subyacente
IPC (pi) y, de manera similar, (2) el crecimiento sectorial al interior del PBI contiene
algunas medidas alternativas al crecimiento del PBI no primario (g). Como estas variables
son muy similares a pi o g, sus ciclos discretos tambie´n lo son y por ello estas variables
tendera´n a ingresar como explicativas.
La solucio´n natural al problema de ‘multi-colinealidad en ma´xima verosimilitud’ es
simplemente descartar aquellas variables cuando se sospecha que generan el problema. El
me´todo MV P surgio´ como solucio´n cuando estas sospechas son ambiguas y un s´ıntoma
del problema es el sobre-ajuste. En el presente estudio, el me´todo de MV P permite
incluirlas para apreciar su valor informacional individual al elaborar la lista ordenada
correspondiente, pero como se conoce que´ variable puede coincidir con la versio´n cont´ınua
de la variable endo´gena correspondiente, pueden dejarse de lado en la estimacio´n de los
modelos bi-ecuacionales.
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Gra´fico No. 3: Ajuste de Pr(aceleracio´n de pi) con modelos esta´ticos simples
III. Resultados de las estimaciones
El Anexo A lista el conjunto de informacio´n desagregada utilizado para seleccionar los
determinantes y su rezago op´timo (predictores) de las fases de aceleracio´n y desaceleracio´n
de las dos variables por separado. Con estas variables dicoto´micas a explicar, los modelos
auto-regresivos son estimados via ma´xima verosimilitud recursiva penalizada (MVRP ;
con 2 iteraciones) utilizando los estimados de la variable latente provenientes del modelo
13Ver Firth (1993), pgs. 30-32, y Zorn (2005), pgs. 9-11. Estas referencias usan un s´ımbolo ∂I(θ)/∂θ,
que no obedece una convencio´n. Esta ambigu¨edad se elimina expresando las derivadas respecto al vector
θ mediante las derivadas respecto a su componente θi, como se procede en el Anexo H y aqu´ı se indica
en la ecuacio´n (3). La matriz H y la (log) verosimilitud en estas referencias no parecen corresponder al
problema. Ver Anexo H.
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esta´tico asociado.14 En las siguientes sub-secciones se brinda los detalles de este proceso.15
94 95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 11 12
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
Probabilidad de aceleración de la inflación subyacente (dinámicos simples)
0.371
promedio
mediana
ciclo
Gra´fico No. 4: Ajuste de Pr(aceleracio´n de pi) con modelos auto-regresivos simples
Ajuste de los modelos para el ciclo discreto de pi
El Gra´fico No. 3 ilustra el ajuste dentro de la muestra mensual de los modelos esta´ticos
simples respecto a los ciclos de aceleracio´n/desaceleracio´n en la tendencia inflacionaria.
Se compara los estad´ısticos de las probabilidades estimadas de todos los modelos (para
cada periodo) y se incluye una l´ınea horizontal para la probabilidad incondicional del
evento ‘aceleracio´n’, estimada con toda la muestra. Se aprecia que los modelos esta´ticos
simples so´lo logran capturar las aceleraciones relevantes ma´s recientes, presentando una
sen˜al falsa al inicio del periodo de estabilizacio´n. Puede argumentarse que las presiones
inflacionarias que estos modelos sen˜alan como existentes al inicio de este periodo (debido
a diversos determinantes individuales) no lograron revertir la tendencia desinflacionaria
de ese periodo. Los modelos auto-regresivos simples en el Gra´fico No. 4 so´lo presentan una
capacidad ligeramente superior para capturar la aceleracio´n ma´s reciente en la muestra.
El reducido nu´mero de iteraciones MVR puede explicar la similitud en los resultados
mostrados.
La lista ordenada de variables con la que se construyen los dos tipos de modelos
mu´ltiples se obtiene u´nicamente de los modelos uni-ecuacionales auto-regresivos, pues en
general, con ma´s iteraciones MVR, estos modelos son mejores que los uni-ecuacionales
esta´ticos.16 El Gra´fico No. 5 muestra que los modelos esta´ticos mu´ltiples logran anticipar
todas las aceleraciones de la muestra y con pocas sen˜ales falsas. Nuevamente, las presiones
inflacionarias al inicio del periodo de estabilizacio´n segu´n estos modelos no fueron tan
importantes respecto a la tendencia desinflacionaria de ese periodo. Los modelos auto-
regresivos mu´ltiples en el Gra´fico No. 6 presentan una capacidad muy similar todas las
aceleraciones de la muestra, en particular la segunda aceleracio´n (de corta duracio´n). Las
sen˜ales falsas con estos modelos son de magnitud ligeramente menor segu´n la mediana.17
14Ver Barrera (2012b) para una descripcio´n de MVR, sin penalizacio´n de para´metros en un contexto
similar. Los me´todos de estimacio´n aqu´ı utilizados son las versiones penalizadas de MV y MVR.
15Un resultado adelantado es que, en el caso de la tendencia inflacionaria, pi, variables tan vola´tiles como
los componentes de la inflacio´n no subyacente IPC logran ser u´tiles para predecir el ciclo en pi, evidencia
contraria a la hipo´tesis simplista de que los choques de oferta incluidos en la inflacio´n no subyacente IPC
tienen efectos de poca importancia en pi.
16Las variables se an˜adieron una a una segu´n el orden de la lista mencionada, hasta que surgieron
dificultades en el condition number, por lo que so´lo se llego´ a considerar las primeras 12 variables en la
9
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Gra´fico No. 5: Ajuste de Pr(aceleracio´n de pi) con modelos esta´ticos mu´ltiples
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Gra´fico No. 6: Ajuste de Pr(aceleracio´n de pi) con modelos auto-regresivos mu´ltiples
En te´rminos de la idoneidad de la medida de probabilidad, las proyecciones de la
probabilidad de aceleracio´n generadas con los modelos simples tienen niveles promedio
ligeramente por debajo de 0.4 para todo el periodo de 12 meses posteriores a junio 2012,
mientras que las proyecciones generadas con los modelos mu´ltiples alcanzan niveles supe-
riores a 0.7 para el periodo suguiente a esta misma cota (ver Anexo B).
Seleccio´n del conjunto de informacio´n para el ciclo discreto de pi
El Gra´fico No. 7 muestra que los mı´nimos de los dos criterios de informacio´n de Akaike
no coinciden con los modelos auto-regresivos mu´ltiples. El mejor modelo para uno de los
criterios contiene las primeras 3 variables18 de la lista ordenada: LABI (crecimiento del
empleo en empresas de ma´s de 100 trabajadores del sector industrial), RAPELE (cre-
cimiento del promedio de los precios al consumidor del resto de aparatos electro-dome´sti-
cos) y SILVER (crecimiento del precio internacional del metal plata); mientras que para
el otro criterio debemos an˜adir 9 variables ma´s: TCP (crecimiento del tipo de cambio
bancario promedio C-V), TIN (crecimiento del precio internacional del metal estan˜o),
IMPSUB (crecimiento del IPC importado subyacente), TXISCC (crecimiento de la recau-
dacio´n del impuesto ISC a los combustibles por el G. Central), SUBSAB (crecimiento del
IPC subyacente sin alimentos y bebidas), RPIND4 (crecimiento de los precios promedio
lista. El uso de ma´s iteraciones MVR puede implicar listas ordenadas diferentes.
17Al menos una de estas sen˜ales que aqu´ı consideramos falsas corresponde a una de las fases de corta
duracio´n que fueron eliminadas en el ciclo discreto.
18Por convencio´n, los gra´ficos muestran so´lo la variable que ingresa adicionalmente a las anteriores.
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al consumidor del grupo 4 de productos industriales), RPIND1 (crecimiento de los precios
promedio al consumidor del grupo 1 de productos industriales), METAL (crecimiento del
ı´ndice de precios de commodities en el grupo metales -IFS) e IPCSAE (crecimiento del
IPC sin alimentos y energ´ıa).19 Las 12 variables no llevan el porcentaje total de aciertos
al 100 %, pero el problema de ‘multi-colinealidad en ma´xima verosimilitud’ es un pro-
blema de grado que en este caso podr´ıa atribuirse a las variables SUBSAB y IPCSAE
(especialmente a esta u´ltima).20
Gra´fico No. 7: Ajuste y parsimonia de los modelos auto-regresivos mu´ltiples
El Gra´fico No. 8 muestra que la minimizacio´n de los dos criterios de informacio´n
de Akaike con los modelos esta´ticos mu´ltiples da lugar a la misma disjuntiva anterior: un
criterio sen˜ala el modelo con las mismas primeras 3 variables y el otro criterio sen˜ala aque´l
con todas las 12 variables. Ello no deber´ıa extran˜ar: al utilizar la misma lista ordenada
proveniente de los modelos uni-ecuacionales auto-regresivos simples, se ha forzado que las
variables sean las mismas e ingresen en el mismo orden. Ambos modelos logran coeficientes
de ajuste Tunali ( % de aciertos en ambos estados, aceleracio´n y desaceleracio´n; ver Greene
(2002)) menores que los correspondientes modelos auto-regresivos.
Gra´fico No. 8: Ajuste y parsimonia de los modelos esta´ticos mu´ltiples
Es importante sen˜alar que algunos efectos marginales individuales (ver Anexos C y D)
resultan poco importantes estad´ısticamente, lo que en este tipo de modelos discriminantes
19Los rubros de precios al consumidor en estos grupos fueron agrupados especialmente para el presente
estudio. Ver Anexo E
20Como se explico´, un ajuste demasiado cercano al 100 % no es apropiado en este tipo de modelos:
ello sen˜ala que la variable latente salta bru´scamente cuando el valor absoluto de al menos un para´metro
estimado de MVRP salta (aunque con l´ımite superior) ante el ingreso de IPCSAE.
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no implica que el conjunto de informacio´n lo sea (ver Greene (2002), aunque ello puede
reflejar la importancia del rezago de la variable latente. En todo caso, los resultados
del procedimiento de seleccio´n confirman que variables asociadas a presiones de demanda
interna (LABI, RAPELE, SUBSAB e IPCSAE) son importantes. Estos resultados tambie´n
sustentan la importancia de las presiones de demanda externa (SILVER, TIN, IMPSUB
y METAL), de las condiciones de oferta interna (TXISCC, RPIND4 y RPIND1) y de las
condiciones de oferta externa de do´lares relativa a la oferta interna de do´lares (TCP).
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Gra´fico No. 9: Ajuste de Pr(aceleracio´n de g) con modelos esta´ticos simples
Ajuste de los modelos para el ciclo discreto de g
El Gra´fico No. 9 ilustra el ajuste dentro de la muestra mensual de los modelos esta´ticos
simples respecto a los ciclos de aceleracio´n/desaceleracio´n en el crecimiento real. Se pre-
senta la media y la mediana de las probabilidades estimadas de todos los modelos (para
cada periodo) incluyendo la probabilidad incondicional del evento ‘aceleracio´n’. Los mo-
delos esta´ticos simples logran capturar casi todas las aceleraciones y desaceleraciones en
la muestra, presentando una sen˜al de´bil para la penu´ltima aceleracio´n en la muestra.
Los modelos auto-regresivos simples en el Gra´fico No. 10 logran una capacidad ligera-
mente superior para capturar los ciclos en la muestra. Nuevamente, el reducido nu´mero
de iteraciones MVR explica la similitud en los resultados mostrados.
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Gra´fico No. 10: Ajuste de Pr(aceleracio´n de g) con modelos auto-regresivos simples
Nuevamente, los dos tipos de modelos mu´ltiples se obtienen con la lista ordenada de
variables asociada a los modelos uni-ecuacionales auto-regresivos simples.21 En el Gra´fico
21Las variables fueron an˜adidas una a una segu´n el orden de esta lista, sin que se presentara el problema
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No. 11, los modelos esta´ticos mu´ltiples logran anticipar todas las aceleraciones de la
muestra con ninguna sen˜al de´bil ni falsa.
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Gra´fico No. 11: Ajuste de Pr(aceleracio´n de g) con modelos esta´ticos mu´ltiples
Los modelos auto-regresivos mu´ltiples en el Gra´fico No. 12 presentan una capacidad
muy similar al anticipar todas las aceleraciones de la muestra.22
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Gra´fico No. 12: Ajuste de Pr(aceleracio´n de g) con modelos auto-regresivos mu´ltiples
En te´rminos de la idoneidad de la medida de probabilidad, es importante sen˜alar
que las proyecciones de la probabilidad de aceleracio´n generadas con los modelos simples
tienen niveles promedio ligeramente por debajo de 0.6 para todo el periodo de 12 meses
posteriores a junio 2012, mientras que las proyecciones generadas con los modelos mu´ltiples
(en particular los que incluyen los ı´ndices compuestos de indicadores anticipadores LI8MM
y LI9ALG) alcanzan niveles superiores que 0.6 a partir del 3er mes adelante (ver Anexo
E).
Seleccio´n del conjunto de informacio´n para el ciclo discreto de g
El Gra´fico No. 13 muestra que los mı´nimos de los dos criterios de informacio´n de Akaike
logran coincidir en el mismo modelo auto-regresivo mu´ltiple: el mejor modelo contiene las
del condition number. Ver nota anterior No. 16.
22No se presenta ninguna sen˜al de´bil. Por lo tanto, en el caso del crecimiento del PBI no primario, es
posible que la eliminacio´n de fases de corta duracio´n en su ciclo discreto no afecte la obtencio´n del plano
discriminante en todos estos modelos.
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Gra´fico No. 13: Ajuste y parsimonia en los modelos auto-regresivos mu´ltiples
primeras 12 variables23 de la lista ordenada: TXNMRF (crecimiento del sub-´ındice de la
produccio´n manufactura -MANUF- que incluye Textiles, Cuero y Calzado, Miner´ıa no
meta´lica y Refinacio´n de Metales no ferrosos), MANUF (crecimiento del sub-´ındice del
PBI no primario correspondiente a la produccio´n manufacturera), BEVE (crecimiento
del del ı´ndice de precios de commodities en el grupo bebidas -IFS), PBI (crecimiento del
ı´ndice del PBI agregado), COMOTX (crecimiento del sub-´ındice del PBI no primario que
incluye Comercio, Ot. servicios e impuestos a la produccio´n y der. a la importacio´n),
DEMI94 (crecimiento del ı´ndice de demanda interna), MEAT (crecimiento del ı´ndice de
precios de commodities en el grupo carnes -IFS), LI8MN (crecimiento del ı´ndice de 8
indicadores anticipadores de los puntos de quiebre del crecimiento del PBI no primario),
LI9ALG (crecimiento del ı´ndice de 9 indicadores anticipadores de los puntos de quiebre
del crecimiento del PBI no primario),24 QXNTEXT (crecimiento del ı´ndice de volumen
de exportaciones no tradicionales de textiles), MSO (crecimiento de las importaciones
totales -sin otros) y MAPARF (crecimiento del sub-´ındice de la produccio´n manufactura
-MANUF- que incluye madera, muebles, papel y refinacio´n de patro´leo). Aunque estas
12 variables no generan un porcentaje total de aciertos de 100 %, el problema de ‘multi-
colinealidad en ma´xima verosimilitud’ no parece estar presente a pesar de la presencia de
las variables MANUF y PBI.
Gra´fico No. 14: Ajuste y parsimonia en los modelos esta´ticos mu´ltiples
El Gra´fico No. 14 muestra que la minimizacio´n de los dos criterios de informacio´n
23Los gra´ficos muestran so´lo la variable que ingresa adicionalmente a las anteriores.
24Para la definicio´n de estas dos variables, ver Barrera (2009).
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de Akaike en los modelos esta´ticos mu´ltiples obtenidos con la misma lista ordenada lleva
a la misma coincidencia anterior: el modelo esta´tico mu´ltiple con las mismas primeras
12 variables. Este resultado surge de forzar (para fines comparativos) a que las variables
sean las mismas y adema´s ingresen en el mismo orden. Este modelo logra un coeficiente de
ajuste Tunali ( % de aciertos en todos los estados) menor que el correspondiente modelo
auto-regresivo.
Nuevamente, todos los efectos marginales individuales (ver Anexos F y G) resultan
poco importantes estad´ısticamente, reflejando el grado de importancia del rezago de la
variable latente. Sin embargo, los resultados del procedimiento de seleccio´n confirman
que variables asociadas a presiones de demanda interna (TXNMRF, MANUF, PBI, CO-
MOTX, DEMI94, MSO y MAPARF) son importantes, as´ı como los de presiones de de-
manda externa (BEVE, MEAT y QXNTEXT) y de condiciones de oferta interna (LI9ALG
y LI8MN).
IV. Contraste de la ausencia de relacio´n estoca´stica
En la seccio´n anterior se determino´ que (1) ningu´n rezago de alguna variable del
crecimiento del PBI real sectorial ingresa como explicativa del ciclo discreto en la tendencia
inflacionaria, y que (2) ningu´n rezago de alguna variable de la inflacio´n IPC desagregada
ingresa como explicativa del ciclo discreto en el crecimiento real. Estos resultados indican
que no existe relacio´n entre ambos ciclos discretos de manera directa. Sin embargo, es
posible que exista una relacio´n indirecta que, subyacentemente, relacione ambos ciclos
discretos: la correlacio´n entre los l´ımites de sensibilidad de las dos variables latentes que
determinan estos ciclos en un modelo probit bi-ecuacional.
La pregunta que surge es entonces: ¿Podr´ıa existir alguna relacio´n entre el ciclo de pi
y el ciclo de g luego de considerar sus principales indicadores anticipadores? En contra
de esta hipo´tesis, los ciclos de las dos variables podr´ıan estar poco relacionados entre
s´ı debido al efecto de determinantes diferentes. A favor de esta hipo´tesis, la evolucio´n
del ciclo econo´mico agregado deber´ıa reflejarse simulta´neamente en los ciclos de pi y g.
Ambos casos esta´n condicionados a la idoneidad de la definicio´n del ciclo discreto que
se aplica para ambas variables y, por ende, al procedimiento utilizado para calcular sus
ciclos discretos.25
Modelo probit bi-ecuacional
Ashford J. & Sowden, R. (1970) motivan su propuesta de ana´lisis de dos respues-
tas dicoto´micas simulta´neas en te´rminos de dos sub-sistemas fisiolo´gicos de un organis-
mo biolo´gico que esta´ expuesto a diferentes est´ımulos o tratamientos. Este organismo se
caracteriza mediante dos variables de tolerancia asociados a las respuestas de sus dos
sub-sistemas fisiolo´gicos. La relacio´n entre las dos respuestas se expresa tanto mediante
la correlacio´n de estas dos variables de tolerancia (errores latentes) como mediante la
relacio´n est´ımulo-respuesta de cada sub-sistema por separado.
Sean t1 y t2 las dos variables de tolerancia, tales que E(t1) = E(t2) = 0, V ar(t1) =
V ar(t2) = 1 y Cov(t1, t2) = ρ ≡ ω(ρE), donde ω(ρE) ∈ (−1, 1) es una funcio´n cont´ınua
y dos veces diferenciable. Asimismo, sean xt1 y xt2 los dos conjuntos de est´ımulos o
tratamientos (determinantes de las respuestas) que afectan directamente la respuesta
del sub-sistema ‘tendencia inflacionaria’, el ciclo discreto de pi (yt1), y la respuesta del
sub-sistema ‘crecimiento real’, el ciclo discreto de g (yt2), que mantienen una relacio´n
25La tradicio´n de Bry & Boschan (1971) de eliminar las fases de corta duracio´n y asociadas a cambios
pequen˜os afecta de manera particular al ciclo discreto de la tendencia inflacionaria, que se vuelve ma´s
persistente, y a la vez induce una mayor relacio´n entre ambos ciclos discretos.
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estrecha con el signo de las variables latentes y∗t1 = β1
′xt1 + t1 e y∗t2 = β2
′xt2 + t2,
respectivamente. Para construir adecuadamente la (log) verosimilitud se define adema´s
qt1 = 2yt1 − 1 y qt2 = 2yt2 − 1, y correspondientemente zt1 ≡ β1′xt1 y zt2 ≡ β2′xt2,
wt1 ≡ qt1zt1 y wt2 ≡ qt2zt2 y finalmente ρt∗ = qt1qt2ρ.
Entonces, la probabilidad de cada observacio´n individual es Prob{Y1 = yt1, Y2 = yt2} ≡
Φ2(wt1, wt2, ρt∗), donde Φ2(, , ) es la distribucio´n acumulada normal esta´ndar bi-variada.
Por lo tanto, los para´metros θ ≡ (β1′, β2′, ρE)′ pueden estimarse por MV maximizando la
funcio´n
l(θ) = logL(θ) =
∑
t
log(Φ2(wt1, wt2, ρt∗)) (4)
Los estimados de los modelos bi-ecuacionales esta´ticos no penalizados se obtienen
ma-ximizando la funcio´n en la ecuacio´n (4) mediante el algor´ıtmo Newton-Raphson a
partir de las condiciones de primer orden (CPO) y las condiciones de segundo orden
(CSO) para esta maximizacio´n considerando la restriccio´n ρ ∈ (−1, 1) mediante una
reparametrizacio´n y una funcio´n acotada en este intervalo que depende del para´metro
libre ρE ∈ R1. En el caso de los modelos bi-ecuacionales auto-regresivos, la estimacio´n
considera el rezago de la variables latente obtenido en el modelos esta´tico uni-ecuacional
asociado al modelo auto-regresivo uni-ecuacional pre-seleccionado para las dos ecuaciones
en el modelo bi-ecuacional, con la particularidad que los dos coeficientes estimados de las
sendas variables latentes rezagadas esta´n restringidos de manera similar a ρ.26 La matriz
de co-varianzas usada para calcular las pruebas t para las hipo´tesis de los para´metros
individuales corresponde a la inversa de la matriz de informacio´n (el l´ımite inferior de
Cramer-Rao), pre- y pos-multiplicada por la matriz con las primeras derivadas del vector
de para´metros transformados (por ejemplo, ρ) en la diagonal (la aproximacio´n provista
por el me´todo Delta).
Cuadro No. 1: Modelo probit bi-ecuacional esta´tico (MV )
Los estimados de los modelos bi-ecuacionales penalizados (esta´ticos y auto-regresivos)
se obtienen maximizando la versio´n penalizada de la funcio´n en la ecuacio´n (4) (ver
ecuacio´n (2)) mediante el algoritmo de optimizacio´n denominado Sequential Quadrat-
ic Programming (SQP) que permite imponer restricciones de desigualdad (el determi-
nante en la ecuacio´n (2) debe ser positivo). Este algoritmo puede usar las CPO para esta
maximizacio´n (ecuacio´n (3)) y calcular nume´ricamente las correspondientes CSO, cuya
26Es decir, se tiene que βAR11 ∈ (−1, 1) y βAR12 ∈ (−1, 1) mediante sendas funciones acotadas en este
intervalo que dependen de sendos para´metros libres βAR11E ∈ R1 y βAR12E ∈ R1.
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derivacio´n es extremadamente tediosa.27 En este caso, la matriz de co-varianzas usada
para calcular las pruebas t para las hipo´tesis de los para´metros individuales corresponde
Cuadro No. 2: Modelo probit bi-ecucional esta´tico (MV P )
a la inversa de la matriz de informacio´n de la (log) verosimilitud no penalizada, pre-
y pos-multiplicada por la matriz con las primeras derivadas del vector de para´metros
transformados en la diagonal.28
Los conjuntos de determinantes xt1 y xt2 corresponden al mejor conjunto de informa-
cio´n seleccionado para cada ciclo discreto por separado (descartando aquellas que generan
redundancia evidente con el ciclo discreto a explicar; ver seccio´n anterior). Los siguientes
cuadros presentan los para´metros estimados, incluyendo los restringidos, θˆ ≡ (b1′, b2′, ρˆ)′,
donde bj ≡ (βˆ′j, βˆAR1j )′, j ∈ {1, 2}. El Cuadro No. 1 muestra los estimados no penalizados
del modelo probit bi-ecuacional esta´tico, as´ı como la prueba del multiplicador de Lagrange
(LM) para la hipo´tesis nula de no correlacio´n (ρ = 0).
Cuadro No. 3: Modelo probit bi-ecuacional auto-regresivo (MV )
Las pruebas t para la significancia estad´ıstica individual de cada uno de los determinantes
indican que dos variables explicativas del conjunto pre-seleccionado para la ecuacio´n del
ciclo discreto de pi no son importantes y que cuatro no lo son en el caso de la ecuacio´n del
27En el Anexo H proveemos la derivacio´n completa de las CPO y CSO para estos problemas, que no
esta´ disponible en ningu´n otro estudio previo.
28En todos los casos se uso´ varios me´todos de optimizacio´n previos para mejorar las semillas iniciales.
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ciclo discreto de g.29 La prueba estad´ıstica LM recoge la poca evidencia capturada por el
mejor modelo de los datos, en contra de la ausencia de una relacio´n de´bil o estoca´stica
entre las dos variables cuando el nivel de significancia es de 1 por ciento y se considera la
influencia de los otros determinantes que explican o anticipan los ciclos de las dos variables
explicativas de manera individual.30
De manera complementaria, el Cuadro No. 2 muestra los estimados penalizados de este
modelo probit bi-ecuacional esta´tico, as´ı como la prueba LM correspondiente. Las pruebas
t para la significancia estad´ıstica de cada uno de los determinantes indican nuevamente
que so´lo dos variables explicativas de todo el conjunto pre-seleccionado no son importantes
individualmente en el caso de la tendencia inflacionaria y que cuatro no lo son en el caso
del crecimiento real. En este caso existe evidencia suficiente en contra de la ausencia de
una relacio´n de´bil no lineal entre ambas variables.
Cuadro No. 4: Modelo probit bi-ecuacional auto-regresivo (MV P )
Tambie´n se presenta los resultados de las versiones auto-regresivas de los modelos
anteriores. El Cuadro No. 3 muestra los estimados no penalizados del modelo probit
bi-ecuacional auto-regresivo y la prueba LM de no correlacio´n. Las pruebas t para la
significancia estad´ıstica de cada uno de los determinantes indican que pocas variables
explicativas no son importantes (3 en la ecuacio´n del ciclo de pi y 4 en la de g). En este
caso no hay evidencia suficiente en contra de la ausencia de una relacio´n de´bil no lineal
entre ambas variables cuando el nivel de significacia es de 1 por ciento.
Para complementar estos u´ltimos resultados, el Cuadro No. 4 muestra los estimados
penalizados de este modelo probit bi-ecuacional auto-regresivo y la prueba LM de no
correlacio´n. Las pruebas t para la significancia estad´ıstica de cada uno de los determinantes
indican un nu´mero mayor de variables explicativas poco importantes individualmente (4
en la ecuacio´n del ciclo de pi y 5 en la de g). Nuevamente se dispone de evidencia en contra
de la ausencia de una relacio´n de´bil no lineal entre ambas variables.
Es importante mencionar algunas limitaciones de los estimados MV P . En primer lu-
gar, pueden corresponder a o´ptimos locales, lo que resulta particularmente importante en
el caso del modelo bi-ecuacional esta´tico. En segundo lugar, no existe consenso respecto al
procedimiento para realizar pruebas de hipo´tesis con para´metros individuales o para dis-
criminar entre dos diferentes especificaciones de modelos estimados via MV P (las pruebas
29Si el a´rea de probabilidad de dos colas es de {10,5,2,1} por ciento, el valor cr´ıtico de la distribucio´n
normal esta´ndar es de {1.645,1.960,2.326,2.576} en valor absoluto.
30Los valores cr´ıticos de la prueba LM con dos colas de 0.5 % cada una son [0.00004,5.02]. Con dos
colas de 5 % cada una, los valores cr´ıticos son [0.004,3.84].
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t en las versiones penalizadas usan la matriz de informacio´n de la log-verosimilitud, justa-
mente la que participa en la penalizacio´n). Por lo tanto, sobre la base de los resultados no
penalizados, y con ellos se realiza una prueba de ratio de verosimilitud para la hipo´tesis
nula de que los dos para´metros de los te´rminos auto-regresivos son cero en el modelo
probit bi-ecuacional auto-regresivo, con lo que se obtendr´ıa el modelo probit bi-ecuacional
esta´tico (el modelo en la hipo´tesis nula). El valor calculado es 10.12, que resulta mayor
que 9.21 (el valor cr´ıtico en la tabla de la distribucio´n con 2 grados de libertad y un nivel
de significancia de 1 por ciento), por lo que es posible rechazar la hipo´tesis de que dichos
para´metros son cero. Ello favorece al modelo probit bi-ecuacional auto-regresivo, en el
cual no se tiene suficiente evidencia contraria a la ausencia de una relacio´n de´bil no lineal
entre ambas variables. Sin embargo, este es el u´nico modelo de los cuatro en el cual no se
tiene suficiente evidencia contraria a la ausencia de esta relacio´n.
V. Conclusiones
Disponer de la probabilidad de eventos relevantes definidos tanto en la tendencia infla-
cionaria y el crecimiento real puede ser u´til para definir adecuadamente los instrumentos
de pol´ıtica macro-econo´mica. Para una medicio´n apropiada de esta probabilidad es impor-
tante determinar el mejor conjunto de indicadores anticipadores de un conjunto amplio
de variables candidatas as´ı como considerar la persistencia de las fases o estados del ciclo
discreto en la tendencia inflacionaria y el crecimiento real (v´ıa modelos auto-regresivos
logit).
Los resultados del procedimiento de seleccio´n confirman la importancia de las pre-
siones de demanda interna (LABI, RAPELE, SUBSAB e IPCSAE), de las presiones de
demanda externa (SILVER, TIN, IMPSUB y METAL) as´ı como de las presiones sobre la
oferta interna (TXISCC, RPIND4 y RPIND1) y de las condiciones de oferta externa de
do´lares relativa a la oferta interna de do´lares (TCP) en el ciclo discreto de la tendencia
inflacionaria. Ninguno de los indicadores agregados y sub-agregados en el PBI aparece
en en este conjunto de informacio´n compuesto por 11 variables, lo que es consistente con
los perfiles de informacio´n adelantada presentados en Barrera (2012a). Un complemento
para estos resultados ser´ıa la aplicacio´n del esquema utilizado para seleccionar los deter-
minantes de los ciclos discretos de otras medidas de inflacio´n subyacente IPC
(SUBSAB e IPCSAE), que aqu´ı se han clasificado como ‘demanda interna’.
Asimismo, se confirma la importancia de las presiones de demanda interna (TXNM-
RF, MANUF, PBI, COMOTX, DEMI94, MSO y MAPARF), de las presiones de deman-
da externa (BEVE, MEAT y QXNTEXT) as´ı como de las condiciones de oferta interna
(LI9ALG y LI8MN) en el ciclo discreto del crecimiento real. Ninguno de los in-
dicadores agregados y sub-agregados de precios al consumidor IPC aparece en en este
conjunto de informacio´n compuesto por 10 variables, lo que es consistente con los perfiles
de informacio´n adelantada presentados en Barrera (2009). De manera similar, una con-
firmacio´n similar de los determinantes de los ciclos discretos de otras medidas de
crecimiento de la produccio´n no primaria (TXNMRF, MANUF y COMOTX) que
aqu´ı se han clasificado como ‘demanda interna’, ser´ıa complementaria.
Con la seleccio´n de estos conjuntos de informacio´n (predictores o tratamientos), se es-
tima 4 modelos probit bi-ecuacionales (esta´tico y auto-regresivo, v´ıa MV y MV P ). Todos
estos modelos logran capturar evidencia contraria a la ausencia de una relacio´n estoca´sti-
ca entre ambos ciclos discretos, excepto en el caso del modelo auto-regresivo estimado
por MV . So´lo en este modelo, la correlacio´n entre las dos variables latentes incluidas es
estad´ısticamente nula y, por lo tanto, el proceso que gobierna los ciclos discretos de la
tendencia inflacionaria, por un lado, y el que gobierna los ciclos discretos del crecimiento
real, por el otro, ser´ıan dos procesos independientes.
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Finalmente, distintas racionalizaciones o explicaciones (historias) pueden servir para
justificar la presencia de las variables especificadas. Los modelos de probabilidad usados
en el presente estudio imponen el uso de taman˜os de muestra relativamente extensos y por
ende impiden el uso de algunas variables relevantes, como las encuestas de expectativas
de inflacio´n. Por otra parte, los resultados obtenidos en el presente estudio son interpre-
tados como favorables a la utilizacio´n de la versio´n recursiva del me´todo de estimacio´n
de ma´xima verosimilitud (MVR), el cual no ha sido utilizado expl´ıcitamente en la liter-
atura para estimar los modelos auto-regresivos mu´ltiples logit uni-ecuacionales y probit
bi-ecuacionales. Los resultados en el presente estudio indican que puede ser necesario usar
ma´s de una etapa en la estimacio´n MVR.
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ANEXO A: Lista de variables explicativas (‘tratamientos’) para la muestra
mensual
Etiqueta Descripcio´n Nu´mero
Componentes del IPC de Lima Metropolitana; Fuente: BCRP.
ALIBEB 1. Alimentos y bebidas 1
ALIAGP Alimentos agropecuarios (a1-bs) 2
ALIPRO Alimentos procesados (a1-bs) 3
ADNS1 Alimentos dome´sticos NS 1 (a2-bs) 4
ADNS2 Alimentos dome´sticos NS 2 (a2-bs) 5
ADNS3 Alimentos dome´sticos NS 3 (a2-bs) 6
ADNS4 Alimentos dome´sticos NS 4 (a2-bs) 7
ADNS5 Alimentos dome´sticos NS 5 (a2-bs) 8
ADNS6 Alimentos dome´sticos NS 6 (a2-bs) 9
AIMPNS Alimentos importados NS (b2-bs) 10
BEB Bebidas (a1-bs) 11
COMFH Comidas fuera del hogar (a1-ss) 12
RALBEB 2. Resto 13
COMBEL a. Combustibles y electricidad 14
COMBUS Combustibles (b2) 15
ELECTR Electricidad (a2-ss) 16
TRANSP b. Transporte (a2-ss) 17
SSPPSE c. Servicios pu´blicos s/elect. (a2-ss) 18
SUBSAB d. Otros bienes y servicios (subyacente s/alim. y beb.) 19
TEXTIL Textiles (a1-bs) 20
CALZAD Calzado (a1-bs) 21
TVRALA TV + Radio + Lavadoras (b1) 22
RAPELE Resto Ap. Electro-dome´sticos 23
PMEDSA Productos medicinales (b1)+ Salud (a1-ss) 24
CVEHIC Compra de veh´ıculos (b1) + Alquileres (a1-ss) 25
RPIND1 Resto prod. industriales 1 (a1-ss) 26
RPIND2 Resto prod. industriales 2 (a1-ss) 27
RPIND3 Resto prod. industriales 3 (a1-ss) 28
RPIND4 Resto prod. industriales 4 (a1-ss) 29
EDUCA Educacio´n 30
OTSSPR Ot. ss. personales + Resto ss. (a1-ss) 31
IPCS I. INFLACIO´N SUBYACENTE IPC (a1+b1) 32
DOMSUB (a1) IPC dome´stico subyacente 33
IMPSUB (b1) IPC importado subyacente 34
NSUBYA II. INFLACIO´N NO SUBYACENTE IPC (a2+b2) 35
DOMNSU (a2) IPC dome´stico no subyacente 36
IMPNSU (b2) IPC importado no subyacente 37
DOMEST A. IPC dome´stico (a1+a2) 38
IMPORT B. IPC importado (b1+b2) 39
IPCSAE C. IPC s/alimentos y energ´ıa (b+c+d) 40
IPC INFLACIO´N IPC HEADLINE 41
Componentes del PBI; Fuente: BCRP.
AGROP Agropecuario 42
AGRIC Agr´ıcola 43
PECUA Pecuario 44
PESCA Pesca 45
MINHID Miner´ıa e hidrocarburos 46
MINMET Miner´ıa meta´lica 47
HIDROC Hidrocarburos 48
MANUF Manufactura 49
ALQUCA AlimBebTab + QuiCauPlas + Ca´rnicos 50
TXNMRF TexCuerCal + MinNoMet + RefinMNF 51
MAPARF MadMueb + Papel + RefinPet 52
HMAQOT HierAcer + MetMaqEq + Divers + Azuc + HarAcPes + Conserv 53
CONELE Construccio´n + ElectAgua 54
COMOTX Comercio + Ot. ss. + Imp. a prod. y der. de M 55
YP PBI Primario 56
YNP PBI no primario 57
PBI PBI 58
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Etiqueta Descripcio´n Nu´mero
Indicadores ‘l´ıderes’; Fuente: Barrera (2009)
LI1REA Ref. metales no ferrosos + Elec. y Agua 59
LI2FRI (+) Frijol 60
LI3CON (+) Construccio´n 61
LI4VAC (+) Vacunos 62
LI5QUI (+) Prod. Qu´ımicos, caucho y Pla´sticos 63
LI6MAD (+) Madera y muebles 64
LI7SUG (+) Can˜a de azu´car 65
LI8MM (+) Miner´ıa meta´lica 66
LI9ALG (+) Algodo´n 67
Otras variables dome´sticas y fora´neas; Fuente: BCRP, FredII, NOAA, BLS.
CPRMN Cre´dito del Sistema Bancaria al Sector Privado en S/. (Mllns. S/.) 68
CPRME$ Cre´dito del Sistema Bancaria al Sector Privado en US$ (Mllns. US$) 69
TAMN Tasa de intere´s activa promedio en S/. 70
TAMEX Tasa de intere´s activa promedio en US$ 71
IBNKMN Tasa de intere´s interbancaria promedio en S/. 72
IBNKME Tasa de intere´s interbancaria promedio en US$ 73
TCP Tipo de cambio bancario CV (S/. x US$) 74
XNT Exportaciones no tradicionales (Mllns. US$) 75
TI IPX Indice de precios de exportaciones totales Px (1994=100) 76
TI IPM Indice de precios de importaciones totales Pm (1994=100) 77
PET Precio promedio del Petro´leo (WTI) 78
MSO Importaciones totales, sin ‘Otros’ (Mllns. US$) 79
INGCOR Ingresos corrientes del Gobierno Central -GC- (Mllns. S/.) 80
DEMI94 Demanda interna (1994=100) 81
LABI Indice de empleo Lima, 100+trab., manufactura 82
LABC Indice de empleo Lima, 100+trab., comercio 83
LABS Indice de empleo Lima, 100+trab., servicios 84
IGB Indice general bursa´til de la Bolsa de Valores de Lima (Dic.1991=100) 85
ISB Indice selectivo bursa´til de la Bolsa de Valores de Lima (Dic.1991=100) 86
CPILFENS U.S. Core consumer price index 87
INDPRO U.S. Production manufacturing index 88
FEDFUNDS U.S. Federal funds rate 89
M0 Emisio´n primaria promedio (Mllns. S/.) 90
CDMN Cuasi-dinero en S/. (Mllns. S/.) 91
CDME$ Cuasi-dinero en US$ (Mllns. US$) 92
DEFPRIM 1 + (De´ficit primario, %PBI) 93
PPI Indice de precios al productor 94
NIN˜A3 Eastern Tropical Pacific SST index 95
TWFXIM US$ FX index, major currencies 96
PRAWMW Agricultural raw materials, commodity price index (1995=100) 97
PPIACO U.S. Producer price index, all commodities 98
UNRATE U.S. Civilian unemployment rate 99
TXYPC Recaudacio´n de impuestos a los ingresos, pagos cta. GC 100
TXIGVI Recaudacio´n de impuestos IGV interno, GC 101
TXIGVM Recaudacio´n de impuestos IGV importaciones, GC 102
TXISCC Recaudacio´n de impuestos ISC combustibles, GC 103
TXISCO Recaudacio´n de impuestos ISC otros, GC 104
USEXP U.S. Exports of goods 105
USIMP U.S. Imports of goods 106
DEFCOMUS U.S. Trade coefficient, 1− (X −M)/(X +M) 107
XCHINA People’s Republic of China Exports 108
MCHINA People’s Republic of China Imports 109
SUPCOMCH People’s Republic of China Trade coefficient, 1− (X −M)/(Xus +Mus) 110
RERUS U.S. Real effective exchange rate 111
PXMUS U.S. Terms of trade index, Px/Pm 112
RERCH People’s Republic of China Real effective exchange rate 113
ALLCOM All commodities, commodity price index (2000=100) 114
NFUEL Non-fuel commodities, commodity price index (2000=100) 115
FOOD Food commodities, commodity price index (2000=100) 116
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Etiqueta Descripcio´n Nu´mero
BEVE Beverages commodities, commodity price index (2000=100) 117
AGRAW Agricultural raw materials, commodity price index (2000=100) 118
METAL Metal commodities, commodity price index (2000=100) 119
ENERG Energy, commodity price index (2000=100) 120
COFFEE Coffee, commodity price index (2000=100), Brazil 121
WHEAT Wheat, commodity price index (2000=100), US Gulf 122
MAIZE Maize, commodity price index (2000=100), US Gulf 123
RICE Rice, commodity price index (2000=100), Bangkok 124
SOYBEANS Soybeans, commodity price index (2000=100), US Gulf 125
SB MEAL SB meal, commodity price index (2000=100), US Gulf 126
SB OIL SB oil, commodity price index (2000=100), US Gulf 127
FISHMEAL Fishmeal, commodity price index (2000=100) 128
MEAT Meat commodities, commodity price index (2000=100) 129
SUGAR11 Sugar, commodity price index (2000=100), Caribean 130
SUGER14 Sugar, commodity price index (2000=100), US Gulf 131
IRON Iron, commodity price index (2000=100) 132
COPPER Copper, commodity price index (2000=100), UK London 133
GOLD Gold, commodity price index (2000=100), UK London 134
LEAD Lead, commodity price index (2000=100), UK London 135
NICKEL Nickel, commodity price index (2000=100), Canada 136
COMB WTI WTI, commodity price index (2000=100) 137
SILVER Silver, commodity price index (2000=100) 138
TIN Tin, commodity price index (2000=100), UK London 139
ZINC Zinc, commodity price index (2000=100), UK London 140
CSDPRMN Cre´dito de Sociedades de depo´sito al S. Privado en S/. 141
CSDPRME$ Cre´dito de Sociedades de depo´sito al S. Privado en US$ 142
LQSDMN Liquidez en Sociedades de depo´sito en S/. 143
LQSDME$ Liquidez en Sociedades de depo´sito en US$ 144
REREU European Union Real effective exchange rate 145
USPREAD 3-year Treasury spread 146
GASO84 Gasolina 84 (precio dome´stico final del combustible) 147
GASO90 Gasolina 90 (precio dome´stico final del combustible) 148
GASO95 Gasolina 95 (precio dome´stico final del combustible) 149
GASO97 Gasolina 97 (precio dome´stico final del combustible) 150
KEROS Kerosene (precio dome´stico final del combustible) 151
DIESEL2 Diesel 2 (precio dome´stico final del combustible) 152
RES6 Residual 6 (precio dome´stico final del combustible) 153
RES500 Residual 500 (precio dome´stico final del combustible) 154
GLP Gas licuado de petro´leo (precio dome´stico final del combustible) 155
COMB Indice promedio de combustibles (precios dome´sticos finales de combustibles) 156
PXT Exportaciones tradicionales (´ındice de precios 1994=100) 157
QXT Exportaciones tradicionales (´ındice de volumen 1994=100) 158
PXNT Exportaciones no tradicionales (´ındice de precios 1994=100) 159
QXNT Exportaciones no tradicionales (´ındice de volumen 1994=100) 160
QXNTAGR Agropecuarias, exportaciones no tradicionales (´ındice de volumen 1994=100) 161
QXNTEXT Textiles, exportaciones no tradicionales (´ındice de volumen 1994=100) 162
QXNTPES Pesqueras, exportaciones no tradicionales (´ındice de volumen 1994=100) 163
QXNTQUIM Qu´ımicas, exportaciones no tradicionales (´ındice de volumen 1994=100) 164
QXNTSIDE Sidero-metalu´rgicas, exportaciones no tradicionales (´ındice de volumen 1994=100) 165
ISOC Indice prod. manufacturera, principales socios comerciales de Peru´ (s/ajuste x estacional.) 166
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ANEXO B: Proyecciones de la probabilidad de aceleracio´n en pi de los difer-
entes grupos de modelos
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Gra´fico No. 15: Pr(aceleracio´n de pi) proyectadas con modelos esta´ticos simples
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Proyecciones de la prob. de aceleración de la inflación subyacente (dinámicos simples)
Gra´fico No. 16: Pr(aceleracio´n de pi) proyectadas con modelos auto-regresivos simples
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Gra´fico No. 17: Pr(aceleracio´n de pi) proyectadas con modelos esta´ticos simples
0.75
0.8
0.85
0.9
0.95
1
Proyecciones de la prob. de aceleración de la inflación subyacente (dinámicos múltiples)
Horizonte de proyección
LABI
RAPELE
SILVER
TCP
TIN
IMPSUB
TXISCC
SUBSAB
RPIND4
RPIND1
METAL
IPCSAE
Gra´fico No. 18: Pr(aceleracio´n de pi) proyectadas con modelos auto-regresivos simples
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ANEXO C: Estimados de los efectos marginales: modelos mu´ltiples auto-
regresivos para pi
Cuadro No. 19: Efectos marginales en los modelos auto-regresivos
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ANEXO D: Estimados de los efectos marginales: modelos mu´ltiples esta´ticos
para pi
Cuadro No. 20: Efectos marginales en los modelos esta´ticos
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ANEXO E: Proyecciones de la probabilidad de aceleracio´n en g de los difer-
entes grupos de modelos
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Gra´fico No. 21: Pr(aceleracio´n de g) proyectadas con modelos esta´ticos simples
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Gra´fico No. 22: Pr(aceleracio´n de g) proyectadas con modelos auto-regresivos simples
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Gra´fico No. 23: Pr(aceleracio´n de g) proyectadas con modelos esta´ticos simples
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Gra´fico No. 24: Pr(aceleracio´n de g) proyectadas con modelos auto-regresivos simples
30
ANEXO F: Estimados de los efectos marginales: modelos mu´ltiples auto-
regresivos para g
Cuadro No. 25: Efectos marginales en los modelos auto-regresivos
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ANEXO G: Estimados de los efectos marginales: modelos mu´ltiples esta´ticos
para g
Cuadro No. 26: Efectos marginales en los modelos esta´ticos
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ANEXO H: Estimacio´n MV P
Este anexo detalla las condiciones para las estimaciones MV y MV P (sin/con pe-
nalizacio´n) en cada uno de los modelos considerados en el documento: (1) modelos logit
uni-ecuacionales esta´ticos; (2) modelos logit uni-ecuacionales dina´micos; (3) modelos pro-
bit bi-ecuacionales esta´ticos; y (4) modelos probit bi-ecuacionales dina´micos.
H1: Modelos logit uni-ecuacionales sin dina´mica en la latente: θ ≡ β
Definimos Pr(yt = 1) = λt = e
xt′β/(1 + ext
′β), de tal modo que λ′t = λt(1−λt), por lo
que el componente asociado al periodo t en la (log) verosimilitud a maximizar es
LogLt = ytlog(λt) + (1− yt)log(1− λt)
la condicio´n de primer orden (CPO) es∑
t
∂LogLt
∂β
= −
∑
t
(yt − λt)Xt = 0
y la condicio´n de segundo orden (CSO) es, ∀z 6= 0,
z′
[∑
t
∂2LogLt
∂β∂β′
]
z = z′ [−X ′W (β)X] z = z′
[
−
∑
t
[λt(1− λt)]x′txt
]
z < 0
donde W (β) ≡ diag({λt(1− λt)})
La CPO para el estimador de MV P requiere obtener ∂log(|I(β)|)/∂β (ver texto prin-
cipal), cuyo componente i es
∂log(|I(β)|)
∂βi
= tr{I(β)−1
[
∂I(β)
∂βi
]
}
donde la u´nica expresio´n que se requiere obtener es
∂I(β)
∂βi
= −X ′diag({e
xt′β[1− ext′β]
[1 + ext′β]3
xit})X
por lo que la CPO resulta
∑
t
∂LogL∗t
∂β
=
∑
t
∂LogLt
∂β
+
1
2
tr{I(β)−1
[
−X ′diag({e
xt′β[1− ext′β]
[1 + ext′β]3
xit})X
]
}
H2: Modelos logit uni-ecuacionales con dina´mica AR(1) en la latente: θ ≡ (β′, βE)′
En el modelo anterior, la variable latente puede definirse como pit = xt
′β. En las versio´n
auto-regresiva se define como pit = xt
′β + βEpit−1. Sin embargo, con esta formulacio´n, el
coeficiente de la latente rezagada βE puede tomar valores libremente y por ende, au´n con
datos estacionarios, es necesario restringir la optimizacio´n para que tome valores en el
intervalo (−1, 1). Para ello se sustituye βE por una funcio´n determinada ω(βE) ∈ (−1, 1)
cont´ınua en R (βE ∈ R1), en cuyo caso la latente se define como pit = xt′β + ω(βE)pit−1.
Con Pr(yt = 1) = λt = e
pit/(1 + epit), se sigue cumpliendo que λ′t = λt(1 − λt) y
el componente asociado al periodo t en la (log) verosimilitud a maximizar sigue siendo
LogLt = ytlog(λt) + (1− yt)log(1− λt) cuyas CPO son
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∑
t
∂LogLt
∂β
=
∑
t
(yt − λt)Xt = 0
∑
t
∂LogLt
∂βE
=
∑
t
(yt − λt)ω′(βE)pit−1 = 0
y la CSO es, ∀z 6= 0,
z′
[ ∑
t
∂2LogLt
∂β∂β′
∑
t
∂2LogLt
∂β∂βE∑
t
∂2LogLt
∂βE∂β′
∑
t
∂2LogLt
∂βE
2
]
z < 0
y las sub-matrices diferentes en esta matriz sime´trica son las siguientes∑
t
∂2LogLt
∂β∂β′
= −
∑
t
[λt(1− λt)]x′txt
∑
t
∂2LogLt
∂β∂βE
= −
∑
t
[λt(1− λt)]ω′(βE)x′tpit−1
∑
t
∂2LogLt
∂βE
2 = −
∑
t
[λt(1− λt)(ω′(βE))2pit−1 − (yt − λt)ω′′(βE)]pit−1
De manera similar a la anterior familia de modelos, la CPO para el estimador de MV P
requiere obtener ∂log(|I(θ)|)/∂θ, cuyo componente i es
∂log(|I(θ)|)
∂θi
= tr{I(θ)−1
[
∂I(θ)
∂θi
]
}
es decir, se requiere obtener todas las sub-matrices
∂I(θ)
∂βi
=
 ∂∂βi {−∑t ∂2LogLt∂β∂β′ } ∂∂βi {−∑t ∂2LogLt∂β∂βE }
∂
∂βi
{
−∑t ∂2LogLt∂βE∂β′ } ∂∂βi {−∑t ∂2LogLt∂βE2 }

y
∂I(θ)
∂βE
=
 ∂∂βE {−∑t ∂2LogLt∂β∂β′ } ∂∂βE {−∑t ∂2LogLt∂β∂βE }
∂
∂βE
{
−∑t ∂2LogLt∂βE∂β′ } ∂∂βE {−∑t ∂2LogLt∂βE2 }

H3: Modelos probit bi-ecuacionales sin dina´mica en las dos latentes: θ ≡ (β1′, β2′, ρE)′
La funcio´n de (log) verosimilitud corresponde a la ecuacio´n (4). Greene (2002) no
considera la necesidad de que el para´metro de correlacio´n ρ este´ restringido en el intervalo
(−1, 1) y presenta la derivacio´n de las condiciones de primer y segundo orden para el
problema con θ ≡ (β1′, β2′, ρ)′. Aqu´ı se ha sustituido ρ por una funcio´n determinada
ω(ρE) ∈ (−1, 1) cont´ınua en R (ρE ∈ R1), por lo que podemos usar la ecuacio´n adicional
ρ = ω(ρE).
En este caso, el componente asociado al periodo t en la (log) verosimilitud a ma-
ximizar es LogLt = log(Pr(Y1 = yt1, Y2 = yt2)) = log(Pr(w1 < wt1, w2 < wt2)) =
log(Φ2(wt1, wt2, ρt∗)), cuyas CPO son muy similares a las de Greene (2002),∑
t
∂LogLt
∂β1
=
∑
t
(qt1gt1/Φ2)Xt1 = 0
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∑
t
∂LogLt
∂β2
=
∑
t
(qt2gt2/Φ2)Xt2 = 0
∑
t
∂LogLt
∂ρE
=
∑
t
(qt1qt2φ2/Φ2)ω
′(ρE) = 0
y la CSO es, ∀z 6= 0,
z′

∑
t
∂2LogLt
∂β1∂β′1
∑
t
∂2LogLt
∂β1∂β′2
∑
t
∂2LogLt
∂β1∂ρE∑
t
∂2LogLt
∂β2∂β′1
∑
t
∂2LogLt
∂β2∂β′2
∑
t
∂2LogLt
∂β2∂ρE∑
t
∂2LogLt
∂ρE∂β
′
1
∑
t
∂2LogLt
∂ρE∂β
′
2
∑
t
∂2LogLt
∂ρE2
 z < 0
Las sub-matrices diferentes en esta matriz sime´trica son las siguientes:∑
t
∂2LogLt
∂β1∂β′1
= −
∑
t
xt1
[
wt1gt1
Φ2
+
ρt∗φ2
Φ2
+
g2t1
Φ22
]
x′t1
∑
t
∂2LogLt
∂β1∂β′2
=
∑
t
qt1qt2
[
φ2
Φ2
− gt1gt2
Φ22
]
xt1x
′
t2
∑
t
∂2LogLt
∂β1∂ρE
=
∑
t
qt2
φ2
Φ2
[
ρt∗δtvt1 − wt1 − gt1
Φ2
]
ω′(ρE)xt1
∑
t
∂2LogLt
∂β2∂β′2
= −
∑
t
xt2
[
wt2gt2
Φ2
+
ρt∗φ2
Φ2
+
g2t2
Φ22
]
x′t2
∑
t
∂2LogLt
∂β2∂ρE
=
∑
t
qt1
φ2
Φ2
[
ρt∗δtvt2 − wt2 − gt2
Φ2
]
ω′(ρE)xt2
∑
t
∂2LogLt
∂ρE2
=
∑
t
φ2
Φ2
[
ρt∗δ2t (1− w′tR−1t wt) + δ2twt1wt2 + qt1qt2
ω′′(ρE)
[ω′(ρE)]
2 −
φ2
Φ2
]
[ω′(ρE)]
2
De manera similar a las anteriores familias de modelos, la CPO para el estimador de
MV P requiere obtener ∂log(|I(θ)|)/∂θ, cuyo componente i es
∂log(|I(θ)|)
∂θi
= tr{I(θ)−1
[
∂I(θ)
∂θi
]
}
y en este caso se requiere obtener todas las sub-matrices
∂I(θ)
∂β1i
=

∂
∂β1i
{
−∑t ∂2LogLt∂β1∂β′1 } ∂∂β1i {−∑t ∂2LogLt∂β1∂β′2 } ∂∂β1i {−∑t ∂2LogLt∂β1∂ρE }
∂
∂β1i
{
−∑t ∂2LogLt∂β2∂β′1 } ∂∂β1i {−∑t ∂2LogLt∂β2∂β′2 } ∂∂β1i {−∑t ∂2LogLt∂β2∂ρE }
∂
∂β1i
{
−∑t ∂2LogLt∂ρE∂β′1 } ∂∂β1i {−∑t ∂2LogLt∂ρE∂β′2 } ∂∂β1i {−∑t ∂2LogLt∂ρE2 }

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∂I(θ)
∂β2i
=

∂
∂β2i
{
−∑t ∂2LogLt∂β1∂β′1 } ∂∂β2i {−∑t ∂2LogLt∂β1∂β′2 } ∂∂β2i {−∑t ∂2LogLt∂β1∂ρE }
∂
∂β2i
{
−∑t ∂2LogLt∂β2∂β′1 } ∂∂β2i {−∑t ∂2LogLt∂β2∂β′2 } ∂∂β2i {−∑t ∂2LogLt∂β2∂ρE }
∂
∂β2i
{
−∑t ∂2LogLt∂ρE∂β′1 } ∂∂β2i {−∑t ∂2LogLt∂ρE∂β′2 } ∂∂β2i {−∑t ∂2LogLt∂ρE2 }

y
∂I(θ)
∂ρE
=

∂
∂ρE
{
−∑t ∂2LogLt∂β1∂β′1 } ∂∂ρE {−∑t ∂2LogLt∂β1∂β′2 } ∂∂ρE {−∑t ∂2LogLt∂β1∂ρE }
∂
∂ρE
{
−∑t ∂2LogLt∂β2∂β′1 } ∂∂ρE {−∑t ∂2LogLt∂β2∂β′2 } ∂∂ρE {−∑t ∂2LogLt∂β2∂ρE }
∂
∂ρE
{
−∑t ∂2LogLt∂ρE∂β′1 } ∂∂ρE {−∑t ∂2LogLt∂ρE∂β′2 } ∂∂ρE {−∑t ∂2LogLt∂ρE2 }

El detalle de estas derivadas puede obtenerse del correspondiente al modelo siguiente,
ma´s complejo.
H4: Modelos probit bi-ecuacionales con dina´mica AR(1) en las dos latentes: θ ≡ (β1′, β1E, β2′, β2E, ρE)′
La funcio´n de (log) verosimilitud tambie´n corresponde a la ecuacio´n (4), pero en este
caso hay tres para´metros que deben restringirse para que so´lo tomen valores en el intervalo
(−1, 1), dando lugar a 3 ecuaciones adicionales en total: βAR11 = ω(β1E), βAR12 = ω(β2E)
y ρ = ω(ρE).
Nuevamente, el componente asociado al periodo t en la (log) verosimilitud a ma-
ximizar es LogLt = log(Pr(Y1 = yt1, Y2 = yt2)) = log(Pr(w1 < wt1, w2 < wt2)) =
log(Φ2(wt1, wt2, ρt∗)), cuyas CPO son las siguientes (e incluyen a las tres del caso anterior):∑
t
∂LogLt
∂β1
=
∑
t
(qt1gt1/Φ2)Xt1 = 0
∑
t
∂LogLt
∂β1E
=
∑
t
(qt1gt1/Φ2)ω
′(β1E)pit1 = 0
∑
t
∂LogLt
∂β2
=
∑
t
(qt2gt2/Φ2)Xt2 = 0
∑
t
∂LogLt
∂β2E
=
∑
t
(qt2gt2/Φ2)ω
′(β2E)pit2 = 0
∑
t
∂LogLt
∂ρE
=
∑
t
(qt1qt2φ2/Φ2)ω
′(ρE) = 0
y la CSO es, ∀z 6= 0,
z′

∑
t
∂2LogLt
∂β1∂β′1
∑
t
∂2LogLt
∂β1∂β1E
∑
t
∂2LogLt
∂β1∂β′2
∑
t
∂2LogLt
∂β1∂β2E
∑
t
∂2LogLt
∂β1∂ρE∑
t
∂2LogLt
∂β1E∂β
′
1
∑
t
∂2LogLt
∂β21E
∑
t
∂2LogLt
∂β1E∂β
′
2
∑
t
∂2LogLt
∂β1E∂β2E
∑
t
∂2LogLt
∂β1E∂ρE∑
t
∂2LogLt
∂β2∂β′1
∑
t
∂2LogLt
∂β2∂β1E
∑
t
∂2LogLt
∂β2∂β′2
∑
t
∂2LogLt
∂β2∂β2E
∑
t
∂2LogLt
∂β2∂ρE∑
t
∂2LogLt
∂β2E∂β
′
1
∑
t
∂2LogLt
∂β2E∂β1E
∑
t
∂2LogLt
∂β2E∂β
′
2
∑
t
∂2LogLt
∂β22E
∑
t
∂2LogLt
∂β2E∂ρE∑
t
∂2LogLt
∂ρE∂β
′
1
∑
t
∂2LogLt
∂ρE∂β1E
∑
t
∂2LogLt
∂ρE∂β
′
2
∑
t
∂2LogLt
∂ρE∂β2E
∑
t
∂2LogLt
∂ρE2

z < 0
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Las sub-matrices diferentes en esta matriz sime´trica (que incluyen las del caso anterior)
son las siguientes: ∑
t
∂2LogLt
∂β1∂β′1
= −
∑
t
x′t1
[
wt1gt1
Φ2
+
ρt∗φ2
Φ2
+
g2t1
Φ22
]
xt1
∑
t
∂2LogLt
∂β1∂β1E
=
[
−
∑
t
[
wt1gt1 + ρt∗φ2
Φ2
− g
2
t1
Φ22
]
ω′(β1E)pit1xt1
]′
∑
t
∂2LogLt
∂β1∂β′2
=
[∑
t
qt1qt2
[
φ2
Φ2
− gt1gt2
Φ22
]
xt1x
′
t2
]′
∑
t
∂2LogLt
∂β1∂β2E
=
[∑
t
[
qt1qt2φ2
Φ2
− gt1gt2
Φ22
]
ω′(β2E)pit2xt1
]′
∑
t
∂2LogLt
∂β1∂ρE
=
[∑
t
qt2
φ2
Φ2
[
ρt∗δtvt1 − wt1 − gt1
Φ2
]
ω′(ρE)xt1
]′
∑
t
∂2LogLt
∂β1E
2 = −
∑
t
[
(wt1gt1 + ρt∗φ2)[ω′(β1E)]
2pit1 − [gt1ω′′(β1E)/qt1]
Φ2
+
g2t1[ω
′(β1E)]
2pit1
Φ22
]
pit1
∑
t
∂2LogLt
∂β1E∂β′2
=
∑
t
[
qt1qt2φ2
Φ2
− gt1gt2
Φ22
]
ω′(β1E)pit1xt2
∑
t
∂2LogLt
∂β1E∂β2E
= −
∑
t
qt1qt2
[
φ2
Φ2
− gt1gt2
Φ22
]
ω′(β1E)ω′(β2E)pit1pit2
∑
t
∂2LogLt
∂β1E∂ρE
= −
∑
t
qt2φ2
[
wt1
Φ2
+
gt1
Φ22
]
ω′(β1E)ω′(ρE)pit1
∑
t
∂2LogLt
∂β2∂β′2
= −
∑
t
x′t2
[
wt2gt2
Φ2
+
ρt∗φ2
Φ2
+
g2t2
Φ22
]
xt2
∑
t
∂2LogLt
∂β2∂β2E
=
[
−
∑
t
[
wt2gt2 + ρt∗φ2
Φ2
− g
2
t2
Φ22
]
ω′(β2E)pit2xt2
]′
∑
t
∂2LogLt
∂β2∂ρE
=
[∑
t
qt1
φ2
Φ2
[
ρt∗δtvt2 − wt2 − gt2
Φ2
]
ω′(ρE)xt2
]′
∑
t
∂2LogLt
∂β22E
= −
∑
t
[
(wt2gt2 + ρt∗φ2)[ω′(β2E)]
2pit2 − [gt2ω′′(β2E)/qt2]
Φ2
+
g2t2[ω
′(β2E)]
2pit2
Φ22
]
pit2
∑
t
∂2LogLt
∂β2E∂ρE
= −
∑
t
qt1φ2
[
wt2
Φ2
+
gt2
Φ22
]
ω′(β2E)ω′(ρE)pit2
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∑
t
∂2LogLt
∂ρE2
=
∑
t
φ2
Φ2
[
ρt∗δ2t (1− w′tR−1t wt) + δ2twt1wt2 + qt1qt2
ω′′(ρE)
[ω′(ρE)]
2 −
φ2
Φ2
]
[ω′(ρE)]
2
De manera similar a los casos anteriores, la CPO para el estimador de MV P requiere
obtener ∂log(|I(θ)|)/∂θ, cuyo componente i es
∂log(|I(θ)|)
∂θi
= tr{I(θ)−1
[
∂I(θ)
∂θi
]
}
y para este caso particular todas las sub-matrices siguientes son necesarias
∂I(θ)
∂β1i
=

∂
∂β1i
{
−∑t ∂2LogLt∂β1∂β′1
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1∂β1E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1∂β′2
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1∂β2E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1∂ρE
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1E∂β′1
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2
1E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1E∂β′2
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1E∂β2E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β1E∂ρE
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2∂β′1
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2∂β1E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2∂β′2
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2∂β2E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2∂ρE
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2E∂β′1
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2E∂β1E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2E∂β′2
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2
2E
}
∂
∂β1i
{
−∑t ∂2LogLt∂β2E∂ρE
}
∂
∂β1i
{
−∑t ∂2LogLt∂ρE∂β′1
}
∂
∂β1i
{
−∑t ∂2LogLt∂ρE∂β1E
}
∂
∂β1i
{
−∑t ∂2LogLt∂ρE∂β′2
}
∂
∂β1i
{
−∑t ∂2LogLt∂ρE∂β2E
}
∂
∂β1i
{
−∑t ∂2LogLt∂ρ2
E
}

∂I(θ)
∂β1E
=

∂
∂β1E
{
−∑t ∂2LogLt∂β1∂β′1
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1∂β1E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1∂β′2
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1∂β2E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1∂ρE
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1E∂β′1
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2
1E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1E∂β′2
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1E∂β2E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β1E∂ρE
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2∂β′1
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2∂β1E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2∂β′2
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2∂β2E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2∂ρE
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2E∂β′1
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2E∂β1E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2E∂β′2
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2
2E
}
∂
∂β1E
{
−∑t ∂2LogLt∂β2E∂ρE
}
∂
∂β1E
{
−∑t ∂2LogLt∂ρE∂β′1
}
∂
∂β1E
{
−∑t ∂2LogLt∂ρE∂β1E
}
∂
∂β1E
{
−∑t ∂2LogLt∂ρE∂β′2
}
∂
∂β1E
{
−∑t ∂2LogLt∂ρE∂β2E
}
∂
∂β1E
{
−∑t ∂2LogLt∂ρ2
E
}

∂I(θ)
∂β2i
=

∂
∂β2i
{
−∑t ∂2LogLt∂β1∂β′1
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1∂β1E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1∂β′2
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1∂β2E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1∂ρE
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1E∂β′1
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2
1E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1E∂β′2
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1E∂β2E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β1E∂ρE
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2∂β′1
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2∂β1E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2∂β′2
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2∂β2E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2∂ρE
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2E∂β′1
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2E∂β1E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2E∂β′2
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2
2E
}
∂
∂β2i
{
−∑t ∂2LogLt∂β2E∂ρE
}
∂
∂β2i
{
−∑t ∂2LogLt∂ρE∂β′1
}
∂
∂β2i
{
−∑t ∂2LogLt∂ρE∂β1E
}
∂
∂β2i
{
−∑t ∂2LogLt∂ρE∂β′2
}
∂
∂β2i
{
−∑t ∂2LogLt∂ρE∂β2E
}
∂
∂β2i
{
−∑t ∂2LogLt∂ρ2
E
}

∂I(θ)
∂β2E
=

∂
∂β2E
{
−∑t ∂2LogLt∂β1∂β′1
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1∂β1E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1∂β′2
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1∂β2E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1∂ρE
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1E∂β′1
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2
1E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1E∂β′2
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1E∂β2E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β1E∂ρE
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2∂β′1
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2∂β1E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2∂β′2
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2∂β2E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2∂ρE
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2E∂β′1
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2E∂β1E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2E∂β′2
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2
2E
}
∂
∂β2E
{
−∑t ∂2LogLt∂β2E∂ρE
}
∂
∂β2E
{
−∑t ∂2LogLt∂ρE∂β′1
}
∂
∂β2E
{
−∑t ∂2LogLt∂ρE∂β1E
}
∂
∂β2E
{
−∑t ∂2LogLt∂ρE∂β′2
}
∂
∂β2E
{
−∑t ∂2LogLt∂ρE∂β2E
}
∂
∂β2E
{
−∑t ∂2LogLt∂ρ2
E
}

y
∂I(θ)
∂ρE
=

∂
∂ρE
{
−∑t ∂2LogLt∂β1∂β′1
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1∂β1E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1∂β′2
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1∂β2E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1∂ρE
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1E∂β′1
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2
1E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1E∂β′2
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1E∂β2E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β1E∂ρE
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2∂β′1
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2∂β1E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2∂β′2
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2∂β2E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2∂ρE
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2E∂β′1
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2E∂β1E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2E∂β′2
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2
2E
}
∂
∂ρE
{
−∑t ∂2LogLt∂β2E∂ρE
}
∂
∂ρE
{
−∑t ∂2LogLt∂ρE∂β′1
}
∂
∂ρE
{
−∑t ∂2LogLt∂ρE∂β1E
}
∂
∂ρE
{
−∑t ∂2LogLt∂ρE∂β′2
}
∂
∂ρE
{
−∑t ∂2LogLt∂ρE∂β2E
}
∂
∂ρE
{
−∑t ∂2LogLt∂ρ2
E
}

38
Tanto la complejidad de las funciones a derivar (ya incluidas) como el nu´mero es-
tas derivadas (15 elementos diferentes en cada una de estas 5 sub-matrices) podr´ıan ex-
cusarnos de incluirlas en este anexo. Las incluimos por completitud y porque son resulta-
dos tediosos de obtener.
Matriz ∂I(θ)
∂β1i
:
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β1∂β′1
}
=
∑
t
xTt1Θ
11
t xt1 = X
T
1 diag < Θ
11
t > X1
donde
Θ11t ≡
[
gt1
Φ2
− (wt1
Φ2
+ 2
gt1
Φ22
)(wt1gt1 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt1gt1 + ρt∗φ2
Φ22
+ 2
g2t1
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β1∂β1E
}
=
∑
t
Θ12t ω
′(β1E)pit1xt1
donde
Θ12t ≡
[
gt1
Φ2
− (wt1
Φ2
− 2gt1
Φ22
)(wt1gt1 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt1gt1 + ρt∗φ2
Φ22
− 2g
2
t1
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β21E
}
=
∑
t
Θ22t pit1
donde
Θ22t ≡
[
pit1[ω
′(β1E)]2
{
gt1
Φ2
− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2
}
−
{
pit1[ω
′(β1E)]2
wt1
Φ2
− ω
′′(β1E)
qt1Φ2
+ 2[ω′(β1E)]2
gt1
Φ22
}
(wt1gt1 + ρt∗φ2)
−
{
pit1[ω
′(β1E)]2(
wt1gt1 + ρt∗φ2
Φ22
)− ω
′′(β1E)
qt1
(
gt1
Φ22
) + 2[ω′(β1E)]2
g2t1
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β1∂β′2
}
=
∑
t
qt1qt2Θ
13
t x
T
t2xt1
donde
Θ13t ≡
[
gt1
Φ22
φ2 − gt2
Φ22
(wt1gt1 + ρt∗φ2) +
1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
{
φ2
Φ22
− 2gt1gt2
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β1∂β2E
}
=
∑
t
Θ14t ω
′(β2E)pit2xt1
donde
Θ14t ≡
[
gt1
Φ22
φ2 − gt2
Φ22
(wt1gt1 + ρt∗φ2) +
qt1qt2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
{
qt1qt2
φ2
Φ22
− 2gt1gt2
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β2∂β1E
}
=
∑
t
Θ32t ω
′(β1E)pit1xt2
donde
Θ32t ≡ Θ14t
39
∂∂β1i
{
−
∑
t
∂2LogLt
∂β2∂β′2
}
=
∑
t
xTt2Θ
33
t xt2 = X
T
2 diag < Θ
33
t > X2
donde
Θ33t ≡
[
(
wt2
Φ2
+ 2
gt2
Φ22
)φ2 − ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt2gt2 + ρt∗φ2
Φ22
+ 2
g2t2
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β1E∂β2E
}
=
∑
t
qt1qt2Θ
24
t ω
′(β1E)ω′(β2E)pit1pit2
donde
Θ24t ≡
[
2gt1
φ2
Φ22
− gt2
Φ22
(wt1gt1 + ρt∗φ2)− 2g
2
t1gt2
Φ32
+
1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β2∂β2E
}
=
∑
t
Θ34t ω
′(β2E)pit2xt2
donde
Θ34t ≡
[
−(wt2
Φ2
− 2gt2
Φ22
)(wt1gt1 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt2gt2 + ρt∗φ2
Φ22
− 2g
2
t2
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β22E
}
=
∑
t
Θ44t pit2
donde
Θ44t ≡
[
−pit2[ω′(β2E)]2 ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2
+
{
pit2[ω
′(β2E)]2
wt2
Φ2
− ω
′′(β2E)
qt2Φ2
+ 2[ω′(β2E)]2
gt2
Φ22
}
φ2
−
{
pit2[ω
′(β2E)]2(
wt2gt2 + ρt∗φ2
Φ22
)− ω
′′(β2E)
qt2
(
gt2
Φ22
) + 2[ω′(β2E)]2
g2t2
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β1∂ρE
}
=
∑
t
qt2Θ
15
t ω
′(ρE)xt1
donde
Θ15t ≡
[
−∆t1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
φ2
Φ2
{
1 + ρ2t∗δ
2
t
}
− φ2
Φ22
(wt1gt1 + ρt∗φ2)−
{
∆t1
φ2
Φ22
+
φ2gt1
Φ32
}
gt1
]
qt1x
(i)
t1
y
∆t1 ≡ wt1 + gt1
Φ2
− ρt∗δtvt1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂β2∂ρE
}
=
∑
t
qt1Θ
35
t ω
′(ρE)xt2
donde
Θ35t ≡
[
−∆t2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
φ2
Φ2
{
φ2
Φ2
− ρt∗δ2t
}
−
{
∆t2
φ2
Φ22
+
φ2gt2
Φ32
}
gt1
]
qt1x
(i)
t1
y
∆t2 ≡ wt2 + gt2
Φ2
− ρt∗δtvt2
40
∂∂β1i
{
−
∑
t
∂2LogLt
∂ρE∂β1E
}
=
∑
t
qt2Θ
52
t ω
′(ρE)ω′(β1E)pit1
donde
Θ52t ≡
[
φ2
Φ2
− φ2
Φ22
(wt1gt1 + ρt∗φ2)− (wt1
Φ2
+
gt1
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt1φ2
Φ22
+
2gt1φ2
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂ρE∂β2E
}
=
∑
t
qt1Θ
54
t ω
′(ρE)ω′(β2E)pit2
donde
Θ54t ≡
[
φ22
Φ22
− (wt2
Φ2
+
gt2
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt2φ2
Φ22
+
2gt2φ2
Φ32
}
gt1
]
qt1x
(i)
t1
∂
∂β1i
{
−
∑
t
∂2LogLt
∂ρ2E
}
=
∑
t
[ω′(ρE)]
2
Θ55t
donde
Θ55t ≡
[
−
{
∆t
Φ2
+
φ2
Φ2
}
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
∆t
φ2
Φ22
+
φ22
Φ32
}
gt1 +
φ2
Φ2
{
2δ3t ρt∗vt2 − δ2twt2
}]
qt1x
(i)
t1
y
∆t ≡ δ2t ρt∗(wTt Ω−1wt − 1) +
φ2
Φ2
− δ2twt1wt2 − qt1qt2
ω′′(ρE)
[ω′(ρE)]
2
Matriz ∂I(θ)
∂β2i
:
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β1∂β′1
}
=
∑
t
xTt1Θ
11
t xt1 = X
T
1 diag < Θ
11
t > X1
donde
Θ11t ≡
[
−ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 + (
wt1
Φ2
+ 2
gt1
Φ22
)φ2 −
{
wt1gt1 + ρt∗φ2
Φ22
+ 2
g2t1
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β1∂β1E
}
=
∑
t
Θ12t ω
′(β1E)pit1xt1
donde
Θ12t ≡
[
−ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 + (
wt1
Φ2
− 2gt1
Φ22
)φ2 −
{
wt1gt1 + ρt∗φ2
Φ22
− 2g
2
t1
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β21E
}
=
∑
t
Θ22t pit1
donde
Θ22t ≡
[
−pit1[ω′(β1E)]2 ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
{
pit1[ω
′(β1E)]2
wt1
Φ2
− ω
′′(β1E)
qt1Φ2
+ 2[ω′(β1E)]2
gt1
Φ22
}
φ2
−
{
pit1[ω
′(β1E)]2(
wt1gt1 + ρt∗φ2
Φ22
)− ω
′′(β1E)
qt1
(
gt1
Φ22
) + 2[ω′(β1E)]2
g2t1
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β1∂β′2
}
=
∑
t
qt1qt2Θ
13
t x
T
t2xt1
41
donde
Θ13t ≡
[
−gt1
Φ22
(wt2gt2 + ρt∗φ2) +
gt2
Φ22
φ2 +
1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
{
φ2
Φ22
− 2gt1gt2
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β1∂β2E
}
=
∑
t
Θ14t ω
′(β2E)pit2xt1
donde
Θ14t ≡
[
−gt1
Φ22
(wt2gt2 + ρt∗φ2) +
gt2
Φ22
φ2 +
qt1qt2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
{
qt1qt2
φ2
Φ22
− 2gt1gt2
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β2∂β1E
}
=
∑
t
Θ32t ω
′(β1E)pit1xt2
donde
Θ32t ≡ Θ14t
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β2∂β′2
}
=
∑
t
xTt2Θ
33
t xt2 = X
T
2 diag < Θ
33
t > X2
donde
Θ33t ≡
[
gt2
Φ2
− (wt2
Φ2
+ 2
gt2
Φ22
)(wt2gt2 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
wt2gt2 + ρt∗φ2
Φ22
+ 2
g2t2
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β1E∂β2E
}
=
∑
t
qt1qt2Θ
24
t ω
′(β1E)ω′(β2E)pit1pit2
donde
Θ24t ≡
[
2gt2
φ2
Φ22
− gt1
Φ22
(wt2gt2 + ρt∗φ2)− 2gt1g
2
t2
Φ32
+
1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β2∂β2E
}
=
∑
t
Θ34t ω
′(β2E)pit2xt2
donde
Θ34t ≡
[
gt2
Φ2
− (wt2
Φ2
− 2gt2
Φ22
)(wt2gt2 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
wt2gt2 + ρt∗φ2
Φ22
− 2g
2
t2
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β22E
}
=
∑
t
Θ44t pit2
donde
Θ44t ≡
[
pit2[ω
′(β2E)]2
{
gt2
Φ2
− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1
}
−
{
pit2[ω
′(β2E)]2
wt2
Φ2
− ω
′′(β2E)
qt2Φ2
+ 2[ω′(β2E)]2
gt2
Φ22
}
(wt2gt2 + ρt∗φ2)
−
{
pit2[ω
′(β2E)]2(
wt2gt2 + ρt∗φ2
Φ22
)− ω
′′(β2E)
qt2
(
gt2
Φ22
) + 2[ω′(β2E)]2
g2t2
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β1∂ρE
}
=
∑
t
qt2Θ
15
t ω
′(ρE)xt1
42
donde
Θ15t ≡
[
−∆t1 1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
φ2
Φ2
{
φ2
Φ2
− ρt∗δ2t
}
−
{
∆t1
φ2
Φ22
+
φ2gt1
Φ32
}
gt2
]
qt2x
(i)
t2
y
∆t1 ≡ wt1 + gt1
Φ2
− ρt∗δtvt1
∂
∂β2i
{
−
∑
t
∂2LogLt
∂β2∂ρE
}
=
∑
t
qt1Θ
35
t ω
′(ρE)xt2
donde
Θ35t ≡
[
−∆t2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
φ2
Φ2
{
1 + ρ2t∗δ
2
t
}
− φ2
Φ22
(wt2gt2 + ρt∗φ2)−
{
∆t2
φ2
Φ22
+
φ2gt2
Φ32
}
gt2
]
qt2x
(i)
t2
y
∆t2 ≡ wt2 + gt2
Φ2
− ρt∗δtvt2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂ρE∂β1E
}
=
∑
t
qt2Θ
52
t ω
′(ρE)ω′(β1E)pit1
donde
Θ52t ≡
[
φ22
Φ22
− (wt1
Φ2
+
gt1
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
wt1φ2
Φ22
+
2gt1φ2
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂ρE∂β2E
}
=
∑
t
qt1Θ
54
t ω
′(ρE)ω′(β2E)pit2
donde
Θ54t ≡
[
φ2
Φ2
− φ2
Φ22
(wt2gt2 + ρt∗φ2)− (wt2
Φ2
+
gt2
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
wt2φ2
Φ22
+
2gt2φ2
Φ32
}
gt2
]
qt2x
(i)
t2
∂
∂β2i
{
−
∑
t
∂2LogLt
∂ρ2E
}
=
∑
t
[ω′(ρE)]
2
Θ55t
donde
Θ55t ≡
[
−
{
∆t
Φ2
+
φ2
Φ2
}
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
∆t
φ2
Φ22
+
φ22
Φ32
}
gt2 +
φ2
Φ2
{
2δ3t ρt∗vt1 − δ2twt1
}]
qt2x
(i)
t2
y
∆t ≡ δ2t ρt∗(wTt Ω−1wt − 1) +
φ2
Φ2
− δ2twt1wt2 − qt1qt2
ω′′(ρE)
[ω′(ρE)]
2
Matriz ∂I(θ)
∂β1E
:
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β1∂β′1
}
=
∑
t
xTt1Θ
11
t xt1 = X
T
1 diag < Θ
11
t > X1
donde
Θ11t ≡
[
gt1
Φ2
− (wt1
Φ2
+ 2
gt1
Φ22
)(wt1gt1 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2
−
{
wt1gt1 + ρt∗φ2
Φ22
+ 2
g2t1
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
43
∂∂β1E
{
−
∑
t
∂2LogLt
∂β1∂β1E
}
=
∑
t
[
Θ12t ω
′(β1E) +
{
wt1gt1 + ρt∗φ2
Φ2
− g
2
t1
Φ22
}
ω′′(β1E)
]
pit1xt1
donde
Θ12t ≡
[
gt1
Φ2
− (wt1
Φ2
− 2gt1
Φ22
)(wt1gt1 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2
−
{
wt1gt1 + ρt∗φ2
Φ22
− 2g
2
t1
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β21E
}
=
∑
t
Θ22t pit1
donde
Θ22t ≡
[
pit1[ω
′(β1E)]2
{
gt1
Φ2
− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2
}
−
{
pit1[ω
′(β1E)]2
wt1
Φ2
− ω
′′(β1E)
qt1Φ2
+ 2[ω′(β1E)]2
gt1
Φ22
}
(wt1gt1 + ρt∗φ2)
−
{
pit1[ω
′(β1E)]2(
wt1gt1 + ρt∗φ2
Φ22
)− ω
′′(β1E)
qt1
(
gt1
Φ22
) + 2[ω′(β1E)]2
g2t1
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
+2ω′(β1E)ω′′(β1E)
{
pit1(
wt1gt1 + ρt∗φ2
Φ2
) +
g2t1
Φ22
}
− ω
′′′(β1E)
qt1
(
gt1
Φ2
)
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β1∂β′2
}
=
∑
t
qt1qt2Θ
13
t x
T
t2xt1
donde
Θ13t ≡
[
gt1
Φ22
φ2 − gt2
Φ22
(wt1gt1 + ρt∗φ2) +
1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
{
φ2
Φ22
− 2gt1gt2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β1∂β2E
}
=
∑
t
Θ14t ω
′(β2E)pit2xt1
donde
Θ14t ≡
[
gt1
Φ22
φ2 − gt2
Φ22
(wt1gt1 + ρt∗φ2) +
qt1qt2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
{
qt1qt2
φ2
Φ22
− 2gt1gt2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β2∂β1E
}
=
∑
t
[
Θ32t ω
′(β1E) +
{
gt1gt2
Φ22
− qt1qt2 φ2
Φ2
}
ω′′(β1E)
]
pit1xt2
donde
Θ32t ≡ Θ14t
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β2∂β′2
}
=
∑
t
xTt2Θ
33
t xt2 = X
T
2 diag < Θ
33
t > X2
donde
Θ33t ≡
[
(
wt2
Φ2
+ 2
gt2
Φ22
)φ2 − ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt2gt2 + ρt∗φ2
Φ22
+ 2
g2t2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β1E∂β2E
}
=
∑
t
qt1qt2
[
Θ24t ω
′(β1E) +
{
gt1gt2
Φ22
− φ2
Φ2
}
ω′′(β1E)
]
pit1ω
′(β2E)pit2
44
donde
Θ24t ≡ Θ13t
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β2∂β2E
}
=
∑
t
Θ34t ω
′(β2E)pit2xt2
donde
Θ34t ≡
[
(
wt2
Φ2
− 2gt2
Φ22
)φ2 − ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt2gt2 + ρt∗φ2
Φ22
− 2g
2
t2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β22E
}
=
∑
t
Θ44t pit2
donde
Θ44t ≡
[
−pit2[ω′(β2E)]2 ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2
+
{
pit2[ω
′(β2E)]2
wt2
Φ2
− ω
′′(β2E)
qt2Φ2
+ 2[ω′(β2E)]2
gt2
Φ22
}
φ2
−
{
pit2[ω
′(β2E)]2(
wt2gt2 + ρt∗φ2
Φ22
)− ω
′′(β2E)
qt2
(
gt2
Φ22
) + 2[ω′(β2E)]2
g2t2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β1∂ρE
}
=
∑
t
qt2Θ
15
t ω
′(ρE)xt1
donde
Θ15t ≡
[
−∆t1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
φ2
Φ2
{
1 + ρ2t∗δ
2
t
}
− φ2
Φ22
(wt1gt1 + ρt∗φ2)−
{
∆t1
φ2
Φ22
+
gt1φ2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
y
∆t1 ≡ wt1 + gt1
Φ2
− ρt∗δtvt1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂β2∂ρE
}
=
∑
t
qt1Θ
35
t ω
′(ρE)xt2
donde
Θ35t ≡
[
−∆t2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 +
φ2
Φ2
{
φ2
Φ2
− ρt∗δ2t
}
−
{
∆t2
φ2
Φ22
+
gt2φ2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
y
∆t2 ≡ wt2 + gt2
Φ2
− ρt∗δtvt2
∂
∂β1E
{
−
∑
t
∂2LogLt
∂ρE∂β1E
}
=
∑
t
qt2
[
Θ52t ω
′(β1E) +
{
wt1φ2
Φ2
+
gt1φ2
Φ22
}
ω′′(β1E)
]
ω′(ρE)pit1
donde
Θ52t ≡
[
φ2
Φ2
− φ2
Φ22
(wt1gt1 + ρt∗φ2)− (wt1
Φ2
+
gt1
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt1φ2
Φ22
+
2gt1φ2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂ρE∂β2E
}
=
∑
t
qt1Θ
54
t ω
′(ρE)ω′(β2E)pit2
45
donde
Θ54t ≡
[
φ22
Φ22
− (wt2
Φ2
+
gt2
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
wt2φ2
Φ22
+
2gt2φ2
Φ32
}
gt1
]
qt1ω
′(β1E)pit1
∂
∂β1E
{
−
∑
t
∂2LogLt
∂ρ2E
}
=
∑
t
[ω′(ρE)]
2
Θ55t
donde
Θ55t ≡
[
−
{
∆t
Φ2
+
φ2
Φ22
}
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt2 −
{
∆t
φ2
Φ22
+
φ22
Φ32
}
gt1 − φ2
Φ2
{
δ3t
2
ρt∗vt2 + δ2wt2
}]
qt1ω
′(β1E)pit1
y
∆t ≡ δ2t ρt∗(wTt Ω−1wt − 1) +
φ2
Φ2
− δ2twt1wt2 − qt1qt2
ω′′(ρE)
[ω′(ρE)]
2
Matriz ∂I(θ)
∂β2E
:
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β1∂β′1
}
=
∑
t
xTt1Θ
11
t xt1 = X
T
1 diag < Θ
11
t > X1
donde
Θ11t ≡
[
−ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 + (
wt1
Φ2
+ 2
gt1
Φ22
)φ2 −
{
wt1gt1 + ρt∗φ2
Φ22
+ 2
g2t1
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β1∂β1E
}
=
∑
t
Θ12t ω
′(β1E)pit1xt1
donde
Θ12t ≡
[
−ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 + (
wt1
Φ2
− 2gt1
Φ22
)φ2 −
{
wt1gt1 + ρt∗φ2
Φ22
− 2g
2
t1
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β21E
}
=
∑
t
Θ22t pit1
donde
Θ22t ≡
[
−pit1[ω′(β1E)]2 ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
{
pit1[ω
′(β1E)]2
wt1
Φ2
− ω
′′(β1E)
qt1Φ2
+ 2[ω′(β1E)]2
gt1
Φ22
}
φ2
−
{
pit1[ω
′(β1E)]2(
wt1gt1 + ρt∗φ2
Φ22
)− ω
′′(β1E)
qt1
(
gt1
Φ22
) + 2[ω′(β1E)]2
g2t1
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β1∂β′2
}
=
∑
t
qt1qt2Θ
13
t x
T
t2xt1
donde
Θ13t ≡
[
−gt1
Φ22
(wt2gt2 + ρt∗φ2) +
gt2
Φ22
φ2 +
1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
{
φ2
Φ22
− 2gt1gt2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β1∂β2E
}
=
∑
t
[
Θ14t ω
′(β2E) +
{
gt1gt2
Φ22
− qt1qt2 φ2
Φ2
}
ω′′(β2E)
]
pit2xt1
46
donde
Θ14t ≡
[
−gt1
Φ22
(wt2gt2 + ρt∗φ2) +
gt2
Φ22
φ2 +
qt1qt2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
{
qt1qt2
φ2
Φ22
− 2gt1gt2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β2∂β1E
}
=
∑
t
Θ32t ω
′(β1E)pit1xt2
donde
Θ32t ≡ Θ14t
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β2∂β′2
}
=
∑
t
xTt2Θ
33
t xt2 = X
T
2 diag < Θ
33
t > X2
donde
Θ33t ≡
[
gt2
Φ2
− (wt2
Φ2
+ 2
gt2
Φ22
)(wt2gt2 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1
−
{
wt2gt2 + ρt∗φ2
Φ22
+ 2
g2t2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β1E∂β2E
}
=
∑
t
qt1qt2
[
Θ24t ω
′(β2E) +
{
gt1gt2
Φ22
− φ2
Φ2
}
ω′′(β2E)
]
ω′(β1E)pit1pit2
donde
Θ24t ≡ Θ13t
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β2∂β2E
}
=
∑
t
[
Θ34t ω
′(β2E) +
{
wt2gt2 + ρt∗φ2
Φ2
− g
2
t2
Φ22
}
ω′′(β2E)
]
pit2xt2
donde
Θ34t ≡
[
gt2
Φ2
− (wt2
Φ2
− 2gt2
Φ22
)(wt2gt2 + ρt∗φ2)− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1
−
{
wt2gt2 + ρt∗φ2
Φ22
− 2g
2
t2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β22E
}
=
∑
t
Θ44t pit2
donde
Θ44t ≡
[
pit2[ω
′(β2E)]2
{
gt2
Φ2
− ρt∗
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1
}
−
{
pit2[ω
′(β2E)]2
wt2
Φ2
− ω
′′(β2E)
qt2Φ2
+ 2[ω′(β2E)]2
gt2
Φ22
}
(wt2gt2 + ρt∗φ2)
−
{
pit2[ω
′(β2E)]2(
wt2gt2 + ρt∗φ2
Φ22
)− ω
′′(β2E)
qt2
(
gt2
Φ22
) + 2[ω′(β2E)]2
g2t2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
+2ω′(β2E)ω′′(β2E)
{
pit2(
wt2gt2 + ρt∗φ2
Φ2
) +
g2t2
Φ22
}
− ω
′′′(β2E)
qt2
(
gt2
Φ2
)
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β1∂ρE
}
=
∑
t
qt2Θ
15
t ω
′(ρE)xt1
donde
Θ15t ≡
[
−∆t1
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
φ2
Φ2
{
φ2
Φ2
− ρt∗δ2t
}
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−
{
∆t1
φ2
Φ22
+
gt1φ2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
y
∆t1 ≡ wt1 + gt1
Φ2
− ρt∗δtvt1
∂
∂β2E
{
−
∑
t
∂2LogLt
∂β2∂ρE
}
=
∑
t
qt1Θ
35
t ω
′(ρE)xt2
donde
Θ35t ≡
[
−∆t2
Φ2
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 +
φ2
Φ2
{
1 + ρ2t∗δ
2
t
}
− φ2
Φ22
(wt2gt2 + ρt∗φ2)−
{
∆t2
φ2
Φ22
+
gt2φ2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
y
∆t2 ≡ wt2 + gt2
Φ2
− ρt∗δtvt2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂ρE∂β1E
}
=
∑
t
qt2Θ
52
t ω
′(ρE)ω′(β1E)pit1
donde
Θ52t ≡
[
φ22
Φ22
− (wt1
Φ2
+
gt1
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
wt1φ2
Φ22
+
2gt1φ2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂ρE∂β2E
}
=
∑
t
qt1
[
Θ54t ω
′(β2E) +
{
wt2φ2
Φ2
+
gt2φ2
Φ22
}
ω′′(β2E)
]
ω′(ρE)pit2
donde
Θ54t ≡
[
φ2
Φ2
− φ2
Φ22
(wt2gt2 + ρt∗φ2)− (wt2
Φ2
+
gt2
Φ22
)
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
wt2φ2
Φ22
+
2gt2φ2
Φ32
}
gt2
]
qt2ω
′(β2E)pit2
∂
∂β2E
{
−
∑
t
∂2LogLt
∂ρ2E
}
=
∑
t
[ω′(ρE)]
2
Θ55t
donde
Θ55t ≡
[
−
{
∆t
Φ2
+
φ2
Φ22
}
δ2t
2pi
exp(−1
2
wTt Ω
−1wt)vt1 −
{
∆t
φ2
Φ22
+
φ22
Φ32
}
gt2 − φ2
Φ2
{
δ3t
2
ρt∗vt1 + δ2wt1
}]
qt2ω
′(β2E)pit2
y
∆t ≡ δ2t ρt∗(wTt Ω−1wt − 1) +
φ2
Φ2
− δ2twt1wt2 − qt1qt2
ω′′(ρE)
[ω′(ρE)]
2
Matriz ∂I(θ)
∂ρE
:
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β1∂β′1
}
=
∑
t
xTt1Θ
11
t xt1 = X
T
1 diag < Θ
11
t > X1
donde
Θ11t ≡
[{
wt1
Φ2
+ 2
gt1
Φ22
}
φ2(ρt∗vt1δt − wt1) + φ2
Φ2
+
ρt∗φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]
−
{
wt1gt1 + ρt∗φ2
Φ22
+ 2
g2t1
Φ32
}
φ2
]
∂ρt∗
∂ρE
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y ∂ρt∗∂ρE = qt1qt2ω
′(ρE)
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β1∂β1E
}
=
∑
t
Θ12t ω
′(β1E)pit1xt1
donde
Θ12t ≡
[{
wt1
Φ2
− 2gt1
Φ22
}
φ2(ρt∗vt1δt − wt1) + φ2
Φ2
+
ρt∗φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]
−
{
wt1gt1 + ρt∗φ2
Φ22
− 2g
2
t1
Φ32
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β21E
}
=
∑
t
Θ22t pit1
donde
Θ22t ≡
[{
pit1[ω
′(β1E)]2
wt1
Φ2
− ω
′′(β1E)
qt1Φ2
+ 2[ω′(β1E)]2
gt1
Φ22
}
φ2(ρt∗vt1δt − wt1)
+pit1[ω
′(β1E)]2
{
φ2
Φ2
+
ρt∗φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]
}
−
{
pit1[ω
′(β1E)]2(
wt1gt1 + ρt∗φ2
Φ22
)− ω
′′(β1E)
qt1
(
gt1
Φ22
) + 2[ω′(β1E)]2
g2t1
Φ32
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β1∂β′2
}
=
∑
t
qt1qt2Θ
13
t x
T
t2xt1
donde
Θ13t ≡
[
gt1
Φ22
φ2(ρt∗vt2δt − wt2) + gt2
Φ22
φ2(ρt∗vt1δt − wt1)
− φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]−
{
2
gt1gt2
Φ32
− φ2
Φ22
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β1∂β2E
}
=
∑
t
Θ14t ω
′(β2E)pit2xt1
donde
Θ14t ≡
[
gt1
Φ22
φ2(ρt∗vt2δt − wt2) + gt2
Φ22
φ2(ρt∗vt1δt − wt1)
−qt1qt2 φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]−
{
2
gt1gt2
Φ32
− qt1qt2 φ2
Φ22
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β2∂β1E
}
=
∑
t
Θ32t ω
′(β1E)pit1xt2
donde
Θ32t ≡ Θ14t
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β2∂β′2
}
=
∑
t
xTt2Θ
33
t xt2 = X
T
2 diag < Θ
33
t > X2
donde
Θ33t ≡
[{
wt2
Φ2
+ 2
gt2
Φ22
}
φ2(ρt∗vt2δt − wt2) + φ2
Φ2
+
ρt∗φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]
−
{
wt2gt2 + ρt∗φ2
Φ22
+ 2
g2t2
Φ32
}
φ2
]
∂ρt∗
∂ρE
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∂∂ρE
{
−
∑
t
∂2LogLt
∂β1E∂β2E
}
=
∑
t
qt1qt2Θ
24
t ω
′(β1E)ω′(β2E)pit1pit2
donde
Θ24t ≡ Θ13t
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β2∂β2E
}
=
∑
t
Θ34t ω
′(β2E)pit2xt2
donde
Θ34t ≡
[{
wt2
Φ2
− 2gt2
Φ22
}
φ2(ρt∗vt2δt − wt2) + φ2
Φ2
+
ρt∗φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]
−
{
wt2gt2 + ρt∗φ2
Φ22
− 2g
2
t2
Φ32
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β22E
}
=
∑
t
Θ44t pit2
donde
Θ44t ≡
[{
pit2[ω
′(β2E)]2
wt2
Φ2
− ω
′′(β2E)
qt2Φ2
+ 2[ω′(β2E)]2
gt2
Φ22
}
φ2(ρt∗vt2δt − wt2)
+pit2[ω
′(β2E)]2
{
φ2
Φ2
+
ρt∗φ2
Φ2
δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2]
}
−
{
pit2[ω
′(β2E)]2(
wt2gt2 + ρt∗φ2
Φ22
)− ω
′′(β2E)
qt2
(
gt2
Φ22
) + 2[ω′(β2E)]2
g2t2
Φ32
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β1∂ρE
}
=
∑
t
qt2Θ
15
t ω
′(ρE)xt1
donde
Θ15t ≡
[
∆t1
Φ2
ω′(ρE)φ2δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2] +
φ22
Φ22
ω′(ρE)(ρt∗vt1δt − wt1)
−
{
∆t1
φ2
Φ22
+
gt1φ2
Φ32
}
ω′(ρE)φ2 +
φ2
Φ2
∆t1ω
′′(ρE)− φ2
Φ2
{
(1 + ρt∗)
2
wt2 − 2ρt∗wt1
(1− ρ2t∗)2
}
ω′(ρE)
]
qt1qt2
y
∆t1 ≡ wt1 + gt1
Φ2
− ρt∗δtvt1
∂
∂ρE
{
−
∑
t
∂2LogLt
∂β2∂ρE
}
=
∑
t
qt1Θ
35
t ω
′(ρE)xt2
donde
Θ35t ≡
[
∆t2
Φ2
ω′(ρE)φ2δ2t [ρt∗(1− wTt Ω−1wt) + wt1wt2] +
φ22
Φ22
ω′(ρE)(ρt∗vt2δt − wt2)
−
{
∆t2
φ2
Φ22
+
gt2φ2
Φ32
}
ω′(ρE)φ2 +
φ2
Φ2
∆t2ω
′′(ρE)− φ2
Φ2
{
(1 + ρt∗)
2
wt1 − 2ρt∗wt2
(1− ρ2t∗)2
}
ω′(ρE)
]
qt1qt2
y
∆t2 ≡ wt2 + gt2
Φ2
− ρt∗δtvt2
∂
∂ρE
{
−
∑
t
∂2LogLt
∂ρE∂β1E
}
=
∑
t
qt2
[
Θ52t ω
′(ρE) +
{
wt1φ2
Φ2
+
gt1φ2
Φ22
}
ω′′(ρE)
]
ω′(β1E)pit1
50
donde
Θ52t ≡
[
φ22
Φ22
(ρt∗vt1δt − wt1) + (wt1
Φ2
+
gt1
Φ22
)φ2δ
2
t [ρt∗(1− wTt Ω−1wt) + wt1wt2]−
{
wt1φ2
Φ22
+
2gt1φ2
Φ32
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂ρE∂β2E
}
=
∑
t
qt1
[
Θ54t ω
′(ρE) +
{
wt2φ2
Φ2
+
gt2φ2
Φ22
}
ω′′(ρE)
]
ω′(β2E)pit2
donde
Θ54t ≡
[
φ22
Φ22
(ρt∗vt2δt − wt2) + (wt2
Φ2
+
gt2
Φ22
)φ2δ
2
t [ρt∗(1− wTt Ω−1wt) + wt1wt2]−
{
wt2φ2
Φ22
+
2gt2φ2
Φ32
}
φ2
]
∂ρt∗
∂ρE
∂
∂ρE
{
−
∑
t
∂2LogLt
∂ρ2E
}
=
∑
t
2ω′(ρE)ω′′(ρE)
φ2
Φ2
∆t − qt1qt2 φ2
Φ2
{
ω′′′(ρE)− 2 [ω
′′(ρE)]
2
ω′(ρE)
}
+ Θ55t
∂ρt∗
∂ρE
donde
Θ55t ≡ [ω′(ρE)]2
{
∆t
Φ2
+
φ2
Φ22
}
φ2δ
2
t [ρt∗(1− wTt Ω−1wt) + wt1wt2]− [ω′(ρE)]2
{
φ2∆t
Φ2
+
φ22
Φ32
}
φ2
+2wt1wt2δ
2
t ρt∗+[ω
′(ρE)]
2 φ2
Φ2
{
2δ2t ρt∗
[ρt∗w2t1 − (1 + ρ2t∗)2wt1wt2 + ρt∗w2t2]
(1− ρ2t∗)2
+ δ2t (1− 2ρ2t∗)(wTt Ω−1wt − 1)
}
y
∆t ≡ δ2t ρt∗(wTt Ω−1wt − 1) +
φ2
Φ2
− δ2twt1wt2 − qt1qt2
ω′′(ρE)
[ω′(ρE)]
2
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