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Abstract
Model selection is the task of selecting from a collection of alternative
explanations (often probabilistic models) the one that is best suited for a
given data set. This thesis studies model selection methods for two domains,
linear regression and phylogenetic reconstruction, focusing particularly on
situations where the amount of data available is either small or very large.
In linear regression, the thesis concentrates on sequential methods for
selecting a subset of the variables present in the data. A major result
presented in the thesis is a proof that the Sequentially Normalized Least
Squares (SNLS) method is consistent, that is, if the correct answer (i.e., the
so-called true model) exists, then the method will ﬁnd it with probability
that approaches one as the amount of data increases. The thesis also
introduces a new sequential model selection method that is an intermediate
form between SNLS and the Predictive Least Squares (PLS) method. In
addition, the thesis shows how these methods may be used to enhance a
novel algorithm for removing noise from images.
For phylogenetic reconstruction, that is, the task of inferring ancestral
relations from genetic data, the thesis concentrates on the Maximum Parsi-
mony (MP) approach that tries to ﬁnd the phylogeny (family tree) which
minimizes the number of evolutionary changes required. The thesis provides
values for various numerical indicators that can be used to assess how much
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conﬁdence may be put in the phylogeny reconstructed by MP in various
situations where the amount of data is small. These values were obtained
by large-scale simulations and they highlight the fact that the vast number
of possible phylogenies necessitates a suﬃciently large data set. The thesis
also extends the so-called skewness test, which is closely related to MP and
can be used to reject the hypothesis that a data set is random, possibly
indicating the presence of phylogenetic structure.
Computing Reviews (1998) Categories and Subject
Descriptors:
I.5.1 [Pattern recognition]: Models—Statistical
G.3 [Probability and statistics]: Correlation and regression analysis
G.3 [Probability and statistics]: Robust regression
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Once men turned their thinking over to machines in the hope
that this would set them free. But that only permitted other men
with machines to enslave them.
Frank Herbert: Dune (1965)
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Chapter 1
Introduction
In this chapter, we give an introduction to the concept of model selection and
brieﬂy review some common ways of thinking about it. We then describe
the speciﬁc focus this thesis takes on model selection and summarize the
contributions of the articles included in the thesis.
1.1 What is model selection?
According to Guyon et al. [22], model selection “designates an ensemble
of techniques used to select a model, that best explains some data or phe-
nomena, or best predicts future data, observations or the consequences of
actions.” In other words, model selection is what happens after (i) some-
thing is observed, and (ii) multiple distinct attempts have been made to
understand what the observations mean. Data are obtained, models are
ﬁtted to the data. Each of these models produces an explanation of the
data and possibly predictions of future data as well. The task of model
selection is to decide which of these models is the best choice.
As a simple example, suppose that we are given a sequence of ones
and zeros, each of them indicating the result of a random ﬂip of a coin.
To keep things simple, we may assume that the coin ﬂips were performed
independently of each other, that is, the outcome of any one ﬂip does not
aﬀect the outcomes of other ﬂips. Now, we might consider two ways of
modeling the data: either the coin is fair, so that heads and tails are equally
likely; or it is biased, with one outcome more probable than the other. How
do we decide which of these models is a better description of the data? We
will see one solution to this toy example in Chapter 2.
Of course, the above deﬁnition of model selection is given at such a high
level of generality that it will convey an intuition but no knowledge. Indeed,
1
2 1 Introduction
as soon as we start being more speciﬁc, we come to a fork in the road, and
instead of picking it up [6], we must make a decision about which path to
follow if we are to ﬁnd something useful. But before we start zooming in
to the topic of this thesis, let us take a moment to review the cavalcade of
common approaches to model selection.
1.2 Paradigms of model selection
One path that we will not take in this thesis is that of algorithmic information
theory. From there, we would ﬁnd the concept of Kolmogorov complexity [9,
32, 53], which essentially posits that the complexity of a data set is to
be measured by the length of shortest computer program that reproduces
it. That program would be the favored model of the data. Given the
universality of this approach—it considers all possible models—it is not
surprising that Kolmogorov complexity is easily proven to be uncomputable,
forcing one to resort to something simpler.
A more fruitful approach would be to consider a collection of probabilistic
models and apply information theory to compute how many bits each model
needs for encoding a given data set and the parameter values of the model.
We would then pick the model that provides the shortest encoding. This
idea was the starting point for the research surrounding the Minimum
Description Length (MDL) principle, introduced by Rissanen [45]. The ﬁeld
has since grown to include more sophisticated tools, such as the Normalized
Maximum Likelihood (NML) code [52], and it has inspired some of the
research presented in this thesis.
Another ﬁeld to which we will not venture is Bayesian model selection,
where we might ﬁnd ourselves assigning prior probabilities to models and
computing posterior odds given the data; or more simply, if we agreed that
a uniform prior would be reasonable, our problem would be reduced to the
computation of Bayes factors ; see the review by Kass and Raftery [30] for
details. In this setting, it can also be natural to altogether avoid selecting
a single model: Bayesian model averaging allows one to combine multiple
models for predictive purposes, with the weights of the models given by,
for instance, the posterior probabilities of the models given the data [34,
p. 117]. Obviously, there is much more to Bayesian model selection than
just this; we refer to Vehtari and Ojanen [60] and Piironen and Vehtari [44]
for a thorough treatment.
Cross-validation, where models are trained with a subset of the data
and their predictive accuracies are measured with the rest of the data, is
a popular model selection strategy [5], not least because of its apparent
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simplicity. Hypothesis testing, the classic tool of frequentist statistics, is
also widely used despite the controversies surrounding it (see Murtaugh [41]
and other articles in the same issue for a recent discussion). Both will see
some use in this thesis, though neither in a central role.
One possible dividing line between various methods is the use of the
assumption that there exists a true model among the ones considered.
Under that assumption, the model selection task is usually taken to be
the identiﬁcation of the true model from the set of candidates; this is the
approach taken with, for instance, the well-known Bayesian Information
Criterion (BIC) [50]. Alternatively, if it appears unreasonable to assume
that the true model is among the candidates, one can still assume that the
data is generated by sampling from some unknown probability distribution
and estimate the Kullback–Leibler divergence between it and each of the
candidate models; this approach was popularized with the introduction of
the Akaike Information Criterion (AIC) [1, 2]. Usually the assumption of
the true model (or lack thereof) is made explicit in the derivation of a model
selection method, but sometimes methods are “categorized” in this sense
by proving asymptotic equivalence to another method, as was done with
leave-one-out cross-validation and AIC by Stone [58].
Box famously said that “all models are wrong but some are useful” [7].
Trying to think carefully about statements like these may lead one to study
model selection as a philosophical topic. This direction will not be addressed
in this thesis; the reader may consult Wit et al. [63] and the references
therein.
To summarize the placement of this thesis in the ﬁeld: some of the
research is inspired by the MDL principle and also by the prequential
framework of Dawid [11], and most of it can be placed in the realm of
“traditional” statistics, with a particular focus on what happens when we
know that the data-generating model is one of the candidate models and
we get more and more samples from it. The work also has a signiﬁcant
computational component, with applications in phylogenetics and image
processing.
1.3 Outline: How much data is enough?
The main research questions considered in this thesis can be formulated as
variations of the following question: How much data is enough for a model
selection method to have a good chance of performing well?
Some of the results presented in this thesis are related to asymptotic
situations. There, the answer to the above question will sometimes be that
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if you have an inﬁnite amount of data, things will work out well. In other
words, a model selection method is consistent. It is important to note that
answers of this type are merely implications; they do not mean that an
inﬁnite amount of data is required in practice. Indeed, some consistency
theorems establish a rate of convergence that quantiﬁes how the size of the
data set aﬀects the probability that the method performs well (we will see
an example of this in Theorem 3.5).
Consistency results tell us that there is something fundamentally correct
and trustworthy in the operation of a method. Consistency may be thought
of as a driver’s license: it certiﬁes that a method is—at least theoretically—
capable of the desired behavior. It should be kept in mind, though, that one
may also be perfectly capable of operating an automobile without having
a license, just as some model selection methods (such as AIC) are not
consistent but nevertheless work well in a variety of situations.
We will also see results of the following form: if you have ten pieces of
data, don’t bother; but if you have a hundred, you’ll probably be ﬁne. These
kinds of results establish lower bounds on what is possible to achieve using
a given method. They are important because they allow us to avoid the
mistake of using a method where it is not applicable, and also because they
encourage us to develop better methods that will work with just ten pieces
of data.
Sometimes, we may even have both kinds of results almost at the same
time. There are cases where a model selection method can be seen to
work relatively well in practice, even though it is also known that the same
method will sometimes fail to select the best model no matter how much
data it has available. We will see an example of this in Chapter 4.
In the next chapter, we will give formal deﬁnitions of important concepts
related to model selection in order to provide a uniﬁed view on all the
methods that appear in this thesis. Having that under our belt, we will
then zoom into two particular topics. In Chapter 3, we will discuss model
selection methods for linear regression, with an emphasis on sequential
methods. Chapter 4 concentrates on the maximum parsimony method for
phylogenetic reconstruction. In both chapters, we will discuss the properties
of the methods under consideration in both inﬁnite and small sample size
situations and explore their applications, highlighting the contributions of
the articles included in this thesis as they appear. Finally, in Chapter 5 we
will present conclusions and discuss open problems that may be addressed
in research eﬀorts to come.
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1.4 Original articles
In this section, we summarize the contributions of the four articles included
in this thesis.
Article I: Subset selection in linear regression using sequentially
normalized least squares: Asymptotic theory. We study the Se-
quentially Normalizes Least Squares (SNLS) [47] model selection criterion
for linear regression. We present a simpliﬁed formula for the criterion and
prove consistency in two senses: ﬁrstly, in the usual sense, where the sample
size tends to inﬁnity; and secondly, in a non-standard sense, where the noise
variance tends to zero with a ﬁxed sample size.
Article II: Robust sequential prediction in linear regression with
Student’s t-distribution. We present a novel model selection criterion
for linear regression. The new criterion is an intermediate form between
the Predictive Least Squares (PLS) criterion [46] and SNLS. We show the
criterion to be asymptotically equivalent to PLS, thus proving it consistent,
and present numerical experiments that indicate that for small sample sizes,
the new method works well and is more robust than PLS.
Article III: A ﬁxed-point image denoising algorithm with auto-
matic window selection. We propose a new method for removing noise
from grayscale images. The method is based on iterated median ﬁltering,
and the denoised image is shown to be the ﬁxed point of a nonlinear op-
erator. The method uses a sliding window whose radius aﬀects denoising
performance; we use the BIC and SNLS model selection methods as well
as cross-validation to automatically select the window radius for any given
input image.
Article IV: Maximum parsimony and the skewness test: A simu-
lation study of the limits of applicability. We study the Maximum
Parsimony (MP) method for selecting a phylogenetic model. We use large-
scale simulations to evaluate the performance of the method in situations
where the amount of data is small. Based on the results, we derive estimates
of how much conﬁdence can be put on the correctness of the method in
diﬀerent situations. We also evaluate the closely related skewness test [25],
used for distinguishing between random and phylogenetic data, and extend
it to cover situations more complicated than those previously considered in
the literature.
6 1 Introduction
Chapter 2
Preliminaries
In this chapter, we give a formal description of the task of model selection
and introduce the concepts of the true model and consistency. We also
present a simple example to illustrate the ideas.
From this point onwards, we assume that the reader has a working
knowledge of probability theory. As an introductory text for the uninitiated,
Feller [15] is a safe choice.
2.1 Model selection deﬁned
Deﬁnition 2.1. A model selection method is any algorithm A which,
for a ﬁnite set M of candidate models and for a sequence X = X(n) =
(X1, X2, . . . , Xn) of data points, assigns a score A(X,M) ∈ R to each
M ∈ M.
The data points Xi may be, for instance, scalars or vectors. The set
M of models is required to be ﬁnite, but as in Gru¨nwald [21], we allow a
model M ∈ M to be a set that may contain an inﬁnite number of elements
itself. For instance, we could have M := {N(0, σ2) : σ2 > 0} be the set of
all normal distributions with zero mean.
Deﬁnition 2.1 is not all-encompassing. For instance, it requires a model
selection method to be deterministic, a requirement satisﬁed by the meth-
ods studied in this thesis. A more general deﬁnition would formulate a
method as a random variable to allow the treatment of randomized variants
of cross-validation and other methods that use randomness as a part of
their operation. The deﬁnition also excludes methods such as statistical
hypothesis tests that cannot be naturally formulated as score functions.
The score assigned by a model selection method to a model M is a real
number whose precise meaning varies from method to method. We adopt
7
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the convention that the smaller the score, the better the model according
to the method. Since many models may have the same score for a given
sequence of data points, it may be that the best model (according to some
model selection method) is not unique. This is reﬂected in the following
deﬁnition.
Deﬁnition 2.2. Given the data X, a model selection method A selects the
model M̂ ∈ M if
M̂ ∈ arg min
M∈M
A(X,M).
2.2 The true model and consistency
When analyzing the performance of model selection methods, we often
make the assumption of the true model, denoted by M∗. More precisely,
we assume that the observed data X = (X1, X2, . . . , Xn) is generated by a
process corresponding to some unique model M∗ that is present in the set of
models M. In practice, M∗ is often thought to be a probability distribution
from which the data points Xi are sampled independently.
Sometimes the set M contains models that are nested. For example, a
quadratic polynomial can model everything that a linear polynomial can
simply by setting the second-order coeﬃcient(s) to zero. In such a scenario,
we would say that all polynomials of order one or greater are correct models,
and the true model is the simplest correct model. The exact deﬁnition of
the “simplicity” of a model varies, but the number of free parameters is
commonly used.
Obviously the number of parameters can only be an approximate measure
of a model’s complexity. For instance, surely the transition from a ﬁrst-order
polynomial to a quadratic polynomial ought to be a bigger increase than
that from a polynomial of order 1000 to one of order 1001. Or we could
deﬁne a model with the single parameter θ ∈ R \ {0} that would correspond
to the Poisson distribution with parameter θ when θ > 0 and to the negative
binomial distribution with parameter −θ when θ < 0, and this model would
clearly be more complex than either of the two single-parameter models
alone. One attack vector for getting around this is to deﬁne the parametric
complexity of a model in a suitable way; the topic is beyond the scope of
this thesis, but the interested reader may consult the book of Gru¨nwald [21]
as a starting point.
If the true model exists, then ideally we would like a model selection
method A to rank it better than all the other models, that is,
A(X,M∗) < A(X,M) for all M ∈ M \ {M∗}.
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However, this is clearly impossible in most non-trivial situations. For
example, it is possible to ﬂip a fair coin a hundred times and get the same
result every time, even though the odds of this happening are about one to
6.34 · 1029; but with no other knowledge of the coin, we would surely make
the false conclusion that the coin is not fair.
A more reasonable requirement would be to ask that a method selects
the true model with high probability. If we assign a distribution for X, we
may study the probabilities
Pr
[
A(X,M∗) < A(X,M) for all M ∈ M \ {M∗}
]
. (2.1)
In simple cases the probabilities can be computed analytically, but often
one employs sampling strategies to obtain approximations.
Sometimes it is possible to prove that the probability (2.1) approaches
unity when the size of the data set grows. This important property warrants
its own deﬁnition.
Deﬁnition 2.3. A model selection method A is consistent if
lim
n→∞Pr
[
A(X(n),M∗) < A(X(n),M) for all M ∈ M \ {M∗}
]
= 1, (2.2)
where M∗ is the true model.
An alternative, perhaps cleaner way of deﬁning consistency is to denote
M̂n = arg min
M∈M
A(X(n),M),
after which the consistency property becomes simply
lim
n→∞Pr[M̂n = M∗] = 1.
However, this is slightly problematic due to the fact that M̂n may not be
unique. We will use this form as an abuse of notation, with the implied
meaning being that of Deﬁnition 2.3.
2.3 Example: coin ﬂipping
Let us continue the example of coin ﬂipping from Section 1.1. We are given
a sequence of zeros and ones that correspond to repeated ﬂips of a coin,
performed independently of each other. The task is to infer whether the
coin is fair.
The data can be encoded as a sequence X(n) ∈ {0, 1}n, but since the
order of the zeros and ones has no signiﬁcance due to the independence
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assumption, each possible data set can be represented as an element of the
set
{(n, k) ∈ N× N0 : k ≤ n} ,
where n is the number of coin ﬂips performed and k is the number of times
the coin turned up heads.
We choose our set of models to be M := {M1,M2}, where
M1 := Bernoulli(0.5) and
M2 := {Bernoulli(p) : p ∈ [0, 1]} .
Note that M2 also allows the coin to be fair, but since M1 is the simpler of
the two models, it should be hoped that a model selection method would
choose M1 over M2 when the coin indeed is fair.
The model selection method we will use in this example is the BIC
criterion [50], which is deﬁned (up to a multiplicative constant) as
BIC(X(n),M) := − log2 Pr
[
X(n) | θ̂(X(n)),M
]
+
1
2
dim(M) log2 n,
where θ̂(X(n)) denotes the maximum likelihood parameters for M given
the data X(n) and dim(M) is the number of free parameters in M . For
the model M1, the second term is zero, so after simpliﬁcation we have
BIC(X(n),M1) = n. The model M2, on the other hand, has one free
parameter, and θ̂(X(n)) = k/n, so we get
BIC(X(n),M2) = −k log2 k − (n− k) log2(n− k) +
(
n+
1
2
)
log2 n
with the convention that 0 log2 0 = 0.
If k = n/2, so that the number of heads and tails are exactly the sample,
then BIC(X(n),M2) = n+ log2(n)/2, so the simpler model M1 is favored
by BIC when at least two coin ﬂips are observed. More illustratively, we
may compute the range of k that results in the simpler model being selected;
examples are shown in Table 2.1. The table also shows the probability that
M1 will be selected if it is the true model, as deﬁned in (2.1). In light of
these results, the reader will not be surprised to learn that BIC is consistent
in this setting [50].
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n kmin kmax Pr[M1 selected]
2 1 1 0.50
4 1 3 0.88
8 3 5 0.71
16 5 11 0.92
32 11 21 0.95
64 24 40 0.97
128 52 76 0.97
256 110 146 0.98
512 228 284 0.99
Table 2.1: The range of k for which BIC selects the simpler model M1,
displayed for increasing values of n, and the probability of M1 being selected
if it is the true model.
12 2 Preliminaries
Chapter 3
Model selection in linear
regression
In this chapter, we describe methods for model selection in linear regression,
giving special attention to methods based on sequential prediction. We
discuss asymptotic and small-sample settings and present an application to
image processing.
3.1 Overview
The history of linear regression goes back to Legendre and Gauss [57], and
it remains a fundamental tool in statistics and machine learning [51]. In its
usual form, linear regression corresponds to the probabilistic model
y ∼ N(xβ, σ2)
where x is a row vector containing the values of q covariates and β ∈ Rq is
the coeﬃcient vector. The number σ2 > 0 deﬁnes the variance of the noise
that contaminates the response variable y. If the sample size is n, that is,
if we have n independent observations, we may combine them to the matrix
form
y = Xβ + ε, (3.1)
where y = (y1, y2, . . . , yn)
T ∈ Rn, X = (xT1 ,xT2 , . . . ,xTn )T ∈ Rn×q, and
ε ∼ N(0, σ2In). The matrix X is called the design matrix. Usually we
assume that X and y are observed and we want to estimate the coeﬃcient
vector β. The maximum likelihood solution is given by
β̂ = (XTX)−XTy, (3.2)
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where ( · )− is any generalized inverse [51]. The vector β̂ is also called the
least-squares solution, because if we deﬁne the mean squared error (MSE)
as
σ̂2 := min
b∈Rq
{
1
n
n∑
i=1
(yi − xib)2
}
, (3.3)
then β̂ is one of the minimizers of σ̂2 (the minimizer may not be unique in
degenerate cases, but in practice such situations are not encountered as long
as n > q). The quantity σ̂2 itself is the maximum likelihood estimate of σ2.
It can also be seen from (3.3) that β̂ does not depend on σ2; this
highlights the fact that ordinary linear regression can also be seen purely as
the minimization of a squared loss function. Moreover, the assumption that
the errors εt are normally distributed is often replaced by the weaker pair
of assumptions E[ε] = 0 and Var[ε] = σ2In.
3.2 The model selection task
The model selection task in linear regression is to decide which of the
covariates are related to the response. More precisely, we are to determine
which of the coeﬃcients βi should be set to zeros. Thus the set of models
may be deﬁned as
M := {M ⊆ {1, 2, . . . , q} : M = ∅} . (3.4)
A model M ∈ M induces a solution to (3.1) where the βi with i /∈ M are
forced to be zeros. We assume that the true model M∗ ∈ M exists; it
satisﬁes the condition that i ∈ M∗ if and only if βi = 0. All supersets of
M∗ are said to be correct.
Given a model M ∈ M, the least-squares solution can be obtained
simply by dropping from X the columns with indices not present in M and
solving the resulting system. However, we will ﬁnd it more convenient to
instead use a modiﬁed form of (3.2) that produces a full-length estimate
of the coeﬃcient vector, that is, a vector in Rq for which the elements
corresponding to covariates not in M are zeros. The new formula is
β̂ =
(
(XR)T(XR)
)−
(XR)Ty, (3.5)
where R is the diagonal matrix with Rii = 1 if i ∈ M and Rii = 0 otherwise.
In the following, we will only consider the case where the design ma-
trix X is ﬁxed. By this we mean that all stochasticity will be in the latent
variables εi. The main consequence of this approach is perhaps that the
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asymptotic results presented in the following sections will be “pointwise”
with respect to the data, that is, rates of convergence are given only up to
a multiplicative constant that depends on the asymptotic behavior of the
data. Some results are also available for the more general case where the
design matrix is stochastic [62], but we omit further discussion of the topic
in this thesis.
For the rest of this chapter, it will be useful to have the sample size
and the model explicit in the notation. We will therefore write Xn =
(xT1 ,x
T
2 , . . . ,x
T
n )
T, y1:n = (y1, y2, . . . , yn)
T, and ε(n) = (ε1, ε2, . . . , εn)
T.
For any M ∈ M, we will write |M | for the cardinality of M and denote by
Xn,M the submatrix of Xn corresponding to the model M . The estimated
coeﬃcient vector β̂, as given in (3.5), is denoted by β̂
(M)
n for the ﬁrst n
samples and for the model M ∈ M. Finally, σ̂2n,M denotes the mean squared
error given the coeﬃcient vector β̂
(M)
n .
3.3 Methods
We will primarily focus on methods that perform sequential prediction. In
practice, this refers to methods that can be decomposed as
A((y1:n,Xn),M) = − log
n∏
t=1
qt(yt), (3.6)
where the qt are probability density functions and the parameters of each qt
may depend only on y1:t−1 and Xt,M . This formulation is closely related
to the prequential framework of Dawid [11], but the line of research we are
most interested began with the article of Rissanen [46].
In this section, we will describe three methods based on sequential
prediction; our treatment is largely based on Article II. But before that, let
us brieﬂy review some standard non-sequential methods.
3.3.1 Non-sequential methods: BIC and AIC
The Bayesian Information Criterion (BIC) was, according to McQuarrie
and Tsai [36], developed independently by Schwarz [50] and Akaike [3]. As
we already saw in Section 2.3, the general form of the criterion is (up to a
multiplicative constant)
BIC(X(n),M) := −2 log Pr
[
X(n) | θ̂(X(n)),M
]
+ dim(M) log n,
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where θ̂(X(n)) is the maximum likelihood estimate of the parameters of the
model M and dim(M) is the number of parameters in the model. For our
linear regression model selection task, the BIC criterion becomes
BIC((y1:n,Xn),M) = n log σ̂
2
n,M + |M | log n. (3.7)
The BIC criterion is consistent [50] and has a clear interpretation:
the ﬁrst term in (3.7) encourages a good ﬁt to the data and the second
term penalizes for the number of parameters. Such representations of
model selection methods are desirable because they allow for a qualitative
comparison of various methods. For instance, the Akaike Information
Criterion (AIC) [1, 2] has the form
AIC((y1:n,Xn),M) = n log σ̂
2
n,M + 2(|M |+ 1)
for linear regression, from which it is easy to see that AIC usually favors
more complex models than BIC.
3.3.2 Predictive least squares (PLS)
The Predictive Least Squares (PLS) criterion, introduced by Rissanen [46],
is the starting point of the sequential predictive methods we will discuss in
this thesis. It is deﬁned as
PLS((y1:n,Xn),M) :=
n∑
t=m+1
e2t,M :=
n∑
t=m+1
(
yt − xtβ̂(M)t−1
)2
, (3.8)
where the integer m is usually set to q in order to make the least-squares
solution unique for all M ∈ M. The basic idea of PLS is clear enough: the
value of the t’th sample is predicted using an estimate computed from the
previous t− 1 samples.
It should be noted that the order of the samples aﬀects the value of PLS.
The method imposes an artiﬁcial ordering on the data points. Rissanen
[46] proposed alleviating this by ordering the data so that the score is
minimized, but in practice this is not done—partially because of the extra
computational cost it would incur, and partially because the eﬀect of the
ordering disappears asymptotically (as we will see later).
In order to bring PLS into the form of (3.6), note that for any λ2 > 0,
PLS((y1:n,Xn),M)
2λ2
+
(n−m) log(2πλ2)
2
=
− log
n∏
t=m+1
f
(
yt | μ = xtβ̂(M)t−1 , λ2
)
, (3.9)
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where f( · | μ, λ2) is the probability density function of the normal distribu-
tion with mean μ and variance λ2. Thus PLS can be transformed into the
form of (3.6) by an aﬃne transformation that does not depend on the data
or the model M .
Unlike BIC and AIC, the PLS criterion does not have an obvious division
between quality-of-ﬁt and model complexity terms. The summands in (3.8)
do both at the same time: if the model M ignores important covariates, it
will not be able to predict well, and if it includes ones that are not related
to the response, the predictions are worsened because the model is trying
to ﬁnd a signal in the noise. However, it is possible to obtain a two-part
formula for PLS: Wei [62] has shown that under certain assumptions,
PLS((y1:n,Xn),M) = nσ̂
2
n,M + (log n)
[|M |σ2 + C(M,X∞)] (1 + o(1))
(3.10)
almost surely, where the quantity C(M,X∞) is a constant that depends
only on M and the asymptotic behavior of Xn as n → ∞.
Equation (3.10) is also suggestive of the fact that the eﬀect of the
ordering of the data points disappears asymptotically (though it cannot be
inferred solely from the formula because we have not provided the deﬁnition
of X∞).
3.3.3 Sequentially normalized least squares (SNLS)
The Sequentially Normalized Least Squares (SNLS) criterion can be seen as
an attempt to improve on PLS. Introduced by Rissanen et al. [47], SNLS
is based on the idea of using the error terms êt,M := yt − xtβ̂(M)t . These
terms diﬀer from the PLS errors et,M in that seemingly paradoxically, the
value of yt is used in the prediction of yt, which of course produces better
predictions. By itself, this modiﬁcation would not result in proper predictive
distributions of the form (3.6). Therefore, in the original derivation of the
method, the authors assigned Gaussian densities with a ﬁxed variance on
the errors êt,M . The criterion is then obtained by optimizing the variance
parameter to maximize the product of the densities. The original criterion
was given in the form
SNLS((y1:n,Xn),M) =
(
n−m
2
)
log(2πeτ̂n,M ) +
n∑
t=m+1
log(1 + ct,M )
+
1
2
log n+O(1),
(3.11)
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where
τ̂n,M =
1
n−m
n∑
t=m+1
ê2t,M and
1 + ct,M =
det(XTt,MXt,M )
det(XTt−1,MXt−1,M )
.
To aid interpretation, we mention that the quantity 1 + ct,M can be in-
terpreted as the ratio of the Fisher information in the ﬁrst t observations
relative to the ﬁrst t− 1 observations [47], and in Article I, it was shown
that τ̂n,M agrees with σ̂
2
n,M in the limit.
In Article II, it was observed that SNLS can also written in a form
compatible with (3.6): we have
SNLS((y1:n,Xn),M) =
− log
n∏
t=m+2
g
(
yt | ν = t−m− 1, μ = xtβ̂(M)t−1 , λ2 =
τ̂t−1,M
(1− dt,M )2
)
,
(3.12)
where 1− dt,M = 1/(1 + ct,M ) and g( · | ν, μ, λ2) is the probability density
function of the non-standardized Student’s t-distribution:
g(y | ν, μ, λ2) = Γ(
ν+1
2 )
Γ(ν2 )
√
πνλ2
(
1 +
1
ν
(y − μ)2
λ2
)− ν+1
2
.
From (3.12), it is apparent that the “cheating” in the error terms ê2t,M
disappears in the ﬁnal SNLS criterion: all quantities used for predicting yt
depend only on y1:t−1 and Xt.
It can be seen that both PLS and SNLS take the expected value of the
t’th observation to be xtβ̂
(M)
t−1 ; it is the shape of the predictive distribution
where they diﬀer. While PLS exhibits Gaussian tail decay, SNLS is much
more complex: the degrees-of-freedom parameter ν depends on the number
of observations seen so far, making the distribution’s shape closer and
closer to the normal curve as the sample size increases; and the scale
parameter λ2 is adjusted for each sample using both the determinant ratio
and the variance estimator. Since the variance of the non-standardized
Student’s t-distribution is λ2ν/(ν − 2), the variance of SNLS’s predictive
distribution approaches σ̂2n,M under reasonable assumptions.
The original form of SNLS, shown in eq. (3.11), is an asymptotically
equivalent approximation of (3.12). It is possible to simplify SNLS even
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further: in Article II, the still asymptotically equivalent form
SNLSa((y1:n,Xn),M) := n log(τ̂n,M ) + 2|M | log n
was used.
3.3.4 PLS/SNLS hybrid
Motivated by the similarities between the log-product forms of PLS (3.9)
and SNLS (3.12), it was studied in Article II whether an intermediate
form of the two methods would be viable. By replacing the adaptive scale
parameter of SNLS by a constant but by retaining the t-distribution, the
article proposed the “hybrid” criterion
Hybrid((y1:n,Xn),M) :=
− log
n∏
t=m+2
g
(
yt | ν = t−m− 1, μ = xtβ̂(M)t−1 , λ2
)
, (3.13)
where λ2 > 0 is a ﬁxed constant whose value does in general aﬀect model
selection, unlike with PLS. The t-distribution is more robust to noise and
outliers than the normal distribution [33], and the scale parameter estimator
of SNLS can be empirically seen to ﬂuctuate heavily for early samples (more
on this in Section 3.5), so it would not seem unreasonable to hope that
the hybrid would match or even improve the performance of both PLS and
SNLS in a small-sample setting.
The hybrid may also be written as
Hybrid((y1:n,Xn),M) =
h(n,m, λ2) +
n∑
t=m+2
(
t−m
2
)
log
(
1 +
(yt − xtβ̂(M)t−1 )2
λ2(t−m− 1)
)
,
where the function h(n,m, λ2) does not depend on the data or the model M .
This expression is closely related to PLS: by using the Taylor approximation
log(1 + x) ≈ x, we have
Hybrid((y1:n,Xn),M) ≈
h(n,m, λ2) +
1
2λ2
n∑
t=m+2
(
t−m
t−m− 1
)(
yt − xtβ̂(M)t−1
)2
, (3.14)
which is almost the same as the traditional form of PLS, as given in (3.8).
Indeed, we will see in the next section that the hybrid is asymptotically
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equivalent to PLS under certain assumptions. It should be noted, however,
that the approximation (3.14) gives a wrong impression of the hybrid’s
behavior for small sample sizes: the motivation for using the t-distribution
is to reduce the eﬀect of large prediction errors for early samples, but the
approximation does the opposite.
3.4 Asymptotics
In Deﬁnition 2.3, we gave a generic description of what it means for a model
selection method to be consistent : the probability that a method selects
the true model M∗ should tend to unity as the sample size n increases.
In practice, we will require various additional assumptions to guarantee
consistency. As a counterweight, let us ﬁrst weaken the assumption that the
noise terms εt are Gaussian. All consistency results presented in this section
hold as long the noise terms εt are independent and identically distributed
and satisfy E[εt] = 0, E[ε
2
t ] = σ
2 for some σ2 > 0, and E[ε4t ] < ∞.
Then to the assumptions.
Assumption 3.1. The limit
lim
n→∞
1
n
XTnXn = Λ
exists and the matrix Λ ∈ Rq×q is positive deﬁnite.
The purpose of Assumption 3.1 is to ensure that the design matrix has
a proper covariance structure. In addition to guaranteeing that all limits
n−1
∑n
t=1 xt,ixt,j , 1 ≤ i ≤ j ≤ q, exist, the assumption also implies via the
positive deﬁnite requirement that the columns of the design matrix are
linearly independent when n is large enough.
Assumption 3.2. The design matrix Xn is uniformly bounded, that is,
sup
n∈N
xnx
T
n < ∞.
This is the simplest of the assumptions we will make. Notably, it is not
implied by the previous assumption: the existence of a Cesa`ro mean for a
sequence does not imply boundedness.
Assumption 3.3. The limits
lim
n→∞
1
n
n∑
t=1
xt,ixt,jxt,kxt,
exist for all i, j, k, 
 ∈ {1, 2, . . . , q}.
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These fourfold products are the most exotic part of our set of assumptions.
Their existence is required in the consistency proof of SNLS; one may hope
that future research shows the we can do without. The interpretation of
Assumption 3.3 is diﬃcult in general, but the special case where the limits
n−1
∑n
t=1 x
4
t,i are required to exist for all 1 ≤ i ≤ q is clear enough.
The consistency of PLS is a classic result [46]. SNLS was shown to be
consistent in Article I. While SNLS is not equivalent to neither BIC nor
PLS, it is shown in Article II that the hybrid criterion is asymptotically
the same as PLS and thus consistent. These results are formalized in the
following theorems.
Theorem 3.4. Under assumption 3.1, PLS is consistent [46]. In fact, it is
strongly consistent [62], meaning that Pr[limn→∞ M̂n = M∗] = 1.
Theorem 3.5. Under assumptions 3.1, 3.2, and 3.3, SNLS is consis-
tent [40]. More precisely,
Pr
[
M̂n = M∗
]
≥ 1−O
(
1
(log n)2
)
.
Theorem 3.6. Under assumptions 3.1 and 3.2, and for any value of λ2 > 0,
the hybrid criterion (3.13) and PLS are asymptotically equivalent, that is,
the scores they assign to the models M ∈ M will be asymptotically the same,
up to a ﬁxed aﬃne transformation that only depends on n, m, and λ2. In
particular,
lim
n→∞Pr
[
M̂ (PLS)n = M̂
(Hybrid)
n
]
= 1,
and hence by Theorem 3.4 the hybrid is consistent [37].
An important consequence of these consistency theorems is that while
the methods require ﬁxing an arbitrary ordering on the data points, the
eﬀect of the ordering disappears asymptotically: the true model will be
selected no matter how the data is ordered. Earlier we noted that eq. (3.10)
almost implied this asymptotic permutation-invariance for PLS, but the
consistency theorem is a more general way of showing the property.
3.5 Small samples
In the previous section, we saw that BIC, PLS, SNLS, and the PLS/SNLS
hybrid are all consistent. But as discussed earlier, it is also worthwhile to
investigate how various methods fare when the sample size is small.
In Article II, the performance of the four methods was compared for
synthetic data with sample sizes n = 100, 120, . . . , 200. The hybrid was
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evaluated for three diﬀerent scale parameters: λ2 = 0.01, λ2 = 1, and
λ2 = 100. The exact mechanism for generating the data is described in
the article; in summary, the rows of the design matrix were drawn from
a multivariate normal distribution with a covariance matrix drawn from
a Wishart distribution, and the noise distribution was chosen to be the
Laplace distribution with variance 4. Model selection performance was
evaluated by evaluating the scores of all possible subsets, sorting them and
computing the rank of the true subset.
One of the main conclusions from the numerical experiments was that the
hybrid criterion outperformed PLS. The improvement was most pronounced
in cases where the true model was complex. BIC was almost always better
than any of the other methods, but the comparison is not fair because
sequential methods can only use the t− 1 ﬁrst samples for predicting the
t’th observation.
Perhaps surprisingly, the hybrid also outperformed the product-form
version of SNLS (3.12) when the scale parameter had the correct order
of magnitude (λ2 = 1). A possible explanation for this is that the scale
parameter estimator τ̂n of SNLS is inaccurate for small sample sizes. Fig-
ure 3.1 illustrates the behavior of τ̂n for 1000 instantiations of i.i.d. Gaussian
noise with variance σ2 = 1 when the design matrix is kept ﬁxed. It can be
seen that the initial estimate tends to be too low, though it does converge
towards the correct value. (When interpreting the ﬁgure, it should be
kept in mind that the noise variance σ2 is the optimal value for τ̂n only
asymptotically, because the noise is Gaussian and the predictive distribution
is the t-distribution.)
3.6 Application: image denoising
In Article III, a new algorithm was proposed for removing additive noise
from grayscale images. The main idea of the algorithm is easy to describe: if
we denote by v the noisy image given as an input, the output of the algorithm
is the limit of the sequence un = (1 − α)v + αmed(un−1), where med( · )
denotes the two-dimensional median ﬁlter and α ∈ (0, 1) is a constant whose
value aﬀects the level of smoothing in the resultant image. The median
ﬁlter itself simply replaces the value of each pixel by the median value of all
pixels within some ﬁxed neighborhood.
While the denoising performance of the algorithm, as measured by
either PSNR (peak signal-to-noise ratio, which is essentially the negative
logarithm of the mean squared error) or the SSIM index [61], is not as good
as that achieved by state-of-the-art methods such as BM3D [10], the relative
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Figure 3.1: The behavior of the SNLS scale parameter estimator τ̂n for
1000 instantiations of i.i.d. Gaussian noise with unit variance. The elements
of the design matrix X ∈ R100×3 are independent samples from the standard
normal distribution and the coeﬃcient vector is β = [1, 1, 1]T.
simplicity of the proposed algorithm makes it worth studying.
Assuming that the algorithm is given the variance of the noise, its
only free parameter is the window used by the median ﬁlter. A win-
dow is any ﬁnite subset of Z2 and its elements may be interpreted as
oﬀsets that deﬁne a pixel neighborhood. It is natural to use symmetric
windows: for instance, a square window can be represented by the set
{(w, h) ∈ Z2 : max(w2, h2) ≤ d2}. In Article III, circular windows of the
form Wr = {(s, t) ∈ Z2 : s2 + t2 ≤ r2} were used instead; the parameter r is
called the radius of the window.
Since the ﬁnal denoised image is in fact the ﬁxed point of a nonlinear
operator, it is diﬃcult to analyze how exactly the window radius r aﬀects
denoising. However, intuitively the eﬀect is clear enough: by increasing the
radius, we allow more faraway pixels to have a direct eﬀect on a given pixel’s
value. Therefore, it was proposed in Article III that a linear model might be
used to estimate the local inﬂuence of distant pixels; this then enables one
to use model selection methods for picking a radius for the median ﬁlter.
More speciﬁcally, the article transformed the window selection problem
to a linear regression model selection task as follows. Denote by W the
union of all windows considered. Each pixel yi is then treated as a response
variable, and the values of all pixels within the window W are placed in
the row vector xi. Thus for an image of 512 × 512 pixels and for the
circular windows W1,W2, . . . ,W5, we would obtain a design matrix with
262 144 rows and 80 columns (pixels near the edges may be handled e.g. by
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using a symmetric extension of the image). Each window Wr corresponds
to a subset of the covariates, and the task of a model selection method is to
decide which of these subsets provides the best balance between predictive
accuracy and complexity. The BIC and SNLS methods were then applied
to this data to select the window radius.
The article also considered two variants of cross-validation for the model
selection task: the ﬁrst picked the model that minimized the squared error
obtained by predicting the value of a pixel as the arithmetic mean of the
pixels in its neighborhood, and the second one replaced the mean by the
median. These were called Mean-LOO and Median-LOO for short. They
correspond to models that are simpler than the one used for BIC and SNLS,
since there are no parameters to ﬁt.
In the study, the performance of the four methods were evaluated
by contaminating a set of 400 test images with Gaussian noise, selecting
the window radius using the methods, running the denoising algorithm
and computing the PSNR and SSIM quality measures. It was found that
Mean-LOO and Median-LOO slightly outperformed BIC and SNLS, perhaps
suggesting that the linear regression model did not adequately describe
the eﬀect of the window radius on denoising performance. Leave-one-out
cross-validation may also be inherently more suited to the task than BIC
or SNLS, because it is asymptotically equivalent to AIC [58] and hence
does not require the assumption that the true model is among the ones
considered.
Figure 3.2 displays the practical denoising performance of the proposed
algorithm. Illustrated are the commonly used test image Barbara, both as-is
and contaminated with additive Gaussian noise with standard deviation
σ = 30, and the denoised images obtained with the window sizes r = 2
and r = 4. The Mean-LOO window selection method selects r = 4; in this
particular case, using r = 2 would have produced slightly better results in
terms of the PSNR and SSIM measures.
Since the main focus of the article was on comparing diﬀerent model
selection methods in a situation where it is not obvious how the predicted
model aﬀects the evaluation metric, one cannot infer much about the model
selection methods themselves from these results. However, the primary goal
was to ﬁnd a model selection method that works well with the denoising
algorithm, and this was at least partially achieved: for high levels of noise the
methods did not fare very well, but when the noise variance was relatively
small (though still signiﬁcant), Mean-LOO and Median-LOO approached
the performance of the “oracle” method that always selects the best possible
window radius.
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(a) (b)
(c) (d)
Figure 3.2: (a) The test image Barbara, (b) contaminated with i.i.d. normal
noise with σ = 30, (c) denoised using the algorithm described in Article III
with window radius r = 2, (d) denoised with r = 4. The upper left corners
show magniﬁcations of the 128× 128 regions at the bottom right corners.
Images reproduced from Article III, c© 2014 IEEE.
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Chapter 4
Phylogenetic reconstruction with
maximum parsimony
In this chapter, we explain what is a phylogenetic reconstruction, describe the
maximum parsimony method for obtaining one, and discuss the asymptotic
and small-sample properties of the method.
4.1 Overview
A phylogeny, also called an evolutionary tree, is a way of describing the
evolutionary or ancestral relationships of a collection of objects [17]. Often
these objects are DNA sequences of biological species, though one may also
consider e.g. textual documents [43, 48]. For the rest of this chapter, we
will concentrate on the biological setting, and this will be reﬂected in our
terminology; however, in principle all the results are applicable for other
scenarios as well.
Phylogenetic reconstruction is the problem of inferring the evolutionary
tree for a collection of taxa. As the data, we have a number of characters;
technically, a character is a function from the set of taxa to a ﬁnite set
of character states. For DNA sequences, the possible character states are
the symbols A, C, G, and T , corresponding to the four bases out of which
nucleotide sequences are composed. Thus for n taxa and m characters, the
data can be encoded as an n×m matrix.
We take the set of unrooted binary trees with n labeled leaves as the set
of possible phylogenies. The internal nodes of such trees always have degree
three; hence, the number of internal nodes can be seen to be n− 2. Each of
the n leaves is taken to correspond to one of the taxa, and the internal nodes
are thought of as hypothetical ancestors (or progenitors) of the observed
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taxa. By unrooted, it is meant that none of the internal nodes is designated
as the “oldest” ancestor from which all the other taxa corresponding to
the internal and leaf nodes have evolved. The reason for this is that many
reconstruction methods, including the maximum parsimony method, are
invariant with respect to the direction of evolution and hence the choice of
the root. There are more complicated methods and models for inferring
the root as well, but these are out of the scope of this thesis; the interested
reader may refer to the books Felsenstein [17] and Lemey et al. [35] for an
overview.
Denoting the set of unrooted binary trees with n labeled leaves by U(n),
the size of the set can be expressed with the double factorial function as
follows [8]:
|U(n)| = (2n− 5)!! = 1 · 3 · 5 · 7 · . . . · (2n− 5).
To get an intuitive understanding of this formula, consider a tree in U(n−1).
It has n−1 leaves and n−3 internal nodes, so there are (n−1)+(n−3)−1 =
2n− 5 edges. To add a new labeled leaf, we must split one of these edges,
so the number of trees in U(n) becomes |U(n)| = (2n− 5)|U(n− 1)|.
The size of U(n) may be also expressed as
|U(n)| = (2n− 4)!
(n− 2)! 2n−2 ,
which is approximately 2n−3/2e−(n−2)(n− 2)n−2 by Stirling’s formula and
thus grows superexponentially as a function of n. This implies that recon-
structed trees should often be taken with a grain of salt: for instance, if
there are 55 taxa, then the number of possible phylogenies is about 3.0 ·1084,
which exceeds most estimates of the number of atoms in the universe.
In the notation of Chapter 2, the task of phylogenetic reconstruction, as
described above, is the following: for a data setX, consisting ofm characters
on n taxa, select the best model (i.e., tree) from M = U(n). What
constitutes a good model depends on the model selection method; we will
concentrate on the maximum parsimony approach, but popular alternatives
include neighbor-joining [49] and various likelihood-based and Bayesian
methods (see Lemey et al. [35] and the references therein).
4.2 Maximum parsimony
According to Felsenstein [17], the fundamental idea of the maximum parsi-
mony (MP) approach to phylogenetic reconstructions was ﬁrst mentioned
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in the scientiﬁc literature by Edwards and Cavalli-Sforza in 1963: in a pub-
lished abstract [12], they mentioned “the principle of minimum evolution,”
which says that we should select the phylogeny that minimizes the amount
of evolution required.
Fitch [18] introduced an algorithm which, given a tree structure en-
coding ancestral relationships and the DNA sequences of the observed
taxa, eﬃciently computes the minimum number of changes required in the
course of evolution. More formally, to adapt the notation used by Steel
and Penny [56], let X be the set of taxa, with |X| = n, and let χi : X → R
encode the characters i = 1, 2, . . . ,m, with R = {A,C,G, T}. Consider
a tree T = (V,E) ∈ U(n) and deﬁne the changing number of a function
χi : V → R as
ch(χi, T ) = |{{u, v} ∈ E : χi(u) = χi(v)}| .
The parsimony score of a character χi : X → R is then

(χi, T ) = min
χi : V→R
χi|X=χi
ch(χi, T ),
where the notation χi|X = χi means that the restriction of χi to X ⊂ V
agrees with χi. Finally, the length of the tree T , denoted by 
T for short,
is simply the sum of all 
(χi, T ), i = 1, 2, . . . ,m, and the Fitch algorithm
computes it in O(nm) time. Any tree T ∈ U(n) with the smallest length is
called a maximally parsimonious (MP) tree.
If there are no more than twelve taxa, it is practical to simply execute
the Fitch algorithm for all trees in U(n) in order to ﬁnd the ones that have
minimal length. For up to around 25 taxa, one can still use a branch-and-
bound algorithm [24] to ﬁnd an exact solution to the same problem. If
the number of taxa goes much beyond that, heuristic search becomes the
only viable option; it is known that ﬁnding the best tree is an NP-hard
problem [17, 19].
While MP has largely been replaced by more complicated model-based
methods, it remains in use because of its computational eﬃciency [35, p. 269]
and because it has been shown to often perform well in practice [26].
On the surface, it may appear that parsimony is a reasonably simple
criterion for evaluating how well various tree topologies match with the
phylogenetic data available—it selects the model that minimizes the number
of mutations. However, Tuﬄey and Steel [59] have given a probabilistic
interpretation that casts MP in a diﬀerent light. Their article shows that
the tree(s) selected by MP are the maximum likelihood solutions to a model
where each character has a separate parameter for each edge of the tree.
30 4 Phylogenetic reconstruction with maximum parsimony
Thus the number of parameters is (2n− 5)m, which exceeds the number of
elements in the n×m data matrix when n ≥ 6.
4.3 Asymptotics
4.3.1 Consistency
When speaking of the consistency of a phylogenetic model selection method,
it is usually referred to the case where the number of characters grows, and
this is the approach taken in this thesis as well. As an example, supposing
that we wanted to reconstruct the phylogeny of a given collection of taxa, we
would ask if having longer DNA sequences would improve the correctness of
the reconstructed evolutionary tree. However, it is possible to also consider
the case where the number of characters is kept constant and more taxa are
added to the data set; it has been shown that in some situations, this may
be the preferable option [20], the intuitive idea being that long branches
(which tend to be the most diﬃcult ones) would be broken into smaller
units.
To discuss consistency, we should ﬁx a data-generating model. Perhaps
the simplest reasonable one is the Nr model, attributed by Steel [54] to
Neyman [42]. In the Nr model, we take the number of character states to
be r and assume a true phylogeny T = (V,E) ∈ U(n). To each edge e ∈ E,
we associate a probability 0 < pe < (r − 1)/r. We pick any single node of
the tree and temporarily treat it as a root, directing all edges away from
it. We then repeat the following procedure independently for all characters.
First, assign a uniformly random state to the root node. Then proceed down
the tree, and at each edge e ∈ E, retain the character state with probability
1− pe or assign another state with probability pe/(r − 1).
Felsenstein [16] showed that in general, MP is not consistent. The
following theorem gives a counterexample that is slightly simpler than the
one given in the original article.
Theorem 4.1 (Felsenstein [17]). Consider the tree T ∈ U(4) shown in
Figure 4.1. Suppose we have m binary-state characters (r = 2), generated
with the Nr model and with the edge probabilities shown in the ﬁgure. Then,
if q(1 − q) < p2, the probability that the tree estimated by MP is correct
tends to zero as m → ∞.
More general inconsistency results were given by Kim [31], who also
discussed the cases in which adding taxa helps alleviate inconsistency.
4.3 Asymptotics 31
q
C
p
Dq
A
p
B q
Figure 4.1: An unrooted binary tree with four labeled leaves. The edge
labels indicate the probabilities for the Nr model.
On the other hand, Steel [54] has shown suﬃcient conditions under
which MP is consistent.
Theorem 4.2 (Steel [54, Thm 1]). Consider a tree T = (V,E) ∈ U(n) with
m characters generated with the Nr model. Denote s =
∑
e∈E pe and let
pmin be the minimum of those pe for which the edge e ∈ E is not incident
to a leaf node. Then, if s < 1 and pmin ≥ s2/(1− s), the probability that the
tree estimated by MP is correct tends to one as m → ∞.
In fact, since the Nr model requires that pe < (r − 1)/r for all edges
e ∈ E, the condition pmin ≥ s2/(1− s) implies that
s <
√
5r2 − 6r + 1− r + 1
2r
<
√
5− 1
2
,
and hence in particular that s < 0.50 for r = 2 and s < (
√
57− 3)/8 ≈ 0.57
for r = 4. In general, the conditions of the theorem seem quite diﬃcult to
satisfy in practice, as they imply an O(1/n) upper bound for the average of
pe over e ∈ E.
4.3.2 Number of possible tree lengths
As we saw in the previous section, maximum parsimony is not in general
consistent. This is not its only shortcoming: Article IV presented the
following combinatorial argument that casts additional doubt on the validity
of MP.
Consider again a phylogenetic data set with n taxa and m characters
with r possible character states. For a single character, the minimum number
of changes required is zero and maximum is n− n/r [56, eq. (2)]. If we
have m characters, then the length of a tree is the sum of parsimony scores
of all characters; hence the minimum possible tree length is zero and the
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maximum is (n − n/r)m, so there are no more than (n − n/r)m + 1
possible lengths that a tree may have.
On the other hand, as we saw in Section 4.1, there are (2n−5)!! possible
unrooted binary trees. The number of possible phylogenies for n taxa grows
faster as a function of n than the number of possible tree lengths, even if m
were to grown exponentially as a function of n. Hence, by the pigeonhole
principle, many trees must share the same length. More precisely, for any
given data set X that induces L(X) diﬀerent tree lengths, there are at least⌈ |U(n)|
L(X)
⌉
≥ (2n− 5)!!
(n− n/r)m+ 1 (4.1)
trees that have the same length.
The lower bound (4.1) implies that as the number of taxa increases,
MP becomes less and less able to distinguish between diﬀerent trees. If
n = 20 and we have three billion four-state characters (as in the human
genome), then MP will assign the same length to at least about 4.9 billion
phylogenies.
The inability to distinguish between a large number of phylogenies is
not necessarily a problem. In the previous example, the fraction of trees in
U(n) represented by the lower bound of 4.9 billion is less than 2.3 · 10−11.
Therefore, it becomes a crucial question to ﬁnd out how the possible lengths
are distributed among the phylogenies. If the trees closest to the true
phylogeny have “rare” lengths—in particular, if the length of the true
phylogeny is the smallest one and unique—then there is no problem at all;
on the other hand, if the true phylogeny is hidden among a myriad of other
trees with the same length, there is little hope of ﬁnding it.
There are few analytic results regarding the distribution of the tree
lengths. Under the null model for two-state characters where the character
states are assigned uniformly at random, Steel [55] has given an exact
characterization of the distribution and Zhu and Steel [64, Thm 4] have
shown that the probability that there is a unique MP tree tends to unity for
any ﬁxed number of taxa when the number of characters tends to inﬁnity.
A result by Steel and Penny [56, Prop. 9.4.2] states that when the number
of possible character states is ﬁxed, the number of characters must grow
at least logarithmically as a function of n if we want to guarantee that for
every T ∈ U(n) there exists a set of characters for which T is the unique
MP tree. A related theorem by Erdo˝s et al. [13, Thm 14], stated in terms
of the probability of successful reconstruction, gives essentially the same
bound for any reconstruction algorithm.
Interestingly, the distribution of tree lengths given a data set can be
shown to contain useful information regarding the phylogenetic structure
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of the data. This will be discussed in more detail in Section 4.4.2, where
we also present empirical results suggesting that the skewness of the tree
length distribution can be used to predict both whether the data is random
or phylogenetic and even provide indications of whether MP is likely to be
able to produce an adequate reconstruction.
4.4 Small samples
4.4.1 Maximally parsimonious reconstructions
In the previous section, we described multiple unpleasant asymptotic proper-
ties of maximum parsimony, namely it is not always consistent and it cannot
distinguish between a large number of candidate phylogenies. However, the
results presented so far provide neither a clear picture of how serious the
issues are in practice nor tangible guidelines on when the results given by
MP can be trusted.
Article IV attempts to answer to these concerns with a series of ex-
periments performed with simulated phylogenetic data. In the study, we
generated a large number of phylogenetic data sets with up to twelve taxa
and 256 characters. Each data set was generated for a random unrooted
binary tree, drawn from the Yule–Harding distribution [23] that is known
to be closer to the observed distribution of phylogenies in biology than the
uniform distribution [4]. Once the tree was ﬁxed, the edge probabilities pe
were assigned according to the Jukes–Cantor model [29] with the substitu-
tion rate μ = 4q/(3− 4q), where q ∈ (0, 0.75) is a ﬁxed parameter and the
edge lengths t were drawn independently from the exponential distribution
with unit mean and the parameter q can be interpreted as the expected
value of pe. In the experiments, the values q = 0.08, 0.16, 0.24, . . . , 0.48 were
considered.
Notably, the edge lengths were drawn separately for each character,
so the synthetic data follows the no-common-mechanism model discussed
in Section 4.2. This choice of model can be motivated by two arguments:
ﬁrstly, that it is the most natural model to use here since the phylogeny
reconstructed by MP is the maximum likelihood solution; and secondly,
because it has been argued that the extreme ﬂexibility inherent in the no-
common-mechanism model allows it to better describe complex evolutionary
phenomena [14]. Since it has also been shown that biologically inspired
models, when applicable, tend to outperform the no-common-mechanism
model [28], our choice of model has the additional beneﬁt that we may
reasonably conjecture that the results show MP at its best and hence should
be treated as a kind of upper bound.
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Based on the experiments with simulated data, we were able to approx-
imate various probabilistic quantities related to the performance of the
maximum parsimony method. The most important of them is the so-called
probability of success for a data-generating model, parametrized by the
triplet (n,m, q) with interpretations as described above; it is the probability
that the phylogeny reconstructed by MP is the true one, with the additional
assumption that if there are multiple maximally parsimonious phylogenies,
one of them is picked randomly. Denoting the true tree by T ∗ and the set
of maximally parsimonious trees by T̂ , it can be shown that the probability
of success equals
E
[
χ(T ∗ ∈ T̂ )
|T̂ |
]
where χ(·) is an indicator function. By the law of large numbers, this quantity
may be approximated by averaging over a large number of independent
trials.
The estimated probabilities of success, as displayed in Table 1 of Arti-
cle IV, give quite clear indications of the boundaries that determine whether
the reconstructed phylogenies are accurate or wrong. If a success probability
of 0.90 is taken as a reasonable value to aim for, then 128 characters are
enough for even twelve taxa, provided that the expected edge probability
takes the value q = 0.08, the smallest one used in the study. As the value
of q is increased, the necessary number of characters quickly exceeds the
scenarios used in the study; for q = 0.48, even 256 characters for ﬁve taxa
give a success probability of only about 0.70.
Interestingly, it appears that at least for ﬁve or six taxa, MP actually
performs better for q = 0.16 than for q = 0.08. This is explained by
the fact that the relationship between the probability of success and the
corresponding optimal value of q is of course not monotonic—constant or
almost-constant characters provide little phylogenetic information.
Figure 1 of Article IV illustrates the same probabilities as a heatmap.
As a sanity check, it can be seen from the ﬁgure that the required increase
in the number of characters (as a function of n) appears to roughly match
the logarithmic lower bound discussed in Section 4.3.2.
In a similar manner, other quantities were estimated as well: in particular,
the article provides estimates of the probability that the true phylogeny is
maximally parsimonious, the probability that there is a unique maximally
parsimonious tree, and the expected inverse of the number of maximally
parsimonious trees. The reader is referred to Article IV for a discussion on
what conclusions may be drawn from these quantities.
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4.4.2 Skewness of the tree length distribution
The maximum parsimony method can be used to produce an estimated
phylogeny for all possible data sets, even those that are random and thus
do not correspond to any true phylogeny. Let us assume that we know that
MP is applicable for a given data set we may have (e.g., by means of the
results of Article IV, as discussed above). If we have no external knowledge
that suggests that the data at hand has a phylogenetic structure, how are
we to know that the result given by MP is plausible? In other words, how
can we ensure that MP is not just hallucinating structure where there is
none?
One answer lies in the distribution obtained by computing the lengths
of all trees in U(n), as we brieﬂy hinted already in Section 4.3.2. Hillis
[25] proposed using the skewness (the third standardized moment) of the
distribution, as given by the formula
γ1 =
∑
T∈U(n) (
T − μ)3
|U(n)|σ3
in which μ and σ denote the mean and the standard deviation of the 
T over
all T ∈ U(n). Symmetric distributions have a skewness of zero, and negative
and positive values often have the natural interpretation of quantifying the
non-symmetry present in the shape of the distribution.
The crucial empirical observation of Hillis was that random data tends
to induce tree length distributions with small (slightly negative) skewness,
while phylogenetic data results in a markedly more negative skewness. This
enables one to construct a statistical test for rejecting the null hypothesis that
a given data set is random: By generating a large number of random data
sets and computing the skewness of the resulting tree length distributions,
one can calculate a critical value that is smaller than, for instance, 99 percent
of the resulting γ1’s. Then, if a new data set produces a skewness value that
is more negative than the critical value, we can be fairly conﬁdent that the
data is not random. This is, of course, dependent on the data generation
mechanism used for calibrating the skewness test, but the approach has
been previously shown to work well for up to eight taxa [25, 27].
Our work in Article IV extends the skewness test to data sets with up to
twelve taxa. This can be reasonably viewed as the limit of what is possible
with current theoretical knowledge and computing hardware. Namely, for
n = 13, there are about |U(13)| ≈ 1.37 · 1010 possible phylogenies, so even if
we had 1000 computing cores available and each of them required just one
millisecond to compute the tree length of a single phylogeny, it would take
us 159 days to compute the tree length distributions for 1000 random data
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sets. Although one might consider trying a na¨ıve tree sampling strategy,
this would probably not be useful due to the long tails exhibited by the
distributions. Therefore, new theoretical results would be needed in order
to extend the scope of the skewness test to more than twelve taxa.
In the article, we provide critical values for the 95% and 99% conﬁdence
limits. The values are seen to be quite similar to the ones provided by Hillis
[25] for n ≤ 8, though not exactly the same; the diﬀerences arise from the
method for generating random data for the number of characters used. We
also evaluated the skewness test on the simulated phylogenetic data sets
described in Section 4.4.1 and found that the skewness test was able to
reject the null hypothesis of the data being random much more often than
MP was able to recover the true phylogeny. This is not a surprising result
per se, because reconstruction is a much more diﬃcult task, but it shows
that the tree length distribution does contain useful information besides the
identities of the maximally parsimonious trees and that the skewness test is
able to capture some of that information.
Chapter 5
Conclusions
In this thesis, I have given an introduction to the topic of model selection
in machine learning, described a broadly (though not universally) applica-
ble framework to describe fundamental concepts such as consistency, and
discussed a number of specialized model selection methods tailored for solv-
ing the subset selection problem in linear regression and the phylogenetic
reconstruction problem in computational biology. Interspersed within the
chapters, I have also summarized the main results of the four original articles
by me and my coauthors.
In linear regression, I concentrated primarily on methods based on
sequential prediction. New results presented in the original articles include
the consistency of the Sequentially Normalized Least Squares (SNLS) method
and the introduction of a new consistent method that can be seen as a
hybrid of SNLS and the classic Predictive Least Squared (PLS) method. In
addition to the asymptotic results, I demonstrated how the various methods
fare when the number of data points available is small, and I presented
an application of linear regression model selection to the ﬁeld of image
processing.
As for phylogenetic reconstruction, I summarized the major asymptotic
results concerning the Maximum Parsimony (MP) method for selecting an
evolutionary model that describes the ancestral relationships of a given
phylogenetic data set. I provided additional combinatorial arguments for
why the results given by the method should be treated with some suspicion,
and presented empirical results highlighting the boundaries that determine
whether the resultant reconstructions are plausible or not.
While the results of this thesis provide answers to many questions
concerning model selection in linear regression and phylogenetics, it is
clear that much is still left unanswered and there is plenty of room for
improvements in both the methods themselves and in our understanding
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of their properties in various scenarios. This is, of course, at it should be:
science is never ready, and answers to questions induce new questions. Thus
it is natural that I conclude by listing questions that I would like to see
answered in the future.
• For the SNLS criterion, is Assumption 3.3 regarding fourfold products
necessary? Is it implied for polynomial regression or other restricted
classes of design matrices?
• Can the rate of convergence in Theorem 3.5 be improved by introducing
additional assumptions? For instance, one might try setting a ﬁxed
lower bound for the absolute values of non-zero coeﬃcients.
• What happens if the PLS/SNLS hybrid method is wrapped in an
optimization problem for the scale parameter λ2? The new method
is unlikely to have a closed-form solution, but is the optimization
problem convex? Is the resulting method consistent?
• For maximum parsimony, what are the distributional properties of the
tree-length distribution for the Nr model or some other phylogenetic
model? Can the relationship between the number of characters and
the probability of success be quantiﬁed analytically?
• Is it feasible to extend the skewness test to thirteen or more taxa by
sampling from the tree-length distribution? Should other methods of
calibration be considered?
Moreover, some of the methods used in the thesis might be extended to
situations other than those discussed so far. For instance, the denoising algo-
rithm proposed in Article III could be generalized to use context-dependent
windows, and some of the computational methods used in Article IV for
analyzing the maximum parsimony method could be applied also to other
reconstruction methods.
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