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Abstract
In the present paper, a continuum model is introduced for fluid flow in a deformable
porous medium, where the fluid may undergo phase transitions. Typically, such problems
arise in modeling liquid-solid phase transformations in groundwater flows. The system
of equations is derived here from the conservation principles for mass, momentum, and
energy and from the Clausius-Duhem inequality for entropy. It couples the evolution of the
displacement in the matrix material, of the capillary pressure, of the absolute temperature,
and of the phase fraction. Mathematical results are proved under the additional hypothesis
that inertia effects and shear stresses can be neglected. For the resulting highly nonlinear
system of two PDEs, one ODE and one ordinary differential inclusion with natural initial
and boundary conditions, existence of global in time solutions is proved by means of
cut-off techniques and suitable Moser-type estimates.
Introduction
A model for fluid flow in partially saturated porous media with thermomechanical interaction
was proposed and analyzed in [2, 5, 6]. Here, we extend the model by including the effects
of freezing and melting of the fluid in the pores. Typical examples, in which such situations
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arise, are related to groundwater flows and to the freezing-melting cycles of water sucked into
the pores of concrete. Notice that the latter process forms one of the main reasons for the
degradation of concrete in buildings, bridges, and roads. However, many of the governing
effects in concrete like the multi-component microstructure, the breaking of pores, chemical
reactions, the hysteresis of the saturation-pressure curves, and the occurrence of shear stresses,
are still neglected in our model.
While often in continuum models for three-component and multi-component porous media
the intention is to describe the propagation of sound waves in these media (e.g., [1, 28]), we
investigate in the present paper – instead of using partial balance equations for each component
– a continuum model combining the principles of conservation of mass and momentum with the
first and the second principles of thermodynamics. In, e. g., [1], flow in porous media is described
in Eulerian coordinates in order to incorporate, for example, the effects of fast convection. Here,
instead, we assume that slow diffusion is dominant, and choose the Lagrangian description as
in [2, 5, 28]. The resulting system of coupled ODEs and PDEs then appears to be a nonlinear
extension of the linear model in [26], referred to as a simplified Biot system, to the case when
also the occurrence of temperature changes and phase transitions is taken into account. In
addition to the model studied in [5], we include here the effects of freezing and melting. The
idea is the following. The pores in the matrix material contain a mixture of H2O and gas, and
H2O itself is a mixture of the liquid (water) and the solid phase (ice). That is, in addition to the
other physical quantities like capillary pressure, displacement, and absolute temperature, we
need to consider the evolution of a phase parameter χ representing the relative proportion of
water in the H2O part and its influence on pressure changes due to the different mass densities
of water and ice. Unlike in [2, 5, 6, 27], we do not consider hysteresis in the model. We believe
that the mathematical results can be extended to the case of capillary hysteresis as in [2, 5, 6].
In our model without shear stresses, elastoplastic hysteresis effects as in [2, 5, 27] cannot occur.
As it will be detailed in Section 1, we assume that the deformations are small, so that div u
is the relative local volume change, where u represents the displacement vector. Moreover,
we assume that the volume of the matrix material does not change during the process, and
thus the volume and mass balance equations with Darcy’s law for the water flux lead to a
nonlinear degenerate parabolic equation for the capillary pressure, see (1.7). In the equation of
motion, we take into account the pressure components due to phase transition and temperature
changes, and we further simplify the system in order to make it mathematically tractable by
assuming that the process is quasistatic and the shear stresses are negligible. The problem
of existence of solutions for the coupled system without this assumption is open and, in our
opinion, very challenging. Finally, we use the balance of internal energy and the entropy
inequality to derive the dynamics for absolute temperature and phases; they turn out to be,
respectively, a parabolic equation for the temperature with highly nonlinear right-hand side
(quadratic in the derivatives) and an ordinary differential inclusion for the phase parameter χ .
Finally, let us note that – in order to model the freezing and melting phenomena in the pores
– we have borrowed here some ideas from our earlier publications on freezing and melting in
containers filled with water with rigid, elastic, or elastoplastic boundaries (cf. [11, 14, 15, 16,
17]). It was shown there how important it is to account for the difference in specific volumes
of water and of ice.
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There is an abundant classical mathematical literature on phase transition processes, see, e.g.,
the monographs [4], [7], [29], and the references therein. It seems, however, that only few
publications take into account that the mass densities and specific volumes of the phases differ.
In [8], the authors proposed to interpret a phase transition process in terms of a balance equation
for macroscopic motions, and to include the possibility of voids. Well-posedness of an initial-
boundary value problem associated with the resulting PDE system was proved there, and the
case of two different densities ̺1 and ̺2 for the two substances undergoing phase transitions
was pursued in [9].
Let us also mention the papers [22, 23, 24, 25] dealing with macroscopic stresses in phase
transitions models, where the different properties of the viscous (liquid) and elastic (solid)
phases were taken into account and the coexisting viscous and elastic properties of the system
were given a distinguished role, under the working assumption that they indeed influence the
phase transition process. The model studied there includes inertia, viscous, and shear viscosity
effects (depending on the phases). This is reflected in the analytical expressions of the associated
PDEs for the strain u and the phase parameter χ : the χ-dependence, e. g., in the stress-
strain relation, leads to the possible degeneracy of the elliptic operator therein. Finally, we
can quote in this framework the model analyzed in [18] and [19], which pertains to nonlinear
thermoviscoplasticity: in the spatially one-dimensional case, the authors prove the global well-
posedness of a PDE system that both incorporates hysteresis effects and models phase change
but, however, does not display a degenerating character.
Another coupled system for temperature, displacement, and phase parameter has been derived
in order to model the full thermomechanical behavior of shape memory alloys. A long list of
references for further developments can be found in the monographs [7] and [29].
The paper is organized as follows: in the next Section 1, we derive the model in full generality
from the basic principles of continuum thermodynamics. In Section 2, we state the mathe-
matical problem, the main assumptions on the data, and the main Theorem 2.2, the proof of
which is split into Sections 3, 4, and 5. The steps of the proof are as follows: we first cut off
some of the pressure and temperature dependent terms in the system in Section 3 by means
of a cut-off parameter R and solve the related problem employing a special Galerkin approxi-
mation scheme. Then, in Section 4, we first prove the positivity of the temperature by means
of a maximum principle technique, and then we perform the – independent of R – estimates
on the system. They mainly consist of: the energy estimate, the so-called Dafermos estimate
(with negative small powers of the temperature), Moser-type and then higher-order estimates
for the capillary pressure and for the temperature. This allows us in Section 5 to pass to the
limit in the cut-off system as R→∞ , which will conclude the proof of the existence result.
1 The model
We consider a connected domain Ω ⊂ R3 filled by a deformable matrix material with pores
containing a mixture of H2O and gas, where we assume that H2O may appear in one of the two
phases: water or ice. We also assume that the volume of the solid matrix remains constant
during the process, and let cs ∈ (0, 1) be the relative proportion of solid in the total reference
volume. We denote, for x ∈ Ω and time t ∈ [0, T ] ,
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W (x, t) ∈ [0, 1] ... relative proportion of H2O in the total pore volume;
A(x, t) ∈ [0, 1] ... relative proportion of gas in the total pore volume;
χ(x, t) ∈ [0, 1] ... relative proportion of water in the H2O part;
ξ(x, t) ... mass flux vector;
p(x, t) ... capillary pressure;
u(x, t) ... displacement vector;
σ(x, t) ... stress tensor;
θ(x, t) ... absolute temperature.
Then χW represents the relative proportion of water in the total pore volume, and (1− χ)W
represents the relative proportion of ice in the total pore volume.
We assume that the deformations are small, so that div u is the relative local volume change.
By hypothesis, the volume of the matrix material does not change, so that the volume balance
reads
W (x, t) + A(x, t) + cs = 1 + div u(x, t). (1.1)
For A , we assume the functional relation
A = 1− cs − ϕ(p) , (1.2)
where ϕ is an increasing function that satisfies ϕ(−∞) = ϕ♭ ∈ (0, 1) and ϕ(∞) = 1 −
cs , ϕ
♭ + cs < 1. This means that the porous medium cannot be made completely dry by
thermomechanical processes alone. Combining (1.1) with (1.2), we obtain that
W = ϕ(p) + div u . (1.3)
1.1 Mass balance
Consider an arbitrary control volume V ⊂ Ω. The water content in V is given by the integral∫
V
ρLχW dx , where ρL is the water mass density, and the ice content is
∫
V
ρS(1 − χ)W dx ,
where ρS is the ice mass density. The mass conservation principle then reads
d
dt
∫
V
ρLχW dx+
∫
∂V
ξ · n ds(x) = −
d
dt
∫
V
ρS(1− χ)W dx , (1.4)
where n the unit outward normal vector to ∂V . In differential form, we obtain
ρL(χW )t + div ξ = −ρS((1− χ)W )t . (1.5)
The right-hand side of (1.5) is the positive or negative liquid water source due to the solidifi-
cation or melting of the ice. We assume the water flux in the form of the Darcy law
ξ = −µ(p)∇p, (1.6)
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with a proportionality factor µ(p) > 0. This, (1.3), and (1.5), yield the equation(
(χ+ρ∗(1−χ))(ϕ(p) + div u)
)
t
−
1
ρL
div (µ(p)∇p) = 0, (1.7)
with ρ∗ = ρS/ρL ∈ (0, 1).
1.2 Equation of motion
The equation of motion is considered in the form
ρMutt − div σ = g , (1.8)
where ρM is the mass density of the matrix material, σ is the stress tensor, and g is a volume
force acting on the body (e. g., gravity). For σ , we prescribe the constitutive equation
σ = Bεt + Aε+
(
(χ+ρ∗(1−χ))(λ div u− p)− β(θ − θc)
)
δ , (1.9)
where ε = ∇su :=
1
2
(∇u + ∇uT ) is the small strain tensor, δ is the Kronecker tensor, B is
a symmetric positive definite viscosity tensor, A is the symmetric positive definite elasticity
tensor of the matrix material, λ > 0 is the bulk elasticity modulus of water, θ > 0 is the
absolute temperature, θc > 0 is a fixed referential temperature, and β ∈ R is the relative
solid-liquid thermal expansion coefficient. The term (χ+ρ∗(1−χ))(λ div u − p) accounts for
the pressure component due to the phase transition.
1.3 Energy and entropy balance
We have to derive formulas for the densities of internal energy U and entropy S such that
the energy balance balance equation and the Clausius–Duhem inequality hold for all processes.
Let q be the heat flux vector, and let V ⊂ Ω be again an arbitrary control volume. The total
internal energy in V is
∫
V
U dx , and the total mechanical power Q(V ) supplied to V equals
Q(V ) =
∫
V
σ : εt dx−
∫
∂V
1
ρL
p ξ · n ds(x) ,
where ξ is the fluid mass flux (1.6). We thus have that
d
dt
∫
V
U dx+
∫
∂V
q · n ds(x) =
∫
V
σ : εt dx−
∫
∂V
1
ρL
p ξ · n ds(x) . (1.10)
Again, by the Gauss formula, we obtain the energy balance equation in differential form, namely
Ut + div q = σ : εt −
1
ρL
div (pξ) . (1.11)
The internal energy and entropy densities U and S , as well as the heat flux vector q , have to
be chosen in order to satisfy, for all processes, the Clausius–Duhem inequality
St + div
(q
θ
)
≥ 0, (1.12)
October 3, 2018 6
or, taking into account the energy balance (1.11),
Ut − θSt +
q · ∇θ
θ
≤ σ : εt −
1
ρL
div (pξ) . (1.13)
We consider ε, χ, p, θ as state variables and U, S as state functions, independent of ∇θ . Hence,
as a consequence of (1.13), two inequalities have to hold separately for all processes, namely
q · ∇θ ≤ 0 , Ut − θSt ≤ σ : εt −
1
ρL
div (pξ) . (1.14)
For simplicity, we assume Fourier’s law for the heat flux,
q = −κ(θ)∇θ, (1.15)
with the heat conductivity coefficient κ = κ(θ) > 0. We further introduce the free energy F
by the formula F = U − θS , so that, in terms of F , the second inequality in (1.14) takes the
form
Ft + θtS ≤ σ : εt +
1
ρL
div (pµ(p)∇p) . (1.16)
We claim that the right choice of F for (1.16) to hold is given by
F =
1
2
Aε : ε+ (χ+ρ∗(1−χ))
(
V (p) +
λ
2
( div u)2
)
+Lχ
(
1−
θ
θc
)
− β(θ − θc) div u+ F0(θ) + I(χ), (1.17)
S = −
∂F
∂θ
=
L
θc
χ+ β div u− F ′0(θ), (1.18)
where
V (p) = pϕ(p)− Φ(p) , Φ(p) =
∫ p
0
ϕ(τ) dτ , (1.19)
F0(θ) is a purely caloric component of F , L > 0 is the latent heat, and I is the indicator
function of the interval [0, 1]. It remains to check that if we choose the phase dynamics equation
in the form
γ(θ)χt + ∂I(χ) ∋ (1− ρ
∗)
(
Φ(p) + p div u−
λ
2
( div u)2
)
+ L
(
θ
θc
− 1
)
(1.20)
with a coefficient γ(θ) > 0, then (1.16) holds for all processes. Indeed, by (1.17)–(1.18) and
(1.7) we have that
Ft + θtS = Aε : εt + (χ+ρ
∗(1−χ))(V ′(p)pt + λ div u divut)
+ (1− ρ∗)χt
(
V (p) +
λ
2
( div u)2
)
+ Lχt
(
1−
θ
θc
)
− β(θ − θc) div ut ,
σ : εt = Bεt : εt + Aε : εt + (χ+ρ
∗(1−χ))(λ div u divut − p div ut)
− β(θ − θc) div ut ,
1
ρL
div (pµ(p)∇p) =
1
ρL
µ(p)|∇p|2 + p(χ+ρ∗(1−χ))(ϕ′(p)pt + div ut)
+ p(1− ρ∗)χt(ϕ(p) + div u) .
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Hence (note that V (p)− pϕ(p) = −Φ(p)),
Ft + θtS − σ : εt −
1
ρL
div (pµ(p)∇p) = −Bεt : εt −
1
ρL
µ(p)|∇p|2
+χt
(
L
(
1−
θ
θc
)
+ (1− ρ∗)
(
λ
2
( div u)2 − Φ(p)− p div u
))
= −Bεt : εt −
1
ρL
µ(p)|∇p|2 − γ(θ)χ2t ≤ 0, (1.21)
by virtue of (1.20), so that (1.16) holds.
Now observe that
U = F + θS
=
1
2
Aε : ε+ (χ+ρ∗(1−χ))
(
V (p) +
λ
2
( div u)2
)
+Lχ+ βθc div u+ F0(θ)− θF
′
0(θ) + I(χ) . (1.22)
The derivative of the purely caloric component F0(θ) − θF
′
0(θ) is the specific heat capacity
c(θ) = −θF ′′(θ). Assuming that c(θ) = c0 is a positive constant, we obtain that F0(θ) =
−c0θ log(θ/θc) up to a linear function, and
U =
1
2
Aε : ε+ (χ+ρ∗(1−χ))
(
V (p) +
λ
2
( div u)2
)
+ Lχ + βθc div u+ c0θ + I(χ) . (1.23)
We now rewrite Eq. (1.11) in a more suitable form, using (1.21). We have
0 = Ut + div q − σ : εt −
1
ρL
div (pµ(p)∇p)
= (F + θS)t + div q − σ : εt −
1
ρL
div (pµ(p)∇p)
= −Bεt : εt −
1
ρL
µ(p)|∇p|2 − γ(θ)χ2t + θSt + div q , (1.24)
which yields the identity
c0θt − div (κ(θ)∇θ) = Bεt : εt +
1
ρL
µ(p)|∇p|2 + γ(θ)χ2t −
L
θc
θχt − βθ div ut . (1.25)
2 The mathematical problem
We consider the system(
(χ+ρ∗(1−χ))(ϕ(p) + div u)
)
t
=
1
ρL
div (µ(p)∇p) , (2.1)
ρMutt = div σ + g , (2.2)
σ = B∇sut + A∇su+ ((χ+ρ
∗(1−χ))(λ div u− p) − β(θ − θc))δ , (2.3)
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γ(θ)χt + ∂I(χ) ∋ (1− ρ
∗)
(
Φ(p) + p div u−
λ
2
( div u)2
)
+ L
(
θ
θc
− 1
)
, (2.4)
c0θt − div (κ(θ)∇θ) = B∇sut : ∇sut +
1
ρL
µ(p)|∇p|2 + γ(θ)χ2t −
L
θc
θχt − βθ div ut , (2.5)
for the unknown functions p, u, χ, θ , coupled with the boundary conditions
u = 0 , (2.6)
ξ · n = α(x)(p− p∗) , (2.7)
q · n = ω(x)(θ − θ∗) , (2.8)
on ∂Ω, where p∗ is a given outer pressure, θ∗ is a given outer temperature, α(x) ≥ 0 is the
permeability of the boundary, and ω(x) ≥ 0 is the heat conductivity of the boundary.
We can also simplify the problem by assuming that water is incompressible. This corresponds
to the choice λ = 0, whence the system becomes(
(χ+ρ∗(1−χ))(ϕ(p) + div u)
)
t
=
1
ρL
div (µ(p)∇p) , (2.9)
ρMutt = div σ + g , (2.10)
σ = B∇sut + A∇su− (p(χ+ρ
∗(1−χ))− β(θ − θc))δ , (2.11)
γ(θ)χt + ∂I(χ) ∋ (1− ρ
∗) (Φ(p) + p div u) + L
(
θ
θc
− 1
)
, (2.12)
c0θt − div (κ(θ)∇θ) = B∇sut : ∇sut +
1
ρL
µ(p)|∇p|2 + γ(θ)χ2t
−
L
θc
θχt − βθ div ut . (2.13)
We further simplify the system by assuming that the process is quasistatic and that the shear
stresses are negligible. Then (2.10)–(2.11) can be reduced to
0 = div σ + g , (2.14)
σ = (ν div ut + λM div u− p(χ+ρ
∗(1−χ))− β(θ − θc))δ . (2.15)
Assuming that the force g admits a potential G , that is, g = ∇G , this yields
ν div ut + λM div u− p(χ+ρ
∗(1−χ))− β(θ − θc) = −G +H(t) , (2.16)
where H(t) is an “integration constant”, ν is the bulk viscosity coefficient, and λM is the bulk
elasticity modulus of the matrix material. In view of the boundary condition (2.6), we have
that
H(t) = −
1
|Ω|
∫
Ω
(p(χ+ρ∗(1−χ)) + β(θ − θc)−G)(x, t) dx . (2.17)
With the new unknown function w = div u , which represents the relative volume change, the
system (2.9)–(2.13) then becomes
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(
(χ+ρ∗(1−χ))(ϕ(p) + w)
)
t
=
1
ρL
div (µ(p)∇p) , (2.18)
νwt + λMw = p(χ+ρ
∗(1−χ)) + β(θ − θc)−G+H(t) , (2.19)
γ(θ)χt + ∂I(χ) ∋ (1− ρ
∗) (Φ(p) + pw) + L
(
θ
θc
− 1
)
, (2.20)
c0θt − div (κ(θ)∇θ) = νw
2
t +
1
ρL
µ(p)|∇p|2 + γ(θ)χ2t −
L
θc
θχt − βθwt . (2.21)
We prescribe the initial conditions
p(x, 0) = p0(x) , (2.22)
w(x, 0) = w0(x) , (2.23)
χ(x, 0) = χ0(x) , (2.24)
θ(x, 0) = θ0(x) . (2.25)
The weak formulation of Problem (2.18)–(2.21) reads as follows:∫
Ω
(
((χ+ρ∗(1−χ))(ϕ(p) + w))tη +
1
ρL
µ(p)∇p · ∇η
)
dx =
∫
∂Ω
α(x)(p∗ − p)η ds(x), (2.26)
νwt + λMw − p(χ+ρ
∗(1−χ))− β(θ − θc) = −G +H(t) a. e., (2.27)
γ(θ)χt + ∂I(χ)− (1− ρ
∗)(Φ(p) + pw) ∋ L
(
θ
θc
− 1
)
a. e., (2.28)∫
Ω
(
c0θt − γ(θ)χ
2
t +
L
θc
θχt − νw
2
t + βθwt
)
ζ dx (2.29)
+
∫
Ω
(
−
1
ρL
µ(p)|∇p|2ζ + κ(θ)∇θ · ∇ζ
)
dx =
∫
∂Ω
ω(x)(θ∗ − θ)ζ ds(x) ,
almost everywhere in (0, T ) and for all test functions η ∈ W 1,2(Ω) and ζ ∈ W 1,q
∗
(Ω), with
some q∗ > 1 that will be specified below in Theorem 2.2.
Hypothesis 2.1. We fix a time interval [0, T ] and assume that the data of Problem (2.26)–
(2.29) have the following properties:
(i) γ : [0,∞) → [0,∞) is continuous; ∃0 < cγ < Cγ : cγ(1 + θ) ≤ γ(θ) ≤ Cγ(1 + θ) for all
θ ≥ 0;
(ii) κ : [0,∞) → [0,∞) is continuous; ∃0 < cκ < Cκ , 0 < a < 1, a < aˆ <
16
5
+ 6
5
a :
cκ(1 + θ
1+a) ≤ κ(θ) ≤ Cκ(1 + θ
1+aˆ) for all θ ≥ 0;
(iii) θ0 ∈ W 1,2(Ω)∩L∞(Ω), θ∗ ∈ L∞(∂Ω× (0, T )), θ∗t ∈ L
2(∂Ω× (0, T )), ∃θ¯ > 0 : θ0(x) ≥ θ¯ ,
θ∗(x, t) ≥ θ¯ ;
(iv) ∃ 0 < δˆ ≤ δ < 1/4, ∃ 0 < cϕ < Cϕ such that for all p ∈ R we have that
cϕmax{1, |p|}
−1−δ ≤ ϕ′(p) ≤ Cϕmax{1, |p|}
−1−δˆ ;
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(v) ∃0 < cµ < Cµ : cµ ≤ µ(p) ≤ Cµ for all p ∈ R ;
(vi) p0 ∈ W 1,2(Ω)∩L∞(Ω), p∗ ∈ L∞(∂Ω× (0, T ))∩L2(0, T ;W 1,2(∂Ω)), p∗t ∈ L
2(∂Ω× (0, T ));
(vii) w0, χ0 ∈ L∞(Ω), χ0(x) ∈ [0, 1] a. e.,
∫
Ω
w0(x) dx = 0;
(viii) G ∈ L∞(Ω× (0, T )), Gt ∈ L
2(Ω× (0, T ));
(ix) Ω ⊂ R3 is a bounded connected set of class C1,1 , α : ∂Ω→ [0,∞) is Lipschitz continuous,
ω ∈ L∞(∂Ω), ω(x) ≥ 0 a. e.,
∫
∂Ω
α(x) ds(x) > 0,
∫
∂Ω
ω(x) ds(x) > 0.
It is worth noting that it follows from (2.19) and (vii), using the definition of the functions G
and H , that ∫
Ω
w(x, t) dx =
∫
Ω
w0(x) dx = 0 ∀ t ∈ [0, T ]. (2.30)
The main result of this paper is the following existence result.
Theorem 2.2. Let Hypothesis 2.1 hold true. Then there exists a solution (p, w, χ, θ) to the
system (2.22)–(2.29), (2.17), with the regularity
p ∈ L∞(Ω× (0, T )), pt,∇θ ∈ L
2(Ω× (0, T )), ∇p ∈ L∞(0, T ;L2(Ω)), (2.31)
θ, wt ∈ L
p¯(Ω× (0, T )), w, χt ∈ L
∞(0, T ;Lp¯(Ω)) for p¯ < 8 + a, (2.32)
θt ∈ L
2(0, T ;W−1,q
∗
(Ω)) with q∗ > 1 given by (4.82). (2.33)
The proof of Theorem 2.2 will be divided into several steps which each constitutes a new section
in this paper.
3 Cut-off system
The strategy for solving Problem (2.26)–(2.29) and proving Theorem 2.2 is the following: we
choose a parameter R > 0 and first solve a cut-off system with the intention to let R tend to
infinity. More precisely, for R > 0 and z ∈ R we denote by
QR(z) = max{−R,min{z, R}}
the projection onto [−R,R] , and set
PR(z) = z −QR(z).
We further denote
ϕR(p) = ϕ(p) + PR(p) , ΦR(p) =
∫ p
0
ϕR(τ) dτ , VR(p) = pϕR(p)− ΦR(p) , (3.1)
and
γR(p, θ) =
(
1 + (p2 −R2)+
)
γ(QR(θ
+)), (3.2)
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for p, θ ∈ R , and replace (2.26)–(2.29) by the cut-off system∫
Ω
(
((χ+ρ∗(1−χ))(ϕR(p) + w))tη +
1
ρL
µ(p)∇p · ∇η
)
dx =
∫
∂Ω
α(x)(p∗ − p)η ds(x), (3.3)
νwt + λMw − p(χ+ρ
∗(1−χ))− β(QR(θ
+)− θc) = −G+HR(t) a. e., (3.4)
γR(p, θ)χt + ∂I(χ)− (1− ρ
∗)(ΦR(p) + pw) ∋ L
(
QR(θ
+)
θc
− 1
)
a. e., (3.5)∫
Ω
(
c0θtζ + κ(QR(θ
+))∇θ · ∇ζ
)
dx −
∫
Ω
(
1
ρL
µ(p)QR(|∇p|
2) + γR(p, θ)χ
2
t + νw
2
t
)
ζ dx
+
∫
Ω
QR(θ
+)
(
L
θc
χt + βwt
)
ζ dx =
∫
∂Ω
ω(x)(θ∗ − θ)ζ ds(x), (3.6)
for all test functions η, ζ ∈ W 1,2(Ω), with
HR(t) = −
1
|Ω|
∫
Ω
(p(χ+ρ∗(1−χ)) + β(QR(θ
+)− θc)−G) dx . (3.7)
For the system (3.3)–(3.7), we prove the following result.
Proposition 3.1. Let Hypothesis 2.1 hold and let R > 0 be given. Then there exists a solution
(p, w, χ, θ) to (3.3)–(3.7), (2.22)–(2.25) with the regularity p, w, χ, θ, wt ∈ L
q(Ω;C[0, T ]) for
1 ≤ q < 3 , pt, θt ∈ L
2(Ω× (0, T )) , and ∇p,∇θ, χt ∈ L
∞(0, T ;L2(Ω)) .
Proof of Proposition 3.1. Let
M(p) :=
∫ p
0
µ(τ) dτ, KR(θ) :=
∫ θ
0
κ(QR(τ
+)) dτ,
and set v = M(p), z = KR(θ). Then (3.3)–(3.6) is transformed into the system∫
Ω
(
((χ+ρ∗(1−χ))(ϕR(p) + w))tη +
1
ρL
∇v · ∇η
)
dx =
∫
∂Ω
α(x)(p∗ − p)η ds(x), (3.8)
νwt + λMw − p(χ+ρ
∗(1−χ))− β(QR(θ
+)− θc) = −G +HR(t) a. e., (3.9)
γR(p, θ)χt + ∂I(χ)− (1− ρ
∗)(ΦR(p) + pw) ∋ L
(
QR(θ
+)
θc
− 1
)
a. e., (3.10)∫
Ω
(c0θtζ +∇z · ∇ζ) dx −
∫
Ω
(
1
ρL
µ(p)QR(|∇p|
2) + γR(p, θ)χ
2
t + νw
2
t
)
ζ dx
+
∫
Ω
QR(θ
+)
(
L
θc
χt + βwt
)
ζ dx =
∫
∂Ω
ω(x)(θ∗ − θ)ζ ds(x), (3.11)
which we solve by Galerkin approximations. To this end, let {ek; k = 0, 1, . . . } denote the
complete orthonormal system of eigenfunctions of the problem
−∆ek = λkek in Ω , ∇ek · n = 0 on ∂Ω . (3.12)
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We approximate v and z by the finite sums
v(n)(x, t) =
n∑
k=0
vk(t)ek(x) , z
(n)(x, t) =
n∑
k=0
zk(t)ek(x) , (3.13)
where vk, zk, w
(n), χ(n) satisfy the system∫
Ω
(
((χ(n)+ρ∗(1−χ(n)))(ϕR(p
(n)) + w(n)))tek +
1
ρL
∇v(n) · ∇ek
)
dx
=
∫
∂Ω
α(x)(p∗ − p(n))ek ds(x), k = 0, 1, . . . , n, (3.14)
νw
(n)
t + λMw
(n) − p(n)(χ(n)+ρ∗(1−χ(n)))− β(QR((θ
(n))+)− θc)
= −G +H
(n)
R (t) a. e., (3.15)
γR(p
(n), θ(n))χ
(n)
t + ∂I(χ
(n))− (1− ρ∗)(ΦR(p
(n)) + p(n)w(n))
∋ L
(
QR((θ
(n))+)
θc
− 1
)
a. e., (3.16)
∫
Ω
(
c0θ
(n)
t ek +∇z
(n) · ∇ek
)
+QR((θ
(n))+)
(
L
θc
χ
(n)
t + βw
(n)
t
)
ek dx
−
∫
Ω
(
1
ρL
µ(p)QR(|∇p
(n)|2) + γR(p
(n), θ(n))(χ
(n)
t )
2 + ν(w
(n)
t )
2
)
ζ dx
=
∫
∂Ω
ω(x)(θ∗ − θ(n))ek ds(x), (3.17)
with p(n) :=M−1(v(n)), θ(n) := K−1R (z
(n)), and
H
(n)
R (t) := −
1
|Ω|
∫
Ω
(p(n)(χ(n) + ρ∗(1−χ(n))) + β(QR((θ
(n))+)− θc)−G) dx , (3.18)
and with the initial conditions
vk(0) =
∫
Ω
M(p0(x))ek(x) dx , (3.19)
zk(0) =
∫
Ω
KR(θ
0(x))ek(x) dx , (3.20)
w(n)(x, 0) = w0(x) , (3.21)
χ(n)(x, 0) = χ0(x) . (3.22)
This is an easy ODE system that admits a unique solution on some interval [0, Tn) ⊂ [0, T ] .
Moreover, the solution w(n) of (3.14) enjoys the explicit representation
w(n)(x, t) = e−(λM/ν)tw0(x) +
1
ν
∫ t
0
e(λM/ν)(t
′−t)(−G +H
(n)
R )(x, t
′) dt′
+
1
ν
∫ t
0
e(λM/ν)(t
′−t)
(
p(n)(χ(n)+ρ∗(1−χ(n))) + β(QR((θ
(n))+)− θc)
)
(x, t′) dt′. (3.23)
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Also (3.16) is of a standard form, namely,
χ
(n)
t + ∂I(χ
(n)) ∋ F (n), (3.24)
with
F (n) = (1− ρ∗)
ΦR(p
(n)) + p(n)w(n)
γR(p(n), θ(n))
+
L(QR((θ
(n))+)− θc)
θcγR(p(n), θ(n))
, (3.25)
or, equivalently,
χ(n) ∈ [0, 1] , (F (n) − χ
(n)
t )(χ
(n) − χ˜) ≥ 0 a. e. ∀χ˜ ∈ [0, 1]. (3.26)
By virtue of (3.23)–(3.25), we have for all (x, t) ∈ Ω× (0, Tn) the inequalities
|w(n)(x, t)|+ |χ
(n)
t (x, t)| ≤ CR
(
1 +
∫ t
0
|p(n)(x, t′)| dt′ +
∫ t
0
∫
Ω
|p(n)(x′, t′)| dx′ dt′
)
|w
(n)
t (x, t)| ≤ CR
(
1 + |p(n)(x, t)|+
∫ t
0
|p(n)(x, t′)| dt′
+
∫
Ω
|p(n)(x′, t)| dx′ +
∫ t
0
∫
Ω
|p(n)(x′, t′)| dx′ dt′
)
 (3.27)
where, here and in the following, CR > 0 denote constants which possibly depend on R and
on the data, but not on n .
We now derive some a priori estimates for the solutions to the Galerkin system. To begin
with, we first test (3.14) by vk(t) and sum over k = 1, . . . , n to obtain the identity (note that
v(n) =M(p(n)), by definition)
(1− ρ∗)
∫
Ω
χ
(n)
t (ϕR(p
(n)) + w(n))M(p(n)) dx+
∫
Ω
(χ(n)+ρ∗(1−χ(n)))ϕR(p
(n))tM(p
(n)) dx
+
∫
Ω
(χ(n)+ρ∗(1−χ(n)))w
(n)
t M(p
(n)) dx+
1
ρL
∫
Ω
|∇v(n)|2 dx
+
∫
∂Ω
α(x)(p(n) − p∗)M(p(n)) ds(x) = 0. (3.28)
We rewrite the first term of (3.28), using the identity∫
Ω
χ
(n)
t (ϕR(p
(n)) + w(n))M(p(n)) dx =
∫
Ω
χ
(n)
t (ΦR(p
(n)) + p(n)w(n))
M(p(n))
p(n)
dx
+
∫
Ω
χ
(n)
t VR(p
(n))
M(p(n))
p(n)
dx. (3.29)
From (3.16) it follows that for a. e. (x, t) ∈ Ω× (0, T ) we have, by Young’s inequality,
(1− ρ∗)χ
(n)
t (ΦR(p
(n)) + p(n)w(n))
M(p(n))
p(n)
=
M(p(n))
p(n)
(
γR(p
(n), θ(n))
∣∣χ(n)t ∣∣2 + Lθc (θc −QR((θ(n))+))χ(n)t
)
≥
cµ
2
γR(p
(n), θ(n))
∣∣χ(n)t ∣∣2 − CR . (3.30)
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The second term in (3.28) can be rewritten as∫
Ω
(χ(n)+ρ∗(1−χ(n)))ϕR(p
(n))tM(p
(n)) dx =
d
dt
∫
Ω
(χ(n)+ρ∗(1−χ(n)))VR,M(p
(n)) dx
− (1− ρ∗)
∫
Ω
χ
(n)
t VR,M(p
(n)) dx, (3.31)
where we denote
VR,M(p) =
∫ p
0
ϕ′R(τ)M(τ) dτ . (3.32)
We see, in particular, that there exist constants 0 < cR,µ < CR,µ such that
cR,µp
2 ≤ VR,M(p) ≤ CR,µp
2
for all p ∈ R . Combining (3.29)–(3.32) with (3.28), we obtain that
d
dt
∫
Ω
(χ(n)+ρ∗(1−χ(n)))VR,M(p
(n)) dx+
cµ
2
∫
Ω
γR(p
(n), θ(n))
∣∣χ(n)t ∣∣2 dx+ 1ρL
∫
Ω
|∇v(n)|2 dx
+
∫
∂Ω
α(x)(p(n) − p∗)M(p(n)) ds(x)
≤ CR −
∫
Ω
(χ(n)+ρ∗(1−χ(n)))w
(n)
t M(p
(n)) dx
+ (1− ρ∗)
∫
Ω
χ
(n)
t
(
VR,M(p
(n))− VR(p
(n))
M(p(n))
p(n)
)
dx. (3.33)
By (3.27) and Ho¨lder’s inequality, we have that∣∣∣∣∫
Ω
(χ(n)+ρ∗(1−χ(n)))w
(n)
t M(p
(n))(x, t) dx
∣∣∣∣ ≤ CR ∫
Ω
(
|p(n)|2(x, t) +
∫ t
0
|p(n)|2(x, t′) dt′
)
dx,
(3.34)
and, similarly,∣∣∣∣∫
Ω
χ
(n)
t
(
VR,M(p
(n))− VR(p
(n))
M(p(n))
p(n)
)
dx
∣∣∣∣ ≤ CR ∫
Ω
|χ
(n)
t ||p
(n)|2 dx
≤
cµ
4
∫
Ω
γR(p
(n), θ(n))
∣∣χ(n)t ∣∣2 dx+ CR ∫
Ω
|p(n)|4
γR(p(n), θ(n))
dx
≤
cµ
4
∫
Ω
γR(p
(n), θ(n))
∣∣χ(n)t ∣∣2 dx+ CR ∫
Ω
(
1 + |p(n)|2
)
dx. (3.35)
Let [0, Tn) denote the maximal interval of existence of our solution. Using (3.33)–(3.35), and
Gronwall’s lemma, we thus can infer that
sup ess
t∈(0,Tn)
∫
Ω
|p(n)|2(x, t) dx+
∫ Tn
0
∫
Ω
|∇p(n)|2 dx dt +
∫ Tn
0
∫
∂Ω
α(x)|p(n)|2 ds(x) dt ≤ CR . (3.36)
In particular, the Galerkin solution exists globally, and for every n ∈ N we have Tn = T .
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In what follows, we denote by | · |p the norm in L
p(Ω), by ‖ · ‖p the norm in L
p(Ω× (0, T )),
by ‖ · ‖∂Ω,p the norm in L
p(∂Ω × (0, T )), and by ‖ · ‖W ℓ,p(Ω) the norm in W
ℓ,p(Ω) for ℓ ∈ N
and 1 ≤ p ≤ ∞ .
Let us recall the Gagliardo-Nirenberg inequality
|u|q ≤ C
(
|u|s + |u|
1−ρ
s |∇u|
ρ
p
)
, (3.37)
with
ρ =
1
s
− 1
q
1
s
+ 1
N
− 1
p
,
which is valid for all 1 ≤ s < q , 1/q > (1/p)− (1/N), every bounded open set Ω ⊂ RN with
Lipschitzian boundary, and every function u ∈ W 1,p(Ω). For t ∈ (0, T ), N = 3, s = p = 2,
and q = 4, we have, in particular,
|p(n)(t)|4 ≤ C
(
|p(n)(t)|2 + |p
(n)(t)|
1/4
2 |∇p
(n)(t)|
3/4
2
)
.
Hence, by (3.36), ∫ T
0
(∫
Ω
|p(n)(x, t)|4 dx
)2/3
dt ≤ CR , (3.38)
independently of n .
Next, we test (3.14) by v˙k(t) and sum over k = 0, 1, . . . n to obtain the identity
d
dt
(
1
2ρL
∫
Ω
|∇v(n)|2 dx+
∫
∂Ω
α(x)(Mˆ(v(n))− p∗v(n)) ds(x)
)
+
∫
Ω
(
((χ(n)+ρ∗(1−χ(n)))(ϕR(p
(n)) + w(n)))tv
(n)
t
)
dx
= −
∫
∂Ω
α(x)p∗tv
(n) ds(x), (3.39)
where Mˆ ′ = M−1 . We have the pointwise lower bound
ϕR(p
(n))tv
(n)
t ≥ CR|v
(n)
t |
2,
and thus, by (3.39) and Ho¨lder’s inequality, we have for all t ∈ [0, T ] that∫ t
0
∫
Ω
|v
(n)
t |
2 dx dt′ +
(∫
Ω
|∇v(n)|2(x, t) dx+
∫
∂Ω
α(x)|v(n)|2(x, t) ds(x)
)
≤ CR
(
1 +
∫ t
0
∫
Ω
(|w
(n)
t |
2 + |χ
(n)
t |
2|w(n)|2) dx dt′ +
∫ t
0
∫
∂Ω
α(x)|v(n)|2 ds(x) dt′
)
. (3.40)
A bound for ‖w
(n)
t ‖
2
2 follows from (3.27) and (3.36). Moreover, owing to (3.27), we have for
t ∈ (0, T ) that∫
Ω
|χ
(n)
t |
2|w(n)|2(x, t) dx ≤ CR
(
1 +
∫
Ω
(∫ t
0
|p(n)(x, t′)| dt′
)4
dx
)
.
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We use the Minkowski inequality in the form(∫
Ω
(∫ t
0
|p(n)(x, t′)| dt′
)4
dx
)1/4
≤
∫ t
0
(∫
Ω
|p(n)(x, t′)|4 dx
)1/4
dt′
to check that∫
Ω
|χ
(n)
t |
2|w(n)|2(x, t) dx ≤ CR
1 +(∫ t
0
(∫
Ω
|p(n)(x, t′)|4 dx
)1/4
dt′
)4 ≤ CR,
by virtue of (3.38). Then (3.40) and the Gronwall argument imply that
‖v(n)(t)‖2W 1,2(Ω) +
∫ t
0
|v
(n)
t (t
′)|22 dt
′ ≤ CR, (3.41)
whence also
‖p(n)(t)‖2W 1,2(Ω) +
∫ t
0
|p
(n)
t (t
′)|22 dt
′ ≤ CR (3.42)
for t ∈ (0, T ).
We continue by testing (3.17) by z˙k(t) and summing over k = 0, 1, . . . n . Note that, thanks to
(3.24)–(3.25), (3.27), and (3.36), we have that
γR(p
(n), θ(n))(χ
(n)
t (x, t))
2 + ν(w
(n)
t (x, t))
2 ≤ CR
(
1 + |p(n)(x, t)|+
∫ t
0
|p(n)(x, t′)| dt′
)3
for a. e. (x, t) ∈ Ω× (0, T ). This yields the inequality
d
dt
(
1
2
∫
Ω
|∇z(n)|2 dx+
∫
∂Ω
ω(x)(KˆR(v
(n))− θ∗v(n)) ds(x)
)
+
1
2
∫
Ω
c0θ
(n)
t z
(n)
t dx
≤
∫
∂Ω
ω(x)|θ∗t ||z
(n)| ds(x) + CR
∫
Ω
(
1 + |p(n)(x, t)|+
∫ t
0
|p(n)(x, t′)| dt′
)6
dx,
where Kˆ ′R = K
−1
R . Using (3.42) and the Sobolev embedding theorem, we obtain, as before,
that
‖θ(n)(t)‖2W 1,2(Ω) +
∫ t
0
|θ
(n)
t (t
′)|22 dt
′ ≤ CR (3.43)
for t ∈ (0, T ). Hence, there exist a subsequence of {(p(n), θ(n)) : n ∈ N} , which is again indexed
by n , and functions p, θ , such that
p
(n)
t → pt, θ
(n)
t → θt, weakly in L
2(Ω× (0, T )),
∇p(n) →∇p, ∇θ(n) →∇θ, weakly-star in L∞(0, T ;L2(Ω)),
p(n) → p, θ(n) → θ, strongly in Lq(Ω;C[0, T ]) for 1 ≤ q < 3,
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where we used the compact embedding W 1,2(Ω × (0, T )) →֒→֒ Lq(Ω;C[0, T ]) for 1 ≤ q < 3,
see [3].
We now check that the sequences {w(n)}, {χ(n)}, {w
(n)
t }, {χ
(n)
t } converge strongly in appropriate
function spaces and that the limit functions satisfy the system (3.3)–(3.7). Passing again to a
subsequence if necessary, we may fix a set Ω′ ⊂ Ω with meas(Ω \ Ω′) = 0 such that
lim
n→∞
sup
t∈[0,T ]
|p(n)(x, t)− p(x, t)| = 0 , lim
n→∞
sup
t∈[0,T ]
|θ(n)(x, t)− θ(x, t)| = 0, ∀ x ∈ Ω′, (3.44)
and such that the functions t 7→ p(x, t) and t 7→ θ(x, t) belong to C[0, T ] for all x ∈ Ω′ . In
particular, we can define the real numbers
p˜(x) := sup
t∈[0,T ]
|p(x, t)| , θ˜(x) := sup
t∈[0,T ]
|θ(x, t)|, for x ∈ Ω′ .
Let x ∈ Ω′ be arbitrarily fixed now. Then there is some n0(x) ∈ N such that for n > n0(x) we
have |p(n)(x, t)| ≤ 2p˜(x) and |θ(n)(x, t)| ≤ 2θ˜(x), for all t ∈ [0, T ] and x ∈ Ω′ .
For n,m ∈ N , n,m > n0(x), we have by (3.23) for t ∈ [0, T ] and x ∈ Ω
′ that
|w(n)(x, t)− w(m)(x, t)| ≤ CR(1 + p˜(x))
∫ t
0
(|χ(n) − χ(m)|+ |p(n) − p(m)|+ |θ(n) − θ(m)|)(x, t′) dt′.
(3.45)
Hence, with the notation of (3.25),∫ t
0
|F (n)(x, t′)− F (m)(x, t′)| dt′
≤ CR(1 + p˜(x))
2
∫ t
0
(|χ(n) − χ(m)|+ |p(n) − p(m)|+ |θ(n) − θ(m)|)(x, t′) dt′. (3.46)
The well-known L1 -Lipschitz continuity result for variational inequalities (see, e. g., [10, The-
orem 1.12]) tells us that∫ t
0
|χ
(n)
t − χ
(m)
t |(x, t
′) dt′ ≤ 2
∫ t
0
|F (n)(x, t′)− F (m)(x, t′)| dt′. (3.47)
Since {p(n)(x, ·)} and {θ(n)(x, ·)} converge uniformly for each x ∈ Ω′ , we may apply the Gron-
wall argument to conclude that {χ(n)(x, ·)} , {w(n)(x, ·)} , {w
(n)
t (x, ·)} are Cauchy sequences in
C[0, T ] and that {χ
(n)
t (x, ·)} is a Cauchy sequence in W
1,1(0, T ), for every x ∈ Ω′ . Hence,
there exist functions χ,w : Ω′ × (0, T ) such that, as n→∞ ,
sup
t∈[0,T ]
|w(n)(x, t)−w(x, t)| → 0 , sup
t∈[0,T ]
|χ(n)(x, t)−χ(x, t)| → 0 , sup
t∈[0,T ]
|w
(n)
t (x, t)−wt(x, t)| → 0
(3.48)
and ∫ T
0
|χ
(n)
t (x, t)− χt(x, t)| dt→ 0, (3.49)
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for all x ∈ Ω′ . Since |χ(n)|, |w(n)|, |χ
(n)
t |, |w
(n)
t | admit a pointwise upper bound (3.27) in terms
of convergent sequences in Lq(Ω;C[0, T ]) for 1 ≤ q < 3, we can use the Lebesgue Dominated
Convergence Theorem to conclude that
w(n) → w , w
(n)
t → wt , χ
(n) → χ, strongly in Lq(Ω;C[0, T ]) , (3.50)
and
χ
(n)
t → χt strongly in L
1(Ω× (0, T )). (3.51)
Moreover, from Ho¨lder’s inequality we obtain that∫ T
0
∫
Ω
|χ
(n)
t − χt|
2 dx dt =
∫ T
0
∫
Ω
|χ
(n)
t − χt|
1/3|χ
(n)
t − χt|
5/3 dx dt
≤
(∫ T
0
∫
Ω
|χ
(n)
t − χt| dx dt
)1/3(∫ T
0
∫
Ω
|χ
(n)
t − χt|
5/2 dx dt
)2/3
→ 0,
by virtue of (3.51) and (3.27). We can therefore pass to the limit in (3.14)–(3.18), where (3.16)
is interpreted as the variational inequality (3.26), and check that its limit is the desired solution
to (3.3)–(3.7). 
4 Estimates independent of R
In this section, we derive estimates for the solutions to (3.3)–(3.6) which are independent of
the cut-off parameter R . In the entire section, we denote by C positive constants which may
depend on the data of the problem, but not on R .
4.1 Positivity of temperature
For every nonnegative test function ζ ∈ W 1,2(Ω) we have, by virtue of (3.6), and using the fact
that γR(p, θ) ≥ cγ > 0,∫
Ω
(
c0θtζ + κ(QR(θ
+))∇θ · ∇ζ
)
dx+
∫
∂Ω
ω(x)(θ − θ∗)ζ ds(x) ≥ −C
∫
Ω
(QR(θ
+))2ζ dx (4.1)
with a constant C depending only on the constants L, θc, β, ν, cγ . Let ψ be the solution of the
equation
c0ψ˙(t) + Cψ
2(t) = 0 , ψ(0) = θ¯ . (4.2)
Then
ψ(t) =
θ¯c0
c0 + θ¯Ct
, (4.3)
and we have∫
Ω
(
c0(ψ − θ)tζ + κ(QR(θ
+))∇(ψ − θ) · ∇ζ
)
dx −
∫
∂Ω
ω(x)(θ − θ∗)ζ ds(x)
≤ C
∫
Ω
((QR(θ
+))2 − ψ2)ζ dx (4.4)
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for every nonnegative test function ζ ∈ W 1,2(Ω). In particular, for ζ(x, t) = (ψ(t)− θ(x, t))+ ,
we obtain that
d
dt
c0
2
∫
Ω
((ψ − θ)+)2 dx+
∫
∂Ω
ω(x)(θ∗ − θ)(ψ − θ)+ ds(x) ≤ C
∫
Ω
((QR(θ
+))2 − ψ2)(ψ − θ)+ dx .
(4.5)
From Hypothesis 2.1 (iii), we obtain for all values of x and t that
(θ∗ − θ)(ψ − θ)+ ≥ 0 , ((QR(θ
+))2 − ψ2)(ψ− θ)+ = (QR(θ
+)− ψ)(QR(θ
+) + ψ)(ψ − θ)+ ≤ 0 ,
and from
d
dt
c0
2
∫
Ω
((ψ − θ)+)2 dx ≤ 0 , (ψ − θ)+(x, 0) = 0, (4.6)
we conclude that, independently of R > 0,
θ(x, t) ≥ ψ(t) ≥
θ¯c0
c0 + θ¯CT
> 0 for all x and t. (4.7)
4.2 Energy estimate
We test (3.3) by η = p , (3.6) by ζ = 1, and sum up. With the notation (3.1), we use the
identities∫
Ω
((χ+ρ∗(1−χ))ϕR(p))tp dx =
d
dt
∫
Ω
(χ+ρ∗(1−χ))VR(p) dx+
∫
Ω
(1− ρ∗)ΦR(p)χt dx , (4.8)∫
Ω
((χ+ρ∗(1−χ))w)tp dx =
∫
Ω
(χ+ρ∗(1−χ))wtp dx+
∫
Ω
(1− ρ∗)wpχt dx , (4.9)
χt
(
γR(p, θ)χt − L
QR(θ)
θc
)
= −Lχt + (1− ρ
∗)(ΦR(p) + pw)χt, (4.10)
which follow from (3.5), and we obtain that
d
dt
∫
Ω
(
c0θ + Lχ + (χ+ρ
∗(1−χ))VR(p) +
λM
2
w2 + βθcw
)
dx
+
∫
∂Ω
(ω(x)(θ − θ∗) + α(x)(p− p∗)p) ds(x) ≤
∫
Ω
wt(HR(t)−G) dx. (4.11)
Note that V ′R(p) = pϕ
′
R(p), VR(0) = 0, so that VR(p) > 0 for all p 6= 0. Furthermore,∫
Ω
wtHR(t) dx = HR(t)
∫
Ω
wt dx = 0,
so that (4.11) can be written as
d
dt
∫
Ω
(
c0θ + Lχ + (χ+ρ
∗(1−χ))VR(p) +
λM
2
w2 + (βθc +G)w
)
dx
+
∫
∂Ω
(ω(x)(θ − θ∗) + α(x)(p− p∗)p) ds(x) ≤
∫
Ω
Gtw dx. (4.12)
By Gronwall’s argument and Hypothesis 2.1, we thus have
sup ess
t∈(0,T )
∫
Ω
(θ + VR(p) + w
2) dx+
∫ T
0
∫
∂Ω
(ω(x)θ + α(x)p2) ds(x) dt ≤ C . (4.13)
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4.3 The Dafermos estimate
We denote θˆ = QR(θ) = QR(θ
+) and rewrite (3.6) in the form∫
Ω
(
c0θtζ + κ(θˆ)∇θ · ∇ζ
)
dx −
∫
Ω
(
1
ρL
µ(p)QR(|∇p|
2) + γR(p, θ)χ
2
t + νw
2
t
)
ζ dx
+
∫
Ω
θˆ
(
L
θc
χt + βwt
)
ζ dx =
∫
∂Ω
ω(x)(θ∗ − θ)ζ ds(x), (4.14)
for every ζ ∈ W 1,2(Ω). We test (4.14) by ζ = −θˆ−a . This yields the identity∫
Ω
aκ(θˆ)
θˆ1+a
|∇θˆ|2 dx+
∫
Ω
θˆ−a
(
1
ρL
µ(p)QR(|∇p|
2) + γR(p, θ)χ
2
t + νw
2
t
)
dx
=
∫
Ω
θˆ1−a
(
L
θc
χt + βwt
)
dx+
∫
∂Ω
ω(x)(θ − θ∗)θˆ−a ds(x) +
c0
1− a
d
dt
∫
Ω
θˆ1−a dx. (4.15)
By Hypothesis 2.1 (ii), we have κ(θˆ)
θˆ1+a
≥ cκ . Furthermore, Ho¨lder’s and Young’s inequalities give
the estimate ∫
Ω
θˆ1−a (|χt|+ |wt|) dx ≤
C
τ
∫
Ω
θˆ2−a dx+ τ
∫
Ω
θˆ−a
(
χ2t + w
2
t
)
dx (4.16)
for every τ > 0. This and (4.13) yield the estimate∫ T
0
∫
Ω
|∇θˆ(t)|2 dx dt ≤ C
(
1 +
∫ T
0
∫
Ω
θˆ2−a dx dt
)
. (4.17)
From the Gagliardo-Nirenberg inequality (3.37) with s = 1, p = 2, and N = 3, we obtain that
|θˆ(t)|q ≤ C
(
1 + |∇θˆ(t)|ρ2
)
, (4.18)
with ρ = (6/5(1 − (1/q)), where we used (4.13) once more. In particular, for every q ≤ 8/3,
we have by (4.17) and (4.18) that∫ T
0
|θˆ(t)|5q/3(q−1)q dt ≤ C
(
1 +
∫ T
0
|∇θˆ(t)|22 dt
)
≤ C
(
1 +
∫ T
0
|θˆ|2−a2−a dx dt
)
. (4.19)
Moreover, using (4.20) first for q = 2− a and then for q = 8/3, we obtain that∫ T
0
|θˆ(t)|
8/3
8/3 dt +
∫ T
0
|∇θˆ(t)|22 dt ≤ C, (4.20)
independently of R .
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4.4 Estimates for the capillary pressure
We choose an even function b : R → (0,∞) such that the functions b and p 7→ pb(p) are
Lipschitz continuous and such that b′(p) ≥ 0 for p > 0. Then, owing to (3.42), η = pb(p) is
an admissible test function in (3.3), and the term under the time derivative has the form∫
Ω
((χ+ρ∗(1−χ))(ϕR(p) + w))tpb(p) dx =
∫
Ω
(χ+ρ∗(1−χ))ϕR(p)tpb(p) dx
+
∫
Ω
(χ+ρ∗(1−χ))wtpb(p) dx+ (1− ρ
∗)
∫
Ω
χt (ϕR(p) + w) pb(p) dx. (4.21)
For p ∈ R , we put
Vb(p) :=
∫ p
0
ϕ′(τ) τ b(τ) dτ, PˆR,b(p) :=
∫ p
0
P ′R(τ) τ b(τ) dτ,
ΨR,b(p) := ϕR(p)pb(p)− PˆR,b(p)− Vb(p)− ΦR(p)b(p) =
∫ p
0
VR(τ) τ b
′(τ) dτ .
Then Vb(p) > 0 and ΨR,b(p) ≥ 0 for all p 6= 0, and (4.21) can be rewritten as∫
Ω
((χ+ρ∗(1−χ))(ϕR(p) + w))tpb(p) dx =
d
dt
∫
Ω
(χ+ρ∗(1−χ))(PˆR,b(p) + Vb(p)) dx
+
∫
Ω
(χ+ρ∗(1−χ))wtpb(p) dx+ (1− ρ
∗)
∫
Ω
χt ((ΦR(p) + wp)b(p) + ΨR,b(p)) dx. (4.22)
Owing to (4.10), we have, with the notation from Subsection 4.3, that
(1− ρ∗)χt(ΦR(p) + wp) = γR(p, θ)χ
2
t +
L
θc
(θc − θˆ)χt ≥
1
2
γR(p, θ)χ
2
t − C(1 + θˆ)
with a constant C > 0 independent of R . Similarly,∣∣∣∣∫
Ω
χtΨR,b(p) dx
∣∣∣∣ ≤ 14
∫
Ω
γR(p, θ)χ
2
t b(p) dx+ C
∫
Ω
Ψ2R,b(p)
b(p)γR(p, θ)
dx.
We have, by definition, that ΨR,b(p) ≤ VR(p)b(p), hence
Ψ2R,b(p)
b(p)γR(p, θ)
≤ C
V 2R(p)b(p)
γR(p, θ)
≤ Cb(p)
(V (p) + 1
2
(p2 − R2)+)2
1 + (p2 − R2)+
≤ Cp2b(p)
independently of R . We conclude that∫
Ω
((χ+ρ∗(1−χ))(ϕR(p) + w))tpb(p) dx ≥
d
dt
∫
Ω
(χ+ρ∗(1−χ))(PˆR,b(p) + Vb(p)) dx
+
1
4
∫
Ω
γR(p, θ)χ
2
t b(p) dx− C
∫
Ω
(
1 + |wt|+ |p|+ θˆ
)
|p|b(p) dx. (4.23)
From (3.3), with η = pb(p), we thus obtain, in particular, that
d
dt
∫
Ω
(χ+ρ∗(1−χ))(PˆR,b(p) + Vb(p)) dx+
∫
Ω
µ(p)(pb′(p) + b(p))|∇p|2 dx
+
∫
∂Ω
α(x)(p− p∗)pb(p) ds(x) ≤ C
∫
Ω
(
1+|wt|+|p|+θˆ
)
|p|b(p) dx , (4.24)
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with a constant C > 0 which is independent of both b and R . To estimate the right-hand
side of (4.24), we first notice that |H(t)| ≤ C(1 +
∫
Ω
|p| dx), and from (3.4) and Hypothesis
2.1 (viii) we obtain the pointwise bounds
|w(x, t)| ≤ C
(
1 +
∫ t
0
(|p(x, t′)|+ θˆ(x, t′)) dt′ +
∫ t
0
∫
Ω
|p(x′, t′)| dx′ dt′
)
, (4.25)
|wt(x, t)| ≤ |w(x, t)|+ C
(
1 + |p(x, t)|+ θˆ(x, t) +
∫
Ω
|p(x′, t)| dx′
)
. (4.26)
In particular, for b(p) ≡ 1 we have ΨR,b(p) = 0 and Vb = V, and it follows from (4.24)–(4.25)
that∫
Ω
((χ+ρ∗(1−χ))V (p))(x, t) dx+
∫ t
0
∫
Ω
µ(p)|∇p|2(x, t′) dx dt′ +
∫ t
0
∫
∂Ω
α(x)|p|2(x, t′) ds(x) dt′
≤ C
(
1 +
∫ t
0
∫
Ω
(
θˆ|p|+ |p|2
)
dx dt′
)
. (4.27)
We have, by Hypothesis 2.1 (iv), that V (p) ≥ cϕ(|p|
1−δ−δ)/(1−δ). The energy estimate (4.13)
then yields that ∫
Ω
|p|1−δ(x, t) dx ≤ C . (4.28)
Moreover, by (4.20), θˆ is bounded in L8/3(Ω× (0, T )). We thus obtain from (4.27) that∫
Ω
((χ+ρ∗(1−χ))V (p))(x, t) dx+
∫ t
0
∫
Ω
µ(p)|∇p|2 dx dt′ +
∫ t
0
∫
∂Ω
α(x)|p|2 ds(x) dt′
≤ C
(
1 +
∫ t
0
∫
Ω
|p|2 dx dt′
)
. (4.29)
Furthermore, by Hypothesis 2.1 (ix), Ω is connected, and
∫
∂Ω
α(x) ds(x) > 0. This implies
that there exists a constant CΩ > 0, which depends only on Ω, such that, a. e. in (0, T ),
CΩ ‖p‖
2
W 1,2(Ω) ≤
∫
∂Ω
α(x)|p|2 ds(x) +
∫
Ω
µ(p)|∇p|2 dx . (4.30)
Moreover, we infer from Ho¨lder’s inequality that∫
Ω
|p|2 dx =
∫
Ω
|p|(1−δ)/2|p|(3+δ)/2 dx ≤
(∫
Ω
|p|1−δ dx
)1/2(∫
Ω
|p|3+δ dx
)1/2
. (4.31)
Hence, by (4.28),
∫ t
0
∫
Ω
|p|2 dx dt′ ≤ C
∫ t
0
(∫
Ω
|p|3+δ dx
)1/2
dt′ ≤ C
(∫ t
0
(∫
Ω
|p|3+δ dx
)2/(3+δ)
dt′
)(3+δ)/4
≤ C
(∫ t
0
|p(t′)|23+δ dt
′
)(3+δ)/4
. (4.32)
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Since δ < 1, we have the embedding inequality
|p(t)|23+δ ≤ C ‖p(t)‖
2
W 1,2(Ω),
so that from (4.32) it follows that∫ t
0
∫
Ω
|p|2 dx dt′ ≤ C
(∫ t
0
‖p(t′)‖2W 1,2(Ω) dt
′
)(3+δ)/4
. (4.33)
Employing Young’s inequality, we therefore conclude from (4.27) and (4.30) that
‖p‖L2(0,T ;W 1,2(Ω)) ≤ C. (4.34)
Moreover, for (x, t) ∈ Ω× (0, T ), q ≥ 1 and s > 1, we have
|p(x, t)|q = |p(x, t)|(1−δ)/s|p(x, t)|q−(1−δ)/s,
whence, by Ho¨lder’s inequality with s′ = s/(s− 1),
|p(t)|qq =
(∫
Ω
|p(x, t)|1−δ dx
)1/s(∫
Ω
|p(x, t)|(q−(1−δ)/s)s
′
dx
)1/s′
.
We thus obtain from (4.28) and (4.34) that∫ T
0
|p(t)|qq dt ≤ C, (4.35)
provided that (q − (1− δ)/s)s′ ≤ 6 and s′ ≥ 3. In other words,
q ≤
1− δ
s
+
6
s′
=
5 + δ
s′
+ 1− δ ≤
5 + δ
3
+ 1− δ,
and the maximal admissible value for q in (4.35) is given by
q =
8− 2δ
3
. (4.36)
Let now the function b in (4.24) be arbitrary. For p ∈ R , we put bˆ(p) :=
∫ p
0
τ b(τ) dτ . Then bˆ
is convex, and we have the inequality
bˆ(p)− bˆ(p∗) ≤ (p− p∗)bˆ′(p) = (p− p∗)pb(p). (4.37)
From (4.24), (4.20), (4.25), (4.35), (4.36), and (4.37) it follows that there exists a function
h ∈ Lq(Ω× (0, T )) such that
‖h‖q ≤ C,
with a constant C > 0 independent of b and R , as well as
d
dt
∫
Ω
(χ+ρ∗(1−χ))(PˆR,b(p) + Vb(p)) dx+ cµ
∫
Ω
b(p)|∇p|2 dx+
∫
∂Ω
α(x)bˆ(p) ds(x)
≤
∫
∂Ω
α(x)bˆ(p∗) ds(x) +
∫
Ω
h|p|b(p) dx. (4.38)
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Integration of (4.38) in time, using the fact that χ+ ρ∗(1− χ) ≥ ρ∗ > 0, yields the estimate∫
Ω
Vb(p)(x, t) dx+
∫ T
0
∫
Ω
b(p)|∇p|2 dx dt′ +
∫ T
0
∫
∂Ω
α(x)bˆ(p) ds(x) dt′
≤ C
(∫
Ω
Vb(p)(x, 0) dx+
∫ T
0
∫
∂Ω
α(x)bˆ(p∗) ds(x) dt′ +
(∫ T
0
∫
Ω
(|p|b(p))q
′
dx dt′
)1/q′)
,
(4.39)
for all t ∈ [0, T ] , with q′ = q
q−1
= 8−2δ
5−2δ
.
Now let k > 0 be given, and let {bn}n∈N be a sequence of even, smooth, bounded functions
which are nondecreasing in (0,∞) and such that bn(p) ր |p|
2k locally uniformly in R . Then
(|p|bn(p))
q′ ր |p|(1+2k)q
′
locally uniformly. From (4.35) we know that p ∈ Lq(Ω × (0, T )),
where q is given by (4.36). Hence, the integral on the right-hand side of (4.39) is meaningful
if (1 + 2k)q′ ≤ q , that is, if 3k ≤ 1− δ . In particular, thanks to Hypothesis 2.1 (iv), k = δ is
an admissible choice.
We continue by induction. To this end, assume that∫ T
0
∫
Ω
|p|(1+2k)q
′
dx dt =: Jk <∞ (4.40)
holds true for some k ≥ δ . Using the denotations
Vbn(p) :=
∫ p
0
ϕ′(τ) τ bn(τ) dτ, bˆn(p) :=
∫ p
0
τ bn(τ) dτ for n ∈ N ,
we can estimate the terms occurring on the right-hand side of (4.39) for n ∈ N as follows:∫
Ω
Vbn(p)(x, 0) dx ≤ C|p
0|2k+1−δˆ∞ ,∫ T
0
∫
∂Ω
α(x)bˆn(p
∗) ds(x) dt′ ≤ C‖p∗‖2k+2∂Ω,∞ .
Put E = max{1, |p0|∞, ‖p
∗‖∂Ω,∞} . Then (4.39) can for n ∈ N be rewritten as∫
Ω
Vbn(p)(x, t) dx+
∫ T
0
∫
Ω
bn(p)|∇p|
2 dx dt′ +
∫ T
0
∫
∂Ω
α(x)bˆn(p) ds(x) dt
′ ≤ Cmax{E2k+2, J
1/q′
k },
(4.41)
independently of k , R , and n . By virtue of Fatou’s lemma, we can take the limit as n→ ∞
to obtain that (4.41) holds true for b(p) = |p|2k . Using the estimate
Vb(p) ≥
cϕ
2k + 1− δ
(
|p|2k+1−δ −
1 + δ
2k + 2
)
, (4.42)
we thus have shown that
1
2k + 1
∫
Ω
|p|2k+1−δ(x, t) dx+
∫ T
0
∫
Ω
|p|2k|∇p|2 dx dt′ +
1
2k + 2
∫ T
0
∫
∂Ω
α(x)|p|2k+2 ds(x) dt′
≤ Cmax{E2k+2, J
1/q′
k }. (4.43)
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4.5 Moser iterations
We first recall a technical lemma proved in [12, Lemma 3.1].
Lemma 4.1. Let Ω ⊂ RN be a bounded Lipschitzian domain, N ≥ 2 . Moreover, let q0 =
(N + 2)/2 , q′0 = (N + 2)/N , and suppose that the real numbers s, r satisfy the inequalities
1
2
≤ s ≤ r ≤
N + 2s
N + 2
≤ 1 . (4.44)
Furthermore, assume that a function v ∈ L2(0, T ;W 1,2(Ω)) satisfies for a. e. t ∈ (0, T ) the
inequality
|v(t)|2s2s +
∫ T
0
|v(t′)|2W 1,2(Ω) dt
′ ≤ Amax {B, ‖v‖2rq′}
2r , (4.45)
for some q′ < q′0 , A ≥ 1 , and B ≥ 1 . Then there exists a constant C ≥ 1 , which is independent
of the choice of v , B , and A, such that
‖v‖2rq′0 ≤ CA
1/(2r)max {B, ‖v‖2rq′} . (4.46)
We now apply Lemma 4.1 to the inequality (4.43) with q given by (4.36). Put vk := p|p|
k .
Then (4.43) can be rewritten, using Ho¨lder’s inequality, as
|vk(t)|
2s
2s +
∫ T
0
|vk(t
′)|2W 1,2(Ω) dt
′ ≤ (k + 1)2Amax
{
Ek+1, ‖vk‖2rq′
}2r
(4.47)
with
2s =
2k + 1− δ
k + 1
, 2r =
2k + 1
k + 1
, q′ =
q
q − 1
,
and with a constant A ≥ 1 depending only on the initial and boundary data. We see that the
hypothesis (4.44) of Lemma 4.1 is fulfilled whenever k ≥ δ . The assertion of Lemma 4.1 then
ensures that
‖vk‖2rq′0 ≤ C((k + 1)
2A)1/(2r)max
{
Ek+1, ‖vk‖2rq′
}
, (4.48)
which entails that
max
{
E, ‖p‖(2k+1)q′0
}
≤ C1/(k+1)((k + 1)2A)1/(2k+1)max
{
E, ‖p‖(2k+1)q′
}
. (4.49)
By induction, we check that the choice b(p) = |p|2k is justified for every k ≥ δ . Moreover, we
set ν˜ := (q′0/q
′)− 1 > 0 and define the sequence {kj}j≥0 by the formula
2kj + 1 = (2δ + 1)(1 + ν˜)
j. (4.50)
Set Dj := max
{
E, ‖p‖(2kj+1)q′0
}
. Then (4.49) takes the form
Dj ≤ C
1/(kj+1)((kj + 1)
2A)1/(2kj+1)Dj−1 for j ∈ N, (4.51)
and therefore,
logDj − logDj−1 ≤
1
kj + 1
logC +
1
2kj + 1
log((kj + 1)
2A). (4.52)
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We have k0 = δ and D0 ≤ C , by (4.35)–(4.36) and the condition δ < 1/4 in Hypothesis
2.1 (iv). The series on the right-hand side of (4.52) is convergent, and we thus have
Dj ≤ D0
∞∏
j=1
C1/(kj+1)
2
((kj + 1)
2A)1/(2kj+1) ≤ C∗
with a constant C∗ independent of j , which enables us to conclude that
‖p‖∞ ≤ C
∗. (4.53)
4.6 Higher order estimates for the capillary pressure
We aim at taking the limit as R ր ∞ in (3.3)–(3.7). Hence, we can restrict ourselves to
parameter values R > C∗ with C∗ from (4.53) and rewrite (3.3)–(3.7) in the form∫
Ω
(
((χ+ρ∗(1−χ))(ϕ(p) + w))tη +
1
ρL
µ(p)∇p · ∇η
)
dx =
∫
∂Ω
α(x)(p∗ − p)η ds(x), (4.54)
νwt + λMw − p(χ+ ρ
∗(1−χ))− β(θˆ − θc) = −G +HR(t) a. e., (4.55)
γ(θˆ)χt + ∂I(χ)− (1− ρ
∗)(Φ(p) + pw) ∋ L
(
θˆ
θc
− 1
)
a. e., (4.56)∫
Ω
(
c0θtζ + κ(θˆ)∇θ · ∇ζ
)
dx+
∫
∂Ω
ω(x)(θ − θ∗)ζ ds(x) =
1
ρL
∫
Ω
µ(p)QR(|∇p|
2)ζ dx
+
∫
Ω
(
χt
(
(1−ρ∗)(Φ(p) + pw)− L
)
+ wt((χ+ρ
∗(1−χ))p−λMw−βθc−G+HR(t))
)
ζ dx (4.57)
for every test functions η, ζ ∈ W 1,2(Ω), with θˆ = QR(θ) and
HR(t) = −
1
|Ω|
∫
Ω
(p(χ+ρ∗(1−χ)) + β(θˆ − θc)−G)(x, t) dx . (4.58)
We test (4.54) by η = µ(p)pt , which is an admissible choice by (3.42). Then∫
Ω
(χ+ρ∗(1−χ))ϕ′(p)µ(p)|pt|
2 dx+
1
2ρL
d
dt
∫
Ω
µ2(p)|∇p|2 dx+
∫
∂Ω
α(x)(p− p∗)µ(p)pt ds(x)
=
∫
Ω
((1− ρ∗)χtw + (χ+ρ
∗(1−χ))wt)µ(p)pt dx. (4.59)
Note that by Hypothesis 2.1 (iv) and (4.53), we have
ϕ′(p) ≥
cϕ
max{1, C∗}1+δ
.
We set
µˆ(p) =
∫ p
0
τµ(τ) dτ, M(p) =
∫ p
0
µ(τ) dτ, (4.60)
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and integrate (4.59) in time to obtain the estimate∫ t
0
∫
Ω
|pt|
2 dx dt′ +
∫
Ω
|∇p|2(x, t) dx+
∫
∂Ω
α(x)µˆ(p)(x, t) ds(x)
≤ C
(
1+
∫
∂Ω
α(x)M(p)|p∗|(x, t) ds(x) +
∫ t
0
∫
∂Ω
α(x)M(p)|p∗t |(x, t
′) ds(x) dt′
+
∫ t
0
∫
Ω
(|χtw|+ |wt|)|pt| dx dt
′
)
≤ C
(
1 +
∫ t
0
∫
Ω
(|χtw|+ |wt|)|pt| dx dt
′
)
(4.61)
for all t ∈ [0, T ] , whence we infer that∫ t
0
∫
Ω
|pt|
2 dx dt′ +
∫
Ω
|∇p|2(x, t) dx+
∫
∂Ω
α(x)µˆ(p)(x, t) ds(x)
≤ C
(
1 +
∫ t
0
∫
Ω
(|χtw|
2 + |wt|
2) dx dt′
)
. (4.62)
By virtue of (4.25)–(4.26), (4.56), and (4.53), we have the pointwise bounds
|w(x, t)| ≤ C
(
1 +
∫ t
0
θˆ(x, t′) dt′
)
, (4.63)
|χt(x, t)| ≤ C(1 + |w(x, t)|) ≤ C
(
1 +
∫ t
0
θˆ(x, t′) dt′
)
, (4.64)
|wt(x, t)| ≤ C
(
1 + θˆ(x, t) +
∫ t
0
θˆ(x, t′) dt′
)
. (4.65)
By (4.20) and the Sobolev embedding theorem, we know that θˆ is bounded in L8/3(Ω×(0, T ))∩
L2(0, T ;L6(Ω)). Let us recall again the Minkowski inequality(∫
Ω
(∫ t
0
θˆ(x, t′) dt′
)6
dx
)1/6
≤
∫ t
0
(∫
Ω
θˆ6(x, t′) dx
)1/6
dt′ ,
which implies that∫
Ω
(
|w(x, t)|6 + |χt(x, t)|
6
)
dx ≤ C for a. e. t ∈ (0, T ), (4.66)
‖wt‖8/3 ≤ C. (4.67)
Hence, the right-hand side of (4.62) is bounded independently of R , and we have for all t ∈ [0, T ]
that ∫ t
0
∫
Ω
|pt|
2 dx dt′ +
∫
Ω
|∇p|2(x, t) dx+
∫
∂Ω
α(x)µˆ(p)(x, t) ds(x) ≤ C . (4.68)
Now let M(p) be as in (4.60). By (4.66)–(4.68), and by comparison in (4.54), the term ∆M(p)
is bounded in L2(Ω× (0, T )), independently of R . In terms of the new variable p˜ = M(p), the
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boundary condition (2.7) is nonlinear, and the W 2,2 -regularity of M(p) follows from consider-
ations similar to those used in the proof of [13, Theorem 4.1], inspired by [21]. We thus may
employ the Gagliardo-Nirenberg inequality (4.69) in the form
|∇M(p)(t)|q ≤ C
(
|∇M(p)(t)|2 + |∇M(p)(t)|
1−ρ
2 |∆M(p)(t)|
ρ
2
)
(4.69)
with ρ = 3(1
2
− 1
q
). Together with (4.68), we conclude that∫ T
0
|∇p(t)|sq dt ≤ C for q ∈ (2, 6] and
1
q
+
2
3s
=
1
2
. (4.70)
In particular, for s = 4 and s = q we obtain, respectively,∫ T
0
|∇p(t)|43 dt ≤ C , ‖∇p‖10/3 ≤ C. (4.71)
4.7 Higher order estimates for the temperature
The previous estimates (4.66)–(4.67) and (4.71) entail that (4.57) has the form∫
Ω
(
c0θtζ + κ(θˆ)∇θ · ∇ζ
)
dx+
∫
∂Ω
ω(x)(θ − θ∗)ζ ds(x) =
∫
Ω
F˜ ζ dx (4.72)
for every ζ ∈ W 1,2(Ω), with a function F˜ such that
‖F˜‖5/3 ≤ C ,
∫ T
0
|F˜ (t)|23/2 dt ≤ C , (4.73)
independently of R .
Assume now that for some p0 ≥ 8/3 we have
‖θˆ‖p0 ≤ C. (4.74)
We know that this is true for p0 = 8/3 by virtue of (4.20). Set r0 = 2p0/5. Then we may put
ζ = θˆr0 in (4.72) and obtain, using Hypothesis 2.1 (ii), that
1
r0 + 1
∫
Ω
θˆr0+1(x, t) dx+ r0
∫ t
0
∫
Ω
θˆr0+a|∇θˆ|2 dx dt′ ≤ C . (4.75)
We now denote
v = θˆp , p = 1 +
r0 + a
2
, s =
r0 + 1
p
,
and rewrite (4.75) as ∫
Ω
|v|s(x, t) dx+
∫ t
0
∫
Ω
|∇v|2 dx dt′ ≤ C(r0 + 1) . (4.76)
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By the Gagliardo-Nirenberg inequality (3.37), we have ‖v‖q ≤ C(r0+1) for q = 2+
2s
3
. Hence,
‖θˆ‖p1 ≤ C(r0 + 1) for p1 = pq =
2p0
3
+
8
3
+ a . (4.77)
We now proceed by induction according to the recipe pj+1 =
2pj
3
+ 8
3
+ a , rj =
2pj
5
. We
have limj→∞ pj = 8 + 3a . After finitely many steps, we may stop the algorithm and put
p¯ := pj < 8 + 3a with
‖θˆ‖p¯ + sup ess |θˆ(t)|r¯+1 ≤ C , r¯ =
2p¯
5
> aˆ, (4.78)
with the constant aˆ introduced in Hypothesis 2.1 (ii). By Proposition 3.1, we may test (4.72)
by θ , which yields∫
Ω
θ2(x, t) dx+
∫ t
0
∫
Ω
κ(θˆ)|∇θ|2 dx dt′ +
∫ t
0
∫
∂Ω
ω(x)θ2 ds(x) dt′ ≤ C‖θ‖5/2 . (4.79)
Using the Gagliardo-Nirenberg inequality again, for instance, we conclude that∫
Ω
θ2(x, t) dx+
∫ t
0
∫
Ω
κ(θˆ)|∇θ|2 dx dt′ +
∫ t
0
∫
∂Ω
ω(x)θ2 ds(x) dt′ ≤ C . (4.80)
This enables us to derive an upper bound for the integral
∫
Ω
κ(θˆ)∇θ · ∇ζ dx , which we need
for getting an estimate for θt from the equation (4.80). We have, by Ho¨lder’s inequality and
Hypothesis 2.1 (ii), that∫
Ω
|κ(θˆ)∇θ · ∇ζ | dx =
∫
Ω
|κ1/2(θˆ)∇θ · κ1/2(θˆ)∇ζ | dx
≤ C
(∫
Ω
κ(θˆ)|∇θ|2 dx
)1/2(∫
Ω
θˆ1+aˆ|∇ζ |2 dx
)1/2
. (4.81)
We now choose qˆ > 1 such that (1 + aˆ)qˆ = 1 + r¯ , where r¯ is defined in (4.78). Choosing now
q∗ =
2qˆ
qˆ − 1
, (4.82)
we obtain from Ho¨lder’s inequality that∫
Ω
θˆ1+aˆ|∇ζ |2 dx ≤
(∫
Ω
θˆ1+r¯ dx
)1/qˆ (∫
Ω
|∇ζ |q
∗
dx
)2/q∗
≤ C
(∫
Ω
|∇ζ |q
∗
dx
)2/q∗
, (4.83)
by virtue of (4.78). Eq. (4.81) then yields the bound∫
Ω
|κ(θˆ)∇θ · ∇ζ | dx ≤ C
(∫
Ω
κ(θˆ)|∇θ|2 dx
)1/2(∫
Ω
|∇ζ |q
∗
dx
)1/q∗
. (4.84)
Hence, by (4.80), ∫ T
0
∫
Ω
|κ(θˆ)∇θ · ∇ζ | dx dt ≤ C‖ζ‖L2(0,T ;W 1,q∗(Ω)) . (4.85)
From (4.73) it follows that testing with ζ ∈ L2(0, T ;W 1,q
∗
(Ω)) is admissible. We thus obtain
from (4.72) that ∫ T
0
∫
Ω
θtζ dx dt ≤ C‖ζ‖L2(0,T ;W 1,q∗(Ω)) . (4.86)
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5 Proof of Theorem 2.2
Let Ri ր ∞ be a sequence such that R1 > C
∗ with C∗ as in (4.53), and let (p, w, χ, θ) =
(p(i), w(i), χ(i), θ(i)) be solutions of (4.54)–(4.58) corresponding to R = Ri , with θˆ = θˆ
(i) =
QRi(θ
(i)) and test functions η, ζ ∈ W 1,2(Ω). Our aim is to check that at least a subsequence
converges as i → ∞ to a solution of (2.26)–(2.29), (2.17), with test functions η ∈ W 1,2(Ω),
ζ ∈ W 1,q
∗
(Ω) with q∗ as in Theorem 2.2.
First, for the capillary pressure p = p(i) we have the estimates (4.53), (4.68), (4.71), which
imply that, passing to a subsequence if necessary,
p(i) → p strongly in Lr(Ω× (0, T )) for every r ≥ 1 ,
p
(i)
t → pt weakly in L
2(Ω× (0, T )) ,
∇p(i) → ∇p strongly in Lr(Ω× (0, T )) for every 1 ≤ r <
10
3
.
We easily show that
QRi
(
|∇p(i)|2
)
→ |∇p|2 strongly in Lr(Ω× (0, T )) for every 1 ≤ r <
5
3
. (5.1)
Indeed, let Ω
(i)
T ⊂ Ω× (0, T ) be the set of all (x, t) ∈ Ω× (0, T ) such that |∇p
(i)(x, t)|2 > Ri .
By (4.71), we have
C ≥
∫ T
0
∫
Ω
|∇p(i)(x, t)|10/3 dx dt ≥
∫∫
Ω
(i)
T
|∇p(i)(x, t)|10/3 dx dt ≥ |Ω
(i)
T |R
5/3
i ,
hence |Ω
(i)
T | ≤ CR
−5/3
i . For r <
5
3
, we use Ho¨lder’s inequality to get the estimate∫ T
0
∫
Ω
∣∣QRi(|∇p(i)|2)− |∇p(i)|2∣∣r dx dt = ∫∫
Ω
(i)
T
∣∣Ri − |∇p(i)|2∣∣r dx dt ≤ ∫∫
Ω
(i)
T
|∇p(i)|2r dx dt
≤
(∫∫
Ω
(i)
T
|∇p(i)|10/3 dx dt
)3r/5
|Ω
(i)
T |
1−(3r/5) ,
and (5.1) follows.
For the temperature θ = θ(i) , we proceed in a similar way. From the compactness result in [20,
Theorem 5.1], it follows that, for a subsequence,
θ(i) → θ strongly in L2(Ω× (0, T )).
Furthermore, by (4.78), θˆ(i) are uniformly bounded in Lr(Ω× (0, T )) for every r < 8 + 3a . A
similar argument as above yields that
θˆ(i) → θ strongly in Lr(Ω× (0, T )) for every 1 ≤ r < 8 + 3a .
Indeed, by (4.80) and (4.86),
θ
(i)
t → θt weakly in L
2(0, T ;W−1,q
∗
(Ω)) ,
∇θ(i) →∇θ weakly in L2(Ω× (0, T )) .
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The strong convergences of w(i) → w , w
(i)
t → wt , χ
(i) → χ , χ
(i)
t → χt are handled using the
estimates (4.63)–(4.65) similarly as in the proof of Proposition 3.1 at the end of Section 3. This
enables us to pass to the limit as Rր∞ in the system (4.54)–(4.58) and thus to complete the
proof of Theorem 2.2.
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