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ABSTRACT
Admittance control with fixed damping has been a successful control strategy in
previous human-robotic interaction research. This research implements a variable
damping admittance controller in a 7-DOF robotic arm coupled with a human sub-
jects arm at the end effector to study the trade-off of agility and stability and aims to
produce a control scheme which displays both fast rise time and stability. The vari-
able damping controller uses a measure of intent of movement to vary damping to aid
the users movement to a target. The range of damping values is bounded by incorpo-
rating knowledge of a human arm to ensure the stability of the coupled human-robot
system. Human subjects completed experiments with fixed positive, fixed negative,
and variable damping controllers to evaluate the variable damping controllers ability
to increase agility and stability. Comparisons of the two fixed damping controllers
showed as fixed damping increased, the coupled human-robot system reacted with
less overshoot at the expense of rise time, which is used as a measure of agility. The
inverse was also true; as damping became increasingly negative, the overshoot and
stability of the system was compromised, while the rise time became faster. Analysis
of the variable damping controller demonstrated humans could extract the benefits of
the variable damping controller in its ability to increase agility in comparison to a pos-
itive damping controller and increase stability in comparison to a negative damping
controller.
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Chapter 1
INTRODUCTION
In any task that a robot assists a human, there is a fundamental trade-off between
the robot adding energy to the system to increase the rate of motion (agility) and the
system’s ability to be stable. HRI has historically taken a conservative approach to
control to ensure safety. This can be seen in passive systems such as Rahman et al.
(2006) and Albu-Scha¨ffer et al. (2007).
Previous work by ASU’s Neuromuscular Control and Human Robotics lab imple-
mented a variable damping controller in an ankle based robotic platform Arnold et al.
(2019). In that study, the intent of the user’s motion was predicted by a product of
the angular velocity θ˙ and angular acceleration θ¨ about the joint as this is a scaled
version of kinetic energy change. A similar measure of intent was used in Duchaine
and Gosselin (2007). Other adaptive impedance controllers have been implemented
on upper limb exoskeletons in Li et al. (2017) and Gopura et al. (2009); however,
those studies use sEMG technology to estimate intent. The research question this
project answers is ”does the implementation of a variable damping controller improve
the trade-off between agility and stability in a robot assisting upper limb movement”?
1.1 Motivation
The study of human-robot interaction (HRI) is an important topic today as it
will shape future of how robots assist humans. Some current examples of HRI in-
clude exoskeletons that assist in load carrying Walsh et al. (2006) and rehabilitation
Tsagarakis and Caldwell (2003) Schabowsky et al. (2010). The more that is under-
stood about HRI, the better robots will be able to help humans in military, industrial,
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and most important to our lab, physical rehabilitation applications. With further
work, this variable damping control scheme could be implemented into physical re-
habilitation device.
2
Chapter 2
EXPERIMENTAL DESIGN
2.1 Chapter Overview
This research focuses on the differences in system response between fixed positive,
fixed negative, and variable damping admittance controllers in a human-robot inter-
action experiment with visual feedback. There were many parts that made up the
design of the experiment and the test setup. This chapter will highlight the amount
and types of tests each subject underwent in the test procedure section, the position-
ing of the subject, the design and implementation of the fixed and variable damping
admittance controllers, and the visual feedback graphical user interface (GUI).
2.2 Test Procedure
This research focused on the differences in system response between fixed posi-
tive, fixed negative, and variable damping controllers. To properly test the system
responses, it was important to run tests in different directions. It is known that the
stiffness, damping, and inertia of the human arm is dependent on the joint angles
of the shoulder and elbow, and level of muscle contraction. Therefore, to test these
controllers differences, it is necessary to see system response in different directions.
In this research, we limited movement to the transverse plane. This is shown in figure
2.1. In particular, movement was split up into two direction groupings, which were
left/right and down/up. It should be noted that down/up was really toward and away
from the subjects body, but was named down/up for the way the subject’s indicator
moved down and up on the visual feedback GUI.
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Figure 2.1: Body Planes
During the test, a subject held and moved a handle mounted on the end effector
of the KUKA LBR iiwa robot in a position in the middle of the transverse plane. A
target would then appear 10cm left of the middle position at the beginning of a group
of trials. To start the meaningful trials, the subject would move to that target, the
target position would change back to the middle and the subject would follow. Once
the subject returned to the middle, recorded trials would start. The subject would
wait in the middle position for a random amount of time between one-half second and
one and one-half seconds before the target would appear randomly 10cm to the left
or right. As soon as the target moved, the data collection on that trial would start.
The subjects were instructed to start their movement and to move to the target in
as little time as possible while maintaining a stable response. Data collection lasted
from the moment the target moved to two seconds after the subject first reached the
new left or right target position. A two second data collection buffer was used as
it was seen through experimentation that humans would stabilize within 5% of the
target within two seconds. After data collection stopped, the target and thus the
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subject would move back to the middle position. This movement to the target at the
left or right position and movement back to middle constituted one trial.
Subjects completed 19 groups of the 10 trials in each the left/right and down/up
direction groupings, which totaled 380 trials per subject. The first two groups of
10 trials in both direction groups were done with zero damping to give the subject
a chance to get familiar with movement in that direction. Movement from those
two groups of trials were analyzed to set the tuning parameters kp and kn of the
variable damping controller. Then, another two groups of 10 trials were run with
the variable damping controller. This movement data was analyzed to further refine
the variable damping controller tuning parameters. These tuning parameters will be
discussed later in this chapter. Once these four initial groups were done, the subject
performed 15 groups of 10 trials. Five of these groups were done with a fixed positive
damping admittance controller, five groups with a fixed negative damping controller,
and five groups with a variable damping controller. The type of damping assigned
to each group was randomized and not communicated to the subjects. For the sake
of consistency, subjects always underwent the 19 groups of 10 trials in the left/right
direction group before the 19 groups of 10 trials in the down/up direction group.
2.3 Subject Position
In this experiment, a human subject was seated on a stool with a vertical metal
pole. The subject was seated such that the pole ran along the middle of their scapula,
their elbow was bent approximately 90 degrees, their hand was holding the handle
attached to the end effector of the robot, and he or she could extend their arm at least
18cm farther in front of themselves than the handle. Each subject had to be able to
reach at least 18cm in each direction from the middle position as that represented the
virtually defined workspace of the end effector of the robot. The targets were only
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placed 10cm in any direction from the middle, so the extra 8cm was needed in case of
an overshoot. To get a realistic value for overshoot, it was important that the subject
be able to reach these overshot positions and ensure he or she wasn’t bottle-necked by
his or her arm length. Once this position was established, their shoulder was secured
in that fixed position by a Velcro strap, which was wrapped around their arm and the
metal pole. Figure 2.2 shows a front, back, and side view of subjects in this position.
(a) Front View (b) Back View
(c) Side View
Figure 2.2: Front, Back, and Side View of Subjects in the Down/Up Direction
Group Stool Position
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As the previous section mentions, this research had two test configurations. In
the first one, the subject sat in front of the robot and moved to targets 10 cm to the
left or right. In the second configuration, the stool was moved 90 degrees clockwise
about the axis of the handle on the end effector of the robot. These stool positions
are illustrated in figure 2.3. The left/right stool position is the cyan cylinder and the
down/up stool position is the orange cylinder. All subjects shown in figure 2.2 were
sitting in the down/up test configuration.
It should be noted that the movement to the targets in either configuration will
be a movement in Y-axis in figure 2.3. Originally, the subject was to be sitting in
the left/right (cyan) stool position at all times. This was ultimately changed because
during testing of the negative damping controller moving in the X-axis of fig 2.3, the
joint velocities occasionally exceeded the intended manufacturer limits which caused
unstable operation of the KUKA. This likely occurred because the inertia of the robot
in this axis is far less than the inertia in the Y-axis, thus a greater acceleration in
the X-axis would be caused by the same force imparted by the subject. In order to
ensure the safety of the subjects, the protocol was changed to the two separate stool
locations for the different test configurations.
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(a) View 1 of Test Stool Configurations (b) View 2 of Test Stool Configurations
Figure 2.3: KUKA Seating Configuration. The cyan cylinder represents the stool in
the ’Left/Right’ test configuration, and the orange cylinder represents the ’Down/Up’
test configuration stool position.
2.4 Design of Admittance Controllers
When studying human-robotic interaction, the most important consideration is
the safety of the subject. Imagine, for a moment, designing a rehabilitation based
lower-limb exoskeleton which augments a human’s movement in their recovery from
a knee injury. In that exoskeleton, there would be movement trajectories it would
be programmed to move the human through; for example, it could lead the human
through a range of knee flexion. What if one of these trajectories went past a joint
limit for the human at their current stage in recovery? The human would be at an
increased risk of injury, which could lead to a horrible outcome. This is an example of a
robot which does not take into account it’s environment; it simply follows a trajectory,
and when it follows that trajectory the interaction force with that environment could
become too great such that the robot could be damaged, or worse the human could
be re-injured.
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This simple case study gives an example why robots that interact with human must
take into account the environment that it interacts with. Admittance controllers are
one such class of controllers that take into account the environment, and thus make
a suitable choice for human-robotic interaction robots. When robots interact with
environments, the point where the robot and environment meet is known as the
interaction port. When the interaction port of the coupled human-robotic system
moves, there is relationship between that movement and the force on the interaction
port. That force has a component related to the stiffness of the environment. This is
familiar to most engineer’s as Hooke’s law F = Kx, where F is force of a spring, K is
the spring coefficient, x is the displacement from an equilibrium position. Since we are
not dealing with springs, but with interaction ports, the coefficient K which describes
the linear relationship between displacement and force with be called stiffness. Other
components of force on the interaction port that are linearly related to the first
and second derivatives of the position, x˙ and x¨. The coefficients that relate these are
relationships are known as damping, B and inertia, I. When all force components are
put together, the resulting relationship between movement and force of the interaction
port is described in equation 2.1.
F = Kx+Bx˙+ Ix¨ (2.1)
This equation serves as basis of an admittance controller. Instead of moving
to a certain position which then causes an interaction force based on the coupled
system’s inherent stiffness, damping, and inertia properties, an admittance controller
defines and regulates the system’s stiffness, damping, and inertia, takes a reading
of the force at the interaction port, and moves to a new position. By choosing
and controlling the system’s stiffness, damping, and inertia properties with proper
values, the admittance controller can regulate the system’s movement response to
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the inputted force. In our example from earlier, this allows the human to close the
loop on their own movement. The human would impart force on the exoskeleton, the
exoskeleton would move to a new commanded position. The human would feel the
force at the interaction port on their joint, and respond accordingly. If the admittance
controller is tuned conservatively, and has an appropriately high bandwidth, then the
human would be safe from risk of injury.
In this research, the interaction port is the handle mounted on the end effector
of a KUKA LBR iiwa, shown in figure 2.4. Between the handle and the end effector
is a load cell which measures the force from the subject. When the subject imparts
force on the handle, and thus the load cell, the admittance controller will calculate a
new position to which the end effector must move. To understand the calculation of
the new position of the KUKA LBR iiwa end effector, it is necessary to understand
both the forward and differential kinematics of this robot. The next two subsections
of this thesis will review these and apply them to the KUKA robot.
Figure 2.4: KUKA LBR iiwa 7-DOF Robot
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2.4.1 Forward Kinematics
In robotics, forward kinematics describes the relationship of the end effector pose
(position and orientation) to the joint variables. Joint varaibles are typically denoted
qi for i
th joint variable. A robot joint can either be prismatic, which causes linear
motion, or revolute, which causes rotational motion. In the case of the KUKA LBR
iiwa, all joints are revolute; so, forward kinematics will describe the end effector pose
as a function of it’s joint angles.
Homogeneous transformations are used to describe the position and orientation
of a coordinate system in space with respect to a base coordinate system, often in
another position. Homogeneous transformations have the form:
T ij =
Rij oij
0 1
 (2.2)
Where Rij is the rotation matrix that describes the orientation of coordinate sys-
tem j with respect to coordinate system i, and oij is position vector describing the
origin of coordination system j with respect to coordinate system i. Homogeneous
transformation matrices have a multiplication property such that:
T ii+2 = T
i
i+1T
i+1
i+2 (2.3)
The homogeneous transformation matrix structure, defined in equation 2.2, and
it’s multiplication property, defined in 2.3, prove to be very convenient and useful in
light of the Denavit-Hartenberg convention.
Denavit-Hartenberg (DH) convention refers to a framework which allow an engi-
neer to assign coordinate frames along links of rigid serial robots, and describe the
motion of a coordinate system, typically on a link, based on the joint variables. If DH
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convention is followed, homogeneous transformations between links can be described
with the following:
T i−1i =

cθi −sθicαi sθisαi aicθi
sthetai cθicαi −cθisαi aisθi
0 sαi cαi di
0 0 0 1

(2.4)
Where ai is link length, αi is link twist, di is link offset, and θi is joint angle.
This is useful, because if an engineer can find these 4 DH parameters for each of the
links, they can find each transformation matrix from one link to the next, and use
the multiplication property to describe any link in a given base frame as a function
of joint variables. Once the engineer has the end effector coordinate homogeneous
transformation defined in the base frame as a function of joint variables, they can
simply use that transformation matrix’ structure to get the orientation of the end
effector (from the Rij rotation matrix), and position of the end effector (from the
oij position vector). At this point, the engineer now has a system to find the end
effector pose based on the joint parameters, which is exactly what forward kinematics
describes. Table 2.1 shows a table of the KUKA LBR iiwa DH parameters.
2.4.2 Differential Kinematics
Forward kinematics took joint variables and allowed an engineer to find the end
effector position. Inverse kinematics does the opposite of forward kinematics; it al-
lows an engineer to find a set of joint angles which correspond to a given end effector
position. For robots with as few as 2 joints, it is not guaranteed that inverse kine-
matics will yield a unique set of joint angles that correspond to a unique end effector
position. In addition, there is no systematic way to carry out inverse kinematics; it is
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KUKA LBR iiwa DH Parameters
Link i ai αi di θi
1 0 pi
2
0.36 q1
2 0 −pi
2
0 q2
3 0 −pi
2
0.42 q3
4 0 pi
2
0 q4
5 0 pi
2
0.4 q5
6 0 −pi
2
0 q6
7 0 0 0.126 q7
Table 2.1: KUKA LBR iiwa DH Parameters
robot dependent. This leaves an engineer with the quandary, ”how does one get a set
of joint angles if the only the end effector position is known”? This is an especially
pertinent question when implementing admittance control. In admittance control, a
force and a set of I, B, and K parameters are known. From these quantities, a new
end effector position will be found, but how can an engineer get the robot to go to
that new position? He or she would need a set of joint angles to command to the
robot being controlled. This is where differential kinematics enters the picture.
Differential kinematics gives the ability to locally approximate the relationship
between joint velocities, q˙, to the linear and angular velocities of the end effector.
Differential kinematics approximates the relationship between the joint and end ef-
fector velocities through a quantity called the Jacobian. Again, forward kinematics
describes the relationship between end effector position and joint variables. In its
most rudimentary mathematical form, this would look like equation 2.5
~x = f(q) (2.5)
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Differential kinematics does exactly what you would expect by its name: it differ-
entiates this function to yield equation 2.6
~˙x = ˙f(q) = J(q)q˙ (2.6)
The position and orientation of the end effector, ~x, is a 6x1 vector. For a robot
with N joints, the size of the Jacobian matrix is 6xN. Getting the functions described
in equation 2.5 and solving for their derivatives can be extremely tedious. Luck-
ily, Denavit-Hartenberg (DH) convention once again provides a useful framework to
quickly derive J(q). J(q) can be partitioned into top and bottom blocks as shown in
equation 2.7.
J(q) =
JP
JO
 (2.7)
It’s worth a second to think of what each JP and JO represent. JP represents
the relationship between the change in linear velocity of the end effector and the
change in joint parameters. JO represents the relationship between the change in the
angular velocities of the end effector and the change in joint parameters. If the ith
joint is revolute, the ith column of the JP is zi−1 × (oe − oi−1), where zi−1 is the z
directional cosines from the rotation matrix from R0i−1, oe is the position vector of the
end effector, and oi−1 is a position vector describing the i− 1th coordinate system. If
the ith joint is prismatic, then the ith column of JP is just zi−1. JO is the relationship
between the change in angular velocity and change in joint parameters. If the ith
joint is prismatic, there will be no change in angular velocity, so the ith column is
0. If the ith joint is revolute, then the ith column of JO is zi−1. All of that may
seem tedious until one realizes every one of the columns can be taken straight from
columns of transformation matrices, which were already formed systematically by DH
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convention. In code, this amounts to assigning columns of the Jacobian matrix to
other columns of the transformation matrices that have already been calculated.
With that established, it’s useful to return the question posed earlier in this sec-
tion: ”how does one get a set of joint angles if the only the end effector position is
known”? In admittance control, an engineering knows the pose of the end effector
at the previous time step. He or she can use force, I, B, and K parameters to calcu-
late the new pose of the end effector. If an engineer knows the old position and can
calculate the new one, then he or she can subject the old from the new to yield the
amount x much change in this time step. This quantity will be called ∆x for now.
Now returning to differential kinematics, we can substitute ∆q and ∆x into equation
2.6.
∆x = J(q)∆q (2.8)
If J(q) is nonsingular, then we can solve for ∆q using equation 2.9.
∆q = J−1∆x (2.9)
The KUKA LBR iiwa has 7 joints, so its Jacobian should be 6x7, which doesn’t
allow it to be inverted. To solve this, the last joint, which is redundant, is always set
to 0 and treated as an extension to the last link. Now the Jacobian can be considered
6x6, and assuming it isn’t reaching a singularity, it is invertible.
Now that the change in joint parameters have been calculated, ∆q can be added
to the joint angles of the previous time step to yield the new joint angles.
qi+1 = qi + ∆q (2.10)
Now that the new joint angles have been found, and the robot will be commanded
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to go to the new joint angles.
2.4.3 Admittance Control
As mentioned in an earlier section, the basis of admittance control is the second
order differential equation that models the relationship between movement and force
of the interaction port. Admittance control takes the sensed force measurement,
then uses that along with a set stiffness, inertia, and damping, to calculate a new
position to which the robot will move. This subsection will take a closer look at
this calculation, and how the stiffness, damping and inertia values were chosen for
the fixed damping controllers. First start with equation 2.1, which relates force and
movement at the interaction port through a second order differential equation.
F = Kx+Bx˙+ Ix¨ (2.1)
Equation 2.1 will now be discretized using first and second order backwards finite
difference equations. These are:
x˙ =
xi − xi−1
∆t
x¨ =
xi − 2xi−1 + xi−2
∆t2
(2.11)
Substituting equation 2.11 and xi− xe for x, where xe is the interaction port equilib-
rium position, into equation 2.1 yields:
F = K(xi − xe) +Bxi − xi−1
∆t
+ I
xi − 2xi−1 + xi−2
∆t2
(2.12)
Now, the new position xi will be solved for in 2.13.
xi = (K∆t
2 +B∆t+ I)
−1(
∆t2(F +Kxe) + ∆tBxi−1 + I(2xi−1 − xi−2)
)
(2.13)
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Now that the equation to calculate the new position has been solved for, it is useful
to have a discussion about the stiffness, damping, and inertia matrices.
Stiffness (K), damping (B), and inertia (I), are all direction dependent, and each
is a 6x6 matrix. This experiment is restricted to the transverse plane, which is the
human’s horizontal (XY) plane. The KUKA used in this experiment is mounted on
a stand such that its base coordinate system is that of a wall. Therefore, instead
of restricting movement to the x and y planes, in the robot, the movement will be
restricted to the robot’s x and z planes. The best way to restrict movement is to apply
high stiffness in directions that should not be moved in, and apply zero stiffness to
directions where movement is desired. Values in the following matrix have units N
m
.
This lead to the stiffness matrix:
K =

0 0 0 0 0 0
0 10000000 0 0 0 0
0 0 0 0 0 0
0 0 0 1000000 0 0
0 0 0 0 1000000 0
0 0 0 0 0 1000000

(2.14)
Next, the damping will be addressed. In this experiment, angular movement was
lightly damped, the movement in the y-direction of the KUKA, which was restricted,
was heavily damped, and damping in the x and z directions was damped to our
choosing based on the whether the trial was fixed positive, fixed negative, or variable
damping. The trial dependent values will be referred to as robotic damping, br.
Values in the follow matrix have units N ·s
m
This yields:
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B =

br 0 0 0 0 0
0 100 0 0 0 0
0 0 br 0 0 0
0 0 0 0.5 0 0
0 0 0 0 0.5 0
0 0 0 0 0 0.5

(2.15)
To maintain stability in the directions not restricted, higher values of the inertia
were used. The values in the inertia matrix have units N ·s
2
m
.
I =

10 0 0 0 0 0
0 0.000001 0 0 0 0
0 0 10 0 0 0
0 0 0 0.0001 0 0
0 0 0 0 0.0001 0
0 0 0 0 0 0.0001

(2.16)
2.4.4 Damping Bounds
Selecting damping bounds was crucial in this experiment. If the value of damping
was too positive, the subject would experience excessive resistance during movement
and would have to exert excessive force to reach a target. If the value of damping was
too negative, the couple system could become unstable, thus putting in jeopardy the
human’s safety. The damping bounds described below will be used for the br value
in bxx and bzz positions of the damping matrix.
To find the lower bound of damping for this experiment, knowledge from previous
experiments from our lab was used. In this previous research, subject’s arms were
perturbed in different configurations throughout a workspace in the transverse plane.
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Once the perturbation ended, a negative damping controller was applied to see if
the subject could gain stabilization. If the velocity of the admittance controlled
interaction port reached a certain threshold, the trial was assumed failed and the
conclusion was that the subject could not stabilize that value of negative damping in
that particular arm configuration. From this previous experiment, it was determined
that a lower bound of -20 Ns/m was safe, as human subjects consistently stabilized
this value of negative damping for any arm configuration.
The upper bound of damping was determined iteratively by analyzing the system
response of the trials in this experiment. After several iterations, it was determined
that a value of +60 Ns/m would elicit a critically damped response.
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2.4.5 Code Implementation Flowchart
Figure 2.5: KUKA Admittance Control Flowchart
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2.5 Variable Damping Control
To understand variable damping control, it is useful to first discuss regular damp-
ing. Damping linearly relates velocity and an opposing force on an object. When
damping is positive the force on the system causes energy to be lost. When damping
is negative the opposite occurs, energy is added to the system, which increases system
response speed. The downside of negative damping is it has the ability to become
unstable, which is an exceptionally bad outcome in the realm of human-robotic in-
teraction. As a result, much previous research involving human-robotic interaction
includes passivity-based, positive damping, control schemes.
Variable damping control tries to take advantage of positive qualities of both
positive and negative damping. When the user intent is to accelerate, it would be
advantageous if the controller would add energy to the system, and to take energy
away when user intent is to decelerate. This is precisely what variable damping
control does. Suppose the system in question was moving to a target, as is the
case in this study. There will be a period of acceleration followed by a period of
deceleration. Ideally, during acceleration damping would be negative. If this was the
case, the controller would add energy to the system to aid with acceleration. During
deceleration, the damping would ideally be positive as it would cause the system to
lose energy, which would aid in deceleration.
To implement variable damping control, one must first get a measure of user intent.
The measure of the user intent used in this research is the product of linear velocity,
x˙, and acceleration, x¨. When defined as such, user intent becomes a scaled version of
the changes in kinetic energy of the system. Thus, when the user intent parameter
(x˙x¨) is positive, it shows the user’s intent to put more energy into the system and
accelerate, and when it’s negative, it shows the user’s intent to slow down. It follows,
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that when user intent is positive, robotic damping br is decreased, and when user
intent is negative, robotic damping increases. To be more exact, robotic damping is
calculated using equation 2.17.
br =

2blb
1+e−kpx˙x¨ − blb, x˙x¨ ≥ 0
−
(
2bub
1+e−knx˙x¨ − bub
)
, x˙x¨ < 0
(2.17)
Where kp and kn are tuning parameters measures with the forms:
kp = −
ln
(
1−s
1+s
)
(x˙x¨)max
kn = −
ln
(
1+s
1−s
)
(x˙x¨)min
(2.18)
Where s is a sensitivity measure. In this research, s = 0.95.
2.6 Visual Feedback
The visual feedback graphical user interface (GUI) was coded in Python. It in-
teracts with the C++ code running the KUKA LBR iiwa robot through a UDP
server-client connection. This connection allows updated robot data, such as posi-
tion, trial number, damp, etc to be received as fast as it is sent out from the C++
UDP server side. The GUI has the ability to apply a custom up-to 10th order Butter-
worth filter on the incoming data. This feature was not utilized in this experiment as
the C++ code already applied an exponential moving average filter to to smooth the
position and force data. This GUI utilized multithreading so all data receiving and
filter processes are handled on one thread, while another thread is solely responsible
for updating the plot. By utilizing this multithreaded design, the plotting update
bottleneck is the refresh rate of the screen, which is 60Hz. This allows for minimal
delay to be added to the coupled human-robotic system. A screenshot of the visual
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feedback GUI can be seen in figure 2.6.
Figure 2.6: Visual Feedback GUI
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Chapter 3
EXPERIMENTAL RESULTS
Ten subjects were tested during the course of this research. Each subject was
responsible for 380 trials; however, 80 of those trials were used to gain comfort mov-
ing left/right or down/up in the workspace or to get data to calculate the variable
damping tuning parameters, kp and kn. This leaves 300 trials per subject or 3000
trials in total to analyze. Of those 3000 trials, each positive, negative, and variable
damping were 1000 trials. Of each set of 1000 trials, 250 were trials with targets that
went left, right, down, and up. The first step in analyzing this data was identifying
outliers. All trials were put into groups based on target position and damping type.
The position of the end effector of each of these groups of trials were averaged for each
sample in time, and the standard deviation was found for each time as well. Trials
with any position samples that were outside of mean +/- 3 standard deviations range
for any given sample in time were discarded. The mean and standard deviation were
taken again from the remaining trials. Figures 3.1 and 3.2, show the valid trials mean
with +/- 1 std for position, user intent x˙x¨, and damping in the first 3 columns. The
fourth columns of these figures, shows the mean of position, user intent, and damping
plotted on the same graph according to damping type.
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Figure 3.1: Left and Right Plots - Columns 1-3 show position x, user intent x˙x¨,
and damping mean and +/- 1 std. Column 4 shows means of different damping types
combined on one plot.
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Figure 3.2: Down and Up Plots - Columns 1-3 show position x, user intent x˙x¨, and
damping mean and +/- 1 std. Column 4 shows means of different damping types
combined on one plot.
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As is fairly easy to see with the naked eye, the trajectory for each of the three
damping types is different, but follows the basic pattern that positive damping has the
least overshoot and the slowest rise time, negative damping has the most overshoot,
and variable damping has a small amount of overshoot, but is noticeably less than
negative, and appears to have the fastest rise time in some cases. The following
sections will dive deeper into statistical analysis to more accurately determine the
differences in agility, stability, and effort of the user in each of these cases.
Note: it is crucial to remember, the words down and up were used because the
motion of the visual feedback was down and up during these trials. Again, we were
constrained to the transverse plane, so ”down” and ”up” really refer to movement
about the mid line of one’s body that extends away from the body and towards the
body. Think of ”down” and ”up” as ”pull” and ”push” or ”towards the body” and
”away from the body” instead.
3.1 Agility
The measure that is used for agility in this study is rise time. Rise time is defined
as the time it takes for a signal to rise from 10 percent to 90 percent of its steady
state value. Figure 3.3 summarizes rise time by comparing the three damping types
for each position left, right, down, and up. In this figure we can see that left and right
movement appear to have longer rise times than up and down. This is explainable by
the fact that humans have many major muscle groups that fire during a pushing and
pulling motion which occurs during down/up movement. These major muscle groups
allow a subject to exert more force on the interaction port of the system, and thus
move faster, and have a quicker rise time.
Another trend that appears to be discernible is the positive damping controller
has the largest rise time for each target position, and negative or variable damping
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appear to have very similar rise time. To discern if each of these mean populations
are statistically significantly different, a repeated measures ANOVA will be used.
Figure 3.3: Rise time averages by direction and damping type for all subjects
3.1.1 Rise Time Mean Comparisons
Tables A.1 to A.4 show the rise time mean data for each subject for each of
the three damping controller cases for each of the four target positions. This data is
principally separated by target position. In other words, this study is interested in the
differences between controller types for a given target position. Repeated measures
ANOVA allow the data in tables such as A.1 to A.4 to be run through a statistical
analysis that splits the sum of squares error into two groups. One group of error is
accounted for by differing controller types. The other error group is accounted for by
variability in subjects. The repeated measures ANOVA will be run on each of the
four target directions. The null hypothesis states that the population of rise time
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means for all damping controllers corresponding to a target position are the same.
The alternative hypothesis states that at least one of the populations of rise time
means for a given damping controller is statistically significantly different than the
other populations. The ANOVA will return an F value corresponding to a number
of degrees of freedom in the ”condition” variable, which in our case in type of the
damping controller, and the number of degrees of freedom of toal error. This F value
at the given degrees of freedom will return a p value. If the p value is less than 0.05,
the null hypothesis will be rejected. If the null hypothesis is rejected, the rise time
means of each pair of damping controllers will be compared using a repeated measures
ANOVA to determine if they are significantly different from each other.
3.1.2 Rise Time Mean Comparison - Left
The null hypothesis states that the population of rise time means for all damping
controllers are the same. According to line 1 of table 3.1, the F(2,18) = 29.99, which
corresponds to a p value of 0.000002. The null hypothesis is rejected and each pair
of controllers will now have their rise time means compared. Following the same
pattern, table 3.1 shows us that the rise times in positive and negative controllers
are significantly different than each other, the rise times in the positive and variable
controllers are significantly different than each other, and the variable and negative
controllers rise time populations are not significantly different than one another. The
rise times for the negative and variable controllers are approximately 24% faster than
the positive damping controller, as the rise time is reduced from 507ms to 383ms.
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Left
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 29.994955 0.000002
Pos. Neg. 1 9 29.691893 0.000406
Pos. Var. 1 9 37.128166 0.000181
Neg. Var. 1 9 0.000068 0.993585
Table 3.1: Rise Time Repeated Measures ANOVA Results - Left
3.1.3 Rise Time Mean Comparison - Right
In the right target direction, the null hypothesis that all groups’ populations are
equal is rejected. The results for right target show that all three damping controller
types are significantly different from one another according to the repeated measures
ANOVA test. The mean rise time for the positive controller is 481ms, negative is
409ms, and variable is 371ms. This shows that variable damping is 23% faster than
the positive damping controller, and about 9.3% faster than the negative damping
controller.
Right
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 28.856256 0.000002
Pos. Neg. 1 9 20.331325 0.00147
Pos. Var. 1 9 57.450042 0.000034
Neg. Var. 1 9 7.885624 0.020439
Table 3.2: Rise Time Repeated Measures ANOVA Results - Right
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3.1.4 Rise Time Mean Comparison - Down
Table 3.3 shows the controllers in the down direction follow the same pattern
as the left. The null hypothesis is rejected, negative and variable controllers are
significantly different from the positive, but not with each other. The mean rise time
for the positive is 373ms, 295ms for negative, and 288 for variable. Negative and
variable are therefore 22% faster than the positive damping controller.
Down
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 22.30598 0.000013
Pos. Neg. 1 9 19.70058 0.001627
Pos. Var. 1 9 30.429441 0.000372
Neg. Var. 1 9 0.881286 0.372359
Table 3.3: Rise Time Repeated Measures ANOVA Results - Down
3.1.5 Rise Time Mean Comparison - Up
Table 3.4 shows the same pattern as left and down. Rise time means for positive
is 350ms, 291ms for negative, and 289ms for variable. This returns a 17% increase
in speed over the positive controller for each the negative damping controller and the
variable damping controller.
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Up
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 12.353674 0.00042
Pos. Neg. 1 9 12.411167 0.006485
Pos. Var. 1 9 18.051531 0.002147
Neg. Var. 1 9 0.052247 0.824308
Table 3.4: Rise Time Repeated Measures ANOVA Results - Up
3.2 Stability
Percent overshoot is the measure of stability used in this study. The mean of each
subject’s percent overshoot for each of the controllers for each of the directions is
tabulated in tables A.5 to A.8. Figure 3.4 shows an example of this data for subject
22. Assuming this data is representative of the population, a few trends to look
at with statistical analysis can be found. First, percent overshoot is greatest in any
direction with a negative damping controller. Second, the positive damping controller
has the least percent overshoot for each direction, and variable damping control is
in the middle. Repeated measures ANOVA tests were performed the same as the
previous section to determine if these trends are statistically significant in the whole
population.
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Figure 3.4: Percent overshoot of categorized by direction and damping type for
subject 22
3.2.1 Percent Overshoot Mean Comparisons - Left
Repeated measures ANOVA tests show that percent overshoot of each controller
in the left target direction is significantly different than another as their p values are
all less than 0.05. The mean percent overshoot in a positive damping controller is
3.68%, negative averages 9.77% overshoot, and variable averages 5.47 % overshoot.
Variable has 44% less overshoot than negative damping.
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Left
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 31.986293 0.000001
Pos. Neg. 1 9 46.066097 0.00008
Pos. Var. 1 9 7.260373 0.024614
Neg. Var. 1 9 31.160346 0.000342
Table 3.5: Percent Overshoot - Repeated Measures ANOVA Results - Left
3.2.2 Percent Overshoot Mean Comparisons - Right
Repeated measures ANOVA shows that the negative damping controller is differ-
ent than the other two controllers, but in terms of overshoot, positive and variable
damping cannot be considered statistically signifcantly different. Positive came in
lowest at 3.92%, variable damping had 6.60% and negative damping had 11.78%.
That means a variable damping controller shows a 43% reduction in overshoot when
compared with the negative damping controller.
Right
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 15.454312 0.000124
Pos. Neg. 1 9 20.36477 0.001462
Pos. Var. 1 9 4.591439 0.060748
Neg. Var. 1 9 16.72304 0.00272
Table 3.6: Percent Overshoot - Repeated Measures ANOVA Results - Right
3.2.3 Percent Overshoot Mean Comparisons - Down
Repeated measures ANOVA shows that each controller in the down direction has
statistically significant different amounts of percent overshoot. Positive came in lowest
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at 3.91%, variable damping had 7.25% and negative damping had 11.9%. That means
a variable damping controller shows a 39% reduction in overshoot when compared
with the negative damping controller.
Down
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 23.516858 0.00001
Pos. Neg. 1 9 26.977806 0.000569
Pos. Var. 1 9 12.52249 0.006327
Neg. Var. 1 9 25.41672 0.000698
Table 3.7: Percent Overshoot - Repeated Measures ANOVA Results - Down
3.2.4 Percent Overshoot Mean Comparisons - Up
Accordingly to table 3.8, all controllers in the up direction produced statistically
significant different amount of overshoot. Positive is the lowest at 3.68%, variable is
next at 5.81%, and negative damping had 9.46%. That means a variable damping
controller shows a 39% reduction in overshoot when compared with the negative
damping controller.
Up
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 10.139772 0.001124
Pos. Neg. 1 9 12.602314 0.006216
Pos. Var. 1 9 6.748068 0.028847
Neg. Var. 1 9 7.68874 0.021652
Table 3.8: Percent Overshoot - Repeated Measures ANOVA Results - Up
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3.3 Effort
In an ideal case, the variable damping controller would have the quickest rise time,
the least overshoot, and have the least user effort. This section of this report will
compare the max force sensed at the interaction port of the robot for each of the
controllers in each of the four target directions. Max force will be used as a measure
of effort of the user. Figures 3.5 and 3.6 show the force at the interaction port through
the span of the movement in the trial.
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Figure 3.5: Down and Up Plots - Columns 1-3 show position x, user intent x˙x¨, and
damping mean and +/- 1 std. Column 4 shows means of different damping types
combined on one plot.
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Figure 3.6: Down and Up Plots - Columns 1-3 show position x, user intent x˙x¨, and
damping mean and +/- 1 std. Column 4 shows means of different damping types
combined on one plot.
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3.3.1 Max Force Mean Comparisons - Left
Table 3.9 shows that each controller type for the left direction experienced a
statistically significantly different amount of the max force on its interaction port.
Positive damping had the largest force at 19.87 N, negative had the next largest
force at 15.33 N, and variable damping control had 12.20 N. This represents a 38%
reduction in the force experience during variable damping control as compared to a
positive damping control. It is also a 20% reduction as compared to the negative
damping controller.
Left
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 30.673765 0.000002
Pos. Neg. 1 9 12.693805 0.006092
Pos. Var. 1 9 65.676615 0.00002
Neg. Var. 1 9 25.222218 0.000717
Table 3.9: Max Force - Repeated Measures ANOVA Results - Left
3.3.2 Max Force Mean Comparisons - Right
The results in table 3.10 show the results of the controllers in the right direction
are very similar to those in the left direction. Each controller is statistically different
from each other in max force imparted on the interaction port. Positive experience
the greatest force at 19.53 N, followed by, 15.45 N in the negative damping controller,
followed by 12.11 N in the variable damping controller. Once again, the effort was the
lowest in the variable damping controller, as the interaction port experienced a 38%
reduction in comparison to the positive damping controller, and a 22% reduction in
comparison to the negative damping controller.
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Right
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 38.414103 0
Pos. Neg. 1 9 14.06615 0.004551
Pos. Var. 1 9 76.488567 0.000011
Neg. Var. 1 9 44.083909 0.000095
Table 3.10: Max Force - Repeated Measures ANOVA Results - Right
The down direction continues the trend of each controller rejecting all null hy-
potheses about max force means being the same populations. Again, the positive
damping experienced the largest max force at 29.62 N, followed by 24.29 N in the
negative damping controller, followed by 19.54 N in the variable damping controller.
This is a 34% reduction in force on variable damping controller from the positive
damping controller, and a 20% reduction in force when comparing to the negative
damping controller.
3.3.3 Max Force Mean Comparisons - Down
Down
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 20.395018 0.000024
Pos. Neg. 1 9 9.629143 0.012659
Pos. Var. 1 9 32.4489 0.000296
Neg. Var. 1 9 16.113541 0.003045
Table 3.11: Max Force - Repeated Measures ANOVA Results - Down
40
3.3.4 Max Force Mean Comparisons - Up
Finally, the up direction agrees with the other three directions. Each controller is
statistically different in the amount of force they experience at the interaction port.
Positive damping control experiences the most force at 32.60 N, followed by negative
damping control at 26.69 N, followed by the variable damping controller at 21.09
N. The variable damping controller has a 35% reduction compared to the positive
damping controller and a 21% decrease when compared to the negative damping
controller.
Up
Group1 Group2 Group3 DFcond DFerror F p
Pos. Neg. Var 2 18 16.485401 0.000085
Pos. Neg. 1 9 5.515272 0.043414
Pos. Var. 1 9 44.594352 0.000091
Neg. Var. 1 9 11.390496 0.008192
Table 3.12: Max Force - Repeated Measures ANOVA Results - Up
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Chapter 4
CONCLUSIONS AND FUTURE WORK
This research implemented a variable damping admittance controller in a 7-DOF
robotic arm coupled with a human subjects arm at the end effector to study the
trade-off of agility and stability and aims to produce a control scheme which displays
both fast rise time and stability. Human subjects completed experiments with fixed
positive, fixed negative, and variable damping controllers to evaluate the variable
damping controllers ability to increase agility and stability. Comparisons of the two
fixed damping controllers showed as fixed damping increased, the coupled human-
robot system reacted with less overshoot at the expense of rise time, which is used
as a measure of agility. The inverse was also true; as damping became increasingly
negative, the overshoot and stability of the system was compromised, while the rise
time became faster.
Analysis of the variable damping controller demonstrated humans could extract
the benefits of the variable damping controller in its ability to increase agility in
comparison to a positive damping controller and increase stability in comparison to a
negative damping controller. In each of the four directions had a statistically signifi-
cantly faster rise time when compared to the positive damping controller, averaging
22% faster. In three of the four directions, the variable damping controller was sta-
tistically similar to the negative damping controller in terms of speed, and it was
actually faster than the negative damping controller in the fourth direction. From
this analysis, it is fair to say the variable damping controller is at least as agile as the
negative damping controller.
In the analysis of stability, it was found that the variable damping controller had
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on average 41% less overshoot than negative damping controller. There was only
one direction where the variable damping controller was statistically similar to the
positive damping controller in terms of percent overshoot. In the other three cases,
the positive damping controller had less overshoot. However, it should be noted that
the average overshoot of the variable damping controller was only 6.28%. This is
a relatively small error, which I believe could be solved with proper tuning of the
variable damping control tuning parameters kp and kn.
Last, an analysis of the user effort was done. As a measure of user effort, the means
of the max forces throughout trials were compared. In every direction, the positive
damping controller took the most force, and thus the most effort to operate. The
negative damping controller had the middle amount of user effort in each direction.
Finally, the variable damping controller took the least user effort to operate. It took
on average 36% less maximal force to operate when compared to the positive damping
controller.
As a whole, this study showed the variable damping controller to be a viable
option for human-robotic interaction. Its system response was agile in comparison to
the positively damped admittance controller, stable in comparison to the negatively
damped admittance controller, and required less effort to use than either of the fixed
damping controllers. Future work on this could include a study on optimizing the
tuning parameters. With optimization on the tuning parameters, I expect the percent
overshoot to become more statistically similar to the positive damping controller.
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APPENDIX A
SUBJECT DATA
45
A.1 Rise Time
Left Rise Time Means [ms]
Subject Positive Negative Variable
20 540.57 376.12 347.58
21 631.46 409.04 431.50
22 462.48 324.10 325.25
23 673.57 506.41 544.54
24 393.13 338.29 279.70
25 542.64 490.64 472.00
26 468.67 331.90 371.78
28 382.52 277.21 268.84
29 446.60 452.00 456.74
30 530.44 331.60 340.17
Means 507.21 383.73 383.81
Table A.1: Rise Time - Subject Means - Left
Right Rise Time Means [ms]
Subject Positive Negative Variable
20 452.71 350.17 323.12
21 563.44 432.21 384.09
22 462.48 355.54 326.61
23 613.94 582.85 480.00
24 401.13 341.65 306.32
25 545.91 422.13 490.48
26 451.35 392.39 337.65
28 365.40 360.32 309.16
29 448.95 458.36 403.09
30 506.36 393.92 346.96
Means 481.17 408.95 370.75
Table A.2: Rise Time - Subject Means - Right
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Down Rise Time Means [ms]
Subject Positive Negative Variable
20 325.04 288.54 238.26
21 380.88 318.52 309.83
22 345.88 264.35 255.04
23 569.87 390.64 428.95
24 366.92 301.28 286.80
25 416.83 343.42 349.74
26 411.65 303.06 285.79
28 241.24 232.24 215.50
29 272.04 259.32 270.39
30 401.67 249.27 242.53
Means 373.20 295.06 288.28
Table A.3: Rise Time - Subject Means - Down
Up Rise Time Means [ms]
Subject Positive Negative Variable
20 307.33 273.28 237.76
21 357.17 329.56 328.17
22 345.43 290.38 278.38
23 541.57 394.08 438.28
24 306.67 265.24 244.17
25 418.77 336.38 379.48
26 334.33 327.30 274.67
28 210.22 193.63 214.28
29 286.46 262.08 259.38
30 396.00 240.00 234.71
Means 350.40 291.19 288.93
Table A.4: Rise Time - Subject Means - Up
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A.2 Percent Overshoot
Left
Percent Overshoot Mean
Subject Positive Negative Variable
20 2.94 10.38 5.54
21 2.07 6.47 2.42
22 4.78 12.55 7.83
23 1.72 5.74 1.95
24 2.38 8.48 6.30
25 4.72 11.73 4.09
26 7.80 10.53 6.65
28 3.68 16.21 7.43
29 2.99 6.51 3.91
30 3.74 9.11 8.54
Means 3.68 9.77 5.47
Table A.5: Percent Overshoot - Subject Means - Left
Right
Percent Overshoot Mean
Subject Positive Negative Variable
20 2.75 16.98 7.02
21 1.28 5.09 6.18
22 5.04 20.32 11.16
23 0.97 3.96 3.00
24 4.09 12.70 10.42
25 2.51 15.03 3.62
26 6.57 18.62 13.75
28 5.43 6.76 2.84
29 0.58 7.89 2.82
30 10.00 10.47 5.16
Means 3.92 11.78 6.60
Table A.6: Percent Overshoot - Subject Means - Right
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Down
Percent Overshoot Mean
Subject Positive Negative Variable
20 3.50 12.32 7.62
21 2.06 7.93 4.80
22 6.81 11.88 8.49
23 1.70 5.43 1.97
24 1.63 6.25 3.39
25 2.84 10.57 5.37
26 5.75 16.97 14.88
28 3.55 10.54 6.57
29 5.99 11.52 6.24
30 5.28 25.61 13.20
Means 3.91 11.90 7.25
Table A.7: Percent Overshoot - Subject Means - Down
Up
Percent Overshoot Mean
Subject Positive Negative Variable
20 5.40 9.18 7.13
21 4.01 4.59 4.46
22 2.52 11.06 8.88
23 4.85 7.66 5.43
24 0.29 6.84 5.10
25 2.88 6.75 0.53
26 5.43 8.82 8.15
28 1.42 7.28 2.15
29 3.40 6.75 4.83
30 6.67 25.67 11.41
Means 3.68 9.46 5.81
Table A.8: Percent Overshoot - Subject Means - Up
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A.3 Max Force
Left Max Force [N]
Subject Positive Negative Variable
20 19.60 14.96 11.76
21 19.04 13.66 11.64
22 17.03 19.07 12.75
23 12.72 10.16 8.18
24 27.11 16.58 17.17
25 17.20 10.26 7.95
26 20.68 18.87 13.92
28 30.56 21.13 16.70
29 18.70 12.36 10.14
30 16.06 16.21 11.79
Mean 19.87 15.33 12.20
Table A.9: Max Force - Subject Means - Left
Right Max Force [N]
Subject Positive Negative Variable
20 19.02 15.35 12.36
21 18.67 14.70 11.27
22 17.15 17.31 11.79
23 13.59 10.54 9.14
24 23.53 17.08 16.22
25 16.96 12.04 7.82
26 24.13 18.66 15.90
28 28.66 18.61 15.87
29 18.52 12.78 9.13
30 15.11 17.42 11.56
Means 19.53 15.45 12.11
Table A.10: Max Force - Subject Means - Right
50
Down Max Force [N]
Subject Positive Negative Variable
20 29.97 21.95 20.13
21 27.41 19.74 16.66
22 26.60 27.03 18.66
23 17.00 16.54 12.32
24 31.01 21.26 21.77
25 24.27 16.51 12.89
26 30.00 25.63 25.37
28 52.92 40.05 30.70
29 34.58 26.82 18.73
30 22.39 27.36 18.17
Means 29.62 24.29 19.54
Table A.11: Max Force - Subject Means - Down
Up Max Force [N]
Subject Positive Negative Variable
20 34.79 24.07 23.17
21 32.52 19.25 17.77
22 28.34 28.39 20.33
23 17.60 15.03 12.24
24 38.12 26.65 24.62
25 26.03 17.29 14.02
26 37.65 25.18 24.44
28 54.75 48.26 34.36
29 34.09 27.59 19.03
30 22.08 35.21 20.96
Means 32.60 26.69 21.09
Table A.12: Max Force - Subject Means - Up
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APPENDIX B
HUMAN SUBJECTS RESEARCH
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B.1 Institutional Review Board
The Institutional Review Board of Arizona State University approved this study
(STUDY00010123), and the subjects provided informed, written consent prior to
participation
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