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a  = vector of coefficients 
b  = force selection vector 
c  = output sensor location vector 
A   = system matrix in state-space form 
C   = damping matrix 
f  = rate gain vector 
g  = position gain vector 
h  = observer vector 
H   = receptance 
K   = stiffness matrix 
M   = mass matrix 
s  = complex Laplace frequency 
t  = time 
τ  = time delay 
u  = control input 
zyx ,,  = state vector 
ξ  = estimated state vector 
kλ  = k
th pole 







In this thesis we start with an introduction to the theory of vibration control. We 
broadly classify the control methods into passive and active schemes. We introduce the 
problem of state feedback control and provide the classical solution in the form of Ackermann 
formula. We then identify the limitations of the classical approach and present the more 
elegant solution of partial pole assignment without spillover. We highlight the problem with 
model uncertainties and describe the method of pole assignment using data from measured 
receptances. This approach is extended for pole assignment for a linear vibrating system by 
using state feedback control delayed in time. This approach is significantly advantageous over 
various conventional state-space approaches which need to use information of M , C  and K  
matrices. Since the method relies solely on measured receptances, it negates the need to know 
M , C  and K  matrices. It is shown that for a system with n  degrees of freedom, we may 
assign n2  eigenvalues. Assigning n2  eigenvalues in a time delayed system does not necessarily 
regulate the dynamics of the system or guarantee its stability. We separate the eigenvalues into 
two groups, primary and secondary, and propose method of a posteriori analysis to ensure that 
the primary eigenvalues have been assigned. The method is demonstrated by various examples. 
For state feedback control, the control is achieved by measuring the states of the 
system and feeding them back into the system after multiplying them with appropriate control 
gain. This makes it imperative to measure all the states of the system. In practical control 
applications, all states are not accessible for measurement. We address the problem of 




introduce the theory of linear state estimation also called observer design. We identify the 
limitations of this approach and introduce the concept of state reconstruction by delayed 
action. We develop a method to reconstruct the inaccessible states by introducing delay in the 







Introduction, Literature Survey and Motivation 
Vibration can be simply referred to as mechanical oscillations about an equilibrium 
point. The mechanical oscillations can be of a particle, a body or a system of connected bodies 
which has been displaced from the position of equilibrium. The oscillations can be periodic, 
random or the combination of the two. Vibration impacts us every day in our lives. In some 
cases it is desirable while in some others it is undesirable. Vibration is desirable in applications 
like massage chairs, audio speakers, tuning fork, playing with a child on a swing and musical 
instruments like guitar and harmonica. As a matter of fact, human beings and many life forms 
can hear because of vibration of the ear drum caused by pressure waves. However, in most 
cases vibration is undesirable and causes noise, wear, stresses, discomfort and energy loss; for 
instance, vibrations in driving an automobile, using a chainsaw, hitting a baseball, reading and 
writing data to a hard disk drive, long span bridges and process equipment to name a few. 
The problem of vibration absorption has remained a challenge for scientists and 
engineers for a long time. Several methods have been proposed and developed over number of 
years which involve passive as well as active means to control vibrations.  
In a control strategy using passive elements the control is achieved by using passive 
elements like mass, spring and damper. This method is also referred to as structural 
modification. Several researchers and engineers have done significant work in the area of 
structural modification. This is primarily because, for a long time, designers have not put much 




problems have been solved after the prototype has been built which then requires structural 
modification. From Inman (1989, pp.118); design, in vibrations, “is used to denote an educated 
method of choosing and adjusting the physical parameters of a vibrating system in order to 
obtain a more favorable response”. Figure 1.1 shows a vibrating system which is being modified 
by using a spring and a damper. The values for spring and damper are chosen such that the 














 Figure 1.1: Method of structural modification for vibration control 
Baldwin and Hutton (1985) present a detailed review of various structural dynamics 




damped frequencies of the modified structure and Sestieri (2000) addresses the problem of 
determining the new response of the system after it has undergone structural modification.  
According to Den Hartog (1956), the first passive dynamic absorber invention is 
attributed to Frahm which he invented to stabilize the rocking oscillations of ships in 1911. The 
dynamic absorber can be thought of as a very simple modification designed to produce 
antiresonance at a prescribed frequency while altering the natural frequencies of the system in 
a predictable way. It is an additional mass-spring system, which is appropriately chosen to 
neutralize the steady state force acting on a particular degree of freedom.  Consider the single-
degree-of-freedom system shown in Figure 1.2(a), under the harmonic excitation of 
( ) tFtf ωsin0= .  Let this system be called the primary system.  Upon a harmonic excitation, the 
system vibrates with two frequencies, the frequency of excitation ω , and the natural frequency 
of the system 
,ppn mk=ω         (1.1) 
where subscript ‘p’ denotes the parameters associated with the primary system.  The objective 
is to eliminate the forced component of vibrations.  This is implemented by attaching additional 
single-degree-of-freedom mass-spring system, which is called the secondary system, with the 
mass sm  and the spring stiffness sk , to the primary system.  The global system is shown in 
Figure 1.2(b). 
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where the constants sp XX , , are the amplitudes of the forced component of vibration.  
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=ω          (1.7) 






X −=          (1.8) 
Hence, it is concluded that the vibratory motion of the primary mass can be eliminated 
provided that the stiffness and the mass values for the secondary mass are chosen such that 
they satisfy (1.7).  In this case the secondary mass vibrates out of phase to the external 
harmonic excitation and the spring force exactly contradicts the harmonic force, causing the 






















(b) Global system 

















(a) The global system 
 
(b) System B attached to the ground via spring k  





 Ram and Elhay (1996) considered the multi-degree-of-freedom absorber to assign nodes 
to the primary system. In Figure 1.3(a) above, consider the global system composed of System 
A, which is attached at mass pm  to System B via a single spring k . Let the natural frequencies 








sin φω        (1.9) 
is applied to each mass qm  in System A, where jqA  and jqφ  are arbitrary constants, then the 
harmonic response of the mass pm , which attaches the System A to System B, vanishes. 
 One of the most popular method of solving a structural modification problem is by 
receptance modeling. In measuring receptance, the test structure is excited through a range of 
frequencies at know amplitudes and phase.  Both the response (in this case displacement) and 
the input force are measured using various sensors. The transform of the input and the output 
signal is calculated and the frequency response function for the system is determined. The 
physical parameters are then derived from the magnitude and phase of the frequency response 
function. This method has been described in detail in Inman (1994). Ewins (2000, p. 480) 
provides a general formula for determining the receptances of a compound system using 
measured receptances from the separate components. 
 The inverse structural modification problem was first tackled by Weissenburger (1968) 
for undamped systems. This approach was extended to damped systems by Pomzal and Snyder 
(1971). The objective in an inverse structure modification problem is to determine the 




(1998 and 2001) and Mottershead and Lallment (1999) worked on assigning zeros to cancel a 
pole using the receptance modeling method. 
The benefit of passive control is that the resulting modified system is guaranteed to be 
stable because of use of passive elements and also that there is no need to determine a 
mathematical model of the system. However, there are several challenges with this approach 
which limit the applications of this method. Mottershead and Ram (2006) detail the challenges 
with this approach. The major roadblock with the development of this method is the 
measurement problems. Measurement of translational and rotational receptances requires 
great deal of high level skill as the techniques are extremely complex. Mottershead et al (2006) 
have detailed the structural modification of a helicopter tailcone. They describe several 
challenges with respect to tackling weak responses to excitation and coupling of the initial 
system responses. Also, in cases where the terms in the numerator should cancel with the 
terms in the denominator of the receptance, small measurement inaccuracies prevent that 
from happening resulting in many spurious poles in the frequency region of interest. This is why 
the method works great in simulation on a computer but fails in real application. This is where 
active control offers greater flexibility in shaping the response of a dynamic system. 
 Active control uses external active device, called an actuator, which assists in shaping 
the system response.  The actuator (e.g. a piezoelectric device, a hydraulic piston, or rack and 
pinion) is capable of applying control force to the system under consideration. The control force 
is determined based on a mathematical rule, which operates on the system response measured 
in real time by a sensor.  The mathematical rule used to apply the force from the sensor 




sensor together with the electronic circuitry that reads the sensor output and calculates 
corresponding input to the actuator is called the control system, Inman (1994, p. 283). Figure 
1.4 shows a schematic for implementing active control. 
 
 
Figure 1.4: Schematic for active control 
 
A state feedback control is most frequently used active control scheme. In this case, the 
control forces are determined by a linear combination of the state i.e. the position and the 
velocity of the various degrees-of-freedom of the system. Such a system is shown in Figure 1.5.  
However, unlike the passive control scheme, since the forces are determined purely by 




cases. In implementing active control it must be ensured that the system is controllable. The 














Figure 1.5: Method of active vibration control 
achieved by using a single control force or multiple control forces. In order to ensure stability of 
the actively controlled dynamic system, it is imperative that all the poles of the system have a 
negative real part. The phenomenon in which, while assigning the desired eigenvalues, the 
poles which are not intended to be changed, get changed such that their real part becomes 
positive, is called spillover. Wonham (1967) addressed the topic of pole assignment in multi-







assignment for multi-input time invariant linear system. Nicholas (1987) and Solak and Peng 
(1995) investigated the subject of robustness in partial pole placement. Nicosia and Tomei 
(1990) and Bittanti and Moiraghi (1994) detail robot control and vibration control in helicopter 
via active control method. Fuller and von Flotow  (1996) discuss several practical applications of 
active sound and vibration control in aircraft cabin noise, HVAC duct noise, structural 
vibrations, and noise cancellation headsets. Mottershead et al (2000) address the pole-zero 
cancellation for the case of repeated eigenvalues. Datta et al (1997, 2000), Ram (1998) and Ram 
and Elhay (2000), have discussed various topics ranging from partial pole placement and 
eigenstructure assignment for a quadratic pencil to pole placement by multi-input control and 
by state feedback control in a vibratory system. Other topics in active control like 
eigenstructure assignment and sensitivity of repeated roots have been studied by Duan (2004), 
Vessel at el (2005), Qian and Xu (2005), Holterman and deVries (2005), Duan and Yu (2006) and 
Bachelier et al (2006). 
 Active control has many benefits in terms of flexibility to allow practical implementation 
of vibration control. However it comes at a price and is also plagued by its own set of issues. 
Mottershead and Ram (2005) reviewed various active control methodologies and also explain 
these issues as below. 
1.1 Time Delay 
 In state feedback control systems, the sensors measure the state and feed the signals 
into the processor. The processor conditions the signals and processes them according to the 
control law. The resulting control signal is then fed into the actuators which implement the 




required for performing measurements and gain calculations but also by virtue of inertia 
present in the actuator. Hence, time delay is unavoidable. 
 This can be simply explained as below. For a single-degree-of-freedom undamped mass-
spring system, if time delay is accounted for, then the equation of motion for the state 
feedback controlled system takes the form 
 ( )τ−=+ tgxkxxm &&         (1.10) 
Here m , and k are mass and stiffness, g  is a position gain and τ  is the time delay. The 
characteristic equation associated with (1.10) is a quasipolynomial 
 02 =−+ −λτλλ gekm .        (1.11) 
This polynomial in (1.11) has infinite number of roots iλ over the complex field. If one, or more, 
of these roots has a positive real part then the controlled system is unstable. The problem of 
assigning the poles for the time delay system is an open problem. Olbrot (1978), Manitius and 
Olbrot (1979), Lee and Zak (1982), Rifat and Olgac (2003) and Jnifene (2007) have published 
literature by taking time delay into account in their control system models. 
1.2 Inaccessibility of Complete States for Measurements 
In most cases it is assumed that the state is completely accessible and that we can 
actually measure the position and velocity of each degree-of-freedom. In practice, most of the 
state is not accessible for measurements, and sometimes even if the entire state is accessible, it 
might expensive and undesirable to measure them. Hence the problem of state estimation is 
introduced, i.e. the problem of estimating the state of some degrees-of-freedom knowing the 




referred to as constructing an observer. The limitations of the traditional methods to solve the 
problem of linear state estimation have also been identified. Pearson and Fiagbedzi (1989), Hou 
and Muller (1992), Paraskevopoulos and Koumboulis (1992) and Darouach at el (1994) have all 
addressed the topic of observer design.  
1.3 Technological Issues 
The issues related to technology involve methods and devices for applying prescribed 
forces, and development of distributed parameter sensors. Once the required control force is 
determined we enter to the technological problem of how to apply the desired force to the 
system. Mechanical actuators involve inertia that influences the effective force applied to the 
system. Piezo-electric actuators are influenced by the dynamic of the system and hence cannot 
apply the desired force precisely. Technological developments in the area of distributed 
parameter sensor systems may circumvent some of the obstacles associated with the 
discrepancy between the dynamic behavior of the real continuous system and its discrete 
model. 
1.4 Motivation 
Recently, Ram and Mottershead (2007) Mottershead et al (2008) for the first time 
developed the methodology to use measured receptances for active vibration control. The 
intention of this work is to extend this approach by including the effects from the issues of time 
delay and state estimation for state feedback control.  
This thesis is organized as follows. Chapter 2 provides some background into the 




unstable system and sets up the stage for the need to implement state feedback control. Two 
methods for state feedback control (a) Ackermann’s method and (b) The method of partial pole 
assignment using state feedback control are then described. Chapter 3 deals with the problem 
of partial pole assignment with time delay. The assigned eigenvalues are divided into two 
groups, primary and secondary eigenvalue, and a method of a posteriori analysis is proposed to 
ensure that the primary eigenvalues have been assigned. This is to guarantee stability of the 
controlled system. The method is demonstrated by various examples. In Chapter 4 we address 
the problem of inaccessibility of all the states of a dynamic system. We introduce the theory of 
linear state estimation, also called observer design, and highlight the limitations of the 
traditional approach. The limitations identified in Chapter 4 form the basis of Chapter 5 where 
we define the problem of state reconstruction by delayed action. All findings are summarized in 







2.1 The System 
The second order equation of motion of a viscously damped n  degree of freedom vibrating 
system shown in Figure 2.1 may be written as 
0KxxCxM =++ &&& ,        (2.1) 
where, M  is mass matrix, C  is damping matrix and K is stiffness matrix. Also, nn×ℜ∈M , 
nn×ℜ∈K  and nn×ℜ∈C . M  is symmetric positive definite and C  and K  are symmetric semi-
positive definite. Vector x is the vector of displacement of the various degrees of freedom, and 
the dots denote derivatives with respect to time t .  
This equation may be solved using the method of separation of variables. Substituting 
stet vx =)( ,         (2.2) 
in (2.1) yields the quadratic eigenvalue problem of the open loop system 
 ( ) 0vKCM =++ ss2 .        (2.3) 
The n2  eigenvalues of (2.3) are denoted by { }n221 λλλ K  and are called the poles of the 
open loop system. A dynamic system may be undamped or damped. 
2.2 Undamped System 
If 0C = , then (2.3) may be reduced to a generalized eigenvalue problem 
MrKr λ= ,         (2.4) 








Figure 2.1: A vibrating system 
( ) rrKM λ=−1 .        (2.5) 
This is the standard algebraic eigenvalue problem. 
2.3 Damped System 
For the damped case, 0C ≠ , multiplying (2.1) by 1−M  yields 
0KxMxCMx =++ −− 11 &&& .       (2.6) 
This system may still be reduced to a standard algebraic eigenvalue problem by using the 
method of first order realization. This method reduces an m-order differential equation to m 
differential equations of order one. 
Define 
xy1 = , and xy2 &= .        (2.7) 
Thus,  
21 yxy == && ,         (2.8) 
and, from (2.6) 
KxMxCMxy2
11 −− −−== &&&& .       (2.9) 















y ,          (2.10) 










































& .  (2.11) 
Substituting 
 tet λvy =)( ,         (2.12) 
in (2.11) and rearranging yields the standard algebraic eigenvalue problem as 















.       (2.14) 
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B .     (2.16) 
This gives 
zBAz &= .         (2.17) 
Further, if we substitute 
 tet λvz =)( ,         (2.18) 




BvAv λ= .         (2.19) 
The below example demonstrates the determination of eigenvalues and eigenvectors of a 
















Figure 2.2: Poles of (a) undamped system (b) damped system 
Example 2.1: 









































Figure 2.3: Mass-spring-damper system 
Determine the eigenvalues of this system. 
Solution 2.1: 








































B ,     
The eigenvalues λ  can be determined by evaluating the polynomial 
















,        
or, more simply 
015.145.2
234 =++++ λλλλ .       
This polynomial is called the characteristic polynomial of the dynamic system and the roots of 







( )0.5524i - 0.1248-0.5524i + 0.1248-1.3607i - 1.1252-1.3607i + 1.1252- =Λ  
The eigenvectors may be determined by solving (19) after substituting values for eigenvalues 
λ . 







0.4784i + 0.17160.4784i - 0.17160.0440i + 0.2352-0.0440i - 0.2352-
0.1713i + 0.1011 0.1713i - 0.10110.1483i + 0.85170.1483i - 0.8517
. 
2.4 The Response of a Dynamic System 
Consider the damped vibrating system in (2.1) with n  degrees of freedom. We will now 
determine the response of this system to arbitrary initial conditions 
 0)0( xx = , and 0)0( vx =& .       (2.20) 













vx .        (2.21) 

















0 vv λ .      (2.22) 



































( )Tnaaa 221 L=a .       (2.25) 
Example 2.2: 




















)0(x& .       (2.26) 
Solution 2.2: 
















0.1094i  0.8906-0.1094i - 0.8906-0.1185i - 0.06570.1185i  0.0657
0.1074i  0.3344-0.1074i - 0.3344-0.3182i  0.3721-0.3182i - 0.3721-
0.4784i + 0.17160.4784i - 0.17160.0440i + 0.2352-0.0440i - 0.2352-
0.1713i + 0.1011 0.1713i - 0.10110.1483i + 0.85170.1483i - 0.8517
V  















0.7881i + 0.5825- 
1.0594i - 0.3132
1.0594i + 0.3132   
a . 
The free response of the system )(tx  can be obtained from (2.21) and is plotted in Figure 2.4 
for 300 ≤≤ t . 
2.5 Stability 
Stability refers to the behavior of the response of a dynamic system. If the response of a 





























Figure 2.4: Free response of the two-degree-of-freedom system. 
 
system is stable. On the contrary, if the response grows with time, then the system is 
considered unstable. The plot of response in Figure 2.4 is bounded for arbitrary initial 
conditions. Thus the system in Figure 2.3 is a stable system. 
If any eigenvalue of a dynamic system has a positive real part, i.e., 0)Re( >λ , then the 
system is unstable and its response to arbitrary initial conditions will be unbounded.  
Example 2.3: 
Consider a dynamic system with the below set of eigenvalues 












0.4557-0.75880.0192i + 0.1709-0.0192i - 0.1709-
0.1080-0.2620 0.1667i - 0.8333-0.1667i + 0.8333-
. 
Plot the free response of this system when subject to initial conditions in (2.26). 
Solution 2.3: 














110.0912i - 0.04370.0912i + 0.0437
0.23700.34530.3635i - 0.34290.3635i + 0.3429
0.4557-0.75880.0192i + 0.1709-0.0192i - 0.1709-
0.1080-0.26200.1667i - 0.8333-0.1667i + 0.8333-
V ,  
and the coefficients ia  are evaluated to be 















































a .  
The free response of this system is plotted in Figure 2.5. It is clear that the response is 
unbounded and the system is unstable. 
Several control schemes have been developed to shape the response of the open loop 
system such as in (2.1) in case where the free response of the system is unbounded when 
subject to arbitrary initial conditions. These schemes are commonly referred to as state 
feedback control. Just as the name implies, this control is achieved by measuring the states of 
the system and feeding them back into the system after multiplying them with appropriate 
control gain vectors. 
Consider a damped vibrating system with M , C , nn×ℜ∈K  as the symmetric mass, 
damping and stiffness matrices. Also consider the response of this system being modified by 
state feedback control )(tub  as shown in Figure 2.6 below.  
This system may be described as below. 
 

















(b) Closed-loop system 
Figure 2.7: Schematic of open and closed-loop vibrating systems 
where 
xgxf TTtu += &)( .        (2.28) 
Here, b  is a position vector and f , g are control gain vectors. Figure 2.7 above shows a 
schematic of an open loop and a closed-loop system. Additionally, M  is positive definite, and 
C  and K  are semi-positive definite, i.e., ,0>MrrT ,0 ≥CrrT ,0 ≥KrrT for arbitrary vector 
1×ℜ∈ nr , 0r ≠ ; 1,, ×ℜ∈ ngfb . It follows from (2.27) and (2.28) that the quadratic eigenvalue 
problem corresponding to the closed-loop system is 
 ( )( ) 0vbgKbfCM =−+−+ TTss2 .      (2.29) 
The n2  eigenvalues of (2.29) are denoted by { }n221 µµµ K  and are called the poles of the 
closed loop system. The classical pole placement problem in control is of determining the gain 
vectors f and g  which regulates the dynamic of the closed-loop system. The problem may be 




2.6 Problem: The Pole Placement Problem 
Given: M , C , K , b  and a self-conjugate set { }n221 µµµ K . 
Find: Control gain vectors f and g  such that { }n221 µµµ K  are the eigenvalues of the 
closed loop system (2.29).  
2.7 Ackermann Formula 
One classical solution to the pole placement problem defined in section 2.5 is via the 
Ackermann formula. Ackermann (1972) developed the formula to assign poles of a single input 
system 
 )(ˆˆ tubAzz +=& , zpTtu =)(ˆ        (2.30) 















































p   (2.31) 
This formula is given as 
 n
T
eΨPp 1−−= ,        (2.32) 
where ne is a unit vector with all elements 0 except the 
th
n element, which is 1, and 














n .     (2.34) 



















In structural dynamics a discrete model represents the dynamic of a continuous 
structure. To achieve reasonable accuracy the model order n  of the discrete model is usually 
large. As a result it becomes impractical to assign all poles of the system. First, it may not be 
possible to calculate all poles of the open-loop system. Assigning poles blindly, without knowing 
the location of original poles, may lead to massive control effort that could not be implemented 
in practice. Secondly, the Ackermann formula involves inversion of a controllability matrix. For 
large model order n  the controllability matrix is closed to singular. The problem becomes ill-
conditioned and the solution is inaccurate. 
The above limitation can be circumvented by regulating the dynamic of the system by 
only assigning partial poles from the entire spectrum. However, such an approach leads to a 
phenomenon known as spillover of poles. Poles that are not intended to change their location 
are affected by the control. Their relocation may destabilized the system, especially for systems 
with light damping. Balas (1982) devoted much of the discussion in his paper to the difficulties 
associated with spillover. 
Another difficulty is that with the present knowledge we are unable to build the 
damping matrix C  in a systematic manner. This issue is articulated by Crandall (1970). This 
makes using the Ackermann formula impossible since it requires the knowledge of damping 
matrix C .  
Datta et al. (1997) developed the method of partial pole assignment that eliminated the 
difficulty associated with spillover. Their method assigns only the poles that are required to be 





2.8 Partial Pole Assignment without Spillover 
Consider the following undamped system where we do pole assignment by active control. 
Let nn×ℜ∈K  and nn×ℜ∈M  be two positive definite symmetric matrices in the system 
0KxxM =+&& .         (2.36) 
Denote the eigenvalues and eigenvectors of the above system expressed in quadratic form   
 ( ) 0vMK =+ 2s ,        (2.37) 











)( vx ,        (2.38) 
where ia ’s are constant coefficients and can be evaluated from appropriate initial conditions. 
The dynamic behavior of the system can be altered by applying control forces of the form 
)(tub , where Tnbbb ),...,,( 21=b  is a constant vector indicating the position of the various 
control forces in )(tu . In other words, the control forces of the above form assign p2  
eigenvalues iµ  for np ≤≤1  and pi 2,..,2,1=  to the set { }psss 221 ,...,,  and the remaining 
spectrum { }npp sss 22212 ,...,, ++  remains unaltered. The motion of the controlled system is thus 
governed by 
 )(tubKxxM =+&& .        (2.39) 
For state feedback control we choose 
 xgTtu =)( ,         (2.40) 





 ( ) 0xbgKxM =−+ T&& .        (2.41) 
The system in (2.36) is the open loop system and the system in (2.39) is the closed-loop system. 
Multiplying (2.41) by 1−M  gives 
 ( ) 0xcgAx =−+ T&& ,        (2.42) 
where 
 KMA 1−= , and bMc 1−= .      (2.43) 
This is the standard form of the equations of motion. There are many methods for assigning the 
eigenvalues of the matrix TcgA − , e.g., Mayne and Murdoch (1970) and Miminis and Paige 
(1982). Hence, given M , K  and b , the poles of the closed loop system may be assigned using 
the above methods, in complex pairs, at prescribed points on the imaginary axis.  
A result in partial pole assignment in Datta et al. (1997), applied in solving the problem, 
is now described below. It shows that the state feedback control of the form in (2.40) assigns 
the eigenvalues of the closed-loop system in (2.41) associated with the quadratic pencil 
 ( )TbgKM −+2λ ,        (2.44) 








.2,...,21,22     ;




iµλ       (2.45) 
We illustrate this method for a damped vibrating system and the results for the undamped case 
will then be obvious.  
Consider a damped vibrating system with M , C , nn×ℜ∈K  as the symmetric mass, 
damping and stiffness matrices. Also consider the response of this system being modified by 




 )(tubKxxCxM =++ &&& ,       (2.46) 
where 
xgxf TTtu += &)( .        (2.47) 
Here, b  is a position vector and f , g are control gain vectors. Additionally, M  is positive 
definite, and C  and K  are semi-positive definite, i.e., ,0>MrrT ,0 ≥CrrT ,0 ≥KrrT for 
arbitrary vector 1×ℜ∈ nr , 0r ≠ ; 1,, ×ℜ∈ ngfb . 
Denote the n2  eigenvalue and eigenvector pairs of the corresponding open-loop 
system by is  and iv , ni 2,...,2,1= .  Also, denote 
 { }nsssdiag 221 ,...,,=S  and ]|...||[ 221 nvvvV = , 
nn 2×ℜ∈V ,  (2.48) 
where the set { }nsss 221 ,...,,  is self conjugate,  i.e., the set contains both, a complex eigenvalue 
s  and its complex conjugate s . 
The state feedback control in (2.47) assigns the eigenvalues of the closed-loop system 
associated with the quadratic pencil 
 )()(2 TT bgKbfCM −+−+ λλ ,      (2.49) 








.2,...,21,22     ;




iµλ       (2.50)  
Here the set { }p221 ,...,, µµµ  is also self conjugate. 
Simply stated, the problem is, for given kiis µ,,,,, vKCM  and b , where ni 2,...,2,1= , 





 { }21 ,SSS diag= ,  
pp 22
1
×ℜ∈S ,      (2.51) 
and  
]|[ 21 VVV = , 
pn 2
1
×ℜ∈V .       (2.52) 
Note that 1S  and 1V  are closed under conjugation. It is shown in Datta et al. (1997) that if the 
gain vectors are chosen as 
 qSMVf 11= ,         (2.53) 
and 
 qKVg 1−= ,         (2.54) 






















, pk 2,...,2,1= ,    (2.55) 
the state feedback control (2.47) assigns the  2p eigenvalues { }psss 221 ,...,,  to the prescribed set 
{ }
p221 ,...,, µµµ  and the other eigenvalues in the spectrum of the open-loop system 
{ }
npp sss 22212 ,...,, ++  remain unaltered. If the open-loop system is stable, the closed-loop system 
is stable as well if the assigned poles { }p221 ,...,, µµµ  are chosen to be stable poles. If the open 
loop system is unstable, then this method may be used to replace the unstable poles with the 
stable poles to make the resulting closed-loop system stable. It should be noted that the vector 
q  is self conjugate and, hence, the gain vectors f  and g  are real. Hence, the control (2.47) may 
be applied by measuring the state x  and x& . Note that the solution to problem of pole 






In the eigenvalue set in example 3 
  ( )0.4557-0.75881.4420i - 0.9015- 1.4420i + 0.9015- ,   
replace the two real eigenvalues with the set 
 ( )3i - 0.5- 3i + 0.5-  ,        
while keeping the other two complex conjugate eigenvalues unaltered. Determine the control 
gain vectors and list the new eigenvalues and eigenvectors. Also, plot the control force )(tu  and 















































We will solve this problem with both the method described above, i.e., by using the Ackermann 
formula and by using the method of partial pole assignment without spillover. 
(a) Ackermann formula 












































 ( )3i-0.5-3i0.5-1.4420i - 0.9015- 1.4420i + 0.9015- + ,  
the coefficients iα  of the monic polynomial are 
 ( )7516.265698.199451.138030.21 . 














































































(b) Partial Pole Assignment without Spillover 
We partition { }21 ,SSS diag=  and ]|[ 21 VVV =  as below. 
( ){ }0.4557-0.75881 diag=S         





















0.0192i + 0.1709-0.0192i - 0.1709-
 0.1667i - 0.8333-0.1667i + 0.8333-
2V  






























g  . 
The new eigenvalues and eigenvectors of the closed-loop system in (48) respectively are 








0.2697i - 0.73030.2697i + 0.73030.0192i + 0.1709-0.0192i - 0.1709-
0.2633i + 0.18280.2633i - 0.1828 0.1667i - 0.8333-0.1667i + 0.8333-
. 
The plot of the control force and response of the closed-loop system for 200 ≤≤ t  is in Figure 
2.8 and Figure 2.9 respectively.   
The fact that C  is not expressed in the solution (2.53)-(2.55) does not mean that the 
partial pole placement described above is independent of C . The eigenvalue matrix Λ  and the 
eigenvector matrix V  depend on C . If C  is not given then we would not be able to calculate 
iλ  and iv , mi ,...,2,1= . However, iλ  and iv , mi ,...,2,1= , may be measured by conducting 
modal tests on the open-loop structure.  
It thus follows that both problems of spillover and unavailability of C  are circumvented 
by the above solution. By virtue of the method there will be no spillover, and Λ  and V  may be 

























Figure 2.9: Free response of the two-degree-of-freedom closed-loop system 




















































The method of partial pole assignment without spillover was generalized in Datta et al. (2002) 
to include gyroscopic forces. It has been generalized in Wang et al. (2004) to include 
aerodynamic effect. Lee and Zak (2005) analyzed the associated output feedback control.  
2.9 Summary 
We described the second order differential equations of motion of a vibrating system and 
defined the open loop system.  The response of an open loop system was shaped by using state 
feedback control which lead us to the definition of the closed loop system. We defined the 
problem of pole placement and presented the classical solution for solving the pole placement 
problem via Ackermann formula. The limitation of using the classical solution were identified 
and a more sophisticated approach which circumvents the limitations was presented in the 
partial pole assignment without spillover. Both methods were demonstrated by an example.  
In order to use the Ackermann’s formula to determine the state feedback control gain 
vectors f  and g , one requires 
• First order realization 
• Inversion of M  
•  Evaluation of the characteristic polynomial  
•  Inversion of the controllability matrix,Ψ   
•  Evaluation of P  
•  Knowledge of M , C , and K  
•  Assignment of complete set of poles 
The partial pole assignment without spillover method ensures 




•  No evaluation of the characteristic polynomial  
•  No inversion of matrices 
•  No need to know C  
•  No need to know the stable poles 
•  Partial assignment of poles 






State Feedback Control with Time Delay* 
 
In the previous chapter for state feedback control we described the method of pole placement 
without spillover. This method, while it circumvents several limitations of the classical method 
and the problem of spillover, requires accurate knowledge of both mass and stiffness matrices, 
M   and K  respectively. In structural dynamics, a discrete model represents the dynamics of a 
continuous structure. This discrete model comprising of M   and K is constructed using finite 
element methods. However, due to uncertainties in the structural parameters (i.e., rigidity and 
density) and boundary conditions these matrices do not present the dynamic of the system 
very accurately. These uncertainties may impede the performance of the control.  
 Ram and Mottershead (2007) recently developed a method of assigning poles by using 
receptances. This method does not require the knowledge of M , C  and K , since the 
receptances are the raw data gathered in the process of conducting modal tests on structures. 
Mottershead et al. (2008) described this method by a physical experiment. 
In section 1.1 we described time delay as one of the major hurdles in the development 
of control theory for structural dynamics. In this chapter we extend the approach of Ram and 
Mottershead (2007) and consider the problem of assigning eigenvalues of a linear vibratory 
system by state feedback control in the presence of time delay. It is shown that for a system 
with n  degrees of freedom we may assign n2  eigenvalues. Assigning n2  eigenvalues in a time 
delayed system does not necessary regulate the dynamic of the system or even guarantee its 
stability. We therefore separate the eigenvalues into two groups, primary and secondary           




eigenvalue, and propose a method of a posteriori analysis to ensure that the primary 
eigenvalues have been assigned. The method is demonstrated by various examples. 
3.1 Introduction 
An eigenvalue problem consists of finding the eigenvalues and eigenvectors associated 
with known system of matrices. An inverse eigenvalue problem involves determination, in full 
or in part, of system of matrices with prescribed spectra. Consequently, the pole placement 
problem in control has been classified by Chu (1998) in his review as an inverse eigenvalue 
problem. We consider here the problem of pole placement with time delay for system of 
second order differential equations. 
The system under consideration is an n  degree-of-freedom vibratory system with mass 
matrix M , damping matrix C  and stiffness matrix K . Here we require that system matrices 
are real nn × , and that M  is not singular.  
The system is regulated by state feedback control with time delay 
 ( ) ( ) ( ) ( )τ−=++ tuttt bKxxCxM &&&       (3.1) 
where 
 ( ) ( ) ( )τττ −+−=− tttu TT xgxf & .      (3.2) 
The vector x  describes the displacements of the degrees of freedom, b  describes the 
configuration of the actuators, g  and f  are the vectors of control gains, t  is the time and τ  is 
the time delay between the measurements of the state and the actuation of the control.  
As discussed in chapter 2, Datta et al. (1997) have shown that for system without time 
delay and with symmetric matrices it is possible to assign one part of the spectrum without 
altering the rest of it, and that it can be done by knowing only the eigenpairs corresponding to 




the phenomenon of destabilization of the system by eigenvalues change in partial pole 
assignment, can be circumvented.  
The practical application of the control requires measuring the state and then actuating 
the control. In many situations complete measurement of the state is not possible and it is 
necessary to estimate the state of the degrees of freedom that are not accessible to 
measurement. These processes take time, which give the motivation to the present study.  
 Here we extend the method of receptances which was recently introduced by Ram and 
Mottershead (2007). This simplifies the problem to such an extent that it can be described by a 
linear system of equations. 
3.2 The Method 
Separation of variables applied to (3.1) yields, 
 ( ) stet zx = ,         (3.3) 
where z  is a constant vector, gives 
 ( ) ( )ττ −− +=++ tsTtsTststst eeseeses zbgzbfKzCzMz2 ,   (3.4) 
which simplifies to 
 ( ) ( )( ) 0zbgKbfCM =−+−+ −− ττ sTsT eess2 .     (3.5) 
The non-trivial solutions { }0, ≠iis z  are eigenpairs of the system (3.5). The system (3.5) defines 
the eigenvalue problem of the closed-loop system. Without the control the problem (3.5) 
reduces to 
 ( ) 0zKCM =++ ss2 ,        (3.6) 




We denote the receptance matrices associated with the open-loop and closed-loop systems by  
 ( ) ( ) 12 −++= KCMH sss ,       (3.7) 
and 
 ( ) ( ) ( )( ) 12ˆ −−− −+−+= ττ sTsT eesss bgKbfCMH .    (3.8) 
Note that ( )sĤ  is a rank-one modification of (3.7) ( )sH . Hence application of the Sherman-




















)()(ˆ .     (3.9) 
The eigenvalues of the closed-loop system are those values of s  that render )(ˆ sH  unbounded. 
It thus follows from (3.9) that the characteristic equation of the closed-loop system is 
 ( ) τsT ess =+ bHfg )( .        (3.10) 
By single-input multiple-output state feedback control with time delay we denote the following 
problem: 
Given: M , C , K , b , τ , and n2  required eigenvalues ks , nk 2,...,2,1=  
Find: The control vectors f  and g  such that the n2  given values ks  are eigenvalues of the 
closed-loop system (3.8) 
Following Ram and Mottershead (2007) we denote 
 bHr )( kk s= ,         (3.11) 


































































.       (3.12) 
The control vectors f  and g  are thus obtained by the solution of the set of nn 22 ×  linear 
equations (12).  
Example 3.1: 










































The eigenvalues of the open-loop system are 
{ }ii 6145.10947.06183.00053.0 ±−±− . 
Suppose that 01.0=τ  and that we wish to assign by the control the eigenvalues of the closed-
loop system to 
is ±−= 12,1 , 12 −=s , 23 −=s . 































































































To validate the results we evaluate  
( )( )ττ kk sTsTkkk eessD −− −+−+= bgKbfCM2det , 4,3,2,1=k , 
and find that 1410−<kD .  
If time delay is ignored in the calculations then the eigenvalues of the closed-loop system 
become 
{ }7091.10636.10179.10298.1 −−±− i , 
instead of 
{ }211 −−±− i . 
3.3 Primary and supplementary eigenvalues 
The characteristic equation of a controlled system without delay is polynomial of degree n2 , 




with exactly n2  roots, including multiplicity. Hence, for system without delay, assigning n2  
eigenvalues regulates the dynamic of the system completely. In particular the controlled system 
is stable if the n2  assigned eigenvalues has negative real part. The characteristic equation of a 
controlled system with delay, 
 ( ) sTsT eesssQ ττ −− −+−+= bgKbfCM2)( ,     (3.14) 
has generally infinite number of roots over the complex field. Hence assigning n2  eigenvalues 
in such a system does not guarantee that the dynamic of the system is under control. The 
following example demonstrates this observation. 
Example 3.2 
Consider the single-degree-of-freedom controlled system with time delay, shown in Figure 3.2. 
For this system 





Figure 3.2: Controlled system with time delay 
Suppose that we wish to assign two eigenvalues of the system to 
11 −=s , 472 −=s . 
Then, following the procedure of section 3.2 we find that the required control is 





















Figure 3.3: Characteristic equation for the system 
Graph of the characteristic equation of this system for real 2050 ≤≤− s  is shown in Figure 3.3. 
Inspection of this plot show that in addition to the roots 11 −=s  and 472 −=s  there is also an 
unstable root 1064973903 .s = .  
Over the complex field there are many additional roots, for example:  
is 2953800.735369631.555,4 ±−= , is , 128496.1381123065.6176 +−= . 
The above example demonstrates the need of conducting a posteriori analysis once the 
proposed control is determined. The main idea is to be able to distinguish between the primary 
eigenvalues and the secondary ones. Let us introduce a time delay parameter 0≥α . When 






infinitely many eigenvalues. Since the case 0=α  is the limiting situation it may be useful to 
assume that there are also in this case infinitely many eigenvalues but only n2  of them affect 
the dynamic of the system. We call these n2  eigenvalues primary and the rest secondary. The 
secondary eigenvalues do not affect the dynamic of the system when 0=α . This implies that 
for each of the secondary eigenvalue ( ) −∞→ksRe  when there is no time delay. As α  
increases continuously from 0=α  to τα =  the location of each primary eigenvalue is changed 
continuously in the complex fields. At the same time the secondary eigenvalues become finite. 
In practice it is required to assign the n2  primary eigenvalue to the chosen data. The question 
is thus: how can we distinguish between the primary and secondary eigenvalues when τα = ? 
We may approximate the primary eigenvalues as follows. Once the control vectors f  
and g  have been obtained for a particular assignment we may invoke the Taylor expansion of 
(3.1) 
 ( ) ( ) ( ) ( ) ( )( )tututtt &&&& τ−=++ bKxxCxM ,     (3.15) 
so that in light of (3.2) 
( )xgxfxgxfbKxxCxM &&&&&&& TTTT ττ −−+=++ ,     (3.16) 
or equivalently 
( ) ( ) ( ) 0xbgKxbgbfCxbfM =−++−++ TTTT &&& ττ .    (3.17) 
Using (3.3) we obtain the quadratic eigenvalue problem 
 ( ) ( ) ( )( ) 0zbgKbgbfCbfM =−++−++ TTTT ss ττ2 .   (3.18) 


















































 ( ) 0vBA =− s ,        (3.20) 
with the obvious definition of A , B  and v . The eigenvalues of (3.20) approximate the primary 
eigenvalues of time delay controlled system (3.5). 
Example 3.3 






















The eigenvalues of (3.20) are  
1062.01 =s , 9738.02 −=s  
which approximate the primary eigenvalue of the system. The problem with example 3.2 is thus 
that we assigned one primary eigenvalue 1−  and one secondary eigenvalue 47− . We also see 
that the system is unstable. 
We may refine the approximation by using higher order Taylor expansion. The second 
order approximation of (3.1) is 
 ( ) ( ) ( ) ( ) ( ) ( )( )22 tutututtt &&&&&& ττ +−=++ bKxxCxM ,    (3.21) 
which yields the cubic eigenvalue problem 
( ) ( )( ) 0zbgKbgbfCbgbfMbf =−++−+−++− TTTTTT sss ττττ 22 2223 , (3.22) 











































































 ( ) 0vBA =− s ,        (3.24) 
with the obvious definition of A , B  and v . 
Example 3.4 

































with the eigenvalues 
 1065.01 =s , 9991.02 −=s , 4720.5883 −=s  
The table below summarizes the results in Examples 3.2, 3.3 and 3.4 
Unfortunately it does not appear that the third eigenvalue 4720.5883 −=s  correlates 
well with any of the secondary eigenvalues of the problem. 
The following example demonstrates how we may regulate the dynamics of the system in 
Example 3.2. 




First order Taylor 
expansion 
Second order Taylor 
expansion 
0.10649739 0.1062 0.1065 
-1 -0.9738 -0.9991 
 
Example 3.5 




11 −=s , 32 −=s . 
We achieve this assignment with the control  
4646272.2−=f , 9553489.2=g . 
First order Taylor’s expansion approximates the primary poles as 
 s 022.11 −= , 654.22 −=s , 
which means that now the primary poles have been assigned and that the controlled system is 
stable. 
3.4 Summary 
We used the method of receptances and showed that it is possible to assign n2  
eigenvalues of vibratory system by state feedback control with time delay. Possible assignment 
depends solely on the inevitability of the left-hand-side matrix in (3.12). Since it is independent 
of the time delay we concluded that the eigenvalue assignment is possible whenever the 
corresponding system without time delay is controllable. 
In practice we usually wish to assign the primary eigenvalues since it is unlikely that the 
secondary eigenvalues will be able to destabilize the system even for a large delay. Hence, once 
the control is found we may apply the a posteriori analysis that has been proposed to ensure 
that the primary eigenvalues are indeed assigned ones. This analysis is based on Taylor series 
expansion of the control that allows approximation of the primary eigenvalues of the system. 
This approximation may be improved to desired accuracy by increasing the order of the 







For state feedback control, the control is achieved by measuring the states of the 
system and feeding them back into the system after multiplying them with appropriate control 
gain. Thus, what is needed to implement the control is the states x . In practical control 
applications however, what is available to us from the hardware is the output y  through a set 
of sensors. In order to complete the picture, therefore, we need to estimate x  given y .  This is 
termed as state estimation. 
The equations of motion of an open-loop vibrating system are given by 
0KxxCxM =++ &&& ,        (4.1) 
 where M , C  and K  are the mass, damping and stiffness matrices, respectively, x  is the 
vector of displacement of the various degrees of freedom, and dots denote derivatives with 
respect to time t . The system (4.1) has n  degrees of freedom. Hence M , C  and K  are 
matrices of dimensions nn × . Moreover, M  is symmetric positive definite and C  and K are 
symmetric nonnegative definite matrices.  
The dynamic of the open loop system may be altered by a control force vector ( )tub  
such that the motion of the controlled system is determined by 
( )tubKxxCxM =++ &&& ,       (4.2) 
where b  is a vector describing the position of the actuators and their relative amplification of 
the state feedback, 




The vectors f  and g  are constant vectors of control gains. The system in (4.2) is called the 
closed loop system. 
For the sake of clarity and simplicity, it would be useful to switch the presentation in this 
section to the first order realization of the second order vibrating system. The corresponding 
equations in the second order form are more involved and less well-known. 
The second order system (4.2)-(4.3) may be realized by a set of n2  differential equations of the 
first order. 
( )tubAxx ˆ+=& ,        (4.4) 
where 
 ( ) xf Ttu ˆ= .         (4.5) 
Note that here x  is a vector of dimension n2  and is not the same as in (4.1)-(4.3). Substituting 
(4.5) in (4.4) gives 
 ( )xfbAx Tˆˆ+=& .        (4.6) 
4.1 First Order Realization 
Let us see how we transform the second order system of dimension n  in (3.2) to first order 
system of dimension n2 .  
The system in (4.2)-(4.3) may be alternatively expressed as 
( )xgxfbMKxMxCMx TT ++−−= −−− &&&& 111 ,     (4.7) 
Define 





21 yxy == && ,         (4.9) 
and,  
xy 2 &&& = .         (4.10) 
From (4.7) we have 
( )xgxfbMKxMxCMy 2 TT ++−−= −−− &&& 111 .     (4.11) 
Substituting (4.8) in (4.11) we get 
( )11111 ygyfbMKyMCyMy 222 TT ++−−= −−−& .    (4.12) 












y ,          (4.13) 











































































































ˆ ,          (4.17) 
and 




The system in (3.15), together with (4.16)-(4.18) can thus be expressed as 
( )yfbAy Tˆˆ+=&         (4.19) 
as shown in (4.6). 
4.2 Linear State Estimation: Conventional Approach 
Suppose we have the system 
( )tubAxx ˆ+=& ,        (4.20) 
where 
 ( ) xf Ttu ˆ= .         (4.21) 
Note that here x  is a vector of dimensions n2 . It is not the same as in (4.1)-(4.3), but instead it 
is equivalent to y in (4.19). Also, nn 22 ×ℜ∈A . 
Substituting (4.21) in (4.20) gives, 
( )xfbAx Tˆˆ+=& .        (4.22) 
In the pole placement problem here it is required to determine f̂  such that the poles of the 
closed loop system are the elements of the pre-determined self-conjugate set 
 { }n221 µµµ L .        (4.23) 
As discussed before, what is needed to implement the control is the states x , and what is 
available to us, in practice, is the output y  through a set of sensors. Therefore, we need to 
estimate x  given y .   
Suppose that the measured output is  




where c  is a constant vector. Whenever the state ( )txk  of x is not measurable, the 
corresponding element kc  of c  vanishes.  
We may estimate the state x  by the vector ( )tξ  and use it in (4.21) and (4.24) instead of x . The 
applied control and the estimated output are thus, 
 ( ) ξf Ttw ˆ= ,         (4.25) 
and 
 ξcη T= .         (4.26) 
With the applied control (4.25) the dynamic of the state is governed by  
 ξfbAxx Tˆˆ+=& ,        (4.27)  
and the estimated state is simulated by 
 ( ) ( )ηyhbAξξ −++= twˆ& ,       (4.28) 
where the observer vector h  is chosen such that ThcA −  is stable in the sense that real part of 
all its eigenvalues are negative. Substituting (4.24)-( 4.26) in (4.28) gives 
 ( )ξxhcξfbAξξ −++= TTˆˆ& .       (4.29) 
Equations (4.27) and (4.29) may be written in matrix form 



























































































.       (4.34) 
Hence H  is similar to G  and shares common eigenvalues. Since H  has the lower block 
triangular form (4.33), its eigenvalues include the required n2  eigenvalues of TfbA ˆˆ+ . It 
follows from (4.32) that the dynamics of the error, 
 xξe −= ,         (4.35) 
between the state and its estimation, is governed by 
 ( )ehcAe T−=& .        (4.36) 
The error is therefore diminished with time whenever ThcA −  is stable.  
We now demonstrate the above theory with an example. 
4.3 Controller and Observer Pole Placement Illustration 
Consider system in Figure 4.1. Determine f̂ such that the poles of the closed-loop system are 
the set  
{ } { }iiiiiisss n 5533,...,, 221 −−−= . 
and determine h  such that the observer poles are 
{ } { }425.125.1211,...,, 221 −−−−+−−−+−= iiiinµµµ . 
Solution: 




























































and since there are only two sensors (on masses 2 and 3), we can only measure state of masses 






























The controller vector f̂ , is determined such that ( )TfbA ˆˆ+  is stable for the set 
{ }iiiiii 5533 −−− . 
The actual characteristic equation for this closed loop system is given by 




































































We can now choose f̂  such that the actual characteristic equation assumes the desired set 
{ }iiiiii 5533 −−− . Thus, the desired characteristic equation becomes 
( )( )( )( )( )( ) 05533 =−+−+−+ isisisisisis . 
The required values of f̂  are then obtained by matching coefficients in the two polynomials of 
the actual and desired characteristic equations. 
This method would work well for a polynomial of degree 2 or 3.  For a case like this 
however, it is difficult to analytically calculate the determinant of a 6x6 matrix. We will use the 
method of pole assignment as described in Datta et al. (1997). We have demonstrated this 
method with an example in chapter 2. 
The eigenvalues 1S  and eigenvectors 1V of the open loop system in Figure 1 are calculated to be 




















0.91640.9164 -0.1729 - 0.1729 0.1926 -0.1926 
0.84370.8437 -0.0157 0.0157 -0.15340.1534-
0.5337 0.5337 -0.24720.2472-0.1543 -0.1543
1V . 




































































































It can be verified that the eigenvalues of TfbA ˆˆ+  is the set 
{ }iiiiii 5533 −−− . 
Observer Poles: 
The observer vector h , is chosen such that ThcA −  is stable. If ThcA −  is a square matrix 




Thus, we can calculate h  by assigning the observer pole set 
{ }425.125.1211 −−−−+−−−+− iiii  
to TT chA − . This transforms the problem like the above case for controller pole assignment 
where we determined f̂  such that TfbA ˆˆ+  is stable.  
The actual characteristic equation for this closed loop system is given by 
 [ ] 0det =−− IchA µTT . 
There are many methods for assigning the eigenvalues of the matrix  TT chA − , e.g., Mayne and 
Murdoch (1970) and Miminis and Paige (1982). Here, we will make use of the Sherman-
Morrison formula since Tch  is a rank-one modification of ( )IA µ−T . 
Thus, we have 



















TTT    (4.37) 
We denote 
( ) ( ) 1−−= IAH µµ T .        (4.38) 
The characteristic equation of the closed-loop system in (4.37) is  
( ) 1=cHh µT .         (4.39) 
The problem can now be redefined as below. 
Given ( )µH , c  and a complex set { }n221 ,...,, µµµ , find h  such that ( ) 1=cHh k
T µ  for 
nk 2,...,1= . To solve this problem we denote 
( )cHr kk µ= .         (4.40) 






k , nk 2,...,1=        (4.41) 
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.         (4.43) 
By substituting the values of A , c  and { }n221 ,...,, µµµ  we obtain the matrix R as 




























































































































































































































































































































































































































It can be verified that the eigenvalues of ThcA −  is the desired set 
{ }425.125.1211 −−−−+−−−+− iiii . 
4.4 Dynamic Response of the Controlled System 

































.      (4.44) 
If ks  is a pole of (4.22) then there exists non-trivial constant vector kz  such that 
 
 ( ) tsk ket zx = .         (4.45) 
 
Substituting (4.45) in (4.22) gives 
( ) 0zIfbA =−+ kkT sˆˆ .        (4.46) 
It follows that the form (4.45) is also a suitable solution for ( )tξ , i.e., 
 ( ) tsk ket zξ = ,         (4.47) 
since substitution of (4.47) in (4.29) gives 




by virtue of (4.46). Note that (4.27) is also satisfied by (4.45) and (4.47). It thus follows that as 
required by the pole placement problem ks  is an eigenvalue of G  with corresponding 
eigenvector ( )TTkTk zz . 
Let kµ  and 0q ≠k  be an eigenpair of 
T
hcA − , i.e., 
 ( ) 0qIhcA =−− kkT µ .       (4.49) 




qxξ =− ,         (4.50) 
which implies that kµ  is an eigenvalue of G . 
4.5 Simulation of System Response 

































Since we have sensors located only on masses 2 and 3 we denote the position and velocity of 
mass 1 as α  and β  respectively. 
The dynamics of the closed-loop system and its approximation are governed by the system in 
(4.44). The matrix G  for the system in Figure 4.1 is a nn 44 × matrix and is determined as 





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































)(         (4.51) 
where ( )ii s,v  are n4 eigenpairs determined above and id , ni 4,,2,1 K=  are constant 
coefficients which can be determined using the initial conditions. However, in this case, initial 
conditions are only available for masses 2 and 3 and not for mass 1. Let us set the initial state of 
mass 1 as 5.0=α  and 7.0=β . For the estimated system, we denote the initial state of mass 1 
as ) ,( ee βα  and assume their values )0 ,0( . 
Thus, for time 0=t , we have 
( )T020110027.0115.0)0( 0 −−== zz . 
Substituting this in (4.51) and expressing it in matrix form gives 
 0zVd = ,         (4.52) 









































































































Figure 4.4: Displacement of mass 3 )(3 tx  and its estimate )(3 tξ  
Figures 4.2, 4.3 and 4.4 show plots of the displacement of mass 1, mass 2 and mass 3 and their 
respective estimates. We can make the below observations from these plots. 
(a) For mass 1: 5.0)0(1 =x  and 0)0(1 =ξ . 
)()( 11 ttx ξ≈  at sec5=t . 
(b) For mass 2: 1)0()0( 22 == ξx .  
)()( 22 ttx ξ≈  at sec5=t . 
(c) For mass 3: 1)0()0( 33 −== ξx .  
)()( 33 ttx ξ≈  at sec5=t . 
Thus the response and its estimate for mass 2 and mass 3 start being identical at 0=t , 










































Figure 4.7: Velocity of mass 3 )(3 tx&  and its estimate )(3 tξ
&  
Figures 4.5, 4.6 and 4.7 show plots of the velocity of mass 1, mass 2 and mass 3 and their 
respective estimates. We can make the below observations from these plots. 
(a) For mass 1: 7.0)0(1 =x&  and 0)0(1 =ξ
& . 
)()( 11 ttx ξ
&& ≈  at sec5.4=t . 
(b) For mass 2: 2)0()0( 22 == ξx . 
)()( 22 ttx ξ≈  at sec5.4=t . 
(c) For mass 3: 0)0()0( 33 == ξx . 
)()( 33 ttx ξ≈  at sec5.4=t . 
Thus the velocity response and its estimate for mass 2 and mass 3 start being identical at 





Figure 4.8: Control effort )(tu  and its estimate )(tw  
In Figure 4.8 we plot the control effort )(tu  and its estimate )(tw . It is obvious that the 
estimated control effort is larger than the exact control effort in the beginning as the 
estimated system drives hard to come closer to the exact system. 
Consider a car travelling from point A to point B. Assume that instead of being driven by 
a person, it is being driven by a control unit. There is an array of sensors in the car that 
provide feedback of speed, direction, steering angle and obstacles to the control unit and 
there is no sensor for the breaking force. The estimated system inside the control unit uses 
the output from the sensors and creates an estimate of the actual speed, direction, steering 
angle, obstacle and breaking force. These estimates are processed by the control unit, per 
the control law, and fed to an array of actuators which control the steering, breaking and 




Now also consider that we preprogram the car with information about the path from 
point A to point B. This system will work just fine and the car will be able to get from point A 
to point B without any problem provided that there are no obstacles. 
In an event that there is an obstacle, the car will be able to navigate around it and stay 
on the path provided, the time when the estimation error diminishes is smaller than the 
time when the system goes out of control, i.e., the car collides with the obstacle or gets off 
the path. In realistic situations however, there are disturbances which are unpredictable 
and random in nature. Reaction to such disturbances requires extremely fast response from 
the system. This in turn means that the observer poles must have very large negative real 
part. However, that usually leads to other problems such as requirement of an extremely 
large control effort, saturation and system overshoot.  
4.6 Summary 
In this chapter, we identified the problem of inaccessibility of states in order to 
implement state feedback control which lead us to defining state estimation. We then 
introduced the theory behind the traditional approach to solving the problem of state 
estimation termed as observer design. The approach was illustrated using a three-degree-
of-freedom system. The illustration helped highlight some of the limitations of the 
traditional method 
(a) The dynamic of the controlled system is governed by n4  poles of which only n2  
poles are the required ones. 




(c) It is unclear at what time the state estimation becomes effective in the sense that 
the estimation error diminishes. 
(d) When applying this method we have the extra burden of determining the observer 
poles, i.e., the poles of ThcA − . 
(e) To improve estimation the observer’s poles should have large negative real parts. 
But such a choice may increase the control effort substantially. 
These limitations motivated the development of the alternative proposed here: state 
reconstruction by delayed action which we discuss in the next chapter. 
 For the sake of clarity of exposition the presentation is based on a full order observer 
design. It should be noted that one could apply a reduced order observer as in Luenberger 






State Reconstruction by Delayed Action 
As described in chapter 4, frequently some of the degrees of freedom in the structure 
are not accessible to measurements. Many times, it is just not Hence some of the elements of 
the state ( )tx  and ( )tx&  are unknowns. The control  ( )tu  is a linear combination of the real time 
readings of the state. If the state of some of the degrees-of-freedom is unknown the control 
( )tu  cannot be determined. The traditional way to overcome this problem is to construct an 
observer that estimates the inaccessible state. This approach and its limitations were discussed 
in the previous chapter 4. 
In this chapter we propose a new approach to deal with the problem of state 
inaccessibility. We may reconstruct part of the state that is not measured by introducing 
artificial time delay as follows. If the poles of the open loop system (4.1) are semi-simple then 
the displacement takes the form 











vx ,        (5.1) 











λλ vx& ,        (5.2) 
where ka , nk 2,...,2,1= , are arbitrary constants. For the purpose of illustration suppose that 
only one half of the degrees of freedom are measured, i.e., we can measure only 




Then we may measure the state at these degrees of freedom at the time τ+t  and obtain a 
second set of data 
 ( ) ( ) ( )τττ +++ txtxtx n 221 L   and  ( ) ( ) ( )τττ +++ txtxtx n 221 &L&& .  
          (5.4) 
The n2  arbitrary constants ka  in (5.1)-(5.2) can be determined from the n2  measured data in 
(5.3)-(5.4) as demonstrated in Example 5.1 below. Knowing the coefficients ka , nk 2,...,2,1= , 
allows us to reconstruct the complete state ( ) ( ){ }tt xx &, .  
If more than one half of the degrees of freedom are accessible to measurements then 
by measuring the state at t  and τ+t  we may create form (5.1)-(5.2) more than n2  equations 
and solve for the coefficients ka  in a least squares sense.  
Similarly we may introduce a p-fold delay and measured the partial state that is 
accessible at the time instances t , pt τ+ , pt τ2+ ,…, τ+t . Hence, in principle we may 
produce as many equations as needed to solve (5.1) for the coefficients ka  and reconstruct the 
unknown state. 
Example 5.1 
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Figure 5.1: Mass-spring system 
It follows from (5.1) that  







−− +++= vvvvx , 
and from (5.2)  







−− −+−= vvvvx& .  
Suppose that only 1x  is accessible to measurements, and that the measured state of 1x  at 0=t  
and π=t  are 
( ) 101 =x , ( ) 001 =x& , ( ) 01 =πx , ( ) 11 −=πx& . 
Substituting the above equations in equations for  ( ) ( ){ }tt xx &,  we may write the four equations 































































Note that in constructing the system of equations above we have used the relations 
1
2 =± πie  and 13 −=± πie . 









































In the section below we develop a general method to reconstruct the inaccessible states using 
information from accessible states and demonstrate it by an example. 
Consider the system 
 0KxxCxM =++ &&& , nℜ∈x , n  even      (5.5) 
with initial conditions at time ,0=t  
























x& .      (5.6) 
After time ,τ=t  let 






















x τ& .      (5.7) 
Here 1,0  ,, 2/ =ℜ∈ inii γα . Since, only part of the degrees of freedom is accessible to 
measurements 1,0  ,, =iii δβ  are unknown.  
5.1 Problem Definition 
We can formally define the problem as  
Given: KCM  , , , ii γα  , ,τ , 1 ,0=i , in (5.5)-(5.7). 
Determine: 00  and δβ . 
The response (for semi-simple eigenvalues) of the system in (5.5) can be given by 














where is  and iv  are the eigenvalue and eigenvectors of the quadratic pencil 
 ( )KCMP ++= sss 2)( ,       (5.9) 
and ia  are arbitrary constants. Thus, 
 0)( =iis vP .         (5.10) 
For 0=t , we may write (5.8) in the form 
 aVα 10 = ,         (5.11) 
 SaVγ 10 = ,         (5.12) 
where 













= , nn 221
×ℜ∈V , and 
( )isdiag=S . 
For τ=t , we may write (5.8) in the form 
 ΘaVα 11 =          (5.13) 
 aSΘVγ 11 =          (5.14) 
where 
 ( )τisediag=Θ .        (5.15) 







































































0         (5.17) 
The extension to the case where only kn  degrees of freedom are accessible to measurements 
and the state of these degrees of freedom are measured at ( )ττ 1 ..., , ,0 −= kt , is self-
explanatory.  
Example 5.2: 
Consider the system 
 ( )τ−=++ tubKxxCxM &&& ,         




























































































































b  and 02.0=τ . 
Suppose 1010  , , , , , , , γγααbKCM  are known, find 0β  and 0δ .  
Solution: 
The generalized eigenvalue problem for the corresponding open loop system in yields the 
eigenvector and eigenvalue pairs ],[ SV , as 








0.2756i + 0.24380.2756i - 0.24380.3990i + 0.12330.3990i - 0.1233
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we have, as expected 000020 .=β , 000030 .=δ . 
5.2 The Effect of Time Delay 
To illustrate the effect of time delay on the solvability of equation (5.16) we reconsider 
Example 5.2 for variable time delay 03.00001.0 <<τ . The condition number ( )τκ  for the 
system of equation (5.16) is shown in Figure 5.2. 
Note that the time delay required for the purpose of state reconstruction is not dictated 














Figure 5.2: Condition number κ  of the system of equations (5.16) as function of time delay 
the system of equations (5.16), approach infinity. For the state to be reconstructed accurately, 
it is necessary that the time delay introduced is sufficiently high so that the dynamics of the 
system is able to change the state from t  to τ+t  to such extent which is well above the 
existing level of noise and calculations round-off errors. 
On the other hand large delay will allows the unavoidable perturbations in the system to 
accumulate. Moreover, the characteristic equation associated with the eigenvalue problem 
(3.1) is a quasi-polynomial. It has n2  dominant poles and an infinite number of non-dominant 
poles. For small time delay the non-dominant poles have large negative real part. With an 
excessive delay the real part of the non-dominant poles may be reduced in absolute value 
sense. As a result the dynamic caused by the non-dominant poles may interfere with the 
required dynamic of the system. This was explained in chapter 3, section 3.3. 

















Conclusions and Future Work 
6.1 Conclusions 
The objective of this thesis was to study the topic of state feedback control and expand 
it to address the various specific issues in structural dynamic control. A few of the biggest 
challenges in structural dynamic control are 
(a) very large model order 
(b) no systematic way to construct a damping matrix C  
(c) inability to determine M and K  matrices with certainty by finite element methods 
due to uncertainty regarding the appropriate values of the physical parameters of 
the system and the boundary conditions 
(d) phenomenon of spillover where some poles of the system that are not intended to 
be affected by the control relocate 
(e) inaccessibility of some states to measurement 
(f) time delay  
to name a few. We started with providing the classical solution to state feedback control in the 
form of Ackermann formula. However, there were several limitations with using this approach 
for structural dynamic control because the method required complete knowledge of M , C  and 
K and assignment of complete set of poles among other things. These limitations were 
circumvented by introducing the method of partial pole assignment without spillover by Datta 




overcame the problem of spillover and did not require assignment of all the poles, it still 
needed complete knowledge of M and K . We described the method of pole assignment using 
data from measured receptances developed by Ram and Mottershead (2007).   In chapter 3 we 
extended this method for pole assignment by using measured receptances for a dynamic 
system which is delayed in time. This makes the approach to be significantly advantageous over 
various conventional state-space approaches which need to use information of mass, damping 
and stiffness matrices. Since the method relies solely on measured receptances, it negates the 
need to determine or know M , C  and K  matrices. It is shown that for a system with n  
degrees of freedom, we may assign n2  eigenvalues. Assigning n2  eigenvalues in a time 
delayed system does not necessarily regulate the dynamics of the system or even guarantee its 
stability. We therefore separate the eigenvalues into two groups, primary and secondary 
eigenvalues, and propose a method of a posteriori analysis to ensure that the primary 
eigenvalues have been assigned. The method is demonstrated by various examples. 
For state feedback control, the control is achieved by measuring the states of the 
system and feeding them back into the system after multiplying them with appropriate control 
gain. This makes it imperative to measure all the states of the system. In practical control 
applications however, all states are not accessible for measurement. In chapter 4 we address 
the problem of inaccessibility of states making it difficult to implement the state feedback 
control. We introduce the theory of linear state estimation also called observer design. We 
identify the limitations of this traditional approach.  
(a) The dynamic of the controlled system is governed by n4  poles of which only n2  




(b) The dimensions of the problem doubles. 
(c) It is unclear at what time the state estimation becomes effective in the sense that 
the estimation error diminishes. 
(d) When applying this method we have the extra burden of determining the observer 
poles, i.e., the poles of ThcA − . 
(e) To improve estimation the observer’s poles should have large negative real parts. 
But such a choice may increase the control effort substantially. 
These limitations provide the motivation to introduce the concept of state 
reconstruction by delayed action in chapter 5. Time delay is introduced in the control scheme 
not only because of the time required to process measured data but also because of the inertia 
present in the actuators which implement the control. We develop a method to reconstruct the 
inaccessible states using information from accessible states and demonstrate the results by 
examples. 
6.2 Future Work 
The method of state feedback control and state reconstruction using delayed action 
described in this thesis has been developed for single-input-multi-output systems. Possible 
future work will involve extension of this method to include multi-input-multi-output systems. 
Another possible extension of this method can involve determination of optimal time 
delay such that the states can be reconstructed in an accurate manner without the fear of 
accumulating perturbations compromising the stability of the controlled system. 
The characteristic equation of a closed loop dynamic system is a quasi-polynomial with 
infinite roots. It has n2 dominant poles and infinite number of non-dominant poles. In chapter 4 
we proposed separating the eigenvalues into primary and secondary eigenvalues and 




assigned in turn to guarantee the stability of the system. We have said that it is unlikely that the 
secondary eigenvalues will destabilize the system and hence we do not assign them. As a part 
of future work, a more in-depth study can be conducted to see how this would affect the 
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Appendix A: Controller and Observer Design 
clear all 
n=3; 
M=diag([1 2 1]); 
C=zeros(n,n); 
E=eye(n)-diag(ones(n-1,1),1); 








    -K -C]; 
B1=[eye(n) zeros(n,n); 






% controller design 
 
for k=1:2*n, 
    p=1; 
    for kk=1:2*n, 
        if kk~=k, 
            p=p*(m(kk,1)-s(k,1))/(s(kk,1)-s(k,1)); 
        end 
    end 

























    h*c' A+b*f'-h*c']; 















grid on;xlabel('Time (sec)'); 
% legend('x_1(t)','x_1(t)_e_s_t') 
axis([0 10 -10 10]) 
 
figure;plot(t,Z(:,2),'-r',t,Z(:,8),'-.b') 
grid on;xlabel('Time (sec)'); 
% legend('x_2(t)','x_2(t)_e_s_t') 
axis([0 10 -10 10]) 
 
figure;plot(t,Z(:,3),'-r',t,Z(:,9),'-.b') 
grid on;xlabel('Time (sec)'); 
% legend('x_3(t)','x_3(t)_e_s_t') 











grid on;xlabel('Time (sec)'); 
% legend('xd_1(t)','xd_1(t)_e_s_t') 
axis([0 10 -15 15]) 
 
figure;plot(t,Z(:,5),'-r',t,Z(:,11),'-.b') 
grid on;xlabel('Time (sec)'); 
% legend('xd_2(t)','xd_2(t)_e_s_t') 
axis([0 10 -15 15]) 
 
figure;plot(t,Z(:,6),'-r',t,Z(:,12),'-.b') 
grid on;xlabel('Time (sec)'); 
% legend('xd_3(t)','xd_3(t)_e_s_t') 
axis([0 10 -15 15]) 
 





grid on;xlabel('Time (sec)'); 
% legend('u(t)','u(t)_e_s_t') 
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