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1. Introduction
We first describe the problems we are studying in this article. Let us fix an algebraically closed
field k throughout this article. Let G be a connected simply-connected semisimple group over k,
and let k[G] denote its ring of regular functions. Consider the conjugation action of G on itself, and
let J = k[G]c(G) denote the space of conjugation invariant regular functions on G. More generally,
for an algebraic representation V of G, let
J(V ) := (k[G]⊗ V )c(G) = {f : G→ V | f(gxg−1) = g · f(x), x, g ∈ G}
denote the J -module of V -valued conjugation invariant (algebraic) functions on G, where G acts
on k[G] ⊗ V diagonally. There are also similarly defined rings of invariants J0 and J+ and the
corresponding modules J0(V ) and J+(V ), when G is replaced by its asymptotic cone AsG and the
corresponding Vinberg monoid VG. Our first result is as follows.
Theorem 1.0.1. Assume that V admits a good filtration. Then the module J(V ) (resp. J+(V ),
resp. J0(V )) is finite free over J (resp. J+, resp. J0) of rank dimV (0), where V (0) denotes the
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zero weight space of V (with respect to a maximal torus of G). In addition, if char k = 0, there are
natural bases of J(V ), J+(V ), and J0(V ) determined by certain bases of V .
We refer to § 4.4 for detailed discussions regarding to the last statement. This theorem resembles
the classical result of Kostant ([Ko63]): Assume char k = 0, and let g be the Lie algebra of G. Then
(k[g]⊗V )G is a graded free k[g]G-module with a basis given by harmonic polynomials. Recall that
the study of (k[g] ⊗ V )G leads to a natural filtration on the weight spaces (the Kostant–Brylinski
filtration), which can be studied either via the geometry of the flag variety (as in [Br89]) or via the
geometric Satake correspondence (as in [Gi95]). Likewise, our proof of the above theorem leads
us to define a multi-filtration on the weight spaces (see § 3.3), which can also be studied either
via the geometry of the flag variety (§ 3.4) or via the geometric Satake correspondence (§ 3.5). In
particular, we obtain a multivariable analogue of the weight multiplicity Pµ,ν(q) of a representation
(see Remark 3.3.3). Note that Kostant’s theorem has a very simple proof ([BL96]). It would be
interesting to see whether there is a similar argument in the group case (at least when char k = 0).
Note that finite freeness of J(V ) over J was previously known to Richardson (see [Ric79])
when char k = 0 and Donkin (see [Do88b] and the appendix) in positive characteristic, under the
same assumption on V , but by a different method1.
Now let V ∗ be the dual representation of V , which is also assumed to admit a good filtration.
Then there is a natural J -bilinear pairing
(1.0.1) J(V )⊗ J(V ∗)→ J
induced by pairing V -valued functions with V ∗-valued functions. One can show that this pairing is
a certain deformation of the natural pairing between V (0) and V ∗(0) (see Remark 6.1.3 (2)). Our
main result (Theorem 6.1.2) calculates the determinant of this pairing as an element in J up to a
unit (or more precisely as a divisor on SpecJ .) We choose a maximal torus T of G. Let Φ(G,T )
denote the root system of G. For a root α of G, let eα denote the corresponding character function
on T . For a weight λ of T , let V (λ) denote the corresponding weight space. Using the classical
Chevalley isomorphism, we identify J = k[G]c(G) with the Weyl group invariant functions on T .
Theorem 1.0.2. Assume that char k > 2. Then the determinant of the pairing (1.0.1) is
c
∏
α∈Φ(G,T )
(eα − 1)ζα ,
where c is a non-zero constant and ζα =
∑
n≥1 dimV (nα).
As mentioned above, when char k = 0, it is possible to construct bases of J(V ) and J(V ∗) so
the pairing (1.0.1) can be represented by a matrix. We refer to § 6.4 for some examples where the
matrices are calculated explicitly. Our main interest in these matrices (and their determinants) lies
in the fact that under the Satake isomorphism they exactly correspond to the intersection matrices
for certain cycles on the mod p fibers of some Shimura varieties; we refer to [XZ17] for more details.
In fact, in this article, we will consider a more general situation. Assume that τ is an automor-
phism of the algebraic group G. We consider the τ -twisted conjugation action of G on itself
(1.0.2) cτ (h)(g) = hgτ(h)
−1, for g, h ∈ G.
This is equivalent to considering the usual conjugation action of G on the coset Gτ inside the
semidirect product Go〈τ〉. We can similarly define J(V ) := (k[G]⊗V )cτ (G) as the space of V -valued
functions f on G satisfying f(gxτ(g)−1) = g · f(x), x, g ∈ G, and in particular J := k[G]cτ (G).
We prove the above mentioned results for general τ (see Theorem 4.3.2 and Theorem 6.1.2 for
1For example, the method in loc. cit. requires the flatness of the Chevalley map G → G/ c(G) as an input,
whereas our approach could deduce the flatness as a corollary (see Corollary 4.3.3).
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the general statements). This generality is needed in [XZ17] for applications, but will cause some
additional complications for this article. Readers who are happy with τ = id can skip § 5 and parts
of § 4 and § 6.
We expect that results in this article can be generalized to the case of symmetric pairs. In
addition, by reformulating the argument purely algebraically, it is likely that they also extend to
quantum groups.
We briefly describe the remaining parts of the note. In § 2, we discuss multi-filtered vector
spaces and the corresponding Rees construction in some generality. Unlike the classical situation,
the dimension of the associated graded vector space might be larger than the dimension of the
original vector space. Whether the two dimensions are equal is a subtle question and is closely
related to the flatness of certain Rees modules. We give some sufficient conditions for the equality,
which might be of independent interest.
In § 3.1, we define the canonical filtration on a G-representations and study the associated Rees
modules. We apply these discussions to the Vinberg monoid in § 3.2.
In § 5, we discuss twisted conjugacy classes of G for the action (1.0.2). In particular, we
discuss the notion of τ -regular conjugacy class, and study the (twisted) Chevalley map and the
Grothendieck–Springer resolution, generalizing some well-known results for τ = id.
In § 6.3, we study J(V ⊗V ∗). It is naturally the space of endomorphisms of a vector bundle V˜
on the quotient stack [G/cτ (G)] for the τ -twisted conjugation action of G on itself, and therefore
is a J -algebra. This is non-commutative in general. But we will study a commutative subalgebra
generated by a “tautological” element in γtaut ∈ J(V ⊗ V ∗).
Acknowledgments. Some of the work was finished when both authors visited Beijing Inter-
national Center of Mathematical Research, we thank the staff members for the hospitality. We
thank Xuhua He, George Lusztig, and Jun Yu for useful discussions, Stephen Donkin for useful
comments and the referee for carefully reading the early version of this article.
Notations and conventions. Throughout the note, let k denote an algebraically closed field.
By a variety over k, we mean a separated, integral scheme of finite type over k. If X is an affine
algebraic variety over k, let k[X] denote the ring of regular functions on X. If X is an algebraic
stack of finite presentation over k, let Coh(X) denote the category of coherent sheaves on X.
For an algebraic group H, let BH = [Spec k/H] denote the classifying stack. We identify
Coh(BH) with the category Repf (H) of finite dimensional representations of H, and use them
interchangeably. In particular, the trivial representation, sometimes denoted by 1 corresponds to
the structure sheaf of BH. If X is an H-space and V is an H-representation, let V[X/H] := X×H V
be the locally free sheaf on [X/H] via the usual associated construction. Alternatively, it is the
pullback of V (as coherent sheaf on BH) along the natural projection [X/H]→ BH.
For a reductive group H acting on an affine variety X over k, we write X//H := Spec k[X]H
for the GIT quotient. There is a natural morphism of stacks [X/H]→ X//H.
The ind-completion Rep(H) of Repf (H) is the category of algebraic representations of H. If
H1 ⊂ H is a closed subgroup, and V an H1-representation, let
indHH1 V := (k[H]⊗ V )H1 = Γ(H/H1, VH/H1)
be the induced H-representation. It is the right adjoint of the restriction functor ResHH1 from H-
representations to H1-representations. If no confusion will likely arise, for an H-representation V ,
we write V for ResHH1V for simplicity.
For an algebraic group H, let Dist(H) denote the Hopf algebra of invariant distributions on H.
Sometimes, Dist(H) is also called the hyperalgebra of H.
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Let X be a set (or scheme) with an automorphism τ . We denote by Xτ the subset (subscheme)
of fixed points. If X is an abelian group, let Xτ denote its group of coinvariants.
Throughout this note, N stands for the set of nonnegative integers.
2. Filtered vector spaces and Rees modules
2.1. Filtered vector spaces. We need to first discuss (multi)-filtered vector spaces and
(multi)-graded modules. It seems best to start with the following setup. Let (S,≤) be a par-
tially ordered set (or sometimes called a poset for simplicity). As usual, we write s1 < s2 if s1 ≤ s2
but s1 6= s2. Recall that S is called directed if for s, s′ ∈ S, there exists s′′ ∈ S such that s ≤ s′′
and s′ ≤ s′′. We say a partially ordered set poly-directed if S = unionsqiSi is a disjoint union of directed
poset Si, and if s ∈ Si and s′ ∈ Sj are incomparable if i 6= j.
Definition 2.1.1. Assume that S is poly-directed. We define an S-filtered vector space (or a
vector space with an S-filtration) to be a vector space M , equipped with a collection of subspace
{filsM, s ∈ S} such that filsM ⊂ fils′M if s ≤ s′, and that
(2.1.1) M =
⊕
Si
⋃
s∈Si
filsM.
Let VectS−fil denote the category of S-filtered vector spaces, with morphisms given by k-linear
maps preserving the filtrations. Similarly, we define an S-graded vector space to be a vector space
M equipped with a direct sum decomposition M = ⊕s∈SMs indexed by S. Let VectS−gr denote
the corresponding category. There is a natural functor
gr : VectS−fil → VectS−gr, M 7→ grSM =
⊕
s∈S
grsM, grsM = filsM
/∑
s′<s
fils′M.
In the above definition, if s is minimal in S, i.e. the set {s′ ∈ S | s′ < s} is empty, then we set∑
s′<s fils′M = 0 so grsM = filsM . If S is clear from the context, we write grM for grSM for
simplicity.
We say a nonzero element m ∈ grM is of homogeneous of degree s if m ∈ grsM . For a
homogeneous element m of degree s, a lifting of m is an element m˜ ∈ filsM whose projection to
grsM is m.
Example 2.1.2. (1) If S = N equipped with the natural order, an S-filtered vector space is
a vector space M equipped with an increasing filtration fil0M ⊂ fil1M ⊂ · · · in the usual sense
such that M = ∪s filsM . In this case, for every non-zero element m, there is a unique s such that
m ∈ filsM − fils−1M and its projection to grsM is called the symbol of m, denoted by m.
(2) Assume S = Nr with the partial order (s1, . . . , sr) ≤ (s′1, . . . , s′r) if sj ≤ s′j for every j. Let
M be a vector space equipped with r independent increasing filtrations filj0M ⊂ filj1M ⊂ · · · such
that
⋃
s fil
j
sM = M , for each j = 1, . . . , r. Then one can define an S-filtration of M as follows: for
s = (s1, . . . , sr), let filsM = ∩j filjsj M .
The partially ordered sets we encounter in this article will satisfy the following descending chain
condition
(DCC) Every descending chain s0 > s1 > · · · is finite.
It is clear that the condition (DCC) passes to subsets of a partially order subset.
The following lemma is usually referred to as the graded Nakayama lemma.
Lemma 2.1.3. Let S be a poly-directed poset satisfying (DCC). Let M be an S-filtered vector
space.
(1) If grM = 0, then M = 0.
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(2) Let {mi} be a set of homogeneous elements that span grM , and let {m˜i} be a set of liftings.
Then {m˜i} span M . In particular, dimM ≤ dim grM .
Proof. (1) Assume M 6= 0. Then there should exist some s1 ∈ S such that fils1 M 6= 0. Since
grM = 0, there should be another s2 < s1 such fils2 M 6= 0. In this way, one could produce a
descending chain s1 > s2 > · · · of infinite length. Contradiction.
(2) We may assume that S is directed. Let M˜ ⊂M be the subspace spanned by {m˜i}, and let
M ′ = M/M˜ , equipped with an S-filtration defined as filsM ′ = Im(filsM →M ′). By construction,
grSM
′ = 0. Therefore M ′ = 0 by Part (1). 
Remark 2.1.4. In the classical situation, i.e. Example 2.1.2 (1), it is always true that dim grM =
dimM . One can also show that this is the case if S is as in Example 2.1.2 (2) with r = 2. However,
the inequality dim grM ≥ dimM could be strict in general. For example, take S as in Exam-
ple 2.1.2 (2) with r = 3 and let M be a 2-dimensional vector space equipped with three filtrations
0 = filj0M ⊂ filj1M ⊂ filj2M = M , j = 1, 2, 3 such that fil11M, fil21M,fil31M are three different
lines in M . Then if we define the S-filtration on M as in Example 2.1.2 (2), the graded spaces
gr(1,2,2)M, gr(2,1,2)M, gr(2,2,1)M are all nontrivial. It then follows that dim grM = 3 > 2 = dimM .
As we shall see soon, whether dimM = dim grM is closely related to the flatness of certain
Rees module. So it would be desirable to have some criteria for the equality. Here is one which is
a direct consequence of the above lemma.
Corollary 2.1.5. Let (S,M) be as in Lemma 2.1.3. If
(*) there is a basis {mi} of grM consisting of homogeneous elements (such a basis is called a
homogeneous basis), and for each i a lifting m˜i of mi, such that {m˜i} form a basis of M ,
then dimM = dim grM .
Conversely, if dimM = dim grM < ∞, then for every homogeneous basis of grM , any set of
liftings of elements in this basis to elements in M form a basis of M .
A particular situation where the above criterion is applicable is as follows.
Lemma 2.1.6. Consider an S-filtered module M as in Example 2.1.2 (2). Assume that there
is a basis B = {mi} of M such that for each j, the corresponding symbols {mij} for the filtration
{filj} form a basis of grjM = ⊕d filjdM/ filjd−1M . Then dimM = dim grM .
Proof. For mi ∈ B, define its multidegree to be d(mi) := (d1(mi), . . . , dr(mi)) ∈ Nr such that
with respect to the jth filtration filj•M , mi ∈ filjdj(mi)M −fil
j
dj(mi)−1M . Given d = (d1, . . . , dr), let
Bd = {mi ∈ B | dj(mi) = dj}, B≤d = unionsqd′≤dBd′ .
Then it is easy to show that B≤d form a basis of fildM . Indeed, let m ∈ fildM , and write
m =
∑
aimi in terms of the basis B. If not every element in {d(mi) | ai 6= 0} is ≤ d, we can
find some 1 ≤ j ≤ r such that d′j := max{dj(mi) | ai 6= 0} > dj . Then projecting to grjd′jM gives
0 =
∑
aimi
j for the sum over those mi with dj(mi) = d
′
j . This contradicts our assumption.
It follows that the projection of elements in Bd in grdM form a basis of grdM . The lemma
follows from Corollary 2.1.5. 
We will also use of the following lemma.
Lemma 2.1.7. Let (S,M, {filsM}s∈S) be an S-filtered vector as above (in particular S is poly-
directed), and assume that S satisfies (DCC). Let S′ ⊂ S be a subset. Assume for every s ∈ S,
the set {s′ ∈ S′ | s ≤ s′} is nonempty and has a unique least element, denoted by sh. Then
S′ with the induced partial order is also poly-directed, and also satisfies (DCC). In addition,
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dim grS′M ≤ dim grSM , where grS′M denotes the associated graded of M with respect to the
sub-filtration {filsM}s∈S′. In particular, if dimM = dim grSM , then dimM = dim grS′M .
Proof. The statement for S′ is clear. We prove the inequality. Then last equality follows from
it by Lemma 2.1.3.
If s ∈ S′, the s-graded piece in grSM is denote by grsM while the s-graded piece in grS′M is
denoted by gr′sM . For t ∈ S′, let St = {s ∈ S | sh = t} ⊂ S. Note that this is a partially ordered
set with the greatest element t and S = unionsqt∈S′St. We can define a filtration on gr′tM labeled by St
as fils gr
′
tM = Im(filsM → gr′tM). Note that fils gr′tM ⊂ fils′ gr′tM if s ≤ s′. Let
grsgr
′
tM = fils gr
′
tM
/ ∑
s′<s, s′∈St
fils′ gr
′
tM.
Note that St also satisfies (DCC), so by Lemma 2.1.3,
∑
s∈St dim grsgr
′
tM ≥ dim gr′tM . On the
other hand, for a fixed s ∈ St, if s′ < s and s′h 6= t, then s′h < t and therefore the image of
fils′M → gr′tM is zero. It follows that grsgr′tM is a quotient of grsM = filsM/
∑
s′<s fils′M .
Therefore, it follows that for every t ∈ S′,∑
s∈St
dim grsM ≥
∑
s∈St
dim grsgr
′
tM ≥ dim gr′tM,
giving dim grSM ≥ dim grS′M . 
2.1.8. Monoid and partially ordered set. The partially ordered sets we encounter in this paper
will mostly arise in the following way. Let Γ be a commutative monoid, and let S be a non-empty
set with a Γ-action (where multiplication and the action map will be written additively). Consider
the following condition
(Can) The only invertible element in Γ is the unit element (such a monoid is called sharp), and
the action of Γ on S is free, i.e. for s ∈ S and γ, γ′ ∈ Γ, the identity s+ γ = s+ γ′ implies
γ = γ′.
This condition in particular implies that Γ is integral, i.e. the map from Γ to its group completion
Γgp is injective. In addition, there is a well-defined partial order on S defined by s ≤ s′ if s′ = s+γ
for some γ ∈ Γ. Note that since s1 ≤ s2 and s2 ≤ s1 will imply s1 = s2, this is indeed a partial
order.
Lemma 2.1.9. The set S equipped with the above partial order is poly-directed.
Proof. The only property of this partial order we need is the following: if s ≤ s1 and s ≤ s2,
then there is s′ such that s1 ≤ s′ and s2 ≤ s′. Indeed, by definition s1 = s + γ1 and s = s + γ2.
Then we can choose s′ = s + γ1 + γ2. We show that any partially ordered set S satisfying this
property is poly-directed.
Consider the equivalence relation on S generated by the partial order. It is enough to show
that every equivalence class equipped with the induced partial order is directed. But if s, s′ are in
one equivalence class, then there exists a chain of elements s = s0, s1, . . . , sr = s
′ ∈ S such that
either si ≤ si+1 ≥ si+2 or si ≥ si+1 ≤ si+2. By replacing the second relation by si ≤ s′i+1 ≥ si+2
repeatedly, one find s′′ such that s ≤ s′′ ≥ s′. 
2.2. Rees construction. Let Γ be a commutative monoid acting on a set S. Let R = k[Γ]
be the monoid algebra. For γ ∈ Γ, the corresponding element in R is denoted by eγ . Let I1 ⊂ R
be the ideal generated by eγ − 1 for all γ ∈ Γ, and let I0 ⊂ R be the ideal spanned by eγ for all
0 6= γ ∈ Γ.
We define an S-graded R-module to be a k-vector space N with a direct sum decomposition
N = ⊕s∈SNs, such that eγNs ⊂ Ns+γ . They naturally form a category, with morphisms given
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by R-module homomorphisms preserving the grading, denoted by R−ModS−gr. There is a natural
functor
R−ModS−gr → VectS−gr, N 7→ N/I0N,
where (N/I0N)s = Ns/
∑
γ′+s′=s e
γ′Ns′ . Given a homogeneous element n ∈ N/I0N of degree s, a
homogeneous lifting of n to N is an element n˜ ∈ Ns which projects to n.
If (Γ, S) satisfies (Can), there is also a natural functor
R−ModS−gr → VectS−fil, N 7→ N/I1N,
where we define the S-filtration by fils(N/I1N) = Im(Ns → N → N/I1N). The following lemma
is another version of the graded Nakayama lemma.
Lemma 2.2.1. Let (Γ, S) be as above and assume that (Can) and (DCC) hold for (Γ, S). Let
R = k[Γ]. Let N be an S-graded R-modules.
(1) If N/I0N = 0, then N = 0.
(2) Let {ni} be a set of homogeneous elements that span N/I0N , and let {n˜i} be a set of
homogeneous liftings. Then {n˜i} generates N as an R-module.
(3) Assume that in addition, the images of {n˜i} in N/I1N form a basis of N/I1N . Then
N ∼= ⊕iRn˜i. In particular, N is a free R-module.
Proof. The proof of Part (1) and (2) is the same as the proof of Lemma 2.1.3. For Part (3),
let
∑
rin˜i = 0 be a homogeneous linear relation in N , and write ri = aie
γi . Then in N/I1N , there
is a linear relation
∑
ain˜i = 0, which implies all ai = 0. 
We continue to assume that (Γ, S) satisfies (Can). Then the functor N 7→ N/I1N as above
admits a right adjoint
VectS−fil → R−ModS−gr, M 7→ RSM =
⊕
s∈S
filsM,
where we define the multiplication eγ : filsM → fils+γM (i.e. the R-module structure) to be the
natural inclusion. The functor M → RSM sometimes is called the Rees construction and RSM
is called the Rees module. It is convenient to introduce the formal symbols es, s ∈ S and write
elements in the degree s summand in RSM as me
s for m ∈ filsM . Then the R-module structure
on RSM is given by e
γ ·mes = mes+γ .
We need some criteria of flatness of RSM over R. Note that if it is the case, then by (2.2.1)
dim grM should be equal to dimM (if both are finite). It turns out that under some mild assump-
tions on M , this condition is also sufficient. First, note that
(2.2.1) RSM/I0RSM ∼= grM, RSM/I1RSM ∼= M,
where the second isomorphism makes use of (2.1.1).
Lemma 2.2.2. Let (Γ, S,M, {filsM}s∈S) be as above and assume that Conditions (Can) and
(DCC) hold for (Γ, S). Let RSM be the corresponding Rees module. Assume that Condition (*) in
Corollary 2.1.5 holds. Then RSM is free over R with basis {m˜iesi}. In particular, if dim grM =
dimM <∞, then RSM is free over R.
Proof. This follows from Lemma 2.2.1 and (2.2.1). 
2.2.3. Rees algebra. Let (Γ, S,M, {filsM}s∈S) be as before, where (Γ, S) satisfy condition (Can).
If S itself is a commutative monoid such that the action of Γ on S is induced by a monoid ho-
momorphism f : Γ → S (the action of S on itself is the natural translation), and if M is a (not
necessarily commutative) k-algebra, then it makes sense to assume that the filtration {filsM}s∈S
satisfies the additional condition
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(Alg) k ⊂ fil0M and filsM · fils′M ⊂ fils+s′M .
In this case, RSM is naturally a (not necessarily commutative) algebra over R, with the multipli-
cation given by mes ·m′es′ = mm′es+s′ , and the map R→ RSM is given by eγ 7→ 1 · ef(γ). We call
it the Rees algebra of M .
If in addition, M has a co-algebra structure such that each filsM is a sub-coalgebra, then RSM
is also a coalgebra.
3. Filtration on representations
In this section, let G be a connected reductive group over k. We discuss the canonical filtration
on G-representations and the associated Rees modules in § 3.1, and apply discussions to the Vinberg
monoid in § 3.2. In § 3.3–3.5, we define and study a multi-filtration on the weight spaces of a
representation of G. Just as the Kostant–Brylinski filtration plays an important role in the study
of vector-valued invariant functions on g, this filtration is important for the study of vector-valued
invariant functions on the group. We will make use of the following notations and conventions
throughout this section.
We fix a maximal torus T of G, contained in a Borel subgroup B. Let U denote the unipotent
radical of B. Let Φ = Φ(G,T ) denote the root system, and ∆ ⊂ Φ the set of simple roots with
respect to B. For every α ∈ Φ, we fix an isomorphism xα : Ga ' Uα, where Uα is the root subgroup
corresponding to α. The tuple (G,B, T, {xα}α∈∆) forms a pinning of G.
The Lie algebra uα of Uα is spanned over k by Eα :=
d
dyα
(here we regard yα := x
−1
α as a
coordinate function on Uα). More generally, the algebra of invariant distributions Dist(Uα) of Uα
is spanned over k by {E(n)α , n ≥ 0}, where E(n)α (yjα) =
(
j
n
)
yj−nα . In particular, E
(n)
α (y
j
α) = 0 if
n > j. Informally, we may think E
(n)
α = Enα/n!.
Let B− be the opposite Borel with respect to (T,B) and U− its unipotent radical. Let N =
NG(T ) be the normalizer of T in G, and let W = N/T denote the (absolute) Weyl group. Let
w0 ∈ W be the longest Weyl group element. Let µ 7→ µ∗ := −w0(µ) be the involution on the
character lattice X•(T ), which preserves the set of dominant weights X•(T )+ (with respect to B).
When we regard a weight ν ∈ X•(T ) as a regular function on T , we write it as eν .
Let ZG denote the scheme-theoretic center of G. Let Tad be the adjoint torus of G, i.e. the
quotient of T by ZG. Its character lattice X•(Tad) is the subgroup of X•(T ) generated by roots.
We write X•(Tad)pos for the monoid of nonnegative integer linear combinations of simple roots in
∆. We consider the partial order  on X•(T ) induced by the action of X•(Tad)pos in the sense of
§ 2.1.8, i.e. λ1  λ2 if and only if λ2 − λ1 is a nonnegative integral linear combination of simple
roots of G.
For a root α, let Gα be the rank one subgroup of G generated by T,Uα, U−α. Let Bα = TUα
and B−α = TU−α be the pair of opposite Borel subgroups of Gα. We similarly have the partial
order α on X•(T ) induced by the action of Z≥0α. We say λ is α-dominant if 〈λ, α∨〉 ≥ 0, where
α∨ is the coroot corresponding to α. Note that if 0 α λ, then λ is α-dominant.
For a weight ν ∈ X•(T ), let kν denote the corresponding one-dimensional T -module. For a repre-
sentation V of T and ν ∈ X•(T ), we write V (ν) for the ν-weight space, so V (ν) ∼= HomT (kν , V )⊗kν .
3.1. The canonical filtration on G-modules. We first review Weyl and Schur modules.
Via inflation, the T -module kν can be regarded as a representation of B or B
−. Let
Sν := ind
G
B− kν
∼= indGB kw0(ν)
be the Schur module of highest weight ν, and let
Wν := S
∗
ν∗
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denote the Weyl module of highest weight ν. More geometrically, we write
OG/B(ν) = G×B kν , OG/B−(ν) = G×B
−
kν
to denote the line bundle on the flag variety. Then
Sν = Γ(G/B
−,O(ν)) = Γ(G/B,O(w0(ν))).
It is known that Sν = Wν = 0 unless ν is dominant.
We call a dominant weight ω ∈ X•(T )+ minuscule if all weights in Sω form a single orbit under
the action of the Weyl group W . Note that in this case, the multiplicity of each weight space is
one-dimension and Sω ∼= Wω. The set of minuscule weights is denoted by Min ⊂ X•(T )+. Note that
in our convention, the zero weight is minuscule.
Lemma 3.1.1. Let X•(T )+pos ⊂ X•(T ) be the submonoid generated by X•(Tad)pos and X•(T )+.
Then under the natural action of the monoid X•(Tad)pos,
X•(T )+pos =
⊔
ω∈Min
(
ω + X•(Tad)pos
)
.
In particular, the pair (Γ, S) = (X•(Tad)pos,X•(T )+pos) satisfies Conditions (DCC) and (Can) in
the previous section.
Proof. It is known that the set Min gives a collection of coset representatives of the quotient
X•(T )/X•(Tad) so that every λ ∈ X•(T ) can be uniquely written as λ = γλ +ωλ with γλ ∈ X•(Tad)
and ωλ ∈ Min. In addition, if λ ∈ X•(T )+, then γλ ∈ X•(Tad)pos. The lemma then clearly
follows. 
For a representation V of G, we define an X•(T )+pos-filtration on V , called the canonical filtration
of V ,2 as follows. For λ ∈ X•(T ), we denote by Vλ the maximal subrepresentation of G such that
Vλ(ν) 6= 0 implies ν  λ. Clearly, Vλ 6= 0 only if λ ∈ X•(T )+pos. Moreover, the functor V 7→ Vλ
is left exact. Therefore, we obtained the quadruple
(Γ, S,M, {filsM}s∈S) =
(
X•(Tad)pos,X•(T )+pos, V, {Vλ}λ∈X•(T )+pos
)
.
Let R = k[X•(Tad)pos], and let RX•(T )+posV be the associated Rees module, which is an X
•(T )+pos-
graded R-module. Note that the functor
G−Mod→ R−ModX•(T )+pos−gr, V 7→ RX•(T )+posV
is left exact.
There is an important class of G-modules, whose Rees module associated to the canonical
filtration is R-flat. Recall that a good filtration of a representation V of G is a filtration of V by
G-submodules (in the classical sense as in Example 2.1.2 (1)) whose associated graded are Schur
modules. We recall some important properties of this class of representations.
Theorem 3.1.2. (1) If V admits a good filtration, then its restriction to every Levi sub-
group M ⊂ G also admits a good filtration (as an M -module).
(2) The tensor product of two G-modules that admit a good filtration also admits a good fil-
tration.
(3) The following are equivalent.
• V admits a good filtration.
• Exti(Wν∗ , V ) = Hi(G, Sν ⊗ V ) = 0 for every dominant weight ν and every i > 0.
• Ext1(Wν∗ , V ) = H1(G, Sν ⊗ V ) = 0 for every dominant weight ν.
2This is closely related, but not the same as the notion of canonical filtration in [Ma90, §3]. In particular, our
definition is independent of any choice.
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(4) Regard k[G] as a G×G-bimodule via left and right translations. Then k[G] admits a good
filtration. For every dominant weight ν, Sν⊗Sν∗ appears in the composition factors of any
good filtration of k[G] exactly once.
Part (1) and (2) are due to Mathieu [Ma90] (and were already obtained earlier by Donkin
[Do85] in most cases) and (3) is due to Donkin [Do81]. Part (4) is due to Donkin [Do88a] and
independently Koppinen [Ko84]. It follows easily from Part (3) that the number of factors in the
successive quotients of a good filtration of V that are isomorphic to Sν is equal to dim HomG(Wν , V ),
and therefore is independent of the choice of the good filtration. In particular, if V is finite
dimensional
(3.1.1) dimV =
∑
ν
dim HomG(Wν , V ) · dim Sν .
The main result of this subsection is as follows.
Proposition 3.1.3. Let V be a (finite dimensional) G-module that admit a good filtration.
Then the Rees module RX•(T )+posV associated to the canonical filtration is a (finite) flat R-module.
Proof. As every G-module V that admits a good filtration is the union of finite dimensional
G-submodules Vi that admit a good filtration, and as RX•(T )+posV is the union of RX•(T )+posVi, we may
assume that V is finite dimensional. Now by Lemma 2.2.2, it suffices to show that dimV = dim grV .
But this follows from (3.1.1) and the following lemma. 
Lemma 3.1.4. Let V be a representation of G that admits a good filtration. Let λ be a weight.
(1) Both Vλ ⊂ V and V/Vλ admit good filtrations.
(2) Let V≺λ =
∑
λ′λ Vλ′ ⊂ Vλ. Then V≺λ admits a good filtration, and Vλ/V≺λ is iso-
morphic to HomG(Wλ, V )⊗ Sλ.
Proof. This is a special case of [Do85, 12.1.6]. We include a proof for completeness. (1) By
Theorem 3.1.2 (3), it is enough to show that for every dominant ν, the map
(3.1.2) HomG(Wν , V )→ HomG(Wν , V/Vλ)
is surjective. If ν  λ, then HomG(Wν , V/Vλ) = HomG(Wν , (V/Vλ)λ) = 0, since (V/Vλ)λ is
evidently zero. Assume ν 6 λ. By Frobenius reciprocity, the map (3.1.2) may be identified with
the map HomB(kν , V )→ HomB(kν , V/Vλ). Let L ⊂ V (ν) be a line, such that B acts on its image
in V/Vλ via the character B → T ν−→ Gm. Then B acts on L by the same way (as any weights
 ν does not appear in Vλ). Therefore (3.1.2) is an isomorphism in this case.
(2) The same argument as in the proof of Part (1) shows that
• both V≺λ and Vλ/V≺λ admit good filtrations; and that
• the natural map HomG(Wν , Vλ) → HomG(Wν , Vλ/V≺λ) is zero unless ν = λ, in which
case, the map is an isomorphism.
Now the isomorphism Vλ/V≺λ ∼= HomG(Wλ, V )⊗ Sλ follows by combining the isomorphisms
• Vλ/V≺λ ∼= (Vλ/V≺λ)(λ)⊗ Sλ;
• (Vλ/V≺λ)(λ) ∼= HomG(Wλ, Vλ/V≺λ) ∼= HomG(Wλ, Vλ) ∼= HomG(Wλ, V ). 
We end this subsection with the following results.
Lemma 3.1.5. Let V be a G-module that admits a good filtration, and let λ ∈ X•(T )+pos. Then
the following sequence is exact
(3.1.3) 0→ Vλ−α1−···−αr → · · · →
⊕
i<j
Vλ−αi−αj →
⊕
i
Vλ−αi → Vλ → Vλ/V≺λ → 0.
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Proof. Note that (eα1 , . . . , eαr) form a regular sequence in R generating the ideal I0 ⊂ R, and
since RX•(T )+posV is R-flat, they form a regular sequence in RX•(T )+posV . The lemma follows from
taking the λ-graded piece of the corresponding Koszul complex. 
Corollary 3.1.6. In the exact sequence (3.1.3), both the kernel and the image of
⊕
i Vλ−αi →
Vλ admit good filtrations.
Proof. By Theorem 3.1.2 (4) and Lemma 3.1.4, each term in (3.1.3) admits a good filtration.
The corollary follows from the criteria for existence of good filtrations in Theorem 3.1.2 (3). 
3.2. Vinberg monoid via the canonical filtration. We apply the previous discussion to
the G × G-modules k[G], with the G × G-module structure given by left and right translation of
G on itself. We regard a pair of weights (ν1, ν2) as a weight of T × T . Then for ν ∈ X•(T ), by
regarding k[G] as a G×G-representation, we can define
(3.2.1) filνk[G] := k[G](ν∗,ν).
Lemma 3.2.1. The above X•(T )+pos filtration {filµ k[G]}µ∈X•(T )+pos of k[G] satisfies the following
properties.
(1) filν k[G] ⊂ filν+λ k[G] if λ ∈ X•(Tad)pos.
(2) filν k[G] · filν′ k[G] ⊂ filν+ν′ k[G];
(3) Each filν k[G] is a sub-coalgebra of k[G].
(4) gr k[G] = ⊕ν∈X•(T )+Sν∗ ⊗ Sν ;
Proof. Properties (1)–(3) are clear. Property (4) follows from Theorem 3.1.2 (4) and Propo-
sition 3.1.3. 
Write T+ad = SpecR. This is a natural monoid (in fact, the affine space with coordinate function
indexed by simple roots, and equipped with coordinate multiplication), containing the adjoint torus
Tad of G as the open subset of the group of invertible elements. In particular, R has a coalgebra
structure. To avoid possible confusion of notations in later discussions, we write e¯α (instead of eα)
for the coordinate function on T+ad corresponding the simple root α. The comultiplication sends e¯
α
to e¯α ⊗ e¯α.
According to the discussion of Rees algebra in § 2.2.3, RX•(T )+posk[G] is an R-algebra, and the
map R→ RX•(T )+posk[G] is also a coalgebra homomorphism. Then
VG := SpecRX•(T )+posk[G]
is a monoid, which is usually called the Vinberg monoid (at least when G is semisimple and simply-
connected, see Remark 3.2.3 below). In addition, it is equipped with a monoid homomorphism
(3.2.2) d : VG → T+ad,
usually called the abelianization map. We pick two distinguished representatives for the open and
closed Tad-orbit on T
+
ad: 1 = (1, . . . , 1),0 = (0, . . . , 0) ∈ Ar ∼= T+ad. Then by (2.2.1),
d−1(1) ∼= Spec(k[G]) = G, d−1(0) ∼= Spec(gr k[G]) =: AsG .
The affine scheme AsG is usually called the asymptotic cone of G. We will make use of the following
basic facts.
Proposition 3.2.2. (1) Let G×ZG T be the quotient of G× T by the action of ZG given
by z · (g, t) = (zg, zt). The affine monoid VG contains the open affine scheme G ×ZG T
as the group of invertible elements, such that the abelianization map (3.2.2) extends the
natural group homomorphism G×ZG T → Tad, (g, t) 7→ (t mod ZG). In particular, there
is a natural G×G×T -action on VG, where G×G acts on VG by left and right translation
and T acts on VG by multiplication.
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(2) The map d is faithfully flat.
Proof. Part (1) is clear. Part (2) follows from Proposition 3.1.3. 
Remark 3.2.3. The original construction of the Vinberg monoid as in [Vi95] (when char k = 0)
and in [Rit01] (in general) is different. However, it is easy to see that VG is uniquely characterized
by the properties in Proposition 3.2.2 and the fact that d−1(0) = AsG. Therefore VG is indeed what
people usually call the Vinberg monoid.
Let VT be the closure of T ×ZG T ⊂ G ×ZG T in VG. The image of the X•(T )+pos-filtration on
k[G] under the map k[G]→ k[T ] defines an X•(T )+pos-filtration on k[T ] given by
(3.2.3) filνk[T ] =
⊕
λdomν
k · eλ,
where for a weight λ, λdom denotes the unique dominant element in the Weyl group orbit Wλ of
λ. Then the embedding T ×ZG T → VT is given by
k[VT ] =
⊕
(λ,ν), ν−λdom∈X•(Tad)pos
k(eλ1 ⊗ eν2) ⊂
⊕
(λ,ν), ν−λ∈X•(Tad)
k(eλ1 ⊗ eν2) = k[T ×ZG T ],
where eµi are the corresponding character functions on the ith factor of T ×ZG T , and the map
VT → T+ad is given by e¯λ 7→ 1⊗ eλ2 for λ ∈ X•(Tad)pos.
3.3. The filtration on the weight spaces. To prepare our study of vector-valued conjuga-
tion invariant functions JG(V ), we need to introduce a different filtration on each weight space of
a representation V of G. This is not directly related to the filtration we discussed in the previous
subsections. Fix a simple root α of G. Let V be a representation of G and let ν be a weight of T .
Define a filtration on V (ν) as follows
(3.3.1) filαi V (ν) := V (ν) ∩ (ResGGαV )αν+iα.
There are two equivalent descriptions of the filtration. First, we claim that
(3.3.2) filαi V (ν) = ker
(⊕
j≥1
E(i+j)α : V (ν)→
⊕
j≥1
V (ν + (i+ j)α)
)
,
Indeed, let v be a vector in the right hand side of (3.3.2). Then Dist(Gα)v is a Gα-module whose
weights α ν + iα. Conversely, if v ∈ V (ν) ∩ Vαν+iα, then clearly E(i+j)α v = 0 for every j ≥ 1.
The claim follows.
In addition, recall that if V is a finite dimensional representation of Gα whose weights α λ,
then all of its weights α sα(λ). It follows that we can also define the filtration as
(3.3.3) filαi V (ν) = ker
(⊕
j≥1
F (〈ν,α
∨〉+i+j)
α : V (ν)→
⊕
j≥1
V
(
ν − (〈ν, α∨〉+ i+ j)α)).
Next we define the multi-filtration we need. Let Tsc denote the preimage of T in the simply-
connected cover Gsc of G, and Γ = S = X•(Tsc)+ be the monoid of dominant weights, which acts
on itself by translations. We identify
(3.3.4) X•(Tsc)+ ∼= N∆, µ 7→ (〈µ, α∨〉)α∈∆.
Under this identification, the partial order on X•(Tsc)+ induced by the translation action (as in
§ 2.1.8) is just the standard partial order on N∆, as in Example 2.1.2 (2). (Note that this is different
from the restriction to X•(Tsc)+ of partial order  on X•(Tsc) induced by the action of X•(Tad)pos.)
We define an X•(Tsc)+-filtration on V (ν) as in Example 2.1.2 (2), i.e.
filλ V (ν) =
⋂
α∈∆
filα〈λ,α∨〉 V (ν).
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We obtain a quadruple (Γ, S,M, {filsM}s∈S) =
(
X•(Tsc)+,X•(Tsc)+, V (ν), {filλ V (ν)}λ∈X•(Tsc)+
)
.
The main result of this section is
Theorem 3.3.1. Assume that V admits a good filtration, then dim grV (ν) = dimV (ν).
We prove this theorem here, assuming two ingredients that will be established in § 3.4–§ 3.5.
Proof. We first reduce to the case when V is a Schur module. Indeed, suppose we have a
short exact sequence of G-modules
0→ V ′ → V → V ′′ → 0.
We deduce easily from (3.3.2) or (3.3.3) an exact sequence 0 → filλV ′(ν) → filλV (ν) → filλV ′′(ν).
In addition, if V ′ admits a good filtration, by Theorem 3.1.2 and Proposition 3.4.1 below, this
sequence is also exact on the right.
It follows that it is enough to prove the theorem for a Schur module V . In this case, by
Lemma 2.1.6, it is a consequence of the following proposition. 
Proposition 3.3.2. Let V be a Schur module. Then there exists a basis {vj} of V (ν) such that
for every simple root α, the corresponding symbols {vj} for the filtration filα form a basis of the
associated graded grαV (ν) = ⊕i filαi V (ν)/ filαi−1 V (ν).
There are several ways to construct such a basis. For example, the canonical basis constructed
by Lusztig and Kashiwara, or the semi-canonical basis constructed by Lusztig satisfies the required
properties in the proposition (see [Lu00, Theorem 3.1 and Corollary 3.9]). At the end of § 3.5, we
will give an alternative construction of a basis with the needed properties using the MV basis from
the geometric Satake correspondence.3
Remark 3.3.3. For µ, ν ∈ X•(T ) with µ dominant, we define
Pµ,ν(q) :=
∑
λ∈X•(Tsc)+
dim grλSµ(ν)q
λ ∈ Z[X•(Tsc)+]
as an element in the monoid algebra for X•(Tsc)+. (Here we use qλ instead of eλ to denote the
element in Z[X•(Tsc)+] corresponding to λ.) If we identify X•(Tsc)+ with Nl as above, it becomes
to a polynomial of l-variables
Pµ,ν(q1, . . . , ql) =
∑
dim gr(s1,...,sl)Sµ(ν)q
s1
1 · · · qsll .
Then Theorem 3.3.1 implies that Pµ,ν(1) = dim Sµ(ν). This may be viewed as a multivariable
analogue of the Lusztig–Kato polynomials (which give the q-analogue of the weight multiplicities
[Lu83]).
3.4. The filtration via Borel–Weil. We will explain how to obtain the filtration defined in
§ 3.3 using the geometry of flag varieties.
Recall that by Frobenius reciprocity, there is a canonical morphism of B−-modules Sµ → kµ,
and a canonical morphism of B-modules Sµ → kw0(µ).
Let µ, ν be two dominant weights. Let V be a representation of G. The map Sµ∗ ⊗ Sν ⊗ V →
k−µ ⊗ kν ⊗ V induces a natural map
`µ,ν : (Sµ∗ ⊗ Sν ⊗ V )G → (k−µ ⊗ kν ⊗ V )T ∼= V (µ− ν).
3This is the set of basis we use in [XZ17]. On the other hand, it is expected that the MV basis coincide with
the semi-canonical basis. We thank Lusztig for pointing this out.
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Note that the collection of the maps {`µ,ν} has the following property. For a dominant weight
η, there is a canonical G-equivariant map in HomG(Wη, Sη), which gives a G-invariant element
ση ∈ Sη∗ ⊗ Sη. Multiplying by ση induces
(Sµ∗ ⊗ Sν ⊗ V )G → (Sµ∗+η∗ ⊗ Sν+η ⊗ V )G.
We denote this map still by ση. Then it is clear that
(3.4.1) `µ+η,ν+η ◦ ση = `µ,ν .
This subsection is devoted to proving the following.
Proposition 3.4.1. The map `µ,ν above induces an isomorphism
(Sµ∗ ⊗ Sν ⊗ V )G ∼= filν V (µ− ν) ⊂ V (µ− ν).
Here by abuse of notations, the image of ν under the map X•(T )→ X•(Tsc) is still denoted by ν.
We will later in § 3.4.4 deduce this proposition from the following natural exact sequence of
B-modules
(3.4.2) 0→ Sν → indBT kν →
⊕
α
indBBα M
α
sα(ν)−α.
Here, for a weight λ ∈ X•(T ),
Mαλ := Dist(Gα)⊗Dist(Bα) kλ
is the restricted Verma module of Gα of highest weight λ. The sequence (3.4.2) is in fact the first
two terms of the (restricted) dual BGG complex. Since this sequence in the above form (and in
characteristic p > 0) might be not familiar to some readers, we give a self-contained construction.
3.4.2. Case of SL2. First, we review some facts about representations of G = SL2. Let B (resp.
B−) be the subgroup of upper (resp. lower) triangular matrices in SL2, and let T = B ∩B− ∼= Gm
be the group of diagonal matrices. We identify G/B− = P1 in the way such that
• j : A1 → P1 corresponds to the open B-orbit and i : {∞} → P1 corresponds to the closed
B-orbit,
• 0 ∈ A1 is fixed by B−.
For n ∈ N, consider the exact sequence of sheaves
(3.4.3) 0→ O(n)→ j∗j∗O(n)→ j∗j∗O(n)/O(n)→ 0
on P1. Since the sequence is B-equivariant, we may also regard it as an exact sequence on [B\G/B−]
via descent.
We fix two nonzero sections t0 and t∞ of O(1) that vanish at 0 and ∞ respectively and view
x = t0/t∞ as a coordinate function on A1. Then
Γ(A1,O(n)) = k[x]tn∞ ∼= k[x] =: M∨n
is a (Dist(G), B)-module with highest weight n, on which e acts as ddx , h acts as n − 2x ddx and f
acts as x(n − x ddx). Note that as a Dist(G)-module, it is isomorphic to the restricted dual Verma
module, and as a B-module, it is isomorphic to the induced representation indBT kn. The subspace
Γ(P1,O(n)) ∼= {f(x) ∈ k[x] | deg f ≤ n} := Sn
is the Schur module for SL2 of highest weight n. The section of the quotient sheaf is
Γ(P1, j∗j∗O(n)/O(n)) ∼= xn+1k[x] =: M−n−2,
which as a Dist(G)-module is isomorphic to the restricted Verma module for SL2 of highest weight
−n− 2.
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For a B-module V , write V = ⊕V (j) for the weight decomposition with respect to T , then
(V ⊗ M∨n)B =
{∑
i
(−1)ie(i)v ⊗ xi | v ∈ V (−n)
} ∼= V (−n).
It follows that the following diagram is commutative with horizontal sequences exact
(3.4.4) 0 // (V ⊗ Sn)B // (V ⊗ M∨n)B //
∼=

(V ⊗ M−n−2)B

0 // (V ⊗ Sn)B // V (−n)
⊕i≥1(−1)n+ie(n+i) //⊕
i≥1 V (n+ 2i),
where the right vertical map is the inclusion (V ⊗ M−n−2)B ↪→ (V ⊗ M−n−2)T ∼=
⊕
i≥1 V (n+ 2i).
Note that the above discussions may equally apply to Gα, with n replaced by a weight ν of
T such that 〈ν, α∨〉 ≥ 0. The corresponding (Dist(Gα), Bα)-modules M∨n , Sn, and M−n−2 will be
denoted by Mα,∨ν , Sαν , and Mαsα(ν)−α, respectively.
3.4.3. General case. Recall that the B-orbits on G/B− are parameterized by the Weyl group
W . For w ∈W , let Cw denote the corresponding B-orbit through w˙ ∈ G/B−, where w˙ is any lifting
of w to NG(T ). In particular, Ce is open and isomorphic to B/T , and Csα ’s are of codimension
one, where sα is the simple reflection corresponding to the simple root α. In addition, the natural
map B ×Bα (Gα/B−α ) → G/B− is an open embedding, with the image C≤sα = Ce unionsq Csα . Let
C∆ = ∪α∈∆C≤sα be the open subset of G/B− complement to the union of B-orbits of codimension
at least two. The inclusion j : Ce → C∆ is open and the inclusion i : unionsqCα → C∆ is closed. For
simplicity, the restriction of OG/B−(ν) to C∆ is denoted by O(ν). Consider the following exact
sequence of B-equivariant quasi-coherent sheaves on C∆
(3.4.5) 0→ O(ν)→ j∗j∗O(ν)→ j∗j∗O(ν)/O(ν)→ 0.
Note that Ce ∼= B/T , and O(ν)|Ce ∼= B ×T kν . In addition, the restriction of the map j∗j∗O(ν)→
j∗j∗O(ν)/O(ν) to C≤sα is the pullback of (3.4.3) (with n replaced by ν) along the natural projection
C≤sα ∼= B ×Bα (Gα/B−α ) → [Bα\Gα/B−α ]. It follows from these observations and the previous
discussions about SL2 that (3.4.2) is obtained by taking the global sections of (3.4.5).
3.4.4. Proof of Proposition 3.4.1. We may assume that V is finite dimensional. Using Frobenius
reciprocity, we have
(Sµ∗ ⊗ Sν ⊗ V )G = HomG(Wν∗ , Sµ∗ ⊗ V ) = HomB(Wν∗ , k−µ ⊗ V ) = HomB(k, Sν ⊗ k−µ ⊗ V ).
Then by (3.4.2), there is an exact sequence
0→ HomB(k, Sν ⊗ k−µ ⊗ V )→ (kν ⊗ k−µ ⊗ V )T →
⊕
α
(Mαsα(ν)−α ⊗ k−µ ⊗ V )Bα .
It is easy to check that the resulting map (Sµ∗⊗Sν⊗V )G = HomB(k, Sν⊗k−µ⊗V )→ (kν⊗k−µ⊗V )T
is `µ,ν . In addition, using (3.4.4) and (3.3.2), we see that the kernel of the map
V (µ− ν) = (kν ⊗ k−µ ⊗ V )T → (Mαsα(ν)−α ⊗ k−µ ⊗ V )Bα
is exactly filα〈ν,α∨〉 V (µ−ν). Proposition 3.4.1 now follows from the definition of the X•(T )+-filtration
on V (µ− ν).
3.5. The filtration via geometric Satake correspondence. We give a geometric construc-
tion of the above filtrations via the geometric Satake correspondence and in particular give a proof
of Proposition 3.3.2.
We refer to [Gi95, MV07] for the geometric Satake correspondence (see also [Zhu17, BR17]
for an exposition). Let Gˆ be the Langlands dual group of G over C. Let GrGˆ = LGˆ/L
+Gˆ denote
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its affine Grassmannian over C, equipped with the analytic topology. Here for an affine variety
Z over C, let LZ (resp. L+Z) denote its loop (resp. jet) space as usual, so LZ(C) = Z(C((t)))
and L+Z(C) = Z(C[[t]]). Let PL+Gˆ(GrGˆ) be the category of L
+Gˆ-equivariant perverse sheaves on
GrGˆ, with k-coefficients as in [MV07]. It is known from loc. cit. that this is an abelian tensor
category. Recall that the geometric Satake correspondence is a natural equivalence of abelian tensor
categories
Sat : Repf (G)→ PL+Gˆ(GrGˆ),
such that its composition with hypercohomology functor H∗(GrGˆ,−) is isomorphic to the forgetful
functor from Repf (G) to the category of finite dimensional k-vector spaces. Let us also recall from
loc. cit. the dictionary between some geometry and representation theory under this equivalence.
For a weight ν ∈ X•(T ) = X•(Tˆ ), let tν denote the Tˆ -fixed point of GrGˆ corresponding to ν as
usual, i.e. it is the image of t ∈ C((t))× = LGm(C) under the map LGm ν−→ LTˆ → LGˆ→ GrGˆ.
(1) For each λ ∈ X•(T )+, let G˚rGˆ,λ denote the L+Gˆ-orbit through tλ, and GrGˆ,λ its closure.
They are 〈2ρˇ, λ〉-dimensional, where 2ρˇ is the sum of positive coroots of G. Let iλ :
GrGˆ,λ → GrGˆ denote the closed embedding and i˚λ : G˚rGˆ,λ → GrGˆ the locally closed
embedding. Let k[〈2ρˇ, λ〉] denote the constant sheaf on G˚rGˆ,λ, shifted to degree −〈2ρˇ, λ〉.
Then
Sat(Wλ) ' p H0(˚iλ)!k[〈2ρˇ, λ〉], Sat(Sλ) ' p H0(˚iλ)∗k[〈2ρˇ, λ〉].
(2) We fix a Borel subgroup Bˆ of Gˆ, and a maximal torus Tˆ ⊂ Bˆ. Let Uˆ ⊂ Bˆ denote the
unipotent radical. Let Sν be the LUˆ -orbit through t
ν . Then the functor
(3.5.1) Fν := H
〈2ρˇ,ν〉
Sν
(GrGˆ,−) : Dbc(GrGˆ, k)→ Vectk
is exact when restricted to PL+Gˆ(GrGˆ), which corresponds to the weight functor V 7→ V (ν)
under the geometric Satake correspondence.
(3) For a simple root α of G, let Pˆα be the standard parabolic subgroup whose Levi quotient
Gˆα is the Langlands dual group of Gα. There is the following diagram
GrPˆα
qα
{{
iα
""
GrGˆα GrGˆ.
The morphism iα is a locally closed embedding and hence we also regard Sν as a subscheme
of GrPˆα . The connected components of the affine Grassmannian GrGˆα are parameterized
by X•(T )/Zα. For θ ∈ X•(T )/Zα, let Grθ
Gˆα
be the corresponding component, and Grθ
Pˆα
=
q−1α (Gr
θ
Gˆα
). The restrictions of iα and qα to Gr
θ
Pˆα
are denoted by iθα and q
θ
α respectively.
Recall that 〈2ρˇ, α〉 = 〈αˇ, α〉 and therefore 〈2ρˇ− αˇ, θ〉 makes sense, which we denote by lθ.
Then there is a perverse exact functor
CTα :=
⊕
θ
(qθα)∗(i
θ
α)
![lθ] : PL+Gˆ(GrGˆ)→ PL+Gˆα(GrGˆα)
which corresponds under the geometric Satake correspondence to the restriction functor
from G-representations to Gα-representations. For a weight ν, let S
α
ν ⊂ GrGˆα be the
LUˆα-orbit through t
ν , and Fαν = H
〈αˇ,ν〉
Sαν
(GrGˆα ,−) the corresponding weight functor on
PL+Gˆα(GrGˆα). Since q
−1
α (S
α
ν ) = Sν , the proper base change theorem implies that there is
a canonical isomorphism Fν ∼= Fαν ◦ CTα, which corresponds to the natural identification
V (ν) = (ResGGαV )(ν) under the geometric Satake correspondence.
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Now we give a geometric construction of the filtration defined in § 3.3. First, we define a
filtration on Sν by open subsets
S>ν+iαν := q
−1
α (S
α
ν ∩ (GrGˆα −GrGˆα,ν+iα)).
Proposition 3.5.1. Let V be a finite dimensional representation of G. Then we have an exact
sequence
0→ filαi V (ν)→ H〈2ρˇ,ν〉Sν (GrGˆ, Sat(V ))→ H
〈2ρˇ,ν〉
S>ν+iαν
(GrGˆ,Sat(V )).
Remark 3.5.2. It will follow from the arguments in § 3.5.4 that if V is a Schur module (or
more generally V admits a good filtration), the above sequence is also surjective at the right.
Proof. For an α-dominant weight ν of G, we denote the closed embedding GrGˆα,ν → GrGˆα by
iαν , and the complementary open embedding by j
α
ν . Then for A ∈ PL+Gˆ(GrGˆ), there is the following
distinguished triangle of sheaves on GrGˆα
(iαν+iα)∗(i
α
ν+iα)
! CTα(A)→ CTα(A)→ (jαν+iα)∗(jαν+iα)∗CTα(A)→ .
Applying the functor Fαν as in (3.5.1), and noticing by the proper base change,
Fαν ((j
α
ν+iα)∗(j
α
ν+iα)
∗CTα(A)) = H〈2ρˇ,ν〉S>ν+iαν (GrGˆ,A)),
we obtain
0→ Fαν (iαν+iα)∗p H0(iαν+iα)! CTα(A)→ H〈2ρˇ,ν〉Sν (GrGˆ,A)→ H
〈2ρˇ,ν〉
S>ν+iαν
(GrGˆ,A).
The injectivity at the left follows from the fact that (jαν+iα)∗(j
α
ν+iα)
∗CTα(A) lives in perverse
cohomological degree ≥ 0 and the exactness of Fαν . Now let A = Sat(V ). To conclude the proof,
we apply the following lemma (which follows from the description of the Weyl modules under the
geometric Satake correspondence as in (1) above) and the definition of the filtration (3.3.1) to
replace Fαν (i
α
ν+iα)∗
p H0(iαν+iα)
! CTα(Sat(V )) by fil
α
i V (ν). 
Lemma 3.5.3. Let λ be a dominant weight of G. Under the geometric Satake correspondence,
the left exact functor V 7→ Vλ corresponds to (iλ)∗p H0(iλ)! : PL+Gˆ(GrGˆ)→ PL+Gˆ(GrGˆ).
3.5.4. Proof of Proposition 3.3.2. We construct the needed basis explicitly via MV cycles. Let
V be a Schur module so Sat(V ) = p H0(˚iµ)∗k[〈2ρˇ, µ〉] for some dominant weight µ of G. In this case,
the natural map p H0(˚iµ)∗k[〈2ρˇ, µ〉]→ (˚iµ)∗k[〈2ρˇ, µ〉] induces the following commutative diagram
(3.5.2)
H
〈2ρˇ,ν〉
Sν
(GrGˆ,
p H0(˚iµ)∗k[〈2ρˇ, µ〉]) −−−−→ H〈2ρˇ,ν〉S>ν+iαν (GrGˆ,
p H0(˚iµ)∗k[〈2ρˇ, µ〉])y y
H
〈2ρˇ,ν+µ〉
Sν∩G˚rGˆ,µ
(G˚rGˆ,µ, k) −−−−→ H
〈2ρˇ,ν+µ〉
S>ν+iαν ∩G˚rGˆ,µ
(G˚rGˆ,µ, k).
The two vertical arrows are isomorphisms by (the proof of) [MV07, Proposition 3.10], and therefore
we identify their sources and targets. The groups in the bottom row are canonically isomorphic to
the top Borel–Moore homology of Sν∩G˚rGˆ,µ and of S>ν+iαν ∩G˚rGˆ,µ respectively, and therefore have
a basis given by the fundamental classes of their irreducible components. Such a fundamental class
in the lower left corner maps to zero under the horizontal arrow if and only if the corresponding
irreducible component does not intersect with S>ν+iαν .
Now we take the basis of V (ν) = Fν(Sat(V )) given by the aforementioned fundamental classes
{vj} in H〈2ρˇ,ν+µ〉Sν∩G˚rGˆ,µ(G˚rGˆ,µ, k), i.e. the MV basis. The discussion above says that, for every α ∈ ∆
and every i ∈ Z≥0, those vj ’s which lie in the kernel of the top horizontal arrow of (3.5.2), or
equivalently in filαi V (ν) by Proposition 3.5.1, in fact span fil
α
i V (ν). Therefore, their symbols vj
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for the filtration filα form a basis of the associated graded grαV (ν). This concludes the proof of
Proposition 3.3.2.
4. Vector-valued twisted conjugation invariant functions
In this section, we start to study the space of vector-valued (twisted) conjugation invariant
functions on a group.
We will continue making use of the conventions and notations in § 3. In particular, we have
a pinned reductive group (G,B, T, {xα}α∈∆) over k. Let σ be an automorphism of G preserving
(B, T ), and hence the root system Φ(G,T ). We define the σ-action on the character group X•(T )
by
σ(α)(t) = α(σ−1(t)), for α ∈ X•(T ), t ∈ T.
so that σ(Uα) = Uσ(α). For a G-representation V , let σV denote the representation
G
σ−1−−→ G→ GL(V ).
We identify elements in σV with {σv | v ∈ V } and thus g(σv) = σ(σ−1(g)v) for g ∈ G. This way,
we have σSµ = Sσ(µ) and σWµ = Wσ(µ) for µ ∈ X•(T )+.
4.1. Vector-valued twisted conjugation invariant functions on a group. Let H be a
linear algebraic group over k equipped with an automorphism τ . We still denote the τ -twisted
conjugation action of H on itself (as defined in (1.0.2)) by cτ , i.e
cτ (h)(g) = hgτ(h)
−1, h, g ∈ H.
Let JH = k[H]
cτ (H) denote the space of τ -twisted conjugation invariant functions on H, i.e. those
f ∈ k[H] satisfying f(hgτ(h)−1) = f(g) for h, g ∈ H. More generally, for a representation V of H,
we will denote by
JH(V ) = (k[H]⊗ V )cτ (H)
the space of vector-valued τ -twisted conjugation invariant functions onH. Equivalently, let [H/cτ (H)]
(or sometimes [Hτ/H]) denote the quotient stack of H by the τ -twisted conjugation action of H
on itself, and let V˜ := V[H/cτ (H)] denote the corresponding vector bundle on [H/cτ (H)] (see § 1 for
the notations and conventions). Then
JH = Γ([Hτ/H],O), JH(V ) = Γ([Hτ/H], V˜ ).
Moreover, JH(V ) is naturally a JH -module.
Remark 4.1.1. Note that the spaces JH(V ) depend only on the image of τ in the outer
automorphism group Out(H) of H. Indeed, if τ2 = c(h) ◦ τ1, where c(h) : H → H, g 7→ hgh−1
is the inner automorphism of H induced by some h ∈ H, then the map H → H, x 7→ xh is an
isomorphism intertwining the action cτ1 and cτ2 , and therefore induces isomorphisms between the
spaces of vector-valued twisted conjugation invariant functions.
We discuss a few basic properties of these spaces. First, if H = H1 ×H2 and V = V1  V2 is
the exterior tensor product of two representations of H1 and H2 respectively, then clearly JH(V )
is compatible with tensor product
(4.1.1) JH(V ) = JH1(V1)⊗k JH2(V2).
Next, if K is another linear algebraic group equipped with an automorphism τ and there is a
τ -equivariant homomorphism K → H, we have a natural homomorphism
ResτV : JH(V )→ JK(V )
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by restricting (a.k.a. pulling back) of the V -valued functions on H to K; this is compatible with
the JH -module and JK-module structure through the natural restriction map Res
τ
1 : JH → JK ,
and in particular induces the map of JK-modules
ResτV ⊗ 1 : JH(V )⊗JH JK → JK(V ).
Next we discuss the compatibility of JH(V ) with tensor induction. Let H0 be a linear algebraic
group equipped with an automorphism τ0. Suppose we have an embedding 〈τ0〉 ⊂ 〈τ〉 of cyclic
groups of finite index so that τ0 = τ
d. Then we can form the tensor induction H = Ind
〈τ〉
〈τ0〉H0,
which is the group of τ0-equivariant maps from 〈τ〉 to H, where τ0 acts on 〈τ〉 by translation. In
addition, τ acts on H since it acts on 〈τ〉 by translation. Since {id, τ, . . . , τd−1} forms a set of
representatives of 〈τ〉/〈τ0〉, we may explicitly identify H with the product
∏d−1
i=0 H0, on which τ
acts by (h0, . . . , hd−1) 7→ (τ0(hd−1), h0, . . . , hd−2).
We have two natural maps from H0 to H, given by embedding i0 into the 0th factor of H and
by the diagonal embedding ∆, i.e.
i0(h) = (h, 1, . . . , 1), ∆(h) = (h, . . . , h).
It is straightforward to check that these two embeddings satisfy the following relation: for g, h ∈ H0,
cτ (∆(h))(i0(g)) = cτ (h, . . . , h)(g, 1, . . . , 1) = (hgτ0(h)
−1, hh−1, . . . , hh−1) = i0
(
cτ0(h)(g)
)
,
i.e. i0 intertwines the τ0-twisted conjugation action of H0 on the source, and the τ -twisted conju-
gation action of ∆(H0) on the target:
H0
  i0 /
cτ0
WW H
cτ
YY
H0
  ∆ / H.
From this, we naturally deduce a morphism of stacks
(4.1.2) (i0/∆) : [H0/cτ0(H0)]→ [H/cτ (H)].
If K0 ⊂ H0 is a τ0-stable subgroup, then K = Ind〈τ〉〈τ0〉K0 is a τ -stable subgroup of H, and we obtain
a commutative diagram
[K0/cτ0(K0)] −−−−→ [K/cτ (K)]y y
[H0/cτ0(H0)] −−−−→ [H/cτ (H)].
Lemma 4.1.2. (1) The morphism (i0/∆) in (4.1.2) is an isomorphism of stacks.
(2) If V is an H-module, regarded as a representation of H0 via the diagonal embedding ∆,
then we may form JH0(V ) and JK0(V ) with respect to the τ0-twisted conjugation action,
and JH(V ) and JK(V ) with respect to the τ -twisted conjugation action. Then we have a
natural commutative diagram,
JH(V )⊗JH JK
(i0/∆)∗

ResτV ⊗1 // JK(V )
(i0/∆)∗

JH0(V )⊗JH0 JK0
Res
τ0
V ⊗1 // JK0(V )
where the two vertical morphisms are isomorphisms.
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Proof. (1) The group {1}×Hd−10 is a coset representative of H/∆(H0). It is enough to show
that the following map is an isomorphism
cτ (−, i0(−)) : ({1} ×Hd−10 )×H0 −→ H = Hd0(
(h1, . . . , hd−1), g
) 7−→ cτ (1, h1, . . . , hd−1)(i0(g))
=
(
gτ0(h
−1
d−1), h1, h2h
−1
1 , . . . , hd−1h
−1
d−2
)
.
But this is clear, and the inverse map is given by
(g0, . . . , gd−1) 7→
(
g1, g2g1, . . . , gd−1gd−2 · · · g1), g0τ0(gd−1gd−2 · · · g1)
)
.
So (4.1.2) is an isomorphism.
(2) follows from (1) immediately. In an explicit form, the inverse of the pull back (i0/∆)
∗ is
given by sending f¯ ∈ JH0(V ) to a τ -twisted conjugation invariant function f : H → V defined by
the following formula: for g0, . . . , gd−1 ∈ H0
f(g0, . . . , gd−1) = (g−11 g
−1
2 · · · g−1d−1, . . . , g−1d−2g−1d−1, g−1d−1, 1) · f¯(gd−1gd−2 · · · g0). 
Finally, let us discuss the compatibility of JH(V ) with central homomorphisms. Let F ⊂ H
denote a τ -stable central subgroup of H. We assume that F is of multiplicative type, i.e. if
Λ = Hom(F,Gm) denote its character group, then F = Spec k[Λ]. The exact sequence
1→ Λτ → Λ 1−τ−−→ Λ→ Λτ → 1
induces
1→ F τ → F 1−τ−−→ F → Fτ → 1.
Let H ′ = H/(1 − τ)F and H ′′ = H/F . Then the kernel of the map H ′ → H ′′ is Fτ . Left
multiplication by F induces an F -action on k[H] via (z · f)(h) = f(zh). Then we have the
decomposition k[H] = ⊕ψ∈Λk[H]ψ according to the weights of F , where k[H]ψ=1 = k[H ′′] and each
k[H ′]ψ is an invertible k[H ′′]-module. In addition, ⊕ψ∈Λτk[H]ψ = k[H ′], and for given χ ∈ (1−τ)Λ,
⊕τ(ψ)−ψ=χk[H]τ(ψ) is an invertible k[H ′]-module.
Let V be an H-module, decomposed as ⊕χVχ according to the weights of F . Then
JH(V ) =
⊕
ψ∈Λ
(
k[H]τ(ψ) ⊗ Vτ(ψ)−ψ
)cτ (H′′) = ⊕
χ∈(τ−1)Λ
( ⊕
τ(ψ)−ψ=χ
k[H]τ(ψ) ⊗ Vχ
)cτ (H′′)
.
Each direct summand
(⊕τ(ψ)−ψ=χ k[H]τ(ψ) ⊗ Vχ)cτ (H′′) is acted on by Fτ . In particular,
JH = k[H
′]cτ (H
′′)
is acted by Fτ , and the JH -module structure on JH(V ) is compatible with this action. Note that
if V is a representation of H ′′, then
(4.1.3) JH(V )
Fτ = JH′′(V ).
In particular, JFτH = JH′′ .
Lemma 4.1.3. Let V be a representation of H ′′. Assume that the above Fτ -action realizes
SpecJH as an Fτ -torsor (in fpqc topology) over SpecJH′′, then the natural map
ResτV ⊗ 1 : JH′′(V )⊗JH′′ JH → JH(V )
is an isomorphism.
Proof. Note that the action of Fτ on JH(V ) equips JH(V ) with a descent datum for the map
JH′′ → JH . The lemma now follows from (4.1.3) and faithfully flat descent. 
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4.2. Vector-valued twisted conjugation invariant functions on the Vinberg monoid.
Now let H = G be the reductive group as fixed at the beginning of the section. Let τ be an
automorphism of G. Let V be a representation of G. Sometimes we write J(V ) = JG(V ) and
J = JG for simplicity. We now define their their analogues J+(V ) (resp. J0(V )) of vector-valued
twisted conjugation invariant functions on VG (resp. AsG).
We consider the G-action on VG via the twisted diagonal embedding G→ G×G, g 7→ (g, τ(g))
so that its restriction to d−1(1) = G is the τ -twisted conjugation action of G on itself. For this
reason, we also denote this action of G on VG and on AsG by cτ . Let [VG/cτ (G)] and [AsG/cτ (G)]
denote the stack quotients. The map d induces
[d] : [VG/cτ (G)]→ T+ad, [d]−1(1) = [G/cτ (G)], [d]−1(0) = [AsG/cτ (G)].
Write V˜+ := V[VG/cτ (G)] (resp. V˜0 = V[AsG /cτ (G)]) for the vector bundle on [VG/cτ (G)] (resp.
[AsG /cτ (G)]) corresponding to V . Then clearly V˜ := V˜+|[d]−1(1) and V˜0 = V˜+|[d]−1(0). Now we can
define
J+ = Γ([VG/cτ (G)],O), J+(V ) = Γ([VG/cτ (G)], V˜+),
and
J0 = Γ([AsG/cτ (G)],O), J0(V ) = Γ([AsG/cτ (G)], V˜0).
Then J+(V ) (resp. J0(V )) is a J+ (resp. J0)-module.
Remark 4.1.1 also applies to the study of the spaces J+(V ) and J0(V ). Recall that a choice of
a pinning of G defines a section of the projection Aut(G) → Out(G). Therefore, to study J∗(V )
for ∗ = +, 0, ∅, without loss of generality we may and will assume that τ = σ is an automorphism
preserving the pinning (G,B, T, {xα}α∈∆) we fix at the beginning of this section.
We explain the relations between J+(V ),J0(V ) and J(V ). Let VG//cσ(G) = SpecJ+ be the
GIT quotient. Then [d] factors as
[VG/cσ(G)]→ VG//cσ(G) d¯−→ T+ad.
Lemma 4.2.1. (1) For any representation V , J+(V )⊗J+ k[d¯−1(1)] ∼= J(V ). In particular,
k[d¯−1(1)] ∼= J .
(2) If V admits a good filtration, then J+(V )⊗J+k[d¯−1(0)] ∼= J0(V ). In particular, k[d¯−1(0)] ∼=
J0.
Proof. Recall that there is an X•(T )+pos-filtration on k[G] by (3.2.1). Then
J+(V )⊗J+ k[d¯−1(1)] =
⊕
ω∈Min
lim−→
µ∈ω+X•(T )+pos
(
filµk[G]⊗ V
)cσ(G).
Since taking G-invariants commutes with taking direct limits, Part (1) follows.
To prove Part (2), first notice that for µ ∈ X•(T )+pos, there is the following commutative diagram
with all rows exact.
(4.2.1) ⊕
i
(
filµ−αik[G]⊗ V
)cσ(G) //

(filµk[G]⊗ V )cσ(G) //
(
J+(V )⊗J+ k[d¯−1(0)]
)
µ
//

0
0 //
(∑
i filµ−αik[G]⊗ V
)cσ(G) // (filµk[G]⊗ V )cσ(G) // (grµk[G]⊗ V )cσ(G) // 0.
Here (J+(V )⊗J+k[d¯−1(0)])µ denotes the µ-graded piece of J+(V )⊗J+k[d¯−1(0)], and
∑
i filµ−αik[G]
denotes the image of
⊕
i filµ−αik[G]→ filµk[G]. The second row is clearly left exact, and the right
exactness follows from the fact that
∑
i filµ−αik[G] has a good filtration as a G × G-module, by
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Theorem 3.1.2, Corollary 3.1.6. By the same reasoning, the left vertical map is also surjective. It
follows that the right vertical map is an isomorphism. Part (2) follows. 
Remark 4.2.2. If V is the trivial representation, one can directly show the surjectivity of the
map
(filµk[G])
cσ(G) → (grµk[G])cσ(G)
by constructing a splitting. Namely, note that
dim(grµk[G])
cσ(G) =
{
0 σ(µ) 6= µ
1 σ(µ) = µ.
In the latter case, the composition
(W∗µ ⊗ Wµ)cσ(G) → filµk[G]cσ(G) → (Sµ∗ ⊗ Sµ)cσ(G)
is an isomorphism, giving the splitting.
In addition, by applying Lemma 2.2.2 to the case M = k[VG]
cσ(G), we conclude that d¯ :
VG//cσ(G)→ T+ad is flat.
We finish this subsection with the following twisted Chevalley isomorphism. Recall that we
denote by W = N(T )/T the Weyl group. Let W0 = W
σ and let N0 be the preimage of W0 in N .
It acts on T via the twisted conjugation cσ and it also acts on VT via cσ.
Proposition 4.2.3. The restriction of a function on VG to VT induces an isomorphism
Resσ+,1 : k[VG]
cσ(G)
∼=−→ k[VT ]cσ(N0).
In particular, restricting a σ-conjugation invariant function on G to T induces the twisted Chevalley
isomorphism
Resσ1 : J = k[G]
cσ(G)
∼=−→ k[T ]cσ(N0).
The last statement was also proved in [Sp06, Theorem 1], essentially by the same argument
given below.
Proof. Recall the X•(T )+pos-filtration on k[T ] defined by (3.2.3), which is the image of the
X•(T )+pos-filtration on k[G] defined by (3.2.1). Then
(filνk[T ])
cσ(N0) :=
⊕
λ∈X•(T )+,σ
µ−λ∈X•(Tad)pos
(
k ·
∑
ν∈W0λ
eν
)
,
By Remark 4.2.2, it is straightforward to see that grk[G]cσ(G) ∼= grk[T ]cσ(N0). Therefore, Resσ+,1 is
an isomorphism. 
4.3. Freeness. Here are the main results of this section. We define a number
rV := dimV |Tσ(0).
Assumption 4.3.1. In this subsection, let G be a simply-connected semisimple group over k
and V a G-representation that admits a good filtration.
Theorem 4.3.2. Keep Assumption 4.3.1. Then J+(V ) (resp. J0(V ), resp. J(V )) is a free
J+-module (resp. J0-module, resp. J-module) of rank rV .
Corollary 4.3.3. Keep Assumption 4.3.1. The morphisms
χ+ : VG → VG//cσ(G), χ0 : AsG → AsG //cσ(G), χ : G→ G//cσ(G)
are faithfully flat.
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We call these morphisms the (twisted) Chevalley maps. When σ = id, this corollary is also
proved by [Bou15] by a different method.
Proof. Let Reg denote the regular representation of G, i.e. the representation of G on k[G]
induced by left multiplication, which as mentioned before admits a good filtration. Since for
any affine variety X = SpecR with a G-action, (R ⊗ Reg)G = R, the statement follows from
Theorem 4.3.2. 
Remark 4.3.4. The Chevalley map χ : G → G//cσ(G) is not flat in general, and therefore
Theorem 4.3.2 cannot hold for arbitrary reductive group. We refer to [Ric79, Proposition 4.1] for
a discussion of this point when σ = id.
Nevertheless, there is a sufficient condition for the flatness of J(V ) over J when G is a general
connected reductive group. Let Gsc be the simply-connected cover of the derived subgroup of G,
and let F be the kernel of the central isogeny 1→ F → G′ := Gsc×ZG → G→ 1. It is known that
σ lifts to a unique automorphism of Gsc (e.g. see [St68, §9.16]). We decompose V = ⊕ψVψ ⊗ kψ
according to the central character for the action of ZG on V so that each Vψ is a Gsc-module. Then
by (4.1.1)
JG′(V ) =
⊕
ψ
JGsc(Vψ)⊗ JZG(kψ) =
⊕
ψ|Zσ
G
=1
JGsc(Vψ)⊗ JZG(kψ),
which is free over G′//cσ(G′) ∼= Gs//cσ(Gs) × (ZG)σ of rank rV by Theorem 4.3.2. It follows from
Lemma 4.1.3 that if the action of Fσ on G
′//cσ(G′) is free, then JG(V ) is finite projective of rank
rV over G//cσ(G). In particular, if the map Fσ → (ZG)σ is injective, then JG(V ) is finite projective
over JG. For example, this is the case if Gsc = Gder and σ = id.
The rest of this subsection is devoted to the proof of Theorem 4.3.2. We will first prove the
statement for J0(V ), and then deduce from it the statement for J+(V ) and J(V ). Note that by
Lemma 3.2.1 (4),
J0(V ) = Γ([AsG /cσ(G)], V˜0) =
⊕
ν∈X•(T )+
(Sσ(ν∗) ⊗ Sν ⊗ V )G,
Let us fix ξ ∈ X•(T ). Clearly, the part of Theorem 4.3.2 for J0(V ) will follow from the following
refinement.
Proposition 4.3.5. Assume that V admits a good filtration. Then
J0(V )ξ :=
⊕
σ(ν)−ν=ξ
(Sσ(ν∗) ⊗ Sν ⊗ V )G
is a finite free J0-module of rank = dimV (ξ). Moreover, we may choose a basis {ei} of J0(V )ξ as
a J0-module such that each ei ∈ (grνik[G]⊗V )cσ(G) for some νi ∈ X•(T )+ satisfying σ(νi)−νi = ξ.
Proof. Set X•(T )+,σ = {ν ∈ X•(T )+ | σ(ν) = ν} and X•(T )+ξ = {ν ∈ X•(T )+ | σ(ν)− ν = ξ}.
Then X•(T )+,σ naturally acts on X•(T )+ξ . We shall apply the discussions from § 2 to the following
tuple
(Γ, S,M, {filsM}s∈S) =
(
X•(T )+,σ,X•(T )+ξ , V (ξ), {filν V (ξ)}ν∈X•(T )+ξ
)
.
The following lemma implies that (X•(T )+,σ,X•(T )+ξ ) satisfies (Can) and (DCC), and Lemma 2.1.7
is applicable (with S′ ⊂ S being X•(T )+ξ ⊂ X•(T )+ = X•(Tsc)+).
Lemma 4.3.6. We equip X•(T )+ with a partial order by identifying X•(T )+ ∼= N∆ as in (3.3.4),
i.e. λ1 ≥ λ2 if and only if 〈λ1, αˇ〉 ≥ 〈λ2, αˇ〉 for every simple coroot αˇ. Then for every ν0 ∈ X•(T )+,
the set
{ν ∈ X•(T )+ | σ(ν)− ν = ξ, ν ≥ ν0}
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has a unique minimal element, denoted by νh0 . In addition, in each σ-orbit of simple coroots, there
is at least one αˇ such that 〈νh0 , αˇ〉 = 〈ν0, αˇ〉.
Specializing this discussion to ν0 = 0, we deduce that X•(T )+ξ = ν
h
0 + X•(T )+,σ.
Proof. The last sentence of the lemma is a direct corollary of the existence and the properties
of νh0 . We focus on constructing the needed element ν
h
0 . Since G is a simply-connected semisimple
group, we may take the set of fundamental weights {ωα}α∈∆ such that 〈ωα, βˇ〉 = δαβ for any pair
α, β ∈ ∆. Then every weight can be written as ξ = ∑〈ξ, αˇ〉ωα.
If we write ν =
∑
α ναωα with να ∈ Z, the equality σ(ν)− ν = ξ is equivalent to the system of
equations
να − νσ(α) = 〈ξ, σ(αˇ)〉, α ∈ ∆,
with variables {να} ∈ Z∆, and the condition ν ≥ ν0 is equivalent to that
(4.3.1) να ≥ 〈ν0, αˇ〉 for any α ∈ ∆.
For every σ-orbit O ⊂ ∆, let ωO =
∑
α∈O ωα. Then after modifying a solution ν by a multiple of
ωO if necessary, we can always find ν satisfying the additional inequalities (4.3.1) and such that in
each σ-orbit O ⊂ ∆, there is at least one α ∈ O such that the equality in (4.3.1) holds. Then this
is the desired νh0 . 
We now return to the proof of Proposition 4.3.5. By Proposition 3.4.1 and (3.4.1), we have an
isomorphism
J0(V )ξ =
⊕
ν∈X•(T )+ξ
(Sσ(ν∗) ⊗ Sν ⊗ V )G
⊕ν`σ(ν),ν∼=
⊕
σ(ν)−ν=ξ
filν V (ξ) = RX•(T )+ξ
V (ξ),
as modules over J0 ∼= k[X•(T )+,σ].
Therefore, by Lemma 2.2.2, the lemma will follow if we can show that
(4.3.2) dim grX•(T )+ξ
V (ξ) = dimV (ξ).
But by Lemma 4.3.6, we can apply Lemma 2.1.7 to deduce this equality from Theorem 3.3.1. 
By Proposition 4.3.5,we may choose a basis {ei} of J0(V )ξ as a J0-module such that each
ei ∈ (grνik[G]⊗ V )cσ(G) for some νi ∈ X•(T )+. By the exactness of the bottom row of (4.2.1), we
can lift each element in {ei} to J+(V ) so that e˜i ∈ (filνi k[G]⊗ V )cσ(G). By Lemma 2.2.1 (2), the
natural map ⊕
i
J+e˜i → J+(V )
is surjective. In particular, J+(V ) is finitely generated over J+. By Lemma 4.2.1 (1), J(V ) is also
finitely generated over J .
Now Theorem 4.3.2 is reduced to show that for every point x ∈ VG//cσ(G), the fiber of the
module J+(V ) over x has dimension ≥ rV . By the semi-continuity, it is a consequence of the
following.
Lemma 4.3.7. Over the generic point of VG//cσ(G), the rank of J+(V ) is rV .
Proof. Since the map VG → T+ad is T -equivariant, and this T -action commutes with the G×G-
action, it is enough to prove a similar statement for J+(V )|d−1(1) = J(V ).
If V is a representation of G, the restriction from G to T gives a natural map
(4.3.3) ResσV : J(V )→ (k[T ]⊗ V )cσ(N0),
compatible with the isomorphism J ∼= k[T ]cσ(N0) from Proposition 4.2.3. We call ResσV the twisted
Chevalley restriction homomorphism. But unlike the case when V is the trivial representation,
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the map (4.3.3) in general fails to be an isomorphism and the failure is studied in details in
[Ba11, KNV11] (when σ = id). In the next section, we will also study in details (a variant of)
this map. Currently, we just notice the following. By Remark 5.2.12 and Remark 5.2.15 below,
there is an affine open N0-stable subset
T σ-reg =
{
t ∈ T ∣∣ It := {g ∈ G | gtσ(g)−1 = t} = T σ} ⊂ T,
an open subset Gσ-rs of G, and an isomorphism G×N0 T σ-reg ∼=−→ Gσ-rs. It follows that
Lemma 4.3.8. The map (4.3.3), regarded as a map of coherent sheaves on G//cσ(G) ∼= T//cσ(N0),
restricts to an isomorphism over a (non-empty) open subset of T σ-reg//cσ(N0).
Note that the fiber of (k[T ] ⊗ V )cσ(N0) over any point of T σ-reg//cσ(N0) is isomorphic to V Tσ ,
whose dimension is dimV T
σ
= rV . Therefore, the generic fiber of J(V ) over SpecJ is of dimension
rV . Again, since d : VG → T+ad is T -equivariant, Lemma 4.3.7 follows. 
4.4. Construction of the basis. In this subsection, we assume that char k = 0, and G is
semisimple and simply-connected. Then every representation V of G admits a good filtration. The
proof of Theorem 4.3.2 in fact gives a method to construct a basis of J(V ), from certain basis of
V .
For every weight ξ ∈ (σ − 1)X•(T ), let B(ξ) be a basis of V (ξ) satisfying the conditions in
Proposition 3.3.2; for example, we may choose the MV basis as in § 3.5.
For each b ∈ B(ξ) and each simple root α, let εα(b) ≥ 0 be the integer such that b ∈
filαεα(b)V (ξ)− filαεα(b)−1V (ξ), i.e.
Eεα(b)α (b) 6= 0, Eεα(b)+1α (b) = 0.
By Lemma 4.3.6, there is a unique minimal νb ∈ X•(T )+ such that σ(νb) − νb = ξ and 〈νb, αˇ〉 ≥
εα(b) for every α ∈ ∆. Then by Proposition 3.4.1, we have an isomorphism
`σ(νb),νb : (Sσ(ν∗b) ⊗ Sνb ⊗ V )
G → filνb V (σ(νb)− νb).
It follows that b comes from a unique element in (Sσ(ν∗b) ⊗ Sνb ⊗ V )G, denoted by fb,0.
Remark 4.4.1. Recall that J0 = k[X•(T )+,σ]. For ω ∈ X•(T )+,σ, let qω the corresponding
element in J0. Let x1 ∈ SpecJ0 be the point defined by qω(x1) = 1 for any ω. Then by the proof
of Proposition 4.3.5, the fiber of J0(V ) at x1 is canonically isomorphic to ⊕ξ∈(σ−1)X•(T )V (ξ), and
the restriction of fb,0 to x1 is just b.
Since in characteristic zero, Schur and Weyl modules are isomorphic, there is a canonical G-
equivariant map
(4.4.1) Sνb ⊗ Sσ(ν∗b) ∼= Wνb ⊗ Sσ(ν∗b) → k[Gσ]
given by taking (a twisted version of) matrix coefficients. Thus fb,0 defines an element fb ∈
(k[Gσ]⊗ V )G = J(V ). Explicitly, we write fb,0 as
∑
i,j σe
∗
i ⊗ ej ⊗ vij , where {ei} is a basis of Sνb
and {e∗i } the dual basis, and vij ∈ V . Then
(4.4.2) fb(gσ) =
∑
i,j
〈σe∗i , gσej〉 · vij ,
where 〈·, ·〉 is the natural pairing between Sσ(νb) and Sσ(ν∗b). In fact, (4.4.2) is valid as long as
Sνb
∼= Wνb (even in positive characteristic).
Proposition 4.4.2. The collection {fb | b ∈ unionsqξ∈(σ−1)X•(T )B(ξ)} forms a basis of J(V ) as a
J-module.
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Proof. This follows from the proof of the freeness of J(V ) over J . Indeed, since J+(V ) =∑
ν(filνk[G]⊗ V )cσ(G) and the matrix coefficient map (4.4.1) lands in (filνbk[G]⊗ V )cσ(G), we may
regard fb as a homogeneous element in J+(V ), denoted as fb,+. By definition, Lemma 2.2.2 and
(4.3.2) from the proof of Proposition 4.3.5, the image of {fb,+} under the restriction J+(V ) ⊗J+
J0 ∼= J0(V ) forms a basis. The proof of Theorem 4.3.2 shows that {fb,+} forms a basis of J+(V )
over J+. Therefore, {fb} forms a basis of J(V ) = J+(V )⊗J+ J over J . 
5. Chevalley groups with an automorphism
In this section, we establish a few results about Chevalley groups equipped with a pinned
automorphism σ. Our conventions and notations are as in § 4. In particular, we have a pinned
reductive group (G,B, T, {xα}α∈∆) over k. We further assume that σ is a finite order automorphism
of G preserving the pinning, i.e. σ ◦ xα = xσ(α) for α ∈ ∆. Put A = T/(σ − 1)T . Let W0 = W σ,
which acts on A, and let N0 be the preimage of W0 in N , which acts on T by twisted conjugation
cσ. Let (g, b, t, u) denote the Lie algebra of (G,B, T, U). Write Gsc for the simply-connected cover
of G, and Tsc the maximal torus of Gsc which is the preimage of T .
5.1. Root datum with an automorphism. We start with some discussion of a version of
folding of root systems. We also refer to [Sp06] for some related discussions.
For each σ-orbit O ⊂ Φ(G,T ), we write
αO :=
∑
γ∈O
γ,
which belongs to X•(A) ∼= X•(T )σ ⊂ X•(T ). If we pick γ ∈ O, then αO = γ + σγ + · · ·+ σ|O|−1γ,
where |O| denotes the cardinality of O. Note that αO may be different from the image of γ under
the usual norm map X•(T )→ X•(A).
Lemma 5.1.1. The collection of αO for all σ-orbits O ⊂ Φ(G,T ), regarded as a subset of
X•(A), has a structure of a root datum. Let Gσ denote the corresponding reductive group over k
containing A as a maximal torus,4 and let Φ(Gσ, A) denote the corresponding root system. Then
the map O 7→ αO establishes a bijection between the set of σ-orbits in ∆ and a set of simple
roots in Φ(Gσ, A). With this choice of simple roots of Φ(Gσ, A), its subset of positive roots are
Φ(Gσ, A)
+ = {αO | O ⊂ Φ(G,T )+}.
Proof. Since σ lifts to a unique automorphism of the simply-connected cover of the derived
group of G (e.g. see [St68, §9.16]), we may assume that G is semisimple and simply-connected.
Then (G,T ) =
∏
(Gi, Ti), where Gi is simple and simply-connected, and the action of σ permutes
the simple factors. To prove the lemma, clearly we may assume that there are r simple factors, all of
which are isomorphic to (G0, T0) and are cyclically permuted by σ, and that σ
r is an automorphism
of (X•(T0),Φ(G0, T0)) of order d. Then if d = 1, Gσ = G0. If d > 1, then Φ(G,T ) is of type An, Dn,
or E6, and one can check case by case that the reductive group Gσ is determined by the following
table (n ≥ 1).
G0 SL2n+1 SL2n+2 Spin2n+2, d = 2 E6 Spin8, d = 3
Gσ SO2n+1 Spin2n+3 Sp2n F4 G2
The detailed calculations for the case G0 = SL2n+1,SL2n+2 and Spin2n+2, d = 2 can be found in
Example 5.1.5, Example 5.1.6 and Example 6.4.4 below. 
4We choose the notation Gσ for the group because it has a maximal torus A = Tσ. This does not suggest that
it relates to the σ-coinvariants of G, whatever it means.
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Remark 5.1.2. Assume that G is semisimple and simply-connected. Note that the group of
invariants Gσ of G under the σ-action is a connected semisimple group by [St68, Theorem 8.2]
containing T σ as a maximal torus (note however that the group of invariants is denoted by Gσ in
loc. cit.). The root system Φ(Gσ, T σ) is isogenous to Φ(Gσ, Tσ) but in general is not isomorphic to
it. For example, if G = SL2n (n > 1) with σ nontrivial, then G
σ = Sp2n, whereas Gσ = Spin2n+1.
Remark 5.1.3. Let Gˆ denote the (adjoint semisimple) Deligne–Lusztig dual group with dual
torus Tˆ over a finite field κ (so that the absolute root datum of (Gˆ, Tˆ ) is dual to the root datum
Φ(G,T ) ⊂ X•(T ) and the Weil descent datum defining (Gˆ, Tˆ ) over κ induces the σ-action on
Φ(G,T )). Then the maximal split torus Aˆ of Gˆ is dual to A. For example, if G = SLn with
the non-trivial involution σ as in Example 5.1.5, Example 5.1.6 below, then Gˆ is isomorphic to
the projectivel unitary group PUn over κ. Then the dual root datum of Φ(Gσ, A) is equal to the
sub-root system of the relative root system Φrel(Gˆ, Aˆ) ⊂ X•(Aˆ) consisting of those α∨ ∈ Φrel(Gˆ, Aˆ)
such that 2α∨ 6∈ Φrel(Gˆ, Aˆ).
It is easy to see (e.g. by a case-by-case inspection) that every root in Φ(Gσ, A) comes from one
or two σ-orbits in Φ(G,T ). In the latter case, the cardinality of one orbit is twice of the cardinality
of the other.
Definition 5.1.4. A root in Φ(Gσ, A) is called of type A if there is a unique σ-orbitO ⊂ Φ(G,T )
such that this root is αO. In this case, the corresponding orbit O is also called of type A. Note that
〈α, βˇ〉 = 0 for all pairs of distinct roots α, β ∈ O. If αO is a simple root in Φ(Gσ, A), then O is a
σ-orbit of simple roots of Φ(G,T ) and all vertices in the sub Dynkin diagram corresponding to O
are isolated.
A root in Φ(Gσ, A) is called of type BC if there are two σ-orbits O− and O+ such that this
root is αO− = αO+ , and that |O−| = 2|O+|. The orbit O− (resp. O+) is called of type BC− (resp.
type BC+). In this case, 〈σ|O+|α, αˇ〉 = 1 for every α ∈ O−, and β := α + σ|O+|α ∈ O+. If αO− is
a simple root in Φ(Gσ, A), then O− is a σ-orbit of simple roots in Φ(G,T ), and the sub Dynkin
diagram corresponding to O− is a product of |O+| copies of the root system A2.
Example 5.1.5. Let G be SL2r+1 (r ≥ 1) with row and column indices in {−r, . . . , r}, the
pinning (B, T, e) given by the group of standard upper triangular matrices, the subgroup of diagonal
matrices, and e =
∑r−1
i=−r Ei,i+1. Then the unique non-trivial pinned automorphism σ is given by
(5.1.1) σ(X) = J tX
−1
J for X ∈ SL2r+1,
where J is the anti-diagonal matrix, with entries Ji,−i = (−1)r+i. Then
Φ(G,T ) = { εi − εj | − r ≤ i, j ≤ r, i 6= j},
where εi is the character of T given by evaluating at the (i, i)-entry. Since σ acts on Φ(G,T ) by
σ(εi) = −ε−i, the σ-orbits on Φ(G,T ) are
(5.1.2) Oi,j = {ε−i − ε−j , εj − εi}, O−i = {ε−i − ε0, ε0 − εi}, O+i = {ε−i − εi}
for i ∈ {±1, . . . ,±r} and j ∈ {±1, . . . ,±(|i| − 1)}. They are of type A, BC−, and BC+ respectively.
As A = T/(σ − 1)T , its character group is
X•(A) = X•(T )σ =
r⊕
i=1
Z(ε−i − εi).
The simple roots of Φ(Gσ, A) are ε−i−1 − ε−i + εi − εi+1 for i = 1, . . . , r − 1 and ε−1 − ε1. The
former ones are of type A (being equal to αOi+1,i) and the latter one is of type BC (being equal to
αO−1 = αO+1 ).
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Example 5.1.6. Let G be SL2r (r ≥ 2) with row and column indices in {−r, . . . ,−1, 1, . . . , r},
the pinning (B, T, e) given by the group of standard upper triangular matrices, the subgroup of
diagonal matrices, and e =
∑−2
i=−r(Ei,i+1 +E−i−1,−i) +E−1,1. Then the unique non-trivial pinned
automorphism σ is given by
σ(X) = J tX
−1
J for X ∈ SL2r,
where J is the anti-diagonal matrix, with entries Ji,−i = −J−i,i = (−1)r+i for i = 1, . . . , r. Then
Φ(G,T ) = { εi − εj | − r ≤ i, j ≤ r, i 6= j, ij 6= 0},
where εi is the character of T given by evaluating at the (i, i)-entry. Since σ acts on Φ(G,T ) by
σ(εi) = −ε−i, the σ-orbits on Φ(G,T ) are
Oi,j = {ε−i − ε−j , εj − εi}, Oi = {ε−i − εi}
for i ∈ {±1, . . . ,±r} and j ∈ {±1, . . . ,±(|i| − 1)}. They are all of type A.
As A = T/(σ − 1)T , its character group is
X•(A) = X•(T )σ =
( r⊕
i=1
Z(ε−i − εi)
)
+ Z(ε−r + · · ·+ ε−1).
The simple roots of Φ(Gσ, A) are ε−i−1 − ε−i + εi − εi+1 for i = 1, . . . , r − 1 and ε−1 − ε1.
Lemma 5.1.7. The action of the Weyl group NGσ(A)/A on A is identified with the natural
action of W0 on A.
Proof. For a root α ∈ Φ(G,T ), let sα denote the corresponding reflection acting on X•(T ).
Let αO be a simple root of Φ(Gσ, A) and sαO the corresponding simple reflection. One checks easily
that sαO =
∏
γ∈O sα ∈ W0 if αO is of type A, and sαO =
∏
α∈O+ sα ∈ W0 if αO is of type BC.
Therefore, NGσ(A)/A ⊂W0 as automorphisms of A. It remains to notice that they are isomorphic
as abstract Coxeter groups, as can be checked easily from the table in Lemma 5.1.1. 
We discuss subgroups of G associated to σ-orbits of roots, which specialize to “root SL2” when
σ = id. First, we have the following lemma.
Lemma 5.1.8. Let α ∈ Φ(G,T ). If the σ-orbit O containing α is of type A or BC−, then
σ|O| ◦ xα = xα. If the σ-orbit O containing α is of type BC+, then σ|O| ◦ xα = −xα.
Proof. First, if α is a simple root, then σ|O| ◦xα = xα since σ acts by pinned automorphisms.
In general, every σ-orbit O of type A or of type BC− is conjugated to a σ-orbit of simple roots
by an element w ∈ W0 = W σ. We can choose a lifting of w to a σ-invariant element w˙ in N (see
[St68, (5), p. 55]). For a root α ∈ O, write Adw˙(Eα) = cEw(α) for some invertible constant c.
Then ord(|O|) = ord(|w(O)|) and
Adw˙(Eα) = cEw(α) = σ
|O|(cEw(α)) = σ|O|(Adw˙(Eα)) = Adw˙(σ|O|(Eα)).
Therefore, σ|O| ◦ xα = xα.
Next, assume that α belongs to a σ-orbit O+ of type BC+, then α = β + σ|O+|(β) for some
root β in a σ-orbit O− of type BC−, and Eα = c[Eβ, Eσ|O+|(β)] for some invertible constant c.
Note that σ|O+| will send Eβ to c′Eσ|O+|(β) and Eσ|O+|(β) to c
′−1Eβ for some invertible c′. Hence
σ|O+|(Eα) = −Eα, and therefore σ|O+| ◦ xα = −xα. 
Now, for a σ-orbit O ⊂ Φ(G,T )+ of positive roots, let GO be the subgroup of G generated by
T and root subgroups U±α for α ∈ O. Clearly, this is a σ-stable reductive subgroup of G. Let UO
(resp. UO,−) be the subgroup of U generated by Uα for α ∈ O (resp. −α ∈ O), and let BO = UOT .
If O is a σ-orbit of simple roots, we also let UO denote the subgroup of U generated by Uβ, for
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those positive roots β that are not in the sub-root system spanned by O. Then B = UOBO is a
semi-direct product decomposition, and PO = UOGO is a σ-stable standard parabolic subgroup of
G.
Note that (GO, BO, T, {xα}α∈O) is a pinning of GO. When G is semisimple and simply-
connected, there are essentially two cases for its derived subgroup GO,der (which is always simply-
connected). The following lemma also follows from Lemma 5.1.8 (and in fact is equivalent to
Lemma 5.1.8).
Lemma 5.1.9. Assume that G is semisimple and simply-connected.
(1) If O is of type A, then GO,der ∼=
∏|O|
i=1 SL2 where the σ acts by permuting factors and
preserves the pinning (up to possibly rescaling the xα’s).
(2) If O is of type BC−, then GO,der ∼=
∏|O|/2
i=1 SL3 where the σ acts by permuting factors and
σ|O|/2 acts on each factor SL3 as in Example 5.1.5, which also preserves the pinning (up
to possibly rescaling the xα’s).
(3) If O is of type BC+, then GO,der ∼=
∏|O|
i=1 SL2, where the σ acts by
(5.1.3) (g1, . . . , g|O|) 7−→
(
Ad( 1 0
0 −1
)(g|O|), g1, . . . , g|O|−1).
Let T = B/U denote the abstract Cartan. Note that σ acts on T, and T → B → T is a σ-
equivariant isomorphism. Let A = T/(1−σ)T, which is canonically isomorphic to A. By transport
of structures, W0 acts on A, and for every root αO ∈ Φ(Gσ, A), eαO can be regarded as a regular
function on A. Let
(5.1.4) qB : B → T→ A
denote the quotient map.
Definition 5.1.10. Let O ⊂ Φ(G,A) be a σ-orbit. We define a divisor
AO =
{
{t ∈ A | eαO(t) = 1} O is of type A or BC−,
{t ∈ A | eαO(t) = −1} O is of type BC+.
Note that AO = A−O. Let
A˚ = A− ∪OAO,
where the union is taken over all σ-orbits O ⊂ Φ(G,T ). This is a W0-invariant open subset of A.
For a σ-orbit O ⊂ Φ(G,T ), let
A[O] = A−
⋃
O′ 6=O
AO′ .
In particular, it is an open neighborhood of the generic points of AO in A.
Let B˚ and T˚ be the preimage of A˚ under the natural projections qB : B → A and T ∼= T→ A.
SImilarly, let B[O] and B[O]O′ be the preimage of A
[O] under the projections B → A and BO′ → A.
Finally, via the isomorphism A ∼= A, we have similarly defined spaces AO, A˚ and A[O].
Remark 5.1.11. Note that AO may not be irreducible nor reduced in general. For example,
if Gσ = Sp2n, then every long root in Φ(Gσ, A) is twice of a weight of A and therefore the cor-
responding divisor AO consists of two connected components if char k > 2, and is non-reduced if
char k = 2. On the other hand, if char k > 2, then AO is always reduced.
Lemma 5.1.12. Assume that G is semsimple and simply-connected. Then A//W0 is isomorphic
to an affine space, and the natural morphism A→ A//W0 is a finite and flat W0-cover, with branch
loci ∪OAO. In particular, the restriction A˚→ A˚//W0 is a finite e´tale Galois cover.
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Proof. We may identify the action of W0 on A with the action of W0 ∼= NGσ(A)/A on A by
Lemma 5.1.7. Note that by table in the proof of Lemma 5.1.1, Gσ is isomorphic to a product of
simply-connected groups and odd orthogonal groups. Therefore, k[A]W0 is a polynomial algebra
(see [St75]), and A → A//W0 is finite flat. The branch locus of the covering A → A//W0 is the
union of divisors {t ∈ A | αˇO(eαO(t)) = 1, αO ∈ Φ(Gσ, A)}. Here αˇO denotes the coroot of αO,
regarded as a homomorphism αˇO : Gm → A ∼= A. Its construction is as follows. Let γ ∈ O if
αO is of type A or γ ∈ O+ if αO is of type BC. Let γˇ be the corresponding coroot, regarded as a
homomorphism Gm → T . Then αˇO is the composition of this homomorphism with the projection
T → A ∼= A. Again, by checking the table in the proof of Lemma 5.1.1, one sees that ker αˇO is
trivial if αO is of type A and is {±1} if αO is of type BC. The lemma follows. 
5.2. Twisted conjugacy classes. In this subsection, we study σ-regular elements of G, gen-
eralizing some of the well-known results of Steinberg [St65] for σ = id. Some results with restriction
of the characteristic of k were also obtained by Mohrdieck [Mo03] before.
Let G be a reductive group over k. Recall the σ-twisted conjugation (or σ-conjugation for
brevity)
cσ : G×Gσ → Gσ, (h, gσ) = hgσ(h)−1σ =: cσ(h)(g).
Since σ preserves (B, T ), it acts on the set ∆ ⊂ Φ(G,T ) of simple roots.
Let I be the centralizer group scheme for the action of G on itself by cσ, i.e. it is the group
scheme over G defined by the Cartesian diagram
I −−−−→ G×Gσy ycσ×pr2
G −−−−→ G×Gσ,
where pr2 denotes the projection to the second factor and G → G × Gσ denotes the “diagonal”
embedding g 7→ (g, gσ). Its fiber over g ∈ G is denoted by Ig.
Definition 5.2.1. Let Gσ-reg denote the σ-regular locus of G. Namely,
Gσ-reg = {g ∈ G | dim Ig = dimT σ =: r} ⊂ G.
Let Bσ-reg := Gσ-reg ∩B, T σ-reg = Gσ-reg ∩ T and Uσ-reg = Gσ-reg ∩ U .
Remark 5.2.2. (1) It will be clear from the following discussion that dim Ig ≥ r for any g ∈ G.
Therefore, Gσ-reg is an open subset of G by semi-continuity.
(2) When char k = 0, dim Ig = Lie Ig = ker(id − Adgσ : g → g). Complication arises in the
positive characteristic case; for example, the center z of g, i.e.
z :=
⋂
α∈Φ(G,T )
Ker(dα : t→ k),
may not be trivial even if G is semisimple.
(3) For every automorphism τ of the algebraic group G, one can define the open subset of
τ -regular elements Gτ -reg ⊂ G as those g ∈ G such that Ig achieves the minimal dimension. But
since every τ differs from some pinned automorphism σ by an inner automorphism, the study of
Gτ -reg reduces to the study of Gσ-reg, by virtual of Remark 4.1.1.
We first study Uσ-reg. Let V = [U,U ] · (σ − 1)(∏α∈∆ Uα) ⊂ U , and let
qU : U →W = U/V
denote the quotient map. The natural conjugation of T σ on U induces an action of T σ on W , and
there is a unique T σ-open orbit W˚ ⊂W . Explicitly, if we choose an element α ∈ O for each σ-orbit
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of simple roots so that there is an isomorphism∏
chosen α
xα : G|∆
σ |
a → U →W
giving a basis of W (as a vector space over k), then v ∈ W˚ if and only if all the coefficients of v
with respect to this basis are non-zero. Let U˚ = q−1U (W˚ ) ⊂ U .
We say that an element w ∈ W is a σ-twisted Coxeter element in W , if one can choose an
element α ∈ O for each σ-orbit O of simple roots and write w as the product of simple reflections
corresponding to these chosen α’s (in some order). Let w˙ be a representative of w in N .
Lemma 5.2.3. Assume that G is simply-connected. Let w be a σ-twisted Coxeter element in W .
Then for every b ∈ B,
dim ker(id−Adbw˙σ : g→ g) ≤ dim zσ + r.
Proof. Given the properties of σ-twisted Coxeter elements presented in [Sp74, Theorem 7.6],
the proof of [St65, Lemma 4.3] applies literally to our situation. 
Now we come to the first key result.
Proposition 5.2.4. For each σ-orbit of simple roots O ⊂ Φ(G,T ), choose one α ∈ O and
define
x :=
∏
α
x−1α (1) ∈ U,
where the product is taken over the chosen simple roots in a fixed order. Then
(1) (id−Adxσ)−1(u) = tσ + u.
(2) Let g ∈ G. If gxσ(g)−1 ∈ U , then g ∈ B. In addition, Ix ⊂ B.
(3) x ∈ Uσ-reg; in particular, Uσ-reg is nonempty.
(4) U˚ = Uσ-reg is a single orbit under the σ-conjugation action of T σ ·U on U . In particular,
Iu ⊂ B and (id−Aduσ)−1(u) = tσ + u for every u ∈ Uσ-reg.
Proof. Write gx for the Lie algebras of Ix, and similarly bx and ux for the Lie algebra of Ix∩B
and Ix ∩ U . We have the following lemma.
Lemma 5.2.5. We have dim ux = |∆σ| and gx = bx ⊂ tσ + u.
Proof. The inclusion bx ⊂ tσ + u is clear. We prove the two equalities in the statement. We
first assume that G is semisimple and simply-connected. Then r = dimT σ = |∆σ|. Let w0 be the
longest element in the Weyl group and w˙0 ∈ N0 a representative of w0. Then w˙0xw˙0 ∈ Bw˙B for
some σ-twisted Coxeter element w. Then as in [St65, Theorem 4.6],
dim zσ + dim ux ≤ dim bx ≤ dim gx ≤ dim zσ + r.
Therefore dim ux ≤ r and dim(Ix ∩ U) ≤ r. On the other hand, U acts on fibers of qU via
σ-conjugation. Therefore, dim(Ix ∩ U) ≥ dimW = r. Putting them together gives dim ux =
dim(Ix ∩ U) = r and bx = gx. Now for a general reductive group G, let Gsc be the simply-
connected cover of its derived group. Then σ lifts to a unique automorphism of Gsc (e.g. see [St68,
§9.16]). Since the central isogeny Gsc → G induces an isomorphism on unipotent subgroups, we
have dim(Ix ∩U) = |∆σ|. In addition, since the kernels and the cokernels of the two maps bsc → b
and gsc → g are equal, and since (bsc)x = (gsc)x, bx = gx also holds for G. 
Now we prove the proposition. (1) First, note that (id − Adxσ)(u) ⊂ v, where v is the Lie
algebra of V . But since dim ux = dim u − dim v, we have (id − Adxσ)(u) = v. Next, if G is of
adjoint type, then the composition of maps
tσ
id−Adxσ−−−−−→ u→ u/v
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is an isomorphism. It follows that in this case (id−Adxσ)(tσ+u) = u. Since gx = bx ⊂ tσ+u, we see
that (id−Adxσ)−1(u) = tσ + u. In general, let Gad be the adjoint quotient of G. Since the central
isogeny induces an isomorphism u ∼= uad, it is easy to see that (id− Adxσ)−1(u) ⊂ b. In addition,
if Y ∈ b such that Y −Adxσ(Y ) ∈ u, then (Y mod u) ∈ tσ. Therefore, (id−Adxσ)−1(u) = tσ + u
holds in general.
(2) Write g = u1nu2 under the Bruhat decomposition for some n ∈ N, u1, u2 ∈ U . Then
nu2xσ(u2)
−1 = u−11 uσ(u1)σ(n) for some u ∈ U . It follows that n = σ(n) by the uniqueness of the
Bruhat decomposition. Then nu2xσ(u2)
−1n−1 = u−11 uσ(u1) ∈ U . Since qU (u2xσ(u2)−1) = qU (x) ∈
W˚ , we must have n ∈ T and therefore g ∈ B. It follows that Iredx ⊂ B. Together with gx = bx, we
deduce that Ix ⊂ B.
(3) Let b ∈ Ix ⊂ B. We write b = tu according to the decomposition B = TU . Then
tux = xσ(t)σ(u). By projecting along B → T, we see that σ(t) = t, and thus t−1xtx−1 =
uxσ(u)−1x−1 ∈ V . This shows that t ∈ (∩α∈∆ kerα)σ, which has dimension dimT σ − |∆σ|, and
that u ∈ Ix ∩ U . Therefore,
dim Ix = (dimT
σ − |∆σ|) + dim(Ix ∩ U) = dimT σ,
i.e. x is σ-regular.
(4) Note that q−1U (x) ⊂ U is a single orbit under the σ-conjugation action of U on itself. Indeed,
since U is unipotent, the orbit through x is a closed subset of q−1U (x). On the other hand, since
dim(Ix ∩ U) = dimW , the dimension of this orbit is equal to the dimension of q−1U (x). Therefore,
q−1U (x) is an orbit. Now, let u ∈ U˚ . After taking a conjugation by elements in T σ, we may assume
that qU (x) = qU (u), and therefore x and u are σ-conjugate by an element in U . This shows that
U˚ ⊂ Uσ-reg, and U˚ is a single T σ ·U -orbit. On the other hand, let u ∈ Uσ-reg. Since dim Iu = dimT σ,
the T σ · U -orbit through u is dimU -dimensional, and therefore must meet U˚ . This implies that
U˚ = Uσ-reg. The last statement follows from Part (1) and (2). 
Lemma 5.2.6. An element u ∈ U is σ-regular if and only if the set Bu := {gB ∈ G/B |
g−1uσ(g) ∈ B} is finite.
Proof. Proposition 5.2.4 implies that if u ∈ Uσ-reg, then Bu consists of only one element.
Now, let u ∈ U − Uσ-reg. Then after a σ-conjugation by an element in U , we may assume that
there is a σ-orbit O of simple roots, such that u ∈ UO, where UO is the subgroup of U introduced
before Lemma 5.1.9. Then Bu contains a positive dimensional subvariety (GO/BO)σ. The lemma
is proved. 
Next, we study T σ-reg, and then Bσ-reg. Recall the map qB as in (5.1.4) and Defintion 5.1.10.
For t ∈ T (k), let Φ(G,T )t ⊂ Φ(G,T ) be the smallest sub-root system containing those σ-orbits O
such that qB(tσ) ∈ AO(k). We allow Φ(G,T )t = ∅ if t ∈ T˚ . Let Gt ⊂ G denote the corresponding
reductive subgroup, and Bt = Gt ∩ B a Borel subgroup of Gt. Its unipotent radical Ut is the
subgroup generated by {Uα}, for those positive roots α ∈ Φ(G,T )t. We write Bt = UtT . Let gt
denote the Lie algebra of Gt.
Lemma 5.2.7. The sub-root system Φ(G,T )t is exactly the union of σ-orbits of roots in Φ(G,T )
of the following three types:
(1) O, if O is of type A and eαO(t) = 1;
(2) O− ∪ O+, if O± is of type BC± and eαO(t) = 1;
(3) O, if O is of type BC+ and eαO(t) = −1.
Proof. Indeed, the smallest sub-root system containing those σ-orbits O such that qB(tσ) ∈
AO(k) would necessarily contain the these roots. Therefore, it is enough to show that they indeed
form a sub-root system of Φ(G,T ), or equivalently, if O1,O2 are two σ-orbits from the above types,
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and αi ∈ Oi, then the σ-orbit O containing sαi(αj) would also be one of the above types. To check
this, write β = sαi(αj), and βO the sum over the σ-orbit of β. We may assume that β 6= ±αj so
in particular αi and αj are in the same irreducible factor of the root system Φ(G,T ). Assume that
τ = σr fixes this irreducible factor Φ. If (Φ, τ) is as in Example 5.1.5, one checks directly that βO
also belongs to one of the above types. If (Φ, τ) is not as in Example 5.1.5, then it is readily to see
that βO is an integral linear combination of αO1 and αO2 and all αO1 , αO2 and βO are of type (1).
The lemma is proven. 
Lemma 5.2.8. Let ∆t ⊂ Φ(G,T )t be the set of simple roots (with respect to (Bt, T )). Then
after possible rescaling xa’s, the automorphism Gt → Gt, g 7→ tσ(g)t−1 preserves the pinning
(Gt, Bt, T, {xα}α∈∆t).
Proof. Note that if O ⊂ ∆t is a σ-orbit, then eαO(t) = 1 if O is of type A and BC−, and
eαO(t) = −1 if O is of type BC+. Then the lemma follows from Lemma 5.1.9. 
Lemma 5.2.9. Let b = ut ∈ UtT . Then id − Adbσ : g/gt → g/gt is an isomorphism. In
particular,
(5.2.1) ker(id−Adbσ : g→ g) = ker(id−Adbσ : gt → gt),
and dim Ib = dim(Ib ∩Gt).
Proof. For i ∈ Z, let Φi denote the set of positive roots α of height i, i.e. 〈α, ρˇ〉 = i, where ρˇ is
the half of the sum of positive coroots. We choose the following basis of g (in the given order): first
a basis in gt; then the standard root basis {Eα} associated to the roots in . . . ,Φi,Φi−1, . . . but not
in Φ(G,T )t, with σ-orbits grouped together; and finally the standard root basis {Eα} associated
to the corresponding negative roots in . . . ,Φi−1,Φi, . . . but not in Φ(G,T )t, with σ-orbits grouped
together. With respect to this choice of basis, the linear operator id−Adbσ is represented by a block
upper triangular matrix M , where the first block corresponds to gt, and other blocks correspond
to σ-orbits of roots not in Φ(G,T )t.
Note that a diagonal block that corresponds to a σ-orbit O′ not in Φ(G,T )t is invertible due to:
(i) its determinant is ±(eα′O(t)−1) if O′ is of type A or BC− and ±(eα′O(t)+1) if O′ is of type BC+,
which follows from Lemma 5.1.8 and an easy computation; and (ii) qB(t) /∈ AO′ . The first claim
of the lemma follows. Then clearly (5.2.1) holds, which in turn implies that Lie(Iredb ) ⊂ LieIb ⊂ gt.
Therefore the neutral connected component of Iredb is a closed subgroup of Gt. The lemma is
proved. 
A very similar argument yields the following “σ-twisted” Jordan decomposition.
Lemma 5.2.10. Let b = ut ∈ UT . Then b is σ-conjugated by an element in U to an element u′t
with u′ ∈ Ut.
Proof. Let u1 = u. By induction on i, one can show that we can σ-conjugate b by an element
in U to uit, where ui is in the subgroup of U generated by Ut and Uα for α ∈ Φi ∪Φi+1 ∪ · · · . This
is because if t 6∈ AO′ , then id−Adtσ is invertible on the space ⊕α∈O′kEα. 
Lemma 5.2.11. We have equalities T σ-reg = T˚ .
Proof. Note that for t ∈ T˚ , Gt = T , and It ∩ T = T σ. It follows from Lemma 5.2.9 that
t ∈ T σ-reg.
Next we show that T σ-reg ⊂ T˚ , i.e. if qB(tσ) ∈ AO(k) for some σ-orbit O ⊂ Φ(G,T ), then It
contains a unipotent subgroup and therefore dim It > dimT
σ (as clearly T σ ⊂ It). If O is of type
A or BC+, pick α ∈ O and write αi = σi(α) for i = 1, . . . , |O|. These αi’s are pairwise orthogonal
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and we may assume that σ ◦ xαi = xαi+1 for i = 1, . . . , |O| − 1 and thus σ ◦ x|O| is equal to xα1 if
O is of type A and is equal to −xα1 if O is of type BC+. One checks that, for c ∈ k,
|O|∏
i=1
xαi
(
eα2+···+αi(t)c
)
form a unipotent subgroup of It.
It remains to consider the case O is of type BC− and char k 6= 2. Let d = |O|/2. Pick α ∈ O
and write αi = σ
i(α) for i = 1, . . . , 2d and βi = αi + αi+d for i = 1, . . . , d. We may assume that
• σ ◦ xα2d = x1, σ ◦ xαi = xαi+1 for i = 1, . . . , 2d− 1, and
• xαi(u)xαd+i(v) = xαd+i(v)xαi(u)xβi(uv) for i = 1, . . . , d.
This in particular implies that σ ◦ xβi = xβi+1 for i = 1, . . . , d − 1, and σ ◦ xβd = −xβ1 . Now one
can check that for every c ∈ k,
d∏
i=1
(
xαi
(
eα2+···+αi(t)c
) · xαd+i(eα2+···+αd+i(t)c) · xβi(− 12eβ2+···+βi+α2+···+αd+1(t)c2)) ∈ It,
giving the desired unipotent subgroup. 
Remark 5.2.12. We say an element t ∈ T strongly σ-regular if It = T σ. We claim that they
form a non-empty affine open subset of T σ-reg, sometimes denoted by T s.σ-reg. Indeed, let t ∈ T˚ ,
and let g ∈ It(k). Using the Bruhat decomposition of g = u1nu2 with u1, u2 ∈ U and n ∈ N , it
is easy to see that g = n ∈ Nσ, and g ∈ T σ if and only if no non-trivial elements in W0 fixes the
image of t under the projection T → A. But the last condition clearly defines a non-empty affine
open subset of T , verifying the claim. Note that if G is semsimple and simply-connected, then by
Lemma 5.1.12, T s.σ-reg = T σ-reg = T˚ .
To continue, we need the following lemma. We identify the tangent space TgG of G at g with
g via the right translation Rg by g. Let (h, gσ) ∈ G×Gσ and g′ = cσ(h)(g). A direct calculation
shows the following.
Lemma 5.2.13. The differential of cσ at (h, gσ) is
dcσ : ThG⊕ TgσGσ → Tg′Gσ, (X,Y ) 7→ X −Adg′(σ(X)) + Adh(Y ).
Recall that we denote by N0 the preimage of W0 = W
σ ⊂W in N . It acts on T via the twisted
conjugation cσ preserving T
σ-reg. Consider the map
(5.2.2) G×N0 T σ-reg → G.
Lemma 5.2.14. The map (5.2.2) is an open embedding.
Let Gσ-rs denote the image of this map, called the σ-regular semisimple locus of G. Note that
Gσ-rs ∩ T = T σ-reg by Lemma 5.2.11.
Proof. It follows from Lemma 5.2.13 that the map is e´tale. It remains to prove that it is also
injective. Assume that gtσ(g)−1 = t′ with t, t′ ∈ T σ-reg = T˚ . Using the Bruhat decomposition
g = u1nu2 as in Remark 5.2.12, one deduces that u1 = u2 = 1 and tσ(n) = nt
′. The injectivity
follows. 
Remark 5.2.15. Note that N0 also preserves T
s.σ-reg, and the map G×N0 T s.σ-reg → G is open.
The image is denoted by Gs.σ-rs, called the strongly σ-regular semisimple locus of G. Then I|Gs.σ-rs
is smooth and fiberwise conjugate to T σ in G. By Lemma 5.1.12, Gs.σ-rs = Gσ-rs if G is semisimple
and simply-connected.
34
Remark 5.2.16. Note that σ is of finite order (since it preserves a pinning). If char k does not
divide the order of σ, then Gσ-rsσ is contained in the set of semisimple elements of the non-connected
algebraic group Go 〈σ〉.
Lemma 5.2.17. (1) The restriction of cσ to U × T˚ σ → B˚σ is an isomorphism.
(2) For a σ-orbit O of simple roots, let UO be the subgroup of U introduced before Lemma 5.1.9.
Then the restriction of cσ to U
O ×B[O]O σ → B[O]σ is an isomorphism.
Proof. We only prove (2) since the proof of (1) is similar (and simpler). Note that UO is a
normal subgroup in B and B = UOBO as a semidirect product (of algebraic groups).
First, we claim that for any bσ ∈ B[O]O σ, the group
{u ∈ UO | bσ(u)b−1 = u}
is trivial. Indeed, let Φi be as in the proof of Lemma 5.2.9, and for i ≥ 1, let Ui denote the
group generated by the root groups Uα with α ∈ Φi ∪ Φi+1 ∪ · · · . Then we obtain a filtration
U = U1 ⊃ U2 ⊃ · · · by normal subgroups. Let UOi = UO ∩ Ui. Then UOi /UOi+1 is abelian,
isomorphic to its Lie algebra. As argued in Lemma 5.2.9, {u ∈ UOi /UOi+1 | bσ(u)b−1 = u} is trivial
because qB(b) does not lie in AO′ for any σ-orbits O′ that appear in UO. The claim follows by
induction.
It follows that the map in Part (2) is a monomorphism, and that the map Lie UO → Lie UO
given by X 7→ X − Adb(σ(X)) is an isomorphism. On the other hand, for any b1 ∈ UO, and
Y ∈ LieBO,
Y = Adb1Y mod Lie U
O.
It follows from Lemma 5.2.13 that UO×B[O]O σ → B[O]σ is e´tale and therefore is an open embedding.
Note that the following diagram is commutative
UO ×B[O]O σ
cσ //
pr2 %%
B[O]σ
{{
B
[O]
O σ,
where B[O]σ → B[O]O σ is induced by the projection B = UOBO → BO. In addition, for every
point bσ ∈ B[O]O σ, the UO-orbit through this point is closed in B[O]σ since UO is unipotent. It
follows that the B
[O]
O σ-morphism cσ : U
O ×B[O]O σ → B[O]σ is fiberwise open and closed. Therefore
UO ×B[O]O σ → B[O]σ is open and surjective. Part (2) follows. 
We also need the following companion result. If O+ is a σ-orbit of type BC+ such that αO+
is a simple root of Φ(Gσ, A), let O− denote the corresponding σ-orbit of simple roots of type BC−
and we fix an order of roots in O−.
Lemma 5.2.18. Keep the notations as above. Then the restriction
cσ :
(
UO
− ×
∏
α∈O−
Uα
)
×B[O+]O+ σ → B[O
+]σ
is an isomorphism, where the product
∏
α∈O− Uα is taken with respect to a chosen order.
Proof. The same proof of Lemma 5.2.17 (2) for the σ-orbit O− shows that the restriction of
cσ to U
O− ×B[O+]O− σ → B[O
+]σ is also an isomorphism. Therefore, it reduces to prove that
cσ :
∏
α∈O−
Uα ×B[O
+]
O+ σ → B
[O+]
O− σ
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is an isomorphism. This follows from a simple explicit computation. Namely, we set d = |O+|, fix
a root α ∈ O−, and write αi = σi(α) for 1 ≤ i ≤ 2d and βi = αi + σd(αi). Then for b = t
∏
xβi(bi)
with eαO(t) 6= 1, and u = ∏xαi(ai),
ubσ(u)−1 = t
∏
xαi(e
−αi(t)ai − ai−1)
∏
xβi(b
′
i),
where b′i − bi is a polynomial in (a1, . . . , a2d) of degree two (with coefficients involving eαi(t)’s).
Since eαO(t) − 1 is invertible, for every (c1, . . . , c2d), there is a unique (a1, . . . , a2d) such that
ci = e
αi(t)ai − ai−1, the map in the lemma is an isomorphism. 
Proposition 5.2.19. (1) The map qB : B
σ-reg → A is surjective.
(2) Each fiber of qB : B
σ-reg → A is a single B-orbit for the σ-conjugation action.
(3) For every b ∈ Bσ-reg, (id−Adbσ)−1(u) = tσ + u.
(4) Assume that G is semisimple and simply-connected. Fix b ∈ Bσ-reg. Let g ∈ G such that
gbσ(g)−1 ∈ B and qB(gbσ(g)−1) = qB(b). Then g ∈ B. In addition, Ib ⊂ B.
Proof. (1) For every t ∈ T , consider the automorphism of Gt given in Lemma 5.2.8, denoted
by tσ. Applying Proposition 5.2.4 to (Gt, tσ) gives an element u ∈ Ut which is tσ-regular in Gt.
Let b = ut ∈ UtT . Then Ib ∩Gt = {g ∈ Gt | gutσ(g)−1t−1 = g} is the tσ-twisted centralizer of u in
Gt. Therefore, b = ut is also σ-regular in Gt by Lemma 5.2.9.
(2) If b ∈ Bσ-reg, then the dimension of the B-orbit through b under the σ-conjugation action
of B on itself is equal to dim q−1B (qB(b)). This shows that any two σ-regular B-orbits in a fiber of
qB must meet since fibers of qB are irreducible. Therefore, there is exact one B-orbit in each fiber
of qB : B
σ-reg → A.
(3) We may assume that b = ut, with u ∈ Ut being tσ-regular in Gt. Then the claims follows
from Lemma 5.2.9, and Proposition 5.2.4.
(4) We may assume that b = ut, with u ∈ Ut being tσ-regular in Gt. Write an element g ∈ Ib(k)
as g = u1nu2 with u1, u2 ∈ U and n ∈ N . Then u1nu2b = bσ(u1)σ(n)σ(u2). It follows that
σ(n) = n, so
nu2bσ(u2)
−1n−1 = u−11 bσ(u1).
Taking projection to A, we see that w(qB(t)) = qB(t), where w = n mod T . Since G is simply-
connected, by Lemma 5.1.12 and Lemma 5.2.7, w must be in the Weyl group of Gt. Then by
applying the same argument as in the proof of Proposition 5.2.4 to Gt, we deduce that w = 1. In
particular, Iredb ⊂ B. On the other hand,
ker(id−Adbσ : g→ g) = ker(id−Adbσ : gt → gt) = ker(id−Adbσ : b ∩ gt → b ∩ gt).
where the first equality follows from Lemma 5.2.9, and the second follows from Lemma 5.2.5.
Putting these together, we see that Ib ⊂ B.
More generally let g ∈ G such that gbσ(g)−1 ∈ B and qB(gbσ(g)−1) = qB(b), there is some
b′ ∈ B such that gbσ(g)−1 = b′bσ(b′)−1, by Part (2). Therefore g−1b′ ∈ Ib ⊂ B and g ∈ B. 
Corollary 5.2.20. Let K = ker qB = (σ− 1)T ·U , and let k be its Lie algebra. Then for every
b ∈ Bσ-reg, (id−Adbσ)−1(k) = b.
Proof. Let X ∈ g such that X−Adbσ(X) = (1−σ)H+u, with H ∈ t. Then (id−Adbσ)(X−
H) ∈ u. Therefore X −H ∈ tσ + u and X ∈ b. 
Corollary 5.2.21. The codimension of B −Bσ-reg is at least two.
Proof. This follows from Lemma 5.2.17 (1) and Proposition 5.2.19. 
Corollary 5.2.22. An element b ∈ B is σ-regular if and only if the set Bb = {g ∈ G/B |
g−1bσ(b) ∈ B} is finite.
Proof. This follows from Lemma 5.2.17 by applying Lemma 5.2.6 to u ∈ Ut. 
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5.3. Twisted Grothendieck–Springer resolution. In this subsection, we assume that G
is semisimple and simply-connected.
Note that k[T ]cσ(N0) = k[A]W0 . Then the twisted Chevalley isomorphism (Proposition 4.2.3)
implies that G//cσ(G) ∼= A//W0 := Spec k[A]W0 . So we write the (twisted) Chevalley map as
χ : G→ G//cσ(G) = A//W0,
which we recall is faithfully flat by Corollary 4.3.3.
As in the untwisted case, there is the following commutative diagram
G˜
q−−−−→ Ay y
G
χ−−−−→ A//W0,
where the left vertical map
G˜ := {(gB, x) ∈ G/B ×G | x ∈ gBσ(g)−1} −→ G (gB, x) 7→ x,
is what we call the (σ-twisted) Grothendieck–Springer resolution. The map q is induced by
G˜ ∼= G×B (Bσ) qB−→ G×B A→ A.
Together, these two maps induce a proper map pi : G˜→ G×A//W0 A.
Let G˜σ-reg be the preimage of Gσ-reg. We have the following proposition.
Proposition 5.3.1. The induced map G˜σ-reg → Gσ-reg ×A//W0 A is an isomorphism.
Proof. We start with the following special case.
Lemma 5.3.2. Let G˜σ-rs be the preimage of Gσ-rs. Then the induced map
(5.3.1) pi|
G˜σ-rs
: G˜σ-rs → Gσ-rs ×A˚//W0 A˚
is an isomorphism.
Proof. By (5.2.2) and Lemma 5.2.11, we have Gσ-rs ∼= G×N0 T˚ . So we can write
G˜σ-rs =
{
(gB, g′tσ(g′)−1) ∈ G/B × (G×N0 T˚ ) ∣∣ g′tσ(g′)−1 ∈ gBσ(g)−1}.
The last condition is equivalent to g−1g′tσ(g−1g′)−1 ∈ B. By Proposition 5.2.19 (4), g−1g′ ∈
B ×T N0. From this, we deduce that G˜σ-rs ∼= G×T T˚ and therefore (5.3.1) is an isomorphism. 
We return to the proof of Proposition 5.3.1. Since A→ A//W0 is finite and flat by Lemma 5.1.12,
the fiber product Gσ-rs ×A˚//W0 A˚ is open and dense in G×A//W0 A. But pi is proper as G/B is, so
pi is surjective. In particular, G×A//W0 A is irreducible. Moreover, since A and G are smooth and
G→ A//W0 is flat, G×A//W0 A is a complete intersection (in particular Cohen–Macaulay), and it
follows from the above lemma that G → A//W0 is generically smooth. Therefore, G ×A//W0 A is
also reduced. So G×A//W0 A is a closed subvariety of G×A.
Since G˜→ G is surjective, every element in G is σ-conjugate to an element in B. In particular,
G˜σ-reg = G ×B Bσ-reg. By Proposition 5.2.19 (4), the map G ×B Bσ-reg → G ×A is injective on
points. By Lemma 5.2.13 and Corollary 5.2.20, the tangent map for G×BBσ-reg → G×A is injective
at every point, and therefore the morphism is unramified. It follows that G˜σ-reg → Gσ-reg ×A is a
closed embedding, with image (as topological space) Gσ-reg ×A//W0 A. But since Gσ-reg ×A//W0 A
is also reduced, the map in the proposition is indeed an isomorphism. 
Here are some standard corollaries.
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Corollary 5.3.3. The morphism χ : Gσ-reg → A//W0 is smooth.
Proof. This follows from the smoothness of G˜σ-reg → A and the flatness of A→ A//W0. 
Corollary 5.3.4. The map pi induces an isomorphism k[G×A//W0 A] ∼= Γ(G˜,O).
Proof. It is enough to show that G×A//W0A is an integral normal scheme. Then it follows that
pi induces an isomorphism between rings of global regular functions, since it is proper birational.
We already seen that G×A//W0 A is integral, and a complete intersection. By Proposition 5.3.1,
Gσ-reg×A//W0 A is smooth. By Corollary 5.2.21, the complement of Gσ-reg×A//W0 A in G×A//W0 A
has codimension at least two. It follows from this lemma that G×A//W0 A is normal. 
Corollary 5.3.5. (1) For every a ∈ A//W0, χ−1(a)∩Gσ-reg, is a single G-orbit, and the
codimension of the complement of this G-orbit in χ−1(a) at least two.
(2) Each fiber of χ is a complete intersection and normal variety.
Proof. (1) Pick a˜ ∈ A(k) that lifts a ∈ A//W0. By Proposition 5.3.1, the fiber χ−1(a)∩Gσ-reg
is isomorphic to the fiber of q : G˜σ-reg ∼= G ×B Bσ-reg → A at a˜, which is clearly a single G-orbit
by Proposition 5.2.19 (2). On the other hand, by Corollary 5.2.22, the fibers of G˜ → G over
G − Gσ-reg have positive dimension. Since q−1B (a˜) − (q−1B (a˜) ∩ Bσ-reg) is a proper closed subset of
q−1B (a˜), q
−1(a)− (q−1(a) ∩Gσ-reg) has codimension at least two in q−1(a).
(2) Since χ : G → A//W0 is flat, each of its fiber is a complete intersection and hence Cohen–
Macaulay. By (1), each fiber of χ contains a (smooth) G-orbit whose complement has codimension
at least two. So the fiber is also normal. 
6. The determinant of the pairing J(V )⊗ J(V ∗)→ J
Assumption 6.0.1. In this section, assume that char k > 2. Let G be a simply-connected
semisimple group over k. Let V be a finite dimensional representation of G and V ∗ the dual
representation. Assume that both V and V ∗ admit good filtrations.
We keep conventions and notations as in § 5. Then V˜ ∗ is the dual of V˜ as a vector bundle on
[Gσ/G]. The perfect pairing V˜ ⊗ V˜ ∗ → O[Gσ/G] induces a J -bilinear pairing J(V )⊗J(V ∗)→ J of
global sections, which however is not perfect in general. Our main result (Theorem 6.1.2) calculates
the determinant of this pairing of two finite free J -modules. A main intermediate step is to study
the failure of the surjectivity of the twisted Chevalley restriction homomorphism (4.3.3).
6.1. Main results.
Definition 6.1.1. For each σ-orbit O ⊂ Φ(G,T ), we choose α ∈ O and view it as a character
of T σ by restriction, which is clearly independent of the choice of α. Define the number
ζO = ζO(V ) :=
∑
n≥1
dimV |Tσ(nα).
The main theorem of this section is the following.
Theorem 6.1.2. Keep Assumption 6.0.1. The determinant of the natural J-bilinear pairing5
(6.1.1) 〈·, ·〉V : J(V )⊗ J(V ∗)→ J
is of the form
(6.1.2)
(
some unit in k
) · ∏
O type A or BC−
(eαO − 1)ζO ·
∏
O type BC+
(eαO + 1)ζO .
5Taking the determinant makes sense because Theorem 4.3.2 shows that J(V ) and J(V ∗) are both free J-modules
of the same rank.
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Remark 6.1.3. (1) Note that ζO depends only on the W0-orbits of O, and therefore the
product in (6.1.2) does belong to J .
(2) When σ is trivial, the rank of J(V ) as a J -module is rV = dimV (0) by Theorem 4.3.2.
In this case, then ζO = ζα can be alternatively computed via the multi-filtration on the
weight spaces introduced in § 3.3 as
ζα =
∑
ν∈X•(T )+
〈ν, αˇ〉 · dim grνV (0).
(3) Similarly we have the pairing J+(V ) ⊗ J+(V ∗) → J+. Its restriction to SpecJ is the
pairing in the theorem, and restriction to the point x1 ∈ SpecJ0 as defined in Remark 4.4.1
is the natural pairing between (V |Tσ)(0) and (V |Tσ)∗(0).
(4) When char k = 0, we have explained in § 4.4 a construction of a basis of J(V ) (resp.
J(V ∗)) from a certain basis of V (resp. V ∗) (e.g. the MV basis used in § 3.5). Then
the 〈·, ·〉V is represented by a square matrix. It seems to be an interesting (although
probably difficult) question to calculate the entries of this matrix explicitly. See § 6.4 for
some calculations and further discussions. We also refer to [XZ17] for the arithmetic and
geometric meaning of this square matrix.
In what follows, we shall relate the pairing (6.1.1) to the twisted Chevalley restriction map
(4.3.3). As we will show in Lemma 6.1.5 that Theorem 6.1.2 follows from Proposition 6.1.4 below.
More precisely, we will not study the Chevalley restriction homomorphism (4.3.3) itself, but rather
the induced JT -module homomorphism
(6.1.3) ResσV ⊗ 1 : JG(V )⊗JG JT → JT (V ),
where explicitly, we may write the target as
(6.1.4) JT (V ) = (k[T ]⊗ V )cσ(T ) ∼=
⊕
ξ∈(σ−1)X•(T )
k[A]eνξ ⊗ V (ξ)
with νξ ∈ X•(T ) some weight such that σ(νξ)−νξ = ξ. In particular, if σ = id, JT (V ) ∼= k[T ]⊗V (0).
We view ResσV ⊗ 1 as a morphism of coherent sheaves over A. By Lemma 4.3.8 (which relies on
Lemma 5.2.11), it is an isomorphism over A˚ (which is defined in Definition 5.1.10).
Now, let η be a generic point of the divisor
⋃
O AO (which is reduced since we assumed that
char k > 2; see Remark 5.1.11). Then the complete local ring of A at η is isomorphic to k(η)[[$]],
where $ = eαO − 1 or eαO + 1 for some σ-orbit O ⊂ Φ(G,T ). Note that JG(V ) is always a torsion
free JG-module (even if V does not admit a good filtration). Therefore JG(V ) ⊗JG k(η)[[$]] is
always free, and (6.1.3), base changed to k(η)[[$]], is a map Resη of finite free k(η)[[$]]-modules
which becomes an isomorphism when further base changed to k(η)(($)). (Such map is called a
modification of vector bundles on Spec k(η)[[$]] (in the sense as in [XZ17, § 3.1.3]). The top
exterior power of this map Resη is an element in k(η)[[$]]−{0}, well-defined up to multiplying an
element in k[[$]]×, and therefore gives a well-defined element in
(k(η)[[$]]− {0})/k(η)[[$]]× ∼= Z≥0.
We call this number the length of the modification.
Here is the main result regarding the map (6.1.3).
Proposition 6.1.4. For every G-module V with good filtration, the length of the modification
(6.1.3) at every generic point of AO is exactly ζO.
This proposition will be proved in § 6.2. We note the following first.
Lemma 6.1.5. Proposition 6.1.4 implies Theorem 6.1.2.
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Proof. Consider the following commutative diagram
J(V )

× J(V ∗)

〈·,·〉V // J

J(V )⊗J JT
ResσV ⊗1

× J(V ∗)⊗J JT
ResσV ∗⊗1

〈·,·〉V // JT
JT (V ) × JT (V ∗)
〈·,·〉V // JT .
By Theorem 4.3.2, J(V ) and J(V ∗) are free J -modules. So second row is simply a base change
of the first row, and hence the matrices for the top two pairings are the same (when choosing
compatible bases). Now the bottom row is a perfect JT -bilinear pairing (as can be easily seen from
the explicit expression of JT (V ) in (6.1.4)). So the determinant of the middle row is the product
of the determinant of the map ResσV ⊗ 1 and the determinant of the map ResσV ∗ ⊗ 1 (up to a unit).
Thus, Proposition 6.1.4 would imply that the determinant of (6.1.1), as a divisor on A, is given by∑
O⊂Φ(G,T )
(ζO(V ) + ζO(V ∗)) ·AO.
By Lemma 6.1.6 below, this gives the same expression as the formula (6.1.2) up to a unit in k[A].
But note that the product in (6.1.1) is W0-invariant, so is the determinant of (6.1.1). It follows
that the ambiguous unit in k[A] belongs to (k[A]W0)×. As mentioned in the proof of Lemma 5.1.12
(see also [Sp06, Corollary 2]), k[A]W0 is a polynomial algebra and hence its units are just k×.
Therefore, the determinant of (6.1.1) is given by (6.1.2) up to a unit in k. 
Lemma 6.1.6. For a representation V of G and a σ-orbit O ⊂ Φ(G,T ), we have ζO(V ) =
ζO(V ∗).
Proof. This follows from the following sequence of equalities
dimV ∗|Tσ(nα) = dimV |Tσ(−nα) = dimV |Tσ(nα),
where the first equality follows from the duality and the last equality follows from the fact that α
and −α lie in the same W -orbit. 
6.2. Proof of Proposition 6.1.4. We will first reduce Proposition 6.1.4 to the cases of SL2
and SL3.
Lemma 6.2.1. Let V be a representation of G. The map JG(V ) ⊗JG JT → JB(V ) is an
isomorphism.
Proof. Recall that by Corollary 5.3.4, the pushforward of the structure sheaf along pi :
[Bσ/B] → [Gσ/G] ×A//W0 A is the structure sheaf. Then it follows from the projection formula
that
JG(V )⊗JG JT = Γ([Gσ/G]⊗A//W0 A, V˜ O) = Γ([Bσ/B], pi∗V˜ ) = JB(V )
is an isomorphism. 
Using the W0-action on Φ(Gσ, A), it suffices to prove Proposition 6.1.4 for a σ-orbit O that
is either a σ-orbit of simple roots (of type A or BC−), or a σ-orbit of roots of type BC+ that are
sum of two roots from a σ-orbit O− of simple roots. In either case, let GO be the subgroup of G
generated by T and Uα with α ∈ O∪−O; and BO the Borel subgroup generated by T and Uα with
α ∈ O.
Lemma 6.2.2. The map JB(V )→ JBO(V ) is an isomorphism over A[O].
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Proof. It follows from Lemma 5.2.17 and Lemma 5.2.18 that [B[O]σ/B] ∼= [B[O]O σ/BO]. So
the map in the lemma induces an isomorphism when restricted to A[O]. 
Lemma 6.2.3. To prove Proposition 6.1.4, it is enough to prove it for two cases:
• G = SL2 with σ = id;
• G = SL3 with σ given as in Example 5.1.5 and O being a σ-orbit consisting of two roots.
Proof. By Lemma 6.2.1 and Lemma 6.2.2, we reduce Proposition 6.1.4 to prove that, for the
σ-orbit O considered above and over every generic point η of AO, the map JBO(V ) → JT (V ) is
a modification of length ζO. (Note that V |GO also admits a good filtration by Theorem 3.1.2 (1).)
We consider the central isogeny
G′O := GO,der × ZGO → GO.
with kernel F = GO,der ∩ ZGO . Let T ′ denote the preimage of T and A′ = T ′σ. Note that the
right exact sequence Fσ → T ′σ → Tσ → 1 is also exact on the left, so the induced map A′ → A
is an Fσ-torsor. Note that Fσ is indeed e´tale (given the classification of GO,der by Lemma 5.1.9)
since we assume char k 6= 2. By Lemma 4.1.3 (applied to B′O = BO,der × ZGO and TO,der × ZGO)
and the fact that modifications commute with e´tale base change, the length of modification of
JBO(V ) → JT (V ) at every generic point η of AO is the same as the length of modification of
JB′O(V )→ JT ′(V ) (or equivalently JG′O(V )⊗JG′O JT → JT (V ) by Lemma 6.2.1) at any preimage
of η under the map pi : A′ → A.
We decompose V = ⊕ψVψ ⊗ kψ according to the central character for the action of ZGO on V
so that each Vψ is a GO,der-module. Then by (4.1.1)
JG′O(V ) =
⊕
ψ
JGO,der(Vψ)⊗ JZGO (kψ) =
⊕
ψ|Zσ
GO
=1
JGO,der(Vψ)⊗ JZGO (kψ).
We write Ader = (TO,der)σ, where TO,der = T ∩GO,der. Then A′ = Ader × (ZGO)σ, and one checks
that pi : Ader,O × (ZGO)σ → AO is surjective. Clearly, the modification
JG′O(V ) =
⊕
ψ
JGO,der(Vψ)⊗ JZGO (kψ)→ JT ′(V ) =
⊕
ψ
JTO,der(Vψ)⊗ JZGO (kψ)
only happens on the first factor. Since the second factor is of rank one over JZGO , and since
dim(V |Tσ)(nα) =
∑
ψ|Zσ
GO
=1
(Vψ|TσO,der)(nα),
we see that to prove Proposition 6.1.4, it is enough to assume that G = GO,der.
By Lemma 5.1.9, there are three cases for GO,der. By Lemma 5.2.18, and Lemma 4.1.2, we
reduce the proof of Proposition 6.1.4 to the case G = SL2 with σ = id, and G = SL3 with σ given
as in Example 5.1.5 and O being a σ-orbit consisting of two roots. This completes the proof of the
lemma. 
Finally, we treat the above mentioned two cases.
Lemma 6.2.4. Proposition 6.1.4 holds for G = SL2.
Proof. It is enough to assume that V is the Schur module Sn (of dimension n+ 1), in which
case we make explicit computations. We set
B =
{(
a b
0 a−1
) ∣∣ a ∈ k×, b ∈ k}, T = {( a 00 a−1 ) ∣∣ a ∈ k×}, and U = {( 1 b0 1 ) ∣∣ b ∈ k}.
By Lemma 6.2.1, we need to show that
(1) JT (Sn) is zero when n is odd, and
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(2) the length of the modification of JB(Sn)→ JT (Sn) at the generic point of T is exactly n/2
when n is even.
(1) is obvious by looking at the action of
(−1 0
0 −1
) ∈ SL2. For (2) (and hence n is even), we
explicitly identify Sn ∼= k[z]deg≤n and OB ∼= k[x±1, y], where B acts on Sn by
(
a b
0 a−1
)
(h)(z) =
anh
(
a−2z − a−1b) and the conjugation action of B on OB is given by(
a b
0 a−1
)
(h)(x, y) = h(x, a−2y + a−1b(x− x−1)).
From this, we see that z(x− x−1) + y is invariant under the U -action and explicitly
(OB ⊗ Sn)U ∼=
n−1⊕
i=0
k[x±1] · (z(x− x−1) + y)i.
But an element
(
a 0
0 a−1
) ∈ T acts on (z(x− x−1) + y)i by multiplication by an−2i. It follows that
(OB ⊗ Sn)B ∼= k[x±1] · (z(x− x−1) + y)n/2.
Restricting to T , or equivalently setting y = 0, we see that the map JB(V ) → JT (V ) can be
identified with the inclusion
k[x±1] · (z(x− x−1))n/2 → k[x±1] · zn/2.
The length of the modification of the above map at each point of the divisor x− x−1 is n/2. This
completes the proof of the lemma. 
Lemma 6.2.5. Proposition 6.1.4 holds for G = SL3 with the automorphism σ given in Exam-
ple 5.1.5, at the generic points of AO for the σ-orbit O consisting of two roots.
Proof. Let α, σα, β = α+ σα denote the positive roots and let O = {α, σα} so that αO = β.
We consider the principal SL2 of SL3. Its image is exactly H = SO3 = (SL3)
σ, where SO3
is the orthogonal group defined by
(
1−1
1
)
, regarded as a symmetric bilinear form. The map
T σ → Tσ = A is the square mapping on Gm. One checks immediately that when char k 6= 2,
JT → JTσ is finite e´tale of degree two and the induced map
JT (V )⊗JT JTσ → JTσ(V )
is an isomorphism.
The embedding H → G induces SpecJH = H/ c(H) → SpecJG = G//cσ(G), where c denotes
the usual conjugation of H on H. Here JH = k[y] (resp. JG = k[x]) is the space of conjugation
invariant functions on SO3 (resp. twisted conjugation invariant functions on SL3), with the variable
y (resp. x) representing the character of the standard representation of SO3 (resp. the adjoint
representation of SL3). Note that x = (y − 1)2 when viewed as functions on T σ. So k[x, x−1] →
k[y, (y − 1)−1] is finite e´tale of degree two.
The point x = 4 is the image of the divisor AO under the isomorphism A//W0 ∼= SpecJG. Its
preimages under the map SpecJH → SpecJG are points represented by y = −1 and y = 3, where
y = 3 corresponds to the Weyl group orbit of the zero of eβ−1 on T σ. Let u = x−4, and v = y−3.
Then the map k[x]→ k[y] induces an isomorphism k[[u]] ∼= k[[v]]. We claim that the natural map
(6.2.1) JG(V )⊗JG k[[u]]→ JH(V )⊗JH k[[v]]
is an isomorphism.
By [St65, Theorem 6.11 c) ] (or a direct computation), the preimage of y = 3 under the quotient
map SOreg3 → SpecJH = Spec k[y] is a single H-orbit of g(0) =
(
1 1 1
2
1 1
1
)
. One can easily check
that the image of g(0) in SL3, denoted by h(0), is also σ-regular. Using the smoothness of the
42
Chevalley map SOreg3 → Spec k[y], we may lift g(0) to g : Spec k[[v]]→ SOreg3 . Since SLσ-reg3 is open
and naturally Spec k[[u]] ∼= Spec k[[v]], we get a composition of maps
h : Spec k[[u]] ∼= Spec k[[v]] g−→ SO3 → SL3
whose image lands in SLσ-reg3 . Now, viewing g and h as k[[u]]-valued points on SO
reg
3 and SL
σ-reg
3
respectively, the centralizer ZH(g) of g in SO3 is naturally contained in the twisted centralizer Ih
of h in SL3. We claim that ZH(g) = Ih. Indeed, this is true over the generic point of Spec k[[u]] ∼=
Spec k[[v]] as both spaces are connected by Lemma 5.2.11. Over the special point, one can compute
explicitly that
ZH(g(0)) = Ih(0) =
{(
1 x 1
2
x2
1 x
1
)
; x ∈ k
}
.
Thus ZH(g) = Ih. Since a V -valued function is determined by its restriction to the regular locus,
by Corollary 5.3.5 (1), we deduce that
JH(V )⊗JH k[[u]] = (V ⊗ k[[u]])ZH(g) = (V ⊗ k[[v]])Ih = JG(V )⊗JG k[[v]].
This shows that (6.2.1) is an isomorphism.
Now we immediately reduce the lemma to the SL2-case (Lemma 6.2.4) by the same argument as
in the last two paragraphs of the proof of Lemma 6.2.3 (based on Lemma 5.2.18), provided that we
can show that V |SO3 admits a good filtration. It suffices to check this for Schur modules Saω1+bω2
with a, b ≥ 0, where ω1 and ω2 are the fundamental weights of SL3. We check by induction on
a + b. This is true for ω1 and ω2 as they are standard representations of SO3, and therefore true
for S⊗aω1 ⊗ S⊗bω2 by Theorem 3.1.2 (2). By the Frobenius reciprocity, there is a unique zero (up to
scalar) map S⊗aω1 ⊗ S⊗bω2 → Saω1+bω2 . One easily identify the kernel V ′ as (S⊗aω1 ⊗ S⊗bω2 )≺aω1+bω2 in
Lemma 3.1.4 (2), and therefore admits a good filtration (whose graded pieces are Schur modules
with highest weights strictly lower than aω1+bω2). So the restriction of V
′ to SO3 admits a filtration
by inductive hypothesis. Moreover, by Lemma 3.1.4 (2), S⊗aω1 ⊗ S⊗bω2 → Saω1+bω2 is surjective. By
Theorem 3.1.2 (3), we conclude that Saω1+bω2 admits a good filtration when restricted to SO3. 
Remark 6.2.6. As in the proof of the lemma, we have an analogous map
JG(V )⊗JG k[[x− 4]]→ JH(V )⊗JH k[[y + 1]].
But it is not an isomorphism in general. The reason is that y = −1 lies on T˚ σ//W0, so every regular
element in SOreg3 that maps to the point y = −1 in Spec k[y] is conjugate to the semisimple matrix(−1 0 0
1 0−1
)
; yet this matrix when viewed inside SL3 is not σ-regular.
6.3. The ring End(V˜ ). Motivated by some applications in [XZ17], in this subsection we
study the endomorphism ring End(V˜ ) of the vector bundle V˜ on [Gσ/G]. Here are some basic
facts.
(1) The ring End(V˜ ) is a J -algebra. In particular, if W is a representation of G o 〈σ〉, its
character χW , restricted to Gσ, defines a regular function on [Gσ/G] and therefore an
element in End(V˜ ), still denoted by χW .
(2) The Chevalley restriction map is the pullback map End(V˜ )→ End(V˜ |[Tσ/T ]) along [Tσ/T ]→
[Gσ/G]. Note that
End(V˜ |[Tσ/T ]) ∼= (k[T ]⊗ EndTσV )T/T
σ
.
So (6.1.3) gives an injective map
ResσV⊗V ∗ ⊗ 1 : End(V˜ )⊗JG JT → (k[T ]⊗ EndTσV )T/T
σ
,
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which is an isomorphism generically over JT . It follows that End(V˜ ) is commutative if
and only if V is multiplicity free as a T σ-module.
(3) Assume that V is the restriction of a representation ρ : Go 〈σ〉 → GL(V ) to G. There is
an element γtaut ∈ End(V˜ ), given by a tautological automorphism of V˜ . Namely, consider
the trivial vector bundle OGσ⊗V over Gσ. There is the tautological automorphism of this
bundle whose restriction to the fiber over gσ ∈ Gσ is given by the automorphism ρ(gσ)
of V . This automorphism commutes with the G-equivariant structure on OGσ ⊗ V , and
therefore descends to the desired γtaut. Note that
(ResσV⊗V ∗ ⊗ 1)(γtaut) =
∑
µ
eσ(µ) ⊗ σµ,
where the sum is taken over all weights in V and σµ : V (µ) → V (σ(µ)) is the natural
isomorphism.
Proposition 6.3.1 (Cayley–Hamilton). Write d = dimV . Define a degree d polynomial f(x) ∈
J [x] as
f(x) =
∑
(−1)iχ∧d−iV xi.
Then there is an injective map of J-algebras defined by
(6.3.1) J [x]/(f(x))→ End(V˜ ), x 7→ γtaut.
In particular,
(6.3.2)
∑
(−1)iχ∧d−iV γitaut = 0
as elements in End(V˜ ).
Proof. For G = GLn, σ = id and V = std being the standard representation, the usual
Cayley–Hamilton theorem gives (6.3.2). In general, the representation defines a homomorphism
G o 〈σ〉 → GL(V ), which induces [Gσ/G] → [GL(V )/GL(V )]. The pullback of the bundle s˜td on
[GL(V )/GL(V )] along this map is exactly V˜ , the pullback of the tautological automorphism γtaut
of s˜td is the tautological automorphism of V˜ , and the pullback of the regular function χ∧i std is
just χ∧iV . Therefore, (6.3.2) holds in general. Or equivalently, (6.3.1) is well-defined. It remains
to show that it is injective.
If G = GLn, σ = id and V = std, by Lemma 6.3.4 below, (6.3.1) is an isomorphism. On the
other hand, for a representation Go 〈σ〉 → GL(V ), the map
End(s˜td)⊗JGL(V ) JG → EndCoh([Gσ/G])(V˜ )
is injective. Therefore, the injectivity of (6.3.1) in the general case follows. 
Remark 6.3.2. Note that the proof of the above proposition holds for any algebraic group G.
Remark 6.3.3. We also briefly explain how to study End(V˜ ) if V is not a representation of
Go 〈σ〉, but only a representation of a subgroup Go 〈τ〉, where τ = σf . In this case, we have the
map
[Gσ/G]→ [Gτ/G], gσ 7→ (gσ)f = gσ(g)σ2(g) · · ·σf−1(g)τ.
Then we can pullback everything from [Gτ/G]. Note that for a representation W of G o 〈τ〉,
W ⊗ σ(W ) ⊗ · · · ⊗ σf−1(W ) is a natural representation of G o 〈σ〉, usually called the tensor
induction representation. Let us denote it by ⊗στW . Then the pullback of χW to [Gσ/G] is χ⊗στW .
So we have ∑
(−1)iχ⊗στ (∧d−iV )γitaut = 0.
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As mentioned above, for a general V which is not multiplicity free as a T σ-module, the ring
End(V˜ ) is non-commutative. So End(V˜ ) is not generated by γtaut as a J -algebra. Even if End(V˜ )
is commutative, (6.3.1) will only be an isomorphism away from a divisor on SpecJG. However, we
can say more in the following special case.
Lemma 6.3.4. The map (6.3.1) is an isomorphism if
• G = GLn or SLn equipped with the trivial σ-action, and V is the standard representation
or its dual.
• G = Sp2n and V is the standard representation;
Proof. It is enough to show that JG[x]/(f(x))⊗JG JT = JT [x]/(f(x))→ End(V˜ )⊗JG JT is
an isomorphism. For this, we calculate the composition
(6.3.3) JG[x]/(f(x))⊗JG JT = JT [x]/(f(x))→ End(V˜ )⊗JG JT → JT ⊗ EndT (V ).
Under this map (6.3.3), the image of γtaut is
∑
eλj⊗ idV (λj), where the sum is taken over all weights
{λj} of V , and idV (λj) is the identity map of V (λj). Then the image of γitaut is
∑
eiλj ⊗ idV (λj).
Since V is minuscule, {idV (λj)} form a basis of JT ⊗EndT (V ) as a JT -module. By Vandermonde,
the determinant of the composed map (6.3.3) is∏
j<j′
(eλj − eλj′ ) = eµ
∏
j<j′
(1− eλj−λj′ ),
from some µ ∈ X•(T ). For the cases in the lemma, the difference λj−λj′ is a root α, which is equal
to the determinant (up to a unit in JT ) of the second map in (6.3.3) by Proposition 6.1.4. (Note that
Proposition 6.1.4 also holds for GLn.) Therefore, the first map in (6.3.3) is an isomorphism. 
6.4. Some examples. In this subsection, we present some examples of the calculation of the
determinant of (6.1.1).
Example 6.4.1. Consider the case where G =
∏d
i=1 SL2 and σ permutes all d factors, and let
V = Va1  · · · Vad be the exterior tensor product representation, where Va is the ath symmetric
power representation of SL2 (i.e. the representation of SL2 on the space of homogeneous polynomials
in (x, y) of degree a). By Lemma 4.1.2, this is equivalent to the case where G = SL2, σ = id, and
V = Va• := Va1 ⊗ · · · ⊗ Vad (so that rV = Va•(0) 6= 0). Now assume that a1 + · · · + ad is even. In
this case, Theorem 6.1.2 says that the determinant of the matrix (6.1.1) is equal to
c · (eα − 1)ζ(e−α − 1)ζ
for some c ∈ k×, where
ζ =
∑
n≥1
dimVa•(n) =
dimVa• − dimVa•(0)
2
.
In fact, the matrix for the pairing (6.1.1) (for some appropriate basis) can be obtained via a
combinatorial description in terms of periodic meanders, which carries a quantum deformation. In
the special case when G = SL2, d is even, and a1 = · · · = ad = 1, this matrix (6.1.1) is the Gram
matrix for the periodic meanders (see [TX14]).
Example 6.4.2. Consider the case when G = SL2r+1 with the non-trivial pinned σ-action as
explained in Example 5.1.5. We use freely the notation therein. In particular, X•(T ) is generated
by the characters ε−r, . . . , εr with the relation that
∑r
i=−r εi = 0, and σ acts by σ(εi) = −ε−i for
each i. The Bruhat partial order on X•(T ) is generated by εi  εi+1 for i = −r, . . . , r − 1. For
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A = T/(σ − 1)T , X•(A) = X•(T )σ = ⊕ri=1 Z · (ε−i − εi). The absolute Weyl group W ∼= S2r+1
permutes ε−r, . . . , εr, and its σ-invariant elements are
W0 = W
σ = 〈(i,−i), (ij)(−i,−j) | i, j = 1, . . . , r〉 = (Z/2Z)r o Sr.
Recall the σ-orbits of roots in (5.1.2); in particular, αO−i = αO+i = ε−i − εi for i = 1, . . . , r.
Write Si for the ith elementary symmetric power in e
αO,1 + e−αO,1 , . . . , eαO,r + e−αO,r , then
J := k[Gσ]G ∼= k[X•(A)]W0 ∼= k[S1, . . . ,Sr] ⊂ k[X•(T )] = k[e±ε−r , . . . , e±ε−1 , e±ε1 , . . . , e±εr ].
When r = 1, J = k[eαO,1 + e−αO,1 ].
We consider the standard representation V = Sε−r = std of G = SL2r+1. Observe that the only
nonzero weight space of V with weights in (σ − 1)X•(T ) is V (ε0). We write
ε0 = σ(ν)− ν, for ν = ε−r + · · ·+ ε−1.
The representation Sν ∼= Sσ(ν)∗ ∼= ∧rstd is the rth wedge product of the standard representation.
Then it is easy to see that
(Sσ(ν∗) ⊗ Sν ⊗ V )G = (∧rstd⊗ ∧rstd⊗ std)G ∼= (∧2r+1std)G ∼= k,
Let b denote the element on the left hand side that corresponds to 1 ∈ k, or more precisely
e−r ∧ · · · ∧ er. Then the recipe in (4.4.2) defines a function fb ∈ J(V ) (note that in our case
Wν ∼= Sν). We will compute its restriction to Tσ.
Let e−r, . . . , er denote the standard basis of the representation std. Then ∧rstd has a basis
(eI)I⊂{−r,...,r},|I|=r, where for I = {i1, . . . , ir} with elements ordered increasingly, we write eI =
ei1 ∧ · · · ∧ eir . The natural map σ : Sν = ∧rstd → Sσ(ν) ∼= (∧rstd)∗ is given by sending ei to
(−1)ie∗−i.6 So σ(eI) = sgn(I) · e∗−I , where −I = {−ir, . . . ,−i1} and sgn(I) = (−1)i1+···+ir+r(r−1)/2.
Using this notation, we write explicitly
b =
∑
|I|=r,|I′|=r
eI ⊗ eI′ ⊗ vI,I′ , fb(tσ) =
∑
|I|=r,|I′|=r
〈eI , tσeI′〉 · vI,I′ ,
where vI,I′ ∈ V = std, t ∈ T , and the sums run through all subsets I, I ′ of {−r, . . . , r} of cardinality
r. In the expression for fb(tσ), the pairing 〈eI , tσeI′〉 is nonzero precisely when I ′ = −I. In the
expression for b, the vector vI,I′ is nonzero precisely when I and I
′ are disjoint. So we need only
to discuss the case when there is s = {s1, . . . , sr} ∈ {±1}r such that I = Is = {s1 · 1, . . . , sr · r} and
I ′ = −I. In this case, sgn(−Is) = (−1)r(r+1)/2+r(r−1)/2 = (−1)r is independent of s. Moreover, we
may take vI,I′ = (−1)rsgn(s) · e0, where the sign sgn(s) = (−1)u with u equal to the number of
−1’s in s. Thus,
ResσV (fb) =
∑
s∈{±1}r
sgn(s)e−ε−s1−ε−2s2−···−ε−rsr (t) · e0 =
r∏
i=1
(
e−ε−i − e−εi) · e0 ∈ JT (V ).
In the dual picture, we consider an element
b∨ ∈ (Vσ(ν) ⊗ Vν∗ ⊗ V ∗)G =
(
(∧rstd∗)⊗ (∧rstd∗)⊗ std∗)G ∼= (∧2r+1std∗)G ∼= k.
Explicitly, we write
b∨ =
∑
|I|=r,|I′|=r
eI ⊗ e∗I′ ⊗ v∨I,I′ , fb∨(tσ) =
∑
|I|=r,|I′|=r
〈eI , tσe∗I′〉 · e∨I,I′ .
6This is in fact (−1)r times the natural map given by (5.1.1).
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Similar to above, we need only to discuss the case when I = Is for some s ∈ {±1}r and I ′ = −I.
In this case, we may choose vI,I′ = (−1)rsgn(s) · e∗0. Thus,
ResσV ∗(fb∨) =
∑
s∈{±1}r
sgn(s)eε−s1+ε−2s2+···+ε−rsr (t) · e∗0 =
r∏
i=1
(
eε−i − eεi) · e∗0 ∈ JT (V ∗).
Now we compute 〈fb, fb∨〉 under the pairing J(V )⊗J J(V ∗)→ J ∼= JW0T :
〈fb, fb∨〉 =
r∏
i=1
(
e−ε−i − e−εi) · r∏
i=1
(
eε−i − eεi) = r∏
i=1
(
(e
αO−
i − 1)(e−αO−i − 1)).
This agrees with Theorem 6.1.2 by noting that ζO−i (V ) = 1 and ζO+i (V ) = ζOi,j (V ) = 0, for the
σ-orbits in (5.1.2).
Example 6.4.3. Consider SL4 with row and column indices in {−2,−1, 1, 2}, the pinning
(B, T, e) given by the subgroup of standard upper triangular matrices, the subgroup of diago-
nal matrices, and e = E−2,−1 + E−1,1 + E1,2. The unique non-trivial pinned automorphism σ is
given by σ(X) = J tX−1J−1 for X ∈ SL4, with J =
(
0 0 0 1
0 0 −1 0
0 1 0 0−1 0 0 0
)
.
Let εi for i = ±1,±2 be the character of T given by evaluating at the (i, i)-entry; so that X•(T )
is generated by these εi with the relation ε−2 + ε−1 + ε1 + ε2 = 0. Under the σ-action σ(εi) = −εi,
the following are the σ-orbits of Φ(G,T ):
Oi = {ε−i − εi}, O±2,±1 = {ε∓2 − ε∓1, ε±1 − ε±2}, O∓2,±1 = {ε±2 − ε∓1, ε±1 − ε∓2}
with i ∈ {±1,±2}. They are all of type A. For A = T/(σ − 1)T ,
X•(A) = X•(T )σ = Z(ε−2 − ε2)⊕ Z(ε−1 + ε−2).
(Note that (ε−2 − ε2) + (ε−1 − ε1) = 2(ε−2 + ε−1).) The root system Φ(Gσ, A) consists of
short roots αOi and long roots αOi,j ; the group Gσ ∼= Spin5. The absolute Weyl group of
Φ(G,T ) is W ∼= S4 given by permuting the εi’s, and its σ-invariant elements are W0 = W σ =
〈(−1, 1), (−2, 2), (1, 2)(−1,−2)〉 = (Z/2Z)2 o S2. Write
S1 = e
ε−1−ε1 + eε1−ε−1 + eε−2−ε2 + eε2−ε−2 , S2 = eε−2+ε−1 + e−ε−2−ε−1 + eε1+ε2 + e−ε1−ε2 .
Then
J := k[Gσ]G ∼= k[X•(A)]W0 ∼= k[S1,S2]
⊂ k[X•(T )] = k[e±ε−2 , e±ε−1 , e±ε1 , e±ε2 ]/(eε−2+ε−1+ε1+ε2 − 1).
Consider the minuscule representation V = Sε−2+ε−1 of SL4; it is isomorphic to ∧2std for
the standard representation std of SL4. There are two nonzero weight spaces with weights in
(σ − 1)X•(T ): V (λ1) and V (λ2) with λi = ε−i + εi. They are both of one-dimensional. So rV = 2.
The minimal dominant weights νi (in the sense as in Lemma 4.3.6) satisfying σ(νi)− νi = λi are
ν1 = ε−2, ν2 = −ε2.
We remark here that for SLn with n ≥ 5 and the non-trivial automorphism σ, and for V = ∧2std,
we have rV = bn2 c and some (or rather most) of the minimal dominant weights ν above are no
longer minuscule. So the computation will be much more involved.
Back to our case, Sν1
∼= Sσ(ν1)∗ ∼= std and Sν2 ∼= Sσ(ν2)∗ ∼= std∗. In what follows, we will describe
nonzero elements
b1 ∈ (Sσ(ν1)∗⊗Sν1⊗V )G = (std⊗std⊗∧2std)G, b2 ∈ (Sσ(ν2)∗⊗Sν2⊗V )G = (std∗⊗std∗⊗∧2std)G,
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use the recipe in (4.4.2) to defines a function fb1 , fb2 ∈ J(V ) (note that in our case Wνi ∼= Sνi), and
describe the restriction of fbi to Tσ.
Write {e−2, e−1, e1, e2} for the standard basis of std and {e∗−2, e∗−1, e∗1, e∗2} the dual basis; and
the isomorphism σ : std ∼= std∗ is given by
e−2 7→ e∗2, e−1 7→ −e∗1, e1 7→ e∗−1, e2 7→ −e∗−2.
With this notation, we write explicitly,
b1 =
∑
i,j∈{±1,±2}
ei ⊗ ej ⊗ vi,j , fb1(tσ) =
∑
i,j∈{±1,±2}
〈ei, tσej〉 · vi,j ,
where vi,j ∈ V = ∧2std and t ∈ T . In the expression for fb1(tσ), the pairing 〈ei, tσej〉 is nonzero
precisely when i = −j. In the expression for b1, the vector vi,j is nonzero precisely when i 6= j.
So we need only to discuss the case when i = −j ∈ {±1,±2}. In this case, we may choose
v−2,2 = −v2,−2 = −e−1 ∧ e1 and v−1,1 = −v1,−1 = −e−2 ∧ e2. Thus,
ResσV (fb1) = (e
−ε−2 + e−ε2)e−1 ∧ e1 − (e−ε−1 + e−ε1)e−2 ∧ e2 ∈ JT (V ).
In a similar way, we may compute (up to choosing a sign for b2)
ResσV (fb2) = (e
ε−1 + eε1)e−1 ∧ e1 − (eε−2 + eε2)e−2 ∧ e2 ∈ JT (V ).
On the dual side, we choose elements
b∨1 ∈ (Sσ(ν1)⊗Sν∗1⊗V ∗)G = (std∗⊗std∗⊗∧2std∗)G, b∨2 ∈ (Sσ(ν2)⊗Sν∗2⊗V ∗)G = (std⊗std⊗∧2std∗)G,
and a computation similar to above gives the explicit formulas (up to choosing a sign for b∨i )
ResσV ∗(fb∨1 ) = (e
ε−2 + eε2)e∗−1 ∧ e∗1 − (eε−1 + eε1)e∗−2 ∧ e∗2 ∈ JT (V ∗)
ResσV ∗(fb∨2 ) = (e
−ε−1 + e−ε1)e∗−1 ∧ e∗1 − (e−ε−2 + e−ε2)e∗−2 ∧ e∗2 ∈ JT (V ∗).
From this, we deduce that under the natural J -linear pairing J(V )× J(V ∗)→ J , we have
〈fb1 , fb∨1 〉 = 〈fb2 , fb∨2 〉 = (eε−2 + eε2)(e−ε−2 + e−ε2) + (eε−1 + eε1)(e−ε−1 + e−ε1) = S1 + 4,
〈fb1 , fb∨2 〉 = 〈fb2 , fb∨1 〉 = 2(e−ε−1 + e−ε1)(e−ε−2 + e−ε2) = 2(eε−1 + eε1)(eε−2 + eε2) = 2S2.
(Note that eε−2+ε−1+ε1+ε2 = 1.) We can compute the determinant of the pairing as
det
(〈fb1 , fb∨1 〉 〈fb1 , fb∨2 〉〈fb2 , fb∨1 〉 〈fb2 , fb∨2 〉
)
=
(
(eε−2 + eε2)(e−ε−2 + e−ε2) + (eε−1 + eε1)(e−ε−1 + e−ε1)
)2
− 4(eε−1 + eε1)(eε−2 + eε2)(eε−1 + eε1)(eε−2 + eε2)
=
(
(eε−2 + eε2)(e−ε−2 + e−ε2)− (eε−1 + eε1)(e−ε−1 + e−ε1))2
=
(
(eε−2−ε2 − eε−1−ε1)(1− eε2−ε−2+ε1−ε−1))2
= (e
αO−2,−1 − 1)(eαO−2,1 − 1)(eαO2,−1 − 1)(eαO2,1 − 1).
One can compare this with the computation that ζOi(V ) = 0 and ζO±2,±1(V ) = ζO±2,∓1(V ) = 1.
Example 6.4.4. Assume that char k = 0. Consider the case of G = Spin2r. More precisely,
considerQ := k⊕2r with basis e−r, . . . , e−1, e1, . . . , er and a symmetric quadratic form 〈ei, e−j〉 = δij .
Let
Cl = Cl(Q) = Cleven ⊕ Clodd =
(⊕
n≥0
Q⊗n
)/(
w ⊗ w − 12〈w,w〉; w ∈ Q
)
denote the associated (Z/2Z-graded) Clifford algebra. There is a natural (anti-commutative) invo-
lution •t on Cl generated by sending w ∈ Q to −w. The pin group Pin2r is formed by all elements
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x ∈ Cl such that x · xt = 1, and xQxt ⊂ Q. The spin group Spin2r := Pin2r ∩ Cleven is the neutral
connected component of Pin2r. The maximal torus T of Spin2r is given by the image of
Γ : Grm // Spin2r
(z1, . . . , zr)
 //
∏r
i=1
(
zieie−i + z−1i eie−i
)
,
where the kernel is {(z1, . . . , zr) ∈ {±1}r | z1 · · · zr = 1}. Let ε12 , . . . , εr2 denote the usual basis of
the character group of Grm; then
X•(T ) = Z · 12(ε1 + · · ·+ εr)⊕
r−1⊕
i=1
Z · εi.
A weight
∑r
i=1 aiεi is dominant if a1 ≥ · · · ≥ ar−1 ≥ |ar|.
We equip with Spin2r with the outer automorphism σ, induced by the conjugation by er + e−r.
A simple computation shows that
(er + e−r)(zieie−i + z−1i eie−i)(er + e−r) =
{
zieie−i + z−1i eie−i if i 6= r
z−1r ere−r + zrere−r if i = r
So σ fixes ε1, . . . , εr−1 and maps εr to −εr. So for A = T/(σ − 1)T , its character group X•(A) =
X•(T )σ is the free abelian group with basis ε1, . . . , εr−1.
The absolute Weyl group W ∼= Hr o Sr ⊂ {±1}r × Sr, where Hr ⊂ {±1}r is the subgroup
consisting of even number of −1’s, Sr permutes ε1, . . . , εr and (h1, . . . , hr) ∈ Hr sends εi to hiεi for
i = 1, . . . , r. The σ-invariant elements of W are W0 := W
σ = {±1}r−1oSr−1, where Sr−1 permutes
ε1, . . . , εr−1 and (h1, . . . , hr) ∈ {±1}r−1 sends εi to hiεi for each i = 1, . . . , r − 1. It follows that
the invariants of C[X•(A)] under W0 are
J := C[X•(A)]W0 = C[S1, . . . ,Sr−1],
where Si for i = 1, . . . , r− 1 is the ith elementary symmetric polynomial in eε1 + e−ε1 , . . . , eεr−1 +
e−εr−1 .
The root system Φ(G,T ) consists of ±εi±εj and ±εi∓εj for i ∈ {1, . . . , r} and j ∈ {1, . . . , i−1}.
The σ-orbits of these roots are
O±i,j = {±εi ± εj}, O±j,i = {±εi ∓ εj}, O±i = {±εi + εr,±εi − εr},
with i ∈ {1, . . . , r}, j ∈ {1, . . . , i−1}; they are all of type A. Thus the root system Φ(Gσ, A) consists
of short roots αO±i,j = ±εi ± εj and long roots αO±i = ±2εi.
We shall consider V = Sε1
∼= Q, the vector representation of G = Spin2r. Its nonzero weight
spaces with weights in (σ − 1)X•(T ) are V (−εr) and V (εr). We write
∓εr = σ(ν±)− ν± for ν± = 12(ε1 + · · ·+ εr−1 ± εr).
(Be careful with the signs here.) So σ(ν±) = ν∓. We shall see that
(6.4.1) (Sσ(ν∗±) ⊗ Sν± ⊗ V )G ∼= k.
Indeed, since V is minuscule, Sν± ⊗ V is a direct sum of Sν±+τ with all τ ∈ {±ε1, . . . ,±εr} such
that ν± + τ is dominant. In particular, ν∓ is among those weights ν± + τ . Dually, we have
(6.4.2) (Sσ(ν±) ⊗ Sν∗± ⊗ V ∗)G ∼= k.
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Lemma 6.4.5. There exist bases b± of (6.4.1) and bases b∨± of (6.4.2) such that if we use
fb± ∈ J(V ) and fb∨± ∈ J(V ∗) to denote the associated class functions via the recipe (4.4.2), then
(6.4.3) M :=
(
〈fb+ , fb∨+〉 〈fb+ , fb∨−〉
〈fb− , fb∨+〉 〈fb− , fb∨−〉
)
=
(∑
i≥0 even 2
r−1−iSi
∑
i>0 odd 2
r−1−iSi∑
i>0 odd 2
r−1−iSi
∑
i≥0 even 2
r−1−iSi
)
.
The determinant of M is
r−1∏
i=1
(1− e2εi)(1− e2ε−i).
This agrees with our Theorem 6.1.2 because, for i 6= j ∈ {1, . . . , r − 1}, one can check easily
that ζO±i (V ) = 1, ζO±i,j (V ) = 0.
Proof. Consider the (isotropic) subspace U =
⊕r
i=1 kei of Q and its (Z/2Z-graded) wedge
product space ∧∗U = (∧∗U)even ⊕ (∧∗U)odd. A basis of the latter is given by eI = ei1 ∧ · · · ∧ eim
for I = {i1, . . . , im} in which elements are ordered so that i1 > · · · > im. (Our unusual ordering
is to avoid the appearance of unnecessary signs later.) The pin group Pin2r acts on ∧∗U as, for
1 ≤ i ≤ m,
ei • (u1 ∧ · · · ∧ um) = ei ∧ u1 ∧ · · · ∧ um,(6.4.4)
e−i • (u1 ∧ · · · ∧ um) =
∑m
i=1(−1)i−1〈e−i, ui〉 · u1 ∧ · · · ∧ ûi ∧ · · · ∧ um.
Restricting to Spin2r, both (∧∗U)even and (∧∗U)odd are irreducible representations; when r is even,
their highest weights are ν+ =
1
2(ε1 + · · ·+ εr) and ν− = 12(ε1 + · · ·+ εr−1− εr), respectively; when
r is odd, the highest weights are exchanged. In what follows, we assume that r is even. The other
case can be treated similarly. We henceforth identify Sν+
∼= (∧∗U)even and Sν− ∼= (∧∗U)odd. More
generally, the weight of eI (with I = {i1, . . . , im}) is
εi1 + · · ·+ εim − ν+.
Moreover, the action (6.4.4) also defines natural morphisms
V ⊗ (∧∗U)even → (∧∗U)odd, V ⊗ (∧∗U)odd → (∧∗U)even.
The isomorphism σ : Sν+ → Sσ(ν+) = Sν− may be identified with the natural map
(∧∗U)even → (∧∗U)odd, x 7→ (er + e−r) • x,
intertwining the natural action of Spin2r on the source and the σ-twisted action of Spin2r on the
target. Explicitly, this map sends eI to eI4{r}, where I4{r} is the symmetric difference.
With this discussion, we may express a basis element of
(Sσ(ν+)∗ ⊗ Sν+ ⊗ V )G =
(
(∧∗U)odd,∗ ⊗ (∧∗U)even ⊗ V )G
and its class function as
b+ =
∑
|I| odd
∑
|I′| even
e∗I ⊗ eI′ ⊗ vI,I′ , fb+(tσ) =
∑
|I| odd
∑
|I′| even
〈e∗I ⊗ tσeI′〉 · vI,I′
for vI,I′ ∈ V and t ∈ T , where the sum is taken over all subsets I, J ⊂ {1, . . . , r} whose sizes are of
the specified parity. In the expression for fb(tσ), the pairing 〈e∗I , σeI′〉 is nonzero precisely when
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I ′ = I4{r}; in this case, we may rewrite {I, I ′} as {J, J ∪ {r}} for some J ⊂ {1, . . . , r − 1}, and
we may take the vector vI,I′ to be er if r ∈ I and to be e−r if r /∈ I. Therefore, we have
fb+(tσ) =
∑
|J | even
〈e∗J∪{r}, eεJ+εr−ν+(t)σeJ〉 · er +
∑
|J | odd
〈e∗J , eεJ−ν+(t)eJ∪{r}〉 · e−r
=
∑
|J | even
eεJ+εr−ν+(t) · er +
∑
|J | odd
eεJ−ν+(t) · e−r,
where the sums are taken over subsets J ⊂ {1, . . . , r − 1} whose sizes are of the given parity, and
for J = {i1, . . . , im}, εJ = εi1 + · · ·+ εim . To simplify notation, we put
C+ = e
−ν+ ·
∑
|J | even
eεJ , C− = e−ν+ ·
∑
|J | odd
eεJ
so that ResσV (fb+) = C+e
εr · er + C− · e−r ∈ JT (V ).
Similarly, we may choose a basis element
b− ∈ (Sσ(ν−)∗ ⊗ Sν− ⊗ V )G =
(
(∧∗U)even,∗ ⊗ (∧∗U)odd ⊗ V )G,
with class function
ResσV (fb−) = C−e
εr · er + C+ · e−r ∈ JT (V ).
On the dual side, we choose elements
b∨+ ∈ (Sσ(ν+) ⊗ Sν∗+ ⊗ V ∗)G =
(
(∧∗U)odd ⊗ (∧∗U)even,∗ ⊗ V ∗)G,
b∨− ∈ (Sσ(ν−) ⊗ Sν∗− ⊗ V )G =
(
(∧∗U)even ⊗ (∧∗U)odd,∗ ⊗ V )G.
If we write D+ = e
ν+ ·∑|J | even e−εJ , D− = eν+ ·∑|J | odd e−εJ , the class functions fb∨+ , fb∨− ∈ J(V ∗)
have restrictions
ResσV ∗(fb∨+) = D+e
−εr · e∗r +D− · e∗−r, ResσV ∗(fb∨−) = D−e−εr · e∗r +D+ · e∗−r ∈ JT (V ∗).
Combining all above, we deduce that
M =
(
〈fb+ , fb∨+〉 〈fb+ , fb∨−〉
〈fb− , fb∨+〉 〈fb− , fb∨−〉
)
=
(
C+D+ + C−D− C+D− + C−D+
C+D− + C−D+ C+D+ + C−D−
)
.
Now the formula (6.4.3) follows from the following identity
C+D+ + C−D− =
∑
i≥0 even
2r−1−iSi, C+D− + C−D+ =
∑
i≥0 odd
2r−1−iSi.
It is easier to compute the determinant of M in the following way:
detM = (C+D+ + C−D−)2 − (C+D− + C−D+)2 = (C+ + C−)(D+ +D−)(C+ − C−)(D+ −D−).
On the other hand, it is easy to see that
C+ ± C− = e−ν+
r−1∏
i=1
(1± eεi), D+ ±D− = eν+
r−1∏
i=1
(1± e−εi).
So
detM =
m−1∏
i=1
(
(1− e2εi)(1− e−2εi)). 
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Appendix A. A remark on freeness
Stephen Donkin7
Let G be a semisimple, simply connected algebraic group over an algebraically closed field k.
Then conjugation gives rise to a G-module structure on the coordinate algebra k[G] and the algebra
of class functions C(G) is the invariant algebra. Let V be a finite dimensional rational G-module
which admits a good filtration. In Theorem 1.0.1 it is shown that the space of invariants (k[G]⊗V )G
is free as a C(G)-module.
We here obtain this as a special case of Theorem A.2.2 below. However, we would like to stress
that this does not cover the freeness of J0(V ) and J+(V ) established in Theorem 1.0.1, nor does
it cover the cases in which the action on the coordinate algebra is twisted via an automorphism,
considered by the authors.
In [3] we considered the situation in which G acts rationally on a finitely generated k-algebra A,
see [3], 1.5 Theorem and deduced freeness over the algebra of invariants, in some cases, in particular
in the case A = k[G] with the conjugation action. The argument we give below is essentially a
re-run of the argument from [3], but where we now consider invariants of a finitely generated A-
module and rational G-module. Our argument relies on flatness and we should mention that in
the cases considered in § 2–§ 4 a more constructive approach is taken and flatness is obtained as a
corollary of freeness.
A.1. Some General Recollections. By a G-algebra we mean a commutative k-algebra on
which G acts rationally as k-algebra automorphisms. We will denote the action of g ∈ G-algebra
on a ∈ A by g · a. Let A be a G-algebra. By an (A,G)-module we mean a k-space M which is an
A-module and a rational G-module in such a way that g(am) = (g · a)gm, for all g ∈ G, a ∈ A,
m ∈M . The space of invariants of a G-module M will be denoted MG and C denotes AG.
We here modify the arguments of [3], pp139–140, to give a generalization to (A,G)-modules of
the main result of [3]. We begin by describing some properties of (A,G)-modules. These are no
doubt well known but we include them for the convenience of the reader.
Recall that, from the Mumford Conjecture (proved by Haboush in [5]) if A is finitely generated
then so is C. Moreover, if pi : A → B is a surjection of G-algebras then for b ∈ BG we have
bn = pi(a) for some a ∈ A and positive integer n (see [7], p54). In particular BG is integral over
pi(AG) and so if A is finitely generated then BG is a finitely generated AG-module.
Now suppose that A is finitely generated and that M is a finitely generated (A,G)-module.
We claim that MG is finitely generated as a C = AG-module. If this holds we say that M has the
finite generation property. Note that a submodule of an (A,G)-module with the finite generation
property has the finite generation property. Note also that an extension of (A,G)-modules with
this property also has this property: Suppose 0 → X → Y → Z → 0 is a short exact sequence of
(A,G)-modules and X,Z have the property. Then we have a short exact sequence of C-modules
0→ XG → Y G → (X + Y G)/X → 0.
Now X + Y G/X embeds in (Y/X)G and so is finitely generated as a C-module. Thus XG and
(X + Y G)/X are finitely generated C-module so that Y G is finitely generated too.
We consider the case in which M is generated by a non-zero invariant m0 ∈ MG. Thus
M = Am0 and M is isomorphic to A/I, where I is the annihilator of m0. We have the natural
map pi : A → B = A/I and by the above BG is integral over B0 = pi(AG). Hence BG is finitely
generated as a C-module and M has the finite generation property.
7Department of Mathematics, University of York, York YO10 5DD. E-mail address:
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Now consider the general case. Let M be a finitely generated (A,G)-module and let X be a
submodule maximal subject to the condition that it has the finite generation property. If (M/X)G =
0 then MG = XG so that M has the required property. Otherwise we choose m0 ∈ M\X with
(m0 + X) ∈ (M/X)G. Put Y = X + Am0. Then Y/X is generated by an invariant so has the
property. Hence X and Y/X have the finite generation property and therefore so has Y . But X is
strictly contained in Y so we have a contradiction.
Thus we have the following.
(1) If A is a finitely generated G-algebra and M is a finitely generated (A,G)-module then
MG is a finitely generated AG-module.
We need to improve (1) so that we can take invariants for the action of a subgroup of G. Now
suppose that H is a Grosshans subgroup of G, i.e., a closed subgroup such that the the algebra
k[H\G] = {f ∈ k[G]|f(hg) = f(g) for all h ∈ H, g ∈ G}
is finitely generated. (In fact we only in which need the case H is a maximal unipotent subgroup of
G.). Suppose that A is a finitely generated G-algebra and M is a finitely generated (A,G)-module.
We shall need that MH is finitely generated as an AH -module. By Frobenius reciprocity and the
tensor identity one has MH = (M ⊗ k[H\G])G as k-spaces and (A ⊗ k[H\G])G = AH so the
argument should be to regard (M ⊗ k[H\G]) as an A⊗ k[H\G]-module and take invariants.
To see that this really works we write down explicitly the maps involved in identifying H-
invariants and G-invariants. This is a slight extension of the context of [8], Theorem 4.
Let σ : k[G] → k[G] be the antipode, so σ(f)(x) = f(x−1), for f ∈ k[G], x ∈ G. Let A be a
G-algebra and let M be an (A,G)-module. We choose a k-basis (mi)i∈I of M . Let fij ∈ k[G] be
the corresponding coefficient functions so that
gmi =
∑
j∈I
fji(g)mj
for g ∈ G, i ∈ I.
It is easy to check that there are inverse k-linear isomorphisms φM : (M ⊗ k[H\G])G → MH
and ψM : M
H → (M ⊗ k[H\G])G satisfying
φM (
∑
i∈I
mi ⊗ bi) =
∑
i∈I
bi(1)mi
for
∑
i∈I mi ⊗ bi ∈ (M ⊗ k[H\G])G and
ψM (
∑
∈I
λimi) =
∑
i,j∈I
λimj ⊗ σ(fji)
for
∑
i∈I λimi ∈MH .
For a ∈ AH and m ∈ MH one checks that ψM (am) = ψA(a)ψM (m). We regard M ⊗ k[H\G]
as an (A⊗ k[H\G], G)-module in the natural way. By (1), (M ⊗ k[H\G])G is a finitely generated
(A⊗ k[H\G])G-module, i.e.,
(M ⊗ k[H\G])G =
n∑
i=1
(A⊗ k[H\G])Gyi
for some y1, . . . , yn ∈ (M ⊗ k[H\G])G. Let xi ∈ MH be such that ψM (xi) = yi for 1 ≤ i ≤ n and
put D =
∑n
i=1A
Hxi ≤MH . Then
ψM (D) =
n∑
i=1
ψA(A
H)ψM (xi) =
n∑
i=1
(A⊗ k[H\G])Gyi = (M ⊗ k[H\G])G
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and so D = MH and MH is finitely generated.
To summarise, we have the following.
(2) If A is a finitely generated G-algebra, H is a Grosshans subgroup of G and M is a finitely
generated (A,G)-module then MH is a finitely generated AH-module.
A.2. Freeness. We are now in a position to extend the main result of [3] to the context of
(A,G)-modules. We adopt the notation of [6]. In particular we have the maximal torus T and Weyl
group W . We attach a root system to G, with respect to T , and let B denote the negative Borel
subgroup. We have the character group X(T ) with natural partial order ≤ and set of dominant
weight X+(T ). For λ ∈ X+(T ) we write L(λ) for the irreducible rational G-module with highest
weight λ, write kλ for the one dimensional B-module on which T acts via λ and write ∇(λ) for
the induced module indGBkλ. A subset pi of X
+(T ) is said to be saturated if whenever λ ∈ pi and
µ ∈ X+(T ) with µ ≤ λ then µ ∈ pi. For pi a saturated subset of X+(T ) and V a rational G-module
the set of submodules of V which have all composition factors belonging to {L(λ)|λ ∈ pi} has a
unique maximal element, which we denote Opi(V ).
Theorem 1.5 in [3], which we now extend to the context of (A,G)-modules, is obtained via three
Propositions. The first, Proposition 1.2. and the third, Proposition 1.4, require no modification.
The modified Proposition 1.3 and its proof require only minimal changes, given the remarks
on finite generation above, but we give it again for the sake of completeness, in the form of the
following lemma.
Lemma A.2.1. Let A be a finitely generated G-algebra and let C = AG. Suppose that M is a
finitely generated (A,G)-module and that M has a good filtration. Then, for every finite saturated
subset pi of X+(T ), the C-module Opi(M) is a finitely generated.
Proof. Let λ be a maximal element of pi and let pi′ = pi\{λ}. Then
Opi(M)/Opi′(M) ∼= C ⊗Opi(M)λ, by [3], 1.2 Proposition. By induction on the size of pi it therefore
suffices to prove that Opi(M)
λ is a finitely generated C-module. Moreover, multiplication by a
coset representative of w0 (the longest element of the Weyl group W ) induces an isomorphism
Opi(M)
λ → Opi(M)w0λ, so it suffices to show that Opi(M)w0λ is finitely generated.
Let M0 = M
U and A0 = A
U . Since w0λ is a lowest weight of Opi(M), we have Opi(M)
w0λ ≤
Mw0λ0 . On the other hand M¯
w0λ = 0, by [2], (12.1.6) and (1.5.2), where where M¯ = (M/Opi(M))
U ,
so that Opi(M)
w0λ = Mw0λ0 . Furthermore, M0 is a T -module and A
T
0 = A
B = AG, by [1], (2.1)
Theorem. Moreover, U is a Grosshans subgroup, e.g., by [4], so that A0 is finitely generated and,
by (2), M0 is a finitely generated A0-module. Hence we may (and do) replace M by M
U and G
by T . So it suffices to prove that if A is finitely generated T -algebra and M is a finitely generated
(A, T )-module then for any µ ∈ X(T ) the weight space Mµ is a finitely generated AT -module. We
choose a finite dimensional T -invariant subspace of M which generates M , as a (A, T )-module.
Then we have a surjective (A, T )-module map A ⊗ V → M inducing a surjection on invariants
(by complete reducibility of T -modules). Hence we may assume M = A ⊗ V and, by complete
reducibility of T -modules again, that V is one dimensional, with weight τ say. Then (A ⊗ V )µ
is isomorphic to Aµ−τ . Hence it suffices to prove that Aλ is a finitely generated AT -module, for
λ ∈ X(T ). So let χ = −λ. Then A ⊗ k[χ] is a finitely generated T -algebra and so (A ⊗ k[χ])T is
finitely generated by ai ⊗ χdi say, for 1 ≤ i ≤ n, di ≥ 0. Then Aλ is generated as a AT -module by
{ai : 1 ≤ i ≤ n and di = 1}. 
Now the proofs of [3] 1.5 Theorem and its Corollary go through in the context of (A,G)-modules
with Lemma A.2.1 replacing [3], Proposition 1.3, and we obtain the following.
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Theorem A.2.2. Suppose that A is a finitely generated G-algebra whose algebra of invariants
C = AG is a free polynomial algebra. Suppose that M is a finitely generated (A,G)-module such
that M is flat as an A-module and has a good filtration (as a G-module).
Let pi be any finite saturated subset pi of X+(T ), let λ be a maximal element and put pi′ = pi\{λ}.
Then, as a (C,G)-module, Opi(M)/Opi′(M) is isomorphic to E ⊗ C, where E is isomorphic to a
direct sum of finitely many copies of ∇(λ).
Given a C-module N and a k-space of G-module E we write |E|⊗N for the vector space E⊗N
viewed as a C-module with action c(e⊗ n) = e⊗ cn, for c ∈ C, e ∈ E, n ∈ N .
For a finite dimensional G-module E admitting a good filtration and λ ∈ X+(T ), we write
(E : ∇(λ)) for the multiplicity of ∇(λ) as a section in a good filtration of E.
Corollary A.2.3. Under the hypotheses of the Theorem, M has an ascending (C,G)-module
filtration 0 = M0,M1, . . ., where Mi/Mi−1 ∼= |Ei| ⊗ C, Ei is a finite direct sum of copies of ∇(λi)
(i ≥ 1) and λ1, λ2, . . . is a labelling of the elements of X+(T ) such that i < j whenever λi < λj.
For a given labelling the multiplicity (Ei : ∇(λi)) is independent of the choice of such a filtration.
In particular M is a free C-module.
We specialize further to the situation of this paper, Theorem 1.0.1.
Corollary A.2.4. Regard k[G] as a G-module via the conjugating action and let V be a finite
dimensional rational G-module which admits a good filtration. Then (k[G]⊗V )G is free over C(G).
Note that C(G) is a free polynomial algebra by [10], 6.1 Theorem. Moreover, k[G]⊗ V is free,
and hence flat over k[G] and k[G] is flat over C(G), by [9], Proposition 2.3, so that k[G]⊗V is flat
over C(G). We take A = k[G], considered as a G-algebra via the conjugating representation and
M = k[G] ⊗ V and pi = {0}. Then M has a good filtration, by [6], II, 4.20 Proposition and 4.21
Proposition so we may apply Corollary A.2.3 .
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