When many protein sequences are available for estimating the time of divergence between two species, it is customary to estimate the time for each protein separately and then use the average for all proteins as the final estimate. However, it can be shown that this estimate generally has an upward bias, and that an unbiased estimate is obtained by using distances based on concatenated sequences. We have shown that two concatenation-based distances, i.e., average gamma distance weighted with sequence length (d 2) and multiprotein gamma distance (d3), generally give more satisfactory results than other concatenation-based distances. Using these two distance measures for 104 protein sequences, we estimated the time of divergence between mice and rats to be approximately 33 million years ago. Similarly, the time of divergence between humans and rodents was estimated to be approximately 96 million years ago. We also investigated the dependency of time estimates on statistical methods and various assumptions made by using sequence data from eubacteria, protists, plants, fungi, and animals. Our best estimates of the times of divergence between eubacteria and eukaryotes, between protists and other eukaryotes, and between plants, fungi, and animals were 3, 1.7, and 1.3 billion years ago, respectively. However, estimates of ancient divergence times are subject to a substantial amount of error caused by uncertainty of the molecular clock, horizontal gene transfer, errors in sequence alignments, etc. T he molecular clock hypothesis asserts that the number of amino acid substitutions in a protein is roughly proportional to the time since divergence of the two species compared (1, 2). Strictly speaking, no gene or protein would evolve at a constant rate for a long evolutionary time, because gene function is likely to change over time, and mutational and DNA repair mechanisms appear to vary among different groups of organisms (3). For this reason, the molecular clock has been controversial for several decades (3-6). However, even if the substitution rate is not strictly constant, it is still possible to obtain rough estimates of divergence times, and these estimates are very useful when there is no reliable fossil record (6, 7). Furthermore, if a gene evolves excessively fast or slow in a few evolutionary lineages, one can eliminate these lineages and then estimate divergence times for the rest of the species (8). The accuracy of time estimates is expected to increase as the number of genes or proteins used increases, and in recent years, many authors have used multiple genes or proteins for this purpose (9-11).
T he molecular clock hypothesis asserts that the number of amino acid substitutions in a protein is roughly proportional to the time since divergence of the two species compared (1, 2) . Strictly speaking, no gene or protein would evolve at a constant rate for a long evolutionary time, because gene function is likely to change over time, and mutational and DNA repair mechanisms appear to vary among different groups of organisms (3) . For this reason, the molecular clock has been controversial for several decades (3) (4) (5) (6) . However, even if the substitution rate is not strictly constant, it is still possible to obtain rough estimates of divergence times, and these estimates are very useful when there is no reliable fossil record (6, 7) . Furthermore, if a gene evolves excessively fast or slow in a few evolutionary lineages, one can eliminate these lineages and then estimate divergence times for the rest of the species (8) . The accuracy of time estimates is expected to increase as the number of genes or proteins used increases, and in recent years, many authors have used multiple genes or proteins for this purpose (9) (10) (11) .
There are several statistical methods for estimating divergence times, but the theoretical basis of the methods is not well understood when multiple genes are used. For this reason, different authors obtained widely different estimates for the same set of species by using different methods (10, (12) (13) (14) (15) (16) . We have therefore examined the reliability of different methods for estimating divergence times and have developed new methods that are likely to give more reasonable estimates than previous ones. The purpose of this paper is to discuss statistical problems related to this subject and to present new methods. These new methods will then be used to estimate the divergence times between mice and rats and between humans and rodents, which have been controversial for the last few decades. We also consider the divergence times of animals, plants, fungi, protists, and bacteria to show the dependency of time estimates on the assumptions made and the statistical methods used. In this paper, we consider only protein sequences, because they usually give more satisfactory results than DNA sequences when long-term evolution is considered. We also consider only distance methods of time estimation, because most recent time estimates have been obtained by these methods.
Theoretical Basis of Estimation of Divergence Times
Individual Protein (IP) Approach. In the past, most investigators have used a method that may be called the IP approach (11, 13, 14, 17, 18) . In this approach, the estimate of divergence time is computed for each protein, and the average of the estimates over all proteins is used as the final estimate. Consider Fig. 1 A, in which a phylogenetic tree for five species is given. Here, a-f stand for the least-squares estimates of branch lengths (numbers of amino acid substitutions) obtained from a pairwise distance matrix for a protein. Species 5 is used as an outgroup to determine the root of the tree for the remaining sequences, and therefore the branch length estimate for this branch is not given. Here we assume that the topology of the tree for the five species has been established from other information. To estimate divergence times between species, it is convenient to construct a linearized tree (8) , in which the branch lengths are reestimated under the assumption of a constantrate evolution (Fig. 1B) . When this linearized tree is constructed, a timescale for the tree is produced to estimate divergence times (t 1 and t 2 ). This timescale can be obtained by computing the rate of amino acid substitution per year (r) by using the known divergence time and the corresponding branch-length estimate for a pair of species or species clusters.
For example, if T is the calibration point in Fig. 1B , the rate of amino acid substitution can be estimated by r ϭ b 3 ͞T, where b 3 is the branch-length estimate for species 4 after divergence from species 1, 2, and 3 in the linearized tree (Fig. 1B) . When this rate is obtained, we can estimate t 1 by
Here, the estimates b 1 (19) . For certain data sets (18, 20) , it is possible to use several calibration points (paleontological dates for different pairs of species). In this case, r may be estimated by fitting a regression line to the relationship between branch length estimates and paleontological dates.
Before the construction of a linearized tree, it is customary to conduct a statistical test of the molecular clock and eliminate species that evolved excessively fast or slow, although this is not always necessary (see below). A number of authors (7, 11) have used the relative rate tests (21) (22) (23) for this purpose. In these tests, three sequences (or three sequence clusters) are used, and the equality of evolutionary rate for two evolutionary lineages is tested by using a third sequence as an outgroup. For example, the equality of the expectations of branch lengths a (for mice) and b (for rats) in Fig.  1 A can be tested by using the chicken sequence as the outgroup. Theoretically, however, this test is not appropriate for estimating the divergence time t 1 , because it does not test the equal rates for sequences 1, 2, and 3. For this purpose, we should test the null hypotheses E(a) ϭ E(b) and E(a͞2 ϩ b͞2 ϩ c ϩ e) ϭ E(f), where E is the expectation operator. These null hypotheses can be tested by Takezaki et al.'s (8) U statistic, which approximately follows the 2 distribution and tests the equality of the branch lengths from the root (R) to tips (1, 2, 3, and 4) for all species. In this test, at least four sequences are necessary.
When there are data from many different proteins, the divergence time t 1 is often estimated by the simple average of t 1 s for all the proteins used, as mentioned above. That is,
where t 1i is the estimate of t 1 obtained by the ith protein, and k is the total number of proteins used. 
where V(b 3 ) is the variance of b 3 , and Cov(b 1 , b 3 ) is the covariance of b 1 and b 3 (24) . Numerical evaluation of the second and third terms in Eq. 3 suggests that t 1 in Eq. 2 often gives overestimates of divergence times. This is particularly so when the calibration point is smaller than the divergence time to be estimated. Suppose we know t 1 instead of T in Fig. 1B (26) . In this case, the evolutionary distance between two sequences can be measured by the following PC gamma distance
where a is the shape parameter of the gamma distribution (gamma parameter) and decreases as the variation of r among sites increases (27, 28) .
If we assume that a is a constant, the variance of d is given by
]͞n (28) , but if we take into account the sampling variance [V(â)] of the estimate (â) of a, the total variance is approximately given by
where
, and n is the number of amino acids used. This equation was obtained by the delta method by using Anscombe's (29) formula for V(â).
One might question the applicability of Eq. 4 to actual data, because it does not take into account higher rates of substitution between similar amino acids than between dissimilar amino acids (30). Grishin (31) developed a complex distance measure by taking into account variation in substitution rate among different amino acid sites as well as among different pairs of amino acids. However, this distance can also be approximated very well by a PC gamma distance with a ϭ 0.65 (32) . Therefore, for most practical purposes, we may use PC gamma distance.
CD Approach. Previously, we mentioned that to obtain an unbiased estimate of t 1 , pairwise CDs for all proteins should be computed and b 1 and b 3 be estimated from these distances. There are several ways of concatenating pairwise distances (ds) for different proteins to obtain unbiased estimates of b 1 and b 3 .
(i) Simple average distance (d1). In this method, a PC or PC gamma distance is computed for each protein, and the simple average of the distances for all proteins is used.
(ii) Average distance weighted by sequence length (d2). One disadvantage of distance d 1 is that the average of ds over loci is computed without regard to the number of amino acids (sequence length). Because a protein distance based on many amino acids would be more reliable than d 1 , it would be better to use the average distance weighted with sequence length.
(iii) Multiprotein gamma distance (d3). As mentioned earlier, PC gamma distance is very flexible and can be applied to most amino acid sequence data (32) . However, the gamma parameter a is expected to vary from protein to protein, and it has been shown that the rate of amino acid substitution per protein roughly follows the gamma distribution (25) . This suggests that if we consider many protein sequences simultaneously, the rate of amino acid substitution per site approximately follows the gamma distribution when the entire set of amino acids for all proteins is considered. We can therefore estimate the gamma parameter a for the entire set of amino acids and compute the gamma distance using Eq. 4. We call this distance the multiprotein gamma distance in this paper. The standard errors of the estimates (d 1 , d 2 , and d 3 ) of the above three distances may be computed by the bootstrap or the jackknife method by using individual proteins as units of resampling. For distance estimate d 3 , the variance can also be computed by Eq. 5, but the jackknife variance appears to be more appropriate, because the unit of evolution is a gene or protein rather than an amino acid.
A standard way of concatenating different statistical estimators is to use the inverse of variance as the weight. Lynch (15) suggested that the average of the variances of all pairwise distances for each protein be used as the weight. Although the CD obtained in this way does not give unbiased estimates of b 1 and b 2 , it may be useful for the estimation of divergence times. The CD obtained by this method will be denoted by d L . We used Eqs. 1 and 2 in his paper to compute the (gamma) distance and its variance (with a ϭ 0.5) for each protein, following his suggestion.
Divergence Times Between Mice and Rats and Between Humans and Rodents
A large number of authors have estimated the times of divergence between different groups of mammals by using molecular data (11, 33, 34) , but the results obtained are conflicting and controversial (35) (36) (37) . Of special interest in this regard are the divergence times between mice and rats and between humans and rodents. Molecular estimates of these divergence times have been controversial, because the fossil record is poor (38, 39) , and rodent genes appear to have evolved faster than primate genes (22) . In this paper, we therefore focus our attention primarily on these divergence times. We use five vertebrate species, i.e., mice, rats, humans, chickens, and Xenopus laevis, of which the evolutionary relationships are well established and for which many shared protein sequences are available. Xenopus is used as an outgroup species (Fig. 1) .
Protein Sequence Data. We obtained protein sequence data from the December 1999 edition of the HOVERGEN database (40) and used only sequences that are available for all five species. In this database, orthologous and paralogous genes are not always distinguished, and we attempted to exclude paralogous genes as much as possible by eliminating multigene families such as major histocompatibility complex and immunoglobulin genes. We also constructed a neighbor-joining (NJ) tree using p distance (41) for each gene and eliminated all genes that produced a topology different from the known tree for the five species.
Using the above procedure, we obtained 104 putative orthologous proteins (see Table 3 , which is published as supplemental data at www.pnas.org). We used both PC and PC gamma distances in this paper. The gamma parameter a was estimated by Gu and Zhang's (42) method (the computer program available from the web site http:͞͞mep.bio.psu.edu) for each protein separately. Fig. 2 shows the estimates (â) of a for the 104 proteins in relation to the extents of sequence divergence (average root-to-tip branch length; b R ). The â value varies extensively from protein to protein, and it is positively correlated with b R (43) or the proportion (p v ) of variable sites among the five sequences. Because PC gamma distance is disproportionately large compared with PC distance when â is small, the relationships in Fig. 2 suggest that the extent of sequence divergence as measured by PC gamma is less heterogeneous among proteins than that obtained by PC. As mentioned earlier, the multiprotein gamma distance is computed by using the â value obtained from the entire set of amino acids. This value was 0.57, whereas the average (a ) of âs for all proteins was 0.76.
Time Estimation. Theoretically, it is better to eliminate sequence data that do not pass the molecular clock test. In practice, however, proteins that violate the molecular clock hypothesis do not necessarily give unreasonable estimates of divergence times (11) . We therefore examined the relationships between U statistic values and time estimates for individual proteins (Fig. 3) . In the case of PC distance, 25 proteins did not pass the molecular clock test and showed a U value of 11.3 (1% significance level of 2 with 3 degrees of freedoms) or higher. However, the estimates of the mouse-rat and the human-rodent divergence times were nearly the same whether these 25 deviant proteins were included or not. In the case of PC gamma distance, only 7 proteins did not pass the molecular clock test, and the mean estimates of divergence times were again virtually unaffected by inclusion or exclusion of these proteins. For this reason, we used the average time estimates for all proteins as the final estimates disregarding the U values in the independent protein (IP) approach. However, note that the extent of variation in t 1 and t 2 is so enormous that the average estimates based on a few proteins are quite unreliable. In this paper, we used T ϭ 310 million year (MY) (divergence time between birds and mammals) as the calibration point (11, 38) .
In the CD approach, CDs with a large number of amino acids (48,092 in the present case) are used, so that even small differences in evolutionary rate among species become statistically significant. For example, the tree in Fig. 1 A shows the branch length estimates obtained when distance d 2 was used. The average branch length (0.053) for the mouse and rat lineages after their separation from the human lineage is about 1.2 times longer than that (0.043) of the human lineage, and the difference is highly significant (at the 0.01% level). Similarly, the branch length (0.17) for the rodent lineage after separation from the chicken lineage is 1.3 times greater than that (0.12) of the chicken lineage, and the difference is again significant at the 0.01% level.
However, this extent of variation in evolutionary rate among lineages does not seem to affect time estimates seriously (32). In Fig. 1 A, it is unclear whether the evolutionary rate was accelerated in the rodent lineage compared with the chicken lineage or was decelerated in the chicken lineage. In either case, however, it is possible to estimate the divergence times t 1 and t 2 by considering the times of separation of chicken and humans from the rodent lineage. For example, t 1 (Table 1) . For this reason, we decided to use all 104 protein data in all the methods of the CD approach.
Estimates of divergence times between mice and rats and between humans and rodents (t 1 and t 2 in Fig. 1B ) obtained by all methods are presented in Table 1 . When the IP approach is used, the estimates of t 1 and t 2 obtained with PC distance are 44 and 113 MY, respectively. When PC gamma distances are used, the estimates of t 1 and t 2 are both considerably smaller than those obtained by using PC distances.
In the case of the CD approach, PC distances d 1 and d 2 with a ϭ ϱ give similar estimates of t 1 (39ϳ41 MY) and t 2 (110ϳ112 MY). When PC gamma is used, the time estimates are somewhat smaller than those obtained by the IP approach for both t 1 Previously we mentioned that the IP approach tends to give overestimates of divergence times, particularly when the times are estimated from recent calibration points. Assuming that t 1 is known to be 33 MY but T is unknown, we can estimate T for the present data set. In this case, we obtain T ϭ ϱ, because there are four proteins for which b 1i is 0. If we eliminate these four proteins, the average estimate is still 450 MY. By contrast, if we use d 3 with a ϭ 0.57, we obtain T ϭ 310 MY, as expected. If we use t 2 (ϭ96 MY) as the calibration point, the IP approach gives T ϭ 353 MY, but the CD with d 3 gives T ϭ 310 MY.
Estimates of Gamma Parameter a and Divergence Times. In the above computation of divergence times for humans and rodents, we estimated gamma parameter a from the entire set of species. In practice, the estimate of a tends to be smaller when closely related species are used than when distantly related species are used (43) . This occurs because multiple substitutions at the same amino acid sites can be detected more easily in the former group of species than in the latter. Because the estimate obtained from closely related species should be closer to the true a value in the absence of sampling bias (43) , one might argue that this estimate should be used for computing pairwise distances for all species. We therefore estimated the a value for d 3 using the mammalian sequences only and obtained â ϭ 0.28. When this estimate was used, we obtained t 1 ϭ 25 MY and t 2 ϭ 82 MY, respectively (Table 1) .
However, our computer simulation (G.G. and M.N., unpublished data) has shown that when the a value estimated from closely related species is used for computing pairwise distances, divergence times smaller than the calibration point tend to be underestimated, whereas divergence times greater than the calibration point tend to be overestimated. This happens because for distantly related species the amino acid sites that evolve very fast have little effect on overall sequence divergence and further divergence is primarily determined by slowly evolving sites, which show a rather large a value. Therefore, if we use a small a value obtained from closely related species, it will give unduly large pairwise distances for distantly related species and consequently give overestimates of divergence times for them but may give underestimates for closely related species. Therefore, time estimates of 82 and 25 MY for the human-rodent and the mouse-rat divergence time appear to be underestimates. In practice, this problem is rather complex, and detailed aspects will be discussed elsewhere. d1, unweighted average distance; d2, average distance weighted with sequence length; d3, multiprotein gamma distance; d L, Lynch's distance. The standard errors for the CD approach were computed by the jackknife method. The standard errors of t 1 and t2 obtained by using Eq. 5 for d3 with a ϭ 0.57 were 2.0 and 4.0, respectively.
Estimation of Ancient Divergence Times
Estimation of early divergence times such as those between animals, fungi, and plants is much more difficult than that of divergence times of mammalian species, because the timescale for a linearized tree for these species has to be produced from the fossil record for vertebrates (16, 18, 33) , and there is no assurance of constant-rate evolution for a long evolutionary time (12, 44) . Furthermore, different statistical methods often give different time estimates even if the same calibration time is used. Here we would like to examine only statistical problems considering protein sequence data from eubacteria (mostly Escherichia coli), protists (mostly Plasmodium), plants (Arabidopsis), fungi (yeast), and five species of animals (nematode, Drosophila, chicken, rat, and human). Although a large number of genes have been sequenced in some of these organisms, we could find only 11 orthologous genes that are shared by the above nine species and show relatively few alignment gaps (see supplemental Table  4 at www.pnas.org). All of these proteins were considered to be of eubacterial rather than archebacterial origin (45) .
We tested the molecular clock hypothesis for each protein using PC gamma distance, but none of the proteins except one violated the clock hypothesis. This hypothesis was not rejected even when the multiprotein gamma distance for all proteins (3,310 amino acids) was used. The a value obtained for the latter set of proteins was 1.24, and the NJ and the linearized trees constructed from the multiprotein gamma distances are presented in Fig. 4 . The timescale for this tree was obtained by using the calibration point of 310 MY between chicken and mammals. The time estimates obtained by this and other methods are presented in Table 2 . The divergence time between the E. coli genes and their homologues from the eukaryotes used here was obtained under the assumption of a molecular clock, because there was no outgroup for this species group.
CDs d 2 with a ϭ 1.53 and d 3 with a ϭ 1.24 gave essentially the same estimates for all the divergence times considered here ( Table  2 ). Distance d 1 gave slightly smaller estimates than those obtained by d 2 and d 3 . Table 2 includes the estimates obtained by d 3 with a ϭ 0.54, which was obtained by using only animal sequences (five species). This distance again gives a smaller estimate (115 MY) for the human-rat divergence, which is below the calibration point (310 MY). However, it gives rather high estimates for divergence times earlier than the calibration point. In particular, the estimate of the E. coli-eukaryote divergence is unrealistic, because it is older than the age of Earth (ca. 4,500 MY). ) gives the smallest time estimates (62 MY) for the human-rat divergence but give large estimates for ancient divergence times. However, the standard errors of these estimates are very large.
Our estimate of divergence time (about 3,000 MY) between eubacteria and eukaryotes based on d 2 and d 3 with a ϭ 1.24 is younger than the age (ca. 3,500 MY) of some old microfossils reported (46) . If these microfossils are genuine and if the molecular clock hypothesis holds up to ancient bacterial evolution, the difference can be explained by (i) the large standard error of our estimate, (ii) horizontal gene transfer that might have occurred between the ancestors of current eubacteria and eukaryotes, and͞or (iii) the possibility that the ancient microfossils reported do not represent the ancestors of current eubacteria and͞or eukaryotes. We have seen that molecular estimates of divergence times depend on a number of assumptions, and they are generally very crude. Nevertheless, if we use a large number of protein sequences, the estimates appear to be reasonably good (11, 17, 18) . Our estimate (96 MY) of the time of human-rodent divergence from d 3 is somewhat smaller than a recent estimate (112 MY) obtained by Kumar and Hedges (11) . This difference occurred primarily because we used the CD approach with multiprotein gamma distance, whereas Kumar and Hedges used the IP approach with PC distance. In the case of the mouse-rat divergence, the difference between our estimate (33 MY) and Kumar and Hedges' (41 MY) is substantial.
In the present paper, we did not consider the uncertainty of the calibration point used. In general, the degree of this uncertainty is quite high (12) , so that we should always keep in mind that molecular time estimates are very crude, and that the standard errors attached to them merely represent the statistical error associated with molecular data under the substitution model used. Therefore, small standard errors do not necessarily mean a high accuracy of estimates. If we consider uncertainty of the calibration point, the reliability of time estimates is reduced considerably. For example, Lee (12) states that the divergence between birds and mammals probably occurred 288-310 MY ago. In our study, we used T ϭ 310 MY, because the true divergence time is likely to be at the higher end of paleontological estimates. However, if we use 288 MY, all the time estimates in Tables 1 and 2 will be lowered by 7.6%.
Molecular time estimates are usually greater than paleontological estimates. Molecular evolutionists tend to argue that this is mainly caused by incomplete fossil records and that molecular estimates are more accurate (4, 39) . By contrast, paleontologists and other critics (12, 36, 37) often ascribe this difference to the inaccuracy of the molecular approach of dating. It is not easy to settle this controversy at this stage. Fortunately, molecular data are now rapidly increasing thanks to the recent genomesequencing projects for many different organisms, and when more data become available, we will be able to make more reliable phylogenetic trees and more reliable estimates of divergence times. If we can construct consistent phylogenetic trees with time estimates for many species and for many genes, we should be able to reconstruct a reasonably good evolutionary history of different organisms at the molecular level. This history can then be compared with paleontological data to develop a unified view of the tree of life. At the present time, the amount of molecular data used for phylogenetic inference and time estimation are often too small to give reliable results.
Of course, it is important to as much as possible use genes or proteins whose evolution follows the molecular clock hypothesis. In recent years, a number of authors have used mitochondrial genes or proteins for estimating divergence times (47, 48) . However, these data appear to be inappropriate for time estimation when different orders or classes of vertebrates are considered, because the evolutionary rate varies extensively from species group to species group. For example, the evolutionary rate appears to be more than two times lower in fish than in mammals (49) and more than two times lower in artiodactyls than in primates (47, 50) . In these cases, the linearized tree method would not give reliable time estimates.
Another problem is the absence of reliable fossil records to calibrate ancient divergence times. At present, it is customary to use vertebrate fossil records to infer ancient divergence times such as early metazoan divergence and the divergence between animals, fungi, and plants (e.g., refs. 14, 16, 18). Estimation of ancient divergence times by using recent calibration dates is more error prone than that of recent divergence times. In this case, erroneous sequence alignment often causes a serious problem, and small differences in the gamma parameter value influence the estimates substantially. In the case of bacterial evolution, horizontal gene transfer also plays an important role (51) , and this would introduce another source of errors in inferring phylogenies and divergence times. Great caution is necessary in the estimation of ancient evolutionary times.
