Abstract. In order to analyse the way in which the size of the iterates (f n (z)) of a transcendental entire function f can behave, we introduce the concept of the annular itinerary of a point z. This is the sequence of nonnegative integers s 0 s 1 . . . defined by
Introduction
Let f : C → C be a transcendental entire function and denote by f n , n = 0, 1, 2, . . . , the nth iterate of f . The Fatou set F (f ) is the set of points z ∈ C such that (f n ) n∈N forms a normal family in some neighborhood of z. The complement of F (f ) is called the Julia set J(f ) of f . The escaping set I(f ) of f is defined to be I(f ) = {z : f n (z) → ∞ as n → ∞}, and it is known [7] that we always have J(f ) = ∂I(f ). An introduction to the properties of these sets can be found in [2] . One technique that has often been used to understand the nature of the above sets is 'symbolic dynamics'. After partitioning C in some manner and labelling each subset in the partition by a different symbol, we obtain the 'itinerary' of a point z ∈ C by writing down the sequence of symbols corresponding to the successive subsets of the partition visited by the iterates (f n (z)) of z.
This technique was used, for example, in [6] to show that, for certain entire functions, the sets J(f ) and I(f ) contain so-called 'Cantor bouquets' of curves, by studying those points with common itineraries with respect to certain natural partitions. This approach was developed and refined in [16] to prove that for a large class of entire functions, including all functions of finite order in the muchstudied Eremenko-Lyubich class B (see [8] ), all points of I(f ) can be joined to ∞ by a curve in I(f ), a result that is related to a conjecture of Eremenko in [7] .
Symbolic dynamics was also used in [11] in order to analyse the dynamical properties of the components of the complement of the fast escaping set A(f ) for functions f such that the set A R (f ) has the structure of a 'spider's web', in particular, to show that in this case there are uncountably many components of A(f ) c of various types. Here A R (f ) = {z : |f n (z)| ≥ M n (R), for n ∈ N} and A(f ) =
where M(r) = M(r, f ) = max |z|=r |f (z)|, r > 0, and R > 0 is any value such that M(r) > r for r ≥ R. See [14] for the detailed properties of A(f ) and the many families of functions for which A R (f ) is a spider's web. Note that this spider's web structure cannot occur for functions in the class B so the results in [11] are complementary to those in [6] and [16] .
Here we introduce a new type of partition of the plane which is appropriate for analysing a key aspect of the dynamical behaviour of any transcendental entire function f , namely, the possible ways in which the size of the iterates f n (z), n ≥ 0, can vary. We define this partition as follows: A 0 (R) = {z : |z| < R} and
where R > 0 is any value such that M(r) > r for r ≥ R. Then, for any z ∈ C, the sequence of non-negative integers s 0 s 1 . . . defined by (1.1) f n (z) ∈ A sn (R), for n ≥ 0, will be called the annular itinerary of z, with respect to the partition {A n (R)}.
Note that for any annular itinerary s 0 s 1 . . . we have s n+1 ≤ s n + 1 for n ∈ N by the maximum principle. Also, if the value R changes to R ′ , then the annular itinerary, s 0 s 1 . . . say, of a point changes to s ′ 0 s ′ 1 . . . where, for some integer p, s ′ n − s n ∈ {p, p + 1}, for n ≥ 0. Our first result enables us to construct points with many different types of annular itineraries. Theorem 1.1. Let f be a transcendental entire function. There exists R = R(f ) > 0 and a sequence of closed annuli B n = {z : r n ≤ |z| ≤ r ′ n }, n ≥ 0, each of which meets J(f ), such that
B n ⊂ A n (R), for n ≥ 0,
and there is a subsequence B n j such that, for j ∈ N, (1.4) f (B n j ) ⊃ B n , for 0 ≤ n ≤ n j , with at most one exception.
Moreover, if f has a multiply connected Fatou component, then the annuli B n can be chosen in such a way that (1.4) holds with no exceptions and the sequence (n j ) consists of those n ≥ 0 such that A n (R) contains a zero of f .
Remark It is clear that the value R = R(f ) in Theorem 1.1 can be chosen to be arbitrarily large. Theorem 1.1 gives the following sufficient condition for a sequence s 0 s 1 . . . to be an annular itinerary. Theorem 1.2. Let f be a transcendental entire function. There exist R = R(f ) > 0, a sequence n j , j ∈ N, of positive integers with n j → ∞ as j → ∞, and a sequence of sets I j , j ∈ N, where I j ⊂ {0, . . . , s n j } has at most one element, such that: if s 0 s 1 . . . is any sequence of non-negative integers with the property that for n ≥ 0, we have s n+1 = s n + 1 or, in the case when n = n j for some (1.5) j ∈ N, s n j +1 ∈ {0, . . . , s n j } \ I j , then there exists ζ ∈ J(f ) with annular itinerary s 0 s 1 . . . with respect to {A n (R)}.
Moreover, if f has a multiply connected Fatou component, then I j = ∅, for j ∈ N, and the sequence (n j ) consists of those n ≥ 0 such that A n (R) contains a zero of f . Corollary 1.3. Let f be a transcendental entire function, let R = R(f ) > 0 be the value given by Theorem 1.2 and let s ∈ N. Then there exist points with the following types of annular itineraries (s n ) with respect to {A n (R)}:
(a) periodic itineraries of all periods with at most one exception such that s n ≥ s for n ≥ 0; (b) uncountably many itineraries such that (s n ) is bounded and s n ≥ s for n ≥ 0; (c) uncountably many itineraries such that (s n ) is unbounded but does not tend to ∞, and s n ≥ s for n ≥ 0; (d) uncountably many itineraries such that s n → ∞ as n → ∞ more slowly than at any given rate.
By definition a point is in A(f ) if and only if its itinerary s 0 s 1 . . . with respect to any {A n (R)} satisfies s n+1 = s n + 1 for sufficiently large n. The existence of such points is well known (see [3] or [14] ) and also follows from Theorem 1.2. There are clearly only countably many such itineraries. On the other hand, it follows from our final result that for any given rate of escape that is less than that of 'fast escape' there exist uncountably many itineraries for which the corresponding points escape at least at this given rate and in some sense at no faster rate. Theorem 1.4. Let f be a transcendental entire function. There exists R 0 = R 0 (f ) > 0 with the property that whenever (a n ) is a positive sequence such that (1.6) a n ≥ R 0 and a n+1 ≤ M(a n ), for n ≥ 0, there exists a point ζ ∈ J(f ) and a sequence (n j ) with n j → ∞ as j → ∞ such that (1.7) |f n (ζ)| ≥ a n , for n ≥ 0, and |f
If, in addition,
then there are uncountably many itineraries with respect to {A n (R 0 )} that correspond to points ζ satisfying (1.7).
Remarks 1. In Theorem 1.4 we cannot replace (1.7) by (1.9) a n ≤ |f n (ζ)| ≤ Ca n , for sufficiently large n, where C > 1 is an absolute constant. Indeed, [13, proof of Theorem 2] shows that if there exist ζ ∈ J(f ) and C > 1 such that (1.9) holds whenever (a n ) is a positive sequence such that a n → ∞ as n → ∞ and a n+1 ≤ M(a n ) for n ∈ N, then there must exist constants c > 0, d > 1 and r 0 > 0 such that (1.10) for all r ≥ r 0 we have m(s) ≤ c for some s ∈ (r, dr),
where m(r) denotes the minimum modulus of f :
There are many transcendental entire functions that do not satisfy (1.10), in particular those with a multiply connected Fatou component.
2.
In [15] we use Theorem 1.4 to give a necessary and sufficient condition for a certain subset of I(f ) called Q(f ), the 'quite fast escaping set', to equal A(f ). An important special case of the results in [15] is that Q(f ) = A(f ) for functions in the class B.
We prove the results above by using a method that has its origins in one that we introduced in [13] in order to construct points that escape arbitrarily slowly. This method involves two complementary annuli covering results, which are significant generalisations of results in [13] and of independent interest. Both results are given in Section 2.
In Section 3 we prove a version of Theorem 1.1 for a transcendental entire function that has a multiply connected Fatou component, and in Section 4 we prove a version for a transcendental entire function that has no multiply connected Fatou components. The proofs in these two cases are significantly different. In Section 5 we prove Theorem 1.2 and Corollary 1.3, and in Section 6 we prove versions of Theorem 1.4 in each of the two cases mentioned above, showing that we obtain a much better upper estimate than the one in (1.7) when there are no multiply connected Fatou components.
Annuli covering theorems
To obtain the sequence of annuli in Theorem 1.1 we prove two theorems about covering properties of annuli, which are considerably stronger than previous results of this nature. Here and later in the paper we use the following basic facts about the maximum modulus.
Lemma 2.1. Let f be a transcendental entire function. Then
Part (a) is a standard property of a transcendental entire function and part (b) is a version of Hadamard convexity (see [12, Lemma 2.1] ). Part (c) is well known and easily follows from part (b), for example.
The proof of our first covering theorem uses the contraction property of the hyperbolic metric. We denote the density of the hyperbolic metric at a point z in a hyperbolic domain G by ρ G (z) and the hyperbolic distance between z 1 and z 2 in G by ρ G (z 1 , z 2 ). Also, for w ∈ C and 0 < r < s we write B(w, r) = {z : |z − w| < r}, A(r, s) = {z : r < |z| < s} and A(r, s) = {z : r ≤ |z| ≤ s}, and we recall that the minimum modulus m(r) = m(r, f ) was defined in (1.10). there exists s ∈ (2r, 4r) such that m(s) ≤ 1,
where
and C 0 , C 1 > 1 are absolute constants.
Note that ε(r) → 0 as r → ∞, by Lemma 2.1 part (c), so we have the following corollary of Theorem 2.2. Corollary 2.3. Let f be a transcendental entire function. There exists R 2 = R 2 (f ) > 0 such that if r > R 2 , (2.1) holds, and S, S ′ , T, T ′ satisfy
Proof of Theorem 2.2. Suppose that (2.1) holds for some r > 0, and s ∈ (2r, 4r) satisfies m(s) ≤ 1. Clearly, A(r, 8r) ⊃ A( s, 2s). Then take ζ and ζ ′ such that |ζ| = |ζ ′ | = s, and
There is an absolute constant
where L(w) = (w − w 1 )/(w 2 − w 1 ). Then, by (2.3) and (2.4),
Now suppose that λ(r) > 2/β. Then, by (2.5) and [9, Theorem 9.13],
where C 1 > 1 is an absolute constant. Thus if
then λ(r) > 2/β, so we obtain a contradiction to (2.6). This proves the result.
Our second covering theorem is complementary to Corollary 2.3, since we assume here that the modulus of f is greater than 1 throughout most of the annulus. Here and subsequently we use the following function in order to simplify notation:
Theorem 2.4. Let f be a transcendental entire function, let k > 1 and let r be such that r ≥ R 1 , where R 1 is the constant in Lemma 2.1, and also such that
then the following properties hold.
(a) We have
Then R > r 9 and
(c) If, in addition,
Proof. The proof of part (a) is based on an application of Harnack's inequality to the harmonic function u(t) = log |f (e t )|, which is possible by (2.9). Since this part of the proof is identical to [13, Lemma 5 part (a)], we omit the details.
To prove part (b) first note that, by hypothesis,
Evidently (2.14)
and, by part (a) and the definition of K,
Also, by Lemma 2.1 part (b),
Taken together, (2.14), (2.15) and (2.16) imply (2.10).
To prove part (c), we note that 6πδ(r) < 1 and 1+6πδ(r) ∈ (1+δ(r), k −δ(r)), by (2.11). Thus, by part (a), Lemma 2.1 part (b), and (2.13),
Also, by Lemma 2.1 part (b), (2.11), (2.13), and the facts that k(1 − 2δ(r)) < k − 2δ(r) and 6πδ(r) < 1,
Taken together, the estimates (2.17) and (2.18) imply (2.12), since f has no zeros in the annulus A(r 1+6πδ(r) , r k(1−6πδ(r)) ).
Proof of Theorem 1.1: multiply connected Fatou components
In this section we prove a version of Theorem 1.1 in which it is assumed that f has a multiply connected Fatou component. Recall from [1, Theorem 3.1] that if U is a multiply connected Fatou component of a transcendental entire function f , then the Fatou components U n = f n (U), n ≥ 0, form a sequence of eventually nested 'ring-like' domains, in the sense that:
(a) each U n is bounded and multiply connected; (b) U n+1 surrounds U n for sufficiently large n;
Such multiply connected Fatou components U n are known to contain large annuli centred at 0, as shown by the following result from [4, Theorem 1.2] which strengthens an earlier result of Zheng [17] . 
We use Lemma 3.1 to prove a general result about the existence of sequences of absorbing annuli in such multiply connected Fatou components, which in a sense strengthens the results in [4] . Recall that δ(r) = 1/ √ log r.
Lemma 3.2. Let f be a transcendental entire function with a multiply connected Fatou component. Then there exist sequences (r n ) and (k n ), with r n > 0 and k n > 1, for n ≥ 0, such that the annuli
A n = A(r n , r kn n ), n ≥ 0, and
have the following properties.
(a) For n ≥ 0,
Proof. By Lemma 3.1, there exists a multiply connected Fatou component U of f , a point z 0 ∈ U and a constant α > 0 such that the Fatou components
Therefore, by replacing U by U n for a suitably large n and relabeling, we can take r 0 > 0 such that
and also, by property (c) before Lemma 3.1,
Suppose now that for some m ≥ 0 the sequences r 0 , . . . , r m and k 0 , . . . , k m have been chosen so that they satisfy (3.3), (3.4), (3.5), (3.6) and (3.7), for n = 0, . . . , m − 1. We show that r m+1 and k m+1 can be chosen so that these properties also hold for n = m.
By (3.7), (3.8) and the fact that 6π + 1 < 20, we can apply Theorem 2.4 with r = r m and k = k m to deduce that
We now take
Then, by (3.12),
, and, by (3.8),
Therefore, by (3.10),
Finally, the inequality r km m < M(r m ) = r m+1 holds in the case m = 0, by (3.10), and we deduce it in the case m ≥ 1 from (3.6) and (3.7) with n = m − 1, since these imply that r
We have now checked that (3.3), (3.4), (3.5), (3.6) and (3.7) all hold with n = m, and by induction this completes the proofs of parts (a) and (c).
To prove part (b), note that (3.1), (3.2), (3.3) and (3.9) imply that for n ≥ 0 we have A ′ n ⊂ A n ⊂ f n (U), and the sets U n = f n (U) form disjoint Fatou components by the theorem of Baker [1, Theorem 3.1] mentioned before Lemma 3.1.
We
, and a sequence of closed annuli
and there is a subsequence (B n j ) such that
Also, the sequence (n j ) consists of those n ≥ 0 such that A n (R) contains a zero of f .
Proof. Let (r n ), (k n ), (A n ), (A ′ n ) and (U n ) be the sequences given by Lemma 3.2; in particular,
Now define the sequence of closed annuli (B n ) as follows: Also, by (3.19), we have
which proves (3.17).
We also have in this case, by (3.2) and (3.21), that
and, by (3.7), (3.20) and (3.21), that
Together, (3.22) and (3.23) prove (3.15).
Now (3.22) implies that there exists
so B 0 ⊂ A 0 (R) and B 1 ⊂ A 1 (R), and we deduce by (3.15) that
which proves (3.16).
To prove the final statement, let
and let F n denote the component of C \ B ′ n that contains 0. Then, by (3.19),
and hence, for each n ≥ 0, we have exactly one of the following possibilities:
If (3.24) holds for all n ≥ N, say, then each B ′ n , n ≥ N, is contained in the Fatou set of f , by Montel's theorem, and this contradicts the fact that each B n and hence each B ′ n meets J(f ). Thus there is a strictly increasing sequence n j ≥ 0 such that (3.25) holds for all n = n j , j ∈ N, which gives (3.18). By replacing R by M n (R) for some n, we can assume that n 0 = 0. By (3.24) and (3.25), this sequence (n j ) consists of those n ≥ 0 such that B n contains a zero of f . Hence, by (3.16) and (3.19), this sequence consists of those n ≥ 0 such that A n (R) contains a zero of f .
Proof of Theorem 1.1: no multiply connected Fatou components
The proof of Theorem 1.1 in the case of no multiply connected Fatou components is somewhat more complicated and is based on the following lemma. Recall again that δ(r) = 1/ √ log r. 
(c) For n = 0, . . . , N − 1,
Also,
Proof. We construct the annuli A n by using Theorem 2.4 in a way that is similar to the proof of Lemma 3.2 but rather more complicated.
We take R 3 ≥ max{R holds, then r m+1 and k m+1 can be chosen so that these properties also hold with n = m.
By (4.6), (4.9) and (4.10), we can apply Theorem 2.4 with r = r m and k = k m to deduce that , r
So if we take r m+1 = R, δ m+1 = δ(R) and k m+1 = K, then (4.11), (4.12) and (4.13) imply that the properties (4.1), (4.2), (4.4) and (4.5) all hold with n = m.
To deduce (4.6) in the case n = m first note that, by (4.9), δ 0 ≤ 1 80 and δ j δ j+1 = log r j+1 log r j = log M(r j ) log r j ≥ 4, for j = 0, . . . , m.
Thus, by (4.6) with n = 0, . . . , m − 1, (4.12), and the fact that k m+1 = K,
as required.
The first two inequalities in (4.7) with n = m follow immediately from (4.5) and (4.6). Also, the inequality (r 
Hence (4.1), (4.2), (4.4), (4.5), (4.6) and (4.7) all hold for n = m.
We now observe that the condition in (4.10) cannot hold for all m ≥ 0. For if this were the case, then we could construct a sequence of annuli (A n ) ∞ 0 satisfying (4.1), (4.2), (4.4), (4.5) and (4.6), and property (4.2) would then imply that f has multiply connected Fatou components, contrary to our hypothesis. B n ⊂ A n (R), for n ≥ 0, and
and there is a subsequence B n j such that, for j ∈ N, (4.20) f (B n j ) ⊃ B n , for 0 ≤ n ≤ n j , with at most one exception.
Proof. Let R 4 = R 4 (f ) > 0 be so large that (4.21) M(r) > r 10000 and log r ≥ 80, for r ≥ R 4 , and also so that R 4 ≥ max{R 1 , R 2 , R 3 }, where R 1 is the constant in Lemma 2.1, R 2 is the constant in Corollary 2.3, and R 3 is the constant in Lemma 4.1.
In the proof we construct annuli B n of the form given in (4.17) which satisfy the conclusions of the theorem and also satisfy ) and
we have
We apply the covering property (4.26) in two situations. First we take S, S ′ , T , T ′ as follows: N (1)+1 ), to ensure that (4.19) holds for n = N(1). Then (4.22) also holds for this value of n; that is,
Indeed, by the definition of r N (1)+1 , the definition of S and (4.8),
and, by Lemma 2.1 part (b) and the definition of k N (1)+1 , Repeating this application of Lemma 4.1 infinitely often, and introducing the subsequence n j = N(j), j ∈ N, we obtain a sequence (B n ) that satisfies (4.19), (4.20) and (4.22). Also, since f has no multiply connected Fatou components, all the components of J(f ) are unbounded (see, for example, [10, Theorem 1]) and so the closed annuli B n must all meet J(f ) by (4.19).
Finally, (4.22) implies that there exists R = R(f ) > 0 such that (4.18) holds. Indeed, by (4.22) we can choose R > 0 such that
, and, by (4.22) again,
which proves (4.18).
Proof of Theorem 1.2
We deduce Theorem 1.2 from Theorem 1.1 by using the following simple topological lemma, proved in [13, Lemma 1].
Lemma 5.1. Let E n , n ∈ N, be a sequence of compact sets in C and f : C → C be a continuous function such that
Then there exists ζ such that f n (ζ) ∈ E n , for n ≥ 0.
If f is also meromorphic and E n ∩ J(f ) = ∅, for n ≥ 0, then there exists ζ ∈ J(f ) such that f n (ζ) ∈ E n , for n ≥ 0.
Proof of Theorem 1.2. By Theorem 1.1, there exists R = R(f ) > 0 and a sequence of closed annuli
and there is a subsequence B n j such that, for j ∈ N,
with at most one exception.
To prove Theorem 1.2 we take this value of R, this sequence (n j ) of nonnegative integers and, for j ∈ N, let I j be either the empty set or the singleton set consisting of the possible exceptional integer in {0, . . . , n j } that occurs in (5.4). We now deduce Corollary 1.3.
Proof of Corollary 1.3. Parts (a), (b) and (c) follow easily from Theorem 1.2, by using appropriate sequences s 0 s 1 . . . chosen to satisfy property (1.5) and s n ≥ s for n ≥ 0. The uncountable number of itineraries in parts (b) and (c) follows from the fact that if j is such that s n j ≥ s+2, then there are at least two possible choices for s n j +1 from the set {s, s + 1, s + 2}.
Part (d) is proved as follows. Let (a n ) be any positive sequence such that a n → ∞ as n → ∞. Without loss of generality we can assume that (a n ) is increasing. Then we use the fact that
which follows from (5.3) and (5.4), to choose a sequence s 0 s 1 . . . that has property (1.5) and is such that, for j ∈ N,
The point ζ with itinerary s 0 s 1 . . . has an orbit that visits each annulus B n j so often that |f n (ζ)| ≤ M sn (R) ≤ a n , for n ≥ N 1 .
Once again we can obtain uncountably many such itineraries by using the fact, which follows from (5.5), that for each j ∈ N there are infinitely many ways of choosing the integer N j to satisfy (5.6).
Proof of Theorem 1.4
We prove two versions of Theorem 1.4 in the first of which it is assumed that f has a multiply connected Fatou component.
Theorem 6.1. Let f be a transcendental entire function with a multiply connected Fatou component. Then there exists R 0 = R 0 (f ) > 0 with the property that whenever (a n ) is a positive sequence such that (6.1) a n ≥ R 0 and a n+1 ≤ M(a n ), for n ≥ 0, there is a point ζ ∈ J(f ) and a sequence (n j ) with n j → ∞ as j → ∞ such that (6.2) |f n (ζ)| ≥ a n , for n ≥ 0, and |f
then there are uncountably many itineraries with respect to {A n (R 0 )} that correspond to points ζ satisfying (6.2).
Remarks 1. It is natural to ask if the expression M 2 (a n j ) in (6.2) can be replaced by M(a n j ).
2. Note that the hypothesis (6.3) is independent of R 0 for sufficiently large R 0 .
Proof of Theorem 6.1. Let R = R(f ) > 0 and B n = A(t n , t ′ n ), n ≥ 0, be the constant and the sequence of closed annuli that were obtained in Theorem 3.3. These annuli all meet J(f ) and have the following properties:
and (B n ) has a subsequence, here called (B N j ), such that
Let R 0 = R and suppose that (a n ) is any sequence that satisfies (6.1). We shall apply Lemma 5.1 to a sequence of closed annuli (E n ), all of which are chosen from the sequence (B n ) and satisfy E n ⊂ {z : |z| ≥ a n }, for n ≥ 0.
First define E 0 = B p , where p is the least integer such that t p ≥ a 0 .
Then, for each n ≥ 0, we choose E n+1 depending on E n by applying the following rule.
Suppose that E n = B m and t m ≥ a n :
(1) if m = N j for some j ∈ N, then (6.8) E n+1 = B p , where p is the least integer such that t p ≥ a n+1 ;
(2) otherwise E n+1 = B m+1 .
Since (6.4) and (6.1) guarantee that
we have p ≤ m + 1 in case (1) and, in either case,
Also, in case (1) the definition of p in (6.8) gives a n+1 > t p−1 (note that p ≥ 1 because a n+1 ≥ R > t 0 by (6.5)). Hence, by (6.5) and (6.4) again,
With this choice of the annuli E n it follows from (6.6) and (6.7) that
∅ and E n ⊂ {z : |z| ≥ a n }, for n ≥ 0, and that (E n ) has a subsequence, (E n j ) say, satisfying
Therefore any ζ given by Lemma 5.1, with the property that
satisfies (6.2) with this subsequence n j .
Finally suppose that (6.3) holds. Then, for all ℓ ∈ N, we deduce, by (6.1), that (6.9) a n+ℓ < M n (R 0 ), for n ≥ n(ℓ).
We can obtain other points ζ that satisfy (6.2) with different subsequences (n j ) and different itineraries by using the same construction as that given above but choosing E n+1 in case (1) as follows: whenever E n = B m , m = N j and the value of p specified by (6.8) satisfies p ≤ m we choose either the value of p that is specified by (6.8) or p = m + 1. The conditions (6.2) and (6.9) imply that the value of p specified by (6.8) satisfies p ≤ m infinitely often (for otherwise E n = B n+q for some q ∈ Z and all sufficiently large n). If we vary the construction in this way and consider all possible ways of choosing E n+1 in case (1) that correspond to a point ζ satisfying (6.2), then the itineraries with respect to {A n (R 0 )} that arise form the branches of an infinite binary tree and so are uncountable. This completes the proof of Theorem 6.1.
In our second version of Theorem 1.4 it is assumed that f has no multiply connected Fatou components. Here a very similar technique to that used in the proof of Theorem 6.1 could be used to deduce the result from the annuli B n obtained in Theorem 4.2, but using this approach the estimate for f n j (ζ) would be only |f n j (ζ)| ≤ M 3 (a n j ) because of the possible exceptional annulus not covered by f (B n j ) in Theorem 4.2. However, we can obtain a much stronger result by using Lemma 4.1 directly.
In this proof we once again use the notation δ(r) = 1/ √ log r.
Theorem 6.2. Let f be a transcendental entire function with no multiply connected Fatou components and let ε ∈ (0, 1). Then there exists R 0 = R 0 (f, ε) > 0 with the property that whenever (a n ) is a positive sequence such that (6.10) a n ≥ R 0 and a n+1 ≤ M(a n ), for n ≥ 0, there exists a point ζ ∈ J(f ) and a sequence (n j ) with n j → ∞ as j → ∞ such that (6.11) |f n (ζ)| ≥ a n , for n ≥ 0, and |f
If, in addition, (6.12) for each ℓ ∈ N there exists n(ℓ) ∈ N such that a n(ℓ)+ℓ < M n(ℓ) (R 0 ), then there are uncountably many itineraries with respect to {A n (R 0 )} that correspond to points ζ satisfying (6.11).
Proof. First we choose R 0 = R 0 (f, ε) so large that R 0 ≥ max{R 1 , R 2 , R 3 }, where
is the constant in Corollary 2.3 and R 3 = R 3 (f ) is the constant in Lemma 4.1, and also so that (6.13) M(r) > r 10000 and log r ≥ 100/ε, for r ≥ R 0 .
Suppose that (a n ) is any sequence satisfying (6.10). As in the proof of Theorem 6.1, the idea is to choose a suitable sequence of closed annuli E n , related to the sequence (a n ), and then apply Lemma 5.1.
First define r 0 = a 1 . By Lemma 4.1, there exists N(1) ∈ N and annuli A n = A(r n , r kn n ), n = 0, . . . , N(1), with the properties given in that lemma. In particular, r n+1 = M(r n ), for n = 0, . . . , N(1) − 1, so, by (6.10), (6.14) r n ≥ a n , for n = 0, . . . , N(1).
Also, with
and, for any S, S ′ , T, T ′ that satisfy
) and
We now apply the covering property (6.18) with (6.19) S = a N (1)+1 and S ′ = S 1+20δ(S) , and (6.20)
To see that this choice of S, S ′ , T, T ′ is possible first note that, by (6.10), (6.13) and (6.19) ,
Then, by using (6.19) and (6.20) , together with the fact that
which follows from (6.10) and (6.14), we deduce that (rN(1)) ) .
The final inequality here holds because the function
, by (6.13), we deduce that
δ N(1) .
As in the proof of (4.29), it now follows, by Lemma 2.1 part (b) and the fact that log r N (1) ≥ 5 log 3, that ).
Thus (6.17) holds with this choice of S, S ′ , T, T ′ , so (6.18) does also. Moreover, (6.21) a N (1)+1 = S < T ′ = S (1+40δ(S))(1+20δ(T )) ≤ a 1+ε N (1)+1 , by (6.19), (6.20), (6.10) and (6.13).
Hence if we define the pair (r N (1)+1 , δ N (1)+1 ) to be either (S, δ(S)) or (T, δ(T )), and put Now, since E N (1)+1 has the form in (6.22), we can apply Lemma 4.1 with r 0 replaced by r N (1)+1 to give N(2) ∈ N with N(2) > N(1) and closed annuli E n = A(r n , r kn n ), n = N(1) + 1, . . . , N(2), which satisfy r n ≥ a n , for n = N(1) + 1, . . . , N(2), f (E n ) ⊃ E n+1 , for n = N(1) + 1, . . . , N(2) − 1, r n ≥ a n , for n ≥ 0, (6.26) f (E n ) ⊃ E n+1 , n ≥ 0, and a strictly increasing sequence of positive integers N(j), j ∈ N, such that (6.27) E N (j)+1 ⊂ A(a N (j)+1 , a 1+ε N (j)+1 ), for j ∈ N. Since f has no multiply connected Fatou components, all the components of J(f ) are unbounded, as noted earlier, so the closed annuli E n must all meet J(f ) by (6.26) and the fact that J(f ) is completely invariant under f . By (6.26) and Lemma 5.1, there exists ζ with the property that f n (ζ) ∈ E n ∩ J(f ), for n ≥ 0.
By (6.25) and (6.27), this ζ satisfies (6.11) with n j = N(j) + 1, j ∈ N.
To prove the final part of Theorem 6.2 we argue in a similar way to the proof of the final part of Theorem 6.1. As in that proof, we deduce from (6.12) that for all ℓ ∈ N, (6.28) a n+ℓ < M n (R 0 ), for n ≥ n(ℓ).
Next note that the covering property (6.18) can be used to show that, for any j ∈ N,
where R ′ and k ′ satisfy (6.30) R ′ ≥ M(r N (j) ) and k ′ = 1 + 20δ(R ′ ).
The argument required here is similar to that used in the proof of Theorem 4.2 to show that f (B N (j) ) contains an annulus with these properties, and we omit the details.
Therefore in the above proof, for any j ∈ N, instead of defining the annulus E N (j)+1 by choosing the pair (r N (j)+1 , δ N (j)+1 ) to be either (S, δ(S)) or (T, δ(T )), where the values of S and T are as given in (6.19) and (6.20) (with the suffix N(1) + 1 replaced by N(j) + 1), we can alternatively define Then, by (6.29) and (6.30), we have f (E N (j) ) ⊃ E N (j)+1 , and we can then continue the construction as before to obtain the itinerary of a point ζ that satisfies (6.11).
In view of (6.28), as well as (6.31), (6.32) and (6.10), there must be infinitely many values of j for which these two possible choices of E N (j)+1 lie in different elements of the partition {A n (R 0 )}. If we now consider all possible ways of choosing E N (j)+1 that correspond to a point ζ satisfying (6.11), then the itineraries with respect to (A n (R 0 )) that arise form the branches of an infinite binary tree and so are uncountable. This completes the proof of Theorem 6.2.
