Let Bs(n) denote the set of binary words of length n whose longest series have the length s. The problem is to ÿnd the asymptotic expressions for the size of Bs(n) for any n and s, 16s6n, as n → ∞. Here the answer is given, whenever s¿ 1 2 log n + 2 log log n as n → ∞.
Introduction
Denote by B(n) the set of all binary words (i.e., those consisting of zeros and ones) of length n. Let a = a 1 a 2 : : : a n be an arbitrary word in B(n). The subword a m+1 a m+2 : : : a m+r in the word a called a series if (a) a m+1 = a m+2 = · · · = a m+r ; (b) a m = a m+r+1 = a m+1 for m¿1 and m + r ¡ n; (c) a m = a m+1 for m¿1 and m + r = n; (d) a m+r+1 = a m+1 for m = 0 and m + r ¡ n. The number of symbols in a series is called its length.
By B s (n); 16s6n, denote the set of words in B(n) such that the length of their longest series is s. It is clear that
and B s1 (n) ∩ B s2 (n) = ∅ for s 1 = s 2 .
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For every s; 16s6n, the set B s (n) is not empty, since the word 00 : : : 0 s 1010 : : : belongs to B s (n). For any ÿxed n¿2, the sets B 1 (n) and B n (n) are two-element, and the size of the sets B s (n) is greater than 2 for the other values of s. Both exact and asymptotic expressions for the size of B s (n) are known for all s ¿ log n.
In the present paper, we give the following asymptotic expression for the size of B s (n): if s ∈ [ 1 2 log n + 2 log log n; log n − (n)], where (n) → ∞ as n → ∞, then |B s (n)| ∼ 2 n exp(−n2 −s−1 ). The other values of s will be considered in a subsequent paper. We consider several cases for distinct relations between n and s, since the asymptotic expressions for |B s (n)| di er in these cases.
The problem under consideration is closely related to the following combinatorial problem. Let R(n) denote the set of all decompositions of the natural number n into ordered natural summands. In other words, |R(n)| is equal to the number of solutions of all equations
where v = 1; 2; : : : ; n and x i is a natural number, 16i6v. Denote by R s (n); 16s6n; the set of solutions of (1) such that x i 6s for every i = 1; 2; : : : ; v and x i = s for some i. Let us check that for every s; 16s6n,
i.e., the problems of ÿnding |B s (n)| and |R s (n)| are equivalent. Indeed, let a = a 1 a 2 : : : a n be a word in B s (n) with v series. Denote by x i the length of the ith series in a. Then
Clearly (3) holds also for the word obtained from a by swapping 0's with 1's. For the other words in B(n), the equality (3) is not true. This implies (2). Let B s (n; r) denote the set of words in B s (n) with r longest series each. Our second aim is to ÿnd the asymptotic expressions for the size of B s (n; r) for all possible values of s and r (this will be done in a subsequent paper).
The problem under consideration have several natural generalizations. First, 0's and 1's can occur with di erent probabilities. In this case, the probability of appearance of words in B(n) should be considered instead of |B s (n)|. Second, the words in an m-valued alphabet, m ¿ 2, can be considered instead of binary words.
Goncharov [5] considers the case when 1's occur with probability p and 0's with probability q (p + q = 1), and all series are "unit" ones, i.e., every series consists of 1's only. In particular, he found the asymptotic expressions for the expectation of the length of a longest series and for the probability that the longest "unit" series is of length at most s; provided that |s − log 1=p n|6c as n → ∞. Others related results can be found in [1,4,6 -7] .
Throughout this paper, log denotes the base 2 logarithm.
2. The number of words in B s (n) for s¿log n − log log n + 2
For completeness, we give expressions for the size of B s (n) whenever s¿2 log n. First, we consider the case n=2 ¡ s ¡ n. For such an s, every word in B s (n) has only one longest series. It is clear that the number of words in B s (n) whose longest series is a "preÿx" is equal to 2 · 2 n−s−1 = 2 n−s . The number of words in B s (n) whose longest series is a "su x" is the same. The number of words in B s (n) in which a longest series is "inside" is equal to 2(n − s − 1)2 n−s−2 . Therefore, for any s; n=2 ¡ s ¡ n; we have
Now we consider the case 2 log n6s6 n=2 :
If a word a in B s (n) has r longest series, then a occurs r times in the right-hand side of (4). Therefore,
where B s (n; r) is the set of words in B s (n) containing r longest series each. In turn, it is not hard to see that |B s (n; r)| ¡ n r 2 n−sr ¡ n r 2 n−sr :
Using (7) and (8), for s¿2 log n we obtain
From this and (6) it follows that if the values of s satisfy (5), then
as n → ∞.
Theorem 1.
For any s such that log n − log log n + 26s62 log n as n → ∞;
Proof. Denote by B * (n; w) the set of words in B(n) in which all series have the length less than w. Then B s (n) = B * (n; s + 1) \ B * (n; s);
i.e.,
To ÿnd the values |B * (n; s + 1)| and |B * (n; s)| we use the principle of inclusionexclusion. Denote by N (n; r; i 1 ; : : : ; i v ) the number of words in B(n) such that the i 1 th,: : : ; i v th symbols are initial in series of length at least r (in general, other series of length at least r can happen in these words). Put N (n; r; v) = 16i1¡i2¡···¡iv6n−r+1 N (n; r; i 1 ; : : : ; i v ):
Then, using the principle of inclusion-exclusion, we ÿnd that
and
From this and the Bonferroni inequalities [3] it follows that
Using (10) - (14), we get
Let us calculate N (n; s; v). A collection (i 1 ; i 2 ; : : : n−sv possibilities). Next, we place 0's and 1's in the remaining positions so that in the resulting word the symbols in these positions were the initial ones in the series of length at least s (such a distribution is uniquely deÿned). Therefore, for any signiÿcant collection (i 1 ; : : : ; i v ) we have N (n; s; i 1 ; : : : ; i v ) = 2 n−sv :
Now, we verify that the number of signiÿcant collections (i 1 ; : : : ; i s ) for words in B s (n) is the same as the number of collections (j 1 ; : : : ; j v ), 
It follows from this and (17) that
If s satisÿes the condition of the theorem, then
It follows from (18) and (19) that
Using (15) and (20), we get
In turn, it is not hard to see that for any s considered, n → ∞ implies
2 log n v=1
2 log n +1
Substituting (22) - (27) in (21), we get
Similarly, we can verify that
The two last relations imply Theorem 1.
Special representation of words in B s (n)
Let us denote by B s (n; w 1 ; : : : ; w s ) the set of words in B s (n) that have w i series of length i each, 16i6s. Then |B s (n)| = |B s (n; w 1 ; : : : ; w s )|;
where the summation is taken over all collections (w 1 ; : : : ; w s ) such that s i=1 iw i = n and w s ¿1.
To each word a in B s (n; w 1 ; : : : ; w s ) we assign a scheme that has n ones situated in r 1 = s i=1 w i columns and r rows (we everywhere assume that the lower row of each scheme is the ÿrst row). If the length of the vth series in a is equal to l, then the number of 1's in the vth column is l. These 1's are located in consecutive rows beginning with lower. For example, if a = 1 1 0 0 0 1 0 0 1 1, then the scheme has the form: Here n = 10; s = 3, and r 1 = 5.
Denote by T s (n; w 1 ; : : : ; w s ) the set of schemes that are assigned to the words in B s (n; w 1 ; : : : ; w s ). We put T s (n) = T s (n; w 1 ; : : : ; w s ); where the union is taken over all collections (w 1 ; : : : ; w s ) such that s i=1 iw i = n and w s ¿1.
Clearly, the number of 1's in the ith row of every scheme in T s (n; w 1 ; : : : ; w s ) is equal to r i = s j=i w j ; 16i6s, and |B s (n; w 1 ; : : : ; w s )| = 2|T s (n; w 1 ; : : : ; w s )|; since every scheme is assigned to two words in B s (n). Hence, |B s (n)| = 2|T s (n)|. To ÿnd the size of T s (n) we use the following fact. ;
where r i = s j=i w j ; 16i6s.
Proof. By S denote a scheme in T s (n; w 1 ; : : : ; w s ) in which the ÿrst w 1 columns have height 1, the next w 2 columns have height 2, etc.; ÿnally, the last w s columns have height s. Clearly, all schemes in T s (n; w 1 ; : : : ; w s ) can be obtained from S by permuting its columns. It is easy to see that all permutations of columns can be obtained as follows. First, we take the row containing r 1 ones. Next, we place r 2 ones in the second row so that they lie over 1's of the ÿrst row; there are ( r1 r2 ) possibilities. Then, we place r 3 1's in the third row over 1's of the second row; there are ( r2 r3 ) possibilities. In general, if the ÿrst i rows are already deÿned, 16i ¡ s, then we place r i+1 ones in the (i + 1)th row so that they are over 1's of the ith row; there are ( ri ri+1 ) possibilities. Multiplying the binomial coe cients, we obtain the assertion of Lemma 1. Now, we ÿnd the asymptotic expression for |T s (n)|: We ÿrst consider the set T s (n; w 1 ; : : : ; w s ) for special values of w 1 ; : : : ; w s and ÿnd the asymptotic expression for its size. Next, we express the sizes of the remaining sets T s (n; w 1 ; : : : ; w s ) through the size of the special set T s (n; w 1 ; : : : ; w s ) and ÿnd the asymptotic expression for the size T s (n) using probabilistic and combinatorial arguments.
In this paper, we consider s such that 1 2 log n + 2 log log n6s ¡ log n − log log n + 2 and distinguish the two cases:
, where v is a natural number.
. In both cases, the result is formulated the same (see Theorems 2 and 3). The main idea is in the proof of Theorem 2. Some additional di culties should be handled in the proof of Theorem 3.
Auxiliary results
In this section, we give some auxiliary assertions to be used in the proofs of both Theorems 2 and 3. Denote by A the following square matrix of order s − 1: 
where a = 1=(2 s v).
Proof. Divide the elements in the ÿrst row of A by 3a and the remaining elements by a to obtain the matrix 
It is clear that
Now we multiply the elements in the ÿrst column of A 1 by 2 and add the second column to the ÿrst column of the matrix obtained, then multiply the elements in the ÿrst column of the resulting matrix by 3. This yields the matrix
. . . 0 0 0
. . . 0 0 0 : : : : : : : : : : : : : : : : : : : : : : : :
Since
Finally, for every i; 26i6s − 1, we divide the elements in the ith row of A 2 by 2 i and multiple the elements in the ÿrst column of the obtained matrix by 2 s−3 . We get the matrix 
Hence,
Let us calculate the determinant of A 3 . First we consider the square matrix
, and the remaining elements are zero. By induction on k, we infer that
Indeed, for k = 2 we have
Assume that (29) holds for every k = 2; : : : ; m − 1. Then, decomposing the matrix B m of order m by the ÿrst row, we obtain
Consequently, (29) holds for any k.
Along with the matrix B k ; 16k6s − 2, we consider the square matrix 
of order k; the matrices B k and B * k di er in the ÿrst and second rows only. Decomposing the matrix B * k by the ÿrst row, we get
Denote by C i s−2 the square matrix of order s − 2 obtained by removing the ÿrst column and the ith row from A 3 ; 16i6s − 1. It is clear that
Using the equality C 
Denote by C ij s−3 the square matrix of order s − 3 obtained by removing the ÿrst row and the jth column from C i s−2 ; 16j6s − 2. Then, for any i; 26i6s − 1, we have
It is easy to see that for any i; 26i6s − 1,
Let j ∈ [2; i − 3] and i¿5. Then, decomposing |C ij s−3 | by the jth row and using (29) and (30), we get
If j = i − 2 and i¿4, then decomposing C i; i−2 s−3 by the (i − 2)th row yields |C
If
Hence, 
Substituting (37) -(39) into (33) for i = 2, we ÿnd that
Next, from (33) -(39) it follows that
and for any i; 56i6s − 1,
Substituting (32) and (40) - (43) into (31), we get
It follows from (28) and (44) that
This proves Lemma 2.
We now give preliminary rough estimates for the number of 1's that are contained in rows of "non-typical" schemes in T s (n).
Denote by T * s (n; 1; x) the set of schemes S in T s (n) such that the number of 1's in the ÿrst row in S is either at most n=2 − x or at least n=2 + x. Let T * s (n; i; x), 26i6s, denote the set of schemes S in T s (n) such that the ith row in S has at least x ones. as n → ∞.
Proof. Clearly, the number of schemes in T s (n) containing d ones in the ÿrst row is
Therefore,
This proves Lemma 3.
Lemma 4.
Let s ∈ [ 1 2 log n; log n − log log n + 2]. Then for any i; 26i6s − 2 and i6log n − log log n − 1,
as n → ∞:
Proof. All schemes in T * s (n; i; x) that have at least x ones in the ith row can be obtained as follows.
1. For every ÿxed d; n=2 − n 3=4 6d6n=2 − n 3=4 , we place d ones in the ÿrst row (uniquely).
2. We select x arbitrary 1's among d ones in the ÿrst row. There are ( 
It follows from 1-4 that
Therefore, for all i satisfying the condition of the lemma, we have This proves Lemma 4.
The number of words in B s (n) when 1 2
log n + 2log log n6s ¡ log n − log log n + 2: Case 1
As the special set (denoted by T 0 s (n)) we take the set T s (n; w 1 ; : : : ; w s ) such that w i = 2 s−i v for 16i6s. It is easy to see that the number of ones in the ith row of such a scheme is equal to (2 s+1−i − 1)v.
; where v is a natural number and s ∈ [ 1 2 log n + 2 log log n; log n − log log n + 2]. Then; as n → ∞;
Proof. By Lemma 1 we have
Now we use the Stirling formula (see, for example, [3] )
for transforming of the binomial coe cients. By identical transformations we obtain 
; where v is a natural number; and let s ∈ [ 1 2 log n + 2 log log n; log n − log log n + 2]. Suppose that w 1 ; : : : ; w s satisfy the inequalities |r 1 
Proof. By Lemma 1 we have |T s (n; w 1 ; : : : ; w s )| =
where r i = s j=i w j , 16i6s. We represent every r i in the form
(it is clear that x 1 + x 2 + · · · + x s = 0). It follows from (47) that |T s (n; w 1 ; : : : ; w s )| =
It is not hard to see that |x|63 √ n ln n and n → ∞ imply
and for any i; 16i6s − 1,
Hence,
|T s (n; w 1 ; : : :
On the other hand, under the conditions of Lemma 6,
Substituting (50) and (51) into (49), we ÿnd that |T s (n; w 1 ; : : :
This proves Lemma 6.
Theorem 2. Suppose that
Proof. We put T * s (n) = T s (n; w 1 ; : : : ; w s ); where the union is taken over w 1 ; : : : ; w s such that
It is clear that for any i; 26i6s, and for a su ciently large n,
From this and Lemma 6 it follows that
where g(n; s) = exp x 2 1 
is positive deÿnite. Put
: : : : : : : : :
In this case, we have y 1 + · · · + y s = x 1 . Therefore, the positive deÿniteness of (54) follows from the inequality to prove inequality (55) it is su cient to show that relation (55) holds for all nonnegative y 1 ; : : : ; y s whose sum is positive. Using partial derivations, we verify that if this sum is ÿxed, then the value
i is minimal when y i+1 = y i =2 for any i; 16i6s − 1. In this case, we have where the summation is taken over all integer numbers x 2 ; : : : ; x s . Let us ÿnd the asymptotic expression for the value h(n; s) and show that h(n; s) ∼ g(n; s) as n → ∞.
It is clear that if a → ∞ as n → ∞, then
In the case under consideration, this condition is satisÿed since v → ∞ as n → ∞. Therefore, we can replace the summation by integration. Next, the matrix A of order s − 1 mentioned before Lemma 2 is the covariance matrix for the function (1=2 s+1 v)f 1 (x 2 ; : : : ; x s ) since the quadratic form f 1 (x 2 ; : : : ; x s ) is positive deÿnite. Then we have (for details see, for example, [2] )
It follows from Lemma 2 and (57) that
(2 2 2 3 : : : 2 s−2 2 2s+2 ) 1=2 :
Using this relation and Lemma 5, we obtain
as n → ∞. From this and the equality |B s (n)| = 2|T s (n)| it follows that to prove Theorem 2 it is enough to show that
At the end of the proof of Theorem 3, we shall check that this relation holds.
6. The number of words in B s (n) when 1 2 log n + 2log log n6s ¡ log n − log log n + 2.
Case 2
In this section, we consider the case when n has the form n = v s i=1 (2 i − 1) + t, where v is a natural number, s ∈ [ 1 2 log log n; log n − log log n + 2]; and t is such that 16t
We represent the t in the form: t = t 1 + t 2 + · · · + t s , where t 1 = t=2 , and t i = (t − t 1 − · · · − t i−1 )=2 for any i; 26i6s. In particular, t s = 0.
As the special set (denoted by T 1 s (n)) we take the set T s (n; w 1 ; : : : ; w s ) such that w i = 2 s−i v + t i − t i+1 . It is easy to see that the number of 1's contained in the ith row of such schemes is equal to (2 s+1−i i − 1)v + t i .
where v is a natural number; s ∈ [ 1 2 log n + 2 log log n; log n−log log n+2]: Suppose that 16t ¡ 2 s+1 −s−2 and t =t 1 +t 2 +· · ·+t s ; where t i ; 16i6s; are deÿned above. Then; as n → ∞;
Using (46), we ÿnd that
We have, as n → ∞;
Substituting (60) -(62) into (59), we obtain
It is not hard to see that for any i; 16i6s,
Substituting (65) - (67) into (63) and using the relation 2 (2
Next, we have
We also have
Suppose that t62 s=2 . Then, using (64), we have
Substituting (70) - (72) into (69) and applying (68), for t62 s=2 we obtain
Now we consider the case t ¿ 2 s=2 . Using (64), we have
Denote by i 0 the maximal number i such that t s−i 66. Then
Substituting (70), (74), and (75) into (69), we get
It is clear that for any a and b; 0 ¡ a ¡ b,
Now, using (62) and (67), we get
It follows from (77) -(79) that
Applying the last equality and (76), we obtain
It follows from (58), (59), (73), and (80) that
Therefore, under the condition of Lemma 7, we have
as n → ∞. This proves Lemma 7.
where v is a natural number; s ∈ [ 1 2 log n + 2 log log n; log n − log log n + 2]; t satisÿes the condition 16t ¡ 2 s+1 − s − 2; t = t 1 + t 2 + · · · + t s ; and t i ; 16i6s are deÿned before Lemma 7. Suppose that the values of w 1 ; : : : ; w s are such that
|T s (n; w 1 ; : : : ; w s )| ∼ |T
where r i = s j=i w j ; 16i6s. We represent the r i ; 16i6s − 1, in the form
where
|T s (n; w 1 ; : : : ; w s )|
Using (48), we ÿnd that
and for each i; 16i6s − 1,
Hence, |T s (n; w 1 ; : : : ; w s )| ∼ |T
as n → ∞. Using the last two relations, we get, as n → ∞, 
where g 1 (n; s; t) = exp x 
where the summation is taken over all integer numbers x 2 ; : : : ; x s . Since the quadratic form f 1 (x 2 ; : : : ; x s ) is positive deÿnite (this was proved in the proof of Theorem 2), it follows that replacing summation by integration, we can assign a covariance matrix A of order s − 1 to the function (1=2 s+1 v + t)f 1 (x 2 ; : : : ; x s ). This implies h 1 (n; s; t) ∼ (2 ) s−1 |A | :
It is clear that every element of A di ers from the corresponding element of A, mentioned before Lemma 2, by the factor 2 s+1 v=(2 s+1 v + t). 
From (84), (85), (89), and the equality |B s (n)| = 2|T s (n)| it follows that to complete the proof of the theorem it remains to show that, as n → ∞, g 1 (n; s; t) ∼ h 1 (n; s; t);
|T s (n)| − |T + s (n)| = o(|T 1 s (n)|h 1 (n; s; t)):
Then, setting t = 0, we get the conclusion of Theorem 2. We ÿrst prove (90). Denote This completes the proofs of both Theorems 2 and 3.
