D r a f t D r a f t D r a f t 1. Introduction 36 In the province of Quebec, Canada, forestry companies sub-contract timber harvesting 37 operations to third-party contractors. In order for these contractors to continue earning 38 profits, they need to find a reasonable balance between satisfying the expectation of 39 companies for lower costs and the implementation of costly harvesting methods 40 respecting the provincial forestry regulations (Bonhomme and LeBel, 2003) . A typical 41 harvest team has five machines: one feller-buncher, two forwarders, and two delimbers. 42 In order to move such heavy harvesting equipment between harvest areas, they are put on 43 trailers and then transported to the next harvest area. This process is potentially very 44 time-consuming and costly especially when two harvest areas are located far from one 45 another. In this regard, the problem that the Quebec Ministry of Forests, Fauna and Parks 46 (MFFP) needs to tackle is how to group harvest areas in a forest management unit (FMU) 47 in a way that each harvesting team working in that region is able to harvest a group of 48 areas that are located close to one another. In this paper we study this problem and 49 present a decision support tool for the MFFP by which the harvest areas that have been 50 surveyed at the time of planning will be divided among the harvesting teams in a way that harvesting team should eventually cut over a number of years in a specific FMU. In brief, 152 the combination of machine learning and mathematical modelling and its application to 153 the forest management and operations planning accounts for our main contribution to the 154 literature of spatial forest planning.
155
The structure of this paper is as follows. In Section 2, the research problem is described 156 in detail. The proposed two-phase approach consisting of the application of clustering 157 technique and the mathematical formulation are presented in Section 3. Section 4 158 presents the developed Canadian case study. The discussion on the computational tests is 159 presented in Section 5. This paper ends with conclusions and describes the path to take by 160 future research in Section 6.
161

Problem statement 162
A known number of harvesting teams often operate at each FMU. One of the challenges 163 that they face is to move the machinery between harvest areas that are situated very far 164 apart. It would be of great value if the MFFP could systematically group harvest areas 165 that are relatively closer to each other for every team. At the same time, the volume of 166 timber that will be dedicated to each team needs to be almost equal. For this purpose, we 167 propose a decision-support tool that groups the harvest areas, minimizes the overall 168 spatial dispersion of the clustered harvest areas and ensures a balanced distribution of 169 volume of timber among the teams working in a specific FMU. By using this tool the 170 MFFP could contribute to reducing the cost and time required for the movement of 171 machinery between harvest areas.
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In order to define the problem under study from the graph theory perspective, let's 173 consider each harvest area as a node and the road connection between every two areas as 174 an edge that connects the respective two nodes with the length of road being the edge's 175 weight. In this study we assumed that there exists a functioning road network between 176 every two areas. The goal is to divide the harvest areas (nodes) among the harvesting 177 teams in a way that it minimizes the spatial dispersion corresponding to the overall 178 clusterization and allocates roughly the same volume of timber to each team. To do so, 179 we first apply a clustering algorithm to generate a large pool of clusters. Then, in order to 180 be able to compare the formed clusters and choose the most suitable ones that satisfy our 181 objectives, we defined two key performance indicators (KPI) for each cluster. We are 182 primarily looking for a KPI to measure the spatial dispersion of the nodes in a cluster. We 183 asked ourselves: among the classical algorithmic problems in the field of computer 184 science and operations research, which one has the most resemblance to the problem of 185 finding the lowest cost for moving harvesting machinery among the harvest areas in a 186 cluster? Given the assumption that every two nodes are connected by an edge, it seems 187 like solving a Travelling Salesman Problem (TSP) for the nodes in a cluster could closely 188 represent the cost of moving the harvesting machineries among the nodes. The TSP is 189 among the most well-known and difficult to solve problems in the field of network and D r a f t Page 10 of 30 195 measure of the dispersion of nodes spatially. However, to solve a TSP for a very large 196 number of clusters (e.g., hundreds of thousands clusters are generated for the studied 197 instance) is computationally very expensive. Therefore, we need to find a good 198 representation of the TSP in the context of the defined problem such as the minimum 199 spanning tree (MST) problem. By definition a spanning tree is a tree (i.e., a connected 200 acyclic graph) that touches all the nodes of an undirected network (Ahuja et al., 1993) .
201
Then by solving the MST problem, we want to find a spanning tree with minimum cost 202 (e.g., minimum sum of the weights of edges in the obtained spanning tree). In fact for the 203 same sites, the MST cost is equal or inferior to the TSP cost; the reason is straightforward 204 as removing one edge of the TSP solution is a spanning tree. There is also the realistic 205 assumption that the TSP and the MST have many edges in common and the TSP cost 206 could not be greater than or equal to the double of the MST cost. The Christofides 207 algorithm (Christofides, 1971 ) is an approximation algorithm to solve the TSP and 208 guarantees that its solutions will be within a factor of 3/2 of the optimal solution length; 209 this algorithm is in fact developed based on a MST solution of the same set of nodes. In 210 other words, the TSP and MST costs are very much correlated; hence we chose the cost 211 of MST as our first KPI to measure the spatial dispersion of the nodes in a cluster of 212 harvest areas. The second considered KPI is the sum of deviation of volume of timber of 213 each selected cluster from a defined target volume.
214
Accordingly, two respective objectives are pursued to select the same number of clusters 215 as the number of harvesting teams which have the least total MST value and the least 216 total deviation of the timber volume of each cluster from a pre-defined target volume.
D r a f t timber volume, the above-mentioned target for the latter objective is computed by 219 dividing the total volume of available timber inside all given harvest areas by the number 220 of harvesting teams working in the considered region. Then by designing a set covering 221 bi-objective optimization model the most suitable clusters are chosen. with respect to their MST cost). In the example illustrated in Figure 1 , the TSP and the 227 MST have an average ratio in the interval [1.47, 1.97], which is natural for small graphs.
228
As mentioned earlier, it is very reasonable to use the MST since it can be calculated 229 much faster than the TSP and the results are very much correlated. Figure 1 also shows 230 that the TSP and the MST costs are shorter for spectral clustering; the clusters get a better 231 separation and the results are stable (i.e., when changing the desired number of clusters 232 from 3 to 4, the inefficient clustering method has completely reshaped but the spectral 233 clustering changes by only one edge). 
Modelling and solution methodology
D r a f t Producing the complete enumeration of all possible clusters of the given harvest areas 241 would lead to a very large number of alternatives. Instead, in order to generate a tractable 242 number of clusters, we decided to adopt one of the most popular modern clustering 243 algorithms known as the spectral clustering algorithm (von Luxburg, 2007) . This 244 algorithm is capable of defining clusters with substantial distinctions and is widely used 245 for clustering and visualization (Seary & Richards, 2003; Seary & Richards, 1995) . A 246 recent successful application of this algorithm for the case of a water distribution network 
255
Given a set of harvest areas (sites), we can imagine that all of them are connected in a 256 dense mesh in a plane (a complete undirected graph). Then distinct clusters can be 257 realized by deleting edges that represent a weaker relationship between the harvesting 258 sites. A common relationship indicator is the transportation or movement distance for the D r a f t problem as minimization, a "similarity" measure can be considered as a reciprocal value 264 proportional to the distance. This problem is known as the min-cut problem, because we 265 would like to make cuts that separate clusters corresponding to the smallest summation 266 value of the deleted edges. A drawback of min-cut solution in the clustering context is 267 that it allows the creation of isolated small clusters in the extreme nodes (sites). To Laplacian matrix could be calculated by means of standard linear algebra methods. If the 291 goal is to generate (i.e., a pre-specified input parameter for this algorithm, as the 292 desirable number of clusters to be generated) clusters, then the smallest eigenvalues and 293 their corresponding eigenvectors will be used to distinguish the clusters representing 294 the minimum normalized-cut of the considered affinity matrix (von Luxburg, 2007) . This 295 algorithm converges most of the time to a unique clustering solution and hence it is 296 known to be deterministic. However, in the problem under study, we have two different 297 dimensions that we would like to consider to generate clusters based on them, so a second 298 parameter (in addition to ) will be introduced later enabling us to incorporate both 299 dimensions in forming a single affinity matrix.
300
Constructing the affinity matrix T is an important step ahead of clustering. The relations 301 among the elements of a cluster of harvest areas must reflect 2 different dimensions: one 302 dimension for distance proximity and a second dimension that approximates identical 303 timber volume of clusters. In order to construct the final matrix T incorporating these two 304 dimensions, first each of the two needs to be defined in the form of a matrix: one that of the number of site members of any cluster. In Matrix T, in order to account for sites 325 that have never been put in the same cluster, a small number (1/N) can be assigned as the 326 minimal acceptable site-to-site affinity. It is also possible to define a different beginning 327 cluster for the splitting procedure by taking big subsets of the N-sites and repeating the 328 procedure several times hoping that we can cover for all the possible couples.
329
As mentioned before, convex combination of the matrices W and D gives us matrix T.
330
Matrix T can be parameterized by ( ), as .
Taking , generates a clustering based solely on movement distance. The Normalized = 1 332 cut -Clustering algorithm named Spectral algorithm that was used in this study is 333 adopted from Shi and Malik (2000) . Table 1 . Equation (6) is formed to be able to compute the absolute value of the deviation of the 392 volume inside each selected cluster from the chosen target value.
Finally, eqs. 7 and 8 enforce the binary and non-negativity restriction on the decision 395 variables:
The developed MIP models are implemented in the modelling language AMPL version is based on the existing road network in the Outaouais. This case is same as the one 416 studied by Mobtaker et al., (2018) ; for more information on it we refer the reader to that The results of these experiments are presented in Table 2. In this table, for the solution clusters. Between these two models Min-MST_2 has a lower STD of MST, the reason is 450 that for this model the input clusters has been already filtered and the clusters whose 451 volume deviates more than 30% are excluded from the pool. So it can be observed that D r a f t the purpose of this model was. The STD of volume increases for the solutions to Bi-O,
457
Min-MST_2 and Min-MST models in the respective order. This pattern in the behavior of 458 these models is meaningful; in a sense that when to different levels we aim to choose the 459 clusters whose volume is similar the STD of volume among the selected clusters will be 460 less depending on how much emphasis we have put on this objective.
461
In order to gain some insights on how the value of the two functions and may In this article, we studied the problem of dividing a given pool of harvest areas in a 503 specific FMU into groups, each group expected to be harvested by a harvesting team 504 working in that territory over a couple of years. Our goal was to do the clustering in such 505 a manner that would promote efficient logistics for the movement of the heavy harvesting 506 machinery between harvest areas for a harvesting team later when the team generates its 507 operational plan. Additionally, the available timber inside the given areas needed to be 508 balanced out among the teams, so that they have an approximately similar overall work 509 load. For this purpose, we adopted the spectral clustering technique to smartly group the 510 harvest areas. This resulted in a large pool of well-grouped alternatives. Then, in order to 511 pick the clusters that would satisfy our goals and restrictions, two MIP set covering 512 models (Bi-O and Min-MST_2) were formulated and compared. The applicability of the 513 spectral clustering approach and the proposed optimization models was demonstrated in a 514 real case study in the province of Quebec. Both models were able to present good-quality 515 solutions for the case. As was reported in Table 3 Note: Volume values are in 10 5 , 1 = 2 = 0.5, ( = 30%)
D r a f t Min-MST_2 7.88 10 2 * 6.87 10 2 * 6.35 10 2 * Note: All values are in 10 3 D r a f t D r a f t Appendix D r a f t D r a f t 
