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1. Introduction
We live in an urbanizing world. Since 2008, more than half of humanity lives in cities, both large
and small, and old and new. We also live in a world that is becoming even more urbanized, it is
expected that by 2050, 66 per cent of the world’s population will live in cities [1]. The process of
urbanization, accompanied by the rapid expansion of cities and the sprawling growth of metropolitan
regions over the world, is one of the most important transformations of a natural landscape.
In the context of land systems science, contemporary urbanisation is a set of land-use change
processes and the various contemporary cityscapes are the resulting land systems. Population growth
increases urban footprints with consequences on biodiversity and climate. Much of the explosive
urban growth has been unplanned and conﬂicting land-use demands often arise as land is a limited
resource. Increased requirements for living space and intensive landscape utilization constitute two
of the principal reasons for the environmental change, with signiﬁcant impacts on quality of life
and ecosystems.
This special issue of LAND explores urban land dynamics with particular regard to ecosystem
structure, and discusses consequent environmental changes and their impacts. The studies cover a wide
range of countries and contexts, and draw on a number of disciplinary methods and interdisciplinary
approaches from the social and natural sciences. The papers have been authored by 41 researchers from
29 institutions in countries worldwide: from Australia, Bangladesh, China, India, Iraq, Italy, Japan,
Nigeria, Philippines, Saudi Arabia, Slovakia, Spain, Thailand, the United Kingdom, and the USA.
2. Dynamics of Urban Land Systems
Earth observation data can contribute considerably in monitoring complex urban land cover
patterns for various applications in different environments. Several papers focus on the detection of
urban growth based on spaceborne remote sensing data at multiple scales, spatial and temporal
resolutions, and the evaluation of environmental impacts through well-established concepts of
landscape metrics.
MacLachlan et al. [2] evaluate multi-temporal urban expansion for Perth, Western Australia,
derived from Landsat imagery and the related decrease of natural resources. Their results indicate
that the spatial extent of the Perth Metropolitan Region has increased considerably in the period
of 1990–2015. Irreversible and unsustainable agricultural landscape changes related to urban
growth in peri-urban areas of Adelaide city are assessed by Wadduwage et al. [3]. Fragmentation
of agro-ecosystems due to urban expansion is analyzed using several landscape metrics indicators:
percentage of land, mean parcel size, patch density, and modiﬁed Simpson´s Diversity.
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Rapidly growing cities in the global south, particularly in Asia and Africa, represent the dominant
urban footprint of the present and future. A great deal of attention is currently being focused on these
cities, about which we know relatively little in comparison to northern cities. In this special issue,
Zhang et al. [4] use Landsat imagery to detect the changes in urban land use in the Yellow River Delta to
document systematic changes in natural wetlands in 1976, 1984, 1995, 2006 and 2014. Their cartographic
outputs document systematic wetland degradation, wetland conversion to salt pans and aquafarms,
and signiﬁcant urbanization.
Similarly, Landsat data are used by Rimal et al. [5] to analyze the spatiotemporal patterns of
urbanization and LULC changes in Kathmandu Valley, Nepal. Results show that the urban coverage
of Kathmandu Valley has increased tremendously from 20.19 km2 in 1976 to 139.57 km2 in 2015,
at the cost of cultivated lands and forests. This study also reports the impacts of the recent disastrous
earthquake in the valley on the urban areas and discusses the high risks associated with different
geological formations.
The third example illustrating rapidly developing countries in Asia is a land use/land cover
change assessment of the Laguna de Bay area in the Philippines. Iizuka et al. [6] present a visual
interpretation of the future changes in LULC classes of built-up, crop-grass, trees, and water up to
the year 2030. The probability of changes occurring in different years in the future is calculated using
three different scenarios: business-as-usual, compact development, and high sprawl. In total, a large
proportion of the study area is modeled to be converted to urban built-up land cover classes by 2030,
varying in extent depending on the development scenario.
3. Perception of Urban Green Spaces (UGS) and Ecosystem Services
Urban vegetation is essential for urban ecosystems and ecosystem services and can be determined
by well-established methods in remote sensing. In the light of past and future urbanization trends,
accurate information on the state, accessibility, distribution, and supply of UGS plays an increasingly
important role in sustainable urban development, human well-being, and also for conservation of
ecosystem functionality.
Kopecká et al. [7] demonstrate the potential for UGS extraction from newly available Sentinel-2A
satellite imagery, provided within the frame of the European Copernicus program. UGS classes are
described by the proportion of tree canopy and their ecosystem services. A comparative analysis of
three cities in Slovakia indicates the relatively high importance of urban greenery in family housing
areas, represented mainly by privately owned gardens.
Cultivated parks and urban gardens play an important role as providers of aesthetic and
psychological beneﬁts that enrich human life, reduce stress, and increase physical and mental health.
Paul and Nagendra [8] present the results of a survey of UGS perception by park visitors in the
megalopolis of Delhi that aimed to understand the importance of parks for them. For example, large
parks tend to attract more visitors from further distances, despite their having small neighborhood
parks in the vicinity of their homes.
On the other hand, Rupprecht [9] points attention to residents‘ perceptions of informal
UGS—vacant lots, street verges, brownﬁelds, power line corridors, and waterside spaces—in four
shrinking cities in Japan. He proposes eight major planning principles derived from the ﬁndings as a
potential basis for managing non-traditional green spaces to urban planners.
4. Urban Landscape Structure and Urban Heat Island (UHI) Effect
Urban areas inﬂuence the local microclimate in several ways, e.g., by air pollution, altered wind
speeds and directions, heat stress, or changes in surface ozone concentrations. UHI describes the
phenomenon that atmospheric and surface temperatures are higher in urban areas than in surrounding
rural areas. Among the long-term consequences on microclimate, the UHI effect has received wide
attention from geographers, urban planners, and climatologists over recent years. Rasul et al. [10]
review the current research on this topic, methods, data, and techniques used in UHI detection.
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They conclude with recommendations for conducting further research on surface urban cool islands
that especially occur in arid and semi-arid climates.
Rahman et al. [11] investigate the increase of land surface temperature in Dammam city, the capital
of Saudi Arabia’s Eastern Province, due to urban expansion in the period 1990–2014. Based on land
use/land cover changes and predictive modeling, this study projects a dramatic increase of land
surface temperatures for the year 2026.
5. Conclusions
Global and local urbanization is creating very signiﬁcant challenges for sustainability and human
well-being. This special issue highlights some important aspects related to urban sprawl dynamics
and urban ecosystem management. Observations and studies presented in 10 papers show that
urbanization affects essential ecological, economic, and social landscape functions, whose importance
are often undervalued in cities across the globe.
The special issue arises from a session convened by the editors at the GLP Third Open Science
Meeting in Beijing, October 2016. We believe that the results presented in these studies will provide
useful information for decision and policymakers involved in urban and spatial planning at local,
regional, and national levels and can help better plan and design UGS, responding to the needs and
preferences of urban communities.
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Abstract: Earth observation data can provide valuable assessments for monitoring the spatial
extent of (un)sustainable urban growth of the world’s cities to better inform planning policy in
reducing associated economic, social and environmental costs. Western Australia has witnessed
rapid economic expansion since the turn of the century founded upon extensive natural resource
extraction. Thus, Perth, the state capital of Western Australia, has encountered signiﬁcant population
and urban growth in response to the booming state economy. However, the recent economic
slowdown resulted in the largest decrease in natural resource values that Western Australia has ever
experienced. Here, we present multi-temporal urban expansion statistics from 1990 to 2015 for Perth,
derived from Landsat imagery. Current urban estimates used for future development plans and
progress monitoring of inﬁll and density targets are based upon aggregated census data and metrics
unrepresentative of actual land cover change, underestimating overall urban area. Earth observation
provides a temporally consistent methodology, identifying areal urban area at higher spatial and
temporal resolution than current estimates. Our results indicate that the spatial extent of the Perth
Metropolitan Region has increased 45% between 1990 and 2015, over 320 km2. We highlight the
applicability of earth observation data in accurately quantifying urban area for sustainable targeted
planning practices.
Keywords: unsustainable development; urban expansion; remote sensing; Landsat
1. Introduction
Over the last 15 years, Perth has experienced exponential economic growth with Gross State
Product (GSP) increasing 218% [1]. Originally labelled as the ‘Cinderella State’ due to its remote
location and perceived neglect from the rest of Australia, Western Australia (WA) has experienced
sustained discovery and extraction of natural resources since the beginning of the 21st century [2].
In response to a growing resource sector, the city of Perth has undergone extensive urban expansion at
what Dhakal (2014) identiﬁed as an unsustainable rate [3]. To this end, the Western Australian Planning
Commission (WAPC) identiﬁed that Perth’s urban footprint has increased from 631 km2 to 870 km2 in
the 10 years between 2002 and 2012 [4,5]. However, these ﬁgures should be considered with caution as
data used in early estimates represent land parcel (Cadastral) valuations only (provided by the Western
Australian Value General’s Ofﬁce), with later estimates (from 2009) based on multiple urban zoning
classiﬁcations, and more recently (from 2010) spatial modelling taking into account land valuation and
zoning [6,7]. The use of varied data and methods impacts conﬁdence in the ability of the Commission’s
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estimates to represent actual change in urban extent, especially when urban zoning information
includes land identiﬁed for growth but not necessarily developed. Such inconsistencies could have
potential to misinform future development decisions. Consequently, here we present a spatiotemporal
assessment of change in areal urban growth based upon medium resolution remote sensing through a
single classiﬁcation model. This provides the ﬁrst accurate depiction of urban expansion for one of
the world’s fastest growing cities—Perth, WA. We present our ﬁndings and discuss the implications
of more accurately classiﬁed urban extents in facilitating scientiﬁcally evidence-based adaptive and
targeted planning policies to help reduce environmental and socio-economic consequences of poorly
planned development.
1.1. Earth Observation for Monitoring Urban Change
Mapping the spatial extent and temporal proﬁle of urban growth from medium resolution satellite
imagery facilitates a consistent, detailed characterisation of the actual urban footprint of a city [8,9].
Other conventional spatial datasets such as Cadastral data provide information on freehold and Crown
land parcel boundaries including attributes such as ownership and value for a singular temporal
period [10]. However, attributed data for a singular year provides an ineffective portrayal of actual
parcel land cover and temporal change. Thus, the methods and results presented in this study provide
foundational information for the development of planning regulations that ensure sustainable growth
of our cities, particularly in the reduction of environmental risks from ever-increasing expansion
along the wildland–urban interface [11]. Speciﬁcally, Earth Observation (EO) data allows spatially
detailed identiﬁcation of locations where (un)sustainable urban growth is occurring which enables
expansion limits to be imposed through targeted policies [12]. In this theme, Schneider et al. (2005)
determined the spatial distribution of development zones from 1978 to 2002 in Chengdu, Sichuan
province, China in response to the Go West policy of the 1990s, aimed at economically boosting the
West of the country [13]. Whilst the policy was successful in raising Gross Domestic Product (GDP)
levels, urbanisation concurrently increased, generating issues of urban management, including service,
infrastructure and resource deﬁciency. Their results indicated spatial clustering, specialisation of land
use and peri urban development (not considered by the original policy) which were subsequently
used to tailor policy in remediating issues, facilitating sustainable future urban development [13,14].
Similarly, Hepinstall-Cymerman et al (2013) used classiﬁed Landsat data to monitor urban growth in
regards to imposed growth boundaries in the Central Puget Sound, Washington, USA [15]. Surprisingly,
more new development occurred outside the growth boundaries than inside within their last time
period, illustrating the ineffectiveness of the imposed policy leading to economic and ecological
consequences, including a loss of avian diversity in native forest species [15,16]. These studies highlight
the potential effectiveness of EO data in consistently monitoring the spatiotemporal dynamics of urban
development for applied policy outcomes and ensuring sustainable future planning decisions, for
which such outputs are unachievable from traditional datasets.
1.2. The Case of Perth
Perth’s dramatic urban expansion can be attributed to Australia’s minerals and energy boom
commencing at the turn of the century. Queensland (QLD) and WA were at the forefront of the
boom contributing the largest proportion of the nation’s resources output, valued at 3.3% of GDP [1].
In WA, mining and petroleum extraction dominate exports, peaking at 95% of the state’s export
earnings between 2010 and 2011 [17]. The increase in extraction was predominantly attributable to
greater demand for raw materials from China, resulting in steady growth of the WA mineral and
petroleum industry from AUD 4.7 billion in 1996 to a peak of AUD 121.6 billion mid-2013. However, in
2009, a 10.3% reduction in the overall value of mineral and petroleum resources resulted from falling
commodity prices and the 2007–2009 global ﬁnancial crisis [17]. Again in 2012, a further 9% reduction
in resource value was observed as uncertainty in global economic conditions increased [17]. The largest
decline to date occurred between 2014 and 2015, with an additional 22% reduction in the value of
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mineral and petroleum resources as a result of surplus capacity, decreased demand, and decline in the
value of the Australian dollar [17]. The temporal trend in resource value indicates a stagnation and
decline since late 2013 (Figure 1).
Figure 1. Timeline of natural resource value (based on Department of Mines and Petroleum annual
reports) ﬁtted with a fourth order polynomial trend line and population (based on Australian Bureau
of Statistics data) also indicating key milestones.
Perth is described as one of the most isolated cities in the world (pop. > 1 million) and was
Australia’s fastest growing metropolis between 2007 and 2014; however, subsequent to a decline
in natural resource value, a slowdown in population expansion soon followed (Figure 1) [2]. As a
result, 2015 population statistics highlight the lowest population increase since records began with
a 0.5% increase from the previous year [1,2]. In comparison to other Australian state capitals, based
on the Australian Bureau of Statistics (ABS) 2011 population grid, Perth exhibits a relatively sparse
spatial distribution of population with a maximum population density of only 3662 people per
square kilometre (Melbourne 10,827; Sydney 14,747). Such low density population has generated
high demand for dispersed housing, amenities and services, and has inﬂuenced changes to Perth’s
land use patterns in a non-strategic, “lot-by-lot fashion” based on a car-dependent lifestyle [3].
Anthropogenic modiﬁcations of the landscape from vegetation cover to human-made impervious
surfaces represent a critical driving force in both local and global environmental change [18,19].
For example, abrupt, poorly planned and uncontrolled urban expansion can lead to environmental
impacts which degrade ecological systems including habitat fragmentation and socio-economic issues
that deteriorate efﬁciency of amenity provisioning, both of which can exacerbate localised climate
change [11,20]. Identifying impacts of Land Use and Land Cover (LULC) change on socio-ecological
systems is vital for future sustainable urban development; as reﬂected in the “sustainable cities and
communities” 2030 sustainable development goal and the effective land use planning criteria of
the City Resilience Framework (CRF) [19,21]. It is essential for Perth to adapt current practices of
outward suburban expansion to achieve more sustainable urban growth and become city-smart for
accommodating the predicted additional half a million new residents by 2031, which will result in an
overall population exceeding 2.2 million [5].
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2. Materials and Methods
2.1. Data Preprocesing
EO data have been extensively used to monitor the sustainability of urban areas [22,23]. However,
accurate identiﬁcation and temporal monitoring of urban land is frequently precluded due to the
coarse resolution (300 m–1 km) of a number of commonly used remotely sensed datasets including
night time lights (1 km) and the Moderate Resolution Imaging Spectroradiometer (MODIS) land cover
product (0.083◦) [22,24]. Whilst 30 m resolution data (e.g., Landsat) are more suitable to detect nuances
of urban development the majority of studies and classiﬁed products which have used these ﬁner
resolution products implement large temporal windows, negating the possibility of detailed temporal
urban characterisation e.g., GloeLand30 [25–29]. This research provides the ﬁrst comprehensive
temporal evolution analysis quantifying land cover change and associated urban expansion for the
Perth Metropolitan Region (PMR) using 30 m Landsat imagery, the longest temporal record of medium
spatial resolution imagery, for seven sequential time snapshots between 1990 and 2015.
Cloud free imagery was acquired in or close to the month of July for 1990, 2000, 2003, 2005,
2007, 2013 and 2015. Analysis of imagery acquired from WA winter season coincided with peak
green-up which provided the greatest contrast between spectrally similar surfaces (e.g., bare earth
and urban) [30–32]. Imagery date selection was founded upon the strong positive relationship
between Australian soil moisture (related to rainfall) and the Normalised Difference Vegetation
Index (NDVI) [33], which exhibits an approximate one month lag between peak soil moisture and
peak NDVI [33].
Productive photosynthesising plants use energy in the visible red (VIS) portion of the
electromagnetic spectrum whilst reﬂecting in the near-infrared (NIR) region. NDVI ((NIR -VIS)/
(NIR + VIS)) is a representative measure of growth allowing for the identiﬁcation of green, healthy
vegetation [33–35], as illustrative of Southwest WA’s winter months. A total of 14 images from
Landsat 5 Thematic Mapper (TM) (eight images), Landsat 7 Enhanced Thematic Mapper Plus (ETM+)
(two images) and Landsat 8 Operational Land Imager (OLI) (four images) were acquired for the
speciﬁed years. Seamless images were produced based on Voroni diagrams that locate the bisector
between images; adjacent edges were identiﬁed as seamlines constraining effective mosaic polygons
that specify inclusion pixels for the ﬁnal mosaicked product, permitting less visible boundaries through
blending overlapping pixels [36]. Mosaicked images were subsequently clipped to the original PMR
study area boundary.
The atmospherically corrected Landsat data used in this study were obtained from the Landsat
Ecosystem Disturbance Adaptive Processing System (LEDAPS) and the Landsat 8 Surface Reﬂectance
(L8SR) algorithm [37,38]. Some inherent residual noise remained, for example, due to the differences
in modelled atmospheric correction parameters [39]. To correct for this, surface reﬂectance values were
standardised as1:
pi,b =
px,b
maxb
(1)
where pi,b is the standardised pixel value i, from band b based on the original surface reﬂectance
x, standardised through division of a priori speciﬁc upper reﬂectance limit for each band (maxb):
0.1 (blue; 0.48 μm), 0.11 (green; 0.56 μm), 0.12 (red; 0.66 μm), 0.225 (near-infrared; 0.84 μm), 0.205
(shortwave-infrared; 1.65 μm), 0.150 (shortwave-infrared 2; 2.22 μm) [40]. Standardised values were
then normalised per pixel j through cross band sum division:
pj,b =
pi,b
∑i pi,b
(2)
1 Using the Interactive Data Language (IDL) version 8.3
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where ∑
i
pi,b is the sum of each standardised pixel across all bands [40]. Normalised Landsat data
obtained a statistically signiﬁcant reduction of spectral variation per land cover class within (inter)
and between (intra) each image (see Figure S1).
2.2. Data Classiﬁcation
The normalised Landsat imagery was classiﬁed using the Import Vector Machine (IVM) which
builds upon the popular Support Vector Machine (SVM) methodology2 [41]. In order to obtain the
optimum classiﬁcation, the IVM algorithm explores all possible subsets of training data for optimal
selection (termed import vectors) which are derived through successively adding training data samples
until a given convergence criterion is met [41]. Data samples are selected according to their contribution
to the classiﬁcation solution. However, a pure forward system is unable to remove import vectors
that become obsolete after addition of other vectors. Therefore the implemented version of IVM
utilised here is a hybrid forward/backward strategy that adds import vectors whilst concurrently
testing if they can be removed in each step, thus leading to a sparse and more accurate solution [41].
Furthermore, the IVM selects data points from the entire distribution resulting in a smoother decision
boundary which is based on the optimal separating hyperplane in multidimensional space compared
to that of SVM algorithms [42]. The beneﬁts of the IVM algorithm have resulted in this approach
being successfully applied in a number of studies (e.g., [42–45]) due to its accuracy and performance
advantages over alternative methodologies including SVM and the traditional Maximum Likelihood
(ML) classiﬁers [44,45].
Model training samples were selected using the July 2005 Landsat 5 TM image coinciding
with the month post maximum rainfall of all considered Landsat 5 TM and 7 ETM+ to facilitate
optimum spectral seperability3 [33]. Land cover was deﬁned as high albedo urban (e.g., concrete),
low albedo urban (e.g., asphalt) or other. Two urban classes were initially identiﬁed in order to
reduce confusion between spectrally similarly classes (e.g., urban and bare earth) being merged
post-classiﬁcation to represent complete urban coverage [46]. For each class, 250 pixels were
randomly selected as training data, which is consistent with Foody and Mathur (2006) and Pal
and Mather (2003) (see Supplementary S2). Training data parametrised the IVM algorithm, creating a
classiﬁcation model of spectral proﬁles that are compared to Landsat spectral proﬁles for classiﬁcation.
The classiﬁcation model was then applied to all Landsat 5 TM and Landsat 7 ETM+ images obtaining
similar spectral wavebands, considered to be equivalent [47]. However, due to Landsat 8 OLI
sampling different spectral regions, a new classiﬁcation model was developed using the same training
areas, as these were deemed to remain representative of the land cover, but with Landsat 8 OLI
spectral wavebands [47,48]. Validation was performed through an accuracy assessment based on
an independent dataset (Google Earth high resolution imagery) consistent with Landsat acquisition
months following previously published methods (e.g., [22,49–53]). For each land use category, 50 pixels
per class per year were visually identiﬁed and classiﬁed based on the majority land cover within the
coincident Landsat pixel from Google Earth imagery for the available years: 2000, 2003, 2005, 2007,
2013 and 2015 consistent with recommended land cover accuracy sample size of Congalton (2001) [54].
3. Results
The spatial footprint of PMR development has increased 45% between 1990 and 2015, over 320 km2
(Figures 2 and 3), with a 37% increase occurring since 2000. The classiﬁcation accuracy assessment
indicates an average overall accuracy of 84.1% and Kappa Coefﬁcient of 0.73 being comparable to
other studies (e.g., [52,55–57]) (see Tables S1 and S2). Urban expansion mirrors population increase
2 Using the open source Environmental Mapping and Analysis Program version 2.1.1 (EnMAP)
3 Achieved in the ENvironment for Visualizing Images software version 5.2 (ENVI)
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and as population growth has slowed, urban development has concurrently exhibited a levelling trend
compared to expansion previously observed (Figure 3).
Figure 2. Urban expansion within the Perth Metropolitan Region (PMR) between 1990 and 2015. Vast
urban growth has been observed in PMR with graduating colours exhibiting outward expansion (a);
(b) and (c) exhibit static snapshots of urban extent from 2000 (b) and 2015 (c); whilst (d) depicts
percentage of urban change per subnational administrative boundary (Local Government Area; LGA).
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Figure 3. Time line of urban expansion in kilometers squared derived from Earth observation data with
associated classiﬁcation error derived from validation data (points indicating classiﬁed image years).
Alongside population data in millions per year since 1988 (based on Australian Bureau of Statistics
data, 2015 data is projected) with key natural resource milestones indicated, and average annual urban
and average annual population growth rate indicated between classiﬁed image years.
WAPC’s urban estimates of the PMR from Directions 2031 (the strategic plan for the Perth and
Peel region) were provided for comparison to those produced within this study4 [5]. WAPC’s estimates
note an expansion from 637 km2 to 813 km2 between 2001 and 2012. Our results indicate an expansion
of 747 km2 to 1050 km2 from 2000 to 2013 illustrating an overall underestimation by WAPC ﬁgures
(Figure 4). Within suburban areas surrounding the two major cities in the metropolitan region, Perth
and Fremantle, WAPC’s estimates underrepresent the amount of urban area derived from EO, being
more pronounced in 2013 than 2000. The Local Government Area (LGA)5 of Stirling South Eastern
represented the maximum overestimation in 2013 urban area with 34% (2000: 10%) additional urban
area per km2 of LGA established on a difference of 2.89 km2, 40.2% (2000: 0.83 km2, 15%) between EO
data and WAPC’s estimates. Outer Northern and Southern LGA WAPC urban values were consistently
underestimated, with the LGA of Belmont representing the maximum underestimation of percent per
km2 of LGA in 2013 with 24% (2000: 13%) due to a difference of 9.37 km2, 40.39% (2000: 5 km2, 26.46%).
Prior to 2009, WAPC’s estimates were solely based upon land parcel valuations from the Western
Australian Value General’s Ofﬁce, consequently valuation thresholds designating land to urban may
have been inappropriately applied to outer suburban LGAs, where land might be developed but less
valuable than central LGAs.
For urban estimates post 2005, two urban land zones, urban and urban deferred, are used within
the Perth Metropolitan Region Scheme (MRS), the division of the State Planning Policy Framework
applicable to the PMR, pursuant to the Planning and Development Act (2005) that inform recent WAPC
4 Analysed in ArcGIS version 10.2.2
5 Outlines of LGAs are displayed in Figure S2
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land parcel based estimates [58,59]. Urban land refers to locations where activities in line with urban
development are permitted, but not necessarily constructed (e.g., housing and commercial use) whilst
urban deferred represents land suitable for future development with remaining planning, servicing or
environmental issues [59,60]. For land to be assigned urban deferred, it must obtain characteristics of
the urban zone including being able to provide essential services, a logical progression of development,
and able to satisfy regional requirements (e.g., roads and open spaces). The 2012 WAPC estimates were
derived from stock of land zoned urban or urban deferred, cadastral land plot and value information,
conditional subdivision approvals, and ongoing regional rezoning and subdivisions [61]. Similarly
to 2000, valuation data may misrepresent suburban urban land cover resulting in overestimation.
Inclusion of additional variables that are unrepresentative of actual land cover change (e.g., rezoning
and conditional approvals) could exacerbate differences between WAPC and EO derived urban
estimates (Figure 4b), leading to the potential confounding of errors in WAPC estimates.
Figure 4. Percentage differences relative to local government area size, permitting a change metric
standardised by Local Government Area (LGA) area between Earth Observation (EO) and the Western
Australian Planning Commission’s (WAPC) urban estimates for: (a) 2000 (EO) and 2001 (WAPC) and
(b) 2012 (WAPC) and 2013 (EO), whilst (c) depicts the percentage difference in the relative urban rate
of change (km2 per LGA area) between 2000 and 2013 (EO) and 2001 and 2012 (WAPC). Positive values
indicate underestimation by WAPC whilst negative values represent overestimation by WAPC.
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4. Discussion
WA state government planning documentation states that the majority of new development
within the PMR has occurred as low-density suburban growth, responding to consumer preferences
and market forces [4]. Additionally, sustainable policy objectives suggest that new development
should be managed and focused on current communities, making the most efﬁcient use of existing
urban areas [4,5]. Planning policy research has highlighted issues of outward urban expansion as
being costly in economic, environmental and social terms based on dispersed service requirements,
habitat fragmentation and neighbourhood segregation [20]. Thus, urban expansion in the PMR
may result in further economic, social and environmental costs associated with servicing and
maintaining low-density lifestyles, owing to the rapid outward urban growth estimates between
2000 and 2007 [11,20].
In contrast, the witnessed slowdown of urban growth, population and natural resource value
since 2013 indicates the possibility that the ‘boom’ of previous years has reached a turning point.
Stagnation of urban growth implies that issues associated with spatially distributed urban areas
might be contained to the current urban extent. Nevertheless, it is conceivable that prosperous future
economic circumstances could initiate growth at a rate previously observed, and that the economic
slowdown might be a temporary hiatus responding to current economic conditions [62]. For example,
in 2014–2015, WA continued to attract the largest proportion of state mineral exploration expenditure
at 58%, with QLD (the second ranked stated) obtaining only 20% [17]. Furthermore, as of September
2015, WA had an estimated AUD 171 billion in mineral and petroleum projects under construction,
with a further AUD 110 billion allocated for future expansion [17]. Comparatively, during the peak
(mid-2013) in terms of total sales, WA only had an estimated AUD 160 billion worth of projects under
construction and a further AUD 108 billion for future development [17]. Whilst 2014–2015 observed
the greatest decline in total sales of resources, sustained investment and improved global economics
could reinvigorate the industry and reinitiate urban expansion within the PMR.
Future development (urban and urban deferred) is guided by Directions 2031 amending the MRS
and local planning schemes [5,63–66]. WAPC aims to achieve 47% of future development as inﬁll
and a 50% increase in average residential density by 2050 of 10 dwellings per urban zoned hectare
and 15 per new urban zoned hectare [5]. In monitoring progress towards the inﬁll target, zoned
development land within the PMR is considered, including residential, industrial and commercial
land uses [4]. Densities are deﬁned as inﬁll or Greenﬁeld if above or below an undocumented
residential threshold from census data [60]. Initial results from delivering directions 2031, 2014 report
indicate the requirement of a signiﬁcant increase in inﬁll development if the above targets are to be
met [67]. Similarly, average residential density monitoring has been achieved with land valuation
data (from the Valuer General’s Ofﬁce) for major activity centres, being unrepresentative of actual
density change and providing an incomplete metropolitan comparison [67]. Inclusion of EO data
would permit quantitative evidence of urban expansion, inﬁll and density at a higher spatial and
temporal frequency than current census based estimates. This would facilitate credible, evidence-based
efﬁcient targeted action founded upon improved representative urban area, insuring inﬁll and density
attainment. In this theme, Schneider et al. (2005) and Hepinstall-Cymerman et al. (2013) used spatial
metrics (e.g., urban area mean patch size) based on classiﬁed Landsat data in either pre-deﬁned
census units [15] or development corridors [13] to monitor development type (inﬁll or expansion)
over time for adapting inappropriate static urban development policy. Using EO derived land cover
data in this manner aids in understanding dynamics of the urban environment through monitoring,
planning and mitigating land use changes that impact natural assets and increase vulnerability of city
systems [14,15,68]. Information of this sort aligns with criteria of the CRF in improving city resilience
from effective land use planning, possible at lower expense and higher temporal frequencies than in
situ measurements [21].
The universal methodology implemented within this research lends itself to credibly inform policy
in a similar manner in other global cities through monitoring urban expansion in order to identify rapid,
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unsustainable development. For example, Jakarta, obtaining the world’s second largest urban area with
a population of 28 million, has yet to have any quantitative urban area delineation [69,70]. Identiﬁcation
of actual urban growth in developing cities is vital to city planners, environment managers and policy
makers due to the difference between planned growth and actual growth [14]. Such information
could be of critical importance for regulating urban expansion due to extreme poverty and high level
of risk to environmental hazards, such as that posed from ﬂooding [71,72]. EO data presents many
opportunities for added value within urban planning policy, and additional analyses could be pursued
into speciﬁc human-induced environmental issues, such as detecting thermal changes in the urban
environment for planning issues associated with urban heat islands (e.g., cooling provisions) and their
impact on human health (e.g., air quality).
5. Recommendations
Consistent and accurate LULC estimates are a vital aspect of sustainable urban development
throughout the world, especially considering the predicted additional 2.5 billion city dwellers by
2050. LULC models that require agents that are representative of land use decisions can often fail in
practicality due to the difﬁculty in quantifying driving forces of change and multi-level relationships.
Models of this nature are also temporally independent, with each annual iteration implementing
new data or data not representative of actual LULC change. EO data provides a replicable detailed
representation of the complete urban extent requiring no additional data. The use and application of
EO data reported within this paper highlights several improvements to WAPC policy for consistent
urban area estimations with associated accuracy measures. Therefore it is recommended that planning
authorities, such as WAPC, integrate EO data to achieve the following: (1) provide scientiﬁc urban
estimates based on a temporally consistent model within future regional structure plans, metropolitan
region and local planning schemes; (2) monitor inﬁll development at a higher temporal frequency than
census years for policy targeting to meet key goals; (3) monitor urban density through areal urban
expansion compared to current metrics using land valuations; and (4) restrict development based on
temporal urban analysis that degrades amenity efﬁciency and ecological systems whilst promoting
development in locations to maximise efﬁciency and long-term sustainability. Additional EO datasets
(e.g., ﬁner resolution Sentinel 2 satellite imagery or aerial imagery) could be used to reﬁne planning
decisions based on areas of concern identiﬁed from Landsat. For example, ﬁner spatial resolution
datasets could facilitate enhanced feature extraction, optimising sustainable planning decisions through
the identiﬁcation of candidate inﬁll sites. EO data of this nature provides an essential tool for timely
planning policy that is adaptive to changes in urban landscape to mitigate socio-environmental issues
associated with poorly planned urban areas for the future sustainability of our cities.
Supplementary Materials: The following are available online at www.mdpi.com/2073-445X/6/1/9/s1.
Additional methodological detail, full accuracy results and Local Government Area (LGA) outlines are reported
in the supplementary documentation. Figure S1 Inter year classiﬁcation reﬂectance variation categorised by
classiﬁed output for each spectral band for: pre (a) and post (b) normalisation correction. Table S1 Classiﬁcation
accuracy and associated Kappa Coefﬁcient per year of classiﬁed Landsat. Table S2 Producer’s and User’s
accuracy per year of classiﬁed Landsat imagery. Figure S2 Local Government Areas (LGAs) located in Perth
Metropolitan Region (a); with (b) exhibiting LGAs South and West of the Swan River and (c) LGAs North and
East of the Swan River. The classiﬁed data reported in this paper (doi:10.1594/PANGAEA.871017) are archived
at https://doi.pangaea.de/10.1594/PANGAEA.871017, the pangea open access data publisher for earth and
environmental science.
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Abstract: One of the major consequences of expansive urban growth is the degradation and loss of
productive agricultural land and agroecosystem functions. Four landscape metrics—Percentage of
Land (PLAND), Mean Parcel Size (MPS), Parcel Density (PD), and Modiﬁed Simpson’s Diversity
Index (MSDI)—were calculated for 1 km × 1 km cells along three 50 km-long transects that extend
out from the Adelaide CBD, in order to analyze variations in landscape structures. Each transect has
different land uses beyond the built-up area, and they differ in topography, soils, and rates of urban
expansion. Our new ﬁndings are that zones of agricultural land fragmentation can be identiﬁed by
the relationships between MPS and PD, that these occur in areas where PD ranges from 7 and 35,
and that these occur regardless of distance along the transect, land use, topography, soils, or rates
of urban growth. This suggests a geometry of fragmentation that may be consistent, and indicates
that quantiﬁcation of both land use and land-use change in zones of fragmentation is potentially
important in planning.
Keywords: urban-to-rural gradients; agricultural land-use; land fragmentation; urban fringe; Mean
Parcel Size; Parcel Density
1. Introduction
Projections suggest that over two-thirds of the world’s population will live in urban centres by
2050 [1], and that a major part to this growth will be due to people migrating from the countryside [2–4].
Over the last 30 years, the global rate of urban land occupation [5,6] has been double the rate of
urban population growth [7]. Agricultural land loss due to urbanization has been highlighted by a
number of researchers [8–14], and has raised a number of environmental concerns; e.g., declining
quality of soil and water assets, loss of natural habitat, decreased plant and animal diversity, and
compromised ecological functions [15,16]. The urban sprawl that can be anticipated (given urban
population projections) will increase demands for land for housing, industry and infrastructure;
thereby consuming more agricultural land at the edges of cities [2,17,18]. This will lead to irreversible
and unsustainable land–use transitions at the cost of productive agricultural land in peri-urban
areas [19–21], where open spaces and scarce remnant ecosystems with high ecological and conservation
values are already threatened [22].
Urban fringes—the transitional zones between urban and rural areas [23]—are characterized
by highly dynamic, spatially heterogeneous land-use and land-cover changes [24,25]. This takes
place because of the relatively lower land prices in these zones and the high frequency of land tenure
change [26,27]. Compared to urban environments, the faster rates of housing and infrastructure growth
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and the higher proportion of remnant ‘green’ spaces lead to different landscape structures at the fringe.
Research has also demonstrated that urban growth leads to increased land fragmentation [28] and
landscape diversity [29] in these areas. The diverse arrays of land uses that result from these processes
create spatially heterogeneous, complex land-use conﬁgurations [30–34]. However, a concern for
planners and people implementing land management policies in urban fringe environments is that the
quantitative land-use data they require is often accompanied by relatively low levels of accuracy [35,36].
A recent development in understanding the inﬂuence of urbanization on land use has been the
use of urban-to-rural gradient analysis [34,37,38]. This concept originated as a combination of elements
drawn from landscape ecology and urban ecology [39,40], and has been used to synthesize complex
anthropogenic land transitions worldwide [31,34,41–47]. The continuous representation of land-use
intensity and the spatial arrangement of land use along gradients is more effective in land-use planning
than conventional, discrete spatial measurements [48]. Urban-to-rural gradient analysis is also useful
for examining gradual landscape change at urban fringes. The approach has other advantages, e.g.,
in environmental modeling it is used to minimize subjectivity in categorizing variability, and in
describing ecological processes at urban fringes [49]. It is also used to represent land-use as a gradient
and for measuring the spatial attributes of land parcels along gradients, both of which improve our
ability to interpret landscapes [31,50]. Geographically-referenced points along gradients enable spatial
and non-spatial data to be aggregated for systematic landscape comparisons [51–53]. Finally, these
continuous information gradients can be utilized to understand landscape structures and potential
land-use variations in complex land systems.
Landscape metrics calculated along these gradients have been used to identify land structure
elements, and their changing patterns, to describe the effects of urban development at the margins
of several cities [31,34,42]. Vizzari and Sigura [48] claim that gradient analyses enable interactions
between land-use types to be identiﬁed precisely when exploring land transitions. In this research,
landscape structure is deﬁned as the spatial conﬁguration of land parcels (i.e., their size and spatial
arrangement) and their composition (land-use presence and amount of each land parcel in the
landscape) [54].
This paper reports the application of urban-to-rural gradient analysis to understand agricultural
land fragmentation at the urban fringes of Adelaide. In previous research, landscape metrics have been
plotted along transects, but the relationships between them have not been integrated into gradient
analyses. Four landscape metrics—Parcel Density (PD), Mean Parcel Size (MPS), Percentage of Land
(PLAND) and Modiﬁed Simpson’s Diversity Index (MSDI)—were used to quantify and characterize
land fragmentation along transects extending from the Adelaide CBD into surrounding rural areas.
A novel element of the research is the quantitative analysis of agricultural land-use presence in zones
of active land fragmentation at the urban fringe. In this context, urban-to-rural transects were used
as georeferenced land-use information gradients that integrate measurements of land-use, while
simultaneously examining landscape structure and land-use changes.
2. Materials and Methods
2.1. Study Area
Adelaide—the capital of South Australia—is a coastal city surrounded by sprawling residential
and modern industrial suburbs to the north and south. In addition, satellite towns to the east and
north, Mount Barker and Gawler (Figure 1), are being incorporated into the urban fabric of the
metropolitan area. Adelaide’s fringes are urban frontiers that impinge on intensive horticulture
and dryland agriculture in the northern plains; a conservation green belt with mixed agricultural
land use in the Adelaide Hills to the east; and traditional agricultural areas focused around high
value, globally-recognized wine regions to the south (McLaren Vale) and north-east (Barossa Valley).
Population growth and economic diversiﬁcation are increasing the demand for land for housing,
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transport and industrial infrastructure. In turn, this has led to signiﬁcant pressure on adjacent
productive agricultural land.
Figure 1. Land-use distribution in Adelaide and its surrounding areas (Source: DPTI 2014).
The urban-to-rural transects are overlain in red. The inset map to the right shows an enlargement of
the urban-to-rural transect south of the city.
The variations in rural land use at the northern, eastern and southern margins of Adelaide
provide a heterogeneous setting in which to test urban-to-rural gradient analysis. Transects were
used to sample land-use gradients 50 km outwards from the Adelaide CBD in northerly, easterly and
southerly directions (Figure 1).
Previous researchers using gradient analysis [31,55] have mapped urban-to-rural gradients along
transport corridors. It is probable that this leads to a bias toward the investigation of urban land use.
However, as this paper’s research focus is on the incorporation of different types of agricultural land
into an expanding urban area, it was decided to maximize the agricultural land use considered in the
gradient analysis. Therefore, they were not oriented along main routes out of Adelaide, but in three
cardinal directions. In fact, there are many routes out of Adelaide, which are orientated in a variety
of directions. Therefore, each of these transects has some transport corridor inﬂuence. The transects
were sampled over 50 km so that they are comparable and of sufﬁcient length to cover all the types of
parcels where agricultural land is being incorporated into the urban fabric of the city.
This study uses a single statewide cadastral dataset produced by the South Australian
Government’s Department of Planning, Transport and Infrastructure (DPTI) in 2014, which is publically
available online (http://data.sa.gov.au). The primary purpose of this dataset is to assess council rates
and levies based on land parcel valuations. The attributes of the dataset that are pertinent to this
research are: land parcel identity codes; land-use categories; and the land-use classes occurring in
each of the land parcels. It contains nineteen land-use categories (Table 1), which were regrouped into
eight land-use classes for the purposes of this research. Sixteen categories were regrouped into ﬁve
land-use classes—Conservation, Urban residential, Rural residential, Commercial and Services. Three
categories—Dryland agriculture, Livestock land and Horticulture land—were not changed.
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Table 1. Scheme used to reclassify land-use categories in the cadastral dataset (2014) to land-use classes
for this research.
Original Land-Use Categories * Reclassiﬁed Land-Use Classes (the numbers inparentheses are used in subsequent graphs)
Reserve, Forestry, Vacant Conservation (1)
Agriculture Dryland agriculture (2)
Livestock Livestock (3)
Horticulture Horticulture (4)
Commercial, Food Industry, Mine and Quarry, Public Institution, Commercial (5)
Residential, Non private residential, Vacant residential Urban residential (6)
Rural residential Rural residential (7)
Education, Golf, Recreation, Utility Industry Services (8)
* Land categories deﬁned in the South Australian government cadastral data set in 2014.
2.2. Urban-To-Rural Gradients at Urban Fringes
Urban-to-rural gradients [34] were used to visualize and analyze land use along three 50 km long
transects, each of which comprise 50 1 km × 1 km cells. ArcGIS© 10.2.1 (ESRI: Redlands, CA, USA)
was used for all spatial data analyses. The 1 km2 cell-based transects were produced using the Fishnet
tool by deﬁning the spatial areas for cell references. They were overlain on the cadastral dataset and
land-use information extracted for each cell. These data were then compiled using the tabulation tool
in ArcGIS spatial analyst extension. Each cell in the resulting dataset includes a unique identiﬁer and
the areas of each of land-use class (Table 1) within each cell.
Landscape metrics have been used extensively in conservation biology, but their application
in land-use research to measure, characterize, analyze, and visualize landscape structure is far less
common, particularly in urban areas [41,56–58]. Four landscape metrics were calculated from the
attributes for each cell in the three transects (Table 2). The percentage of each land-use class in each
cell (PLAND) provides data on compositional changes in land use along the gradients. MPS and
the PD are measurements of key spatial features along the transects. Finally, MSDI is a measure
of the proportional abundance of the land-use classes in each cell, and is an indicator of land-use
diversity. Plots of each of the metrics for each gradient enabled landscape structures to be visualized
and analyzed.
Table 2. Landscape metrics used for spatial feature characterization.
Metric Description Range Equation
Percent of land-use coverage
(PLAND) [%]
The proportion of the total
area occupied by a particular
land-use class.
0< PLAND ≤ 100 Pi = ∑
n
j=1 aij
A (100)
Modiﬁed Simpson’s Diversity
Index (MSDI)
A measurement of land-use
diversity in a cell determined
by the distribution of the
proportional abundance of
different land-use types
(parcel richness) extensively.
MSDI ≥ 0 MSDI = −ln
n
∑
i=1
Pi2
Mean Parcel Size (MPS) [ha] The average area of all landparcels in the landscape. MPS > 0 MPS =
∑Nj=1 aj
N
1
10,000
Parcel Density (PD) [N/km2]
The number of land parcels
per 100ha. PD > 1 PD =
N
A (10, 000)(100)
Pi = proportion of the landscape occupied by parcel land-use type i, aij = area (m2) of parcel ij, aj = area (m2) of
parcel j, A = total area of the landscape (m2)—cell, i = land-use class (1–8), j = number of parcels, n = ni = number of
parcels in the landscape (cell) of parcel land-use type I, N = number of parcels in the landscape. (McGarigal and
Marks, 1995).
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2.3. Landscape Matrix Analysis
The relationships between MPS and PD were investigated to examine the extent of land
fragmentation with distance along each transect. The associations between MPS and PD demonstrate
probable land structure variations in the landscape, and trend lines were used to visualize the nature
of the relationships between MPS and PD.
The study area contains the following median land parcel areas: LL (Livestock land) (59 ha), DL
(Dryland cultivation) (50 ha), and HL (Horticultural land) (12 ha). HL has a minimum size of 2.5 ha,
which probably represents intensive irrigated vegetable cultivation or small vineyards. The median
(12 ha) to minimum (2.5 ha) size of HL land parcels allows the range in the number of agriculture-based
land parcels which are likely to occur in a 1 km2 (100 ha) cell to be estimated. Horticultural land (HL)
was used to deﬁne the PD range between 7 and 35 N/km2, because it is the agricultural land-use
type with the smallest median parcel size. Therefore, it is the land-use class that will provide the
maximum number of land parcels in a 1 km2 (100 ha) cell. It is believed that this range of values
indicates a high potential for transforming agricultural to urban land-uses at urban fringes. This
is due to high property values, proximity to built-up areas, and that they frequently experience
government-promoted land subdivision and land re-zoning for urban development. Rauws and
De Roo [26] have identiﬁed these land-use change drivers as “pull factors” which are inﬂuenced by
urban economies converting non-urban land uses to urban form at the peri-urban areas. Therefore, in
the scatter diagrams, a common range of PD from 7 to 35 N/km2 is used; where a 1 km2 cell can have
7 to 35 land parcels/km2 that are highly vulnerable to change in land use. The agriculture-based land
parcel information associated with the cells from the land cadastral dataset was extracted within this
range of patch densities.
3. Results
Landscape metric values were plotted along the three urban-to-rural gradients; north (N), east (E)
and south (S); PLAND in Figure 2, MPS and PD in Figure 3, and MSDI in Figure 4. PLAND values for
the eight land-use types (Figure 2) illustrate the variations in land-use composition along the transects,
thereby demonstrating the urban, peri-urban and rural characteristics of these transects. The PLAND
values along these three transects show high percentages of urban land uses near the city centre,
a gradual change to higher percentages of agricultural land uses at the end of the transects, and a
heterogeneous mix of land-use types in the peri-urban areas. MPS and PD have a negative relationship
(Figure 3), with greater MPS values being associated with lower PD values. Figure 5a illustrates the
association between MPS and PD of the land parcels for each transect. Figure 5b shows the relationship
between PD and MPS in the ranges 0–40 N/km2 and 0–80 ha, respectively, for each transect. MSDI
is somewhat similar between transects (Figure 4), and shows that diversity generally declines with
distance from the CBD. However, it is noteworthy that the southern transect has relatively lower
landscape diversity than the other two.
3.1. Agricultural Land-Use Presence
The PLAND values for Dryland agriculture (DL), Livestock land (LL) and Horticulture (HL) along
the three transects are shown in Figure 6. The northern transect shows three distinctly different zones
of land use. The built-up area, between 0–15 km, has low agricultural PLAND for the three agricultural
land uses, and high PD and low MPS. Between 15 and 37 km the agricultural land-use percentages
are HL (61.4%), DL (31.6%), and LL (6.8%). These represent mainly intensive vegetable production,
rain-fed cereal cultivation, and sheep and horse grazing, respectively. This 22-km long zone presents
a typical urban fringe landscape structure, with increasing MPS and decreasing PD. The landscape
beyond the fringe (>37 km) is dominated by Dryland agriculture, and mainly comprises rain-fed wheat,
barley and olive groves, which occupy large land parcels in a rural landscape. Land-use presence in
the zones of high fragmentation is provided in Figure 7.
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The ﬁrst 10 km of the eastern transect represents the built-up areas of eastern Adelaide. The three
agricultural land-uses of the Adelaide Hills—sheep and cattle rearing (LL, 52.7%); vegetable cultivation,
fruit orchards and wineries (HL, 38.5%); and rain-fed crops (DL, 8.7%) characterize the transect from
11 to 32 km. The MPS of the land parcels in this hilly terrain are relatively small. Livestock land and
Dryland cultivation dominate the transect beyond 33 km.
The southern transect is signiﬁcantly different from the northern or eastern transects in terms of
agricultural land use. Beyond the built-up area, which covers the ﬁrst 18 km of the transect, LL and
HL have much higher shares of the overall land use than DL. The landscape from 18 to 33 km has an
agricultural land use split of HL (60.1%), LL (39.2%), and DL (0.7%). This combination characterizes
the complex land use of McLaren Vale, which has transitioned from a mixed grazing and horticultural
region, to one of vineyards and olive groves, with some grazing being retained at the margins. The
amount of LL increases in the landscape beyond 33 km. However, in these ﬁnal 17 km, PLAND
values of Rural residential land and Urban residential land increase, leading to correspondingly higher
MSDI values. The changes in these metrics demonstrate the inﬂuence of the town of Victor Harbor,
which is located beyond the end of the transect. Table 3 summarizes agricultural land presence in the
three transects:
Table 3. Summary of the agricultural land along the three gradients.
Transect Built-Up Area Urban Fringe Areas Rural Areas
North
0–15 km. Low PLAND,
high PD and low MPS
for DL, LL and HL
15–37 km. HL (61.4%), DL (31.6%) and LL
(6.8%) representing mainly intensive vegetable
production, rain-fed cereal cultivation, and
sheep and horse grazing respectively.
>37 km. Dominated by DL (rain-fed wheat, barley and
olives) which occupies large land parcels.
East
0–10 km. Low PLAND,
high PD and low MPS
for DL, LL, HL.
11–32 km. LL (52.7%), HL (38.5%) and DL
(8.7%) representing sheep and cattle rearing;
vegetable cultivation, orchards and wineries;
and rain-fed crops respectively. Relatively
small MPS compared to other rural areas due
to hilly terrain.
>32 km. Dominated by LL and DL.
South
0–18 km. Low PLAND,
high PD and low MPS
for DL, LL, HL.
18–33 km. HL (60.1%), LL (39.2%) and DL
(0.7%) representing the complex land use of
McLaren Vale which has transitioned from a
mixed grazing and horticulture region to a
vineyards and olive groves with some grazing
retained at the margins.
>33 km. High proportions of land in LL (cattle grazing).
Increase in PLAND for residential land uses, and higher
MSDI values at the end ofthe transect due to the
inﬂuence of the town of Victor Harbor.
The total amount of agricultural land in each transect is summarized in Figure 8. The eastern
transect has the highest amount of agricultural land (2558 ha, 51.2%), comprised of 11% DL, 70% LL
and 19% HL. The southern transect has the lowest amount of agricultural land (1583 ha, 31.6%: 4%
DL, 53% LL, 3% HL). The northern transect has 1979 ha (39.6%) under the three types of agricultural
land-use, and is dominated by Dryland cultivation, accounting for 66% of all agricultural land.
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Figure 8. Total agricultural land extent and the land use type percentages in the north (N), east (E) and
south (S) transects.
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3.2. Agricultural Land Fragmentation
MPS and PD were used to characterize agricultural land fragmentation along each transect. In
considering the zone where PD ranges from 7 to 35 N/km2, the critical zones for land fragmentation
in the northern and eastern gradients extend for 15 km and 20 km, respectively (Figure 7). This zone
is disjunctive in the southern transect, and extends from 19 km to the end of the transect. Figure 9
shows the amount of land occupied by the agricultural land uses in the zones of land fragmentation
for each transect, while Figure 9 shows the corresponding percentage data. The total amounts of
agricultural land of all types in the zones of high fragmentation are: 935.1 ha, 1311.9 ha and 825.7 ha
for the northern, eastern and southern transects, respectively. Figure 10 displays the amount of
each class of agricultural land in the zones of fragmentation. Horticultural land comprises a large
component in each transect, and dominates the northern transect. Livestock grazing accounts for the
highest proportions of agricultural land in the zones of high fragmentation in the eastern and southern
transects, but is a minor element in the northern transect. Dryland agriculture has a low presence in
the zones of fragmentation in all three transects. This is only encountered with any frequency in the
northern transect, where there is signiﬁcant contemporary urban fringe formation on land formerly
used for rain-fed cereal cultivation on the Northern Adelaide Plains.
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Figure 9. The agricultural land extent and the land use type percentages in the zones of high
land fragmentation.
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4. Discussion
Weng [42], in applying gradient analysis, found that landscape fragmentation is positively
correlated with the degree of urbanization, and results in agricultural land loss at urban fringes.
Therefore, as agricultural land is generally the major land-use category beyond the fringe, it is the
major land reserve for meeting the land demands of urban development in sprawling cities such as
Adelaide. Moreover, fragmentation is the key spatial manifestation of the process of incorporating
agricultural land into transitional, urban fringe landscapes.
This research conﬁrms the presence of agricultural land along all three gradients, and that
fragmentation can be easily visualized and quantiﬁed using a combination of gradient analysis
and landscape metrics. It is the ﬁrst application of these techniques in the Australian context. More
importantly, this research provides an advance on previous analyses of the incorporation of agricultural
land into the urban fabric of cities, by comparing the conversion processes acting on three types of
agricultural land (Dryland agriculture, Livestock grazing and Horticulture).
4.1. Land Structure Analysis along Gradients
This research presents a novel method for investigating agricultural land fragmentation at
the urban fringe, by analyzing the associations between mean patch size and patch density.
Notwithstanding the differences in the land-use geographies along the transects, scatter plots of
MPS and PD for the three transects showed similar patterns of cell organization with respect to
patch density and mean patch size. Cells associated with the horizontal parts of the trend lines
(Figure 5) indicate low levels of association between MPS and PD; e.g., a decline in MPS from 400 ha
to approximately 100 ha leads to very little increase in PD, which remains at <7 N/km2. When PD
reaches approximately 35 N/km2, further increases are not accompanied by signiﬁcant changes in
MPS, i.e., the vertical parts of the trend lines in Figure 5. This means that the zone bounded by PD
values of 7 to 35 N/km2 is a critical zone of land fragmentation in which the relationship between MPS
and PD is very sensitive. For example, a decrease of one hectare in MPS leads to an increase in PD
of 0.52 N/km2 (in the northern transect), 0.54 N/km2 (eastern transect), and 0.33 N/km2 (southern
transect) in this study.
The cell values that correspond to the zone of high fragmentation are well distributed in the
northern and eastern transects (Figure 5b). This indicates that large land parcels are being fragmented
in a regular and incremental manner to create progressively smaller parcels, and that the resulting
increases in PD are responses to rapid urban development to the north and east of Adelaide. More
clustered cell values in the southern transect indicate a differently organized landscape structure.
The corresponding cell values in the southern transect cluster between a MPS of 22–70 and PD of
7–5. It is believed that this pattern derives from an urban fringe that is characterized by larger land
parcels that can be attributed to the size of vineyards and planning restrictions on the post-sale use of
vineyards due to the implementation of the Character Preservation (McLaren Vale) Act 2012 [59]. That is,
fragmentation is not occurring at the same rate or in the same way as it is on the eastern and northern
fringes of the city.
Overall, the results demonstrate that it is the contemporary land-use transformation processes
that explain the landscapes metrics measured. This validates the use of landscape metrics derived for
cells along transects to characterize landscape structures. For example, the urban fringe to the south
has a lower MPS for agricultural land than in the north and east; and that the difference is due to the
high frequency of vineyards in the south compared to the dominance of dryland cereal ﬁelds in the
north, and extensive grazing areas and fruit orchards in the east. Furthermore, this method can be
used to understand the inﬂuences of regional towns on land-use transitions—a point that is rarely
considered in peri-urban studies [48]. For example, in the southern transect, the inﬂuence of the town
of Victor Harbor on land fragmentation and land-use changes near the end of the transect is clear in
comparison to the other two transects.
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If landscape metrics are to be used effectively in assessing land fragmentation at urban fringes,
it is imperative that they are calculated for all cells and plotted along the entire transect, rather than
simply focusing on the peri-urban areas. This allows emerging and existing areas of fragmentation to
be identiﬁed objectively through the behavior of metrics.
4.2. Agricultural Land in the Areas of Fragmentation
The agricultural land types in the zones of high land fragmentation are, in order of decreasing
area, Horticulture, Livestock grazing and Dryland cultivation. This differs from the total distribution
of agricultural land along the three transects, which in order of decreasing area, are Livestock grazing,
Horticulture and Dryland cultivation. This change in order highlights the importance of quantifying
the agricultural land in high fragmentation zones, rather than analyzing agricultural land along an
entire transect—particularly if the results are being used to make strategic land-use decisions regarding
urban fringes.
It can be argued that quantifying agricultural land in fragmenting areas, instead of the total
land presence, will improve planners’ understanding of the vulnerability of agricultural land in these
transitional landscapes. For example, land under Dryland cultivation has the highest land-use presence
in the northern transect, but only 20% of that land-use class in the transect is prone to fragmentation.
The fact that agricultural land fragmentation occurring at the fringes of Adelaide can be identiﬁed and
characterized using gradient analysis and landscape metrics (regardless of the different characteristics
of the northern, eastern and southern transects) is testament to the robustness of the method. Moreover,
different spatial conﬁgurations of land parcel arrangements can be identiﬁed. Figure 10 provides
data on the proportions of different land-use classes in the three transects. These data reveal the
importance of quantifying the individual land-use class measurements to identify the detailed land
structure elements in these complex landscapes. Vizzari and Sigura [48] argue that whole gradient
analysis is required in rural-to-urban analyses. Urban expansion in Australian cities occurs in less
complex landscapes than those in world regions chararcterised by high levels of urbanization or
rapid urbanization and unprecedented levels of development in tangled webs of complex rural-urban
transitions [10], e.g., Japan, eastern China, south-east Asia, western Europe, and parts of North America.
Nevertheless, the usefulness of whole gradient analysis is again emphasised in this research.
Land-use responses to urbanization stimuli are dependent on geographical location, and land
ownership and land-use policies as integral parts of complex land systems [60]. Though this research
illustrates a higher probability of land fragmentation in some types of horticultural land, other areas
are much less affected, e.g., protected heritage wine making regions with large capital investments.
This indicates that other attributes of land-use classes are important in determining the extent of
fragmentation. In the northern transect, many intensively-cultivated vegetable farms are proximate
to built-up areas, have relatively small investments currently, are operated by ageing land owners
who are contemplating selling their farms, and are located in areas where local councils are actively
re-zoning land. Therefore, it is land attributes that lead to fragmentation, rather than simply the spatial
characteristics. This demonstrates the importance of integrating local knowledge and current urban
development policies into future urban-to-rural gradient analyses to improve outcomes.
The method outlined in this paper can be applied to different geographies, where a land dataset
(or land-use maps derived from remotely sensed data) with land-use attributes exists to provide
justiﬁable evidence for probable agricultural land transitions. An analytical approach such as this,
which uses a single dataset, could overcome issues that exist with analyses based on multiple data
sets [61], e.g., data incompatibility, error generation and variations in data deﬁnitions associated with
previous landscape studies. Though some limitations would still exist, such as human error in data
collection and spatial analysis.
Integration of the gradient method with the analysis of landscape metrics leads to two main
advances. First, it improves the interpretability of transitional processes on agricultural land at
city fringes by focusing measurements on particular areas (e.g., agricultural land within zones of
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fragmentation), while still analyzing the landscape structure in an urban-to-rural continuum. Secondly,
it enhances information richness for improved peri-urban land-use planning strategies within planning
and policy-making groups at different levels of land governance (e.g., local government to state
level), as well as for other stakeholder groups who share common interests in effective management
of peri-urban land. These include primary industries, biological conservation, natural resource
management and recreational opportunities.
5. Conclusions
This research integrated landscape metrics into urban-to-rural gradient analysis to deepen our
understanding of the geographies of agricultural land-use change at the urban fringes of Adelaide.
The study reveals that less well-regulated horticultural land uses are the most vulnerable to urban
expansion, though well-protected horticultural land experiences much lower levels of conversion
and fragmentation. Land uses related to livestock grazing and rearing have a larger presence than
horticulture, but are less likely to change. Dryland agriculture is the least vulnerable for urban sprawl.
The research ﬁndings conﬁrm that integrating landscape metrics and urban-to-rural gradient
analysis provides a robust method that works equally well under different natural environments,
rates of urban growth, and types of land use. A new ﬁnding is that MPS and PD can be used to
identify zones with high rates agricultural land fragmentation. These occur where PD ranges from 7 to
35 N/km2, regardless of distance from the city centre, land use, topography, soils and rates of urban
growth and suggest a geometry of fragmentation that may be consistent.
Integrating landscape metrics into gradient analysis has the potential to provide a wide range
of stakeholders, ranging from planners to conservation and primary production groups, with a rich
source of information on agricultural land-use conﬁgurations, and their interdependencies. Further it
can provide them with the ability to systematically compare spatially quantiﬁable land-use metrics
along urban-to-rural gradients. Nonetheless, we suggest there are further opportunities to test the
robustness of this method in urban fringe landscapes in different types of cities around the world.
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Abstract: Long-term intensive land use/cover changes (LUCCs) of the Yellow River Delta (YRD)
have been happening since the 1960s. The land use patterns of the LUCCs are crucial for bio-diversity
conservation and/or sustainable development. This study quantiﬁed patterns of the LUCCs, explored
the systematic transitions, and identiﬁed wetland change trajectory for the period 1976–2014 in the
YRD. Landsat imageries of 1976, 1984, 1995, 2006, and 2014 were used to derive nine land use classes.
Post classiﬁcation change detection analysis based on enhanced transition matrix was applied to
identify land use dynamics and trajectory of wetland change. The ﬁve cartographic outputs for
changes in land use underlined major decreases in natural wetland areas and increases in artiﬁcial
wetland and non-wetland, especially aquafarms, salt pans and construction lands. The systematic
transitions in the YRD were wetland degradation, wetland artiﬁcialization, and urbanization. Wetland
change trajectory results demonstrated that the main wetland changes were wetland degradation and
wetland artiﬁcialization. Coastline change is the subordinate reason for natural wetland degradation
in comparison with human activities. The results of this study allowed for an improvement in the
understanding of the LUCC processes and enabled researchers and planners to focus on the most
important signals of systematic landscape transitions while also allowing for a better understanding
of the proximate causes of changes.
Keywords: land use dynamic; systematic transition; wetland change trajectory; imagery analysis;
enhanced transition matrix; Yellow River Delta
1. Introduction
Land use/cover change (LUCC) is considered to be one of the most important components and
driving factors of global environmental change [1–4], and it is one of the most important indicators in
understanding the interactions between human activities and the environment [5,6]. Understanding
the reorganization of land in order to adapt its use and spatial structure to social demands has become
crucial to management and represents a major challenge to land use planning and public policies [7–9].
LUCC is deﬁned as the transformation of the physical or biotic nature of a site, whereas
land use change involves a modiﬁcation in the way in which land is being used by humans [10].
These transitions can be random or systematic [11,12], with random transitions representing those
characterized by abrupt changes or episodic processes of change and systematic transitions those
marked by consistency and stable processes [13]. Land use transitions can be detected by statistical
Land 2017, 6, 20 37 www.mdpi.com/journal/land
Land 2017, 6, 20
evaluation by comparing different temporal pattern maps. A common method employs the use
of a land use/cover transition matrix, which provides a cross-tabulation matrix including change
quantities and directions, and allows identiﬁcation of differences between random and systematic
land use transitions [14–17]. However, matrix-based land use studies mainly focus on overall gains
and losses, and tend to ignore the spatial locations and swap changes of land use transitions [10,18].
Furthermore, the maps or databases of these studies are sampled or classed at discrete intervals,
and the analysis tends to focus on the adjacent periods, but ignore successive process of land use
transitions [19,20]. Therefore, establishing a better understanding of the fundamental processes of land
use transitions requires the detection of dominant systematic land cover transitions and an illustration
of the trajectory of the interest objects (land use types).
The Yellow River Delta (YRD)—located in the estuary of the Yellow River, with resource–rich
territory of coastal wetlands—is the only habitat for several species of rare migratory birds and
preserves natural vegetation near several big cities [21]. As the key economic development area of
Shandong province and one of the most important regions of petroleum production in China, the
YRD has been subject to increasing human disturbance (e.g., petroleum exploitation and production,
agricultural development, and urbanization) since the early 1960s [22,23]. Moreover, the runoff and
sediment discharge from the Yellow River has decreased considerably since the 1950s, resulting in
frequent and prolonged channel drying in the downstream area since the 1970s [24–26]. These two
stressors led to dramatic land use changes, so the detection of LUCCs and the identiﬁcation of the
trajectory of wetland change are fundamental for bio-diversity conservation and/or sustainable
development of the YRD. In recent years, LUCCs in the YRD have received considerable attention
in China, and researchers at home and abroad have conducted numerous studies surrounding the
aspects of land use change [27–29], landscape dynamics [30], wetland evolution [31–33], and impacts
of anthropogenic activities [34] based on qualitative, quantitative, and modeling methods. However,
these studies mainly focused on the concentration of land use status before 2009 and covered much
less the land use situation after 2010. More importantly, these studies paid more attention to the area
changes and driving forces, but ignored the systematic transitions of LUCCs and the trajectory of
wetland change.
This study aimed at the detection of LUCCs and the identiﬁcation of the trajectory of wetland
changes due to their importance for bio-diversity conservation and/or sustainable development of
the YRD. Therefore, three speciﬁc objectives of this article were to (1) analyze spatial and temporal
dynamics of land use patterns from 1976 to 2014; (2) explore the systematic transitions of land use of
the YRD; and (3) illustrate the trajectory of wetland change and the driving factors. The following
sections of the paper are organized in the following ways: the study area and methods section provides
details on case study area, data sources, and methods to quantify land use change, and trajectories of
wetland change; the results section presents the accuracy of our analysis, land use pattern detected, and
the wetland changes; the discussion section provides insights regarding the comparison of our study
and existing studies, the implication of our results, and ultimately this is followed by the conclusion of
this study.
2. Study Area and Methods
2.1. Study Area
The YRD is the newly-formed fan-shaped delta of the Yellow River estuary area after the Yellow
River was diverted into the Bohai Sea in 1855. The delta (located in 118◦33′ E to 119◦18′ E and from
37◦26′ N to 38◦09′ N) takes Ninghai as the vertex, starts from the Taoer Estuary in the north, and
reaches the ZhimaiGou river in the south and Tuhai River in the west (Figure 1). It has a warm
temperate continental monsoon climate with distinctive seasonality. The annual temperatures and
precipitation is 11.7–12.6 ◦C and 530–630 mm, respectively [35]. However, average annual evaporation
is almost 3.5 times the average yearly precipitation. Approximately 10.5 million tons of sand and
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soil discharged by the river is deposited in the delta annually, forming a vast ﬂoodplain and special
wetland landscape [36]. The soil of the YRD is mainly composed of ﬁne sand and is characteristically
young, with a high groundwater table, low fertility, and a tendency towards secondary salinization
and desertiﬁcation [37]. The average groundwater table is generally 2–3 m, and only 0.5–1.5 m along
the coastline. The natural vegetation is composed of broadleaf deciduous forest (mainly Hankow
willow and weeping willow), shrubbery (mainly Chinese tamarisk), and shore coppice [38]. The YRD
is one of six of the most beautiful wetlands in China and an important energy base with more than
5 × 109 t petroleum and 2.3 × 1011 m natural gas [23,39].
Figure 1. Location of the modern Yellow River Delta (YRD).
2.2. Data Preparation and Acquisition
2.2.1. Satellite Image Selection and Pre-Processing
Generally, the selection of Landsat images was mainly based on availability, cloud cover
percentage, and correspondence [40]. However, the image features of land use types in the YRD
are more likely to be affected by seasonal aspects and tidal conditions. The duration of seasonal tidal
ﬂows in YRD was always from January to April [41,42]. Therefore, the remotely sensed imageries
selected in this paper (Table 1) were not only cloud–free but also during the appropriate period. All the
imageries were acquired from Earth Observation and Digital Earth Science Center of Chinese Academy
of Sciences. The satellite images were corrected in order to remove atmospheric effects by subtracting
the radiance of a “dark pixel” within each band image [43], and then the images were geo-referenced
using between 15 and 30 ground control points distributed across each image. After geo-reference,
the images had a Gaussian–Krueger projection and a Root Mean Squared Error (RMSE) of less than
one pixel.
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Table 1. List of satellite images used in this study.
Platform Sensor Path/Row Resolution(m) AcquisitionDate
Landsat 2 Multispectral Scanner 130–134 90 2 June 1976
Landsat 5 Thematic Mapper 121–134 30 5 November 1984
Landsat 5 Thematic Mapper 121–134 30 18 September 1995
Landsat 5 Enhanced Thematic Mapper 121–134 15 2 November 2006
Landsat 8 Operational Land Imager 121–134 30 11 May 2014
2.2.2. Region Deﬁnition, Land Use Classiﬁcation, and Accuracy Assessment
The YRD experiences erosion and deposition, so its scope and area is constantly changing.
In this paper, the coastlines of each period were extracted to deﬁned the YRD’s scope, and an
interactive interpretation technique combining an automatic boundary detection algorithmwith human
supervision was used to detect the land–ocean shoreline boundaries in satellite images. The coastline
types of the YRD are muddy coastlines and artiﬁcial coastlines, and artiﬁcial coastlines were acquired
by interpreting the construction edges manually. The muddy coastlines were established using an
automatic boundary detection algorithm following the process of Tasseled Cap Transformation [44],
binary converting, edge enhancement, and edge detection [26].
The detection of time intervals in land use changes required a pre-classiﬁcation image analysis
process (image to image comparison) of land use. Visual interpretation of land use types based
on elements such as color, tone, texture, form, size, presence of shadows, and the location of
infrastructures [45,46] has been the main approach for identifying land use changes because it can
provide more accurate land use maps compared with automatic classiﬁcation [47,48]. In this study,
the land use data series were acquired by interpreting the basic land use map in 2010 and detecting
the changing parts between adjacent time periods of Landsat images manually. The whole process is
supported by six main stages: ﬁeld investigation, establishment of land use classiﬁcation, interpretation
of basic map, change detection, ﬁeld test and corrections, and accuracy assessment. Field investigation
was conducted in May 2013 covering the entire study area to get a priori knowledge of the study area as
a whole, including landform, soil, vegetation, ponds, rivers, salt ﬁelds, agriculture ﬁelds, and built-up
areas. A classiﬁcation system including three land use types and nine classes (Table 2) was established
based on the national land classiﬁcation system and the regional characteristics of the YRD while
referring to wetland classiﬁcation principles of previous studies [49–51]. In the process of interpretation,
interpreters used ArcGIS software to identify land use types based on their understanding about the
object’s spectral reﬂectance, structure, and other ancillary information with the smallest patch of land
use bigger than 25 pixels (2.25 ha) and the shortest edge longer than 3 pixels (90 m). A second round of
ﬁeld surveys/tests was conducted on August–September 2014 after ﬁnish detecting land use changes
and from the land use maps from the ﬁve periods. Subsequently, the corrections were implemented on
the land use maps from the ﬁve periods based on samples of the two ﬁeld surveys, land use maps from
local governments, and high resolution aerial photographs. Discrete multivariate analytical techniques
were used to statistically evaluate the accuracy of the classiﬁed maps [52] and a variety of indices such
as overall accuracy, producer’s accuracy, user’s accuracy, and kappa analysis were calculated [53].
40
Land 2017, 6, 20
Table 2. The classiﬁcation key used in the present study.
Land Use Type Land Use Class Description Code
Natural
wetland
Beach Mucky, sandy, and gravel beach located between the estuary and tidal zone BC
Grassland Reeds, cattails (Typha orientalis), and other water-loving plant communitymembers located in rivers and estuaries, reservoirs, and lakes of ﬂood land GL
Bushland Mainly Tamarix bush combined with the alkaline meadows such as Suaedaheteroptera, Salicornia, and Suaeda sals BL
River Permanent and seasonal rivers including their ﬂoodplains RV
Artiﬁcial
wetland
Ditch and
ponds
A natural or artiﬁcial pond or lake used for the storage and regulation of water,
including lake, reservoirs, and ponds DP
Aquafarm and
salt pan
Artiﬁcial built around shrimp, crabs and other aquatic ponds, etc.; Salt ﬁeld in
coastal areas and near estuaries AS
Non-wetland
Woodland Woodland composed of Populus, Salix, Black locust (Robinia pseudoacacia) andSalix (Salix integra) WL
Cultivated land Arable land that is worked by plowing and sowing and raising crops CL
Construction
land
Man-made impervious surface such as roads, urban, and rural residential land,
industrial land, oil ﬁeld infrastructure, etc. AL
2.3. Quantiﬁcation of LUCC Based on Transition Matrix
In order to quantify the land use/cover dynamics, post classiﬁcations (map to map comparisons)
were generated involving the successive sets of images cross-referenced to deﬁne land use transition
matrixes and a series of evaluation indexes. In the process of generating land use transition matrixes,
the union scope of ﬁve periods with an area of 6398 km2 was taken as the analysis scope and a new
land use type of sea surface (SF) was added to represent the land that disappeared as a result of
coastline erosion.
2.3.1. Land Use Transition Matrix
The land use transition matrix comes from system analysis aiming at quantitative description
of the system state and state transition, and it is the most common approach used to compare maps
of different sources, as it provides detailed “from-to” change class information [40]. The traditional
area cross-tabulation matrix (transition matrix) was computed using overlay functions in ArcGIS 9.3
software. The computed transition matrix consists of rows that display categories at time T1 and
columns that display categories at time T2 (Table 3). The notation Aij is the area of the land that
experiences transition from category i to category j. The diagonal elements (i.e., Aii) indicate the area
of the landscape that shows persistence of category i. Entries off the diagonal indicate a transition
from category i to a different category j. The area of the landscape in category i in time T1 (Ai+) is the
sum of Aij over all j. Similarly, the area of the landscape in category j in time T2 (A+j) is the sum of Aij
over all i. The losses (Ai+ − Aii) were calculated as the differences between row totals and persistence.
The gains (A+i − Aii) were calculated as the differences between the column totals and persistence.
Table 3. A sample of land use transition matrix.
T2
Ai+ Loss
L1 L2 . . . Ln
T1
L1 A11 A12 . . . A1n A1+ A1+ − A11
L2 A21 A22 . . . A2n A2+ A2+ − A22
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Ln An1 An2 . . . Ann An+ An+ − Ann
A+i A+1 A+2 . . . A+n
Gain A+1 − A11 A+2 − A22 . . . A+n − Ann
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2.3.2. Annual Rate of Change
The annual rate of change (RCi) for each land cover category i was calculated as [5,54]:
RCi = ((A+i/Ai+)
1
T2−T1 − 1)× 100% (1)
where Ai+ and A+i are the areas (in ha) of a cover class at years T1 (initial time) and T2 (next time
step), respectively.
2.3.3. Stability Grade
To expresses the proportion of the landscape category i that had not experienced a transition to
any different category of land use, the indicator stability grade (SGi) was deﬁned as Equation (2) and
the total stability grade of the region (SG) was deﬁned as Equation (3) [11]:
SGi =
2× Aii
A+i + Ai+
× 100% (2)
SG =
n
∑
i=1
Aii/
n
∑
i=1
A+i × 100% (3)
2.3.4. Swap Change (SW) Percentage
Swap was a component of change which implied that a given area of a category was lost at one
location, while the same area was gained at a different location. The amount of swap was calculated as
two times the minimum of the gain and loss [53]. The total change for each land class was calculated
as either the sum of the net change and the swap or the sum of the gains and losses. The percentage of
swap change (Rsw) was calculated as follow [11,40]:
Rsw =
2× Min(A+j − Ajj, Aj+ − Ajj)
A+j + Aj+ − 2Ajj × 100 (4)
2.3.5. Selection of Main Transition
Main transitions were identiﬁed as dominant conversions with bigger proportions of the total
change. The proportion of the land (Pij) that experiences transition from category i to category j
was calculated, and the transitions with the proportion values larger than the average values were
selected as the main transition. The proportion of the transition and the comparison with the average
proportion were deﬁned as follows in Equation (5):
⎧⎨
⎩
Pij = Aij/
n
∑
i=1
Aij × 100% i = j
Pij > 100%n×(n−1)
(5)
in which n represents the number of land types.
2.4. Trajectories of Wetland Change
Swetnam [55] presented a method to explore land use change characteristics or trajectory using
the combinations of the three spatial indices (similarity, turnover, and diversity) to classify the land
use change into six groups: stepped, cyclical, dynamic, no constant trend (NCT), and (stable) [56].
In this study, trajectory analysis was made for natural wetland, artiﬁcial wetland, and non-wetland
classes because of their ecological importance. Additionally, the original six groups were clustered and
reclassiﬁed in the aspect of wetland landscape change. With three land cover classes (natural wetland,
artiﬁcial wetland, and non-wetland classes) and ﬁve temporal image dates (1976, 1984, 1995, 2006,
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and 2014), 61 out of 243 possible wetland land cover change trajectories were found. Finally, similar
trajectories were clustered, resulting in six classes (Figure 2 and Table 4).
Figure 2. Land use maps based on image classiﬁcations by year: (a) 1976; (b) 1984; (c) 1995; (d) 2006;
(e) 2014.
Table 4. Wetland change trajectories between 1976 and 2014.
No. Description Trajectories *
1 Stable wetland WWWWW, RRRRR
2 wetlandformation/restoration
NNNNR, NNNNW, NNNRR, NNNWW, NNRRR, NNWWW, NRRRR,
NWWWW, NWNNW, NWNWW, NWWNW, NWWWW, RRNWW,
WNNWW, WNWNW, WNWWW, WWNNW, WWNRR, WWRNR
3 Wetlandartiﬁcialization
NNNWR, NNWRR, NWNWR, NWRRR, NWWRR, NWWWR, WNNWR,
WNRRR, WRRRR, WWNWR, WWRRR, WWWNR, WWWRR, WWWWR
4 Old degradation NRNNN, NWNNN, RRNNN, WNNNN, WRNNN, WWNNN
5 Recent degradation
NNWNN, NNWRN, NNWWN, NRRNN, NRWNN, NRWWN, NWNWN,
NWWNN, NWWWN, RRRNN, RRWWN, WNNWN, WNWNN, WNWWN,
WWNWN, WWRNN, WWRRN, WWWNN, WWWRN, WWWWN
6 Non-wetland NNNN
* The sequence represents the time periods 1976, 1984, 1995, 2006, and 2014. “W” stands for natural wetland class,
“R” stands for artiﬁcial wetland, and “N” stands for non-wetland class.
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3. Results
3.1. Accuracy Assessment
Figure 2 depicts the classiﬁed maps for 1976, 1984, 1995, 2006, and 2014. According to the
confusion matrix report (Table 5), 90.62% overall accuracy and a Kappa Coefﬁcient (KC) value of 0.89
were attained for the 2014 classiﬁed map. Similarly, overall classiﬁcation accuracy levels achieved
were 91.63% (with a KC of 0.90) for the 2006, 94.74% (with KC of 0.94) for the 1995, 91.43% (with KC of
0.89) for the 1984, and 93.16% (with KC of 0.91) for the 1976 image classiﬁcations. In general, the maps
met the minimum accuracy requirements to be used for the subsequent post-classiﬁcation operations.
Table 5. Confusion matrix (error matrix) for the 2014 classiﬁcation map.
Classiﬁed Data BC GL BL RV DP AS CL WL AL RowTotal
User’s
Accuracy
BC 40 2 2 2 46 87%
GL 28 2 2 32 88%
BL 2 27 1 30 90%
RV 20 2 22 91%
DP 1 18 19 95%
AS 1 2 1 56 60 93%
CL 1 3 2 1 87 94 93%
WL 2 1 23 26 88%
AL 2 2 1 39 44 89%
Column total 44 37 36 21 22 57 90 23 43 373
Producer‘s accuracy 87% 88% 90% 91% 95% 93% 93% 88% 89% 91%
Overall accuracy = 90.62%, KC =0.89.
3.2. Temporal Patterns for Changes in Land Use
Figure 2 presents the land use classiﬁcation for the ﬁve years/moments of image analysis
(1976, 1984, 1995, 2006, and 2014). The cartographic outputs show a large change in different sectors of
the YRD, with diverse trajectories. The analysis indicates some systematic transitions involving great
changes of coastline shapes, as well as an increase in artiﬁcial wetland and construction land with
urbanization and wetland artiﬁcialization characteristics. A more detailed observation emphasizes
that the landscape change is relevant, involving a signiﬁcant decrease in the natural wetland area,
in particular the beach, grassland, and bushland, an increase in construction areas, and a large
transformation from natural wetland to artiﬁcial wetland.
Table 6 shows the evolution of land use and occupation in the YRD, as represented by the
landscape patterns for the period analyzed. In analyzing areas of land use, certain systematic transitions
were observed, namely: an increase in artiﬁcial wetland with ditch, pond, aquafarm, and salt pan
units; an increase in artiﬁcial land involving artiﬁcial wetland and non-wetland; a decrease of natural
wetland, in particular the areas and percentages of beach, grassland, and bushland. For natural
wetland, the area and percentage of beach, grassland, and bushland kept decreasing from 1976 to
2014, while the river increased slightly. The total area of natural wetland decreased from 3488.2 km2 in
1976 to 1120.9 km2 in 2014, with the annual decreasing rate of 62.3 km2/year. In contrast, both ditch
and ponds (DP) and aquafarm and salt plains (AS) of artiﬁcial wetland kept increasing and showed
a relative growth of 15 times of the original state. The areas of cultivated land and woodland both
increased from 1976 to 2014 in spite of experiencing a decrease in the period 1995–2006. The area of
construction land kept increasing from 1976 to 2014, and showed a relative growth of 274% from the
original state.
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Table 6. Area (A) and percentage (P) changes from 1976 to 2014.
Classes
1976 1984 1995 2006 2014
A
(km2)
P
(%)
A
(km2)
P
(%)
A
(km2)
P
(%)
A
(km2)
P
(%)
A
(km2)
P
(%)
Beach 1991.5 34.2 1402.6 23.5 852.9 14.2 813.6 13.7 480.6 8.1
Grassland 639.9 11.0 724.2 12.2 903.7 15.1 612.1 10.3 342.2 5.8
Bushland 747.4 12.8 891.2 15.0 362.3 6.0 238.0 4.0 169.6 2.9
River 109.4 1.9 136.8 2.3 129.3 2.2 129.4 2.2 128.5 2.2
Natural wetland 3488.2 59.9 3154.9 53.0 2248.2 37.5 1792.9 30.2 1120.9 18.9
Ditch and pond 75.6 1.3 112.6 1.9 194.1 3.2 238.8 4.0 250.1 4.2
Aquafarm and salt pan 17.7 0.3 37.7 0.6 364.3 6.1 717.8 12.1 1261.3 21.3
Artiﬁcial wetland 93.3 1.6 150.3 2.5 558.3 9.3 956.6 16.1 1511.4 25.5
Cultivated land 2030.2 34.9 2351.4 39.5 2636.1 44.0 2481.6 41.8 2499.7 42.1
Woodland 14.8 0.3 36.9 0.6 85.0 1.4 77.5 1.3 81.8 1.4
Construction land 192.8 3.3 264.8 4.4 467.2 7.8 628.9 10.6 722.6 12.2
Non-wetland 2237.9 38.5 2653.1 44.5 3188.2 53.2 3188.0 53.7 3304.2 55.7
YRD Area 5819.3 100.0 5958.2 100.0 5994.7 100.0 5937.5 100.0 5936.5 100.0
The analysis of land use areas also shows an abrupt or limited temporal transitional process where
cultivated land and woodland decreased in the period 1995–2006. This is likely because of a lack of
suitable lands for the development of agriculture and forest planting. Furthermore, the acceleration of
construction expansion occupied more cultivated land and woodland in this period.
Figure 3 shows the annual changing rate of each category, revealing a diverse changing process
for each land use category in different periods, thereby showing the systematic transitions in more
detail: natural wetland increased in the former stages (1976–1984 and 1984–1995) and decreased in
the recent stages (1995–2006, 2006–2015), while non-wetland and artiﬁcial wetland kept increasing
from 1976 to 2014. Only the periods 1995–2006 and 1976–1984 have different trajectories, marked by a
decrease in the percentage of woodland and cultivated land in the period 1995–2006, and a decrease in
the percentage of beach in the period 1976–1984.
Figure 3. Annual changing rate of each category.
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Although the increase of non-wetland and artiﬁcial wetland (on the left-hand side) in contrast to
natural wetland areas (on the right-hand side) was clear, the annual changing rates appeared different
in different periods from 1976 to 2014. During the period 1976–1984, woodland, cultivated land, and
ditch and ponds had the biggest annual increasing rate, while the river, bushland, and grassland
classiﬁcations all had a positive annual increasing rate. During the 1984–1995 period, construction
land and aquafarm and salt pans had the biggest annual increasing rates, while bushland had the
biggest annual decreasing rate, and grassland had a positive annual increasing rate. During the
period 1995–2006, none of the categories had the biggest annual increasing or increasing rate, but the
woodland and cultivated land annual changing rates were negative, showing a an opposite changing
trend. During 2006–2014, beach land and grassland had the biggest annual increasing rate.
3.3. Dynamic Analysis of Changes in Land Use
3.3.1. Stability Grade
The transformation matrices for 1976–1984, 1984–1995, 1995–2006, and 2006–2014 subsequently
made possible a detailed study of the dynamics of land use and occupation in ﬁve periods of analysis.
The stability grade (SG) of the land cover was calculated for each transformation matrix to show the
percentage of landscape that remained unchanged. About 73.2%, 62.3%, 81.2%, and 82.8% of the
landscape persisted or 28.0%, 39.3%, 18.8%, and 17.2% of the landscape has changed during the period
1976–1984, 1984–1995, 1995–2006, and 2006–2014, respectively, indicating that persistence dominates
in all periods. However, the stability during the period 1976–2014 was only 38.0%, and 62.1% of the
YRD experienced transition from one category to a different category. The stability grade values for
each land use type were calculated and are shown in Figure 4. There was a relative small stability
grade in the period 1984–1995 for all the land use types in comparison with the other three periods.
The stability grade values were bigger than 50% except those of grassland, bushland, woodland, and
aquafarm and salt pans in the period 1984–1995, which also indicated that persistence dominates in all
periods. Nevertheless, only cultivated land and river had stability grade values bigger than 60% in
the whole period of 1976–2014. Therefore, the cumulative process of LUCC has resulted in the YRD
having undergone signiﬁcant land use/cover alterations over the 38 years considered. The analysis
also showed that the land use class transfer does not take place all at once, but in a set of small
sequential steps.
Figure 4. Stability grade values for each land use type in different periods.
3.3.2. Swap Change
Percentages of swap change for each land use type in different periods and the whole YRD were
calculated and are shown in Figures 4 and 5. Swap change accounted for 57.6%, 53.4%, 46.0%, and
34.8% of total change during the periods 1976–1984, 1984–1995, 1995–2006, and 2006–2014, respectively,
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showing a LUCC evolution process from the change attributable to location to the change attributable
to quantity. Swap change is greater than net change in the period before 1995, suggesting that the
importance of the swapping component and common methods of land use/cover change study
would miss these dynamics. During the period 1976–2014, changes in construction land experienced
net change dynamics, whereas the changes in all other categories consisted of both swap and net
changes. The river and sea surface both had relatively larger percentages of swap change, reﬂecting
the transforming effects on the trail channels by the Yellow River Mouth and the coastline change
caused by the accumulation of sediment and erosion. The type of change that each land use/cover
experienced differs from period to period, but landscape types of natural wetland tend to have bigger
swap changes than artiﬁcial land types such as aquafarms, salt pans, and construction lands.
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Figure 5. Percentages of swap change for each land use type in different periods.
3.3.3. Main Transitions
The landscapes of wetland, cultivated land, and construction land are closely related to ecology
protection and human's survival and production depends. Based on the increase or decrease of these
three landscapes, the main transitions were reclassiﬁed into seven categories, namely cultivated land
to wetland, construction land expansion, wetland to cultivated land, internal transformation of natural
wetland, natural wetland formation, artiﬁcialization of natural wetland, and coastline erosion.
Figure 6 shows the distributions of the main transition categories in different period from 1976
to 2014, and Table 7 shows the percentages and detailed compositions of theses main transitions.
The transitions between sea surface and beach land were included in the main transitions in the
four periods, showing that the YRD has been experiencing the process of erosion and sediment
accumulation. The main transition categories of land use dynamics from 1976 to 2014 were the
artiﬁcialization of natural wetland, transition from wetland to cultivated land, and construction
land expansion, with the percentages of 32.6%, 20.3%, and 12.9%, respectively. During the periods
1976–1984 and 1984–1995, the main transition categories were characterized by internal transformation
of natural wetland, transition from wetland to cultivated land, and natural wetland’s formation and
erosion. However, the main transition categories are predominantly natural wetland artiﬁcialization
and construction expansion in the periods 1995–2006 and 2006–2014. The change of main transition
category also revealed a continuous increase in artiﬁcial areas, indicating that land use trajectories
were veering towards artiﬁcial surfaces.
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Figure 6. Distributions of main transition categories in different periods from 1976 to 2014.
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Although the main transition categories were characterized by artiﬁcialization, the composition
details of main transition categories appeared different in different periods from 1976 to 2014.
During 1976–2014, the form of natural wetland artiﬁcialization was mainly aquafarm and salt pan.
The form of the transition from cultivated land to wetland was ditches and ponds in the period
1976–1984 and 1984–1995, The transitions of cultivated land to wetland were mainly in the form
of the building of ditches and ponds in the periods 1976–1984 and 1984–1995, and there were
small percentages of transitions from cultivated land to grassland and aquafarm land in the periods
1995–2006 and 2006–2014 which were caused by the policy of returning farmland to wetland and a
new agriculture-ﬁshery mode. The main source of construction land expansion was cultivated land
in the four periods, but beach land and grassland also became part of the main sources in the last
three periods. Both the composition types and percentages of natural wetland internal transformation
decreased from early periods to late periods. The composition types only included the transition from
beach to grassland and the transition from bushland to grassland. These results revealed that natural
wetland internal transformation was the medium process of transition from the natural wetland to
artiﬁcial land. The transitions from the beach, grassland, and bushland to cultivated land were the
main transitions in the four periods, showing that the YRD had continuous agricultural development
process from 1976 to 2014. The main land use types for the transitions from natural wetland to artiﬁcial
wetland were aquafarm and salt pan which occurred in the last three periods. The main occupation
land of construction land was cultivated land in the former periods (1976–1984 and 1984–1995), while
grassland became the other main occupation source in the last period (2006–2014). The irrigation and
water conservancy construction in the period 1995–2006 was one of the major types of transfer.
3.4. Trajectory of Wetland Change
The maps of six wetland trajectory types were shown in Figure 5, and areas and percentages of
land use type in 1976 and 2014 for each wetland trajectory types were shown in Table 6. The results
show that the classes of wetland changed greatly, even for the area percentages of wetland classes of
stable wetland. The area of stable wetland was 746.7 km2, accounting for 28.4% of the total wetland
area in 2014. Wetland artiﬁcialization was mainly distributed beside stable wetland had an area of
1361.4km2 and the main destination class was aquafarm and salt pan, accounting for 89.2%. Old
degradation mainly distributed along the Yellow River and its old course was in the north (Diaokou
Ditch). Recent degradations displayed scattered distribution except for a concentrated distribution
outside the mouth of the Yellow River in the east. The area percentages for the old degraded and
recently degraded wetlands were caused by coastline change (percentage to sea surface in 2014) which
were 23.3% and 42.5%, respectively, which indicated that human activities other than coastline change
were the main driving forces of wetland degradation. Wetland formation/restoration mainly came
from the result of estuarine deposits in the mouth of the Yellow River (70.6%), followed by reservoir
construction in the cultivated lands (13.2%).
During 1976–2014, the wetland change in the YRD included wetland formation/restoration,
wetland degradation, and wetland artiﬁcialization, but the main wetland changes were wetland
degradation and wetland artiﬁcialization (Figure 7 and Table 8). The areas of wetland degradation
(1645.1 km2) and wetland artiﬁcialization (1361.4 km2) were much greater than that of the wetland
formation/ restoration (524.1 km2).
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Figure 7. Wetland change trajectory map.
Table 8. Areas and percentages of land use type in 1976 and 2014 for each wetland change type.
Change Type Time
Area
(km2)
Percentage (%)
BC GL BL RV DP AS CL WL AL SF
Non-wetland
1976
2120.5
90.2 0.6 9.1 0.1
2014 77.4 1.0 21.7 0.0
Stable wetland
1976
746.7
49.5 16.7 17.1 9.8 5.7 1.2
2014 37.5 33.8 9.2 12.5 5.9 1.0
Old degradation 1976 1234.4
51.9 20.0 16.7 2.2 2.5 0.7 0.7 5.4
2014 0.0 59.1 3.6 14.1 23.2
Recent degradation 1976 410.6
32.3 21.8 13.0 0.5 0.6 0.1 1.1 30.5
2014 31.7 4.1 21.7 42.5
Wetland
formation/restoration
1976
524.1
2.4 2.5 4.7 19.5 0.3 70.6
2014 38.3 17.1 19.2 6.7 13.2 5.5
Wetland
artiﬁcialization
1976
1361.4
61.4 12.2 24.7 0.5 0.2 1.0
2014 10.0 90.0
4. Discussion
The ﬁve cartographic outputs for changes in land use underline the major decrease in natural
wetland areas, the increase in artiﬁcial wetland and non-wetland, especially in regards to the aquafarms,
salt pans, and construction lands. The land use dynamics from 1976 to 2014 are similar with the
observations before 2009 made by Zong [27], Zhang et al. [30], Sun et al. [28], Chen et al. [57], and
Wang et al. [58]. About 28.0%, 39.3%, 18.8%, and 17.2% of the landscape in the YRD had experienced
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transition from one category to another category of land use/cover during the periods 1976–1984,
1984–1995, 1995–2006, and 2006–2014, respectively, indicating that persistence dominates in each
period. However, the cumulative process of LUCCs had made the YRD undergo signiﬁcant land
use/cover alterations, and about 62.1% of the YRD experienced transition from one category to a
different category of land use/cover over the 38 years considered. Therefore, the analysis also showed
that the land use class transfer does not take place all at once, but in a set of small sequential steps.
Although an increase in all artiﬁcial land types (artiﬁcial wetland and non-wetland) was observed
from 1976 to 2014, the aquafarm and salt pan land classiﬁcation had the highest annual increasing
area and rate, followed by construction land. The ditches and ponds, woodland, and cultivated land
classiﬁcations mainly increased in the former two periods (1976–1984 and 1984 to 1995), and woodland
and cultivated land decreased in the period 1995–2006, which was mainly caused by the occupation of
construction land.
Swap change accounted for 57.6%, 53.4%, 46.0%, and 34.8% of total change during the period
1976–1984, 1984–1995, 1995–2006, and 2006–2014, respectively, showing a LUCC evolution process
from the change attributable to location to that attributable to quantity. Swap change is greater than
net change in the period before the 1995, demonstrating the importance of the swapping component
and suggesting that common methods of land use/cover change study would miss these dynamics.
The type of change that each land use/cover experienced differs from period to period, but landscape
types of natural wetland tend to have bigger swap changes than artiﬁcial land types such as aquafarm,
salt pan, and construction land classiﬁcations.
During the periods 1976–1984 and 1984–1995, the main transitions were characterized by
internal transformation of natural wetland, transition from wetland to cultivated land, and natural
wetland’s formation and erosion. However, the main transitions are predominantly natural wetland
artiﬁcialization and construction expansion in the period 1995–2006 and 2006–2014. The main transition
valuation also revealed a continuous increase in artiﬁcial areas, indicating that land use trajectories
were veering towards artiﬁcial surfaces. During 1976–2014, the destination of natural wetland
artiﬁcialization was mainly aquafarm and salt pan, which will have likely exacerbated land subsidence,
sea water invasion, and salinization [34,42,59].
Wetland change trajectory results demonstrate that the main wetland changes were wetland
degradation and wetland artiﬁcialization. The percentages of old degradation and recent degradation
transferred to sea surface were 23.2% and 42.5%, respectively. Meanwhile, the overlay analysis of
wetland change trajectory map and coastline evaluation map shows 73.3% of old degradation wetland
and 53.8% of recent degradation wetland are distributed in the stable land from 1976 to 2014. Therefore,
coastline change is the subordinate effect for natural wetland degradation in comparison with human
activities. The transitions of cultivated land to wetland were mainly a result of the building of ditches
and ponds in the periods 1976–1984 and 1984–1995, and there were small percentages of transitions
from cultivated land to grassland and aquafarm land in the periods 1995–2006 and 2006–2014, which
were caused by the policy of returning farmland to wetland and a new agriculture-ﬁshery mode.
The footprint of human disturbance on the YRD is becoming larger and larger, and the
artiﬁcialization rate of the YRD increased from 40.1% in 1976 to 81.1% in 2014. The wetlands in
the YRD are experiencing a continuous development and evolution process under the combined effects
of natural factors and human factors. It is certain that the degree of human disturbance tended to
increase with time, and the degree of inﬂuence has become deeper and deeper. Currently, the YRD is in
a period of rapid development, and large-scale development and construction activities are inevitable.
Although the establishment of Binzhou Shell Islands and Wetland Nature Reserve and the Yellow
River Delta Nature Reserve and implementation of wetland restoration projects for the protection of
coastal wetlands plays important role in preventing wetlands from loss and degradation, the overall
loss and degradation trend is unlikely to change in the short-term. As such, the protection of coastal
wetland ecological environment remains very difﬁcult and long-term.
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5. Conclusions
This research quantiﬁed the LUCC process, explored the systematic transitions of land cover,
and identiﬁed wetland change trajectory for the period 1976–2014 in the Yellow River Delta through
enhanced transition matrix and relevant quantitative indicators. This study provides reliable LUCC
data, which is useful for the detection and reﬁnement of conservation policies aimed at protecting
estuarine wetland. The main wetland changes were wetland degradation and wetland artiﬁcialization,
and anthropogenic activities were the major driving forces of wetland degradation. Our ﬁndings
suggest that development of salt pan industry and the construction of built spaces occupying natural
wetland needs to be controlled and well managed in order to help maintain the natural habits and
mitigate seawater intrusion and soil salinization. Finally, this study highlighted that the identiﬁcation of
systematic transitions and their spatial statistical modeling under GIS environment enable researchers
and planners to focus on the most important signals of systematic landscape transitions and allow a
better understanding of the proximate causes of changes.
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Abstract: The exodus of people from rural areas to cities brings many detrimental environmental, social
and cultural consequences. Monitoring spatiotemporal change by referencing the historical timeline or
incidence has become an important way to analyze urbanization. This study has attempted to attain
the cross-sectional analysis of Kathmandu valley that has been plagued by rampant urbanization over
the last three decades. The research utilizes Landsat images of Kathmandu valley from 1976 to 2015
for the transition analysis of land use, land cover and urban sprawl for the last four decades. Results
showed that the urban coverage of Kathmandu valley has tremendously increased from 20.19 km2 in
1976 to 39.47 km2 in 1989 to 78.96 km2 in 2002 to 139.57 km2 in 2015, at the cost of cultivated lands, with
an average annual urban growth rate of 7.34%, 7.70% and 5.90% in each temporal interval, respectively.
In addition, the urban expansion orientation analysis concludes the significant urban concentration in
the eastern part, moderately medium in the southwest and relatively less in the western and northwest
part of the valley. Urbanization was solely accountable for the exploitation of extant forests, fertile
and arable lands and indigenous and cultural landscapes. Unattended fallow lands in suburban areas
have compounded the problem by welcoming invasive alien species. Overlaying the highly affected
geological formations within the major city centers displays that unless the trend of rapid, unplanned
urbanization is discontinued, the future of Kathmandu is at the high risk. Since land use management is
a fundamental part of development, we advocate for the appropriate land use planning and policies for
sustainable and secure future development.
Keywords: land use/land cover change; urban expansion; geology; earthquake; GIS/RS;
Kathmandu valley
1. Introduction
The terms land use and land cover are often used interchangeably, but are conceptually different.
The former is anthropogenically manipulated and concerned with the purpose the land serves. It depends
on the way humans manage the landscape. The latter is physically designed and related to vegetation
(natural or artificially modified) and its structure, as well as the other land types covering terrestrial
land. The relation between these two disciplines is such that land cover may have multiple land uses,
and land use affects the land cover [1]. Global land use has been changed significantly in the past
three decades due to population growth and its footprints. Population growth inevitably increases the
urban footprint with significant consequences on biodiversity, climate and environmental resources [2,3].
The environmental implications of population and land use and land cover (LULC) changes have been
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extensively and empirically examined because the exponential population growth exerts outpaced
pressure on the local environmental resources [4]. Rapid urbanization has also been a common
phenomenon, especially in developing countries with an increasing desire for prosperity [5,6]. Urban
growth, a complex phenomenon [7,8], and multiple driving forces are associated [9–11]. Urbanization is
a feedback system that is economically motivated [12]. Urban areas have grown substantially in the last
several decades worldwide, but urbanization varies considerably in different geographic regions and
contexts [13].
Nepal is a country that has experienced population explosion and accelerated urbanization in the
last six decades. The number of urban centers in Nepal rose between 1952 and 2015 [14]. Kathmandu,
the bowl-shaped capital city of the country, has become densely populated and juxtaposes rapid
urbanization, resulting in land use and socio-economic change [15,16]. High population growth,
dramatic land use change and socioeconomic transformations have brought the inconsistency of rapid
urbanization and environmental consequences in Kathmandu valley [16,17]. For the management of
rapid urbanization, the development plan needs to be integrated in order to maintain the equilibrium
amongst resources, users, managers and the environment [18,19]. We hypothesize that the ongoing
urbanization in Kathmandu valley is discordant with its geology and geography, and the ongoing LULC
change foments the jeopardy of the human-nature integrity. This study aims to analyze the impacts
accompanied by the spatiotemporal patterns of urbanization and LULC changes in Kathmandu in the
last 40 years (1976, 1989, 2002 and 2015) using GIS and remote sensing tools at the nexus of rapid land
use change, population growth and urbanization and the 2015 earthquake impacts in the valley. More
specific objectives of the study were to: (a) analyze the spatiotemporal dynamics of land use pattern
from 1976 to 2015 of landscape change; (b) identify the urbanization pattern and dynamically map the
urban expansion area; (c) explore urban expansion rate, urban expansion orientation and analysis of the
significant urban concentration zone; (d) explain and map the 2015 earthquake impact area of the valley.
2. Materials and Methodology
2.1. Study Area
Kathmandu valley is an inter-montane lesser Himalaya bowl-shaped basin. Its geology mostly
consists of ﬂuvio-lacustrine sediments of Plio-Pleistocene age [20,21], which has characteristics of
magnifying seismic waves and being prone to liquefaction [22]. The vulnerability of liquefaction is due
to its high ground water level and potential strong earthquake motions in this area [23]. The valley is
surrounded by Mahabharat mountain range associated with four hills namely Phulchowki (2762 m)
in the southeast, Chandragiri/Champadevi in the southwest, Shivapuri (2762 m) in the northwest
and Nagarkot in the northeast, formerly known as the forts of the valley [24]. The basement rocks of
Phulchowki and the Bhimphedi groups of the Kathmandu complex are formed by Precambrian to
Devonian rocks [25,26]. These groups together form the Kathmandu complex, which is interpreted
tectonically as thrust mass (allochthonous) with the underlying Paraautochthonous Nuwakot Complex
constituting the Mahabharat Synclinorium, the axis of which passes along the Phulchowki-Chandragiri
range. The basement rocks are intersected by numerous faults systems; the geological formation of the
valley has been divided into different groups [25] (Figure 1).
Administratively, the valley consists of three districts: Kathmandu, Lalitpur and Bhaktapur. Mainly
five municipals areas, namely Kathmandu, Lalitpur Bhaktapur, Kirtipur and Madhyapur-Thimi, are
exponentially developed and populated. Kathmandu valley, the selected study area, lies between
27◦24′14′′ and 27◦49′10′′ north latitude (the southern part of Thuladurlung village to the northern part
of Gokarneshwor municipality) and 85◦11′18′′ and 85◦33′56′′ eastern longitude (the western part of
Chandragiri municipality to the eastern part of Shankharapur municipality); however, nomenclature is
being changed during the new local reconstruction process. The study area covers an area of 933.22 km2
within the vertical span 410 m to 2831 m above sea level. Figure 2a indicates the location map of the study
area, and Figure 2b represents the main part of Kathmandu valley, which is divided into eight main areas.
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The Kathmandu valley is facing potentially insurmountable challenges (both demographic and
physiographic) due to overpopulation led by immigration. Since 1971, the population of the valley
has exploded from 0.6 million people to over 2.5 million (Table 1), with an annual growth rate of
2.3%–5.8% [27].
 
Figure 1. Geological formation map of Kathmandu valley.
 
Figure 2. Cont.
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Figure 2. (a) Location map of the study area; (b) urban expansion of Kathmandu valley in eight
main area.
Continuous haphazard urbanization has increased agricultural land loss and constrained the
coping capacity in the course of disaster management [28]. The mushroomed concrete buildings
constructed in the valley reduce the percolation of surface water, increase the demand for water and
cause a fall in the water level each year, making the valley at the brink of land subsidence [25].
Table 1. Population distribution of Kathmandu valley.
Districts 1971 1981 1991 2001 2011
Kathmandu District 353,756 422,237 675,341 1,081,845 1,744,240
Lalitpur District 154,998 184,341 257,086 337,785 468,132
Bhaktapur District 110,157 159,767 172,952 225,461 304,651
Kathmandu valley * 620,882 768,326 1,107,370 1,647,092 2,519,034
Source: Central Bureau of Statistics (CBS 2011), * includes Kathmandu, Lalitpur and Bhaktapur districts.
2.2. Data
This study has analyzed the spatiotemporal dynamics of urbanization of LULC and identified
the crosscutting impacts of the Nepal Earthquake, 2015. Four pairs of Landsat images were used for
the classification: (i) Landsat Image 2 (Multi-spectral Scanner (MSS), image with Path/Row152/41)
28 October 1976; (ii) Landsat Image 5 image (Thematic Mapper (TM) with Path/Row 141/41) 31 October
1989; (iii) Landsat Image 7 (Thematic Mapper Plus (ETM+) with Path/Row 141/41) 27 October 2002; and
(iv) Landsat Image 8 (Operational Land Image (OLI) with Path/Row 141/41) of 24 January 2015. All data
were projected in the Universal Transverse Mercator World Geodetic System 1984. A topographical
map published by the Survey Department, Government of Nepal, 1995 (scale 1:25,000), was used as the
reference for image analyses. The Google Earth image was used for ground-truthing. A “region of interest”
(ROI) boundary representing metropolitan, municipal and village level study area was delineated for
remote sensing analysis. The study area boundary datasets were obtained from the Survey Department,
Government of Nepal, and the administrative boundary of Kathmandu valley was imported in TerrSet.
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2.3. Data Processing and Classiﬁcation
All obtainable images, pre-processing, raster group (stacking), subset and classiﬁcation were
accomplished using Idrisi (TerrSet) developed by Clark Lab. Both unsupervised and supervised
approaches with the maximum likelihood parameter (MLP) system were applied to improve the
accuracy of land use classiﬁcation. Since no single classiﬁcation system is used by most of the scientiﬁc
community [29,30], an adapted classiﬁcation system recommended by Anderson et al., 1976 [31],
was used for remotely-sensed data. In the study, land use is classiﬁed into six different classes: urban
(built-up), water, open ﬁeld, forest, bush and cultivated land. The Land Change Modeler (LCM) system
was applied to analyze the changes and transitions matrix in LULC. The computed transition matrix
consists of the row and column of landscape categories at times T1 and T2.
2.4. Urban Expansion Direction
For the detailed exploration of urban expansion and its direction, the major administrative center
of the country, Singhadurbar is assumed as the central point, and the outward urban orientation of the
valley is conducted through the lines created by utilizing ArcGIS 10.1. The outcomes should answer
the questions: where and in which direction did the changes occur from the city core? The rays [30]
consisting of eight subdivisions north, northeast, east, southeast, south, southwest, west, northwest
and north (N-NE, NE-E, E-SE, SE-S, S-SW, SW-W, W-NW and WN-N), each representing 45◦, were
drawn, and 50 buffer zones were calculated at the regular intervals of 400 m.
2.5. Measuring Urban Expansion Rate
The urban expansion growth rate [32] of the study area is measured by calculating the total
transformation of urban area. The urban expansion rate indicates the average annual urban area
growth in the following years.
MUER = (Ut1 −Ut0)/(t1 − t0)
where MUER refers to measuring the urban expansion rate, U is urban area in km2, t1 is succeeding
time and t0 is preceding time.
2.6. Plotted of Earthquake Damage Area
Highly damaged localities were captured through GPS during the field observation, and the collected
information has been overlaid in the geological map of the valley and analyzed accordingly (Figure 3).
The study excludes the statistical information of loss and damage during the Nepal Earthquake, 2015.
 
Figure 3. Methodological approach.
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3. Results and Discussion
3.1. Urbanization in Kathmandu Valley
Random urbanization began to gain ground in the Kathmandu valley in the late 1950s [33], and
accelerated population growth and migration complemented the process. In 1981, 93% of Nepal’s
population lived in rural areas, and the data came down to 83% in 2011 [27,34]. Since 2001, the average
population density in the Kathmandu has vastly increased compared to the country as a whole.
The population density of Kathmandu grew from 1837/km2 in 2001 to 2699/km2 in 2011, whereas
Nepal’s density of population only increased from 157/km2 to 180/km2 in the same time period.
Consequently, the population density of Kathmandu was 1277/km2. While Nepal’s was 126/km2
in 1991, in 1981, it was 963/km2 in Kathmandu to 102/km2 in Nepal and 623/km2 against 79/km2
in 1971. This shows that the population density in the Kathmandu valley was rather aggressively
growing [24]. Urban population increased from 2.9% to 40.49% in a period of 63 years (1952–2015).
The rural population of Nepal decreased from 97.1% down to 59.51% in the same period. The valley
represents 22.77% of the total urban population of the country (Figure 4). Table 2 and Figure 5 depict
the statistical comparison between national-level rural-urban population and the urban population
proportion of Kathmandu valley.
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Figure 4. Urban and rural population of Nepal.
Table 2. Urban and rural population.
Year Urban Centers Urban Population(%)
Rural Population
(%)
Urban Population of Valley (%) (of the
Total Urban Population of the Country)
1952/1954 10 2.9 97.1 82.6
1961 16 3.6 96.4 64.9
1971 16 4 96 54
1981 23 6.4 93.6 38
1991 33 9.2 90.8 35.3
2001 58 13.9 86.1 30.9
2011 58 17.1 82.9 31.58
2014/2015 217 40.49 59.51 22.77
Source: Central Bureau of Statistics (CBS 2003), International Centre for IntegratedMountain Development (ICIMOD,
2007), (CBS, 2011), and (Ministry of Federal Affairs and Local Development|Nepal (MoFALD,2015). Note: The
administrative boundary of the Village Development Committees and Municipality and the nomenclature are being
changed due to the reconstruction and reclassiﬁcation of the local-level administrative units. However, this study is
based on local development construction before March 2017.
62
Land 2017, 6, 42
Figure 5. Population distribution in different parts of the Kathmandu valley. Note: The administrative
boundary of Village Development Committees, Municipalities and their nomenclature are being
changed due to the reconstruction and reclassiﬁcation of the local-level administrative units, although
this study is based on local development construction before March 2017.
3.2. Land-Use Land-Cover Dynamics
LULC change analysis of Kathmandu valley showed that 17.51 km2 of cultivated land were
converted into other land use classes between 1989 and 2002, whereas 55.01 km2 of cultivated land
were decreased between 2002 and 2015. Cultivated land was mostly transformed into urban/built
up area and bush land, whereas forest areas were intensively degraded in rural areas. A total are
of 11.84 km2 was deforested between 1976 and 1989. The deforestation rate augmented (24.97 km2)
between 1989 and 2002 and is shown in Table 3 and Figure 6.
The land use pattern in urban areas had rapidly changed, and the urban development pattern is
environmentally unmanageable in Kathmandu valley [35]. Rapid population growth and urbanization
have caused much agricultural land transformation of anthropogenic structures and has intensiﬁed
overexploitation of extant land covers. The escalated land use change is partially due to Nepal
becoming a more service-based economy [36]; yet, 70% of Nepal’s gross national product still depends
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on agricultural sector. Despite agricultural productivity, many people have migrated from rural areas
for the quest of better living [37]. According to the statistics, Kathmandu’s urban coverage totaled
20.19 km2 in 1976 (Figure 7a), but increased to 39.47 km2 in 1989 (Figure 7b), 78.96 km2 in 2002
(Figure 7c) and 139.57 km2 in 2015 (Figure 7d), which is considered as a rapid transition in the in the
LULC analysis.
The effects of rapid urbanization were prevalent in cities and suburban areas of the valley. As the
cities expanded, it directly impacted suburban areas, and those living in suburban faced many new
challenges. A signiﬁcant area (63.32 km2) of cultivated land of Kathmandu valley was converted into
other classes between 1976 and 2015, and 119 km2 area appeared as urban in the same period, at the
expense of agricultural lands, forest and bush areas. Much of the city’s rapid growth in population has
been accommodated in informal settlements, resulting in the destruction of natural systems. In order
to raise the stewardship between humans and nature, more strict urban plans and policies that favor
the protection of arable land are essential.
The spatial transition over a period of 13 years between 1976 and 1989 showed the pronounced
conversion of forest into cultivated land uses, probably for agricultural uses such as rearing livestock,
foraging and grass collection. Over 90% of the valley’s population was agro-pastoral in the 1980s [33].
However, over time, urban sprawl became the second largest factor for converting forest into cultivated
land, a precursor of urbanization (Table 4, Figure 8a).
Some extensive alterations in LULC were noticed between 1989 and 2002 (Table 5). The degeneration
of forests continued with 20 km2 being transformed into bush land and 17.62 km2 into cultivated land.
Urbanization was intense during this period with about 38 km2 of land being converted from forest and
cultivated lands to urban areas (Table 5, Figure 8b).
The conversion of a total of 59.74 km2 of cultivated land into built up structures and the
transformation of 13.72 km2 of forest to cultivated land are the two remarkable changes in land use and
land cover between 2002 and 2015. Forest land conversion was minimal because of increased forest
and biodiversity conservation programs. Despite intensiﬁed urbanization, these recent conservation
programs have helped emphasize the beneﬁts of leaving greenery and forests intact. As a consequence,
in the last decade, the change of forest into cultivation land (13.72 km2) was surmounted by cultivated
land into forest (Table 6, Figure 8c). Figure 8d demonstrates the spatiotemporal pattern of urbanization
in the valley from 1976 to 2015.
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Figure 6. Trend of land use change in Kathmandu valley.
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Table 6. Spatiotemporal transition of LULC, 2002–2015.
Year 2015 km2
2002
LULC Classes Urban Water Open ﬁeld Forest Bush Cultivated Urban
Urban 78.86 0.01 0.00 0.04 0.00 0.05 78.96
Water 0.00 6.56 0.00 0.03 0.00 0.00 6.59
Open ﬁeld 0.41 0.02 1.38 0.01 0.00 0.18 1.99
Forest 0.52 0.13 0.05 271.64 4.74 13.72 290.80
Bush 0.04 0.01 0.00 19.14 38.27 11.96 69.43
Cultivated 59.74 0.79 0.32 15.86 4.20 404.54 485.45
Total 139.57 7.51 1.75 306.73 47.22 430.44 933.22
3.3. Spatial Orientation of Urban Land Expansion
The ﬁrst decade between 1976 and 1989 accounted for limited urban enlargement throughout
the entire study area, contrary to the large-scale urbanization between 1989–2002 and 2002–2015.
Remarkable change of LULC (Figure 9a) and urban enlargement occurred in every direction from
the city core (Figure 9b,c); yet, the extensions that took place in N-NE (Budhanilkantha area), NE-E
(Jorpati, Sankhu, Gokarna area), E-SE (Bhaktapur area) and SE-S (Imadol, Godawari area of Lalitpur)
are comparatively the highest. The Bhaktapur area is one of the important gateways to the valley
and incorporates the large plain area where urban area expanded from 4.67 km2 in 1976 to 8.3 km2
in 1989. The dramatic increase from 15.2 km2 in 2002 to 25.95 km2 in 2015 is another large-scale
expansion. Consequently, Jorpati, Sankhu area, experiences a similar trend where 2.6 km2 urban
area was augmented to 5.75 km2 in 1989, which enlarged to 12.95 km2 in 2002 and 23.75 km2 in
2015 (Table 7). The areas adjacent to the major road networks that link the valley with the important
hinterland villages (e.g., Lubhu, Lamatar, Chapagaun areas of Lalitpur) have gained a higher urban
enlargement. S-SW (Bungmati, Khokana area) has moderately medium and SW-W (Kirtipur, Thankot
area), W-NW (Sitapaila, Ramkot area) and NW-N (Goldhunga, Jitpur area) possess relatively less
urban increase.
The ﬁrst two areas share their western boundary with the hills, which has constrained the
expansion, resulting in the comparatively lower expansion. Due to the on-going construction of the
outer Ring road almost covering the whole valley, further expansion of the dense settlements in the
remaining areas at the cost of cultivated land is predictable.
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Figure 9. (a) Land cover change matric in all eight main zones in the valley, 1976–2015 (km2); (b) spider
diagram of the urban expansion in eight directions in the valley, 1976–2015 (km2); (c) spatial orientation
of urban land expansion in the valley, 1976–2015 (km2).
Table 7. Quantity of urban land expansion along 8 directions in the valley, 1976–2015 (km2).
Direction 1976 1989 2002 2015
N to NE 1.57 4.12 11.29 19.45
NE to E 2.63 5.76 12.96 23.75
E to SE 4.66 8.27 15.16 25.96
SE to South 3.16 5.93 11.28 20.69
S to SW 1.94 4.26 8.1 14.24
SW to W 1.93 3.78 7.11 14.35
W to NW 1.11 2.33 5.1 7.98
NW to N 2.58 4.36 7.07 11.9
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3.4. Urban Expansion Rate
The total urban area of Kathmandu valley was 20.19 km2 in 1976, which extended by almost
two-fold in 1989 with 39.47 km2, with an average growth rate of 7.34% per year in the following
13 years. In 2002 and 2015, the urban are reached 78.96 km2 and 139.57 km2, respectively. The total
annual increase rate was 7.70% between 1989 and 2002 and 5.90% between 2002 and 2015. That is
6.91-times higher than that in 1976.
3.5. Socioeconomic Impacts
Kathmandu valley is the central hub for the political, educational and economic activities,
employment opportunities, air transport, cultural and historical heritage. The availability of urban
basic services such as roads, electricity and telephone has inﬂuenced the population acceleration in the
last few decades. Thus, the fertile land has been conﬁned due to the abrupt urbanization, and people’s
interest has shifted to commercial farming, mainly of horticulture and ﬂoriculture, from the substantial
farming in the limited land within the valley [25].
Multiple driving forces are considered responsible for the urbanization process in Kathmandu;
however, they were speciﬁc at spatial scales [9,37]. Economic opportunities in the city’s core areas,
population growth in the fringe and the political situation in the rural areas were identiﬁed as the
major drivers of urbanization. A previous study reported that [37] physical condition was trivial in
contributing to the urbanization process; nevertheless, its role greatly varied from 18% in the city,
to 27% in the fringes, to 55% in the rural areas. Economic opportunities contributed 47%, 31% and
22% in urbanization in cities, fringes and rural areas, respectively. The land market business is highly
concentrated in the rural and fringe in comparison to the city core due to the limited land availability.
The land use-based approach is often regarded in sustainable urbanization [25].
3.6. Nepal Earthquake 2015
Nepal is listed as the 20th most disaster-prone country in the world, most vulnerable to the effects
of climate change, 11th most at risk for earthquake damage and 30th most vulnerable to ﬂoods [38].
Kathmandu valley has the greatest earthquake risk among any of the 21 mega cities in the world
because it lies in a very active seismic zone within a high hazard intensity (Figure 10). Seismic records
of Nepal, which date back to 1255 A.D., show that destructive earthquakes happened in 1408, 1681,
1810, 1833, 1866, 1934, 1980, 1988 and 2011. The 1833 quake was the most destructive, and the 1934
earthquake impacted Kathmandu the most, resulting in more than 8500 deaths and destroying 38,000
buildings [38,39].
On Saturday, 25 April 2015, at 11:56 a.m. local time, a 7.6 magnitude (8.2 km depth) earthquake
struck Barpak, Gorkha, about 76 km northwest of Kathmandu, followed by many subsequent
aftershocks, the largest occurring at 12:50 local time on 12 May 2015 in Barpak, Gorkha, and Sunkhani,
Dolakha, with a magnitude of 7.3. The 2015 earthquake was the most powerful jolt to hit Nepal since
the quake of 1934 [40]. This earthquake killed 1746 people and severely injured 13,102 in Kathmandu
valley alone. Altogether, 80,149 private properties and 321 government buildings were fully destroyed
in Kathmandu alone; and 72,249 private houses and 545 government buildings partially crumbled [41].
The earthquake damaged (Figure 11a,d presents the view in Google Earth images before and after the
earthquake of Kathmandu valley) many of the country’s large administrative centers, including Singh
durbar, Sheetal Niwas, the Supreme Court, etc. Seven UNESCO heritage sites were also damaged.
The nine-story historical landmark tower Dharahara, in Nepali language, which was constructed
during 1832 by the then Prime Minister Bhimsen Thapa, massively collapsed during the jolt, where a
large number of visitors lost their lives (Figure 11e). Much of the damage occurred because many of
the buildings across the country are not built to seismic standards, and so, any major jolt can cause
them to crumble. Tens of thousands of houses, buildings and structures are in such a precarious state
that a major jolt can result in harsh damage. Various structures are supported by bamboo, wooden
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or iron bastions to prevent from further crumbling. Now, even over a year after the quake, many
structures still have not been rebuilt. Some people are living in homes with cracked foundations or
holes in the stone walls. Countless numbers of people are also still reported to be living in temporary
shelters in Kathmandu.
dĞŵƉŽƌĂƌǇƐŚĞůƚĞƌƐ
dĞŵƉŽƌĂƌǇƐŚĞůƚĞƌƐ
Figure 10. Seismic hazard map of Nepal.
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(e) (f)
Figure 11. Google Image of Kathmandu, City (focus on Dharahara and Tudhikhel. (a) Before the
earthquake, 1 December 2014; (b) after the earthquake, 26 April 2015; (c) Google Image, after the
earthquake, 12 May 2015; (d) dusty sky of Kathmandu a few minutes after the quake, 2015, photo,
Bikram Rai; Bhimsen Tower, Dharahara, (e) before and (f) after the earthquake: Google search:
6 June 2016.
Due to the easy access of urban facilities, such as physical infrastructure, economic probability
and advanced life, people are intending to move to city areas, resulting in villages being unattended
and full of ruderals [36]. The investment of land markets and real estate has played a vital role in
mushrooming the settlements in urban areas. The urban sprawl and LULC change of Kathmandu
occurred without proper planning or policy, creating an area greatly at risk from earthquake damage.
Limited understanding of earthquake disaster risk and lack of emergency preparedness are the major
hurdles of the effective disaster risk reduction and mitigation process. Due to the lack of proper land
use planning, unmanaged urban sprawl and risky settlements, many cultivable lands and forests are
converted into built-up areas. Incomplete land use planning puts people at higher risk in natural
disasters and increases food insecurity, as much of the area’s cultivated land has been converted into
shoddily-constructed homes. Due to the lack of seismic technologies, trainedmasons and engineers and
the perceived cost of seismic-resilient construction, many buildings when constructed are seismically
unsafe. To build seismically-resilient and LULC-friendly structures, effective disaster management
and construction protocols must be implemented by the Nepalese government. These policies should
consider mitigation and preparedness, emergency response and rehabilitation and reconstruction
policies for post-disaster based on scientiﬁc criteria. Sustainable planning has the capacity to make this
last disaster an opportunity to rebuild a better Nepal.
3.7. Earthquake, Land Use and Geological Formation
Spatial analysis of the geology in Kathmandu valley showed that the Gokarna formation, Kalimati
formation and Chapagaun formation were all highly affected by the 2015 earthquake, while the
Chandragiri formation and Kulekhani formation were both moderately affected (Figures 12 and 13).
Mostly the areas enclosed within the Kalimati, Gokarna and Chapagaun formation, mainly Gongabu,
Jorpati, Gokarna, Bhaktapur, Bungmati, Chapagaun and Kirtipur periphery, are the remarkable areas
that obtain high urban orientation, as well as are highly impacted by the Nepal earthquake, 2015.
The geological landscape affected the damage risk of Kathmandu valley, but housing construction
also often determined how much damage a building experienced. Traditional homes constructed with
bricks and mud mortar often suffered large amounts of damage, as well as the modern houses, which
are made up of bricks and concrete, fail to meet the earthquake resilience criteria. Although concrete is
a more modern material, it is heavy and often became dislocated during the quake. Additionally, poor
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equipment, unskilled labor, poor quality building materials and a lack of timely maintenance were
risk factors for the quake damage result in fragile homes. Through spatial analysis and geological
surveys, we conclude that the establishment of non-resilient, unregulated constructions on top of
highly vulnerable geologic formations created the large amounts of loss and damage in Kathmandu
valley. Further research is needed to fully understand different land uses and geological formations’
vulnerability to earthquakes.
 
Figure 12. Overlay map of the earthquake damage structure and geological map of Kathmandu valley.
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Figure 13. Overlay map of earthquake damage structure and administrative boundary map of
Kathmandu valley (including all three district boundaries).
3.8. Planning and Policy
The government of Nepal (GoN) has introduced different land use acts and policies regarding the
LULC management (e.g., Civil Code 1843, amended in 1963, Land Right Acquiring Act 1951, Survey
andMeasurement Act 1962, LandAct 1964, LandAdministration Act and Land Revenue Act 1976, Land
Acquisition Act 1977, Town Development Act 1989, National Agriculture Policy 2004, National Urban
Policy 2007, Industrial Policy 2011, National Shelter Policy 2012, Agriculture Development Strategy
(ADS) 2013, National Land Use Policy 2012 and 2015, Forest Policy 2015, Urban Planning and Building
76
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Construction Guidelines, 2015); these are some of the noteworthy plans and policies promulgated by
the government [42]. Similarly, several scattered laws and regulations in one way or other deal with
land and its use. In 2002, the government approved a long-term development plan for Kathmandu
valley prepared by the Kathmandu valley Town Development Committee. The plan was particularly
based on land use criteria [25]. The plan conceptualized a vision for developing Kathmandu through
the year 2020. It aimed at de-concentrating economic investments and employment opportunities
in the valley core to promote natural, historical, cultural, touristic environments and delineating
the urban growth boundaries to control urban growth and limit capital investments. However, the
plan was jeopardized by a lack of long-term strategies, political commitment and the sustainability
of growth in the valley. In 2015, Nepal adopted the Settlement Development, Urban Planning and
Building Construction Guidelines. These guidelines are scientiﬁcally based, and their implementation
is urgently required. Fixed scientiﬁc measures are considered to be strictly adopted in terms of
infrastructure development in these newly-developing urban, fringe and rural areas. Geological
studies and soil tests should be emphasized prior to construction of infrastructures. Speciﬁc road
standards need to be maintained for road construction or the urban planning process. These guidelines
must be followed closely for the protection of Kathmandu valley’s high productivity agricultural land,
green outskirts and open spaces and to smoothen the resilient urban development process.
4. Conclusions and Future Steps
The high rates of migration and population growth have directly contributed to rapid, often
unmanaged urban growth in Kathmandu valley. Urbanization has occurred at the cost of fertile
agricultural lands and cultural sites. Land use change in the valley has been aggravated through
sporadic and persistent exploitations. Unattended fallow lands in suburban areas have worsened
land degradation by welcoming invasive alien species and compromising the indigenous landscape
and culture. The study area experienced rapid urbanization with the average annual urban growth
rate of 7.34%, 7.70% and 5.90% between 1976, 1989, 2002 and 2015, respectively., The annual urban
expansion growth rate indicates the level of urban area extension in the valley. Urban expansion
direction indicates the value of socio-economic movement. Relatively the highest, moderate and the
lowest urban concentration over the time period occurred in the east, southwest and west along with
the northwest part of the valley, respectively.
This excessive trend of urban momentum in recent decades is being strengthened with the ongoing
construction of the outer Ring-road and additional physical infrastructures, which are likely to convert
the whole valley into a dense jungle of concrete in the coming decades. The government needs to
introduce an effective urban plan to control the haphazard settlement practice in the city, fringe and
rural areas. Geological studies, soil tests, building standards, road standards and wise land utilization
practices should be conducted prior to the construction of private and public infrastructure
To this end, the monitoring of the urban expansion direction and variation through the application
of multi-temporal images will be the crucial milestones, and geological information will remain as the
stepping stones for the operative urban planning in the forthcoming days.
Since land use management is a fundamental part of development, our results advocate the
essentiality of incorporating scientiﬁc urban planning and appropriate land use management practice
for the sustainable urban development of Kathmandu valley, as well as other cities of Nepal.
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Abstract: This study uses a spatially-explicit land-use/land-cover (LULC) modeling approach to
model andmap the future (2016–2030) LULC of the area surrounding the Laguna de Bay of Philippines
under three different scenarios: ‘business-as-usual’, ‘compact development’, and ‘high sprawl’
scenarios. The Laguna de Bay is the largest lake in the Philippines and an important natural resource
for the population in/around Metro Manila. The LULC around the lake is rapidly changing due to
urban sprawl, so local and national government agencies situated in the area need an understanding
of the future (likely) LULC changes and their associated hydrological impacts. The spatial modeling
approach involved three main steps: (1) mapping the locations of past LULC changes; (2) identifying
the drivers of these past changes; and (3) identifying where and when future LULC changes are
likely to occur. Utilizing various publically-available spatial datasets representing potential drivers
of LULC changes, a LULC change model was calibrated using the Multilayer Perceptron (MLP)
neural network algorithm. After calibrating the model, future LULC changes were modeled and
mapped up to the year 2030. Our modeling results showed that the ‘built-up’ LULC class is likely
to experience the greatest increase in land area due to losses in ‘crop/grass’ (and to a lesser degree
‘tree’) LULC, and this is attributed to continued urban sprawl.
Keywords: landuse; change; open data; landscape; remote sensing; GIS; Markov Chain
1. Introduction
Urban sprawl is occurring at an accelerated pace in many developing countries worldwide
due to rapid global economic and population growth coupled with globalization. Currently, 54%
of the world’s population lives in urban areas, and the United Nations has predicted that by 2050,
66% of the world’s population will live in urban areas [1]. This rapid increase in urban population
has forced nations to meet the changing demands for necessities such as food, energy, land, and
water. A major concern related to this urban sprawl is land-use (LU)/land-cover (LC) change, which
can dramatically alter the landscape in areas with high rates of urban expansion [2]. These LULC
changes are often based on the plans of local governments to increase economic development and to
support their growing populations. However, such plans may fail to consider other factors, including
climate conditions, water resources, and food security [3,4]. Since population increases are expected to
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continue in many developing countries, governments need to take appropriate action to ensure that
urbanization measures consider these factors. Thus, policymakers need to understand the historical
trends in LULC change and must visualize future LULC scenarios to ensure the safety and standard of
living of the residents [4]. LULC changes and related problems will likely continue to be major issues
in the future [5,6], and, for governments to strategically plan future LULC development, they need to
estimate the locations of LULC changes, the time scale of occurrence, and the factors driving these
changes [7–9]. It is difﬁcult to monitor LULC changes over large areas using ﬁeld surveys or other
ground-level data collection approaches, so many studies have instead detected and mapped LULC
changes from above using satellite or aerial remote sensing data [2,10,11].
Nowadays, a great deal of attention is being paid in particular to rapidly growing cities
in southeast Asia (and other regions), with the goal of understanding relationships between LULC
changes and other factors such as climate change [12] and forestry [13]. The Metro Manila area of the
Philippines is one of the most rapidly growing mega cities in the world [2], and, among other things,
Manila’s urban sprawl has threatened the ecology of the agricultural lands located along the urban
fringe [14] and increased ﬂood vulnerability in the area [15]. Other impacts related to food security
are also likely to emerge in this area if agricultural lands keeps decreasing and the population keeps
increasing [16]. Additionally, if Manila’s urban sprawl continues into the remaining forest/agro-forest
areas surrounding the city, various ecosystem services provided by these forest systems [17] will
cease or decline, while, if the forested areas are instead converted to agricultural lands, it may lead
to land degradations that also signiﬁcantly impact the environment (e.g., increased erosion) [18,19].
Urbanization-related issues have large impacts on both human and environmental well-being, and it is
clear that development in the region is causing various problems for both people and the environment.
Thus, the LULC change trends in such a rapidly developing region should be monitored, and future
LULC changes should be estimated to assess the impacts of future LULC changes.
The Laguna de Bay, located to the southeast of Metro Manila, is the largest lake in the Philippines
and an important source of water for the population of Metro Manila and the surrounding cities and
towns. Several river basins drain into this lake, and the LULC conditions of these drainage basins
can have a signiﬁcant effect on the lake water quality and quantity owing to different rainfall-runoff
rates and pollutant loads of different LULC types [20]. Previous LULC change modeling studies in
this region have focused mostly on the Metro Manila area [14,15,21,22], which does not give the full
picture of the changes affecting the lake. Some past studies have also focused on speciﬁc drainage
basins of the lake [19,23], but few works have studied the LULC changes of the entire surrounding
landscape of the Laguna de Bay. According to the Global Footprint Network [24] Ecological Footprint
Report, the Laguna lake watershed has undergone LULC changes during the last 30 years, wherein
large rural areas have been converted into commercial, residential, and industrial areas. It was noted
that the major LULC change occurred between 2003 and 2010, when the built up areas increased by
116%. During this period, the closed forests, observed mostly in the west, northwest, and southern
parts of the lake, were reduced by 35% [25]. The lake has been the catch basin of much of the runoff
from Metro Manila, so it has been heavily impacted by Metro Manila’s urbanization and population
increase. As Metro Manila has developed, the lake’s water quality has deteriorated owing to increases
in agricultural, industrial, and domestic pollution. Moreover, previous studies have reported that 66%
of the lake watershed is vulnerable to erosion caused by urban growth, deforestation, and mining
activities. Further, about four million tons of suspended solids ﬂow into the lake annually [26]. From
such perspectives, several local governments based along the lake as well as the national Laguna
Lake Development Authority (a national government agency) have expressed interest in future LULC
predictions and maps.
Using historical data, we can obtain information on past LULC changes that can be used to help
model future LULC changes [11,27–29]. LULC change modeling for territorial planning has a long
history, and a variety of modeling methods have been assessed at various locations, time periods, and
spatial scales/spatial resolutions [30]. In the general sense, land change approaches can be roughly
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categorized into six types of approaches [31]; machine learning and statistical, cellular automata,
sector-based economic, spatially disaggregated economic, agent-based, and hybrid approaches. In this
work, we focused on the machine learning category, namely the Multilayer-Perceptron (MLP) Artiﬁcial
Neural Network (ANN) approach, which is gaining attention for modeling LULC changes. ANN
are powerful tools for modeling complex behaviors [32] (e.g, relationships between land transitions
and their driving forces), and the usage of ANN for LULC change modeling has increased in recent
years. As one example, Grekousis et al. [33] demonstrated the use of ANN to model future urban
growth based on demographic time-series data. Triantakonstantis and Stathakis [32] used MLP for
modeling future LULC transition probabilities based on information on past LULC changes and
geomorphic drivers such as elevation, slope, and distance variables from speciﬁc land features, etc.
Similar methods can be seen in a number of studies, although the number and types of driver variables
utilized vary [27,34–38].
Past studies have been conducted at various geographical locations and spatial extents, e.g.,
the city level or provincial level. However, not many works have used the MLP method for
modeling complex larger regions. In our case, we have focused on a larger ecological scale that
encompasses multiple municipalities and provinces, each of which have different development policies,
infrastructure, topography, climatic conditions, etc. Therefore, the MLP method for modeling the
LULC transitions throughout the region becomes a strong decision tool, even when prior knowledge is
lacking [31,37], and this is one of its advantages compared to other methods like SLEUTH (Slope, Land
use map, Excluded area, Urban area, Transportation map, Hillside area), which require coefﬁcient
values to be set [39], and other cellular automata methods that require a suitability map [40] based on
prior knowledge of change behavior. MLP can also handle a large number of data sets, so it could be a
good predictor for recognizing the patterns of the changes in the area.
Our main objective in this study is to model the future LULC changes in the river basins that
drain into the Laguna de Bay up to year 2030. This work implements the MLP with the Markov
Chain method embedded in the Land Change Modeler (LCM) of the TerrSet software package [41].
This model is based on transition probabilities calculated using historical LULC change data and other
freely/openly available geospatial datasets.
2. Study Area
The Philippines is one of the most rapidly developing countries in Asia. In particular,
the Metropolitan Manila area has experienced large and rapid LULC changes owing to urban
area expansion [2,6]. The Laguna de Bay, located just southeast of Manila, is the largest and most
important and dynamic lake in the Philippines owing to its vital economic, political, and socio-cultural
signiﬁcance. With a surface area of 900 km2, this lake is also one of the largest in Southeast Asia. From
the 21 major river systems, more than 100 rivers that traverse the 292,000 ha watershed ﬂow into
the lake. The study area includes the municipalities surrounding the Laguna de Bay, located southeast
of Metro Manila. Figure 1 shows that Metro Manila, situated to the northwest, has a denser urban
concentration; while smaller, less densely populated cities and municipalities can be seen in the west
and southwest areas surrounding the Laguna de Bay. The population of this area was estimated to
be about 15 million in 2010 [42]. Agricultural lands are distributed mainly along the southwestern,
southeastern, and northeastern shores of the lake. Large forest areas are located on the east side of
the lake with mountain ranges (300–600 m), the highest peak of which, Mt. Banahao (2170 m), is
located southeast of the lake. Just south of Laguna de Bay, Mt. Makilling (1090 m) is seen. The area
is broad and the climate varies along different provinces of the area. Average annual temperatures
are cooler in the mountainous areas (23 ◦C) than in the lower altitude plains and cities (25 ◦C and
27 ◦C respectively). Annual precipitation ranges from over 3000 mm in the east mountainous areas to
1900 mm in the western area around Manila bay. The area in focus is approximately 60 km × 80 km
in the north-south and east-west directions, respectively, and it was chosen to visualize how urban
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sprawl will affect the LULC in the areas surrounding the Laguna de Bay. Therefore, we have ignored
the center and northern areas of Metro Manila, even though it also experienced urban sprawl.
 
Figure 1. Overview of the study area, the Laguna de Bay district, and the surrounding environment in
the Philippines. Metro Manila is shown in the northwest corner. Referenced from Google Earth [43].
3. Materials and Methods
3.1. Overview
As shown in Figure 2, the overall ﬂowchart of the study details three main steps in generating
maps of future LULC. The ﬁrst step is to gather evidence of past LULC transitions by identifying
the historical LULC changes in the area. For this, a map of recent LULC change from 2007 to 2015
was generated by using optical and synthetic aperture radar (SAR) satellite images from 2007 and
2015 and automated image classiﬁcation techniques. Four LULC classes, including Built-up, Forests,
Crop-Grass, and Water Bodies, were mapped for each year, and the LULC changes between 2007
and 2015 were identiﬁed by overlaying the two maps. The full details of the LULC change mapping
methodology employed in this study are given in Johnson et al. [44], although brief information will
be stated about the methods and the result of the developed LULC change map. In the second step,
drivers of these historical LULC changes were identiﬁed by using various ancillary spatial datasets
containing demographic, topographic, and climate information. In the third and ﬁnal step, the future
LULC of the area (2030) was modeled and mapped by using Markov Chain analysis.
In addition to the main procedure, the validity of the LULC change model was examined by
comparing a ‘simulated 2015 LULC map’ with a ‘reference 2015 LULC map’. The ‘simulated 2015
LULC map’ was generated using similar methods to those mentioned above. First, LULC maps from
the years 2007 and 2010 were utilized along with the ancillary spatial datasets to model the LULC
conditions in the year 2015 LULC (i.e., simulated 2015 LULC map). This map was then compared with
the actual (i.e., reference) 2015 LULC map.
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Figure 2. Overall ﬂowchart of the methodology used in this study.
3.2. LULC Maps of 2007, 2010 and 2015
To develop a categorical LULC change map of the study area, we utilized optical (Landsat 5
and Landsat 8) and synthetic aperture radar (ALOS PALSAR-1 and PALSAR-2) satellite images from
the years 2007, 2010, and 2015 and classiﬁed the pixels in the images from each year into one of
four LULC classes (Built-up, Crop-Grass, Trees, and Water) using a semi-unsupervised classiﬁcation
approach [44]. Crop-Grass includes cropland, paddy ﬁelds, grassland, and pasture (however the
majority lies within paddy and other agriculture). Trees includes forest and agroforestry plantations
(e.g., coconut, banana, etc.). This four class LULC classiﬁcation system, although relatively simple, was
chosen because it was representative of the area and allowed us to maintain a relatively high LULC
change mapping accuracy (adding more speciﬁc LULC classes usually decreases LULC mapping
accuracy, and LULC change mapping accuracy even more so due to error propagation). The overall
accuracy of the 2007–2015 LULC change map was estimated as 90.2%.
3.3. Evidence of LULC Change Transition
By using the two different periods of the LULC change maps, the net change in area of each LULC
class was calculated, and the spatial distributions of all of the LULC changes were analyzed. The areas
of transition and persistence of each LULC type within the 2007–2015 analysis was for both training
and validation data with all of the driver variables when performing transition sub-modeling.
3.4. Collection and Processing of Data on Potential Driver Variables
Spatial data related to various potential drivers of LULC change were collected via the Internet.
Only datasets which were openly available online were used, so our modeling approach can easily be
replicated by other researchers. The drivers inﬂuencing LULC change processes are extremely diverse
as well as highly variable from one location to another [45,46]. What is known is that the changes are
typically the results of the local population’s responses to economic opportunities [45], which gives
relevance to various contextual features such as the distance from a location to nearby infrastructural
features like major roads, town centers, and so forth, and many works show these kind of factors to
be used as potential drivers for calibrating the change probability. These context features are also
considered in this work for the model calibration. However, as mentioned before, we are not so
aware of all the LULC change drivers in the area, so we want to shed some light on the question
of ‘What factors inﬂuence the LULC transitions?’ Thus, data for a large number of possible drivers
was collected to test which variables had the greatest levels of inﬂuence on LULC changes (a brief
explanation is made later for why each variable was considered as potentially relevant). Table 1 shows
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the complete list of collected data related to these drivers; not all of these datasets were selected for the
ﬁnal LULC modeling.
Table 1. Complete list of all variables collected in this study.
Category Driver Abbreviation Unit Year Data Source
Climate
Annual Mean Temperature BIO1 ◦C
1960–1990 PhilGIS [47]
Mean Diurnal Range BIO2
Isothermality BIO3 %
Temperature Seasonality BIO4
◦C
Max. Temperature of Warmest Month BIO5
Min. Temperature of Coldest Month BIO6
Temperature Annual Range BIO7
Mean Temperature of Wettest Quarter BIO8
Mean Temperature of Driest Quarter BIO9
Mean Temperature of Warmest Quarter BIO10
Mean Temperature of Coldest Quarter BIO11
Annual Precipitation BIO12
mmPrecipitation of Wettest Month BIO13
Precipitation of Driest Month BIO14
Precipitation Seasonality BIO15 %
Precipitation of Wettest Quarter BIO16
mmPrecipitation of Driest Quarter BIO17
Precipitation of Warmest Quarter BIO18
Precipitation of Coldest Quarter BIO19
Topography
Elevation DEM m
2000 SRTM [48]Slope Slope degrees
Aspect Aspect
Spatial
Context
Distance from Built-up Dist_Built
Lat/Long
degrees
2007 Classiﬁed
LULC 2007
Distance from Crop-Grass Dist_Crop
Distance from Trees Dist_Tree
Distance from Water Dist_Water
Distance from Primary Road Dist_Road1
3 March 2016
OpenStreetMap
[49]
Distance from Secondary Road Dist_Road2
Distance from Tertiary Road Dist_Road3
Distance from Other Roads Dist_Road4
Distance from Canal Dist_Canal
Distance from River Dist_River
Distance from Stream Dist_Stream
Distance from Golf Course Dist_Golf 2004
PhilGIS [47]Distance from Protected Area Dist_Protect 2013
Nightlight
Data
Night Light Data 2007 NL_2007 DN 2007 NOAA Earth
Observation
Group [50]
Night Light Data 2015 NL_2015
nanoWatts/cm2/sr
2015
Night Light Change 2007 to 2015 NL_Ch -
Population
Population Map 2007 Pop_2007
People per
hectare
2007 WorldPop
[51]Population Map 2015 Pop_2015 2015
Population Change 2007 to 2015 Pop_Ch -
Gridded climate data with a 1 km resolution was obtained from the Philippine GIS Data
Clearinghouse (PhilGIS) [47] (the original global dataset is distributed at WorldClim [52]). We included
all of the climate data that was processed in the form of bioclimatic variables [53,54]. These climate
variables can be considered drivers of LULC change because the agro-climatic zones with different
climatic conditions can affect the suitability of agricultural lands for its productivity [55]; thus, no
patterns of change in the preferred areamight be identiﬁed relative to this factor. This is one challenge in
our work since not many related studies implement climatic information in their calibration. The reason
can be considered that, depending on the scale of the study area, the spatial variation of climatic factors
might be too small to have any inﬂuence on LULC changes. However, our study area encompasses
areas with different climatic conditions, which may allow us to identify if climate is affecting LULC
change. Topographic data including elevation, slope, and aspect were obtained from the Shuttle
Radar Topography Mission (SRTM) 1 s (30 m) digital elevation model (DEM) [48]. Topography is
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often a signiﬁcant driver of LULC change [56] because areas with steep slopes are typically more
difﬁcult and thus less likely than ﬂatter areas to be converted to built-up land or cropland. The
SRTM DEM contains only elevation information; therefore, gridded slope and aspect data were
generated by using the TerrSet software package [41]. Road and waterway data through March 03,
2016, were collected from OpenStreetMap (OSM) [49], and a 25 m grid map containing the Euclidean
distance of each pixel to the nearest road/waterway was calculated by using TerrSet software [41].
The distance from roads in addition to other various LULC context features are often drivers of LULC
change because more developed road networks are found with a greater rate of conversion [57]. This
study focuses not only on the roads in general but also on different types/functions of roads by
separating roads into detailed classes. It is expected that the importance of different road types could
further distinguish the patterns of transitions throughout the study region. The case is similar for
the waterways. Nightlight intensity information in the form of monthly average radiance composite
images was obtained from the Visible Infrared Imaging Radiometer Suite (VIIRS) and Global Defense
Meteorological Satellite Program-Operational Linescan System (DMSP-OLS) nighttime lights time
series dataset [50]. The nightlight changes from 2007 to 2015 were computed by performing radiometric
normalization of the images to ensure that the 2007 data had a radiance range similar to that of the
2015 data. The differences in radiance at each pixel location were then calculated. Nightlight intensity
was considered a driver variable because it is strongly correlated with economic activity and the gross
domestic product (GDP) [58,59]. Changes in nightlight intensity over time can also be considered an
indicator of economic growth. Polygon data on the locations of protected areas were collected from
the PhilGIS [47]. By using this dataset, the distance from each pixel to the nearest protected area was
calculated in TerrSet [41], and all pixels located within a protected area were assumed to experience
no LULC conversions in the LULC change modeling process. Unique LULC data such as golf course
information were also collected and used to generate the distance information from those features.
Compared to other unique LULC features such as markets and town centers, the location of a golf
course would mostly not change over time, and there would be a lesser chance for new land areas to be
developed as golf courses, keeping the consistency of the patterns; therefore we have used those data.
Gridded population data were obtained from WorldPop [51]. This data is based on census population
counts at the Barangay level but were downscaled to a 100 m × 100 m grid level utilizing various
other spatial datasets, as outlined in Stevens et al. [60] and Linard et al. [61]. Population growth was
calculated on the basis of population change between 2007 and 2015. All of these gridded datasets
were resampled from their original resolutions to a 25 m resolution by using a cubic convolution
resampling approach to match the resolution of the LULC change map (25 m) of the area. For the
visual interpretation of the variables used in the model, summarized images are given in Figure S1 of
the supplementary materials.
The explanatory power of all of these variables in relation to different LULC transitions was
computed and examined by using Cramer’s V [38]. Also known as Cramer’s Coefﬁcient (V),
this method is used for quantifying the explanatory power of each variable, which is an optional quick
test used to determine whether the variables are worthy of consideration in the model [29]. The ﬁnal
variables used for the modeling will be considered on certain criteria of this value.
3.5. Processing Transition Sub-Models (MLP)
MLP, a type of ANN method widely used for modeling complex behaviors and patterns, uses
the back propagation algorithm to learn the characteristics of all the factors inﬂuencing the LULC
transitions. Several studies show the advantages of MLP compared to logistic regression and other
empirical models [62,63]. Further details of the MLP algorithm can be found in Riccioli et al. [37]. In our
study, MLP’s ability to handle a large number of input variables (some of which may be irrelevant
and/or highly correlated with one another) in the model calibration process was very useful, as it
allowed us to investigate over 20 explanatory variables. We focused on modeling the changes of three
LULC classes; Built-up, Crop-Grass, and Trees. For all of the variables measuring ‘distance from’
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a pixel to some geographic feature (e.g., road, built-up area, etc.), the distances were recalculated at a
one year interval using that year’s modeled LULC map. A random sample of 10,000 pixels from the
2007–2015 LULC change map was used for the building model. Of these, 50% were used for training
and 50% were used for testing through a cross-validation process.
3.6. Change Modeling (Three Scenarios)
The probability of changes occurring in different years in the future was calculated using Markov
Chain analysis, a technique for predictive change modeling that is able to model future changes
based on past changes. On the basis of the observed data between the two periods (2007 and 2015
in our case), the Markov Chain computes the probability that a pixel will change from one LULC type
to another within a speciﬁed period [64]. Table 2 shows the matrix of the probability that each LULC
category will change to every other category (base rate), which is known as the transition probability.
In this method, the probability is determined by the actual changes shown in the developed LULC map;
further details have been reported by Takada et al. [65]. The target year of the modeling in the present
study was set to 2030; the transition for each year was also produced to review the continuous dynamic
changes in the study area. A total of three scenarios were output for the comparison. The base scenario
considers the transition rate to be the same as the 2007 to 2015 change rate (i.e., a ‘business-as-usual
scenario’). The second scenario is if the development policy changes and the rate of LULC change
reduces to half of the 2007–2015 transition rate (i.e., a ‘compact development scenario’). The third
scenario is if the rate of LULC change further accelerates to twice the 2007–2015 rate (i.e., a ‘high sprawl
scenario’). The deceleration and acceleration of the transition rates are controlled by simply half and
double the values for each changing class in the transition probability matrix, respectively.
During the process of the simulation, the data of protected areas are used as constrain maps
to control the process of transitions. The transition potentials associated with each transition are
multiplied by the constraints map [64], so a value of 1 means unconstrained, while a values near to 0
acts as a disincentive and above 1 acts as an incentive. The protected area is given the value of very
near 0 (i.e., 0.01).
Table 2. Markov transition probability matrix (business-as-usual scenario).
Probability of Changing to (2030):
Built-Up Crop-Grass Trees Water
LULC
Given
(2015)
Built-Up 1.0000 0.0000 0.0000 0.0000
Crop-Grass 0.1137 0.5745 0.3118 0.0000
Trees 0.0211 0.2372 0.7417 0.0000
Water 0.0000 0.0000 0.0000 1.0000
3.7. Validation of Modeled Map
We assessed the validity of the model by comparing the simulated 2015 LULC (i.e., derived
from LULC modeling using the 2007–2010 LULC change data) with the reference (i.e., mapped) 2015
LULC. Utilizing the 2007 and 2010 LULC maps, a LULC change model was calibrated using the
same driver variables as used in the 2007–2015 calibration. Using the 2007–2010 model, the year 2015
LULC was simulated, and the projected 2015 map was compared with the reference 2015 map. Two
statistical indexes were calculated for the validation; Figure of Merit (FoM) [66] and Kappa Index [67].
FoM determines the accuracy of LULC hits (model predicted change and actually observed change)
compared with the sum of hits, misses (model predicted persistence but is observed change), and
false alarms (model predicted change but it observed persistence), giving 0% for no match between
the modeled and the reference map and 100% for a perfect match. Kappa Index is widely used in
the remote sensing society for assessing the reliability of the map. Other than the standard Kappa
(Kstandard), Kappa for no ability (Kno) and Kappa for location (Klocation) are computed. Kno considers
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and ﬁxes the major problems of the standard Kappa, wherein it penalizes for large quantiﬁcation error
and fails to reward the simulation for specifying quantity [67]. Klocation indicates how well the grid
cells are located on the landscape [64,67]. Kappa values range from −1 (no agreement) to 1 (perfect
agreement). The water bodies were masked out for the computation.
4. Results
4.1. 2007–2015 LULC Changes
By using the Cross-Tabulation module, the transitions of each class from 2007 to 2015 were
computed, as shown in Figure 3a. The gains and the losses for each LULC type, in ha, are also
shown in Figure 3b. The transition map conﬁrmed that the majority of changes in the Built-Up class
are attributed to decreases in the Crop-Grass area, although a signiﬁcant number of Trees areas are
expected to become Built-Up land outside the protected forest areas.
(a)
 
(b)
Figure 3. (a) Area of transitions occurring from 2007 to 2015 for each land-use/land-cover (LULC) type;
(b) Total area of gains and losses computed within the study area for each LULC type.
For a visual understanding of the change patterns, Figure 4 shows the spatial variation of
the different LULC transition trends. The spatial change pattern of the surface was created by
coding areas of change with 1 and areas of no change with 0, while treating the values in a similar
manner as that for quantitative values [64] and then interpolating them by using a 9th polynomial
order function. The transition trend map is shown for each class transitioning to another including
Crop-Grass to Built-Up, Trees to Built-Up, Trees to Crop-Grass, and Crop-Grass to Trees. This method
enables identiﬁcation and understanding of the spatial trends of the transition, which can provide a
better comprehension of the sites of different changes at different spatial locations. The assumption
shows the change patterns that occurred in the area from 2007 to 2015. For the Built-Up class,
signiﬁcant changes were detected from north to south along the west side of the Laguna de Bay. High
probabilities of transition were detected from the Trees (Crop-Grass) class to Built-Up class north
(west) of the center of the study area. The trends for the Trees class changing into Crop-Grass were
most dominant north of the center of the study area, followed secondly by the southwest area and
thirdly by the south to southeast area. The largest changes were recognized at the southwestern side;
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however, smaller but important signs were detected at different parts of the surrounding environment,
which possibly has relationships with the smaller cities located nearby. The changes of Crop-Grass to
Trees were located mostly at the southern side of the study area, which is near protected areas. Thus,
the Grass-Shrub-type LC is slowly changing into denser and taller vegetation due to the absence of
effects from human activities.
 
(a) (b)
 
(c) (d)
Figure 4. Patterns or trends of transition through space for (a) Crop-Grass to Built-up; (b) Crop-Grass
to Trees; (c) Trees to Built-up; and (d) Trees to Crop-Grass. Red (blue) color indicates the higher (lower)
chances of transition. The data contain no speciﬁc values because no mean is represented.
4.2. LULC Modeling
4.2.1. Potential Explanatory Power of Driver Variables
Table 3 shows the driver variables selected for modeling of the transition potential. Each variable
has a potential explanatory power that describes the strength of its relationship to the actual transition
of the classes and is computed by contingency table analysis. V takes values from 0 to 1. Values near 0
show little association between variables, whereas those near 1 indicate strong association. A value
of about 0.15 contains little information for explanation; more than 0.4 is considered to be a good
variable [64]. Only the ﬁnal variables selected for the model are listed in the table. The selection criteria
was that a variable had either (i) an overall V value greater than 0.3 or (ii) V values greater than 0.15
for all of the individual LULC classes. For example, although for Dist_Protect the overall V value is
below 0.3, each class shows values above 0.15.
Table 4 shows the priority of the drivers compared with other variables, showing which are
the most and least inﬂuential. Table 4 (a) to (d) show the accuracy and rankings of each variable
that has the largest effect on the skill of the model for (a) Crop-Grass to Built-Up; (b) Crop-Grass
to Trees; (c) Trees to Built-Up; and (d) Trees to Crop-Grass. The accuracy is based on the results
of the 5000 testing pixels. The most (least) inﬂuential variable for model (a) was NL_2015 (BIO12).
For model (b), the most (least) inﬂuential was DEM (NL_2015). For model (c), the most (least)
inﬂuential was Pop_2007 (Road_Dist2). For model (d), the most (least) inﬂuential was Slope (NL_ch).
The accuracy of each transition model in explaining its overall power for detecting the correct changes
are Crop-Grass to Built-Up, 74.21%; Crop-Grass to Trees, 70.37%; Trees to Built-Up, 90.91%; and Trees
to Crop-Grass, 74.31%.
89
Land 2017, 6, 26
Table 3. Test of the explanatory power (Cramer’s V) of each variable.
Variable
BIO3 BIO6 BIO7 BIO12 BIO15 BIO19 DEM Slope Dist-Built
Overall 0.3426 0.4680 0.4208 0.3250 0.4934 0.3757 0.6107 0.5649 0.3609
Built-up 0.2769 0.2908 0.2815 0.2803 0.5390 0.2748 0.4411 0.3142 0.3517
Crop-Grass 0.1242 0.1934 0.2315 0.1095 0.2223 0.1603 0.3273 0.3434 0.3583
Trees 0.4517 0.6166 0.6078 0.4476 0.6069 0.5680 0.6465 0.6220 0.2905
Water 0.4382 0.6450 0.5032 0.3886 0.5268 0.4256 0.8902 0.8400 0.4193
Dist_
Crop
Dist_
Tree
Dist_
Water
Road_
Dist1
Road_
Dist2
Road_
Dist3
Road_
Dist4
Road_
River
Road_
Canal
Overall 0.4469 0.5144 0.4352 0.3046 0.3767 0.3793 0.3921 0.3398 0.4165
Built-Up 0.1702 0.1664 0.2347 0.3634 0.4570 0.3979 0.3749 0.2757 0.4865
Crop-Grass 0.2912 0.2890 0.1899 0.2226 0.2815 0.3151 0.3746 0.2452 0.1678
Trees 0.2946 0.4073 0.6398 0.2488 0.3686 0.2974 0.2387 0.1875 0.5701
Water 0.7692 0.8848 0.5588 0.3390 0.3628 0.4630 0.5084 0.5261 0.3484
Dist_
Stream Dist_Golf
Dist_
Protect
Pop_
2007
Pop_
2015 P0p_Ch
NL_
2007
NL_
2015 NL_Ch
Overall 0.3612 0.3149 0.2484 0.4943 0.4910 0.5363 0.4659 0.4047 0.3218
Built-Up 0.3735 0.3941 0.2070 0.7183 0.7180 0.7132 0.6368 0.6597 0.4658
Crop-Grass 0.3159 0.1679 0.2147 0.3932 0.3838 0.4545 0.2989 0.1654 0.1922
Trees 0.3313 0.3677 0.2214 0.3731 0.3722 0.3477 0.5213 0.3142 0.3649
Water 0.4078 0.2746 0.3285 0.3308 0.3234 0.5002 0.2907 0.2046 0.1289
Table 4. The sensitivity of the model in maintaining selected inputs. The output shows the accuracy of
the case in which all combinations of variables were used except for one to remain constant. Together it
shows the ranking of variables from most to least inﬂuential given to the models for (a) Crop-Grass to
Built-Up; (b) Crop-Grass to Trees; (c) Trees to Built-Up; and (d) Trees to Crop-Grass.
Variable Name Model Accuracy (%) Inﬂuence Order
With all variables
(a) (b) (c) (d) (a) (b) (c) (d)
74.21 70.37 90.91 74.31 N/A
BIO3 Var.1 constant 74.00 70.39 90.90 74.35 13 19 15 24
BIO6 Var.2 constant 73.98 70.21 90.91 74.34 12 9 20 23
BIO7 Var.3 constant 74.16 70.38 90.91 74.29 21 18 21 20
BIO12 Var.4 constant 74.27 70.35 90.84 74.36 27 14 10 26
BIO15 Var.5 constant 73.62 70.39 90.99 74.26 5 20 24 18
BIO19 Var.6 constant 74.24 70.39 90.90 74.36 25 21 16 25
DEM Var.7 constant 73.54 68.01 90.84 73.21 4 1 11 3
Slope Var.8 constant 73.82 68.41 90.52 71.01 10 2 7 1
Dist_Built Var.9 constant 74.16 70.39 90.92 74.14 20 22 22 15
Dist_Crop Var.10 constant 74.21 70.37 90.91 74.30 23 17 18 21
Dist_Tree Var.11 constant 74.21 70.37 90.91 74.31 22 16 17 22
Dist_Water Var.12 constant 74.09 69.94 90.50 74.13 16 5 6 14
Road_Dist1 Var.13 constant 74.15 70.31 90.99 74.02 17 10 25 6
Road_Dist2 Var.14 constant 73.76 70.34 91.08 74.07 9 12 27 7
Road_Dist3 Var.15 constant 74.08 70.21 91.00 73.92 15 8 26 5
Road_Dist4 Var.16 constant 74.15 70.35 90.91 73.87 18 13 19 4
Dist_Canal Var.17 constant 74.26 69.20 89.15 73.07 26 3 3 2
Dist_River Var.18 constant 74.15 70.33 90.92 74.16 19 11 23 16
Dist_Stream Var.19 constant 74.24 70.41 90.89 74.10 24 24 13 10
Dist_Golf Var.20 constant 74.06 70.43 90.82 74.13 14 25 9 13
Dist_Protect Var 21 constant 73.76 69.57 90.89 74.09 8 4 14 9
NL_2007 Var.22 constant 73.67 70.36 90.12 74.10 7 15 5 11
NL_2015 Var.23 constant 72.98 70.53 90.59 74.28 1 27 8 19
NL_Ch Var.24 constant 73.38 70.47 90.85 74.37 3 26 12 27
Pop_2007 Var.25 constant 73.30 70.10 88.55 74.08 2 6 1 8
Pop_2015 Var.26 constant 73.64 70.12 88.74 74.11 6 7 2 12
Pop_Ch Var.27 constant 73.82 70.39 89.90 74.22 11 23 4 17
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4.2.2. LULC Change Modeling and Its Landscape
For visual interpretation of the dynamic changes in LULC classes for each stage of the modeling
(each year of 2016–2030), Video S1 is provided in the supplementary material (for business-as-usual
scenario). Here, we discuss only the beginning (2015), middle (2023), and end (2030) years of the LULC
map. Figure 5 shows that changes occurred from the modeling at the Laguna de Bay region. A few
signiﬁcant characteristic trends of change depending on each LULC class can be identiﬁed. For
the Built-Up classes, the ﬁrst large change is the expansion of urban areas spreading more southward
and expansion at the west side of the Laguna de Bay. This type of trend has occurred in the past.
Google Earth images from the 1980s in those regions [68] show strong evidence of rapid LULC change
in the southern part of Metro Manila and at the west side of the Laguna de Bay. Built-Up areas have
expanded in the southwestern part of the study area near a smaller lake and show development along
road infrastructures at the east side of this lake. At the east side of the Laguna de Bay, signiﬁcantly
fewer LULC changes have occurred compared with the west side because the east side of the lake
consists mainly of rural areas with low population density and less infrastructure that are thus not
affected by rapid development.
 
(a-1) (b-1) (c-1) 
   
(d-1) (e-1) (f-1) 
 
(a-2) (b-2) (c-2) 
 
(d-2) (e-2) (f-2) 
Figure 5. Cont.
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(a-3) (b-3) (c-3) 
 
(d-3) (e-3) (f-3) 
Figure 5. Land-use/land-cover (LULC) modeling of the Laguna de Bay environment for (a) 2015;
(b) 2023; and (c) 2030. (a–c) shows the hard classiﬁed map; (d–f) shows the percentage of each LULC
class within the study area. The numbers indicated after the alphabet represent the different modeled
scenarios. Thus (a-1) is the business-as-usual scenario; (a-2) is the compact development scenario; and
(a-3) is the high sprawl scenario. Legends in the pie-chart correspond to the colors of the LULC class in
the hard classiﬁed map.
For the Crop-Grass class, the main changes were detected in three areas. The ﬁrst includes
changes along with the development of Built-Up areas at the west side of Laguna de Bay. In addition,
the Crop-Grass class area has expanded and has ensured a considerable amount of area by invading
the Trees class. The second site is at the east coast of the Laguna de Bay, where Built-Up areas have
not changed signiﬁcantly, although the Crop-Grass class has again ensured its area by invading
large amounts of Trees class areas. The third location is at the center north of the Laguna de Bay,
where a similar trend of Crop-Grass invading the Trees class was noted. Future scenarios can change
depending on whether countermeasures for protecting the forests were planned and implemented.
Similar to using the protected areas as constraining images for unchanges, probability maps for speciﬁc
regions can be applied to reduce the transition probabilities of those areas. These types of planning
scenarios for the forested areas can be considered a strong decision tool for planning REDD+ (Reducing
Emissions from Deforestation and forest Degradation in developing countries) actions [69] because
total changes in forests can be easily calculated quantitatively, enabling sound estimation of the CO2
uptakes in those regions.
For the Trees class, the mountainous area at the east side of the Laguna de Bay and the protected
areas show increments of Trees Class transition from the Crop-Grass. This occurrence depends on
th ages of the people living in those rural areas, which have higher elevations and rugged terrain.
When the residents become older, the land becomes more difﬁcult to access. Agricultural lands would
then begin to change into abandoned areas; thus, the trend in Crop-Grass LULC type would decrease.
Other possible factors include the impact of the National Greening Program of the government [70].
In other regions, the majority of the Trees class trend shows a decrease in total area owing to its
transition to the Built-Up and Crop-Grass classes.
4.2.3. LULC Change Statistics
Figure 6 shows the accumulated increase in land area of each transition class from the starting
year of 2015 to 2030 in yearly increments for the business-as-usual scenario, compact development
scenario, and high sprawl scenario. In the business-as-usual scenario, most of the LULC change classes
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showed increases in total area and different growing rates; however, the Crop-Grass to Trees class
showed a decrease in area beginning in 2026. The Trees to Crop-Grass and Crop-Grass to Trees classes
showed a polynomial-like increase, resulting in increases of 26,409 ha and 21,166 ha, respectively,
in 2030. The Crop-Grass to Built-Up and Trees to Built-Up classes showed a linear increase of land
area, resulting in increases of 14,137 ha and 3946 ha, respectively, in 2030. These changes are limited
to the study area. More meaningful values might be extracted when areas are divided according to
administrative boundaries. In-depth information on the LULC changes for each municipal boundary
is given in Spreadsheet S1 in the supplementary material. For the compact development scenario,
all of the classes show a linear-like increase compared to the business-as-usual scenario. The Trees
to Crop-Grass and Crop-Grass to Trees classes shows increases of 18,274 and 16,036 ha respectively,
which is about 70% of the business-as-usual scenario changes. The Crop-Grass to Built-up and
Trees to Built-up showed 5783 and 2000 ha increases, indicating slightly less than 50% of their areas
modeled in the business-as-usual scenario. These values are similar to the modeled 2021 LULC in the
business-as-usual scenario. The high sprawl scenario shows a similar pattern to the business-as-usual
scenario but with a steeper increase and faster point of decrease in increments for the Crop-Grass to
Trees class. The Trees to Crop-Grass and Crop-Grass to Trees classes show increases of 30,021 and
20,182 ha, respectively. The former class shows a 113% increase, but the latter remains at 95% of that of
the business-as-usual scenario, showing that more Crop-Grass conversions are occurring. Crop-Grass
to Built-up and Trees to Built-up classes also show an increase compared to business-as-usual scenario
(26,446 and 7836 ha respectively, approximate double the area of business-as-usual scenario).
 
(a)
 
(b)
Figure 6. Cont.
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Figure 6. Trends of LULC class and net area of increase at each stage of the modeling. The base year is
2015. C2B, Crop-Grass to Built-up; T2B, Trees to Built-up; T2C, Trees to Crop-Grass; C2T, Crop-Grass to
Trees. (a) Business-as-usual scenario; (b) compact development scenario; (c) high sprawl scenario.
4.3. 2007–2010 Model Validation
Firstly, FoM was carried out by computing hits, misses, and false alarms between the modeled and
reference LULC maps of the year 2015. The total number of pixels with hits, misses, and false alarms
was 517,671, 642,064, and 964,127 respectively, resulting in a FoM of 24.37%. Secondly, Kappa statistics
were computed using the modeled and reference LULC maps. The calculated Kappa statistics were:
Kstandard = 0.5825; Kno = 0.6620; and Klocation = 0.6217. A Kappa value of 1 indicates total agreement
and 0 indicates totally by chance. This can be interpreted as for example using the Kstandard value that
the modeled 2015 map is 58% better than a chance agreement.
5. Discussion
5.1. Inﬂuences of Driver Variables Overview
Generally, the topographical drivers such as DEM and SLOPE inﬂuenced the LULC transitions
for all classes. As expected, areas of higher elevations and areas with steep slopes tended to experience
higher rates of transition to trees, while lower and ﬂatter areas were more likely to convert from
tree-covered areas to built-up or agricultural lands. Context drivers showed a strong inﬂuence for
all LULC change classes other than the Crop-Grass to Built-up class, with the Dist_Canal variable
being the top candidate for the other three transition classes. These transitions were thus affected
by water availability. Road infrastructure has shown also importance (and also road type), which
is logical because they are highly related to people’s mobility. The nightlight and population data
showed a straightforward result of inﬂuencing changes to Built-up land. For example, Crop-Grass to
Built-up transitions occurred more frequently in areas with higher populations, while Trees to Built-up
transitions occurred more frequently in lower populated areas. Biophysical drivers (climatic variables)
did not show as much inﬂuence as expected, although some relations were shown for variables such
as BIO15 (precipitation seasonality). Our primary expectation was that LULC changes to Crop-Grass
might have some relationship with climate, but this was not the case in our study (the slope and
population of the nearby area were much more signiﬁcant drivers).
5.2. Scenarios of the Future
Comparing the three different scenarios of future changes that we modeled in this study, although
the locations of the transitions did not change signiﬁcantly (because all three scenarios were based on
the same transition model), the quantity and rate of LULC changes differed. If we look at the compact
development scenario, where the transition rate is half of business-as-usual scenario, the conversion
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to Built-up in 2030 does not catch up even to that of 2022 in the business-as-usual scenario. On the
other hand, if we double the rate, the development of built-up area would be mostly completed at
2023 compared to 2030 for the business-as-usual scenario. Studies on the potential impacts of these
development scenarios on the local environment are still under progress, although we have concerns
related to crop production, biodiversity loss (including losses of patches and corridors for wildlife),
changes in local climate due to increasing heat ﬂuxes, ﬂood vulnerability, and river and lake water
quality. A work by Wijesekara et al. [71] shows good practice of how modeling results can be used as
decision/planning tools.
To achieve higher accuracy for the modeling results, two possible factors can be investigated;
improving the accuracy of the LULC change map of the region and/or incorporating the zoning
policies and development plans of the local governments into the modeling process. The development
plans can help determine better scenarios and model areas with higher chances for transitions and
the manner of development. A limitation of future modeling, especially using Markov Chains that
possess stationary distribution, is that the development rate is considered from past evidence of the
changes. If this rate remains constant, the trend is closer to actual trend of future change. However,
past information does not always explain future modeling, meaning this can vary depending on
decisions by the government or local authorities.
5.3. Other Relating Works
In this section, we compare the results of our study with those of other similar studies. First of all,
how does our LULC change modeling accuracy compare to that of other similar studies? As stated in
the results section, the FoM was calculated in our study as 24.37%. If we look at other similar studies
for comparison, the FoM values range from 1% to 59% depending on the spatial resolution, spatial
extent, and number of LULC classes mapped [40]. To compare with our study, the Twin Cities or
Detroit case [40] would be the most appropriate, as these studies used maps with a similar spatial
resolution, number of pixels, and number of LULC classes to our study. These two studies had FoM
values of 11% and 15% respectively; slightly lower than our FoM, even though we included one
additional LULC class. The studies with much higher FoM values typically had access to site-speciﬁc
driver variable information (local land allocation plans) and/or aggregated modeling results to coarser
spatial resolutions (i.e., larger pixel sizes) to reduce the number of locational errors [40]. Although
the LULC models implemented differ among studies and have different reference characteristics, this
kind of comparison can give a general idea of the modeling accuracy of our study.
Comparing our study to others that used the same MLP Markov Chain modeling method that
we used [32,34–38,72], we can ﬁnd a few important aspects for discussion. One is that many previous
studies did not provide reasoning for why certain driver variables were considered or discuss why
certain factors were heavily inﬂuencing different types of LULC conversions. Although the number
and types of driver variables investigated differ among studies, the level of importance of each variable
and the reasons why the variable is affecting LULC changes also likely varies due to different social
demands and issues in each study area. By understanding the factors driving LULC conversions, local
governments can have a better idea of the issues that region that is facing. We addressed this in our
study by ﬁrst hypothesizing why each variable may be relevant and then by measuring the inﬂuence of
each variable and discussing why certain variables were relevant for different types of LULC transitions.
A second point that we would like to discuss is related to model behavior. Olmedo et al. [36] showed
an important aspect of changes, which could not be simulated due to the acceleration of changes
that occurred in the reference year, which did not show during the calibration time period. The MLP
method is a stationary model, so it is determined that it will keep the same transition rate. This means,
if the development scenario changes in the future, it could either increase or decrease its changing
rates, resulting in an inaccurate projection. This issue is one reason why we simulated three scenarios
of the future LULC in our study area. However, most other works only simulate one future scenario.
Due to this model behavior issue and also to provide useful options to government agencies in the
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area, we recommend considering at least a few different scenarios in addition to the business-as-usual
scenario. A third point we would like to emphasize is that there should be some general consensus
for presenting model validation results. For instance, one issue with Kappa and other traditional
LULC accuracy metrics is that they typically give high accuracy values in study areas with few LULC
changes and much lower accuracy values in areas with many LULC changes [37,38]. On the other
hand, because the FoM is a ratio metric, it is unaffected by the quantity of LULC changes, so it is
a good practice to also report FoM in LULC change modeling studies (as we have done in this study).
5.4. Accomplished Tasks and Future Works
This work follows similar processes to other MLP Markov Chain studies to model the future
landscape of Laguna de Bay. Using Landsat and SAR images, a spatial resolution of 25 m was
achieved, showing ﬁner information compared to using Landsat data alone. Developing LULC maps
in tropical regions such as the Philippines, Indonesia, or other Southeast Asian countries is a difﬁcult
task due to frequent cloud cover (which obstructs the view of the land surface for optical satellite
images). Therefore utilizing SAR data was an advantage in developing the historical LULC change
data. We have worked on ﬁnding the characteristics of the changing pattern and compared these
with other related studies. The 27 variables we considered was an enormous amount, around double
the number of variables from the study that showed the highest number (14 drivers [72]). We have
found explainable relations with the drivers used, and the study gave a clear idea of how LULC is
likely developing in this area. Although we did use a large number of driver variables, we could not
take into account the local zoning policies of the cities and towns in the study area (due to a lack of
data availability), which also have a signiﬁcant effect on LULC change. It is a very time-consuming
and challenging task to visit all of the municipalities in the area to collect (and possibly digitize) their
zoning and development plans, but this would probably further enhance the modeling results.
We found that urban sprawl, which was the focus of this study, is expected to continue occurring
throughout the future timeframe that we considered (2016–2030). Looking at the surrounding area as a
continuous landscape, we were concerned especially with how the existing agricultural and forested
lands could be maintained in the future. We plan to continue the work to present a scientiﬁc standard
for how these lands should be preserved according to various social-environmental impacts, which
could be caused by the future LULC changes.
6. Conclusions
The objectives of this study were to model and map the future LULC of the Laguna de Bay area
of the Philippines, which has a signiﬁcant impact on the lake’s water quantity and water quality.
The study area is signiﬁcant mainly because of the importance of the lake to the population of Metro
Manila and the surrounding cities and towns. The future LULC was modeled and mapped by using
Markov Chain analysis, and the transition probabilities were calculated by using historical LULC
change data and freely available data related to the drivers of the LULC changes such as demographic,
economic, topographic, infrastructure, and climate variables. Three questions are addressed in this
work: (1) Where are different LULC changes taking place?; (2) What are the variables that best explain
the changes (e.g., what are the drivers)?; and (3) What is the rate at which these changes are likely
to take place? The major LULC changes in the area included an increase in Built-Up areas at the
west side of the Laguna de Bay, south of Metro Manila, and changes of many areas between the
Crop-Grass and Trees classes, owing to logging, cropland abandonment, reforestation, and other
factors. In total, approximately 7800 to 44,000 ha of land within the study area are modeled to be
converted to the Built-Up class by 2030, depending on the development scenario. We tested three
scenarios: ‘business-as-usual’, ‘compact development’, and ‘high urban sprawl’. The study has shown
the extent of the changed areas in addition to the patterns and the locations of these future changes
and identiﬁed the variables considered to be signiﬁcant drivers of these changes (which varied for
different types of LULC transitions). This information can be used by decision makers in deciding the
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necessary actions for preventing issues that might arise if such developments occur. The increase in
Built-Up areas can affect local environmental factors such as temperature, local climatic conditions,
and ecological effects [73,74]. These issues could also directly affect biodiversity and health by leading
to an increase in the number of mosquitos carrying malaria and dengue fever [75,76]. Flooding is likely
to become more frequent owing to the increase in urban areas; therefore, more strategic measures need
to be developed to mitigate the impacts. The method implemented in this study can be used as a tool
for making more informed decisions. Future work will assess the environmental impacts from future
changes in the urban environments according to the various scenarios of development.
Supplementary Materials: The following are available online at www.mdpi.com/2073-445X/6/2/26/s1.
Figure S1: Interpretation of all driver variables included in the model. (a) BIO3; (b) BIO6; (c) BIO7; (d) BIO12; (e)
BIO15; (f) BIO19; (g) DEM; (h) SLOPE; (i) Dist_Built; (j); Dist_Crop; (k) Dist_Tree; (l) Dist_Water; (m) Road_Dist1;
(n) Road_Dist2; (o) Road_Dist3; (p) Road_Dist4; (q) Dist_River; (r) Dist_Canal; (s) Dist_Stream; (t) Dist_Golf; (u)
Dist_Protect; (v) Pop_2007; (w) Pop_2015; (x) Pop_Ch; (y) NL_2007; (z) NL_2015; (A) NL_Ch; Spreadsheet S1:
Each LULC class total area (hectare) within each municipal boundaries for the ‘business-as-usual’, ‘compact
development’, and ‘high urban sprawl’ scenarios; Video S1: LULC dynamics for Laguna de Bay region 2016–2030.
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Abstract: Urban expansion and its ecological footprint increases globally at an unprecedented scale
and consequently, the importance of urban greenery assessment grows. The diversity and quality
of urban green spaces (UGS) and human well-being are tightly linked, and UGS provide a wide
range of ecosystem services (e.g., urban heat mitigation, stormwater inﬁltration, food security,
physical recreation). Analyses and inter-city comparison of UGS patterns and their functions requires
not only detailed information on their relative quantity but also a closer examination of UGS in
terms of quality and land use, which can be derived from the land cover composition and spatial
structure. In this study, we present an approach to UGS extraction from newly available Sentinel-2A
satellite imagery, provided in the frame of the European Copernicus program. We investigate
and map the spatial distribution of UGS in three cities in Slovakia: Bratislava, Žilina and Trnava.
Supervised maximum likelihood classiﬁcation was used to identify UGS polygons. Based on their
function and physiognomy, each UGS polygon was assigned to one of the ﬁfteen classes, and each
class was further described by the proportion of tree canopy and its ecosystem services. Our results
document that the substantial part of UGS is covered by the class Urban greenery in family housing areas
(mainly including privately-owned gardens) with the class abundance between 17.7% and 42.2% of
the total UGS area. The presented case studies showed the possibilities of semi-automatic extraction
of UGS classes from Sentinel-2A data that may improve the transfer of scientiﬁc knowledge to local
urban environmental monitoring and management.
Keywords: urban green spaces; Sentinel-2A; ecosystem services; Slovakia
1. Introduction
Urban expansion is occurring at an unprecedented rate. By 2020, approximately 80% of Europeans
will be living in urban areas, while in seven countries, the proportion is expected to be 90% or more [1].
Although urban areas remain a relatively small fraction of the terrestrial surface (in 2012, artiﬁcial
surfaces covered 4.4% of land in Europe [2]), the urban ecological footprint widely extends beyond
city boundaries, and urban expansion is impacting heavily on ecological processes [3]. Ecologists have
studied the relationship between urban biodiversity and socioeconomic patterns in cities since the
1970s [4]. For example, a study of vegetation in neighbourhoods in Chicago, Illinois, USA, related
patterns of tree species richness to census tract block data for the neighbourhoods [5]. Research on
street and yard trees [6] aimed to identify census and other socioeconomic predictors of species richness.
Two urban maps of the city of Osnabrück, Germany [7], represented the socio-economic distribution
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of the human population and the distribution of plant communities. The comparison reveals that both
distributions are closely linked. These studies attempted to relate patterns of biodiversity to speciﬁc
types of neighbourhoods, thus building on ideas that were linked to theories about differentiation and
spatial patterns in cities [4].
The diversity and quality of urban green spaces (UGS) such as parks, forests, green roofs, or
community gardens are tightly linked to human well-being as UGS provide a number of ecosystem
services for people. In recent years, many studies advanced our understanding of UGS in their
biophysical, economic and socio-cultural dimensions. The crucial ecosystem service of urban vegetation
is its regulatory effect on the urban microclimate [8]; other relevant beneﬁts are stormwater inﬁltration,
food security, physical recreation, and psychological well-being of residents [9–11]. It is also known
that the percentage of green space in people’s living environment has a positive association with the
perceived general health of residents [12].
By deﬁnition, ecosystem services have societal relevance: they provide beneﬁts that humans
want or need. The Economics of Ecosystem Services and Biodiversity—TEEB Manual for Cities [13]
grouped ecosystem services in four major categories: provisioning, regulating, habitat and cultural
and amenity services. In the process of spatial planning, all these desired outcomes must be identiﬁed
and compared to the current potential of the UGS. Analyses and inter-city comparison of UGS patterns
and their functions require not only detailed information on their relative quantity but also a closer
examination of UGS in terms of quality and land use, which can be derived from the land cover
composition and spatial structure.
The spatial structure of impervious-vegetated mix is heterogeneous at much ﬁner scale in urban
landscape than elsewhere. As a result, for a long time, conventional methods of mapping urban
vegetation have relied on a visual interpretation of aerial images and ﬁeldwork. More recently,
developed very high resolution (VHR) satellite remote sensing systems (IKONOS, QuickBird, GeoEye,
RapidEye, WorldView, Pleiades) are capable of providing imagery with similar detail to aerial
photography, and they offer opportunities to overcome the lack of reliable and reproducible information
on urban vegetation across large areas [14–16]. However, the disadvantage of VHR satellites is their
narrow swath and therefore limited coverage of the Earth’s surface. Besides, the VHR satellites are
commercially oriented services, and the data cost is relatively high.
One of the most recent sources of information on land cover, including UGS, is Sentinel-2A (S2A),
a high-resolution optical Earth observation mission. Although it has coarser spatial resolution than the
VHR satellites, it offers higher spectral resolution and is provided free of charge. Sentinel missions
are part of the Copernicus program (previously called GMES), a joint initiative of the European
Commission and European Space Agency to establish a European capacity for the provisioning and
use of information for environmental monitoring and security applications.
The objectives of this study are to:
1. Apply a methodical procedure of UGS extraction from S2A satellite imagery to selected study areas.
2. Analyse the UGS composition in the context of ecosystem services and identify UGS major
components typical for cities in Slovakia.
3. Present the results of UGS comparative analysis in three regional cities in Slovakia: Bratislava,
Trnava and Žilina.
2. Materials and Methods
2.1. Data
The S2A multispectral imager covers 13 spectral bands with a swath width of 290 km and spatial
resolutions of 10 m (three visible and a near-infrared band), 20 m (6 red-edge/shortwave infrared
bands) and 60 m (3 atmospheric correction bands). The mission is intended to monitor variability in
land surface conditions, and its wide swath width and high revisit time (10 days with one satellite
and ﬁve days in full constellation with twin satellite Sentinel-2B) will support monitoring of changes
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to vegetation within the growing season. It also provides data and applications for operational land
monitoring, emergency response, and security services. The coverage limits are from between latitudes
56◦ south and 84◦ north.
The 100% cloud-free S2A scenes acquired in August 2015 (study area Bratislava) and in September
2016 (study areas Trnava and Žilina) were downloaded from Copernicus Sentinels Scientiﬁc Data Hub
(https://scihub.copernicus.eu/dhus/). We used orthorectiﬁed and radiometrically corrected images
(processing level 1C). Since the study areas represent only a small fraction of the respective scene’s
footprint, we have assumed constant atmospheric conditions and no atmospheric corrections were
applied. Each scene contains 13 spectral bands with native spatial resolutions of 10 m (blue, green, red,
and near-infrared bands), 20 m (red edge bands), or 60 m (short wave infrared bands); all bands were
resampled to 10 m resolution for further processing.
2.2. Methodology
Since the proposed classiﬁcation scheme of UGS is largely land use oriented, it is not viable
to obtain the information by automatic methods. Therefore, aerial or very high resolution (VHR)
satellite images are needed to perform on-screen interpretation and classiﬁcation of individual UGS
polygons extracted from the S2A data. Finer than 10 m spatial resolution imagery is useful also in the
process of selecting the training samples for supervised automatic classiﬁcation of the S2A imagery
(Figure 1) [17].
 
Figure 1. Scheme of the proposed methodology [17].
Given the spectral resolution and bandwidth of S2A data, we assumed that automatic classiﬁcation
methods have the potential to discriminate between a small number of spectrally different LC types
with reasonable accuracy. We suggested a simple impervious-water-vegetation classiﬁcation scheme;
the vegetation was further divided into tree cover and non-woody classes. We preferred a supervised
approach for higher accuracy. For each of the target land cover classes, a manually pre-classiﬁed
training sample with a sufﬁcient number of sample plots located evenly in the study area was created.
The resulting set of total 435 sample plots (88 in Bratislava, 195 in Trnava and 152 in Žilina) was fed
into the commonly used maximum likelihood classiﬁer that was ﬁnally employed to perform per-pixel
classiﬁcation of the images. The S2A data were processed and classiﬁed using ESA SNAP 3.0 and
ESRI ArcGIS Desktop 10 software, respectively. An example of true colour (red-green-blue) (RGB)
composite is displayed in Figure 2a. Results of the initial classiﬁcation are presented in Figure 2b.
Using the tools for post-classiﬁcation accuracy assessment in ArcGIS Desktop 10.4 we created 239
randomly sampled points. Reference values interpreted based on VHR satellite images and aerial
images available in ArcGIS online Base map were compared with the classiﬁcation results at the same
locations. A summary of the accuracy assessment is presented in Table 1 in the form of a confusion
matrix (per study area). The diagonal values for each city represent the correctly classiﬁed pixels.
The ratio of their sum to the total number of tested pixels gives the total accuracy of the classiﬁcation.
User’s accuracy (U Accuracy—rows of the table) shows pixels incorrectly classiﬁed as a given class.
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Producer’s accuracy (P Accuracy—columns of the table) shows pixels of a known class classiﬁed as
something else. The Kappa coefﬁcient (a real number from an interval [0,1]) is an overall assessment of
the accuracy of the classiﬁcation.
To extract the ﬁnal UGS polygons from the classiﬁed images, these were reclassiﬁed into a binary
form vegetation/non-vegetation. Contiguous pixels classiﬁed as vegetation were grouped (based on
queen neighbourhood—each pixel can have maximum eight neighbours) and converted to vector
polygons (Figure 2c). All polygon parts and holes smaller than 500 m2 were removed. The remaining
polygons were smoothed and generalised in order to remove pixelated borders, reduce the size, and
improve the visual appearance (see Figure 2d).
 
 
Figure 2. Six processing steps of the UGS extraction and classiﬁcation (an example from study
area Bratislava). (a) A true colour composite produced from S2A data; (b) result of the maximum
likelihood supervised automatic classiﬁcation; (c) binary map of vegetation/non-vegetation land cover;
(d) vectorised and visually enhanced polygons with the minimum mapping unit of 500 m2 applied;
(e) result of UGS visual interpretation and polygon editing; (f) tree cover share estimated using (b,e)
on a per-polygon basis [17].
From the perspective of ecosystem services and urban planning, it is important to consider how
the identiﬁed UGS are utilised by city residents, the degree of human cultivation/intervention, and
location relative to the prevalent use of urban land (residential, public, industrial). Considering these
requirements, we recognised 15 classes presented and deﬁned in Table 2. UGS polygons extracted
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in the previous step were overlaid on top of recent aerial orthophotos and visually classiﬁed at the
scale range 1:10,000–1:5000. Most of the polygons were classiﬁed as such by ﬁlling the attribute values.
In some cases (especially in places with abundant vegetation), the extracted polygons were spanning
over larger areas and included multiple UGS classes. In such cases, the polygons were cut so that
each polygon contains a single UGS class (see Figure 2e). Additional information useful for decision
making is the type of vegetation. We suggest that tree vegetation provides a wider range of ecosystem
services compared to herbaceous vegetation. We have therefore estimated the share of tree cover for
each polygon (Figure 2f) and UGS class (based on the initial automatic LC classiﬁcation).
Table 1. Supervised classiﬁcation accuracy assessment.
Class Name Water Impervious Tree Cover Non-WoodyVegetation Total
U Accuracy
(%)
P Accuracy
(%)
Water 20 0 0 0 20 100.00 100.00
Bratislava 10 0 0 0 10 100.00 100.00
Trnava 0 0 0 0 0 - -
Žilina 10 0 0 0 10 100.00 100.00
Impervious 0 107 1 5 113 94.69 94.69
Bratislava 0 51 0 1 52 98.08 96.23
Trnava 0 33 1 2 36 91.67 94.29
Žilina 0 23 0 2 25 92.00 92.00
Tree cover 0 2 39 4 45 86.67 84.78
Bratislava 0 2 19 4 25 76.00 95.00
Trnava 0 0 10 0 10 100.00 83.33
Žilina 0 0 10 0 10 100.00 71.43
Non-woody vegetation 0 4 6 51 61 83.61 85.00
Bratislava 0 0 1 20 21 95.24 80.00
Trnava 0 2 1 14 17 82.35 87.50
Žilina 0 2 4 17 23 73.91 89.47
Total 20 113 46 60 239
Bratislava 10 53 20 25 108
Trnava 0 35 12 16 63
Žilina 10 25 14 19 68
Overall classiﬁcation Accuracy (%): 90.79
Overall Kappa coefﬁcient: 0.862
Urban ecosystem services have been classiﬁed in a variety of ways; most commonly, they are
divided into four categories: provisioning services, regulating services, habitat or supporting services,
and cultural services [13].
1. Provisioning services are ecosystem services that describe the material or energy outputs from
ecosystems. They include providing raw materials, fresh water, food and medicinal resources.
2. Regulating services are the services that ecosystems provide by acting as regulators of local climate
and air quality, carbon sequestration and storage, moderation of extreme events, wastewater
treatment, erosion prevention and maintenance of soil fertility, pollination and biological control.
3. Cultural services include the nonmaterial, socio-ecological beneﬁts (including psychological and
cognitive beneﬁts) people obtain from contact with the environment. They include recreation,
physical and mental health (for example walking or playing sports in green areas), tourism,
aesthetic appreciation and inspiration for culture, art and design, spiritual experience and sense
of place (different sacred places or places with a religious meaning).
4. Habitat and supporting services underpin almost all other services by providing living spaces for
organisms. They provide habitats for species and contribute to the maintenance of genetic diversity.
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Table 2. UGS classiﬁcation and deﬁnition of UGS classes.
No. UGS Class Description Example Ecosystem Services
1. Urban forest/Uncultivated park
Areas characterised by more than 50%
woody vegetation with no signs of
cultivation and without paved
roads/paths  
Habitat
2. Cultivated park
Areas characterised by more than 50%
woody vegetation with paved paths
and scattered lawns
 
Cultural
3. Cemetery Areas of cemeteries withdominant vegetation
 
Cultural
4. Urban public garden
Areas characterised by the regular
shape of lawns, ﬂowerbeds, shrubs,
paths and scattered trees
 
Cultural
5. Stream bank/lakeshore vegetation
Green areas adjacent to ponds, lakes,
rivers, or canals
 
Habitat/Regulating
6. Urban greenery inapartment housing areas
Public greenery in residential zones
between multi-ﬂat houses and/or
small commercial buildings
 
Regulating/Cultural
7. Urban greenery in familyhousing areas
Greenery in residential zones between
family houses, mostly comprising
private horticultural gardens
 
Provisioning/Cultural
8. Urban greenery inpublic facilities
Greenery in compact areas with
particular public services, like
hospitals, universities, school
campus, ZOO etc. Sports facilities
are not included in this class  
Cultural
9. Greenery insports facilities
Green areas used for sports and
leisure mainly covered by grass,
such as football ﬁeld, golf course,
playground, and horse race circuit
 
Cultural
10. Allotments
Area with small parcels of annual
crops, pastures, fallow land and/or
permanent crops, with scattered
garden cabins  
Provisioning/Cultural
11. Cropland/pastures
Agricultural areas with signs of
cultivation (e.g., tracks from
ploughing or tractor use). This class
contains both cropped areas and areas
with grass in rotation, as well as
orchards and vineyards
 
Provisioning
12. Railway androadside greenery
Verge with grass or other
vegetation accompanying a railway,
road or motorway
 
Regulating
13. Green areas inindustrial units
Areas covered by vegetation in
factories with industrial production,
storage facilities, logistic centres, etc.
 
Regulating
14. Airport greenery Grass areas of airports associatedwith runways
 
Regulating
15. Ruderal vegetation
Areas with grass, herbaceous, shrub
and/or scattered woody vegetation
with no signs of recent cultivation.
Usually heterogeneous in texture and
colour. Fallow land and brownﬁelds
can also be part of this class
 
Regulating
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Patterns of urban areas have signiﬁcant implications for biodiversity and ecosystem functions.
In this context, each UGS class was categorised according to their expected ecosystem services (Table 2).
Urban forests or uncultivated parks (class 1) as well as stream banks and lake shores (class 5) have
become a refuge for many species, especially birds and amphibians. Cultivated parks, cemeteries and
urban gardens (classes 2, 3 and 4) play an important role as providers of aesthetic and psychological
beneﬁts that enrich human life, reducing stress and increasing physical and mental health [18,19].
They are considered to be habitats in a city that truly demonstrate human expression and creativity [4].
Some of them (e.g., botanical gardens) are used also for environmental education purposes. Greenery in
sports facilities, such as football pitches or aqua parks (class 9), increases the recreational potential
of a city. However, the recreational opportunities of urban ecosystems also vary with social criteria,
including accessibility, penetrability, safety, privacy and comfort [20].
Ecological infrastructure in cities regulates local temperatures and buffers the effects of urban heat
islands [21]. Water from plants absorbs heat as it evaporates, thus cooling the air in the process [22].
Trees can also regulate local surface and air temperatures by reﬂecting solar radiation and shading
surfaces, such as streets and sidewalks that would otherwise absorb heat. Decreasing the heat loading
of the city is among the most important regulating ecosystem services trees provide to cities [23].
These regulating services are dominant in the classes Urban greenery in apartment housing areas and
Urban greenery in public facilities (classes 6 and 8). Positive effects of vegetation on human health
(cultural ecosystem services) are also important. For example, a view through a window looking out
at green spaces could accelerate recovery from surgeries [24] and proximity of an individual’s home
to green spaces was correlated with fewer stress-related health problems and a higher general health
perception [25]. Increasing the impervious surface area in cities leads to increased volumes of surface
water runoff, and thus increases the vulnerability to water ﬂooding. Green areas reduce the pressure
on urban drainage systems by percolating water.
Urban greenery in family housing areas (class 7) prevailingly consists of greenery in residential
zones between family houses, mostly comprising private horticultural gardens that offer multiple
opportunities for family leisure activities. Traditionally, private gardens were important for the
provisioning of food (usually some sorts of fruits and vegetables) for the city residents. However, in
the recent two decades, a signiﬁcant part of garden fruit trees was replaced by decorative conifers and
only a small fraction of food consumed by families is home produced. Similar ecosystem services are
provided by the class Allotments (10) represented by community gardens usually owned by people
living in multi-ﬂat houses. Despite our effort to exclude agricultural land from the study areas, some
cultivated ﬁelds cannot be omitted as they are situated within the city area itself (see Chapter 2.3 Study
area). They belong to the class 11 Cropland/pastures with provisioning ecosystem services. Air pollution
from transportation and industry is one of the major problems for environmental quality and human
health in the urban environment. Vegetation in industrial zones, railway, roadside and airport greenery
(classes 12, 13 and 14) with dominant regulating ecosystem service improves air quality by removing
pollutants from the atmosphere [26]. Vegetation in these localities is also an important factor for noise
reduction. Ruderal vegetation (class 15) is typical for unused or abandoned localities. They are often
covered by herbs and shrubs that also contribute to the reduction of soil sealing negative effects.
2.3. Study Areas
We have selected cities Bratislava, Trnava and Žilina, three of eight regional capitals of Slovakia’s
NUTS 3 administrative regions, as the study area (Figure 3).
The cities Bratislava and Žilina are located in large river valleys, and the diversiﬁed terrain is
an important local climate factor; the city of Trnava is located in a ﬂat area. The built-up area of the
cities has increased signiﬁcantly in recent twenty years due to the construction of new automobile
plants (Volkswagen in Bratislava, Peugeot-Citroen in Trnava and Kia Motors in Žilina) and large
shopping centres in suburban areas. As the rapid increase of impervious surfaces may worsen urban
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heat island effects, well-thought UGS management should play an important role in sustainable
development of these cities.
Figure 3. Location of the study areas Bratislava, Trnava and Žilina (Digital Elevation Model Over
Europe—EU DEM—Source: http://land.copernicus.eu/pan-european).
The Bratislava study area is situated in the south-west part of Slovakia bordering Austria in
the west and Hungary in the south. Bratislava is the capital of Slovakia, the country’s largest city
and it is the political, cultural and economic centre. Due to this fact and a good quality transport
infrastructure, it is a territory with high potential for territorial development. The limiting factor
for a further expansion of the city is the Little Carpathian mountain range located north of the city
centre. Bratislava lies on the both banks of the Danube River, which crosses the city from the west to
the south-east. The population of Bratislava at the end of 2015 was 422,453 inhabitants (7.78% of the
population in Slovakia).
Trnava is a city in western Slovakia, 47 km north-east of Bratislava. It is located in the Danubian
Lowland on the Trnávka River in the central part of Trnava Plain. Due to the character of relief, the
close position to the capital city of Bratislava and good transport infrastructure, it has a great potential
for territorial development. However, the presence of top quality soils in the hinterland of the city is
actually a limiting factor for its further expansion. The population of Trnava at the end of 2015 was
65,596 inhabitants.
Žilina is a city in north-western Slovakia, around 200 km from the capital Bratislava, close to
both the Czech and Polish borders. It is the fourth largest city of Slovakia with a population of 81,114,
an important industrial centre and the largest city on the Váh River. The city is surrounded by the
mountain ranges Malá Fatra, Súl’ovské vrchy, Javorníky and Kysucká vrchovina.
Deﬁnition of urban areas and their boundaries vary between countries and regions. Therefore, as
the ﬁrst step of any urban comparative analysis, a common deﬁnition of “urban” should be speciﬁed.
Although the administrative deﬁnition of cities has the beneﬁt of wide data availability, such
boundaries often include large portions of rural landscape, mostly with agricultural and (semi-)
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natural land cover, which cannot be considered as urban greenery. The focus of this study is on the
services and beneﬁts provided by urban ecosystems. Therefore, we suggest that for UGS comparison,
a city should be deﬁned rather by its continuously built-up area, where the concentration of people is
the highest both during the daytime and night-time, and the density of buildings and other impervious
surfaces is so high, that it can alter the microclimate signiﬁcantly [27]. In the European context, the
contiguously built-up area can be delineated based on open data from the Urban Atlas database
that has harmonised deﬁnition, suitable spatial detail and is updated and validated regularly [28].
Particularly, we extracted all the artiﬁcial surfaces from Urban Atlas 2012 (code 1xxxx), excluding
road and rail network (which is represented by a single extensive and complex polygon that spans the
whole urban region including the commuting hinterland). Consequently, the polygons were buffered
by 50 m and merged (to connect built-up blocks and join gaps in urban fabric up to 100 m wide).
Holes in the resulting polygon were ﬁlled, and the result was buffered back by 50 m. This method
produced an accurate picture of the selected cities (Figure 4), where only minor manual editing was
needed. Additionally, this deﬁnition can be applied to any EU city and can be updated on a six-year
basis to account for city expansion.
 
Figure 4. True colour composites (bands 4, 3, and 2 of cloud-free S2A images) of Bratislava (a), Trnava (b)
and Žilina (c) study areas.
3. Results
The city of Bratislava is a densely populated capital city situated on both banks of a large river.
According to the results of initial land cover classiﬁcation, impervious surfaces covered 51.6% of the
territory, urban vegetation covered 46.5% (out of which trees covered around 54%), and water covered
1.9%. Currently, the UGS area per capita is 121 m2.
The largest part was covered by the class Urban greenery in family housing areas (7) with an area of
more than 1000 ha, in total over 20% of the urban greenery (Table 3). UGS deﬁned as Urban greenery
in apartment housing areas (class 6) covered the second largest area of almost 680 ha, i.e., 13.2% of
UGS. However, this class was represented by the highest number of patches (823 out of total number
2909 UGS polygons). On the other hand, the class Urban public garden (4) covered the smallest part
of green areas within the city. Table 4 provides insight into the tree cover percentage for each class.
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The highest proportions of woody vegetation were detected in class Urban forest/Uncultivated park (1)
and Cemeteries (3). The lowest share of woody vegetation was found in class 14—Airport greenery (0.5%).
Table 3. UGS classiﬁcation in Bratislava, Trnava and Žilina.
UGS Class
Polygon Count Class Area (Ha) Class Abundance (%)
Bratislava Trnava Žilina Bratislava Trnava Žilina Bratislava Trnava Žilina
1 36 6 13 469.55 29.71 67.06 9.2 4.0 6.1
2 39 19 3 74.63 43.94 9.82 1.5 6.0 0.9
3 10 7 12 58.57 6.51 11.97 1.1 0.9 1.1
4 7 3 2 12.43 2.54 1.22 0.2 0.3 0.1
5 64 5 29 149.54 8.29 59.87 2.9 1.1 5.4
6 823 151 112 679.34 73.96 139.27 13.2 10.0 12.6
7 589 215 120 1035.07 130.67 466.27 20.2 17.7 42.2
8 292 99 90 358.40 48.40 78.54 7.0 6.6 7.1
9 67 16 11 136.92 30.65 15.61 2.7 4.2 1.4
10 53 5 15 434.44 6.78 71.19 8.5 0.9 6.4
11 58 30 5 446.98 64.25 11.49 8.7 8.7 1.0
12 305 64 63 285.94 45.57 86.99 5.6 6.2 7.9
13 442 129 97 454.23 164.48 35.15 8.9 22.3 3.2
14 27 0 0 287.82 0.00 0.00 5.6 0.0 0.0
15 97 47 41 243.48 82.06 51.37 4.7 11.1 4.6
Total 2909 796 613 5127.34 737.82 1105.82 100.0 100.0 100.0
Table 4. Tree cover percentage and average patch size within UGS classes.
UGS Class
Tree Cover Percentage (%) Average Patch Size (Ha)
Bratislava Trnava Žilina Bratislava Trnava Žilina
1 92.9 74.6 65.7 13.04 4.95 5.16
2 84.9 59.0 49.9 1.91 2.31 3.27
3 88.4 58.9 19.0 5.86 0.93 1.00
4 71.5 42.4 0.0 1.78 0.85 0.61
5 81.7 22.4 8.7 2.34 1.66 2.06
6 67.2 38.0 2.4 0.83 0.49 1.24
7 57.5 19.3 3.2 1.76 0.61 3.89
8 57.5 34.4 2.9 1.23 0.49 0.87
9 33.4 7.9 2.4 2.04 1.92 1.42
10 51.4 2.7 23.3 8.20 1.36 4.75
11 13.0 3.4 1.6 7.71 2.14 2.30
12 66.0 29.2 1.9 0.94 0.71 1.38
13 36.7 8.0 0.3 1.03 1.28 0.36
14 0.5 0.0 0.0 10.66 0.00 0.00
15 43.0 8.7 8.4 2.51 1.75 1.25
Total 53.2 22.1 9.0 1.76 0.93 1.80
Trnava is a compact city with the highest share of impervious surfaces—over 59%. The city
has the lowest UGS area per capita—112 m2. The tree cover percentage is markedly lower than in
Bratislava—22.1% of UGS. Green areas in industrial units (class 13) has the highest UGS class abundance
(over 22%), which is affected mainly by large land areas used during the construction of the automobile
factory in the south-east part of the city. The second largest area is covered by Urban greenery in
family housing areas (class abundance is 17.7% and it has the highest number of polygons, see Table 3).
However, private gardens in Trnava are relatively fragmented—the average patch size is only 0.61 ha
(compared to 1.76 ha in Bratislava and 3.89 ha in Žilina).
The total green space within the city of Žilina amounts to 1120 ha, representing 50.64% of the city
area. The city has the highest area of UGS per capita—136 m2. However, UGS tree cover percentage is
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the lowest—only 9%. Residential gardens (class 7) represent as much as 42% of urban greenery area
in the city. Although often ignored by ecologists as signiﬁcant habitats in urban landscapes, gardens
contribute to plant species richness and to insect and avian species diversity by providing critical
habitat for nesting, food, and cover [4]. From this point of view, relatively compact class area plays
the important role. As in Bratislava, the second largest area is covered by Urban greenery in apartment
housing area with similar class abundance 12.6% (Figure 5). These two cities have also similar UGS
average patch size—Žilina 1.80 ha and Bratislava 1.76 ha.
Woody vegetation is necessary for urban heat mitigation and improves the quality of life in
residential areas. The share of tree cover in apartment housing areas (class 6) varies considerably in
the cities—it is the highest in Bratislava (67.2%), much lower in Trnava (38%) and extremely low in
Žilina (2.4%). Similar differences in tree cover percentage were recorded in family housing areas (class
7)—Bratislava 57.5 %, Trnava 19.3% and Žilina 3.2%; as well as in the surroundings of public facilities
(class 8). The regulative function of woody vegetation is especially important along roads in the cities.
While tree cover percentage in roadside greenery (class 12) in Bratislava is 66%, in Žilina it accounts
only for 1.9% of the class area.
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Figure 5. Proportion of UGS classes (%) in Bratislava, Trnava and Žilina.
The process of urbanisation transforms the original landscapes. It fragments natural vegetation
resulting in habitat loss and isolation. Assessments of patches of remnant vegetation show that patch
conﬁguration plays a signiﬁcant role in determining plant species [4]. In general, larger remnant patches
contain more native species than smaller patches in urban landscapes. Consequently, conservation
strategies in urban landscapes favour preserving larger patches over smaller ones. More than 12%
of the green space in Bratislava corresponds to the areas with important habitat ecosystem services
with a high proportion of natural vegetation. The average patch size for Urban forest/Uncultivated park
and shore vegetation was 13.04 ha and 2.34 ha, respectively. The map of urban greenery presented in
Figure 6 provides information about the spatial distribution of the ecosystem services within the city.
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Figure 6. Ecosystem services in the city of Bratislava.
In Trnava, only limited amounts of the UGS correspond to urban forests or shore vegetation
with the important habitat ecosystem services (ca. 5%). In Figure 7, areas with regulating ecosystem
services dominate. In the city of Žilina (Figure 8), UGS with multifunctional ecosystem services cover
the largest part of the territory.
Figure 7. Ecosystem services in the city of Trnava.
As the central parts of the cities with densely built-up historical cores mostly lack UGS, the
absence of ecosystem services is signiﬁcant in the maps shown in Figures 6–8. Near the historical
centres, small fragmented areas with cultural ecosystem services prevail. Multifunctional fragments
of UGS are a typical feature of the urban landscape in residential zones adjacent to the city centre.
Similar patterns can also be found in urban quarters that used to be separate villages in the past.
Larger areas with cultural ecosystem services, such as parks, are located irregularly in different parts
of the cities. Plots with production function are usually situated farther from the city centre and they
often represent the localities of future development. UGS with regulating services are scattered along
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the roads throughout the cities; larger compact areas can be found in the periphery (industrial zones
and the airport).
Figure 8. Ecosystem services in the city of Žilina.
4. Discussion
4.1. Processing of Sentinel-2A Data
The Sentinel-2mission establishes a key European source of data for the Copernicus environmental
monitoring program. Based on visual inspection of the results and comparison with VHR imagery, the
overall quality of UGS extraction seems to be satisfactory. However, the distinction between tree and
non-woody vegetation may be subject to commission and omission errors. The distinction is rather of
continuous than binary nature since there are many tree, shrub, and other plant species of various ages
and phenological phases. The amount of tree cover can also be biased by the number, location, and
selection of training samples.
The results of post-classiﬁcation accuracy assessment (Table 1) show good overall accuracy
(over 85%). Although at the class level, as expected, there is confusion mainly between the two classes
of vegetation. This has implications for the reported share of tree cover (Table 4). While in Bratislava
there was commission error of 24%, in Trnava and Žilina, respective omission errors of 17% and 29%
were estimated for the tree cover class. A likely source of the error is the temporal difference between
the classiﬁed image and image used for ﬁnding the ground truth, as well as inaccuracies in delineation
and classiﬁcation of the training samples. Consequently, the actual cover tree cover percentage in the
study areas may differ from the reported values, but we do not expect that ranking of the study areas
would change (adjusted values of tree cover percentage: Bratislava 40%, Trnava 26% and Žilina 13%).
In addition, the morphology of the urban fabric may affect the results. In data derived from
remote sensing, the classes that are dominant in a particular area tend to be overestimated and vice
versa [29]. This effect is caused by cross-pixel spectral contamination (backscattered radiation from
adjacent pixels inﬂuences the spectral response of a given pixel). Thus, cities with more fragmented
UGS can be underestimated. With increasing fragmentation and heterogeneity of the urban landscape,
the proportion of mixed pixels increases (when 10 or 20 m pixels are considered), and the accuracy of
classiﬁcation decreases. Five-metre resolution satellite data would be perhaps more suitable for UGS
mapping. However, the wide swath, frequent revisit, spectral richness, and free availability of S2A
data makes them very worthwhile to investigate their potential for monitoring built-up areas [30].
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4.2. Assessment of Urban Ecosystem Services
Rapid urbanisation provides multiple opportunities to ensure basic human welfare and a viable
global environment. According to some prognosis, more than 60 percent of the area projected to be
urban in 2030 has yet to be built, and this presents opportunities to improve global sustainability,
exploring how cities can be responsible stewards of biodiversity and ecosystem services within city
boundaries [31]. With the growing awareness of the value of biodiversity and ecosystem services, cities
should ensure that their biodiversity is conserved. Based on our results, speciﬁc management schemes
and tools can be recommended for areas with various ecosystem services. For example, management
policies could include leaving certain areas unmanaged (classes 1 and 5) while some areas could be
managed lightly (class 3) and the others more intensively (classes 4 or 9). The spatially detailed and
up to date information on the status of urban vegetation enables more efﬁcient spending of limited
resources by prioritisation and targeting neighbourhoods with least sufﬁcient vegetation. Especially in
combination with other data sources, it is possible to obtain valuable insights. For instance, together
with demographic data, one can target vulnerable zones with a high proportion of elderly people
sensitive to heat waves and an insufﬁcient amount of tree coverage. Combined with noise exposure
maps, the results could help improve roadside vegetation where most needed. Urban planners can
also implement this information in planning frameworks including greenery coefﬁcients (minimal
share of vegetation per zone) or built-up indices.
Biodiversity studies in urban areas are often conducted in public spaces where access is not
limited. However, comparative analysis of the three cities indicated the relatively high importance
of the class Urban greenery in family housing areas, represented mainly by privately owned gardens.
By controlling the vegetation structure in their properties, the private owners can have a major
inﬂuence on urban biodiversity. Our results conﬁrm the outputs of Goddard et al. [32] who point
out the fact that in many countries, private gardens are a major component of urban green space and
can provide considerable biodiversity beneﬁts. They describe existing garden conservation strategies
and the importance of gardens for raising awareness about biodiversity and public understanding
of science. They also argue that citizens have a huge potential for enhancing urban environments by
coordinating public management actions. The importance of privately managed UGS was conﬁrmed
also by Andersson et al. [33], who examined the importance of management scale on diversity and
subsequently on ecosystem services in Stockholm, Sweden. They focused on three types of green
spaces in Stockholm, Sweden: parks, managed by the city; cemeteries, generally managed by the
Church of Sweden; and allotment gardens, managed by individuals. Those systems managed by
individuals—bottom up management—had the greatest diversity and abundance of pollinators and
a different suite of seed dispersers and insectivores than systems managed by the city and the Church
of Sweden—top-down management. In this context, local authorities in the study areas should support
environmental awareness and they can motivate local people to get involved in biodiversity measures.
In Slovakia, all the garden parcels are subject to real estate tax deﬁned by the municipality, so the tax
reduction for the gardens with natural full-grown trees could be one of the suitable tools.
The presented maps in Figures 6–8 reﬂect dominant ecosystem services as deﬁned in the TEEB
Manual for Cities [13]. However, many UGS are multifunctional. Because city environments may
be stressful for inhabitants, the recreational aspects of urban ecosystems are among the highest
valued ecosystem services in cities. Nevertheless, cultivated parks are not only credited for their
cultural ecosystem services and positive aesthetic and social values [34,35] but also act as hot spots
of biodiversity in urban areas [36]. Similarly, together with cultural and provisioning ecosystem
services, gardens provide habitat for many synanthropic species and support biodiversity [32].
Therefore, preservation of different types of UGS, including allotments and privately owned gardens,
could be a target goal for urban planning initiatives in Slovak cities. Our recent land cover change
analysis between the years 2002 and 2011 in Trnava based on VHR satellite data [37] documented
not only intensive urban extension but also signiﬁcant urban inﬁll (UGS replaced by built-up areas).
Presented results can serve as input data for the continuous monitoring of urban greenery in all three
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cities. Sentinel 2 imagery in the next years will allow us to monitor changes in the size and spatial
structure of UGS classes and to evaluate the rate of urban inﬁll. Although the initial classiﬁcation of
automatically extracted polygons is somewhat laborious, it is much less so for the future updates of
the maps in which only a limited part of the polygons will need to be edited.
It is well known that vegetation abundance is negatively correlated to land surface temperature.
Clustered or less fragmented UGS patterns lower surface temperature more effectively than dispersed
patterns [38]. Based on our results, the UGS in Trnava study area are more fragmented than in Bratislava
and Žilina. Another factor affecting the local microclimate is the tree cover proportion. While we have
found that it is very low in Žilina, the city is also less prone to experiencing heatwaves compared
to the other two study areas—thanks to its basin location and higher elevation, the average high
temperatures in summer are around 2 ◦C lower. Presented results of UGS assessment will serve as the
input data for the deﬁnition of the local climate zones [39], and the MUKLIMO model [40,41] will be
tested in the study areas. Further research oriented on the relationship between the spatial pattern
of urban features and land surface temperature in the study areas will bring deeper insight into the
effects of UGS on local urban microclimate.
5. Conclusions
UGS developing and planning green spaces is of great importance in urban planning because
it provides a wide range of ecosystem services, reduces the urban heat island, cleans the urban
air, dampens noise, and absorbs CO2. Land cover indices derived from remote sensing are crucial
urban indicators, which contribute to sustainable urban planning and management. The recent
availability of Sentinel-2 data is expected to bring land cover mapping and UGS monitoring to
an unprecedented level. Among the main advantages of Sentinel-2, which make the satellite suitable
for mapping and monitoring human settlements at a global level, is the combination of the wide
swath and the frequent revisiting time at relatively high spatial resolutions. The results presented in
this paper demonstrate the added-value of Sentinel-2 for mapping built-up areas in the context of
ecosystem mapping and assessment. Current knowledge of ecosystem patterns and processes linked
with landscape design enables not only planners and managers but also individual land owners to
build sustainable landscapes for humans as well as urban ﬂora and fauna. Presented comparative
analyses of Bratislava, Trnava and Žilina can serve as a reference for decision- and policymakers in
preserving urban biodiversity and improving life quality as well as the basis for other environmental
research in these cities.
Acknowledgments: This paper is one of the outputs of the following projects: “Effect of impermeable soil cover
on urban climate in the context of climate change” (Slovak Research and Development Agency—Grant Agency
No. APVV-15-0136) and Changes in Agricultural Land Use: Assessment of the Dynamics and Causes Applying
Land Cover Data and Selected Environmental Characteristics (VEGA—Grant Agency No. 2/0096/16) pursued at
the Institute of Geography of the Slovak Academy of Sciences.
Author Contributions: Monika Kopecká conceived the UGS classiﬁcation and wrote the paper; Konštantín Rosina
proposed the methodology of UGS extraction and together with Monika Kopecká, analysed the data for the
Bratislava study area; Daniel Szatmári analysed the data for Trnava and Žilina and prepared the ﬁgures.
Conﬂicts of Interest: The authors declare no conﬂict of interest.
References
1. European Environmental Agency. Urban Sprawl in Europe. The Ignored Challenge; EEA Report No. 10/2006;
Ofﬁce for Ofﬁcial Publications of the European Communities: Luxembourg, 2006; p. 56.
2. Soukup, T.; Feranec, J.; Hazeu, G.; Jaffrain, G.; Jindrova, M.; Kopecky, M.; Orlitova, E. Corine Land Cover 1990
(CLC 1990): Analysis and Assessment. In European Landscape Dynamics: Corine Land Cover Data; Feranec, J.,
Soukup, T., Hazeu, G., Jaffrain, G., Eds.; CRC Press: Boca Raton, FL, USA, 2016; pp. 69–76.
3. Grimm, N.B.; Faeth, S.H.; Golubiewski, N.E.; Redman, C.L.; Wu, J.; Bai, X.; Briggs, J.M. Global change and
the ecology of cities. Science 2008, 319, 756–760. [CrossRef] [PubMed]
115
Land 2017, 6, 25
4. Müller, N.; Ignatieva, M.; Nilon, C.H.; Werner, P.; Zipperer, W.C. Patterns and Trends in Urban Biodiversity
and Landscape Design. In Urbanization, Biodiversity and Ecosystem Services: Challenges and Opportunities:
A Global Assessment; Elmqvist, T., Fragkias, M., Goodness, J., Güneralp, B., Marcotullio, P.J., McDonald, R.I.,
Parnell, S., Schewenius, M., Sendstad, M., Seto, K.C., et al., Eds.; Springer: Dordrecht, The Netherlands;
Heidelberg, Germany; New York, NY, USA; London, UK, 2013; pp. 123–174.
5. Schmid, J.A. Urban Vegetation: A Review and Chicago Case Study; Department of Geography Research Paper
No. 161; University of Chicago: Chicago, IL, USA, 1975; p. 266.
6. Whitney, G.G.; Adams, S.D. Man as a maker of new plant communities. J. Appl. Ecol. 1980, 17, 431–448.
[CrossRef]
7. Hard, G. Vegetationsgeographie and Sozialökologie einer Stadt. Ein Vergleich zweier, Städtplane am Beispiel
von Osnabrück. Geographische Zeitschrift 1985, 73, 125–144.
8. Lehman, I.; Mathey, J.; Rößler, S.; Bräuer, A.; Goldberg, V. Urban vegetation structure types as amethodological
approach for identifying ecosystem services—Application to the analysis of micro-climatic effects. Ecol. Indic.
2014, 42, 58–72. [CrossRef]
9. Wolch, J.R.; Byrne, J.; Newell, J.P. Urban green space, public health and environmental justice: The challenge
of making cities just green enough. Landsc. Urban Plan. 2014, 125, 234–244. [CrossRef]
10. Tzoulas, K.; Korpela, K.; Venn, S.; Yli-Pelkonen, V.; Kazmiercak, A.; Niemelä, J.; James, P. Promoting ecosystem
and human health in urban areas using Green infrastructure. A literature review. Landsc. Urban Plan. 2007, 81,
167–178. [CrossRef]
11. Niemela, J. Ecology of urban green spaces: The way forward in answering major research questions.
Landsc. Urban Plan. 2014, 125, 298–303. [CrossRef]
12. Maas, J.; Verheij, R.A.; Groenewegen, P.P.; Vries, S.; Spreeuwenberg, P. Green space, urbanity, and health:
How strong is the relation? J. Epidemiol. Community Health 2006, 60, 587–592. [CrossRef] [PubMed]
13. TEEB—The Economics of Ecosystems and Biodiversity. TEEB Manual for Cities: Ecosystem Services in Urban
Management; TEEB: Geneva, Switzerland, 2011; p. 43. Available online: www.teebweb.org (accessed on
20 February 2017).
14. Cheng, C.; Li, B.; Ma, T. The application of very high resolution satellite image in urban vegetation cover
investigation: A case study of Xiamen City. J. Geogr. Sci. 2003, 13, 265–270.
15. Nichol, J.; Lee, C.M. Urban vegetation monitoring in Hong Kong using high resolution multispectral images.
Int. J. Remote Sens. 2005, 26, 903–918. [CrossRef]
16. Tigges, J.; Lakes, T.; Hostert, P. Urban vegetation classiﬁcation: Beneﬁts of multitemporal RapidEye satellite
data. Remote Sens. Environ. 2013, 136, 66–75. [CrossRef]
17. Rosina, K.; Kopecká, M. Mapping of urban green spaces using Sentinel-2A data: Methodical aspects.
In Proceedings of the 6th International conference on cartography and GIS, Albena, Bulgaria, 13–17 June 2016.
18. Ulrich, R.S. Natural versus urban sciences: Some psycho-physiological effects. Environ. Behav. 1981, 13,
523–556. [CrossRef]
19. Kaplan, R. The analysis of perception via preference: A strategy for studying how the environment is
experienced. Landsc. Urban Plan. 1983, 12, 161–176. [CrossRef]
20. Gómez-Baggethun, E.; Gren, A.; Barton, D.N.; Langemeyer, J.; McPhearson, T.; O’Farrell, P.; Andersson, E.;
Hamstead, Z.; Kremer, P. Urban Ecosystem Services. In Urbanization, Biodiversity and Ecosystem Services:
Challenges and Opportunities: A Global Assessment; Elmqvist, T., Fragkias, M., Goodness, J., Güneralp, B.,
Marcotullio, P.J., McDonald, R.I., Parnell, S., Schewenius, M., Sendstad, M., Seto, K.C., et al., Eds.; Springer:
Dordrecht, The Netherlands; Heidelberg, Germany; New York, NY, USA; London, UK, 2013; pp. 175–252.
21. Moreno-Garcia, M.C. Intensity and form of the urban heat island in Barcelona. Int. J. Climatol. 1994, 14,
705–710. [CrossRef]
22. Nowak, D.J.; Crane, D.E. Carbon storage and sequestration by urban trees in the USA. Environ. Pollut. 2002,
116, 381–389. [CrossRef]
23. Wang, Y.; Bakker, F.; de Groot, R.; Wortche, H.; Leemans, R. Effects of urban trees on local outdoor
microclimate: Synthesizing ﬁeld measurements by numerical modelling. Urban Ecosyst. 2015, 18, 1305–1331.
[CrossRef]
24. Ulrich, R.S. View through a window may inﬂuence recovery from surgery. Science 1984, 224, 420–421.
[CrossRef] [PubMed]
116
Land 2017, 6, 25
25. Van den Berg, A.E.; van Winsum-Westra, M.; de Vries, S.; van Dillen, S.M.E. Allotment gardening and health:
A comparative survey among allotment gardeners and their neighbors without an allotment. Environ. Health
2010, 9, 74. [CrossRef] [PubMed]
26. Kiss, M.; Takács, A.; Pogacsas, R.; Gulyas, A. The role of ecosystem services in climate and air quality in
urban areas: Evaluating carbon sequestration and air pollution removal by street and park trees in Szeged
(Hungary). Morav. Geogr. Rep. 2015, 23, 36–46. [CrossRef]
27. Vatseva, R.; Kopecká, M.; Otahel, J.; Rosina, K.; Kitev, A.; Genchev, S. Mapping urban green spaces based
on remote sensing data: Case studies in Bulgaria and Slovakia. In Proceedings of the 6th International
Conference on Cartography and GIS, Albena, Bulgaria, 13–17 June 2016.
28. European Commission: Mapping Guide for a European Urban Atlas. Available online: https://
cws-download.eea.europa.eu/local/ua2006/Urban_Atlas_2006_mapping_guide_v2_ﬁnal.pdf (accessed on
19 February 2017).
29. Hurbanek, P.; Atkinson, P.M.; Chockalingam, J.; Pazúr, R.; Rosina, K. Accuracy of Built-up Area Mapping
in Europe at Varying Scales and Thresholds. In Proceedings of the Accuracy 2010: Ninth International
Symposium on Spatial Accuracy Assessment in Natural Resources and Environmental Sciences, Leicester,
UK, 20–23 July 2010; pp. 385–388.
30. Pesaresi, M.; Corbane, C.; Julea, A.; Florczyk, A.J.; Syrris, V.; Soille, P. Assessment of the added-value of
Sentinel-2 for detecting built-up areas. Remote Sens. 2016, 8, 299. [CrossRef]
31. Elmqvist, T.; Fragkias, M.; Goodness, J.; Güneralp, B.; Marcotullio, P.J.; McDonald, R.I.; Parnell, S.;
Schewenius, M.; Sendstad, M.; Seto, K.C.; et al. (Eds.) Urbanization, Biodiversity and Ecosystem Services:
Challenges and Opportunities: A Global Assessment; Springer: Dordrecht, The Netherlands; Heidelberg,
Germany; New York, NY, USA; London, UK, 2013; p. 755.
32. Goddard, M.A.; Dougill, A.J.; Benton, T.G. Scaling up from gardens: Biodiversity conservation in urban
environments. Trends Ecol. Evol. 2009, 25, 90–98. [CrossRef] [PubMed]
33. Andersson, E.; Barthel, S.; Ahrné, K. Measuring social-ecological dynamics behind the generation of
ecosystem services. Ecol. Appl. 2007, 17, 1267–1278. [CrossRef] [PubMed]
34. Bolund, P.; Hunhammar, S. Ecosystem services in urban areas. Ecol. Econ. 1999, 29, 293–301. [CrossRef]
35. Chiesura, A. The role of urban parks for the sustainable city. Landsc. Urban Plan. 2004, 68, 129–138. [CrossRef]
36. Cornelis, J.; Hermy, M. Biodiversity relationships in urban and suburban parks in Flanders. Landsc. Urban Plan.
2004, 69, 385–401. [CrossRef]
37. Kopecká, M.; Rosina, K. Identiﬁkácia zmien urbanizovanej krajiny na báze satelitných dát s vel’mi vysokým
rozlíšením (VHR): Záujmové územie Trnava. Geograﬁcký cˇasopis 2014, 66, 247–267.
38. Fan, C.; Myint, S.W.; Zheng, B. Measuring the spatial arrangement of urban vegetation and its impacts on
seasonal surface temperatures. Prog. Phys. Geogr. 2015, 39, 199–219. [CrossRef]
39. Stewart, I.D.; Oke, T.R. Local Climate Zones for urban temperature studies. Bull. Am. Meteorol. Soc. 2012, 93,
1879–1900. [CrossRef]
40. Sievers, U.; Zdunkowski, W. A microscale urban climate model. Contributions to atmospheric physics/Beiträge
Zur Physik Der Atmosphäre 1986, 59, 13–40.
41. Geletic, J.; Lehnert, M.; Dobrovolný, M. Modelled spatio-temporal variability of air temperature in an urban
climate and its validation: A case study of Brno, Czech Republic. Hung. Geogr. Bull. 2016, 65, 169–180.
[CrossRef]
© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
117
land
Article
Factors Inﬂuencing Perceptions and Use of Urban
Nature: Surveys of Park Visitors in Delhi
Somajita Paul 1,2,* and Harini Nagendra 3
1 Ashoka Trust for Research in Ecology and the Environment (ATREE), Royal Enclave, Jakkur Post,
Srirampura, Bangalore 560064, India
2 Manipal Academy of Higher Education, Manipal 576104, India
3 School of Development, Azim Premji University, PES Institute of Technology Campus, Pixel Park, B Block,
Electronics City, Hosur Road, Bangalore 560100, India; harini.nagendra@apu.edu.in
* Correspondence: somajitapaul@gmail.com; Tel.: +91-9312138242
Academic Editors: Andrew Millington and Monika Kopecka
Received: 5 February 2017; Accepted: 12 April 2017; Published: 18 April 2017
Abstract: Urban green spaces provide important recreational, social and psychological beneﬁts
to stressed city residents. This paper aims to understand the importance of parks for visitors. We
focus on Delhi, the world’s second most populous city, drawing on 123 interviews with park visitors
in four prominent city parks. Almost all respondents expressed the need for more green spaces.
Visitors valued parks primarily for environmental and psychological/health beneﬁts. They had
limited awareness of biodiversity, with one out of three visitors unable to identify tree species and one
out of four visitors unable to identify animal species frequenting the park. Most of the daily visitors
lived within 0.5 km of these parks, but a small fraction of visitors traveled over 10 km to visit these
major parks, despite having smaller neighbourhood parks in their vicinity. This study demonstrates
the importance of large, well-maintained, publicly accessible parks in a crowded city. The results can
help to better plan and design urban green spaces, responding to the needs and preferences of urban
communities. This research contributes to the severely limited information on people’s perceptions
of and requirements from urban nature in cities of the Global South.
Keywords: urban parks; public perception; recreation; visitors; environmental beneﬁts
1. Introduction
With the increasing number of people living in urban areas, there are large-scale impacts on the
sustainability of urban systems, impacting their biophysical and ecological components and eventually
reducing human capacity for wellbeing. Increased urbanization and the consequent loss of green cover
has been linked to reduced ground water recharge [1], degradation of water bodies [2], decreased
biodiversity due to habitat loss and fragmentation [3–6], pollution [7], modiﬁcation of rainfall [8–10]
and urban warming [11–14].
Urban green spaces can increase resilience and reduce vulnerabilities to urbanization. Vegetation
in urban areas contributes positively towards ecological heath in an urban system. Green spaces
in urban areas provide ecosystem services [15] and recreational venues for diverse users [16,17].
Family recreation promotes the overall quality of family life and helps its members to develop life-long
skills and values [18,19]. People staying close to nature are able to form stronger connections to nature,
deriving both physical and psychological health beneﬁts [20–24]. Urban green spaces facilitate social
interaction and promote social cohesion, fostering a sense of place and belonging [25–27].
Various socio-demographic and environmental drivers of outdoor recreation have been identiﬁed
by Bell et al. [28]. Proximity to recreational areas and parks is normally related to higher physical
activity and healthier communities [29], and people derive health beneﬁts [19]. The amount, quality
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and distance to urban recreation areas and green space affect the uses of green space by citizens
to satisfy their daily recreational needs [30,31]. Proximity to urban green spaces thus tends to increase
housing prices [32–34]. Some residents are also willing to pay for the use of urban green spaces
for the derived beneﬁts [35,36].
Thus, there are a growing number of studies on the environmental implications of urbanization
and the beneﬁts of urban nature. The greatest challenge lies in managing urban green spaces well,
through the successful framing and implementation of environmental policies for sustainable urban
nature. This would also help with the augmentation of public trust in the decision making process.
Planning and management of urban nature is effective when it considers the diversity of knowledge
of the public and stakeholders and the understanding and consideration of the user opinions,
preferences, and attitudes towards conservation [37]. Peoples’ perception and preferences for urban
nature tend to vary from time to time and tend to be site speciﬁc. Hence, case studies are vital to bring
out the local differences [38].
Most of the research on the use and importance of urban green spaces has been conducted in
North America, Europe, and Australia [39–44]. There are also a growing number of studies from South
East Asia [45–51]. A knowledge gap exists in terms of perception, provision and access to green space
in Asia and speciﬁcally in India. This study attempts to ﬁll this gap by understanding the relationship
between park visitors and green spaces in the megapolis of Delhi. The objectives of the study
are to (i) analyze the main uses of urban parks by different population groups; (ii) evaluate differences
in the perception of different population groups of the quality of nature; and (iii) analyze distance to
the green space and the relationship between distance to the green space and frequency of its use.
2. Materials and Methods
2.1. Study Area
The study sites are located in the heart of the National Capital Territory of Delhi (NCTD).
Delhi is a rapidly expanding city with a high-density built-up area in the city centre and urban
sprawl towards its periphery [52]. Delhi has a number of parks and gardens, spread over about
8000 hectares in various locations all over Delhi [53]. Administratively, the NCTD is divided into
nine districts and 27 administrative sub-divisions or tehsils. The NCTD is administered by three
local bodies; (i) the New Delhi Municipal Council (NDMC); (ii) the Delhi Cantonment Board
(DCB); and (iii) the Municipal Corporation Delhi (MCD). New Delhi district has a population
of 179,112 [54]. The British architect Edwin Lutyens designed the capital city of New Delhi, popularly
known as Lutyens’ Delhi, following a geometrical plan with large open green spaces and wide roads
oriented along the main directions of the compass [55]. The NDMC administrative area corresponds
to the New Delhi district. New Delhi district is the central and greenest part of the National Capital
Territory of Delhi, which is now ‘an oasis of nature in the midst of a vast urban desert’ [56]. The large
number of avenue trees, large parks, ‘colony parks’, green roundabouts, and bungalow gardens
in Lutyens’ Delhi shape the ecological and cultural character of this region, which ‘nestles under
a canopy of green’ [56]. Parks and green spaces in New Delhi are maintained by different authorities,
including the New Delhi Municipal Council (NDMC), Central Public Works Department (CPWD),
Delhi Development Authority (DDA), and the Archaeological Survey of India (ASI). New Delhi is the
most popular recreational area in Delhi [57]. Due to its historical and archaeological importance and it
being the capital of India, New Delhi attracts people from diverse cultures and backgrounds from all
over Delhi as well as India and abroad [57]. New Delhi thus represents an ideal locale for studying
peoples’ perceptions of urban green space in a crowded expanding city.
Within the New Delhi district, four large parks (Figure 1) managed by four different authorities
were selected for study. The parks are (a) Buddha Jayanti Smarak Park (BJSP); (b) Lodhi Garden (LG);
(c) Bhuli Bhatiyari Park (BBP), and (d) Safdarjung’s Tomb (ST).
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Figure 1. Study area.
Buddha Jayanti Smarak Park (Figure 2a) covers an area of 100 acres and is situated in the western
part of the New Delhi district. The park forms a part of the well-known Delhi ridge forests, containing
a mix of dry thorny native scrub with planted vegetation on a rocky, undulating, partially ﬂat plain
with high native biodiversity [58]. BJSP was established to commemorate the 2500th anniversary
of the enlightenment of Gautama Buddha in the year 1957. It is free for public entry and remains
open from 5:30 a.m. to 7:00 p.m. every day. It is managed by the Central Public Works Department
of Government of India (CPWD).
Figure 2. Four parks: (a) Buddha Jayanti Smarak park; (b) Lodhi garden; (c) Safdarjung’s tomb;
and (d) Bhuli Bhatiyari park.
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The Lodhi Garden (Figure 2b), having an area of 90 acres, is located in the southern part
of the New Delhi district. This garden contains monuments established by the Sayyids and Lodhis
between 15th and 16th century [59]. The park was developed during the British Period and was
inaugurated by LadyWillingdon in the year 1936. The parkwas initially named LadyWillingdon Park. J.
A. Stein and Garrett Eckbo redesigned the park in 1968 [59]. It is free for all visitors from 6:00 a.m. to
7:00 p.m. The monument is protected by the Archeological Survey of India (ASI) and the garden is
maintained by the New Delhi Municipal Council (NDMC).
Safdarjung’s Tomb (Figure 2c) has an enclosed garden around the tomb of Mirza Muqim Abul
Mansur Khan, who was popularly known as Safadarjung. The monument and the garden premises are
maintained by the ASI. The 32 acre garden is a Persian style or Charbagh Garden laid out in the form
of four squares with wide foot paths and water tanks, which have been further subdivided into
smaller squares. This is a historical funerary garden remodeled into a public park and the ASI
took up the horticultural improvement of the tomb in 1918–19 [60]. There is a nominal entry fee
for the garden and it remains open all days of the week from 7:00 a.m. to 5:00 pm
Bhuli Bhatiyari park (Figure 2d) is located in the northern part of the district and also forms
a part of the ridge. Emperor Firuz Shah (1351–88) of the Tughlaq dynasty had built a hunting lodge
named Bhuli-Bhatiyari-ka-Mahal (palace). In 1989, this place was developed as an ideal tourist
location by the Delhi Tourism Development Corporation [61]. The remnants of the palace are protected
by the ASI, and the park of 60 acres is maintained by the Delhi Development Authority (DDA). Entry
is free, and the park remains open all days from sunrise to sunset.
2.2. Methodology
Except for Safdarjung’s tomb, entry to the other three parks in the study area is free for visitors,
hence the park administration does not maintain entry records of park visitors. Due to the
non-availability of visitor records and to maintain parity in the sampling methodology amongst
the parks, it was not possible to apply a simple random sampling technique to draw a true probability
sample for the study [62]. Before beginning interviews, we conducted on-site observations of visitors
to the park and activities taking place within the boundaries of the park. Due to security concerns,
which are considerable in isolated locations in Delhi, we conducted interviews in frequently visited
areas and not in the interior parts of the park, where visitors were fewer. We had an overall target
of approximately 250 interviews across four parks and therefore decided to conduct interviews [63]
with all visitors until the desired number of 60 per park was reached. Although the target
of 60 interviews is admittedly not derived from a statistical estimate of sample size, we found that
the responses did not vary appreciably after this point, which gave us conﬁdence that the responses
we received were representative of the majority of the visitors to the park. The interviews were
conducted face to face, on weekends, weekday evenings, and other times when visitors were in large
numbers, thereby sampling across the representation available of gender, education, and professional
background. The survey was conducted on site by the lead author, both in English and Hindi. One
hundred and twenty-three interviews were carried out in Buddha Jayanti Smarak park (n = 26), Lodhi
garden (n = 28), Safdarjung’s tomb (n = 32), and Bhuli Bhatiyari park (n = 37). Other researchers have
used a similar or lesser number of interviews to study visitor perceptions and have drawn inferences
from them. D’Souza and Nagendra [64] conducted 63 interviews of lake visitors, while Tucker et al. [63]
and Krenichyn [65] interviewed 82 and 41 park visitors, respectively. The sample size of 123 had
a maximum standard error of 0.045. The acceptable margin of error is 5%; thus a sample size that
achieves standard errors lower than 0.05 is acceptable [66]. A total of nine visitors did not respond
to the survey (Buddha Jayanti Smarak park = 2; Lodhi garden = 2; Safdarjung’s tomb = 4, and Bhuli
Bhatiyari park = 1). Amongst the non-respondents, three were female and six were male; the estimated
age of four respondents was below 25, while two of them were above 60 years of age.
Visitors were approached for participation and informed that the purpose of the survey was
to access the environmental awareness of the visitors and the distance to the park. It took ﬁve to seven
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minutes for the visitors to answer the questionnaire and ensure that it reﬂected their immediate
experience. The surveys were conducted both on weekdays and weekends, in the mornings between
8:30 a.m. and 10 a.m. to collect views of morning walkers and in the evenings from 5 p.m. to 6 p.m.
for other respondents. Five visits each were made to Buddha Jayanti Smarak park and Lodhi garden,
followed by seven visits each to Safdarjung‘s tomb and Bhuli Bhatiyari park to conduct interviews.
The response formats were either open, in ranking scale, or closed (dichotomous, multiple
choices, likert scale). Nineteen questions gauged the visitor‘s views on the quality of the park, uses
of green space, environmental awareness, and distance to the green space (Table 1). Demographic
and other information about the respondents were also collected, which included their name, age,
gender, educational status, means of livelihood and information about companions. While it was
a discretionary response, ‘name’ helped in developing a familiarity, rapport, and a humane connection
with the respondent. The authors prepared a questionnaire containing a set of questions assessing park
visitors’ environmental awareness, main uses of green space, perception of the quality of the parks
and distance to the parks, based in part on similar studies elsewhere [67–70]. The questionnaire was
initially tested with a small group of park visitors before administering it to visitors to the four parks.
This helped in further reﬁning the questionnaire so that it ensured that the participants understood
the questions uniformly and they were easily able to provide data for fulﬁlling the aim of the study. The
visitor responses were further categorized for the ease of analysis. The distances of the closest park near
the respondents’ residences have been categorized into four classes (<0.5 km; 0.5–1 km; 2–5 km; and
>5 km). The distances travelled by the respondents to visit the parks have been categorized into ﬁve
(<0.5; 0.5–1 km; 1–4 km; 5–10 km; and >10 km) classes. The frequency of park visits has been grouped
into six (everyday; several times a week; weekly; monthly; half yearly; yearly; and ﬁrst time) classes.
Thereafter, qualitative data analysis and interpretation of people’s perception was carried out, which
was then associated with the potential predictors or group dependent variables (gender, age, education,
occupation, and companion). ANOVA and t tests [71] were used to examine the relationships between
the variables.
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3. Results
3.1. Social Characteristics of the Visitors
As per the 2011 census, the density of population of the New Delhi district is 4057 persons/km2.
About 54% of the population is male and 46% is female [54]. Most respondents (N = 123) in the survey
were male (57%; n = 70). The greatest (58%; n = 71) number of respondents were between
25 to 55 years old, followed by the age group above 55 years (25%; n = 31). About 77% (n = 95)
have received university-level education. The majority was employed (44%; n = 54), and 22 % (n = 27)
were self-employed in business. Homemakers, retired people, and unemployed people constitute
the ‘at home’ category and account for 24% (n = 30) (Table 2). A majority (54%) of the respondents visit
the park with family, followed by those visiting alone.
Table 2. Overall socio-demographic characteristics.
Socio-Demographic Characteristics Percentage Number
Gender
Male 57% 70
Female 43% 53
Age
<25 years 17% 21
25–55 years 58% 71
>55 years 25% 31
Occupation
Self-employed/business 22% 27
Service 44% 54
Student 10% 12
At home 24% 30
Education
Under graduates 23% 28
Graduates 56% 69
Post graduates 21% 26
Companion
Alone 25% 31
Family 54% 66
Friends 21% 26
3.2. Environmental Awareness of the Users
A positive attitude of the respondents at all parks towards green spaces was found. The visitors
were asked whether they had ‘plants at home’. About 57% of the visitors had plants at home. More
than 95% respondents felt that there is ‘need for more green spaces/parks’. Environmental awareness
and perception is also reﬂected in the level of participation in conserving nature. More than 63%
of the respondents ‘took part in protecting nature’. In comparison to the older age groups, fewer young
adults (18%) took part in nature conservation measures (p = 0.043) (Table 3). The participants did
it either by planting and nurturing trees at home or in the parks (43%), as a part of school/college
curriculum (11%), making people aware of the usefulness of the green spaces (11%), asking people
not to harm trees (13%), by being a member of some green groups or by making monetary
contributions towards the protection and maintenance of the garden/parks (10%), or by not littering
and segregating wastes, recycling, and refraining from using polyethylene carry bags (12%). Even
though the visitors were not asked why they don’t take part in the conservation of nature, 16% of the
visitors spontaneously cited ‘lack of time’ as a reason. Amongst all age groups, a signiﬁcant proportion
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(p = 0.004) of the younger (<25 years) visitors took part in nature conservation as a part of a school
curriculum. The overall visitors on average could recognize 1.79 plant species and 1.80 animal species
in the parks. Knowledge of plants and animal species was analysed with relation to socio-demographic
factors, namely gender, age, education, occupation, and companion (Table 3). More than 30%
of the visitors to the parks could not identify any plant species, while 21% of the visitors could
not name any animal species in the park (Figure 3). It was also seen that 27% and 17% visitors could
name at least two plant and animal species respectively. No signiﬁcant variation was found between
the socio-demographic variables in terms of (a) total number of identiﬁed species; (b) plant species; and
(c) animal species. Even though insigniﬁcant, the average number of species identiﬁed by graduates
and undergraduates is 3.5, but postgraduates tend to identify a higher number (4.3) of species in the
parks. Visitors taking part in activities related to the protection of nature tend to identify more species
in the park (p < 0.005).
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Figure 3. Number of plant and animal species identiﬁed by the visitors.
Table 3. Differences in environmental awareness among different socio-demographic groups.
Socio-Demographic Variables Took Part in
Nature Conservation
Average Number of
Species Identiﬁed
Plants Animal Total
Gender
Male (n = 70) 53% (41) 1.54 1.76 3.30
Female (n = 53) 47% (37) 2.11 1.84 3.96
P (T-test) 0.30 0.07 0.23 0.32
Age groups
<25 years (n = 21) 18% (14) 1.71 1.48 3.19
25 to 55 years (n = 71) 50% (39) 1.82 1.90 3.72
>55 years (n = 31) 32% (25) 1.77 1.77 3.55
P (ANOVA) 0.04 * 0.97 0.51 0.71
Education
Under graduation (n = 28) 22% (17) 1.75 1.79 3.54
Graduation (n = 69) 51% (40) 1.67 1.68 3.35
Post-graduation (n = 26) 27% (21) 2.15 2.12 4.27
P (ANOVA) 0.12 0.43 0.44 0.28
Occupation
Business/Self-employed (n = 27) 23% (18) 1.93 2.04 3.96
Service (n = 54) 36% (28) 1.48 1.69 3.17
Students (n = 12) 10% (8) 2.58 1.75 4.33
At home (n = 30) 31% (24) 1.90 1.80 3.70
P (ANOVA) 0.08 0.16 0.80 0.36
Companion
Alone (n = 31) 26% (20) 1.77 1.74 3.52
Family (n = 66) 50% (39) 1.68 1.89 3.58
Friends (n = 26) 24% (19) 2.08 1.62 3.69
P (ANOVA) 0.46 0.58 0.70 0.97
* p < 0.05.
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The neem tree (Azadirachta indica) and sacred peepal tree (Ficus religiosa) were the most frequently
named plants, and peacocks (Pavocristatus) and dogs (Canis lupus familiaris) were the frequently
identiﬁed animal species (Table 4).
Table 4. Most frequently identiﬁed plant and animal species in the parks by the visitors.
Flora Fauna
Neem (Azadirachta indica) 44 (33%) Peacock (Pavo cristatus) 31 (17%)
Peepal (Ficus religiosa) 17 (13%) Dogs (Canis lupus familiaris) 25 (14%)
Keekar (Prosopis juliﬂora) 16 (12%) Swan (Cygnus atratus) 24 (13%)
Jamun (Syzygium cumini) 15 (11%) Crow (Corvus splendens) 20 (11%)
Palm (Arecaceae sp.) 11 (8%) Parrot (Psittacula krameri) 20 (11%)
Ashoka (Saraca asoca) 7 (5%) Squirrel (Funambulus pal) 18 (10%)
Mango (Mangifera indica) 6 (5%) Pigeons (Columba livia domestica) 14 (8%)
Amla (Phyllanthus emblica) 6 (5%) Butterﬂies (Rhopalocera) 12 (7%)
3.3. Main Uses of Green Space as Ascertained by Different Population Groups.
The analysis of peoples’ perception of uses of green spaces reﬂects their demands and
needs/expectations from green spaces. The respondents were asked about the uses of green space.
The visitors’ responses were varied. They are categorized into ﬁve groups to give us a better
understanding of how people value the urban green spaces. The ﬁrst group, ‘social and recreational
beneﬁts’ comprises of beneﬁts like ‘recreation’, ‘aesthetics’, ‘social bonding’, and ‘meeting friends’.
‘Mental peace’, ‘spiritual beneﬁt’, ‘connect to nature’, ‘relaxation’, ‘good for eyes’, ‘longevity’, and
‘health beneﬁts’ constitute the second category of ‘psychological and health beneﬁts’. ‘Protection of the
environment’, ‘oxygen generation’,’ pollution control’, ‘reduction of global warming’, ‘fresh air and
breeze’, ‘shade’, and ‘cooling’ have been grouped together to form the third category, ‘environmental
beneﬁts’. The fourth group includes ‘biodiversity beneﬁts’. The ﬁfth category, ‘other beneﬁts’ comprises
of ‘economic beneﬁts’, ‘furniture’, ‘fruits’, and ‘environmental education’.
About 87% respondents said that passive use for ‘environmental beneﬁts’ constitutes the main use
of urban green spaces, followed by ‘psychological and health beneﬁts’ (68%), and about 45% and 13%
state that green spaces are important for ‘social and recreational’ purposes and ‘biodiversity beneﬁts’,
respectively (Figure 4).
10%
13%
45%
68%
87%
0% 20% 40% 60% 80% 100%
Other benefits
Biodiversity benefits
Social and recreational benefits
Psychological and health benefits
Environmental benefits
% respondents (N=123)
Gr
ee
n 
sp
ac
e 
us
es
Figure 4. Uses of green space.
There was considerable variation in the perception of green space use between visitors from
different age groups (Table 5). Older visitors (>55 years) valued green spaces more for ‘environmental
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beneﬁts’ (p < 0.05) than younger visitors. Younger (<25 years) visitors (33%) were less aware
of the ‘psychological and health beneﬁts’ (p = 0.0005) than other age groups. However, younger
(<25 years) visitors were more aware of the ‘other beneﬁts’of green space use than the two older
age groups. Perception of uses of green space also varied signiﬁcantly amongst different education
groups (p = 0.01), occupation groups (p = 0.003), and companion groups (p = 0.01). Postgraduates (92%)
appreciated the ‘psychological and health beneﬁts’ of urban green space more than graduates and
undergraduates. Students (25%) and visitors with friends (42%) did not appreciate the ‘psychological
and health beneﬁts’ of urban nature as much as other groups.
Table 5. Uses of green space by various socio-demographic groups.
Socio-Demographic Groups Social andRecreational Beneﬁts Environmental Beneﬁts
Psychological and
Health Beneﬁts Biodiversity Beneﬁts Other Beneﬁts
Gender
Male (n = 70) 44% (31) 87% (61) 71% (50) 10% (7) 6% (4)
Female (n = 53) 45% (24) 87% (46) 64% (34) 17% (9) 15% (8)
P (T-test) 0.91 0.95 0.39 0.27 0.1
Age groups
<25 years (n = 21) 43% (9) 86% (18) 33% (7) 24% (5) 24% (5)
25 to 55 years (n = 71) 45% (32) 83% (59) 76% (54) 13% (9) 8% (6)
>55 years (n = 31) 45% (14) 97% (30) 74% (23) 6% (2) 3% (1)
P (ANOVA) 0.98 0.02 * 0.0005 ** 0.19 0.04 *
Education
Under graduation (n = 28) 46% (13) 79% (22) 61% (17) 11% (3) 21%(6)
Graduation (n = 69) 45% (31) 93% (64) 62% (43) 14% (10) 7% (5)
Post-graduation (n = 26) 42% (11) 81% (21) 92% (24) 12% (3) 4% (1)
P (ANOVA) 0.95 0.1 0.01 * 0.86 0.05
Occupation
Business/Self-employed (n = 27) 59% (16) 93% (25) 78% (21) 11% (3) 11% (3)
Service (n = 54) 41% (22) 81% (44) 67% (36) 11% (6) 7% (4)
Students (n = 12) 50% (6) 83% (10) 25% (3) 25% (3) 25% (3)
At home (n = 30) 33% (10) 93% (28) 80% (25) 13% (4) 7% (2)
P (ANOVA) 0.231 0.339 0.003 * 0.629 0.281
Companion
Alone (n = 31) 52% (16) 77% (24) 74% (23) 13% (4) 13% (4)
Family (n = 66) 42% (28) 91% (60) 76% (50) 12% (8) 8% (5)
Friends (n = 26) 42% (11) 88% (23) 42% (11) 15% (4) 12% (3)
P (ANOVA) 0.68 0.18 0.01 * 0.91 0.54
* p < 0.05; ** p < 0.01.
3.4. Quality of Nature
The respondents were asked the question ‘What is your assessment of the quality of this park?’.
About 49% male and 38% female respondents found the quality of the park to be good (Figure 5).
The perception of quality of nature varied signiﬁcantly in terms of gender and occupational groups
(Table 6). Only the females (100%) considered the parks to be ‘bad’ (p < 0.0001). However very few
(3%) students considered the parks to be ‘very good’ (p = 0.004). The perception of quality of nature
also varied according to the frequency of visits. A signiﬁcant proportion (65%) of ﬁrst time visitors
considered the parks to be good (p = 0.02). The respondents were then asked ‘How do you think this
park can be improved so that more people come here?’. About 33% of respondents wanted biodiversity
improvements in the park, including an increase in the number of trees and ﬂowering plants and
more birds. A majority (66%) of the respondents would like infrastructural improvements, ranging
from better security and accessibility to the provision of separate play areas for children and increased
advertisement of the park. Twenty-six percent of the visitors who consider the park to be very good
do not suggest any further improvements (p < 0.001). Visitors’ expectations for park improvement did
not vary across different socio-demographic groups (Table 6).
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Table 6. Quality of nature and expected improvements by different socio-demographic groups.
Socio-Demographic Groups Quality of Nature Expected Improvements
Very Good Good Satisfactory Bad Not Required Biodiversity Infrastructural
Gender
Male (n = 70) 59% (24) 63%(34) 46% (12) 0% (0) 62% (10) 54% (20) 60% (51)
Female (n = 53) 41% (17) 37% (20) 54% (14) 100% (2) 38% (6) 46% (17) 40% (34)
P (T-test) 0.46 0.42 0.11 <0.0001 * 0.23 0.39 0.28
Age groups
<25 years (n = 21) 10% (4) 18% (10) 23% (6) 50% (1) 14% (2) 16% (6) 15% (13)
25 to 55 years (n = 71) 61% (25) 56% (30) 58% (15) 50% (1) 43% (7) 68% (25) 59% (50)
>55 years (n = 31) 29% (12) 26% (14) 19% (5) 0% (0) 43% (7) 16% (6) 26% (22)
P (ANOVA) 0.30 0.90 0.57 0.41 0.19 0.28 0.74
Education
Under graduation (n = 28) 10% (4) 30% (16) 31% (8) 0% (0) 13% (2) 30% (11) 22% (19)
Graduation (n = 69) 63% (26) 57% (31) 38% (10) 100% (2) 62% (10) 54% (20) 57% (48)
Post-graduation (n = 26) 27% (11) 13% (7) 31% (8) 0% (0) 25% (4) 16% (6) 21% (18)
P (ANOVA) 0.05 0.08 0.12 0.46 0.58 0.42 0.99
Occupation
Business/Self-employed (n = 27) 39% (16) 15% (8) 12% (3) 0% (0) 25% (4) 16% (6) 22% (19)
Service (n = 54) 34% (14) 56% (30) 35% (9) 50% (1) 44% (7) 54% (20) 44% (37)
Students (n = 12) 3% (1) 11% (6) 15% (4) 50% (1) 0% (0) 6% (2) 12% (10)
At home (n = 30) 24% (10) 18% (10) 38% (10) 0% (0) 31% (5) 24% (9) 22% (19)
P (ANOVA) 0.004 * 0.08 0.11 0.23 0.54 0.39 0.66
Companion
Alone (n = 31) 27% (11) 28% (15) 19% (5) 0% (0) 31% (5) 27% (10) 25% (21)
Family (n = 66) 56% (23) 50% (27) 58% (15) 50% (1) 56% (9) 57% (21) 54% (46)
Friends (n = 26) 17% (7) 22% (12) 23% (6) 50% (1) 13% (2) 16% (6) 21% (18)
P (ANOVA) 0.74 0.76 0.73 0.52 0.63 0.68 0.98
* p < 0.01.
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Figure 5. Quality of park according to the visitors.
3.5. Distance to Green Space and Frequency of Use
For about 36% of the respondents, the surveyed parks were closest to their place of residence.
The number of total visitors to the surveyed park tends to increase with the distance of place
of residence from the parks. Only 7% of the visitors to the surveyed parks come from a distance
of <0.5 km, while the majority of the visitors travelled more than one km from their place of
residence to visit the surveyed parks. Especially, 33% of the visitors travelled more than 10 km
to from their place of residence to visit the parks (Figure 6). There was not much variation in the
distance travelled by the respondents to visit the parks from their place of residence in terms of gender,
education, and companion (Table 7). However there was signiﬁcant variation amongst different
age and occupation groups. About 13% of older visitors traveled more than 10 km from their place
of residence to visit the park (p = 0.008), whereas 58% of younger adults (25–55 years) visited parks
located at a distance beyond 10 km from their place of residence. In comparison to student visitors
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(8%), a greater proportion of business and self-employed (37%) people traveled 5 to 10 km from their
place of residence to visit parks (p = 0.034).
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Figure 6. Distance of the surveyed parks from visitor’s place of residence.
Table 7. Distance travelled by different socio-demographic groups to visit surveyed parks.
Socio-Demographic Groups Distance to the Surveyed Park from Place of Residence
<0.5 km 0.5 to 1 km 1 to 4 km 5 to 10 km >10 km
Gender
Male (n = 70) 62% (5) 67% (6) 62% (24) 59% (16) 48% (19)
Female (n = 53) 38% (3) 33% (3) 38% (15) 41% (11) 52% (21)
P (T-test) 0.21 0.07 0.35 0.40 0.23
Age groups
<25 years (n = 21) 25% (2) 11% (1) 10% (4) 8% (2) 30% (12)
25 to 55 years (n = 71) 63% (5) 56% (5) 57% (22) 59% (16) 58% (23)
>55 years (n = 31) 12% (1) 33% (3) 33% (13) 33% (9) 12% (5)
P (ANOVA) 0.65 0.79 0.22 0.25 0.008 *
Education
Under graduation (n = 28) 25% (2) 11% (1) 18% (7) 26% (7) 27% (11)
Graduation (n = 69) 38% (3) 45% (4) 56% (22) 59% (16) 60% (24)
Post-graduation (n = 26) 37% (3) 44% (4) 26% (10) 15% (4) 13% (5)
P (ANOVA) 0.45 0.19 0.57 0.65 0.25
Occupation
Business/Self-employed (n = 27) 25% (2) 0% (0) 28% (11) 37% (10) 10% (4)
Service (n = 54) 50% (4) 67% (6) 49% (19) 22% (6) 48% (19)
Students (n = 12) 0% (0) 0% (0) 8% (3) 8% (2) 17% (7)
At home (n = 30) 25% (2) 33% (3) 15% (6) 33% (9) 25% (10)
P (ANOVA) 0.82 0.21 0.33 0.034 * 0.05
Companion
Alone (n = 31) 13% (1) 33% (3) 33% (13) 22% (6) 20% (8)
Family (n = 66) 62% (5) 45% (4) 46% (18) 70% (19) 50% (20)
Friends (n = 26) 25% (2) 22% (2) 21% (8) 8% (2) 30% (12)
P (ANOVA) 0.70 0.82 0.35 0.08 0.23
* p< 0.05.
About 24% of the respondents visited these parks daily, while 28% were ﬁrst time visitors.
The majority (63%) of the daily users resided within 0.5 km of the surveyed parks, and only 10%
lived beyond a distance of 10 km from the parks. There was signiﬁcant variation in the frequency
of green space use in terms of gender, education and companion (Table 8). A greater proportion of male
respondents (71%) visited the parks several times a week than the females (p = 0.03). In comparison
to the older age groups, a very small proportion (7%) of younger visitors visited the parks everyday
(p = 0.012). Fifty-two percent of the visitors preferred to visit the park alone every day (p = 0.001).
About 76% of the ‘ﬁrst time’ visitors preferred to visit the park with family (p = 0.004), a greater
proportion of these being graduates (47%) (p = 0.037).
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Table 8. Frequency of visits to the surveyed parks by different socio-demographic groups.
Frequency of Visits
Socio-Demographic Groups Everyday Several Timesa Week Weekly Monthly
Half
Yearly Yearly First Time
Gender
Male (n = 70) 62% (18) 71% (12) 68% (15) 45% (5) 50% (4) 50% (1) 44% (15)
Female (n = 53) 38% (11) 29% (5) 32% (7) 55% (6) 50% (4) 50% (1) 56% (19)
P (T-test) 0.29 0.03 * 0.07 0.05 0.15 0.15 0.11
Age groups
<25 years (n = 21) 7% (2) 0% (0) 23% (5) 36% (4) 38% (3) 0% (0) 20% (7)
25 to 55 years (n = 71) 48% (14) 76% (13) 45% (10) 55% (6) 62% (5) 100% (2) 62% (21)
>55 years (n = 31) 45% (13) 24% (4) 32% (7) 9% (1) 0% (0) 0% (0) 18% (6)
P (ANOVA) 0.012 * 0.10 0.44 0.15 0.12 0.48 0.47
Education
Under graduation (n = 28) 21% (6) 12% (2) 4% (1) 36% (4) 25% (2) 0% (0) 38% (13)
Graduation (n = 69) 48% (14) 53% (9) 73% (16) 55% (6) 75% (6) 100% (2) 47% (16)
Post-graduation (n = 26) 31% (9) 35% (6) 23% (5) 9% (1) 0% (0) 0% (0) 15% (5)
P(ANOVA) 0.33 0.23 0.07 0.41 0.31 0.46 0.04 *
Occupation
Business/Self-employed (n = 27) 28% (8) 29% (5) 27% (6) 18% (2) 25% (2) 0% (0) 12% (4)
Service (n = 54) 45% (13) 53% (9) 28% (6) 46% (5) 25% (2) 50% (1) 53% (18)
Students (n = 12) 3% (1) 0% (0) 18% (4) 9% (1) 38% (3) 0% (0) 9% (3)
At home (n = 30) 24% (7) 18% (3) 27% (6) 27% (3) 12% (1) 50% (1) 26% (9)
P(ANOVA) 0.56 0.37 0.26 0.99 0.05 0.76 0.36
Companion
Alone (n = 31) 52% (15) 23% (4) 27% (6) 0% (0) 25% (2) 50% (1) 9% (3)
Family (n = 66) 31% (9) 65% (11) 46% (10) 64% (7) 25% (2) 50% (1) 76% (26)
Friends (n = 26) 17% (5) 12% (2) 27% (6) 36% (4) 50% (4) 0% (0) 15% (5)
P (ANOVA) 0.001 ** 0.53 0.66 0.10 0.10 0.63 0.005 **
* p < 0.05; ** p < 0.01.
Only 16% of the respondents had a neighbourhood park within 0.5 km of their residence, while
more than 44% respondents had parks located at a distance greater than 2 km from their residence
(Figure 7).
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Figure 7. Distance of neighbourhood parks from the respondent’s place of residence.
Even though only 16% of respondents had other smaller parks in their closest vicinity (<0.5 km),
50% of respondents were daily visitors to the surveyed parks (Figure 8). Thus we ﬁnd that even though
the nearest park was within easy reach (<0.5 km) to most visitors, their preference was for visiting the
surveyed parks, possibly because these represent large, well-maintained, and attractive green spaces.
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Figure 8. Relation between the frequency of visits and distance to the nearest park.
Visitors to the parks have been categorized into seven categories based on their frequency of visit
to the park (Figure 9). The proportion of the daily visitors to the surveyed parks tends to decrease as
the distance to the park increases. A majority (63%) of the respondents staying within 0.5 km of the
park visited the park daily (p < 0.01), while this proportion decreases to 10%, for those who covered
more than 10 km daily. There was also signiﬁcant variation in the frequency of visits and distance
to the surveyed parks. The large proportion (50%) of ﬁrst time visitors (p < 0.001) traveled longer
distances (>10 km) to visit the park than the rest of the visitors. The visitors tend to travel 5 to 10 km
on holidays (p < 0.05) to visit surveyed parks. This was again probably because the surveyed parks are
larger than the neighbourhood parks and more attractive.
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Figure 9. Relation between the frequency of visits and distance to the surveyed park.
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4. Discussion
4.1. Visitor Characteristics
It is very important to understand the socio-demographic characteristics of visitors to the park
because personal characteristics, companion, work and living situations tend to determine recreation
activity response [72]. The population of the New Delhi district is thinly spread in comparison
to the National Capital Territory of Delhi. All four surveyed parks are known to be visited by
people from a range of socio-economic backgrounds, Lodhi garden having higher visitation by the
bureaucrats, politicians, wealthier and more inﬂuential visitors. Amongst the visitors, it is seen that
a lesser proportion of women visitors visit the park than men, which is probably because women
perceive more constraints to outdoor recreation participation like personal safety concerns, inadequate
facilities and preoccupation with ofﬁce and household work [73] than men do. A majority of the
respondents had attained university level education, which is in contrary with the study by Jim and
Chen [36] in Guangzhou, China. Most of the visitors were employed, are from the age group of
25 years to 55 years, and probably visit the park to relax and escape the stressful and polluted Delhi
city life. A female, aged 65 said that ‘park ke swach bwatabaran mein humko bahut shanti milti hai aur Dilli
ke dhul aur pradushan se mukti milti hai’, i.e. ‘my mind gets lot of peace in the clean environment of the
park and it also gives respite from the dust and pollution of Delhi’. A lesser proportion of visitors were
from the age group of >55 years. It has been observed in a study of 20 countries, including India [74],
that physical activity declines with age. The visitors were mostly accompanied by family members as
parks are attractive places to do recreational activities with families and contribute to enhanced social
interaction [75]. Single people are reasonably well represented in the study, conforming to the study
by Jim and Chen [36].
4.2. Environmental Awareness of the Users
Environmental awareness is a dynamic process aimed at augmenting our knowledge and
understanding of the environment [76]. The emotional involvement of individuals tends to shape
environmental awareness and attitudes [77]. The association of attitudes and behavior has led
to interest in environmental attitudes as predictors of environmentally based actions and participation
decisions [78]. A pro-environmental attitude is a powerful predictor of ecological behavior [79].
Pro-environmental attitudes tend to be related to resilient faith on honest intentions for species
protection [78]. It was observed that many of the visitors took part in protection of nature, but a lesser
proportion of young adults took part in conservation of nature. On the contrary, a study in Cleveland,
Ohio has shown that older age groups preferred recreation rather than conservation [80]. It has been
observed that young people have a lesser attraction to and interest in nature due to their growing
up in highly urbanized areas and in over protected environments [81]. Most of the respondents who
took park in nature conservation indicate that they were motivated to do so because of environmental
education components in their school educational curriculum. In India, environmental education
was introduced as a compulsory school subject in 2003. Following this, various programs are held
in the schools to impart environmental education to students; for example, trees are planted and
nurtured in the school and within the premises of houses [82]. Hence we ﬁnd that a signiﬁcant
number of young adults attribute their participation in nature conservation to the school curriculum.
A study by Kudryavtsev et al. [83] in the Bronx, New York shows that environmental education
enhances environmental stewardship in urban communities. Lack of time is the main hindrance
for not taking part in the conservation of nature in cities, as corroborated in studies by Mowen and
Confer [84]. A study by Qiu et al. [85] shows that ecological knowledge tends to have a positive
inﬂuence on a preference for biodiversity. The respondents were able to identify more animals than
plant species in the parks, as also observed in Singapore [69], where the interviewees’ knowledge
of plants was less than their knowledge of animal species. A study by Rupprecht et al. [47] in Brisbane
and Sapporo reveals that the respondents didn’t consider themselves very conversant about local
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nature when it comes to knowledge of wild plants, wild animals, and birds. The people taking part
in the protection of nature tend to identify more species, as observed in Singapore [69], with members
of nature societies tending to identify a greater number of species. The poor knowledge of the plants
and animals of most visitors can be attributed to their limited encounters with nature and learning
opportunities in the urban concrete built environment, which has eventually led to detachment from
and insensitiveness to their natural surroundings [36]. The neem tree and the peacock are more widely
recognized by the visitors than the other plant and animal species in the parks. It is probably because
the neem tree is deeply interwoven with the fabric of Indian culture [86] and widely used for its natural
therapeutic properties in India [87], whereas the peacock, with its distinctive plumage and being the
national bird of India, is easily recognized by the visitors to the parks.
4.3. Main Uses of Green Spaces as Ascertained by Different Population Groups
Studies carried out by Swamy and Devy [88] in Bengaluru show that large urban heritage parks are
much valued for their environmental beneﬁts like ‘regulation of noise and temperature’ and ‘fresh air
and breeze’. A similar pattern of responses can also be observed in our study. ‘Recreation’, ‘aesthetics’
and ‘socializing’ together appear more valued by the respondents in Bengaluru, while in Delhi it is
observed that a much greater proportion of visitors appreciate green space for ‘Psychological and
health beneﬁts’. This can be related to the severe levels of air pollution in Delhi, which has been
described as one of the world’s most polluted cities [89].
The uses of green spaces are not perceived similarly by all individuals in a population. The older
visitors and visitors with higher education tend to appreciate the ‘psychological and health beneﬁts’
of urban green space more than the rest of the population in Delhi. Perceptions tend to vary with
socio-economic and demographic factors, as shown by several different studies [68,90]. In Guangzhou,
China, women are more reluctant to participate in outdoor recreation than men [91]. In Delhi, given
the overall insecurity of women’s safety in public places, women do not access green spaces as much
as men. Women tend to value green spaces for passive recreational activities such as socializing [92].
It is evident that social interaction contributes to better social cohesion [93]. Parks also serve as refuges
for visitors wanting to escape the stress of the city [20,94].
Priego et al.’s [67] study of three countries reveals that people with different social and cultural
backgrounds use and perceive the urban landscape in different ways. Age, gender, education level,
income, retirement status, residential neighbourhood and length of stay tend to inﬂuence peoples’
perception [16,91,95–97]. Varied responses to nature have also been noted between communities
varying in race or class [90,98]. However, Qureshi et al. [97] in study in Karachi found no impact of age
group or gender on the behavioural pattern of respondents.
4.4. Quality of Nature
The majority of the visitors are happy with the quality of the park, but only females consider
the parks to be ‘bad’. Thus there is prevalence of negative emotions amongst the female park visitors
in Delhi. The ‘bad’ assessment of the parks may be the outcome of perceived social dangers by the
female visitors [99]. The ﬁrst time visitors rated the parks to be ‘good’. It is seen that the different
degrees of visitors’ familiarity with the parks also leads to differences in their evaluative appraisal [100].
There is a clear preference for safety, cleanliness and maintenance in the parks, as found in other
studies like one in Los Angeles [101]. Concerns about safety have been voiced by urban residents
in Los Angeles [101] and Hong Kong [96]. Increased maintenance tends to increase the preference and
sense of safety [102]. Visitors prefer promotion and advertisement for parks in order to enhance their
use by the public. A study by Scott and Jackson [103] in Cleveland, Ohio conﬁrmed that improved
promotion encourages park use.
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4.5. Distance to Green Space and Frequency of Use
Smaller distance to green spaces in urban areas is important because it contributes to improved
human health and wellbeing [104] and is also a key planning and management issue [105]. The
surveyed parks are located in the New Delhi district, and visitors come from both the New Delhi
district and places far from the New Delhi district. Only 19% of the total visitors have access to green
spaces within a distance of 500 m. This conﬁrms that the accessibility in terms of the distance to green
space is very low in Delhi in comparison to other countries, where the distance to green spaces is
relatively lower [68,106]. We ﬁnd that the proportion of visitors increases with distance. It is likely to be
as a result of the attractiveness of large parks. This conﬁrms studies in Perth [40] and Bengaluru [88]
that found that the access to large attractive green spaces is associated with higher level of walking,
and distance alone is not a deterrent. This study ﬁnds that younger visitors travel longer distances
than older visitors, and male visitors tend to visit the parks several times a week. Women face greater
constraints to outdoor recreation participation than men [107]. With age and reduced mobility, older
people are reluctant to travel longer distances. This is in congruence with the study by Lo and Jim [96],
in which less mobile retired people were not willing to travel longer distances to visit large parks.
At the same time, students are not very enthusiastic about traveling longer distances to visit the
parks. Studies have shown that the lively social environments of the parks tend to attract students,
and their park use is strongly guided by their friends’ park use [108]. The number of daily visitors
tends to decrease with the increase in distance to the park, which has been corroborated by studies
in Denmark [68] and Belgium [72]. Mowen and Confer [84] stated that shorter distances are critical
for establishing a stronger user base. At the same time, a large proportion of ﬁrst time and weekly
visitors travel longer distances to visit the surveyed parks because they are larger and more attractive
than their neighbourhood parks [109]. A study by Swamy [88] also established the fact that large
attractive parks tend to attract visitors from far and wide. New Delhi park visitors who visit the parks
every day do so without family and friends. Similarly in Guangzhou [110], single visitors visit parks
regularly, yet a large number of ‘ﬁrst time’ visitors visit the parks with their family. The surveyed
parks are attractive tourist destinations, and people are motivated to travel to attractive tourist places
as a family as it gives them the opportunity to be together [111].
5. Conclusions
This survey of park visitors in the megalopolis of Delhi aims to understand perceptions of and
expectations from nature in urban communities living in a crowded Indian city. This study adds
to information that can help in the better design of parks in response to peoples’ expectations in Delhi.
It also contributes to the rather limited information on peoples’ perceptions and needs from urban
green spaces in cities in the Global South, in contrast to the relatively greater information available
from cities in Europe and North America [16,67,68], and adds to a small but steadily growing database
of studies from Asia [88,91,97]. Some ﬁndings, such as the increased attractiveness of large parks with
more visitors, speciﬁcally women and families, due to considerations of safety, may be speciﬁc to cities
such as Delhi, with its relatively high rate of crime and insecurity for women. Other ﬁndings, such
as the tendency of daily visitors to visit alone but for one-time visitors to visit with family, are trends
that can be seen across other parks. Further research in parks across Delhi and other cities in India
is required to understand the Delhi-speciﬁc and India-speciﬁc characteristics of the case study and,
consequently, the implications for planning policies in other urban contexts.
In the stressful and polluted city life of Delhi, visitors value urban green spaces most for
the ‘environmental beneﬁts’. Older adults and postgraduate educated visitors especially tend
to appreciate the ‘psychological and health. We also ﬁnd that the accessibility in terms of distance
to green space is very low in Delhi compared to other cities. Large parks tend to attract more
visitors from further distances, despite their having small neighbourhood parks in the vicinity of their
homes. The visitors want better quality parks with proper maintenance and better infrastructural
facilities like separate play areas for children and better security. There are various barriers to park
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use like lack of time, transport problem, poverty, lack of companion, and safety. Safety represents
a constraint on the use of parks, particularly for women and families and especially in places like Delhi,
where the interior areas of these large parks are often ‘safe havens’ for criminals after sunset [112].
An increased focus on security will help residents to access the parks in greater numbers without
compromising their personal safety. Such measures will be likely to increase the uses of green
space by a diverse mix of gender and age groups. This will ensure socially favourable urban parks
for the wellbeing of the urban community. Public perceptions of green spaces in Delhi throw up an
interesting mix of requirements, with an increased focus on the aesthetic and the environmental beneﬁts
in preference to biodiversity. This study has policy implications for planners and urban designers,
as well as for environmental organizations. The pro-environmental attitude of the respondents is
expressed by the presence of ‘plants at home’, taking part in ‘conservation of nature’, and their
awareness for ‘need for more parks/green spaces’. Due to India’s age-old tradition and culture
of using neem for various purposes, this tree is easily identiﬁed by park visitors, but still there is a gap
in the public understanding of biodiversity in Delhi’s parks, with the result that one out of three visitors
cannot name a single plant species, while one out of four visitors were unable to name a single common
animal or insect that they had observed in the park. Further research is required to understand and
take into account the opinion of visitors, capture the views of diverse age, gender, and ethnic-cultural
groups in the planning and designing of urban parks and green spaces. It will be interesting to look
at the differences of perception of the visitors residing in the New Delhi district and visitors to the
New Delhi district. Further analysis combining survey data on socio-economic information with
socio-economic data from the census, based on visitors’ places of residence, is necessary to ﬁnd out
whether our results hold up for a larger sample of the population and in more recent years. This
will ensure effective plans and designs capable of satisfying the needs of the urban community. The
methodological approach of the study has exportability, and the empirical information obtained
in study has comparability to other Indian cities and cities of the Global South. Given the rapid
urbanization currently underway in India, concomitant with the disappearance of trees, wetlands,
and green spaces, access to parks provides an increasingly rare opportunity for exposure to nature
for many Indian urbanites. This study aims to contribute to an increased focus on the importance
of green spaces in the urban context in India, where the current focus on smart cities [113] threatens
to obscure the importance of low-technology options for improving urban resilience and wellbeing
through a renewed focus on urban green spaces.
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Abstract: Urban residents’ health depends on green infrastructure to cope with climate change.
Shrinking cities could utilize vacant land to provide more green space, but declining tax revenues
preclude new park development—a situation pronounced in Japan, where some cities are projected to
shrink by over ten percent, but lack green space. Could informal urban green spaces (IGS; vacant lots,
street verges, brownﬁelds etc.) supplement parks in shrinking cities? This study analyzes residents’
perception, use, and management preferences (management goals, approaches to participatory
management, willingness to participate) for IGS using a large, representative online survey (n = 1000)
across four major shrinking Japanese cities: Sapporo, Nagano, Kyoto and Kitakyushu. Results show
that residents saw IGS as a common element of the urban landscape and their daily lives, but their
evaluation was mixed. Recreation and urban agriculture were preferred to redevelopment and
non-management. For participative management, residents saw a need for the city administration
to mediate usage and liability, and expected an improved appearance, but emphasized the need
for ﬁnancial and non-ﬁnancial support. A small but signiﬁcant minority (~10%) were willing to
participate in management activities. On this basis, eight principles for participatory informal green
space planning are proposed.
Keywords: vacant land; land use; urban planning; Japan; wasteland; green infrastructure; recreation;
landscape; participatory management; depopulation
1. Introduction
Urban green spaces as an essential element of green infrastructure are increasingly linked to
human wellbeing [1–5]. However, the beneﬁts they provide come at a price, from maintenance
of facilities and vegetation to day-to-day management [6]. This ﬁnancial burden is particularly
pronounced in countries such as Japan, where municipalities face a shrinking tax base due to
demographic trends of aging and depopulation [7]. Furthermore, maintenance costs for urban green
spaces in Japan are rising, as parks created during the 1960s and 1970s period of economic and
population growth are increasingly in need of refurbishment [8]. On the other hand, Japanese cities
provide residents only with a comparatively low amount of green space (ca. 10 m2 per person in
major cities [9]). This raises the question of how local governments can procure additional green space
areas, not least to adapt to climate change, rising temperatures and associated heat waves. Cities
in North America and Europe have been looking toward participative vacant land management to
meet residents’ needs [10–14]. However, despite introducing participative management for formal
green spaces since the 1990s [15], local governments in Japan have been slow to explore this direction
for non-traditional green spaces. Yet such schemes might create more recreational green space,
provide beneﬁts associated with green infrastructure, and could simultaneously alleviate the costs of
maintenance. One reason for the lack of similar initiatives in Japan may lie in the scarcity of related
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research—we still know little about what residents in Japan think of informal urban green spaces such
as vacant lots, street verges or brownﬁelds, let alone participative management approaches. To ﬁll
this gap, this paper seeks to provide some insight by analyzing how residents in four major shrinking
Japanese cities perceive and use informal urban green spaces, what management goals and approaches
they prefer, and how willing they are to participate in managing such spaces.
Japanese cities are facing a major demographic challenge with consequences for urban land and
green space management. This makes the country a useful object of study, because similar demographic
trends are expected in other countries such as South Korea or China as the population peaks and the
economy enters the post-growth stage. Until 2040, many are projected to experience both rapid aging
and population decline, with some likely to lose over 10% of their total population [16]. The major
effects of this trend are fourfold. First, the cumulative effects of aging and depopulation are eroding
cities’ tax base, which in turn forces them to balance expenses for maintaining green spaces with
competing demands such as aging water infrastructure. This puts budgets for green space under
scrutiny and leaves them at risk of being cut, even though many Japanese cities already fail to provide
the 10 m2 of park area per person set in governmental standards [17]. Second, the number of both
vacant houses and vacant lots are increasing [18], a trend that will likely accelerate as population
decline intensiﬁes. While this process could be seen as an opportunity for municipalities to buy
land at a moderate price to increase public green space, their ﬁnancial situation makes this difﬁcult.
In fact, strategic park planning in Japan has recently focused on protecting current levels of green
space rather than expanding them, as cities are struggling to cover maintenance costs for parks built
during the decades of high population and economic growth. Third, as the population demographics
change, so do people’s green space and nature needs [19]. Recent years have seen a strong demand
for recreational urban agriculture, with long waiting lists for community garden parcels being a
common occurrence. While some cities such as Yokohama have started retroﬁtting parks with areas for
growing vegetables, such initiatives are still rare. Finally, Japanese cities will need to invest heavily into
green infrastructure to adapt to and mitigate the effects of rising global temperatures due to climate
change [20–22]. The cities’ aging population is particular at risk from heat-related health problems,
making this also an urgent issue of public health. These demographic transition-related major effects
have led researchers to investigate the potential of non-traditional green spaces [23].
Recent research has shown that both in Japan and abroad, informal urban green spaces (IGS) such
as vacant lots, street verges, brownﬁelds, power line corridors and waterside spaces can make up
about 5% of urban land [24]. Moreover, residents are already using these spaces for recreation, both
as adults and children [23,25]. However, not all residents evaluate these spaces favorably as they are
largely unmanaged. In particular, the aesthetics of wild nature do not necessarily directly translate
from a Western to a Japanese cultural context [26], where many residents prefer to see a human
touch as evidence of human care and attention for a space. Against an international background
of residents using and re-using—often spontaneously—land considered derelict or unwanted by
conventional urban planning [27–29], researchers have thus called for exploring ways informal green
spaces in shrinking Japanese cities could be managed by the local community using participatory
approaches [23]. However, a number of questions about participatory IGS management in Japan
remain unanswered. Addressing the following gaps in the literature will support municipalities
in planning and implementing such management approaches, with the intention of contributing to
residents’ wellbeing.
Under what circumstances and in what form might participatory IGS management be feasible in
shrinking Japanese cities? To answer these questions, two major gaps in the existing literature need to
be addressed. First, existing exploratory studies [23,25] on how residents in Japan perceive, use, and
evaluate IGS have been limited in scope (single city) and sample size (<200), were not representative
and, as mail-back surveys, may have suffered from bias where only residents interested in the topic
responded. Second, we know little about how residents think of participatory IGS management, from
their preferred management goals and approaches to acceptable levels and forms of participation.
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This paper thus focuses on the following questions: (1) how do residents perceive, use and
evaluate IGS across major shrinking Japanese cities; (2) what management goals do residents prefer for
IGS; (3) how do residents think about different ways, approaches and circumstances in participatory
IGS management; and (4) how willing are residents to engage in participatory IGS management?
Addressing these questions is important, because the resulting ﬁndings and insights may inform urban
planning, climate adaptation and participatory management in post-growth industrialized countries,
using Japan as a case where depopulation is most advanced. The study thus contributes to the local
(site-speciﬁc), national and international discourse.
2. Materials and Methods
2.1. Study Sites
This study focused on the Japanese cities Sapporo, Kyoto, Kitakyushu and Nagano, all four
projected to lose over 10% of their current population until 2040 [16]. They were selected to represent
the regional Japanese cities expected to shrink most severely as a result of Japan’s projected national
population decline. Differences in city age, population size, population density and green space per
capita (Table 1) and geographic location (Figure 1) provide a range variety of geographic context.
Additionally, including Sapporo allows comparison of results with previous research on IGS in the city,
in particular addressing potential nonresponse bias in the previous mail-back survey.
Figure 1. Location of the four targeted shrinking cities in Japan (green).
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Table 1. Comparison of study sites.
Characteristics Sapporo Kyoto Kitakyushu Nagano
City status 1902(founded 1824)
1889 (founded
~600 AD)
1963 (formerly Mojigaseki,
founded ~645 AD)
1897 (founded
~642 AD)
Population (2015) 1.95 million 1.48 million 961,000 378,000
Projected population (2040) 1.71 million 1.28 million 784,000 302,000
Area (km2) 1121 828 492 835
Population density
(inhabitants/km2) 1741 1782 1954 452
Climate (Köppen-Geiger) Dfa Cfa Cfa Cfa
Green space per capita (2015) 12.5 4.4 12.0 9.4
Sources: Wikipedia Japan [16], IPSS 2013, Statistics Japan 2015 (https://www.e-stat.go.jp/SG1/estat/
eStatTopPortalE.do)
2.2. Data Collection, Survey Instrument and Data Analysis
The survey was conducted across the four study sites through an online survey coordinated
through Rakuten Research, a major Japanese online polling service. Respondents were recruited from
the service’s panel, consented to and received compensation for their participation in accordance
to the service’s policies (the exact compensation is not disclosed by the company, but is less than
¥1000/US$10/10 €). Responses were collected over a period of two weeks in late 2016, and sampled to
be representative for the population demographic of the respective cities. The study was approved by
the home institution’s research ethics committee (RIHN2017-1).
The survey instrument (see File S1) consisted of 24 questions in four parts: (1) respondents’
perception, recreational use and evaluation of IGS; (2) respondents’ preferences for IGS management
goals, management approaches, and willingness to participate in management; (3) respondents’
opinion about the value of urban nature and general preferences for urban land use directions in
shrinking cities; and (4) respondents’ socio-demographic data. Question types included multiple
choice, Likert-scale, modiﬁed Likert-scale (agree with option A or B) and open comment questions.
The cover page of the survey instrument contained a brief explanation of what IGS are alongside a
typology with color photographs (Figure 2; File S1). Native Japanese speakers helped to ensure the
survey instrument was linguistically correct and easy to read. Questions in part one drew on previous
research about residents’ perception, use and evaluation of IGS in Sapporo and Brisbane [23] and used
a modiﬁed version of this study’s survey instrument [30]. Multiple-choice questions were replaced by
Likert scales to improve measurement precision. Questions in part two address calls in the literature
to explore participative IGS and urban green space management approaches [23,25].
Choices for management goals ranged from urban greening, recreation and conservation to
redevelopment, parking space (a common use for vacant land in Japan) and an option to forgo
management altogether. Regarding management approaches, questions sought to clarify who
respondents believe is responsible for managing IGS, whether existing green space management
approaches are appropriate for IGS, what participatory IGS management would mean for its aesthetics
and issues such as liability, whether use could be temporary, and what degree of support (ﬁnancial,
training) residents-as-managers would require from authorities. Willingness to participate in IGS
management was tested using questions adopted from recent Japanese research on volunteers’
willingness to work in participatory green space conservation [31]. Questions covered willingness
to contribute time or money, participation frequency, willingness to assume a leadership role, and a
variety of participatory activities. Questions in part three consisted of a modiﬁed NEP scale developed
for prior research on IGS [23], while also asking respondents what strategic planning goals they
preferred for shrinking cities (growth, larger housing, more recreational green space, more urban
agriculture, or returning space to nature). These questions were intended to create a larger normative
background against which more concrete, local scale IGS management goals and approaches can be
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discussed. Finally, questions in part four asked for respondents’ socio-demographic data, including
type of housing and residential green space, length of local residency, level of educational attainment,
yearly income and post code.
 
Figure 2. Typology of IGS (translated to English) with example photographs of different IGS types,
as shown to respondents in the online survey. From top left, clockwise: street verge, gap, vacant lot,
waterside, power-line corridor, brownﬁeld, structural IGS, railway verge.
Data was analyzed using descriptive and inferential statistics following procedures described
by Field and colleagues [32] using R [33] and its packages likert [34] and FactoMineR [35] as well as
JASP [36] and jamovi [37]. The map of study locations (Figure 1) was created with QGIS [38], but no
spatial analysis was performed for this study. The analyzed data set is available as supplementary
material. Multiple correspondence analysis was used to explore the multivariate relationship of key
IGS and demographic variables. Non-parametric tests (chi-square, Wilcoxon rank-sum, Kruskal-Wallis,
Spearman) were used as analysis indicated data did not fulﬁll the assumptions of parametric
tests (normal distribution, homogeneity). Post-hoc corrections for pairwise comparisons with the
Kruskal-Wallis test were performed using the Dwass-Steel-Critchlow-Fligner test to identify signiﬁcant
differences between individual pairs, which are reported in the text using abbreviated study location
pairs (e.g., Sapporo-Nagano (SP-NA), Kyoto-Kitakyushu (KY-KK)). The reliability of core scales
(IGS beneﬁts, IGS problems, management goals, management styles, willingness to participate) was
adequate or better (Cronbach’s alpha > 0.7). The analyzed data set is available as supplementary
material (File S2).
3. Results
3.1. Sample Characteristics
A representative sample for the population demographic of the respective cities with a total
of 1000 valid responses was collected (see Table 2). Income and length of residency did not differ
signiﬁcantly between cities. Level of educational attainment differed signiﬁcantly (X2(12) = 23.93,
p < 0.05), with Kyoto (71%) having the most and Kitakyushu (57%) the least respondents with a
university or post-graduate degree. Housing also differed signiﬁcantly (X2(12) = 149.0, p < 0.001).
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In Nagano, most respondents were living in a house with garden (67%), while in Sapporo most
were living in an apartment without shared green space (46%). In Kyoto, a quarter of respondents
(24%) lived in a house without garden, whereas in all other cities less than 10% of respondents did.
Respondents had been living in their respective city for 20 years on average (range 0–69), with no
signiﬁcant difference between cities.
Table 2. Demographic characteristics of respondents (n = 1000).
Age Mean/SD/Lowest/Highest 46/13/20/69
Respondents in their 20s 16%
Respondents in their 30s 19%
Respondents in their 40s 23%
Respondents in their 50s 20%
Respondents in their 60s 22%
Sex
Female 50%
Male 50%
Education (highest attained)
Junior high school 2%
High school 31%
University 57%
Postgraduate 7%
Other 4%
Housing
Detached with garden 43%
Detached without garden 10%
Apartment, shared green space 12%
Apartment, no shared green
space 33%
Other 1%
Income
Under ¥2 million 10%
¥2–4 million 24%
¥400–600 million 19%
¥600–800 million 13%
¥800–1000 million 9%
¥1000–1250 million 4%
Over ¥1250 million 3%
Don’t know/Don’t want to
answer 19%
Asked about their attitude towards urban nature, respondents highly valued urban nature
(Figure 3), with no signiﬁcant differences between cities or respondent sex. With increasing age,
respondents valued green space in their neighborhood more (Figure 3, Q3; p < 0.05, rs = −0.07;
the negative effect size results from the coding of agreement (low) to disagreement (high)), were more
likely to agree nature has intrinsic value (Figure 3, Q2; p < 0.05, rs = −0.06), and were more willing
to donate (Figure 3, Q1, p < 0.05, rs = −0.06). Asked about their opinion on how to proceed when
cities shrink, respondents preferred converting the land to green space (for recreation or agriculture)
over increased housing size or growth at all cost (Figure 4). The only signiﬁcant difference between
the four cities was respondents’ support for urban agriculture (Figure 4, Q5; H(3) = 8.30, p < 0.05;
signiﬁcant pairwise differences: Sapporo-Nagano (SP-NA), p = 0.005). Sex had no effect on opinion
about shrinking cities. In contrast to their attitude towards urban nature, with rising age respondents
were less likely to support using space in shrinking cities to increase green space (Figure 4, Q4; p < 0.001,
rs = 0.11).
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Figure 3. Respondents’ attitude toward urban nature.
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Figure 4. Respondents’ opinion on how to proceed when cities are shrinking.
3.2. Respondents’ Perception, Use, and Evaluation of IGS
Most respondents (70%) knew IGS in their neighborhood (Table 3). Among those, vacant lots,
street verges, waterside and gap spaces were reported most often. Almost half of the respondents
who knew IGS in their neighborhood perceived it as relatively biodiverse. Familiarity with IGS in the
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neighborhood did not differ signiﬁcantly between cities, but perceived biodiversity did (X2(12) = 29.37,
p < 0.01)). Nagano had the highest perceived biodiversity, Sapporo the lowest. Sex had no effect on
familiarity or perceived biodiversity.
Most respondents who knew of IGS in their neighborhood did not use it for recreational purposes
(79%, Table 4), but some reported using it weekly or daily. Use frequency did not differ between
the four cities. Respondents used IGS for wide variety of activities, including going for a stroll,
exercise-oriented walking, playing with children, walking the dog, BBQs, general exercise, taking
a rest, collecting insects, taking photos, observing plants and animals, ﬁshing, doing nothing, and
using it as a shortcut on the way to somewhere else. The most common reasons IGS users gave for
preferring it over parks or gardens were that IGS was close to their home, was not crowded, had no
use restrictions, and was wild and exciting with many and/or different species of plants and animals
around. Most IGS users reported no problems with using IGS for recreational purposes, while littering
was the most commonly mentioned problem encountered. Respondents (including non-users) had a
wide variety of ideas to make using IGS easier. Main ideas included a minimum level of maintenance
and management (such as picking up trash, removing dog droppings, planting ﬂowers, mowing),
adding facilities such as seating, improving accessibility by removing barriers such as fences, adding
signs to show the space may be used, improve safety and/or safe appearance, and converting it to
formal green space (e.g., park, community garden). However, some also emphasized there was no need
to do anything, voicing concerns that increased use could cause IGS to lose its special characteristics
(see also Section 3.3).
Table 3. Respondents’ perception of IGS.
Question Asked Response Options 1 Answers (%)
How many informal green spaces
(as introduced above) exist in your
neighborhood? (n = 1000)
None 30.4
A few (1–5) 44.5
Some (5–10) 14.8
Many (over 10) 10.3
What types of informal green
spaces do you know of in your
neighborhood? Please only select
spaces with vegetation other than
parks, gardens or plazas. (multiple
answers possible; n = 696)
Vacant lots 73.6
Structures (overgrown walls, fences, roofs etc.) 34.8
Railway verges 29.2
Street verges 68.0
Brownﬁelds 10.8
Waterside (river banks, river beds etc.) 54.7
Power-line corridors 15.8
Gaps (between walls or fences etc.) 44.8
How many species of animals and
plants do you think live in
informal green spaces? (n = 696)
Very few 4.5
Few 31.0
Many 38.8
Very many 9.9
I don’t know 15.8
1 Response options are listed in order of appearance in the survey instrument.
Table 4. Respondents’ use of IGS for recreational purposes.
Question Asked Response Options 1 Answers (%)
How often do you use
informal green space for
recreation, exercise or play
etc.? (n = 696)
Never 78.7
Daily 0.9
Once a week 6.2
Once a month 5.0
A few times per year 9.2
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Table 4. Cont.
Question Asked Response Options 1 Answers (%)
Why do you use informal
green space and not a park or
garden? (n = 148)
It’s near my home 66.2
It’s wild and exciting 19.6
It’s not crowded 39.2
There are more or different animals or plants 19.6
It has better privacy (nobody watching) 9.5
There are no use restrictions
(e.g., no dogs, no ball play) 23.6
It can be used for many things (e.g., gardening) 11.5
There are no nice parks near my home 12.2
I don’t have a garden or similar green space 14.9
Other 6.8
Did you experience any
problems when using informal
green space? (n = 148)
No 62.8
Hard to access (fence, signs etc.) 8.8
I was scared to use it 8.8
Dangerous animals 5.4
Dangerous plants 4.1
Danger of injury 10.1
Lots of litter 19.6
Conﬂict with the owner 3.4
Conﬂict with police 0.0
Conﬂict with other users 2.7
Criminals were present 0.7
Drug users were present 0.0
Prostitutes were present 0.0
Other 2.0
1 Response options are listed in order of appearance in the survey instrument.
Beneﬁts respondents most commonly associated with IGS were related to city greening, ecosystem
services such as air ﬁltration and cooling, wildlife habitat, and providing an opportunity for nature
contact (Figure 5). While more respondents saw IGS as a space children can use to play, this was not
true for leisure activities in general. Food-related beneﬁts received the lowest agreement. Residents’
opinion on IGS beneﬁts differed between the four cities only regarding the ability of IGS to sequester
carbon (Figure 5, Q15; H(3) = 10.06, p < 0.05; SP-NA, p = 0.002), with agreement strongest in Nagano
(54%) and weakest in Sapporo (39%). Women felt more strongly than men (W = 134,895, p < 0.05)
that every bit of green in the city is good (Figure 5, Q17), while other IGS beneﬁt perceptions were
not affected by sex. With increasing age respondents agreed signiﬁcantly less with a number of IGS
beneﬁts related to recreation, child play, a more interesting neighborhood and the general beneﬁt of
green in the city (Figure 5, Q4/8/3/17; p < 0.01 to p < 0.001), but effect sizes were limited (rs = 0.07 to
rs = 0.13).
In contrast, respondents perceived littering, weeds and pest animals, as well as a disorderly
look to be the main potential problems associated with IGS (Figure 6). However, IGS was mostly
not perceived as a waste of space. Likewise, the common Japanese social issue of conﬂicts around
noise associated with children’s play was not seen as a problem related to IGS by most respondents.
Five problems were perceived differently between the study locations: pest animals (Figure 6, Q2;
H(3) = 28.46, p < 0.001; SP-NA, p < 0.001; SP-KY, p < 0.001; SP-KK, p = 0.006), weeds (Figure 6, Q6;
H(3) = 24.06, p < 0.001; all study location pairs p < 0.03 except KY-KK), ﬁre hazard (Figure 6, Q5;
H(3) = 14.15, p < 0.01; SP-NA, p = 0.033; SP-KY, p < 0.001; SP-KK, p = 0.002), littering (Figure 6, Q9;
H(3) = 14.07, p < 0.01; SP-NA, p < 0.001; NA-KY, p = 0.014), and disorderly appearance (Figure 6, Q10;
H(3) = 14.61, p < 0.01; SP-NA, p < 0.001; SP-KY, p = 0.006). Women felt more strongly about liability,
vandalism, criminals, danger to children, unwanted individuals and ﬁre hazard than men (Figure 6,
Q8/12/4/11/1/5; p < 0.05 to p < 0.001), similar to how with increasing age respondents felt more
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strongly about vandalism, grafﬁti, disorderly appearance, danger to children and ﬁre hazard (Figure 6,
Q12/7/10/11/5; p < 0.05 to p < 0.001; rs = 0.07 to rs = 0.14).
Overall, respondents felt that IGS affected their daily lives to different degrees. Of all respondents,
40.1% felt IGS did not affect their daily lives for the better or the worse. On the other hand, 15.5%
answered IGS made their daily life better, and 10.6% disagreed, stating it made their daily life worse.
Finally, 33.8% perceived IGS as both a positive and negative inﬂuence on their daily lives. Respondents’
IGS evaluation did not differ signiﬁcantly between the four cities. While a detailed analysis of
qualitative answers about the reasons how respondents felt IGS affected their daily lives goes beyond
the scope of this paper, overall themes brought up were as follows. Overall, the ambiguity of IGS in
terms of management, responsibility, ownership, and usability was perceived as a source of problems.
Many respondents noted that some IGS inﬂuenced their daily lives positively, others negatively, leading
to their overall evaluation of “both” in the previous question. Others commented such evaluation
would likely depend not only on the IGS in question, but also on individual aesthetic and recreational
preferences as well as individual attitudes in general and towards nature in particular, and on how
IGS would be used.
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Figure 5. Respondents’ level of agreement to potential IGS beneﬁts.
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Figure 6. Respondents’ level of agreement to potential IGS problems. Signiﬁcant differences between
the four cities are noted as * (p < 0.05), ** (p < 0.01), and *** (p < 0.001).
3.3. Respondents’ Preferences for IGS Management: Goals, Approaches, Willingness to Participate
Regarding management goals for IGS, respondents clearly favored preserving IGS as green space
over redevelopment (Figure 7). On the other hand, not managing IGS was clearly disfavored. Opinions
differed signﬁciantly between the four cities regarding themanagement goals of beautiﬁcation (Figure 7,
Q2; H(3) = 11.78, p < 0.01; SP-NA, p < 0.001; SP-KY, p = 0.009; SP-KK, p = 0.036), urban agriculture
(Figure 7, Q10; H(3) = 17.59, p < 0.01; SP-NA, p < 0.001; SP-KK, p = 0.002; NA-KY, p = 0.006; KY-KK,
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p = 0.018), and parking space (Figure 7, Q7; H(3) = 9.98, p < 0.05; SP-KK, p = 0.004; KY-KK, p = 0.011).
Women were more strongly opposed to not managing IGS (Figure 7, Q6; W=115669, p < 0.05). With
rising age, respondents were more strongly opposed to child recreation, animal conservation but also
redevelopment as IGS management goals (Figure 7, Q5/1/9; p < 0.05 to p < 0.001, rs = 0.07 to 0.11).
Respondents suggested a number of additional or alternative management goals, including using IGS
for temporary events such as live music by indie bands or ﬂea markets, off-leash areas for dogs, power
generation (e.g., using solar panels), and building child-care or aged-care centers.
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Figure 7. Respondents’ preferred management goals for IGS. Signiﬁcant differences between the four
cities are noted as * (p < 0.05) and ** (p < 0.01).
In regard to management approaches (Figure 8), respondents thought IGS management was an
issue of concern for residents in the neighborhood. Yet while residents were perceived to know better
how to manage IGS than the city administration, respondents still thought the administration to be
responsible for management. Qualitative responses clariﬁed that this seemingly contradictory result
was partly based on the perception that the city administration was shirking responsibilities, leaving
152
Land 2017, 6, 59
residents to deal with problems without sufﬁcient support. Overall, respondents were slightly in
favor of stricter management and IGS use only with permission, while placing the liability with users.
Respondents largely agreed participatory IGS management would improve its appearance, but felt
both ﬁnancial and other support by the city administration to be necessary. They also favored using
IGS long-term over temporary use.
Signiﬁcant differences in opinions on management approaches were found between the cities for
some questions, and the extremes in opinion were as follows. Respondents rejected IGS use without
permission in Kyoto (35% vs. 17%) more strongly than in Kitakyushu (24% vs. 24%; Figure 8, Q5;
H(3) = 10.01, p < 0.05; NA-KY, p = 0.041, KY-KK, p = 0.003). Respondents were most optimistic that
resident IGS management would improve its appearance in Nagano (38% vs. 8%), but least optimistic
in Kyoto (27% vs. 14%; Figure 8, Q7; H(3) = 11.00, p < 0.05; SP-NA, p = 0.008, NA-KY, p = 0.003; NA-KK,
p = 0.049). Similarly, respondents were more convinced ﬁnancial support for management would be
necessary in Nagano (43% vs. 9%) than in Kyoto (36% vs. 14%; Figure 8, Q8; H(3) = 8.95, p < 0.05;
SP-NA, p = 0.035; NA-KY, p = 0.015; KY-KK, p = 0.042). Finally, long-term IGS use had the highest
support over temporary use in Nagano (41% vs. 8%) and the lowest in Kyoto (32% vs. 11%; Figure 8,
Q10; H(3) = 10.13, p < 0.05; NA-KY, p = 0.012; KY-KK, p = 0.005). Women were less strongly in favor of
placing the liability with users than men (Figure 8, Q6; W = 115,950, p < 0.05), but sex did not affect
preference for other management approaches. With rising age, respondents favored IGS management
following strict rules (Figure 8, Q4; p < 0.05, rs = −0.07) and requiring permission before using IGS
(Figure 8, Q5; p < 0.01, rs = −0.10).
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Figure 8. Respondents’ opinion on approaches to IGS management.
Willingness to participate in participatory IGS management showed that less than 20% of
respondents wanted to contribute, and less than 10% wanted to try organizing or leading such
activities (Figure 9). On the other hand, when asked about concrete activities, respondents were more
positive towards participation. However, a large number of respondents strongly disagreed across
all types of participation. The only signiﬁcant differences in responses between the four cities was in
willingness to pick up trash (Figure 9, Q6; H(3) = 12.36, p < 0.01; SP-NA, p = 0.004; NA-KY, p = 0.004)
and willingness to plant ﬂowers or trees (Figure 9, Q8; H(3) = 12.25, p < 0.01; SP-NA, p < 0.001; NA-KY,
p = 0.016). Men were more willing to contribute time, skills, and money to IGS management, were
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more willing to participate monthly or weekly, try themselves at organizing or leading, and were
more willing to mow, build equipment or collaborate in research (Figure 9, Q1–5/7/9–10; p < 0.05 for
money, p < 0.01 for all others). With rising age, respondents were less willing to participate in planting
activities (Figure 9, Q8; p < 0.05, rs = 0.08) or in building play equipment (Figure 9, Q9; p < 0.001,
rs = 0.12). Respondents commented in qualitative responses that participative IGS management
could be integrated into traditional local structures of community management (e.g., neighborhood
associations), but also stressed that participation should not become a community duty (such as
cleaning street gutters still is in many urban neighborhoods).
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Figure 9. Respondents’ willingness to participate IGS management. Signiﬁcant differences between
the four cities are noted as ** (p < 0.01).
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3.4. Multiple Correspondence Analysis of Key IGS and Demographic Variables
A multiple correspondence analysis of key IGS variables (number of IGS known in the
neighborhood, perceived number of species living in IGS, perceived inﬂuence of IGS on everyday
life, frequency of recreational IGS use) and demographic variables (level of educational attainment,
household income, housing type, study location) was performed to explore relationships in the data
through multivariate analysis. Likert-scale questions (perception of beneﬁts and problems of IGS,
attitude toward management goals and style) were excluded, as their addition did not substantially
increase the variation explained and their inter-scale relationships were already analyzed using
Cronbach’s alpha. The results (Figure 10) show a clear distinction between respondents who knew and
did not know IGS in their neighborhood. Furthermore, number of IGS known in the neighborhood
seemed to be associated with perceived number of species in IGS, frequency of recreational use, and
demographic characteristics such as detached housing with garden, higher educational attainment
level, higher household income and the study location Nagano. However, the displayed ﬁrst two
dimensions only explain a cumulative variation of 14% (unadjusted).
 
Figure 10. Multiple correspondence analysis of key IGS and demographic variables.
4. Discussion
4.1. Perception, Evaluation, and Use of IGS
The results of this survey suggest IGS is a part of everyday life and a common feature of the urban
landscape, not only in Sapporo, where IGS in Japan was ﬁrst studied, but also across shrinking Japanese
cities. Furthermore, the ﬁndings provide strong evidence supporting the following conclusions from
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prior IGS research in Japan [23,25]. Many respondents perceive IGS to be biodiverse and to possess a
range of potential beneﬁts, from ecosystem services such as air ﬁltration and cooling to wildlife habitat
and opportunities for nature contact. Despite the near-absent discussion of recreational IGS use in the
Japanese literature, every ﬁfth respondent across all cities reported already engaging in such use—a
majority of them without encountering problems. Proximity was again the most common reason why
respondents used IGS, a topic that merits renewed attention as Japan’s population ages and its mobility
declines. On the other hand, as in prior research [23], many respondents felt IGS affected their daily
lives in both positive and negative ways, with littering, weeds and pest animals, and the aesthetic
appearance of IGS identiﬁed as major potential problems. These ﬁndings underline how important it
is both to realize the potential of IGS and develop adequate approaches to manage it, especially in
shrinking Japanese cities.
Differences between earlier results and this study were mostly in degree, not direction. Overall,
fewer respondents knew IGS in their neighborhood or used it for recreational purposes in Sapporo
in this study than in the postal survey conducted in 2012 [23]. These differences could be the result
of a slight bias in responses of the original postal survey towards residents interested in the topic.
In contrast, differences were less pronounced in regard to evaluation as well as perceived beneﬁts and
problems. Following the recommendations outlined in the earlier study, it is thus important to take a
closer look at residents’ preferences for management goals and approaches.
4.2. Preferred Management Goals
Respondents preferred active IGS management to a hands-off approach. Furthermore, they
strongly favored management as green space over conversion to parking space or other urban land
use. One such management goal is the creation of new parks using IGS where size and characteristics
are suitable. These results are in line with earlier research that found Japanese respondents are overall
hesitant to embrace the concept of urban wilderness, a concept that has ﬁgured prominently in work
on IGS from Europe, North America and Australia [27,28,39–50]. Yet this does not imply that residents
do not perceive the value of IGS as a different kind of urban green space. However, it suggests cultural
factors could be inﬂuencing residents’ perception and evaluation of IGS, something that has been
suggested before in more general discussions of nature perception and culture [26,51]. This, again,
may be a matter of degree rather than direction, as some respondents critical of IGS in Australia
also mentioned impressions of neglect and abandonment as reasons for their negative perception of
IGS. What follows is a dilemma: on one hand, vacancy often has negative cultural associations [52],
while on the other hand a freedom of purpose can be a freedom from purpose, opening up space and
possibilities that would otherwise not exist. Such notions have been explored in detail in prior work on
IGS [53–55]. This issue then brings into focus more general opinions on using space in shrinking cities.
In their opinions about strategic directions for shrinking cities in general, respondents not only
favored using space that becomes available for recreational green space and urban agriculture, they
also supported giving up land use for human purposes to return it to nature. In contrast, respondents
rejected using space opened up through population decline to increase housing size, even though
Japanese houses and apartments are on average much smaller than housing in Western cities. These
opinions align well with calls by researchers to focus on contact with nature and green infrastructure
as a source of improved human wellbeing [4,56]. In a larger context, the results may reﬂect a shift in
focus from material wealth to non-material wellbeing in the Japanese public that has occurred since
the early 1970s (Figure 11, [57]). Overall, respondents’ opinions signal support for Japanese urban
green planning to expand its ambitions beyond the unambitious current policies, which often target
only preserving existing green space rather than creating new ones. As budget constraints are partly
to blame, the question then is to what degree participatory management approaches are supported
by residents.
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Figure 11. Long-term shift in life goals from material to non-material wellbeing in the Japanese
public [57].
4.3. Preferred Management Approaches
Despite numerous beneﬁts participatory IGS management could provide (e.g., realizing
recreational potential, reducing ﬁnancial burden to public funding etc.), the results of this survey
suggest that residents will only accept such arrangements if they think it will improve IGS
appearance—a primary concern reﬂected throughout perceived IGS beneﬁts and problems as well as
preferred IGS management goals. However, respondents did expect IGS appearance would improve
through participatory management. Having residents manage IGS then stops being simply a strategy
proposed by scholars to solve surrounding issues, and emerges as a new management approach
supported by both professionals and stakeholders. This expected positive outcome also provides the
basis on which the details of participatory IGS management can be discussed.
Principal issues of participatory IGS management are the questions of whom it should concern,
and who should be responsible for it. It is not surprising that most respondents identiﬁed IGS
management as a topic of concern for those living in the neighborhood, not just the land owner, as
many knew of IGS in their neighborhood and felt it affected their daily lives. Yet at the same time, most
saw the main responsibility for managing IGS lying with the city administration—even though overall
respondents thought residents in the neighborhood would know better than the administration how
such management should happen. This shows IGS management is situated in a triangle of concerned
parties—owners (whether present/known or absent), neighbors and the city administration.
The opinion that taking care of land is an issue of concern to neighbors is not unique to IGS.
Regulations across different countries affect everything from how houses may be built to how private
green space should look. However, with IGS a number of complicating factors are introduced. First,
depending on the type of IGS, the degree to which appearance and management is considered an issue
likely varies, both among land owners and neighbors—a gap between walls or fences likely draws
less attention than an overgrown vacant lot or fence. The issue becomes even more problematic if the
owner is absent (e.g., living in a different area, corporate or public owner) or unknown, a problem
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that has lead the Japanese Ministry of Land, Infrastructure and Transport to produce over 300 pages
of guidelines for dealing with unclear land ownership [58]. Not only does this mean the owner may
be less invested in managing the space, neighbors may also have a harder time communicating their
concerns about the space. This trend is to some degree exacerbated by land ownership fragmentation,
which can lead to the generation of informal green spaces even in growing cities such as Tokyo [59].
Furthermore, eminent domain (or resumption/expropriation) is an exceedingly complicated issue in
Japan [60,61]. On the other hand, social pressure can be perceived by owners as meddling in someone
else’s affairs. In the context of rapid aging, property maintenance can also be a task older people may
no longer be physically able to carry out, creating a potential source of neighborhood friction. Even if
relevant regulations exist, it may be difﬁcult for the city administration to enforce them, and providing
assistance in managing privately owned IGS would require using already strained public funding.
A participatory IGS management framework would thus need to mediate between neighbors and
space owners without the city administration abdicating from the responsibility respondents perceive
it to have.
Three core issues are likely to play an important role in the outcome of participatory IGS
management. First, the variety of IGS characteristics (type, size, ownership etc.), the inherent
subjectivity of IGS evaluation, and the social nature of the relationships involved would favor a
ﬂexible approach to management. However, survey results show a plurality of respondents favored
strict rules over case-by-case and informal management. This further supports a role of the city
administration in providing a framework for IGS management, even though such a framework
would need enough inherent ﬂexibility to process diverse cases. Second, a principal goal of IGS
management should be to realize its potential for recreation [29] and conservation [62,63]—a goal this
survey shows is supported by respondents. However, a plurality of respondents rejected allowing
residents to use IGS without permission. This means participatory IGS management would require a
mechanism to establish consent to IGS use, whether through communal opt-in or opt-out approaches
or incentive/disincentive-based arrangements. For temporary uses, agents involved in the event
planning can facilitate this process [64], while in other cases non-governmental organizations ﬁll
this role (e.g., 596 Acres in New York). Third, because the issue of liability has been identiﬁed as an
important barrier to IGS use, participatory IGS management should attempt to at least ameliorate
this problem. Liability has a long history alongside a record of court decisions seeking to solve this
problem [65]. However, current arrangements often require land owners to make IGS inaccessible to
avoid liability, thus reducing its use value for recreation (for conservation, the outcome likely depends
on the particular species and types of barriers to movement involved). In this case, respondents in
general saw IGS users liable for damages, suggesting that this issue could be ameliorated, possibly
by offering reduced owner liability in exchange for consenting to IGS use by residents. Once the
three core issues above have been addressed, what remains to be discussed are necessary support and
timeframes of IGS use.
The history of participatory green space management shows that simply handing over such
tasks to residents can easily fail without necessary support. While participatory approaches are often
intended to reduce ﬁnancial pressure on strained public ﬁnances, respondents were clear in their
assessment that ﬁnancial support by the city administration would be necessary if residents were
to manage IGS. This has been pointed out by Arnstein in her “ladder of citizen participation” as
early as 1969 [66], but actual implementation has been slow. On the other hand, ﬁnancial support is
likely not sufﬁcient. Respondents acknowledged this, and while the need for non-ﬁnancial support
through training opportunities, knowledge sharing or provision of facilities may seem obvious, it
merits conﬁrmation to ensure such support is made part of participatory management arrangements.
4.4. Willingness to Volunteer
Participatory IGS management in principle draws on resources provided by residents to achieve
its goals, meaning its viability depends on how willing residents are to engage in such activities. Only
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a minority of respondents was willing to participate in IGS management either through contributing
time or money. Yet over 10% of respondents were willing to participate one hour or more per month.
In comparison, Takase and colleagues [67–70], who have done extensive work on participatory green
space in Japan, found in a survey of residents interested in participatory green space activities that
their average willingness to work was 11.6 days per year [31]. On this basis, they recommended a
frequency of one activity per month. This could prove sufﬁcient, as managing IGS likely requires less
effort than ordinary green space maintenance. Prior research even warns of the danger of applying
traditional planning tools or standards to IGS, which can lead to diminished recreational potential as
attractive features of IGS are lost [71]. Even in a Japanese context, where wild urban nature seems to be
less valued in comparison to Europe, respondents emphasized in this study that even a minimal level
of IGS management could improve both perception and recreational value of IGS. Some participants
also voiced concerns that over-management might risk losing the characteristics making IGS special.
In regard to possible ways of organizing participation, respondents proposed drawing upon
traditional institutions of local self-management such as neighborhood associations (cho¯naikai). These
associations seem to be an obvious choice, but on further examination a number of problems emerge.
First, the very process of depopulation that drives an increase in vacant lots and other IGS is,
together with other changes to Japan’s social fabric, leading to a decline in organization level among
neighborhood associations. Furthermore, neighborhood association membership is often limited by
social class or housing type, where apartment dwellers and/or renters are not invited to participate
as they are seen as transitory residents with no stake in the neighborhood. Second, neighborhood
associations also have a history of resisting changes to the status quo, which leads back to their
conservative background as a state co-opted tool of maintaining the public order during the second
world war [72]. During the 1970s environmental pollution protests, neighborhood associations often
acted to suppress protest and thus constituted an important barrier to institutionalization. As a result,
it might be prudent to avoid framing participatory IGS management as a civic duty, but rather organize
it based on interest and by emphasizing beneﬁts to participating. Indeed, Takase and colleagues
show that participation in green space conservation efforts is associated with beneﬁts similar to those
attributed to IGS [31]. Research on community gardens has also found that participatory management
can help to strengthen community ties [73–75], a process that might alleviate some of the issues
resulting from social change and depopulation. Existing examples from Japan could serve as references
for implementing participatory arrangements, such as the conversion of power-line corridor IGS
into a community garden in Nagoya or the informal urban agriculture practiced along a riverbank
in Sapporo [76]. Such examples also propose a potential solution to the problem of environmental
gentriﬁcation associated with increasing traditional types of urban green spaces [56,77].
4.5. Main Contributions of This Study to Our Understanding of IGS
This study contributes to our understanding of IGS in three major ways. First, unlike existing
exploratory work [23,25], this study is based on a representative sample, so the results can (with
some limitations, see below) be generalized for the four cities. The results thus make a compelling
argument for the importance of IGS in general and IGS planning speciﬁcally. Second, this study is the
ﬁrst comprehensive examination of residents’ preferences for IGS management goals and approaches
using a large sample rather than exploratory or qualitative (e.g., case studies, interviews etc.) methods.
The study thus provides insight into residents’ attitudes that goes beyond common methods in
participatory planning (such as public consultations, which usually employ an opt-in approach). Third,
the study probes the feasibility of participatory IGS management by examining residents’ willingness
to participate, applying prior groundbreaking work on participatory green space management in Japan
to informal green spaces for the ﬁrst time. These major contributions provide a solid basis on which
more general principles for IGS planning can be proposed. This task is taken up in the conclusion.
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4.6. Limitations
This study has a number of limitations. While the sample is representative for the four study
locations, all of these cities are projected to be shrinking, so results could differ for urban areas still
experiencing growth (e.g., Nagoya, Tokyo). As the survey was conducted online, the opinion of
residents without Internet access may not be adequately represented. However, research has shown
online surveys to be in general robust and reliable. Another limitation is the age range of respondents
(20–69 years). Past research, as well as response in this survey, has shown that IGS plays an important
role for children’s recreation, but due to constraints by the survey provider, this study was not able
to collect data underage respondents. What role IGS plays for recreation of adults over 70 is unclear,
but this age group was also not included in this study. The sample also showed a large number
of respondents to have a neutral opinion about many questions. While this may indicate a lack of
interest in the topic, including these responses avoids the potential non-response bias found in postal
surveys. Due to budget constraints, this survey was limited to shrinking cities in Japan, even though
participatory management is likely also of interest to shrinking municipalities in other countries.
The scarcity of prior research on both IGS in Japan and participatory IGS management in general also
limits comparisons and possible discussion of similarities and differences, an issue that should be
addressed by additional future research.
5. Conclusions
This study has analyzed perception, use and management preferences of residents in four major
shrinking Japanese cities on the basis of a large-scale (n = 1000) representative online survey. The results
have important implications for planning and management of IGS in shrinking Japanese cities, and
provide clear directions for managing non-traditional green spaces to urban planners. Drawing upon
the reported ﬁndings, the following eight major planning principles derived from the ﬁndings are
proposed as a potential basis of future strategic IGS planning policy in Japan:
1. IGS is an integral part of the everyday urban landscape and residents’ daily lives. As such,
planners should consider ways to integrate it into existing green plans.
2. IGS has a wide variety of potential beneﬁts and problems, but whether IGS affects residents’
positively or negatively depends on how it is managed. Current (non-)management produces
positive outcomes for some residents, but remains suboptimal.
3. Residents strongly support recreation, urban agriculture and conservation as three central
functions and goals for IGS management. These preferences should form the basis of IGS
management planning.
4. Residents strongly support recreation, urban agriculture and returning space to nature as
overarching uses for space opened up through urban shrinkage. These preferences question
current efforts of national, regional and local governments to attract new residents and halt or
even reverse urban shrinkage. Instead, residents’ preferences should form the basis for larger
strategic urban planning.
5. The city administration is expected to play a role in managing IGS, even in participatory planning
arrangements. Participatory management should not lead to a complete retreat of government
involvement in managing IGS, but actively draw on the local knowledge of residents.
6. Realizing the potential of IGS for recreation likely requires a clear framework of rules around
IGS use, mechanisms of consent to improve accessibility, and strategies to ameliorate liability
issues. These three requirements indicate an important role to play for planners and green
space managers.
7. Participatory IGS management is expected to improve the urban landscape aesthetic.
To achieve this outcome, residents require both ﬁnancial and non-ﬁnancial support from the
city administration.
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8. A small but signiﬁcant minority (~10%) of residents is willing to participate through offering time,
skills and donations. As IGS only requires limited management to be evaluated considerably
higher by residents, the basis of participatory IGS management likely exists. Participation should
be voluntary, not forced.
The important role IGS plays for residents and as a common type of space in the urban landscape
suggests further research is necessary to address questions that could not be covered in this study.
First, it remains unclear whether IGS perception, use, and management preferences of residents in
shrinking cities are identical or similar to those of residents in Japanese cities with growing population
(e.g., Nagoya, Tokyo). Future research should explore what role this and other factors play, both
in Japan and internationally. Second, we still know little about perception, use, and management
preference of underage residents and residents over 70 years of age. Such research would likely need
to draw on non-internet-based research methods. Third, despite recent work on the topic, examples
of participatory IGS management are understudied, making it difﬁcult for planners to learn from
real-world cases. A detailed case comparison study could provide valuable insights on beneﬁts and
drawbacks of different levels of informality or regulation in IGS management, ideally identifying
best-practice examples. Fourth, the recent attention on green infrastructure has raised the question of
how IGS can function as one type of green infrastructure, including in comparison to private green
spaces and associated participatory management approaches. Finally, the thorough understanding of
residents’ attitude toward participatory IGS management on which the proposed planning principles
are based is currently limited to Japan. Further research is necessary to understand to what degree the
principles hold true in other geographic and cultural contexts.
Supplementary Materials: The following are available online at www.mdpi.com/2073-445X/6/3/59/s1, File S1:
Survey instrument (In Japanese), File S2: Raw survey dataset (In Japanese).
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Abstract: The variation between land surface temperature (LST) within a city and its surrounding
area is a result of variations in surface cover, thermal capacity and three-dimensional geometry.
The objective of this research is to review the state of knowledge and current research to quantify
surface urban heat islands (SUHI) and surface urban cool islands (SUCI). In order to identify open
issues and gaps remaining in this ﬁeld, we review research on SUHI/SUCI, the models for simulating
UHIs/UCIs and techniques used in this ﬁeld were appraised. The appraisal has revealed some
great progress made in surface UHI mapping of cities located in humid and vegetated (temperate)
regions, whilst few studies have investigated the spatiotemporal variation of surface SUHI/SUCI
and the effect of land use/land cover (LULC) change on LST in arid and semi-arid climates. While
some progress has been made, models for simulating UHI/UCI have been advancing only slowly.
We conclude and suggest that SUHI/SUCI in arid and semi-arid areas requires more in-depth study.
Keywords: land surface temperature (LST); urban climate; surface urban cool island (SUCI); remote
sensing; review
1. Introduction
Surface urban heat islands (SUHI) are one of the crucial topics in urban climatology studies.
The comfort of the urban inhabitants is inﬂuenced by surface temperature through modiﬁed air
temperature of the lowest layer of the urban atmosphere [1]. The land surface is a complex feature that
can be described as a combination of green vegetation, water surfaces, impervious surface materials
and exposed soils. As a result of this complexity, LST varies spatially and temporally. Impervious
surface differs considerably between urban and suburban areas and it is the main contributor to the
SUHI effect [2–4]. The results by Rasul et al. [5,6] from Landsat and MODIS LST indicate the existence
of SUCI in semi-arid cities during different times of the day and not only in the morning as stated in
other literature [7–10].
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Since the early 1900s, the UHI intensity of hundreds of urban areas around the world have
been assessed [11] and this ﬁeld remains an extensive area of study within urban climatology [12].
The growth and strength of the heat island areas during this time bring challenges for energy, the
health of urban residents, water supplies, urban infrastructure and social comfort [13]. In addition,
it exacerbates heat waves and creates a negative effect on life expectancy on urban inhabitants [14].
Ignoring atmospheric correction means assuming that atmospheric effects are the same in all
places, while in reality, water vapor and pollutant contents vary horizontally in urban areas. If the
atmospheric correction is neglected or is incorrectly, estimated surface temperature SUHI intensity
may be incorrectly derived [15,16]. Typically, the average surface emissivity in urban areas is about 2%
lower than the typical rural areas [17]. Without emissivity correction and neglecting this difference,
temperature retrievals of urban-rural environments can show differences of 1.5 ◦C or more. Therefore,
the urban heat island effect can typically be underestimated [15].
Reviews of the retrieval of LST, SUHI, generating, determination and mitigation UHI was carried
out by a number of authors [18–20]. However, a review of the SUHI/SUCI in dry climate and methods
used for studying the SUHI is still lacking.
The objective of this paper is to review the state of knowledge and current research to quantify
the SUHI/SUCI. This paper provided knowledge on the techniques used for SUHI and SUHI/SUCI
that were based on different climatic regions, speciﬁcally for the arid and semi-arid climates.
The articles reviewed in this paper are based on techniques and methods. Moreover, sampling
of research for different remote sensing data and SUHI/SUCI from different climatic regions was
reviewed. There extensive research on UHI in humid regions, thus this paper focused on SUHI/SUCI
in dry climate.
2. Techniques and Statistics Used in Urban Heat Island Studies
2.1. Methods to Compare Multi-Temporal LST Images
In the literature, various techniques have been applied for analyzing the temporal change of
satellite based LST. In the ﬁrst technique, some researchers directly compare two or more LST images
without any modiﬁcation [21]. This approach lacks scientiﬁc rigor because the atmospheric situation
is not the same at the time of image acquisition. Having a high temperature in the second image
compared to the ﬁrst one, for example, does not mean the temperature has increased because it is
possible that at that time the temperature was high for other reasons. The second technique to account
for this and to better establish the SUHI is through the normalization of the temperature based on
the mean and standard deviation in high and low temperature areas [22,23]. The third technique is
common normalization of temperature based on min and max LST of the same image in the same
way as for NDVI [24]. A Normalized Ratio Scale (NRS) technique is proposed by Rasul et al. [25], to
normalize the value of each pixel-based ratio to make the LST images from different times comparable
and at the same time maintaining the original values.
2.2. Determining the Urban Heat Island
Researchers used various methods to assess UHI; for instance, Tran et al. [26] have used satellite
data to assess maximum SUHI. Hafner and Kidder [27] have used a model to assess SUHI. UHI was
determined in some studies as a comparison of the mean and maximum temperature between urban
and rural areas. Others compared temperature during times such as a season, a month, a year or some
days. In some cases, it was selected as temperature changes over time [28]. Moreover, Magee et al. [29]
selected UHI as the average changed temperature for both the urban and the rural areas [20].
For determination of SUHI, the comparison of mean urban and rural patterns provides robust
results. The use of trends of LST before and after urbanized areas illustrated the signiﬁcant inﬂuence
of urbanization on the UHI but many cities have no historic records of LST before urbanization which
creates an obstacle for SUHI studies.
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2.3. Statistical Analyses of Urban Heat Islands
Weng et al. [30] conducted pixel-by-pixel correlation analysis between surface temperature on the
one hand, and NDVI, green vegetation (GV), and impervious surface fractions on the other hand.
Linear regression has been used extensively in UHI studies to show the relationship between
LST and NDVI [31–33]. Szymanowski and Kryza [34] conducted Multiple Linear Regression (MLR) to
state the land-use situation of the UHI, but inaccurate results have been obtained when the process
tended towards non-stationary variables such as the impact of the wind. The common character of
meteorological data is non-stationary, hence the application algorithm can be largely limited in case
the technique is unable to manipulate it. According to Szymanowski and Kryza [34] and Su et al. [35],
geographically weighted regression (GWR) is better suited than MLR and other conventional regression
analyses. GWR shows the relationship between temperature and land covers more clearly and it is
more successful in the spatial modelling of UHI.
For spatial modelling of the UHI, Szymanowski and Kryza [34] suggested the combined GWR
residual kriging (GWRK) method as an alternative to the extensively used MLR model. Florio et al. [36]
emphasized that the kriging models estimates temperature better than MLR. RK errors are neutral
while regression models are inclined to give biased predicted values. RK and GWR methods have
been also been applied to LST [37,38].
3. Surface Urban Heat Island
Surface urban heat island intensity (SUHII) is determined by variations of surface temperature
between urban and surrounding rural areas with similar geographic characteristics. Remote sensing
sensors, thermal images and ﬁeld data have all been used to assess the SUHII of urban areas.
3.1. Satellite Measurements of Urban Heat Island
In order to ascertain surface temperature through radiation the traditional technique of aerial
surveillance is commonly used [39–41]. Thereafter, Wark et al. [42] and Rao and Winston [43] attempted
to utilize satellites to measure surface temperatures. Through data obtained from the Television
Infrared Observation Satellite (TIROS II), they found that measuring surface temperature is possible
in clear and dry areas [44]. Primarily, LST and SUHI have been derived from the National Oceanic
and Atmospheric Administration’s (NOAA) AVHRR data [30]. After that, Landsat’s Thematic Mapper
(TM) and Landsat’s Enhanced Thematic Mapper Plus (ETM+) were widely employed to retrieve
surface temperatures [30,45,46]. Srivastava et al. [47] estimated surface temperature in the Singhbhum
Shear Zone of India. The results indicated that emissivity has a strong relationship with the reﬂectance
of ETM+ band 3. They compared ﬁeld data with estimated LST from different algorithms. It was found
that the use of Valor’s emissivity and single channel equations increase the accuracy of the result and
is closer to ﬁeld truth temperature.
Surface UHI can be derived from remote sensing images as a captivating and possibly valuable
source [2,15]. Rao [48] reported the ﬁrst study of SUHI based on imagery data. Through the study of
surface temperature patterns of the mid-Atlantic coast of USA, the study utilized thermal Infrared
Radiometer (IR) data of the Improved TIROS Operational Satellite (ITOS-1). The research found that
the center of the city is the warmest part. Matson et al. [49] and Price [50] detected the UHI by utilizing
satellite data. Since then, the SUHI and surface temperature have been observed through utilizing
different sensors such as satellites, aircrafts, and ground-based sensors. Later, in 1989, Roth et al. [19]
studied the thermal urban climates.
The AVHRR sensor has been used to discern the surface temperature [51–53] and to analyze the
regional-scale of UHI effects [22,54,55]. Airborne acquired high-resolution images were also used to
assess the thermal determiners of urban surfaces such as sky view factor and surface materials [19].
The ASTER is another sensor of the TIR image that collects both daytime and night-time data and has
been used for determining the UHI effect in many cities [56–58].
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Landsat images are widely used to investigate the growth of SUHIs and to assess the relationship
between LST and land use/land cover (LULC) [59–61]. Unfortunately, calibration problems with
Landsat 8 TIRS have restricted its use. Clinton and Gong [62] used MODIS at 1 km special resolution
with high temporal resolution to investigate UHIs and Urban Heat Sinks (UHSs) of cities on a global
scale. Furthermore, MODIS data has been used to analyze daily differences of LST and UHI in Abu
Dhabi. Standard nocturnal UHIs were found in the city, while during the day the city center was cooler
than its surroundings [63].
The selection of LST data for SUHI studies varies based on the purpose of the research and the
availability of remotely sensed data. Landsat images (with 30 m spatial resolution) are appropriate
for investigating the spatial variation of SUCI/SUHI and the effect of LULC change from different
samples of classes on LST, whereas MODIS LST (with higher temporal resolution) is effective for
studying the temporal variation of SUHI/SUHI (e.g., diurnal, seasonal and decadal) at coarser scales.
ASTER LST with high spatial resolution is appropriate for quantifying the variation of SUHI between
day and night. In general, aircraft-based LST data have higher resolution, but it is expensive and the
areal coverage is irregular and it is a non-standardized product while satellite-based LST has extensive
spatial coverage, limited spatiotemporal resolution and is inﬂuenced by atmospheric effects on the
signal [64].
The result of comparison LST of the urban and rural surroundings may vary based on day/night,
location and different climatic patterns of the cities (Table 1). The table illustrates the highest SUHI
exists in cities with the “Dwa” and “Csb” Köppen climate types while the highest SUCI is found in
cities located in “Bwh” and “BSh” climates.
Table 1. A summary of surface UHII/UCII in different areas of the world.
Type Study Area Climate Reference Study Approach UHII/UCII ◦C
Daytime SUHI
Beijing, China Dwa: Hot SummerContinental Tran et al. [26] Satellite data 10
Vancouver,
Canada
Csb: Warm-summer
Mediterranean Roth et al. [15] Satellite data 7.5
Medellin,
Colombia Af: Tropical Rainforest Peng et al. [65] Satellite data 7
Athens, Greece Csa: Dry-summer Subtropical Stathopoulou andCartalis [66] Satellite data 3.3
Nighttime
SUHI
Madrid, Spain Csa: Dry-summer Subtropical Sobrino et al. [67] Airborne 5
Birmingham,
UK Cfb: Marine West Coast Tomlinson et al. [68] Satellite data 5
Erbil, Iraq BSh: Subtropical Semiarid(Hot Steppe) Rasul et al. [6] Satellite data 4.59
Manila,
Philippines Aw: Tropical Savanna Tiangco et al. [57] Satellite data 2.96
Atlanta, USA Cfa: Humid Subtropical Hafner and Kidder [27] Modeling 1.2
Daytime SUCI
Abu Dhabi,
UAE Bwh: Subtropical Desert Lazzarini et al. [63] Satellite data −6
Dubai, UAE Bwh: Subtropical Desert Frey et al. [69] Satellite data −5
Erbil, Iraq BSh: Subtropical Semiarid(Hot Steppe) Rasul et al. [5] Satellite data −3.9
Cairo, Egypt Bwh: Subtropical Desert Shahraiyni et al. [70] Satellite data −3.1
Central India Cfa: Humid subtropical and(Aw) tropical wet and dry Shastri et al. [71] Satellite data −2.5
3.2. Urban Heat Island in Arid and Semi-Arid Climate
SUHI studies pay more attention to urban areas located in tropical, Mediterranean and cold
climatic regions whereas arid regions with extreme high temperatures have been less focused on [72].
Moreover, the effect of LULC change on LST has been widely assessed for cities in the humid climate
while in cities located in semi-arid environments requires more focus to be better quantiﬁed and
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understood. Some of the few UHI studies in the literature based in arid regions were carried out in
Phoenix and Tucson, Arizona by Tarleton and Katz [73], Kuwait City by Nasrallah et al. [74], Erbil City
by Rasul et al. [6] and the Al Ahsa oasis by Al-Ali [72]. The effect of land cover on UHII of the Al Ahsa
oasis in Saudi Arabia has been assessed by using both ground data and satellite images. The limitation
of approach in such research is in comparing urban area with nearby towns to study UHI and ignoring
the bare soil and desert sand surrounding the city that has high LST in arid and semi-arid regions.
In semi-arid regions, the importance of changing aridity soil moisture in the rural areas in modifying
heat islands has not been studied extensively.
4. Urban Cool Islands
The general conviction that the air temperature in green sites can be cooler than non-green sites
was conﬁrmed by many studies on the temperature of parks and forest cover [75]. To explain the effect
of parks on the temperature of cities in detail, more research is necessary on the design of urban green
area, distribution and type of greening. Studies on many parks indicated that the temperature is cooler
in larger parks and those with trees [75]. On average, larger parks are cooler than smaller ones but
not always, while the urban cool islands (UCI) of the parks is more related to the characteristics of
the parks [76]. The results from the study indicate that 61 parks in Taipei city were conﬁrmed as UCIs
whereas around one-ﬁfth of parks with ≥50% paved coverage and little tree and shrub cover, have
been warmer than their urban surrounding at midday during the summertime [77]. Several studies
have conﬁrmed that this so-called “oasis” exhibits the cold island effect [78,79]. In some environments
such as arid, semi-arid, arctic and subarctic, cities have been reported as UCIs (negative UHI) during
certain times of the day or during particular seasons [27,80,81].
During the dry season the daytime SUHI intensity in some cities such as Mexico City and
Reykjavik is very weak and sometimes exhibits a cold island. As a result of high thermal inertia, urban
places in arid areas have the capability of showing both nocturnal SUHIs and diurnal SUCIs [62].
The amount of soil moisture and humidity in urban areas have an effect because evaporation via latent
heat reduces LST. As such, the investigation proved the existence of UCIs in Dubai compared to the
desert areas [77,82,83].
To date, plenty of research has investigated SUHI and SUCI in green spaces and water bodies
within cities whereas only a few studies have investigated Surface Urban Cool Island across a whole
urban area so it is requiring greater comprehension. Usually, research of atmospheric UHI uses
measured air temperature of some points in and around the city that not represent the study area
entirely. However, because SUHI studies usually use remote sensing data it represents the temperature
of the whole of the study area with some consistency.
5. Future Research Directions
There is a need to utilize remote sensing data in investigating surface temperatures of cities in dry
and semi-dry environments on a large scale. That study is a necessary requirement in the description
of surface characteristics in this speciﬁc environmental climate class. Furthermore, since urban climate
archipelagos produces an aggregate impact on temperature, moisture or precipitation [84], future
studies should focus on SUHI archipelagos.
Even higher spatial resolution with more temporal sampling and improved better calibrated data
would be very useful. The application of higher resolution remote sensing data facilitates study on UHI
characteristics and urban climate. Moreover, a future sensor improving on Landsat and aircraft thermal
data are some possible options. On the other hand, in order to determine a temporal variation of LST
using satellite data at restricted overpass times, it appears necessary to use ﬁeld data to investigate
diurnal UHI in dry environments. Future research should improve methods to simultaneously derive
LST and LSE from hyperspectral TIR, multi spectral-temporal, TIR-microwave data, and methods
should consider aerosol and cirrus effects [18].
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In addition, another viable angle of future studies should focus on mitigation strategies for
night-time SUHI and explore surface materials that can reduce surface temperature in urbanised areas
in dry regions. Research should look more closely at different parts of the city. Finally, the area needs
the development of more research on techniques to reduce LST in rural areas surrounding the cities
in dry regions such as the effect of irrigated vegetation in the dry season and increased soil moisture
through artiﬁcial streams.
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Abstract: Over the past several decades, Saudi cities have experienced rapid urban developments
and land use and land cover (LULC) changes. These developments will have numerous short- and
long-term consequences including increasing the land surface temperature (LST) of these cities.
This study investigated the effects of LULC changes on the LST for the eastern coastal city of
Dammam. Using Landsat imagery, the study ﬁrst detected the LULC using the maximum likelihood
classiﬁcation method and derived the LSTs for the years 1990, 2002, and 2014. Using the classiﬁed
results, it then modeled the future LULC for 2026 using the Cellular Automata Markov (CAM) model.
Finally, using three thematic indices and linear regression analysis, it then modeled the LST for 2026
as well. The built-up area in Dammam increased by 28.9% between 1990 and 2014. During this period,
the average LSTs for the LULC classes increased as well, with bare soil and built-up area having the
highest LST. By 2026, the urban area is expected to encompass 55% of the city and 98% of the land
cover is envisioned to have average LSTs over 41 ◦C. Such high temperatures will make it difﬁcult for
the residents to live in the area.
Keywords: land use and land cover change; urban growth modeling; Cellular Automata Markov
(CAM) model; land surface temperature; Saudi Arabia; urban heat island
1. Introduction
Every year, human migrations to cities are causing urban areas to grow and bringing rapid changes
to their ecosystem, biodiversity, natural landscapes, and the environment [1,2]. While such growth
is a sign of the region’s employment growth and economic prosperity, it has numerous short- and
long-term consequences. Among the long-term consequences, increases in the city’s land surface
temperature (LST) from growing urban built-up areas have received wide attention from geographers,
urban planners, and climatologists over the past decade [3,4]. Studies show that urban expansion tends
to increase urban areas’ LSTs by an average of 2–4 ◦C when compared to their outskirt rural areas [5].
Rising LSTs and urban heat island (UHI) formations have been linked to high energy consumption,
air pollution, and human health problems including asthma and heat-stroke related deaths of children
and elders [6,7].
Over the past several decades, cities in the Kingdom of Saudi Arabia have been rapidly expanding
from economic prosperity and increasing migrating population from villages and working expatriates
from neighboring Asian countries [8]. In 1950, only 21% of the Kingdom’s residents lived in a major
city [9]. That number increased to 58% in 1975, and today, urban areas house 82% of the country’s
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population, with many of the urban residents having migrated to the cities in an effort to seek a modern
lifestyle, better employment, and/or educational opportunities [9,10]. To fulﬁll the needs of the settling
residents, multi-story apartment buildings and private villas along with commercial and industrial
facilities were built, and areas that were small villages in the 1940s transformed into present day major
cities and metropolitan areas. The eastern coastal city of Dammam is one such city; it was a small
ﬁshing village in the 1940s that rapidly expanded in the last three decades due to the booming of oil
industries and became a major metropolitan city (with its neighboring cities of Dhahran and Khobar)
and the capitol of the Eastern Province of Saudi Arabia [11]. Such expansions signiﬁcantly changed
the land use and land cover (LULC) and are expected to affect and increase the city’s LSTs.
Examining LULC changes has become an increasing concern throughout the recent decades
because of their roles in reducing biodiversity, modifying the ecosystem, and altering the pattern and
composition of the regional and global climate [12]. Detecting and monitoring LULC changes through
direct ﬁeld visits can be difﬁcult, time consuming, and are prone to producing inaccurate results.
Improvements and integration of remote sensing and Geographic Information Systems (GIS) in the
past several decades have resolved some of these limitations and today are powerful tools for assessing,
monitoring, and modelling LULC changes [13–16]. They have been utilized to examine LULC changes
in Saudi cities as well. Using Landsat TM data, Alwashe and Bokhari [17] studied the changes in
vegetation in the city of Al Madinah. Also using Landsat TM data, Al-Rowili et al. [18] monitored and
identiﬁed decadal urban areal changes in Jeddah between 1988 and 1998. Aljouﬁe et al. [19] tried to
assess the relationships between transportation systems and urban expansion for Jeddah by aerial
photographs, SPOT imagery, and the city’s Master plan. For the city of Tabuk, Al-Harbi [20] measured
agricultural land use changes based on Landsat TM and Spot 5 imagery collected from 1988 to 2008.
Al-Gaadi et al. [21] monitored changes from 1990 to 2006 of Dirab region from Landsat data. Finally,
Rahman [8] also used Landsat TM, ETM+, and OLI data to examine growth in Al-Khobar from 1990
and 2013.
Since the early 1970s, the application of remote sensing technologies for measuring LSTs
and examining the formation and spatial distribution of UHIs has also been quite promising [22].
Using the various available thermal infrared sensors that can collect data at various spatial resolutions,
researchers have studied the LST characteristics (per LULC categories) in different urban settings.
Using Landsat TM data collected over Twin Cities, Minnesota, Yuan and Bauer [23] studied the
relationships among LSTs, normalized difference vegetation index (NDVI), and percentage of
impervious surface area (ISA). Xiao et al. [24] measured LSTs from Landsat TM sensor and determined
their quantitative relationships with several biophysical and demographic variables for Beijing city.
Also in Beijing, Li et al. [25] observed the correlations between the spatio-temporal trends in LSTs
obtained from Landsat TM sensor and the conﬁguration of greenspaces (classiﬁed from SPOT imagery).
By collecting LSTs retrieved from the AVHRR sensor and combining it with land coverage classiﬁed
from SPOT-HRV data, Dousset and Gourmelon [26] studied the relationships between different land
covers and LSTs in the metropolises of Los Angeles and Paris. Recently, Chaudhuri and Mishra [27]
compared the LSTs (from Landsat data) among the various types of land coverage in the border cities
of Calcutta (India) and Khulna (Bangladesh). Also for Bangladesh, Ahmed et al. [28] ﬁrst measured
the LSTs and the decadal LULC changes in Dhaka metropolitan area from Landsat sensors. They then
modelled the growth of the city and simulated the LSTs of the built-up areas for 2029. Among the
Middle Eastern cities, El Abidine et al. [29] modelled the heat waves by examining the relationships
between LST and the variations among the LULC categories in the entire state of Qatar. A similar
study was also conducted by Rasul et al. [30] using Landsat 8 data to compare LSTs in different LULC
categories in the northern Kurdistan Iraqi city of Erbil. Lazzarini et al. [31] combined MODIS, ASTER,
and Landsat ETM+ data and found the association between LST, NDVI, and surface UHI at the city and
district level for the city of Abu Dhabi, United Arab Emirates. For the Kingdom of Bahrain, Radhi and
Sharples [32] used a combination of Landsat imagery, statistics, and weather station data to examine
urban developments and their impacts in forming UHIs during the last few decades.
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Based on a review of the literature, it was found that examining the LULC changes and their
impacts on the LSTs is lacking in Saudi Arabia’s Eastern Province in general and particularly in its
capital city of Dammam. This study aims to ﬁll that gap. Speciﬁcally, we ﬁrst examined the LULC
changes within Dammam over the past two decades (1990–2014) using recent and historical archived
Landsat satellite data. Using the Landsat’s thermal infrared sensor, we then investigated the changes
in the LSTs for each LULC category during these two decades. Finally, based on the city’s historical
development, we modelled future growth of Dammam and its corresponding changes in LSTs for the
year 2026. In Sections 2 and 3, the study area’s description along with the detailed methodology will
be presented. Section 4 will highlight the results and their discussions will be provided in Section 5.
Finally, the concluding remarks and paths for further research are presented in Section 6.
2. Study Area
The entire city of Dammam (26.32◦ N and 49.50◦ E) with an area of 653 km2 was the area
under consideration for this study (Figure 1). Dammam currently has an estimated population of
1,106,630. Almost 58% of the residents are Saudis with the rest migrating from the neighboring Middle
Eastern, Asian, and Western countries [33]. Having a desert climate, the summers are hot and humid
(temperatures varying from 30 ◦C–45 ◦C) while the winters are cool and dry (10 ◦C–21 ◦C) [34].
 
Figure 1. Study area in the eastern coast of Saudi Arabia.
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3. Methodology
3.1. Data Collection, Classiﬁcation, Accuracy Assessments
Three Landsat images processed at level-one terrain-corrected (L1T) level collected over the city
of Dammam from the years 1990, 2002, and 2014 were gathered from the United States Geological
Survey’s (USGS) EarthExplorer website to estimate the LULC changes and calculate the LSTs for the
respective years (Table 1). Since L1T data are delivered with corrected radiometric and geometric
distortions, no additional geo-rectiﬁcation or image-to-image registrations were performed. Also,
USGS resampled and provided all the Landsat thermal bands to 30 m to align with the multispectral
bands of the sensors [35]. Finally, a recent high resolution GeoEye image was acquired for classiﬁcation
and accuracy assessments.
Table 1. Characteristics of Landsat data sets for the study.
Date of Acquisition Path and Row Landsat Sensor Spatial Resolution ofMulti-Spectral Bands
Spatial Resolution of
Thermal Bands
16 August 1990 164/42 TM 30 m 120 m (resampled to 30 m)
24 July 2002 164/42 ETM+ 30 m 60 m (resampled to 30 m)
2 August 2014 164/42 OLI 30 m 100 m (resampled to 30 m)
The imagery was classiﬁed into four separate LULC classes based on Level 1 of the Anderson
Classiﬁcation scheme. It is the preferred classiﬁcation system for classifying Landsat data [36].
Table 2 highlights the LULC features included for each class. To classify the LULC from the three
pre-processed Landsat images, the Maximum Likelihood Classiﬁcation (MLC) technique was used
with signatures collected among the four classes identiﬁed through ﬁeld surveys, GeoEye image,
and Google Earth imagery.
Table 2. Scheme for land cover classiﬁcations.
Land Cover Class Description
Built-up Residential, industrial, transportation networks, and commercial infrastructures.
Bare soil Sand, vacant lands, bare soils.
Vegetation Trees, parks, playgrounds, grasslands.
Water body Lakes and coastal water.
To examine the classiﬁcation accuracies, 295 ground truth reference points were sampled
(through stratiﬁed random sampling method) across the study area. Historical LULC paper maps
(with scales of 1:32,258) were also collected from the Ad-Dammam municipality’s ofﬁce. These
historical maps, ground truth reference points, and high resolution GeoEye and Google Earth images
were all utilized in combination to measure the overall classiﬁcation accuracies. For comparison of
accuracy results, error matrices were created. The classiﬁed results had overall accuracies of 86%
(1990), 89% (2002), and 93% (2014) with Kappa coefﬁcients of 0.87, 0.90, and 0.94. Finally, the changes
between the classiﬁed data sets were examined using a post-classiﬁcation change detection method.
3.2. Derivation of LSTs
The LSTs for this study were obtained from Landsat’s thermal band(s). Landsat TM and ETM+
provide thermal information based on a single long-wave infrared (LWIR) band, whereas it is captured
with two LWIR bands by the Landsat OLI sensor [37]. Therefore, two separate methods were used to
derive the LSTs from the three sensors. For deriving the LSTs from Landsat TM and ETM+ sensors,
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the Spectral Radiance Scaling Method was used [38]. The method ﬁrst uses the following equation to
convert digital numbers (DNs) into spectral radiance (Lλ):
Lλ =
(LMAXλ − LMINλ)× (DN − QCALMIN)
QCALMAX − QCALMIN + LMINλ (1)
where DN values range between 0 and 255; LMINλ and LMAXλ are the minimum and maximum
spectral radiances, respectively; and QCALMIN and QCALMAX are quantized minimum and
maximum calibrated pixel values, respectively.
The second step involved utilizing Equation (2) to convert the spectral radiance to Brightness
Temperature (in Kelvin) [39,40]. Temperatures were then converted to degrees Celsius.
TK =
K2
ln( K1Lλ + 1)
(2)
To derive the LSTs for the year 2014 from the Landsat OLI data, Equations (3) and (4) were
used [41]:
TOAr = mx + b (3)
where TOAr is the top of atmospheric radiance; m is the radiance multiplier (0.0003342); x is the raw
band; and b is the radiance add (0.1) [42].
TK =
K2
ln( K1TOAr + 1)
(4)
where TK is the Temperature in degrees Kelvin; K1 = 774.89 and K2 = 1321.08. Temperatures were
converted to degrees Celsius as well.
3.3. Modeling the Land Cover for 2026
Numerous urban growth prediction models (UGPMs) are available for modelling the future land
use and land cover of an urban area [43]. In this study, modelling the LULC for the year 2026 was
completed using IDRISI Selva GIS software package. To choose the most accurate modeling technique
for forecasting the LULC of Dammam for 2026, we simulated the LULC of Dammam for 2014 using
three separate but popular LULC modeling methods (Cellular Automata Markov (CAM), Multi-Layer
Perception Markov (MLPM), and Stochastic Markov (SM)) and examined their accuracies. In all of the
three models, the LULC for 2014 was simulated using the classiﬁcation results from 1990 (earlier land
cover) and 2002 (later land cover).
To model using the CAM method, a combination of Cellular Automata (CA) with Markov Chain
Analysis was utilized. It ﬁrst involved using the classiﬁed LULC data from 1990 and 2002 to produce
the Markovian conditional probability areas. Then, Boolean images for each LULC type were generated
using the 2002 classiﬁed results. Euclidean distances for each Boolean image were then calculated and
suitability images using “FUZZY Factor Standardization” were generated. Finally, the CAM method
utilized the Markovian conditional probability areas and suitability images to generate the LULC
model for 2014. The CAM modeling technique has successfully modelled future LULC changes in
several major cities in the world [44–47].
The MLPM modelling method utilizes and combines the concepts of Artiﬁcial Neural Network
(ANN) and Markov Chain Analysis (MCA). To model, it ﬁrst calculated the changes in the LULC
between 1990 and 2002 and selected the driver variables (distance from bare soil; distance from
vegetation; distance form water body; distance from built-up area; and empirical likelihood) to
predict the transitions or changes. The strength of each variable was measured using Cramer’s Value.
The transition sub-model was created and modiﬁed until a maximum accuracy of 82.05% was achieved.
The models showed that the LULC exhibited three potential transitional forms: bare soil to built-up
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areas, vegetation to built-up areas, and built-up areas to bare soil. It should be highlighted that
conversion of built-up areas to bare soil/sand is usually rare. However, the study area experiences
frequent sand-storms and strong winds and roads and highways are frequently found covered with
sands due to these natural meteorological phenomena. It is possible for these areas to be classiﬁed
as built-up areas in one year (when sands are not present) but as soil/sand at a later year when
sands cover them. Hence conversion of built-up area to bare soil was found to be a valid potential
transitional form. The transition potential map for each transition was produced and the LULCs for
2014 were modeled. Previous studies have found MLPM to produce better prediction accuracies in
areas featuring stable and slow LULC changes [48]. Finally, in the SM model, Markovian conditional
probability images from the years 1990 to 2002 were produced using the Markov module of IDRISI.
The Stochastic choice was then applied to materialize the conditional probability images generated
from Markov analysis.
Once the LULCs for 2014 were modeled using the three methods, the Map Comparison Kit (MCK)
software was utilized to ﬁnd the best-ﬁt model. To select the best-ﬁt model, the overall Kappa, Khisto,
Klocation, and Fraction correct was calculated and examined [49]. The calculated results are shown in
Table 3. Since the CAM model had the highest overall Kappa coefﬁcients and Fraction correct, it was
used to simulate the LULC for 2026.
Table 3. Comparison of overall Kappa statistics for three modeling results for 2014.
Kappa Components CAM SM MLPM
Overall Kappa 0.56 0.30 0.45
Overall Klocation 0.67 0.36 0.62
Overall Khisto 0.83 0.83 0.73
Fraction Correct 0.75 0.60 0.69
3.4. Modeling of LST for 2026
After simulating the LULC for 2026, this study modiﬁed the methodology proposed by [28] to
model and map the distribution of the LSTs across Dammam city. First, several land cover indices of
each LULC type for the years 1990, 2002, and 2014 were derived. The indices were the Normalized
Difference Bare Soil Index (NDBsI), NDVI, Soil Adjustment Vegetation Index (SAVI), Normalized
Difference Water Body Index (NDWI), Modiﬁed Normalized Difference Water Body Index (MNDWI),
and Normalized Difference Built-up Area Index (NDBI). The equations used to calculate the indices
along with their references are given in Table 4.
Table 4. Indices used to model land surface temperature (LST) for 2026.
Index
Equation
Reference
Landsat TM and ETM+ Landsat OLI
NDBsI B5 − B6B5 + B6
B6 − B10
B6 + B10 [50]
NDVI B4 − B3B4 + B3
B5 − B4
B5 + B4 [50]
SAVI 1.5 (B4 − B3)B4 + B3 + 0.5
1.5 (B5 − B4)
B5 + B4 + 0.5 [51]
NDWI B2 − B4B2 + B4
B3 − B5
B3 + B5 [52]
MNDWI B2 − B5B2 + B5
B3 − B6
B3 + B6 [53]
NDBI B5 − B4B5 + B4
B6 − B5
B6 + B5 [54]
Once the indices were derived, simple linear regression analysis was performed to examine their
relations with LSTs to select the indices that contribute the most for LST modeling. In the regression
analysis, indices were the independent variables and LST was the dependent variable. The NDBI,
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NDBsI, and MNDWI were found to be the major signiﬁcant indices (p < 0.05) contributing to LSTs.
The three indices were normalized on a scale of 0 to 1 and reclassiﬁed into 20 equal classes to ﬁt for
the usage of “Markov Chain Analysis”. We then conducted “Markov Chain Analysis” and combined
Stochastic Choice with Markov Chain Analysis to simulate the selected indices for the year 2026.
Using the three normalized indices data and the LST for 2014, the following equation (with r2 = 0.729)
was formulated to explain their relationships:
LST = 81.81 − (17.92 × NDBsI) − (4.79 × NDBI) − (60.39 × MNDWI) (5)
where NDBsI, NDBI, and MNDWI are the corresponding indices and LST is the land surface
temperature. Finally, the equation and simulated 2026 indices were used to model and map the
LST for 2026.
4. Results
4.1. Changes in LULC in Dammam
The classiﬁed LULC results for the years 1990, 2002, and 2014 are given in Figure 2 while
Table 5 shows their areal statistics, and changes among classes between the years are provided in
Tables 6 and 7. From 1990 to 2014, the amount of bare soil declined signiﬁcantly (by 16,632 ha or 25.5%).
During the same period, the built-up area increased by 18,899 ha (28.9% of the study area). The amount
of vegetation declined from the years 1990 to 2002 (by 1415 ha or 2.16% of the study area). However,
an increase in vegetation was observed between 2002 and 2014 (by 671 ha or 1% of the study area).
Finally, the areas of water slightly increased by 380 ha (0.6% of the study area) between 1990 and 2002
and decreased by 1903 ha (3% of the study area) from 2002 to 2014.
Table 5. Areal statistics (in hectares) of classiﬁed land cover for 1990, 2002, and 2014.
Land Cover Class
1990 2002 2014
Area % Area % Area %
Bare soil/sand 48,863 74.79 44,227 67.69 32,231 49.33
Built-up area 9368 14.34 15,039 23.02 28,267 43.27
Vegetation 1785 2.73 370 0.57 1041 1.59
Water body 5317 8.14 5697 8.72 3794 5.81
Total 65,333 100 65,333 100 65,333 100
Table 6. Change detection matrix showing the class changes (in hectares) between 1990 and 2002.
2002
Bare Soil/Sand Built-Up Area Vegetation Water Body Total
1990
Bare soil/sand 42,803 5969 74 17 48,863
Built-up area 883 8061 37 387 9368
Vegetation 438 949 252 146 1785
Water body 103 60 7 5147 5317
Total 44,227 15,039 370 5697 65,333
Table 7. Change detection matrix showing the class changes (in hectares) between 2002 and 2014.
2014
Bare Soil/Sand Built-Up Area Vegetation Water Body Total
2002
Bare soil/sand 30,131 13,824 250 22 44,227
Built-up area 995 13,427 608 9 15,039
Vegetation 49 147 174 0 370
Water body 1056 869 9 3763 5697
Total 32,231 28,267 1041 3794 65,333
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Figure 2. The study area’s classiﬁcation results for (a) 1990, (b) 2002, and (c) 2014.
4.2. Distribution and Changes of LST in LULC in Dammam
The average LSTs of individual LULC classes are provided in Table 8. It was observed that for each
year, bare soil had the highest LST followed by built-up area, vegetation, and water bodies. The results
also show that the average temperature for all the classes increased between 1990 and 2014. However,
while the average temperature for water body increased slightly by 1.6 ◦C, the average temperature
for bare soil, built-up area, and vegetation increased by an average of 7.5 ◦C. When we examined
the changes in the decadal average temperature per class, signiﬁcant increases (by 7 ◦C) were seen
between 1990 and 2002 for bare soil and built-up area. The rate of increase reduced to 0.7 ◦C for these
classes between 2002 and 2014. For vegetation class, the rates of increase were 3.14 ◦C (between 1990
and 2002) and 4.16 ◦C (between 2002 and 2014).
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Table 8. Average LSTs in 1990, 2002, and 2014 for different land cover classes.
Land Cover Class 1990 2002 2014
Bare Soil 37.62 44.41 45.09
Built-Up Area 36.42 43.42 44.12
Vegetation 35.71 38.85 43.01
Water Body 29.04 30.69 30.64
The spatial distributions of the temperatures for 1990, 2002, and 2014 are given in Figure 3, while
the relationship between temperature and areal coverage is provided in Table 9. In 1990, the entire
study area had LSTs less than 40 ◦C, with the majority (87.07%) of the land cover having LSTs between
36 ◦C and 40 ◦C. In 2002, 77% of the land cover had LSTs between 41 ◦C and 50 ◦C. However,
the percentage of LSTs between 41 ◦C and 50 ◦C increased to 91.26% in 2014, suggesting the study
area’s LSTs increased between 1990 and 2014, although it increased more in the last decade.
 
Figure 3. LST distributions for (a) 1990, (b) 2002, and (c) 2014.
183
Land 2017, 6, 36
Table 9. Distribution of areal coverage among different LST ranges for 1990, 2002, 2014, and 2026.
Ranges of LST (◦C)
Areal Coverage (%)
1990 2002 2014 2026
≤30 7.86 6.14 3.81 0
31 to 35 5.07 6.44 2.3 0.29
36 to 40 87.07 9.9 2.58 1.38
41 to 45 0 36.11 58.69 2.35
46 to 50 0 40.9 32.57 35.06
>50 0 0.51 0.05 60.92
4.3. Modeling of LULC and LST for 2026
Figure 4 shows the simulated LULC for the year 2026 and Table 10 provides their areal statistics.
The modeled LULC shows that 35,986 ha (55% of the study area) will change to built-up area,
an increase of almost 27.3% from 2014. This increase will mostly occur in the city’s northern and
southeastern parts. Vegetation will also increase in the city from 1041 ha in 2014 to 3240 ha in 2026
(a gain of 211%) in central northern parts of Dammam and along the northern coastline. This increase
in built-up area and vegetation will reduce the amount of bare soil by 8306 ha (a net loss of almost 26%)
and water bodies by 1612 ha (loss of roughly 42.5%) from 2014 to 2026. Water bodies will be mostly lost
due to new construction of residential and commercial zones along the eastern seashores of the city.
Figure 4. Modeled land use and land cover (LULC) for Dammam for 2026.
The spatial distribution of the modeled 2026 LST is provided in Figure 5 and the areal percentage
statistics by LST range is shown in the last column of Table 9. Compared to the LST ranges of 1990, 2002,
and 2014, most of the land coverage (98%) is predicted to have LSTs over 41 ◦C in 2026. The average
LSTs for built-up area are forecasted to be 46 ◦C.
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Figure 5. Distribution of the indices ((a) NDBI; (b) MNDWI; and (c) NDBsI) used to model the 2026
LST (d) for Dammam.
Table 10. Modelled areal statistics (in hectares) of land cover for 2026.
Land Cover Class Area %
Bare soil 23,925 36.62
Built-up area 35,986 55.08
Vegetation 3240 4.96
Water body 2182 3.34
Total 65,333 100
5. Discussions
5.1. Changes in LULC and LSTs
This paper ﬁrst examined the changes in the LULC in the city of Dammam between 1990 and
2014. The city’s urban areas expanded by 61% from 1990 to 2002 and 88% between 2002 and 2014.
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Such decadal growth is higher than other cities in Saudi Arabia [19,55]. It is also higher than other
developing cities in the world, including Kathmandu [13], Tripoli [56], and Dhaka [57]. Rapid
population growth and economic prosperity are the primary reasons for such rapid urban growth [58].
Dammam’s population increased from 127,844 (1974) to 260,048 (1986), and ﬁnally to 918,154 in
2010 [33,59] due to rapid migration of refugees during and after the 1991 Gulf war from neighboring
countries of Iraq and Kuwait. The results also show that the vegetation in the study area decreased
between 1990 and 2002 and increased between 2002 and 2014. Previous studies have also found similar
patterns of decreasing vegetation coverage between the early 1990s and 2000 and an increase from the
early 2000s to 2014 in other Saudi cities [55,60]. They suggested that increasing population resulted in
vegetation increases in Saudi cities [60].
In tropical and sub-tropical urban environments, the LSTs are dependent upon the LULC,
with urban built-up areas having the highest LSTs and signiﬁcantly contributing to the formation
of UHIs [24,28]. However, having a desert climate, the study area’s bare soil (mostly sands) had
the highest mean LSTs during the day followed by urban built-up areas in the all of the three years
considered. The mean LSTs for vegetative areas were lower than urban built-up areas. Similar resulting
patterns were also found in other neighboring desert cities of Abu Dhabi and Dubai, suggesting an
inversion of UHIs where city centers are generally cooler than the outskirts of the city due to low
vegetation coverage and sand being the main reﬂecting surface [31,61]. In both cities, a reduction of
5 ◦C (Abu Dhabi) to 12 ◦C (Dubai) of mean LSTs were due to the presence of green vegetative areas.
For our study area, the vegetative areas lowered the mean LSTs by an average of 2 ◦C. We believe this
slight lowering is due to the very low amount of vegetation present in Dammam (only 1042 ha in 2014),
indicating that the reduction in LSTs is correlated to the amount of vegetation present in an area.
It was also found in this study that the mean LSTs of 2014 increased by an average of 7.5 ◦C
when compared to the mean LSTs of 1990. Increases of mean LSTs were also found in Dubai and
the semi-arid desert city of Santiago, Chile [61,62]. As highlighted by previous studies, the rapid
population growth along with the urban expansion could be the contributing factors to such increases
in the temperatures [63].
5.2. LULC and LST Modeling for 2026
The land use and land cover of Dammam are expected to change over the next decade, as 27%
of the current LULC is modelled to be converted into urban built-up areas. This decadal growth rate
is comparable to other cities in the world, including Setubal and Sesimbra (in Protugal with 25%),
Asmara (in Eritrea with 25%), and Beijing (with 31%) [64–66]. Such growth will lead to urban sprawl
and will have several beneﬁts and consequences. The beneﬁts include development of industrial
infrastructures and facilities which can provide employment opportunities for the residents from small
cities and rural areas of the kingdom as well as from other neighboring Arab countries and developing
countries of South and Southeast Asia (i.e., Pakistan, Bangladesh, Indonesia, and the Philippines).
The expansion can also provide better business, educational, and medical facilities for its residents.
The negative impacts are numerous and most often they outweigh the beneﬁts of the urban
expansions. With increasing employment opportunities, the population is projected to grow by almost
20% over the next decade (1,057,256 in 2015 to 1,264,227 in 2025) [33]. Due to increasing population and
city expansions, travelling distances for the residents are expected to increase, resulting in more fuel
consumption and trafﬁc congestions. The high fuel consumptions will result in rising air pollution and
cause various health problems for the elderly and children of the city. The cost for providing public
utility services is also expected to rise. Urbanization has also been known to cause social disparities
among the residents [67]. Finally, the LST of the city is expected to increase as well from the increasing
built-up areas.
The LSTs modelled in this study for 2026 show that the majority of the city will have LSTs
over 41 ◦C, with the average LSTs for built-up areas forecasted to be 46 ◦C. This is signiﬁcantly
higher than the modelled LSTs of cities in the tropical regions of the world [28]. Recently, Pal and
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Eltahir [68] simulated the dry and wet-bulb temperatures for Middle Eastern cities between the
years 2071–2100 using a regional climate model. Their study shows that by 2100, the regional
average wet-bulb temperature will exceed 35 ◦C several times in the year and the average maximum
dry-bulb temperature exceeding 45 ◦C in the low lying coastal cities of the region (i.e., Abu Dhabi,
Dammam/Dhahran, and Dubai) will become the norm in the July, August, and September summer
months. The LSTs modelled in this study are 1 ◦C higher than the dry-bulb temperature estimated
by Pal and Eltahir [68]. This is to be expected, since LSTs and air-temperatures are highly correlated
and as the air temperature increases, LST values will tend to be higher than the air temperature [69].
Such extreme high temperatures will be dangerous for human health as well as for animal and plant
species. Instead of the end of the century as predicted by Pal and Eltahir [68], these results of this study
suggest that Dammam city may experience very high temperatures that may be difﬁcult for human
inhabitability within the next one to two decades.
6. Conclusions
This study compared three separate Landsat images to evaluate LULC changes over the last two
decades in Dammam, the capitol of Saudi Arabia’s Eastern Province. It also examined the trends in the
LSTs during these periods and their relationships with the four major LULC classes. Finally, based on
the changes, this study projected the LULC and the LSTs for the year 2026. Since 1990, the urban area
in Dammam has increased, resulting in decreasing bare soil. The results also show that the average
LSTs have increased in the last two decades. If such a trend continues, built-up areas along with the
LSTs will continue to increase over the next decade. Such increases in built up areas along with their
temperatures will have numerous medical, environmental, and social impacts and consequences.
The study results will be beneﬁcial for Dammam’s government ofﬁcials and planners, who can
ensure that the city is growing in a restrictive manner by utilizing and comparing this study’s maps
with the city’s future master plan. They can also create rules and regulations and create strategies
that can reduce the LSTs in the city. Future studies should examine in detail the consequences and
problems faced by the residents of Dammam due to urban expansions and LST increases as well as
how to mitigate them. The growth and the distribution of LSTs of other cities in Saudi Arabia should
also be examined and modeled to ensure they are growing in a sustainable manner.
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