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Many of the classical polynomial expansions of analytic functions share a 
common property: the space of “expandable” functions is a Banach space 
isometrically isomorphic to the space of complex sequences with limit 0. 
Under the isometries, these polynomial expansions all correspond to essen- 
tially the same biorthogonal expansion in this sequence space. Sufficient 
conditions for such an isometry to exist are obtained, and convergence prop- 
erties of the expansions are studied. The results obtained also apply to expan- 
sions other than polynomial expansions. 
I. INTRODUCTION 
Let {Pi}: denote a sequence of functions analytic in the region 
$2 = {I z 1 < R), (0 < R < co). By placing fairly restrictive conditions on 
the sequence {p,},“, we are able to determine exactly the analytic functions 
which have expansions of the form 
(1) 
where {h,},” is a sequence of complex numbers. Our results extend known 
results for a large number of classical polynomial expansions; a typical 
example of the latter is the Abel interpolation series 
f(z) = f f(“)(k) x(x --,k)k-‘. 
k=O (2) 
Using infinite matrices, we show that the functionsf for which (2) holds form 
a Banach space 9 which is isometrically isomorphic to the space c,, of com- 
plex sequences with limit 0, and that the polynomials 
x(x - k)“-1 
k! ’ k = 0, 1, 2,... 
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form a basis (in the Banach space sense) for the space 9. As a corollary, we 
obtain the somewhat more classical result that 
f’“‘(0) == o(n), n-, co, 
is a necessary condition for (2) to hold. 
2. STATEMENT OF RESULTS 
We suppose that there exists a function 4, analytic in Q, and a complex 
sequence {Q}~ (c+ # 0, k = 0, l,...) such that 
The type of convergence required in (3) is considerably stronger than uniform 
convergence; we suppose that, for each nonnegative integer j, 
(with the convention that p-, = 0), and that 
lim sup{&/j!)lIj < l/R < CO. 
j+m 
(4) 
(5) 
Let B denote the infinite matrix given by 
B,, = p;‘(O), O<j,k<co. 
We suppose there exists an infinite matrix A such that 
AB=I, (6) 
where I denotes the identity matrix. (We do not require that A be unique or 
that BA = I hold.) Our last requirement is that 
f IAkjI&<CO, k=O,1,2 ,.... 
j=O 
For each k we denote by L, the linear functional 
(7) 
Lb(f) = f A&(j)(O). 
i=O 
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We let T denote the infinite matrix given by 
Tjk = (&‘(O)/aJ - (p”’ k 1 (0)/a k 1, - ) O<j,k<oo, 
and note that T maps bounded sequences x into sequences y which satisfy 
Yj = wch j+ 00. 
THEOREM 1. Suppose that (3)-(7) hold. If 
s(z) = f hkfk(X) (8) 
k=O 
converges for z = z, , z, E !2, and qS(zo) # 0, then (8) is uniformly convergent 
on every compact subset of Q, and 
(i) S(j)(O) = 0(&s,), j-+ 03; 
(ii) there is a point x in co such that 
(S”‘(O)}; = TX; 
and 
(iii) Lk(s) = hk , k = 0, 1, 2 ,.... 
Conversely, ;f x E co and 
f(z) = f (Tx)~ S/j!, 
j=O 
then 
fb) = gobif) Pk@), 
the convergence being un;form on compact subsets of Q; addition&y, 
xi = fj Lk(f) OIk 9 
k=i 
j = 0, 1, 2 ,.... 
While Theorem 1 gives a complete characterization of those functions 
which have expansions in terms of the functions {&}c, it does not provide a 
criterion for deciding if an individual function has such an expansion. Such 
criteria are difficult to find (and may be quite complicated) even for very 
simple sequences {pk}~. A case in point is the sequence 
pk@) = 9$. (k + 1 - j> X’lj!, k = 0, I,.... (9) 
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The reader may wish to verify that a function f has an expansion in terms 
of the polynomials (9) if and only if f satisfies 
l&f’“‘(O) = gi n(f’“‘(0) -f’“‘“(O)> = 0. 
The following theorem suggests that such criteria depend more on the 
theory of infinite matrices than they do on function theory. 
THEOREM 2. Suppose that (3)-(7) hold. The function f satis$es 
f (4 = f L(f) Pk(47 ZEQ, 
k=O 
;f and only zy the sequence y = {f(j)(O)>; satisJes B(Ay) = y, 
3. PRELIMINARY RESULTS 
LEMMA 1. Suppose that {u,}: is a complex sequence, that 
i. 1 uk+l - uk 1 < O”, 
and that 
If {wk}r is a complex sequence, then 
m 
1 ‘k 
k=O 
converges tjc and only ;f 
ukvk 
k=O 
converges. 
The proof is trivial and is omitted. Note however that lim uk # 0 is not 
needed to prove that convergence of z:,” nk implies the convergence of 
Ix:,” Ukvk * 
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LEMMA 2. Suppose that (j)-(5) hold. If {hk}r is a complex sequence, then 
the following statements are equivalent: 
02 
(i) 1 h,ol, converges; 
k=O 
(ii) f Bjkhk converges, j = 0, 1, 2 ,...; 
k=O 
(iii) i hkpk(zO) converges for some so E Q such that #(x0) # 0; 
k=O 
(iv) 2 hkpk(,z) is uniformly convergent on compact subsets of Sz. 
k=O 
Proof. Lemma 1 and the remark following it insure that (i) implies (ii). 
Since 4 + 0, we have 
for at least one integer j. If in Lemma 1, we let 
&h = *k and h kak = z’k 9 
we see that (ii) implies (i). The proof that (i) and (iii) are equivalent is similar. 
Clearly (iv) implies (iii), so it remains only to show that (i) implies (iv). 
Let q,(z) =po(z) and qk@) = (pk@)bk) - (pk-l(z)/ak-l>F k = 1, 2, 3,.... 
If n is a positive integer, we have 
g hkPk(Z) = i. hkak i !?j@) 
kolk - (P&>/‘%> f hk”lk 
k=n+l 
from (i). To complete the proof it is sufficient to show that the sequence 
{pn/ol,}r is uniformly bounded on compact subsets of Q, and that the series 
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is uniformly convergent on compact subsets of Q. From (4) it follows that 
both 
do not exceed 
and the proof is complete. 
LEMMA 3. Suppose that (3)-(5) hold, and that Cr hkak converges. Set 
S(4 = f hkPk(4 
k=O 
and let x and y be the sequences defined by 
m 
Xj = c hkOlk and yi = W’(O), j = 0, 1) 2 ).... 
k=j 
Then XEC~ and y = TX. 
Proof. If in (10) we let n + co, we obtain 
sb) = f !?&‘) : hPk Y 
i=o k=j 
the convergence being uniform on compact subsets of 52. For each non- 
negative integer m we have 
ym = LP(O) = f &qO) xi 
j=O 
= i. Tmixi = (Tx)n . 
COROLLARY 1. Suppose that (3)-(5) hold and that c,” hkak converges. 
Then the function 
s(z) = 2 &P&d 
k=O 
satisfies 
W(0) = O(rs,), j-t 00. 
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Proof. The previous lemma, together with the observation that T maps 
sequences in c,, into sequences y which satisfy 
Yj = WA j+ co. 
If the sequence {pk}F satisfies the additional condition 
;.i qjm)(O)/l5m = 0, j = 0, 1, 2 )...) (11) 
then the conclusion of Corollary 1 can be strengthened to 
P’(0) = o(&), j+co. 
This follows from the fact that (4) and (11) imply that T maps sequences in 
c, into sequences y which satisfy 
Yj = 4/u j*+ 03. 
Condition (11) is satisfied for the polynomials in (2), and this justifies the 
o(n) estimate for the Abel interpolation series. 
LEMMA 4. Suppose that (3)-(7) hold. If h = {hk}7 is a complex sequewe, 
then A(Bh) = h if and only ;f 
(12) 
converges. 
Proof. It follows from Lemma 2 that convergence of (12) is necessary for 
Bh to be defined. Suppose now that (12) converges and set 
m 
xj = C h,calc, j = 0, 1, 2,...; 
k=j 
note that x E c, . Let A, be the operator defined by 
(4% = (u, - ~,+~)/a,, n = 0, 1,2,..., 
so that, for each n, (A,x), = h, . For each k we have 
{A@)>, = f &(Bh), 
j=O 
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and 
Since 
we have 
Therefore 
= (Tx)~. 
the interchange in order of summation is justified by (4) and (7). Now 
by (6), where a,, denotes the Kronecker delta. Consequently, 
= (Xkbk> - (xk+l/ak) = hki 
this completes the proof. 
LEMMA 5. Suppose that (3)-(7) hold. If x E co , then TX = B&v) and 
A(Tx) = A,x. 
Proof. Set h = A,x. Then 
ih n kDlk = c (xk - xk+l) = xj - x,$+1 . 
k=j k=j 
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Therefore 
converges, and 
m 
Xj = c hk% , j = 0, 1, 2 ,.... 
k=i 
The argument used in the first half of the proof of Lemma 4 proves that 
TX = B(d,x). 
Also, A(Tx) = A{B(d,x)} = d,x from Lemma 4. 
4. PROOF OF THEOREMS 1 AND 2 
To prove the first half of Theorem 1, we note that Lemma 2 implies that 
Cr h,a, converges, and that 
s(z) = f hd’&d 
k=O 
is uniformly convergent on compact subsets of Q. From Corollary 1 we have 
W’(0) = 0(&j), j-+ 03. 
Set 
xi = c hk% , 
k=j 
j = 0, 1, 2 ,..., 
and 
yi = W(O), j = 0, 1, 2 ,.... 
From Lemma 3 we have y = {S(j)(O)}~ = TX. Also, 
&(S) = 2 &jyj = {A(TX)}k = (d&k = hl, 
j=O 
from Lemma 5, and this completes the proof of the first half of Theorem 1. 
We now prove the second half of Theorem 1. Let e, , e, , e, ,... denote the 
unit coordinate vectors in co and, for x E co , set 
T(X) = T(X) (3) = f (Tx)~ S/j!. 
j=O 
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Since A(%) = d,x, it follows that T is a l-l linear map of c,, onto the family 
3 of analytic functions which form the range of 7. If, for f = T(X), x E c,, , 
we let 
then % is a Banach space isometrically isomorphic to cs . Further, con- 
vergence with respect to the norm 11 . /I implies uniform convergence on 
compact subsets of Q. To see this, note that 
It is easy to verify that, for each k, the function qk is the image under r 
of the unit coordinate vector ek , and that 
Suppose that x E co and that f = T(X). We have 
Therefore 
Also, 
and 
Therefore 
-&(f) = {A(Tx)}k = @ax), = @k - xk+l)/“lk * 
xi = 2 Lk(f) OIk , 
k=i 
j = 0, 1) 2 ).... 
goLk(f)Pk = +io@k - xk+dioe~/ 3 
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from which it follows that 
Therefore 
/If - f Lk(f)pk /I , 
k=O 
n = 0, 1, 2,**- 
is a nonincreasing sequence with limit 0. Since convergence with respect to 
11 . jl implies uniform convergence on compact subsets of Sz, the proof of 
Theorem 1 is complete, and we have the stronger result that {pk}z is a mono- 
tone basis for the Banach space .F. 
We now prove Theorem 2. Let y = (f (j’(O)}: and suppose that 
f(z) = f Lk(f)Pk(Z), ZEQ. 
k=O 
Since the convergence is necessarily uniform on compact subsets of Q, we 
differentiate termwise and obtain 
ym = f’“‘(o) = & Lk(f) d?‘(“)~ m = 0, 1, 2 ,.... 
Therefore 
Ym = 5 (AYlk Knk = P(AYNm 9 
k=O 
which proves that y = B(Ay). 
Suppose now that B(Ay) = y. It follows from Lemma 2 that 
f tAY)n @-k 
k=O 
converges. Therefore the sequence 
% = i (AY>k OIk 3 
k-5 
j = 0, 1, 2 ,..., 
belongs to co and satisfies A,x = Ay. Consequently, 
TX = B(d,x) = B(Ay) =JJ, 
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so that 
f(Z) = -g (TX), d/j! = T(X) (z) 
j=O 
belongs to P, and the proof is complete. 
