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Abstract Selective genotyping can increase power in
quantitative trait association. One example of selective
genotyping is two-tail extreme selection, but simple linear
regression analysis gives a biased genetic effect estimate.
Here, we present a simple correction for the bias.
Keywords Bias correction   Linear regression   Selective
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Selectivegenotypingcanincreasethepowerintheassociation
studies of quantitative trait loci (QTL) (Chen et al. 2005;
Huang and Lin 2007; Xiong et al. 2002;K w a ne ta l .2009;
Slatkin1999;VanGesteletal.2000;XingandXing2009).By
genotyping only individuals with extreme phenotypes,
genetic information is enriched compared to random
genotyping of the same number of individuals. Examples of
selective genotyping include one-tail extreme selection, two-
tail extreme selection and extreme-concordant and -discor-
dant design (Abecasis et al. 2001). Tang (Tang 2010)p r o v e d
thatthethreescoretestsbasedontheprospective(Xiongetal.
2002), retrospective (Wallace et al. 2006) and conditional
(HuangandLin2007)likelihoods,wereallequivalentinQTL
association under selective genotyping, but Huang and Lin
(HuangandLin2007)showedthattheprospectivetest,which
isalinearregressionofphenotypeonthenumberofriskalleles
at a QTL, gives a biased QTL effect estimate under two-tail
extreme selection. Here, we present a simple bias correction
and validate the results through simulations.
In a population sample, the direct regression of pheno-
type on genotype can be written as,
Y ¼ a1 þ b1X þ e1 ð1Þ
where Y and X are respectively the phenotype and QTL
genotype before selection. The regression estimator, b1
^
,i s
of our primary interest but is biased in a two-tail extreme
selected sample (Huang and Lin 2007). Since the selection
(S)o nY is conditionally independent of genotype (X) given
Y, i.e., P(X|Y,S) = P(X|Y), the selection on Y should not, in
theory, affect the reverse regression estimator, b2
^
,i n
X ¼ a2 þ b2Y þ e2 ð2Þ
and
x ¼ a3 þ b2y þ e3 ð3Þ
where y and x are respectively, the phenotype and QTL
genotype after selection. DeMets and Halperin (DeMets
and Halperin 1977) showed that an unbiased estimator of
b1 of the same problem in a non-genetic (statistical)
context can be given by,
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^
¼
b2
^
VarðYÞ
VarðxÞþb
2
2
^
VarðYÞ VarðyÞ ½ 
ð4Þ
Since the reverse linear regression in Eq. 3 is valid in
selected samples, instead of reusing the DeMets and
Halperin’s derivation of the standard error (SE), we come
up with a simpler formula, which is
SEðb1Þ
^
¼ b1
^
 SEðb2Þ
^ 
b2
^
ð5Þ
To validate our results, we simulated a population of 5,000
individuals, containing a QTL under different scenarios:
minor allele frequencies (MAF) of 10, 25 and 50%, and
phenotype variance explained of none and 5%. Different
proportions of individuals were sampled (25 and 50%) at
various ratios (1:1, 2:1 and 4:1) from the two tails of the
trait distribution. After 1,000 simulations, the average bias
in b1
^
before and after correction, and average SE and
empirical standard deviation (SD) of b1
^
after correction are
shown in Table 1 and a plot of the beta distributions for
one of the extreme cases is provided in Fig. 1. A bias was
seen in the raw b1
^
under the alternative, but this disap-
peared after the adjustment. Also, the adjusted SE reﬂected
accurately the true variation of the adjusted estimator.
Table 1 The average bias, SE and empirical SD of the adjusted QTL effect estimate (b
^
) in linear regression for association studies of QTL under
two-tail extreme selection
MAF
(%)
%
Sampled.
U/L
ratio
a
b = 0.00 b = 0.05
Bias before
adjustment
Bias after
adjustment
Average
SE
Empirical
SD
Bias before
adjustment
Bias after
adjustment
Average
SE
Empirical
SD
10 25 1:1 -0.001 0.000 0.039 0.040 0.094 0.000 0.037 0.037
2:1 -0.007 -0.002 0.041 0.039 0.083 0.000 0.039 0.040
4:1 0.002 0.001 0.046 0.047 0.056 0.000 0.044 0.046
10 50 1:1 -0.002 -0.001 0.035 0.036 0.042 -0.001 0.033 0.033
2:1 0.001 0.000 0.036 0.036 0.039 0.001 0.034 0.034
4:1 -0.001 -0.001 0.039 0.039 0.025 0.001 0.037 0.038
25 25 1:1 -0.001 0.000 0.027 0.028 0.094 0.000 0.026 0.026
2:1 -0.002 -0.001 0.028 0.029 0.081 -0.001 0.027 0.029
4:1 -0.003 -0.001 0.032 0.032 0.063 0.003 0.030 0.031
25 50 1:1 0.001 0.000 0.024 0.023 0.044 0.001 0.023 0.023
2:1 0.001 0.000 0.025 0.024 0.040 0.002 0.024 0.024
4:1 0.001 0.001 0.027 0.027 0.026 0.002 0.026 0.026
50 25 1:1 -0.001 0.000 0.024 0.023 0.094 0.000 0.022 0.023
2:1 -0.001 0.000 0.025 0.024 0.084 0.001 0.023 0.023
4:1 -0.004 -0.002 0.027 0.028 0.057 0.001 0.026 0.027
50 50 1:1 0.000 0.000 0.021 0.020 0.042 0.000 0.020 0.020
2:1 0.000 0.000 0.021 0.021 0.037 0.000 0.020 0.020
4:1 -0.001 -0.001 0.023 0.024 0.023 0.000 0.022 0.022
a Sample size ratio in the upper versus lower tail of the trait distribution
Fig. 1 Distributions of the estimated QTL effect size before (blue)
and after (red) adjustment in linear regression for association studies
of QTL under two-tail extreme selection The case shown is when a
quarter of the individuals were sampled at 1:1 ratio from the two tails
of the trait distribution from a population of 5,000 individuals, each
containing a QTL that had MAF of 10% and explained 5% of the trait
variation. The means (SEs) of the estimated QTL effect size (b
^
) from
linear regression are, respectively, 0.144 (0.105) and 0.050 (0.036)
before and after adjustment (Color ﬁgure online)
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123Next, to see whether the adjustment can be applied to
a more complicated model, we repeated the above sim-
ulation for two unlinked QTLs with or without epistasis
and ﬁtted the regression model below to test for
epistasis:
Y ¼ b1ðX1   X1Þþb2ðX2   X2Þþb3ðX1   X1Þ
ðX2   X2Þþe ð6Þ
where Y is the phenotype before selection, X1 and X2 are
the genotypes for the two QTLs. Epistasis is inferred when
Table 2 The average bias, SE and empirical SD of the adjusted epistatic effect estimate (b3
^
) in linear regression for association studies of QTL
under two-tail extreme selection
QTL1
MAF
(%)
QTL2
MAF
(%)
% Sampled. U/L
ratio
a
b3 = 0.00 b3 = 0.05
B1 = b2 = 0.00 b1 = b2 = 0.05 b1 = b2 = 0.00 b1 = b2 = 0.05
Bias SE (emp.
SD)
Bias SE (emp.
SD)
Bias SE (emp.
SD)
Bias SE (emp.
SD)
10 10 25 1:1 -0.001 0.093 (0.091) 0.001 0.084 (0.083) 0.001 0.089 (0.088) 0.003 0.079 (0.081)
2:1 0.003 0.097 (0.098) -0.002 0.089 (0.092) 0.002 0.091 (0.088) 0.001 0.084 (0.089)
4:1 0.000 0.109 (0.110) -0.006 0.101 (0.111) 0.001 0.102 (0.099) -0.001 0.095 (0.102)
10 10 50 1:1 0.001 0.082 (0.082) 0.003 0.074 (0.073) -0.002 0.078 (0.078) 0.002 0.070 (0.071)
2:1 -0.002 0.085 (0.086) 0.003 0.077 (0.080) 0.000 0.080 (0.079) 0.001 0.072 (0.074)
4:1 -0.002 0.092 (0.093) -0.001 0.084 (0.092) -0.001 0.087 (0.087) 0.002 0.079 (0.082)
10 25 25 1:1 0.001 0.064 (0.066) 0.001 0.058 (0.059) 0.001 0.061 (0.062) 0.000 0.055 (0.056)
2:1 0.001 0.067 (0.067) -0.001 0.061(0.064) -0.001 0.063 (0.064) 0.001 0.058 (0.059)
4:1 0.000 0.075 (0.075) -0.004 0.069 (0.074) 0.001 0.071 (0.069) -0.001 0.065 (0.070)
10 25 50 1:1 0.001 0.057 (0.057) 0.002 0.051 (0.051) 0.000 0.054 (0.054) 0.000 0.048 (0.048)
2:1 0.000 0.058 (0.058) -0.001 0.053 (0.053) 0.000 0.055 (0.055) -0.001 0.050 (0.051)
4:1 0.001 0.064 (0.063) -0.003 0.058 (0.061) -0.001 0.060 (0.059) -0.001 0.055 (0.058)
10 50 25 1:1 0.000 0.056 (0.056) 0.000 0.050 (0.050) 0.000 0.053 (0.053) -0.002 0.047 (0.047)
2:1 -0.001 0.058 (0.058) -0.002 0.053 (0.055) -0.001 0.055 (0.053) -0.002 0.050 (0.052)
4:1 0.001 0.065 (0.065) -0.005 0.060 (0.062) 0.001 0.062 (0.061) -0.003 0.056 (0.059)
10 50 50 1:1 0.001 0.049 (0.048) 0.000 0.044 (0.044) -0.002 0.047 (0.047) 0.001 0.042 (0.042)
2:1 -0.001 0.051 (0.051) 0.000 0.046 (0.046) -0.001 0.048 (0.048) -0.002 0.043 (0.044)
4:1 0.000 0.055 (0.056) -0.003 0.050 (0.051) 0.001 0.052 (0.052) -0.001 0.047 (0.049)
25 25 25 1:1 0.000 0.044 (0.045) 0.001 0.040 (0.039) 0.000 0.042 (0.042) -0.001 0.038 (0.037)
2:1 0.001 0.046 (0.046) -0.002 0.042 (0.043) 0.001 0.044 (0.043) -0.003 0.040 (0.040)
4:1 0.001 0.052 (0.051) -0.004 0.048 (0.051) 0.000 0.049 (0.049) -0.003 0.045 (0.046)
25 25 50 1:1 0.001 0.039 (0.039) -0.001 0.035 (0.036) 0.000 0.037 (0.037) 0.000 0.033 (0.033)
2:1 0.001 0.040 (0.040) -0.002 0.037 (0.038) 0.000 0.038 (0.039) -0.001 0.035 (0.035)
4:1 0.000 0.044 (0.045) -0.004 0.040 (0.042) 0.000 0.042 (0.041) -0.001 0.038 (0.039)
25 50 25 1:1 0.001 0.039 (0.038) 0.001 0.035 (0.034) 0.001 0.037 (0.036) 0.000 0.033 (0.033)
2:1 -0.001 0.040 (0.041) -0.004 0.036 (0.037) -0.001 0.038 (0.038) -0.002 0.034 (0.035)
4:1 0.000 0.045 (0.045) -0.005 0.041 (0.043) 0.000 0.043 (0.044) -0.003 0.039 (0.040)
25 50 50 1:1 0.000 0.034 (0.034) 0.000 0.031 (0.031) -0.001 0.032 (0.033) 0.000 0.029 (0.029)
2:1 -0.001 0.093 (0.091) -0.002 0.032 (0.032) 0.001 0.033 (0.033) -0.001 0.030 (0.030)
4:1 0.003 0.097 (0.098) -0.003 0.035 (0.036) 0.000 0.036 (0.037) -0.003 0.033 (0.033)
50 50 25 1:1 0.001 0.033 (0.034) -0.001 0.030 (0.031) -0.001 0.032 (0.031) -0.001 0.028 (0.028)
2:1 0.000 0.035 (0.035) -0.002 0.031 (0.031) 0.000 0.033 (0.034) -0.003 0.030 (0.029)
4:1 0.000 0.039 (0.039) -0.005 0.035 (0.035) 0.001 0.037 (0.037) -0.006 0.033 (0.034)
50 50 50 1:1 0.000 0.029 (0.030) 0.000 0.026 (0.027) 0.000 0.028 (0.028) 0.000 0.025 (0.025)
2:1 0.000 0.030 (0.030) -0.001 0.027 (0.027) -0.001 0.029 (0.029) -0.002 0.026 (0.026)
4:1 -0.001 0.033 (0.033) -0.004 0.030 (0.030) -0.001 0.031 (0.031) -0.003 0.028 (0.028)
a Sample size ratio in the upper versus lower tail of the trait distribution
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123b3 differs signiﬁcantly from zero. Since mean-centering of
X1 and X2 alleviates collinearity between the main effects
and the epistatic term (Aiken et al. 1991; Jaccard et al.
1990), we can model the regression as three independent
regressions:
Y ¼ b1ðX1   X1Þþe1 ð7Þ
Y ¼ b2ðX2   X2Þþe2 ð8Þ
Y ¼ b3ðX1   X1ÞðX2   X2Þþe3 ð9Þ
and b3 in Eq. 9 was estimated as in Eq. 4. The results are
shown in Table 2. In most cases, the adjustment worked
well. But caution must be taken when more genotyping are
carried out in one tail of the distribution than the other
because the adjustment might give an epistasis estimator
with a small bias in the presence of main effects under the
null hypothesis.
We showed that the bias in QTL effect estimate in linear
regression for association under two-tail extreme selection
can be corrected easily. Bearing this in mind, researchers
may use linear regression, which is simple and imple-
mented in most statistical packages, in QTL association
under selective genotyping.
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