Abstract. We propose a rapid cluster formation algorithm using a thinning technique : rC-MHP(rapid Clustering inspired from Matérn HardCore Process). In order to prove its performance, it is compared with a well known cluster formation heuristic: Max-Min. Experimental results show that rC-MHP outperforms Max-Min in terms of messages needed to choose the cluster head, cluster head maintenance and memory requirement, comprehensively in sparse as well as in dense networks. We show that rC-MHP has a scalable behavior and it is very easy to implement. rC-MHP can be used as an efficient clustering technique.
Introduction
An ideal wireless sensor node consumes very little power, is software programmable, is capable of fast data acquisition and processing and costs little to purchase and install. To preserve energy, clustering is necessary in large networks. To our best knowledge, there are experimental analysis of sensors but not of clustering. Some objectives of clustering are listed below:
-Data aggregation and updates take place in Cluster Heads(CHs).
-Reduce network traffic and the contention for the channel.
-Cluster structure gives the impression of a structured and more stable network.
This paper proposes and validates a new clustering algorithm, rC-MHP (rapid Clustering inspired from Matérn Hard-Core Process). We observed from our experimental work on sensor networks (see [1] , [2] ) and from literature, e.g. [3] , that sensor networks' behavior appeared to be much more complex than the theory led us to expect it to be. So, we validate rC-MHP empirically. Of course, in an empirical approach we can only have a limited number of sensors. Later on, these results can be integrated in simulations for the large networks.
In stochastic geometry, (see [4] page-145-165), "Thinning operation uses some definite rule to delete points of a basic process." The thinning processes can be characterized into two types: independent and dependent thinning processes. In case of independent thinning, the points are independent of each other (location, in case of sensor nodes) and vice-versa in the other case. The Matérn Hard-Core Process (MHP) [4] is a dependent thinning process which is usually applied to a stationary Poisson point process. Here, we apply it for choosing cluster heads in rC-MHP.
Max-Min d cluster formation [5] , proposes a distributed and scalable way of forming clusters in ad hoc networks. In Max-Min, each node has a weight and, based on the weight, a node decides whether it can be a cluster head or not. The d-dominating 1 set of CHs is first selected by using nodes identifiers and then clusters are formed. It does not give an optimal solution as the problem is NPhard but it is a well known and efficient heuristic in selecting nodes having a high criterion value. In [6] the authors further corrected, validated and generalized Max-Min heuristic and showed that the rule 2 of the cluster formation may create loops in the network. The cluster formation seems very distributed once the weights are allocated to the nodes. This paper shows that if each node wants to know the clustering criteria for its neighbors then there is a serious implementation problem in the real world. We test and compare a well known cluster formation heuristic (Max-Min) with our proposed method(rC-MHP) and show that rC-MHP is far more suited for the sensor networks. Max-Min is theoretically distributed and thus scalable. However, it is unscalable in practice because of the specific features of sensors: their limited memory. In contrast, rC-MHP behaves like a scalable algorithm. This paper shows, due to insignificant memory requirement and clustering overheads, rC-MHP outperforms Max-Min as an efficient way of clustering. These results are based on real experiments conducted on Tmote Sky sensors.
Description of the Matérn Hard core Process
If the characteristics of the basic process are known then it is straightforward to calculate the characteristics of the point process produced by an independent thinning (cf. [4] , page-145-165). Thus, if Φ is the result of a p(x)-thinning of Φ b , then its intensity measure ∧ for a Borel set B is given by
The Matérn Hard core Process (MHP) [4] is essentially a dependent thinning applied to a stationary Poisson Point process Φ b of intensity λ b . The points of Φ b are marked independently by random numbers uniformly distributed over {0; 1}. The dependent thinning retains the point x of Φ b with mark m(x) if the sphere b(x, h) contains no point of Φ b with marks smaller than m(x). Formally, the thinning process Φ is given by: The Fig. 1 shows the location of the cluster heads when the sensors are distributed via a Poisson point process with intensity 1000. Here, m(x) is the coordinate of a node. Initially, a node is randomly selected. Then, the Matérn hard-core process is applied and points are selected as cluster heads. The basic principle to use rC-MHP as the clustering mechanism is that inside an area/sphere there can only be a single cluster head. If the node falls in a zone where a CH is already present, it can't become a CH. In the real implementation, the Node id will be the mark (m(x)) and h will be the LQI.
According to Baccelli et al. [7] , the Matérn hard core process is a natural model for the access scheme of HiPERLAN (High Performance Radio LAN) type 1 and the MAC of HiPERLAN type 1 actually uses an advanced version of CSMA. [8] suggests that the MHP distribution gives regular points.
Description of Max-Min cluster Formation Heuristic
The WSN can be modeled as a graph G = (V, E), where two nodes are connected by an edge if they can communicate with each other. Let x ∈ V be a node in the WSN. N (x) is the set of neighbors of the node x and W (x) is the weight of the node, which in our case is the degree of connectivity denoted D(x). The clusterheads form a subset S of V which is a d − dominating set over G. Let X be the image set of V by v ; v is a bijection of V over X. The reverse function is denoted v The basic idea of the d−dominating set is: in the first phase, the Max phase, a node determines its dominating node (for a given criterion) among its d hop neighbors; then, in the Min phase, a node knows whether it is a dominating node for one of its neighbor nodes. If it is the case, this node belongs to the set S. For a given criterion, the only dominating set is built from this very simple process.
Assuming that ∀x ∈ V , W k−1 (x) and S k−1 (x) are known in the previous step. Let y k (x) be a unique node in N (x) defined by:
W k and S k are calculated as follows:
FloodMin Phase: k ∈ [|d + 1; 2d|], Assuming that ∀x ∈ V , W k−1 (x) and S k−1 (x) are known in previous step. Let y k (x) be the unique node in N (x) defined by:
The set of CHs is defined as follows:
Implementation
As per the definition of the Zigbee standard [9], the Link Quality Indication (LQI) measurement is a "characterization of the strength and/or quality of a received packet". Therefore, we used the LQI as a channel quality indicator between two nodes to create clusters. In case of the CC2420 trans-receiver, the LQI values range from 50 to 110. The minimum transmission power of the radio is -25 dBm which corresponds to a 5-6 m communication range. The maximum transmission power is 0 dBm which corresponds to 70 m (indoor). Both clustering algorithms use beacons for routing and the Base Station (BS) is their final destination. To filter out the bad links, we use a threshold LQI of 106 which corresponds to 98% Packet Reception Rate (PRR) [10] . All the nodes are in direct line of sight. We use the default CSMA/CA available in the TinyOS stack. Step 1: The BS declares itself as cluster head and sends beacons. When other nodes receive those beacons they check the LQI of these received beacons. If the LQI is ≥ 106, they join the BS as cluster nodes and form a cluster.
Step 2: Nodes receiving beacons from the BS with LQI < 106 declare themselves as CHs.
Step 3:A conflict may arise if more than one node in the same Matèrn zone declare themselves as CHs.
Step 4: This conflict is resolved using the node-id. Nodes with higher Id will cease to be a CH.
Step 5: A node ceasing to be a CH sends special messages: "I am no longer a CH".
Step 6: The other nodes receiving these special messages from their former CH participate again in the clustering process. A node waits/pauses before declaring itself to be CH to check (1) if it is still under influence of some other CH or (2) if all of its neighbors have had enough time to send the beacon. This makes clustering more efficient. Once the clustering is over, the HybridLQI algorithm [11] is used as the inter-cluster routing algorithm. The HybridLQI improves the performance of the MultihopLQI in asymmetric wireless link sensor networks. In HybridLQI, every node maintains the number of messages it sends to each of its neighbors and how many of them are being acknowledged. In this manner, the packet loss percentage (uplink channel quality) over the links is calculated. Beacons and the LQI are used to estimate the down-link channel. Therefore, without adding any extra cost to the network, the bidirectional channel quality is calculated. The MultihopLQI obtains the link quality from the LQI calculated from the received beacon (downlink) and assumes that the bidirectional links are symmetric.
Functioning: Initially, all nodes (except the BS) are unconnected (i.e., there is no path to the BS). All clustering will be done from beacon messages which are also being used for routing. BS (default CH) starts sending beacon messages. The reception of beacons is handled via three cases:
Case 1: If a node receives a beacon message from a CH with LQI ≥ 106, three more conditions are possible:
-If the node is not connected, it will join that CH and set its status as connected node. Then, it starts sending beacon messages. -If the node is connected but itself is not a CH, it will keep this CH in its cluster table.
-If it is a CH, it will check (via node id) if it can remain CH or not.
Case 2:
If an unconnected node receives a beacon message from a connected node (either a cluster head or any other node which is connected), it checks if it can declare itself as clusterhead or not.
Case 3: The CHs use these beacons to discover a route towards the BS. The other nodes which are not CH will simply route to their clusterhead. Now, the CHs will send this packet to the BS. If two CHs are out of range they will communicate via a intermediate node of the other CH. A CH will never route its packets via a node which is in its cluster. Max-Min algorithm (for d = 1) is described in Fig. 3 . It is implemented in 5 phases.
Max-Min algorithm
1. Phase 1: Each node broadcasts its Phase 1 message with T T L = 1 (Time To Live). This is done for the neighbor discovery. As in the case of rC-MHP, to be considered as a neighbor, the LQI between two nodes should be >= 106. In this way, the nodes determine their own weight (degree of connectivity, D(x)) and store this information in the neighbor table (a single entry per neighbor).
-Max-Min's requirement to store information for all of its neighbors is inconvenient and needs memory. -If any node misses these phase packets, the selection of the CH may not be sound. Therefore, a node must send its Phase 1 messages repeatedly to ensure that all of its neighbors have received a phase message. The nodes which are in Phase 1 can only participate in Max-Min cluster formation heuristic. 2. Phase 2: Once a node finishes computing its weight, it needs to broadcast that weight again with T T L = 1. So, it sends the Phase 2 messages. The nodes which are in Phase 2 can only process these received phase packet (under condition LQI ≥ 106). Based on these packets, at the end of the Phase 2, each node knows the Node Id associated with the maximum weight. 3. Phase 3: The nodes send phase messages with their maximum weight as information. Accordingly, the neighbor tables are updated. This marks the end of the floodmax phase. 4. Phase 4: When the max weight is known, the nodes perform another set of calculations to know the minimum weight associated with the node and then broadcast it. 5. Phase 5: Finally, a node can decide if it can become a CH or not. A CH then sends a burst of beacon messages. On reception of these beacon messages, a non-CH node joins a cluster.
Why to pause after each phase: Initially, the nodes are switched ON at different time. So, to avoid a phase mismatch among the nodes, the nodes must wait before entering a new phase. During the pause, a node waits to receive phase messages from the other nodes, if it detects a new node then it retransmits its own phase packet.
After clustering, the HybridLQI is used for inter-cluster routing. If two CHs are out of the range they will communicate via a intermediate node of the other CH. The CH will never route its packets via a node which is in its cluster.
Analysis
The Table 1 lists the network deployment parameters for the rest of the paper. In the case of Max-Min, the term "Phase/Signal Message" refers to control messages that are used to form clusters. In case of rC-MHP, the term "Special Message" refers to control messages that are used to form/maintain clusters. A BEACON TIME OUT may be triggered if a node does not receive some beacon from its CH. A BEACON TIME OUT will lead to the eviction of the CH from the cluster/parent table of the node. However, the value of the BEA-CON TIME OUT should be sufficiently large to avoid a network instability. The cluster maintenance is also important as radio links are unreliable [1] .
Effect of the node density on Max-Min
In Max-Min, the selection of CHs needs a lot of run time memory. Due to the limited available memory in the sensors, the size of the neighbor table was set to 12. The effect of the node density is shown via an example. We conducted two tests: first with 12 nodes whereas the second with 30 nodes. Both of these tests were conducted over an area of 5 m × 4 m. Basically, in the second set, we increased the node density of the network. In our implementation, Max-Min can only store up to 12 nodes. Further, by choosing 30, we are testing the case when the number of immediate neighbors are around 250% of the memory capacity. Case A: 12 nodes including the BS: The Fig. 4 illustrates that Max-Min formed two clusters. In this experiment, the node 4 became a CH after completion of all the phases of Max-Min. So, the node 4 sent its beacon declaring that "I am a CH". Similarly, the BS (default CH) also sent its beacon declaring itself to be a CH. On the reception of these beacons, Non-CH nodes decided to join the respective cluster (based on first come first served basis).
Case B: 30 nodes including the BS: Fig. 5 illustrates that several clusters were produced by Max-Min when 30 nodes were deployed in the network. As the size of the neighbor was set to 12, the nodes were able to store up to 12 neighbors. We can see that most of the nodes have a weight equal to 12. What happened is, the node A was in the neighbor table of the node B but the node B was not in the neighbor table of the node A. Due to this mismatch, several nodes became CH and more nodes became singleton clusters as fewer nodes were available to join many CHs.
Due to the limited memory capacity of the sensors, the scalability of MaxMin's is inhibited by its basic requirement: to know and store the weights of each of its neighbor. Hence, Max-Min is not scalable in practice.
Effect of the node density in rC-MHP
-rC-MHP does not need to store any clustering criteria for any of its neighbors. If a node is under the area of influence of a CH, it cannot declare itself as a CH. Therefore, the memory needed is independent of the node density. -In rC-MHP, if the nodes have changed their state (CH ⇔ non-CH), they need to broadcast (TTL = 1) very few packets. Sensors don't need to know their degree of connectivity. So, a short burst of special message packets is enough in rC-MHP to diffuse changes. Underlying CSMA/CA ensures the channel availability. -After the BEACON TIME OUT, a node will either join a CH or declare itself as a CH. Similarly, if the channel quality changed, a node may declare itself as a CH. Hence, rC-MHP will inherently do the clustering.
To validate the above hypothesis, we deployed rC-MHP in sparse (12 nodes) and dense (30 nodes) networks (5 m × 4 m). Fig. 6(a) Fig. 6(b) show the clustering for rC-MHP. Some nodes during the initialization phase or after the BEA-CON TIME OUT phase declare themselves as CHs. If the node detects that it is under other CH and looses the contention, it sends a burst of special messages stating "I am no longer a CH".
In case of sparse network ( Fig. 6(a) ), mostly, only a single CH (BS) could be observed. Sometimes, due to wireless channel problems or other factors such as BEACON TIME OUT, the nodes 17/63/64 declared themselves as CH(only one node at a time). The nodes in the Case 1 and 2 were deployed in similar conditions.
Similarly, in the case of a dense network (Fig. 6(b) ), for most of the time, only a single cluster could be observed. Once during the experiments, due to wireless channel problems or other factors such as BEACON TIME OUT, the node 28 declared itself as a CH and few other nodes joined it (only one node at a time). To summarize, the node density has no effect on rC-MHP, hence rC-MHP behaves like a scalable algorithm. The Fig. 7(a) and Fig. 7(b) illustrate the positions of CHs when 63 sensors were deployed in an area of 17m × 27m. The transmission power was set to −20dbm and the threshold LQI was 106. In case of rC-MHP, we can see that the distribution of the CHs is regular while in case of Max-Min the CHs distribution is not ordered. It is due to the fact that, in case of rC-MHP, only one node can remain CH in its area of influence. Since the sensors are regularly distributed, the result is uniform, while in Max-Min it depends on the last phase. 
rC-MHP and Max-Min in large network

rC-MHP Vs Max-Min -Performance Analysis
We compare rC-MHP and Max-Min based on the overhead to create and maintain clusters. Therefore, our performance criterion is "Number of Cluster/Phase messages" per data packets. The Table 2 compares the performance of rC-MHP with Max-Min. In Max-Min, increasing node density resulted in a higher number of phases messages. For rC-MHP, the relative number of phase messages remained the same. The sensor nodes were switched ON at different time. So, they entered different phases at different time. Therefore, Max-Min needed more time with high numbers of redundant phase messages to fully diffuse its clustering criteria. So, the number of phase messages increased along with number of neighbors. On average, after sending close to 300 data packets, at least one node in the network experienced a BEACON TIME OUT. So, the clustering procedure had to be repeated which increased the overhead. For the large network, nodes were spread over a larger area. Therefore the node density decreased, hence the relative number of cluster messages decreased.
From Table2, it can be easily seen that rC-MHP easily outperforms Max-Min. rC-MHP is independent of the node density. For sparse networks, only 30 cluster messages were needed to send 4000 (approx.) data packets. Even in the larger networks, only 40 cluster messages were used to send close to 8000 data packets. In rC-MHP, the cluster head maintenance is in-built. Very few messages were needed by using the underlying CSMA to convey the message "I am no longer a CH" or "I am a CH". Of course, there were several BEACON TIME OUT but we did not need to redo the clustering. So, it resulted into lesser cluster/signal packets. In case of Max-Min, the heuristic had to be rerun.
We mainly focused on the number of clusters in the network. As expected, the average hop count is also lower for rC-MHP than for Max-Min. So, rC-MHP consumes less energy. Though, we have not observed any problem for rC-MHP during the experiments with 65 sensors, we do intend to extend this work via simulations on large scale.
Complexity: Max-Min has a O(n × d) memory requirement where n is the number of neighbors while rC-MHP needs only 4 bytes for clustering. On a real implementation, Max-Min needed 4 Timers while rC-MHP needed one Timer.
In this paper, we propose rC-MHP, a rapid clustering algorithm inspired from the Matérn Hardcore Process and implement it on Tmote Sky sensors. rC-MHP does not need to store any information of its immediate neighbors so it is very practical. It is very simple to code on sensors. It does not need much synchronization between the nodes, hence it can be concluded that rC-MHP is a natural algorithm which can be used with CSMA. We compare it with Max-Min cluster algorithm and empirically show that the clustering overhead for rC-MHP is negligible and it is feasible in real sensors. rC-MHP inherently does the cluster maintenance. For rC-MHP no memory is required for clustering (except for the clusterhead and the routing table) and the number of cluster messages does not increase with the node density.
