Abstract. We present a framework for computing bounds for the return of a policy in finite-horizon, continuous-state Markov Decision Processes with bounded state transitions. The state transition bounds can be based on either prior knowledge alone, or on a combination of prior knowledge and data. Our framework uses a piecewise-constant representation of the return bounds and a backwards iteration process. We instantiate this framework for a previously investigated type of prior knowledge -namely, Lipschitz continuity of the transition function. In this context, we show that the existing bounds of Fonteneau et al. (2009 Fonteneau et al. ( , 2010 can be expressed as a particular instantiation of our framework, by bounding the immediate rewards using Lipschitz continuity and choosing a particular form for the regions in the piecewise-constant representation. We also show how we can improve upon their bounds by modifying these choices.
Introduction
We are interested in reinforcement learning (RL) problems that arise in domains where guaranteeing a certain minimum level of performance is important. In domains such as medicine, engineering, or finance, there are often large material or ethical costs associated with executing a policy that performs poorly. In order for RL to have a positive impact on these areas, it is therefore necessary to find ways to guarantee that the policy produced by an RL algorithm will achieve a certain level of performance.
The performance of a policy is measured via its return, the (possibly discounted) sum of rewards obtained when executing the policy. The return is a random variable, and its value can change from one execution to the next depending on the stochasticity in the environment. In order to establish guarantees for the performance of a policy, many researchers (e.g., Brunskill et al. (2008) or Kakade et al., (2003) ) have developed bounds on the value function, which is the expected value of the return.
While it is undoubtedly useful to have information about a policy's value function, there may well be problems where we want to know more than the average performance -for instance, problems where the policy will only be executed a small number of times. In such problems, it can be useful to have a worst-case analysis for the return that the policy may obtain during its execution. This paper presents a framework for performing such an analysis.
Our framework transforms guarantees about the effect of individual transitions into guarantees about the return. For this, we require a human expert to either provide information about the range of each transition's outcomes, or to provide some regularity conditions that can then be used together with transition data to infer these ranges. For infinite state spaces, this prior knowledge would obviously have to be expressed in a compact form. We also require information about the range of immediate rewards that can be obtained from states in a certain region. Our framework transforms the information about the transition and reward function into bounds on the policy's return.
The framework can handle either discrete or continuous state spaces. In order to handle continuous state spaces, we use a piecewise-constant representation for the bounds. Other representations could have been chosen, but the piecewise-constant representation has the advantage that the prior knowledge about the transitions can to be expressed in a relatively simple manner -an important feature when working with human experts.
We show how the framework can be instantiated for a particular type of prior knowledge (Lipschitz continuity of the transition model) that has already been investigated by Fonteneau et al. (2009 Fonteneau et al. ( , 2010 . The fact that transition and reward bounds can simply be plugged into our framework, rather than relying on a less flexible closed-form solution, allows us to identify algorithmic choices that can perform better in practice than the bounds of Fonteneau et al.
Framework description
We are concerned with decision-making problems where S ⊂ R d is the set of states, A ⊂ R is the set of actions, f : S × A → S is the transition function and r : S × A → R is the (deterministic) reward function. The transition function can be probabilistic, in which case f (s, a) is a random variable. Our goal is to compute lower bounds 1 for the return obtained by starting in some state x 0 and following the deterministic 2 policy π : S → A for K steps, where the return is defined as
Our central assumption is that we have a method for computing, given some region of the state space ω ⊂ S, a region f π (ω) such that
Any choice of f π (ω) that respects the above condition can be used, but the smaller the region produced, the tighter the final bounds will be. We will discuss possible methods for computing f π (ω) further in the paper. 1 We could easily extend our framework to compute upper bounds as well; while this may also have interesting applications, such as informing exploration strategies, we focus on lower bounds for now. 2 Although we assume deterministic rewards and policies, these are not major restrictions. We can always add a state variable for probabilistic rewards, and make the reward function a deterministic function of that variable. In addition, the policies produced by many reinforcement learning methods are deterministic, and policies of interest in the target domains we envision are also usually deterministic.
We also assume that we have a way to compute a lower bound for inf x∈ω r(x, π(x)) for any region ω ⊂ S. The quality of the final bounds will depend on the tightness of this lower bound for the immediate reward. Since r and π are typically known, we should be able to get informative lower bounds for most problems.
Let {Ω k |k = 0, . . . K} be sets of partitions indexed by k. The lower bound for each k-step return R π k will be represented as a function of the partitions in Ω K−k (the indexing of R π k increases with the horizon, whereas the indexing of Ω k increases with the time step). For s ∈ S, we will write s ∈ Ω k as a shorthand for ∃ω ∈ Ω k s.t. s ∈ ω.
We are now ready to describe our algorithmic framework. We will use the following recursive algorithm for computing a lower bound for R π K :
Algorithm 1 Recursive lower bound for the K-step return
The following result shows that Algorithm 1 produces valid lower bounds for the K-step return.
Theorem 1. For any k = 0, . . . K, any ω ∈ Ω K−k , and any s ∈ ω we have that
Proof. By induction over k. For k = 0, the proof is immediate given the construction ofR π 0 . For k → k + 1, let ω ∈ Ω K−k and s ∈ ω. We have that
which, together with the induction hypothesis and the update equation in Step 3 of the algorithm, lead to the conclusion thatR π k+1 (ω) ≤ R π k+1 (s). One can obtain different instantiations of the general framework described in Algorithm 1 depending on what choices are made for computing f π (ω), for representing the partition sets Ω k , and for computing inf x∈ω r(x, π(x)). In Section 3 we will use an idea from the work of Fonteneau et al. (2009 Fonteneau et al. ( , 2010 in order to compute f π (ω) in the setting where the transition function is Lipschitz continuous. In the same section we will also propose two natural choices for representing the Ω k sets and for computing inf x∈ω r(x, π(x)). We will illustrate the empirical effect of those choices on two domains in Section 4.
Implementation for Lipschitz continuity
In this section, we borrow ideas from Fonteneau et al. (2009 Fonteneau et al. ( , 2010 for computing f π (ω) by incorporating prior knowledge in the form of Lipschitz continuity of the transition model.
Notation and assumptions
Let S, A, and S × A be normed spaces, and denote the distance metric on all of them by d (it should be obvious from the context which one is being used). Define the distance between state-action pairs to be (Fonteneau et al.,2009 ):
The transition function, reward and policy are said to be Lipschitz continuous if there exist constants L f , L r and L π such that
and
respectively, for all s 1 , s 2 ∈ S and a 1 , a 2 ∈ A. The transition function is assumed to be deterministic. In addition to Lipschitz continuity, we assume that there exists a set of n observed transitions of the form (s i , a i , r(s i , a i ), f (s i , a i )), collected using an arbitrary and potentially unknown policy. Note that the actions in the batch do not have to match the actions taken by π, so this is an off-policy evaluation problem. Having this set of observed transitions allows them to bound the outcome f (s, a) for any state-action pair (s, a), by taking for some i ∈ {1, . . . n} a ball of center f (s i , a i ) and radius L f d((s, a), (s i , a i )), as illustrated in Figure 1 . We denote by c ω the center and by ρ ω the radius of a hypersphere containing ω.
Illustration of using Lipschitz continuity to bound f (s, a).
Previous Work
In their first paper, Fonteneau et al. (2009) provide a lower bound for finite-horizon value functions in Lipschitz-continuous deterministic systems with continuous state and action spaces. Given K observed transitions (one for each step of the horizon), their bound has the form
where L Q is defined as
and is shown to be a valid Lipschitz constant for the value function.
In a second paper, Fonteneau et al. (2010) compute a similar bound for open-loop policies over discrete actions. This new bound can be derived from the one above if we replace L π and the distances between actions with zero. They use this bound to show how it can inform an algorithm for computing "cautious" policies that avoid unexplored regions of the state space. Since the main focus of this work is analyzing the tightness of bounds, we will not be concerned with their cautious generalization algorithm in this paper.
Framework instantiation
If the transition model is Lipschitz continuous and a batch of transitions is available, then one way of computing f π (ω) is as follows:
1. Associate a state-action pair from the batch (denoted by (s ω , a ω )) to ω. One heuristic way of doing this is by taking the closest state-action pair to (c ω , π(c ω )). Another way, proposed by Fonteneau et al. (2009) , is to search for the sequence of states that minimizes the K-step bound. In our experiments, we found that both methods performed similarly, but the method of Fonteneau et al. may well offer advantages in other settings. 2. Compute f π (ω) as a ball of center f (s ω , a ω ) and radius
Using the definition of Lipschitz continuity and the triangle inequality we can easily show that, for f π (ω) constructed in this fashion, the condition in Equation 2 holds.
In order to have a completely instantiated algorithm, we have to decide how to construct the Ω k , and how to compute inf x∈ω r(x, π(x)) and sup x∈ω d(π(x), π(c ω )). Plugging these choices into Algorithm 1 we can obtain valid lower bounds for the return. 
. . K, their bound can be exactly replicated within our framework if we use the following choices in Algorithm 1:
-Have a single ball in each Ω k As discussed earlier, and illustrated in Figure 1 , bounding the outcomes of state transitions using Lipschitz continuity produces spherical bounds. Therefore, it is natural to consider each Ω k to be composed of a single ball, starting with Ω 0 = {ω 0 }, where ω 0 = {x 0 }, and then computing Ω k+1 = {ω k+1 } = { f π (ω)} according to step 2 above. -Bound policy changes using Lipschitz continuity They assume that π is Lipschitz continuous, which allows the following upper bound to be constructed:
-Bound rewards using Lipschitz continuity They assume that the reward is Lipschitz continuous, which allows for the bound
To see that the bounds are the same, note that, with the above choices and denot-
, each reward term in the lower bound of Algorithm 1 is lower bounded by
where ρ k−1 is the radius of the single ball in Ω k−1 . When summing up all the terms, and after some re-arrangement, we obtain the bound of Fonteneau et al. (2009) .
Note that the Fonteneau et al. (2010) paper considers blind policies (policies where the action at each stage does not depend on the state), so the distance between actions simply disappears in that bound.
Proposed alternatives We now consider two alternative algorithm instantiations that can lead to tighter bounds than previous results.
The first instantiation, which we will call single-ball-rmin, is similar to the Fonteneau et al. approach, except that it performs direct reward minimization instead of using Lipschitz continuity to bound the rewards. That is, we assume that we know r, and we use constraint optimization to optimize the reward within each ball. While this is not a big difference conceptually, it can make a large difference in practice. Also note that using our framework allows us to easily replace reward bounding using Lipschitz continuity with direct minimization. On the other hand, in the work of Fonteneau et al. the Lipschitz constant L r appears as a multiplicative term in their closed-form bounds, and there is no straightforward way to replace it with a local minimum of the reward function.
The second instantiation will be called multi-partition-rmin, because it partitions each Ω k into multiple regions. Using a single region for each k, as in the single-ball algorithm, has the disadvantage that it does not account for how π may take different actions in different parts of Ω k . Therefore, in this algorithm we partition each Ω k ; for computational simplicity, we will take the partition boundaries to be axis-parallel. The multi-partition algorithm also performs direct minimization for bounding the rewards.
For this paper, we will only consider the alternatives described above. However, we note that other interesting instantiations are also possible, an obvious one being to perform direct minimization of sup x∈ω d(π(x), π(c ω )) instead of using Lipschitz continuity. We leave such extensions for future work.
Discussion of bounds based on Lipschitz continuity
The tightness of the bounds produced by all the methods described above will depend on the value of the Lipschitz constants L f , L r and L π , which is related to the prior knowledge we have about the system and the characteristics of the domain. These values will influence all methods in a similar way. Another factor that influences all methods will be the distances d(c ω , s ω ) + d(π(c ω ), a ω ). As these distances get smaller, the bounds get tighter. The component d(π(c ω ), a ω ), in particular, will depend on the ability to find transitions in the batch that take actions similar to those that π would take at the centers of the ω regions. So, to sum up, the more transitions there are in the batch, and the closer the actions of those transitions are to the policy we are trying to evaluate, the tighter the bounds will be.
For the multi-partition method to be effective, we need the union of the f π (ω) for ω ∈ Ω k to be small relative to the size of f π (ω) that would be computed by the singleball algorithm. The size of the union relative to a single projection will depend on π, the policy we are evaluating. This influence of the nature of π is difficult to express quantitatively, because π can affect different parts of the state space in different ways. This difficulty in including more information about π in a closed-form bound makes it difficult to predict what type of bound will perform better, but is also one of the main reasons for proposing the multi-partition method, since it is the only method that attempts to include such information.
Finally, the multi-partition bound will become tighter as the density of partitions in Ω increases. Because of this, the multi-partition method suffers from the curse of dimensionality when applied in its most basic form: the number of regions required to effectively cover the state space is exponential in the dimensionality of S, and the computational complexity of computing f π (ω) for ω ∈ Ω k , the most expensive part of the multi-partition algorithm, is O(n * |Ω k | * |Ω k+1 |). However, it should be the case in most problems that the policy π that we are evaluating only visits a small region of the state space. In such problems, the forward projections computed using the multipartition method, and therefore the Ω k , are small relative to the size of the state space. In either case, the multi-partition method will be more computationally expensive than the single-ball method. We plan to explore these issues more thoroughly in future work.
We now illustrate the proposed bounds and algorithmic choices in two sets of experiments.
Puddle world
For our first set of experiments, we consider the deterministic puddle world domain, as implemented by Fonteneau et al. (2010) . The puddle world is a two-dimensional problem in which an autonomous agent has four discrete actions available, taking it in each of the cardinal directions. There are two regions (the puddles) where the agent receives negative rewards, and a goal region where the agent receives positive rewards. We use the same starting state as Fonteneau et al., and the same mechanism for generating an initial batch of transitions (we place them uniformly throughout the state space). Complete details for this implementation of puddle world can be found in Fonteneau et al. (2010) . The policy π that we evaluate is an open-loop policy that takes the agent around the puddle and to the goal region by going down for five steps, right for six steps, up for eight steps and right once again for the final step. each Ω k . We also include the trivial bound obtained by multiplying the horizon by the smallest immediate reward (denoted by K * R m in on the graph).
The first thing to note is that, in this domain, the single-ball-rmin algorithm produces bounds that are the same order of magnitude as the actual return -its values for the two samples sizes are −98.09 and −81.74, respectively, compared to a correct value of −54.08. This happens because the domain is quite well-behaved, with L f = 1 and L π = 0 (meaning that the effect of the policy can be ignored, since the policy is openloop). The errors that accumulate over repeated projections are therefore solely due to the distances between the observed transitions and the centers of the projected regions.
The multi-partition-rmin algorithm is not performing as well as single-ball-rmin in this domain. Because the policy does not depend on the state, there is no advantage to incorporating information about how the policy changes in different parts of Ω k . Instead, the multi-partition algorithm produces looser bounds because of the extra approximations it needs to use in order to handle state-dependent policies.
Finally, because of the large value of L r in this domain (1.3742 * 10 6 ), methods that lower bound the reward using Lipschitz continuity perform poorly. For instance, the bound computed by the Fonteneau et al. method using a sample size of 80656 transitions is equal to −55.94 * 10 4 . In comparison, the trivial bound obtained by multiplying the smallest reward by the horizon is actually significantly tighter, having the value −1.3 * 10 4 .
The main conclusions that we draw from this experiment is that the additional step of analytically minimizing the (known) immediate reward can offer significant improvements with respect to Lipschitz-continuity-based bounds, and that the multi-partition method is unlikely to be useful if the policy does not depend on the state.
1D problem with stabilizing policy
In this section, we use a simple one-dimensional problem to illustrate that the multipartition approach can lead to tighter bounds when the policy depends on the state.
The domain we are using has S = R, A = R, f (s, a) = s + a and r(s, a) = −|s|. We compute lower bounds for a policy that always takes the agent halfway to state 0, that is, π(s) = −s/2. We assume that we have a batch of observed transitions that was collected using a different policy, one for which the action at state s is uniformly distributed in [−s, 0]. The starting states for the observed transitions are in the [−1, 1] interval, and the starting state for evaluating π was −1. The Lipschitz constants for the reward and transition function are equal to one, while
We compare the lower bound computed using the single-ball-rmin and multi-partitionrmin algorithms to the analytic bound of Fonteneau et al. (2009) . The number of partitions in Ω for the multi-partition method was set to 1000. The results are presented in Figure 3 . The size of the batch was 1000 transitions, with the start state of those transitions generated uniformly randomly between −1 and 1. The results were averaged over 50 trials, with all trials exhibiting the same pattern.
Note the logarithmic scale on the figure. The Fonteneau et al. (2009) single-ball bounds scale exponentially in the horizon K. This is due to the fact that a factor of L f (1 + L π ) K appears in their Lipschitz constant for the value function L Q , which then gets multiplied by the distance between the end point of a transition and the start of another. A small improvement in performance can be observed when using the singleball-rmin algorithm instead of the method of Fonteneau et al. (2009) . However, in this problem the effect of multiplying by an exponential function of L f (1 + L π ) = 1.5 is still dominant with respect to the effect of bounding the reward using Lipschitz continuity.
The main point of this experiment was to illustrate that not accounting for statedependent policy effects can produce bounds that scale up exponentially in the horizon even for very simple problems, and that the multi-partition algorithm has the potential to alleviate this issue. While we acknowledge that the experiment was crafted specifically to highlight this issue, we believe that it is illustrative of settings that may arise in practical applications; for instance, in dynamical system control the controller is often designed so that it adjusts the system towards a particular desired state or range of states.
Discussion and future work
We proposed a framework for computing bounds on the return of a policy when knowledge about the environment is available in the form of bounds on the effect of the transition function. By doing this, we showed how to break the bound computation process down into simpler individual components.
We also instantiated our bound for the setting where the transition function, reward, and policy are Lipschitz continuous. In this setting, we showed how the results of Fonteneau et al. (2009, 2010) can be regarded as a particular instantiation of our framework, but we also illustrated ways in which making different choices for the framework's components allows us to produce potentially more informative bounds.
One limitation with respect to previous work is that, while Fonteneau et al. (2009) provide an algorithm for finding the best sequence of transitions to use, we do not perform such an optimization for our methods. Instead, we simply pick the kth transition such that its starting state-action pair is the closest to ( f (s k−1 , a k−1 ), π( f (s k−1 , a k−1 ))). For one of the methods we propose, the single-ball method, we noticed no difference between using this heuristic and performing the optimization in our experiments. For the multi-partition method, the optimization problem is more difficult and we do not address it here.
A key part of our framework is the computation of f π (ω). In order to guarantee that f π (ω) respects the property in Equation 2, we need to rely on some form of prior knowledge. In this paper, the type of prior knowledge we used was Lipschitz continuity of the transition function.
In general, the type of prior knowledge available can have increasing levels of sophistication. Let us take robot navigation as an example. A very simple form of prior knowledge would be that each action moves the robot by a fixed amount in some direction, plus some bounded noise. To this, one could add different types of terrain, with different levels of noise associated with each type; such an approach is taken by Brunskill et al. (2008), who produce bounds on the value function under the assumption that the transition function is Gaussian.
Further, the amount of noise could be learned from the data, based on regularity conditions about the noise not varying too much within certain regions. When using data to inform the transition bounds in stochastic systems, one typically obtains stochastic guarantees of the form "with probability α, s ∈ ω =⇒ f (s, π(s)) ∈ f π (ω)". One simple way to incorporate this type of guarantees into our framework is by producing bounds that hold with probability α K . If α is close to 1 and K is relatively small, these bounds may still be informative. Also note that we only need to be able to compute f π (ω) for ω ∈ Ω k . That is, we do not need to have good transition bounds for parts of the state space that we are certain our policy will not visit. In the future, we plan to work more closely with practitioners in applied fields, and identify what kind of guarantees they are able to provide about the behavior of the systems in which they are interested.
Another interesting area of investigation is analyzing the interplay between the observed transitions and the policy π that is evaluated. As we discussed in Section 3.4, the multi-partition bounds become tighter the more transitions there are with starting states close to the regions in Ω, the more the actions for those transitions are similar to those that π would take, and also depending on the nature of π. While these effects are difficult to quantify theoretically, a comprehensive empirical analysis would further the understanding of the multi-partition method's scope of applicability. We also discussed in Section 3.4 how the multi-partition method may suffer from the curse of dimensionality; we would like to further investigate possibilities for addressing this issue.
In this paper we focused solely on producing tight bounds. In the future, we plan to also look at how the bounds produced can be used for selecting what policy to implement. The problem of computing policies that maximize a lower bound on the value function has received a fair amount of attention. In some applications we may be interested in exploratory rather than cautious policies. In such domains, we can use upper bounds computed similarly to the lower bounds to derive exploratory policies that maximize the upper bounds -an idea dating back at least to the work of Kaelbling (1993) .
