The goal of this work is to segment the objects in an image that are referred to by a sequence of linguistic descriptions (referring expressions). We propose a deep neural network with recurrent layers that output a sequence of binary masks, one for each referring expression provided by the user. The recurrent layers in the architecture allow the model to condition each predicted mask on the previous ones, from a spatial perspective within the same image. Our multimodal approach uses off-the-shelf architectures to encode both the image and the referring expressions. The visual branch provides a tensor of pixel embeddings that are concatenated with the phrase embeddings produced by a language encoder. Our experiments on the RefCOCO dataset for still images indicate how the proposed architecture successfully exploits the sequences of referring expressions to solve a pixel-wise task of instance segmentation.
Introduction
In this work, we tackle object instance segmentation with natural language expressions, a challenging problem with implications in the fields of computer vision and natural language processing. The goal is to segment the referent, i.e., the target object referred to by a referring expression, in an image. For instance, given the image in Figure 1 (a) and the referring expression "left woman in blue", the model needs to output the mask for the relevant person (Figure 1(d) ). Instance segmentation with referring expressions can be understood as an extension of semantic instance segmentation, where a binary mask and a categorical label are assigned to each object in an image (see comparison in Figure 1 ). Humans use referring expressions to talk about objects in the world; therefore, the ability to ground referring expressions in images can be very useful in human-computer interaction scenarios, too.
Work in this area [5, 7, 11, 13] separately represents the linguistic expression and the input image, typically using recurrent neural networks (RNN) and convolutional neural networks (CNN), respectively. Afterwards, in order to obtain a pixel-wise segmentation mask, both representations are combined and further processed. In the case of multiple referring expressions over the same image, each of them is processed separately. More details about related work are contained in the supplementary material. We focus on the novel scenario in which a user does not provide a single referring expression, but a sequence of them, one for each referent. For each expression in the sequence, our model predicts a visual grounding conditioned by not only the current reference, but also the previous ones. In addition, our model is end-to-end trainable and does not require any visual post-processing as in MAttNet [14] , which was based on the Mask R-CNN computer vision model for instance segmentation [3] . Mask R-CNN, and other similar solutions, predicts a large amount of instances which are later filtered.
The proposed architecture consists of: (i) a vision encoder, which extracts visual features of a frame, (ii) a language encoder, which adds linguistic information to the model by using a pre-trained natural language processing model to extract language features for the referring expressions (phrases), and (iii) a recurrent segment decoder, which uses the image and phrase embeddings from the vision and language encoders, respectively, to generate the pixel-level masks of the target objects.
Method
We propose an end-to-end trainable deep neural network to recurrently segment target objects indicated by linguistic referring expressions (RE). The proposed architecture is depicted in Figure 2 .
The visual encoder and decoder are inspired by RSIS [10] , a deep neural network for object instance segmentation. The language embeddings for the referring expressions are obtained from the BERT encoder [2] . The pixel and phrase embeddings are concatenated and fed to a binary mask visual decoder. Given a sequence of linguistic referring expressions, the recurrent nature of the mask decoder allows to condition the current prediction on the previous ones.
The BERT [2] encoding, represented at the top branch of Figure 2 , is used without any fine-tuning.
We use the base model of 12 encoder layers (transformer blocks), 768 hidden units and 12 attention heads. 1 Given a referring expression, BERT outputs a set of contextualized embeddings which comprises the hidden states of each encoder layer of each word (token). We average the last hidden layer of each token producing a single 768 length vector for each referring expression. To avoid memory problems while training the model and to balance the dimensions of the language and visual embeddings, we reduce the dimensionality of the textual embeddings to 64 with principal component analysis (PCA) [9] .
The visual encoding and decoding schemes were adopted from the RSIS [10] model for semantic instance segmentation. The input image is encoded with a ResNet-101 [4] model pre-trained on ImageNet [1] . The ResNet architecture is truncated at the last convolutional layer, thus removing the last two layers (pooling layer and classification layer). In contrast to the language branch, the image encoder was finetuned for the task. The output of each convolutional block is used as an image feature, which provides a set of visual features at different resolutions, as shown in dark blue at the left of Figure 2 .
The input to the mask decoder for a given referent consists of a set of multi-resolution pixel embeddings obtained by the visual encoder, and the phrase embedding provided by the language encoder. Consequently, visual features are shared among all the referents for the same image, and the output of the decoder is a sequence of object segmentation predictions, one for each referent. The mask decoder is an extension of the multi-resolution one proposed in RSIS [10] . In order to keep the inherent spatial information in the visual features when segmenting an instance, for each resolution, we concatenate the corresponding language embedding to each feature map along the channels' dimensions (depth) of the visual tensors. This allows every pixel embedding to receive the whole representation of the language information. The ConvLSTM [12] layers used in the decoder allows to condition the predicted masks with those masks predicted for previously presented referring expressions over the same image.
Similarly to [10] , the cost function is defined as the soft Intersection over Union score between the predicted mask and the ground truth mask for a given referent. Since we do sequential processing, during training we use as ground truth the mask corresponding to the referring expression being processed at each timestep.
Experiments
The experiments show how the introduction of the referring expression encoder successfully conditions the mask to predict, and that the order of the phrases within the input sequences affects the performance of the model. The experiments have been performed on the RefCOCO dataset [15] , a dataset with 142K referring expressions for 50K objects in 20K images from MSCOCO [8] , that is, where the target objects are of 80 common categories. More details on the dataset and model training are contained in the supplementary material.
We validate the performance of the referring expression branch by comparing the results with the baseline case of not using referring expressions. In this case, RSIS is used to generate a fixed-length sequence of instance masks. The length of the sequence is always larger than the amount of reference phrases associated with the image, avoiding to penalize the segmentation of objects for which no referring expression is presented to the model. Instead of forcing a specific order when matching the predicted masks and ground truth masks, the Hungarian algorithm [6] carries out an optimal assignment between them using the soft Intersection over Union score as cost function. The results presented in Table 1 show four different configurations in terms of referent order and batch size, with (our multimodal model) or without (RSIS, i.e. the visual model) referring expressions. Our solution consistently outperforms RSIS, even when RSIS is completely free to generate its masks in any order. These results show that the linguistic phrases are successfully used to identify the right target instance, and that, in addition, the quality of the masks actually improves over the language-free task addressed by RSIS. We also investigated the effect of the order within the sequence of referring expressions used to train the model. We considered two options: (i) by area, (ii) randomly. The results in Table 1 indicate that the best strategy is to randomly feed the referents and use small batch sizes. The fact that our best result is obtained for the smallest batch size (16) and a random ordering may indicate that our model overfits and that further reducing the amount of parameters to learn may even increase the performance. If we focus on the batch size 32 with the referring expression, we can also observe that the random configuration almost doubles the performance with respect to training with objects sorted by area. These results highlight the importance to randomize the training expressions to avoid learning undesirable data biases. Figure 3 shows some qualitative results generated by our network. The depicted results are among the good predictions of the algorithm and show how our model can distinguish between different instances of the same class.
Finally, Figure 4 depicts how the order of the segmented objects is consistent with the order of the referring expressions. By reversing the order of the phrases, the order of the generated masks is also reversed, which shows that the model has learnt how to associate REs with visual objects. Note that the generated masks are not exactly the same. This indicates that the model indeed conditions its segmentation decisions on its predictions for previous REs. Note how the generated masks are not exactly the same, another evidence that suggests that the order affects the segmentation results.
Conclusions
This work has proposed a solution for visual object segmentation by adding a new linguistic branch to the RSIS deep neural architecture. The concatenation of the phrase embeddings of the referring expression to each pixel embedding of the RSIS decoder has the potential to successfully condition the predicted mask to the desired object. The recurrent nature of the decoder allows to process sequences of referring phrases and condition the output based on the previous predictions. The proposed architecture is trained end-to-end and avoids the additional computation required by postprocessing steps such as non-maximum suppression or ranking of object proposals. Further details and qualitative results are contained in the supplementary material 2 .
