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Предисловие
Задача замены произвольной сложной или неудобной для вычислений
функции давно занимала умы математиков. Частично она была решена
с помощью интерполяции и аппроксимации функций и регрессии. Но все
эти математические приемы имеют один серьезный недостаток: они пло-
хо подходят для периодических колебаний. А между тем развитие теории
колебаний, а в дальнейшем электротехники и радиотехники настойчиво
требовало нового аппарата приближения периодических функций. Над
решением этой задачи бились многие ученые прошлого. Открытие в этой
области удалось сделать в 1807 году Фурье, который нашел и обосновал
метод вычисления коэффициентов тригонометрического ряда, при кото-
ром такой ряд был способен приближать любую периодическую функцию
(при некоторых ограничениях).
Изучаемая в настоящем пособии проблема разложения функции в ряд
Фурье является обобщением и развитием идеи вектора по базису. Ряды
Фурье представляют собой тригонометрические многочлены, построенные
на основе периодической базисной функции — синусоиды (и косинусоиды,
представляющей собой синусоиду с фазовым сдвигом в pi/2). Благодаря
этому ряды Фурье способны приближать периодические функции. В ря-
дах Фурье используются синусоиды и косинусоиды с кратными частотами,
получившие название — гармоники. Сложные колебания разлагаются на
отдельные гармонические колебания (гармонические составляющие, или
гармоники). Сам же процесс разложения периодической функции на гар-
моники называют гармоническим анализом.
Данная работа в основном посвящена изучению тригонометрических
рядов Фурье. Важность рассматриваемой темы обусловлена той большой
ролью, которую играют её приложения не только в математике, но и в
механике, физике и других научных дисциплинах. Обширность темы не
позволяет сколько-нибудь полно охватить даже классические её аспекты,
так что ограничимся наиболее простыми теоремами, отражающими об-
щую ситуацию. Коснемся также и некоторых вопросов теории интеграла
Фурье.
Используемый аппарат находит широкое применение в таких курсах,
как Функциональный анализ, Физика, Теоретическая механика, Уравне-
ния математической физики и др.
Компетенции обучающегося, формируемые в результате освоения мо-
дуля: ОК-6, ОК-8, ОК-15, ПК-2, ПК-3, ПК-4, ПК-5, ПК-6, ПК-9, ПК-16,
ПК-18, ПК-27. Студент должен изучить представленный теоретический
материал. Для закрепления и лучшего усвоения материала предлагаются
упражнения для самостоятельной работы.
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§1. Периодические функции
Определение 1. Функция f(x) называется периодической с периодом
T, если выполнено равенство f(x± T ) = f(x), ∀x.
Если T = 2ω является периодом, то и T = 2nω (n ∈ Z) также явля-
ется периодом. Через 2ω будем обозначать наименьший положительный
период. В силу периодичности можно рассматривать отрезок [a, a + 2ω]
при любом a. Отрезок [a, a + 2ω], длина которого при любом a равна
2ω, также будем называть периодом. Как правило, используют отрезки
[0, 2ω], [−ω, ω].
Лемма 1. Если f(x) — периодическая с периодом 2ω и интегрируемая
на любом отрезке [c, d] функция, то ∀ a, b
a+2ω∫
a
f(x)dx =
b+2ω∫
b
f(x)dx.
Доказательство. Представим интеграл в виде суммы
b+2ω∫
b
f(x)dx =
a∫
b
f(x)dx+
a+2ω∫
a
f(x)dx+
b+2ω∫
a+2ω
f(x)dx
.
= A.
В первом интеграле, поменяв местами пределы интегрирования, а в тре-
тьем — сделав замену x− 2ω = t, dx = dt, x = t+ 2ω и используя перио-
дичность функции f(x), имеем
A = −
b∫
a
f(x)dx+
a+2ω∫
a
f(x)dx+
b∫
a
f(x)dx =
a+2ω∫
a
f(x)dx. ¥
Лемма 1 означает, что интеграл от функции f(x) по любому периоду
принимает одно и то же значение. Поэтому в таком случае можно огра-
ничиваться одним стандартным периодом, в качестве которого обычно
берется отрезок [0, 2ω] или отрезок [−ω, ω].
§2. Ортогональные системы функций
Определение 2. Две функции f и g называются ортогональными на
отрезке [a, b], если
b∫
a
f(x)g(x)dx = 0.
Если f(x) ≡ 0, то это равенство выполняется для каждой функции
g(x).Другими словами, функция f(x) ≡ 0 ортогональна ко всем функциям
g(x). В силу известного неравенства Буняковского для интегралов b∫
a
f(x)g(x)dx
2 6 b∫
a
f2(x)dx ·
b∫
a
g2(x)dx
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из условия
b∫
a
f2(x)dx = 0 следует, что
b∫
a
f(x)g(x)dx = 0. Следовательно,
функция f, для которой
b∫
a
f2(x)dx = 0, играет роль нулевой функции
f(x) ≡ 0. Поэтому такая функция тоже считается нулевой. В противном
случае, когда
b∫
a
f2(x)dx 6= 0,функция f по определению считается ненуле-
вой. Очевидно, что нулевая функция не является единственной. Действи-
тельно, если изменить значение функции в одной точке, то по-прежнему
будем иметь, что
b∫
a
f2(x)dx = 0. Однако для непрерывной функции ситу-
ация становится иной.
Лемма 2. Если f ∈ C[a, b] и
b∫
a
f2(x)dx = 0, то f(x) ≡ 0, ∀ x ∈ [a, b].
Доказательство проведем методом от противного. Предположим,
что ∃ x0 ∈ [a, b] : f(x0) 6= 0. Тогда f2(x0) > 0, а значит, ∃c > 0 : f2(x0) > c.
В силу непрерывности функции ∃ Oδ(x0) ∀ x ∈ Oδ(x0) : f2(x) > c.
Рассмотрим 0 =
b∫
a
f2(x)dx >
∫
Oδ(x0)
f2(x)dx > c
∫
Oδ(x0)
dx = c · 2δ > 0.
Получаем противоречие. Следовательно, наше предположение неверно и
f(x) ≡ 0, ∀ x ∈ [a, b]. ¥
Итак, существует единственная непрерывная функция f(x) ≡ 0, для
которой
b∫
a
f2(x)dx = 0.
Определение 3. Cистема ненулевых функций {ϕ0, ϕ1, ϕ2, ...} (конеч-
ная или бесконечная) называется ортогональной на отрезке [a, b], если
на этом отрезке ортогональны любые две функции этой системы, то есть
b∫
a
ϕi(x)ϕj(x)dx = 0 при i 6= j.
Определение 4. Если интеграл
b∫
a
f2(x)dx = 1, то функция f назы-
вается нормированной на [a, b].
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Определение 5. Если все функции ортогональной системы {ψi} нор-
мированы, то такая система {ψi} называется ортонормированной, то есть
b∫
a
ψi(x)ψj(x)dx =
{
0, i 6= j,
1, i = j.
Примеры
1. Система функций {1, sinx, cosx, sin 2x, cos 2x, . . . , sinnx, cosnx, . . .} на-
зывается тригонометрической системой. Покажем, что эта система
функций ортогональна на [−pi, pi].
pi∫
−pi
1 · sinnxdx = 0,
pi∫
−pi
1 · cosnxdx = 1
n
sinnx
∣∣∣∣pi
−pi
= 0,
pi∫
−pi
sinnx sinmxdx =
1
2
pi∫
−pi
[
cos(n−m)x− cos(n+m)x
]
dx =
=
1
n−m sin(n−m)x
∣∣∣∣pi
−pi
− 1
n+m
cos(n+m)x
∣∣∣∣pi
−pi
= 0, где n 6= m,
pi∫
−pi
sinnx cosmxdx =
1
2
pi∫
−pi
[
sin(n−m)x+ sin(n+m)x
]
dx = 0,
pi∫
−pi
cosnx cosmxdx =
1
2
pi∫
−pi
[
cos(n+m)x+ cos(n−m)x
]
dx = 0, где m 6= n,
pi∫
−pi
12dx = 2pi,
pi∫
−pi
cos2 nxdx =
pi∫
−pi
1 + cos 2nx
2
dx =
1
2
(
2pi +
1
2n
sin 2nx
∣∣∣∣pi
−pi
)
= pi,
pi∫
−pi
sin2 nxdx =
pi∫
−pi
1− cos 2nx
2
dx =
1
2
(
2pi − 1
2n
sin 2nx
∣∣∣∣pi
−pi
)
= pi.
Таким образом, получаем, что тригонометрическая система является
ортогональной системой функций, но не является нормированной.
2. Системы функций {1, cosx, cos 2x, . . . , cosnx, . . .} и {sinx, sin 2x, . . . ,
sinnx, . . .} ортогональны на отрезке [0, pi].
Упражнение. Проверьте утверждения примера 2.
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3. Пусть P0(x) = 1. Обозначим
Pn(x) =
1
2nn!
dn
dxn
[
(x2 − 1)n] , ∀ n ∈ N.
Многочлены Pn(x) называются многочленами Лежандра. Если ввести
обозначение Q2n(x) = (x2 − 1)n = x2n + . . . , то имеем представление мно-
гочлена в виде Pn(x) =
1
2nn!
Q
(n)
2n (x) =
1
2nn!
[
2n(2n − 1)...(n + 1)xn + . . .
]
.
С другой стороны, Q2n(x) = (x2 − 1)n имеет корни ±1 кратности n,
Q′2n(x) = n(x
2 − 1)n−12x — корни ±1 кратности n − 1, Q′′2n(x) — корни
±1 кратности n− 2, . . . , Q(k)2n (x) — корни ±1 кратности n− k.
Покажем ортогональность полиномов Лежандра на отрезке [−1, 1].
Рассмотрим сначала интеграл
1∫
−1
xkPn(x)dx =
1
2nn!
1∫
−1
xkQ
(n)
2n (x)dx и вос-
пользуемся формулой интегрирования по частям: u = xk, du = kxk−1dx,
dv = Q
(n)
2n (x)dx, v = Q
(n−1)
2n (x). Получим
1∫
−1
xkPn(x)dx =
1
2nn!
xkQ(n−1)2n (x)∣∣∣1−1 − k
1∫
−1
xk−1Q(n−1)2n (x)dx
 =
= − k
2nn!
xk−1Q(n−2)2n (x)∣∣∣1−1 − (k − 1)
1∫
−1
xk−2Q(n−2)2n (x)dx
 = · · · =
=
(−1)kk!
2nn!
1∫
−1
Q
(n−k)
2n (x)dx =
(−1)kk!
2nn!
Q
(n−k−1)
2n (x)
∣∣∣∣1
−1
= 0, (n > k).
Так как любой многочлен имеет вид Pm(x) =
m∑
k=0
akx
k, то при n > m
1∫
−1
Pm(x)Pn(x)dx =
1∫
−1
m∑
k=0
akx
kPn(x)dx =
m∑
k=0
ak
1∫
−1
xkPn(x)dx = 0,
в силу полученного выше, так как k 6 m < n.
Таким образом, система многочленов Лежандра — ортогональная си-
стема.
Рассмотрим
1∫
−1
P 2n(x)dx =
1∫
−1
Pn(x)Pn(x)dx =
1∫
−1
n∑
k=0
akx
kPn(x)dx =
n∑
k=0
ak
1∫
−1
xkPn(x)dx.
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Уже доказано, что при k < n имеет место соотношение
1∫
−1
xkPn(x)dx = 0,
и так как an =
2n(2n− 1) · · · (n+ 1)
2nn!
, то
1∫
−1
P 2n(x)dx =
2n(2n− 1) · · · (n+ 1)
2nn!
1∫
−1
xnPn(x)dx. (1)
Ранее также было получено соотношение
1∫
−1
xkPn(x)dx =
(−1)kk!
2nn!
1∫
−1
Q
(n−k)
2n (x)dx,
которое при k = n принимает следующий вид:
1∫
−1
xnPn(x)dx =
(−1)nn!
2nn!
1∫
−1
Q2n(x)dx =
(−1)n
2n
1∫
−1
(x2 − 1)ndx =
=
(−1)n
2n
1∫
−1
(−1)n(1− x2)ndx = 1
2n−1
1∫
0
(1− x2)ndx = 1
2n−1
In,
где In =
1∫
0
(1 − x2)ndx. Выведем для вычисления In рекуррентную фор-
мулу. Несложные преобразования дают нам:
In =
1∫
0
(1− x2)n−1(1− x2)dx =
1∫
0
(1− x2)n−1dx−
1∫
0
x2(1− x2)n−1dx =
= In−1+
1
2
1∫
0
x(1−x2)n−1d (1− x2) = In−1+ x
2
(1− x2)n
n
∣∣∣∣1
0
− 1
2n
1∫
0
(1−x2)ndx.
В результате имеем In = In−1 − 1
2n
In или In =
2n
2n+ 1
In−1. Применив n
раз последовательно эту реккурентную формулу, находим
In =
2n
2n+ 1
In−1 =
2n
2n+ 1
· 2n− 2
2n− 1In−2 = · · · =
2n(2n− 2) · · · 2
(2n+ 1)(2n− 1) · · · 3I0,
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где I0 =
1∫
0
dx = 1. Так что окончательно получаем In =
1∫
0
(1− x2)ndx =
=
2n(2n− 2) · · · 2
(2n+ 1)(2n− 1) · · · 3 =
[2n(2n− 2) · · · 2]2
(2n+ 1)(2n)!
=
(2nn!)2
(2n+ 1)(2n)!
.
Остается подставить значение In в (1), что дает
1∫
−1
P 2n(x)dx =
2n(2n− 1) · · · (n+ 1)
2nn!
· 1
2n−1
· (2
nn!)2
(2n+ 1)(2n)!
=
2
2n+ 1
6= 0.
Упражнение. Выведите дифференциальное уравнение для полино-
мов Лежандра. (Указание. Искомое дифференциальное уравнение явля-
ется линейным однородным уравнением второго порядка.)
Пусть система {ϕi} ортогональна на отрезке [a, b] и ϕi 6≡ 0, ∀ i. Тогда
b∫
a
ϕ2i (x)dx = d
2
i , где di — некоторое положительное число. Обозначим
через ψi =
ϕi
di
. Тогда при i 6= j
b∫
a
ψi(x)ψj(x)dx =
b∫
a
ϕi
di
ϕj
dj
dx =
1
didj
b∫
a
ϕiϕjdx = 0.
С другой стороны,
b∫
a
ψ2i (x)dx =
b∫
a
(
ϕi
di
)2
dx =
1
d2i
b∫
a
ϕ2i (x)dx =
1
d2i
d2i = 1.
Следовательно, {ψi} — ортонормированная система.
Вывод. Любая ортогональная система из ненулевых функций может
быть преобразована в ортонормированную систему.
Пример. Система функций
{
1√
2pi
,
1√
pi
sinx,
1√
pi
cosx, . . . ,
1√
pi
sinnx,
1√
pi
cosnx, . . .
}
является ортонормированной на отрезке [pi, pi].
§3. Тригонометрические многочлены
Определение 6. Тригонометрическим многочленом порядка n на-
зывают функцию вида: Tn(x) = a0 +
n∑
k=1
ak cos kx + bk sin kx, где ak, bk —
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некоторые числа. Если an 6= 0 или bn 6= 0, то n определяет порядок (сте-
пень) тригонометрического многочлена.
Свойства тригонометрических многочленов
1. Произведение двух тригонометрических многочленов порядков n
и m соответственно есть тригонометрический многочлен порядка n +m:
Tn(x) · Tm(x) = Tn+m(x).
2. Если Tn(x) — тригонометрический многочлен порядка n, то ∀y ∈ R,
Tn(x+ y) — также тригонометрический многочлен порядка n.
3. Если Tn(x) — четная функция, то bk = 0, ∀ k = 1, . . . , n. Если Tn(x)
— нечетная функция, то ak = 0, ∀ k = 0, . . . , n, т.е. чётный тригонометри-
ческий многочлен состоит только из косинусов, а нечетный — только из
синусов.
4. Производная тригонометрического многочлена порядка n (n > 1)
есть тригонометрический многочлен того же самого порядка.
Упражнение. Докажите свойства тригонометрических многочленов.
Определение 7. Два корня x1 и x2 называются эквивалентными кор-
нями тригонометрического многочлена Tn(x), если x1 − x2 = 2kpi, k ∈ Z.
Напомним, что если x1 — корень кратности k функции f, то имеем
f(x1) = f
′(x1) = . . . = f (k−1)(x1) = 0, f (k)(x1) 6= 0.
Теорема 1 (о количестве корней тригонометрического много-
члена). Тригонометрический многочлен порядка n имеет не более 2n
попарно неэквивалентных корней с учётом их кратности.
Доказательство. Пусть Tn(x) = a0+
n∑
k=1
ak cos kx+bk sin kx, где an 6= 0
или bn 6= 0. По формулам Эйлера имеем равенства: cos kx = e
ikx + e−ikx
2
,
sin kx =
eikx − e−ikx
2i
. Подставим их в многочлен Tn(x) и приведем по-
добные: Tn(x) =
n∑
k=−n
cke
ikx = e−inx
2n∑
k=0
dke
ikx, где ck =
ak
2
− bk
2i
при
k = −n,−(n−1), . . . ,−1, c0 = a0, ck = ak
2
+
bk
2i
при k = 1, 2, . . . , n, dk = ck−n.
Обозначим eix = z. Тогда Tn(x) = e−inx
2n∑
k=0
dkz
k = e−inxP2n(z), где
P2n(z) =
2n∑
k=0
dkz
k — алгебраический многочлен степени 2n. Заметим, что
e−inx 6= 0.
1) Если x1 — корень тригонометрического многочлена Tn(x), то
Tn(x1) = 0, а значит, P2n(eix1) = 0, то есть z1 = eix1 — корень алгеб-
раического многочлена P2n(z).
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2) Если x1 и x2 — неэквивалентные корни многочлена Tn(x), то
Tn(x1) = Tn(x2) = 0, где x1 − x2 6= 2pik, k ∈ Z. В этом случае z1 = eix1 и
z2 = e
ix2 — различные корни P2n(z), так как имеем выкладки z1 − z2 =
= eix1 − eix2 = eix2
(
ei(x1−x2) − 1
)
6= 0, поэтому z1 6= z2.
3) Покажем, что если x1 — корень кратности k тригонометрического
многочлена Tn(x), то z1 = eix1 — корень P2n(z) кратности не меньшей k.
Имеем равенство P2n(eix) = einxTn(x). Продифференцируем его:
P
′
2n(e
ix)eixi = ineinxTn(x) + e
inxT
′
n(x)
и умножим обе части полученного равенства на (−ie−ix). Получим
P
′
2n(e
ix) = nei(n−1)xTn(x)− iei(n−1)xT
′
n(x).
Дифференцируя последнее равенство, можно получить представление для
P
′′
2n(e
ix), P
′′′
2n(e
ix) и т.д. Методом математической индукции легко уста-
новить, что они имеют вид: P (m)2n (e
ix) =
m∑
j=0
Fmj(x)T
(j)
n (x), где Fmj(x) —
некоторые непрерывные функции.
Упражнение. Докажите данное равенство с помощью ММИ.
Из последнего равенства тогда следует, что если x1 — корень многочле-
на Tn(x) кратности k, то T (j)n (x1) = 0 при 0 6 j 6 k − 1. Тогда z1 = eix1 —
корень P2n(z) кратности не меньшей k, т.к. P (m)2n (z1) = 0 при 0 6 m 6 k−1.
Таким образом, установили, что каждому корню тригонометрическо-
го многочлена Tn(x) соответствует корень z1 = eix1 алгебраического мно-
гочлена P2n(z) не меньшей кратности, причем неэквивалентным корням
Tn(x) соответствуют различные корни P2n(z). А по основной теореме ал-
гебры количество корней алгебраического многочлена P2n(z) с учетом
кратности равно 2n. А значит, столько же корней будет и у тригономет-
рического многочлена Tn(x). ¥
Замечание. Если x1 — некоторый корень Tn(x), то для него можно
найти неэквивалентный корень x2 ∈ [a, a+2pi). Все неэквивалентные корни
можно поместить в [a, a+2pi) и в формулировке теоремы можно говорить
о количестве корней тригонометрического многочлена, принадлежащих
промежутку [a, a+ 2pi).
§4. Тригонометрический ряд Фурье
Если крутить прикрепленный к веревке камень с постоянной скоро-
стью (числом оборотов в единицу времени), то проекция камня на ось
ординат и есть синусоида. Синусоидальные колебания характерны для
многих физических объектов, их генерируют, например, электроннные
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генераторы сигналов. Ввиду их неизменности во времени, симметрии и
гладкости синусоидальные колебания получили название гармонических
колебаний.
Часто синусоидальная функция в виде сигнала, которая описывает
колебательные процессы (гармоники), записывается как функция от вре-
мени: y(t) = A sin(2piνt + ϕ), где A > 0 — амплитуда колебания, ν — её
частота выраженная в Гц (Гц — одно полное колебание в одну секунду), ϕ
— фазовый сдвиг (начальная фаза). Нередко используется и понятие кру-
говой частоты синусоиды ω = 2piν, тогда синусоида записывается в виде
y(t) = A sin(ωt + ϕ). Поэтому можно определять частоту как величину
обратную периоду, то есть период колебания T =
2pi
ω
. Используя формулу
синуса суммы, имеем A sin(ωt+ ϕ) = aω cosωt+ bω sinωt.
Определение 8. Ряд вида
a0
2
+
∞∑
k=1
ak cos kx+ bk sin kx, (2)
где ak и bk — некоторые числа, называется тригонометрическим рядом.
Теорема 2. Если тригонометрический ряд (2) равномерно сходится
на промежутке [−pi, pi] и f(x) — сумма этого ряда, то коэффициенты
находятся по формулам
an =
1
pi
pi∫
−pi
f(x) cos kxdx (n = 0, 1, . . .),
bn =
1
pi
pi∫
−pi
f(x) sin kxdx (n = 1, 2, . . .).
(3)
Доказательство. В силу периодичности ряд (2) равномерно сходится
на всей числовой прямой. Все члены ряда непрерывные функции. Следо-
вательно, f(x) непрерывна на R и имеет место равенство
f(x) =
a0
2
+
∞∑
k=1
ak cos kx+ bk sin kx. (4)
Почленно проинтегрируем равенство (4) на [−pi, pi]:
pi∫
−pi
f(x)dx =
pi∫
−pi
a0
2
dx+
∞∑
k=1
ak pi∫
−pi
cos kxdx+ bk
pi∫
−pi
sin kxdx
 ,
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pi∫
−pi
f(x)dx = a0pi. Откуда a0 =
1
pi
pi∫
−pi
f(x)dx.
Равенство (4) умножим на cosnx:
f(x) cosnx =
a0
2
cosnx+
∞∑
k=1
ak cos kx cosnx+ bk sin kx cosnx.
Так как | cosnx| 6 1 и при умножении на ограниченную функцию равно-
мерная сходимость ряда не нарушается, то полученный ряд можно про-
интегрировать:
pi∫
−pi
f(x) cosnxdx =
=
a0
2
pi∫
−pi
cosnxdx+
∞∑
k=1
ak pi∫
−pi
cos kx cosnxdx+ bk
pi∫
−pi
sin kx cosnxdx
 .
Учитывая, что
pi∫
−pi
sin kx cosnxdx = 0,
pi∫
−pi
cos kx cosnxdx =
{
0, k 6= n,
pi, k = n,
имеем
pi∫
−pi
f(x) cosnxdx = anpi. Откуда an =
1
pi
pi∫
−pi
f(x) cosnxdx.
Аналогично, умножив равенство (4) на sinnx и проинтегрировав, мож-
но получить формулу для bn.
Упражнение. Проделайте выкладки для bn. ¥
Определение 9. Формулы (3) называются Äформулами Эйлера–
Фурье, а числа ak, bk — коэффициентами Фурье. Тогда тригонометри-
ческим рядом Фурье называется ряд вида
a0
2
+
∞∑
k=1
ak cos kx + bk sin kx
с коэффициентами ak, bk, вычисляемыми по формулам (3). Выражение
an cosnx+ bn sinnx будем считать n-м членом этого ряда, а Sn = Sn(x) =
=
a0
2
+
n∑
k=1
ak cos kx+ bk sin kx является n-й частичной суммой ряда.
Замечание. Так как f(x), cos kx, sin kx — 2pi-периодические функ-
ции, то можно промежуток интегрирования [−pi, pi] заменить произволь-
ным промежутком [a, a+ 2pi].
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Рассмотрим все функции f(x), для которых
b∫
a
f(x)dx является соб-
ственным (не имеет особых точек) или является абсолютно сходящимся,
то есть
b∫
a
|f(x)|dx < ∞. Класс функций такого типа обозначают L[a, b]
или L1[a, b]. Заметим, функции такого вида имеют конечное число особых
точек (см. подробнее [10]).
Так как |f(x) cos kx| 6 |f(x)| и |f(x) sin kx| 6 |f(x)|, то формулы (3)
будут определены для всех функций f ∈ L1[−pi, pi].
Взяв произвольную функцию f(x) ∈ L1[−pi, pi], мы можем для неё по-
строить ряд Фурье:
a0
2
+
∞∑
k=1
ak cos kx+ bk sin kx, где ak и bk выражаются
по формулам (3). Но нет никакой гарантии, что этот ряд сходится. А если
он сходится, то не обязательно, что он сходится к данной функции f(x).
Поэтому будем писать:
f(x) ∼ a0
2
+
∞∑
k=1
ak cos kx+ bk sin kx.
§5. Лемма Римана об осцилляции
Рассмотрим интегралы
b∫
a
cos pxdx =
sin px
p
∣∣∣∣b
a
=
sin bp− sin ap
p
→ 0 при p→∞,
b∫
a
sin pxdx = − cos px
p
∣∣∣∣b
a
=
cos ap− cos bp
p
→ 0 при p→∞.
Рассмотрим f(x) =
{
1, x ∈ [a, b],
0, x /∈ [a, b]. Тогда
b∫
a
f(x) cos pxdx =
b∫
a
cos pxdx→ 0 при p→∞,
b∫
a
f(x) sin pxdx =
b∫
a
sin pxdx→ 0 при p→∞.
15
Определение 10. Функция f называется ступенчатой на [a, b), если
этот промежуток можно разбить на конечное число промежутков
[a, b) =
n⋃
i=1
[xi, xi+1),
на каждом из которых функция f(x) постоянна: f(x) = ci, ∀ x ∈ [xi, xi+1).
6
y
-
xa
[
b
)
xi xi+1
-
-
---
-
-
-
Пусть f(x) — произвольная ступенчатая функция. Тогда
f(x) =
n∑
i=1
cifi(x), где ci = const, fi(x) =
{
1, x ∈ [xi, xi+1),
0, x /∈ [xi, xi+1).
b∫
a
f(x) cos pxdx =
n∑
i=1
ci
xi+1∫
xi
fi(x) cos pxdx→ 0 при p→∞,
b∫
a
f(x) sin pxdx =
n∑
i=1
ci
xi+1∫
xi
fi(x) sin pxdx→ 0 при p→∞.
Вывод. Если f(x) — ступенчатая функция, то
b∫
a
f(x) cos pxdx→ 0 при p→∞,
b∫
a
f(x) sin pxdx→ 0 при p→∞.
Лемма 3 (Римана об осцилляции). Если функция f(x) ∈ L1[a, b],
то
b∫
a
f(x) cos pxdx→ 0,
b∫
a
f(x) sin pxdx→ 0 при p→∞.
Доказательство. 1) Если f(x) — ступенчатая функция, то требуемые
соотношения доказаны (см. выкладки перед формулировкой леммы).
2) Рассмотрим произвольную функцию f(x) из пространства L1[a, b].
Докажем, что для ∀f(x) ∈ L1[a, b], ∀ε > 0, ∃ φ — ступенчатая функция
такая, что
b∫
a
|f − φ|dx < ε.
16
Из f(x) ∈ L1[a, b] ⇒ ∃
b∫
a
|f(x)|dx < ∞. Для доказательства доста-
точно ограничиться случаем, когда функция f(x) имеет только две осо-
бые точки, причем на концах a и b. Согласно определению интеграла
b∫
a
|f(x)|dx = lim
ξ→a,η→b
η∫
ξ
|f(x)|dx. Откуда
∀ ε > 0 ∃ ξ, η ∈ [a, b] :
ξ∫
a
|f(x)|dx+
b∫
η
|f(x)|dx < ε
2
. (5)
a bξ η
Так как на промежутке [ξ, η) особых точек нет, то
η∫
ξ
f(x)dx— собствен-
ный интеграл. Тогда
η∫
ξ
f(x)dx = lim
λ→0
sT , где sT =
n∑
i=1
mi∆xi — нижняя
сумма Дарбу, mi = inf
[xi,xi+1)
f(x), ∆xi = xi+1 − xi. А значит,
∀ ε > 0, ∃ δ > 0, ∀ T : λ < δ ⇒
∣∣∣∣∣∣
η∫
ξ
fdx− sT
∣∣∣∣∣∣ < ε2 . (6)
Построим на [a, b] ступенчатую функцию:
φ(x) =
{
mi, x ∈ [xi, xi+1), i = 1, 2, . . . , n,
0, x ∈ [a, ξ) ∪ [η, b].
Тогда
b∫
a
φ(x)dx =
η∫
ξ
φ(x)dx =
n∑
i=1
xi+1∫
xi
midx =
n∑
i=1
mi∆xi = sT . Рас-
смотрим
b∫
a
|f − φ|dx =
ξ∫
a
|f |dx +
η∫
ξ
|f − φ|dx +
b∫
η
|f |dx. Заметим, что
φ(x) 6 f(x), ∀ x ∈ [ξ, η), а значит, f(x)− φ(x) > 0. Тогда
η∫
ξ
|f − φ|dx =
η∫
ξ
(f − φ)dx =
η∫
ξ
f(x)dx−
η∫
ξ
φ(x)dx =
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=η∫
ξ
f(x)dx−
n∑
i=1
xi+1∫
xi
φ(x)dx =
η∫
ξ
f(x)dx−
n∑
i=1
mi(xi+1−xi) =
η∫
ξ
f(x)dx−sT .
Поэтому в силу неравенств (5)–(6) имеем
b∫
a
|f − φ|dx < ε. Таким обра-
зом, построена ступенчатая функция φ(x), удовлетворяющая требуемому
соотношению:
b∫
a
|f − φ|dx < ε.
3) В силу доказанного для ∀ε > 0 найдется ступенчатая функция φ(x)
такая, что
b∫
a
|f − φ|dx < ε
2
. Рассмотрим теперь
b∫
a
f(x) cos pxdx =
b∫
a
(f−φ+φ) cos pxdx =
b∫
a
(f − φ) cos pxdx
︸ ︷︷ ︸
I1
+
b∫
a
φ cos pxdx
︸ ︷︷ ︸
I2
.
Оценим каждое слагаемое.
|I1| =
∣∣∣∣∣∣
b∫
a
(f − φ) cos pxdx
∣∣∣∣∣∣ 6
b∫
a
|f − φ| · ∣∣ cos px∣∣dx 6 b∫
a
|f − φ|dx < ε
2
.
Так как φ(x) — ступенчатая функция, то I2 =
b∫
a
φ(x) cos pxdx → 0 при
p→∞⇒ ∀ε > 0, ∃N, ∀p > N :
∣∣∣∣∣∣
b∫
a
φ(x) cos pxdx
∣∣∣∣∣∣ < ε2 . Таким образом,∣∣∣∣∣∣
b∫
a
f(x) cos pxdx
∣∣∣∣∣∣ 6 |I1|+ |I2| < ε2 + ε2 , ∀p > N.
Мы получили, что ∀ε > 0, ∃N, ∀p > N :
∣∣∣∣∣∣
b∫
a
f(x) cos pxdx
∣∣∣∣∣∣ < ε ⇒
b∫
a
f(x) cos pxdx→ 0 при p→∞.
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Аналогично доказывается второй предел. ¥
Упражнение. Проделайте выкладки для
b∫
a
f(x) sin pxdx.
Следствие. Если функция f ∈ L1[−pi, pi], то её коэффициенты Фурье
стремятся к нулю при k →∞, то есть
ak =
pi∫
−pi
f(x) cos kxdx→ 0, bk =
pi∫
−pi
f(x) sin kxdx→ 0 при k →∞.
§6. Интеграл Дирихле.
Принцип локализации Римана
Пусть 2pi-периодическая функция f ∈ L1[−pi, pi]. Тогда ∃
pi∫
−pi
|f |dx < ∞
и f ∼ a0
2
+
∞∑
k=1
ak cos kx + bk sin kx, где коэффициенты Фурье имеют вид
ak =
1
pi
pi∫
−pi
f(x) cos kxdx (k = 0, 1, . . .), bk =
1
pi
pi∫
−pi
f(x) sin kxdx (k = 1, 2, . . .).
Обозначим через Sn = Sn(f, x) =
a0
2
+
n∑
k=1
ak cos kx + bk sin kx — n-ю
частичную сумму тригонометрического ряда Фурье.
Лемма 4. ∀α 6= 2pin (n ∈ Z) :
Dn(α) = 1
2
+
n∑
k=1
cos kα =
sin
(
n+
1
2
)
α
2 sin
α
2
. (7)
Доказательство. Рассмотрим произведение Dn(α) · 2 sin α
2
=
= sin
α
2
+
n∑
k=1
2 cos kα sin
α
2
= sin
α
2
+
n∑
k=1
(
sin
(
k +
1
2
)
α− sin
(
k − 1
2
)
α
)
=
= sin
α
2
+
(
sin
3α
2
− sin α
2
)
+
(
sin
5α
2
− sin 3α
2
)
+ · · ·+
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+(
sin
(
n+
1
2
)
α− sin
(
n− 1
2
)
α
)
= sin
(
n+
1
2
)
α.
Если α 6= 2pin, n ∈ Z, то α
2
6= pin ⇒ sin α
2
6= 0. Тогда, разделив обе части
полученного равенства на 2 sin
α
2
, имеем требуемое соотношение (7). ¥
Рассмотрим
Sn(f, x) =
a0
2
+
n∑
k=1
ak cos kx+ bk sin kx
.
= A
и подставим в него значения коэффициентов Фурье (3):
A =
1
2pi
pi∫
−pi
f(t)dt+
n∑
k=1
 1
pi
pi∫
−pi
f(t) cos ktdt cos kx+
1
pi
pi∫
−pi
f(t) sin ktdt sin kx
 =
=
1
pi
pi∫
−pi
f(t)
(
1
2
+
n∑
k=1
(cos kt cos kx+ sin kt sin kx)
)
dt =
=
1
pi
pi∫
−pi
f(t)
(
1
2
+
n∑
k=1
cos k(t− x)
)
dt =
1
pi
pi∫
−pi
f(t)Dn(t− x)dt.
Таким образом, получаем Sn(f, x) =
1
pi
pi∫
−pi
f(t)Dn(t−x)dt. Сделаем под-
становку t− x = z, dt = dz :
Sn(f, x) =
1
pi
pi−x∫
−pi−x
f(z + x)Dn(z)dz = 1
pi
pi∫
−pi
f(z + x)Dn(z)dz,
так как подынтегральная функция 2pi-периодическая и можно использо-
вать лемму 1. В итоге имеем
Sn(f, x) =
1
pi
pi∫
−pi
f(t+ x)Dn(t)dt. (8)
ВыражениеDn(t) принято называть ядром Дирихле. Представим интеграл
как сумму двух интегралов
Sn(f, x) =
1
pi
 0∫
−pi
f(t+ x)Dn(t)dt+
pi∫
0
f(t+ x)Dn(t)dt
 .
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В первом интеграле заменим t на −t и используем четность Dn(t) :
Sn(f, x) =
1
pi
− 0∫
pi
f(x− t)Dn(−t)dt+
pi∫
0
f(t+ x)Dn(t)dt
 =
=
1
pi
pi∫
0
[
f(x− t) + f(x+ t)
]
Dn(t)dt.
Sn(f, x) =
1
pi
pi∫
0
[
f(x− t) + f(x+ t)
]
Dn(t)dt. (9)
Данный интеграл называют интегралом Дирихле.
Рассмотрим функцию f(x) ≡ 1. Её коэффициенты Фурье будут равны
a0 = 2, ak = bk = 0 при k = 1, 2, . . . , а значит, Sn ≡ 1, ∀n. В этом
случае имеем
1
pi
pi∫
0
2Dn(t)dt = 1. Откуда 1
pi
pi∫
0
Dn(t)dt = 1
2
, или, учитывая
четность Dn(t), имеем 1
pi
pi∫
−pi
Dn(t)dt = 1. Возьмем произвольное число s0 и
умножим на него обе части равенства
1
pi
pi∫
0
s0Dn(t)dt = s0
2
. Тогда
Sn(f, x)− s0 = 1
pi
pi∫
0
[
f(x+ t)− f(x− t)− 2s0
]
Dn(t)dt. (10)
Возьмём 0 < δ < pi и представим в виде суммы Sn(f, x) =
=
1
pi
 δ∫
0
[
f(x+ t) + f(x− t)
]
Dn(t)dt+
pi∫
δ
[
f(x+ t) + f(x− t)
]
Dn(t)dt
 .
Покажем, что второе слагаемое есть o(1) при n → ∞. Распишем для
этого Dn(t) по формуле (7), что дает
pi∫
δ
[
f(x+ t) + f(x− t)
]
Dn(t)dt =
pi∫
δ
f(x+ t) + f(x− t)
2 sin
t
2
sin
(
n+
1
2
)
tdt.
Убедимся далее, что указанный интеграл удовлетворяет всем условиям
леммы Римана об осцилляции.
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В самом деле, во–первых, так как t ∈ [δ, pi] и x ∈ [−pi, pi], то x + t,
x− t ∈ [−2pi, 2pi], а значит, функция f(x+ t) + f(x− t) ∈ L1[−2pi, 2pi]. Во–
вторых, sin
t
2
6= 0 на [δ, pi]. Следовательно, функция 1
2 sin
t
2
непрерывна
и интегрируема в собственном смысле на [δ, pi]. Тогда подынтегральная
функция
f(x+ t) + f(x− t)
2 sin
t
2
∈ L1[δ, pi]. Применив лемму Римана, получа-
ем требуемое утверждение:
pi∫
δ
f(x+ t) + f(x− t)
2 sin
t
2
sin
(
n+
1
2
)
tdt→ 0 при n→∞.
В итоге, имеем для любого δ > 0
Sn(f, x) =
1
pi
δ∫
0
[
f(x+ t) + f(x− t)
]
Dn(t)dt+ o(1) (n→∞). (11)
Таким образом, мы доказали следующую теорему, которую называют
принципом локализации Римана.
Теорема 3 (Принцип локализации Римана). Поведение суммы
Sn(f, x) в точке x при n → ∞ зависит только от поведения функции f
в любой достаточно малой окрестности точки x.
Аналогично из формулы (10) можно получить при ∀ δ > 0
Sn(f, x)− s0 = 1
pi
δ∫
0
[
f(x+ t)+ f(x− t)− 2s0
]
Dn(t)dt+ o(1) (n→∞). (12)
Упражнение. Проведите выкладки для формулы (12).
Отметим исключительное значение принципа локализации. Из него
следует, что если две абсолютно интегрируемые функции f(x) и g(x) сов-
падают в некоторой достаточно малой окрестности ∆ точки x, то ряды
Фурье этих функций в точке x ведут себя (в смысле сходимости) оди-
наково. Парадоксальность данного факта заключается в том, что вне
окрестности ∆ функции f и g могут как угодно отличаться друг от дру-
га и, следовательно, будут иметь разные ряды Фурье, так как их коэф-
фициенты Фурье ak(f) =
1
pi
pi∫
−pi
f(x) cos kxdx, bk(f) =
1
pi
pi∫
−pi
f(x) sin kxdx и
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ak(g) =
1
pi
pi∫
−pi
g(x) cos kxdx, bk(g) =
1
pi
pi∫
−pi
g(x) sin kxdx, вообще говоря, не
совпадают. Удивительный результат!
§7. Сходимость тригонометрического ряда Фурье
в точке
1. 2pi-периодические функции
Вопрос о сходимости ряда Фурье в точке x — это вопрос существова-
ния конечного lim
n→∞
Sn(f, x) =
1
pi
lim
n→∞
δ∫
0
[
f(x+t)+f(x−t)
]
Dn(t)dt. Для его
решения мы воспользуемся понятием кусочно–дифференцируемой функ-
ции.
Определение 11. 2pi-периодическая функция f(x) называется
кусочно–дифференцируемой на отрезке [−pi, pi], если можно указать
разбиение −pi = c0 < c1 < · · · < ck = pi этого отрезка на конечное число
частей [cm, cm+1], m = 0, 1, . . . , k− 1, для которого выполнены следующие
условия:
1) функция f(x) дифференцируема внутри каждой части [cm, cm+1];
2) во всех точках cm, m = 0, 1, . . . , k − 1 существуют конечные левые и
правые пределы f(cm − 0) и f(cm + 0);
3) во всех точках cm, m = 0, 1, . . . , k−1 существуют конечные обобщённая
левая производная lim
t→+0
f(cm − t)− f(cm − 0)
−t и обобщённая правая
производная lim
t→+0
f(cm + t)− f(cm + 0)
t
.
c0 = −pi c1 c2 ... ck = pi
Упражнение. Сравните эти определения с определениями про-
изводной, левой и правой производных: lim
h→0
f(x+ h)− f(x)
h
= f ′(x),
lim
h→+0
f(x+ h)− f(x)
h
= f ′+(x), lim
h→+0
f(x− h)− f(x)
−h = f
′
−(x).
Теорема 4 (о сходимости тригонометрического ряда Фурье).
Если 2pi-периодическая и кусочно–дифференцируемая на отрезке [−pi, pi]
функция f(x) принадлежит классу L1[−pi, pi], то тригонометрический
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ряд Фурье этой функции сходится в каждой точке x к значению
s0 =
f(x+ 0) + f(x− 0)
2
.
Доказательство. Подставив в равенство (12) значение s0 и выраже-
ние (7) для Dn(t), имеем
Sn − s0 = 1
pi
δ∫
0
[
f(x+ t) + f(x− t)− f(x+ 0)− f(x− 0)
]
Dn(t)dt+ o(1) =
=
1
pi
δ∫
0
[
f(x+ t)− f(x+ 0)
] sin (n+ 1
2
)
t
2 sin t
2
dt+
+
1
pi
δ∫
0
[
f(x− t)− f(x− 0)
] sin (n+ 1
2
)
t
2 sin t
2
dt+ o(1) =
=
1
pi
δ∫
0
f(x+ t)− f(x+ 0)
t
t
2
sin t
2
sin
(
n+
1
2
)
tdt−
−
δ∫
0
f(x− t)− f(x− 0)
−t
t
2
sin t
2
sin
(
n+
1
2
)
tdt+ o(1) = I1 − I2 + o(1),
где
I1 =
1
pi
δ∫
0
f(x+ t)− f(x+ 0)
t
t
2
sin t
2
sin
(
n+
1
2
)
tdt,
I2 =
1
pi
δ∫
0
f(x− t)− f(x− 0)
−t
t
2
sin t
2
sin
(
n+
1
2
)
tdt.
Покажем, что I1 → 0 при n → ∞. В силу кусочной дифференци-
руемости функции f(x) можно выбрать такое δ > 0, чтобы функция
ϕ(t) =
f(x+ t)− f(x+ 0)
t
была непрерывна на (0, δ]. Так как существует
конечный предел lim
t→+0
ϕ(t), то точка t = 0 не будет особой для ϕ(t). Сле-
довательно, эта функция интегрируема в собственном смысле. Точно так
же в силу того, что lim
t→+0
t
2
sin t
2
= 1, функция
t
2 sin t
2
интегрируема в соб-
ственном смысле на [0, δ]. Тогда и произведение рассмотренных функций
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интегрируемо в собственном смысле на [0, δ], а значит, оно входит в класс
L1[0, δ]. Таким образом, интеграл I1 удовлетворяет всем условиям леммы
Римана об осцилляции и получаем I1 → 0 при n→∞.
Аналогично проводятся рассуждения для I2.
Упражнение. Докажите, что I2 → 0 при n→∞.
Таким образом, получаем Sn−s0 → 0 при n→∞. Откуда следует, что
∃ lim
n→∞
Sn = s0 и теорема доказана. ¥
Пусть x ∈ [−pi, pi]. Рассмотрим s0 = f(x+ 0) + f(x− 0)
2
. Если x — точ-
ка непрерывности функции f, то выполняется равенство односторонних
пределов слева и справа f(x+ 0) = f(x− 0) = f(x), откуда s0 = f(x).
Следствие. При выполнении условий теоремы 4 в каждой точке
непрерывности x тригонометрический ряд сходится к значению функ-
ции в этой точке: lim
n→∞
Sn(x) = f(x).
Замечание. Что даёт теорема 4 на концах отрезка, то есть в точках
x = pi и x = −pi? В точке x = −pi по теореме s0 = f(−pi + 0) + f(−pi − 0)
2
.
Так как
f(−pi − 0) = lim
x→−pi−0
f(x) = lim
x→−pi−0
f(x+ 2pi) = lim
x→pi−0
f(x) = f(pi − 0),
то s0 =
f(−pi + 0) + f(pi − 0)
2
. Аналогично в точке x = pi, используя теоре-
му, имеем s0 =
f(pi + 0) + f(pi − 0)
2
=
f(−pi + 0) + f(pi − 0)
2
, что позволяет
не выходить из промежутка [−pi, pi].
Пример. Рассмотрим функцию f(x) =
pi − x
2
; для x ∈ (−pi, pi] и 2pi-
периодически продолженную на всю числовую ось. Её график изображен
ниже на чертеже.
6
-
−2pi −pi pi 2pi 3pi
HH
HH
HHY
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pi
0
Построим её ряд Фурье. Для чего находим коэффициенты Фурье.
a0 =
1
pi
pi∫
−pi
pi − x
2
dx = − (pi − x)
2
4pi
∣∣∣∣pi
−pi
= pi.
an =
1
pi
pi∫
−pi
pi − x
2
cosnxdx =
1
2
pi∫
−pi
cosnxdx− 1
2pi
pi∫
−pi
x cosnxdx = 0,
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∀n = 1, 2, . . . , причем первый интеграл равен нулю в силу ортогональности
на отрезке [−pi, pi] функции cosnx единичной функции, второй интеграл
— как интеграл от нечётной функции по симметричному промежутку.
bn =
1
pi
pi∫
−pi
pi − x
2
sinnxdx =
1
2
pi∫
−pi
sinnxdx− 1
2pi
pi∫
−pi
x sinnxdx =
= − 1
pi
−x
n
cosnx
∣∣∣pi
0
+
pi∫
0
1
n
cosnxdx
 = cosnpi
n
=
(−1)n
n
, ∀ n = 1, 2, . . .
Таким образом,
pi − x
2
∼ pi
2
+
∞∑
n=1
(−1)n
n
sinnx, x ∈ (−pi, pi].
Функция f(x) =
pi − x
2
кусочно–дифференцируема на [−pi, pi] и непре-
рывна на (−pi, pi). Тогда согласно теореме 4
pi − x
2
=
pi
2
+
∞∑
n=1
(−1)n
n
sinnx, если x ∈ (−pi, pi).
Другими словами, ряд Фурье сходится и сходится к самой функ-
ции f(x), а на концах промежутка ряд будет сходиться к значению
f(pi − 0) + f(pi + 0)
2
=
pi
2
.
2. Непериодические функции
Пусть функция f(x) кусочно–дифференцируема на отрезке [a, b] и
f ∈ L1[a, b]. Возможны следующие три варианта.
1) [a, b] = [−pi, pi]. Если выполняется равенство f(−pi) = f(pi), то функ-
цию f можно 2pi-периодически продолжить на всю числовую ось. Если ра-
венство не выполняется, то 2pi-периодического продолжения в этом случае
не получится.
2) [a, b] ⊂ [−pi, pi]. Продолжаем функцию f(x) линейным образом на
отрезок [−pi, pi] так, чтобы f(−pi) = f(pi). При этом сохранится кусочно–
дифференцируемость и данный случай сведется к предыдущему случаю.
6
-
−pi a b pi
¡
¡ HH
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3) [a, b] ⊃ [−pi, pi], т.е. b − a > 2pi. В этой ситуации рассматривают
функции с произвольным периодом (см. пункт 5).
3. Случай чётной и нечётной функций
Пусть f(x) — чётная, 2pi-периодическая функция и f ∈ L1[−pi, pi]. По-
строим для неё ряд Фурье, используя свойства интегралов по симметрич-
ному промежутку от чётной и нечётной функций:
an =
1
pi
pi∫
−pi
f(x) cosnx︸ ︷︷ ︸
чётная
dx =
2
pi
pi∫
0
f(x) cosnxdx, bn =
1
pi
pi∫
−pi
f(x) sinnx︸ ︷︷ ︸
нечётная
dx = 0.
f(x) ∼ a0
2
+
∞∑
n=1
an cosnx, где an =
2
pi
pi∫
0
f(x) cosnxdx. (13)
Пусть f(x) — нечётная, 2pi-периодическая функция и f ∈ L1[−pi, pi].
Построим для неё ряд Фурье
an =
1
pi
pi∫
−pi
f(x) cosnx︸ ︷︷ ︸
нечётная
dx = 0, bn =
1
pi
pi∫
−pi
f(x) sinnx︸ ︷︷ ︸
чётная
dx =
2
pi
pi∫
0
f(x) sinnxdx.
f(x) ∼
∞∑
n=1
bn sinnx, где bn =
2
pi
pi∫
0
f(x) sinnxdx. (14)
Разложения вида (13) называют разложением по косинусам, вида (14)
— разложением по синусам.
Пример. Рассмотрим функцию f(x) = |x|, при x ∈ [−pi, pi]. Она
является чётной. Тогда bn = 0. Так как f(−pi) = f(pi), то возможно
2pi-периодическое продолжение функции на всю числовую ось и, следова-
тельно,согласно теореме 4 ряд Фурье сходится на [−pi, pi], причем к самой
функции f(x).
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Найдём коэффициенты a0 =
2
pi
pi∫
0
xdx = −x
2
pi
∣∣∣∣pi
0
= pi, и, используя
интегрирование по частям: u = x, du = dx, dv = cosnxdx, v =
1
n
sinnx,
an =
2
pi
pi∫
0
x cosnxdx =
2
pi
 x
n
sinnx
∣∣∣pi
0
− 1
n
pi∫
0
sinnxdx
 =
=
2
pi
1
n2
cosnx
∣∣∣pi
0
=
2
pin2
[(−1)n − 1] =
 0, если n = 2k,−4
pi(2k − 1)2 , если n = 2k − 1.
Таким образом, имеем
|x| = pi
2
− 4
pi
∞∑
k=1
cos(2k − 1)x
(2k − 1)2 , ∀x ∈ [−pi, pi].
Пусть x = 0. Подставим в разложение 0 =
pi
2
− 4
pi
∞∑
k=1
1
(2k − 1)2 . Откуда
∞∑
k=1
1
(2k − 1)2 =
pi2
8
.
Тогда
∞∑
n=1
1
n2︸ ︷︷ ︸
S
=
∞∑
k=1
1
(2k)2︸ ︷︷ ︸
S
4
+
∞∑
k=1
1
(2k − 1)2︸ ︷︷ ︸
pi2
8
.
Так как
∞∑
k=1
1
(2k)2
=
1
4
∞∑
k=1
1
k2
, то получаем S =
S
4
+
pi2
8
,
3S
4
=
pi2
8
, S =
pi2
6
.
В итоге ∞∑
n=1
1
n2
=
pi2
6
.
4. Случай полупериода
Пусть f(x) ∈ L1[0, pi]. Если продолжить функцию f(x), x ∈ [0, pi] чёт-
ным образом на [−pi, pi], то сохранится кусочно–дифференцируемость и
f(−pi) = f(pi). Следовательно,
f(x) ∼ a0
2
+
∞∑
n=1
an cosnx, где an =
2
pi
pi∫
0
f(x) cosnxdx.
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Кроме того, к отрезку [0, pi] будет применима теорема 4.
-
6
0−pi pi
-
6
−pi pi
Можно продолжить функцию f(x) на отрезок [−pi, pi] нечётным обра-
зом. Тогда будем иметь
f(x) ∼
∞∑
n=1
bn sinnx, где bn =
2
pi
pi∫
0
f(x) sinnxdx.
Кусочно–дифференцируемость функции в этом случае сохранится, но
f(−pi) 6= f(pi). Тогда придется переопределить f(x) либо в точке x = −pi,
либо в точке x = pi с тем, чтобы f(−pi) = f(pi) и можно будет применить
теорему 4 к отрезку [0, pi]
Таким образом, функцию, заданную на полупериоде, можно разло-
жить в ряд как по синусам, так и по косинусам.
5. Случай функции с произвольным периодом
Пусть f(x) ∈ L1[−ω, ω] — периодическая функция с периодом T = 2ω.
Построим для неё ряд Фурье. Для этого сделаем замену: x =
ω
pi
t, при
которой из x ∈ [−ω, ω] следует, что t ∈ [−pi, pi]. Обозначим ϕ(t) .= f
(ω
pi
t
)
.
Тогда ϕ(t) ∈ L1[−pi, pi] — периодическая функция с периодом T = 2pi.
Разложим ϕ(t) в ряд Фурье:
ϕ(t) ∼ a0
2
+
∞∑
n=1
an cosnt+ bn sinnt,
где an =
1
pi
pi∫
−pi
ϕ(t) cosntdt, bn =
1
pi
pi∫
−pi
ϕ(t) sinntdt.
Сделаем обратную замену t =
pi
ω
x, dt =
pi
ω
dx. Тогда коэффициенты
Фурье для произвольного периода примут вид
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an =
1
ω
ω∫
−ω
f(x) cos
pinx
ω
dx,
bn =
1
ω
ω∫
−ω
f(x) sin
pinx
ω
dx,
(15)
а разложение в ряд Фурье будет следующее:
f(x) ∼ a0
2
+
∞∑
n=1
an cos
pinx
ω
+ bn sin
pinx
ω
. (16)
Пусть f ∈ L1[a, b]. Если b − a > 2pi, то можно подобрать ω такое,
что [a, b] ⊂ [−ω, ω]. Затем продолжить f(x) с отрезка [a, b] на отрезок
[−ω, ω] так, чтобы выполнялось равенство f(−ω) = f(ω). А далее 2ω-
периодически продолжить функцию на всю числовую прямую R.
§8. Комплексная форма записи
тригонометрического ряда Фурье
Пусть f(x) ∈ L1[−pi, pi] — периодическая функция с периодом T = 2pi.
Разложение в ряд Фурье имеет вид
f(x) ∼ a0
2
+
∞∑
n=1
an cosnx+ bn sinnx,
где коэффициенты Фурье вычисляются по формулам
an =
1
pi
pi∫
−pi
f(x) cosnxdx, bn =
1
pi
pi∫
−pi
f(x) sinnxdx.
Воспользуемся формулами Эйлера:
cosα =
eiα + e−iα
2
, sinα =
eiα − e−iα
2i
.
Подставим их в ряд Фурье:
f(x) ∼ a0
2
+
∞∑
n=1
[
an
2
(
einx + e−inx
)
+
bn
2i
(
einx − e−inx
)]
=
=
a0
2
+
∞∑
n=1
[
1
2
(an − bni)einx + 1
2
(an + bni)e
−inx
]
.
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Обозначив c0 =
a0
2
; cn =
1
2
(an − bni); c−n = 1
2
(an + bni), получим
f(x) ∼ c0 +
∞∑
n=1
(
cne
inx + c−ne
−inx
)
=
+∞∑
n=−∞
cne
inx.
Рассмотрим полученные коэффициенты при n = 1, 2, . . .
cn =
1
2
(an − bni) = 1
2pi
pi∫
−pi
f(x) (cosnx− i sinnx) dx = 1
2pi
pi∫
−pi
f(x)e−inxdx.
Формула остается верной и при замене n на −n и при n = 0.
Таким образом, получена комплексная форма записи тригонометриче-
ского ряда Фурье:
f(x) ∼
+∞∑
n=−∞
cne
inx, где cn =
1
2pi
pi∫
−pi
f(x)e−inxdx. (17)
§9. Пространство L2[a, b]
1. Пространство со скалярным произведением
Определение 12.ПустьH — линейное пространство. Числовая функ-
ция (x, y), определенная для ∀x, y ∈ H, называется скалярным произведе-
нием, если она удовлетворяет следующим условиям (аксиомам):
1) (x, y) = (y, x),
2) (x+ y, z) = (x, z) + (y, z),
3) (λx, y) = λ(x, y),
4) (x, x) > 0,
5) (x, x) = 0⇔ x = 0.
Если выполнены аксиомы 1)–4), то (x, y) называют полускалярным
произведением.
Примеры
1. Одним из наиболее известных примеров пространства со скалярным
произведением является рассмотренное ранее евклидово пространство Rn.
В нем скалярное произведение для любых точек x = (x1, x2, . . . , xn),
y = (y1, y2, . . . , yn) ∈ Rn определяется по правилу
(x, y) = x1 · y1 + x2 · y2 + · · ·+ xn · yn =
n∑
i=1
xiyi.
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Скалярное произведение позволяет определить в пространстве H норму
‖x‖ = √(x, x), которая в пространстве Rn принимает вид ‖x‖ = √ n∑
i=1
x2i .
В линейной алгебре для пространства H со скалярным произведением
доказывается неравенство |(x, y)| 6 ‖x‖ · ‖y‖, называемое неравенством
Коши–Буняковского. В пространстве Rn оно имеет вид∣∣∣∣∣
n∑
i=1
xiyi
∣∣∣∣∣ 6
√√√√ n∑
i=1
x2i
√√√√ n∑
i=1
y2i , или
(
n∑
i=1
xiyi
)2
6
n∑
i=1
x2i
n∑
i=1
y2i .
Последнее неравенство есть известное неравенство Коши.
2. Пусть x = (x1, x2, . . . , xn, . . .), где xi ∈ R1. Обозначим через l2 мно-
жество всех точек x таких, что ряд
∞∑
i=1
x2i сходится. Введем в l2 структуру
линейного пространства. Определим для этого в l2 две операции: сложе-
ние, заданное правилом (x + y) = (x1 + y1, x2 + y2, . . . , xn + yn, . . .), где
x = (x1, x2, . . . , xn, . . .), y = (y1, y2, . . . , yn, . . .) ∈ l2 и умножение на число
λ·x = (λx1, λx2, . . . , λxn, . . .) , где λ ∈ R1 — некоторое число. Чтобы l2 стало
линейным пространством достаточно проверить, что указанные операции
не выводят за пределы l2, то есть требуется показать, что (x + y) ∈ l2 и
λx ∈ l2 или иначе, что ряды
∞∑
i=1
(xi + yi)
2 и
∞∑
i=1
(λxi)
2 сходятся. Сходи-
мость первого ряда вытекает из (xi+yi)2 =
(
x2i + 2xiyi + y
2
i
)
6 2
(
x2i + y
2
i
)
,
так как 2xiyi 6
(
x2i + y
2
i
)
, которое следует из очевидного неравенства
(xi − yi)2 > 0. Сходимость второго ряда следует из очевидного равен-
ства
∞∑
i=1
(λxi)
2 = λ2
∞∑
i=1
x2i и того, что умножение сходящегося ряда на
константу не влияет на его сходимость. Итак, показано, что l2 — линейное
пространство.
Скалярное произведение в пространстве l2 определим по закону
(x, y) =
∞∑
i=1
xiyi. Из неравенства xiyi 6
1
2
(
x2i + y
2
i
)
следует, что оно опре-
делено для ∀x, y ∈ l2.
Упражнение. Проверьте, что выполнены аксиомы скалярного про-
изведения.
Норма в l2 определится соотношением
‖x‖ =
√
(x, x) =
√√√√ ∞∑
i=1
x2i ,
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а неравенство Коши–Буняковского для последовательностей примет вид∣∣∣∣∣
∞∑
i=1
xiyi
∣∣∣∣∣ 6
√√√√ ∞∑
i=1
x2i
√√√√ ∞∑
i=1
y2i или
( ∞∑
i=1
xiyi
)2
6
∞∑
i=1
x2i ·
∞∑
i=1
y2i .
Ясно, что построенное пространство l2 является ближайшим обобще-
нием пространства Rn.
2. Пространство L2[a, b]
Рассмотрим множество функций f, заданных на отрезке [a, b], и инте-
грируемых с квадратом, то есть таких, что интеграл
b∫
a
f2(x)dx < +∞.
Операции сложения в этом множестве определим по обычному пра-
вилу (f + g)(x) = f(x) + g(x), а умножение на число: (λf)(x) = λf(x).
Покажем, что определенные таким образом функции будут из того же
множества.
Так как
b∫
a
f2(x)dx < +∞, то ∀λ ∈ R по свойствам определенного инте-
грала получим
b∫
a
(λf)2 dx = λ2
b∫
a
f2dx < +∞, что означает λf ∈ L2[a, b].
Докажем, что
b∫
a
(f + g)2 dx < +∞. Заметим, что |fg| 6 1
2
(
f2 + g2
)
.
Тогда
b∫
a
|fg| dx 6 1
2
 b∫
a
f2dx+
b∫
a
g2dx
 < +∞ в силу b∫
a
f2dx < +∞,
b∫
a
g2dx < +∞. Откуда
b∫
a
(f + g)2 dx =
b∫
a
f2dx+2
b∫
a
fgdx+
b∫
a
g2dx < +∞.
Таким образом, множество функций, интегрируемых с квадратом —
линейное пространство. Нулевым элементом является функция f(x) ≡ 0,
x ∈ [a, b].
Введем скалярное произведение равенством (f, g) =
b∫
a
fgdx. Мы уже
показали, что оно определено для любых двух функций, интегрируемых
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с квадратом. Проверим, что оно удовлетворяет аксиомам скалярного про-
изведения. Пусть f, g, h — произвольные функции, интегрируемые с квад-
ратом и λ ∈ R. Тогда
1) (f, g) =
b∫
a
fgdx =
b∫
a
gfdx = (g, f).
2) (f + g, h) =
b∫
a
(f + g)hdx =
b∫
a
fhdx+
b∫
a
ghdx = (f, h) + (g, h).
3) (λf, g) =
b∫
a
λfgdx = λ
b∫
a
fgdx = λ(f, g).
4) (f, f) =
b∫
a
f2dx > 0 (a < b).
Видим, что первые четыре аксиомы выполнены. Что касается пятой ак-
сиомы (f, f) = 0 ⇔ f = 0, то она не выполняется. Если f = 0, то
(f, f) = 0. Однако обратное неверно. При (f, f) =
b∫
a
f2dx = 0 не обя-
зательно f = 0. В самом деле, если взять f(x) = 0 при x 6= a и f(a) = 1,
то
b∫
a
f2dx = 0, а f(x) 6≡ 0. Числовая функция (f, g), удовлетворяющая
лишь первым четырем аксиомам, называется полускалярным произведе-
нием. В линейной алгебре для полускалярного произведения доказывает-
ся неравенство |(f, g)| 6√(f, f)√(g, g), которое называется неравенством
Коши–Буняковского.
Чтобы исправить ситуацию с пятой аксиомой скалярного произве-
дения, применим типичный в таких случаях прием, а именно, перей-
дем от множества функций, интегрируемых с квадратом, к его фактор-
множеству, или, как еще говорят, проведем процесс факторизации. Все
функции f , для которых
b∫
a
f2dx = 0, будем по определению считать функ-
циями эквивалентными нулю (пишем f ∼ 0). Если
b∫
a
(f − g)2dx = 0, то
есть если f − g ∼ 0, то будем говорить, что функции f и g эквивалентны
(пишем f ∼ g). Все функции, интегрируемые с квадратом, распадаются
данным бинарным отношением на классы эквивалентности.
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Упражнение. Проверьте, что введенное бинарное отношение дей-
ствительно является отношением эквивалентности, то есть проверьте
справедливость аксиом отношения эквивалентности:
1) рефлексивность f ∼ f ;
2) симметричность f ∼ g ⇒ g ∼ f ;
3) транзитивность f ∼ g и g ∼ h⇒ f ∼ h.
Рассмотрим теперь пространство, точкой в котором является класс
эквивалентности f = {f} . Тем самым, все функции одного и того же
класса отождествляются. Заметим, что каждый класс эквивалентности
не может включать в себя более одной непрерывной функции. В самом
деле, если непрерывные функции f и g эквивалентны, то f − g ∼ 0 или,
иначе,
b∫
a
(f − g)2dx = 0. Но тогда f(x)− g(x) ≡ 0 и f(x) ≡ g(x).
В этом фактор-множестве определим операции сложения и умножения
на число по правилам f + g = {f + g} и λf = {λf} , где f ∈ f и g ∈ g —
произвольно взятые функции классов f и g, а λ — некоторое произвольное
число.
Упражнение. Убедитесь в корректности введенных операций. Пока-
жите для этого, что результат операций сложения классов и умножения на
число не зависит от выбора представителей данных классов. Тем самым
будет обоснована однозначность указанных операций.
Определим ещё в новом пространстве скалярное произведение двух
классов f и g по правилу
(
f, g
)
= (f, g) =
b∫
a
fgdx. Опять возника-
ет вопрос об однозначности указанной операции. Введём обозначение
b∫
a
f2dx =
∥∥f∥∥2L2 . Тогда неравенство Коши–Буняковского принимает сле-
дующую более краткую форму записи: |(f, g)| 6 ∥∥f∥∥L2 · ∥∥g∥∥L2 .
Пусть f ∼ f1 и g ∼ g1. Это означает, что
b∫
a
(f−f1)2dx =
∥∥f−f1∥∥2L2 = 0
и
b∫
a
(g − g1)2dx =
∥∥g − g1∥∥2L2 = 0. Покажем, что (f, g) = (f1, g1) . Для
доказательства рассмотрим∣∣ (f, g)−(f1, g1) ∣∣ = ∣∣ (f, g − g1)+(f − f1, g1) ∣∣ 6 ∣∣ (f, g − g1) ∣∣∣+∣∣∣ (f − f1, g1) ∣∣.
Применив далее неравенство Коши–Буняковского в новых обозначениях,
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находим
∣∣ (f, g)−(f1, g1) ∣∣ 6 ∥∥f∥∥L2 ·∥∥g−g1∥∥L2+∥∥g1∥∥L2 ·∥∥f−f1∥∥L2 = 0. От-
куда (f, g)−(f1, g1) = 0 или (f, g) = (f1, g1) . Итак, скалярное произведение(
f, g
)
не зависит от выбора взятых представителей.
Поскольку скалярное произведение классов эквивалентности сводит-
ся к скалярному произведению функций, интегрируемых с квадратом, то
первые четыре аксиомы скалярного произведения будут автоматически
выполнены. Но теперь справедлива и пятая аксиома, так как из условия(
f, f
)
=
b∫
a
f2dx = 0 следует f ∼ 0, то есть f = 0.
Наличие операции скалярного умножения позволяет стандартным об-
разом определить в пространстве классов эквивалентности норму по зако-
ну
∥∥f∥∥L2 = √(f, f) =
 b∫
a
f2dx

1
2
. Так что введенное ранее формально
обозначение
∥∥f∥∥L2 было не случайным.
Таким образом, построенное фактор-множество, элементами которого
служат классы эквивалентности, вместе с определенными в нем операци-
ями сложения, умножения на число и скалярного умножения, становится
линейным нормированным пространством, обозначаемым L2[a, b].
Введённые нами пространства L1 и L2 не являются полными. Попол-
нение пространства L1 приводит к пространству L1 функций, интегриру-
емых по Лебегу, которые будут изучаться в курсе теории функций дей-
ствительного переменного.
Метрика пространства L2[a, b], как и метрика любого другого метриче-
ского пространства порождает определенный вид сходимости. Так, сходи-
мость в пространстве C[a, b] есть равномерная сходимость, в пространстве
Rn и l2 — покоординатная сходимость. Сходимость в пространстве L2[a, b]
определяется условием ‖fn − f‖2 =
b∫
a
(fn − f)2 dx → 0 при n → ∞ и на-
зывается сходимостью в среднем по метрике данного пространства или
ещё среднеквадратической сходимостью.
Разрешим вопрос о соотношении между равномерной сходимостью и
сходимостью в среднем.
Теорема 5. Если последовательность функций fn равномерно схо-
дится к функции f на [a, b] при n→∞, то fn к f сходится в среднем на
[a, b] при n→∞.
Замечание. Другими словами, из равномерной сходимости следует
среднеквадратическая сходимость.
Доказательство. Так как fn равномерно сходится к f на [a, b] при
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n → ∞, то ∀ε > 0, ∃N, ∀n > N, ∀x ∈ [a, b] : |fn(x) − f(x)| < ε√
b− a .
Рассмотрим ‖fn−f‖2 =
b∫
a
(fn − f)2 dx <
b∫
a
(
ε√
b− a
)2
dx =
ε2
b− a
b∫
a
dx =
= ε2. Тогда ‖fn − f‖2 < ε2 ⇔ ‖fn − f‖ < ε. Значит, ∀ε > 0, ∃N, ∀n > N :
‖fn − f‖ < ε⇒ ‖fn − f‖ → 0 при n→∞⇒ fn к f сходится в среднем на
[a, b] при n→∞. ¥
Пример. Пусть fn(x) = xn, x ∈ [0, 1]. Покажем, что последователь-
ность функций fn сходится в среднем к функции f = 0 на [0, 1] при n→∞.
Рассмотрим
1∫
0
(xn − 0)2dx = x
2n+1
2n+ 1
∣∣∣∣1
0
=
1
2n+ 1
→ 0 при n→∞,
что и означает, что xn сходится в среднем к 0 на [0, 1] при n→∞.
С другой стороны, lim
n→∞
xn =
{
0, 0 6 x < 1,
1, x = 1.
Следовательно, после-
довательность fn(x) = xn неравномерно сходится к функции f(x) = 0 на
[0, 1] при n→∞.
Таким образом, пример показывает, что из сходимости в среднем не
следует равномерная сходимость.
3. Ортогональность. Ряд Фурье в L2[a, b]
Определение 13. Две функции f, g ∈ L2[a, b] называются ортого-
нальными на отрезке [a, b], если их скалярное произведение равно нулю:
(f, g) =
b∫
a
f(x)g(x)dx = 0.
Определение 14. Система ненулевых функций {ϕk(x)} (конечная
или бесконечная) называется ортогональной, если ортогональны любые
два элемента этой системы, то есть выполняется (ϕi, ϕk) =
b∫
a
ϕiϕkdx = 0
при i 6= k и ‖ϕk‖2 = (ϕk, ϕk) =
b∫
a
ϕ2kdx 6= 0, ∀k.
Утверждение 1. Ортогональная система является линейно незави-
симой.
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Доказательство. Пусть ϕ0, ϕ1, . . . , ϕn — элементы ортогональной си-
стемы и α0, α1, . . . , αn ∈ R. Рассмотрим нулевую линейную комбинацию
α0ϕ0+α1ϕ1+ · · ·+αnϕn = 0. Умножим это равенство скалярно на ϕk(x) :(
n∑
i=0
αiϕi, ϕk
)
= 0;
n∑
i=0
αi (ϕi, ϕk)︸ ︷︷ ︸
0 при i6=k
= 0 ⇒ αk (ϕk, ϕk)︸ ︷︷ ︸
6=0
= 0 ⇒ αk = 0,
∀k = 0, . . . , n. Это и есть линейная независимость системы. ¥
Функция f ∈ L2[a, b] называется нормированной, если
∥∥f∥∥L2 = 1.
Определение 15. Ортогональная система {ψk(x)} (конечная или бес-
конечная),все элементы которой являются нормированными функциями,
называется ортонормированной системой.
Данное определение означает, что (ψk, ψi) =
{
0, k 6= i,
1, k = i.
Пусть {ϕk(x)} — ортогональная система, причем ϕk 6= 0, ∀k или, что
тоже самое, ‖ϕk‖ 6= 0. Введем в рассмотрение функцию ψk = ϕk‖ϕk‖ и
вычислим
(ψk, ψi) =
(
ϕk
‖ϕk‖ ,
ϕi
‖ϕi‖
)
=
(ϕk, ϕi)
‖ϕk‖ · ‖ϕi‖ =
 0, k 6= i,(ϕk, ϕk)‖ϕk‖2 = 1, k = i.
Откуда получаем, что {ψk(x)} — ортонормированная система. Таким об-
разом, любую ортогональную систему можно ортонормировать.
Пусть дана ортогональная, линейно независимая система
{ϕk(x)}∞k=0 . (18)
На базе этой системы можно строить ряды
∞∑
k=0
αkϕk, где αk — некоторые
числа. Пусть
∞∑
k=0
αkϕk(x) = f(x). (19)
Предположим, что ряд (19) равномерно сходится на [a, b] к f , и что функ-
ции ϕk(x) непрерывны и ограничены при ∀k на [a, b]. Умножив равенство
(19) на ϕn(x), мы не нарушим равномерную сходимость ряда, что позволя-
ет его почленно на отрезке [a, b] интегрировать. Это значит, что равенство
(19) можно почленно скалярно умножить на ϕn. Тогда имеем( ∞∑
k=0
αkϕk, ϕn
)
= (f, ϕn) ;
∞∑
k=0
αk (ϕk, ϕn)︸ ︷︷ ︸
0 при k 6=n
= (f, ϕn); αn (ϕn, ϕn)︸ ︷︷ ︸
‖ϕn‖2
= (f, ϕn).
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Откуда
αn =
(f, ϕn)
‖ϕn‖2 . (20)
Коэффициенты αn, выраженные формулой (20), называются коэффициен-
тами Фурье, ряд
∞∑
k=0
αkϕk(x) называется рядом Фурье функции f(x) по
системе (18), а частичные суммы этого ряда принято называть суммами
Фурье.
Взяв далее произвольную функцию f ∈ L2[a, b], видим, что формулы
(20) имеют смысл, то есть что для функции f определены все её коэффи-
циенты Фурье по ортогональной системе (18). Таким образом, для каждой
функции f ∈ L2[a, b] можно составить ряд Фурье
∞∑
k=0
αkϕk. Полученный
ряд не обязан сходиться, а если и сходится, то он не обязан сходиться к
самой функции f . Поэтому будем считать, что ряд Фурье соответствует
функции f(x) :
f(x) ∼
∞∑
k=0
αkϕk(x).
Пример. В качестве системы {ϕk(x)} рассмотрим тригонометриче-
скую систему {1, sinx, cosx, sin 2x, cos 2x, . . .} . Тогда
an =
(f, cosnx)
‖ cosnx‖2 =
pi∫
−pi
f(x) cosnxdx
pi∫
−pi
cos2 nxdx
=
1
pi
pi∫
−pi
f(x) cosnxdx,
bn =
(f, sinnx)
‖ sinnx‖2 =
pi∫
−pi
f(x) sinnxdx
pi∫
−pi
sin2 nxdx
=
1
pi
pi∫
−pi
f(x) sinnxdx,
a0
2
=
(f, 1)
‖1‖2 =
pi∫
−pi
f(x)dx
pi∫
−pi
12dx
=
1
2pi
pi∫
−pi
f(x)dx; a0 =
1
pi
pi∫
−pi
f(x)dx.
Пусть {ψk}∞k=0 — ортонормированная система. Тогда коэффициенты
Фурье находятся как ck =
(f, ψk)
‖ψk‖2 = (f, ψk). Разложение в ряд Фурье по
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ортонормированной системе {ψk}∞k=0 можно записать в виде
f(x) ∼
∞∑
k=0
ckψk(x), где ck = (f, ψk). (21)
Рассмотрим ортогональную систему {ϕk(x)}∞k=0, где ϕk(x) 6= 0. Пусть
f ∈ L2[a, b]. Тогда ей соответствует разложение
f(x) ∼
∞∑
k=0
αkϕk(x), где αk =
(f, ϕk)
‖ϕk‖2 .
Нормируем систему, полагая ψk =
ϕk
‖ϕk‖ . Тогда можно записать разложе-
ние в ряд Фурье по ортонормированной системе {ψk(x)}∞k=0
f(x) ∼
∞∑
k=0
ckψk(x) =
∞∑
k=0
ck
ϕk
‖ϕk‖ .
Сравнивая два разложения, получаем формулу связи коэффициентов Фу-
рье по ортогональной и ортонормированной системам:
ck = αk‖ϕk‖. (22)
§10. Минимальное свойство сумм Фурье.
Неравенство Бесселя
Пусть даны пространство L2[a, b] и {ϕk(x)} — ортогональная система,
по которой можно построить ортонормированную систему {ψk(x)} . Для
функции f ∈ L2[a, b] построим ряд Фурье по ортонормированной системе
f ∼
∞∑
k=0
ckψk, где ck = (f, ψk), ∀k.
Обозначим через Sn =
n∑
k=0
ckψk сумму Фурье; а через tn =
n∑
k=0
akψk про-
извольную линейную комбинацию функций {ψk}nk=0. Для ∀f ∈ L2[a, b]
рассмотрим
‖f − tn‖2L2 = (f − tn, f − tn) = (f, f)− 2(f, tn) + (tn, tn) =
= ‖f‖2 − 2
(
f,
n∑
k=0
akψk
)
+
(
n∑
k=0
akψk,
n∑
j=0
ajψj
)
=
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= ‖f‖2 − 2
n∑
k=0
ak (f, ψk)︸ ︷︷ ︸
ck
+
n∑
k=0
n∑
j=0
akaj (ψk, ψj)︸ ︷︷ ︸
=0 при k 6=j
= ‖f‖2 − 2
n∑
k=0
akck+
+
n∑
k=0
a2k +
n∑
k=0
c2k −
n∑
k=0
c2k = ‖f‖2 +
n∑
k=0
(ak − ck)2 −
n∑
k=0
c2k.
Таким образом, получаем
‖f − tn‖2 = ‖f‖2 −
n∑
k=0
c2k +
n∑
k=0
(ak − ck)2 .
Будем искать tn, при котором выражение ‖f − tn‖ принимало бы ми-
нимальное значение: ‖f − tn‖2 = ‖f‖2 −
n∑
k=0
c2k +
n∑
k=0
(ak − ck)2 → min .
Очевидно, это будет тогда и только тогда, когда ak = ck. Значит,
min
tn
‖f − tn‖2 = ‖f − Sn‖2 = ‖f‖2 −
n∑
k=0
c2k, (23)
Таким образом, получен полный ответ на поставленный вопрос: тре-
буемый минимум всегда существует, известно, чему он равен, и известно,
что он достигается для tn = Sn, являющегося суммой Фурье n-го порядка
по системе (18).
Определение 16. Числовая величина En(f) = min
tn
‖f − tn‖ называ-
ется наилучшим приближением функции f суммами tn.
Из соотношения (23) имеем En(f) = ‖f −Sn‖ и E2n(f) = ‖f‖2 −
n∑
k=0
c2k > 0.
Откуда следует неравенство
n∑
k=0
c2k 6 ‖f‖2, ∀n. (24)
Так как частичные суммы положительного ряда
∞∑
k=0
c2k ограничены, то
он сходится. Поэтому, устремив в неравенстве (24) n → ∞, получаем в
пределе соотношение
∞∑
k=0
c2k 6 ‖f‖2, (25)
которое называют неравенством Бесселя для ортонормированной систе-
мы.
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Аналогичные рассуждения можно провести для ортогональной систе-
мы. В силу формулы (22) имеем соотношение
∞∑
k=0
α2k‖ϕk‖2 6 ‖f‖2 (26)
— неравенство Бесселя для ортогональной системы.
Рассмотрим на отрезке [−pi, pi] тригонометрическую систему {1, sinx,
cosx, sin 2x, cos 2x, . . . , sinnx, cosnx, . . .} . Тогда, вычисляя нормы функ-
ций, получим ‖1‖2 = 2pi, ‖ cosnx‖2 = ‖ sinnx‖2 = pi. Подставляя эти зна-
чения в неравенство Бесселя, имеем(a0
2
)2
· 2pi +
∞∑
k=1
(
a2kpi + b
2
kpi
)
6 ‖f‖2
или
a20
2
+
∞∑
k=1
(
a2k + b
2
k
)
6 1
pi
pi∫
−pi
f2dx (26′)
— неравенство Бесселя для тригонометрической системы.
Если неравенство Бесселя переходит в равенство
∞∑
k=0
c2k = ‖f‖2, (27)
то данное соотношение называется равенством Парсеваля или уравнением
замкнутости. Равенство Парсеваля для тригонометрической системы
a20
2
+
∞∑
k=1
(
a2k + b
2
k
)
=
1
pi
pi∫
−pi
f2dx (27′)
называют равенством Ляпунова.
Равенство Парсеваля можно представить в виде lim
n→∞
n∑
k=0
c2k = ‖f‖2 или
lim
n→∞
(
n∑
k=0
c2k − ‖f‖2
)
= 0. Известно, что E2n(f) = ‖f−Sn‖2 =
n∑
k=0
c2k−‖f‖2.
Тогда lim
n→∞
‖f−Sn‖2 = 0 и lim
n→∞
‖f−Sn‖ = 0. Это означает, что Sn сходится
в среднем к f при n→∞.
Вывод. Равенство Парсеваля (27) равносильно сходимости в среднем
ряда Фурье к функции f на отрезке [a, b].
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§11. Замкнутые и полные ортогональные системы
Определение 17. Система элементов {ϕi}∞i=0 называется замкнутой
в нормированном пространстве H, если ∀f ∈ H, ∀ ε > 0, ∃ tn =
n∑
k=0
akϕk
такая, что ‖f − tn‖H < ε.
Пример. Пусть C[a, b] — пространство непрерывных на [a, b] функций.
Норма в данном пространстве определяется равенством ‖f‖ = max
x∈[a,b]
|f(x)|.
Рассмотрим
{
1, x, x2, . . . , xn, . . .
}
степенную систему функций. Тогда ли-
нейная комбинация tn =
n∑
k=0
akx
k есть алгебраический многочлен. По пер-
вой теореме Вейерштрасса о равномерном приближении функций алгеб-
раическими многочленами:
∀f ∈ C[a, b], ∀ ε > 0, ∃ tn =
n∑
k=0
akx
k : ∀x ∈ [a, b], |f(x)− tn(x)| < ε
⇔ max
x∈[a,b]
|f(x)− tn(x)| < ε ⇔ ‖f − tn‖C < ε.
Другими словами, степенная система является замкнутой в пространстве
C[a, b].
Теорема 6 (критерий замкнутости ортогональной системы).
Для того чтобы {ϕi}∞i=0 — ортогональная система была замкнутой в
L2[a, b], необходимо и достаточно, чтобы ∀f ∈ L2[a, b] было выполнено
равенство Парсеваля, то есть чтобы
∞∑
k=0
c2k‖ϕk‖2 = ‖f‖2.
Доказательство. ⇒) Пусть {ϕi}∞i=0 — ортогональная, замкнутая си-
стема на [a, b]. Будем считать для простоты, что она ортонормированная
(любую ортогональную систему из ненулевых элементов можно нормиро-
вать). Итак, {ϕi}∞i=0 — ортонормированная, замкнутая, ϕi 6= 0, ∀i. До-
кажем, что для ∀f ∈ L2[a, b] :
∞∑
k=0
c2k = ‖f‖2. По определению замкнутой
системы ∀f ∈ L2[a, b], ∀ε > 0, ∃tn =
n∑
k=0
akϕk : ‖f−tn‖ < ε. Рассмотрим по-
следовательность частичных сумм Sn. Так как ‖f −Sn‖ = min
tn
‖f − tn‖, то
имеем ∀tn : ‖f−Sn‖ 6 ‖f−tn‖. Тогда ∀ε > 0, ∃N, ‖f−SN‖ < ε. С возраста-
нием n класс многочленов tn расширяется, а при расширении класса ми-
нимум уменьшается. Следовательно, ‖f−Sn‖ убывает. А значит, ∀n > N :
‖f − Sn‖ 6 ‖f − SN‖ < ε. Таким образом, получаем ∀ε > 0, ∃N, ∀n > N :
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‖f −Sn‖L2 < ε⇔ Sn → f сходится в среднем при n→∞ ⇔
∞∑
k=0
c2k = ‖f‖2
(в силу вывода в конце предыдущего параграфа).
⇐) Покажем, что система {ϕi}∞i=0 замкнута в пространстве L2[a, b].
Пусть f ∈ L2[a, b]. По условию для функции f(x) выполнено равенство
Парсеваля
∞∑
k=0
ck
2 = ‖f‖2. Как показано в предыдущем параграфе, это
равнозначно утверждению: Sn сходится в среднем к f при n → ∞. Это
означает, что ∀ε > 0, ∃N : ‖f − SN‖L2 < ε и требуемый многочлен tn
нашелся. Это и означает замкнутость системы {ϕi} в L2[a, b]. ¥
Замечание. В силу того что равенство
∞∑
k=0
c2k = ‖f‖2 гарантирует нам
замкнутость системы, его ещё называют уравнением замкнутости.
Поскольку выполнимость равенства Парсеваля гарантирует сходи-
мость в среднем ряда Фурье функции f ∈ L2[a, b] к самой этой функции,
то теорема 6 показывает: если ортогональная система {ϕi}∞i=0 замкнута
в пространстве L2[a, b], то ряд Фурье по системе {ϕi}∞i=0 каждой функ-
ции f ∈ L2[a, b] сходится к f по метрике данного пространства L2[a, b]
(другими словами, сходится в среднем).
В замкнутой ортонормированной системе равенство Парсеваля допус-
кает существенное обобщение. Рассмотрим {ψk} — ортонормированную,
замкнутую систему в L2[a, b]. Возьмем ∀ f, g ∈ L2[a, b]. Тогда f =
∞∑
k=0
akψk,
где ak = (f, ψk), g =
∞∑
k=0
bkψk, где bk = (g, ψk) и
∞∑
k=0
a2k = ‖f‖2,
∞∑
k=0
b2k = ‖g‖2.
Теорема 7. Если {ψk} — замкнутая ортонормированная система,
то для ∀f, g ∈ L2[a, b] :
(f, g) =
∞∑
k=0
akbk, где ak = (f, ψk), bk = (g, ψk). (28)
Доказательство. В силу замкнутости системы {ψk} для функций
f, g, f + g ∈ L2[a, b] имеют место равенства Парсеваля ‖f‖2 =
∞∑
k=0
a2k, где
ak = (f, ψk), ‖g‖2 =
∞∑
k=0
b2k, где bk = (g, ψk), и ‖f + g‖2 =
∞∑
k=0
c2k, где
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ck = (f + g, ψk) = (f, ψk) + (g, ψk) = ak + bk. Последнее равенство можно
записать следующим образом (f + g, f + g) =
∞∑
k=0
(ak + bk)
2 или
(f, f) + 2(f, g) + (g, g) =
∞∑
k=0
(
a2k + 2akbk + b
2
k
)
;
‖f‖2 + 2(f, g) + ‖g‖2 =
∞∑
k=0
a2k + 2
∞∑
k=0
akbk +
∞∑
k=0
b2k.
Откуда получаем требуемое соотношение (f, g) =
∞∑
k=0
akbk. ¥
Очевидно, что при g = f соотношение (28) превращается в равенство
Парсеваля.
Рассмотрим одно из приложений теоремы 7. Пусть {ψk} — некоторая
замкнутая ортонормированная система, f ∈ L2[a, b], пусть при a < x0 < b
g(x) =
{
1, a 6 x 6 x0,
0, x0 < x 6 b.
Пусть f =
∞∑
k=0
akψk, где ak = (f, ψk), разложение функции f в ряд Фурье.
По теореме 7 скалярное произведение представимо (f, g) =
∞∑
k=0
akbk, где
bk = (g, ψk) =
x0∫
a
ψkdx. Так что (f, g) =
∞∑
k=0
ak
x0∫
a
ψkdx. С другой сторо-
ны, согласно определению (f, g) =
x0∫
a
fdx. Сравнивая оба выражения для
(f, g), получаем
x0∫
a
fdx =
∞∑
k=0
ak
x0∫
a
ψkdx. (29)
Равенство (29) означает, что ряд Фурье
∞∑
k=0
akψk ∼ f можно почленно ин-
тегрировать на [a, x0], хотя он не обязан даже сходиться на [a, b]. Здесь нет
противоречия с указанным выше соотношением f =
∞∑
k=0
akψk, так как по-
следнее равенство утверждает лишь, что последовательность Sn сходится
в среднем к функции f , то есть ‖f − Sn‖L2 → 0 при n→∞.
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Определение 18. Ортогональная система {ϕi}∞i=0 называется полной
в пространстве L2[a, b], если не существует ненулевого элемента f ∈ L2[a, b]
ортогонального ко всем элементам системы.
Теорема 8 (признак полноты системы). Если {ϕk} — замкнутая
ортогональная система в L2[a, b], то она является полной.
Доказательство. Пусть f ∈ L2[a, b] : f⊥ϕk ∀k, т.е. (f, ϕk) = 0, ∀k. В
силу критерия замкнутости ортогональной системы (теорема 6) для функ-
ции f должно быть выполнено равенство Парсеваля: ‖f‖2 =
∞∑
k=0
c2k‖ϕk‖2,
где ck = (f, ϕk) = 0, ∀k. Тогда ‖f‖2 = 0 ⇒ ‖f‖ = 0 ⇔ f ≡ 0. Мы по-
лучили, что элемент, ортогональный любому элементу системы, является
нулевым. Значит, по определению 18 система будет полной. ¥
Результаты данного параграфа имеют довольно простую и прозрач-
ную геометрическую интерпретацию, которая устанавливает достаточно
широкую аналогию между пространством L2[a, b] и пространствами Rn
и l2. Пусть {ψk}∞k=0 — замкнутая в L2[a, b] ортонормированная система и
f ∈ L2[a, b]. Тогда имеет место представление f =
∞∑
k=0
akψk, где ak — коэф-
фициенты Фурье функции f по данной системе. Указанное представление
позволяет интерпретировать систему {ψk} как ортонормированный базис
в пространстве L2[a, b], так как каждый вектор f ∈ L2[a, b] раскладыва-
ется по нему, а коэффициенты Фурье ak являются координатами вектора
f в этом базисе. Соотношение (f, g) =
∞∑
k=0
akbk можно рассматривать как
выражение скалярного произведения векторов f и g через их координаты
в ортогональном базисе, а равенство Парсеваля ‖f‖2 =
∞∑
k=0
a2k можно счи-
тать аналогом теоремы Пифагора. Отметим, что система {ψk}∞k=0 полная,
и дополним указанную аналогию ещё одним примером.
¡
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В трехмерном геометрическом пространстве R3 никакие два ортого-
нальных вектора не могут составить базис пространства. Это означает,
что система из двух ортогональных векторов не является полной. А вот
любая система из трёх взаимно ортогональных векторов уже будет бази-
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сом, и следовательно, она является полной в пространстве R3.
§12. Теорема Фейера. Полнота и замкнутость
тригонометрической системы
Обозначим через σn(x) =
1
n+ 1
[
S0(x) + S1(x) + · · ·+ Sn(x)
]
, где
Sk(x) =
a0
2
+
k∑
j=1
aj cos jx+ bj sin jx =
1
pi
pi∫
−pi
f(x+ t)Dk(t)dt (30)
— частичные суммы тригонометрического ряда Фурье, определяемые с по-
мощью ядра Дирихле Dk(t) = 1
2
+
k∑
j=1
cos jt, чётного тригонометрического
многочлена (см. §6). Функция σn(x) называется суммой Фейера. Преобра-
зуем её с помощью формул (30)
σn(x) =
1
n+ 1
n∑
k=0
Sk(x) =
1
n+ 1
n∑
k=0
1
pi
pi∫
−pi
f(x+ t)Dk(t)dt =
=
1
pi
pi∫
−pi
f(x+ t)
n∑
k=0
1
n+ 1
Dk(t)︸ ︷︷ ︸
Fn(t)
dt.
Таким образом, получаем
σn(x) =
1
pi
pi∫
−pi
f(x+ t)Fn(t)dt, (31)
где функция
Fn(t) = 1
n+ 1
n∑
k=0
Dk(t) (32)
называется ядром Фейера.
Свойства ядра Фейера
1. Fn(t) — чётный тригонометрический многочлен порядка n.
В силу чётности Dk(t) следует из определения Fn(t).
2.
1
pi
pi∫
−pi
Fn(t)dt = 1.
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Доказательство. В силу
1
pi
pi∫
−pi
Dk(t)dt = 1 при ∀k = 0, 1, . . . , n (см. §6)
1
pi
pi∫
−pi
Fn(t)dt = 1
pi
pi∫
−pi
1
n+ 1
n∑
k=0
Dk(t)dt = 1
n+ 1
n∑
k=0
1
pi
pi∫
−pi
Dk(t)dt = 1. ¥
3. Fn(t) > 0.
Доказательство. Воспользуемся леммой 4: Fn(t) = 1
n+ 1
n∑
k=0
Dk(t) =
=
1
n+ 1
n∑
k=0
sin(k + 1
2
)t
2 sin t
2
=
1
n+ 1
n∑
k=0
2 sin(k + 1
2
)t sin t
2
4 sin2 t
2
=
=
1
n+ 1
n∑
k=0
cos kt− cos(k + 1)t
4 sin2 t
2
=
1− cos(n+ 1)t
4(n+ 1) sin2 t
2
=
sin2 (n+1)t
2
2(n+ 1) sin2 t
2
> 0.
Попутно получили формулу для ядра Фейера
Fn(t) = sin
2 (n+1)t
2
2(n+ 1) sin2 t
2
, t 6= 2pik, k ∈ Z. (33)
¥
4. Пусть 0 < δ < pi — произвольное. Тогда Fn(t) равномерно сходится
к 0 на множестве δ 6 |t| 6 pi при n→∞.
Доказательство.
-
−pi −δ 0 δ pi Заметим, что мно-
жество δ 6 |t| 6 pi ограничено и замкнуто. Воспользовавшись равенством
(33) и неравенством
∣∣∣∣sin t2
∣∣∣∣ > ∣∣∣∣sin δ2
∣∣∣∣ , имеем Fn(t) 6 12(n+ 1) sin2 δ
2
при
всех t, удовлетворяющих неравенству δ 6 |t| 6 pi. Так как функция Fn(t)
непрерывна на компактном множестве δ 6 |t| 6 pi, то она достигает на
этом множестве наибольшего значения, для которого в силу предыдущей
оценки справедливо неравенство 0 6 max
δ6|t|6pi
Fn(t) 6 1
2(n+ 1) sin2 δ
2
. Так
как правая часть стремится к нулю при n → ∞, то отсюда следует, что
max
δ6|t|6pi
Fn(t) → 0 при n → ∞. Тогда на основании супремного критерия
равномерной сходимости последовательность Fn(t) равномерно сходится
к 0 на множестве δ 6 |t| 6 pi при n→∞. ¥
Теорема 9 (Фейера). Если f — непрерывная, 2pi-периодическая
функция, то последовательность σn(x) равномерно на отрезке [−pi, pi]
сходится к f(x) при n→∞.
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Доказательство. Умножив обе части равенства
1
pi
pi∫
−pi
Fn(t)dt = 1 на
f(x), получаем
f(x) =
1
pi
pi∫
−pi
f(x)Fn(t)dt.
Тогда на основании представления (31) для σn(x) имеем
σn(x)− f(x) = 1
pi
pi∫
−pi
[f(x+ t)− f(x)]Fn(t)dt.
Пусть x ∈ [−pi, pi]; в силу определения интеграла t ∈ [−pi, pi]. Из того,
что x + t ∈ [−2pi, 2pi] и f непрерывна на компакте [−2pi, 2pi], вытекает
равномерная непрерывность функции f на [−2pi, 2pi]. Это означает, что
∀ ε > 0, ∃ δ > 0, ∀x, ∀t : |t| < δ ⇒ |f(x+ t)− f(x)| < ε
2
. Разобьем
интеграл на два интеграла: σn(x)− f(x) =
=
1
pi
∫
|t|<δ
[f(x+ t)− f(x)]Fn(t)dt
︸ ︷︷ ︸
I1
+
1
pi
∫
δ6|t|6pi
[f(x+ t)− f(x)]Fn(t)dt
︸ ︷︷ ︸
I2
.
Тогда |σn(x)− f(x)| 6 |I1|+ |I2| . Оценим сначала первый интеграл.
|I1| = 1
pi
∣∣∣∣∣∣
δ∫
−δ
[f(x+ t)− f(x)]Fn(t)dt
∣∣∣∣∣∣ 6 1pi
δ∫
−δ
|f(x+ t)− f(x)|︸ ︷︷ ︸
< ε2
Fn(t)dt <
<
1
pi
ε
2
δ∫
−δ
Fn(t)dt 6 ε
2
1
pi
pi∫
−pi
Fn(t)dt
︸ ︷︷ ︸
=1
=
ε
2
.
С другой стороны, так как f ∈ C[−2pi, 2pi], то функция f ограни-
чена, и, следовательно, ∃M > 0, ∀x ∈ [−2pi, 2pi] : |f(x)| 6 M. Значит,
|f(x+ t)− f(x)| 6 2M. Тогда
|I2| =
∣∣∣∣∣∣∣
1
pi
∫
δ6|t|6pi
[f(x+ t)− f(x)]Fn(t)dt
∣∣∣∣∣∣∣ 6
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6 1
pi
∫
δ6|t|6pi
|f(x+ t)− f(x)| Fn(t)dt 6 2M
pi
∫
δ6|t|6pi
Fn(t)dt 6
6 2M
pi
max
δ6|t|6pi
Fn(t)
∫
δ6|t|6pi
1dt
︸ ︷︷ ︸
62pi
6 4M max
δ6|t|6pi
Fn(t).
Поскольку свойство 4 ядра Фейера утверждает, что max
δ6|t|6pi
Fn(t) → 0
при n→∞, то интеграл |I2| → 0 при n→∞. Значит, ∀ε > 0, ∃N, ∀n > N,
∀x ∈ [−pi, pi] : |I2| < ε
2
.
Откуда |σn(x)− f(x)| 6 |I1| + |I2| < ε, ∀n > N и ∀x ∈ [−pi, pi], то есть
последовательность σn(x) равномерно сходится к f(x) на [−pi, pi]. ¥
Замечание. Если f ∈ C[−pi, pi] и f(−pi) = f(pi), то функцию можно 2pi-
периодически продолжить на всю числовую прямую, сохранив при этом
непрерывность. Так что теорема Фейера остается справедливой и в данном
случае. Класс таких непрерывных 2pi-периодических функций обозначают
C(−∞,∞) = C2pi.
Из теоремы Фейера немедленно вытекает следующее важнейшее пред-
ложение.
Теорема 10 (Вторая теорема Вейерштрасса о равномерном
приближении функции тригонометрическими многочленами).
Если f(x) непрерывная, 2pi-периодическая функция, то ∀ε > 0 найдется
такой тригонометрический многочлен Tn(x), что ∀x справедливо нера-
венство |f(x)− Tn(x)| < ε.
Доказательство. Действительно, поскольку σn(x) сходится равно-
мерно к f(x) на всей числовой прямой, то требуемый тригонометрический
многочлен Tn(x) найдётся среди многочленов σn(x). ¥
В силу сделанного выше замечания будет справедливо и следующее
утверждение: если f ∈ C[−pi, pi] и f(−pi) = f(pi), то для ∀ε > 0 можно
указать такой тригонометрический многочлен Tn(x), что ∀x ∈ [−pi, pi]
выполнено неравенство |f(x)− Tn(x)| < ε.
Рассмотрим ряд следствий, вытекающих из второй теоремы Вейер-
штрасса. Поскольку утверждение |f(x)− Tn(x)| < ε, ∀x равносильно нера-
венству max
x
|f(x)− Tn(x)| < ε, то второй теореме Вейерштрасса можно
придать следующую эквивалентную форму: если функция f ∈ C2pi, то
∀ε > 0 существует такой тригонометрический многочлен Tn(x), что
‖f(x)− Tn(x)‖C2pi < ε.
Точно так же: если функция f(x) непрерывна на отрезке [−pi, pi] и при-
нимает на его концах равные значения, то ∀ε > 0 найдётся такой три-
гонометрический многочлен Tn(x), что ‖f(x)− Tn(x)‖C[−pi,pi] < ε.
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Так как тригонометрический многочлен есть линейная комбина-
ция некоторой конечной части тригонометрической системы {1, sinx,
cosx, . . . , sinnx, cosnx, . . .}, то указанные выше утверждения означают,
что тригонометрическая система является замкнутой в первом случае в
пространстве C2pi, а во втором — во множестве функций, непрерывных на
отрезке [−pi, pi], для которых f(−pi) = f(pi), в смысле равномерной метри-
ки. Напомним, что равномерной называется метрика пространства C[a, b].
Легко видеть, что ‖f(x)− Tn(x)‖L2[−pi,pi] 6
√
2pi ‖f(x)− Tn(x)‖C[−pi,pi] .
Поэтому в приведенной выше формулировке второй теоремы Вейерштрас-
са норму ‖f(x)− Tn(x)‖C[−pi,pi] можно заменить на ‖f(x)− Tn(x)‖L2[−pi,pi],
которую для удобства будем называть среднеквадратической нормой. То-
гда тригонометрическая система оказывается замкнутой системой во мно-
жестве функций, непрерывных на отрезке [−pi, pi] с равными значениями
на его концах, и в смысле среднеквадратической метрики. В силу крите-
рия замкнутости ортогональной системы для функций этого множества
будет выполняться равенство Парсеваля, принимающее в данном случае
следующий вид
a20
2
+
∞∑
k=1
(a2k + b
2
k) =
1
pi
pi∫
−pi
f2dt,
где ak (k = 0, 1, 2, . . .) и bk (k = 1, 2, . . .) — коэффициенты Фурье функ-
ции f(x) по тригонометрической системе. Из замкнутости следует полнота
тригонометрической системы во множестве функций, непрерывных на от-
резке [−pi, pi] с равными значениями на его концах (см. теорему 8).
Замечание. Можно доказать, что тригонометрическая система явля-
ется замкнутой и во всём пространстве L2[−pi, pi] = L2, но это доказа-
тельство требует дополнительных рассмотрений и достаточно громоздко.
Поэтому в данном пособии мы его не приводим.
Рассмотрим ещё два приложения критерия замкнутости ортогональ-
ной системы.
Теорема 11 (единственности). Если ряды Фурье двух функций f
и g ∈ L2[a, b] по замкнутой ортонормированной системе совпадают, то
f(x) = g(x) на отрезке [a, b] в смысле метрики пространства L2[a, b],
т.е. ‖f − g‖L2[a,b] = 0 или f ∼ g.
Доказательство. Пусть {ψk}∞k=0 — замкнутая ортонормированная
система в пространстве L2[a, b], ak и bk — коэффициенты Фурье по дан-
ной системе соответственно функций f(x) и g(x). По условию ak = bk,
∀k. Тогда у функции f − g все её коэффициенты Фурье ck = ak − bk = 0.
Это означает, что функция f−g ортогональна ко всем элементам системы
{ψk} . Отсюда в силу полноты системы f − g = 0 или f = g. ¥
Теорема 12. Пусть {ψk}∞k=0 — замкнутая ортонормированная си-
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стема непрерывных на отрезке [a, b] функций. Если ряд Фурье непрерыв-
ной на [a, b] функции f(x) равномерно сходится на отрезке [a, b], то его
сумма равна f(x).
Доказательство. Пусть g(x) — сумма ряда Фурье функции f(x). В
силу равномерной сходимости ряда функция g(x) непрерывна на отрезке
[a, b]. Поскольку последовательность Sn равномерно сходится к g на [a, b],
то она сходится и в среднем к функции g. С другой стороны, так как
система {ψk} замкнутая, то последовательность Sn сходится в среднем
к функции f. Но в метрическом пространстве предел обязан быть един-
ственным. Поэтому ‖f − g‖L2[a,b] = 0, что в силу непрерывности функций
f и g означает, что g(x) ≡ f(x) при ∀x ∈ [a, b]. ¥
Подводя итог, ещё раз подчеркнем: если (составленный формально)
ряд Фурье функции f(x) окажется равномерно сходящимся на отрезке
[a, b], то его сумма равна f(x).
§13. Равномерная сходимость
тригонометрического ряда Фурье
Хорошо известно, какую важную роль в теории рядов играет понятие
равномерной сходимости. В конце предыдущего параграфа мы видели,
насколько плодотворным может быть это понятие и для рядов Фурье.
Пусть функция f ∈ L1[−pi, pi] и a0
2
+
∞∑
k=1
ak cos kx + bk sin kx — её три-
гонометрический ряд Фурье. Легко получить довольно элементарный и
достаточно грубый признак равномерной сходимости данного ряда.
Теорема 13. Если сходится ряд
∞∑
k=1
[
|ak| + |bk|
]
, то тригонометри-
ческий ряд Фурье функции f(x) равномерно сходится на отрезке [−pi, pi]
к f(x).
Доказательство. Равномерная сходимость ряда Фурье на основании
признака равномерной сходимости Вейерштрасса вытекает из очевидно-
го неравенства
∣∣ak cos kx + bk sin kx∣∣ 6 |ak| + |bk|. А то, что суммой ряда
является функция f(x), доказано в теореме 12. ¥
Рассмотрим один важный случай, в котором просто проверяются усло-
вия, обеспечивающие сходимость ряда
∞∑
k=1
[
|ak|+ |bk|
]
.
Теорема 14. Если 2pi-периодическая функция f(x) непрерывна и име-
ет кусочно непрерывную производную, то её ряд Фурье равномерно схо-
дится на всей числовой прямой к функции f(x).
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Доказательство. Очевидно, можно ограничиться промежутком
[−pi, pi]. Также в силу периодичности имеем f(−pi) = f(pi).
Пусть c1 < c2 < . . . < cm — точки разрыва производной f ′(x) на от-
резке [−pi, pi]. Сначала оценим коэффициенты Фурье an. Разбив интеграл
на сумму интегралов, мы обеспечиваем возможность проинтегрировать по
частям. В результате находим
an =
1
pi
pi∫
−pi
f(x) cosnxdx =
1
pi
m∑
k=0
ck+1∫
ck
f(x) cosnxdx =
=
1
pi
m∑
k=0
 1
n
f(x) sinnx
∣∣∣∣ck+1
ck
− 1
n
ck+1∫
ck
f ′(x) sinnxdx
 =
=
1
npi
m∑
k=0
[
f(ck+1) sinnck+1 − f(ck) sinnck
]
− 1
npi
m∑
k=0
ck+1∫
ck
f ′(x) sinnxdx =
=
1
npi
[
f(c1) sinnc1 − f(−pi) sin (−npi) + · · ·+ f(pi) sin (npi)− f(cm) sinncm
]
−
− 1
npi
pi∫
−pi
f ′(x) sinnxdx = − b
′
n
n
,
где b′n = bn(f ′) — коэффициент Фурье при sinnx функции f ′(x), и для
симметрии обозначений считается −pi = c0, pi = cm+1. Аналогично выво-
дим, что bn =
a′n
n
, где a′n = an(f ′) — коэффициент Фурье при cosnx той
же функции f ′(x). Тогда имеем∣∣an cosnx+ bn sinnx∣∣ 6 |an|+ |bn| = |b′n|
n
+
|a′n|
n
.
Применив далее известное неравенство |ab| 6 1
2
(a2 + b2), получаем
|a′n|
n
6 1
2
(
a′2n +
1
n2
)
,
|b′n|
n
6 1
2
(
b′2n +
1
n2
)
.
В итоге можно писать, что
∣∣an cosnx+ bn sinnx∣∣ 6 1
2
(
a′2n + b
′2
n
)
+
1
n2
. Так
как ряды
∞∑
n=1
(
a′2n + b
′2
n
)
и
∞∑
n=1
1
n2
сходятся, то по признаку Вейерштрасса
ряд Фурье равномерно сходится на [−pi, pi]. В силу теоремы 12 суммой
этого ряда является сама функция f(x). ¥
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Замечание. Отметим, что требование непрерывности функции f(x)
в данной теореме обязательно, поскольку сумма равномерно сходящегося
ряда из непрерывных функций есть функция непрерывная.
Как это уже не раз показывалось, теоремы 12 и 13 будут справедливы
и для функций, заданных на отрезке [−pi, pi] с равными значениями на его
концах.
§14. Примеры и дополнения
1. Разложить в ряд Фурье на отрезке [−pi, pi] функцию
f(x) =
{
ax при x ∈ [0, pi],
bx при x ∈ [−pi, 0),
где a и b — постоянные.
Данная функция непрерывная и имеет кусочно непрерывную произ-
водную f ′(x) =
{
a при x ∈ (0, pi],
b при x ∈ [−pi, 0). Найдём её коэффициенты Фурье.
Имеем a0 =
1
pi
 0∫
−pi
bxdx+
pi∫
0
axdx
 = 1
pi
[
bx2
2
∣∣∣∣0
−pi
+
ax2
2
∣∣∣∣pi
0
]
=
(a− b)pi
2
,
ak =
1
pi
 0∫
−pi
bx cos kxdx+
pi∫
0
ax cos kxdx
 =
=
1
pi
− pi∫
0
bx cos kxdx+
pi∫
0
ax cos kxdx
 = a− b
pi
pi∫
0
x cos kxdx =
=
a− b
kpi
x sin kx∣∣∣pi
0
−
pi∫
0
sin kxdx
 = a− b
k2pi
cos kx
∣∣∣∣pi
0
=
=
a− b
k2pi
[
(−1)k − 1] =
 0 при k = 2m,2(b− a)
(2m− 1)2pi при k = 2m− 1.
Аналогично bk =
1
pi
 0∫
−pi
bx sin kxdx+
pi∫
0
ax sin kxdx
 =
=
a+ b
pi
pi∫
0
x sin kxdx ==
a+ b
kpi
−x cos kx∣∣∣pi
0
+
pi∫
0
cos kxdx
 =
54
=
a+ b
kpi
[
−pi cos kpi + 1
k
sin kx
∣∣∣pi
0
]
= (−1)k+1 a+ b
k
.
На основании теоремы 4 делаем вывод, что при −pi < x < pi :
f(x) =
(a− b)pi
4
− 2(a− b)
pi
∞∑
k=1
cos(2k − 1)x
(2k − 1)2 +(a+b)
∞∑
k=1
(−1)k−1 sin kx
k
. (34)
На концах отрезка ±pi сумма ряда равна (a− b)pi
2
.
Если взять a = b = 1, то f(x) = x и равенство (34) даёт нам
x = 2
∞∑
k=1
(−1)k−1 sin kx
k
при − pi < x < pi. (35)
На концах интервала сумма ряда равна 0 (что получается и непосред-
ственной подстановкой в ряд значений x = ±pi). Следовательно, в этих
точках соотношение (35) не выполняется.
В случае a = −b = 1 имеем f(x) = |x| и f(−pi) = f(pi), а также
|x| = pi
2
− 4
pi
∞∑
k=1
cos(2k − 1)x
(2k − 1)2 , x ∈ [−pi, pi]. (36)
Заметим, что представление (36) было уже получено ранее непосредствен-
но (см. § 7.3).
Тригонометрические ряды Фурье служат удобным аппаратом для вы-
числения сумм числовых рядов. Так, если взять x =
pi
2
в равенстве (35),
то получим сумму известного ряда Лейбница
pi
4
= 1− 1
3
+
1
5
− 1
7
+ · · ·
Полагая в (35) x = pi − y, где y ∈ (0, 2pi), находим
pi − y
2
=
∞∑
k=1
(−1)k−1 sin(kpi − ky)
k
или
pi − x
2
=
∞∑
k=1
sin kx
k
, 0 < x < 2pi.
2. Пусть f(x) = x2 на [−pi, pi]. Требуется разложить её в ряд Фурье.
Легко видеть, что данная функция четная и непрерывно дифференциру-
емая на отрезке [−pi, pi]. Поэтому она удовлетворяет условиям теоремы 4.
Строим ряд Фурье функции f(x). Имеем a0 =
2
pi
pi∫
0
x2dx =
2
3
pi2;
ak =
2
pi
pi∫
0
x2 cos kxdx =
2
kpi
x2 sin kx∣∣∣pi
0
− 2
pi∫
0
x sin kxdx
 =
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= − 4
kpi
pi∫
0
x sin kxdx = − 4
k2pi
−x cos kx∣∣∣pi
0
+
pi∫
0
cos kxdx
 = (−1)k 4
k2
.
Отсюда x2 =
pi2
3
− 4
∞∑
k=1
(−1)k−1 cos kx
k2
, x ∈ [−pi, pi].
Полагая в данном равенстве x = 0 и x = pi, находим соответственно
0 =
pi2
3
− 4
∞∑
k=1
(−1)k−1
k2
или
∞∑
k=1
(−1)k−1
k2
=
pi2
12
,
pi =
pi2
3
+ 4
∞∑
k=1
1
k2
или
∞∑
k=1
1
k2
=
pi2
6
.
3. Разложить в ряд Фурье по косинусам функцию f(x) = x на отрезке
[0, l].
Так как решение данного задания требует четного продолжения функ-
ции на отрезок [−l, 0], которым является функция f(x) = |x|, то задание
можно переформулировать так: разложить функцию f(x) = |x| на отрез-
ке [−l, l] в тригонометрический ряд Фурье. Следовательно, в силу формул
(15), находим a0 =
2
l
l∫
0
xdx = l; bk = 0;
ak =
2
l
l∫
0
x cos
kpix
l
dx =
2
l
 l
kpi
x sin
kpix
l
∣∣∣l
0
− l
kpi
l∫
0
sin
kpix
l
dx
 =
=
2l
k2pi2
cos
kpix
l
∣∣∣l
0
=
2l
k2pi2
[
(−1)k − 1
]
=
 0 при k = 2m,− 4l
(2m− 1)2pi2 при k = 2m− 1.
Поскольку функция f(x) = |x| непрерывна и кусочно–
дифференцируема на отрезке [−l, l] и, кроме того, f(−l) = f(l), то
по теореме 4 в силу (16) имеем |x| = l
2
− 4l
pi2
∞∑
m=1
1
(2m− 1)2 cos
(2m− 1)pix
l
,
x ∈ [−l, l] или x = l
2
− 4l
pi2
∞∑
m=1
1
(2m− 1)2 cos
(2m− 1)pix
l
, x ∈ [0, l].
4. Рассмотрим функцию f(x) = {x} = x − [x], где {x} обозначает
дробную часть числа x, [x] — целую часть числа x. Данная функция пе-
риодическая с периодом 2ω = 1 и имеет разрывы первого рода в точках
x = k, k ∈ Z (см. график функции на чертеже).
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Согласно формулам (15) получаем a0 = 2
1∫
0
xdx = l;
ak = 2
1∫
0
x cos 2kpixdx = 2
 1
2kpi
x sin 2kpix
∣∣∣1
0
− 1
2kpi
1∫
0
sin 2kpixdx
 =
= − 1
kpi
1∫
0
sin 2kpixdx =
1
2k2pi2
cos 2kpix
∣∣∣1
0
= 0;
bk = 2
1∫
0
x sin 2kpixdx = 2
 1
2kpi
x cos 2kpix
∣∣∣1
0
− 1
2kpi
1∫
0
cos 2kpixdx
 = − 1
kpi
.
Снова на основании теоремы 4 в силу разложения (16) заключаем
{x} = 1
2
− 1
pi
∞∑
m=1
sin 2mpix
m
, x 6= k, k ∈ Z.
В точках x = k, k ∈ Z сумма ряда равна 1
2
.
5. Пусть a — нецелое число. Разложим функцию f(x) = cos ax в ряд
Фурье по косинусам на отрезке [0, pi]. Имеем
a0 =
2
pi
pi∫
0
cos axdx =
2 sinpia
pia
; ak =
2
pi
pi∫
0
cos ax cos kxdx =
=
1
pi
pi∫
0
[
cos(a− k)x− cos(a+ k)x]dx = 1
pi
(
sin(a− k)pi
a− k +
sin(a+ k)pi
a+ k
)
=
=
(−1)k
pi
(
sinpia
a− k +
sinpia
a+ k
)
= (−1)k 2a sinpia
pi(a2 − k2) .
Так как функция f(x) непрерывна на [−pi, pi], то в силу теоремы 4 можем
писать
cos ax =
sinpia
pia
+
2a sinpia
pi
∞∑
k=1
(−1)k cos kx
a2 − k2 , x ∈ [−pi, pi]. (37)
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Полагая в последнем равенстве x = 0 и pia = z, находим
1 =
sin z
z
+
2a sin z
pi
∞∑
k=1
(−1)k
a2 − k2 .
Предполагая далее z 6= kpi, делим полученное соотношение на sin z. Тогда
получаем
1
sin z
=
1
z
+
2z
pi2
∞∑
k=1
(−1)k(
z
pi
)2 − k2 =
=
1
z
+
∞∑
k=1
(−1)k 2z
z2 − k2pi2 =
1
z
+
∞∑
k=1
(−1)k
(
1
z − kpi +
1
z + kpi
)
или
1
sin z
=
∞∑
k=−∞
(−1)k
z − kpi , z 6= kpi, k ∈ Z.
Здесь сумма ряда
∞∑
k=−∞
понимается как lim
n→∞
n∑
k=−n
.
В итоге получено разложение дроби
1
sin z
в бесконечный ряд простых
дробей по корням знаменателя. Напрашивается сравнение с разложением
правильной рациональной дроби на простые дроби.
Рассмотрим ещё одно приложение представления (37). Если взять в
соотношении (37) x = pi, то оно примет вид
cospia =
sinpia
pia
+
2a sinpia
pi
∞∑
k=1
1
a2 − k2 .
Откуда при pia 6= kpi будем иметь ctg pia = 1
pia
+
2a
pi
∞∑
k=1
1
a2 − k2 . Обозначим
pia = x 6= kpi. Тогда получаем, что ctg x = 1
x
+
2x
pi2
∞∑
k=1
1(
x
pi
)2 − k2 или
ctg x =
1
x
+
∞∑
k=1
2x
x2 − (kpi)2 , x 6= kpi, k ∈ Z. (38)
Данная формула даёт разложение функции ctg x по корням sinx.
Рассмотрим теперь произвольный отрезок [−q, q], где q 6= kpi; пусть
npi < q < (n+1)pi. Очевидно, что особые точки функции ctg x — это x = kpi
при k = 0,±1,±2, . . . ± n, находятся на отрезке [−q, q], а все остальные
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особые точки лежат вне этого отрезка. Чтобы погасить действие особых
точек ctg x на [−q, q], представим соотношение (38) в следующем виде:
ctg x− 1
x
−
n∑
k=1
2x
x2 − (kpi)2 =
∞∑
k=n+1
2x
x2 − (kpi)2 . (38
′)
Нетрудно убедиться, что точки x = kpi, k = 0,±1,±2, . . . ± n являют-
ся для левой части указанного равенства точками устранимого разрыва.
Для обоснования данного вывода достаточно вычислить указанные ниже
пределы:
lim
x→0
(
ctg x− 1
x
)
= lim
x→0
x cosx− sinx
x sinx
=
= lim
x→0
x cosx− sinx
x2
= lim
x→0
cosx− x sinx− cosx
2x
= 0,
lim
x→kpi
(
ctg x− 1
x− kpi
)
= lim
t→0
(
ctg t− 1
t
)
= 0.
Таким образом, левая часть в (38′) становится интегрируемой (в собствен-
ном смысле) на [0, x] при ∀x ∈ [−q, q]. Все слагаемые правой части — непре-
рывные функции на [−q, q], а ряд, составленный из них, равномерно схо-
дится на [−q, q], так как при |x| 6 q члены
∣∣∣∣ 2x(kpi)2 − x2
∣∣∣∣ в силу возрастания
этих функций не превосходят членов сходящегося ряда
∞∑
k=n+1
2q
(kpi)2 − q2 .
Интегрируя от 0 до x, получим в левой части
x∫
0
(
ctg t− 1
t
)
dt−
n∑
k=1
x∫
0
2tdt
t2 − (kpi)2 = ln
∣∣∣∣ sin tt
∣∣∣∣ ∣∣∣x
0
−
n∑
k=1
ln
∣∣t2 − (kpi)2∣∣ ∣∣∣x
0
=
= ln
∣∣∣∣ sinxx
∣∣∣∣− n∑
k=1
[
ln
∣∣x2 − (kpi)2∣∣− ln(kpi)2] = ln ∣∣∣∣ sinxx
∣∣∣∣− n∑
k=1
ln
∣∣∣∣1− x2k2pi2
∣∣∣∣ =
= ln
∣∣∣∣∣∣ sinxx(1− x2
pi2
)(
1− x2
4pi2
)
· · ·
(
1− x2
n2pi2
)
∣∣∣∣∣∣ .
Интегрируя почленно правую часть равенства (38′), находим
x∫
0
( ∞∑
k=n+1
2t
t2 − (kpi)2
)
dt =
∞∑
k=n+1
x∫
0
2tdt
t2 − (kpi)2 =
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=∞∑
k=n+1
ln
∣∣t2 − (kpi)2∣∣ ∣∣∣x
0
=
∞∑
k=n+1
ln
∣∣∣∣1− x2k2pi2
∣∣∣∣ .
В итоге имеем ln
∣∣∣∣ sinxx
∣∣∣∣− n∑
k=1
ln
∣∣∣∣1− x2k2pi2
∣∣∣∣ = ∞∑
k=n+1
ln
∣∣∣∣1− x2k2pi2
∣∣∣∣ или
ln
∣∣∣∣ sinxx
∣∣∣∣ = ∞∑
k=1
ln
∣∣∣∣1− x2k2pi2
∣∣∣∣ = ln ∞∏
k=1
(
1− x
2
k2pi2
)
.
Значит, ln
∣∣∣∣ sinxx
∣∣∣∣ = ln ∞∏
k=1
(
1− x
2
k2pi2
)
и |sinx| =
∣∣∣∣∣x
∞∏
k=1
(
1− x
2
k2pi2
)∣∣∣∣∣ .
Несложно проследить по числу отрицательных множителей, что знаки
обоих выражений, стоящих под знаком модуля, совпадают. Отсюда делаем
окончательный вывод:
sinx = x
∞∏
k=1
(
1− x
2
k2pi2
)
, ∀x. (39)
Полученное представление sinx в виде бесконечного произведения напо-
минает представление алгебраического многочлена в виде произведения
конечного числа линейных множителей по корням многочлена.
Замечание. В примере 5 мы столкнулись с бесконечным произведени-
ем. Попробуем хоть сколько-нибудь разобраться с этим понятием. Имеется
достаточно глубокая аналогия между бесконечным рядом и бесконечным
произведением. Принципиальная разница между ними, прежде всего, за-
ключается в том, что в бесконечном произведении знак сложения заменен
знаком умножения. Кроме того, для бесконечных произведений нет специ-
ального термина, соответствующего термину сумма ряда. Будем называть
его значением бесконечного произведения и определять как lim
n→∞
n∏
k=1
bk,
где
n∏
k=1
bk = b1b2 · · · bn. Поэтому в силу непрерывности логарифмической
функции имеем
∞∑
k=1
ln bk = lim
n→∞
n∑
k=1
ln bk = lim
n→∞
(
ln
n∏
k=1
bk
)
= ln
(
lim
n→∞
n∏
k=1
bk
)
= ln
∞∏
k=1
bk.
Тем самым правило — сумма логарифмов равна логарифму произведения,
— известное из курса школьной математики для конечного числа слагае-
мых, остаётся справедливым и для ряда. Чтобы можно было свести беско-
нечное произведение к ряду, надо иметь возможность рассматривать ln bk.
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Тогда приходится требовать, чтобы все множители бесконечного произве-
дения были положительными. Кроме того, следует учитывать и случай,
когда сумма ряда
∞∑
k=1
ln bk = −∞, так как тогда значение бесконечно-
го произведения равно нулю. В таком случае бесконечное произведение
должно считаться расходящимся. Исходя из вышесказанного естествен-
но приходим к определению: бесконечное произведение называется сходя-
щимся, если lim
n→∞
n∏
k=1
bk существует, конечен и не равен нулю; в противном
случае оно называется расходящимся.
6. Доказать, что если абсолютно интегрируемая на отрезке [0, pi] функ-
ция f удовлетворяет условию:
а) f(x+ pi) = f(x), то a2n−1 = b2n−1 = 0, n ∈ N;
б) f(x+ pi) = −f(x), то a0 = 0, a2n = b2n = 0, n ∈ N.
В обоих случаях функция f — 2pi-периодическая и имеет разложение в
ряд Фурье: f ∼ a0
2
+
∞∑
n=1
an cosnx+ bn sinnx, где an и bn — коэффициенты
Фурье. Тогда получаем
а) a2n−1 =
1
pi
pi∫
−pi
f(x) cos(2n − 1)xdx = 1
pi
pi∫
−pi
f(x + pi) cos(2n − 1)xdx.
Сделав замену x + pi = t, имеем a2n−1 =
1
pi
2pi∫
0
f(t) cos [(2n− 1)(t− pi)] dt =
= − 1
pi
2pi∫
0
f(t) cos(2n−1)tdt = −a2n−1, n ∈ N. Итак, a2n−1 = −a2n−1. Отсюда
вытекает, что a2n−1 = 0. Аналогично b2n−1 =
1
pi
pi∫
−pi
f(x) sin(2n − 1)xdx =
=
1
pi
pi∫
−pi
f(x+pi) sin(2n− 1)xdx = − 1
pi
2pi∫
0
f(t) sin [(2n− 1)(t− pi)] dt = −b2n−1
и b2n−1 = 0;
б) a0 =
1
pi
pi∫
−pi
f(x)dx = − 1
pi
pi∫
−pi
f(x + pi)dx = − 1
pi
2pi∫
0
f(t)dt = −a0; a0 = 0.
a2n =
1
pi
pi∫
−pi
f(x) cos 2nxdx = − 1
pi
2pi∫
0
f(t) cos 2n(t − pi)dx = −a2n. Отсюда
имеем a2n = 0.
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Упражнение. Повторяя соответствующую выкладку, покажите, что
b2n = 0, n ∈ N.
7. Написать равенство Парсеваля для функции
f(x) =
{
1 при |x| < α,
0 при α 6 |x| 6 pi.
Исходя из равенства Парсеваля, найти сумму рядов
∞∑
n=1
sin2 nα
n2
и
∞∑
n=1
cos2 nα
n2
.
Как показано в §10, в случае тригонометрической системы для каждой
функции f , интегрируемой с квадратом на [−pi, pi], справедливо соотно-
шение (равенство Парсеваля)
a20
2
+
∞∑
n=1
(
a2n + b
2
n
)
=
1
pi
pi∫
−pi
f2(x)dx. Найдем
коэффициенты Фурье данной функции f :
a0 =
2
pi
α∫
0
dx =
2α
pi
, an =
2
pi
α∫
0
cosnxdx =
2 sinnα
npi
, bn = 0, n ∈ N,
так как функция f — чётная. Кроме того,
1
pi
pi∫
−pi
f2(x)dx =
1
pi
α∫
−α
dx =
2α
pi
.
Подставив теперь найденные значения в равенство Парсеваля, имеем
2α2
pi2
+
∞∑
n=1
4 sin2 nα
n2pi2
=
2α
pi
.
Откуда
∞∑
n=1
sin2 nα
n2
=
piα− α2
2
=
α(pi − α)
2
и
∞∑
n=1
cos2 nα
n2
=
∞∑
n=1
1
n2
−
∞∑
n=1
sin2 nα
n2
=
pi2
6
− piα− α
2
2
=
pi2 − 3piα+ 3α2
6
.
§15. Интеграл Фурье
Если функция f(x) задана на всей числовой прямой или на полупря-
мой и не является периодической ни с каким периодом, то эту функцию
естественно раскладывать не в тригонометрический ряд Фурье, а в так на-
зываемый интеграл Фурье. Изучению такого разложения и посвящается
настоящий и следующий параграфы.
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1. Определение
Рассмотрим некоторые наводящие соображения, которые, не являясь
вполне строгими, привели французского математика Жозефа Фурье к его
знаменитой интегральной формуле.
Пусть задана периодическая функция f(x) с периодом 2ω, и предполо-
жим, что она может быть представлена тригонометрическим рядом Фу-
рье: f(x) =
a0
2
+
∞∑
n=1
an cos
pinx
ω
+ bn sin
pinx
ω
, где an =
1
ω
ω∫
−ω
f(t) cos
pint
ω
dt,
n = 0, 1, . . . и bn =
1
ω
ω∫
−ω
f(t) sin
pint
ω
dt, n = 1, 2, . . . Подставив в правую
часть указанные значения an и bn, находим f(x) =
1
2ω
ω∫
−ω
f(t)dt+
+
∞∑
n=1
 1
ω
ω∫
−ω
f(t) cos
pint
ω
dt cos
pinx
ω
+
1
ω
ω∫
−ω
f(t) sin
pint
ω
dt sin
pinx
ω
 =
=
1
2ω
ω∫
−ω
f(t)dt+
∞∑
n=1
1
ω
ω∫
−ω
f(t)
[
cos
pint
ω
cos
pinx
ω
+ sin
pint
ω
sin
pinx
ω
]
dt =
=
1
2ω
ω∫
−ω
f(t)dt+
∞∑
n=1
1
pi
ω∫
−ω
f(t) cos
pin
ω
(t− x)dt · pi
ω
.
Обозначим λn =
pin
ω
, ∆λn = λn − λn−1 = pi
ω
. В результате имеем
f(x) =
1
2ω
ω∫
−ω
f(t)dt+
∞∑
n=1
1
pi
ω∫
−ω
f(t) cosλn(t− x)dt∆λn. (40)
Потребуем теперь, чтобы функция f была абсолютно интегрируемой на
(−∞,+∞), то есть чтобы сходился интеграл
∞∫
−∞
|f(x)| dx. В таком слу-
чае lim
ω→+∞
1
2ω
ω∫
−ω
f(t)dt = 0, так как lim
ω→+∞
ω∫
−ω
f(t)dt =
+∞∫
−∞
f(t)dt, а ряд,
фигурирующий в равенстве (40) можно принять за интегральную сумму,
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отвечающую разбиению промежутка [0,+∞) точками λn, для функции
I(λ) =
1
pi
∞∫
−∞
f(t) cosλ(t− x)dt. Совершив, наконец, формальный предель-
ный переход в равенстве (40) при ω → +∞, придём к соотношению
f(x) =
1
pi
+∞∫
0
dλ
+∞∫
−∞
f(t) cosλ(t− x)dt. (41)
Это и есть интегральная формула Фурье. Интеграл, стоящий в правой
части равенства (41), называют интегралом Фурье.
Отметим, что внутренний интеграл
+∞∫
−∞
f(t) cosλ(t− x)dt = lim
ω→+∞
+ω∫
−ω
f(t) cosλ(t− x)dt
понимается как несобственный интеграл в смысле главного значения.
Если функция f(x) — чётная на (−∞,+∞), то её интеграл Фурье сле-
дующим образом отражает данную особенность функции:
f(x) =
1
pi
+∞∫
0
dλ
 0∫
−∞
+
+∞∫
0
 f(t) cosλ(t− x)dt =
=
1
pi
+∞∫
0
dλ
− 0∫
+∞
f(−t) cosλ(−t− x)dt+
+∞∫
0
f(t) cosλ(t− x)dt
 =
=
1
pi
+∞∫
0
dλ
+∞∫
0
f(t) [cosλ(t+ x) + cosλ(t− x)] dt =
=
2
pi
+∞∫
0
dλ
+∞∫
0
cosλt cosλxf(t)dt =
2
pi
+∞∫
0
cosλxdλ
+∞∫
0
cosλtf(t)dt.
В итоге получили
f(x) =
2
pi
+∞∫
0
cosλxdλ
+∞∫
0
f(t) cosλtdt. (42)
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Те же преобразования в случае нечётной функции f(x) приводят к
формуле
f(x) =
2
pi
+∞∫
0
sinλxdλ
+∞∫
0
f(t) sinλtdt. (43)
Упражнение. Докажите формулу (43).
Итак, интеграл Фурье чётной функции содержит только косинусы, а
нечётной — только синусы.
Вернёмся к интегральной формуле Фурье (41) и распишем косинус
разности:
f(x) =
1
pi
+∞∫
0
dλ
+∞∫
−∞
f(t) cosλ(t− x)dx =
=
1
pi
+∞∫
0
dλ
+∞∫
−∞
f(t)
[
cosλx cosλt+ sinλx sinλt
]
dt =
=
1
pi
+∞∫
0
cosλx +∞∫
−∞
f(t) cosλtdt+ sinλx
+∞∫
−∞
f(t) sinλtdt
 dλ.
Обозначив
a(λ) =
1
pi
+∞∫
−∞
f(t) cosλtdt, b(λ) =
1
pi
+∞∫
−∞
f(t) sinλtdt, (44)
получим
f(x) =
+∞∫
0
[
a(λ) cosλx+ b(λ) sinλx
]
dλ. (45)
Как видно из равенств (42) и (43), формулы (44) принимают соответ-
ственно для чётной и нечётной функций вид
a(λ) =
2
pi
+∞∫
0
f(t) cosλtdt, b(λ) = 0 или a(λ) = 0, b(λ) =
2
pi
+∞∫
0
f(t) sinλtdt.
Напрашивается сравнение интеграла Фурье в форме (45) с триго-
нометрическим рядом Фурье (2). Дискретно изменяющийся параметр
k = 0, 1, . . . формулы (2) заменяется на непрерывно изменяющийся па-
раметр λ в формуле (45), что приводит к превращению бесконечного ряда
в несобственный интеграл по бесконечному промежутку. Аналогия про-
слеживается и при сравнении формул (44) для выражений a(λ), b(λ) и
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формул (3) для коэффициентов Фурье ak и bk. Она показывает, что a(λ)
и b(λ) играют в интеграле Фурье роль коэффициентов Фурье. Прослежи-
вается также аналогия между интегралом Фурье и тригонометрическим
рядом Фурье чётной и нечётной функций.
Перейдем, наконец, от наводящих соображений к строгим определе-
ниям и формулировкам. Пусть f ∈ L1(−∞,∞), то есть пусть сходится
+∞∫
−∞
|f(x)| dx.Формально составим интеграл
+∞∫
0
[
a(λ) cosλx+b(λ) sinλx
]
dλ,
где a(λ) =
1
pi
+∞∫
−∞
f(t) cosλtdt и b(λ) =
1
pi
+∞∫
−∞
f(t) sinλtdt. Будем называть
его интегралом Фурье функции f(x). Отметим, что в силу неравенств
|f(t) cosλt| 6 |f(t)| и |f(t) sinλt| 6 |f(t)| интегралы a(λ), b(λ) сходятся,
более того, они равномерно сходятся на множестве значений λ ∈ [0,+∞).
Нас интересует вопрос о представлении функции f(x) её интегралом
Фурье. Построение теории интеграла Фурье будет вестись, в основном, по
схеме, по которой шло изучение тригонометрических рядов Фурье.
2. Вспомогательные утверждения
Лемма 5. Если f ∈ L1(−∞,+∞), то функции a(λ), b(λ) ∈ C[0,+∞).
Доказательство. Рассмотрим a(λ) =
1
pi
+∞∫
−∞
f(t) cosλtdt. Выберем
произвольную точку λ0 ∈ [0,+∞) и докажем непрерывность функции в
этой точке.
Рассмотрим разность a(λ)−a(λ0) = 1
pi
+∞∫
−∞
f(t) (cosλt− cosλ0t) dt. Разо-
бьем эту разность на три интеграла:
a(λ)− a(λ0) = 1
pi
N∫
−N
f(t)(cosλt− cosλ0t)dt
︸ ︷︷ ︸
I1
+
+
1
pi
∫
|t|>N
f(t) cosλtdt
︸ ︷︷ ︸
I2
− 1
pi
∫
|t|>N
f(t) cosλ0tdt
︸ ︷︷ ︸
I3
.
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Заметим, что интеграл a(λ) равномерно сходится на [0,+∞)⇔ ∀ε > 0,
∃N, ∀λ ∈ [0,+∞) :
∣∣∣∣∣∣∣
1
pi
∫
|t|>N
f(t) cosλtdt
∣∣∣∣∣∣∣ <
ε
3
. Откуда в силу равномерной
сходимости a(λ) интегралы |I2| < ε
3
, |I3| < ε
3
.
Рассмотрим |I1| =
∣∣∣∣∣∣ 1pi
N∫
−N
f(t) (cosλt− cosλ0t) dt
∣∣∣∣∣∣ . Так как |sinα| 6 |α| ,
то |cosλt− cosλ0t| = 2
∣∣∣∣sin λ− λ02 t
∣∣∣∣︸ ︷︷ ︸
6
∣∣∣λ−λ02 ∣∣∣|t|
·
∣∣∣∣sin λ+ λ02 t
∣∣∣∣︸ ︷︷ ︸
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6 |λ− λ0| · |t| . Тогда ин-
теграл |I1| 6 1
pi
N∫
−N
|f(t)| · |cosλt− cosλ0t| dt 6 |λ− λ0| 1
pi
N∫
−N
|f(t)| · |t|dt→ 0
при λ → λ0. Следовательно, |I1| → 0 при λ → λ0. Тогда ∀ε > 0, ∃δ > 0,
∀λ : |λ− λ0| < δ ⇒ |I1| < ε
3
.
В итоге имеем |a(λ)− a(λ0)| = |I1 + I2 − I3| 6 |I1|+ |I2|+ |I3| < ε, что
означает lim
λ→λ0
a(λ) = a(λ0). А значит, a(λ) ∈ C(λ0). Так как λ0 ∈ [0,+∞)
— произвольное, то a(λ) ∈ C[0,+∞). ¥
Упражнение. Аналогично проведите выкладки для функции b(λ).
Лемма 6. Если f ∈ L1(−∞,+∞), то a(λ), b(λ)→ 0 при λ→ +∞.
Доказательство. Докажем, что a(λ) =
1
pi
+∞∫
−∞
f(t) cosλtdt → 0 при
λ→ +∞. Представим a(λ) как сумму двух интегралов
a(λ) =
1
pi
∫
|t|>N
f(t) cosλtdt+
1
pi
N∫
−N
f(t) cosλtdt = I1 + I2.
По лемме Римана об осцилляции |I2| =
∣∣∣∣∣∣ 1pi
N∫
−N
f(t) cosλtdt
∣∣∣∣∣∣ → 0 при
λ→∞. Это означает, что ∀ε > 0, ∃∆ > 0, ∀λ : |λ| > ∆⇒ |I2| < ε
2
. С другой
стороны, в силу равномерной сходимости a(λ) на множестве λ ∈ [0,+∞)
(см. конец предыдущего параграфа) ∀ε > 0, ∃N :
∣∣∣∣∣∣∣
1
pi
∫
|t|>N
f(t) cosλtdt
∣∣∣∣∣∣∣ <
ε
2
,
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т.е. ∀λ ∈ [0,+∞) : |I1| =
∣∣∣∣∣∣∣
1
pi
∫
|t|>N
f(t) cosλtdt
∣∣∣∣∣∣∣ <
ε
2
.
Тогда ∀ε > 0, ∃∆ > 0, ∀λ ∈ [0,+∞) : λ > ∆⇒ |a(λ)| 6 |I1|+ |I2| < ε,
что равносильно утверждению lim
λ→+∞
a(λ) = 0. ¥
Упражнение. Аналогично проведите доказательство для функции
b(λ).
3. Сходимость интеграла Фурье в точке
Пусть f ∈ L1(−∞,+∞). Тогда данной функции соответствует инте-
грал Фурье
+∞∫
0
[
a(λ) cosλx + b(λ) sinλx
]
dλ. По определению несобствен-
ного интеграла
+∞∫
0
[
a(λ) cosλx+ b(λ) sinλx
]
dλ = lim
A→+∞
A∫
0
[
a(λ) cosλx+ b(λ) sinλx
]
dλ.
Обозначим I(A, x) =
A∫
0
[
a(λ) cosλx + b(λ) sinλx
]
dλ. Этот интеграл суще-
ствует, так как по лемме 5 функции a(λ) и b(λ) непрерывны, а значит,
подынтегральная функция непрерывна. Подставив значения a(λ), b(λ) и
поменяв порядок интегрирования, имеем
I(A, x) =
1
pi
A∫
0
dλ
+∞∫
−∞
f(t) cosλ(t− x)dt = 1
pi
+∞∫
−∞
f(t)dt
A∫
0
cosλ(t− x)dλ =
=
1
pi
+∞∫
−∞
f(t)
sinλ(t− x)
(t− x)
∣∣∣∣A
0
dt =
1
pi
+∞∫
−∞
f(t)
sinA(t− x)
(t− x) dt =
=
1
pi
+∞∫
−∞
f(x+ u)
sinAu
u
du =
1
pi
0∫
−∞
f(x+ u)
sinAu
u
du+
+
1
pi
+∞∫
0
f(x+ u)
sinAu
u
du = − 1
pi
0∫
+∞
f(x− t) sinAt
t
dt+
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+
1
pi
+∞∫
0
f(x+ t)
sinAt
t
dt =
1
pi
+∞∫
0
[
f(x− t) + f(x+ t)
] sinAt
t
dt.
Таким образом, получаем
I(A, x) =
1
pi
+∞∫
0
[
f(x− t) + f(x+ t)
] sinAt
t
dt (A > 0). (46)
Упражнение. Обоснуйте законность перемены порядка интегрирова-
ния (см. [10, §2.5]).
Вспомним, что при A > 0
+∞∫
0
sinAt
t
dt =
pi
2
(см. [10, §2.6]). Тогда
2
pi
+∞∫
0
sinAt
t
dt = 1.
Пусть f(t) кусочно непрерывная функция на любом конечном отрезке
числовой прямой. Обозначим s0 =
f(x+ 0) + f(x− 0)
2
. Если x — точка
непрерывности, то пределы слева и справа совпадают:
f(x+ 0) = f(x− 0) = f(x) = s0.
Теорема 15 (о сходимости интеграла Фурье). Если выполнены
условия
1) f ∈ L1(−∞,+∞);
2) f кусочно непрерывна на любом конечном отрезке;
3) в точке x функция f имеет обобщённые левые и правые производные,
то интеграл Фурье
+∞∫
0
[
a(λ) cosλx+ b(λ) sinλx
]
dλ сходится в точке x к
значению s0 =
f(x+ 0) + f(x− 0)
2
.
Доказательство. Умножив обе части равенства
2
pi
+∞∫
0
sinAt
t
dt = 1 на
s0, получим
2s0
pi
+∞∫
0
sinAt
t
dt = s0 и рассмотрим разность
I(A, x)− s0 = 1
pi
+∞∫
0
[
f(x− t) + f(x+ t)
] sinAt
t
dt− 1
pi
+∞∫
0
2s0
sinAt
t
dt =
69
=
1
pi
+∞∫
0
[
f(x− t) + f(x+ t)− f(x+ 0)− f(x− 0)
] sinAt
t
dt =
=
1
pi
N∫
0
[
f(x− t)− f(x− 0)
t
+
f(x+ t)− f(x+ 0)
t
]
sinAtdt
︸ ︷︷ ︸
I1
+
+
1
pi
+∞∫
N
[
f(x− t) + f(x+ t)
] sinAt
t
dt
︸ ︷︷ ︸
I2
− 1
pi
+∞∫
N
[
f(x+ 0) + f(x− 0)
] sinAt
t
dt
︸ ︷︷ ︸
I3
,
где N будет определено несколько позднее, а пока оно произвольно. Оце-
ним каждый из интегралов.
Так как интеграл
1
pi
+∞∫
0
sinAt
t
dt сходится, то для
∀ ε > 0, ∃ N :
∣∣∣∣∣∣ 1pi
+∞∫
N
sinAt
t
dt
∣∣∣∣∣∣ < ε3|f(x+ 0) + f(x− 0)| .
Откуда |I3| =
∣∣∣∣∣∣ 1pi
+∞∫
N
[
f(x+ 0) + f(x− 0)
] sinAt
t
dt
∣∣∣∣∣∣ 6
6
∣∣∣f(x+ 0) + f(x− 0)∣∣∣ ·
∣∣∣∣∣∣ 1pi
+∞∫
N
sinAt
t
dt
∣∣∣∣∣∣ < ε3 .
Оценим интеграл
I1 =
1
pi
N∫
0
[
f(x+ t)− f(x+ 0)
t
+
f(x− t)− f(x− 0)
t
]
sinAtdt.
Обозначим g(t) =
f(x+ t)− f(x+ 0)
t
− f(x− t)− f(x− 0)−t . Первое слага-
емое в разности стремится при t→ +0 к обобщенной правой производной
функции f, а второе — к обобщенной левой производной. Значит, функ-
ция g(t) ограничена на некотором интервале (0, δ), а на остальной части
g(t) будет кусочно непрерывна как линейная комбинация кусочно непре-
рывных функций. Следовательно, особых точек наша функция иметь не
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будет и g ∈ L1[0, N ]. Тогда к I1 можно применить лемму Римана об ос-
цилляции, то есть I1 =
1
pi
N∫
0
g(t) sinAtdt → 0 при A → +∞. Значит, для
∀ε > 0, ∃∆ > 0, ∀A > ∆ : |I1| < ε
3
.
Рассмотрим интеграл I2 =
1
pi
+∞∫
N
f(x− t) + f(x+ t)
t
sinAtdt. Функция
f(x− t) + f(x+ t)
t
особых точек не имеет и кусочно непрерывна. Значит,
в силу неравенства
∣∣∣∣f(x− t) + f(x+ t)t
∣∣∣∣ 6 |f(x+ t)|+ |f(x− t)|N функция
f(x− t) + f(x+ t)
t
∈ L1[N,+∞).
Введем вспомогательную функцию
ϕ(t) =
{
f(x+ t) + f(x− t)
t
, t ∈ [N,+∞),
0, t ∈ (−∞, N).
Тогда I2 =
1
pi
+∞∫
0
ϕ(t) sinAtdt. К этому интегралу применяем лемму 6:
I2 → 0 при A→ +∞, что равносильно ∀ε > 0, ∃∆ > 0, ∀A > ∆ : |I2| < ε
3
.
В итоге |I(A, x)− s0| = |I1 + I2 − I3| 6 |I1| + |I2| + |I3| < ε. Другими
словами, получили ∀ε > 0, ∃∆ > 0, ∀A > ∆ : |I(A, x)−s0| < ε, что означает
lim
A→+∞
I(A, x) = s0. Это и есть сходимость интеграла Фурье. ¥
Следствие. При выполнении условий теоремы 15 и непрерывности
функции f в точке x интеграл Фурье равен значению функции f(x), то
есть имеет место равенство
+∞∫
0
[
a(λ) cosλx+ b(λ) sinλx
]
dλ = f(x).
Пример. Представим интегралом Фурье функцию
f(x) =
{
1, |x| < a,
0, |x| > a.
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Она является чётной. Тогда a(λ) =
2
pi
+∞∫
0
f(t) cosλtdt =
=
2
pi
 a∫
0
+
+∞∫
a
 = 2
pi
a∫
0
cosλtdt =
2
pi
sinλt
λ
∣∣∣∣a
0
=
2
pi
sinλa
λ
.
Таким образом, имеем соответствие
2
pi
+∞∫
0
sinλa
λ
cosλxdλ ∼ f(x).
Проверим, что на самом деле имеет место равенство
2
pi
+∞∫
0
sinλa
λ
cosλxdλ = f(x). В этом легко убедиться, проверив вы-
полнимость условий теоремы 15, но гораздо интереснее непосредственно
вычислить интеграл в левой части.
Так как sinλa cosλx =
1
2
[
sinλ(a − x) + sinλ(a + x)
]
и интеграл
+∞∫
0
sinαt
t
dt =
pi
2
sign α (см. [10, §2.6]), то имеем
2
pi
+∞∫
0
sinλa
λ
cosλxdλ =
1
pi
 +∞∫
0
sinλ(a− x)
λ
dλ+
+∞∫
0
sinλ(a+ x)
λ
dλ
 =
=
1
2
[
sign(a− x) + sign(a+ x)
]
=

1, |x| < a,
1
2
, |x| = a,
0, |x| > a.
А это и есть исходная функция f(x) во всех точках, за исключением
|x| = a.
§16. Комплексная форма записи интеграла Фурье
Пусть выполнены все условия теоремы 15 о сходимости интеграла Фу-
рье на всей числовой прямой. Тогда f(x) =
1
pi
+∞∫
0
dλ
+∞∫
−∞
f(t) cosλ(t− x)dt.
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Рассмотрим F (λ) =
+∞∫
−∞
f(t) cosλ(t− x)dt. Функция F (λ) является чёт-
ной по переменной λ. Тогда в силу её четности можно записать
f(x) =
1
2pi
+∞∫
−∞
dλ
+∞∫
−∞
f(t) cosλ(t− x)dt. (47)
С другой стороны, введем функцию G(λ) =
+∞∫
−∞
f(t) sinλ(t − x)dt.
Функция G(λ) — нечётная по переменной λ. Тогда
N∫
−N
G(λ)dλ = 0. От-
куда следует, что существует lim
N→+∞
N∫
−N
G(λ)dλ = 0. Другими словами,
+∞∫
−∞
G(λ)dλ =
+∞∫
−∞
dλ
+∞∫
−∞
f(t) sinλ(t − x)dt = 0 в смысле главного значения.
Итак, имеем
1
2pi
+∞∫
−∞
dλ
+∞∫
−∞
f(t) sinλ(t− x)dt = 0. (48)
Умножим равенство (48) на (−i) и сложим с равенством (47):
f(x) =
1
2pi
+∞∫
−∞
dλ
+∞∫
−∞
f(t)
[
cosλ(t− x)− i sinλ(t− x)
]
︸ ︷︷ ︸
e−iλ(t−x)
dt.
Тогда согласно формуле Эйлера имеем:
f(x) =
1
2pi
+∞∫
−∞
dλ
+∞∫
−∞
f(t)e−iλ(t−x)dt =
1
2pi
+∞∫
−∞
eiλxdλ
+∞∫
−∞
f(t)e−iλtdt (49)
или
f(x) =
+∞∫
−∞
c(λ)eiλxdλ, где c(λ) =
1
2pi
+∞∫
−∞
f(t)e−iλtdt. (50)
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Упражнение. Сравните равенства (50) с комплексной формой записи
ряда Фурье f(x) =
+∞∑
n=−∞
cne
inx, где cn =
1
2pi
pi∫
−pi
f(t)e−intdt.
§17. Понятие о преобразовании Фурье
Вернёмся к представлению (49)
f(x) =
1
2pi
+∞∫
−∞
eiλxdλ
+∞∫
−∞
f(t)e−iλtdt.
Если ввести обозначение
fˆ(λ) =
1√
2pi
+∞∫
−∞
f(t)e−iλtdt, (51)
то равенство (49) примет вид
f(x) =
1√
2pi
+∞∫
−∞
fˆ(λ)eiλxdλ. (52)
Функция fˆ(λ) называется образом Фурье или спектральной характе-
ристикой функции f(x) на (−∞,+∞), а переход от функции f к fˆ назы-
вается преобразованием Фурье.
Отображение, заданное интегралом
f˜(x) =
1√
2pi
+∞∫
−∞
fˆ(λ)eiλxdλ, (53)
называется обратным преобразованием Фурье. Формула (52) возвращает
нас от fˆ к f , что объясняет происхождение термина "обратное преобразо-
вание Фурье".
Наряду с преобразованием Фурье, которое применяется к функциям,
определенным на всей числовой оси, широко используются косинус– и
синус–преобразования Фурье для функций, заданных на числовой полу-
прямой. Если функция f(x) задана на промежутке [0,+∞), то её мож-
но продолжить на всю числовую прямую чётным или нечётным образом.
Легко понять, что при чётном продолжении непрерывность сохраняется
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во всех точках, а при нечётном продолжении она сохраняется всюду, кроме
точки x = 0, в которой непрерывность имеет место только при выполне-
нии условия f(0) = 0. Как уже известно, чётно продолженная функция
f может быть представлена в точках непрерывности косинус–интегралом
Фурье:
f(x) =
2
pi
+∞∫
0
cosλxdλ
+∞∫
0
f(t) cosλtdt.
Положим по определению
fˆc(λ) =
√
2
pi
+∞∫
0
f(t) cosλtdt. (54)
Функцию fˆc(λ) будем называть косинус–образом Фурье функции f , а пре-
образование, переводящее f в fˆc назовем косинус–преобразование Фурье.
Тогда соотношение (42) будет выглядеть так:
f(x) =
√
2
pi
+∞∫
0
fˆc(λ) cosλxdλ. (55)
Преобразование, определяемое правой частью этого равенства, перево-
дит функцию fˆc в f . Поэтому будем называть его обратным косинус–
преобразованием Фурье.
В случае нечётного продолжения функция f выражается повторным
интегралом
f(x) =
2
pi
+∞∫
0
sinλxdλ
+∞∫
0
f(t) sinλtdt.
Обозначим
fˆs(λ) =
√
2
pi
+∞∫
0
f(t) sinλtdt. (56)
Тогда имеем
f(x) =
√
2
pi
+∞∫
0
fˆs(λ) sinλxdλ. (57)
Функцию fˆs(λ) назовём синус–образом Фурье функции f, а переход от f к
fˆs называется синус–преобразованием Фурье. Так как правая часть равен-
ства (57) возвращает нас от функции fˆs к f , то отображение, определяемое
этой правой частью, называется обратным синус–преобразованием Фурье.
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Из вышесказанного вытекает важный вывод. Если равенство (51) рас-
сматривать как уравнение относительно f , то соотношение (52) дает его
решение. Точно так же равенства (54) и (56) можно считать уравнениями
относительно f , а соотношения (55) и (57) соответственно дают их реше-
ния. Это позволяет использовать преобразование Фурье, а также косинус–
и синус–преобразования Фурье, для вычисления несобственных интегра-
лов по бесконечному промежутку, что будет продемонстрировано ниже на
примерах.
Замечание. Стоит еще отметить, что в силу формул Эйлера, свя-
зывающих показательную функцию с тригонометрическими функциями,
преобразование Фурье вещественнозначной функции f есть функция ком-
плекснозначная. Легко проверить, что для чётной функции преобразова-
ние Фурье совпадает с косинус–преобразованием Фурье, а для нечётной —
синус–преобразование получается из преобразования Фурье умножением
на мнимую единицу.
Упражнение. Обоснуйте последнее замечание.
Примеры. 1. Пусть f(x) =
{
1, |x| 6 a,
0, |x| > a. Найдем преобразова-
ние Фурье. В силу четности данной функции воспользуемся косинус–
преобразованием Фурье:
fˆc(λ) =
√
2
pi
+∞∫
0
f(t) cosλtdt =
√
2
pi
a∫
0
cosλtdt =
√
2
pi
sinλt
λ
∣∣∣∣a
0
=
√
2
pi
sinλa
λ
.
2. Найдем преобразование Фурье функции f(x) = e−γ|x| (γ > 0). В
силу четности функции рассмотрим
fˆc(λ) =
√
2
pi
+∞∫
0
e−γ|t| cosλtdt =
√
2
pi
+∞∫
0
e−γt cosλtdt =
√
2
pi
I.
Для вычисления I дважды проинтегрируем интеграл по частям:(
u = e−γt, du = −γe−γtdt, dv = cosλtdt, v = sinλt
λ
)
I =
+∞∫
0
e−γt cosλtdt = e−γt
sinλt
λ
∣∣∣∣+∞
0
+
γ
λ
+∞∫
0
e−γt sinλtdt =
=
γ
λ
+∞∫
0
e−γt sinλtdt,
(
u = e−γt, du = −γe−γtdt, dv = sinλt, v = −cosλt
λ
)
I = − γ
λ2
e−γt cosλt
∣∣∣+∞
0
− γ
2
λ2
+∞∫
0
e−γt cosλtdt. Откуда I = γ
λ2
− γ
2
λ2
I, или
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I
(
1 +
γ2
λ2
)
=
γ
λ2
, I = γ
λ2 + γ2
. Тогда fˆc(λ) =
√
2
pi
γ
γ2 + λ2
.
Проще найти преобразование Фурье, используя комплексную форму
записи интеграла Фурье:
fˆ(λ) =
1√
2pi
+∞∫
−∞
f(t)e−iλtdt =
1√
2pi
+∞∫
−∞
e−γ|t|e−iλtdt =
1√
2pi
 0∫
−∞
e(γ−iλ)tdt+
+
+∞∫
0
e−(γ+iλ)tdt
 = 1√
2pi
(
1
γ − iλe
(γ−iλ)t
∣∣∣∣0
−∞
− 1
γ + iλ
e−(γ+iλ)t
∣∣∣∣+∞
0
)
=
=
1√
2pi
(
1
γ − iλ +
1
γ + iλ
)
=
1√
2pi
2γ
γ2 + λ2
=
√
2
pi
γ
γ2 + λ2
.
Так как функция f(x) четная, то на промежутке [0,+∞) преобразова-
ние Фурье совпадает с косинус–преобразованием. Таким образом, имеем
fˆc(λ) =
√
2
pi
γ
γ2 + λ2
.
Если теперь воспользоваться формулой (55), то получим
e−γx =
(√
2
pi
)2 +∞∫
0
γ
γ2 + λ2
cosλxdλ.
Откуда
+∞∫
0
cosλx
γ2 + λ2
dλ =
pi
2γ
e−γx, x > 0. (58)
3. Пусть f(x) = e−γx, x ∈ [0,+∞), γ > 0. Найдём синус–
преобразование Фурье функции f(x). Согласно формуле (56) пишем
fˆs(λ) =
√
2
pi
+∞∫
0
e−γt sinλtdt.
Можно вычислить данный интеграл так же, как был найден аналогичный
интеграл в предыдущем примере, дважды применив формулу интегриро-
вания по частям. Есть и другой путь. Продолжим функцию f нечётным
образом на интервал (−∞, 0) и сведём вычисление синус–преобразования
функции f к нахождению преобразования Фурье продолженной функции
f0(x) =
{
e−γx при x > 0,
−e−γx при x < 0.
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На основании соотношения (51) имеем fˆ0(λ) =
1√
2pi
+∞∫
−∞
f0(t)e
−iλtdt =
=
1√
2pi
 0∫
−∞
(−e−γx) · e−iλtdt+ +∞∫
0
e−γx · e−iλtdt
 =
=
1√
2pi
− +∞∫
0
e−(γ−iλ)tdt+
+∞∫
0
e−(γ+iλ)tdt
 =
=
1√
2pi
(
1
γ − iλe
−(γ−iλ)t
∣∣∣+∞
0
− 1
γ + iλ
e−(γ+iλ)t
∣∣∣+∞
0
)
=
=
1√
2pi
(
1
γ + iλ
− 1
γ − iλ
)
= − 1√
2pi
2λi
γ2 + λ2
.
Умножив далее fˆ0(λ) на мнимую единицу, получаем
fˆs(λ) = ifˆ0(λ) =
√
2
pi
λ
γ2 + λ2
.
Подставляем найденное значение fˆs(λ) в равенство (57) и выводим
e−γx =
(√
2
pi
)2 +∞∫
0
λ
γ2 + λ2
sinλxdλ
или
+∞∫
0
λ sinλx
γ2 + λ2
dλ =
pi
2
e−γx, x > 0. (59)
Интегралы (58) и (59) носят название интегралов Лапласа. На примере
этих интегралов проиллюстрировано, как можно использовать преобразо-
вание Фурье для вычисления несобственных интегралов по бесконечному
промежутку.
На этом мы завершаем изучение преобразований Фурье. Мы ограни-
чились лишь рассмотрением элементов указанной теории. В настоящее
время теория рядов Фурье уже далеко продвинулась вперед и находит
широкое применение как в самой математике, так и в её приложениях.
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Заключение
Пусть функция f(x) определена на отрезке [−ω, ω] и периодически
(с периодом T = 2ω) продолжена на всю числовую прямую; пусть
f(x) ∈ L[−ω, ω]. Разложим эту функцию в ряд Фурье (который в слу-
чае дополнительных условий на f(x) — см. теорему 4 — сходится к ней):
f(x) =
a0
2
+
∞∑
n=1
an cos
pinx
ω
+ bn sin
pinx
ω
=
∞∑
n=−∞
cne
i pi
ω
nx.
Функцию f(x) называют сигналом, числа {a0, an, bn} или {cn} — спек-
тром сигнала, а величину
n
2ω
— частотой сигнала f. В случае периоди-
ческой функции f(x) её спектр дискретен, то есть состоит из не более чем
счетного множества значений.
Если функция не является периодической, то ряд Фурье, как мы знаем,
может быть заменен интегралом Фурье функции f(x) и
f(x) =
+∞∫
−∞
g(λ)eiλxdλ, где g(λ) =
1
2pi
+∞∫
−∞
f(t)e−iλtdt.
Функцию f(x) можно по-прежнему называть сигналом, а функцию
g(λ) — спектром сигнала (в данном случае спектр непрерывен) и λ —
частотой сигнала f. На практике важной задачей является задача вос-
становления сигнала по спектру. Подробнее приложения рядов Фурье рас-
смотрены в [9].
Разложение функции на гармонические составляющие, то есть вычис-
ление коэффициентов Фурье, принято называть спектральным анализом.
А воссоздание функции, представленной рядом Фурье, называют спек-
тральным синтезом.
Многие новейшие системы компьютерной математики (СКМ) такие,
как Mathcad, MATLAB и Mathematica, имеют реализации как дискретно-
го, так и непрерывного преобразований Фурье.
На обложке изображена спектрограмма обратного преобразования Фу-
рье сигнала
f(t) =
{
2 sin 20pit+ 2 sin 100pit, t ∈ [0; 0, 5] ∪ [0, 512; 1],
2 sin 20pit, t ∈ (0, 5; 0, 512)
из работы Бурнаева Е.В. "Применение вейвлет–преобразования для ана-
лиза экономических временных рядов".
79
Список рекомендуемой литературы
1. Архипов Г.И., Садовничий В.А., Чубариков В.Н. Лекции по мате-
матическому анализу. — М.: Высшая школа, 1999. — 695 с.
2. Будак Б.М., Фомин С.В. Кратные интегралы и ряды. — М.:
Физматлит, 2002. — 512 с.
3. Демидович Б.П. Сборник задач и упражнений по математическому
анализу. — М.: изд. МГУ, 1997. — 624 с.
4. Жук В.В., Натансон Г.И. Тригонометрические ряды Фурье и
элементы теории аппроксимации. — Л.: изд. ЛГУ, 1983. — 186 с.
5. Ильин В.А., Садовничий В.А., Сендов Бл.Х. Математический
анализ. Продолжение курса. — М.: изд. МГУ, 1987. — 357 с.
6. Кудрявцев Л.Д. Курс математического анализа. — М.: Дрофа,
2004. Т. 2. — 720 с.
7. Никольский С.М. Курс математического анализа. — М.: Наука,
1983. Т.2. — 448 с.
8. Тучинский Л.И., Шнейберг И.Я. Основы многомерного матема-
тического анализа. — Ижевск: Изд-во Удмуртский университет, 2010. —
544 с.
9. Фихтенгольц Г.М. Курс дифференциального и интегрального
исчисления. — М.: Наука, 1966. Т. 3. — 656 с.
10. Интегралы, зависящие от параметра: учеб.–метод. пособие/ сост.
Н. В. Латыпова. — Ижевск: Изд-во Удмуртский университет, 2007. — 57 с.
80
Учебное издание
Латыпова Наталья Владимировна
Тучинский Лев Исаакович
Ряды Фурье
Учебно–методическое пособие
Напечатано в авторской редакции с оригинал–макета заказчика
Компьютерный набор и верстка Н. В. Латыпова
В оформлении обложки использована спектрограмма из работы
Бурнаева Е.В. "Применение вейвлет–преобразования для анали-
за экономических временных рядов"
Подписано в печать 00.00.11. Формат 60x84 1/16.
Усл.печ.л. 4,65 Уч.-изд.л. 3,35 Тираж 50 экз.
Заказ № Печать офсетная.
Издательство "Удмуртский университет"
426034, г. Ижевск, ул. Университетская, 1, корп. 4.
