This paper is the second part of the work started in [TA19b] . In this second part we provide a full description of the representations of all upper triangular complex Kleinian subgroups of PSL (3, C). These results complete the study of discrete solvable subgroups of PSL (3, C).
Introduction
In this paper we continue the study of discrete solvable subgroups of PSL (3, C).
In the first part [TA19b] , we studied the dynamics of such groups and proved that solvable groups are virtually triangular and that non-commutative solvable groups can be decomposed in four layers, via the semi-direct product of four types of elements. We also showed that solvable groups act properly and discontinuously on the complement of, either, a line, two lines, a line and a point outside of the line or a pencil of lines passing through a point. These results complete the study of elementary subgroups of PSL (3, C). In this second part, we provide a full description of the representation of such groups.
The paper is organized as follows: In Section 2 we give a brief background necessary for the next sections, we also summarized the needed results from the fist part [TA19b] . In Section 3, we give a full description of the representation of upper triangular discrete triangular subgroups of PSL (3, C), we first deal with the case in which the parabolic part is commutative and then, when it is not commutative.
Notation and Background
2.1. Complex Kleinian groups. The complex projective space CP n is defined as CP n = (C n+1 \ {0})/C * , where C * := C \ {0} acts by the usual scalar multiplication. This is a compact connected complex n-dimensional manifold, equipped with the Fubini-Study metric d n . We denote the projectivization of the point x = (x 1 , ..., x n+1 ) ∈ C n+1 by [x] = [x 1 : ... : x n+1 ]. We denote by e 1 , ..., e n+1 to the projectivization of the canonical base of C n+1 .
Let M n+1 (C) be the group of all square matrices of size n + 1 with complex coefficients and let SL (n + 1, C) ⊂ M n+1 (C) be the subgroup of matrices with determinant equal to 1. It is clear that every element g ∈ SL (n + 1, C) acts linearly on C n+1 and therefore, induce a biholomorphic automorphism [g] on CP n . On the 1991 Mathematics Subject Classification. 2010 MSC Primary 37F99, Secondary 30F40, 20H10, 22E40.
Partially supported by grants of projects PAPPIT UNAM IN101816, PAPPIT UNAM IN110219, CONACYT 282937, FORDECYT 265667. other hand, it is well known that every biholomorphism of CP 2 arises in this way. Thus, the group of biholomorphic automorphisms of CP n is given by PSL (n + 1, C) := GL (n + 1, C) / (C * ) n+1 ∼ = SL (n + 1, C) /Z n+1 , where (C * ) n+1 is being regarded as the subgroup of diagonal matrices with a single non-zero eigenvalue, and Z n+1 is being regarded as the group of the n + 1-roots of the unity. If g ∈ PSL (3, C) (resp. z ∈ CP 2 ), we denote by g ∈ SL (3, C) to any of its lifts (resp. z ∈ C 3 ). We denote by Fix(g) ⊂ CP 2 the set of fixed points of an automorphism g ∈ PSL (3, C). We will denote by Diag(a 1 , ..., a n+1 ) to the diagonal element of PSL (n + 1, C) with diagonal entries a 1 , ..., a n+1 .
As in the case of automorphisms of CP 1 , we classify the elements of PSL (3, C) in three classes: elliptic, parabolic and loxodromic. However, unlike the classical case, we consider several subclasses in each case. For a complete description of this classification, see Section 4.2 of [CNS13] . We will give a quick summary of the subclasses of elements we will be using.
Definition 2.1. An element g ∈ PSL (3, C) is said to be:
• Elliptic if it has a diagonalizable lift in SL (3, C) such that every eigenvalue has norm 1. • Parabolic if it has a non-diagonalizable lift in SL (3, C) such that every eigenvalue has norm 1. • Loxodromic if it has a lift in SL (3, C) with an eigenvalue of norm distinct of 1. Furthermore, we say that g is:
-A complex homothety if it is conjugated to an element h ∈ PSL (3, C) such that h = Diag λ, λ, λ −2 , with |λ| = 1. We will say that γ ∈ PSL (3, C) is a type I complex homothety if, up to conjugation, γ = Diag(λ −2 , λ, λ) for some λ ∈ C * with |λ| = 1. Analogously, we say that γ is a type III complex homothety if, up to conjugation, γ = Diag(λ, λ, λ −2 ) for some |λ| = 1.
An element γ ∈ Γ is called a torsion element if it has finite order. The group Γ is a torsion free group if the only torsion element in Γ is the identity.
Solvable groups.
Definition 2.1. Let G be a group. The derived series G (i) of G is defined inductively as
One says that G is solvable if, for some n ≥ 0, we have G (n) = {id }. We call the minimum n such that G (n) = {id }, the solvability length of G.
The following are examples of solvable subgroups of PSL (3, C).
Example 2.2.
• Cyclic groups are solvable.
• Denote by Rot ∞ the group of all rotations around the origin, then the infinite dihedral group Dih ∞ = Rot ∞ , z → −z is solvable. • The special orthogonal group,
is not solvable. • Any triangular group is solvable, with solvability length at most 3.
The following theorem states that, up to finite index, we can consider upper triangular subgroups of PSL (3, C) instead of solvable subgroups of PSL (3, C).
Theorem 2.2 (Theorem 3.1 of [TA19b] ). Let G ⊂ GL (3, C) be a discrete solvable subgroup then G is virtually triangularizable.
Upper triangular groups.
In this subsection we list the results from [TA19b] that will be needed in Section 3.
Corolary 2.3 (Corollary 4.8 of [TA19b] ). Let Γ ⊂ U + be a non-commutative, torsion-free discrete subgroup, then Γ cannot contain a type III complex homothety.
Recall the defintion of the following purely parabolic subgroup of Γ which determines the dynamics of Γ. Core(Γ) = Ker(Γ) ∩ Ker(λ 12 ) ∩ Ker(λ 23 ).
We denote the elements of Core(Γ) by
We will use this notation for the rest of the work. We denote
Proposition 2.4 (Proposition 4.15 of [TA19b] ). Let Γ ⊂ U + be a discrete group, then every element of Γ leaves C(Γ) invariant.
For the sake of simplicity, we denote
The following two theorems (Theorem 4.21 and 4.25 of [TA19b] ) are the main results of Section 4.3 of [TA19b] .
Parabolic
Loxodromic Theorem 2.5. Let Γ ⊂ U + be a non-commutative, torsion free, complex Kleinian group, then Γ can be written in the following way
where λ 23 (Γ) = λ 23 (γ 1 ), ..., λ 23 (γ n ) , n = rank (λ 23 (Γ)) . λ 12 (Ker(λ 23 )) = λ 12 (η 1 ), ..., λ 12 (η m ) , m = rank (λ 12 (Ker(λ 23 )) . Π (Ker(λ 12 ) ∩ Ker(λ 23 )) = Π(ξ 1 ), ..., Π(ξ r ) , r = rank (Π (Ker(λ 12 ) ∩ Ker(λ 23 ))) .
Theorem 2.6. Let Γ ⊂ U + be a non-commutative, torsion free, complex Kleinian group, then rank(Γ) ≤ 4. Using the notation of Theorem 2.5 it holds k+r+m+n ≤ 4, where k = rank (Core(Γ)).
Theorem 2.5 gives a decomposition of the group Γ in four layers, the first two layers are made of parabolic elements and the last two layers are made of loxodromic elements. The description of these four layers are summarized in Table 1 .
Representations of non-commutative triangular groups
In this section we give an explicit description of the non-commutative triangular groups using Theorem 2.5. For further details in the calculations, see my PhD thesis, [TA19a] . In order to do this we need the following result from [BCNS18] , which describe the parabolic part of a complex Kleinian group Γ ⊂ U + .
Theorem 3.1 (Theorem 0.1 of [BCNS18] ). LetΓ ⊂ PSL (3, C) be a complex Kleinian group without loxodromic elements, then there exists a finite index subgroup Γ ⊂Γ conjugate to one of the following groups.
• If Γ is commutative:
(1)
where W ⊂ C is a discrete subgroup and µ : (C, +) → (C * , ·) is a group morphism.
(2)
where W ⊂ C is an additive discrete subgroup, R ⊂ C is an additive subgroup and L : R → C is an additive function such that -If R is discrete, then rank(W ) + rank(R) ≤ 4.
-If R is not discrete, then rank(W ) ≤ 1, rank(W ) + rank(R) ≤ 4 and lim n→∞ L(x n ) + w n = ∞ for any sequence {w n } ⊂ W , and any sequence {x n } ⊂ R such that x n → 0. (4)
• If Γ is not commutative:
(5)
where w = (x, y, p, q, r); x, y ∈ C, p, q, r ∈ Z such that p, q are coprimers, q 2 divides r and c = pq −1 , d = r −1 . (6) Γ W,a,b,c = g 1,0 , g 0,1 ,
with W ⊂ C an additive discrete group, and a, b, c ∈ C are such that a ∈ W \ {0} and, either: -{1, c} is a R-linearly independent set, or -{1, c} is a R-linearly dependent set, but is a Z-linearly independent set.
Given a non-commutative, torsion free complex Kleinian group Γ ⊂ U + , the parabolic part of Γ, denoted by Γ p ⊂ Γ, is a group conjugated to one of the six options given by Theorem 3.1. Observe that, according to Theorem 2.5, Γ p correspond to the semidirect product of elements of the first two layers. Therefore, in order to give the full description of Γ, we have to check whether we can add one, two or three loxodromic elements of the third or fourth layer, taking into account that the rank of Γ has to be at most, four. In Table 2 we summarize all these possible cases.
Case r(Γp) r(N3) r(N4)
Case r(Γp) r(N3) r(N4) Case r(Γp) r(N3) r (N4)  400  4  0  0  202  2  0  2  111  1  1  1  310  3  1  0  201  2  0  1  110  1  1  0  301  3  0  1  200  2  0  0  103  1  0  3  300  3  0  0  130  2  0  0  102  1  0  2  220  2  2  0  121  1  2  1  101  1  0  1  211  2  1  1  120  1  2  0  100  1  0  0  210  2  1  0  112  1  1  2   Table 2 . All the possibilities for the rank of each layer of Γ. We denote by r(G) the rank of G.
We denote by N 3 and N 4 the groups generated by the elements of the third and fourth layer respectively. Given m, n not simultaneously 0, consider the case kmn (that is, rank(Γ p ) = k, rank(N 3 ) = m and rank(N 4 ) = n), we will denote by kmn(j) the subcase in which Γ p is conjugated to the group given by the case (j) in Theorem 3.1. Observe that the description of cases 400, 300, 200 and 100 is already given in [BCNS18] , since they are purely parabolic groups.
We will first describe the subcases kmn(1), ..., kmn(4), that is, the subcases when Γ p is commutative and then, the subcases when Γ p is not commutative. We will repeatedly use the arguments given in the following observation in the lemmas of the next subsections.
Observation 3.2. Let Γ ⊂ U + a discrete non-commutative group and let Γ p ⊂ Γ be the subgroup generated by all the parabolic elements of Γ.
(i) Using the decomposition given in Theorem 2.5, if Γ = γ 1 ⋊ · · · ⋊ γ N then, for 1 < m ≤ N , it follows that γ −1 m γ 1 ...γ m−1 γ m = γ p1 1 ...γ pm−1 m−1 for some p 1 , ..., p m−1 ∈ Z. This is a consequence of the normality condition of the semi-direct product (see the proof of Theorem 2.5). (ii) Let γ 1 , γ 2 ∈ Γ be two loxodromic elements, then [γ 1 , γ 2 ] ∈ Γ p . Γ p is commutative. As a consequence of Theorem 3.1, and using the same notation, we know that in each case of Table 2 , Γ p can be conjugated to a group of the form Γ W,µ , Γ W , Γ R,L,W or Γ * W . The following lemmas and propositions will be describing or discarding each subcase separately.
The following lemma dismisses all the subcases kmn(1), since they are commutative and therefore, we have already described them in Section 3 of [TA19b] .
Lemma 3.3. Let Γ ⊂ U + be a complex Kleinian group such that Γ p is conjugated to the group Γ W,µ for some discrete group W and group morphism µ as in the case (1) of Theorem 3.1. Then Γ is commutative.
Proof. We can assume that Γ p = Γ W,µ , and since Γ p is a purely parabolic group, then µ −3 (w) = 1 for any w ∈ W . Then λ 23 (γ) has infinite order for any γ ∈ Γ p , it follows from Lemma 5.10 of [BCNS18] that Γ is commutative.
The following lemma discards the subcases 110(2), 111(2), 112(2), 120(2), 121(2), 130(2), 210(2), 211(2), 220(2) and 310(2).
Lemma 3.4. Let Γ ⊂ U + be a complex Kleinian group such that Γ p is conjugated to the group Γ W for some discrete group W as in the case (2) of Theorem 3.1. Then Γ cannot contain elements in its third layer.
Proof. Let us assume that Γ p = Γ W with W ⊂ C 2 an additive subgroup given by
where {(x 1 , y 1 ), ..., (x n , y n )} is a R-linearly independent set and n ≤ 3. Let us suppose first that there exists a loxodromic element γ ∈ N 3 ,
Conjugating Γ by an appropriate element of PSL (3, C), we can assume that γ 12 = 0 and γ 23 = 1. Now, assuming without loss of generality that |α| > 1, consider the sequence of distinct elements
The following lemma discards the subcases 101(2), 102(2) and 103(2).
Lemma 3.5. Let Γ ⊂ U + be a complex Kleinian group such that Γ p is conjugated to the group Γ W for some discrete group W as in the case (2) of Theorem 3.1. If rank(Γ p ) = 1 then Γ contains no loxodromic elements in its fourth layer, unless Γ W = h x,0 , for some x ∈ C * . In this latter case, the combinations of this group are described in Lemma 3.13.
Proof. Assume that Γ p = h , where h = h x,y , for some x, y ∈ C such that |x|+|y| = 0. Let us suppose that there exists an element γ = [γ ij ] ∈ N 4 , conjugating by an adequate element of PSL (3, C), we can assume that the loxodromic element γ has the form
Since h is a normal subgroup of h, γ , we have that γhγ −1 = g n for some n ∈ Z.
Comparing the entries 13 and 23 in the previous equation yields α 2 βx = nx and αβ 2 y = ny. If x, y = 0, the equation above implies that α = β, which in turn implies that γ is a complex homothety, contradicting Corollary 2.3.
If x = 0 and y = 0, the sequence τ k := γ k hγ −k = h 0,ζ , where ζ = (αβ 2 ) k y, contains a subsequence of distinct elements τ kj such that, either τ kj → id or τ kj → h (depending on whether αβ 2 = 1 or αβ 2 = 1). Finally, if x = 0 and y = 0, then Γ p is the group described in Lemma 3.13 and its behaviour is studied in Lemma 3.13.
The following lemma describes the case 301(2).
Lemma 3.6. Let Γ ⊂ U + be a complex Kleinian group such that Γ p is conjugated to the group Γ W for some discrete group W as in the case (2) of Theorem 3.1. If rank(Γ p ) = 3 and rank(N 4 ) = 1 then one generator of N 4 is γ = Diag α 2 β, αβ 2 , 1 , with α = 1 and αβ 2 ∈ R.
Moreover Γ is the fundamental group of an Inoue surface.
Proof. One can assume that Γ p = Γ W . Denote by h i = h xi,yi , i = 1, 2, 3, three generators of Γ W . Let γ ∈ N 4 be a loxodromic generator of N 4 , up to a suitable conjugation, one can assume that γ = Diag α 2 β, αβ 2 , 1 , for some α, β ∈ C * . Since
This means that α 2 β and αβ 2 are eigenvalues of A, with respective eigenvectors [x 1 : x 2 :
x 3 ] and [y 1 : y 2 : y 3 ]. A direct calculation shows that α = 1 and αβ 2 ∈ R. Using (1) of Theorem 4.4 of [CS14] we conclude the proof.
The following lemma discards all subcases kmn(3).
Lemma 3.7. Let Γ ⊂ U + be a complex Kleinian group such that Γ P is conjugated to the group Γ R,L,W for some R, L, W as in the case (3) of Theorem 3.1. Then Γ cannot contain loxodromic elements.
Since Γ p is a normal subgroup of Γ, we have γgγ −1 ∈ Γ p for any g ∈ Γ p . If
and, since γgγ −1 ∈ Γ p , then α −3 x = x, which is impossible, given that |α| = 1. Now, if γ ∈ N 4 , then
. Again, since Γ p is a normal subgroup of Γ, we have γgγ −1 ∈ Γ p for any g ∈ Γ p . If g is given by (3.1), then
and, since γgγ −1 ∈ Γ p , then αβ −1 = 1 and αβ 2 = 1, but this last condition is a contradiction. This contradictions prove the lemma.
Now we deal with subcases kmn(4). The following proposition describes the simplest forms we can assume for Γ p , up to conjugation.
Proposition 3.8. Let Γ ⊂ U + be a complex Kleinian group such that Γ p is conjugated to a group Γ * W for some discrete additive subgroup W ⊂ C 2 , as in (4) of Theorem 3.1. Then Γ p is conjugated to one of the following groups:
Proof. Using an appropriate conjugation, we can assume that Γ p = Γ * W , with W as in the hypothesis of the proposition. If rank(W ) = 2, denote by g 1 = g x1,y1 and g 2 = g x2,y2 the generators of Γ p . If x 1 = 0 and x 1 y 2 − x 2 y 1 = 0, let us define
Then, conjugating each generator of Γ p by A 1 we get Γ 1 = A 1 Γ p A −1 1 = g 1,0 , g 0,1 . If x 1 = 0 and x 2 = 0, conjugating Γ p by
we conclude that Γ p is conjugated to the same group Γ 1 . If x 1 = x 2 = 0, then y 1 , y 2 = 0 and conjugating Γ p by A 2 = Diag(1, 1, y 1 ) we conclude that Γ p is conjugated to Γ 2 = A 2 Γ p A −1 2 = g 0,1 , g 0,y2y −1 1 . Furthermore, y := y 2 y −1 1 ∈ R; otherwise, W would not be discrete. Finally, if x 1 = 0 and x 1 y 2 − x 2 y 1 = 0, conjugating Γ p by
. Again,
x := x 2 x −1 1 ∈ R; otherwise, W would not be discrete. Now, if rank(W ) = 1, we have Γ p = g x,y , for some x, y ∈ C with |x| + |y| = 0. If x = 0, conjugating Γ p by
we conclude that Γ p is conjugated to Γ 4 = A 4 Γ p A −1 4 = g 1,0 . If x = 0, then y = 0 and conjugating Γ p by A 5 = Diag(1, 1, y) we conclude that Γ p is conjugated to Γ 5 = A 5 Γ p A −1 5 = g 0,1 . This concludes the proof. The next lemmas study the different combinations of Γ p and elements of the third and fourth layer of Γ, for the subcases kmn(4). In all of these lemmas, Γ is a complex Kleinian subgroup of U + .
Lemma 3.9. If Γ is such that Γ p is conjugated to Γ 1 = g 1,0 , g 0,1 , then:
(i) If rank(N 3 ) = 1 then one generator of N 3 is given by
(ii) If rank(N 3 ) = 2 then one generator of N 3 is given by (3.2) and the other is given by
where j, m ∈ Z are integers such that p 1 p 2 + p 1 q 2 | m + jp 1 p 2 and p 1 p 2 + p 1 q 2 | mp 1 q 2 − jp 1 p 2 2 q 1 . (iii) If rank(N 3 ) = 0 and rank(N 4 ) = 1, then one generator of N 4 is given by
(iv) It's not possible to have rank(N 4 ) = 2.
(v) If rank(N 3 ) = 1, then there are no elements in the fourth layer N 4 .
Proof. We can assume that Γ p = Γ 1 . Let g ∈ Γ p be an element with the form g = g n,m for some n, m ∈ Z. We prove each conclusion separately: (i) Let γ ∈ N 3 be a generator of the third layer of Γ. Then γ =   α −2 γ 12 γ 13 0 α γ 23 0 0 α   , for some γ 23 , α ∈ C * , |α| = 1.
Since Γ p is a normal subgroup of Γ, then γgγ −1 ∈ Γ p , which means that α −3 n, α −4 (mα − nγ 23 ) ∈ Z for any n, m ∈ Z (see (i) of Observation 3.2). In particular, for n = 0, m = 1 we get α −3 = p for some p ∈ Z \ {0}; and for n = 1, m = 0 we get γ 23 = qp − 4 3 for some q ∈ Z \ {0}. Then Using the proof of (i), µ has the form given by (3.3). Observe that if [µ, γ] = id then µ 12 = µ 13 = 0 and then Γ would be commutative. Then, we can assume that [µ, γ] ∈ Γ p \ {id } (see (ii) of Observation 3.2), comparing the entry 13 of the last expression yields (3.5)
Comparing the entries 12 and 13 in the last expression yields
for some m, n ∈ Z. Combining both expresions in (3.6) we get
Solving (3.5) and (3.7) we get the desired expressions for µ 12 and µ 13 .
for some α, β ∈ C * such that γ is loxodromic and α = β 2 , γ 12 , γ 13 , γ 23 ∈ C. Using (i) of Observation 3.2 it follows that γgγ −1 ∈ Γ p , which means that αβ −1 , α 2 (mβ − nγ 23 ) ∈ Z for any m, n ∈ Z. If n = 0, m = 1 then α 2 β = q for some q ∈ Z. If n = 1, m = 0 then αβ −1 = p ∈ Z and α 2 γ 23 = r ∈ Z. All this together yields (3.4). (iv) Let us assume that rank(N 4 ) = 2 and let γ, µ be two generators of N 4 . Using an adequate conjugation we can assume that
Then, using normality we have µγµ −1 ∈ Γ p ⋊ γ . Comparing the entries 12, we have q 1 µ 12 (1 − p 1 ) q 2 = −q 1 µ 12 (1 − p 1 ) then q 2 = −1. Then λ 13 (µ) is a torsion element in λ 13 , this contradiction proves that it is impossible to have rank(N 4 ) = 2. (v) Let γ be a generator of N 3 , using an adequate conjugation we can assume that
Let us assume that there is an element µ ∈ N 4 , then
with αβ 2 = 1. Since [γ, µ] ∈ Γ p , then comparing the entries 23 yields q(1 − αβ 2 )p −1 α −1 β −2 = 0. This means that, either q = 0 or αβ 2 = 1. Both conclusions contradict the hypotheses. Then, there are no elements in N 4 .
Lemma 3.10. If Γ is such that Γ p is conjugated to Γ 2 = g 0,1 , g 0,y , with y ∈ R. Then: (i) If rank(N 3 ) = 1 then one generator of N 3 is given by
for p, q ∈ Z such that |p| + |q| = 0 and |(p + qRe(y)) + iqIm(y)| = 1, γ 12 , γ 23 ∈ C and γ 23 ∈ C * . (ii) If rank(N 3 ) = 0 and rank(N 4 ) = 1 then one generator of N 4 is given by
for β ∈ C * , z p,q = (p + qRe(y)) + iqIm(y), |p| + |q| = 0, γ 12 , γ 23 , γ 23 ∈ C. Finally, γ must be loxodromic.
Proof. We can assume that Γ p = Γ 2 . Let g = g 0,n+my ∈ Γ p , with n, m ∈ Z. We prove each conclusion separately: (i) Let γ ∈ N 3 be a generator of the third layer of Γ. Then
Since Γ p is a normal subgroup of Γ, then γgγ −1 ∈ Γ p and then, for any n, m ∈ Z,
(3.11) α −3 (n + my) = p + qy for some p, q ∈ Z. Denote y = a + bi and α −3 = r(cos θ + i sin θ). In particular, (3.11) holds for n = 1, m = 0. Then, (3.11) becomes r cos θ = p+qa, r sin θ = qb. Which means that Re α −3 = p+qa and Im α −3 = qb and therefore, α −3 = (p + qRe(y)) + iqIm(y) for p, q ∈ Z such that |p|+ |q| = 0 (otherwise, α = 0) and |(p + qRe(y)) + iqIm(y)| = 1 (otherwise, γ would not be loxodromic). Since we can re-write γ as
we get (3.9).
(ii) If γ ∈ N 4 , then γ has the form given by (3.8). Since Γ p is normal in Γ, γgγ −1 ∈ Γ, and this implies that α 2 β(n + my) =ñ +my, for someñ,m ∈ Z.
The same argument and calculations used in the proof of (i) above show that α 2 β = (p + qRe(y)) + iqIm(y). Substituting this in the form of γ yields (3.10).
Lemma 3.11. If Γ is such that Γ p is conjugated to Γ 3 = g 1,0 , g x,0 , with x ∈ R. Then:
(i) Γ cannot contain elements in its third layer.
(ii) If rank(N 4 ) = 1 then one generator of N 4 is given by
(iii) If rank(N 4 ) = 2 then one generator is given by (ii) and the other is given by
where p 2 , q 2 ∈ Z such that |p 2 | + |q 2 | = 0 and both integers satisfy (3.13), β 2 ∈ C * is such that γ is loxodromic and p 2 − q |x| 2 ∈ Z. Furthermore, µ 12 ∈ C such that (3.15) µ 12 = (n + mx − (x + 1)(p 2 + q 2 x)) (1 − (p 1 + q 1 x)) −1 for some n, m ∈ Z such that (3.16) µ 12 p 1 + q 1 x − 1 (p 1 + q 1 x)(p 2 + q 2 x) = k 1 + k 2 x, k 1 , k 2 ∈ Z.
Proof. We can assume that Γ p = Γ 2 . Let g = g n+mx ∈ Γ p . We prove each conclusion separately:
(i) The argument is the same used in the first conclusion of 3.12.
(ii) If γ ∈ N 4 , then γ has the form given by (3.8). Since Γ p is normal in Γ, γgγ −1 ∈ Γ p , and this implies that αβ −1 (n+mx) =ñ+mx, and −α 2 γ 23 (n+mx) = 0, for someñ,m ∈ Z. Then γ 23 = 0, and using the same argument and calculations as in the first part of the proof of lemma 3.10 we have that
Substituting this in the form of γ yields (3.12). Again, since γgγ −1 ∈ Γ p for γ as in (3.12), comparing entries 12 yields (iii) Let γ be a generator of N 4 given by (ii) and let µ be the second generator of µ, then µ has the same form given by (ii), that is
We can conjugate Γ by a suitable A ∈ PSL (3, C) such that
We have that, either [µ, γ] = 0 or [µ, γ] = g k1,k2 for some k 1 , k 2 ∈ Z. Both possibilities imply that µ 13 = 0. If [µ, γ] = 0 then µ 12 = 0 and then µ is diagonal. Since γ is diagonal and the parabolic part is commutative, then Γ would be commutative. Then, [µ, γ] = g k1,k2 for some k 1 , k 2 ∈ Z, this yields (3.16). On the other hand, since Γ p ⋊ γ is normal in Γ, we have that µg 1,1 γµ −1 = g n,m γ k for some n, m, k ∈ Z. A direct calculation shows that k = 1, the remaining expression yields (3.15).
Lemma 3.12. If Γ is such that Γ p is conjugated to Γ 4 = g 1,0 , then: (i) Γ cannot contain elements of the third layer.
(ii) If rank(N 4 ) = 1 then one generator of N 4 is given by 
In both cases, δ ∈ C * , j, q ∈ Z and q = 0 such that µ is loxodromic. (iv) If rank(N 4 ) = 3, two generators of N 4 are given by (ii) and (iii) respectively and the third generator η is
where δ ∈ C * , r ∈ Z \ {−1, 0, 1}, rδ 3 = 1 and
for n ∈ Z. Also, either
depending on whether µ and η commute.
Proof. We can assume that Γ p = Γ 4 , we denote g = g 1,0 . We prove each conclusion separately: (i) Assume that Γ contain an element of the third layer,
Using (i) of Observation 3.2, γgγ −1 ∈ Γ p . Comparing entries 13 yields γ 23 = 0, contradicting that γ ∈ N 3 . (ii) If rank(N 4 ) = 1, let γ ∈ N 4 be an element given by
Since Γ p is a normal subgroup of Γ, then γgγ −1 ∈ Γ p . Comparing the entry 13 yields γ 23 = 0 and, for n = 1 in particular, βα −1 ∈ Z, in other words, β = pα for any p ∈ Z. All of these conditions together with (3.21) imply (3.18). (iii) Let γ ∈ N 4 be one generator of N 4 given by (3.18). Up to a suitable conjugation we can assume that γ = Diag pα, α, p −1 α −2 , with p ∈ Z \ {0} and α ∈ C * . Using part (ii), we know that
Since [µ, γ] ∈ g , comparing the respective entries we have µ 13 (1 − p 2 α 3 ) = 0 and µ 12 (1 − p) = βjpq for some j ∈ Z. Therefore (3.22) µ 13 = 0 or p 2 α 3 = 1; and µ 12 = βjpq 1 − p .
A direct calculation shows that these two conditions are equivalent to prove that Γ p ⋊ γ is normal in Γ p ⋊ γ ⋊ µ . Therefore the only restrictions for µ are (3.22). This proves this part of the lemma. (iv) If rank(N 4 ) = 3, we denote by γ and µ the first two generators of N 4 and, they have the forms given by (ii) and (iii). Furthermore, η has the form (3.19). By the normality of Γ p ⋊ γ ⋊ µ in Γ we have ηgγµη −1 = g n γ m1 µ m2 for some integers n, m 1 , m 2 ∈ Z. Comparing entries 12 and 13 in both sides in the previous equation and solving for η 13 and k yields the expressions for these variables. On the other hand, [µ, η] ∈ Γ p , let ξ be the entry 13 of [µ, η], then
If [µ, η] = id then ξ = 0, if [µ, η] = id the ξ ∈ Z. This completes the proof.
Lemma 3.13. If Γ is such that Γ p is conjugated to Γ 5 = g 0,1 , then:
(1) If rank(N 3 ) = 1, then one generator of N 3 is the element
(2) It's not possible to have rank(N 3 ) = 2.
(3) If rank(N 3 ) = 0 and rank(N 4 ) = 1, then one generator of N 4 is the element
(4) If rank(N 3 ) = 1, then Γ cannot contain elements in its fourth layer.
(5) If rank(N 3 ) = 0 and rank(N 4 ) = 2, then one generator of N 4 is given by (3.24) and the other by
(6) It is not possible to have rank(N 4 ) = 3.
Proof. Assume that Γ p = Γ 5 and let g = g 0,n ∈ Γ p , for n ∈ Z. We verify each conclusion:
(i) Let γ ∈ N 3 , then γ has the form given by (3.20). As before, the normality of Γ p in Γ implies that γgγ −1 ∈ Γ p , and this implies that α −3 n ∈ Z for all n ∈ Z. Taking n = 1, yields α = p − 1 3 . Substituting this in the form of γ verifies (3.23).
(ii) Let us suppose that rank(N 2 ) = 2 with N 2 = γ, µ where γ has the form (3.23). Then µ must have the same form and then we denote 
Since Γ p ⋊ γ is normal in Γ, then µgγµ −1 = g n γ k for some n, k ∈ Z.
Comparing the entries 23 of both expressions yields k = 1, and then using the entries 13 we have (3.28) q(1 + γ 13 ) + µ 13 (1 − p) = 1 + γ 13 .
If [γ, µ] = id , then (3.27) yield q = 1, which cannot happen. If [γ, µ] = id , then (3.27) implies (γ 13 1 − q − µ 13 (1 − p)) (pq) −1 = j, for some j ∈ Z. Combining this equation with (3.28), we have q = (1 + jp) −1 ∈ Z, which cannot happen. Therefore there cannot be an element in N 3 \ γ . (iii) The proof is similar to the proof of (i) above. (iv) We know, by (i), that if rank(N 3 ) = 1, then one generator of N 3 is the element γ given by (3.23). Let us assume that there is an element µ ∈ N 4 , given by
Since [γ, µ] ∈ Γ p and considering the entry 23, it follows γ 23 α −1 β −2 (1−αβ 2 ) = 0. This means that, either γ 23 = 0 or αβ 2 = 1. Both conditions are forbidden by hypothesis, then Γ cannot contain elements in N 4 . (v) If rank(N 4 ) = 2 and γ = [γ ij ] and µ are two generators then γ has the form given by (3.24), observe that we can conjugate Γ by an adequate element of PSL (3, C) and assume that γ 12 = γ 13 = γ 23 = 0 in (3.24). Since [µ, γ] ∈ Γ p = Γ 5 then µ has the form
If [µ, γ] = id then Γ would be commutative, then [µ, γ] = id and therefore, comparing the entries 13 of [µ, γ] and g yields µ 13 p −1 β −1 (1 − p) = j, for some j ∈ Z \ {0}. Then, µ 13 = jpβ(1 − p) −1 , this verifies (3.25).
Γ p is not commutative. In this part, we now describe the non-commutative upper triangular groups such that its parabolic part is not commutative. This parabolic part is given by (5) and (6) of Theorem 3.1.
Using the notation of (5) of Theorem 3.1, it holds rank (Γ w ) = 3. This dismisses the subcases 1mn(5) and 2mn(5), where m, n ∈ {0, 1, 2, 3}. In the following lemma, we dismiss the remaining subcases 310(5) and 301(5).
Lemma 3.14. Let Γ ⊂ U + be such that Γ p is conjugated to Γ w , for some w as in the case (5) of Theorem 3.1. If rank (Γ w ) = 3, then Γ cannot contain loxodromic elements.
Proof. We can assume that Γ p = Γ w . We denote the 3 generators of Γ p by g 1 , g 2 , g 3 (see (5) of Theorem 3.1).Considering g 1 and g 2 and since d = 0, it follows from Proposition 3.8 that Γ w is conjugated to
We consider these generators of Γ p instead, we still denoted them by g 1 , g 2 , g 3 .
Let us suppose first that there is an element γ ∈ N 3 . Observe that g 1 , g 2 is normal in Γ and therefore γg 1 g 2 γ −1 ∈ g 1 , g 2 , then, by lemma 3.9
Since Γ p is normal in Γ p ⋊ γ then γg 3 γ −1 = g k 1 g n 2 g m 3 for some k, n, m ∈ Z. Comparing the entries 32 yields m = 1, substituting in the equation resulting of comparing the entries 22 we have c 2 q = 0. Then q = 0, which is a contradiction. Now assume that there is a loxodromic element γ ∈ N 4 . Using the same argument as in the case of an element in the third layer we know that Considering the entry 12 of [γ, g 1 ] ∈ g 1 , g 2 yields 1 − 1 p ∈ Z, then p = ±1. If p = 1 then γ is a complex homothety, which cannot happen by Corollary 2.3. If p = −1 then λ 12 (γ) is a torsion element in the torsion free group λ 12 (Γ). This concludes the proof.
Observe that 3 ≤ rank (Γ W,a,b,c ) ≤ 4 by the definition of Γ W,a,b,c . This means that the subcases 1mn(6) and 2mn(6) cannot happen, if m, n ∈ {0, 1, 2, 3}. Therefore, we just need to describe the subcases 310(6) and 301(6), but these cases cannot happen, as we prove in the following lemma.
Lemma 3.15. If Γ is such that Γ p is conjugated to Γ W,a,b,c , for some W, a, b, c as in the case (6) of Theorem 3.1. If rank (Γ W,a,b,c ) = 3, then Γ cannot contain loxodromic elements.
Proof. Assume that Γ p = Γ W,a,b,c , with W, a, b, c as in the hypothesis of the lemma. Since rank (Γ W,a,b,c ) = 3 then rank(W ) = 1 and then we write W = {kw 0 | k ∈ Z}. Denote by φ 1 , φ 2 , φ 3 to the generators of Γ p in the order given in (6) of Theorem 3.1. Let us assume first that there is a loxodromic element γ ∈ N 3 in the third layer of Γ, then we are not interested in the explicit expression for ψ k,m,n,w . Using the normality of Γ p in Γ and comparing the entries 23 of γφ 1 φ 2 φ 3 γ −1 ∈ Γ p and (3.30), we get that c + 1 = cmn for some m, n ∈ Z. If c = 0, this means that (3.31) 1 + c −1 ∈ Z then c ∈ Q and therefore {1, c} is R-linearly dependent, which means that {1, c} is Z-linearly independent (by hypothesis). From (3.31) we get 1 c ∈ Z, and then −1 + 1 c c = 0 implies that {1, c} is Z-linearly dependent. This contradiction shows that Γ cannot contain elements in its third layer. Now assume that γ ∈ N 4 is a loxodromic element in the fourth layer, we denote
Since Γ p is normal in Γ and comparing the entries 12 and 23 of γφ 1 φ 3 γ −1 ∈ Γ p with the same entries in (3.30), we get In the proof of proposition 7.15 of [BCNS18] we see that φ 1 is a normal subgroup of Γ and therefore γφ 1 γ −1 ∈ φ 1 . As we proved in lemma 3.13, this implies that (3.34) γ =   α α 12 γ 13 0 qα −2 γ 23 0 0 q −1 α −1   , q ∈ Z \ 0, α ∈ C * γ is loxodromic.
Comparing the diagonal entries of both (3.33) and (3.34), and since β 3 = 1 it follows that p = ±1, q = 1, α = p and β = 1. Then γ is either parabolic or induces a torsion element in λ 12 (Γ), both are impossible. This finishes the proof.
