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ZEROES OF POLYNOMIALS WITH PRIME INPUTS
AND SCHMIDT’S h-INVARIANT
STANLEY YAO XIAO AND SHUNTARO YAMAGISHI
Abstract. In this paper we show that a polynomial equation admits infinitely many prime-tuple
solutions assuming only that the equation satisfies suitable local conditions and the polynomial
is sufficiently non-degenerate algebraically. Our notion of algebraic non-degeneracy is related to
the h-invariant introduced by W. M. Schmidt. Our results prove a conjecture of B. Cook and A´.
Magyar [3] for hypersurfaces of degrees 2 and 3.
1. Introduction
Solving systems of integral polynomial equations in integers is among the oldest and persistently
interesting problems in number theory. It is understood, especially in the context of the Hardy-
Littlewood circle method, that systems tend to become easier to solve when the number of variables
involved increases. For instance, it is not known whether the equation x2 + 1 = p where x varies
in the integers and p varies among the primes has infinitely many solutions, but the corresponding
3-variable equation x2+ y2 = p was solved by Fermat using elementary means over three centuries
ago. One can then ask whether it is possible to interpolate between these situations. That is,
given a system of polynomial equations which is solvable in the integers, one can ask whether the
system remains solvable when some of the variables are restricted to a thin subset of integers.
One particular natural subset is the set of prime numbers. Indeed, many interesting problems
involving prime numbers may be phrased in such a manner. For example, the existence of infinitely
many solutions to the equation x− y = 2 with x, y restricted to primes is precisely the twin prime
conjecture.
In [3], B. Cook and A´. Magyar broke new ground by applying the Hardy-Littlewood circle method
to show, in great generality, that systems of polynomial equations in many variables can be solved
when all of the inputs are prime numbers. The key hypothesis they require is that the so-called
Birch singular locus must be sufficiently small. For f = {f1, . . . , frd} ⊆ Q[x1, . . . , xn] a system
of forms (homogeneous polynomials) of degree d, we define the Birch singular locus V ∗f to be the
affine variety in AnC given by
V ∗f =
{
x ∈ Cn : rank
(
∂fr(x)
∂xj
)
1≤r≤rd
1≤j≤n
< rd
}
,
and let the Birch rank to be B(f) = n−dimV ∗f . The Birch rank is an important invariant that arose
in [1]. In [16], W. M. Schmidt introduced a different invariant, now called Schmidt’s h-invariant,
for systems of polynomials. B. Cook and A´. Magyar conjectured in [3, pp. 736] that their main
theorem ought to hold assuming the largeness of the h-invariant instead of the Birch rank (see
(2.3)).
In this paper, we give a partial solution to the conjecture of B. Cook and A´. Magyar. We
establish the conjecture for hypersurfaces with an additional assumption. However, our assumption
is redundant for quadratic polynomials and cubic polynomials; therefore, we establish the conjecture
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for quadratic and cubic polynomials. Given a form f ∈ Q[x1, . . . , xn] of degree at least 2, we define
the h-invariant h(f) of f to be the least positive integer h such that f can be written identically
as
(1.1) f = U1V1 + · · ·+ UhVh,
where each Ui and Vi are forms in Q[x1, . . . , xn] of degree at least 1 (1 ≤ i ≤ h). We then define
the following quantity
h⋆(f) = max(|{Ui : degUi = 1}|),
where the maximum is over all representations of the shape (1.1). In other words, h⋆(f) is the
maximum number of linear forms involved in the representation of f as a sum of h = h(f) products
of rational forms. Clearly, we have h⋆(f) ≤ h(f). For a degree d polynomial b(x) ∈ Q[x1, . . . , xn],
we define h(b) = h(f) where f(x) is the degree d portion of b(x). We note that any polynomial
b(x) of degree 2 or degree 3 satisfies
h(b) = h⋆(b).
We define the following quantity
Mb(N) =
∑
x∈[0,N ]n∩Zn
δb(x),
where
δb(x) =

∏
1≤i≤n log pi if xi = p
ti
i , pi is prime, ti ∈ N (1 ≤ i ≤ n) and b(x) = 0,
0 otherwise .
Let Λ be the von Mangoldt function, where Λ(x) is log p if x is a power of a prime p and 0
otherwise. We use the notation e(x) to denote e2πix. We define
(1.2) T (b;α) =
∑
x∈[0,N ]n∩Zn
Λ(x) e(α · b(x)),
where
Λ(x) = Λ(x1) · · ·Λ(xn)
for x = (x1, . . . , xn) ∈ (Z≥0)
n. By the orthogonality relation, we have
(1.3) Mb(N) =
∑
x∈[0,N ]n∩Zn
δb(x) =
∫ 1
0
T (b;α) dα.
We obtain the following theorem by estimating the integral in (1.3).
Theorem 1.1. Let b(x) ∈ Z[x1, . . . , xn] be a polynomial of degree d. Then there exists a positive
number Ad dependent only on d such that the following holds. If h
⋆(b) > Ad, then there exist c > 0
and Cb such that
Mb(N) = CbN
n−d +O
(
Nn−d
(logN)c
)
.
In fact, we prove that Cb > 0 provided the equation b(x) = 0 has a non-singular solution in Z
×
p ,
the units of p-adic integers, for every prime p and the equation f(x) = 0, where f(x) is the degree
d portion of b(x), has a non-singular real zero in the interior of B0 = [0, 1]
n.
The following result is an immediate consequence of Theorem 1.1, which replaces the assumption
of large Birch rank in [3, Theorem 1] with large h-invariant for quadratic and cubic polynomials.
3Corollary 1.2. Let d = 2 or 3, and b(x) ∈ Z[x1, . . . , xn] be a polynomial of degree d. Then there
exists a positive number Ad dependent only on d such that the following holds. If h(b) > Ad, then
there exist c > 0 and Cb such that
Mb(N) = CbN
n−d +O
(
Nn−d
(logN)c
)
.
We establish Theorem 1.2 in a similar manner to [3], but we shall make use of the fact that the
representation (1.1) has enough linear terms. We also modify the method in [3] to better suit our
purposes, so that it is in terms of the h-invariant instead of the Birch rank.
Despite Theorem 1.1 and Corollary 1.2 being our primary goals in this paper, it is necessary for
us to work over a system of polynomials at times. Indeed, our strategy is to decompose a polynomial
into a sum of elements in a suitable system of polynomials, and then use methods which apply to
systems to deduce results of a single polynomial.
The organization of the rest of the paper is as follows. In Section 2, we prove some basic
properties of the h-invariant. A sufficiently large h⋆(b) allows us to massage our polynomial b(x)
into something amenable to the circle method, through a process called the ‘regularization’. We
collect results related to the regularization process in Section 3. In Section 4, we obtain results
from [16] based on Weyl differencing in terms of polynomials instead of forms as in [16]. We chose
to present the details in Section 4 to make certain dependency of the constants explicit, because
it plays an important role in our estimates. We then obtain the minor arc estimates in Section 5,
and the major arc estimates in Section 6.
Acknowledgments. We would like to thank D. Schindler and the anonymous referees for many
helpful comments. We would also like to thank the department of Pure Mathematics at University
of Waterloo for their support as portions of this work were completed while both of the authors
were there as graduate students.
2. Properties of the h-invariant
Let f = {f1, . . . , frd} ⊆ Q[x1, . . . , xn] be a system of forms of degree d > 1. We generalize the
definition of h-invariant for a single form, and define the h-invariant of f by
(2.1) h(f) = min
µ∈Qrd\{0}
h(µ1f1 + · · · + µrdfrd).
Given an invertible linear transformation T ∈ GLn(Q), let f ◦ T = {f1 ◦ T, . . . , frd ◦ T}. It follows
from the definition of the h-invariant that
h(f) = h(f ◦ T ).
Let b = (b1, . . . , brd) ⊆ Q[x1, . . . , xn] be a system of degree d polynomials. We let fr to be the
degree d portion of br (1 ≤ r ≤ rd), and define
(2.2) h(b) = h({fr : 1 ≤ r ≤ rd}).
It is known that large Birch rank implies large h-invariant, since we have
h(f) ≥ 21−dB(f)(2.3)
by [16, Lemma 16.1, (10.3), (17.1)].
We prove two basic lemmas regrading the properties of the h-invariant in this section. Let
f ∈ Q[x1, . . . , xn] be a form of degree d. For 1 ≤ i ≤ n, let f |xi=0 = f(x1, . . . , xi−1, 0, xi+1, . . . , xn) ∈
Q[x1, . . . , xn], which is either identically 0 or a form of degree d. Let h(f) = 0 if f is identically 0.
We prove the following simple lemma.
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Lemma 2.1. Let f ∈ Q[x1, . . . , xn] be a form of degree d > 1. Then for any 1 ≤ i ≤ n, we have
h(f)− 1 ≤ h(f |xi=0) ≤ h(f).
Proof. Without loss of generality, we consider the case i = 1. Let us write
(2.4) f(x1, . . . , xn) = x1g(x1, . . . , xn) + f(0, x2, . . . , xn).
Clearly, g(x) is either identically 0 or a form of degree d − 1. Let h = h(f) and h′ = h(f |x1=0).
By the definition of h-invariant, we can find rational forms Uj′ , Vj′ (1 ≤ j
′ ≤ h′) of positive degree
that satisfy
f(0, x2, . . . , xn) = U1V1 + · · ·+ Uh′Vh′ .
Note if h′ = 0, we assume the right hand side to be identically 0. By substituting the above
equation into (2.4), we obtain
f = x1g + U1V1 + · · ·+ Uh′Vh′ .
Because g(x) is either identically 0 or a form of degree d− 1, it follows that
h ≤ 1 + h′.
For the other inequality, let uj, vj (1 ≤ j ≤ h) be rational forms of positive degree that satisfy
(2.5) f = u1v1 + · · ·+ uhvh.
By substituting x1 = 0 into each form on both sides of the equation, it is clear that we obtain
h′ ≤ h. This completes the proof of the lemma. We add a remark that in the special case when f
satisfies
f = x1v1 + u2v2 + · · ·+ uhvh,
in other words when we have u1 = x1 in (2.5), we easily obtain h
′ = h− 1. 
The following is an immediate consequence of Lemma 2.1.
Lemma 2.2. Let f = {f1, . . . , frd} ⊆ Q[x1, . . . , xn] be a system of forms of degree d > 1. Suppose
h(f) > 1. Then for any 1 ≤ i ≤ n, we have
h(f) − 1 ≤ h(f |xi=0) ≤ h(f),
where f |xi=0 = {f1|xi=0, . . . , frd |xi=0}.
Let f(x) ∈ Q[x1, . . . , xn] be a form, and let h = h(f) and 0 < M ≤ h. Suppose we have
f = u1V1 + · · ·+ uMVM + UM+1VM+1 + · · · + UhVh,
where each ui is a linear rational form (1 ≤ i ≤ M), and each Ui′ and Vj are rational forms of
positive degree (M + 1 ≤ i′ ≤ h, 1 ≤ j ≤ h). It can be easily verified that the linear forms
u1, . . . , uM are linearly independent over Q. Then by considering the reduced row echelon form of
the matrix formed by the coefficients of u1, . . . , uM , and relabeling the variables if necessary, we
may suppose without loss of generality that
(2.6) f = (x1 + ℓ1)v1 + · · ·+ (xM + ℓM )vM + uM+1vM+1 + · · · + uhvh,
where each ℓi is a linear form in Q[xM+1, . . . , xn] (1 ≤ i ≤ M), and each ui′ and vj are rational
forms of positive degree (M + 1 ≤ i′ ≤ h, 1 ≤ j ≤ h). We then define gM ∈ Q[x1, . . . , xn] in the
following manner,
f(x1, x2, . . . , xn) = gM (x1, . . . , xn) + f(−ℓ1, . . . ,−ℓM , xM+1, . . . , xn).(2.7)
We note that there is no ambiguity for defining the polynomial
f(−ℓ1, . . . ,−ℓM , xM+1, . . . , xn) ∈ Q[xM+1, . . . , xn]
obtained by substitution, because each ℓi ∈ Q[xM+1, . . . , xn] (1 ≤ i ≤M). It is also clear that
(2.8) g(−ℓ1, . . . ,−ℓM , xM+1, . . . , xn) = 0.
5Lemma 2.3. Let 1 ≤M ≤ h. Suppose a degree d form f(x) ∈ Q[x1, . . . , xn] satisfies (2.6). Define
gM (x) as in (2.7). Then we have
h(gM ) ≥M and h(f(−ℓ1,−ℓ2, . . . ,−ℓM , xM+1, . . . , xn)) = h−M.
Proof. Since the linear forms (x1− ℓ1), . . . , (xM − ℓM) are linearly independent over Q, we can find
A ∈ GLn(Q) such that 
x1 − ℓ1
...
xM − ℓM
xM+1
...
xn

= A ◦
 x1...
xn
 .
Let
f˜(x) = f(A ◦ x).
We then have
f˜(A−1 ◦ x) = f(x),
and also that h(f˜) = h(f˜ ◦ A−1) = h(f) = h. Because f(x) satisfies (2.6), it follows that f˜(x)
satisfies
f˜ = x1V1 + · · ·+ xMVM + UM+1VM+1 + · · · + UhVh,
where each Ui and Vj are rational forms of positive degree (M + 1 ≤ i ≤ h, 1 ≤ j ≤ h).
Recall each ℓi is a linear form in Q[xM+1, . . . , xn] (1 ≤ i ≤M). Clearly, we have
f˜(0, . . . , 0, xM+1, . . . , xn) = f(A ◦ (0, . . . , 0, xM+1, . . . , xn))
= f(−ℓ1,−ℓ2, . . . ,−ℓM , xM+1, . . . , xn).
Then we can deduce from Lemma 2.1 (see the remark at the end of the proof of Lemma 2.1) that
h(f(−ℓ1,−ℓ2, . . . ,−ℓM , xM+1, . . . , xn)) = h(f˜ (0, . . . , 0, xM+1, . . . , xn)) = h−M.
It then follows easily from the fact that h(f) = h, the definition of h-invariant, and (2.7), that
h(gM ) ≥M,
for otherwise we obtain a contradiction. 
3. Regularization lemmas
In this section, we collect results from [3] and [16] related to regular systems (see Definition 3.1)
and the regularization process (Proposition 3.5), which played an important role in [3] to obtain the
minor arc estimate. Throughout this section we use the following notation. Let d, n > 1, and let f
be a system of forms in Q[x1, . . . , xn] of degree less than or equal to d. We denote f = (f
(d), . . . , f(1)),
where f(i) is the subsystem of all forms of degree i in f (1 ≤ i ≤ d). We label the elements of f(i) by
f (i) = {f
(i)
1 , . . . , f
(i)
ri },
where ri = |f
(i)|, the number of elements in f (i).
We shall call a system of polynomials regular if it has at most the expected number of integer
solutions, which we define formally below.
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Definition 3.1. Let d > 1. Let ψ = (ψ(d), . . . ,ψ(1)) be a system of polynomials in Q[x1, . . . , xn],
where ψ(i) is the subsystem of all polynomials of degree i in ψ (1 ≤ i ≤ d). We denote Vψ,0(Z) to
be the set of solutions in Zn of the equations
ψ
(i)
j (x) = 0 (1 ≤ i ≤ d, 1 ≤ j ≤ |ψ
(i)|),
which we denote by ψ(x) = 0. Let ri = |ψ
(i)| (1 ≤ i ≤ d), and let Dψ =
∑d
i=1 iri. We say the
system ψ is regular if
|Vψ,0(Z) ∩ [−N,N ]
n| ≪ Nn−Dψ .
Similarly as above we also define Vψ,0(R) to be the set of solutions in R
n of the equations
ψ(x) = 0.
The following is one of the main results of [16] which provides a sufficient condition for a system
of polynomials to be regular.
Theorem 3.2 (Schmidt, [16]). Let d > 1. Let ψ = (ψ(d), . . . ,ψ(2)) be a system of rational
polynomials with notation as in Definition 3.1, and also let f (i) be the system of degree i portion of
the polynomials ψ(i) (2 ≤ i ≤ d). We denote ri = |ψ
(i)| = |f (i)| (2 ≤ i ≤ d), and Rψ =
∑d
i=2 ri. If
we have
h(f (i)) ≥ d 24i(i!)riRψ (2 ≤ i ≤ d),
then the system ψ is regular.
Let us denote
(3.1) ρd,i(t) = d 2
4i(i!)t2 (2 ≤ i ≤ d)
so that for each 2 ≤ i ≤ d, we have ρd,i(t) is an increasing function, and
ρd,i(Rψ) ≥ d 2
4i(i!)riRψ.
Note Theorem 3.2 is regarding a system of polynomials that does not contain any linear poly-
nomials. We prove Corollary 3.3 for systems that contain linear forms as well. Note the content of
the following Corollary 3.3 is essentially [3, Corollary 3].
Corollary 3.3. Let d > 1. Let ψ = (ψ(d), . . . ,ψ(1)) be a system of rational polynomials with
notation as in Definition 3.1. Suppose ψ(1) only contains linear forms and that they are linearly
independent over Q. We also let f (i) be the system of degree i portion of the polynomials ψ(i) (1 ≤
i ≤ d). We denote ri = |ψ
(i)| = |f (i)| (1 ≤ i ≤ d), and Rψ =
∑d
i=1 ri. For each 2 ≤ i ≤ d, let
ρd,i(·) be as in (3.1). If we have
h(f (i)) ≥ ρd,i(Rψ − r1) + r1 (2 ≤ i ≤ d),
then the system ψ is regular.
Proof. We have ψ(1) = f (1) = {f
(1)
1 , . . . , f
(1)
r1 }. Let
f
(1)
i = ai1x1 + · · ·+ ainxn (1 ≤ i ≤ r1),
and denote the coefficient matrix of these linear forms to be A = [aij ]1≤i≤r1,1≤j≤n. Let ej be the
j-th standard basis of Rn (1 ≤ j ≤ n). Since the linear forms f
(1)
1 , . . . , f
(1)
r1 are linearly independent
over Q, we can find an invertible linear transformation T ∈ GLn(Q), where every entry of the
matrix is in Z, such that (f
(1)
i ◦ T
−1)(x) = mn−i+1xn−i+1, where mn−i+1 ∈ Q\{0} (1 ≤ i ≤ r1).
For simplicity, let us denote x′ = (xn−r1+1, . . . , xn). Let
Y = Vf (1),0(R) = {x ∈ R
n : f (1)(x) = 0} = {x ∈ Rn : A ◦ x = 0} = Ker(A),
7which is a subspace of codimension r1. Since T (Y ) = Ker(A ◦ T
−1), it follows from our choice of
T ∈ GLn(Q) that
T (Y ) = Re1 + · · ·+ Ren−r1 .
We also know there exit c′, C ′ > 0 such that
[−c′N, c′N ]n ⊆ T ([−N,N ]n) ⊆ [−C ′N,C ′N ]n.
Define ψ′ = (ψ′(d), . . . ,ψ′(1)) = ψ ◦ T−1, and let f ′(i) be the system of degree i portion of the
polynomials ψ′(i) (1 ≤ i ≤ d). We then have f ′(i) = f (i) ◦ T−1. We can also verify that Vψ′,0(R) =
T (Vψ,0(R)). Therefore, we obtain
T (Vψ,0(R) ∩ [−N,N ]
n) ⊆ Vψ′,0(R) ∩ [−C
′N,C ′N ]n,
and since every entry of the matrix T ∈ GLn(Q) is in Z, it follows that
|Vψ,0(Z) ∩ [−N,N ]
n| ≤ |Vψ′,0(Z) ∩ [−C
′N,C ′N ]n|.(3.2)
Let ψ′′ = (ψ′(d)|x′=0, . . . ,ψ
′(2)|x′=0). Since ψ
′(1) = 0 is equivalent to x′ = 0, we have
(3.3) |Vψ′,0(Z) ∩ [−C
′N,C ′N ]n| = |Vψ′′,0(Z) ∩ [−C
′N,C ′N ]n−r1 |.
Since the degree i portion of ψ′(i)|x′=0 is f
′(i)|x′=0 for each 2 ≤ i ≤ d, we have by Lemma 2.2
that
h(f ′
(i)
|x′=0) ≥ h(f
′(i))− r1 = h(f
(i))− r1 ≥ ρd,i(Rψ − r1).
Thus, it follows by Theorem 3.2 that
(3.4) |Vψ′′,0(Z) ∩ [−C
′N,C ′N ]n−r1 | ≪ N (n−r1)−
∑d
i=2 iri .
Therefore, we obtain from (3.2), (3.3), and (3.4) that
|Vψ,0(Z) ∩ [−N,N ]
n| ≪ Nn−
∑d
i=1 iri .

Given g = {g1, . . . , grd} ⊆ Q[x1, . . . , xn], a system of forms of degree d, and a partition of
variables x = (y, z), we denote g to be the system obtained by removing all the forms of g that
depend only on the z variables. Clearly, if we have the trivial partition x = (y, z), where z = ∅,
then g = g. For a form g(x) over Q, we define h(g; z) to be the smallest number h0 such that g(x)
can be expressed as
g(x) = g(y, z) =
h0∑
i=1
uivi + w0(z),
where ui, vi are rational forms of positive degree (1 ≤ i ≤ h0), and w0(z) is a rational form only in
the z variables. We also define h(g; z) to be
h(g; z) = min
λ∈Qrd\{0}
h(λ1g1 + · · ·+ λrdgrd ; z).
If we have the trivial partition, then clearly we have h(g; ∅) = h(g). We have the following lemma.
Lemma 3.4 (Lemma 2, [3]). Let g = {g1, . . . , grd} ⊆ Q[x1, . . . , xn] be a system of forms of degree
d, and suppose we have a partition of variables x = (y, z). Let y′ be a distinct set of variables with
the same number of variables as y. Then we have
h(g(y, z),g(y′ , z); z) = h(g; z).
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Given a system of forms which may not be regular, we want to obtain a regular system in a
controlled manner. The process in the following proposition is referred to as the regularization of
systems in [3], and it is a crucial component of their method. Given a system of rational forms f,
via the regularization process we obtain another system R(f) which is regular, the number of forms
it contains is controlled, and its level sets partition the level sets of f. We remark that condition
(3) of Proposition 3.5, with a suitable choice of F , together with Corollary 3.3 implies that the
resulting system is regular.
Proposition 3.5 (Propositions 1 and 1’, [3]). Let d > 1, and let F be any collection of non-
decreasing functions Fi : Z≥0 → Z≥0 (2 ≤ i ≤ d). For a collection of non-negative integers
r1, . . . , rd, there exist constants
C1(r1, . . . , rd,F), . . . , Cd(r1, . . . , rd,F)
such that the following holds.
Given a system of integral forms f = (f (d), . . . , f (1)) ⊆ Z[x1, . . . , xn], where each f
(i) is a sys-
tem of ri forms of degree i (1 ≤ i ≤ d), and a partition of variables x = (y, z), there exists a
system of forms R(f) = (a(d), . . . ,a(1)) satisfying the following. Let r′i = |a
(i)| (1 ≤ i ≤ d), and
R′ = r′1 + · · ·+ r
′
d.
(1) Each form of the system f can be written as a rational polynomial expression in the forms of
the system R(f). In particular, the level sets of R(f) partition those of f .
(2) For each 1 ≤ i ≤ d, r′i is at most Ci(r1, . . . , rd,F).
(3) The subsystem (a(d), . . . ,a(2)) satisfies h(a(i)) ≥ Fi(R
′) for each 2 ≤ i ≤ d. Moreover, the
linear forms of subsystem a(1) are linearly independent over Q.
(4) Let a(i) be the system obtained by removing from a(i) all forms that depend only on the z
variables (2 ≤ i ≤ d). Then the subsystem (a(d), . . . ,a(2)) satisfies h(a(i); z) ≥ Fi(R
′) for each
2 ≤ i ≤ d.
We will be utilizing this proposition in Section 5 to obtain the minor arc estimate.
4. Technical Estimates
In this section, we provide results from [16] related to Weyl differencing that are necessary in
obtaining estimates for the singular series in Section 6.1. The work here is similar to that of [16],
which is in terms of forms instead of polynomials as in this section. It is stated in [16] with some
explanation that similar results for polynomials also follow, but the details are not shown. We chose
to present the necessary details in order to make certain dependency of the constants explicit, which
are crucial in our estimates. Let us denote B1 = [−1, 1]
n. We shall refer to B ⊆ Rn as a box, if B
is of the form
B = I1 × · · · × In,
where each Ij is a closed or open or half open/closed interval (1 ≤ j ≤ n). Given a function G(x),
we define
Γd,G(x1, . . . ,xd) =
1∑
t1=0
· · ·
1∑
td=0
(−1)t1+···+td G(t1x1 + · · ·+ tdxd).
Then it follows that Γd,G is symmetric in its d arguments, and that Γd,G(x1, . . . ,xd−1,0) = 0 [16,
Section 11]. It is clear from the definition that Γd,G + Γd,G′ = Γd,G+G′ . We also have that if G is a
form of degree j, where d > j > 0, then Γd,G = 0 [16, Lemma 11.2].
9For α ∈ R, let ‖α‖ denote the distance from α to the closest integer. Given α = (α1, . . . , αn) ∈
Rn, we let
‖α‖ = max
1≤i≤n
‖αi‖.
Lemma 4.1. [16, Lemma 13.1] Suppose G(x) = G(0) + G(1)(x) + · · · + G(d)(x), where G(j) is a
form of degree j with real coefficients (1 ≤ j ≤ d), and G(0) ∈ R. Let B be a box with sides ≤ 1,
let P > 1, and put
S′ = S′(G,P,B) =
∑
x∈PB∩Zn
e(G(x)).
Let e1, . . . , en be the standard basis vectors of R
n. Then for any ε > 0, we have
|S′|2
d−1
≪ P (2
d−1−d)n+ε
∑( n∏
i=1
min(P, ‖Γd,G(d)(x1, . . . ,xd−1, ei)‖
−1)
)
,
where the sum
∑
is over (d − 1)-tuples of integer points x1, . . . ,xd−1 in PB1, and the implicit
constant in ≪ depends only on n, d, and ε.
Lemma 4.2. [16, Lemma 14.2] Make all the assumptions of Lemma 4.1. Suppose further that
|S′| ≥ Pn−Q
where Q > 0. Let 0 < η ≤ 1. Then the number N(η) of integral (d− 1)-tuples
x1, . . . ,xd−1 ∈ P
ηB1
with
‖Γd,G(d)(x1, . . . ,xd−1, ei)‖ < P
−d+(d−1)η (i = 1, . . . , n)
satisfies
N(η)≫ Pn(d−1)η−2
d−1Q−ε,
where the implicit constant in ≫ depends only on n, d, η, and ε.
Let ψ = {ψ1, . . . , ψrd} be a system of rational polynomials of degree d. Let f = {f1, . . . , frd} be
the system of forms, where fi is the degree d portion of ψi (1 ≤ i ≤ rd). We define the following
exponential sum associated to ψ and B,
(4.1) S(α) = S(ψ,B;α) =
∑
x∈PB∩Zn
e(α · ψ(x)).
Let e1, . . . , en be the standard basis vectors of C
n. We define Md = Md(f ) to be the set of
(d− 1)-tuples (x1, . . . ,xd−1) ∈ (C
n)d−1 for which the matrix
[mij ] = [Γd,fj (x1, . . . ,xd−1, ei)] (1 ≤ j ≤ rd, 1 ≤ i ≤ n)
has rank strictly less than rd. For R > 0, we denote zR(Md) to be the number of integer points
(x1, . . . ,xd−1) on Md such that
max
1≤i≤d−1
max
1≤j≤n
|xij | ≤ R,
where xi = (xi1, . . . , xin) (1 ≤ i ≤ d− 1).
Let P > 1, Q > 0, and ε > 0 be given, and suppose that d > 1. We then have:
Lemma 4.3. [16, Lemma 15.1] Given a box B with sides ≤ 1, define the sum S(α) associated with
ψ and B as in (4.1). Given 0 < η ≤ 1, one of the following three alternatives must hold:
(i) |S(α)| ≤ Pn−Q.
(ii) there exists n0 ∈ N such that
n0 ≪ P
rd(d−1)η and ‖n0α‖ ≪ P
−d+rd(d−1)η .
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(iii) zR(Md)≫ R
(d−1)n−2d−1(Q/η)−ε holds with R = P η.
All implicit constants depend at most on n, d, rd, η, ε and f .
Proof. Take α ∈ Rrd . Let α ·ψ(x) = G(0) +G(1)(x) + · · ·+G(d)(x), where G(j) is a form of degree
j (1 ≤ j ≤ d), and G(0) ∈ R. Suppose (i) fails, then we may apply Lemma 4.2. The number N(η)
of integral (d− 1)-tuples x1, . . . , xd−1 in P
ηB1 with
(4.2) ‖Γd,G(d)(x1, . . . ,xd−1, ei)‖ < P
−d+(d−1)η (i = 1, . . . , n)
satisfies
N(η)≫ Rn(d−1)−2
d−1(Q/η)−ε,
where R = P η, and the implicit constant in ≫ depends only on n, d, η, and ε.
Recall ψ = {ψ1, . . . , ψrd}. Given x1, . . . , xd−1 as above, we form the matrix
[mij ]x1,...,xd−1 = [Γd,ψj (x1, . . . ,xd−1, ei)] (1 ≤ i ≤ n, 1 ≤ j ≤ rd).
Recall fj is the degree d portion of ψj (1 ≤ j ≤ rd), and f = {f1, . . . , frd}. Since each ψj is of
degree d, it follows that Γd,ψj = Γd,fj (1 ≤ j ≤ rd). It is also clear that G
(d)(x) = α · f(x). Now
if this matrix [mij]x1,...,xd−1 has rank less than rd for each of the (d − 1)-tuples counted by N(η),
then by the definition of zR(Md) we have that
zR(Md) ≥ N(η)≫ R
n(d−1)−2d−1(Q/η)−ε,
where again the implicit constant in ≫ depends only on n, d, η, and ε. Thus we have (iii) in this
case. Hence, we may suppose that at least one of these matrices, which we denote by [mij], has rank
rd. Without loss of generality, suppose the submatrix M0 formed by taking the first rd columns of
[mij ] has rank rd. Let n0 = det(M0).
It follows from the definition of Γd,fj that every monomial occurring in Γd,fj(x1, . . . ,xd) has some
component of xi as a factor for each 1 ≤ i ≤ d [16, Proof of Lemma 11.2]. Also, the maximum
absolute value of all coefficients of Γd,fj is bounded by a constant dependent only on d and the
coefficients of fj [16, Lemma 11.3]. Therefore, by the construction of [mij ] we have
mij ≪ R
d−1,
and hence
n0 ≪ R
rd(d−1) = P rd(d−1)η ,
where the implicit constants in ≪ depend only on rd and f .
We have
Γd,G(d) =
rd∑
j=1
Γd,αjfj =
rd∑
j=1
αjΓd,fj .
Hence, from (4.2) we may write
rd∑
j=1
αjmij = ci + βi (1 ≤ i ≤ n),
where the ci are integers and the βi are real numbers bounded by the right hand side of (4.2). Let
u1, . . . , urd be the solution of the system of linear equations
(4.3)
rd∑
j=1
ujmij = n0ci (1 ≤ i ≤ rd).
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Then
(4.4)
rd∑
j=1
(n0αj − uj)mij = n0βi (1 ≤ i ≤ rd).
By applying Crame´r’s rule to (4.3), it follows that the uj are integers. Also, by applying Crame´r’s
rule to (4.4), we obtain that
‖n0αj‖ ≤ |n0αj − uj | ≪ R
(d−1)(rd−1)P−d+(d−1)η = P−d+(d−1)rdη,(4.5)
where the implicit constant in ≪ depends only on rd and f . This completes the proof of Lemma
4.3 
We define gd(f) to be the largest real number such that
(4.6) zP (Md)≪ P
n(d−1)−gd(f)+ε
holds for each ε > 0. It was proved in [16, pp. 280, Corollary] that
(4.7) h(f) <
d!
(log 2)d
(gd(f) + (d− 1)rd(rd − 1)) .
Let
γd =
2d−1(d− 1)rd
gd(f)
when gd(f) > 0. We let γd = +∞ if gd(f) = 0. We also define
(4.8) γ′d =
2d−1
gd(f)
=
γd
(d− 1)rd
.
Corollary 4.4. [16, pp.276, Corollary] Given a box B with sides ≤ 1, we define the sum S(α)
associated with ψ and B as in (4.1). Suppose ε′ > 0 is sufficiently small and Q > 0 satisfies
Qγ′d < 1.
Then one of the following alternatives must hold:
(i) |S(α)| ≤ Pn−Q.
(ii) there exists n0 ∈ N such that
n0 ≪ P
Qγd+ε
′
and ‖n0α‖ ≪ P
−d+Qγd+ε
′
,
where the implicit constants in ≪ depend only on n, d, rd, ε
′, Q and f .
Note the fact that the implicit constant depends on f , but not on other lower order terms of ψ
is an important feature which we make use of in Section 6.1.
Proof. Since Qγ′d < 1, we can choose ε1 > 0 sufficiently small so that η = Qγ
′
d + ε1 satisfies
0 < η ≤ 1. Also with this choice of η, we have
2d−1Q
η
=
2d−1Q
Qγ′d + ε1
=
gd(f)
1 + ε1gd(f)/(2d−1Q)
< gd(f).
Then choose ε0 > 0 such that 2
d−1Q/η + ε0 < gd(f). By the definition of gd(f) we have
zR(Md)≪ R
n(d−1)−2d−1Q/η−ε0 .
Thus in this case we see that the statement (iii) in Lemma 4.3 can not occur with 0 < ε < ε0. Also
the equation η = Qγ′d + ε1 implies
rd(d− 1)η = Qγd + rd(d− 1)ε1.
Therefore, from Lemma 4.3 (applying it with 0 < ε < ε0) we obtain our result with ε
′ = rd(d −
1)ε1. 
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For the rest of this section, we assume ψ to be a system of integral polynomials of degree d.
When the polynomials ψ in question are over Z, we consider the following.
Hypothesis (⋆). Let B be a box in Rn. For any ∆ > 0, there exists P1 = P1(f ,Ω,∆,B) such
that for P > P1, each α ∈ T
rd satisfies at least one of the following two alternatives. Either
(i) |S(α)| ≤ Pn−∆Ω, or
(ii) there exists q = q(α) ∈ N such that
q ≤ P∆ and ‖qα‖ ≤ P−d+∆.
We will say that the restricted Hypothesis (⋆) holds if the above condition holds for each ∆ in
0 < ∆ ≤ 1.
The important thing to note here is that the lower bound for P in Hypothesis (⋆) only depends
on f , and not on ψ. In other words, only the highest degree portion of the polynomials ψ play a
role in this estimate.
Proposition 4.5. [16, Proposition II0] Given a box B with sides ≤ 1, Hypothesis (⋆) is true for
any Ω in
(4.9) 0 < Ω <
gd(f)
2d−1(d− 1)rd
.
Proof. It follows from (4.9) that Ωγd < 1. We set Q = ∆Ω, and let ε > 0 be sufficiently small so
that Qγd + ε < ∆. First, we suppose ∆ ≤ (d− 1)rd. In this case, it follows that Qγ
′
d < 1. Thus it
follows from Corollary 4.4 that there exists P0 = P0(f ,Ω,∆) such that whenever P > P0, either
(i) |S(α)| ≤ Pn−∆Ω, or
(ii) there exists q ∈ N such that
q ≤ P∆ and ‖qα‖ ≤ P−d+∆.
On the other hand, if ∆ > (d− 1)rd, then the case (ii) above is always true by Dirichlet’s Theorem
on Diophantine approximation. 
For each q ∈ N, we denote Uq as the group of units in Z/qZ. Given m ∈ U
rd
q , we define
(4.10) E(q−1m) = E(ψ, q; q−1m) = q−n
∑
x (mod q)
e(q−1 m ·ψ(x)).
Lemma 4.6. [16, Lemma 7.1] Suppose Ω satisfies (4.9). Then for 0 < Q < Ω, we have
(4.11) |E(q−1m)| ≪ q−Q,
where the implicit constant in ≪ depends only on f , Q and Ω.
Again the fact that the implicit constant depends on f , but not on other lower order terms of ψ
becomes crucial when we apply this lemma in Section 6.1.
Proof. Since E(q−1m) = q−nS(α) with α = q−1m, P = q and B = [0, 1)rd , and with our choice of
Ω we know that Hypothesis (⋆) is satisfied by Proposition 4.5. Thus we apply it with ∆ = Q/Ω < 1.
Let q be sufficiently large, and suppose we are in case (ii) of Hypothesis (⋆). Then we know there
exists q0 ≤ q
∆ < q (when q 6= 1) with
‖q0q
−1m‖ ≤ q−d+∆ < q−1.
Since (m, q) = 1, this is not possible. Therefore, we must have case (i) of Hypothesis (⋆), which is
precisely the inequality (4.11). 
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5. Hardy-Littlewood Circle Method: Minor Arcs
For each q ∈ N, recall we let Uq be the group of units in Z/qZ. When q = 1 we let U1 = {0}.
Let us denote T = R/Z. For a given value of C > 0 and an integer 1 ≤ q ≤ (logN)C , we define the
major arc
Mm,q(C) = {α ∈ T : ‖α−m/q‖ ≤ N
−d(logN)C}
for each m ∈ Uq. Recall ‖β‖ is the distance from β ∈ R to the nearest integer, which induces a
metric on T via d(α, β) = ‖α− β‖. These arcs are disjoint for N sufficiently large, and we define
M(C) =
⋃
q≤(logN)C
⋃
m∈Uq
Mm,q(C).
We then define the minor arcs to be
m(C) = T\M(C).
We obtain the following bound on the minor arcs in this section.
Proposition 5.1. Let b(x) ∈ Z[x1, . . . , xn] be a polynomial of degree d. Let T (b;α) be defined as
in (1.2). Then there exists a positive number Ad dependent only on d such that the following holds.
Suppose b(x) satisfies h⋆(fb) > Ad. Then, given any c > 0, there exists C > 0 such that∫
m(C)
T (b;α) dα≪
Nn−d
(logN)c
.
The proposition is achieved by splitting the exponential sum T (b;α) over certain level sets based
on a decomposition of the polynomial b(x). Thus before we get into the proof of Proposition 5.1 we
first establish this decomposition in six steps, where the resulting decomposition is given in (5.15).
For simplicity, we let f(x) be the degree d portion of b(x) for the remainder of the paper. We let
h = h(f), and let 0 < M < h⋆(f) ≤ h to be chosen later.
Step 1: Decomposition of the variables. As explained in the paragraph before (2.6), by
relabeling the variables if necessary we have
f = (x1 + ℓ1)v
′
1 + · · ·+ (xM + ℓM )v
′
M + u
′
M+1v
′
M+1 + · · · + u
′
hv
′
h,
where each ℓi is a linear form in Q[xM+1, . . . , xn] (1 ≤ i ≤M), and each u
′
i′ and v
′
j are rational forms
of positive degree (M + 1 ≤ i′ ≤ h, 1 ≤ j ≤ h). We can then find a monomial xi1xi2 · · · xid , where
M < i1 ≤ i2 ≤ · · · ≤ id, of f with a non-zero coefficient. This is the case, for otherwise it means
that every monomial of f is divisible by one of x1, . . . , xM , and consequently that h = h(f) ≤M ,
which is a contradiction. We denote the distinct variables of {xi1 , xi2 , . . . , xid} ⊆ {xM+1, . . . , xn} by
{w1, . . . , wK}, and let w = (w1, . . . , wK). Clearly, we have K ≤ d. We selected these K variables
for the purpose of applying Weyl differencing later. We also label y = (x1, . . . , xM ) = (y1, . . . , yM )
for notational convenience, let z = {xM+1, . . . , xn}\w, and denote z = (z1, . . . , zn−M−K). We note
that each ℓi is a rational linear form only in the w and the z variables (1 ≤ i ≤ h).
Step 2: Decomposition of f(x). We define gM with respect to f as in (2.7). By Lemma 2.3,
we have
(5.1) f(x) = f(w,y, z) = gM (w,y, z) + f(w, (−ℓ1, . . . ,−ℓM ), z),
where
(5.2) h(gM (w,y, z)) ≥M and h(f(w, (−ℓ1, . . . ,−ℓM ), z)) = h−M.
We then have
(5.3) f(0,y, z) = gM (0,y, z) + f(0, (−ℓ1|w=0, . . . ,−ℓM |w=0), z).
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Let us denote
fM(z) = f(0, (−ℓ1|w=0, . . . ,−ℓM |w=0), z).
Consequently, we obtain from Lemma 2.1 and (5.2) that
(5.4) h(gM (0,y, z)) ≥M −K ≥M − d,
and
(5.5) h(fM (z)) ≥ h−M −K ≥ h−M − d.
Step 3: Decomposition of b(x) with respect to w, y, and z. Let
bM (z) = b(0, (−ℓ1|w=0, . . . ,−ℓM |w=0), z).
It is clear that the degree d portion of the polynomial b(0,y,0) is gM (0,y,0). Let use denote
b(0,y, z) − bM (z)(5.6)
=
d−1∑
j=1
∑
1≤t1≤···≤tj≤M
(
d−j∑
k=0
Ψ
(k)
t1,...,tj
(z)
)
yt1 · · · ytj +
(
d∑
k=1
Ψ
(k)
∅ (z)
)
+ gM (0,y,0),
where Ψ
(k)
t1,...,tj
(z) and Ψ
(k)
∅ (z) are forms of degree k. With these notations, we have the following
decomposition,
b(w,y, z)(5.7)
= b(w,0,0) +
d−1∑
j=1
∑
1≤i1≤···≤ij≤K
(
d−j∑
k=1
Φ
(k)
i1,...,ij
(y, z)
)
wi1 · · ·wij
+
d−1∑
j=1
∑
1≤t1≤···≤tj≤M
(
d−j∑
k=0
Ψ
(k)
t1,...,tj
(z)
)
yt1 · · · ytj +
(
d∑
k=1
Ψ
(k)
∅ (z)
)
+ gM (0,y,0)
+ bM (z)− b(0,0,0),
which we describe below. We note that Φ
(k)
i1,...,ij
(y, z) are forms of degree k. The above decomposi-
tion establishes the following. The term
b(w,0,0) +
d−1∑
j=1
∑
1≤i1≤···≤ij≤K
(
d−j∑
k=1
Φ
(k)
i1,...,ij
(y, z)
)
wi1 · · ·wij
consists of all the monomials of b(x), which involve any variables of w. Consequently, we have
b(0,y, z) =
d−1∑
j=1
∑
1≤t1≤···≤tj≤M
(
d−j∑
k=0
Ψ
(k)
t1,...,tj
(z)
)
yt1 · · · ytj +
(
d∑
k=1
Ψ
(k)
∅ (z)
)
+ gM (0,y,0)
+ bM (z),
and the degree d portion of b(0,y, z) = f(0,y, z). Clearly, the degree d portion of bM (z) is
fM(z) = f(0, (−ℓ1|w=0, . . . ,−ℓM |w=0), z).
It then follows from (5.3) and (5.6) that the degree d portion of
d−1∑
j=1
∑
1≤t1≤···≤tj≤M
(
d−j∑
k=0
Ψ
(k)
t1,...,tj
(z)
)
yt1 · · · ytj +
(
d∑
k=1
Ψ
(k)
∅ (z)
)
+ gM (0,y,0)
is
gM (0,y, z) =
d−1∑
j=1
∑
1≤t1≤···≤tj≤M
Ψ
(d−j)
t1,...,tj
(z) yt1 · · · ytj +Ψ
(d)
∅ (z) + gM (0,y,0).
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We also know from (5.3) that gM (0, (−ℓ1|w=0, . . . ,−ℓM |w=0), z) = 0, and consequently,
Ψ
(d)
∅ (z) =
− d−1∑
j=1
∑
1≤t1≤···≤tj≤M
Ψ
(d−j)
t1,...,tj
(z) yt1 · · · ytj
∣∣∣∣∣∣
yi=−ℓi|w=0 (1≤i≤M)
− gM (0, (−ℓ1|w=0, . . . ,−ℓM |w=0),0).
In other words, Ψ
(d)
∅ (z) can be expressed as a rational polynomial in the forms {Ψ
(d−j)
t1,...,tj
(z) : 1 ≤
j ≤ d− 1, 1 ≤ t1 ≤ · · · ≤ tj ≤M} ∪ {ℓi|w=0 : 1 ≤ i ≤M}.
Step 4: Regularization of systems Φ and Ψ. We denote by Φ = {Φ
(k)
i1,...,ij
: 1 ≤ j ≤ d −
1, 1 ≤ i1 ≤ · · · ≤ ij ≤ K, 1 ≤ k ≤ d − j}. Note every polynomial of Φ has degree strictly less
than d, and involves only the y and the z variables. Clearly, we have |Φ| ≤ d2Kd ≤ dd+2. We
apply Proposition 3.5 to the system Φ with respect to the functions F = {F2, . . . ,Fd−1}, where
Fi(t) = ρd,i(2 + 2t) + 2t for 2 ≤ i ≤ d − 1, and obtain R(Φ) = (a
(d−1), . . . ,a(1)). For each form
a
(s)
i ∈ a
(s) (1 ≤ s ≤ d− 1, 1 ≤ i ≤ |a(s)|), we write
(5.8) a
(s)
i (y, z) =
s∑
k=0
∑
1≤i1≤···≤ik≤M
Ψ˜
(s−k)
s:i:i1,...,ik
(z)yi1 · · · yik ,
where each Ψ˜
(s−k)
s:i:i1,...,ik
(z) is a form of degree s − k. Thus each form a
(s)
i introduces at most (s +
1)M s ≤ dMd forms in z. Also for each 1 ≤ i ≤ d− 1, we denote a(i) to be the system obtained by
removing all forms that depend only on the z variables from a(i). Let R(Φ) = (a(d−1), . . . ,a(1)),
R2 =
∑d−1
i=1 |a
(i)|, and D2 =
∑d−1
i=1 i |a
(i)|. By relabeling if necessary, we denote the elements of
a(s) by a(s) = {a
(s)
i : 1 ≤ i ≤ |a
(s)|} for each 1 ≤ s ≤ d− 1.
Let
Ψ = {Ψ
(k)
t1,...,tj
(z) : 1 ≤ j ≤ d− 1, 1 ≤ t1 ≤ · · · ≤ tj ≤M, 0 ≤ k ≤ d− j}
∪ {Ψ
(k)
∅ (z) : 1 ≤ k < d}
∪ {ℓi|w=0 : 1 ≤ i ≤M}
∪ {Ψ˜
(s−k)
s:i:i1,...,ik
(z) : 1 ≤ s ≤ d− 1, 1 ≤ i ≤ |a(s)|, 1 ≤ k ≤ s, 1 ≤ i1 ≤ · · · ≤ ik ≤M}.
In other words, Ψ is the collection of ℓi|w=0, and all Ψ
(k)
t1,...,tj
(z), Ψ˜
(s−k)
s:i:i1,...,ik
(z), and Ψ
(k)
∅ (z) except
Ψ
(d)
∅ (z). In particular, every polynomial of Ψ has degree strictly less than d. We can see that
|Ψ| ≤ d2Md + d+M + |R(Φ)|dMd.
We let R(Ψ) be a regularization of Ψ with respect to the functions F = {F2, . . . ,Fd−1}, where
again Fi(t) = ρd,i(2 + 2t) + 2t for 2 ≤ i ≤ d − 1. Let us denote R(Ψ) = (v
(d−1), . . . ,v(1)),
R1 =
∑d−1
i=1 |v
(i)|, and D1 =
∑d−1
i=1 i |v
(i)|.
Let R(i)(Φ), Φ(i), and R(i)(Ψ) denote the degree i forms of R(Φ), Φ, and R(Ψ), respectively.
From Proposition 3.5, we know that each |R(i)(Φ)| = |a(i)| (1 ≤ i ≤ d − 1), and consequently R2,
is bounded by some constant dependent only on F , and |Φ(d−1)|, . . . , |Φ(1)|. Thus we see that R2
is bounded by a constant dependent only on d. We set
M = ρd,d(2 + 2R2) + 2R2 + d,
and note that M is bounded by a constant dependent only on d. By Proposition 3.5 again, we have
that each |R(i)(Ψ)| = |v(i)| (1 ≤ i ≤ d − 1), and consequently R1, is bounded by some constant
dependent only on d, F , M , and |Φ(d−1)|, . . . , |Φ(1)|. Thus R1 is bounded by a constant dependent
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only on d as well.
We define
(5.9) Ad = max{2ρd,d(2+2R1)+4R1+2d, 2ρd,d(2+2R2)+4R2+2d,
5 · 2d−1 · (d− 1) · d!
(log 2)d
+5d},
and suppose h⋆(f) ≥ Ad. We note that the third term inside the maximum function above is not
required in this section, but this lower bound on Ad becomes necessary in Section 6. With this
choice of Ad, we have from (5.4) and (5.5) that
(5.10) h(fM (z)) ≥ h−M − d ≥ ρd,d(2 + 2R1) + 2R1,
and
(5.11) h(gM (0,y, z)) ≥M − d ≥ ρd,d(2 + 2R2) + 2R2.
Step 5: Definition of the level sets Z(H) and Y (G;H). For each H ∈ ZR1 , we define the
following set
Z(H) = {z ∈ [0, N ]n−M−K ∩ Zn−M−K : R(Ψ)(z) = H}.
By Proposition 3.5, we know that each of the polynomials Ψ
(k)
t1,...,tj
(z) and Ψ
(k)
∅ (z) in (5.7) can be
expressed as a rational polynomial in the forms of R(Ψ). Let us denote
Ψ
(k)
t1,...,tj
(z) = cˆ
(k)
t1,...,tj
(R(Ψ)) and Ψ
(k)
∅ (z) = cˆ
(k)
∅ (R(Ψ)),
where cˆ
(k)
t1,...,tj
and cˆ
(k)
∅ are rational polynomials in R1 variables. Therefore, for any z0 ∈ Z(H), we
have
Ψ
(k)
t1,...,tj
(z0) = cˆ
(k)
t1,...,tj
(H) and Ψ
(k)
∅ (z0) = cˆ
(k)
∅ (H).
Since each of the forms Ψ˜
(s−k)
s:i:i1,...,ik
(z) in (5.8) can be expressed as a rational polynomial in the
forms of R(Ψ), let us denote
Ψ˜
(s−k)
s:i:i1,...,ik
(z) = c˜
(s−k)
s:i:i1,...,ik
(R(Ψ)),
where each c˜
(s−k)
s:i:i1,...,ik
is a rational polynomial in R1 variables. Therefore, for each a
(s)
i ∈ R(Φ) =
(a(d−1), . . . ,a(1)), where 1 ≤ s ≤ d− 1 and 1 ≤ i ≤ |a(s)|, we can write
(5.12) a
(s)
i (y, z) =
s∑
k=0
∑
1≤i1≤···≤ik≤M
c˜
(s−k)
s:i:i1,...,ik
(R(Ψ))yi1 · · · yik .
Consequently, we can define the following polynomial for each 1 ≤ s ≤ d− 1 and 1 ≤ i ≤ |a(s)|,
(5.13) a
(s)
i (y, Z(H)) =
s∑
k=0
∑
1≤i1≤···≤ik≤M
c˜
(s−k)
s:i:i1,...,ik
(H)yi1 · · · yik ,
so that given any z0 ∈ Z(H), we have
a
(s)
i (y, z0) = a
(s)
i (y, Z(H)).
We also define
R(Φ)(y, Z(H)) = {a
(s)
i (y, Z(H)) : 1 ≤ s ≤ d− 1, 1 ≤ i ≤ |a
(s)|},
which consists of R2 polynomials with possible repetitions. For each G ∈ Z
R2 , we let
Y (G;H) = {y ∈ [0, N ]M ∩ ZM : R(Φ)(y, Z(H)) = G}.
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Step 6: Decomposition of b(w,y, z) when (y, z) ∈ Y (G;H)×Z(H). Recall Φ is the collection
of all Φ
(k)
i1,...,ij
(y, z) in (5.7), and that each Φ
(k)
i1,...,ij
(y, z) can be expressed as a rational polynomial
in the forms of R(Φ). Thus, it follows from this fact and (5.13) that each Φ
(k)
i1,...,ij
(y, z) is constant
on (y, z) ∈ Y (G;H) × Z(H), and we denote this constant value by c
(k)
i1,...,ij
(G,H). Therefore, for
any choice of z ∈ Z(H) and y ∈ Y (G;H), the polynomial b(x) takes the following shape
b(w,y, z)(5.14)
= b(w,0,0) +
d−1∑
j=1
∑
1≤i1≤···≤ij≤K
(
d−j∑
k=1
c
(k)
i1,...,ij
(G,H)
)
wi1 · · ·wij
+
d−1∑
j=1
∑
1≤t1≤···≤tj≤M
(
d−j∑
k=0
cˆ
(k)
t1,...,tj
(H)
)
yt1 · · · ytj +
(
d∑
k=1
cˆ
(k)
∅ (H)
)
+ gM (0,y,0)
+ bM (z)− b(0,0,0).
We label
C0(w,G,H) = b(w,0,0) +
d−1∑
j=1
∑
1≤i1≤···≤ij≤K
(
d−j∑
k=1
c
(k)
i1,...,ij
(G,H)
)
wi1 · · ·wij ,
and
C1(y,H) =
d−1∑
j=1
∑
1≤t1≤···≤tj≤M
(
d−j∑
k=0
cˆ
(k)
t1,...,tj
(H)
)
yt1 · · · ytj +
(
d∑
k=1
cˆ
(k)
∅ (H)
)
+ gM (0,y,0),
so that for z ∈ Z(H) and y ∈ Y (G;H), we have
(5.15) b(w,y, z) = C0(w,G,H) + C1(y,H) + bM (z)− b(0,0,0).
Proof of Proposition 5.1. We are now in position to prove Proposition 5.1.
Proof. Using the notations above we define the following three exponential sums,
S0(α,G,H) =
∑
w∈[0,N ]K∩ZK
Λ(w) e(α · C0(w,G,H)),
S1(α,G,H) =
∑
y∈Y (G;H)
Λ(y) e(α · C1(y,H)),
and
S2(α,H) =
∑
z∈Z(H)
Λ(z) e(α · bM (z) − α · b(0,0,0)).
Let
L1(N) = {H ∈ Z
R1 : Z(H) 6= ∅},
and for each H ∈ L1(N), let
L2(N ;H) = {G ∈ Z
R2 : Y (G,H) 6= ∅}.
It then follows that
(5.16) |L1(N)| ≪ N
D1 and |L2(N ;H)| ≪ N
D2 ,
where the implicit constant in the second inequality is independent of H. In order to prove the first
inequality, let C0 be the largest absolute value of all coefficients of the polynomials in R(Ψ). Also
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let M0 be the largest number of monomials with non-zero coefficients in any of the polynomials in
R(Ψ). Then we have
|L1(N)| ≤ (2C0 ·M0)
R1 · (N + 1)D1 .
To see the second inequality, we let C ′0 be the largest absolute value of all coefficients of the
polynomials a
(s)
i (y, z) in R(Φ), and let M
′
0 be the largest number of monomials with non-zero
coefficients in any of these polynomials. Then we see that the number of values taken by a
(s)
i (y, z)
as (y, z) varies in [0, N ]n−K is
≤ (2C ′0 ·M
′
0) · (N + 1)
s.
Therefore, we have
L2(N ;H) = {G ∈ Z
R2 : Y (G,H) 6= ∅}
= {G ∈ ZR2 : ∃y ∈ [0, N ]M ∩ ZM ,R(Φ)(y, Z(H)) = G}
⊆ {G ∈ ZR2 : ∃(y, z) ∈ [0, N ]n−K ∩ Zn−K ,R(Φ)(y, z) = G},
and the cardinality of the last set is
≤ (2C ′0 ·M
′
0)
R2 · (N + 1)D2 .
By the Cauchy-Schwarz inequality and (5.16), we obtain∣∣∣ ∫
m(C)
T (b;α) dα
∣∣∣2(5.17)
≤
∣∣∣ ∑
H∈L1(N)
∑
G∈L2(N ;H)
∫
m(C)
∑
w∈[0,N ]K∩ZK
z∈Z(H)
y∈Y (G;H)
Λ(w)Λ(y)Λ(z) ·
e(α · (C0(w,G,H) + C1(y,H) + bM (z)− b(0,0,0) )) dα
∣∣∣2
≪ ND1+D2
∑
H∈L1(N)
∑
G∈L2(N ;H)
∣∣∣ ∫
m(C)
S0(α,G,H)S1(α,G,H)S2(α,H) dα
∣∣∣2
≪ ND1+D2
 sup
H∈L1(N)
G∈L2(N ;H)
sup
α∈m(C)
|S0(α,G,H)|
2
 ·
∑
H∈L1(N)
∑
G∈L2(N ;H)
‖S1(·,G,H)‖
2
2 ‖S2(·,H)‖
2
2,
where ‖ · ‖2 denotes the L
2-norm on [0, 1]. By the orthogonality relation, it follows that
‖S1(·,G,H)‖
2
2 ‖S2(·,H)‖
2
2 ≤ (logN)
2n−2KN1(G;H)N2(H),
where
N1(G;H) = |{(y,y
′) ∈ Y (G;H) × Y (G;H) : C1(y,H) = C1(y
′,H)}|,
and
N2(H) = |{(z, z
′) ∈ Z(H)× Z(H) : bM (z) = bM (z
′)}|.
With these notations, we may further bound (5.17) as follows
∣∣∣ ∫
m(C)
T (b;α) dα
∣∣∣2 ≪ (logN)2n−2KND1+D2
 sup
H∈L1(N)
G∈L2(N ;H)
sup
α∈m(C)
|S0(α,G,H)|
2
 W,
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where
W =
∑
H∈L1(N)
∑
G∈L2(N ;H)
N1(G;H)N2(H).
We can express W as the number of solutions y,y′ ∈ [0, N ]M ∩ ZM and z, z′ ∈ [0, N ]n−M−K ∩
Zn−M−K of the system
R(Ψ)(z) = R(Ψ)(z′) = H(5.18)
R(Φ)(y, Z(H)) = R(Φ)(y′, Z(H)) = G
C1(y,H) = C1(y
′,H)
bM (z) = bM (z
′)
for any H ∈ L1(N) and G ∈ L2(N ;H). We know that the system R(Φ)(y, Z(H)) is identical to
R(Φ)(y, z0) for any choice of z0 ∈ Z(H) and any y ∈ [0, N ]
M ∩ ZM . Similarly, we know that the
polynomial C1(y,H) is identical to b(0,y, z0) − bM (z0) for any choice of z0 ∈ Z(H). Therefore,
since R(Ψ)(z) = H implies that z ∈ Z(H), we can rearrange the system (5.18) and deduce that W
is the number of solutions y,y′ ∈ [0, N ]M ∩ZM and z, z′ ∈ [0, N ]n−M−K ∩Zn−M−K of the following
system
R(Ψ)(z) = R(Ψ)(z′)(5.19)
R(Φ)(y, z) = R(Φ)(y′, z)
b(0,y, z) − bM (z) = b(0,y
′, z)− bM (z)
bM (z) = bM (z
′).
Our result follows from the following two claims.
Claim 1: Given any c > 0, there exists C > 0 such that the following bound holds,
sup
H∈L1(N)
G∈L2(N ;H)
sup
α∈m(C)
|S0(α,G,H)| ≪
NK
(logN)c
.
Claim 2: We have the following bound on W,
W ≪ N2n−2K−2d−D1−D2 .
By substituting the bounds from the above two claims into (5.18), we obtain for any c > 0 there
exists C > 0 such that ∫
m(C)
T (b;α) dα≪
Nn−d
(logN)c
,
and this completes the proof of our proposition. Therefore, we only need to establish Claims 1 and
2. Claim 1 is obtained via Weyl differencing. Since the set up for our Claim 1 is the same as that
of [3], we omit the proof of Claim 1 and refer the reader to [3, pp. 725].
We now present the proof of Claim 2. From (5.19), we can write
W =
∑
z∈[0,N ]n−M−K∩Zn−M−K
T1(z) · T2(z),
where T1(z) is the number of solutions y,y
′ ∈ [0, N ]M ∩ ZM to the system
b(0,y, z) = b(0,y′, z)
R(Φ)(y, z) = R(Φ)(y′, z),
and T2(z) is the number of solutions z
′ ∈ [0, N ]n−M−K ∩ Zn−M−K to the system
bM (z) = bM (z
′)
R(Ψ)(z) = R(Ψ)(z′).
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Define Wi =
∑
z Ti(z)
2 (i = 1, 2) so that we have W2 ≤ W1W2 by the Cauchy-Schwarz inequality.
We first estimateW1, which we can deduce to be the number of solutions y,y
′,u,u′ ∈ [0, N ]M ∩ZM
and z ∈ [0, N ]n−M−K ∩ Zn−M−K satisfying the equations
b(0,y, z) − b(0,y′, z) = 0(5.20)
b(0,u, z) − b(0,u′, z) = 0
R(Φ)(y, z) −R(Φ)(y′, z) = 0
R(Φ)(u, z) −R(Φ)(u′, z) = 0.
We consider the h-invariant of the system of forms on the left hand side of (5.20), and show that it
is a regular system. The first two equations of (5.20) are the degree d polynomials of the system,
and let hd be the h-invariant of these two polynomials. Suppose for some λ, µ ∈ Q, not both 0, we
have
λ · (f(0,y, z) − f(0,y′, z)) + µ · (f(0,u, z) − f(0,u′, z)) =
hd∑
j=1
Uj · Vj ,
where Uj = Uj(y,y
′,u,u′, z) and Vj = Vj(y,y
′,u,u′, z) are rational forms of positive degree
(1 ≤ j ≤ hd). Without loss of generality, suppose λ 6= 0. Let ℓ = (−ℓ1|w=0, . . . ,−ℓM |w=0). If we
set u = u′ = y′ = ℓ, then the above equation becomes
gM (0,y, z) = f(0,y, z) − fM(z) =
1
λ
hd∑
j=1
Uj(y, ℓ, ℓ, ℓ, z) · Vj(y, ℓ, ℓ, ℓ, z).
Therefore, we obtain from (5.11)
hd ≥ h(gM (0,y, z)) ≥ ρd,d(2 + 2R2) + 2R2 ≥ ρd,d(2 + 2R2 − 2|a
(1)|) + 2|a(1)|.
For each 1 ≤ i ≤ d− 1, denote by
R(Φ)(i)(y, z) −R(Φ)(i)(y′, z) = {a
(i)
j (y, z) − a
(i)
j (y
′, z) : 1 ≤ j ≤ |a(i)|},
the system of degree i polynomials of R(Φ)(y, z) −R(Φ)(y′, z). We also define
R(Φ)(i)(u, z) −R(Φ)(i)(u′, z)
in a similar manner. We apply Lemma 3.4 to estimate the h-invariant of the degree i forms of the
system (5.20) for each 2 ≤ i ≤ d− 1,
h
(
R(Φ)(i)(y, z) −R(Φ)(i)(y′, z),R(Φ)(i)(u, z) −R(Φ)(i)(u′, z)
)
≥ h
(
R(Φ)(i)(y, z) −R(Φ)(i)(y′, z),R(Φ)(i)(u, z) −R(Φ)(i)(u′, z); z
)
= h
(
R(Φ)(i)(y, z) −R(Φ)(i)(y′, z); z
)
≥ h
(
R(Φ)(i)(y, z),R(Φ)(i)(y′, z); z
)
≥ h
(
R(Φ)(i)(y, z); z
)
≥ ρd,i(2 + 2R2) + 2R2
≥ ρd,i(2 + 2R2 − 2|a
(1)|) + 2|a(1)|.
We also have to show that the linear forms of the system (5.20) are linearly independent over Q.
Recall the linear forms of R(Φ)(1)(y, z) are linearly independent over Q, and do not include any
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linear forms that depend only on the z variables, and similarly for R(Φ)(1)(y′, z), R(Φ)(1)(u, z),
and R(Φ)(1)(u′, z). We leave it as a basic exercise for the reader to verify that the linear forms of
R(Φ)(1)(y, z) −R(Φ)(1)(y′, z)
⋃
R(Φ)(1)(u, z) −R(Φ)(1)(u′, z)
are linearly independent over Q.
Therefore, it follows from Corollary 3.3 that
W1 ≪ N
n+3M−K−(2d+2D2).
We now estimateW2, which we can deduce to be the number of solutions z, z
′, z′′ ∈ [0, N ]n−M−K∩
Zn−M−K satisfying the equations
bM (z)− bM (z
′) = 0(5.21)
bM (z)− bM (z
′′) = 0
R(Ψ)(z) −R(Ψ)(z′) = 0
R(Ψ)(z) −R(Ψ)(z′′) = 0.
We consider the h-invariant of the system of forms on the left hand side of (5.21), and show that it
is a regular system. The first two equations of (5.21) are the degree d polynomials of the system,
and let hd be the h-invariant of these two polynomials. Suppose for some λ, µ ∈ Q, not both 0, we
have
λ · (fM (z)− fM (z
′)) + µ · (fM (z)− fM (z
′′)) =
hd∑
j=1
Uj · Vj,
where Uj = Uj(z, z
′, z′′) and Vj = Vj(z, z
′, z′′) are rational forms of positive degree (1 ≤ j ≤ hd).
We consider two cases, (λ + µ) 6= 0 and (λ + µ) = 0. Suppose (λ+ µ) 6= 0. If we set z′ = z′′ = 0,
then the above equation becomes
(λ+ µ) · fM (z) =
hd∑
j=1
Uj(z,0,0) · Vj(z,0,0).
Thus we obtain hd ≥ h(fM (z)). On the other hand, suppose (λ + µ) = 0, then the above equa-
tion (5.22) simplifies to
fM(z
′)− fM(z
′′) =
−1
λ
hd∑
j=1
Uj · Vj .
From this equation, we substitute z′′ = 0 to obtain hd ≥ h(fM (z
′)). Therefore, in either case we
obtain from (5.10) that
hd ≥ h(fM (z)) ≥ ρd,d(2 + 2R1) + 2R1 ≥ ρd,d(2 + 2R1 − 2|v
(1)|) + 2|v(1)|.
Recall we defined R(Ψ) = (v(d−1), . . . ,v(1)), where v(i) = R(i)(Ψ) are the degree i forms of
R(Ψ) (1 ≤ i ≤ d − 1). Take 2 ≤ i ≤ d − 1. Let mi = |v
(i)|, and we label the forms of v(i)
to be v
(i)
1 , . . . , v
(i)
mi . Let hi be the h-invariant of the degree i forms of the system (5.21). Then for
some λ,µ ∈ Qmi , not both 0, we have
(5.22)
mi∑
j=1
λj · (v
(i)
j (z) − v
(i)
j (z
′)) +
mi∑
j=1
µj · (v
(i)
j (z) − v
(i)
j (z
′′)) =
hi∑
t=1
Ut · Vt,
where Ut = Ut(z, z
′, z′′) and Vt = Vt(z, z
′, z′′) are forms of positive degree (1 ≤ t ≤ hi). We consider
two cases, (λ+ µ) 6= 0 and (λ+ µ) = 0.
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Suppose (λ+ µ) 6= 0. In this case, we set z′ = z′′ = 0, and equation (5.22) simplifies to
mi∑
j=1
(λj + µj) · v
(i)
j (z) =
hi∑
t=1
Ut(z,0,0) · Vt(z,0,0).
Therefore, it follows that
hi ≥ h(v
(i)) ≥ ρd,i(2 + 2R1) + 2R1 ≥ ρd,i(2 + 2R1 − 2|v
(i)|) + 2|v(1)|.
On the other hand, suppose (λ+ µ) = 0. Then equation (5.22) simplifies to
mi∑
j=1
−λj · (v
(i)
j (z
′)− v
(i)
j (z
′′)) =
hi∑
t=1
Ut · Vt.
From this equation, we substitute z′′ = 0 to obtain
hi ≥ h(v
(i)) ≥ ρd,i(2 + 2R1) + 2R1 ≥ ρd,i(2 + 2R1 − 2|v
(i)|) + 2|v(1)|.
We also have to show that the linear forms of the system (5.21),
(5.23) {v(1)(z)− v(1)(z′)} ∪ {v(1)(z)− v(1)(z′′)},
are linearly independent over Q. Recall the linear forms of v(1)(z) are linearly independent over Q.
The linear independence over Q of the system of linear forms (5.23) follows from this fact, and we
leave the verification as a basic exercise for the reader.
Therefore, we obtain by Corollary 3.3 that
W2 ≪ N
3(n−M−K)−(2d+2D1).
Combining the bounds for W1 and W2 together, we obtain
W ≤W
1/2
1 W
1/2
2 ≪ N
2n−2K−(2d+D1+D2),
which proves Claim 2. 
6. Hardy-Littlewood Circle Method: Major Arcs
Recall f(x) is the degree d portion of the degree d polynomial b(x) ∈ Z[x1, . . . , xn]. In this
section we assume that f(x) satisfies h(f) > Ad, where Ad is defined in (5.9). We define gd(f) as
in (4.6) with f = {f} and rd = 1. It then follows from (4.7) that
Ad < h(f) ≤ (log 2)
−d · d! · gd(f).
From this bound and our choice of Ad in (5.9), we have
(6.1)
2d−1
gd(f)
<
d!2d−1
(log 2)dAd
<
d!2d−1
(log 2)d(Ad − 5d)
≤
1
5(d − 1)
.
We take Ω to be
4 < Ω < 5 ≤
(Ad − 5d) · (log 2)
d
2d−1(d− 1)d!
≤
gd(f)
2d−1(d− 1)
.
Therefore, with this choice of Ω, we have that b(x) satisfies the Hypothesis (⋆) with B0 by Propo-
sition 4.5. We then choose Q to satisfy 0 < Q < Ω and
(6.2) Q ·
2d−1
gd(f)
< 1.
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In particular, we may choose Q to satisfy Q > 4. We fix these values of Ω and Q throughout this
section. We note that with these choices of Ω and Q, we have
(6.3) 0 < Ω ≤
(Ad − dQ) · (log 2)
d
2d−1(d− 1)d!
.
The work of this section is based on [3] and it is similar to their treatment of the major arcs.
However, we had to tailor their argument to be in terms of the h-invariant instead of the Birch
rank.
We define the following sums
(6.4) S˜m,q =
∑
k∈Unq
e(b(k) ·m/q), B(q) =
∑
m∈Uq
1
φ(q)n
S˜m,q, and S(N) =
∑
q≤(logN)C
B(q),
where φ is Euler’s totient function. Recall we denote B0 = [0, 1]
n. We have the following estimate
on the major arcs which is a consequence of [3, (6.1)] and [3, Lemma 6], and leave the details to
the reader. We remark that although it is assumed in [3, Lemma 6] that C is sufficiently large, it
in fact follows from their proof that assuming C > 0 is sufficient.
Lemma 6.1 (Lemma 6, [3]). Let c > 0, C > 0, q ≤ (logN)C , and m ∈ Uq. Then we have∫
Mm,q(C)
T (b;α) dα =
1
φ(q)n
S˜m,q J0 +O
(
Nn−d
(logN)c
)
,
where
J0 =
∫
|τ |≤N−d(logN)C
∫
u∈NB0
e(τb(u)) du dτ.
Note J0 is independent of m and q. We now simplify the expression for J0. Let
I(η) =
∫
B0
e(ηf(ξ)) dξ
For any ε > 0, the inner integral of J0 can be expressed as∫
u∈NB0
e(τb(u)) du =
∫
u∈NB0
e(τf(u)) du+O(Nn−1+ε)
= Nn
∫
ξ∈B0
e(Ndτf(ξ)) dξ +O(Nn−1+ε)
= Nn · I(Ndτ) +O(Nn−1+ε),
where we used the change of variable u = Nξ to obtain the second equality above.
We define
J(L) =
∫
|η|≤L
I(η) dη.
Then we can simplify J0 as
J0 = N
n−d · J((logN)C) +O(Nn−d−1+ε(logN)C).
Since we have Ω > 2 and the Hypothesis (⋆), and in particular the restricted Hypothesis (⋆), it
follows by [16, Lemma 8.1] that
(6.5) I(η)≪ min(1, |η|−2).
As stated in [16, Section 3], it follows from (6.5) that
µ(∞) =
∫
R
I(η) dη
24 STANLEY YAO XIAO AND SHUNTARO YAMAGISHI
exists. Furthermore, we have
(6.6)
∣∣∣µ(∞)− J(L)∣∣∣≪ L−1.
We also have µ(∞) > 0 if the equation f(x) = 0 has a non-singular real solution in the interior of
B0 = [0, 1]
n (see [3, pp. 704]).
Therefore, we obtain the following estimate as a consequence of the definition of the major arcs
and Lemma 6.1.
Lemma 6.2. Suppose h(f) > Ad, where we define Ad as in (5.9). Then given any c > 0, there
exists C > 0 such that we have∫
M(C)
T (b;α) dα = S(N)µ(∞)Nn−d +O
(
S(N)
Nn−d
(logN)C
+
Nn−d
(logN)c
)
.
6.1. Singular Series. We obtain the following estimate on the exponential sum S˜m,q defined
in (6.4).
Lemma 6.3. Suppose h(f) > Ad, where we define Ad as in (5.9). Let p be a prime and let q = p
t,
t ∈ N. For m ∈ Uq, we have the following bounds
S˜m,q ≪
{
qn−Q, if t ≤ d,
pQqn−Q, if t > d,
where the implicit constants are independent of p.
Proof. We consider the two cases t ≤ d and t > d separately. We apply the inclusion-exclusion
principle to bound S˜m,q when q = p
t and t ≤ d,
S˜m,q =
∑
k∈(Z/qZ)n
n∏
i=1
1− ∑
ui∈Z/pt−1Z
1ki=pui
 e(b(k) ·m/q)
=
∑
I⊆{1,2,...,n}
(−1)|I|
∑
u∈(Z/pt−1Z)|I|
∑
k∈(Z/qZ)n
FI(k;u)e(b(k) ·m/q),
where 1ki=pui denotes a characteristic function and
FI(k;u) =
∏
i∈I
1ki=pui
for u ∈ (Z/pt−1Z)|I|. In other words, FI(k;u) is the characteristic function of the set HI,u = {k ∈
(Z/qZ)n : ki = pui (i ∈ I)}. We now bound the summand in the final expression of (6.7) by further
considering two cases, |I| ≥ tQ and |I| < tQ. In the first case |I| ≥ tQ, we use the following trivial
estimate∣∣∣ ∑
u∈(Z/pt−1Z)|I|
∑
k∈(Z/qZ)n
FI(k;u)e(b(k) ·m/q)
∣∣∣ ≤ p(t−1)|I|(pt)n−|I| = qn−|I|/t ≤ qn−Q.
On the other hand, suppose |I| < tQ. Let gb(x) be the polynomial obtained by substituting
xi = pui (i ∈ I) to b(x). Thus gb(x) is a polynomial in n− |I| variables. We can also deduce easily
that the degree d portion of gb(x), which we denote fgb , is obtained by substituting xi = 0 (i ∈ I)
to the degree d portion of b(x). Hence, we have
fgb = f |xi=0 (i∈I).
Consequently, we obtain by Lemma 2.1 that
h(fgb) ≥ h(f)− |I| > h(f)− dQ > Ad − dQ.
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By our choice of Q and Ω, and from (4.7) and (6.3), we have
0 < Q < Ω <
h(fgb) · (log 2)
d
2d−1(d− 1)d!
≤
gd(fgb)
2d−1(d− 1)
.
Therefore, with these notations we have by Lemma 4.6 that∑
k∈(Z/qZ)n
FI(k;u)e(b(k) ·m/q) =
∑
s∈(Z/qZ)n−|I|
e(gb(s) ·m/q) = q
n−|I|E(gb, q;m/q)≪ q
n−|I|−Q.
Thus, we obtain ∑
u∈(Z/pt−1Z)|I|
∑
k∈(Z/qZ)n
FI(k;u)e(b(k) ·m/q)≪ (p
t−1)|I|qn−|I|−Q ≤ qn−Q.
Consequently, combining the two cases |I| ≥ tQ and |I| < tQ together, we obtain
S˜m,q ≪ q
n−Q
when t ≤ d.
We now consider the case q = pt when t > d. By the definition of S˜m,q, we have
S˜m,q =
∑
k′∈Unp
∑
s∈(Z/(pt−1Z))n
e(b(k′ + ps) ·m/q) =
∑
k′∈Unp
∑
s∈[0,pt−1)n
e(b(k′ + ps) ·m/q).
For each fixed k′ ∈ Unp , we have
b(k′ + ps) = pdf(s) + χp,k′(s),
where χp,k′(x) is a polynomial of degree at most d − 1 and its coefficients depend on p and k
′.
We apply Corollary 4.4 with rd = 1, ψ(x) = f(x) +
1
pd
χp,k′(x), α = m/p
t−d, B = [0, 1)n, and
P = pt−1. Let ε′ > 0 be sufficiently small. Recall from (6.2) that our choice of Q > 0 satisfies
Q ·
2d−1
gd(f)
< 1.
Let γd and γ
′
d be as in the paragraph before Corollary 4.4 with f = {f} and rd = 1. Suppose the
alternative (ii) of Corollary 4.4 holds. Then we know there exists n0 ∈ N such that
n0 ≪ (p
t−1 − 1)Qγd+ε
′
and
(6.7) ‖n0(m/p
t−d)‖ ≪ (pt−1 − 1)−d+Qγd+ε
′
≤
(
1
2
pt−1
)−d+Qγd+ε′
.
However, this is not possible once pt is sufficiently large with respect to n, d, ε′, Q, and f , for the
following reason. First note that n0 can not be divisible by p
t−d for pt sufficiently large, because
Qγd + ε
′ < Qγ′d < 1. Since n0 ∈ N is not divisible by p
t−d and (m, p) = 1, we have
‖n0(m/p
t−d)‖ ≥
1
pt−d
,
which contradicts (6.7) for pt sufficiently large. Thus by Corollary 4.4, we can bound the inner sum
of (6.7) by ∑
s∈[0,pt−1)n
e
((
f(s) +
1
pd
χp,k′(s)
)
·m/pt−d
)
≪ (pt−1)n−Q,
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where the implicit constant depends at most on n, d, ε′, Q, and f . Therefore, we can bound (6.7)
as follows
S˜m,q ≤
∑
k′∈Unp
∣∣∣ ∑
s∈[0,pt−1)n
e
((
f(s) +
1
pd
χp,k′(s)
)
·m/pt−d
) ∣∣∣≪ pn(pt−1)n−Q = pQqn−Q.

For each prime p, we define
(6.8) µ(p) = 1 +
∞∑
t=1
B(pt),
which converges absolutely provided that h(f) > Ad as we see in the following lemma. As stated
in [3], by following the outline of L. K. Hua [11, Chapter VII, §2, Lemma 8.1] one can show that
B(q) is a multiplicative function of q. Therefore, we consider the following identity
(6.9) S(∞) := lim
N→∞
S(N) =
∏
p prime
µ(p).
Lemma 6.4. There exists δ1 > 0 such that for each prime p, we have
µ(p) = 1 +O(p−1−δ1),
where the implicit constant is independent of p. Furthermore, we have∣∣∣S(N)−S(∞)∣∣∣≪ (logN)−Cδ2
for some δ2 > 0.
Therefore, the limit in (6.9) exists, and the product in (6.9) converges. We leave the details that
these two quantities are equal to the reader.
Proof. Recall our choice of Q satisfies Q > 4. Let ε0 > 0 be sufficiently small such that Q˜ =
Q− ε0 > 4 ≥ 2d/(d− 1). We substitute Q = Q˜+ ε0 into the bounds in Lemma 6.3. It is then clear
that we may assume the implicit constant in Lemma 6.3 is 1 for p sufficiently large with the cost
of using Q˜ in place of Q. For any t ∈ N, we know that φ(pt) = pt(1 − 1/p) ≥ 12p
t. Therefore, by
considering the two cases as in Lemma 6.3, we obtain
|µ(p)− 1| ≪
∑
1≤t≤d
ptp−ntpnt−tQ˜ +
∑
t>d
ptp−ntpQ˜+nt−tQ˜ ≪ p1−Q˜ + pQ˜p−(d+1)(Q˜−1) ≪ p−1−δ1 ,
for some δ1 > 0. We note that the implicit constants in ≪ are independent of p here.
Let q = pt11 · · · p
tv
v be the prime factorization of q ∈ N. Without loss of generality, suppose we
have tj ≤ d (1 ≤ j ≤ v0) and tj > d (v0 < j ≤ v). By the multiplicativity of B(q), it also follows
from Lemma 6.3 that
B(q) = B(pt11 ) · · ·B(p
tv
v )≪ q
1−Q˜ ·
 v∏
j=v0+1
pQ˜j
 ≤ q1−Q˜ · qQ˜/d ≤ q−1−δ2 ,
for some δ2 > 0. We note that the implicit constant in ≪ is independent of q here, because the
implicit constant in Lemma 6.3 is 1 for p sufficiently large as mentioned above. Therefore, we
obtain ∣∣∣S(N) −S(∞)∣∣∣ ≤ ∑
q>(logN)C
|B(q)| ≪
∑
q>(logN)C
q−1−δ2 ≪ (logN)−Cδ2 .

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Let νt(p) denote the number of solutions x ∈ (Upt)
n to the congruence
b(x) ≡ 0 (mod pt).(6.10)
It can be deduced that
1 +
t∑
j=1
B(pj) =
1
φ(pt)n
∑
k∈(U
pt
)n
∑
m∈Z/(ptZ)
e
(
b(k) ·m/pt
)
=
pt
φ(pt)n
νt(p).
Therefore, provided h(b) > Ad we obtain
µ(p) = lim
t→∞
pt νt(p)
φ(pt)n
.
At this point we refer the reader to [3, pp. 704, 736] to conclude µ(p) > 0 if the equation b(x) = 0
has a non-singular solution in Z×p , the units of p-adic integers. It then follows from Lemma 6.4 that
if the equation b(x) = 0 has a non-singular solution in Z×p for every prime p, then
∏
p prime µ(p) > 0.
Finally, we let Cb = µ(∞)
∏
p prime µ(p) and Theorem 1.1 follows as a consequence of Lemmas 6.2
and 6.4, and Proposition 5.1.
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