Abstract-Despite its wide applications in power grid monitoring, the classic discrete Fourier transform (DFT)-based synchrophasor estimation algorithms suffer from significant errors when the power system operates under off-nominal frequency conditions. This phenomenon is caused by spectral leakage of DFT and becomes even more severe for single-phase synchrophasor estimation. To address this issue, a theory to eliminate the spectral leakage-caused errors is proposed and a Clarke transformation-based DFT synchrophasor estimation algorithm is proposed to implement the theory in this paper. The Clarke transformation constructs a second signal that has exactly 90 • phase angle difference from the original single-phase input signal and helps eliminate the estimation errors for a wide frequency range. The proposed algorithm is tested under the conditions required in the phasor measurement unit standard C37.118.1-2011 and C37.118.1a-2014, as well as the harmonic and noise conditions not required in the standard to verify its performance. More importantly, the idea of using Clarke transformation can be used for other DFT-based synchrophasor algorithms in order to achieve higher synchrophasor measurement accuracy under dynamic conditions. An example is presented at last to demonstrate the expandability of the proposed idea.
I. INTRODUCTION

P
HASOR Measurement Units (PMUs) provide a unique capability to monitor the power grid dynamics in widearea and in real-time [1] . The first PMU was invented by Phadke et al. at Virginia Tech in 1988 [2] , and then PMUs are becoming more and more important to the situational awareness of a power grid. Synchrophasor estimation algorithms are the core of PMUs. An overview of main synchrophasor measurement techniques (SMT) has been well summarized in [1] . Generally, SMT can be divided into two main categories: non-DFT and DFT-based SMT. The non-DFT based SMT includes Kalman filter based approach [3] , phase-locked loop [4] , short-time Fourier transform [5] , recursive approach [6] , Taylor Fourier transform [7] , [8] , Taylor-Kalman filters [9] , wavelet transform [10] , least-errorsquares-based iterative approach [11] , and subspace subspace approach [12] , etc.
Thanks to its low computation burden, good harmonics tolerance, and easy hardware implementation, the DFT-based algorithms are common in commercial PMUs [13] . It is also used as a reference method in the PMU Standard [14] , [15] . The classic DFT-based algorithms have been proven to be accurate in a variety of power system applications as long as the power grid frequency is close to its nominal value [16] . But significant errors will arise due to the spectral leakage issue of DFT in the presence of frequency deviation [17] .
A lot of efforts have been made to improve the accuracy of DFT-based estimation algorithms under off-nominal frequency conditions [13] , [17] - [28] . For example, optimal DFT windows have been designed to reduce the effect of spectral leakage [17] . The phase angle error was compensated using the measured frequency [18] , and the sample values were adjusted to reduce the spectral leakage impact [19] . However, the phasor measurement accuracy lies in the frequency measurement, which is not easily measured as well. The well-known interpolated DFT based algorithms [20] , [21] can improve the measurement accuracy notably in the presence of frequency offset. But classic interpolated DFT ignores the effect of spectral interference caused by other tones composing the signal spectrum [22] . Moreover, it usually requires higher sampling rate, and the interpolation equation is difficult to solve. Adaptive filter based algorithms have also been proposed to address the spectral leakage issue, such as adaptive adjustments of the DFT window coefficients [13] , [23] and the post-processing filters after DFT [24] . The performance of these adaptive algorithms also relies on the frequency measurement accuracy, and it is understandable that the real-time coefficients adjustment increases the computation complexity. Comparatively, by analyzing the characteristics of the estimation errors caused by classic DFT-based algorithms, post-processing digital filters with constant coefficients were found to be able to reduce the steady-state errors [25] and dynamic oscillation errors [26] . Furthermore, a DFT-based dynamic estimator that is composed of multiple filter modules with constant coefficients was proposed to improve both the steady-state and dynamic measurement accuracy [27] . Again, the estimation errors still increase with frequency deviation.
In this paper, a theory that can eliminate the spectral leakage-caused estimation errors of DFT-based algorithms in the presence of frequency offset is proposed, and a method to implement it is introduced. This method uses Clarke transformation to construct two signals that have exactly 90 degree angle difference using only a single-phase input signal. Theoretically, phasor can be estimated accurately by adding the DFT of the two constructed signals. Moreover, with the help of Clarke transformation, frequency and rate of change of frequency (ROCOF) can also be measured accurately using only single-phase input signal, which is suitable for distribution level synchrophasor measurement.
The Power IT laboratory at the University of Tennessee developed a single-phase PMU called frequency disturbance recorders (FDRs) deployed at distribution level (120 V in U.S.) to measure power grid since 2003 [29] - [34] . Qps-DFT algorithm was developed for FDRs to measure phase angle [28] and resampling technique was used to improve the frequency measurement accuracy under off-nominal frequency conditions [35] . In this paper, the proposed Clarke transformation based DFT algorithm will be compared to the current FDR algorithm under different steady-state and dynamic conditions required in the PMU Standard as well as harmonic and noise conditions that are not required by the PMU Standard yet.
The rest of this paper is organized as follows. In Section II, the basic theory to eliminate spectral leakage-caused errors is introduced. Section III introduces an algorithm called Clarke Transformation based DFT (CT-DFT) to implement the theory. In Section IV, the measurement accuracy of the CT-DFT algorithm is evaluated and compared to the FDR algorithm as well as the PMU Standard. Further, the proposed algorithm is compared with an adaptive synchrophasor algorithm in [24] to demonstrate its performance. Moreover, the dynamic error reduction method in [27] is implemented on the CT-DFT algorithm to demonstrate the expandability of the proposed idea. Section V concludes this paper.
II. BASIC THEORY TO ELIMINATE SPECTRAL LEAKAGE IMPACT
A signal x(t) of frequency ( f 0 + f ) can be represented by
where f 0 is the power grid nominal frequency; f is the frequency deviation from f 0 ; A 0 is the magnitude; ϕ is the phase angle at t = 0. Assuming this signal is sampled N times per nominal frequency cycle 1/f 0 , the sample x(k) can be represented by
The DFT of {x(k)}, k ⊂ [0, N − 1] can be described as [28] −
where
The angle estimation error ϕ e can be represented as [28] ϕ e = Q P sin 2ϕ
According to (5) , it can be seen that the magnitude of phase angle error is Q P . If f is equal to 0, Q will become 0 and then the phase angle error will disappear. Therefore, ϕ e can be eliminated if we can generate a signal whose DFT is in the below form
Adding (3) to (6), we will get a new phasor
Obviously, Q does not exist in − → Z , so the phase angle estimation error of this new phasor − → Z is equal to zero. Now it can be seen that the critical step to eliminate ϕ e is to construct a second signal whose DFT has the form shown in (6) . Further, (6) can be rewritten as
Note that Pe (8) is the DFT of the signal
Or equivalently,
y(t) has the same magnitude as x(t) but 90 degree phase angle difference. If such a signal can be generated, the phase angle estimation error can be eliminated completely. Meanwhile, magnitude error can also be reduced by com-
in P if the frequency can be estimated accurately.
III. PROPOSED CT-DFT SYNCHROPHASOR ALGORITHM
To implement the theory, a Clarke Transformation-based DFT (CT-DFT) synchrophasor algorithm is proposed. As shown in Fig. 1 , this algorithm consists of five modules: noise filter, signal generator, phasor estimator, frequency estimator, and rate of change of frequency (ROCOF) estimator. The core module is the "signal generator", which utilizes Clarke transformation to construct a second signal y(t) in (10). All these modules are introduced below. 
A. Noise Filter
Power grid signals are distorted by noises, especially at the distribution level [27] . A moving average filter (MAF) is utilized as a low-pass FIR filter to help get rid of noises in the input signals. It averages L MAF samples of the input signals at a time to produce a single output point [27] .
B. Signal Generator
The signal generator module is the core of the CT-DFT algorithm. It utilizes Clarke transformation to construct two signals that have exactly 90 degree phase angle difference using the original single-phase input signal, and then uses the improved weighted least square-Taylor Fourier (WLS-TF) method to make them have the same magnitude.
The samples of the MAF-filtered signal can be represented by
Because the MAF filter attenuates the magnitude of the input signal, the magnitude A of the filtered signal in (11) is different from magnitude A 0 of signal in (2) . The magnitude attenuation will be compensated after the frequency is estimated, which will be introduced later in this section. Moreover, for the sake of simplicity, the following mathematical analysis and derivation assume that the filtered signal has no noise, and the noise rejection performance of the proposed algorithm will be presented in Section IV.
Since three-phase signals are needed for Clarke transformation, we can assume X(k) in (11) to be phase A signal, which is denoted by X A (k). Since phase B and phase C should have 120 degree phase angle difference from phase A, phase B signal X B (k) and phase C signal X C (k) can be approximately created by sliding phase A signal forward and afterward by N 3 samples, respectively, which are given as:
Then the three phase signals can be represented in a matrix form
Please note that N must be multiple of 3 in order to construct X ABC . Then multiply X ABC (k) by the Clarke transformation matrix T, which is given by
Then we can obtain V αβγ
where α =
. Now we can see that V α (k) and V β (k) have exactly 90 degree phase angle difference regardless of the original input signal frequency ( f 0 + f ). This is important because it means Clarke transformation can ensure 90 degree phase angle difference between V α (k) and V β (k) for single phase application in the presence of frequency deviation.
As shown in (16) , the magnitude of
sin α √ 2A, respectively, and they are different when f is not equal to 0. In order to make the two signals have the same magnitude, the improved WLS-TF method in [8] is utilized to estimate the magnitudes of X A (k) and V α (k) to calculate cos α. The equation to estimate the magnitude is given by (17)
where c k is the complex coefficient of the improved WLS-TF estimator, which is introduced in Appendix A; L M is the window size of the estimator; x(k) is the input signal, which is X A (k) and V α (k), respectively. A sig is the estimated magnitude of the signal x(k). Please note that besides the improved WLS-TF algorithm used here, other algorithms can also be used for magnitude estimation such as root-mean-square (rms) method. The reason to use this algorithm is that it has high accuracy and low algorithm complexity. The complex coefficients c k in (17) are constant and can be calculated off-line. The multiplication and accumulation of this estimator is 2L M and 2(L M −1), respectively. The computation burden is very low and is the same as L M -points DFT. Moreover, if the input signal has three phase, which is the case for traditional PMUs, the magnitude estimator here is not needed because the three phase signals have 120 degree phase angle difference and this feature can ensure that V α (k) and V β (k) have the same magnitude even in the presence of frequency offset.
Assuming the estimated magnitude of X A (k) and V α (k) is A A and A α , respectively, we can have
Then, cos α can be calculated by
And sin α can be obtained by
Now cos α and sin α can be used to compensate the magnitude of V α (k) and V β (k). After magnitude compensation, we will get two new signals V α_Comp (k) and V β_Comp (k) that have the same magnitude as well as 90 degree phase angle difference, which are given by:
Till now the two signals that have the same magnitude as well as 90 degree phase angle difference have been successfully constructed. For the sake of simplicity, the discussion here assumes no harmonic components in the power grid signal shown in (11) . Mathematically harmonic components are independent with respect to fundamental frequency component. Therefore, existence of harmonic components does not impede the generation of such two signals. The mathematical proof is omitted here due to the page limit but harmonic rejection performance will be verified experimentally in Section IV. It should be emphasized that although harmonic components do not affect signal generation, they can cause estimation errors since harmonic components exist in V α (k) and V β (k). The errors are reduced by two ways in the proposed algorithm:
1) "Q" component in every harmonic component is reduced when applying (24) 
2) Blackman filter used in the phasor estimator has narrow pass band (main-lobe width) and very low side-lobe amplitude compared to rectangular window and the filter window recommend in PMU Standard [15] as shown in Fig. 2 , and this feature can significantly help improve harmonics rejection performance.
It is obvious that the idea of signal generator does not conflict with other DFT-based algorithms. Therefore it can be adopted by other DFT-based algorithms to improve accuracy further. An example of applying other DFT-based method in the proposed algorithm will be presented in Section IV-C.
C. Phasor Estimator
Then the DFT form of these two signals V α_Comp (k) and
where L DFT is the window length of the DFT; e
is the Euler's equation of DFT; ω(k) is the Blackman window as a low-pass filter to filter harmonics and interfering signals. Fig. 2 shows the magnitude response of three different windows: rectangular, Blackman, and the window (PMU Std. window) recommended in the PMU Standard [15] . The parameters of the PMU Std. window at 60 Hz fundamental frequency and 60 Hz reporting rate in [15] are used, and the rectangular and Blackman window have the same window size as the PMU Std. window. It can be observed that Blackman window has very low side-lobe magnitude and narrow mainlobe width, and this can help improve noise, harmonics, and out of band signals rejection performance. The disadvantage of Blackman window is the magnitude attenuation caused by the narrow main-lobe width is higher in the presence of frequency deviation. However, the errors can be eliminated if the system frequency can be estimated accurately. Therefore, the estimated frequency is used to compensate the errors in the CT-DFT algorithm, and this will be introduced later.
Then, as discussed in Section II, − −−−− → V α_Comp can be added to e j π 2 − −−−− → V β_Comp to eliminate the impact of Q on the phase angle estimation, which is given by
At last, the phase angle of the original input signal ϕ can be calculated as
And the magnitude A 0 of the original input signal can be calculated as
is the sum of the coefficients of the lowpass filter in (23); |H 1 (e jω 1 )| is the magnitude response of the MAF at angular frequency ω 1 , which is given by
; f F is the estimated frequency in the frequency estimator; F s is the sampling rate of filtered signal. |H 2 (e jω 2 )| is the magnitude response of the Blackman window at angular frequency ω 2 , which is given by
where ω 2 is equal to
in (26) (23) are symmetrical, the time tag of the sample in the middle of the DFT window can be used to time stamp the estimated phasor. Therefore the measurement delay is equal to half of the DFT window size. Taking the parameters in TABLE I as an example, the phasor measurement latency is 39.2 ms, which is approximately equal to 2.35 cycles for 60 Hz grid.
D. Frequency Estimator
Since frequency is the derivative of phase angle mathematically, the angles calculated by (25) can be used to estimate the frequency of the original input signal. Recommended by the current PMU Standard, the frequency estimation uses phase angles estimated internally at the waveform sample rate of the PMU, and the estimated frequency deviation F(i) at the i th sample is shown as below [15] ,
where θ(i+1) and θ(i−1) represents the phase angle of (i+1) th and (i − 1) th sample, respectively, and t is the sample step. However, as discussed in the PMU Standard [14] , this method is very sensitive to noise. This is because the window size (2 t) for frequency estimation is short, especially for the noisier distribution level phasor measurement environment. Therefore, the number of phase angles and the time interval between two adjacent angles are increased to improve the noise tolerance capability. The frequency estimator in Fig. 1 is redrawn in Fig. 3 with more details. L F is the number of angles used for frequency estimation, and ϕ STEP is the sliding window (samples) of phasor estimator. Instead of the linear polynomial frequency estimation method used in (30), a quadratic polynomial is used to improve the measurement accuracy under dynamic conditions such as phase modulation. Assuming a series of L F phase angles ϕ(k) calculated by (25) 
where ϕ Fs (s = 0, 1, 2) is the coefficient of the quadratic polynomial; ϕ STEP is the step between two angles, so k = 1 + ϕ STEP ×(i − 1), i = 1, 2, . . . , L F ; t is the sampling step. Therefore, the frequency in the middle of the estimation
2 ) can be calculated by
ϕ F1 can be estimated by the least square fitting method,
The derivation of the coefficient F i is given in Appendix B. Assuming F s = 1.44 k, ϕ STEP = 6, and L F = 9, we can obtain
At last, the final frequency f F can be calculated by substituting (33) into (32) .
Please note that the frequency estimator in the CT-DFT algorithm is very simple compared to that of the current FDR algorithm, which utilizes resampling technique to reduce the effect of spectral leakage [35] . However, as shown by the comparison results in the Section IV, the CT-DFT algorithm still has higher frequency measurement accuracy, and this can be attributed to its high phase angle measurement accuracy.
As for the frequency measurement latency, because the coefficients in (33) are also symmetrical, the time tag of estimated frequency is in the middle of the estimation window. The measurement latency of frequency can be calculated as
The frequency measurement latency is 55.9 ms (3.35 cycles) by using the parameters in TABLE I.
E. Rate of Change of Frequency Estimator
Since rate of change of frequency (ROCOF) is also a derivative of frequency mathematically, ROCOF can be calculated in the same way as frequency estimation. Assuming the number of frequency used to calculate ROCOF is L RF , and the frequency sliding window (samples) is F STEP , then ROCOF can be calculated by
where RF i is constant coefficients that can be calculated using the same method given in Appendix B; f F (k) is the estimated frequency from frequency estimator, and
The measurement latency of ROCOF can be calculated as
The ROCOF measurement latency is 87.1 ms (5.23 cycles) by using the parameters in TABLE III.
IV. MEASUREMENT ACCURACY ASSESSMENT OF CT-DFT ALGORITHM A. Measurement Accuracy Comparison of the CT-DFT Algorithm and FDR Algorithm
In this section, the angle and frequency estimation accuracy of the CT-DFT algorithm is compared to FDR algorithm (which is denoted by "reference algorithm"). Note that both algorithms were implemented in a "sliding window" approach, i.e., continuously shifting the estimation window by a single sample. It means that the phasor and frequency estimation rate is equal to sampling rate. Moreover, the Total Vector Error (TVE) and frequency measurement errors of the CT-DFT algorithm are also compared to the PMU Standard. The parameters of the CT-DFT algorithm are optimized to make a balance between steady-state and dynamic measurement accuracy and they are given in Table I . In brief, the steadystate measurement accuracy increases with the increase of L DFT , L M , and L F * ϕ STEP while dynamic measure accuracy decreases with the increase of those parameters. TABLE II shows key testing conditions and maximum measurement errors of both algorithms as well as the M class measurement accuracy requirements in the PMU Standard at 60 Hz reporting rate [14] , [15] . The calculation of estimation errors follows the PMU Standard [14] . "N/A" is used in the column "PMU Standard" if the corresponding test does not exist in the Standard. These tests will be introduced respectively.
1) Frequency Range Test:
In this test, the frequency of input reference signal f varies from 55 to 65 Hz at a step of 1 Hz. As shown in Fig. 4 , the angle error and frequency error of the CT-DFT algorithm can be ignored in such a wide frequency range. TVE of CT-DFT algorithm is almost equal to zero. By the introduction of Clarke transformation, the CT-DFT algorithm is immune to frequency deviation, thus overcoming the main disadvantage of the classic DFT-based methods. In a contrast, the phase angle measurement errors of the reference algorithm increase linearly with the frequency deviation while the frequency measurement errors increase non-linearly.
2) Noise Tolerance Test: In this test, the frequency of input reference signal f also varies from 55 to 65 Hz at a step of 1 Hz and 60dB noise is added. The testing results are shown in Fig. 5 . We can see that the phase angle and frequency estimation errors of the CT-DFT algorithm are much less than those of the reference algorithm. Moreover, both the angle and frequency estimation errors of the CT-DFT algorithm stay almost constant when the reference frequency varies from 55Hz to 65 Hz. Please note that there is no noise tolerance requirements in the current PMU Standard yet, and the results of this test demonstrated that the CT-DFT algorithm has high reliability and accuracy in a noisy signal environment. The noise level is selected based on the study of noise at the distribution level grid in [27] .
3) Harmonic Distortion Test: In this test, the reference signal consists of a fundamental frequency component and a harmonic component. The magnitude of the harmonic component is 0.1 (20 dB with respect to the fundamental frequency component), and the order of the harmonic component ranges from 2 nd to 50 th . In both FDRs and commercial PMUs, a low-pass filter is usually used before the analog-to-digital converter (ADC) for anti-aliasing purpose. Therefore, a fourth-order Butterworth low-pass filter with a 300 Hz cut-off frequency is utilized in this test to filter the input signal first. Then both algorithms are tested using the filtered signal. It should be noted that different from the harmonic distortion test in the PMU Standard where the fundamental frequency f is fixed at nominal value (60Hz or 50Hz), three different fundamental frequency 59.5, 60 and 60.5 Hz are used to be more realistic and comprehensive. The testing results are shown from Fig. 6 to Fig. 8 .
Both algorithms have ignorable estimation errors when f is equal to nominal value. However, the CT-DFT algorithm has much less errors at off-nominal frequencies. For example, when f is equal to 59.5 Hz, the maximum angle error of the reference algorithm is 0.023 degree, and it is much higher than 4.7×10 −4 degree angle error of the CT-DFT algorithm. We can draw the same conclusion from Fig. 8 . Moreover, according to TABLE II, the TVE and frequency measurement errors of the CT-DFT algorithm are much less than the requirements in the Standard for nominal frequency condition.
4) Frequency Ramp Test:
In this test, the input signal frequency ramps from 55 Hz to 65Hz from 0 second to 10 second at a rate of 1Hz/s. The testing results are shown in Fig. 9 . We can see that the maximum phase angle error of the reference algorithm is 0.1924 degree while that of the CT-DFT algorithm is only 0.0241 degree. The maximum frequency error of the reference algorithm is 7.3925 mHz compared to 0.0038 mHz for the CT-DFT algorithm. Again, the measurement errors of the CT-DFT algorithm are far less than those of the reference algorithm, not to mention the PMU Standard.
5) Magnitude Modulation Test:
In this test, the frequency of input signal is equal to 60 Hz, but the magnitude oscillates in a form of 0.1 cos(2π f m t). The modulation magnitude is 10% of the nominal voltage magnitude, and the modulation frequency f m changes from 1 Hz to 5 Hz at a step of 1Hz. Compared to the reference algorithm, we can see in Fig. 10 that the CT-DFT algorithm has higher measurement accuracy, particularly for angle measurement. Note that the TVE of the CT-DFT algorithm is 0.7061% and frequency measurement error is 0.2613 mHz, which are also far below the requirements in the PMU Standard.
6) Phase Modulation Test:
In this test, the phase angle oscillates in a form of 0.1cos (2π f a t − π) . The modulation frequency f a increases from 1 Hz to 5 Hz at a step of 1Hz. According to the results in Fig. 11 and TABLE II, the phase angle and frequency errors of the reference algorithm are very high. In a contrast, both the angle and frequency measurement errors are greatly reduced by the CT-DFT algorithm. The TVE of the CT-DFT algorithm is 0.64%, and maximum frequency error is 47.59 mHz. Both TVE and frequency meet the PMU Standard. [24] To make a more thorough comparison, the CT-DFT algorithm is compared with a three-phase adaptive phasor algorithm in [24] . It is selected because to the best of our knowledge, it is one of the best algorithms. Out of band test is presented in the comparison. Moreover, ROCOF measurement accuracy comparison is presented.
B. Measurement Accuracy Comparison of the CT-DFT Algorithm and the Adaptive Algorithm in
The testing conditions follow the M class at 60 Hz reporting rate in the PMU Standard. To make the testing more realistic, the sampling errors caused by an ADC are simulated. A 14-bit ADC with 2 bit integral non-linearity (INL) was simulated, and the sampling errors caused by the ADC were added to the testing signals in all testing conditions.
The parameters of the CT-DFT algorithm were optimized to improve interfering signals rejection performance for out of band test, and they are given in Table III . Please note that the adaptive algorithm is a three-phase algorithm while the proposed algorithm is a single phase algorithm. In the table, the estimation errors of the CT-DFT algorithm without ADC errors are also presented in brackets for reference. In the frequency range test, the magnitude of input signal is set to 0.1 p.u. of nominal value in order to simulate a magnitude test. Compared to the adaptive algorithm, the CT-DFT algorithm has better measurement accuracy. This test verified that the CT-DFT algorithm has high measurement accuracy under a wide frequency range. In the harmonic distortion test, thanks to Clarke transformation and Blackman window, the measurement errors of the CT-DFT algorithm are 1 order of magnitude lower than those of the adaptive algorithm, not to mention the PMU Standard. In the modulation test, the CT-DFT algorithm has slightly higher TVE and frequency errors but lower ROCOF errors. This leaves the CT-DFT algorithm some room for improvement. In the out of band (OOB) test, with the help of low side-lobe amplitude of Blackman window, the CT-DFT algorithm can easily comply with the PMU Standard and outperforms the adaptive algorithm. For frequency ramp test, the CT-DFT algorithm and the adaptive algorithm have close TVE but the frequency and ROCOF errors of the CT-DFT algorithm are 1 order of magnitude lower.
C. Enhanced CT-DFT (eCT-DFT) Algorithm
As shown in TABLE IV, the CT-DFT algorithm has some room for improvement, especially under modulation condition. As mentioned above, the core idea of the CT-DFT algorithm is to construct two signals that have the same magnitude but with 90 degree angle difference. This idea can be easily combined with other DFT-based algorithms such as optimal window, adaptive filters, and post-processing filters approach to further improve measurement accuracy. As an example to demonstrate the expansibility of the CT-DFT algorithm, the dynamic error reduction method in [27] was applied to help enhance dynamic measurement accuracy. The enhanced algorithm is called "eCT-DFT" algorithm, and the measurement errors are given in TABLE IV. It can be observed that the measurement errors under modulation condition are significantly reduced, and the errors are 2 orders of magnitude lower than those of the adaptive algorithm. However, it should be noted that the improvement of dynamic accuracy is at the expense of worse performance under other conditions, especially out of band test. Since it is because of the limitation of the dynamic error reduction method, it does not impede the demonstration of the CT-DFT algorithm's expansibility.
V. CONCLUSION
In this paper, a theory to eliminate phasor estimation errors of classic DFT based synchrophasor algorithms in the presence of frequency deviation is proposed, and a Clarke Transformation based DFT (CT-DFT) algorithm is proposed to implement the theory. The major innovation of this work is the introduction of Clarke transformation to the synchrophasor measurement for the first time. It generates two signals that have exactly 90 degree phase angle difference using the original single-phase input signal, and can greatly reduce the measurement errors of classic DFT-based algorithms under off-nominal frequency conditions.
The performance of the CT-DFT algorithm was verified under different steady-state and dynamic conditions, including the PMU Standard required frequency range test, frequency ramp test, out of band, and modulation test etc., and those not required by the PMU standard yet, such as the harmonic distortion and noise test. It should be emphasized that, the idea of using Clarke transformation for input signal construction can be easily combined with other DFT-based algorithms to improve measurement accuracy further.
At last, though the CT-DFT algorithm is originally developed for single-phase synchrophasor estimation at the distribution level, it can also work perfectly at the transmission level because the measurement environment at the transmission level is actually cleaner. Note that the magnitude correction method such as the improved WLS-TF method used in the paper is not needed for three phase applications.
APPENDIX
A. Coefficients c k in (17) [8] The derivation is briefly introduced as follows, and please refer to [8] for more details.
Assuming the input signal is given by Using linear polynomial to approximate harmonic components, Reference [8] has demonstrated that the harmonic component that is greater than two has little effect on measurement accuracy, so H is equal to 2 in (A.2). Thus,
B is a matrix of Euler's formula in (A.2) that corresponds to the relationship between S and M. It is given as (1) in [8] .
The estimation of M in weight least square sense is given by
where W is weights of the window, and hanning widow is used. As a result, the magnitude of the fundamental frequency component a 1 (t) in the middle of the estimation window is calculated by
where C is a vector and equal to the eighth row of the matrix (B W WB) −1 B W W, the elements of C are the coefficient c k in (17) .
B. Derivation of F i in (33)
Assuming a series of angles are represented by Using the least square fitting method, we can obtain
As a result,
where F is a vector and equal to the second row of the matrix (M F M F ) −1 M F , the elements of F are the coefficient F i in (33) .
