This paper evaluates the performance of a variant of the local-meta-model CMA-ES (lmm-CMA) in the BBOB 2013 expensive setting. The lmm-CMA is a surrogate variant of the CMA-ES algorithm. Function evaluations are saved by building, with weighted regression, full quadratic metamodels to estimate the candidate solutions' function values. The quality of the approximation is appraised by checking how much the predicted rank changes when evaluating a fraction of the candidate solutions on the original objective function. The results are compared with the CMA-ES without meta-modeling and with previously benchmarked algorithms, namely BFGS, NEWUOA and saACM.
INTRODUCTION
The local-meta-model CMA-ES (lmm-CMA) introduced in [8] is an algorithm dedicated to optimization in contexts where the objective function is expensive to evaluate. The underlying algorithm is the well-known CMA-ES [7] where
THE lmm-CMA
The lmm-CMA algorithm builds on the (μ/μw, λ)-CMA-ES [6] and replaces the evaluation step of the λ candidate solutions by a surrogate-assisted procedure. More precisely, the algorithm is using a database S of solutions evaluated on the original objective function f stored as couples (si ∈ R D , yi = f (si)). Until a minimum number of data points are stored in the database, the normal CMA-ES iterations are conducted. The minimal number of points required to start the surrogate-assisted procedure equals lsqDim + 1 = D(D + 3)/2 + 1 + 1 that corresponds to the number of free parameters of one meta-model (see below) plus 1. Once this minimal number of points is in the database, the surrogateassisted evaluation procedure (see Algorithm 1) is called to replace at each iteration the evaluations of the λ candidate solution on the objective function f . This procedure aims at providing an estimation of the ranking of the μ (out of λ) best candidate solutions to CMA-ES. Indeed, CMA-ES is a rank-based algorithm that only requires the ranking of the solutions (and not the exact function value of each solution) to perform all its updates.
The general idea of the surrogate-assisted procedure is to build for each candidate solution x k a full quadratic metamodelfx k which has lsqDim =D(D + 3)/2 + 1 free parameters. This quadratic meta-model is then used to predict the function value at the corresponding solution x k by evaluating it onfx k . The construction of the quadratic meta-model is described in detail in Section 2.1.
The quality of the ranking predicted by the construction of the meta-model for each candidate solution is ensured by evaluating a portion of the best individuals (parameters ninit ≥ 0 and n b > 0 in Algorithm 1) on the original objective function f ; performing anew the construction of the meta-models for each candidate solution and using the predicted ranking only if the ranking change is not too large. We refer to the pseudocode given in Algorithm 1 for the details and point out that it is different to the original code published in [8] .
The differences have two origins: (i) we started from the code kindly provided by Stefan Kern and noticed differences between the code provided and the pseudocode published.
(ii) In addition, we implemented more changes to improve the original algorithm and to deal with numerical instabilities.
First, we changed the acceptance criterion for the ranking. We remind that in the original algorithm, after a fraction of candidate solutions are evaluated on the original function, the surrogate-assisted procedure will be stopped if and only if the exact ranking of the μ best solutions stays the same. This acceptance criterion is more and more difficult to satisfy when the population size increases and leads to no speed-up w.r.t. the original CMA-ES [2]. We therefore compute the model-error between the old and new ranking as the sum of the rank differences (see line 15 of Algorithm 1) and accept the predicted ranking as soon as the model-error between the current and the previous ranking is not larger than a given quality-threshold that we have set after some parameter tuning on a few functions to λ 2 /20. Second, the original paper proposes to start the surrogateassisted procedure after the first 2×lsqDim points are in the database and to use for each construction of the meta-model the closest knn = 2 × lsqDim points from the database S. Instead, in order to save more function evaluations, we start to build the meta-models as soon as the database contains lsqDim+1 points and we use a number of points knn to build each meta-model that equals min(k target nn , (|S| × lsqDim) where |S| is the number of points in the database when entering the surrogate-assisted evaluation procedure and k target nn = 2×lsqDim (see also Algorithm 1). The model building is furthermore considered unsuccessful, if in a single coordinate both linear and quadratic coefficients are zero, in which case all candidate solutions of the iteration are evaluated on the original objective.
Construction of a meta-model
We describe in this section the construction of a full quadratic meta-model for a candidate solution called here query point. This construction uses the database S of points already visited and evaluated on the original objective function as well as a distance defined via the covariance matrix C and stepsize σ of CMA-ES. This distance d is the Mahalanobis distance associated to the overall covariance matrix σ 2 C, i.e. for all x ∈ R D and y ∈ R
with . the Euclidean norm and M in the RHS being equal
T with B an orthogonal matrix and D a diagonal matrix that stem from the eigen-decomposition of C, i.e. C = BDB T . It follows from the definition of M that
Let q be a query point where a quadratic meta-model needs to be built. The expression of this meta-model with respect to the variable z = M(x − q) readŝ
where β = [A, a, a0] (with A ∈ R D×D symmetric, a ∈ R D and a0 ∈ R + ) needs to be determined. To build the meta-model, we select from the database S the knn nearest points to q according to the Mahalanobis distance (1). Those knn nearest points are denoted (si, yi = f (si)) 1≤i≤knn and assumed sorted ((s knn , y knn ) has the largest distance). We then determine the coefficients of β that minimize the weighted least square error
where we use for the kernel function K(ξ) = (1 − ξ 2 ) 2 and d is the Mahalanobis distance. The implementation of the solution of the least-square problem (3) uses the fact that the thought quadratic model is linear in the coefficients of β, more preciselyf β (si) =zi.β where zi = M(si − q) and given a vector z = (z1, . . . , zD)
T the vectorz ∈ R The estimate of the function value at the query point q corresponds to the last coefficient ofβ encoding the constant term of the quadratic model in the chosen representation (2).
Parameter tuning
The setting for the parameters used for the surrogate assisted procedure is indicated in the pseudo-code in Figure 1 . One specific parameter was tuned using the BBOB benchmark suite, namely the quality threshold parameter: two experiments were conducted, one with quality threshold equal to 1 and another one with a very large value equal to 10 12 . Then the quality threshold parameter was tuned using a few trials on single functions to a value small enough so that the functions not solved with the threshold value of 10 12 but solved with a threshold equal to 1 could be solved, and large enough to not loose much on the other functions. In addition, the default parameters of CMA-ES were used.
RESULTS
The following subsections present the results after running the Matlab lmm-CMA code on the BBOB'2013 testbed with for all
model building: build local modelf β k based on knn individuals in database S closest to x k 14:
rank: generate ranking μ i of the μ best individuals based on the function valuesf
update modelerror between old and new ranking as 1≤j≤μ |ranking
a maximum budget of 400(D + 2) function evaluations. The lmm-CMA was run with independent restarts-doubling its population size after each restart from an initial 4+ 3 log D (IPOP-CMA-ES setting, [1]). The initial mean vector of the search distribution was set to 0 D and the initial step size to 2. The EvalInitialX being on, the initial mean vector was evaluated. Other parameters were set according to the standard CMA-ES recommendations and we refer to the source code which is available at http://canadafrance. gforge.inria.fr/lmmcmaes/ for details.
The lmm-CMA in the Expensive BBOB'2013 Setting
Figures 1 and 2 and Table 1 present the results of the lmm-CMA from experiments according to [4] on the benchmark functions given in [3, 5] in the expensive scenario.
Three main observations can be made with respect to the lmm-CMA and the expensive scenario: Firstly, the lmm-CMA can solve all BBOB'2013 functions except for the multimodal f19 (and in 20-D, also not f23) up to the run-length based target values just not reached by the artificial GECCO-BBOB-2009 best algorithm for a budget of 50 × D evaluations; however, not all 15 runs are successful in all dimensions due to the restricted run length of 400(D + 2) function evaluations. Secondly, the median ERT is only a factor of about 2-3 worse than for the artificial GECCO-BBOB-2009 best algorithm for all investigated run lengths in 5-D and 20-D (Fig.1) . The 90%-ile of the ERT is a factor of ≤ 25 larger than the ERT of the 2009 artificial best algorithm. Last, the ERT of the lmm-CMA is lower than the one of the GECCO-BBOB-2009 best algorithm on f7, f17, and f18 in 5-D and 20-D (Table 1) 
Comparison with IPOP-CMA-ES without Meta-Modeling
To compare the lmm-CMA with its counterpart without meta-modeling, the IPOP-CMA-ES, we run the IPOP-CMA-ES for the same maximal number of 400(D + 2) function evaluations and the same setting than for the lmm-CMA (denoted IPOP400D). Due to space limitations, we cannot show all results of the pairwise comparison between the two algorithms, but refer to Fig. 3 and Table 2 for the main results. We observe that, on the one hand, the lmm-CMA shows improved performances on f1, f2, f7, f9, f10, f11, f12, f13, and f14 in most of the dimensions. There are eight functions overall in 20-D that can be solved up to a target level of 10 −8 (within the 400(D + 2) budget) by the lmm-CMA but not by the IPOP400D without meta-modeling. As both algorithms perform the evaluations on the true objective function until the database is large enough for the model building, this increase in performance is achieved in the later stages of the optimization. The plots in Fig. 3 show the equivalence of the two algorithms in the early stages and the improvement gained by the meta modeling nicely for all of the function subgroups. When compared to the earlier benchmarked IPOP-CMA-ES with a maximal number of function evaluations of 10 6 D [12] , the lmm-CMA is significantly faster by a factor of about 2 on f8 and f9, by a factor of about 3 on f2 and f10, by a factor of about 4 on f11 and f14, and by a factor of 5.8 on the sphere to reach the target value of 10 −7 in 20-D (results not shown due to space restrictions). The improvement factors over the IPOP-CMA-ES in 5-D are in a comparable range.
Though most of the functions show an improvement of the lmm-CMA over the IPOP-CMA-ES without meta-modeling, there seems to be one drawback of using the meta-model: the impact on the attractive sector function f6 is significantly detrimental. Here, the meta-modeling slows down the optimization by a factor of about 50 for target precision Δfopt = 1 and does not reach smaller target values whereas the original IPOP-CMA-ES reaches target values of about 10 −7 in the budget of 400 × D function evaluations. Other performance decreases, however, can not be observed.
Comparison with Other Optimizers
Finally, we compare the lmm-CMA and its version without meta-modeling with other algorithms that have been reported to have good results in the expensive scenario of BBOB. To this end, we postprocessed the online available data sets (see e.g. http://coco.lri.fr/BBOB2009/rawdata/) of the BFGS [10] , NEWUOA [11] , and IPOP-sa-ACM [9] algorithms. Figure 3 shows the ECDF plots for 20-D in the expensive scenario and Table 2 presents the ERT ratios of all algorithms for the standard (fixed) BBOB targets.
The ECDF graphs of Fig. 3 show thereby a quite similar performance between the lmm-CMA and the also metamodel assisted IPOP-sa-ACM in all function classes. Only for very short run lengths up to 10 × D, lmm-CMA is faster than IPOP-sa-ACM, most likely because the initial point is the middle of the search domain (all zeros). Except for the multi-modal functions f15-f19, where NEWUOA is always worse, the lmm-CMA is outperformed by NEWUOA in the early optimization stages (up to about 30 × D function evaluations) and for the moderate and weakly-structured multimodal functions where NEWUOA is better for all budgets until 1000 × D. The IPOP-sa-ACM is furthermore better than the lmm-CMA in the later stages on the moderate functions and BFGS is better than the lmm-CMA on the separable and ill-conditioned functions in the beginning and the middle stages of the optimization respectively.
The largest performance gap to the GECCO-BBOB-2009 best algorithm can be observed for the separable problems while over all functions, the lmm-CMA is at most a factor of about 5 worse than the artificial best algorithm of GECCO-BBOB-2009 (within the run-length based target values of the expensive scenario). For the fixed target scenario of Table 2, it furthermore becomes obvious that the other algorithms have been run in part much longer than the 400 × D function evaluations of the lmm-CMA and the IPOP-CMA-ES without meta-modeling. However, the lmm-CMA allows to solve seven of the 24 functions for all 15 instances up to a precision of 10 −8 and on additional five functions, the lmm-CMA reaches an accuracy of 10 −7 for at least one run. The IPOP-CMA-ES version without meta-modeling, on the other hand, reaches a target value of 10 −7 in the given budget of 400 × D function evaluations only on four functions in 20-D.
CPU Timing
In order to evaluate the CPU timing of the algorithm, we have run the Matlab lmm-CMA code on the function f8 with 60(0.5) 0.92(0.7) 0.53(0.4) 0.52(0.4) 0.37(0.3) ↓4 0.37(0.3) 
