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ABSTRACT
The evolution of self-gravitating clouds of isothermal gas forms the basis of many star
formation theories. Therefore it is important to know under what conditions such a
cloud will undergo monolithic collapse into a single, massive object, or will fragment
into a spectrum of smaller ones. And if it fragments, do initial conditions (e.g. Jeans
mass, sonic mass) influence the mass function of the fragments, as predicted by many
theories of star formation? In this paper we show that the relevant parameter sepa-
rating monolithic collapse from fragmentation is not the Mach number of the initial
turbulence (as suspected by many), but the infall Mach numberMinfall ∼
√
GM/(Rc2s ),
equivalent to the number of Jeans masses in the initial cloud NJ . We also show that
fragmenting clouds produce a power-law mass function with slopes close to the ex-
pected -2 (i.e. equal mass in all logarithmic mass intervals). However, the low-mass
cut-off of this mass function is entirely numerical; the initial properties of the cloud
have no effect on it. In other words, if Minfall  1, fragmentation proceeds without
limit to masses much smaller than the initial Jeans mass.
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1 INTRODUCTION
The evolution of a gravitationally bound isothermal fluid
is the “base model” for a large number of astrophysical
phenomena, including the formation of stars. In the case
of star formation the highly efficient cooling of molecular
gas produces an approximately isothermal behaviour on a
wide range of scales. Of course this neglects a huge range of
physics (e.g. radiation, magnetic fields, optically thick cool-
ing), but clearly one would like to understand this nominally
simple case before considering additional physics.
The first modern theories of star formation showed that
dense gas clouds are unstable to gravitational collapse (Jeans
1902), which still forms the basis of our understanding of the
process. Later analytical work showed that (in highly ideal-
ized scenarios) the characteristic length scale of the instabil-
ity (Jeans-length) decreases faster than the original cloud,
leading to fragmentation (see e.g. Hoyle 1953; Hunter 1962,
1964), which would repeat in the (idealized) evolution of
these substructures. Later Tohline (1980) showed that it is
actually possible for an isothermal cloud to collapse to a
single object without fragmenting. This is a key assump-
tion of the modern“gravito-turbulent”star formation models
(e.g. Padoan & Nordlund 2002; Hennebelle & Chabrier 2008,
2009, 2013; Hopkins 2012a). These models predict the mass
distribution of self-gravitating clouds from various random-
field approximations for the turbulent gas and then use it
? E-mail:guszejnov@caltech.edu
to infer the mass distribution of collapsed objects (stars).
This means that these theories essentially predict the initial
mass function of stars (IMF) from isothermal turbulence and
gravity.
Isothermal turbulence with gravity is inherently scale-
free1 (McKee & Ostriker 2007; Krumholz 2014), so explain-
ing the turnover in the IMF requires a mass scale from either
additional, non-scale-free physics (e.g. protostellar heating,
see Krumholz 2011) or from initial conditions. The specific
set of “turbulent fragmentation” models mentioned here all
fall into the latter category: they predict that the initial tur-
bulent properties imprint a mass scale (Msonic, the mass of
a self-gravitating sphere of gas with transonic turbulence,
see Eq. 8 later), where the mass distribution starts deviat-
ing from the scale-free result (a power-law). However, other
works (including some of the same authors) have argued that
in a scale-free fragmentation cascade the initial conditions
are quickly“forgotten”by the system (Guszejnov et al. 2016,
2017) so the turnover in the IMF can only come from addi-
tional physics (e.g. Larson 2005; Jappsen et al. 2005; Bonnell
et al. 2006).
There has been significant effort to numerically verify
these claims. Most simulations find that “supersonic clouds”
1 Scale-free in this context means the equations governing the sys-
tem’s evolution have no inherent scales, but initial conditions can
still imprint a mass scale (e.g. Jeans mass). Note that the scale-
free statement only applies above the dissipation scale, which is
negligible in astrophysical applications.
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(we will define this rigorously below) fragment into a spec-
trum of smaller objects (e.g. Goodwin et al. 2004; Dobbs
et al. 2006; Walch et al. 2012; Murray et al. 2017) while
“subsonic clouds”undergo monolithic collapse (e.g. Va´zquez-
Semadeni et al. 2003; Gong & Ostriker 2009, 2011) simi-
lar to the analytical Larson-Penston solution (Larson 1969;
Penston 1969). Of the few convergence studies for the frag-
menting case, some report non-convergence up to the high-
est probed numerical resolution (see e.g. Martel et al. 2006;
Kratter et al. 2010; Lee & Hennebelle 2017; Federrath et al.
2017b), but a couple have claimed convergence (Gong &
Ostriker 2015; Haugbølle et al. 2017) in the mass function
(despite the fact that their absolute resolution is comparable
or lower than the studies claiming non-convergence).
In at least one special case it is clear that non-
convergence is the physically correct answer: Inutsuka &
Miyama (1992) show analytically that isothermal filaments
collapse to infinite line density faster than they can frag-
ment along their length, an outcome that cannot be de-
scribed as collapse to one or more point masses. Thus a
simulation of this particular configuration, or of one that
evolves into it (e.g., the slowly-rotating Gaussian cloud test
of Boss 1991), should not produce a converged outcome for
the mass distribution of point-like fragments. Careful reso-
lution studies confirm this (Boss et al. 2000): as long as the
gas remains isothermal and the simulation resolves the local
Jeans length, no fragmentation occurs. Fragmentation only
occurs when the rising density of the filament drives the lo-
cal Jeans length below the maximum allowed resolution, and
the resulting fragment masses are determined entirely by the
choice of maximum resolution. There is no converged answer.
However, it is not clear if this result applies only to the spe-
cial case of an isothermal filament, or if non-convergence is
the typical outcome for isothermal collapse.
Therefore, in this paper we use extremely high-
resolution simulations, reaching a maximum density resolu-
tion orders of magnitudes higher than the previous studies,
to follow the evolution of a self-gravitating isothermal ball
of gas, in order to explore the following questions:
• What are the conditions that determine when a cloud
will fragment vs collapse monolithically?
• Do the initial conditions (e.g. sonic mass, Jeans mass)
imprint a mass scale into the mass function of the final frag-
ments?
• Is there a converged low-mass cut-off for an isothermal
fragmentation cascade, or does it proceed “indefinitely”?
Our paper is organized as follows. Sections 2+3 detail the
equations solved and the numerical methods. Section 4
shows our results. We also detail a number of additional
numerical tests in Appendix A.
2 ISOTHERMAL COLLAPSE
An isothermal, self-gravitating fluid (well above the dissipa-
tion scale) is completely described by the following closed
set of equations:
∂
∂t
(ρ) + ∇ · (ρv) = 0,
∂
∂t
(ρv) + ∇ · (ρv ⊗ v) = −∇P − ρ∇Φ, (1)
where ρ and v are the usual fluid density and velocity,
while P = c2s ρ is the thermal pressure (cs = const. is the
isothermal sound speed) and Φ is the gravitational poten-
tial (∇2Φ = 4piGρ, where G is the gravitational constant). By
dividing out the characteristic scales of the system (size: L0,
density: ρ0 and sound speed: cs) we can make these equa-
tions dimensionless:
∂
∂ t˜
(ρ˜) + ∇˜ · (ρ˜v˜) = 0,
∂
∂ t˜
(ρ˜v˜) + ∇˜ · (ρ˜v˜ ⊗ v˜) = −∇˜ρ˜ − αρ˜∇˜Φ˜, (2)
where t˜ ≡ tcs/L0, ∇˜ ≡ L0∇ and Φ˜ ≡ ΦGρ0L20 , while α ≡
c2s/(Gρ0L20 ) is the (thermal) virial parameter. It is useful to
introduce the Mach number M2 ≡ 13 〈| |v| |2/c2s 〉 = 〈| |v˜| |2〉. By
introducing the virial parameter α and the Mach numberM
we normalize the density and velocity fields (e.g. Gaussian
velocity distribution, dispersion set by M).In other words,
the dynamics are entirely determined by the two dimen-
sionless parameters α and M, which are fixed by the initial
conditions. The only way to imprint scales on the problem
is therefore through these ICs.
2.1 Usual stability measures
When discussing the stability of an isothermal ball of gas
the literature uses a large number of different quantities to
characterize these systems. The most common is the virial
parameter, which is the ratio of two times the energy in
random motion over the potential energy2. In our case
α ≡ 2Erandom,kin
Epot
∼
2Mcloud
(
3
2 c
2
s +
1
2 〈| |v| |2〉
)
3
5
GM2cloud
Rcloud
=
5Rcloudc2s (1 +M2)
GMcloud
.
(3)
We can similarly define the thermal virial parameter that
only takes thermal motion into account. which leads to
αthermal ≡
2Ethermal
Epot
∼ 5Rcloudc
2
s
GMcloud
=
α
1 +M2 . (4)
Since the behaviour of fluids drastically changes when they
become supersonic, another measure is the infall Mach num-
ber, the characteristic velocity the infalling material would
have (relative to the sound speed), if all the potential energy
was transferred to infall motion3. In our case this yields
Minfall ≡
vinfall
cs
∼
√
1
3
Epot
Mcloud
cs
∼
√
GMcloud
5Rcloudc2s
= (αthermal)−1/2 .
(5)
Since the collapse of such isothermal clouds is mainly precip-
itated by the Jeans-like instabilities (whose critical masses
2 Note that it is common in the literature to define the virial
parameter without thermal energy (e.g. see Federrath & Klessen
2012). The mapping between the two definitions is αno thermal =
α M21+M2 , which is close to unity for supersonic clouds. Note that
using this alternative definition does not change our results.
3 The fact that the mode of collapse changes form monolithic
collapse to runaway fragmentation changes around Minfall ∼ 3
instead of unity (see Sec. 4 and Fig. 4) indicates that only a
fraction of the potential energy is transferred to infall motion.
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are dimensionally equivalent to the Jeans mass) another
common measure of stability is the number of Jeans masses
in the initial cloud
NJ ≡ MJeansMcloud
∼
(
3GMcloud
4piRcloudc2s
)3/2
=
(
15
4pi
)3/2
M3infall. (6)
In the case of turbulent fragmentation the initial turbulence
has a characteristic mass scale, the sonic mass Msonic. To
find it let us suppose that the cloud virializes to α = 1 as en-
ergy is transferred from gravity to turbulent motion. One of
the characteristic size scale of turbulence is the sonic length
Rsonic. This is where turbulent dispersion becomes super-
sonic, so
Rsonic ≡ Rcloud
c2s
〈| |vturb | |2〉
=
Rcloud
M2 ∼
R
2GMcloud
5Rcloudc2s
− 1
, (7)
where we used the supersonic linewidth-size relation (v2turb ∝
R)4. Msonic is the mass of a self-gravitating ball of gas with
Rsonic radius (see Hopkins 2013b), so
Msonic ≡ 2pi
2
3
c2sRsonic
G
. (8)
With Eqs. 5, 7 and 8 we can formulate the number of sonic
masses in the initial cloud
NS ≡ McloudMsonic ∼
15
2pi2
M2infall
(
2M2infall − 1
)
≈ 15
2pi2
M4infall. (9)
Note that αthermal, NJ and NS can be all expressed with the
infall Mach number (see Eqs. 4-9) so we use only Minfall as
a proxy for all of them for the remainder of this paper.
3 SIMULATIONS
For our simulation we use the GIZMO code (Hopkins 2015)5,
with the mesh-free Godunov “MFM” method for hydrody-
namics (Hopkins 2015). Note that we get similar results
with other numerical schemes (e.g. SPH), see Appendix A3.
Self-gravity is included with fully-adaptive force and hydro-
dynamic resolution - no minimum force length is enforced.
Since we are simulating an isothermal system with only self-
gravity, the problem is scale-free and we can work in code
units of L = 2, cs = 1, G = 1, where L is the initial size
of the box, cs is the sound speed of the gas and G is the
gravitational constant. We start by performing an isother-
mal driven turbulent box simulation without self-gravity
(e.g. Schmidt et al. 2009; Federrath et al. 2010a; Price &
Federrath 2010) in which the driving force is realized as
an Orstein-Uhlenbeck process following Bauer & Springel
(2012), and consists of a natural mix of compressive and
solenoidal modes (Esolenoidal = 2Ecompressive). After several
crossing times the root-mean-square Mach number saturates
to M ∼ 1, and ρ˜ and v˜ are extracted from the simulation to
construct the initial conditions of the simulation with self-
gravity. These are then rescaled in the following way (using
α and M, the two parameters of isothermal turbulence):
• Velocities are rescaled so that 〈| |v˜| |2〉 = 3M2.
4 Note that in this expression we have already neglected magnetic
fields, for the full expression see Federrath & Klessen (2012).
5 http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
• The average density 〈ρ〉 is rescaled to satisfy Eq. 3 for
the specified α virial parameter.
• The relative density fluctuations are rescaled to sat-
isfy 〈| ln ρ˜|2〉 = ln
(
1 + b2M2
)
(see Federrath et al. 2008),
where b = 1/2 is the ratio of compressive and solenoidal
driving in our initial condition. Effectively this means ρ =
f
(
1 − 〈ρold 〉ρold
)
〈ρ〉 + 〈ρ〉, where 〈ρ〉 is set in the previous step
and f is the appropriate scaling factor.
Note that in these initial conditions the density and velocity
fields are not fully self-consistent. In Appendix A2 we show
that using proper turbulent initialization6 does not affect our
results. We also show that our results are insensitive to our
choice of decaying or driven turbulence during collapse as
well as the compressive/solenoidal fraction of the driving7.
The simulation starts out with Mcloud/∆m gas particles,
where ∆m is our mass resolution (see Table 1 for details).
These particles evolve (now with fully-adaptive self-gravity)
following a discretized version of Eq. 2 (see Hopkins 2015).
They are turned into collapsed objects (sink particles) if they
satisfy the following criteria, motivated by Federrath et al.
2010c:
(i) They are locally self-gravitating at the resolution scale
using the criteria from Hopkins et al. 2013.
(ii) The mean density of this structure exceeds some ρmax,
at this point the thermal Jeans mass becomes unresolved
following the Truelove criterion (Truelove et al. 1997).
(iii) They are part of a converging flow (∇ · v < 0).
(iv) They are the densest of all particles within the stencil
of interacting hydrodynamic cells, and there is no other sink
particle within the kernel radius enclosing these interacting
cells.
These sink particles can grow by accreting gas from their
surroundings if the gas is gravitationally bound to the sink,
within a hydrodynamic stencil, and not tightly bound to any
other sink particle. In Appendix A4 we explore the effects
of our choice of sink particle parameters.
Due to finite resolution our simulation can not resolve
the evolution and fragmentation of arbitrarily small struc-
tures. This means that we set our mass resolution to the
Jeans mass corresponding to ρmax (based on Truelove et al.
1997), so
MJeans(ρmax) ∼ ∆m → ρmax ∼
c6s
G3∆m2
,
ρmax ∝ Mcloud(α)−2
(
∆m
Mcloud
)−2
∝
(
∆m
Mcloud
)−2
α2. (10)
In this paper we examine the effects of varying the two phys-
ical parameters (the virial parameter α and the initial tur-
bulent Mach number M) on the evolution of an isothermal
cloud. To ensure that our results are physical we carry out a
resolution study by varying ∆mMcloud . A number of further tests
6 By proper turbulent initialization we mean applying turbulent
driving to the system without gravity until statistical equilibrium
is reached, then “turning on” gravity.
7 Note that the insensitivity of the mass function to the initial
turbulent fluctuations (in isothermal systems) has already been
shown by Girichidis et al. (2011)
MNRAS 000, 000–000 (0000)
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for numerical effects are also carried out. They are detailed
in Appendix A. All simulations (with one exception noted)
are run until the gas is largely exhausted and the sink parti-
cle IMF has remained stable for at least 2 cloud dynamical
times.
4 RESULTS
We carried out a suite of simulations in the α-M parameter
space (our fiducial resolution is ∆m/Mcloud = 4 × 10−6) and
found two distinct modes of evolution (see Fig. 1 for surface
density snapshots and Fig. 2 for statistics). In the first case
the collapse is close to monolithic (most of the mass ends up
in several massive objects) while in the second case the cloud
fragments during collapse, forming a spectrum of low-mass
objects (most of the mass in low-mass objects).
The mass spectrum resulting from fragmentation is the
well known dN/dM ∝ M−2 distribution (see Fig. 2), which
means equal mass at each mass scale (see Guszejnov et al.
2017 and references therein). Note that this mass spectrum
is present even in the case of monolithic collapse but only a
small fraction of the total mass is bound in these low-mass
objects.
As Fig. 3 shows, there is no clear boundary in either
the virial parameter α or the Mach number M between the
two regimes. Instead it is the infall Mach number Minfall
that determines the mode of collapse8. The transition be-
tween monolithic collapse and fragmentation occurs around
Minfall ≈ 3 (see Fig. 4). This boundary roughly corresponds
to the point where the characteristic velocity of the infalling
material becomes supersonic (this value is >1 because only
a fraction of the potential energy is transferred to infall mo-
tion, contrary to Eq. 5). Considering the filamentary nature
of density structures (see Fig 1), we conjecture that fragmen-
tation is precipitated by localized supersonic infall9. This
infall leads to the formation of high density subregions that
are self-gravitating and collapse on their own, causing the
fragmentation of the cloud. Observation have found a simi-
lar trend that a higher Minfall (or the equivalent NJ ) leads
to higher level of fragmentation within a cloud (e.g. Palau
et al. 2015).
Effect of Resolution on the Mass Distribution
In the numerical study of isothermal turbulence the dynamic
range (resolution) of the simulation plays an important role.
If the dynamic range is too small, a multitude of phenomena
might not manifest and the results are obscured by artificial
edge effects. Since we are primarily interested in the spec-
trum of self-gravitating objects, let us consider the mass
of the smallest resolvable self-gravitating object (∆m) in a
8 Note that the number of initial Jeans and sonic masses as well as
the thermal virial parameter are equally good predictors, because
they are all simple functions of Minfall, see Sec. 2.1 for how they
relate.
9 Isothermal supersonic turbulence is has been shown to create
filamentary density structures, see e.g. Federrath et al. (2010b).
Recent work by Federrath (2016) has also shown that turbulence
is required to reproduce the observed properties of filaments.
generic simulation of isothermal fragmentation with N par-
ticles/grid points. We find that
• for schemes that follow approximately uniform mass
resolution (Lagrangian schemes like MFM, SPH, moving
mesh methods, and AMR set to ensure equal mass per cell):
∆m/Mcloud ∼ N−1, trivially.
• for schemes that follow approximately uniform spa-
tial resolution (e.g. uniform Eulerian grids or Lagrangian
schemes where the minimum force softening is too large):
since there is a spatial resolution ∆x the smallest resolvable
structure has a mass of ∆m ∼ MJeans(∆x) ∼ c
3
s
Gρmax
. Using
∆m ∼ ρmax∆x3 we get ∆m/Mcloud ∼ c
2
s
GMcloud
∆x ∝ N−1/3.
This shows that schemes with uniform mass elements (like
the Meshless-Finite-Mass scheme we are using) are (as ex-
pected by design) inherently superior at resolving mass dis-
tributions in Jeans-like collapse for a given number of res-
olution elements because their low-mass cut-off scales as
N−1 compared to the N−1/3 for uniform spatial resolution
schemes (see Table 1 for specifics), provided they use no
minimum softening but allow structures to get as dense as
needed to reach the Truelove criterion.
Fig. 5 shows that the mass distribution in the fragment-
ing case is close to a power-law with a low-mass cut-off set
by the mass resolution of the simulation10. In the monolithic
collapse case the distribution of low-mass fragments exhibits
a similar behaviour, although the majority of the mass is
still contained in several high mass fragments (see Fig. 2 for
reference). This appears to contradict some claims in the lit-
erature (e.g. Gong & Ostriker 2015; Haugbølle et al. 2017)
that the mass spectrum peak converges around the sonic
mass or some other mass scale set by initial conditions. We
believe the discrepancy is related to several issues.
First, some authors are using uniform spatial resolution
grids (e.g. Gong & Ostriker 2015) for which even the high-
est resolution calculations can not resolve the fragmentation
of substructures due to the unfavourable ∆m ∝ N−1/3 scal-
ing11. Alternatively, it is possible that these simulations start
from initial conditions that are reminiscent of the “mono-
lithic collapse” case (e.g. having substructures in the initial
density field that undergo monolithic collapse), and only a
small fraction of mass undergoes runaway fragmentation. Al-
though this runaway process is unresolved, the mass function
appears converged as most of the mass is bound in objects
well above the resolution limit. In some cases authors use
adaptive mesh refinement codes and claim convergence, but
the data does not support this claim (e.g. see Figs. 4-6 in
Haugbølle et al. 2017, where the IMF peak roughly follows
the predicted N−1/3 trend at higher resolutions12). Finally,
10 Note that the highest resolution run (∆m/Mcloud = 7 × 10−9)
was not run until completion due to the CPU cost that arises
from modelling tightly bound binaries. At this point the system
has turned only about 20% of its mass into sink particles, so
we expect the IMF to evolve (e.g. accretion should make it less
bottom heavy), but the low-mass cut-off is already established.
11 To reach the resolution of our ∆m/Mcloud = 6 × 10−8 simula-
tion, ≈ 4 × 1021 grid points would be needed, far exceeding the
capabilities of even large computer clusters.
12 Although Haugbølle et al. (2017) use an AMR scheme, their
mass resolution follows the unfavourable ∝ N−1/3 trend, due to the
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∆ m /Mcloud=7x10-9
α=0.12
=1  =1α=1.2
∆m /Mcloud=7x10-9
Figure 1. Typical density maps for isothermal fragmentation (left) and monolithic collapse (right). On each figure the colormap is
stretched over a 2 dex interval. In the fragmenting case (left) supersonic infall creates dense, filamentary structures with high density
“beads” embedded in them. Many of these structures are self-gravitating and undergo gravitational collapse, either forming sink particles
or further fragmenting into even smaller objects. In case of monolithic collapse there is only a single high density region at the centre of
the cloud, which accretes most of the gas.
∆m/Mcloud Nparticle ∆x/Rcloudαthermal ρmax/(ρcloud0 α3thermal)
∆tmin
tclouddyn,0
α
3/2
thermal N
effective
Euler
2 × 10−4 (16)3 9.5 × 10−4 1.2 × 106 1.8 × 10−4 (4200)3
3 × 10−5 (32)3 1.2 × 10−4 7.5 × 107 2.3 × 10−5 (3.3 × 104)3
4 × 10−6 (64)3 1.5 × 10−5 4.8 × 109 2.9 × 10−6 (2.7 × 105)3
5 × 10−7 (128)3 1.9 × 10−6 3.1 × 1011 3.6 × 10−7 (2.1 × 106)3
6 × 10−8 (256)3 2.3 × 10−7 2.0 × 1013 4.5 × 10−8 (1.7 × 107)3
7 × 10−9 (512)3 2.9 × 10−8 1.3 × 1015 5.6 × 10−9 (1.4 × 108)3
Table 1. Resolution parameters: 1) Fractional mass resolution ∆m/Mcloud, 2) Spatial resolution ∆x/Rcloudαthermal where ρ = ∆m/δx3
becomes high enough that the corresponding Jeans mass becomes unresolved (< ∆m), 3) Highest resolvable density ρmax/(ρcloud0 α3thermal),
the corresponding Jeans mass is ∆m, 4) Smallest resolved time scale ∆tmin/tclouddyn,0α
3/2
thermal where ∆t =
∆x
cs
and 5) the number of grid points
N effectiveEuler required in an Eulerian simulation (satisfying ∆x = ϕ∆xgrid from Truelove et al. 1997, where ϕ ∼ 1). Note that the CPU cost
of these calculations (at best) scale as Nparticle log Nparticle × Ntimesteps which means going up one level in resolution (e.g. from 643 to 1283)
increases the computational cost by roughly a factor of 100.
there is substantially greater numerical diffusivity in highM
flows, due to lack of Galilean invariance (Springel & Hern-
quist 2002), which is well-known to generate spurious heat-
ing and suppress small-scale structures in the simulation of
“cold” gravitational collapse (see e.g. Hopkins 2015).
5 CONCLUSIONS
We investigated the evolution of self-gravitating, isothermal
gas with high-resolution Lagrangian hydrodynamic simula-
tions. We identified two distinct modes of collapse:
fact that the maximum AMR refinement level is reached before
the target mass resolution is.
(i) Monolithic collapse (most of the mass ends up in one
or a few massive objects)
(ii) Runaway fragmentation (most of the mass ends up in
a spectrum of low-mass fragments, which continues until the
resolution limit)
The mode of collapse is set by the infall Mach number
Minfall ≡ vinfallcs ∼
√
GM
R
cs
(equivalent to the initial number of
Jeans masses in the cloud), not the initial virial parameter
or the Mach number of the initial turbulent dispersion. We
conjecture that the difference in behaviour is due to sound
waves “smoothing out” density perturbations when the infall
is subsonic leading to a scenario similar to the well-known
solutions of isothermal collapse (e.g. Larson 1969; Penston
MNRAS 000, 000–000 (0000)
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Figure 2. The final mass distribution of sink particles in isothermal gravitational collapse for different virial parameters α and fixed
initial turbulent Mach number of M = 1, demonstrating the two modes of isothermal collapse. The top row shows the number of particles
per mass bin (IMF) while the bottom row shows the total mass of sink particles in each (logarithmic) mass bin. The horizontal axis is
normalized by the mass of the initial cloud. In the α = 1.2 case (left, blue) most of the mass ends up in a single object comparable in
mass to the initial cloud (monolithic collapse). Meanwhile, in the α = 0.12 case (right, red) most of the mass ends up in objects with
much lower masses than the initial cloud (fragmentation). In both cases the low-mass end roughly has equal mass in each logarithmic
bin (this means a -2 power-law slope for the IMF), in agreement with theoretical predictions (e.g. Guszejnov et al. 2017).
1969; Shu 1977), but further tests are needed to verify this
claim.
In both modes of collapse we found that the mass dis-
tribution of final objects develops a power-law behaviour at
low-masses, close to dN/dM ∝ M−2, in agreement with the-
oretical expectations (e.g. Elmegreen 1997; Padoan et al.
1997; Hennebelle & Chabrier 2008; Bonnell et al. 2007;
Ballesteros-Paredes et al. 2015). Note that in the case of
monolithic collapse most of the mass is actually in several
massive fragments that lie outside this power-law regime but
the remaining mass which does not end up in the “primary”
scale sinks forms a power-law distribution, with no lower
limit down to the resolution scale.
We conducted a resolution study to examine whether
the low-mass cut-off of the power-law in the mass distri-
bution is determined by the initial conditions of the cloud
(e.g. its virial parameter or initial turbulent properties) or
by mass resolution. We found that there is no convergence in
the low-mass spectrum that appears in either mode of col-
lapse. In other words: the fragmentation goes well below the
initial Jeans mass, down to the mass resolution. This agrees
well with several studies (e.g. Martel et al. 2006; Kratter
et al. 2010; Lee & Hennebelle 2017; Federrath et al. 2017b).
However, these results along with ours do appear to contra-
dict some studies in the literature. We believe the discrep-
ancy is explained by different simulation methods and the
much wider dynamic range probed in this study.
It is a common argument that subsonic structures do
not fragment, so the population of such structures (e.g. cores
in star formation), whose characteristic mass is set by the
large-scale turbulent properties (e.g. sonic mass, see Hen-
nebelle & Chabrier 2008; Hopkins 2012b), influence the final
mass distribution. This is not the case as these structures
form in a larger, supersonic cloud that forms supersonic sub-
structures as well. These substructures have different turbu-
lent properties so they spawn a population of subsonic frag-
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Figure 3. Fraction of the total cloud mass that ultimately ends
up in massive fragments (Msink > 0.1Mcloud) for different initial
virial parameters and initial turbulent Mach numbers (blue: most
of the mass undergoes monolithic collapse, red: most of the mass
ends up in small fragments). It is clear that there is no specific α
or initial turbulent M value separating the two modes of collapse.
However, the boundary is well fitted by Minfall = 3 (defined in Eq.
5), plotted as a solid black line.
ments different from their parent. In the end this cascade
washes out any effects the initial conditions might have over
the low-mass end of the mass spectrum.
We find that once the fragmentation cascade starts, it
proceeds to infinitely small scales, similar to the idealized
case of Hoyle (1953). Initial properties (e.g. virial parameter,
turbulent Mach number, Jeans mass, turbulent driving) have
no effect on this result, but they may influence the details
of the resulting mass distribution (e.g. how close the peak is
to the mass resolution). Note that our results only apply to
collapsing isothermal gas, additional physics would imprint
additional scales, allowing these parameters to exert greater
influence on structure formation.
Our results show that an isothermal fragmentation cas-
cade has to be terminated by additional physics (e.g. break-
down of scale-free assumption at high densities); the ini-
tial conditions (e.g. sonic mass) imprint no mass scale in
the final mass distribution. This means that star formation
models that tie the IMF peak to initial turbulent proper-
ties (e.g. Padoan & Nordlund 2002; Hennebelle & Chabrier
2008; Hopkins 2012a) need to be modified.
More broadly, these results provide insight into the
physical character of isothermal gravito-turbulent fragmen-
tation: it is a self-sustaining process, able to continuously
generate enough power in the density field on the smallest
scales to drive further fragmentation. The requisite energy
to drive these small-scale density perturbations must be pro-
duced by local gravitational collapse, in a manner that is de-
coupled from energy injection at larger scales (see e.g. Ferrini
et al. 1983; Robertson & Goldreich 2012; Murray et al. 2017).
This is a very different picture from the classical Kolmogorov
energy cascade, in which all kinetic energy originates at large
scales and cascades to small scales, with none generated at
intermediate scales. Instead we can think of the structure
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Figure 4. Fraction of the total cloud mass that ultimately ends
up in massive fragments (Msink > 0.1Mcloud) as a function of the in-
fall Mach-number (see Eq. 5) or equivalently the number of initial
Jeans masses (see Eq. 6). We define massive fragments as having
at least 10% of initial cloud mass. Below this value (dashed line)
we plot the mass of the most massive sink particle relative to the
cloud. There is a clear transition around Minfall ∼ 2 − 4 between
monolithic collapse and fragmentation, we fitted generalized lo-
gistic functions
(
f (x) =
(
1 + e(x−x0)/dx
)−ν )
to the data (solid lines)
to make the transition more apparent (no line was fitted at the
highest resolution due to the low number of data points, but they
lie on the trend line predicted from lower resolution runs). As
we go to higher resolutions the transition becomes sharper. Note
that the scatter arises from the stochastic nature of the initial
conditions (e.g. random velocity field).
formation process as a mass cascade, where (through frag-
mentation) mass is transferred to smaller scales (see e.g.
Newman & Wasserman 1990; Field et al. 2008; Guszejnov
et al. 2017). Hence self-gravity alters isothermal turbulence
in a fundamental way. It follows that any model of the ISM
based upon the properties of non-self-gravitating isothermal
turbulence will fail to describe the internal dynamics of the
self-gravitating objects that form.
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Figure 5. The mass distribution of sink particles (IMF) in a fragmenting cloud (Left: α = 0.12, M = 1, Right: α = 1.2, M = 1) for
different mass resolutions. The dashed lines mark mass scales from initial conditions (sonic mass Msonic and Jeans mass MJeans). For
clarity the delta-function-like peaks around unit relative mass were removed from the right figure (see Fig. 2 for an example). Lower
resolution runs are not included in the right figure as they only produced a single sink particle at unit relative mass. It is clear that the
peak of the distribution is set by the resolution parameter ∆m/Mcloud, initial conditions imprint no scales into the final result. This means
that for the infinitely well-resolved case we would get an infinite fragmentation cascade.
Scheme, and the Australia-Germany Joint Research Coop-
eration Scheme (UA-DAAD).
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APPENDIX A: ADDITIONAL NUMERICAL
TESTS
A1 Effects of perturbed initial conditions
Due to the resource intense nature of the simulation, only
one initial realization of the initial conditions (e.g. the spe-
cific density field) was simulated for a given resolution, virial
parameter α and Mach number M in Fig. 3. To test for the
magnitude of stochastic effects in different realizations (since
the system is chaotic) we consider an experiment where we
follow the evolution of 5 different random realizations with
the same global Mach number and virial parameter. We also
included a set where we added Gaussian noise to the position
and velocity of the initial gas particles. Fig. A1 shows that
the mass distribution of sink particles (IMF) is qualitatively
unchanged by these experiments.
A2 Effects of turbulent driving
The simulations mentioned in the main text include no ex-
ternal driving for turbulence as this simplifies the problem
and decreases the number of degrees of freedom. Neverthe-
less, turbulent driving could play an important role in star
formation (see e.g. Federrath et al. 2017a), although some
authors have argued that turbulence in clouds is driven pri-
marily by their own self-gravity, not an external cascade
in the isothermal regime we are focusing on (Ballesteros-
Paredes et al. 2011; Robertson & Goldreich 2012; Iba´n˜ez-
Mej´ıa et al. 2016; Murray et al. 2017).
To investigate the effects of turbulent driving we car-
ried out several simulations where the initial conditions are
generated by driving the turbulence for several dynamical
times without self-gravity, then turning on gravity (as in
e.g. Schmidt et al. 2009). Note that unlike the simulations
in the main text in these cases the density and velocity fields
in the initial conditions are self-consistent with the driving
and initial Mach number. Fig. A2 shows that turbulent driv-
ing has no qualitative effects on the resulting IMF.
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Figure A1. The mass distribution of sink particles (IMF) for 5
different simulations of clouds, each with the same initial α = 0.06
and turbulent Mach number of M = 1, but the ICs are drawn
randomly from different times in a turbulent boy simulation (in
other words, these are different “realizations” of the ICs). Points
show the median and error bars the 80% inclusion interval of
the sink particle IMF for different realizations. In a second set
of simulations we added a random Gaussian perturbation to the
initial position and velocity of the gas particles. The IMF shape
is is qualitatively consistent for different realizations even if we
add significant perturbations onto it.
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Figure A2. The mass distribution of sink particles (IMF) for a
cloud with initial α = 0.5 and M = 4. We compare our fiducial
case of non-driven (but still self-gravitating) turbulence with sce-
narios with different types of turbulent driving. It is clear that the
external driving has little to no effect on the final distribution,
regardless of the driving method.
A3 Effects of the hydrodynamic solver
As GIZMO is an inherently multi-method code, we can
re-run several simulations with different hydrodynamics
schemes, but otherwise identical physics. We compare:
• The Meshless Finite-Mass (MFM) method (Hopkins
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Figure A3. The mass distribution of sink particles (IMF) using
Meshless Finite-Mass (MFM) and Smoothed-Particle Hydrody-
namics (SPH) schemes. The predicted IMF is independent of the
details of the hydrodynamics method.
2015), a Lagrangian, finite volume, second order, Godunov
method (our default in the text).
• The “Pressure-Energy” formulation of smoothed parti-
cle hydrodynamics (SPH) (Hopkins 2013a), which has var-
ious improvements over the original GADGET “Density-
Entropy” formulation it is derived from (Springel & Hern-
quist 2002).
Although both are Lagrangian methods, the two work quite
differently. In MFM, inter-cell fluxes are the obtained by
solving a Riemann problem across each effective face be-
tween neighbouring cells in such a way that mass fluxes
cancel and the cells are moved with the local fluid veloc-
ity. In SPH, effective forces between interacting neighbour
particles are derived from a discrete particle Lagrangian in-
volving the local fluid properties reconstructed from a kernel
density estimator. Despite these differences, we found that
our choice of hydro solver these has no qualitative effect on
our results (see Fig. A3).
A4 Effects of the sink particle scheme
In our simulations sink particles are allowed to merge in
order to avoid the spawning of spurious sinks, which can
significantly affect their mass distribution. Two sink parti-
cles are allowed to merge if the following criteria are met
(based on Federrath et al. 2010c):
(i) Both are in the same interacting hydrodynamic ele-
ment.
(ii) They are gravitationally bound.
(iii) Their epicentric radius is smaller than 3 times the
gravitational force softening and 10−4Rcloud.
To test whether this prescription has any effect on our re-
sults we run several simulations where we forbid sink particle
mergers. Fig. A4 shows that allowing sink particles to merge
affects their final mass distribution by decreasing the num-
ber of sinks at the resolution limit and thus shifting the peak
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Figure A4. The mass distribution of sink particles (IMF),
comparing the case where the sink particles are allowed merge
(dashed, red) and the case they are not (black, solid). As ex-
pected, the overall distribution shifts to larger masses, but the
initial conditions (e.g. MJeans Jeans and Msonic sonic masses) play
no role.
to a slight higher mass. Overall, it has no qualitative effect
on our results as the low-mass cut-off is still determined by
the mass resolution.
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