In this paper, we show that several integral operators, which are associated with beta-type probability distributions, preserve monotonicity and convexity, as well as the property of being absolutely or completely monotone. Simple proofs are given by using probabilistic methods, in particular, representations of these operators in terms of appropriate stochastic processes with stationary independent increments (referred to as 'gamma' processes). As a consequence, similar properties for other Bernsteintype operators closely related to them are obtained.
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Introduction
Many positive linear operators arising in approximation theory preserve the shape properties of the functions on which they act, such as monotonicity and convexity. For instance, Bernstein, Szasz and Baskakov operators as well as convolution operators behave in this way. In all these cases, some easy analytical computations s&ice to prove the preceding assertions.
In the present paper, we shall deaf with several integral operators which are associated with beta-type probability distributions. The former is the operator B, defined by
where B( *, *> is the beta function and f is any real measurable function defined on (0, 1) such that B,(lfj, x) (00. If f is defined on [0, 11, we set
This operator has been considered by M~h~ba~h in [tl] . More recent results can be found in [4] . Khan [7] has studied the sequence B,, n = !,2,. . . ~ A slight modi~cation of (1) leads to (a) Iff is u nondecreasing (resp. connex) ~~ncf~on defined on I = (0, I) or CO, 11, such that B,(lf\, )
x < a, for ail x E 1, then B,f is nondecreasing (resp. convex).
(b) lf f E C[O, 1) is absolutely (resp. completely) monotone, then B,f is absolutely (resp. completely) monotone.
These results also hold if B, is replaced by BT.
Theorem 2. For a fixed t > 0, we have: (a) Iff is a nondecreasing (resp. convex) function dejned on I = (0, ~0) or [O, a), such that T,(jf\, x) C= CO, for all x E I, then TJ" is nondecreu~ing (resp. convex).
In this paper, the emphasis is placed on the use of probabilistic methods as a simple way of proving the results above. Thus, Theorem I(b) (resp, Theorem 2(b)) will follow from the representation of an absolutely monotone function on [a, l] (resp. a completely monotone function on [0, 00)) as a probability generating function (resp. a Laplace transform).
On the other hand, it is not clear how the standard analytical tools would work in proving Theorem l(a) and Theorem 2(a). However, a simple proof will be given by using an appropriate representation of the corresponding operators in terms of gamma processes (see below for their definition).
Moreover, the property of preservation of Lipschitz constants will follow easily from this representation (see the remark at the end of the next section (x+iff) fl;:(y' (1 -X-t&} 
In view of (7), the following corollary follows directly from Theorem 1 and the corresponding properties of the Bernstein operator. 
an analogous relation to (7). It is easy to see that Lo, preserves monotonicity.
Moreover, Khan [9] has shown that Lff is convex (and nonincreasing) whenever f is convex and nonincreasing on [0, CO). Therefore: 
Proof of Theorem 1
A stochastic process ( cV,),_~ starting at the origin, with stationary independent increments, such that, for each t > 0, U, has the gamma distribution with density d,(8)=(8'-'/T(t))e--N, f3>0, will be called a gamma process. In what follows we shall always take a version of (U,),,, with paths in the Skorohod space D[O, a)).
For every f > 0 and x E (0, l), the random variable
has the beta distribution with parameters tx, t(1 -x). Therefore, we can write
Observe that (10) is consistent with (2). Since ( U,),so has nondecreasing paths a.s., it follows immediately that R,f is nondecreasing whenever S is nondecreasing. In order to show the assertion concerning convexity, the following lemma, which has an independent interest, will be useful. 
where 92: is the augmentation of the cr-algebra generated by all the X, such thai O<uSr or ti> t lath respect to (f&S, P),
Proof. Firstly, we claim that, for each r 2 0, the process
is a reversed martingale. By the hypothesis (ii), it suffices to see this when r = 0. If s > t > 0, let (qn)n2, be a decreasing sequence of rational numbers converging to s/t. From (ii), it is clear (cf. [2] ) that E(X,I 33') = X,,$,/qn, n z 1, as. (12) Moreover, since the paths of (X,f,,o are right-continuous, a.s., 33; is generated by all the 59%' with n 3 1. The claim foIIows by taking limits in (12) as n + cc. Now, let 0 G r < s < t. On the event {X, = X,} E %I:, the inequalities in (11) are trivial, because the process (X,),,, has nondecreasing paths, a.s. On the event {X,<X,}, we can represent X, as the following convex linear combination x,-x x,< = ___
x -x x, _x,x'+x,-l as
Therefore, the first inequality in (11) follows from (13), the claim above and the conditional version of Jensen's inequality, whilst the second follows from (13), the aforementioned claim and the convexity off. The proof of Lemma 1 is finished. 0
Coming back to the proof of Theorem 1, let t > 0 and 0 s x < Y < z s 1. Then
Iff is convex, we have as in Lemma 1,
since U, is %'z-measurable. Taking where A, = E(t-t N+ I))' and g, is the probability generating function of 1;:: X, (this sum must be understood as zero, if n = 0). Thus, BTf is, up to a constant, the probability generating function of a mixture of distributions and, therefore, an absolutely monotone function. Finally, the assertion concerning completely monotone functions follows directly from the equality where A > 0 and I_L E (0, 11. Then, using (10) and Jensen's inequality, we have, for OGx<y=Gl, This shows in a new more abridged way that B, preserves Lipschitz constants (cf. [4, 7] ). For the corresponding property for the operator T, we refer to [l] .
Proof of Theorem 2
Let (V,),,, and (V,)rac be two gamma processes defined on the same probability space and stochastically independent. Then, for x > 0 and t > 0, the random variable U,Yl v, has the following beta-type density by(e)=' 0 IS -I 13(t~, t) (1 -t-e)'-xc" e>o.
Therefore, we have the representation T,(f,.x)=~f(~,,lv,), The conclusion follows. 12
