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Abstract
In this paper, we study the existence of positive solutions of some nonlinear elliptic problems in
unbounded domains. The existence is affected by the properties of the geometry and the topology of
the domain.
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1. Introduction
In this paper we are concerned with the following problem:⎧⎨
⎩
−Δu+ a(x)u = f (x,u) in Ω,
u > 0 in Ω,
u ∈ H 10 (Ω),
(1.1)
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throughout this paper locally Hölder continuous and satisfies
a1  a(x) a2 > 0, ∀x ∈ Ω.
We will also assume that f : Ω × R → R is of class C1 and satisfies the following condi-
tions:
(f1) f (x, y) = o(y) near y = 0 uniformly in x ∈ Ω.
(f2) There exists a3 > 0 such that |fy(x, y)| a3(1 + |y|p−1) ∀x ∈ Ω and y ∈ R, where
1 <p < N+2
N−2 if N > 2 and 1 <p < ∞ if N = 1,2.
(f3) There exists θ > 2 such that 0 < θF(x, y) f (x, y)y ∀x ∈ Ω and y ∈ R\{0}, where
F(x, y) = ∫ y0 f (x, τ ) dτ .
(f4) f (x,ty)y
t
is an strictly increasing function of t > 0 ∀x ∈ Ω and y ∈ R\{0}.
Since we seek only positive solutions of problem (1.1), it is convenient to define
f (x,u) ≡ 0 for u 0 and x ∈ Ω .
Associated to problem (1.1) is the energy functional I defined by
I (u) = 1
2
∫
Ω
(|∇u|2 + a(x)u2)dx − ∫
Ω
F(x,u)dx,
which by above assumptions is well defined for u ∈ H(Ω) where
H(Ω) =
{
u ∈ H 10 (Ω)
∣∣∣ ∫
Ω
a(x)u2 dx < ∞
}
.
H(Ω) become a Hilbert space, continuously embedded in H 10 (Ω), when endowed with
the inner product
〈u,v〉H(Ω) =
∫
Ω
(∇u · ∇v + a(x)uv)dx
whose associated norm we denote by ‖ · ‖H(Ω). I ∈ C1(H(Ω),R) (see [12]).
In the following definitions, we simply denote Palais–Smale by (PS).
Definition 1.1.
(1) For c ∈ R, a sequence {uk} ⊂ H(Ω) is a (PS)c-sequence if I (uk) → c and I ′(uk) → 0
in H−1(Ω).
(2) c ∈ R is a (PS)-value if there exists a (PS)c-sequence.
(3) I satisfies the (PS)c-condition if every (PS)c-sequence for I contains a convergent
subsequence.
It is well known that the solutions of problem (1.1) are the critical points of the en-
ergy functional I . Moreover, standard arguments from elliptic regularity theory show that
critical points of I on H(Ω) are classical solutions of problem (1.1). However, the main
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trary to the case of bounded Ω , in this case the embedding of the Sobolev space H(Ω) into
Lp(Ω) is not compact. Because of this lack of compactness, the standard variational meth-
ods do not apply (see [1]). In this connection we recall that for any bounded Ω there exists
a solution of problem (1.1). In our case the result is no longer true: for instance, if Ω is a
half space, in Esteban and Lions [8] it was proved that problem (1.1) admits no solution.
The existence or the multiplicity of solutions is affected by the topology of the domain.
Denote that
M(Ω) =
{
u ∈ H(Ω)\{0}
∣∣∣∣
∫
Ω
(|∇u|2 + a(x)u2)dx = ∫
Ω
f (x,u)udx
}
,
αM(Ω) = inf
u∈M(Ω) I (u).
To look for solutions of problem (1.1) is also equivalent to find critical points of I con-
strained to lie upon the manifold M(Ω). As a consequence of Ekeland’s variational prin-
ciple, there exists a sequence {uk} ⊂ M(Ω) such that
I (uk) → αM(Ω), I ′(uk) → 0 in H−1(Ω).
Although αM(Ω) does not guarantee that there exists a critical point u ∈ H(Ω) with
I (u) = αM(Ω), we can analyze Palais–Smale sequences to justify if there exist positive
solutions of problem (1.1). New analysis is needed to solve such problems which will be
described as follows. Let
Ωk = Ω ∩BNk (0), where BNk (0) =
{
x ∈ RN ∣∣ ‖x‖ < k},
Ω˜k = Ω\BNk (0).
For v ∈ H(Ω˜k+1), it can be identified with an element of H(Ω˜k) by extending v to be zero
on Ω˜k\Ω˜k+1.
In Section 2, let Θ(Ω) be the set of all the positive (PS)-values. The set Θ(Ω) in partic-
ular contains all the positive critical values of I . Let δ(Ω) be the infimum of Θ(Ω), it will
be shown that Θ(Ω) is a nonempty set, δ(Ω) is a positive number, and the optimal lower
bound for Θ(Ω) is αM(Ω) when (f1)–(f4) are satisfied; that is to say, δ(Ω) = αM(Ω).
If u is a nontrivial solution of problem (1.1), multiplying the problem (1.1) by u and
integrating by parts shows u ∈ M(Ω). For any u ∈ H(Ω)\{0} and t > 0, let hu(t) = I (tu).
By (f1)–(f3), hu(0) = 0, hu(t) > 0 for t small, and hu(t) < 0 for t large. Therefore
maxt0 hu(t) exists and is achieved at tu > 0, we get
h′u(tu) = 0 = tu‖u‖2H(Ω) −
∫
Ω
f (x, tuu)udx
which implies tuu ∈ M(Ω). Moreover by (f4), tu is the unique value of t > 0 such that
tuu ∈ M(Ω). This implies M(Ω) is radially homeomorphic to the unit ball in H(Ω).
In Section 3, we assert that if there exists a (PS)c-sequence with αM(Ω) < c < αM(Ω˜k)
for some large k ∈ N, then there exist a ground state solution and a higher energy solution
of problem (1.1). Next, if there exists a (PS)c-sequence with c > 0 and c /∈ Θ(Ω˜m) for
some m ∈ N, then there exists a positive solution of problem (1.1).
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sufficient in Ω in which I satisfies the (PS)αM(Ω)-condition.
In the last section, we study the domain is the strip domain with a hole, for simplicity
in presentation, we consider the case where f and a do not depend on x, so the problem is
as follows:⎧⎨
⎩
−Δu+ au = f (u) in Σ,
u > 0 in Σ,
u ∈ H 10 (Σ),
(1.2)
where Σ is a strip domain with a hole. Denote that
Ar = {(ξ, η) ∈ RN−1 × R ∣∣ |ξ | < r}.
For the strip domain Ar , Chen [4] modified P.L. Lions [11] and Lien, Tzeng and Wang [10]
to assert that there exists a ground state solution of problem (1.2) in Ar , and Chen, Chen
and Wang [5] establish its asymptotic behavior and the solution is spherically symmetric
in ξ and axially symmetric in η.
When f (u) = up , since Kwong [9] proved that problem (1.2) in RN admits a unique
solution, Benci and Cerami [2] asserted that problem (1.2) in exterior domains admits a
higher energy solution. We use a new method different from Benci and Cerami [2] to prove
there exists a positive higher energy solution of problem (1.2) in a strip domain with a hole.
2. The (PS)-value
We will introduce some preliminaries to analyze the behavior of Palais–Smale sequence
and study the set Θ(Ω) of all the positive (PS)-values.
Lemma 2.1. If {uk} is a (PS)c-sequence, then there exists a constant c¯ > 0 such that
‖uk‖H(Ω)  c¯, and c  0. If c > 0, then there exist a subsequence, still denoted by {uk},
a constant c′ > 0, such that ‖uk‖H(Ω)  c′.
Proof. By (f3) and if k is large, then
c + o(1)(1 + ‖uk‖H(Ω))= I (uk)− 1
θ
(
I ′(uk), uk
)
=
(
1
2
− 1
θ
)
‖uk‖2H(Ω) −
∫
Ω
[
F(x,uk)− 1
θ
f (x,uk)uk
]
dx

(
1
2
− 1
θ
)
‖uk‖2H(Ω).
Thus ‖uk‖H(Ω)  c¯. Then for large k, we have (I ′(uk), uk) = o(1) and
c + o(1) = I (uk)− 1
θ
(
I ′(uk), uk
)

(
1
2
− 1
θ
)
‖uk‖2H(Ω),
so c 0.
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dicts to c > 0. Thus there exist a subsequence, still denoted by {uk}, a constant c′ > 0, such
that ‖uk‖H(Ω)  c′. 
Lemma 2.2. For any u ∈ M(Ω), there exists a constant K > 0 such that I (u) 
( θ−22θ )(2K)
−2
p−1 > 0.
Proof. By (f1) and (f2), for any ε > 0, there exists a constant Cε > 0 such that∣∣f (x,u)∣∣ ε|u| +Cε|u|p. (2.1)
We take ε = 1/2, and by the Sobolev inequality,
0 = (I ′(u),u)= ‖u‖2H(Ω) −
∫
Ω
f (x,u)udx
 ‖u‖2H(Ω) −
∫
Ω
(
1
2
u2 +C1/2|u|p+1
)
dx
 1
2
‖u‖2H(Ω) −K‖u‖p+1H(Ω) = ‖u‖2H(Ω)
(
1
2
−K‖u‖p−1H(Ω)
)
,
thus ‖u‖H(Ω)  (2K)
−1
p−1 , and then by (f3),
I (u) = 1
2
‖u‖2H(Ω) −
∫
Ω
F(x,u)dx  1
2
‖u‖2H(Ω) −
1
θ
∫
Ω
f (x,u)udx
=
(
1
2
− 1
θ
)
‖u‖2H(Ω) 
θ − 2
2θ
(2K)
−2
p−1 . 
Notice that δ(Ω), the infimum of all the positive (PS)-values, is a positive number
proved as follows. By Stuart [13], αM(Ω) is a positive (PS)αM(Ω)-value, so Θ(Ω) is not
empty and δ(Ω) αM(Ω).
Lemma 2.3. If (f1)–(f3) hold, then αM(Ω) δ(Ω) > 0.
Proof. Obviously, by the definition of Θ(Ω), αM(Ω)  δ(Ω). Let {uk} be a (PS)c-
sequence with c > 0, by Lemma 2.1, {uk} is bounded and there exist a subsequence,
still denoted by {uk}, a constant c′ > 0, such that ‖uk‖H(Ω)  c′. Since ‖uk‖2H(Ω) =∫
Ω
f (x,uk)uk dx + o(1) for large k, then by (f3), if k is large, we have
c + o(1) = I (uk) = 12‖uk‖
2
H(Ω) −
∫
Ω
F(x,uk) dx
 1
2
‖uk‖2H(Ω) −
1
θ
∫
f (x,uk)uk dxΩ
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(
1
2
− 1
θ
)
‖uk‖2H(Ω) + o(1)

(
1
2
− 1
θ
)
c′ + o(1).
Since c is arbitrary positive (PS)-value, hence δ(Ω) ( 12 − 1θ )c′ > 0. 
We introduce for an arbitrary sequence {uk} bounded in L2(RN) the concentration func-
tions of |uk|2,
Φk(t) = sup
z∈RN
∫
BNt (z)
|uk|2,
defined for t  0.
Lemma 2.4. Let {uk} be bounded in H(RN) and assume that for some t0 > 0,
Φk(t0) → 0.
Then
uk → 0 strongly in Lq
(
RN
) for all 2 < q < 2∗ = 2N
N − 2 .
If in addition uk satisfies (I ′(uk), uk) → 0, then
uk → 0 strongly in H
(
RN
)
.
Proof. We divide the proof into several steps:
(1) Decompose RN into unit cubes F0 = {P 1i }∞i=1 of length 1 with vertex at lattice points.
Continuing to bisect the cubes to obtain cubes Fm = {Pmi }∞i=1 of length of each Pmi is 12m .
Let m0 satisfies
√
N 12m0 < t0. For each i, let B
m0
i be a ball with center at the same as that
of Pm0i and of radius t0 in RN . Then P
m0
i ⊂ Bm0i , RN =
⋃∞
i=1 P
m0
i , and {Pm0i }∞i=1 are
nonoverlapping. Write Pi = Pm0i . If we take q and r such that 2 < q < r < 2∗, we can
write, by the Hölder inequality and Sobolev imbedding,
∫
RN
|uk|q =
∞∑
i=1
∫
Pi
|uk|q
=
∞∑
i=1
∫
Pi
|uk|2
r−q
r−2 |uk|r
q−2
r−2

∞∑
i=1
(∫
|uk|2
) r−q
r−2(∫ |uk|r
) q−2
r−2Pi Pi
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(
Φk(t0)
) r−q
r−2
∞∑
i=1
(∫
Pi
|uk|r
) q−2
r−2
 c
(
Φk(t0)
) r−q
r−2
∞∑
i=1
(∫
Pi
(|∇uk|2 + a(x)u2k)
) r
2
q−2
r−2
.
Since limr→q r2
q−2
r−2 = q2 > 1, we may choose r such that s = r2 q−2r−2  1,
∞∑
i=1
(∫
Pi
(|∇uk|2 + a(x)|uk|2)
) r
2
q−2
r−2
=
∞∑
i=1
(∫
Pi
(|∇uk|2 + a(x)|uk|2)
)s

( ∞∑
i=1
∫
Pi
(|∇uk|2 + a(x)|uk|2)
)s
=
( ∫
RN
(|∇uk|2 + a(x)|uk|2)
)s
= ‖uk‖2sH(RN)  c.
Therefore
uk → 0 strongly in Lq
(
RN
)
for all 2 < q < 2∗ = 2N
N − 2 .
(2) If in addition uk satisfies (I ′(uk), uk) → 0, then for large k, ‖uk‖2H(RN) =∫
RN
f (x,uk)uk dx + o(1). By (2.1),
‖uk‖2H(RN) 
∫
RN
∣∣f (x,uk)∣∣|uk|dx + o(1)
 ε‖uk‖2H(RN) +Cε‖uk‖p+1Lp+1(RN) + o(1),
or by part (1),
(1 − ε)‖uk‖2H(RN)  Cε‖uk‖p+1Lp+1(RN) + o(1) = o(1).
Hence
uk → 0 strongly in H
(
RN
)
. 
Lemma 2.5. Let {uk} be a (PS)c-sequence with c > 0. Then there exists a sequence {tk} in
R+ such that {tkuk} ⊂ M(Ω), {tk} is bounded, and αM(Ω) I (tkuk) c + o(1).
Proof. Let {uk} be a (PS)c-sequence with c > 0, thus for large k, uk  0, and
uk  0 strongly in H
(
RN
)
,
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then by Lemma 2.4, there exist a sequence {zk} ⊂ RN and ε1 > 0 such that uk  0 in
BN1/2(zk), and∫
BN1/2(zk)
∣∣uk(x)∣∣2 dx  ε1.
Hence there exist ε2 > 0, ε3 > 0, such that
|Dk| ≡
∣∣{x ∈ BN1/2(zk) ∣∣ uk(x) ε2}∣∣ ε3,
where |Dk| is the Lebesgue measure of the set Dk .
For uk ≡ 0, by (f4), there exists a unique positive number tk such that tkuk ∈ M(Ω),
then
‖uk‖2H(Ω) =
∫
Ω
f (x, tkuk)uk
tk
dx.
Either tk  1, or tk > 1 in which case by (f3), F(x,ty)tθ is an nondecreasing function of t > 0
for all x ∈ Ω and y ∈ R\{0}, then
t2k ‖uk‖2H(Ω) =
∫
Ω
f (x, tkuk)tkuk dx  θ
∫
Ω
F(x, tkuk) dx  θ
∫
Ω
tθk F (x,uk) dx.
Consequently by Lemma 2.1,
tθ−2k  θ
−1 ‖uk‖2H(Ω)∫
Ω
F(x,uk) dx
 θ−1 c¯
2∫
Dk
F (x,uk) dx
 θ−1 c¯
2∫
Dk
F (x, ε2) dx
 θ−1 c¯
2
ε3(minx∈Dk F (x, ε2))
,
thus {tk} must be bounded.
I (tkuk)− I (uk)
= 1
2
t2k ‖uk‖2H(Ω) −
∫
Ω
F(x, tkuk) dx − 12‖uk‖
2
H(Ω) +
∫
Ω
F(x,uk) dx
= 1
2
(
t2k − 1
)∫
Ω
f (x,uk)uk dx −
∫
Ω
F(x, tkuk) dx +
∫
Ω
F(x,uk) dx + o(1)
= g(tk)+ o(1),
where g(t) = 12 (t2 − 1)
∫
Ω
f (x,uk)uk dx −
∫
Ω
F(x, tuk) dx +
∫
Ω
F(x,uk) dx. Since
g′(t) = t
∫
Ω
f (x,uk)uk dx −
∫
Ω
f (x, tuk)uk dx
= t
(∫
f (x,uk)uk
1
dx −
∫
f (x, tuk)uk
t
dx
)
,Ω Ω
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maxt∈[0,∞) g(t), g(1) = 0, and for large k,
I (tkuk)− I (uk) = g(tk)+ o(1) g(1)+ o(1) = o(1).
Hence αM(Ω) I (tkuk) c + o(1). 
Next, we prove that an optimal lower bound for Θ(Ω) is αM(Ω) when (f1)–(f4) are
satisfied.
Theorem 2.6. If (f1)–(f4) hold, then δ(Ω) = αM(Ω).
Proof. It suffices to show δ(Ω)  αM(Ω), since the reversed inequality is always true.
Let {uk} be a (PS)c-sequence with c > 0, and by Lemma 2.5, there exists tk ∈ (0,∞), such
that tkuk ∈ M(Ω), {tk} is bounded, and αM(Ω) I (tkuk) c + o(1). Since c is arbitrary
positive (PS)-value, it follows that αM(Ω) δ(Ω). 
3. Existence of solutions
In this section, we assert that if there exists a (PS)c-sequence with αM(Ω) < c <
αM(Ω˜k) for some large k ∈ N, then there exist at least two positive solutions of prob-
lem (1.1); i.e., a ground state solution and a positive higher energy solution. Next, if there
exists a (PS)c-sequence with c > 0 and c /∈ Θ(Ω˜m) for some m ∈ N, then there exists a
positive higher energy solution of problem (1.1).
Lemma 3.1. Let {uk} be a (PS)-sequence for I satisfying uk ⇀ u weakly in H(Ω). Then
(1) u is a weak solution of problem (1.1).
(2) If u ≡ 0, then u is a positive solution of problem (1.1).
(3) If {uk} is a (PS)αM(Ω)-sequence for I satisfying uk ⇀ u weakly in H(Ω) and u ≡ 0,
then uk → u strongly in H(Ω).
Proof. (1) Take a subsequence {uk} such that uk ⇀ u weakly in H(Ω), a.e. in Ω , and
strongly in Lqloc(Ω) where 1 q < 2∗. For φ ∈ C∞c (Ω), we get∫
Ω
∇uk · ∇φ →
∫
Ω
∇u · ∇φ,
∫
Ω
a(x)ukφ →
∫
Ω
a(x)uφ,
and by (f2), |f (x,uk)− f (x,u)||φ| a3(|uk| + |uk|p + |u| + |u|p)|φ|, then by the gener-
alization of the Lebesgue dominated convergence theorem, we have∫
f (x,uk)φ →
∫
f (x,u)φ.Ω Ω
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I ′(u),φ
)= lim
k→∞
(
I ′(uk),φ
)= 0.
Since C∞c (Ω) is dense in H(Ω), we have I ′(u) = 0. Therefore u is a weak solution of
problem (1.1).
(2) If u is a nonzero solution of problem (1.1), then u ∈ M(Ω). By elliptic regularity,
any critical point of I is a classical solution of problem (1.1). Let u−(x) = max(−u(x),0).
Since
0 = (I ′(u),u−)= ∫
Ω
∇u · ∇u− +
∫
Ω
a(x)uu− −
∫
Ω
f (x,u)u− = −‖u−‖2H(Ω),
hence u 0. By the maximum principle, u > 0 in Ω .
(3) By part (2), u ∈ M(Ω) and applying Fatou’s lemma yields
αM(Ω) I (u) = 12‖u‖
2
H(Ω) −
∫
Ω
F(x,u)dx = 1
2
∫
Ω
f (x,u)udx −
∫
Ω
F(x,u)dx
 lim inf
k→∞
∫
Ω
(
1
2
f (x,uk)uk − F(x,uk)
)
dx = lim
k→∞ I (uk) = αM(Ω),
or
I (u) = αM(Ω). (3.1)
Set pk = uk − u to get pk ⇀ 0 weakly in H(Ω), a.e. in Ω , and strongly in Lqloc(Ω) where
1 q < 2∗, then if k is large, we have
‖pk‖2H(Ω) = ‖uk‖2H(Ω) − ‖u‖2H(Ω) + o(1). (3.2)
Since u ∈ H(Ω), by (f1) and (f2), for any ε > 0, there exists r > 0 such that for Ω˜r =
Ω\BNr (0),∫
Ω˜r
|u|2 < ε,
∫
Ω˜r
|u|p+1 < ε,
∫
Ω˜r
∣∣F(x,u)∣∣< ε. (3.3)
By the generalization of the Lebesgue dominated convergence theorem, we have∫
Ωr
F (x,uk) →
∫
Ωr
F (x,u) and
∫
Ωr
F (x,pk) → 0.
Then ∫
Ωr
∣∣F(x,pk)− F(x,uk)+ F(x,u)∣∣< ε. (3.4)
Now by the Hölder inequality and ‖pk‖H(Ω) and ‖uk‖H(Ω) are bounded.
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∫
Ω˜r
∣∣F(x,pk)− F(x,uk)∣∣
=
∫
Ω˜r
∣∣f (x, tpk + (1 − t)uk)∣∣|u| for some 0 < t < 1
 c
∫
Ω˜r
(|pk| + |uk| + |pk|p + |uk|p)|u|
 c
(‖pk‖H(Ω)‖u‖L2(Ω˜r ) + ‖uk‖H(Ω)‖u‖L2(Ω˜r )
+ ‖pk‖pH(Ω)‖u‖Lp+1(Ω˜r ) + ‖uk‖
p
H(Ω)‖u‖Lp+1(Ω˜r )
)
< cε. (3.5)
Therefore by (3.3)–(3.5), if k is large,∫
Ω
F(x,pk) =
∫
Ω
F(x,uk)−
∫
Ω
F(x,u)+ o(1). (3.6)
By (3.1), (3.2), and (3.6), if k is large,
I (pk) = I (uk)− I (u)+ o(1) = αM(Ω)− αM(Ω)+ o(1) = o(1),
and it follows that
‖pk‖2H(Ω) = 2
∫
Ω
F(x,pk) dx. (3.7)
For φ ∈ C∞c (Ω), by (f2), we have |f (x,uk − u)φ|  a3(|uk − u| + |uk − u|p)|φ|,
then by the generalization of the Lebesgue dominated convergence theorem, we have∫
Ω
f (x,uk − u)φ → 0. Since C∞c (Ω) is dense in H(Ω), f (x,uk − u) → 0 in H−1(Ω).
Similarly, f (x,uk)− f (x,u) → 0 in H−1(Ω). So for large k, we have
I ′(pk) = −Δpk + a(x)pk − f (x,pk)
= −Δ(uk − u)+ a(x)(uk − u)− f (x,uk − u)
= (−Δuk + a(x)uk − f (x,uk))− (−Δu+ a(x)u− f (x,u))
− (f (x,uk − u)− f (x,uk)+ f (x,u))
= I ′(uk)− I ′(u)+ o(1) = o(1),
and it follows that
‖pk‖2H(Ω) =
∫
Ω
f (x,pk)pk dx. (3.8)
From (f3), (3.7), and (3.8), we have ‖pk‖H(Ω) = o(1) for large k; that is to say, uk → u
strongly in H(Ω). 
We shall see what will happen whenever u is zero. Let
Ωk = Ω ∩BNk (0); Ω˜k = Ω\BNk (0).
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(1) If (f1)–(f3) hold, suppose that uk ⇀ 0 weakly in H(Ω), then for each 1  q < 2∗,
there exists a subsequence {uk} such that for Ω2k , if k is large,∫
Ω2k
|uk|q = o(1).
(2) In addition to (f1)–(f3), that (f4) satisfied, suppose for each 1 q < 2∗, there exists a
subsequence {uk} such that for Ω2k , if k is large,∫
Ω2k
|uk|q = o(1).
Then we have c αM(Ω˜k) for all large k.
(3) If (f1)–(f4) hold, suppose that uk ⇀ 0 weakly in H(Ω), then c  αM(Ω˜k) for all
large k.
Proof. (1) Since uk ⇀ 0 weakly in H(Ω), a.e. in Ω , and strongly in Lqloc(Ω), where
1 q < 2∗. Thus for each m ∈ N, limk→∞
∫
Ωm
|uk|q = 0. We can take a subsequence {ukm}
such that
∫
Ωm
|ukm |q < 1/m. Therefore for each 1  q < 2∗, there exists a subsequence,
still denoted by {uk} such that for Ω2k , for large k,
∫
Ω2k
|uk|q = o(1).
(2) Let {uk} be a (PS)c-sequence, so for large k,
I (uk) = 12‖uk‖
2
H(Ω) −
∫
Ω
F(x,uk) dx = c + o(1),
‖uk‖2H(Ω) =
∫
Ω
f (x,uk)uk dx + o(1).
Let ζ ∈ C∞([0,∞)) such that
0 ζ  1, ζ(t) =
{
0 for t ∈ [0,1],
1 for t ∈ [2,∞).
Let ζk(x) = ζ(|x|/k). Since {ζ 2k uk} is bounded in H(Ω), if k is large,
o(1) = (I ′(uk), ζ 2k uk)
=
∫
Ω
(
ζ 2k |∇uk|2 + 2ζkuk∇ζk · ∇uk + a(x)ζ 2k u2k
)− ∫
Ω
f (x,uk)ζ
2
k uk. (3.9)
Note that |∇ζk(x)|  c/k, for each 1  q < 2∗, if k is large,
∫
Ω2k
|uk|q = o(1), so for
large k,∫
ζkuk∇ζk · ∇uk = o(1), (3.10)
Ω
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Ω2k
f (x,uk)uk dx = o(1),
then we have∫
Ω
f (x,uk)ζ
2
k uk dx =
∫
Ω
f (x,uk)uk dx + o(1) = ‖uk‖2H(Ω) + o(1), (3.11)
by (f2) again,∫
Ω
f (x, ζkuk)ζkuk dx =
∫
Ω
f (x,uk)ζkuk dx + o(1) = ‖uk‖2H(Ω) + o(1), (3.12)
and ∫
Ω
F(x, ζkuk) dx =
∫
Ω
(
F(x, ζkuk)− F(x,uk)
)
dx +
∫
Ω
F(x,uk) dx
=
∫
Ω2k
f
(
x, (1 − t)uk + tζkuk
)
(ζkuk − uk) dx +
∫
Ω
F(x,uk) dx
=
∫
Ω
F(x,uk) dx + o(1) for some 0 < t < 1. (3.13)
For large k, substituting (3.10), (3.11), into (3.9) yields∫
Ω
ζ 2k
(|∇uk|2 + a(x)u2k)= ‖uk‖2H(Ω) + o(1). (3.14)
Then by (3.13) and (3.14), for large k,
I (ζkuk) = 12
∫
Ω
[|∇ζk|2u2k + ζ 2k (|∇uk|2 + a(x)u2k)+ 2ζkuk∇ζk · ∇uk]
−
∫
Ω
F(x, ζkuk) dx
= 1
2
‖uk‖2H(Ω) −
∫
Ω
F(x,uk) dx + o(1)
= I (uk)+ o(1) = c + o(1). (3.15)
By (3.14), (3.12), for large k,
(
I ′(ζkuk), ζkuk
)= ‖ζkuk‖2H(Ω) −
∫
Ω
f (x, ζkuk)ζkuk dx
= ‖uk‖2 − ‖uk‖2 + o(1) = o(1). (3.16)H(Ω) H(Ω)
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tk ∈ (0,∞) such that tkvk ∈ M(Ω˜k), {tk} is bounded, and for large k, αM(Ω˜k) I (tkvk)
I (vk)+ o(1) = c + o(1). So we have αM(Ω˜k) c for large k.
(3) By part (1) and part (2). 
Now we will prove the existence of positive solutions of problem (1.1).
Theorem 3.3. Suppose (f1)–(f4) hold, there exists a ground state solution u of prob-
lem (1.1) with I (u) = αM(Ω) if αM(Ω) < αM(Ω˜k) for some large k ∈ N.
Proof. As a consequence of Ekeland’s variational principle, there exists a sequence {uk} ⊂
M(Ω) which weakly converges to u , such that {uk} is a (PS)αM(Ω)-sequence. If αM(Ω) <
αM(Ω˜k) for some large k ∈ N, by Lemma 3.2, replacing c by αM(Ω), u ≡ 0, and then by
Lemma 3.1, u > 0, uk → u strongly in H(Ω), and I (u) = αM(Ω). 
Theorem 3.4. If (f1)–(f4) hold, suppose there exists a (PS)c-sequence with αM(Ω) < c <
αM(Ω˜k) for some large k ∈ N, then there exists a higher energy solution v of problem (1.1)
with c I (v) > αM(Ω).
Proof. Let {vk} ⊂ H(Ω) be a (PS)c-sequence with αM(Ω) < c < αM(Ω˜k) for some large
k ∈ N. Take a subsequence {vk} such that vk ⇀ v weakly in H(Ω), a.e. in Ω , and strongly
in Lqloc(Ω) where 1 q < 2∗. By Lemma 3.2, v ≡ 0, then by Lemma 3.1, v is a positive
solution of problem (1.1) with c I (v) αM(Ω).
Suppose I (v) = αM(Ω). From Theorem 3.3, I (u) = αM(Ω). Setting wk = vk − v, as
the same line of the proof of Lemma 3.1(3), for large k,
I (wk) = I (vk)− I (v)+ o(1) = c − αM(Ω)+ o(1),
I ′(wk) = I ′(vk)− I ′(v)+ o(1) = o(1),
so {wk} is a (PS)c−αM(Ω)-sequence. Since 0 < c − αM(Ω) < αM(Ω˜k) for some large
k ∈ N, by above arguments it follows that wk ⇀w ≡ 0, a contradiction. 
Theorem 3.5. If (f1)–(f4) hold, suppose there exists a (PS)c-sequence with c > 0 and
c /∈ Θ(Ω˜m) for some m ∈ N, then there exists a positive solution of problem (1.1).
Proof. Let {uk} be a (PS)c-sequence with c > 0 and c /∈ Θ(Ω˜m) for some m ∈ N. Take a
subsequence {uk} such that uk ⇀ u weakly in H(Ω), a.e. in Ω , and strongly in Lqloc(Ω)
where 1 q < 2∗. Moreover, I ′(u) = 0 and I (u) c. We claim that u ≡ 0. Suppose u ≡ 0,
following the proof of Lemma 3.2, for each 1  q < 2∗, there exists a subsequence {uk}
such that for Ωk ,∫
|uk|q = o(1). (3.17)
Ωk
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ξ(x) =
{
0 for x ∈ BNm (0),
1 for x /∈ BNm+1(0).
Let wk = ξuk , wk ∈ H(Ω˜m). Then we want to show that {wk} is a (PS)c-sequence in
H(Ω˜m).
It suffices to show that
lim
k→∞
∣∣I (wk)− I (uk)∣∣= 0 (3.18)
and
lim
k→∞ sup‖φ‖
H1(Ω˜m)1
∣∣(I ′(wk),φ)− (I ′(uk),φ)∣∣= 0. (3.19)
By a direct computation,∣∣(I ′(wk),φ)− (I ′(uk),φ)∣∣

∣∣∣∣
∫
Ω˜m
a(x)
(
ξ(x)− 1)ukφ
∣∣∣∣+
∣∣∣∣
∫
Ω˜m
(
ξ(x)− 1)∇uk · ∇φ
∣∣∣∣
+
∣∣∣∣
∫
Ω˜m
uk∇ξ · ∇φ
∣∣∣∣+
∣∣∣∣
∫
Ω˜m
(
f (uk)− f (ξuk)
)
φ
∣∣∣∣
 a1
( ∫
Ω˜m∩BNm+1(0)
|uk|2
) 1
2 +
( ∫
Ω˜m∩BNm+1(0)
|∇uk|2
) 1
2
+ ‖∇ξ‖L∞
( ∫
Ω˜m∩BNm+1(0)
|uk|2
) 1
2
+ 2a3
[( ∫
Ω˜m∩BNm+1(0)
|uk|2
) 1
2 +
( ∫
Ω˜m∩BNm+1(0)
|uk|2p
) 1
2
]
. (3.20)
Since Ω˜m ∩BNm+1(0) ⊂ Ωk−1 if k is large, (3.19) follows from (3.20) and (3.17), provided
that ∫
Ω˜m∩BNm+1(0)
|∇uk|2 → 0 as k → ∞. (3.21)
Now we prove (3.21). Let ξk :RN → [0,1] be a C∞0 -function which satisfies 0 ξk  1,|∇ξk| 1, and
ξk(x) =
{
1 for x ∈ BNk−1(0),
0 for x /∈ BN(0).k
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o(1) = (I ′(uk), ξkuk)
=
∫
Ωk
ξk|∇uk|2 +
∫
Ωk
uk∇ξk · ∇uk +
∫
Ωk
a(x)ξku
2
k −
∫
Ωk
f (x,uk)ξkuk. (3.22)
By (3.17), we conclude that the last three integrals of (3.22) tend to zero as k → ∞ and
consequently∫
Ω˜m∩BNm+1(0)
|∇uk|2 
∫
Ωk−1
|∇uk|2 
∫
Ωk
ξk|∇uk|2 → 0 as k → ∞.
Observe that
I (wk)− I (uk) = 12
∫
Ω
[(
ξ2 − 1)(|∇uk|2 + a(x)u2k)+ |∇ξ |2|uk|2 + 2ξuk∇ξ · ∇uk]
−
∫
Ω
(
F(wk)− F(uk)
)
.
Thus (3.18) follows from several estimates which are similar to the above. Hence
c ∈ Θ(Ω˜m), this is contrary to the hypothesis, so there exists a positive solution u of prob-
lem (1.1). 
4. The (PS)-conditions
Let Λ2 be a smooth domain in RN and Λ1 a closed subset of Λ2, we have the relation
between αM(Λ2) and αM(Λ1).
Theorem 4.1. Let Λ1 ⊂ Λ2. If I satisfies the (PS)αM(Λ1)-condition, then αM(Λ2) <
αM(Λ1).
Proof. Λ1 ⊂ Λ2, so αM(Λ2)  αM(Λ1). Suppose αM(Λ2) = αM(Λ1). As a conse-
quence of Ekeland’s variational principle, there exists a sequence {uk} ⊂ M(Λ1) such
that I (uk) → αM(Λ1), I ′(uk) → 0 in H−1(Λ1). Since I satisfies the (PS)αM(Λ1)-
condition, there exist a subsequence {uk}, and u ∈ H(Λ1), satisfying uk → u strongly
in H(Λ1). Hence I (u) = αM(Λ1), I ′(u) = 0. I (u) = αM(Λ2) = infu∈M(Λ2) I (u), it is
known that every minimizer of αM(Λ2) is a critical point of I , therefore u solves prob-
lem (1.1) in Λ2. By Lemma 3.1, u > 0 in Λ2. This contradicts to u ∈ H(Λ1). Therefore
αM(Λ2) < αM(Λ1). 
Theorem 4.2. If (f1)–(f4) hold, then I satisfies the (PS)αM(Ω)-condition if and only if
αM(Ω) < limk→∞ αM(Ω˜k).
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αM(Ω˜k) for some large k ∈ N. Let {uk} be a (PS)αM(Ω)-sequence satisfying uk ⇀ u weakly
in H(Ω). By Lemma 3.2, u ≡ 0, then by Lemma 3.1, uk → u strongly in H(Ω). We con-
clude that I satisfies the (PS)αM(Ω)-condition.
To prove the necessity, we argue indirectly. Suppose αM(Ω) = limk→∞ αM(Ω˜k), then
αM(Ω) = αM(Ω˜k) for all k ∈ N. We claim that I does not satisfy the (PS)αM(Ω)-condition
in Ω . In fact, suppose on the contrary, I satisfies the (PS)αM(Ω)-condition in Ω . Then
we claim that I |H(Ω˜k) satisfies the (PS)αM(Ω)-condition in Ω˜k for all k ∈ N. In fact, let
{un} ⊂ H(Ω˜k) ⊂ H(Ω) satisfy I (un) → αM(Ω˜k), I ′(un) → 0 in H−1(Ω˜k). Since I
satisfies the (PS)αM(Ω)-condition in Ω , there exist a subsequence {un}, and u ∈ H(Ω)
satisfying un → u strongly in H(Ω); that is to say, uk → u strongly in H(Ω˜k). Therefore
I |H(Ω˜k) satisfies the (PS)αM(Ω˜k)-condition. By Theorem 4.1, αM(Ω) < αM(Ω˜k). This is a
contradiction. 
5. Example: The strip domain with a hole
In this section, we study the domain is the strip domain with a hole, for simplicity of
the presentation, we consider the case where f and a do not depend on x, so the problem
is as follows:⎧⎨
⎩
−Δu+ au = f (u) in Σ,
u > 0 in Σ,
u ∈ H 10 (Σ),
(5.1)
where Σ = Ar\D, D ⊂ BNρ (0) ⊂ Ar . Let
Qs(η0) =
{
(ξ, η) ∈ RN−1 × R ∣∣ |ξ | < r, |η − η0| < s};
Q˜s(η0) = Ar\Qs(η0);
Ara =
{
(ξ, η) ∈ Ar ∣∣ η > a}, where a ∈ R;
Sra =
{
(ξ, η) ∈ Ar ∣∣ η < a}, where a ∈ R;
Σm = Σ ∩Qm(0);
Σ˜m = Σ\Qm(0).
Theorem 5.1.
(1) αM(Σ) = αM(Ar);
(2) I does not satisfy the (PS)αM(Σ)-condition, and the only possible solutions of problem
(5.1) in Σ are positive higher energy solutions.
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αM(A
r). Take {(0, ηn)} ⊂ Σ , rn → ∞ such that Qrn(ηn) ⊂ Σ . Consider the cut-out func-
tion ψ ∈ C∞c ([0,∞)) such that
0ψ  1, ψ(t) =
{
1 for t ∈ [0,1],
0 for t ∈ [2,∞).
Let
wn(ξ, η) = ψ
(
2|η − ηn|
rn
)
w(ξ,η − ηn).
Then
wn ∈ H 10 (Σ).
Since ∥∥wn(ξ, η)−w(ξ,η − ηn)∥∥2H 1(Ar )
=
∥∥∥∥ψ
(
2|η − ηn|
rn
)
w(ξ,η − ηn)−w(ξ,η − ηn)
∥∥∥∥
2
H 1(Ar )

∫
Ar∩Q˜rn/2(ηn)
(∣∣∇w(ξ,η − ηn)∣∣2 +w(ξ,η − ηn)2)+ o(1)
= o(1),
and by (f2),∫
Ar
∣∣F (wn(ξ, η))− F (w(ξ,η − ηn))∣∣
=
∫
Ar∩Q˜rn/2(ηn)
∣∣f (twn(ξ, η)+ (1 − t)w(ξ, η − ηn))∣∣∣∣wn(ξ, η)−w(ξ,η − ηn)∣∣
 c
∫
Ar∩Q˜rn/2(ηn)
(∣∣w(ξ,η − ηn)∣∣2 + ∣∣w(ξ,η − ηn)∣∣p+1)
= o(1), for some 0 < t < 1,∫
Ar
∣∣f (wn(ξ, η))wn(ξ, η)− f (w(ξ,η − ηn))w(ξ,η − ηn)∣∣

∫
Ar
∣∣f (wn(ξ, η))wn(ξ, η)− f (wn(ξ, η))w(ξ,η − ηn)∣∣
+
∫
Ar
∣∣f (wn(ξ, η))w(ξ,η − ηn)− f (w(ξ,η − ηn))w(ξ,η − ηn)∣∣
= o(1),
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I (wn) = 12‖wn‖
2
H 1(Σ) −
∫
Σ
F(wn) = I (w)+ o(1) = αM
(
Ar
)+ o(1), (5.2)
(
I ′(wn),wn
)= ‖wn‖2H 1(Σ) −
∫
Σ
f (wn)wn = ‖w‖2H 1(Ar ) −
∫
Ar
f (w)w + o(1)
= o(1). (5.3)
For wn ∈ H 10 (Σ), wn ≡ 0, by (5.2), (5.3), and Lemma 2.5, there exists tn ∈ (0,∞) such that
tnwn ∈ M(Σ), {tn} is bounded, and αM(Σ) I (tnwn) I (wn)+ o(1) = αM(Ar)+ o(1).
Hence we obtain αM(Σ) = αM(Ar).
(2) By part (1) and Theorem 4.1, I does not satisfy the (PS)αM(Σ)-condition. If u is a
ground state solution of problem (5.1) in Σ , by putting u = 0 in Ar\Σ , we see that u could
be regarded as an element of H 10 (A
r); then by the strong maximum principle, u would be
a positive solution in Ar , a contradiction. Therefore the only possible solutions of problem
(5.1) in Σ are positive higher energy solutions. 
With the same argument of the proof in Theorem 5.1, we have
Proposition 5.2. Let Λ be a closed subset of Ar . If for any s > 0 there exists (0, η) ∈ Λ
such that Qs(η) ⊂ Λ, then αM(Λ) = αM(Ar). As a more concrete example, Λ can be a
upper half strip Ar0, a strip domain with a hole Σ or the union of Ar0 with a bounded set.
From Theorem 5.1 and Proposition 5.2, for any ε4 > 0, there exists z− ∈ H 10 (Sr−2ρ) ∩
M(Σ) and z+ ∈ H 10 (Ar2ρ)∩M(Σ) such that
max
(
I (z−), I (z+)
)
< αM(Σ)+ ε4.
Set
Γ = {γ ∈ C([0,1],M(Σ)) ∣∣ γ (0) = z− and γ (1) = z+},
μ = inf
γ∈Γ maxθ∈[0,1]
I
(
γ (θ)
)
.
We modified [3] to prove that there exists a (PS)μ-sequence with μ> αM(Σ), provided
that z+ and z− are suitably chosen.
Denote that ϕ is a C∞ function which satisfies 0 ϕ  1, |∇ϕ| 2/ρ, ϕ ≡ 0 on Qρ(0)
and ϕ ≡ 1 on Q˜2ρ(0). Using the C∞ function ϕ, from straightforward calculation, we have
the following lemma.
Lemma 5.3. For any ε5 ∈ (0, αM(Σ)2 ), there exists δ = δ(ε5) > 0 such that if u ∈ M(Σ) and
I (u) < αM(Σ)+ δ then I (tϕuϕu) < αM(Σ)+ ε5, where tϕu > 0 such that tϕuϕu ∈ M(Σ).
With Lemma 5.3, we want to show that μ> αM(Σ).
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H 10 (S
r−2ρ) ∩ M(Σ) and z+ ∈ H 10 (Ar2ρ) ∩ M(Σ) such that max(I (z−), I (z+)) <
αM(Σ)+ δ/4. Then μ αM(Σ)+ δ.
Proof. Suppose μ< αM(Σ)+ δ. From the definition of μ, there exists a γ0 ∈ Γ such that
maxθ∈[0,1] I (γ0(θ)) < αM(Σ) + δ. Let γ (θ) = tϕγ0(θ)ϕγ0(θ), it follows from Lemma 5.3
that γ ∈ Γ and
max
θ∈[0,1]
I
(
γ (θ)
)
< αM(Σ)+ ε5 < 32αM(Σ). (5.4)
By the definition of ϕ, γ (θ) = γ+(θ) + γ−(θ), where γ+(θ) ∈ H 10 (Ar2ρ) and γ−(θ) ∈
H 10 (S
r−2ρ). We claim that
there exists a θ0 ∈ (0,1) such that γ+(θ0) ∈ M(Σ) and γ−(θ0) ∈ M(Σ).(5.5)
Assuming (5.5) for now, we obtain I (γ (θ0)) = I (γ+(θ0)) + I (γ−(θ0)) > αM(Σ) +
αM(Σ) = 2αM(Σ), which contradicts (5.4).
It remains to show (5.5) to complete the proof. Since γ+(0) = 0 and γ+(1) = z+, there
exists a θ1 ∈ (0,1) such that I ′(γ+(θ1))γ+(θ1) > 0. This together with γ (θ1) ∈ M(Σ)
implies that I ′(γ−(θ1))γ−(θ1) < 0. Let
θ2 = sup
{
θ
∣∣ I ′(γ−(θ))γ−(θ) < 0 or γ−(θ) ∈ M(Σ)}. (5.6)
Since γ−(1) = 0 and γ−(0) = z−, it follows that θ2 ∈ (0,1). Using I ∈ C1 and
I ′(γ−(θ2))γ−(θ2) = 0. Since γ (θ2) ∈ M(Σ), it follows that I ′(γ+(θ2))γ+(θ2) = 0.
To complete the proof of (5.5), we need to show that γ−(θ2) = 0 and γ+(θ2) = 0.
We argue indirectly. If γ−(θ2) = 0, then either γ−(θ) = 0 for all θ ∈ (θ2,1) or there
exists a θ3 ∈ (θ2,1) such that I ′(γ−(θ3))γ−(θ3) > 0. This contradicts (5.6). Suppose
γ+(θ2) = 0. Then there exists a θ4 ∈ (θ2,1) such that I ′(γ+(θ4))γ+(θ4) > 0. This together
with γ (θ4) ∈ M(Σ) yields I ′(γ−(θ4))γ−(θ4) < 0, which again violates (5.6). Thus the
proof is complete. 
Then we will show that the existence of a Palais–Smale sequence with the (PS)-value μ.
Theorem 5.5. There exists a (PS)μ-sequence, where μ is the number defined above
Lemma 5.3.
Proof. Suppose there does not exist a (PS)μ-sequence. Then there exist b > 0 and εˆ > 0
such that ‖I ′(u)‖ b for all u with μ − εˆ < I (u) μ + εˆ. We may assume without loss
of generality that b < 1 and εˆ < 12 (μ − αM(Σ) − δ4 ), where δ is the number defined in
Lemma 5.3.
Let Y1 = {u ∈ M(Σ) | ‖I ′(u)‖ b2 and I (u) 3μ2 } and Y2 = {u ∈ M(Σ) | ‖I ′(u)‖ b
and I (u) 3μ2 }. Choose
ε ∈ (0, ε1), where ε1 = min
(
εˆ,
b2
,
b
)
. (5.7)2 4
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I (u)  μ + ε}. For u ∈ M(Σ), set g1(u) = ‖u−Y3‖‖u−Y3‖+‖u−Y4‖ and g2(u) =
‖u−Y1‖‖u−Y1‖+‖u−Y2‖ .
Let X(u) be a pseudo-gradient vector field for I on M(Σ) and
W(u) = −g1(u)g2(u)h
(∥∥X(u)∥∥)X(u), (5.8)
where h(s) = 1 if s ∈ [0,1] and h(s) = 1/s if s  1.
Consider the Cauchy problem:
dη
dt
= W(η), η(0, u) = u. (5.9)
The basic existence-uniqueness theorem for ordinary differential equations implies that,
for each u ∈ M(Σ), (5.9) has a unique solution η(t, u) which is defined for t in a maximal
interval [0, T (u)). Moreover, since ‖W(u)‖  1 and M(Λ) is a closed subset of H 10 (Σ),
so T (u) = +∞. Since
d
dt
I
(
η(t, u)
)= −I ′(η(t, u))g1(η(t, u))g2(η(t, u))h(∥∥X(η(t, u))∥∥)X(η(t, u)).
Define I˜ a = {u ∈ M(Σ) | I (u)  a}, since I (η(t, u)) is a nonincreasing function of t ,
hence
η
(
1, I˜ μ−ε
)⊂ I˜ μ−ε. (5.10)
We claim
η(1, Y4) ⊂ I˜ μ−ε. (5.11)
Indeed, if there exists u ∈ Y4 such that η(1, u) /∈ I˜ μ−ε , then, for all t ∈ [0,1], η(t, u) ∈ Y4.
Consequently g1(η(t, u)) = 1 and g2(η(t, u)) = 1. If for some t ∈ (0,1), ‖X(η(t, u))‖ 1,
then h(‖X(η(t, u))‖) = 1 and
d
dt
I
(
η(t, u)
)
−∥∥I ′(η(t, u))∥∥2 −b2. (5.12)
On the other hand, if for some t ∈ (0,1), ‖X(η(t, u))‖ > 1, then by the definition of
pseudo-gradient vector field,
d
dt
I
(
η(t, u)
)
−∥∥I ′(η(t, u))∥∥2∥∥X(η(t, u))∥∥−1 −1
2
∥∥I ′(η(t, u))∥∥−b
2
. (5.13)
Since η(t, u) ∈ Y4 for all t ∈ [0,1], by (5.12) and (5.13), we have
2ε  I
(
η(0, u)
)− I(η(1, u))= −
1∫
0
d
dt
I
(
η(t, u)
)
dt min
(
b
2
, b2
)
. (5.14)
Since (5.14) is contrary to (5.7), we conclude that (5.11) must hold. Combining (5.10) and
(5.11), we have
η
(
1, I˜ μ+ε
)⊂ I˜ μ−ε. (5.15)
By the definition of μ, there exists a γ ∈ Γ such that maxθ∈[0,1] I (γ (θ)) < μ + ε. Let
γ1(θ) = η(1, γ (θ)). It follows from (5.15) that
max I
(
γ1(θ)
)
 μ− ε. (5.16)θ∈[0,1]
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In particular, max(I (z+), I (z−)) < αM(Σ) + δ4 implies γ1(0) = γ (0), γ1(1) = γ (1) and
consequently γ1 ∈ Γ . But then (5.16) is contrary to the definition of μ. The proof is com-
plete. 
We are now ready to prove the existence of a positive higher energy solution of problem
(5.1).
Theorem 5.6. Assume that (f1)–(f4) hold. If μ /∈ Θ(Σ˜m) for some m ∈ N, then there exists
a higher energy solution of problem (5.1) in Σ .
Proof. By Theorems 5.4 and 5.5, there exists a (PS)μ-sequence with μ> αM(Σ), then by
Theorem 3.5, we obtain a positive higher energy solution of problem (5.1) in Σ . 
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