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ABSTRACT
A NEW WAY FOR MAPPING TEXTURE ONTO 3D FACE MODEL
Name: Xiang, Changsheng
University of Dayton
Advisor: Dr. John S. Loomis
Adding texture to an object is extremely important for the enhancement of the 3D
model’s visual realism. This thesis presents a new method for mapping texture onto a 3D
face model. The complete architecture of the new method is described. In this thesis,
there are two main parts, one is 3D mesh modifying and the other is image processing.
In 3D mesh modifying part, we use one face obj file as the 3D mesh file. Based on
the coordinates and indices of that file, a 3D face wireframe can be displayed on screen
by using OpenGL API. The most common method for mapping texture onto 3D mesh is
to do mesh parametrization. To achieve this goal, a perspective-projection method is used
to map 3D mesh to a 2D plane. To improve the degree of the accuracy, we separates the
3D mesh into three pieces based on three different view positions from left to right.
In image processing part, we extracted the face information from the green back-
ground images by using image segmentation. Because of the three face images from
different view positions, so they have different light illumination. In this thesis, a button
controller was made to control the light illumination of three parts separately. The image
iii
blending method was used to reduce the texture seam between two different parts of the
mesh.
The proposed method in this thesis is new way to add detail to a 3D model. It provides
a valid texture mapping, also satisfies the man-machine interaction exactly. Even if the
images are taken under the different illumination, users can use keyboard to change its
illumination for color matching. This new way provides a new method to parametrize and
modify the mesh so as to be used for texture mapping.
iv
To my family
v
ACKNOWLEDGMENTS
First of all, I would like to extend my utmost gratitude to Dr. John S. Loomis for his
excellent guidance, advice, and encouragement from the very early stage of this research
as well as giving me experiences through out the work. His scientific and academic
intuition and passion has exceptionally inspired and enriched my growth as a student,
a researcher and a developer want to be. I feel indebted to him more than he knows.
I would like to thank Dr. Russell Hardie for his advice and support through out my
research for the past two years.
I would like to thank Dr. Rau´l Ordo´n˜ez for the thesis writing advice and support.
I would like to give my special thanks to Dr. Ju Shen for offering opportunities to
work with his Interactive Visual Media Lab and providing green background images.
I would like to thank Lei Zhang, who as a good friend, was always willing to help and
give his best suggestions.
I would like to thank my parents for the financial support and making this thesis
possible. They were always supporting me and encouraging me with their best wishes.
vi
TABLE OF CONTENTS
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
I. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
II. COMPUTER RESOURCES . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Computer Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Computer Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Introduction to OpenGL . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4 Introduction to OpenCV . . . . . . . . . . . . . . . . . . . . . . . . . 9
III. 3D FACE MESH PROCESSING . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1 Vertex and Indices Acquisition . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Mesh Parametrization . . . . . . . . . . . . . . . . . . . . . . . . . . 14
IV. ALGORITHMS OF IMAGE PROCESSING . . . . . . . . . . . . . . . . . . 19
4.1 Image Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.2 Image Intensity Changing . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 Image Blending . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
V. DESCRIPTION OF WORK DONE . . . . . . . . . . . . . . . . . . . . . . 25
5.1 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.2 3D Mesh Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
vii
5.3 Projection Transformations . . . . . . . . . . . . . . . . . . . . . . . . 30
5.4 Image Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.5 Image Blending . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.6 Texture Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
VI. CONCLUSIONS AND FUTURE WORK . . . . . . . . . . . . . . . . . . . 38
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
APPENDIX A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
viii
LIST OF FIGURES
3.1 Block diagram of texture mapping system . . . . . . . . . . . . . . . . . 12
3.2 3D face mesh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Two projection transformations: (a) Parallel projection of a line segment
onto a projection plane. (b) Perspective projection of a line segment onto
a view plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 Oblique parallel projection and perspective projection :(a) Oblique paral-
lel projection of position (x, y, z) to a view plane along a projection line
defined with vectorVp. (b) Perspective projection of a pointVp with coor-
dinates (x, y, z) to a selected projection reference point. The intersection
position on the view plane is (xp, yp, zvp). . . . . . . . . . . . . . . . . . 18
4.1 Images segmentation processing . . . . . . . . . . . . . . . . . . . . . . 21
4.2 An example of image blending . . . . . . . . . . . . . . . . . . . . . . . 24
5.1 3D face mesh :(a) 3D face mesh (b) 3D face mesh middle part (c) 3D face
mesh left part (d) 3D face mesh right part . . . . . . . . . . . . . . . . . 29
5.2 2D face meshes:(a) planar mesh of face mesh middle part. (b) planar
mesh of face mesh left part.(c) planar mesh of face mesh right part . . . . 32
5.3 Image blending results . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.4 3D face model with textures . . . . . . . . . . . . . . . . . . . . . . . . 37
ix
CHAPTER I
INTRODUCTION
3D models become more and more popular in people’s lives. We can see them on
computers, TVs, movies, even smart phones. Compared with 2D images, the 3D model
provides more detail from different views which satisfies the users’ experience better. So,
being able to map images to a 3D model can greatly improve the quality of the user’s
visual sense. Texture mapping is the most commonly used technique to enhance the
visual realism in computer graphics. This technique plays a significant role in many
applications such as special effects for film industry, which require highly realistic 3D
models. However, from a 2D domain to 3D domain, the distortion of images can not be
avoided. As a result, the accuracy and quality after mapping becomes more significant. It
is therefore an important task to develop a way that can map the images accurately.
For more than a decade, significant efforts have been focused on 3D face models and
its texture mapping in virtual world. For example, in 1999, V Blanz, et al. [1] reports
a new technique that modifies shape and texture of a 3D face model in a natural way.
William, et al. [2] describes a new algorithm, called marching cubes, that creates triangle
models of constant density surface from 3D medical data. Wolfgang et al. [3] adopts one
improved algorithm for the mapping of texture from multiple camera views onto a 3D
model of a real object. In 2003, Vladislav et al. proposed an new method which forces
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a correspondence between some of the details of the textures and features of the model
to achieve the texture mapping [4]. Recently, conformal maps as a new optimization-
based parametrization method is widely used in many researches, such as least squares
conformal maps and Conformal surface parametrization for texture mapping [5, 6].
In this thesis, a new, computationally simple and extremely efficient human-machine
interface is introduced. This work provides a complete description of the entire system
and presents an analysis of the final results. While several ways to achieve the goal have
been discussed in the above paragraph, there are some new ideas in this new method.
First of all, we need to display 3D face model on screen. OpenGL(Open Graphic Li-
brary) is a cross-language,multi-platform PI for rendering 3D graphics. Applications use
it extensively in the fields of CAD, virtual reality, scientific visualization, video games
and so on. Therefore, we use it as the major API to interact with a GPU, to achieve
3D rendering. Instead of drawing a face model, one obj file which includes the vertex
coordinates and face element indices was used as 3D model input. In this research, our
program was written by c++ in Xcode that is a IDE on Mac OS X. After obtaining the
data from the file, 3D face model which is formed by triangle meshes could be displayed.
Second, and the most important part in this thesis is to modify 3D mesh and do mesh
parametrization. A truly distinct and expeditious method that separate the whole face into
three different parts, they are face left side, face front side and face right side. The most
difficult part is to transform the 3D mesh into 2D planar mesh. In this thesis, we adopt
perspective-projection method which matches the camera lens feature exactly. Moreover,
three separate 3D meshes are projected to the 2D plane at three different view positions.
After acquiring three sides’ planar meshes, the next step is to map the three images also
from three different views onto these meshes exactly. Other significant contributions of
this thesis are a combination between OpenCV and OpenGL. OpenCV is computer vision
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library which is a very excellent tool for image processing. To do texture mapping, we
can not avoid doing image processing. To match the image with the mesh, we need to do
image warping and resizing. In this way, we can match the main features like eyes, noses
and ears in face to the features in mesh. The other algorithm of image processing used is
image segmentation. The green background is taken off from the image. Texture seam
will be produced while doing texture mapping based on multi camera views. To solve this
problem, image blending method is adopted to blend the images along the seam regions.
After that, a better result was obtained.
The reminder of this thesis is organized as follows, a thorough description of the tech-
nical methods is presented in the following chapters. The background about the computer
resources used in this thesis will be described in chapter II. The 3D face model data acqui-
sition, mesh modifying and the algorithms of image processing are described in chapter
III and chapter IV. In chapter V, we will describe work done that include the specific code
implement and explain. In chapter VI, conclusions and suggestions for future improve-
ments are presented.
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CHAPTER II
COMPUTER RESOURCES
2.1 Computer Hardware
The key output device of the graphics system is MacBook Pro(Retina, 13-inch, Late
2013) with X Yosemite. The screen resolution is 2560 by 1600 pixels. This labtop has
2.4 GHz Intel Core i5 CPU , 8GB of 1600MHz DDR3 onboard memory and Intel Iris
1536 MB graphics card. This device is the key equipment for displaying 3D model in this
research.
2.2 Computer Software
The programming software we use is Xcode which is an integrated development envi-
ronment (IDE) containing a suite of software development tools developed by Apple for
developing software for OS X and iOS. It can be found at the following Web site:
https://developer.apple.com/xcode/
What’s more, Xcode is available via the Mac App Store free of charge for OS X Yosemite
users. In this research, the main language is C++, so we will make a brief introduction
how to create an Xcode C++ project. After opening Xcode , go to File −→ New −→
Project. In the OS X section, select ’Application’ and then select the ’Command Line
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Tool’ option. Then press ’Next’. Name your project ”test” and set it’s ’Type’ to C++.
Open ”main.cpp” under the ”test” project, after writing codes in the file, we can run it and
get the results.
In this research, the 3D face model geometry information is represented by one obj
file which may include the position of each vertex, vertex normals, and the faces that
make each polygon defined as a list of vertices, and texture vertices. We can use Blender
software to make one 3D face model and export its obj file. After finishing drawing one
model, we go to File −→ Export −→ Wavefront(.obj). In this way, one face model’s
obj file can be used as 3D model source in Xcode . More information about the Blender
software and obj file can be found at the Web site:
https://www.blender.org/
https://en.wikipedia.org/wiki/Wavefront_.obj_file
2.3 Introduction to OpenGL
OpenGL and Direct3D are competing application programming interfaces(APIs) which
can be used in applications to render 2D and 3D computer graphics. The following web
sites are good places to start to know OpenGL and Direct3D:
https://www.opengl.org/
https://en.wikipedia.org/wiki/Direct3D
There are two reasons to choose OpenGL but not Direct3D. First of all, it unites with C
language closely. OpenGL commands are described originally by C language functions.
Second, it has powerful portability. Although the Microsoft’s Direct3D is also a very
good graphic API, it is only able to be used in Windows system ( and XBOX). How-
ever, OpenGL is not only able to be used in Windows system, but also Unix/Linux and
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other systems and it is open source. A basic library of function is provided in OpenGL
for specifying graphics primitives, attributes, geometric transformations, viewing trans-
formations, and many other operations. OpenGL is designed to be hardware indepen-
dent, therefore many operations, such as input and output routines, are not included in
the basic library. However, input and output routines and many additional functions are
available in auxiliary libraries that have been developed for OpenGL programs. GLUT
is the OpenGL Utility Toolkit, a window system independent toolkit for writing OpenGL
programs. This toolkit supports multiple windows for OpenGL rendering, sophisticated
input devices, callback driven event processing and so on. Because Mac OS X Yosemite
system has the OpenGL and GLUT framework, so it is not necessary to download from
internet. The next step is adding OpenGL and GLUT framework into Xcode for code
calling. Open ”test” project, click ” test” project in project navigator, the Xcode windows
will display the project’s information, select ”test” in Target, then click the Build Phase
on the right side. Choose Link Binary With Libraries, and add OpenGL.framework and
GLUT.framework.
In all of our graphics programs, the header file must be included for the OpenGL and
GLUT library. The source file in this case would begin with.
#include <OpenGL/gl.h>
#include <GLUT/GLUT.h>
Now functions in the OpenGL core library can be called. The following examples are
some basic function names.
glBegin, glClear, glRotatef, glBindTexture, glEnable
Certain functions require one or more of their arguments be assigned a symbolic constant
specifying, for instance, a parameter name, a value for a parameter, or a particular mode.
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Following are a few examples of the several hundred symbolic constants available for use
with OpenGL functions.
GL_2D, GL_TEXTURE_2D, GL_TRIANGLES, GL_MODELVIEW
The OpenGL functions also expect specific data types. The following examples are some
basic data-type names used to specify the data type.
GLint, GLdouble, GLboolean, GLfloat
Since we are using GLUT, our first step is to initialize GLUT. We perform the GLUT
initialization with the statement
glut (&argc, argv);
Next, we can create one display window using the following function
glutCreateWindow ("3D Model Window");
where the single argument for this function can be any character string we want to use for
the display-window title.
Then we need to specify what the display window is to contain. For this, we create
a picture using OpenGL functions and pass the picture definition to the GLUT routine
glutDisplayFunc, which assigns our picture to the display window. As an example,
suppose we have the OpenGL code for drawing one red polygon in a procedure called
display. Then the following function call passes the polygon description to the display
window.
glutDisplayFunc (display);
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One more GLUT function is need to complete the window-processing operations. After
execution of the following statement, all display windows that we have created, including
their graphic content, are now activated.
glutMainLoop ( );
This function must be the last one in our program. It displays the initial graphics and puts
the program into an infinite loop that checks for input from devices such as a mouse or
keyboard.
Although the display window that we created will be in some default location and size,
we can set these parameters using additional GLUT function. The glutInitWindowPosition
function will be used to give an initial location for the top-left corner for the display win-
dow. This position is specified in integer screen coordinates, whose origin is at the upper-
left corner of the screen. For example, the following statement specifies that the top-left
corner of the display window should be placed 200 pixels to the right of the left edge of
the screen and 100 pixels down from the top edge of the screen.
glutInitWindowPosition (200, 100);
Similarly, the following statement specifies a display window with an initial width of 450
pixels and a height of 450 pixels.
glutInitWindowSize (450, 450);
We can also set a number of other options for the display window, such as buffering
and a choice of color modes, with the glutInitDisplayMode function. For instance,
the following command specifies that s single refresh buffer is to be used for the display
window and that the RGB color mode is to be used for selecting color values.
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glutInitDisplayMode(GLUT_SINGLE | GLUT_RGB);
There are still a few more tasks to perform before we have all the parts we need for a
complete program. However, there is not enough space and time to write down all of
them. One modern OpenGL tutorials for the source code are available at the Web site:
http://ogldev.atspace.co.uk/index.html
Also, there is one official book to learning OpenGL, its name is ”OpenGL Programming
Guide: The Official Guide to Learning OpenGL”. This book explains how to program
with the OpenGL graphics system to deliver the visual effect we want and contains many
sample programs to illustrate the use of particular OpenGL programming techniques.
2.4 Introduction to OpenCV
OpenCV (Open Source Computer Vision) is another important library of program-
ming functions mainly aimed at real-time computer vision. More details about how to
employ OpenCV can be found in the following Web sites
http://opencv.org/
http://docs.opencv.org/doc/tutorials/tutorials.html
Although OpenGL is one important API to do computer graphics, it is not able to do
import image and do image processing. Therefore, OpenCV becomes one significant tool
for us to complete image preprocessing part which includes images importing and image
blending in this program. First of all, we need to install OpenCV on Mac OS X. The
following website shows us one right way to install OpenCV.
https://www.youtube.com/watch?v=37RvqZVddAw
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After completing the installation of OpenCV, we need to create one OpenCV project in
Xcode. Its tutorial also can be found in the following Web site
https://www.youtube.com/watch?v=OVSPfUmNyOw
Following the above steps, we know how to add the OpenCV library to Xcode. The next
step is to include the OpenCV head files. Several head file examples are shown below.
#include <opencv2/core/core.hpp>
#include <opencv2/highgui/highgui.hpp>
#include <opencv2/imgproc/imgproc.hpp>
The main three modules used in this research are core module,highui module and img-
proc module. We can manipulate the images on a pixel level by using the core module.
In highui module section, valuable tutorials about how to read/save your image/video
files and how to use the built-in graphical user interface of the library are introudced. And
the image processing functions inside OpenCV are included in imgproc module.
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CHAPTER III
3D FACE MESH PROCESSING
Mesh processing and image processing which are described in detail in chapter V
are two significant parts in the whole texture mapping system. In Figure 3.1, we show
a diagram of texture mapping system which helps the readers to understand the struct
simply and visually. An example of a 3D face mesh from an obj file is shown in Figure
3.2.
3.1 Vertex and Indices Acquisition
The first step of obtaining one 3D face mesh is loading obj file and getting the vertex
data information. The obj file is a simple data-format that represents 3D geometry alone-
namely, the position of each vertex, vertex normals, and the faces that make each polygon
defined as a list of vertices, and texture vertices. In this thesis, the data of every vertex
coordinates and faces indices are obtained to reconstruct 3D face wireframe. Using one
obj file is strongly recommended because it not only ensures the exact the position of the
3D model,but also saves lots of time for researcher creating or acquiring a new model.
The acquisition of the data is implemented in Xcode using c++ language. This is done
with the function extractOBJdata. The full detailed code is given in Appendix A1.
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Figure 3.1: Block diagram of texture mapping system
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(a) (b)
(c)
Figure 3.2: 3D face mesh
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3.2 Mesh Parametrization
One of the most important part of the texture mapping is mesh parametrization. There
are various ways to do mesh parametrization. In this section, we will use projection
transformations to transform the 3D mesh to 2D planar mesh. There exits two projection
methods, one is parallel projection and the other is perspective projection.
In the parallel projection, vertex’s coordinates are transferred to the 2D view plane
along one parallel line. Two methods for parallel projection are orthographic projection
projects along one line that are perpendicular to the view plane or projection plane, and
oblique projection projects along one line that has one obliqued angle to the projection
plane.
For orthographic projection, we have the equation:
xp = x
yp = y (3.1)
In this equation,we project coordinate position(x, y, z) to the view plane(xp, yp). For
oblique projection, we have equation:
xp = x+ Lcos(φ)
yp = y + Lsin(φ)
tan(α) =
zvp − z
L
(3.2)
where (x, y, z) is the vertex coordinate position, (xp, yp, zp) us the position on a view
plane, zvp is the view plane position alone the zview axis.
For a perspective projection, vertex’s positions are transformed to projection coordi-
nates along lines that converge to the center of projection behind the projection plane.
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Although a parallel-projection view of a scene is easy to generate and preserve relative
proportions of the model, it does not show a realistic representation. Perspective view of
a scene is more realistic because it considers the object’s distance from the view plane. A
father object’s size should be reduced when projected onto view plane. By considering the
reflected light rays from the objects in a scene follow converging paths to the camera film
plane, we can simulate the camera picture more exactly. Based of this, the perspective
projection as the main method was used to do parametrization of 3D meshes in the thesis.
In Figure 3.3, parallel projection and perspective projection for a straight-line segment,
defined with endpoint coordinatesA andB are shown.
Figure 3.4 shows the projection path of a spatial position (x, y, z) to a general pro-
jection point at (xprp, yprp, zprp). The coordinate position (xp, yp, zvp) is the intersection
between the projection line and the view plane, where zvp is some selected position for
the view plane on the zview axis. We can write equations describing coordinate positions
along this perspective-projection line in parametric form as
x
′
= x− (x− xprp)u
y
′
= y − (y − yprp)u
z
′
= z − (z − zprp)u (3.3)
where coordinate position x′ , y′ , z′ represents any point along the projection line.
When u = 0, the position is P = (x, y, z) as shown in Figure 3.4(b). When u = 1,
it means at the other end of the line and we have the projection reference-point coordi-
nates (xprp, yprp, zprp). On the view plane, z
′
= zvp and we can solve the z
′ equation for
parameter u at this position along the projection line:
u =
zvp − z
zprp − z (3.4)
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(a) Parallel projection of a line segment onto a
projection plane
(b) Perspective projection of a line segment onto
a view plane
Figure 3.3: Two projection transformations: (a) Parallel projection of a line segment onto
a projection plane. (b) Perspective projection of a line segment onto a view plane.
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Substituting this value of u into the equations for x′ and y′ , we obtain the general
perspective-transformation equations:
xp = x
(
zprp − zvp
zprp − z
)
+ xprp
(
zvp − z
zprp − z
)
yp = y
(
zprp − zvp
zprp − z
)
+ yprp
(
zvp − z
zprp − z
)
(3.5)
Calculations for a perspective mapping are more complex than the parallel-perspective
equations, since the denominators in the perspective calculations (3.6) are functions of the
z value.
17
(a) Oblique parallel projection of position
(x, y, z) to a view plane along a projection line
defined with vector Vp.
(b) Perspective projection of a point P with co-
ordinates (x, y, z) to a selected projection refer-
ence point. The intersection position on the view
plane is (xp, yp, zvp).
Figure 3.4: Oblique parallel projection and perspective projection :(a) Oblique parallel
projection of position (x, y, z) to a view plane along a projection line defined with vec-
tor Vp. (b) Perspective projection of a point Vp with coordinates (x, y, z) to a selected
projection reference point. The intersection position on the view plane is (xp, yp, zvp).
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CHAPTER IV
ALGORITHMS OF IMAGE PROCESSING
4.1 Image Segmentation
Image segmentation is the process of partitioning a digital image into multiple seg-
ments (sets of pixels, also known as super-pixels). The goal of segmentation is to simplify
or change the representation of an image into something that is more meaningful and eas-
ier to analyse [9, 10]. The goal of image segmentation is to assign a label to every pixel
in an image such that pixels with the same label share certain characteristics. In this
research, the original images are in a green background, but we only need the face in-
formation of the image. Therefore, we use image segmentation algorithm to take off the
green background and keep the face part only. To get the face part, we need to distin-
guish the background and face. The simplest method of image segmentation is called the
thresholding method. And there is one balanced histogram thresholding (BHT) approach
which assumes that the image is divided in two main classes: The background and the
foreground. The BHT approach tries to find the optimum threshold level that divides the
histogram into two classes.
In this part, we convert the RGB images to HSV images. By selecting an adequate
threshold value T , the gray image can be converted to binary images. A common method
used to select T is by analysing the histograms of the type of the images [11]. This
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threshold technique can be expressed as:
g(x, y) =
{
1, if f(x, y) > T
0, if f(x, y) <= T
(4.1)
where g(x, y) is the threshold image, f(x, y) are gray level image pixels. T is the thresh-
old value.
After obtaining the thresholding binary images, we need to optimize that binary im-
ages, because there are small objects in the images. So we use Matlab function bwareopen
to move the small objects from the binary images, just as it shows in Figure 4.1. In this
part, we use Matlab to obtain the best results, and the detailed work will be shown in next
chapter. All the source codes can be found in Appendix.
4.2 Image Intensity Changing
Every image is consist of pixels, and every pixel has pixel intensity to describe how
bright the pixel is or what color it should be. The most common pixel format is the byte
image, where this number is stored as an 8-bit integer giving a rang of possible values
from 0 to 255. Typically zero is taken to be black, and 255 is taken to be white. Values
in between make up the different shades of gray. For a color image, separate red, green
and blue components must be specified for each pixel, and so the pixel value is actually
a vector of three numbers. Usually, the three different components are stored as three
separate grayscale images known as color planes, which have to be recombined when
displaying or processing. When we do texture mapping by using the original images, we
found three images have different illumination. Because three images need to be shown
on one face, therefore, we need to adjust the illumination of the images to be united, A
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(a) original image (b) the Hue image
(c) thresholding image (d) image after doing optimization
(e) final image
Figure 4.1: Images segmentation processing
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widely used 2-D parametric transformation is defined by
T (x, y) =

Tr(x, y) = αIr(x, y) + β,
Tg(x, y) = αIg(x, y) + β,
Tb(x, y) = αIb(x, y) + β,
(4.2)
where T(x,y) is the final image pixel intensity value, Tr(x, y) is the pixel intensity value
of the red channel of the new image. Ir(x, y) is the pixel intensity value of the red chan-
nel of the original image. Tg(x, y), Tb(x, y), Ig(x, y), Ib(x, y) are also the same. α is a
scaling parameter, β is a magnitude parameter. By this way, we complemented the linear
transformation of the image intensity and completed the image segmentation.
4.3 Image Blending
Blending was done by separating colour planes, where necessary, applying blend-
ing algorithm for each colour band and recomposing planes together to get full colour
image at the output. The blended images should maintain the quality of the input im-
ages [12].The advantage of using blending method is in improving visual quality of the
composite image and making the edges invisible. In this thesis, we need to remove the
seam between the adjacent face textures. Instead of blending every pixel of the image, we
just need to blend one region along the seam. Alpha blending is the process of combining
a translucent foreground color with a background color, thereby producing a new blended
color. The degree of the foreground color’s translucency may range from completely
transparent to completely opaque. Alpha blending is a convex combination of two colors
allowing for transparency effects in computer graphics. The value of α in the color code
ranges from 0 to 1, where 0 represents a fully transparent color, and 1 represents a fully
opaque color. In this thesis, we forced the the value of α in selected region or window
changing from 0 to 1, or 1 to 0 linearly. Assume we have two images I1(x, y) and I2(x, y)
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that represent the pixel value at the position (x, y). First, we initialized the window’s
width w, then set its center c. In one image, c is one constant value that represents the
pixel’s column value, and j represents current pixel’s position column value.By analysing
the relationship between the α and j, we got the following expression:
α =
j
2w
+
1
2
− c
2w
(4.3)
Inew(x, y) = αI1(x, y) + βI2(x+ ∆x, y + ∆y) (4.4)
where β = 1 − α, Inew(x, y) is the new blending image pixel values at the position
(x, y). ∆x and ∆y describe the motion distance from the original position in the x and y
axis separately if two images have different size. In figure 4.2, we show one example of
image blending and the window for blending.
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(a) (b)
(c) (d) Blending Window
Figure 4.2: An example of image blending
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CHAPTER V
DESCRIPTION OFWORK DONE
In this chapter, a number of important code separations are presented to demonstrate
the effectiveness of the new texture mapping way. First, the acquisition of the data from
obj file in this study is discussed. Next, the displaying of 3D mesh followed by the
modifying of the mesh are represented. Image processing algorithms are described to
illustrate the feasibility of this new method. Finally, the results of the new texture mapping
method is presented.
5.1 Data Acquisition
In this subsection, the method used to extract the data from the file is explained. Be-
fore doing anything, first we should do is to obtain the vertex data information. By using
the function extractOBJdata, we can get the vertex position coordinates, normals
and indices. The code are shown in Appendix. There are several functions I need to
explain. First one is getline(isstream is, string str, char delin)
function which is used to extract the characters from is and stores them into str un-
til the delimitation character delim is found. The second important c++ command used
in this function is atof(strtok(NULL, " ")) which means a str is splitted into
tokens and returns its value as a double.
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After finishing the up program, we can obtain the coordinates of each vertex. And all
the data are put in one array which will be used more easily in the following program.
Absolutely, the vertex indices obtained using the same way.
5.2 3D Mesh Separation
Texture mapping of a 3D model from one single image was described in various pa-
pers [7, 8], however, the texture mapping from multiple camera views has not been paid
much attention in recent researches and is investigated within this thesis. To separate the
mesh into three pieces, we need to gather a bunch of vertices in one fixed region. How-
ever, the triangles which are the smallest elements of the 3D face mesh are not organized
regularly. Therefore, the order of the vertex indices appeared in the obj file can’t be used
to determine the boundary line of the fixed region. We assume that one arbitrary vertex
coordinates is (x, y, z). To solve this problem, the position of x coordinate of the vertex as
the basis is used to separate the 3D mesh into three parts from left to right. By calculating
the maximum and minimum of the x coordinate of all the vertices, the 3D face mesh’s
middle part coordinate value is between -1.60 and -0.76, that means
X =

left part, x < −1.60
middle part, −1.60 <= x <= −0.76
right part, x > −0.76
(5.1)
where X represents all the vertices in the one region. Here, the process of 3D mesh
separation code function is discussed. The 3D mesh is represented by triangle elements.
Each triangle has three points, and the order of the points are defined by the vertex indices
in the obj file.
In the code programming part, we use glBegin(GL TRIANGLES) to start drawing
triangles, and glVertex3f(x,y,z) represents one vertex in 3D coordinate system.
The 3D mesh displaying function shows blew:
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g l B e g i n ( GL TRIANGLES ) ;
f o r ( i n t i =0 ; i<model . v e r t i c e s ; i +=3)
{
i n t a =3∗ ( i n d i c e s [ i ] ) ;
i n t b =3∗ ( i n d i c e s [ i ] ) +1 ;
i n t c =3∗ ( i n d i c e s [ i ] ) +2 ;
g l V e r t e x 3 f ( v e r t i c e s [ a ] , v e r t i c e s [ b ] , v e r t i c e s [ c ] ) ;
i n t d =3∗ ( i n d i c e s [ i + 1 ] ) ;
i n t e =3∗ ( i n d i c e s [ i + 1 ] ) +1;
i n t f =3∗ ( i n d i c e s [ i + 1 ] ) +2;
g l V e r t e x 3 f ( v e r t i c e s [ d ] , v e r t i c e s [ e ] , v e r t i c e s [ f ] ) ;
i n t g =3∗ ( i n d i c e s [ i + 2 ] ) ;
i n t h =3∗ ( i n d i c e s [ i + 2 ] ) +1;
i n t k =3∗ ( i n d i c e s [ i + 2 ] ) +2;
g l V e r t e x 3 f ( v e r t i c e s [ g ] , v e r t i c e s [ h ] , v e r t i c e s [ k ] ) ;
}
glEnd ( ) ;
where indices[i], indices[i+1] and indices[i+2] represent one triangle’s
three vertex indices, and indices[i],indices[i]+1,indices[i]+2 describe x, y, z
coordinate of one vertex position. By using one for loop, we can display the fully 3D
face wireframe. Then the fully mesh is divided into three pieces by using the following
method:
i f ( f ace min>v e r t i c e s [ a]&&face min>v e r t i c e s [ d]&&
face min>v e r t i c e s [ g ] ) {
v e r t i c e s l e f t [ i ]= v e r t i c e s [ a ] ;
v e r t i c e s l e f t [ i +1]= v e r t i c e s [ b ] ;
v e r t i c e s l e f t [ i +2]= v e r t i c e s [ c ] ;
v e r t i c e s l e f t [ i +3]= v e r t i c e s [ d ] ;
v e r t i c e s l e f t [ i +4]= v e r t i c e s [ e ] ;
v e r t i c e s l e f t [ i +5]= v e r t i c e s [ f ] ;
v e r t i c e s l e f t [ i +6]= v e r t i c e s [ g ] ;
v e r t i c e s l e f t [ i +7]= v e r t i c e s [ h ] ;
v e r t i c e s l e f t [ i +8]= v e r t i c e s [ k ] ;
}
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In the above function, 3 vertices with 9 coordinates are used as one unit. The value of
face min and face max are minimum and maximum x coordinate value obtained by
analysing the face structure.
After complementing the storing of the vertex’ coordinates, we will do some rotation
and perspective projection of the 3D meshes. The modifymesh function can be found
in Appendix. Here, we explain some important code commands that used in this function.
In this thesis, the left face mesh part are rotated around the y axis, the following codes
describe one vertex position was rotated by degreeL degrees:
v e r t i c e s l e f t R [ c ]= v e r t i c e s l e f t [ c +2]∗ s i n ( degreeL ) +
v e r t i c e s l e f t [ c ]∗ cos ( degreeL ) + 0 . 5 ;
v e r t i c e s l e f t R [ c +1]= v e r t i c e s l e f t [ c + 1 ] ;
v e r t i c e s l e f t R [ c +2]= v e r t i c e s l e f t [ c +2]∗ s i n ( degreeL )
− v e r t i c e s l e f t [ c ]∗ cos ( degreeL ) −0.6;
where vertices leftR is a new array used to store the rotated coordinate data,
vertices left is the original array once used to store original coordinate data.
vertices leftR[c] means x coordinate value of the No.c vertex. In Figure 5.1, the
complete 3D face mesh and its three separate parts are shown.
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(a) 3D face mesh (b) 3D face mesh middle part
(c) 3D face mesh left part (d) 3D face mesh right part
Figure 5.1: 3D face mesh :(a) 3D face mesh (b) 3D face mesh middle part (c) 3D face
mesh left part (d) 3D face mesh right part
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5.3 Projection Transformations
The next step in this section is to project the 3D mesh onto 2D view plane. The method
we used is perspective projection. In chapter III, we have already discussed the theory of
this method obtained the the general perspective transformation equation (3.6).Therefore,
we set the 3D face middle part mesh’s projection reference point and view plane as xprp =
−1.2,yprp = −0.2,zprp = 2, zvp = 0.1. In the above section, the face mesh was separated
into three parts. To obtain the planar meshes of the right and left parts, we need to assume
there are another two cameras that face the left and right meshes squarely and separately.
There are two ways to do the left or right part’s mesh projection. First, one left camera
position is set as reference point, and the left mesh was projected onto the view plane
along the line between the mesh and camera. However, this mesh can not be directly used
for binding texture. We must rotate the mesh from the left side to the front side so as to
bind the textures. Second method, which is also adopted in the thesis is to rotate the mesh
to the the position where the middle part mesh is. Then the mesh was projected onto view
plane along the line between the mesh and the reference point where the middle camera’s
position is. After that, we need to unit the size of the meshes to match the textures whose
size is between 0 and 1.
The following code example shows the process of this method and explain the major
part of the code working. Then, we can transform the 3D face mesh to 2D face mesh,
i n t xn =0;
i n t yn =0;
i n t zn =0;
f l o a t xprp =−1.2;
f l o a t yprp =−0.2;
f l o a t zp rp =2;
f l o a t zvp = 0 . 1 ;
f o r ( i n t i =0 ; i <3∗model . v e r t i c e s ; i ++)
{
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xn= i ∗3 ;
yn= i ∗3+1;
zn= i ∗3+2;
i f ( xn<3∗model . v e r t i c e s ) {
xp mid [ i ]= v e r t i c e s c e n t e r R [ xn ] ∗ ( zprp−zvp ) / ( zprp
−v e r t i c e s c e n t e r R [ zn ] ) + xprp ∗ ( zvp−
v e r t i c e s c e n t e r R [ zn ] ) / ( zprp−
v e r t i c e s c e n t e r R [ zn ] ) ;
yp mid [ i ]= v e r t i c e s c e n t e r R [ yn ] ∗ ( zprp−zvp ) / ( zprp
−v e r t i c e s c e n t e r R [ zn ] ) + yprp ∗ ( zvp−
v e r t i c e s c e n t e r R [ zn ] ) / ( zprp−v e r t i c e s c e n t e r R [ zn
] ) ;
}
}
Where (xprp, yprp, zprp) represents the reference point coordinates. zvp is the view
plane position along z axis. The vertices centerR[xn] ,vertices centerR[yn]
and vertices centerR[zn] represent one vertex’s coordinate. xn, yn and zn are
one vertex (x, y, z) coordinates. i means the index of the vertex. Therefore, each indices
increased by 3 units each loop. The results of all parts’ planar meshes are shown in Figure
5.2. And full code separations are shown in modifymesh function in Appendix A-2.
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(a) face middle mesh
(b) face left mesh (c) face right mesh
Figure 5.2: 2D face meshes:(a) planar mesh of face mesh middle part. (b) planar mesh of
face mesh left part.(c) planar mesh of face mesh right part
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5.4 Image Segmentation
In this section, we implement image segmentation technique by using Matlab func-
tion. The code separation can be found in Appendix. Several important functions are
explained in the following codes. First of all, the original color image is transformed
to HSV (hue-saturation-value) image by using the function rgb2hsv. By showing his-
togram of the hue image, we get the threshold value is 0.38. The following codes are used
to make and show binary image.
bw = abs ( hue −0.38) <0.05;
imshow ( bw ) ;
where the range of hue value is from 0 to 1. After the hue values minus the threshold
value, the final values which are less than 0.05 will be set to 0, others will be set to 1.
abs are used to make absolute value. From the Figure 4.1(c), we can see there are still
small white objects at the black head part. Therefore, a series of commands are used to
process this.
bwx = bwareaopen ( bw , 5 0 0 ) ;
CC = bwconncomp ( bwx ) ;
L = l a b e l m a t r i x (CC) ;
RGB = l a b e l 2 r g b ( L ) ;
where bwareaopen is used to remove small objects from binary image and
bwconncomp is used to find connected components in binary image. labelmatrix
is to create label matrix from bwconncomp structure, and label2rgb is used to
convert label matrix into RGB image. These are the major codes, and the full separation
can be found in Appendix A-12.
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5.5 Image Blending
In this thesis, the method we use is linear image blending. It is a process of pixel
operations. Assume we want to blend left face image and left face image, and the left
face image is used as the background and the middle face image is used as the foreground.
By confirming the position of the seam between two images, we implemented equations
(4.3) and (4.4) by setting the center of the blender region c = 96, the width of the region
w = 20.
With the help of OpenCV, the process of image pixels is more efficient. The image
data are stored in one Mat file. We can obtain the one pixel value at position (i, j) by
using I.at<Vec3b>(i,j) where I is the image Mat format. In this way, the new
image can be obtained by using the following code,
s r c 1 . a t<Vec3b>( i , j ) =(1− s igma ) ∗ s r c 1 . a t<Vec3b>( i , j ) +
sigma ∗ s r c 2 . a t<Vec3b>( i , j ) ;
where src1 and src2 are new and original image separately.By changing sigma value
from 0 to 1, we get the final image color value. By programming the equation (4.3) and
(4.4), we got the results shown in Figure 5.3. The full code can be found in Appendix
A-13.
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(a) left face image (b) middle face image
(c) blended image (d) window size
Figure 5.3: Image blending results
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5.6 Texture Mapping
After finishing the process of the images, we need to produce the image texture
which will be mapped onto the mesh. There are three images should be mapped, so
there are also three fucntions which are makeCheckImage, otherCheckImage and
thirdCheckImage. The last step is displaying the 3D face model with texture on
screen. In OpenGL, glEnable(GL TEXTURE 2D) is mainly used to enable the tex-
ture. glBindTexture(GLenum target, GLuint texture) is used to bind a
named texture to a texturing target. After that, we need to begin draw triangles. In the
3D mesh modifying process section, we know how to do drawing triangles. In this sec-
tion, we need add each vertex with correspondent texture value. The texture function is
glTexCoord2f(x,y).The fully display function can be found in Appendix, and
the final results are shown in Figure 5.2.
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(a) left side of the 3D face model (b) middle side of the 3D face model
(c) right side of the 3D face model
Figure 5.4: 3D face model with textures
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CHAPTER VI
CONCLUSIONS AND FUTUREWORK
The method proposed in this thesis is a new and effective system for adding tex-
tures oneto 3D face model. This system accomplished the 3D face model’s display, ro-
tation, texture mapping and illumination modifying based on OpenGL and OpenCV. It
provides a valid perspective projection which achieves 3D face mesh’s parameterization
exactly,while closely preserving the 3D model’s deep properties. As demonstrated by the
results, it is able to use successfully multi cameras from three different view positions to
obtain the planar meshes which are used to be mapped with textures from the same view
position.
The original images in this thesis are under different light illumination, so the diffi-
culty of processing the images has increased. However, the best results are obtained when
a series of image processing algorithms are implemented. The algorithms include image
segmentation, image intensity change and image blending. In 3D mesh modifying part,
the data in obj file was extracted, restored and arranged in the order we want by doing lots
of logic works. While rapid prototyping is presented as an popular application, this new
technology would be also suitable in fields including entertainment, training, and fashion.
Currently, the user must preprocess the original images first, then copy them to the
texture mapping tool. This can not be intelligent. In future work, we will add the image
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processing steps into the system to accomplish the texture mapping automatically. What’s
more, the seam along the two textures’ boundary still can be see. We need to locate the
position of the each mesh’s position in the future work. Finally, there are still image
distortion, so we will try to program the other algorithms such as constrained texture
mapping and conformal mapping, and make a comparison with our method.
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APPENDIX A
A-1 extractOBJdata
vo id e x t r a c t O B J d a t a ( s t r i n g fp , f l o a t p o s i t i o n s [ ] [ 3 ] , f l o a t
t e x e l s [ ] [ 2 ] , f l o a t no rma l s [ ] [ 3 ] , i n t f a c e s [ ] [ 6 ] , i n t
f a c e s v e r t e x [ ] [ 3 ] , i n t f a c e s n o r m a l [ ] [ 3 ] )
{
/ / Open OBJ f i l e
i f s t r e a m inOBJ ;
i n t number =0;
inOBJ . open ( fp ) ;
i f ( ! inOBJ . good ( ) )
{
c o u t << ”ERROR OPENING OBJ FILE ” << e n d l ;
e x i t ( 1 ) ;
}
/ / Read OBJ f i l e
w h i l e ( ! inOBJ . e o f ( ) )
{
s t r i n g l i n e ;
g e t l i n e ( inOBJ , l i n e ) ;
s t r i n g t y p e = l i n e . s u b s t r ( 0 , 2 ) ;
i n t i ;
/ / P o s i t i o n s
i f ( t y p e . compare ( ” v ” ) == 0)
{
/ / 1
/ / Copy l i n e f o r p a r s i n g
c h a r ∗ l = new c h a r [ l i n e . s i z e ( ) + 1 ] ;
memcpy ( l , l i n e . c s t r ( ) , l i n e . s i z e ( ) +1) ;
/ / 2
/ / E x t r a c t t o k e n s
s t r t o k ( l , ” ” ) ;
f o r ( i n t i =0 ; i <3; i ++) {
p o s i t i o n s [ p ] [ i ] = a t o f ( s t r t o k (NULL, ” ” ) ) ;
v e r t i c e s [ i +p ∗3]= p o s i t i o n s [ p ] [ i ] ;
}
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d e l e t e [ ] l ;
p ++;
}
/ / T e x e l s
e l s e i f ( t y p e . compare ( ” v t ” ) == 0)
{
c h a r ∗ l = new c h a r [ l i n e . s i z e ( ) + 1 ] ;
memcpy ( l , l i n e . c s t r ( ) , l i n e . s i z e ( ) +1) ;
s t r t o k ( l , ” ” ) ;
f o r ( i n t i =0 ; i <2; i ++)
t e x e l s [ t ] [ i ] = a t o f ( s t r t o k (NULL, ” ” ) ) ;
d e l e t e [ ] l ;
t ++;
}
/ / Normals
e l s e i f ( t y p e . compare ( ” vn ” ) == 0)
{
c h a r ∗ l = new c h a r [ l i n e . s i z e ( ) + 1 ] ;
memcpy ( l , l i n e . c s t r ( ) , l i n e . s i z e ( ) +1) ;
s t r t o k ( l , ” ” ) ;
f o r ( i n t i =0 ; i <3; i ++) {
norma l s [ n ] [ i ] = a t o f ( s t r t o k (NULL, ” ” ) ) ;
/ / norms [ n ] [ i ]= norma l s [ n ] [ i ] ∗ 2 ; / / do n o t
f o r g e t t h e b r a c e
norm2 [ i +n ∗3]= norma l s [ n ] [ i ] ∗ 2 ;
}
d e l e t e [ ] l ;
n ++;
}
/ / Faces t h e f i r s t v a l u e r e p r e s e n t s v e r t e x , t h e
second v a l u e r e p r e s e n t normal f 1 / / 1 2 / / 2 3 / / 3
e l s e i f ( t y p e . compare ( ” f ” ) == 0)
{
c h a r ∗ l = new c h a r [ l i n e . s i z e ( ) + 1 ] ;
memcpy ( l , l i n e . c s t r ( ) , l i n e . s i z e ( ) +1) ;
s t r t o k ( l , ” ” ) ;
f o r ( i n t i =0 ; i <6; i ++) {
f a c e s [ f ] [ i ] = a t o f ( s t r t o k (NULL, ” / / ” ) ) ;
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i f ( i %2==0){
i n t k= i / 2 ;
f a c e s v e r t e x [ f ] [ k ]= f a c e s [ f ] [ i ] ;
i n d i c e s [ f ∗3+k ]= f a c e s v e r t e x [ f ] [ k ]−1;
}
e l s e {
i n t k =( i −1) / 2 ;
f a c e s n o r m a l [ f ] [ k ]= f a c e s [ f ] [ i ] ;
}
}
d e l e t e [ ] l ;
f ++;
}
}
/ / C lose OBJ f i l e
inOBJ . c l o s e ( ) ;
}
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A-2 modifymesh(void)
vo id modifymesh ( vo id ) {
f o r ( i n t i =0 ; i <3∗model . v e r t i c e s ; i +=9)
{
/ / do n o t need t o do ” i n d i c e s [ i ]−1” , c a u s e we d i d
i t b e f o r e
i n t i i = i / 3 ; / / i n d i c e s o f v e r t e x jump 3
number e v e r y t ime
i n t a =3∗ ( i n d i c e s [ i i ] ) ; / / t h e i n d i c e s [ i ] t h v e r t e x x
c o o r d i n a t e a d d r e s s , i n c i d e s r e p r e s e n t a d d r e s s
i n t b =3∗ ( i n d i c e s [ i i ] ) +1 ;
i n t c =3∗ ( i n d i c e s [ i i ] ) +2 ;
/ / second v e r t e x c o o r d i n a t e s
i n t d =3∗ ( i n d i c e s [ i i + 1 ] ) ;
i n t e =3∗ ( i n d i c e s [ i i + 1 ] ) +1;
i n t f =3∗ ( i n d i c e s [ i i + 1 ] ) +2;
/ / t h i r d v e r t e x c o o r d i n a t e s
i n t g =3∗ ( i n d i c e s [ i i + 2 ] ) ;
i n t h =3∗ ( i n d i c e s [ i i + 2 ] ) +1;
i n t k =3∗ ( i n d i c e s [ i i + 2 ] ) +2;
/ / cou t<<”yp1 : ”<<yp1<<e n d l ;
i n t N = 22200 ;
i f (0<= i i&&i i <=N) {
/ / d i v i d e d t h e mesh i n t o t h r e e p a r t s from l e f t
t o r i g h t
i f ( f ace min>v e r t i c e s [ a]&&face min>v e r t i c e s [ d
]&&face min>v e r t i c e s [ g ] ) {
/ / 9 r e p r e s e n t s 3 v e r t e i c e s , e v e r y v e r t e x
has 3 ( x , y , z ) c o o r d s
v e r t i c e s l e f t [ i ]= v e r t i c e s [ a ] ;
v e r t i c e s l e f t [ i +1]= v e r t i c e s [ b ] ;
v e r t i c e s l e f t [ i +2]= v e r t i c e s [ c ] ;
v e r t i c e s l e f t [ i +3]= v e r t i c e s [ d ] ;
v e r t i c e s l e f t [ i +4]= v e r t i c e s [ e ] ;
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v e r t i c e s l e f t [ i +5]= v e r t i c e s [ f ] ;
v e r t i c e s l e f t [ i +6]= v e r t i c e s [ g ] ;
v e r t i c e s l e f t [ i +7]= v e r t i c e s [ h ] ;
v e r t i c e s l e f t [ i +8]= v e r t i c e s [ k ] ;
co un t1 ++;
}
e l s e i f ( face max<v e r t i c e s [ a]&&face max<
v e r t i c e s [ d]&&face max<v e r t i c e s [ g ] ) {
v e r t i c e s r i g h t [ i ]= v e r t i c e s [ a ] ;
v e r t i c e s r i g h t [ i +1]= v e r t i c e s [ b ] ;
v e r t i c e s r i g h t [ i +2]= v e r t i c e s [ c ] ;
v e r t i c e s r i g h t [ i +3]= v e r t i c e s [ d ] ;
v e r t i c e s r i g h t [ i +4]= v e r t i c e s [ e ] ;
v e r t i c e s r i g h t [ i +5]= v e r t i c e s [ f ] ;
v e r t i c e s r i g h t [ i +6]= v e r t i c e s [ g ] ;
v e r t i c e s r i g h t [ i +7]= v e r t i c e s [ h ] ;
v e r t i c e s r i g h t [ i +8]= v e r t i c e s [ k ] ;
co un t2 ++;
}
e l s e {
v e r t i c e s c e n t e r [ i ]= v e r t i c e s [ a ] ;
v e r t i c e s c e n t e r [ i +1]= v e r t i c e s [ b ] ;
v e r t i c e s c e n t e r [ i +2]= v e r t i c e s [ c ] ;
v e r t i c e s c e n t e r [ i +3]= v e r t i c e s [ d ] ;
v e r t i c e s c e n t e r [ i +4]= v e r t i c e s [ e ] ;
v e r t i c e s c e n t e r [ i +5]= v e r t i c e s [ f ] ;
v e r t i c e s c e n t e r [ i +6]= v e r t i c e s [ g ] ;
v e r t i c e s c e n t e r [ i +7]= v e r t i c e s [ h ] ;
v e r t i c e s c e n t e r [ i +8]= v e r t i c e s [ k ] ;
co un t3 ++;
}
}
}
f l o a t degreeR = −0 . 7 ; / / 3 . 1 4 / 2
f l o a t degreeC = 0 ; / / 3 . 1 4 / 2
f l o a t degreeL = 1 ; / / 3 . 1 4 / 2
f o r ( i n t c =0; c<=3∗model . v e r t i c e s ; c +=3){
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v e r t i c e s c e n t e r R [ c ]= v e r t i c e s c e n t e r [ c +2]∗ s i n (
degreeC ) + v e r t i c e s c e n t e r [ c ]∗ cos ( degreeC ) ; / /
change x c o o r d s
v e r t i c e s c e n t e r R [ c +1]= v e r t i c e s c e n t e r [ c + 1 ] ; / /
change y
v e r t i c e s c e n t e r R [ c +2]= v e r t i c e s c e n t e r [ c +2]∗ cos (
degreeC )−v e r t i c e s c e n t e r [ c ]∗ s i n ( degreeC ) ;
v e r t i c e s r i g h t R [ c ]= v e r t i c e s r i g h t [ c +2]∗ s i n ( degreeR )
+ v e r t i c e s r i g h t [ c ]∗ cos ( degreeR ) ; / / change x
c o o r d s
v e r t i c e s r i g h t R [ c +1]= v e r t i c e s r i g h t [ c + 1 ] −0 . 5 ; / /
change y
v e r t i c e s r i g h t R [ c +2]= v e r t i c e s r i g h t [ c +2]∗ cos (
degreeR )−v e r t i c e s r i g h t [ c ]∗ s i n ( degreeR ) ;
/ / y−a x i s r o t a t i o n
v e r t i c e s l e f t R [ c ]= v e r t i c e s l e f t [ c +2]∗ s i n ( degreeL ) +
v e r t i c e s l e f t [ c ]∗ cos ( degreeL ) + 0 . 5 ; / / r o t a t e d x
c o o r d s and move r i g h t 0 . 5
v e r t i c e s l e f t R [ c +1]= v e r t i c e s l e f t [ c + 1 ] ; / / change y
v e r t i c e s l e f t R [ c +2]= v e r t i c e s l e f t [ c +2]∗ cos ( degreeL )
− v e r t i c e s l e f t [ c ]∗ s i n ( degreeL ) −0 . 6 ; / / change z
/ / cou t<<” v e r t i c e l e f t R ”<< v e r t i c e s l e f t [ c]<<e n d l ;
}
f l o a t xp [ 2 2 2 0 0 ] ;
f l o a t yp [ 2 2 2 0 0 ] ;
f l o a t xp mid [ 2 2 2 0 0 ] ;
f l o a t yp mid [ 2 2 2 0 0 ] ;
f l o a t x p r i g h t [ 2 2 2 0 0 ] ;
f l o a t y p r i g h t [ 2 2 2 0 0 ] ;
/ / f l o a t zp [ 7 4 0 0 ] ;
i n t xn =0;
i n t yn =0;
i n t zn =0;
f l o a t xprp =−1.2;
f l o a t yprp =−0.2;
f l o a t zp rp =2;
f l o a t zvp = 0 . 1 ;
/ / i n t co un t2 =0;
f o r ( i n t i =0 ; i <3∗model . v e r t i c e s ; i ++)
{
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/ / number ++;
/ / e v e r y 3 numbers a s one u n i t
xn= i ∗3 ;
yn= i ∗3+1;
zn= i ∗3+2;
i f ( xn<3∗model . v e r t i c e s ) {
/ / l e f t f a c e UV map
xp [ i ]= v e r t i c e s l e f t R [ xn ] ;
yp [ i ]= v e r t i c e s l e f t R [ yn ] ;
/ / midd le f a c e UV map
xp mid [ i ]= v e r t i c e s c e n t e r R [ xn ] ∗ ( zprp−zvp ) / ( zprp
−v e r t i c e s c e n t e r R [ zn ] ) + xprp ∗ ( zvp−
v e r t i c e s c e n t e r R [ zn ] ) / ( zprp−v e r t i c e s c e n t e r R
[ zn ] ) ;
yp mid [ i ]= v e r t i c e s c e n t e r R [ yn ] ∗ ( zprp−zvp ) / ( zprp
−v e r t i c e s c e n t e r R [ zn ] ) + yprp ∗ ( zvp−
v e r t i c e s c e n t e r R [ zn ] ) / ( zprp−v e r t i c e s c e n t e r R
[ zn ] ) ;
/ / r i g h t f a c e UV map
x p r i g h t [ i ]= v e r t i c e s r i g h t R [ xn ] ;
y p r i g h t [ i ]= v e r t i c e s r i g h t R [ yn ] ;
}
}
/ / g e t t h e max and min of t h e v e r t i c e s i n x , y , z
r e s p e c t i v e l y
min x=xp [ 0 ] ;
max x=xp [ 0 ] ;
min y=yp [ 0 ] ;
max y=yp [ 0 ] ;
f o r ( i n t i =0 ; i<model . v e r t i c e s ; i ++) {
i f ( xp [ i ]< min x ) {
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min x = xp [ i ] ;
}
e l s e {
max x = xp [ i ] ;
}
i f ( yp [ i ]< min y )
{
min y = yp [ i ] ;
}
e l s e {
max y = yp [ i ] ;
}
}
/ / o b t a t i n t h e min and max mid le uv f a c e
min mid x=xp mid [ 0 ] ;
max mid x=xp mid [ 0 ] ;
min mid y=yp mid [ 0 ] ;
max mid y=yp mid [ 0 ] ;
f o r ( i n t i =0 ; i<model . v e r t i c e s ; i ++) {
i f ( xp mid [ i ]< min mid x ) {
min mid x = xp mid [ i ] ;
}
e l s e {
max mid x = xp mid [ i ] ;
}
i f ( yp mid [ i ]< min mid y )
{
min mid y = yp mid [ i ] ;
}
e l s e {
max mid y = yp mid [ i ] ;
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}
}
/ / o b t a t i n t h e min and max r i g h t f a c e
m i n r i g h t x = x p r i g h t [ 0 ] ;
m a x r i g h t x = x p r i g h t [ 0 ] ;
m i n r i g h t y = y p r i g h t [ 0 ] ;
m a x r i g h t y = y p r i g h t [ 0 ] ;
f o r ( i n t i =0 ; i<model . v e r t i c e s ; i ++) {
i f ( x p r i g h t [ i ]< m i n r i g h t x ) {
m i n r i g h t x = x p r i g h t [ i ] ;
}
e l s e {
m a x r i g h t x = x p r i g h t [ i ] ;
}
i f ( y p r i g h t [ i ]< m i n r i g h t y )
{
m i n r i g h t y = y p r i g h t [ i ] ;
}
e l s e {
m a x r i g h t y = y p r i g h t [ i ] ;
}
}
/ / un i fo rm t o t h e r a n g e 0˜1
/ / modify t h e 2−D mesh t o match t h e image
f o r ( i n t i =0 ; i<model . v e r t i c e s ; i ++) {
/ / l e f t
xp [ i ] = ( xp [ i ]−min x + 0 . 0 4 ) / ( 2 1 ∗ ( max x−min x ) ) ; / / 1 6
used t o s e t t h e image t o mach t h e mesh i n t h e x
d i r e c t i o n
yp [ i ] = ( yp [ i ]−min y −0.3) / ( 1 . 6 ∗ ( max y−min y ) ) ;
/ / mid le f a c e
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xp mid [ i ] = ( xp mid [ i ]−0.95) / ( ( max mid x + 1 . 4 9 ) ) ; / / 1 6
used t o s e t t h e image t o mach t h e mesh i n t h e x
d i r e c t i o n
yp mid [ i ] = ( yp mid [ i ]−min mid y ) / ( 8 ∗ ( max mid y−
min mid y ) ) ;
/ / r i g h t f a c e
/ / x p r i g h t [ i ] = ( x p r i g h t [ i ]−m i n r i g h t x ) / ( (
m a x r i g h t x−m i n r i g h t x ) ) ; / / 1 6 used t o s e t t h e
image t o mach t h e mesh i n t h e x d i r e c t i o n
/ / y p r i g h t [ i ] = ( y p r i g h t [ i ]−m i n r i g h t y ) / ( 4 ∗ (
m a x r i g h t y−m i n r i g h t y ) ) ;
x p r i g h t [ i ] = ( x p r i g h t [ i ]−0 .6) / ( 5∗ ( 0 . 2 5 −0 ) ) ; / / 0 . 5 5
used t o move t h e image r i g h t d i r e c t , 5 used t o
expand t h e image
y p r i g h t [ i ] = ( y p r i g h t [ i ] + 0 . 5 ) / ( 2 ∗ ( 0 . 3 + 0 . 5 ) ) ;
i n t s= i ∗2 ;
v e r t i c e s L u v [ s ]= xp [ i ] ;
v e r t i c e s L u v [ s +1]= yp [ i ] ;
v e r t i c e s C u v [ s ]= xp mid [ i ] ;
v e r t i c e s C u v [ s +1]= yp mid [ i ] ;
v e r t i c e s R u v [ s ]= x p r i g h t [ i ] ;
v e r t i c e s R u v [ s +1]= y p r i g h t [ i ] ;
/ / cou t<<”yp : ”<<min mid x<<e n d l ;
}
}
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A-3 otherCheckImage
vo id o the rCheckImage ( Mat img , d ou b l e a lpha2 , i n t b e t a 2 )
{
Mat d s t , map x , map y ;
i n t i , j , c ;
/ / r e a d image
i f ( img . d a t a == 0) {
c e r r << ” Image n o t found ! ” << e n d l ;
}
d s t . c r e a t e ( img . s i z e ( ) , img . t y p e ( ) ) ;
map x . c r e a t e ( img . s i z e ( ) , CV 32FC1 ) ;
map y . c r e a t e ( img . s i z e ( ) , CV 32FC1 ) ;
f o r ( i = 0 ; i < img . rows ; i ++) {
f o r ( j = 0 ; j < img . c o l s ; j ++) {
/ / c = ( ( ( ( i &0x8 ) ==0) ˆ ( ( j &0x8 ) ) ==0) ) ∗ 2 5 5 ; / / ex
:0100&1101=0100
/ / i n t da taB =img . a t<Vec3b>( i , j ) [ 0 ] g e t RGB v a l u e
map x . a t<f l o a t >( i , j ) = j ; / / t u r n t h e image
u p s i d e down
map y . a t<f l o a t >( i , j ) = img . rows − i ;
}
}
/ / d s t =img ;
remap ( img , d s t , map x , map y , CV INTER LINEAR ,
BORDER CONSTANT, S c a l a r ( 0 , 0 , 0 ) ) ;
/ / namedWindow ( ” image ” , CV WINDOW AUTOSIZE) ; / / name
window
/ / imshow ( ” image ” , d s t ) ; / / show image a f t e r f l i p p i n g
f o r ( i = 0 ; i < img . rows ; i ++) {
f o r ( j = 0 ; j < img . c o l s ; j ++) {
/ / c = ( ( ( ( i &0x8 ) ==0) ˆ ( ( j &0x8 ) ) ==0) ) ∗ 2 5 5 ; / / ex
:0100&1101=0100
/ / i n t da taB =img . a t<Vec3b>( i , j ) [ 0 ] g e t RGB v a l u e
o t h e r I m a g e [ i ] [ j ] [ 2 ] = ( GLubyte ) ( a l p h a 2 ∗ ( d s t . a t
<Vec3b>( i , j ) [ 0 ] ) + b e t a 2 ) ;
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o t h e r I m a g e [ i ] [ j ] [ 1 ] = ( GLubyte ) ( ( a l p h a 2 ) ∗ ( d s t .
a t<Vec3b>( i , j ) [ 1 ] ) + b e t a 2 ) ;
o t h e r I m a g e [ i ] [ j ] [ 0 ] = ( GLubyte ) ( ( a l p h a 2 ) ∗ ( d s t .
a t<Vec3b>( i , j ) [ 2 ] ) + b e t a 2 ) ;
/ / checkImage [ i ] [ j ] [ 0 ] = ( GLubyte ) c ;
/ / checkImage [ i ] [ j ] [ 1 ] = ( GLubyte ) c ;
/ / checkImage [ i ] [ j ] [ 2 ] = ( GLubyte ) c ;
o t h e r I m a g e [ i ] [ j ] [ 3 ] = ( GLubyte ) 255 ;
}
}
/ / cou t<<” f i r s t p o i n t ”<<( i n t ) checkImage [0] [0] [0] << e n d l ;
/ / cou t<<” f i r s t p o i n t ”<<checkImage [ 0 ] [ 0 ] [ 2 ] ;
}
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A-4 thirdCheckImage
vo id t h i r d C h e c k I m a g e ( Mat img , d ou b l e a lpha3 , i n t b e t a 3 )
{
Mat d s t , map x , map y ;
i n t i , j , c ;
/ / r e a d image
/ / Mat img = imread ( ” images / g r a y r i g h t . png ” ) ;
i f ( img . d a t a == 0) {
c e r r << ” Image n o t found ! ” << e n d l ;
}
d s t . c r e a t e ( img . s i z e ( ) , img . t y p e ( ) ) ;
map x . c r e a t e ( img . s i z e ( ) , CV 32FC1 ) ;
map y . c r e a t e ( img . s i z e ( ) , CV 32FC1 ) ;
f o r ( i = 0 ; i < img . rows ; i ++) {
f o r ( j = 0 ; j < img . c o l s ; j ++) {
/ / c = ( ( ( ( i &0x8 ) ==0) ˆ ( ( j &0x8 ) ) ==0) ) ∗ 2 5 5 ; / / ex
:0100&1101=0100
/ / i n t da taB =img . a t<Vec3b>( i , j ) [ 0 ] g e t RGB v a l u e
map x . a t<f l o a t >( i , j ) = j ; / / t u r n t h e image
u p s i d e down
map y . a t<f l o a t >( i , j ) = img . rows − i ;
}
}
/ / d s t =img ;
remap ( img , d s t , map x , map y , CV INTER LINEAR ,
BORDER CONSTANT, S c a l a r ( 0 , 0 , 0 ) ) ;
/ / namedWindow ( ” image ” , CV WINDOW AUTOSIZE) ; / / name
window
/ / imshow ( ” image ” , d s t ) ; / / show image a f t e r f l i p p i n g
f o r ( i = 0 ; i < img . rows ; i ++) {
f o r ( j = 0 ; j < img . c o l s ; j ++) {
/ / c = ( ( ( ( i &0x8 ) ==0) ˆ ( ( j &0x8 ) ) ==0) ) ∗ 2 5 5 ; / / ex
:0100&1101=0100
/ / i n t da taB =img . a t<Vec3b>( i , j ) [ 0 ] g e t RGB v a l u e
t h i r d I m a g e [ i ] [ j ] [ 2 ] = ( GLubyte ) ( a l p h a 3 ∗ ( d s t . a t
<Vec3b>( i , j ) [ 0 ] ) + b e t a 3 ) ; / / B
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t h i r d I m a g e [ i ] [ j ] [ 1 ] = ( GLubyte ) ( ( a l p h a 3 ) ∗ ( d s t .
a t<Vec3b>( i , j ) [ 1 ] ) + b e t a 3 ) ; / / G
t h i r d I m a g e [ i ] [ j ] [ 0 ] = ( GLubyte ) ( ( a l p h a 3 ) ∗ ( d s t .
a t<Vec3b>( i , j ) [ 2 ] ) + b e t a 3 ) ; / / R
t h i r d I m a g e [ i ] [ j ] [ 3 ] = ( GLubyte ) 255 ;
}
}
}
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A-5 makeCheckImage
vo id makeCheckImage ( Mat img , d ou b l e a lpha , i n t b e t a )
{
Mat d s t , map x , map y ;
i n t i , j , c ;
/ / r e a d image
i f ( img . d a t a == 0) {
c e r r << ” Image n o t found ! ” << e n d l ;
}
d s t . c r e a t e ( img . s i z e ( ) , img . t y p e ( ) ) ;
map x . c r e a t e ( img . s i z e ( ) , CV 32FC1 ) ;
map y . c r e a t e ( img . s i z e ( ) , CV 32FC1 ) ;
f o r ( i = 0 ; i < img . rows ; i ++) {
f o r ( j = 0 ; j < img . c o l s ; j ++) {
/ / c = ( ( ( ( i &0x8 ) ==0) ˆ ( ( j &0x8 ) ) ==0) ) ∗ 2 5 5 ; / / ex
:0100&1101=0100
/ / i n t da taB =img . a t<Vec3b>( i , j ) [ 0 ] g e t RGB v a l u e
map x . a t<f l o a t >( i , j ) = j ; / / t u r n t h e image
u p s i d e down
map y . a t<f l o a t >( i , j ) = img . rows − i ;
}
}
/ / d s t =img ;
remap ( img , d s t , map x , map y , CV INTER LINEAR ,
BORDER CONSTANT, S c a l a r ( 0 , 0 , 0 ) ) ;
/ / namedWindow ( ” image ” , CV WINDOW AUTOSIZE) ; / / name
window
/ / imshow ( ” image ” , d s t ) ; / / show image a f t e r f l i p p i n g
f o r ( i = 0 ; i < img . rows ; i ++) {
f o r ( j = 0 ; j < img . c o l s ; j ++) {
/ / c = ( ( ( ( i &0x8 ) ==0) ˆ ( ( j &0x8 ) ) ==0) ) ∗ 2 5 5 ; / / ex
:0100&1101=0100
/ / i n t da taB =img . a t<Vec3b>( i , j ) [ 0 ] g e t RGB v a l u e
checkImage [ i ] [ j ] [ 2 ] = ( GLubyte ) ( a l p h a ∗ ( d s t . a t<
Vec3b>( i , j ) [ 0 ] ) + b e t a ) ;
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checkImage [ i ] [ j ] [ 1 ] = ( GLubyte ) ( a l p h a ∗ ( d s t . a t<
Vec3b>( i , j ) [ 1 ] ) + b e t a ) ;
checkImage [ i ] [ j ] [ 0 ] = ( GLubyte ) ( a l p h a ∗ ( d s t . a t<
Vec3b>( i , j ) [ 2 ] ) + b e t a ) ;
/ / checkImage [ i ] [ j ] [ 0 ] = ( GLubyte ) c ;
/ / checkImage [ i ] [ j ] [ 1 ] = ( GLubyte ) c ;
/ / checkImage [ i ] [ j ] [ 2 ] = ( GLubyte ) c ;
checkImage [ i ] [ j ] [ 3 ] = ( GLubyte ) 255 ;
}
}
}
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A-6 myinit
vo id m y i n i t ( vo id )
{
G L f l o a t d i f [ ] = {1 , 1 , 1 , 1 . 0 } ;
G L f l o a t amb [ ] = {1 , 1 , 1 , 1 . 0 } ;
g l L o a d I d e n t i t y ( ) ;
g l T r a n s l a t e f ( 2 , 0 . 0 , −6) ;
/ / g l E n a b l e ( GL LIGHTING ) ;
/ / g l E n a b l e ( GL LIGHT0 ) ;
/ /
g lMatr ixMode (GL MODELVIEW) ;
glShadeModel (GL SMOOTH) ;
g l L i g h t f v ( GL LIGHT0 , GL DIFFUSE , d i f ) ;
g l L i g h t f v ( GL LIGHT0 , GL AMBIENT , amb ) ;
g l L i g h t f v ( GL LIGHT0 , GL AMBIENT , p o s i t i o n ) ;
g lDepthFunc ( GL LESS ) ;
g l E n a b l e ( GL DEPTH TEST ) ;
makeCheckImage ( image1 , a lpha , b e t a ) ;
o the rCheckImage ( image2 , a lpha2 , b e t a 2 ) ;
t h i r d C h e c k I m a g e ( image3 , a lpha3 , b e t a 3 ) ;
g l P i x e l S t o r e i (GL UNPACK ALIGNMENT, 1 ) ;
/ / f i r s t t e x t u r e image
g l G e n T e x t u r e s ( 3 , texName ) ;
g l B i n d T e x t u r e ( GL TEXTURE 2D , texName [ 0 ] ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE WRAP S ,
GL REPEAT ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE WRAP T ,
GL REPEAT ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE MAG FILTER ,
GL NEAREST) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE MIN FILTER ,
GL NEAREST) ;
glTexImage2D ( GL TEXTURE 2D , 0 , GL RGBA, checkImageWidth
,
checkImageHeigh t , 0 , GL RGBA,
GL UNSIGNED BYTE ,
checkImage ) ;
/ / s econd t e x t u r e image
g l B i n d T e x t u r e ( GL TEXTURE 2D , texName [ 1 ] ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE WRAP S ,
GL REPEAT ) ;
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g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE WRAP T ,
GL REPEAT ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE MAG FILTER ,
GL NEAREST) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE MIN FILTER ,
GL NEAREST) ;
glTexImage2D ( GL TEXTURE 2D , 0 , GL RGBA, other ImageWidth
,
o t h e r I m a g e H e i g h t , 0 , GL RGBA,
GL UNSIGNED BYTE ,
o t h e r I m a g e ) ;
/ / t h i r d t e x t u r e image
g l B i n d T e x t u r e ( GL TEXTURE 2D , texName [ 2 ] ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE WRAP S ,
GL REPEAT ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE WRAP T ,
GL REPEAT ) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE MAG FILTER ,
GL NEAREST) ;
g l T e x P a r a m e t e r i ( GL TEXTURE 2D , GL TEXTURE MIN FILTER ,
GL NEAREST) ;
glTexImage2D ( GL TEXTURE 2D , 0 , GL RGBA, th i rd ImageWid th
,
t h i r d I m a g e H e i g h t , 0 , GL RGBA,
GL UNSIGNED BYTE ,
t h i r d I m a g e ) ;
}
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A-7 controller
vo id c o n t r o l l e r ( vo id ) {
f o r ( i n t c =0; c<3∗model . v e r t i c e s ; c +=3){
/ / s e t view v e r t i c e s u s i n g c o n t r o l l e r
f i n a l l e f t [ c ]= v e r t i c e s l e f t [ c +2]∗ s i n ( d e g r e e ) +
v e r t i c e s l e f t [ c ]∗ cos ( d e g r e e ) ; / / r o t a t e d x c o o r d s
and move r i g h t 0 . 5
f i n a l l e f t [ c +1]= v e r t i c e s l e f t [ c + 1 ] ; / / change y
f i n a l l e f t [ c +2]= v e r t i c e s l e f t [ c +2]∗ cos ( d e g r e e )−
v e r t i c e s l e f t [ c ]∗ s i n ( d e g r e e ) ; / / change z
f i n a l r i g h t [ c ]= v e r t i c e s r i g h t [ c +2]∗ s i n ( d e g r e e ) +
v e r t i c e s r i g h t [ c ]∗ cos ( d e g r e e ) ; / / change x c o o r d s
f i n a l r i g h t [ c +1]= v e r t i c e s r i g h t [ c + 1 ] ; / / change y
f i n a l r i g h t [ c +2]= v e r t i c e s r i g h t [ c +2]∗ cos ( d e g r e e )−
v e r t i c e s r i g h t [ c ]∗ s i n ( d e g r e e ) ;
f i n a l c e n t e r [ c ]= v e r t i c e s c e n t e r [ c +2]∗ s i n ( d e g r e e ) +
v e r t i c e s c e n t e r [ c ]∗ cos ( d e g r e e ) ; / / change x
c o o r d s
f i n a l c e n t e r [ c +1]= v e r t i c e s c e n t e r [ c + 1 ] ;
f i n a l c e n t e r [ c +2]= v e r t i c e s c e n t e r [ c +2]∗ cos ( d e g r e e )−
v e r t i c e s c e n t e r [ c ]∗ s i n ( d e g r e e ) ;
}
}
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A-8 KeyAction
vo id KeyAction ( ) {
/ / R i g h t ar row − i n c r e a s e r o t a t i o n by 5 d e g r e e
i f ( keys [ ’ d ’ ] ) {
r o t a t e y += 1 ;
}
/ / L e f t a r row − d e c r e a s e r o t a t i o n by 5 d e g r e e
i f ( keys [ ’ a ’ ] ) {
r o t a t e y −= 1 ;
}
i f ( keys [ ’w’ ] ) {
r o t a t e x += 1 ;
}
i f ( keys [ ’ s ’ ] ) {
r o t a t e x −= 1 ;
}
i f ( keys [ ’ i ’ ] ) {
zoom z += 0 . 1 ;
}
i f ( keys [ ’ k ’ ] ) {
zoom z −= 0 . 1 ;
}
i f ( keys [ ’ r ’ ] ) {
d e g r e e += 0 . 1 ;
c o n t r o l l e r ( ) ;
}
i f ( keys [ ’ t ’ ] ) {
d e g r e e −= 0 . 1 ;
c o n t r o l l e r ( ) ;
}
/ / change midd le f a c e i n t e n s i t y
i f ( keys [ ’ b ’ ] ) {
a l p h a += 0 . 0 0 2 5 ;
m y i n i t ( ) ;
}
i f ( keys [ ’ v ’ ] ) {
a l p h a −= 0 . 0 0 2 5 ;
m y i n i t ( ) ;
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}
/ / change l e f t f a c e i n t e n s i t y
i f ( keys [ ’ h ’ ] ) {
a l p h a 2 += 0 . 0 0 2 5 ;
m y i n i t ( ) ;
}
i f ( keys [ ’ g ’ ] ) {
a l p h a 2 −= 0 . 0 0 2 5 ;
m y i n i t ( ) ;
}
/ / change r i g h t f a c e i n t e n s i t y
i f ( keys [ ’ p ’ ] ) {
a l p h a 3 += 0 . 0 0 2 5 ;
m y i n i t ( ) ;
}
i f ( keys [ ’ o ’ ] ) {
a l p h a 3 −= 0 . 0 0 2 5 ;
m y i n i t ( ) ;
}
i f ( keys [ ’ 9 ’ ] ) {
b e t a 3 += 1 ;
m y i n i t ( ) ;
}
i f ( keys [ ’ 0 ’ ] ) {
b e t a 3 −= 1 ;
m y i n i t ( ) ;
}
}
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A-9 reshape
vo id r e s h a p e ( GLint w, GLint h ) {
g l V i e w p o r t ( 0 , 0 , w, h ) ;
g lMatr ixMode ( GL PROJECTION ) ;
g l L o a d I d e n t i t y ( ) ;
/ / g l O r t h o ( 8 . 0 , 8 . 0 , 8 . 0 , 8 . 0 , −1.0 , 1 0 0 . 0 ) ;
g l u P e r s p e c t i v e ( 4 0 . 0 , ( G L f l o a t ) w / ( G L f l o a t ) h , 1 , 1 0 0 . 0 )
;
g lMatr ixMode (GL MODELVIEW) ;
/ / g l L o a d I d e n t i t y ( ) ;
g l C l e a r ( GL COLOR BUFFER BIT ) ;
}
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A-10 display
vo id d i s p l a y ( ) {
KeyAction ( ) ;
g l C l e a r ( GL COLOR BUFFER BIT |GL DEPTH BUFFER BIT ) ;
glMatr ixMode (GL MODELVIEW) ;
g l P u s h M a t r i x ( ) ;
/ / R o t a t e when u s e r changes r o t a t e x and r o t a t e y
g l R o t a t e f ( r o t a t e x , 1 . 0 , 0 . 0 , 0 . 0 ) ;
g l R o t a t e f ( r o t a t e y , 0 , 1 . 0 , 0 ) ;
g l T r a n s l a t e d ( 0 , 0 , zoom z ) ;
g l T r a n s l a t e f ( −1 .5 ,0 , 0 ) ;
glPolygonMode (GL FRONT AND BACK , GL LINE ) ;
/ / d i s p l a y mid t e x t u r e d f a c e
g l E n a b l e ( GL TEXTURE 2D ) ;
g l B i n d T e x t u r e ( GL TEXTURE 2D , texName [ 0 ] ) ;
g l B e g i n ( GL TRIANGLES ) ;
f o r ( i n t i =0 ; i <3∗model . v e r t i c e s ; i +=9)
{
/ / do n o t need t o do ” i n d i c e s [ i ]−1” , c a u s e we d i d
i t b e f o r e
i n t a= i ;
i n t b= i +1 ;
i n t c= i +2 ;
i n t s =( i / 9 ) ∗6 ;
f l o a t xp1= v e r t i c e s C u v [ s ] ;
f l o a t yp1= v e r t i c e s C u v [ s + 1 ] ;
/ / cou t<<”yp1 : ”<<yp1<<e n d l ;
/ / i n t N = 22200 ;
i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp1 , yp1 ) ;
g l V e r t e x 3 f ( f i n a l c e n t e r [ a ] , f i n a l c e n t e r [ b ] ,
f i n a l c e n t e r [ c ] ) ;
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}i n t d= i +3 ;
i n t e= i +4 ;
i n t f = i +5 ;
f l o a t xp2= v e r t i c e s C u v [ s + 2 ] ;
f l o a t yp2= v e r t i c e s C u v [ s + 3 ] ;
/ / u t i l i z i n g p a r t s o f t h e v e r t i c e s by u ing ” i f ”
s t a t e m e n t s
i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp2 , yp2 ) ;
g l V e r t e x 3 f ( f i n a l c e n t e r [ d ] , f i n a l c e n t e r [ e ] ,
f i n a l c e n t e r [ f ] ) ;
}
i n t g= i +6 ;
i n t h= i +7 ;
i n t k= i +8 ;
f l o a t xp3= v e r t i c e s C u v [ s + 4 ] ;
f l o a t yp3= v e r t i c e s C u v [ s + 5 ] ;
i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp3 , yp3 ) ;
g l V e r t e x 3 f ( f i n a l c e n t e r [ g ] , f i n a l c e n t e r [ h ] ,
f i n a l c e n t e r [ k ] ) ;
}
}
glEnd ( ) ;
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/ / d i s p l a y l e f t t e x t u r e d f a c e
g l B i n d T e x t u r e ( GL TEXTURE 2D , texName [ 1 ] ) ;
g l B e g i n ( GL TRIANGLES ) ;
f o r ( i n t i =0 ; i <3∗model . v e r t i c e s ; i +=9)
{
/ / do n o t need t o do ” i n d i c e s [ i ]−1” , c a u s e we d i d
i t b e f o r e
i n t a= i ;
i n t b= i +1 ;
i n t c= i +2 ;
i n t s =( i / 9 ) ∗6 ;
f l o a t xp1= v e r t i c e s L u v [ s ] ;
f l o a t yp1= v e r t i c e s L u v [ s + 1 ] ;
/ / cou t<<”yp1 : ”<<yp1<<e n d l ;
/ / i n t N = 22200 ;
i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp1 , yp1 ) ;
g l V e r t e x 3 f ( f i n a l l e f t [ a ] , f i n a l l e f t [ b ] ,
f i n a l l e f t [ c ] ) ;
}
i n t d= i +3 ;
i n t e= i +4 ;
i n t f = i +5 ;
f l o a t xp2= v e r t i c e s L u v [ s + 2 ] ;
f l o a t yp2= v e r t i c e s L u v [ s + 3 ] ;
/ / u t i l i z i n g p a r t s o f t h e v e r t i c e s by u ing ” i f ”
s t a t e m e n t s
i f (0<= i ) {
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/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp2 , yp2 ) ;
g l V e r t e x 3 f ( f i n a l l e f t [ d ] , f i n a l l e f t [ e ] ,
f i n a l l e f t [ f ] ) ;
}
i n t g= i +6 ;
i n t h= i +7 ;
i n t k= i +8 ;
f l o a t xp3= v e r t i c e s L u v [ s + 4 ] ;
f l o a t yp3= v e r t i c e s L u v [ s + 5 ] ;
i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp3 , yp3 ) ;
g l V e r t e x 3 f ( f i n a l l e f t [ g ] , f i n a l l e f t [ h ] ,
f i n a l l e f t [ k ] ) ;
}
}
glEnd ( ) ;
/ / d i s p l a y r i g h t t e x t u r e d f a c e
g l B i n d T e x t u r e ( GL TEXTURE 2D , texName [ 2 ] ) ;
g l B e g i n ( GL TRIANGLES ) ;
f o r ( i n t i =0 ; i <3∗model . v e r t i c e s ; i +=9)
{
/ / do n o t need t o do ” i n d i c e s [ i ]−1” , c a u s e we d i d
i t b e f o r e
i n t a= i ;
i n t b= i +1 ;
i n t c= i +2 ;
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i n t s =( i / 9 ) ∗6 ;
f l o a t xp1= v e r t i c e s R u v [ s ] ;
f l o a t yp1= v e r t i c e s R u v [ s + 1 ] ;
/ / cou t<<”yp1 : ”<<yp1<<e n d l ;
/ / i n t N = 22200 ;
i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp1 , yp1 ) ;
g l V e r t e x 3 f ( f i n a l r i g h t [ a ] , f i n a l r i g h t [ b ] ,
f i n a l r i g h t [ c ] ) ;
}
i n t d= i +3 ;
i n t e= i +4 ;
i n t f = i +5 ;
f l o a t xp2= v e r t i c e s R u v [ s + 2 ] ;
f l o a t yp2= v e r t i c e s R u v [ s + 3 ] ;
/ / u t i l i z i n g p a r t s o f t h e v e r t i c e s by u ing ” i f ”
s t a t e m e n t s
i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp2 , yp2 ) ;
g l V e r t e x 3 f ( f i n a l r i g h t [ d ] , f i n a l r i g h t [ e ] ,
f i n a l r i g h t [ f ] ) ;
}
i n t g= i +6 ;
i n t h= i +7 ;
i n t k= i +8 ;
f l o a t xp3= v e r t i c e s R u v [ s + 4 ] ;
f l o a t yp3= v e r t i c e s R u v [ s + 5 ] ;
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i f (0<= i ) {
/ / g l C o l o r 3 f ( 1 , 1 , 1 ) ;
g lTexCoord2f ( xp3 , yp3 ) ;
g l V e r t e x 3 f ( f i n a l r i g h t [ g ] , f i n a l r i g h t [ h ] ,
f i n a l r i g h t [ k ] ) ;
}
}
glEnd ( ) ;
g l D i s a b l e ( GL TEXTURE 2D ) ;
/ / g l C o l o r 3 f ( 1 , 0 , 0 ) ;
g l B e g i n ( GL LINES ) ;
/ / x c o o r d i x
g l V e r t e x 3 f (−2 ,0 ,0) ;
g l V e r t e x 3 f ( 2 , 0 , 0 ) ;
/ / y c o o r d i x
g l V e r t e x 3 f (0 ,−2 ,0) ;
g l V e r t e x 3 f ( 0 , 2 , 0 ) ;
/ / z c o o r d i x
g l V e r t e x 3 f (0 ,0 ,−2) ;
g l V e r t e x 3 f ( 0 , 0 , 2 ) ;
glEnd ( ) ;
g l P o p M a t r i x ( ) ;
g l F l u s h ( ) ;
g l u t S w a p B u f f e r s ( ) ;
}
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A-11 main
i n t main ( i n t a rgc , c h a r ∗ a rgv [ ] ) {
/ / F i l e s
s t r i n g nameOBJ = a rgv [ 1 ] ;
s t r i n g f i l e p a t h O B J =” s o u r c e / ” +nameOBJ + ” . o b j ” ;
/ / Model I n f o
Model model = g e t O B J i n f o ( f i l e p a t h O B J ) ;
/ / c o u t <<”Model I n f o : ”<<e n d l ;
c o u t <<” p o s i t i o n s : ” <<model . p o s i t i o n s <<e n d l ;
c o u t <<”Texes : ” <<model . t e x e l s <<e n d l ;
c o u t <<”Normals : ” <<model . no rma l s <<e n d l ;
c o u t <<”Faces : ” <<model . f a c e s <<e n d l ;
c o u t <<”model . v e r t i c e s : ” <<model . v e r t i c e s <<e n d l ;
/ / Model Data
f l o a t p o s i t i o n s [ model . p o s i t i o n s ] [ 3 ] ; / / XYZ
f l o a t t e x e l s [ model . t e x e l s ] [ 2 ] ; / / UV
f l o a t no rma l s [ model . no rma l s ] [ 3 ] ; / / XYZ
i n t f a c e s [ model . f a c e s ] [ 6 ] ; / / PTN PTN PTN
i n t f a c e s n o r m a l [ model . f a c e s n o r m a l ] [ 3 ] ;
i n t f a c e s v e r t e x [ model . f a c e s v e r t e x ] [ 3 ] ;
e x t r a c t O B J d a t a ( f i l e p a t h O B J , p o s i t i o n s , t e x e l s , normals ,
f a c e s , f a c e s v e r t e x , f a c e s n o r m a l ) ;
image1 = imread ( ” images / t e s t m i d d l e . png ” ) ;
image2 = imread ( ” images / t e s t l e f t . png ” ) ;
image3 = imread ( ” images / g r a y r i g h t . png ” ) ;
modifymesh ( ) ;
c o n t r o l l e r ( ) ;
/ / 3D modelw
g l u t I n i t (& argc , a rgv ) ;
g l u t I n i t W i n d o w P o s i t i o n (40 , 4 0 ) ;
g l u t I n i t W i n d o w S i z e ( 1 2 0 0 , 700) ;
/ / c r e a t window
glu tCrea teWindow ( ” 3D Model ” ) ;
m y i n i t ( ) ;
/ / s e t u p GLUt c a l l b a c k f u n c t i o n
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g l u t D i s p l a y F u n c ( d i s p l a y ) ;
/ / g l u t S p e c i a l F u n c ( KeyAction ) ;
g l u t I d l e F u n c ( d i s p l a y ) ;
g l u t R e s h a p e F u n c ( r e s h a p e ) ;
g lu tKeyboa rdFunc ( keyboardDown ) ;
g lu tKeyboardUpFunc ( keyboardUp ) ; / / d i f f e r e n t from up
l i n e / be c a r e f u l
/ / e n d t e r main loop
glu tMainLoop ( ) ;
r e t u r n 0 ;
}
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A-12 Matlab image segmentation code
%% sample
%%
c l c
c l e a r a l l
c l o s e a l l
f i l e n a m e = ’ f i g u r e 6 d . png ’ ;
rgb = im2double ( imread ( f i l e n a m e ) ) ;
imshow ( rgb ) ;
%%
hsv = rgb2hsv ( rgb ) ;
hue = hsv ( : , : , 1 ) ;
hue2 = hsv ( : , : , 1 ) ;% hue
%imshow ( hue ) ;
imshow ( hsv ) ;
%%
i m h i s t ( hue ) ;
%%
bw = abs ( hue −0.38) <0.05; % 0 . 2 ; 0 . 0 5 −0.36
imshow ( bw ) ;
%%
bwx = bwareaopen ( bw , 5 0 0 ) ; %Remove s m a l l o b j e c t s from b i n a r y
image
CC = bwconncomp ( bwx ) ; % Find c o n n e c t e d components i n b i n a r y
image
n = CC . NumObjects
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s t a t s = r e g i o n p r o p s (CC, ’ Area ’ ) ; % Measure p r o p e r t i e s o f
image r e g i o n s , numbers o f p i x e l i n r e g i o n
a r e a = [ s t a t s . Area ] ;
[ max area , ndx ] = max ( a r e a )
a r e a ( 1 : n ) ’
%%
L = l a b e l m a t r i x (CC) ;% C r e a t e l a b e l m a t r i x from bwconncomp
s t r u c t u r e
RGB = l a b e l 2 r g b ( L , ’ s p r i n g ’ , ’ c ’ , ’ s h u f f l e ’ ) ;% Conve r t l a b e l
m a t r i x i n t o RGB image
imshow (RGB) ;
%%
bw2 = ismember ( L , ndx ) ;
imshow ( bw2 ) ;
%%
bw3 = ˜ bw2 ;
rgb2 = c a t ( 3 , bw3 , bw3 , bw3 ) ; % C o n c a t e n a t e a r r a y s a l o n g
s p e c i f i e d d imens ion
rgb3 = rgb .∗ rgb2 + c a t ( 3 , bw2 , bw2 , bw2 ) ;
imshow ( rgb3 ) ;
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A-13 Image Blending code
# i n c l u d e <i o s t r e a m>
# i n c l u d e <opencv2 / c o r e / c o r e . hpp>
# i n c l u d e <opencv2 / h i g h g u i / h i g h g u i . hpp>
# i n c l u d e <opencv2 / imgproc / imgproc . hpp>
u s i n g namespace cv ;
u s i n g namespace s t d ;
Mat img ;
do ub l e a l p h a = 0 . 5 ;
do ub l e b e t a ;
/ / b l e n d midd le and l e f t image
vo id b lend image ( Mat I1 , Mat I2 ) {
i n t i , j ;
do ub l e w=20; / / w id th o f t h e r a n g e
do ub l e c =96; / / c e n t e r o f t h e b l e n d e r r e g i o n
Mat I new ;
do ub l e a l p h a ;
do ub l e b e t a ;
/ / 2 8 0
/ / i i s rows , j i s colms
f o r ( i = 0 ; i < 240 ; i ++) {
f o r ( j = 0 ; j < 190 ; j ++) {
a l p h a = j / ( 2 ∗w) + ( 1 / 2 )−c / ( 2 ∗w) ;
i f ( a lpha <0) {
a l p h a =0;
}
i f ( a lpha >1) {
a l p h a =1;
}
b e t a =1−a l p h a ;
I2 . a t<Vec3b>( i , j ) = a l p h a ∗ I1 . a t<Vec3b>( i +38 , j −10)
+ b e t a ∗ I2 . a t<Vec3b>( i , j ) ;
}
}
img= I2 ;
}
i n t main ( i n t a rgc , c h a r ∗∗ a rgv )
{
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Mat Mat middle , M a t l e f t ;
Mat middle = imread ( ” images / f a c e m i d d l e . png ” ) ;
M a t l e f t = imread ( ” images / f a c e l e f t . png ” ) ;
b l end image ( Mat middle , M a t l e f t ) ;
imshow ( ” Alpha B l e n d in g ” , img ) ;
i m w r i t e ( ” New ML1 . png ” , img ) ;
wai tKey ( 0 ) ;
r e t u r n 0 ;
}
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