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1. INTRODUCTION 
Oversampled analog-to-digital (A/D) converters have been receiving  an increased 
attention as an attractive alternative to conventional Nyquist  rate A/D converters. In 
oversampling data converters, the analog signal is sampled at a clock rate f, which is 
much higher than the Nyquist rate fNyQ by the ratio  OSR=11,  where OSR is the fNyQ 
oversampling ratio. By oversampling the signal, higher amplitude resolution can be 
achieved at the expense of increased clock rate. 
Delta-sigma modulators represent the most popular category of oversampled A/D 
converters. The system consists of an analog filter and a quantizer in a feedback loop 
to attenuate the quantization noise at low frequencies at the expense of increased 
noise at higher frequencies. As we increase the number of integrators in the forward 
signal path, the order of the high-pass filter that shapes the noise is increased and a 
higher resolution is achieved in the signal bandwidth. However, modulators with 
more than two integrators can suffer from instability caused by the accumulation of 
large signals[2]. 
The second-order delta-sigma modulator, shown in Figure 1.1, has been shown to be 
stable and, therefore, it is attractive for high-resolution A/D conversion[2]. The 
second order modulator has already been used in a variety of applications. Typical 
applications are digital speech processing  system, digital audio, and voice-band 
telecommunications [12]. 2 
y1 
z  H 
Figure 1.1: Second-order delta-sigma modulator 
The performance of the modulator can further be improved by introducing the dual-
quantization modulator[6]. In this case, a second multibit quantizer is introduced in 
the digital forward path to obtain a higher resolution estimate of the quantization 
noise. This estimate is digitally combined with the first quantizer to cancel the 
quantization noise. Using this technique higher resolution can be achieved but any 
mismatches between the analog and digital part can cause a large signal-to-noise ratio 
(SNR) degradation[5]. 
In this thesis, a simple adaptation method is presented to match the digital filter 
coefficients with the analog ones. Using the dual quantizer approach, the goal of this 
thesis is to reduce the error caused by the one-bit quantizer. The least-mean-square 
(LMS) algorithm is used as an adaptive algorithm to estimate the non-ideal 
parameters of the analog components for an off-line method. These parameters are 
then used in the digital part to cancel the one-bit quantization error. 
The second-order modulator architecture is presented in chapter 2 with a brief 
discussion of the converter performance. Then, the non-ideal analog parameters of the 
analog filter are examined and their effects on the SNR degradation are discussed. In 
chapter 3, the concept of noise cancelling is described. The adaptive estimation 
method using the Least-Mean-Square (LMS) algorithm is introduced and applied to 
the second-order delta-sigma modulator. Then, the performance of this modulator is 3 
compared to other oversampled A/D converters such as the Leslie-Singh and second-
order MASH modulators. The results achieved and future research are presented in 
the conclusion. 4 
2. THE ARCHITECTURE OF THE SECOND­
ORDER DELTA-SIGMA MODULATOR 
This chapter describes the behavioral models of the second order Delta Sigma 
modulator. The non-ideal effects faced in the design of this modulator are also 
examined. 
2.1 Analysis of the second-order modulator 
H D 1­
D = 
Figure 2.1: Second-order delta-sigma modulator 
The second-order delta-sigma modulator is composed of two integrators followed by 
one-bit quantizer, as shown in Figure 2.1[1]. The continuous time, continuous 
amplitude signal is sampled at the oversampling frequency is to give the discrete 
time, continuous amplitude input signal u(t). The output y1 is fed back to the input of 
the modulator and passed through the two integrators to shape the noise caused by the 
one-bit quantizer. The A/D quantizer has only two levels to avoid the non-linearity of 
the implicit D/A in the feedback loop. The quantization noise can be modeled as an 
additive noise, y1 = x +el, where el is the quantization noise. 
For the ideal system, the output y1 can be expressed in the z-domain as: 5 
Y1 = HsU + HN, Ei  (2.1) 
where the noise transfer function is Ilivi =(1 z-')2 and the signal transfer function is 
Ils = z-1. For the signal, Hs is an all-pass filter and the input signal is directly 
transferred to the output. For the noise Hivi  is a high-pass filter which tends to 
eliminate the quantization noise at low frequencies and amplify the noise at higher 
frequencies. Thus, the output consists of the input delayed by one sample and the 
quantization error term shaped by HNI. Therefore, the noise is attenuated in the band 
of interest, reducing the overlap with the signal. Even though the quantization noise 
el is noise shaped by the transfer function (1 z -')2, the shaped form of the noise el in 
the system output is still fairly large. Because of the large quantization step A , the 
best SNR obtained is limited to 68dB at OSR = 64, which is less than 12-bit 
resolution and the output spectrum is still disturbed by the noise as shown in Figure 
2.2. The input of the system was a 11(1-1z sinewave sampled at 1024KHz with an 
oversampling ratio of 64. 
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Figure 2.2: Output spectrum of the second-order delta-sigma modulator 6 
Methods for minimizing the effects of el include: increasing the level of the one bit 
quantizer which increases the complexity of the analog part, or using a higher order 
delta-sigma modulator where the stability of the system is uncertain The alternative 
strategy used in this thesis is the one proposed by Leslie and Singh [6], this method 
uses a multibit quantizer to get an accurate estimate of e, and then subtracts the error 
term (1-1-1)2E, from the modulator output. This method is described in the next 
section. 
2.2 Dual-Quantization in Second-Order AZ Modulator 
The second-order Leslie-Singh modulator, shown in Figure 2.3, is composed of two 
stages: a second-order delta-sigma modulator and an M-bit quantizer. The outputs of 
these two stages y1 and y2 are properly combined to cancel the quantization error el 
of the 1-bit ADC and replace it by the high-pass filtered quantization error e2 which 
is much smaller than el. The magnitude of the quantization steps of the M-bit 
quantizer is 112m
--/ 
, thus the error e2 can be up to 2
N4-]  times smaller than el. 
el 
Figure 2.3: Second order Leslie-Singh modulator 7 
2.2.1 Theoretical Analysis 
Analyzing the system shown in  Figure  2.3  in the z-domain results in 
Y = 1-11Y1 + H2Y2 , 
where: 
HaHbU+EI 
(2.2) Y1  = 
1+Hb(1+11.)
H H all H a(1+ I I0)E1 
(2.3) Y2 =  1+ Hb(1+11a) 
Hence, 
Ha Hb(H
1 +H2) U ± 111-112Hb(l+Ha) 
(2.4)
1+ H b(1+ Ha)  1 +Hb(1+Ha)  1 2 
In order to cancel the error el from the output y, we should have: 
Hi H2Hb(1 +H.)= 0  (2.5)
where, in the ideal case 
-1 
Ha= 
1 
and  Hb = 
z 
1z-1  1 z-
The cancellation of the noise ei is satisfied if 
Hi = 2z-1 1-2  (2.6) 
and 
H2 = (1  Z-1)2  (2.7) 
resulting in 
Y = z-1U+ (1 Z-1)2 E2 
where the first order noise el is cancelled and replaced by the quantization error e2 
shaped by H2. 8 
12.2 Non-ideal system analysis 
The analog section of the second-order Leslie-Singh modulator consists of two 
integrators with transfer functions H. and H b. These integrators are implemented 
using switched capacitor technology, as shown in Figure 2.4[3]. However due to the 
finite op-amp dc gain and capacitor mismatches, the poles of both integrators are 
shifted inside the unit circle and a gain factor, no longer equal to one, is introduced. 
These non ideal effects are demonstrated by analyzing the non inverting integrator 
shown in Figure 2.4 [3]. 
V1
V 
Figure 2.4:  Non inverting integrator 
At the instant t = nT, using KVL: 
vow(nT) = vc,(nT) ol ivou/nT)  i = 1,2  (2.8) 
Also, from conservation of charge 
Cf.  [vcf. (nT)  vcf,(nTT)]  Ci[vin(nTT)+  A01,voui(nT)]  = 0  (2.9) 
solving (2.8) and (2.9) using z-transformation, we obtain 
Ci [1 + a+-L-mo ]-iz-1
Cf.  Cf,
H(z) =V "i(z) =  (2.10)
Vin(z)  rz-1 1 
Ao,  Cf, / 9 
From the above equation, it is clear that the gain and poles are shifted from their ideal 
values. Due to these effects, the analog transfer functions H. and H b become 
=  1 0z-' 
a
and 
2 z-1
Hb = 
P2Z-1 1 
From (2.10) a, and  can be expressed as a function of the op-amp gains and 
capacitor mismatches as 
_  C. ai=  [1+ (1+
C 
)1A0,]  [1 (1+ --2)1110,  (2.11) 
Cf  Cf 
=  )[1 + (1 +-J--)/A0 ] -1  1-
cfi 
(2.12) 
AO;  Cfi  AI); 
where  A0  is the dc gain of the ilh op-amp. In current CMOS technology the 
capacitor mismatch ranges from ± 0.1% to ± 1% and the average range of the op-amp 
dc gain is about 60-75dB[3]. Using these values, this leads to 0.98801<ai<1.01 and 
0.99899 <pi <1.00. 
These analog non-idealities cause the 1-bit quantization error ei to not be fully 
cancelled and the SNTR will be degraded. Figures 2.5 and 2.6 show the simulated 
SNR of a second order Leslie-Singh modulator as a function of the pole errors p, and 
P2 and the gain errors al and a2, respectively. The input signal is a sine wave with a 
peak amplitude of A=0.2 and a frequency of 1kHz, the oversampling ratio OSR=64, 
and with an 8-bit ADC. The signal to noise ratio was determined using an FI-1 with a 
Hann window. In Figure 2.5 the effect of  J3,  and P2 on the SNR is examined by 
keeping al = a2 =1.0 and allowing  to )32 to individually range from 0.9990 to 1.00. 10 
The SNR experiences a severe degradation if either of the two integrators is 
imperfect. For an op-amp gain of 60dB, the SNR is degraded by about 29dB. 
In Figure 2.6, the effect of al and a2 on the SNR is examined by letting 
fi, = 12 = 1.00 and allowing ai  , a2 to individually range from 0.990 to 1.01. From 
Figure 2.6, the effect of these gains on the SNR is small. The SNR experiences a large 
degradation only when the error on the gains al and a2 is more than 1%. From both 
Figures 2.5 and 2.6, we can conclude that the SNR is mainly affected by the pole 
coefficients 0, and 132. 
0.998  0.999  1.000  1.001 
pole location 
Figure 2.5: Effect of pole errors j3i, 02 on the SNR 
In order to fully cancel el in the presence of the non-ideal analog components, we 
have to estimate the values of the integrators' poles 0/ and )32 and the gains al and 
a2. Then, using the estimated values in the digital forward path will result in an 
improvement of the SNR and hence a better resolution. In this case, the output of the 11 
modulator is Y = Hp-FHN, E1 +HN2E2. In order to set HNC equal to zero, from 
equation (2.4) and (2.5) we need 
(1 +a1) a 2z-1 H H  = 0  (2.15)
1  2  p2z--1 
1  PIZ-1 
130 
120 ­
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Figure 2.6: Effect of gain errors a1  , a2 on the SNR 
A satisfactory solution of the above equation is 
A A  A A 
H2 = 1(J31+/32)z+1/32z2 
and 
H1  =  ec20-1- adz-1 a2AZ-2 
where ec, = ai and  = Pi. 12 
Thus the objective of this thesis is to find an accurate estimate of the analog 
components ai and  .  These values are then used in the digital section where the 
estimate of ai and f3i are eci and  which are the coefficients of the adaptive filters 
as shown in Figure 2.7. As shown before, the SNR degradation is mainly caused by 
the pole shift, hence the coefficients pi are the critical parameters to be estimated. 
The SNR degradation can be more severe when both integrators are imperfect. 
e 
2 
Figure 2.7: Adaptive second-order Leslie-Singh modulator 
Table 2.1 shows the SNR degradation caused by coefficient mismatch. In this table, 
we assumed 131=132=0.9990 and al=a2=1.000, and let the digital filter coefficients 
deviate from the analog ones by 0.1%. As can be seen, when inaccurate allocation of 
the poles occurs, the SNR experiences a large degradation, however the degradation 
caused by the gain mismatch is not as severe as for the pole error. 
In order to determine the number of levels of the multibit quantizer suitable for this 
application, the effect of the multibit quantizer resolution on the SNR is examined in 
Figure 2.8. It shows the SNR gap between the perfect matching of the digital and 
analog filter parameters and the uncorrected parameters, for p, = 132  = 0.999 and 
= a2 =1.0. This gap gets bigger as the wordlength of the multibit quantizer is 
increased. 13 
0.1% error in SNR 
Degradation 
a] 2.73 
a2 2.55 
;6, 29.02 
N2 26.46 
Table 2.1: Coefficient mismatch and SNR Degradation 
0  2 4  6  8 10 12 
Quantizer Wordlength (bits) 
Figure 2.8: Effect of quantizer resolution on the SNR degradation 
Figure 2.9 plots the simulated SNR of the second-order Leslie-Singh modulator for 
perfect matching and uncorrected coefficients as a function of the op-amp dc gain. 
The input is a sine wave with a peak amplitude of A=0.2 and a frequency of 1kHz, the 
oversampling ratio is OSR=64 with an 8 bit ADC. As can be seen, the SNR gap gets 14 
large when the op-amp dc gain is less than 75dB. The method for reducing this gap 
will be presented in chapter 3. 
I  I  I 
50  60  70  80  90 
op-amp dc gain (dB) 
Figure 2.9: Effect of the op-amp gain on the SNR degradation 
Finally the in-band spectrum of the system output y for perfect matching and 
uncorrected parameters is shown in Figure 2.10, for a 1KHz sinewave input of 
amplitude A=0.2 sampled at 1024KHz with an oversampling ratio of 64. As can be 
seen, the error in the baseband is reduced for perfect coefficient matching. 
From all the above, there is a good opportunity to improve the SNR due to the large 
gap between the perfect matching and the uncorrected system. Also, this SNR 
degradation is mainly caused by the analog integrators' pole shift: as we have seen, a 
0.1% error in the pole location of one integrator A or P2 can degrade the SNR by 
more than 29dB while a 0.1% error in the gain al or a2 can only cause a maximum 
degradation of 3dB. The next chapter will introduce the adaptive process to match the 15 
digital filter parameters to the analog ones, mainly by estimating the pole locations 
for an op-amp dc gain less than 75dB. 
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Figure 2.10: Spectrum of the second-order Leslie-Singh 
modulator output 16 
3. ADAPTIVE METHOD FOR DIGITAL 
COEFFICIENT CORRECTION 
The purpose of this chapter is to describe the digital adaptive method. The Newton 
and least-mean-square (LMS) method is discussed. Then, the LMS is used to estimate 
the non-ideal analog parameters. 
3.1 Adaptive Architecture 
In this section the adaptive process for the second-order Leslie-Singh modulator will 
be introduced. The objective is to use the outputs of the second-order Leslie-Singh 
modulator to estimate the analog integrators' parameters. As was discussed in the 
previous chapter, we are aiming to eliminate or reduce the error of the one bit 
quantizer el and to replace it by the shaped form of the multibit quantizer error e2. In 
order to minimize the quantization error in the output y, we will be using the mean-
square value of the output y . This is similar to a noise cancellation scheme [4] [5] as 
shown in Figure 3.1, wherein a minimal value of E[y2] corresponds to a minimum 
amount of quantization noise when the noise and the signal are uncorrelated. The 
output of the one bit quantizer el is approximated by e which is the difference of the 
two quantizer outputs yl and y2. 
If the input signal is zero ( off line method), from equation (2.2) y, will be: 
=  (3.1) H,v,Ei 1+ Hb(1 +Flo) 17 
In order to cancel the noise el, the adaptive filter transfer function  11N, should be a 
good estimate of HNI. In the time domain, the output of the system shown in Figure 
3.1 is: 
(3.2) Y = x1 
Figure 3.1: System model of noise cancellation 
Taking the expectation of the square of both sides of (3.2) 
ElY2] = EUYI x1)2]  (3.3) 
As a result, the minimum output power is 
E.,.[Y2/ = E.[(Yi x1)2]  (3.4) 
The objective is to have the adaptive filter output x1 be the best least-square estimate 
of the shaped form of the error el. Figure (3.1) is applicable to the second-order 18 
Leslie-Singh modulator and the adaptive filter HNC 
H2  could be represented as 
'  +H2 
two FIR adaptive filters H1 and H2 [4][5] as shown in Figure 3.2. For this system the 
mean-square error of the second-order Leslie-Singh modulator is shown in Figure 3.3 
as a function of  A where the analog values  are  pi = p2 = 0.9990 and 
a = a2 = 1.000 . As we can see from this figure, for value of A=0.9990 the MSE of 
the output is minimum. Our goal now is to find an appropriate algorithm for adjusting 
the two filter parameters of H1 and 1/2 by descending on the performance surface to 
the minimum mean-square error. 
Adaptive 
Algorithm 
Figure 3.2: Digital section of the second-order Leslie-Singh modulator 19 
I 
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Figure 3.3: Performance surface of the MSE of y 
3.2 Adaptive Algorithms 
Consider the system shown in Figure 3.2. The objective is to use an adaptive 
algorithm to cancel the noise e1 by minimizing the output y. In this section, we will 
discuss Newton and LMS algorithms. 
3.2.1 Newton algorithm 
Consider the adaptive digital filters H1 and H2 of Figure 3.2 where 
H1 =  '&2(1+ adz-1 OcAz-2 
and 
A A  A A 
H2 = 1 (131- FP2)z-1 +P1P2z-2 20 
The output of the system is 
yin] = 6(2(1+ adYi[n-1] a2AYJn-2]+y2ini 01±1j2)Y2in-1/+/02Y2[n -2] 
(3.5) 
using 
(3.6a) w1 = -6(2a+ ad 
w2 = a2/3i  (3.6b) 
(3.6c) w3 = iii + ij2 
(3.6d) w4 = -1342 
the output becomes 
yin] = Y2[n]  w3hin-1i  waY2[n-2]  w1Y1[n-1]  w2y1[n-21  (3.7) 
To simplify notations, we define W as the vector of filter parameters: 
(3.8) W = twi "12 w3 wa f 
and X as: 
X = iYtin-11 Ylin-2./ y2[n -1] hin-21 I  (3.9) 
The output can be expressed as 
y[n] = y2[n] WT X =  y2[n]  XTW  (3.10) 21 
The instantaneous squared error is 
y2[n] = y22[n] + WTXXTW 2y2[n]XTW  (3.11) 
The expected value of the above equation will be 
MSE E  = E[y2[n]] = E[y22 [n]] + WT E[XXT ]W 2E1)721-tar JW  (3.12) 
Define the auto correlation of X as R 
R = E[XXT ]  (3.13) 
and the cross correlation of X and y2[n] as P 
P = E[y2[n]X]  (3.14) 
Now  can be expressed as 
= E[y2[n]] + wrRw 2pTw  (3.15) 
The goal is to find W*, the parameters that minimize  .  In order to find the 
minimum of the mean-square error, we need to find the gradient of  .  The gradient of 
the mean-square error can be obtained by differentiating  . 
4
V =  =2RW 2P  (3.16) 
aw 22 
At the minimum mean-square error the gradient is zero leading to the optimal value 
for W* as: 
Ws = 1?-1P  (3.17) 
the above equation is also known as the Wiener-Hopf equation[4]. Newton's method 
uses the above equation to find the optimum parameters W* of the FIR filter in a 
single step. Combining the two equations 3.16 and 3.17, we obtain 
1R-1V W* = W  (3.18) 
2 
which can be expressed iteratively as: 
(3.19) Wk +l =Wk  R-1Vk
2 
This method could be generalized by introducing a constant N.  to regulate the 
convergence rate. 
(3.20) Wk+l = Wk 11R-1\7k 
In order to choose an appropriate value for kt , substitute equation (3.16) into (3.20) 
and simplify: 
Wk+l = (1 2p)Wk +2pW*  (3.21) 
Expanding the above equation to the first initial value Wo leads to 23 
W*)+ W*  (3.22) Wk+i = (1-21)"1(Wo 
We can observe from (3.22) that W. = W* only when 
0<p<1  (3.23) 
The need for the inverse of a multidimensional matrix 1?-', the gradient Vk and the 
repetitions of data at each step make Newton's method hard to implement. The next 
section will introduce a simpler algorithm to implement. 
3.2.2 LMS algorithm 
A simpler algorithm which is free from the above shortcomings is the least-mean­
square algorithm. The LMS method is a stochastic gradient algorithm that iteratively 
adjusts the parameters of the filter in the direction of the negative gradient of the 
squared amplitude of the error y2. The algorithm uses a gradient method where the 
gradient Vk is obtained by differentiating the mean-square error with respect to the 
filter parameters. To develop the LMS algorithm, we use y2 itself as an estimate of 
Ely2]. The instantaneous estimate of the gradient is determined as follows 
v"'.  =  (5Y2  = 2y  3Y  i=1,2  (3.24a)
8a,  8a, 
V  =  8Y  = 2  (5Y  i =1,2  (3.24b) 
kA  8/6;  yaPi 
With the estimate of the gradient, the adaptive algorithm is 
(3.25a) aq.= aq-PV k., 24 
(3.25b) Pik., = Pi, --,uv k, 
where u is the gain constant that regulates the speed and the stability of adaptation. 
Compared to the Newton algorithm, the LMS is simpler to implement and has the 
advantage of ease computation of the gradient and the filter parameters. 
3.3 Application of the LMS Algorithm to the rd order AZ 
In this section the LMS algorithm is applied to the second order Ai modulator. 
Equation (3.25) is used to perform adaptation on the second-order Leslie-Singh 
modulator for an off-line estimation. Consider the output of the second-order Leslie-
Singh modulator in the time domain: 
An] = Oc2(1+adYlinVazhiin-2J+y2[n]  +;62)Y2[n-1]-43o62Y2in-2/ (3.26) 
Applying equation (3.24) to determine the gradient of each parameter of the FIR filter 
H1 and H2, we find: 
(3.27a) Oki  = 
Vka2 = y[n]al + aik)Min-11 AY1in-21)  (3.27b) 
ok  = An1{132,Y2in-21 Y21,1-11  a2,Yiin-2D  (3.27c) 
= y[n]A,Y2in-21  (3.27d) 
Applying equation (3.25), the following is the LMS algorithm for the parameters of 
the two filters H1 and H2: 
(3.28a) 64+, = a1, 25 
a2" = et2k  ilYinial+ecikb'iin--11  A,Ylin 2D  (3.28b) 
A,.,  = /3  IlYinj2,Y2in-2/  y2[n -1]  inx2kYlin-2/}  (3.28c) 
i2, 132k PY[n] {P,, Y2 [n  2] y2 [n  1]]  (3.28d) 
As mentioned in chapter 2, the gain factors al and a2 have negligible effects on the 
SNR degradation. The main objective is to determine a good estimation of the two 
poles p, and 02. Also, simulation shows that the dependency of the parameter 
gradients on the filter coefficients is negligible because the different parameters are 
very close to one. Indeed, the adaptation of the filter parameters can be reduced to 
etik*, = al, 1/Yin1yi[nl]  (3.29a) 
etc2k., = ii2k  py[n](2yJn-1 ]  yjn 2])  (3.29b) 
f3  = f3  py[n]ty2[n-2] Y2in-11 Ylin-21)  (3.29c) 
132, 432, PY[n][Y2[n  2] Y2[n 1]}  (3.29d) 
3.3.1 LMS simulation results 
Equations (3.29a)-(3.29d), with u = 0.002, are simulated to perform adaptation on 
the system shown in Figure 3.2, with analog parameters P1=132=0.999 and 
al= a2 = 1.010 for different quantizer word lengths. Table 3.1 shows the value of A 
and P2 obtained and the correction factor achieved for the different multibit quantizer 
levels. Table 3.2 shows the convergence of the gain factors  et,  and  6(2 for 
al= a2 = 1.010. As shown in these tables, for an 8-bit quantizer a good estimate of 
the poles /31 and A and the gains ec, and a2 are found. 
By using these estimates, a significant improvement of the signal to noise ratio (SNR) 
is achieved as shown in Table 3.3. The multibit quantizer used in the second stage of 
the modulator is an 8-bit quantizer, the input to the modulator is a -10dB signal, and 26 
the oversampling ratio is 64. This table shows that the SNR improvement from using 
the LMS algorithm is 16dB. 
ADC/bits  ia,  132  %error in  % error in 
N1  J2 
8  0.99922415  0.99922415  0.02244  0.02244 
10  0.99888387  0.99888387  0.01163  0.01163 
infinite  0.9990000  0.9990000  0.00000  0.00000 
Table 3.1: Estimation of poles shift using LMS Algorithm 
ADC/bits  Cc/  ec2  %error in  %error in 
a/  'az 
8  1.0115070  1.011420  0.1492  0.1406 
10  1.0106770  1.010841  0.0670  0.0833 
infinite  1.010080  1.010080  0.0079  0.0079 
Table 3.2: Estimation of the gains using LMS Algorithm 27 
ii and )2 Correction  SNR / dB  Comments 
% 
A =0.999  100%  117.92  Ideal Case 
132=0.999 
/3, =1.000  99.8999%  88.44  No 
;62 =1.000 correction 
A =0.99922415  99.985626%  104.76  LMS 
)62=0.99922415  99.96007%  Method 
Table 3.3: SNR performance with 8 bit ADC 
The results are summarized in Figure 3.4. It compares the SNR improvement for 
different quantizer wordlength, to the perfect and uncorrected case. We can conclude 
that by using the adaptation process a large improvement in the SNR is achieved. 
The complexity of the adaptive process will be reduced by using w1, w2, w3, w4 as the 
parameters of the two FIR filters H1 and H2 
H1 = wlz-1 w2z-2  (3.30) 
and 
H2 = 1- W3 Z-1 ± W4 Z-2  (3.31) 
Instead of estimating p, and /32 separately, we can simply estimate the parameters 
w3 , w4 by which the signal to noise ratio is mainly affected (as was shown in chapter 
2).
Applying the LMS algorithm to estimate the above parameters yields
w,,,,,, =w1k ,uy[nlyi[n  1]  (3.32a) 28 
=w2k +/1y[n]y1[n 2]  (3.32b) 
=w3k +py[n]y2[n 1]  (3.32c) 
2]  (3.32d) =w4 
It can be remarked, as shown in Table 3.4, that the addition in the gradient part has 
been eliminated, thus reducing the complexity of the digital part. The simulation 
results obtained have no deviation from the previous results. 
co 
cc z 
cr) 
Quantizer Wordlength (bits) 
Figure 3.4: Achieved SNR 29 
3.3.2 Required number of bits 
In the digital implementation of the LMS algorithm, the adjustable filter coefficients 
as well as the signal levels are quantized to within a least-significant digit. By doing 
so, we are introducing a truncation error. The digital round off affects the updating 
factorµ Vk and as a result it can degrade the performance. In particular, if the product 
Vk is less in magnitude than one-half the quantizing step, the quantized value of the 
product # Vk is set equal to zero and the algorithm stops making any further 
adjustments. If we assume the filter parameters are represented by B bits, the LMS 
algorithm stops updating the parameters when the following is satisfied for every 
iteration 
(3.33) 
To reduce the effect of this quantization error, a possible solution is to use more bits 
for representing the FIR filter parameters. However, it is important to limit the 
number of bits in the modulator to reduce the complexity. This requires an error 
analysis to determine the minimum number of bits in which the filter parameters 
could be represented without degrading the resolution of the modulator. 
If we assume that the capacity of the register is N bits then 
LSB =  (3.34) 
and 
1
MSB =  (3.35)
2 30 
MSB  LSB 
Binary point 
Figure 3.5: Finite-precision arithmetic register 
The fractional value A in the register is 
A = 1 
1  (3.36) 2N -1 
As shown before 0.9990 < f3, < 1.00. To achieve this range the register should be at 
least 15 bits. To reduce the wordlength of the register we can represent (1 -0) instead 
of A. In a typical example, if the register A is represented in 6 bits, the update 
equation used to estimate  converges to 0.99922417 when the analog filter 
coefficients are p,=0.999 and /32= 0.999. 
The last step in the digital implementation process is to reduce the number of 
multiplication in the update equations. A possible solution suggested in [5] is to use a 
sign-data method for the two coefficients w3 and w4 which cause a large SNR 
degradation. The adaptive equations will be 
= W3k +py[n]sign(y2[n  /])  (3.37a) 
= w4  µy[n]sign(y2[n 2])  (3.37b) 
For the above equations al and a2 has to be ideal. This restriction can be overcomed 
by applying the sign-data method directly to equations (3.29a)-(3.29d). Also, to 
replace the multiplication between y and the step size y , µ  is chosen to be a power 
of 2. The number of operations involved in each proposed method are shown in Table 31 
3.4. Using the sign-data method the number of operation is reduced significantly. The 
convergence of  for p = 0.002 and p = 0.02 are shown in Figure 3.6 and 3.7, 
respectively. Other values for p were also selected. By increasing p to 0.02 the 
convergence was faster. The overall improved results for different op-amp dc gain are 
shown in Figure 3.8, it can be seen that a large improvement is achievable for finite 
op-amp gain less than 75dB. The behavior of the two level quantizer input is shown 
in Figure 3.9. As shown the convergence of the parameters is achieved during the 
transient of the quantizer input. Finally the suggested adaptation process for the 
second-order Leslie-Singh modulator is shown in Figure 3.10. 
Method  w3  w4  SNR  #of  #of  #of 
Iteration  addition/  multiplic­
iteration  ation 
No  2.0  1.0  88.44 
Correction 
Adaptive  1.998448  0.998448  104.76  9,460  8  4 
LMS 
Sign-Data  1.998450  0.99845  104.65  9,460  4  0 
LMS 
Table 3.4: Operations per iteration involved in each 
adaptation scheme 32 
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Figure 3.9: Behavior of the input of the two level quantizer Figure 3.10: Corrected Leslie-Singh modulator architecture 35 
4. CONCLUSION AND FUTURE 
RESEARCH 
Oversampled A/D converters represent an attractive approach for implementing 
precision A/D converters in scaled VLSI technologies. A high resolution and SNR 
improvement is achieved at the expense of increased digital complexity. 
Among these oversampled A/D converters, the second-order delta-sigma modulator is 
one of the most popular circuits used. This thesis examined the second-order delta-
sigma modulator and a modified structure was proposed based on the Leslie-Singh 
modulator. It has been shown that an accurate knowledge of the analog poles and 
gains is needed to realize the ideal SNR. An adaptive algorithm, based on least-mean­
square method was presented to estimate the analog parameters. This adaptive 
correction scheme was simplified to eliminate the need for any high speed multibit 
multiplication*. Using this technique, a high resolution A/D conversion is achieved 
and it has been shown that,  for an 8-bit second stage multibit quantizer, 18-bit 
resolution resulted. 
One of the important areas for future research is the implementation of the described 
estimation method of the analog parameters. This research is underway and will be 
described in a coming publication. Another important area for research is an on-line 
adaptation method including other non idealities such as initial conditions, 
comparator offsets, and multibit quantizer nonlinearity. 
* in the adaptive algorithm, high-speed multiplication is still needed for the correction filter. 36 
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