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Australia’s Commonwealth Scientific and Industrial Research Organisation (CSIRO) 
recently completed a major study investigating the value of distributed energy (DE; 
collectively  demand  management,  energy  efficiency  and  distributed  generation) 
technologies for reducing greenhouse gas emissions from Australia’s energy sector 
(CSIRO,  2009).  This  comprehensive  report  covered  potential  economic, 
environmental, technical, social, policy and regulatory impacts that could result from 
the  wide  scale  adoption  of  these  technologies.  In  this  paper  we  highlight  the 
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economic findings from the study. Partial Equilibrium modeling of the stationary 
and transport sectors found that Australia could achieve a present value welfare gain 
of around $130 billion when operating under a 450 ppm carbon reduction trajectory 
through to 2050. Modeling also suggests that reduced volatility in the spot market 
could decrease average prices by up to 12% in 2030 and 65% in 2050 by using local 
resources to better cater for an evolving supply-demand imbalance. Further modeling 
suggests  that  even  a  small  amount  of  distributed  generation  located  within  a 
distribution  network  has  the  potential  to  significantly  alter  electricity  prices  by 
changing the merit order of dispatch in an electricity spot market. Changes to the 
dispatch  relative  to  a  base  case  can  have  both  positive  and  negative  effects  on 
network losses. 
Keywords: 
Distributed energy, Economic modeling, Carbon price, Electricity markets 
JEL Codes: E17; Q40; Q42; Q47; 
 
Introduction: 
In response to climate change, Australia is developing a suite of options aimed at 
delivering more efficient and sustainable low emissions energy. One solution is 
distributed energy (DE; collectively distributed generation, demand management and 
energy efficiency) which provides energy solutions near the point of use rather than 
from generation at remote locations.  
DE describes a number of technologies that can significantly reduce the nation’s 
greenhouse  gas  emissions.  These  reductions  result  from  potential  reductions  in 3 
 
network  losses  by  using  generation  near  the  point  of  consumption,  through 
maximizing the use of cleaner fuel sources such as natural gas, biogas, solar and 
wind, and through more efficient conversion of primary energy sources to useful 
energy services, including recovering heat otherwise wasted.  
Distributed  generation  (DG),  sometimes  referred  to  as  embedded  generation  is 
generally  connected  to  the  electricity  grid  at  low  voltage  (<  22  kV).  Internal 
combustion reciprocating engines (ICE) are the most mature prime movers for DG 
applications. Advantages include comparatively low installed cost, high efficiency 
(up  to 45%  for larger units), suitability  for intermittent operation, high part-load 
efficiency, high- and low-temperature exhaust streams for combined heat and power 
(CHP)  and  easy  serviceability.  These  units  have  been  popular  for  peaking, 
emergency, and base-load power generation. The units can run on a variety of fuels 
including diesel, natural gas, biogas, compressed natural gas and petrol.  
Cogeneration (or CHP) is a process where the heat generated by combustion of a fuel 
for electricity production is used for a secondary purpose rather than being a waste 
product. The heat is most often used to create hot water or steam but can also be used 
for  cooling  purposes  through  an  absorption  cycle.  The  value  of  the  waste  heat 
capture can be influenced by the type of technology, its reliability, the timing and 
size of the heating and cooling demand in respect to electrical needs, and the type of 
system the waste heat equipment is replacing or substituting. 
Demand  management  refers  to  a  suite  of  technologies  and  techniques  used  to 
actively alter demand profiles over time. While these measures may reduce total 
energy use, they are primarily employed to smooth or shift peaks in demand. By 
controlling  peak  energy  patterns,  demand  management  may  provide  substantial 4 
 
financial savings to consumers by reducing the need to build generation and network 
infrastructure required to service this peak demand for only a small number of hours 
each year.  
A  number  of  technologies  are  important  for  demand  management.  These  are 
generally storage devices such as batteries, compressed air and thermal materials, in 
conjunction  with  communication  and  control  technologies  that  allow  controlled 
cycling of appliances such as compression cycles in air conditioners or discretionary 
loads such as pool pumps to be turned off. 
Energy  efficiency  can  be  thought  of  in a  number of  ways. In one sense, it  is a 
reduction in  energy  demand  as  a  result  of  changes  in  performance  efficiency  of 
individual  devices  or  the  substitution  of  one  form  of  energy  for  another  more 
efficient version (using solar energy for heating water for instance). In another sense, 
improvements  to  system  efficiency  are  a  form  of  energy  efficiency.  This  could 
include the reduction of network losses by generating energy close to the point of 
consumption, or improving the utilisation of a fuel by capturing more of the energy 
available  as  occurs  through  cogeneration  and  trigeneration.  Improving  system 
efficiency can help reduce greenhouse gas emissions and energy costs, but can also 
mitigate  against  fuel  scarcity  risks  by  creating  more  efficient  use  of  a  limited 
quantity of fuel.  
Energy efficiency is often seen as the easiest and most cost effective way to reduce 
greenhouse gas emissions in the short term. It is important to note that the value of 
energy efficiency is not only determined by the quantity of energy that can be saved, 
but the timing of those energy savings as energy market costs vary significantly over 
the course of the day with costs typically highest when demand peaks.  5 
 
Realizing the full value of DE requires understanding and addressing the complex 
issues affecting key stakeholders including government, electricity and gas network 
businesses, energy retailers, small  to medium enterprises, large energy  users and 
domestic consumers. Critically important issues include the effects of DE on short 
and long term economic drivers; the effects on electrical and gas networks through 
introduction of local grid connected devices; environmental sensitivities resulting 
from the change in technology type and the location of generation; the acceptance of 
the technologies by all forms of society; and the complex interaction with policy and 
regulation.  
The dominance of centralized electricity supply in Australia means that DG currently 
accounts for around 9% of total capacity and around 5% of total generation (WADE, 
2006) ranking it well below most other countries and well below the world average 
as  seen  in  Figure  1.  Generally  speaking,  countries  with  high  proportions  of 
distributed  generation  tend  to  have  relatively  cold  climates;  highly  urbanised, 
densely populated cities; industrial sectors that account for a large share of economic 
activity;  concerns  over  energy  supply  security  and  fuel  scarcity;  and  focused 
government policy on electricity and heat supply. 
European countries generally have greater proportions of DG than other countries. 
However, various DG applications are suited for both industrialised countries and 
emerging economies. The flexibility of DG as a power source is perhaps highlighted 
by the penetration of DG in China and India being approximately average by global 
standards, despite having significantly different economic structures to high ranking 
countries.  6 
 
Because Australia appears to significantly lag other nations in the adoption of DG 
and DE more broadly, CSIRO (2009) has investigated the key barriers and enablers 
of  DE  options  in  Australia  by  examining  the  economic,  social,  technical, 
environmental, policy and regulatory barriers and enablers for wide scale adoption. 
In  this  paper,  we  consider  the  potential  economic  benefits  that  can  be  realized 
through the use of DE technologies in meeting Australia’s proposed greenhouse gas 
reduction targets. 
Insert Figure 1 
Existing approaches in the literature 
The existing literature identifies a number of alternative approaches in examining the 
potential uptake of DG in different contexts. Numerous studies have explored real 
options methods to examine investment in DG technologies given uncertainty in key 
variables. For example, Muroaka and Oyama (2004) construct a theoretical model 
using  real  options  analysis  to  compare  investment  in  DG  versus  a  large-scale 
generator in the presence of uncertain demand growth. Due to smaller unit size and 
shorter lead times they  found  that higher investment in DG was preferred when 
demand  growth  is  low  and  uncertainty  is  high  with  investment  in  centralized 
generators preferred in the opposing case. Fleten et al. (2007) evaluate the optimal 
timing  for  investment  in  different  capacity  micro  wind  turbines  under  electricity 
price uncertainty and find that increased wholesale price volatility (revenue earned 
for  excess  power  production)  tends  to  delay  investment  in  larger  size  turbines. 
Siddiqui and Maribu (2009) explored the trade-off for a microgrid in meeting its 
electricity  and  thermal  loads  via  investment  in CHP  subject to  natural gas  price 
volatility. They found that that the microgrid prefers investment in a larger-sized unit 7 
 
for low levels of volatility and a modular investment strategy for higher levels of 
volatility. Wickart and Madlener (2007)  considered uncertainty in  electricity and 
natural gas prices in investing in a CHP system, or conventional heat-only generation 
system (steam boiler) and to purchase all electricity from the grid. They find that 
volatile electricity and natural gas prices favor investment in steam boilers rather 
than CHP. They also find that a carbon tax can bring forward the optimal timing of 
CHP investment in a system with relatively emission intensive grid electricity. 
In regard to the empirical literature, some studies focus on the uptake of a particular 
DG technology. Nässén et al. (2002) evaluate distributed solar power versus grid 
extension in a remote area based on life-cycle cost of the two options. They find that 
electricity  demand  per  household,  household  density  and  the  cost  of  battery 
replacement are critical parameters in the cost competitiveness and therefore uptake 
of the two options. Similarly, Corria et al. (2006) conduct an economic and technical 
evaluation of Stirling engines in Brazil arguing for policy intervention to facilitate 
greater deployment on the basis of lower environmental impacts. Ben Maalla and 
Kunsch  (2008)  extend  the  Bass  Diffusion  model  (Bass,  1969)  to  estimate  the 
possible diffusion of micro combined heat-power generation (µ-CHP) as a substitute 
for centralized electricity generation and local boilers in the residential sector in the 
EU-25. They find that due to high initial costs, regulatory frameworks that provide 
incentives for µ-CHP such as the price received for excess electricity production or 
capital  grants  to  reduce  upfront  costs,  can  facilitate  adoption  through  learning 
effects. 
Other studies  attempt to  define possible upper bounds to  the  deployment  of DG 
within  an  electricity  system  or  region.  Myers  et  al.  (2010)  estimate  that  for 8 
 
Wisconsin, solar PV can contribute no more than 20% of the total electrical energy 
demand in the state based on a 60% flexibility factor (the degree to which centralized 
power generation accommodates increased DG) , assuming no short-term electrical 
storage  and  a  demand  profile  similar  to  current  usage  patterns.  However,  in 
simulations for the Electric Reliability Council of Texas (ERCOT) electric power 
system, Denholm and Margolis (2007) found that increased system flexibility, load 
shifting via demand responsive appliances, and energy storage had the potential to 
increase the penetration of solar PV to 50% of the total electrical energy demand. 
Previous studies also focus on the uptake of a range of DG technologies to reduce 
greenhouse (GHG) emissions. Lund and Østergaard (2000) examine the effects of 
greater CHP and wind uptake on grid stability in Denmark. They determine that, 
dependent  on  the  timing  of  CHP  generation  and  scale  and  volatility  of  wind 
generation, continued investment in and expansion of the transmission network may 
still be required. Wijayatunga et al. (2004) focus on the potential for wind, mini-
hydro  and  biomass  distributed  power  generation  technologies  to  reduce  GHG 
emissions in Sri Lanka. Banerjee (2006) evaluates eight DG technologies on the 
basis of levelised cost of electricity as options for meeting future electricity demand 
in India and finds that uptake of each option is dictated by local conditions such as 
load  factor  requirements,  fuel  availability  and  remoteness.  Similarly,  Poullikkas 
(2007) evaluated a number of DG technologies for Cyprus and found that load factor 
requirements, capital costs, and local fuel cost and availability determined uptake. 
Alternate economic analyses have concentrated on extracting maximum economic 
benefit  from  single  installations  and  district  scale  developments.  One  prominent 
platform for these analyses is the Distributed Energy Resources Customer Adoption 9 
 
Model (DER-CAM; Siddiqui et al., 2005). DER-CAM selects the optimal economic 
combination of utility purchase and on-site generation required to meet a site’s end-
use loads based on specific site load and price information and performance data for 
available  equipment  options  and  has  been  extended  to  investigate  system  wide 
impacts of DE installations through the application specific case studies particularly 
in the U.S. commercial building sector (Firestone and Marnay, 2007; Marnay et al., 
2008; Stadler et al., 2009; Stadler et al., 2010). The DER-CAM model has also been 
used in the Japanese building sector (Zhou et al., 2006). 
HOMER is another tool that can evaluate the optimal mix of various DG options 
(e.g.  cogeneration,  wind  turbines,  solar  photovoltaics,  hydropower, batteries,  fuel 
cells, hydropower and biomass), electrical storage and grid-sourced electricity for an 
individual or group of buildings. The software can evaluate trade-offs between DG 
and grid  electricity assuming  variation in key  inputs such as  fuel  and electricity 
prices. It has been applied in case studies of tourist accommodation (e.g., Dalton et 
al., 2008; 2009a; 2009b), island or remote power systems (e.g., Khan and Iqbal, 
2005; Zoulias and Lymberopoulos, 2007; Oliva, 2008; Demiroren and Yilmaz, 2010; 
Lau et al., 2010) evaluation of energy storage (e.g., Weis and Ilinca, 2008; Nair and 
Garimella, 2010) and alternatives to grid extension (e.g., Nandi and Ghosh, 2010). 
The Balmorel model was developed from a project to support modeling and analyses 
of the energy sector with emphasis on the electricity and CHP sectors. The initial 
focus of the model was the Baltic Sea region (Ravn et al., 2001). The model is 
formulated as a linear programming optimization problem and has been extended in 
several  projects  (e.g.,  Jensen  and  Meibom,  2008;  Karlsson  and  Meibom,  2008; 
Meibom  and  Karlsson,  2010).  The  objective  function  minimizes  system  costs 10 
 
consisting of annualised investment costs of new investments, fixed operation and 
maintenance costs of existing units and new investments, and operational costs of 
units. The model evaluates optimal shares of distributed and centralized electricity 
and heat generation and can be used for scenario analysis. 
Economic models that estimate the uptake of a portfolio of different centralized and 
distributed electricity generation technologies for a national electricity system under 
alternative scenarios are becoming more common. 
MARKAL (MARKet ALlocation model) is a widely applied bottom-up, dynamic, 
linear programming optimization model. MARKAL is under continual development, 
supported by the International Energy Agency (IEA) via the Energy Technology and 
Systems  Analysis  Program  (ETSAP)  and  has  been  used  in  wide-ranging  energy 
policy studies, most notably the IEA Energy Technology Perspectives (ETP) project 
(IEA, 2010). Recent applications of the UK MARKAL model have demonstrated the 
potential  for  increased  DG  in  combination  with  large  scale  renewable  electricity 
generation  technologies  in  various  carbon  mitigation  scenarios  (Kannan,  2009; 
Kannan and Strachan, 2009; Jablonski et al., 2010). 
Another approach for valuing a portfolio of generation assets for DG is Portfolio 
Theory.  Awerbuch  and  Berger  (Awerbuch,  2008),  applied  portfolio  theory  to 
generation assets in the European Union and emphasised that the portfolio-based 
approach should be used to evaluate alternative generation asset portfolios. Unlike 
the traditional planning approach for electricity generation investment (i.e., least cost 
basis), a portfolio approach means that an asset is evaluated on how it affects the 
generating costs of the portfolio relative to how it affects the economic risk of the 
portfolio (Awerbuch, 2008). Thus, portfolio approach has shown that the addition of 11 
 
wind  and  solar  PV  to  a  portfolio  of  conventional  generation  assets  reduces  the 
overall portfolio cost and risk, even if the stand-alone generating cost of some assets 
could be higher (Awerbuch, 2008). 
A  non-optimization  approach  is  the  World  Alliance  for  Decentralized  Energy 
(WADE) model developed by Casten and Collins (2002). Based on an extensive 
variety  of  input  data  and  user  defined  assumptions,  the  WADE  model  builds 
electricity generation, transmission and distribution (T&D) capacity and compares 
future alternative energy systems under different penetrations of decentralized and 
centralized energy. Its primary objective is to weigh the costs and benefits of DG 
against that of centralized electricity generation in supplying demand growth over a 
maximum twenty-year period. It also compares the two generation methods in terms 
of GHG and pollutant emissions and fuel use. The model simultaneously creates new 
capacity to meet demand growth and to replace retiring plant given user-defined 
growth  in  electricity  demand  over  the  projection  period.  The  use  of  the  WADE 
model  in  a  number  of  country  and  regional  analyses  has  afforded  it  significant 
international credibility. A summary of previous applications is contained in Dijkstra 
(2006). 
In  Australia  previous  attempts  have  been  made  to  quantify  the  market  value  of 
demand management specifically excluding network benefits, with estimates ranging 
from $363M – $954M over the period 2007 – 2025 (Hoch et al., 2006). The partial 
equilibrium  model  used  in  this  study  also  excludes  network  benefits  at  the 
distribution  level  and  to  a  lesser  extent  the  transmission  level.  Difficulties  and 





In  this  paper  we  consider  the  potential  economic  benefits  that  can  be  realized 
through the use of DE technologies. We address this issue by firstly considering the 
long  term  uptake  of  technologies  through  partial  equilibrium  modeling  of  the 
stationary and transport sectors of the Australian economy. Secondly we consider the 
impact that DG can have on prices in Australia’s National Electricity Market (NEM) 
through changes to the market dispatch of electricity and finally to economic and 
power flow changes in an IEEE test grid.  
Part A: Partial equilibrium modeling 
In  this  analysis  a  partial  equilibrium  model  was  used  to  examine  the  long  term 
change in technology mix that may result in the electricity and transport sectors from 
the  imposition  of  a  price  on  carbon.  This  framework  was  chosen  because  it  is 
relatively less resource intensive than general equilibrium modeling and because it 
offers  the  best  opportunity  to  study  the  detailed  technological  implications  of 
alternative scenarios. 
Partial equilibrium models cannot directly model the economy wide impacts of the 
introduction  of  carbon  prices.  This  limitation  can  be  overcome  via  suitable 
integration with general equilibrium models and this type of framework has been 
applied in other studies (CSIRO and ABARE, 2006; BITRE and CSIRO, 2008). In 
this study, the economy wide impacts have been exogenously imposed based on 
observing the economic impact of a given carbon price in these past studies. This 
introduces  some  inconsistency  in  the  modeling  results  since  the  economy  wide 
impacts are not recalibrated for each scenario.  13 
 
The partial equilibrium model employed is called the Energy Sector Model (ESM). 
ESM  is  an  Australian energy  sector  model co-developed  by  the  CSIRO  and  the 
Australian  Bureau  of  Agricultural  and  Resource  Economics  (ABARE)  in  2006. 
Since that time CSIRO has significantly modified and expanded ESM. ESM is a 
partial equilibrium (bottom-up) model of the electricity and transport sectors. It has a 
detailed representation of the electricity generation sector with substantial coverage 
of DG technologies. The transport module considers the cost of alternative fuels and 
vehicles as well as detailed fuel and vehicle technical performance characterisation 
such as fuel efficiencies and emission factors by transport mode, vehicle type, engine 
type and age. Competition for resources between the two sectors and relative costs of 
abatement are resolved simultaneously within the model. 
ESM is  solved as  a linear program where the objective  function is to maximize 
welfare which is defined as the discounted sum of consumer and producer surplus 
over time. The sum of consumer and producer surplus are calculated as the integral 
of the demand functions minus the integral of the supply functions which are both 
disaggregated into many components across the electricity and transport markets. 
The  objective  function  is  maximized  subject  to  constraints  which  control  the 
physical  limitations of fuel resources,  the stock of electricity  plant and  vehicles, 
greenhouse gas emissions as prescribed by legislation or imposed carbon price paths, 
and various market and technology specific constraints such as the need to maintain 
a minimum number of peaking plants to meet rapid changes in the electricity load. 
See  Graham  and  Williams  (2003)  for  an  example  of  the  equations  required  to 
construct a similar partial equilibrium model. 
The main components of ESM include: 14 
 
•  Coverage  of  all  States  and  the  Northern  Territory  (Australian  Capital 
Territory is modelled as part of New South Wales) 
•  Trade in electricity between National Electricity Market (NEM) States 
•  Sixteen  distributed  generation  (DG)  electricity  plant  types:  internal 
combustion diesel; internal combustion gas; gas turbine; gas micro turbine; 
gas  combined heat and power (CHP);  gas  micro turbine CHP;  gas micro 
turbine with combined cooling, heat and power (CCHP); gas reciprocating 
engine  CCHP;  gas reciprocating  engine CHP;  solar photovoltaic; biomass 
CHP; biomass steam; biogas reciprocating engine; wind; natural gas fuel cell 
and hydrogen fuel cell 
•  Seventeen  centralized  generation  (CG)  electricity  plant  types:  black  coal 
pulverized fuel; black coal integrated gasification combined cycle (IGCC); 
black coal with partial CO2 capture and sequestration (CCS) (50 per cent 
capture rate); black coal with full CCS (90 per cent capture rate); brown coal 
pulverized fuel; brown coal IGCC; brown coal with partial CCS (50 per cent 
capture rate); brown coal with full CCS (90 per cent capture rate); natural gas 
combined cycle; natural gas peaking plant; natural gas with full CCS (90 per 
cent capture rate); biomass; hydro; wind; solar thermal; hot fractured rocks 
(geothermal) and nuclear 
•  Four electricity end use sectors: industrial; commercial and services; rural; 
and residential 
•  Nine road transport modes: light, medium and heavy passenger cars; light, 
medium and heavy commercial vehicles; rigid trucks; articulated trucks; and 
buses 15 
 
•  Twelve road transport fuels: petrol; diesel; liquefied petroleum gas (LPG); 
natural gas (compressed (CNG) or liquefied (LNG)); petrol with 10 per cent 
ethanol blend; diesel with 20 per cent biodiesel blend; ethanol and biodiesel 
at  high  concentrations;  gas  to  liquids  diesel;  coal  to  liquids  diesel  with 
upstream CO2 capture; hydrogen (from renewables); and electricity 
•  Four engine types: internal combustion; hybrid electric/internal combustion; 
hybrid plug-in electric/internal combustion; and fully electric 
•  All  vehicles  and  centralized  electricity  generation  plants  are  assigned  a 
vintage  based  on  when  they  were  first  purchased  or  installed  in  annual 
increments 
•  Rail,  air  and  shipping  sectors  are  governed  by  much  less  detailed  fuel 
substitution possibilities 
•  Time is represented in annual frequency (2006, 2007, …, 2050). 
All technologies are assessed on the basis of their relative costs subject to constraints 
such as the turnover of capital stock, existing or new policies such as subsidies and 
taxes. The model aims to mirror real world investment decisions by simultaneously 
taking into account: 
•  The requirement that the plant is profitable over the term of its investment 
•  That the actions of one investor or user affects the financial viability of all 
other investors or users simultaneously and dynamically 
•  That consumers react to price signals 16 
 
•  That the consumption of energy resources by one user affects the price and 
availability of that resource for other users, and the overall cost of energy and 
transport services, and 
•  Energy and transport market policies and regulations. 
The model evaluates uptake on the basis of cost competitiveness but at the same time 
takes into account the key constraints with regard to the operation of energy and 
transport markets, current excise and mandated fuel mix legislation, future carbon 
permit prices, existing plant and vehicle stock in each State, and lead times in the 
availability of new vehicles or plant. It does not take into account issues such as 
community  acceptance  of  technologies  but  these  can  be  controlled  by  imposing 
various scenario assumptions which constrain the solution to user provided limits. 
Greater detail and some further discussion on the model assumptions are contained 
in CSIRO (2009). 
For given time paths of the exogenous (input) variables that define the economic 
environment, ESM determines the time paths of the endogenous (output) variables. 
Key output variables include: 
•  Fuel, engine and electricity generation technology uptake 
•  Fuel consumption 
•  Cost of transport services (for example, cents per kilometre) 
•  Price of fuels 
•  GHG and criteria air pollutant emissions 
•  Wholesale and end-user electricity prices, and 17 
 
•  Demand for transport and electricity services. 
Some of these outputs can also be defined as fixed inputs depending upon the design 
of the scenario. 
The  endogenous  variables  are  determined  using  demand  and  production 
relationships,  commodity  balance  definitions  and  assumptions  of  competitive 
markets at each time step for fuels, electricity and transport services, and over time 
for assets such as vehicles and plant capacities. With respect to asset markets, the 
assumption  is  used  that  market  participants  know  future  outcomes  of  their  joint 
actions  over  the  entire  time  horizon  of  the  model.  That  is,  they  have  perfect 
foresight. 
In addition to the limitations noted above, the approach used in this study contains 
two  additional  limitations.  The  first  is  that  it  includes  many  assumptions  for 
parameters  that  are  in  reality  uncertain  and  in  some  cases  evolving  rapidly. 
Parameters  of  most  concern  are  the  future  cost,  performance  and  availability  of 
different  technology  options.  These  limitations  are  only  partially  addressed  by 
sensitivity analyses. 
A second significant limitation is that ESM only takes account of cost as the major 
determining factor in technology and fuel uptake. Therefore, it cannot capture the 
behaviour of so-called “fast adopters” who take up new technology before it has 
reached a competitive price point. For example, most consumers of hybrid electric 
vehicles  and  solar  PV  systems  today  could  be  considered  “fast  adopters”.  Their 
purchase cannot be justified on economic grounds since the additional cost of these 
options is not offset by savings in any reasonable period of time (relative to the cost 
of borrowing). Nevertheless, these options are purchased and such purchasers may 18 
 
be motivated by a variety of factors including a strong interest in new technology, 
the  desire  to  reduce  emissions  or  status.  As  a  result  of  this  limitation,  ESM’s 
projections of the initial technology uptake for new technologies could be considered 
conservative. 
However, another factor which ESM overlooks is community acceptance and this 
limitation might lead ESM to overestimate the rate of uptake of some fuels and 
technologies.  For  example,  greater  use  of  gaseous  fuels  such  as  LPG  and  the 
introduction of electricity as a transport fuel might be resisted by the Australian 
community which has predominantly used liquid fuels for transport over the past 
century. By design, ESM only considers whether the choice is economically viable. 
In considering the prospects for DE, a key policy uncertainty is the future value of 
the carbon permit price. The carbon permit price will be determined by the emission 
target  and  the  cost  of  abatement  throughout  the  economy  and  internationally  if 
trading between countries comes into place. To account for the state of the debate of 
this issue within Australia, we examined four emission reduction scenarios for the 
Australian economy which cover the broad range of approaches being publically 
discussed: 
CPRS-5: A carbon pollution reduction scheme is adopted, commencing in 2010, 
with an emissions allocation that leads to a reduction in emissions of 5 per cent on 
2000 levels by 2020 and 60 per cent below 2000 levels by 2050. 
CPRS-15: A carbon pollution reduction scheme is adopted, commencing in 2010, 
with an emissions allocation that leads to a reduction in emissions of 15 per cent on 
2000 levels by 2020 and 60 per cent below 2000 levels by 2050. 19 
 
Garnaut- 550ppm: An Australian emission trading scheme is adopted, commencing 
in 2013, with an emissions allocation that leads to a reduction in emissions of 10 per 
cent  on  2000  levels  by  2020  and  80  per  cent  below  2000  levels  by  2050  for 
stabilisation at 550 ppm. 
Garnaut -450ppm: An Australian emission trading scheme is adopted, commencing 
in 2013, with an emissions allocation that leads to a reduction in emissions of 25 per 
cent  on  2000  levels  by  2020  and  90  per  cent  below  2000  levels  by  2050  for 
stabilisation at 450 ppm.  
Within the modeling framework, the four scenarios are implemented by imposing the 
carbon  price  paths  as  estimated  in  Garnaut  Climate  Change  Review  (2008)  and 
Treasury (2008). Figure 2 shows the carbon price paths for the four scenarios.  
Insert Figure 2 
The expanded Renewable Energy Target (RET) is also an important policy change 
which  supports  the  deployment  of  solar  energy  technology  and  other  renewable 
electricity  generation  technologies.  It  requires  that  electricity  retailers  purchase 
enough renewable energy certificates (RECs) so that an additional 45,000 GWh of 
renewable electricity is generated by 2020. If all of this power were generated by 
renewables with a capacity factor of 0.27, then this implies that 19 GW of renewable 
electricity generation capacity must be deployed by 2020. If some of the electricity 
comes from higher capacity factor plant such as hot fractured rocks and biomass 
(with capacity factors of around 0.8), the capacity required is significantly reduced. 
However, hot fractured rocks remain unproven at this stage and limited biomass 
resources constrain the amount of electricity available from this technology. 
Part B: Spot market modeling 20 
 
In  this  section  the  impacts  of  DG  on  the  Australian  National  Electricity  Market 
(NEM) and an IEEE test case are considered. The NEM was modeled with PLEXOS 
(http://www.plexossolutions.com), a commercial spot market model, while impacts 
of  passive  DG  on  the  IEEE  test  case  were  considered  with  custom  software 
developed by Alie (2012).  
i)  PLEXOS 
The effects of DG were considered for the Australian NEM by performing economic 
modeling  with  a  high  temporal  resolution  economic  model  PLEXOS;  a 
commercially  available  optimization  theory  based  electricity  market  simulation 
platform. At its core is the implementation of rigorous operation algorithms and tools 
such as Linear Programming (LP) and Mixed Integer Programming (MIP). PLEXOS 
takes advantage of these tools in combination with an extensive input database of 
regional  demand  forecasts,  inter-regional  transmission  constraints  and  generating 
plant technical data to produce price, generator and demand forecasts by applying 
the  SPD  (scheduling,  pricing  and  dispatch)  engine  similar  to  that  used  by  the 
Australian Energy Market Operator (AEMO) to operate the NEM (known as the 
NEMDE). 
The  solution  of  Optimal  Power  Flow  (OPF)  is  one  of  the  core  functions  of  the 
PLEXOS  simulation  engine.  The  OPF  utilises  a  linear  version  of  the  DC 
approximation of the optimal power flow problem to model transmission congestion 
and marginal losses. Therefore locational marginal prices (LMP) reflect transmission 
marginal loss factors as well as congestion. It does not perform any pre-computation 
or impose restrictions on how dynamic the network data can be, thus it can model 
transmission augmentations and transmission outages dynamically. 21 
 
Modeling the central dispatch and pricing for each of the NEM’s regional reference 
nodes (RRN), is achieved by determining the generators which need to be included 
for  each  five-minute  dispatch  interval  in  order  to  satisfy  forecasted  demand.  To 
adequately  supply  consumer  demand,  PLEXOS  examines  which  generators  are 
currently online or are capable of being turned on to generate for the market at that 
interval. This centralized dispatch process uses the LP dispatch algorithm SPD to 
determine the generators in the dispatch set in the given trading interval, taking into 
account  the  yearly  average  physical  transmission  network  losses  and  constraints 
provided to AEMO by the relevant transmission and distribution companies. 
Each day consists of 48 half-hour trading periods, and market scheduled generation 
assets  have  the  option  to  make  an  offer  to  supply  a  given  quantity  (MW)  of 
electricity at a specific price ($/MWh) across 10 bid bands used in the NEM. For 
each band, the bid price-quantity pairs are then included into the RRN bid stack.  
Following the assembly of the generator bid pairs for each band, the LP algorithm 
begins with the least cost generator and stacks the generators in increasing order of 
their offer pairs at the RRN, taking into account the transmission losses. The LP 
algorithm then dispatches generators successively, from the least cost to the highest 
cost until it dispatches sufficient generation to supply the forecasted demand with 
respect to the inter-regional losses. The price that PLEXOS dispatches the marginal 
generating unit to the market determines the marginal price of electricity at the RRN 
for that given trading period. The algorithm executes this process for all six five-
minute intervals in the half hourly trading period, and then averages these prices to 
determine the spot price of electricity for the period. It should be noted that this 
dispatch process has the following important properties: 22 
 
•  The dispatch algorithm calculates separate dispatch and markets prices for 
each RRN in the NEM 
•  The prices that determine the merit order of dispatch are the generator offer 
pairs which are adjusted with respect to relevant marginal loss factors due to 
notional trading occurring at each RRN 
•  The market clearing price is the marginal price, not the average price, of all 
dispatched generation 
•  Price differences across regions are calculated using inter-regional loss factor 
equations as outlined by NEMMCO’s SOO 2008 (NEMMCO, 2008).  
•  PLEXOS can produce market forecasts, by taking advantage of one of the 
following three generator bidding behavioural models: 
o  Short Run Marginal Cost Recovery (SRMC, also known as economic 
dispatch) 
o  User defined market bids for every plant in the system 
o  Long Run Marginal Cost Recovery (LRMC). 
Three key years from the ESM modeling were chosen to investigate the effects of 
DG on the NEM. The periods were chosen to provide a range across the future and 
to ensure that large changes predicted by ESM were accounted for. The three years 
selected were 2020, 2030 and 2050. Five case studies were designed to investigate 
the effects of DG as shown below. These cases provide a base case with current 
market  conditions,  two  future  policy  settings  which  assume  a  carbon  policy 
reduction framework and no additional installation of DG and two cases with the 
carbon reduction pathways which include additional DG technology.  23 
 
Business-As-Usual (BAU) case with no carbon trading (Scenario 1): in which 
carbon pricing is not implemented. Load growth is met by significant investment in 
large  centralized  generation  assets  such  as  base  load  coal,  combined  cycle  gas 
turbines (CCGT), solar thermal, geothermal (hot fractured rocks) and wind turbines 
CPRS-15% no DG (Scenario 2): The CPRS is introduced in combination with the 
renewable energy target to reach an overall reduction of emissions by 15% below 
2000  levels. The price of emissions  permits  reaches approximately  $50 t/CO2  in 
2020. Demand growth is reduced compared to the reference case given the increase 
in  energy  costs  following  the  implementation  of  the  CPRS.  Increased  renewable 
generation  asset  deployment  is  observed  in  this  scenario  compared  to  the  BAU 
reference case  
Garnaut-450ppm no DG (Scenario 3): The introduction of the CPRS with a deeper 
emissions  abatement  pathway  is  implemented  to  achieve  an  overall  reduction  of 
emissions of 25% below 2000 levels. The emissions permit price reaches around $61 
t/CO2 in 2020 which will place more pressure to achieve further energy efficiency 
and lower emissions technology deployment across the NEM  
CPRS-15%  with  DG  (Scenario  4):  Following  the  introduction  of  the  CPRS, 
emissions permit prices stimulate the deployment of small scale DG technologies. 
The roll out of small scale decentralized generation will allow for additional cuts in 
emissions than the corresponding CPRS -15% case study 
Garnaut-450ppm with DG (Scenario 5): With the implementation of deeper cuts 
to emissions following the introduction of a 25% target via the CPRS, higher permit 
prices stimulate a variety of alternative DG options for deployment across the NEM. 24 
 
Furthermore, increased pressure from permit prices reduces demand, resulting in a 
decreased reliance over time on centralized higher emitting generation types.  
The modeling presented required a range of assumptions regarding the composition 
of the NEM to portray the roll out of DG throughout the grid. Key assumptions 
which have been implemented include: 
•  Electricity demand forecasts 
•  Thermal plant fuel prices 
•  Distributed Generator technology specifications 
•  Policy options with respect to greenhouse gas abatement pathways 
•  Existing and committed generating assets in all states are distributed across 
their  respective  portfolios  as  outlined  in  the  2008  NEMMCO  SOO 
(NEMMCO, 2008)  
•  New installed centralized generation capacity output by ESM is attributed to 
new generic companies for each region. 
Details for each assumption are provided in detail in CSIRO (2009). 
 
ii)  IEEE test case 
To  better  understand  the  potential  impacts  of  DG  on  transmission  systems  we 
employed custom software to investigate the changes from adding passive DG units 
into an IEEE test grid. The grid used was the IEEE ‘1-area’ Reliability Test System 
(RTS) ’96. The custom software solves economic dispatch solving for the full AC 
power flow equations rather than a DC approximation used by most commercial 25 
 
models  such  as  PLEXOS.  This  model  was  used  to  examine  transmission  losses, 
market price of electricity, capacity utilisation and energy benefit. The computational 
limitations  of  the  full  AC  power  flow  model  limited  this  initial  study  to  the 
simulation of market operations over a one week period. 
The  model  developed  by  Alie  (2012)  mimics  the  mechanics  of  a  deregulated 
electricity system where the utility function for each unit is discretized in a step-
wise, linear  fashion where each ‘step’ represents an  offer to produce a block of 
power. The offers from all units are aggregated in order of increasing price and this 
forms the composite supply curve for the electricity system.  
Other factors informing the selection of offers include constraints related to security, 
reliability, and the physical realities of the equipment involved in generating and 
transmitting power. These factors include the net real and reactive power injected at 
each bus within the system; the real and reactive power flows at each bus; plant ramp 
rates; minimum up and down times of each plant; energy balance on generators with 
storage and reserve power.  
The model is solved in three discrete stages. 26 
 
Pre-dispatch:  The  economic  dispatch  of  generation  units  is  performed  for  the 
dispatch horizon. During this phase, the economic dispatch model is solved for a 
time interval that is at least as long as a dispatch day. Here, an approximate power 
flow model is used. The solution of the economic dispatch provides the generation 
schedule for those units that are energy-constrained (e.g., hydro-electric units with 
reservoirs). 
Real-time operation: For each period of the dispatch day, economic dispatch of 
generation units is re-calculated but, this time, using an exact power flow model. 
Conceptually, this represents the real-time operation of the electricity system. 
Market settlement: For each period of the dispatch day, the market settlement is 
performed. During this phase, the market price for electricity is determined. The 
general procedure is to re-solve the economic dispatch problem with the following 
modifications: 
•  Power flow is ignored. Effectively, the sources and sinks are modelled as 
being connected to the same bus 
•  Offers from units that were not dispatched in the period are removed from set 
of available units. 
The price of electricity in this period is then the price of the most expensive offer 
accepted. 
Three cases where considered in this initial study. In the first case, various amounts 
of  passive  DG  were  installed  on  the  Alder  bus  (see  Grigg  et  al.,  1999  for  grid 
description). Generation capacities of 10, 20, 40, 50, 80 and 100 MW were used. In 
the second case, passive DG was added to the Arne bus with generation capacities of 
20, 30, 40, 50 and 60 MW. In the final case, passive DG was added to all demand 27 
 
buses in the system. The overall generation capacity was defined as 5, 10, 15 and 20 
% of peak system demand at each bus. In all cases the units were considered to run 
100% of the time at the specified generation level. 
Results and discussion: 
Part A: Partial equilibrium modeling 
i)  Generation profiles 
In Figures 3 and 4 the predicted optimal national technology mix under CPRS-5 and 
Garnaut-450 are displayed. Both figures clearly indicate a significant and growing 
potential for DG. Both cases show a similar degree of DG use at the end of the 
modeling period with CPRS-5 showing around 80 TWh of generation while there is 
around 73 TWh in the Garnaut-450 scenario. For CPRS-5 the uptake of DG appears 
to be stifled by black and brown coal sequestration while large centralized gas plant 
with sequestration becomes a more favorable option in the more stringent reduction 
pathway  of  Garnaut-450  as  time approaches  2050.  Demand  is  supplied  by  large 
centralized plant due to restrictions on the uptake of DG which is explored later in a 
discussion of sensitivity factors.  
Insert Figure 3 
Insert Figure 4 
In Figures 5 and 6 the breakdown of DG technologies are explored for CPRS-5 and 
Garnaut-450 scenarios. When comparing the two charts it is apparent that more DG 
is predicted for the lower carbon price and that gas based technologies play a greater 
role in this case. By contrast when the economy is faced with a higher carbon price, 28 
 
the relative proportion of DG from solar increases although the total amount of DG 
decreases as large centralized low emission plays a more dominant role. 
Insert Figure 5 
Insert Figure 6 
 
ii)  Greenhouse gas emissions 
As demonstrated in Graham (2009), the greenhouse gas abatement attributable to 
alternative technologies is not only dependent on the assumptions contained in the 
emission reduction scenarios but also on the reference case or  business  as usual 
scenario. For example, the inclusion  of the expanded RET in the  BAU scenario 
limited the abatement attributed to large scale renewables up to 2030. Similarly, our 
inclusion of DG technologies as generation options in the BAU reduces their share 
of abatement. This may underestimate DG as a mitigation option when compared to 
a BAU that does not include DG.  
To illustrate this difference, Table 1 shows the greenhouse gas abatement in Mt/y 
resulting from DG under a BAU that includes DG and a BAU that does not. 
Insert Table 1 
In proportional terms, Table 1 shows that the differential is greatest in 2020 with DG 
abatement increasing four to five fold. In absolute terms, the differential is greatest 
in 2050 where DG contributes around 60 Mt of abatement compared to around 40 Mt 
when DG is included in the BAU scenario. This reflects the deployment of natural 
gas-fired co- and trigeneration technologies over the projection period. 29 
 
iii)  Retail electricity prices 
In Figures 7 and 8 the effective end-user cost of electricity (in real 2006 dollars) 
predicted by ESM for residential and rural end use customers are displayed. The 
charts  clearly  indicate  that  the  stronger  carbon  prices  result  in  higher  prices  for 
customers in early years but tend to equal out in later years when the stationary 
energy sector is essentially decarbonised. Higher prices for rural end-users reflect 
premiums to cover higher costs of transmission and distribution of electricity via the 
grid. A striking feature of Figure 8 however is that from around 2030 onward, rural 
customers face declining costs under the carbon price scenarios. This reflects the 
significant deployment of DG in this sector reducing the unit cost of electricity used 
by rural customers. In all cases the cost to end-users associated with all scenarios is 
higher  than  those  predicted  for  the  BAU  case.  The  results  of  this  modeling 
framework however are unable to capture infrequent price spikes which occur on 
short time frames which can significantly impact on average prices. The following 
section of the report details modeling of this effect via a high resolution spot market 
model. 
Insert Figure 7 
Insert Figure 8 
The results of the ESM modeling clearly indicate a potential and significant role for 
DG in the Australian market although taking into account the limitations above, the 
technology and fuel uptake projections need to be interpreted with caution. In reality, 
consumers will consider a variety of factors in fuel and vehicle purchasing decisions. 
However, the projections presented in this paper, are nonetheless instructive in that 
they indicate the point at which the various abatement options should become widely 30 
 
attractive to all consumers. The projections indicate that an increasing diversity of 
options  are  likely  to  become  attractive  compared  to  the  present  day  fuel  and 
technology mix. 
 
Part B1: Spot market modeling - PLEXOS 
i)  Emission intensity 
As noted above, PLEXOS was used to examine the potential effects of DG in the 
NEM  through  higher  temporal  resolution  modeling  in  the  years  2020,  2030  and 
2050.  Table  2  shows  that  the  Emissions  Intensity  Factor  (EIF;  t-CO2/MWh)  of 
delivered energy throughout the NEM is significantly reduced across all three years, 
and under both emissions reduction scenarios, when DG has been considered. The 
EIF was chosen as the benchmark for analysis to better reflect emissions behaviour 
given the different rates of load growth across all scenarios. Table 2 features the 
EIF’s of delivered energy across the NEM and shows significant structural change 
with respect to the emissions profile, demonstrating that DG could have a significant 
impact on curtailing CO2 emissions. 
Insert Table 2  
ii)  Electricity Prices 
With the introduction of the CPRS, wholesale electricity prices are set to increase to 
meet the marginal cost increase imposed by a carbon price. Consequently, modeling 
results indicate that the marginal increase in electricity prices will vary depending on 
the price setting generation unit. While there is a significant increase in electricity 31 
 
prices for Scenario 2 (compared to the reference case), it should be noted that there is 
a significant shift in installed generating assets.  
For example the installed capacity of low-cost coal-fired generation in the reference 
case will ensure that energy prices remain relatively low especially with brown coal 
generators having a LRMC of less than $30/MWh. Conversely the increased cost of 
the  generation  types  such as Combined  Cycle Gas  Turbines  (CCGT) contributes 
greatly to the observed average price. Furthermore, the difference in prices between 
Scenario 2 and 3 (see Table 3), are due to the lower demand and generation mix 
changes  due  to  the  higher  carbon  price  observed  for  a  25%  carbon  abatement 
pathway.  
The modeling indicates that the role out of DG can have a significant impact on the 
average  spot  price  of  electricity  throughout  the  NEM.  The  drop  in  average  spot 
prices for  each  of  the DG  scenarios  indicates that  investment in  lower  emission 
technology stimulated by the CPRS may lower the delivered energy cost across the 
NEM. Cheaper prices for the BAU in 2020 reflect low gas prices, unchanged coal 
prices and to an extent perfect entry timing. In later years the favorable ramp rates of 
DG and their bidding response based on connection for network support results in 
reduced prices for Scenarios 4 and 5. 
Insert Table 3 
iii)  Effects on spot price volatility 
The modeling indicates that another benefit of the roll out of DG is lower volatility 
of observed prices on the wholesale market (see Table 4). Lower volatility of spot 
price  behaviour  also  provides  significant  benefits  from  a  risk  management 32 
 
perspective and reduces the cost of serving the retail consumer base. Valuing the 
premium on a $100/MWh base cap product (see CSIRO (2009) for explanation of 
the cap product), is a simple method of measuring market participant’s exposure to 
high and volatile prices.  
Insert Table 4 
With the deployment of DG, there is a decrease in the incidence of prices above 
$100 throughout each simulated year. In the NEM, the frequency and severity of 
high prices has been observed on the market in previous years which has resulted in 
adverse consequences for the viability of retailers to recover the price of wholesale 
electricity from their customers. Lower spot market price volatility should result in 
lower tariff price increases over the planning horizon and the deferral of investment 
in expensive higher emitting peaking generator plant. 
The wholesale  prices displayed in Table 3 provide an interesting contrast to  the 
effective end-user cost of electricity that is estimated by the long term investment 
model  ESM.  In  the  long  term  model,  the  effect  of  short  term  fluctuations  on 
wholesale  prices  is  not  captured  and  modeling  here  indicates  that  it  can  have  a 
dramatic effect on average prices. Whereas the ESM modeling shows that the lowest 
end-user cost occurs in the BAU case, this modeling indicates that in later years the 
addition of DG can reduce volatility (see Table 4) and bring down average wholesale 
prices. While examining the impacts of DG with both models provides insights into 
the potential economic impacts of DG installations, further work is required and is 
being carried out to better couple long term investment models such as ESM with 
models such  as  PLEXOS  which  are  more  able to  realize  the  impacts  of  DG  on 
economics associated with energy spot markets.  33 
 
 
Part B1: Spot market modeling – IEEE Reliability Test System 
It is worth noting here that we are using a test grid to estimate the impacts of DG on 
transmission  lines.  The  Institute  of  Electronics  and  Electrical  Engineers  (IEEE) 
Reliability  Test  System  (RTS  ’96)  test  case  (Grigg  et.  al.,  1999)  incorporates  a 
number of generator and fuel combinations not used within Australia. The purpose 
of  this  analysis  however  was  to  examine  the  impacts  of  DG  on  dispatch  and 
transmission power flows and as such the type of modeling approach is considered 
more important than the types of generators and fuels being used. It should also be 
noted that the DG units were considered to be passive market participants and as 
such their marginal cost of generation was assumed to be zero and their reactive 
power contribution was ignored. 
Modeling of the IEEE test case with custom software able to solve the full AC power 
flow equations found that adding even small amounts of DG can have a significant 
impact on the economics and power flow of the test electricity system. Consider the 
effect of modeling a small amount of DG (20 MWe   or around 0.6% of total system 
capacity and 17% of maximum demand at the bus) installed at one location (Alder). 
Alder was selected as a site for DG for several reasons including that it is one of five 
buses that at some times is a net exporter and at other times is a net importer, and 
that the link between Alder and Alger is the only place in the IEEE RTS ’96 where, 
for the time period considered, electricity transmission exceeds the line’s continuous 
rating. 
While the impact is slight in terms of the average electricity price – a reduction of 
0.8% is estimated – this small addition of DG has a large impact on the net energy 34 
 
benefit (i.e., difference between a unit’s energy benefit and its generation costs). 
Figure 9.provides a chart of the relative change in net energy benefit of existing 
generating units and shows units experiencing reductions of as much as 35% and 
increases as great as 60%. And, while adding only 20 MWe of DG did not cause 
much of a reduction in electricity prices, further reductions in average electricity 
price are observed as more DG is installed. Figure 10 provides a chart of the average 
hourly prices during the week examined with 120 MWe of DG installed at Alder. 
Note that the frequency of price spikes is reduced and, overall, the average electricity 
price is now 7% less than in the base case. This example highlights some important 
generalised findings of the IEEE study which is that:  
•  The effects of adding DG aren’t limited to the bus at which the capacity is 
installed. They are felt by pre-existing generation units both near and far and, 
from the generators’ perspectives, can be positive or negative 
•  The effects of adding DG may depend more upon where the DG is added 
than on how much 
•  The effects of adding DG depend quite heavily upon specific characteristics 
of the target electricity system (e.g., disposition of sources and sinks relative 
to  one  another,  types  of  generation  units  in  the  system  and  electricity 
demand). 
 
Insert Figure 9 
Insert Figure 10 
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A major reason for examining the impact of DG with the custom AC power flow 
model was to consider the impacts of DG on system wide changes on power flow 
and associated characteristics such as system wide losses. A common assertion is 
that installing DG at a location can be of environmental benefit by reducing losses 
from the point of generation to  the  point  of consumption. While this is true for 
energy use at the location itself, it ignores the potential changes that may occur on a 
system wide basis. In Figure 11 a change in the system wide losses is displayed in 
percentage  terms. Adding  DG capacity at Alder is seen to  increase system wide 
transmission losses for all weekdays modelled and for weekends for DG installations 
of up to 80MW at this bus. This finding is not particular to DG installed at Alder. 
Figure 12 shows the results for varying amounts of DG capacity installed at Arne. In 
every scenario, adding DG at this bus increases the transmission losses observed for 
the week of interest.  
These results show that system wide losses can alter as a result of changes to the 
merit order of dispatch as the system is optimized for a least cost (i.e. economically 
efficient) solution. Essentially the increased losses occur as a result of differences in 
conductor properties of individual lines used to transport the electricity and the total 
travel  path  of  energy  through  the  entire  system.  Changes  to  the  merit  order  of 
dispatch in this IEEE test grid mean that the path taken is longer and the losses are 
therefore proportionally higher. While there is a cost associated with the increased 
system losses, it is more than compensated by the change in energy production price 
in the entire system. This simply shows that the system is designed to minimize price 
not  transmission  loss.  This  method  is  in  keeping  with  the  manner  in  which  the 
Australian  NEM  is  operated,  but  may  not  reflect  likely  outcomes  for  the  NEM. 
Overall, the results indicate that the outcome of changes to the system can be a 36 
 
function of the type of DG installed, how much DG is installed and at the location it 
is installed. 
Insert Figure 11 
Insert Figure 12 
Conclusion: 
This paper presents results from three modeling frameworks focused primarily on 
the potential impact of that DG may have in terms of economic and greenhouse gas 
savings in the Australian energy sector. The modeling indicates that a future energy 
system which incorporates wide spread DG has the potential to provide significant 
economic and environmental benefits to society. 
The  modeling  shows  the  primary  savings  occur  through  long  term  reduction  in 
expenditure  on  large  scale  centralized  plant  and  associated  transmission 
infrastructure. Detailed modeling of the energy market also suggests that DG can 
lead  to  significantly  lower  and  less  volatile  wholesale  prices  through  better 
management  of  demand  supply  imbalance.  Further  work  is  required  to  better 
establish the linkage and hence robustness of modeling of the long term economic 
outcomes with those found from detailed modeling of the spot market. 
While  the  modeling  shows  that  DG  can  lead  to  significant  economic  savings, 
outcomes  of  a  full  AC  power  flow  model  suggest  that  system  wide  losses  can 
increase due to changes in power flows throughout the entire system. While this is a 
natural  consequence  of  solving  for  the  most  economic  solution  to  dispatching 
energy,  alternative  techniques  may  be  required  if  accounting  for  losses  becomes 
important in the future. In this case potential savings in greenhouse gas emissions for 37 
 
instance from reduced losses within the system will need to be balanced against the 
significant savings that can occur from increased uptake of DG.   
One area  of  potentially  significant  economic  effect  not  presented  here  is  from 
increased  DE  uptake  and  its  impact  on  expenditure  on  distribution  networks. 
Depending on the type and quantity of the technology being installed, it is possible 
that  network  augmentation  can  be  deferred  by  reducing  peak  loads  which  are 
responsible for much of the capital expenditure. Typically the need to cater for this 
peak  demand  occurs  on  a  small  number  of  occasions  per  year  and  reducing  its 
magnitude  through  local  supply  and/or  reduced  demand  may  provide  significant 
savings. It is also possible that large amounts of DG may lead to two way flows, 
fluctuating voltage profiles and alterations to fault current levels that may require 
increased spending to mitigate potential issues this may cause. Understanding the 
magnitude of these effects and potential control methodologies is worthy of further 
research. Translating these effects into an economic framework is part of ongoing 
research at CSIRO which takes into account the technical challenges of determining 
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Figure 1: Worldwide Distributed Generation installations (WADE, 2006) 

































































































































































































































































































































































 Figure 2: CO2e permit prices assumed in the ESM modelling 





















Figure 3: National electricity generation under CPRS-5, 2006-2050 






























Figure 4: National electricity generation under Garnaut-450ppm, 2006-2050 






























Figure 5: Distributed generation by technology under CPRS-5, 2006-2050 























Gas CHP/CCHP  Commercial





Figure 6: Distributed generation under Garnaut-450ppm, 2006-2050 
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Figure 7: National average cost of electricity, Residential end-users, 2006-2050 




























































































































































































Figure 11: Relative change in transmission losses for varying amounts of DG 

















































Figure12: Relative change in transmission losses for varying amounts of DG 
installed at Arne 
 















































Table 1: Greenhouse gas abatement attributed to DG under alternative BAU 
scenarios (Mt) 
  2020  2030  2040  2050 
BAU incl. DG         
CPRS-5  3.6  23.4  35.1  41.0 
CPRS-15  3.9  24.0  33.4  40.6 
Garnaut-
550ppm 
3.9  23.4  35.1  41.2 
Garnaut-
450ppm 
4.1  23.6  32.7  40.4 
         
BAU excl. 
DG 
       
CPRS-5  17.0  38.8  53.3  61.3 
CPRS-15  17.4  39.3  51.1  59.6 
Garnaut-
550ppm 
17.2  38.9  53.3  61.6 
Garnaut-
450ppm 
17.6  38.8  49.3  58.1 
 













2020  0.878  0.944  0.791  0.776  0.795 
2030  0.932  0.429  0.500  0.390  0.433 
2050  0.970  0.140  0.310  0.110  0.210 
 












2020  $26.92   $104.72   $68.68   $47.21   $37.94  
2030  $36.66   $55.87   $54.97   $35.46   $32.40  
2050  $110.74  $110.10  $203.17   $38.67  $52.20  
 















2020  $25.75   $64.19   $68.00   $39.18   $26.77  
2030  $24.69  $52.04  $54.96  $35.40  $32.38 
2050  $44.79  $30.70  $53.56  $29.36  $40.09 59 
 
 