The continual rapid growth in digital content acquisition and visualization makes it increasingly challenging to find, organize, and access visual information. Typically, image classification and retrieval systems tend to rely only on the lowlevel visual structure within images. Image classification methods usually perform based upon a vector space model. This paper presents a framework to restructure the vector space model of visual words with respect to a structural ontology model in order to resolve visual synonym and polysemy problems. The experimental results show that our method can disambiguate visual word senses effectively and can significantly improve classification, interpretation and retrieval performance for the athletics images.
Introduction
Image retrieval aims at aiding users to find desired images more easily, speedily and efficiently. However, human users usefully retrieve images at higher levels of semantics but this is still far from being achieved in practice. Content-based Image Retrieval (CBIR), has progressed over many decades. Typically, CBIR is based on two types of visual features: global and local features [1] . Global feature based algorithms aim at recognizing concepts in visual content as a whole. The main drawback is that they are often not directly related to any high-level semantics. Local features are an alternative choice and have several advantages over global features. Local feature algorithms focus mainly on keypoints, the salient image patches that contain the rich local information in an image. The Scale Invariant Feature Transform (SIFT) [2] is a promising low-level visual descriptor, which is invariant to scaling, translation, and rotation, and as well as partially invariant to illumination changes and affine projections. SIFT has also been used as the basis of a Bag of Visual Words (BVW) model. The BVW model is proposed as a promising method for visual content classification [3] , annotation [4] , and retrieval [5] . However, the BVW model usually describes visual data at a non-semantic level. In contrast, humans often understand physical things more easily if they are represented semantically, i.e. the content of an image is represented in terms of relationships between concepts or instances as in an ontology model. Hence, an ontology-based model is deployed in this paper in order to bridge between low-level visual features and high-level semantic concepts and to support reasoning about data in order to promote semantic retrieval. A framework to generate a new representation model which preserves semantic information throughout the BVW construction process that can resolve the ambiguity of the generated visual words is proposed.
In comparison to words in text documents, multiple text concepts may share similar features, use synonyms, or one word may have several meanings (polysemy). Therefore, image retrieval systems should be able to handle these ambiguities properly in order to achieve high image interpretation accuracy. The remainder of this paper is organized as follows. Section 2 presents a survey of 'state-of-the-art' frameworks and their limitations. Section 3 describes our proposed technique. Section 4 discusses our experimental results. Finally, section 5 summarizes our key contributions, discusses limitations, and further work.
State of the art
Visual heterogeneity is one of the greatest challenges when categorization and retrieval relies solely on visual appearance. For example, different visual appearances might be semantically similar at a higher semantic conceptualization. One of the challenges for the BVW method is to discover a relevant group of visual words which have semantic similarity. Recently, a number of efforts have been reported including, among others, the use of the probability distributions of visual word classes [5] which is based upon the hypothesis that semantically similar visual content will share a similar class probability distribution. Yuan et al. [6] overcome this problem by proposing a pattern summarization technique that clusters the correlated visual phrases into phrase classes. Any phrases in the same class are considered as synonym phrases. To solve visual heterogeneity problem, a hierarchical model has been exploited by Jiang et al. [7] to tackle the issue using a novel technique called a soft-weighting scheme. A hierarchical model is constructed using an Agglomerate clustering algorithm to capture the "is-a" relationship of visual words. However, the model of Jiang [7] is not practical in real situations because the hierarchical model is only a binary tree model and has no multiple-parent relationships. However, using a hierarchical model to index image features can dramatically improve retrieval performance of the image retrieval system. Thus, a more effective model, to disambiguate visual word senses and to represent the semantics of visual content, is a hierarchical ontology model. Nevertheless, existing hierarchical clustering algorithms, e.g. the Agglomerate clustering algorithm, is often impractical to capture semantic relationships between concepts of visual information as theydo not represent the semantics of visual content efficiently.Typically, the object detection/ recognition task using low-level features still have some limitations. Several researchers have tried to restructure visual words as a hierarchical model in order to disambiguate word senses more explicitly and effectively. Several methods convert an unstructured visual words vector space model into a hierarchical structure model using well-known clustering algorithms, e.g. the Agglomerate clustering algorithm [7] , Hierarchical Spatial Markov model [8] and the Hierarchical Latent Dirichlet Allocation algorithm [9] . Nevertheless, the hierarchical models generated from these algorithms have some drawbacks. Firstly, they are a binary hierarchical model which is not always efficient in representing visual content data. In practice, types of relationships among concepts are more diverse. Secondly, the generated hierarchical model is such that there are an equivalent number of child nodes in every parent node but this is not always the case. Thirdly, multiple-relationships between a parent and child node do not exist which means that a child node cannot have more than one parent with similar or with different relationships. To this end, this paper proposes a framework to generate a new representation model which addresses the mentioned limitation.
Proposed framework
Rather than combining multiple visual words to disambiguate word senses, the visual word vector space model is transformed into a structural ontology model in order to resolve the limitation (as described in section 2). In addition, the proposed method can enhance the annotation, interpretation and retrieval performance of the system. Since the ontology model is usually domain specific e.g. natural scene or sports, the structure of concepts and relationships among concepts for each application differs for each knowledge domain. Furthermore, it is impossible to exploit standard clustering algorithms or expect human beings to generate a general ontology model for every application. Therefore, a predesigned ontology model for the sports domain is needed to enable the system to retrieve information semantically and precisely. Typically in text documents, word sense disambiguation can be performed using external knowledge e.g. WordNet [10] . However, WordNet cannot be used in this way because visual words do not provide any linguistic information. Therefore, an alternative method is to use mathematic calculations. In the training phase, the semantic concept of each individual object is defined.
Each concept will be used to disambiguate the informative visual words and to assign the concept(s) for each visual word under the pre-designed ontology model. To transform visual words from the vector space model to an ontology model, the algorithm is shown in Figure 1 which enhances the method of Wu [4] and described as following. First, the visual objects of interest are manually separated from the background in order to reduce noise. Second, the objects in the visual content are the extracted keypoints with respect to the local appearance of those objects. These keypoints are considered relevant, because they are from the same object. Third, the keypoints of objects will be further processed to generate visual words. The links between the visual words and high level semantics for an object category can be obtained [8] . This serves to connect low level features to high level semantic objects. It is noted that when performed manually, such object separation is not an efficient method for a largescale multimedia system. However, this method is applied for training only in order to allow the system to learn the proper sets of visual words. In the testing phase, images are processed automatically applying the processes shown in Figure 1 . In each object category, all the related objects are clustered using the x-mean algorithm to generate visual words. As a consequence, a set of visual words and { } [8] of the key objectThe range of a concept i is the maximum distance of avisual word's centroid to the concept's centroid andcan be calculated using the following formula:
(1) The concept range is useful for the visual word sensedisambiguation and image classification. If a visual word isinside the range of any concept, the concept is assigned to thevisual word; otherwise the visual word does not respond toany concept and is discarded. This method allows the visualword to be assigned to multiple concepts since the range ofconcepts may overlap each other. Hence, this method is morepractical than the existing systems [7] , [8] which cannotrepresent multiple-parent relationships. Multiple assignmentsof visual words using a range of concepts can handlepolysemy problem more effectively. Since the concepts in anontology model are generated from different visualappearances of different parts of an object in the trainingphase, the visual diversity of objects leads to the semantics ofvisual content being represented using different visual words.Consequently, the range of concepts is invariant to the visualheterogeneity of an object. The mechanism proposed here issimilar to a soft-assignment technique. Nonetheless, theproposed technique does not assign visual words fractionally.In other words, it does not calculate the degrees ofmembership of a visual word to each cluster because theframework does not use this information. Instead, theproposed mechanism checks whether a visual word belongs toa concept. A visual word can be a member of multipleconcepts with a similar degree. This mechanism allows theframework to handle the polysemy or visual heterogeneityproblem (as described in section 2) effectively. Furthermore,this model can be used to annotate and interpret visual contentat a higher level conceptualization. If the frequency of relatedvisual words, ( ) i f v in each object (concept in the ontologymodel) is higher than a threshold (chosen experimentally), thevisual content will be annotated with that concept label.However, direct use of ( ) i f v may be unfair to every visualcontent in the collection due to their different scales. Hence,we need to normalize
f v in order to compensate fordiscrepancies in the frequency of the visual words. Equation (2) shows the normalization formula,
In this paper, the ontology model is represented in the RDF(Resource Description Framework) format. RDF is selected asthe knowledge representation rather than RDFS (ResourceDescription Framework Schema) or OWL (Web OntologyLanguage) because of several reasons e.g. cardinality,transitivity, and inverse constraints, which are available inOWL, but have not been exploited by the presented system;RDF is much simpler to parse and query reducing thecomputation complexity. To interpret the high-level semanticsof visual content, the simplest way is using the detected objectinformation. Nevertheless, there are some uncertainties inimage interpretation. Basically, there are three main causes ofuncertainty for visual content interpretation [12] . First,uncertainty can arise from using an incomplete image as aninput. The image may not contain enough information to makean interpretation. Second, uncertainty may be caused by theambiguity of an object e.g. an object can belong to severalsport types. Finally, the uncertainty can occur from objectrecognition errors because an object recognition algorithmmight not be able to detect some key objects in an image dueto noise or the quality of an image. For a more robust andreliable system, a method is required that can handle theuncertainty and ambiguity of image interpretation. The basicidea of uncertainty management for visual contentinterpretation is to model how likely the scene in an imageshould be if some objects cannot be detected due to the objectrecognition uncertainties or object ambiguity. To this end,probability theory seems to be the prevailing method fordealing with uncertainty.
Handling the uncertainty of visual interpretations
Sometimes, the system cannot interpret the type of sport in an image properly using the detected objects because some key objects are absent, for instance, a hammer object in a hammer throw image (Figure 2 ) is missing. The system might could not classify the content for the image or misclassify. In this case, it is difficult for the system to interpret that this image is relevant to a hammer throw event. Usually, humans use their past experiences to interpret visual content when it is ambiguous. Likewise, a computer system can be designed to interpret the meaning of an image based upon previous data. To handle visual uncertainty, a Bayesian Network is applied to minimize the uncertainty of visual interpretation.
Figure 2 A hammer throw image which a hammer is missing
A Bayesian network (BN) complements the ontology model to aid the interpretation of visual content. A Bayesian Network is a directed acyclic graph (DAG). When used in conjunction with statistical techniques, the graphical model has several advantages for data analysis. One, because the model encodes the dependencies among all variables, it readily handles situations where some data entries are missing. Two, because the model has both causal and probabilistic semantics, it is an ideal representation for combining prior knowledge and data.
A Bayesian network integrates the detected key objectinformation to better determine how likely the image representsa specific sports event. To do this, the frequencies ofoccurrence of the objects in images have been counted and a Bayesian network has been used to model the frequency ofoccurrence. The system interprets images based on theprobability of objects from previous data. This can enhance the categorization ability of the proposed system and can handleuncertainty.
Results and discussions
In the prototype of this research, a new test collection wasestablished to focus on only five athletics sports (high jump,long jump, pole vault, javelin throw, and hammer throw). Thisis because they are visually similar and, thus, they are verychallenging to classify. Images are collected from the Olympicorganization website1 and the Google image search engine 2 asthe basis for the test collection. There exist standard testcollections that provide a "golden standard" to evaluate theretrieval performance of image retrieval systems. One of thestandard collections of sport images is the "Event dataset"provided by Stanford University 3. It contains only 1,579 relevant images which was too few for testing the system. Amain hypothesis is that restructuring the visual words spacemodel using an ontology model can resolve the visualheterogeneity problem more effectively than the traditionalBVW model and the content-based image retrieval (CBIR).
Retrieval performance evaluation
In this research, the two classical measures used to evaluate the performance of the retrieval mechanism, precision and recall. Let A denote all relevant images (as specified in a user query) in the image collection. Let B denote the retrieved images which the system returns for the user query.DEFINITION 2. The portion of relevant images in the retrievedimage set is precision.
DEFINITION 3. The portion of relevant images that were returned by the system and all relevant images in the collection is recall.
The retrieval performance (precision-recall graph) between the proposed method, the so-called Ontology-based Visual Semantic Search, (OVSS), a traditional bag-of-visual word model (TBVW) and a traditional CBIR (LIRE framework4) are compared. The results (Figure 3) show that the retrieval performance is affected by the proposed technique. Since the OVSS technique analyses an image query and interprets it into a high-level conceptualisation, the search engine is able to perform conceptual searching rather than a simple low-level feature matching. As a consequence, more relevant images can be recognised and retrieved. This leads to the OVSS technique obtaining the highest precision and recall compared to other techniques. The content-based search (LIRE) retrieves all images which have similar low-level features. Unfortunately, some of them are not semantically relevant to the image query. As a result LIRE, obtains a lower precision and recall compared to other techniques. T-BVW attains a better retrieval performance compared to LIRE because the use of associative visual words efficiently distinguishes visual content more than the colour and texture features used in LIRE. However, it obtains a lower precision and recall than the OVSS method because the T-BVW model represents visual content based on the feature space model whereas OVSS deploys a hierarchical model which expresses visual content more explicitly than the feature space model. This structured model is able to disambiguate visual word senses more effectively. As a result, this structural model enhances the visual content interpretation and the retrieval performance. The use of the ontology model incorporated with the BVW model allows the systems to recognise all semantically similar images even when their visual appearance is different. In other words, the proposed technique is highly invariant to visual appearance. 
Image interpretation evaluation
The system interprets images based on the probability ofobjects from previous data. This can enhance the categorizationability of the proposed system and can handle uncertainty. AnOntology-based Bayesian Network technique has beendeployed in order to enhance the visual content classificationand uncertainty management. In this section, the performancefor visual classification using a hierarchical Bayesian networkwill be evaluated and compared with other categorizationframeworks. In this paper, three major classification algorithmshave been compared. BN usually has classification performance lower than theSVM. However, BN in this paper is modified by incorporatingwith the ontology model, so called OBN, which containsadditional information about sport concepts. This can enhancethe classification power of BN. The classification results inFigure 4 indicate that OBN can improve the classificationpower compared to SVM-Linear and SVM-RBF. This isbecause OBN classifies data based on the hierarchicalstructure. The structural model addresses the relationshipbetween the key objects and all possible concepts of sportsexplicitly. In addition, it exploits the conditional probability tocope with the uncertainty which may occur during theclassification process. This probability aids the classifier inmaking a decision about which category (sport genre) animage should be in when an uncertainty occurs, e.g. when theunderlying objects are missing. As such, this mechanism leadsthe proposed system to obtain a higher classificationperformance than the other two methods. Since SVM-Linearand SVM-RBF performs categorization based purely upon astatistical calculation, they do not have a mechanism to deal with the uncertainty. Therefore, they obtain a lower classification performance than OBN. Among all sports, the hammer throw event obtains the lowest classification accuracy, about 74% (for OBN). From analysing theclassification data, the main cause is that the system cannotdetect a hammer object in the hammer throw images. From theobservation of images in the test collection, in several cases, ahammer object is very small and is merged into the imagebackground. Hence, the keypoints of a hammer object are verydifficult to detect and extract ( Figure 5 ) because there are a lotof noises from the background. Consequently, a hammerobject cannot be detected because the generated visual wordsare different from the visual words generated in the trainingphase. When the system cannot detect a hammer object in animage, it may misclassify a hammer throw image as othersport e.g. a long jump using the probability table. 
Conclusions
This paper proposes to replace the visual word vector spacemodel with a structural ontology model for visual contentrepresentation, which provides an ontology-based classification,interpretation solution for images of athletic sports. Unlike thehierarchical model in other state-of-the-art frameworks, theontology model in the presented framework can capture theknowledge of athletic sport domain in an improved way, e.g.by avoiding a binary tree and by sharing concepts through theuse of an ontology. The ontology incorporates with Bayesiannetwork is very useful for image classification, interpretation,and retrieval tasks that do not only rely on visual similarity butare also based on concept similarity. In other words, thetechnique can resolve the visual heterogeneity problem.Although the proposed framework has been tested for onlyeight athletic sports, these sports are very challenging toclassify because they produce several similar visual words.This work could be used as a prototype for other types ofimages or other types of events and it could be applied to othersports equipment (e.g. to differentiate racket or ball).Nonetheless, applying this technique to other domains wouldrequire the ontology structure to be modified to make theconcepts in the ontology more relevant to the domain in orderto enhance the reasoning mechanism.
A major limitation of the framework is ontologyincompleteness [13] . It has already been recognized thatdeveloping ontologies is a laborious, expensive, and timeconsuming task. It is also technically difficult to build inadvance a perfect ontology covering the whole domain ofknowledge [14] . This is because some important aspects cannotbe modeled in presentday standard ontology languages, e.g.uncertainty and gradual truth values. These cannot directly berepresented in a strong ontology language representation suchas OWL that hardwires a specific logic, i.e. a description logic,into the ontology representation. Therefore, we plan to designontologies having some degree of openness rather than beingfixed (closed ontology [15]) at development. The mostimportant benefit of this approach is that it is not limited to thescope of topics provided by a training set. Therefore, thesystem will not rely solely on the information in the ontologymodel and the system will be better equipped to find anyrelevant information.
The framework is also currently extended to a personalizedimage retrieval (PIMR) system which is identified as a key stepin order to cope with the variety of users and the continuousgrowth in the number of multimedia documents in the future.The main challenges for PIMR include:
1) Automatic user preference acquisition-manual userprofile creation is not possible for a large scale system;automatic user preference acquisition is more scalable;
2) Dynamic capture of users' interests-users profiles areusually not static but vary with time and depend on thesituation and, thus, profiles should be automatically updatedbased on observations of users actions; and 3) Richness of the semantic representation-user preferencesshould be represented in a richer, more precise and lessambiguous way than a keyword/textbased model.
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