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VALUATIONS AND PLURISUBHARMONIC SINGULARITIES.
SÉBASTIEN BOUCKSOM, CHARLES FAVRE AND MATTIAS JONSSON
Dedicated to Heisuke Hironaka on the occasion of his seventy-seventh birthday
Abstract. We extend to higher dimensions some of the valuative analysis
of singularities of plurisubharmonic (psh) functions developed by the first two
authors. Following Kontsevich and Soibelman we describe the geometry of the
space V of all normalized valuations on C[x1, . . . , xn] centered at the origin.
It is a union of simplices naturally endowed with an affine structure. Using
relative positivity properties of divisors living on modifications of Cn above
the origin, we define formal psh functions on V, designed to be analogues of
the usual psh functions. For bounded formal psh functions on V, we define a
mixed Monge-Ampère operator which reflects the intersection theory of divi-
sors above the origin of Cn. This operator associates to any (n− 1)-tuple of
formal psh functions a positive measure of finite mass on V. Next, we show
that the collection of Lelong numbers of a given germ u of a psh function at
all infinitely near points induces a formal psh function û on V. When ϕ is
a psh Hölder weight in the sense of Demailly, the generalized Lelong number
νϕ(u) equals the integral of û against the Monge-Ampère measure of ϕ̂. In
particular, any generalized Lelong number is an average of valuations. We
also show how to compute the multiplier ideal of u and the relative type of u
with respect to ϕ in the sense of Rashkovskii, in terms of û and ϕ̂.
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Introduction
This paper aims at laying down the foundations for a valuative study of sin-
gularities of plurisubharmonic (psh) functions in any dimension. Such an anal-
ysis was carried out by the last two authors in dimension two in a series of pa-
pers [FJ1, FJ2, FJ3]. But that work used in an essential way the assumption on
the dimension, and did not immediately extend to a more general setting. Here
we present a more geometric approach, using as a key tool Hironaka’s theorem
on resolution of singularities
Fix n ≥ 1 and let u : (Cn, 0) → R ∪ {−∞} be a psh germ, that is, a psh
function defined in a neighborhood of the origin. We say that u has a singularity
at 0 when u(0) = −∞. Various quantities have been introduced to measure
the singularity of u at 0, the most classical certainly being the so-called Lelong
number νL(u, 0) = max{c > 0, u(z) ≤ c log |z|+O(1)}. Although of fundamental
importance, the Lelong number gives too rough an insight into the singularity of
u in many situations. To remedy this problem, we propose to look at the family
of Lelong numbers νL(u ◦ π, p) at all points p ∈ π−1(0) lying in some birational
model π : Xπ → X := C
n. The general aim of this article is to show that given
this collection of Lelong numbers, one can recover essentially all other known
measurements of the of singularity of u, including multiplier ideals, generalized
Lelong numbers and relative types.
Theorem A. Let u, v : (Cn, 0) → R ∪ {−∞} be two psh germs. Consider the
following four statements.
(1) For all proper modifications π : Xπ → C
n above 0 and all points p ∈
π−1(0), we have νL(u ◦ π, p) = νL(v ◦ π, p).
(2) For all t > 0 we have J+(tu) = J+(tv).
(3) For any tame maximal psh weight ϕ, the relative types σ(u, ϕ) = sup{c >
0, u ≤ cϕ+O(1)} and σ(v, ϕ) are equal.
(4) For any tame psh weight ϕ, the generalized Lelong numbers νϕ(u) = dd
cu∧
(ddcϕ)n−1{0} and νϕ(v) are equal.
Then (1), (2) and (3) are equivalent, and imply (4).
Let us explain the notation used in the statement of the theorem. For any
psh germ u, we denote by J (u) its multiplier ideal, i.e. the ideal of germs of
holomorphic functions f at 0 such that fe−u ∈ L2loc. In (2) J+(u) refers to the
stationary value of J ((1 + ε)u) as ε > 0 tends to 0.
A psh weight is a psh germ ϕ with an isolated singularity at the origin such that
eϕ is continuous. A psh weight is said to be tame if it can be strongly approxi-
mated by its multiplier ideals, cf. Definition 5.8. In particular psh weights ϕ such
that eϕ is Hölder continuous are tame. Finally, a weight is said to be maximal if
it is locally maximal outside the origin, i.e. its Monge-Ampère measure is a Dirac
mass at 0. The notion of generalized Lelong number is due to Demailly [D1],
whereas the relative type was introduced more recently by Rashkovskii in [Ras].
The theorem above shows that these notions can be read off directly from the
Lelong numbers of u in all birational models. We expect (4) to imply in turn
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the other statements and that J+ can be replaced by J itself in (2) but further
analysis is required to prove this.
⋄
At the heart of our method lies the idea of organizing the data {νL(u, p)} in an
efficient way, and turning it into a function on a suitable space of valuations. We
shall prove that both this function and this space exhibit striking properties which
relate them in a natural way to convex geometry. This feature will eventually
help us to control the behavior of the Lelong numbers νL(u ◦ π, p) when moving
the point p in the tower of all blow-ups π.
To motivate the introduction of valuations, recall that for any holomorphic
function f , the integer νL(log |f |) equals the multiplicity of f at 0. More generally,
for any modification π : Xπ → C
n, and any point p ∈ π−1(0), the function
f 7→ νL(log |f ◦π|, p) is equal to the divisorial valuation f 7→ νp(f) := ordp(f ◦π),
defined on the ring R := C[x1, . . . , xn]. If Vdiv denotes the space of all (suitable
normalized) divisorial valuations Vdiv centered at 0, we see that the collection
{νL(u ◦ π, p)} induces a real-valued function on Vdiv. As we shall soon explain,
this function, which will be denoted by −û, is of a very special type.
Unfortunately, the natural topology of pointwise convergence turns Vdiv into
a totally discontinuous space, and it is difficult to directly study functions on
it. One is led to complete this space in some way. As it turns out, there are
two reasonable choices that one can make, which we refer to as Zariski’s and
Berkovich’s point of view. As we shall see, both approaches shed their own light
onto the problem, and benefit one from another.
In Zariski’s perspective [Z], one considers X := lim←−π Xπ the projective limit
over all proper modifications of π : Xπ → X := C
n above 0. This space contains
all rank 1 valuation rings of the function field C(X) whose maximal ideal contain
the maximal ideal m of X at 0. We shall refer to it as the Riemann-Zariski space
of X at 0. It clearly contains Vdiv, and admits a natural topology for which it
is quasi-compact. In X, divisors are in one-to-one correspondence with functions
on the subspace Vdiv ⊂ X, hence any psh germ defines a divisor Z(u) on X.
The Berkovich point of view refers to the theory of analytic spaces over non-
archimedean fields as developed in [Be]. In our context, we view C as a field
with a trivial valuation, and define V to be the set of all valuations ν : R →
[0,+∞] that extend this trivial valuation on C, are > 0 on the maximal ideal
m = (x1, . . . , xn) ⊂ R and normalized by ν(m) := min ν(xi) = 1. From this
perspective, Vdiv becomes a dense subset of V, which is compact for the topology
of pointwise convergence. Of course, given a psh germ u, it is unclear whether
the function û, which is a priori defined only on Vdiv extends in a natural way to
V. But we may remark that in the case u = log |f | for some f ∈ R, the function
û(ν) := −ν(f) is a natural choice, as it yields a continuous function on V. We
shall prove that for any psh germ u, the function û does indeed extend to V in a
unique way with an appropriate continuity property.
⋄
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To go further, it is now necessary to take a closer look at the space of divisors
on X, and at the geometry of V. Let us begin with the latter, following [KKMS]
and [KS].
If π : Xπ → C
n is a modification above the origin with simple normal crossing
exceptional divisor, then one can construct the dual (simplicial) complex ∆(π) of
π which encodes the incidence relations between the irreducible components of
π−1(0). Its underlying topological space is a union of simplices of real dimension
≤ n − 1, and is homotopic to a point. What makes this construction useful
is the fact that vertices of ∆(π) are irreducible components of π−1(0), and can
thus be viewed as divisorial valuations included in V. Moreover, the faces of
∆(π) can be naturally identified with valuations that are monomial in suitable
local coordinates in Xπ. Thus we can realize the underlying topological space
of ∆(π) as a subset |∆(π)| of V. When π′ dominates π, i.e. when there exists
a modification µ : Xπ′ → Xπ such that π
′ = π ◦ µ, we have a natural inclusion
|∆(π)| ⊂ |∆(π′)|. Letting π tend to infinity in the net of all modifications yields
a dense inclusion from ∪π|∆(π)| into V.
Being identified with sets of monomial valuations, faces of dual complexes are
naturally parameterized by the weights on the corresponding coordinates in which
the valuations are monomial and thus inherit an affine structure. A simplex in V
is a face of some |∆(π)| endowed with this affine structure. The affine structure
on V is of fundamental importance.
Returning to a psh germ u, it is not difficult to interpret the restriction of
û to a fixed simplex in terms of a weighted version of Lelong numbers called
Kiselman numbers [Ki]. Using this fact, we conclude that the restriction of û
to any simplex is convex. This is already a quite remarkable fact, but it is also
of very local nature as simplices are relatively small subsets of V. One may
thus wonder if the function û does not exhibit more global convexity properties.
Unfortunately it is not immediately clear how all the simplices patch together
to build up V,1 so it seems hard to define any notion of convexity in V starting
from the simplices. To overcome this difficulty, we need to turn our attention
to Zariski’s approach, describe the space of divisors on X and study positivity
properties on this space in the spirit of what was done in [BFJ].
A Weil divisor Z on X is defined as a collection {Zπ} of divisors in all mod-
ifications Xπ → X above 0, compatible under push-forward. Cartier divisors
are those that are determined at a finite level Xπ, that is, Zπ′ = µ
∗Zπ for any
µ : Xπ′ → Xπ. Clearly, a Weil divisor Z is the same as a function gZ on Vdiv,
and it is not difficult to see that when Z is Cartier, gZ extends as a continuous
function on V. The space C-Div(X) of Cartier divisors sits as a dense subspace
inside the space Div(X) of Weil divisors, and both spaces are infinite dimensional.
Now any psh germ u induces a Weil divisor Z(u) given in Xπ by the Siu
decomposition ddc(u◦π) = −[Z(u)π]+T
′
π with T
′
π a positive closed (1, 1) current
not charging π−1(0).
A closer look reveals that the divisor Z(u) possesses a quite strong numerical
positivity property: it lies in the closure of the cone of nef Cartier divisors, i.e.
1Except when n = 2 where simplices are segments, and V is a real tree, see [FJ1].
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those Cartier divisors on X that are determined by a nef divisor on some Xπ. A
Weil divisor in this closure will be said to be nef. We shall prove that for any nef
Weil divisor Z the corresponding function gZ on Vdiv extends to V in a natural
way, see Section 3.4.
Using this notion of nef Weil divisor, we finally arrive at the global convexity
notion on V that we were seeking. Namely, we define a formal psh function to
be an upper semicontinuous function g : V → [−∞, 0] that is continuous on each
simplex and whose restriction to Vdiv defines a nef Weil divisor. A formal psh
function is convex on each simplex in V, but the global convexity property recasts
informations on the differential of the function when passing from one simplex to
another.
As we shall see, formal psh functions on V have many properties in common
with psh germs in Cn. By construction, any function û associated to a psh germ
is formal psh on V. We call it the valuative transform of u.
In the philosophy underlying [BGS], one might want to think of a nef Weil
divisor Z as the formal closed, positive (1, 1)-current i∂∂gZ associated to the
formal psh function gZ .
⋄
We have thus associated to a psh germ u on (Cn, 0) a nef Weil divisor Z(u) on
X and a formal psh function û on V. They encode the same information but from
two different perspectives. Let us now indicate how one can use these notions to
actually prove Theorem A.
Condition (1) says that two psh germs u and v have the same associated
valuative transforms: û = v̂. Thus the equivalence between (1) and (2) follows
from the understanding of the connection between û and the multiplier ideals of
u. We put this problem into a larger perspective and define for any formal psh
function g on V a valuative multiplier ideal denoted by L2(g), which is an ideal of
the ring R̂ = C[[x1, . . . , xn]] of formal power series. Although we do not know
2 if
the valuative multiplier ideal L2(û) coincides with the usual multiplier ideal. J (u)
in the ring O of holomorphic germs at 0, we can prove that L2(û) ∩ O = J+(u),
and this shows that (1) implies (2). Conversely, Demailly’s approximation results
show that the singularities of a psh germ u can be approximated by its multipliers
ideals J (ku) as k → ∞ in a very precise way, and we show that this is enough
to recover û, extending the analysis of [FJ3]. Thus (2) implies (1).
That (1) implies (3) is a consequence of the following result: if ϕ is a tame psh
weight, then a psh germ u satisfies u ≤ ϕ + O(1) iff û ≤ ϕ̂. This is proved by
another application of Demailly’s results. Conversely, we show that (3) implies (1)
by showing that quasi-monomial valuations can be represented as relative types
with respect to tame psh weights.
To prove that (1) implies (4) we compute the mass of the Monge-Ampère
measure ddcu ∧ (ddcϕ)n−1 at the origin in terms of the formal psh functions û
and ϕ̂ (with ϕ a psh weight). This is done by introducing an intersection theory
2If true, this would prove the Demailly-Kollár Openness Conjecture, see below.
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on nef divisors on X and transferring its outcome to V. More precisely, we proceed
as follows.
The intersection of n divisors in a fixed model Xπ leads to the definition of
the intersection product 〈Z1, . . . , Zn〉 of n Cartier divisors. Using a monotonicity
property of this product with respect to nef divisors, we extend the definition to
arbitrary nef Weil divisors by approximation, and give a meaning to the inter-
section 〈Z,Z2, . . . , Zn〉 of a Cartier divisor Z against nef Weil divisors. We then
show that the linear map gZ 7→ 〈Z,Z2, . . . , Zn〉 ∈ R extends to a positive linear
continuous functional on all continuous functions on V. This functional is thus
attached to a positive Radon measure, which we call the Monge-Ampère measure
of the formal psh functions gi associated to the nef Weil divisors Zi. We denote
it by MA(g1, . . . , gn−1). As a measure on the (n− 1)-dimensional space V it for-
mally possesses many features of its complex analytic analog ddcu1 ∧ · · · ∧ dd
cun
on Cn. The statement (1) ⇒ (4) reflects a deeper connection between these two
theories.
Theorem B. For any tame psh weight ϕ and any psh germ u, the formal psh
function û is integrable with respect to the positive Radon measure MA(ϕ̂), and
νϕ(u) := (dd
cu ∧ (ddcϕ)n−1){0} =
∫
V
−û MA(ϕ̂).
In particular, the generalized Lelong number νϕ is an average of valuations.
Here MA(ϕ̂) is a shorthand for MA(ϕ̂, . . . , ϕ̂). Technically the proof relies on
yet another application of Demailly’s approximation technique.
⋄
The present work can be seen as an instance of developing a (pluri)potential
theory in a non-Archimedean setting. For related works, see e.g. [A, BR, BGS,
Bo, Ch, CLR, G, K, M, T1, T2, Zh]. There are several questions left open by
the present work, notably the remaining implication (4) =⇒ (1) in Theorem A.
One way to prove this implication would be to find fundamental solutions to the
formal Monge-Ampère operator. Another interesting question is the Openness
Conjecture by Demailly and Kollár [DK, Remark 5.3]: is J+(u) = J (u) for any
psh germ u? The technique used in [FJ3] to prove this conjecture in dimension two
relies on a more detailed understanding on the behavior of formal psh functions.
It would also be of interest to generalize the dynamical results from [FJ4] to
higher dimensions. We plan to come back to these issues in future work.
⋄
Organization of the paper. Section 1 contains basic definitions concerning the
space of divisors in X, and a thorough discussion of the geometry of V, mostly
borrowed from [KKMS] and [KS] with a few adaptations to our local context.
In Section 2, we undertake the study of positivity properties of divisors in X
and transport them to V with its affine structure. Section 3 contains a general
discussion of valuative multiplier ideals. These are used to approximate formal
psh functions by ideals, a powerful technique that plays a fundamental role in the
VALUATIONS AND PLURISUBHARMONIC SINGULARITIES. 7
definition of the Monge-Ampère operator, see Remark 4.5. The latter operator
is introduced and discussed in Section 4. Finally we prove Theorems A and B in
Section 5.
Setting. In Sections 1 to 4, we let k be an algebraically closed field of charac-
teristic 0 and choose 0 ∈ X as a smooth closed point in an n-dimensional affine
k-variety, with coordinate ring R and maximal ideal m at 0. The formal comple-
tion of X at 0 will be denoted by X̂ . It is the infinitesimal neighborhood of 0 in
X, and is described by its coordinate ring R̂, the completion of R in the m-adic
topology. Since 0 is a smooth point, R̂ is isomorphic to k[[x1, . . . , xn]] for any
choice of a coordinate system x1, . . . , xn at 0.
In Section 5 where we speak about psh functions, we shall return to the com-
plex setting k = C, with 0 being the origin in X = Cn.
The following table might help the reader in translating notions from the geo-
metric (or Zariski) point of view to the functional (or Berkovich) one.
Berkovich point of view (functional) Zariski point of view (geometric)
Valuative space V §1.3 Riemann-Zariski space X §1.1
Functions on Vdiv Weil divisors §1.2
Formal psh functions §2.1 Nef Weil divisors §2.2
Monge-Ampère operator §4.2 Intersection theory of nef Weil divisors §4.1
1. Geometry of valuation spaces
1.1. The Riemann-Zariski space. This space was introduced by Zariski [Z] as
a tool for desingularizing algebraic varieties, see [ZS, V, Co] for a more detailed
account on its definition and its history. The ringed space structure on the
Riemann-Zariski space was introduced by Hironaka in [Hi].
Denote byB the set of all projective modifications π : Xπ → X above the origin
(i.e. π is an isomorphism above X \{0}) such that Xπ is smooth. If π, π
′ ∈ B, we
say that π′ dominates π and write π′ ≥ π, if there exists a morphism (necessarily
unique and birational) µ : Xπ′ → Xπ such that π
′ = π ◦µ. This endows B with a
partial order relation. By Hironaka’s desingularization theorem, this ordered set
forms a directed family. The Riemann-Zariski space of X at 0 is the projective
limit of locally ringed topological spaces
X := lim←−
π
Xπ,
where Xπ is viewed as a scheme. It can be shown that the locally ringed space
X is not isomorphic to a scheme, even of infinite type.
Remark 1.1. A comment on our terminology is in order. In dimension 2, the
space X coincides with the set X̂ of all valuation rings containing m, but this fact
is no longer true as soon as n ≥ 3. There are however natural maps ı : X →֒ X̂,
and p : X̂→ X such that ı is injective, p is surjective and p ◦ ı is the identity on
X. The map p is defined by sending a valuation to the family of its centers in
all models Xπ with π ∈ B. Note that Zariski’s theorem says that a valuation is
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determined by the family of its centers in all birational models, not only those
which are isomorphic outside the origin. For a point x = {xπ} ∈ X, let Ix
be the prime ideal of those functions f ∈ R for which xπ is included in the
strict transform of f = 0 in Xπ for all π. When Ix = (0) the union of all
local rings Oxπ is a valuation ring which we define to be ı(x). Otherwise, define
Cx,1 = SpecO/Ix. The collection {xπ} now defines a point in the projective limit
of the strict transforms of Cx,1 by all π. We can thus inductively define a nested
sequence of irreducible subschemes Cx,1 ) Cx,2 ) · · ·Cx,k. On OCx,k the point x
defines a valuation ring ν. Set ı(x) to be the composed valuations of the divisorial
valuations ordCx,j for j = 1, ..., k − 1 together with ν. From this description of ı
and p, one sees that X contains all rank 1 valuations centered at 0.
1.2. Divisors on X. On the projective limit space X, one can define in a natural
way Weil and Cartier divisors as limits of Weil and Cartier divisors on the Xπ’s.
This is basically Shokurov’s notion of birational divisors (or b-divisors) on X,
cf. [S]. The subsequent discussion is adapted from [BFJ].
For π ∈ B, we write Div(π) for the set of divisors on Xπ with real coefficients
and exceptional for π. It is a finite dimensional real vector space endowed with its
canonical topology. Note that an exceptional divisor is uniquely determined by
its numerical class, so that we obtain a natural isomorphism between Div(π) and
the relative Néron-Severi space NS(Xπ/X)R of Xπ (recall that Xπ is assumed
to be smooth). A birational morphism µ : Xπ′ → Xπ with π
′, π ∈ B induces
natural linear maps µ∗ : Div(π)→ Div(π′), µ∗ : Div(π
′)→ Div(π).
Definition 1.2.
• The space of Weil divisors on X is the projective limit
Div(X) := lim
←−
π
Div(π)
with respect to the push-forward arrows. It is endowed with its projective
limit topology, which will be called the weak topology.
• The space of Cartier divisors on X is the inductive limit
C-Div(X) := lim
−→
π
Div(π)
with respect to the pull-back arrows. It is endowed with its inductive
limit topology, which will be called the strong topology.
Note that these vector spaces are infinite dimensional since we assume n ≥ 2.
We will denote by Div(X)Z and C-Div(X)Z the spaces of Weil and Cartier divisors
with Z-coefficients.
A Weil divisor Z ∈ Div(X) is by definition described by its incarnations Zπ ∈
Div(π) on each smooth birational model Xπ of X, compatible with each other by
push-forward. A sequence (or a net) Zi converges to Z in the weak topology iff
Zi,π → Zπ in Div(π) for each π.
On the other hand, the relation µ∗µ
∗α = α when µ is a birational morphism
shows that there is an injection
C-Div(X) →֒ Div(X)
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i.e. a Cartier divisor is in particular a Weil divisor. Concretely, a Weil divisor
Z is Cartier iff there exists π such that its incarnations Zπ′ on higher blow-ups
Xπ′ are obtained by pulling-back Zπ. We will call such a π a determination of
Z. There are also natural injective maps
Div(π) →֒ C-Div(X)
which extend a given divisor Z ∈ Div(π) to a Cartier divisor by pulling it back.
This Cartier divisor is by construction determined by π. In the sequel, we shall
always identify a divisor Z ∈ Div(π) with its image in C-Div(X).
A function on C-Div(X) is continuous in the strong topology iff its restriction to
each Div(π) is continuous. In particular, the natural injective map C-Div(X) →
Div(X) is continuous, and moreover has dense image. Indeed, if Z is a Weil
divisor on X, then the incarnations Zπ of Z on Xπ, viewed as Cartier (hence
Weil) divisors on X, tautologically converge to W as π →∞.
If a ⊂ R̂ is an ideal, we let Z(a) be the Weil divisor on X such that ordE Z(a) =
− ordE(a) for each exceptional prime E. Note that Z(a) ≤ 0. When a = (f) is
principal, we also write Z(f). The divisor Z(a) on X is Cartier iff a is a primary
ideal. By the Nullstellensatz, a primary ideal a of R̂ is generated by a ∩ R, so
that primary ideals in R and R̂ coincide. In that case, Z(a) is the Cartier divisor
such that −Z(a)π is the effective Cartier divisor defined by the principal ideal
sheaf π−1a whenever π dominates the blow-up of a.
1.3. Valuations. By a valuation ν onX = Spec(R), we mean a function ν : R→
[0,+∞] such that ν(f1f2) = ν(f1) + ν(f2), ν(f1 + f2) ≥ min{ν(f1), ν(f2)} for all
f1, f2 ∈ R, and which induces the trivial valuation on k ⊂ R, i.e. ν(0) = +∞,
ν|k∗ ≡ 0, and satisfying ν(m) > 0. This is the same as a non-Archimedean
absolute value exp(−ν) on R that restricts to the trivial one on k. We will
denote by f 7→ |f |(ν) := exp(−ν(f)), or simply f 7→ |f |, the corresponding
absolute value, following standard notation in non-Archimedean geometry.
The ideal ν−1(+∞) is a prime ideal, cutting out a subvariety H = H(ν,X) of
X called the home of ν in X. Note that ν induces a real-valued valuation in the
sense of [ZS, §8] on the function field k(H) of its home, so we can attach to ν|H
the usual invariants of valuation theory. In particular, we can consider the value
group Γν := ν(k(H)
∗) ⊂ R and residue field κν := {ν ≥ 0}/{ν > 0}. Then the
Abhyankar inequality holds:
tr.degk(κν) + dimQ(Γν ⊗Z Q) ≤ dimH(ν,X). (1.1)
The center of a valuation ν on X is the subvariety of H defined by the prime
ideal {ν > 0} ⊂ R.
There exists a unique valuation whose home is reduced to 0, namely the trivial
valuation ν0 sending all elements of m to +∞. Now pick any non-trivial valuation
ν. For any projective modification π : Xπ → X of X above 0, ν induces a
valuation on Xπ, i.e. a collection of compatible valuations on the local rings of
Xπ. This is clear when the home of ν is X itself since X and Xπ have the same
function fields. And the general case reduces to this one: the home of ν on Xπ
is then the strict transform of its home on X. In particular, we can consider the
center of ν on Xπ: it is an irreducible subvariety.
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If a is an ideal of R, we set ν(a) := min{ν(f), f ∈ a}, so that log |a|(ν) = −ν(a).
A valuation ν on R is centered at 0 iff ν(m) > 0, which holds iff the corresponding
absolute value | · |(ν) continuously extends to an absolute value on R̂ with its m-
adic topology. Thus the set of valuations centered at 0 on X can be identified
with the set of continuous valuations on R̂. Any non-trivial valuation ν on X
centered at 0 satisfies 0 < ν(m) < +∞, so that we can normalize it as follows.
Definition 1.3. We denote by V̂ the set of all valuations ν on X centered at 0,
and by V the subspace of those valuations normalized by ν(m) = 1. We endow
V̂ and V with the topology of pointwise convergence on R.
Then V is compact, and V̂ is endowed with a R∗+-action by scaling. The trivial
valuation ν0 is the unique fixed point, and for each ν ∈ V̂ we have tν → ν0
as t → +∞. The space V̂ \ {ν0} can be identified with the open cone over V.
We will say that a function g on V̂ → [−∞,+∞] is homogeneous if it satisfies
g(tν) = tg(ν) for each t > 0 and each ν ∈ V̂ .
Remark 1.4. The space V̂ we consider here is by definition the k-analytic space
in the sense of Berkovich associated by Thuillier in [T2] to the formal completion
X̂ of the k-scheme X at the origin. The singleton {ν0} is the k-analytic space
associated to the point space {0}, and the open cone V̂ \{ν0} over V is the generic
fiber of X̂.
1.4. Divisorial and quasimonomial valuations. A divisorial valuation on X
is a valuation ν proportional to the vanishing order ordE along a prime divisor
E in some smooth birational model Y of X. If ν is centered at 0, then Y can be
chosen as Xπ for some π ∈ B and E as an exceptional prime (divisor), that is,
an irreducible component of π−1(0).
A quasi-monomial valuation ν on X is a valuation that becomes monomial on
some smooth birational model Y of X. This means the following: there exist
a closed point p in Y , local coordinates z = (z1, . . . , zn) at p and real numbers
w1, . . . , wn ≥ 0 (not all zero) called weights such that if f in the local ring of Y
at p is written as a power series f =
∑
α aαz
α in multi-index notation, then ν
coincides with the monomial valuation
νz,w(f) := min{w · α, aα 6= 0}.
In terms of the associated absolute value, a valuation is monomial in the z-
coordinates iff |
∑
α aαz
α| = maxα |aαz
α|. The center of ν on Y is then the
intersection of all {zi = 0} for which wi > 0. In particular, a divisorial valuation
is quasi-monomial (take wi = 0 for all but one i) and conversely ν as above is
divisorial iff w = (s1, . . . , sn) ∈ R
n
+ is proportional to an element of Q
n
+. The
corresponding prime divisor is then the exceptional divisor of a suitable toric
blow-up of Y in the coordinates zi.
Quasi-monomial valuations can also be characterized as Abhyankar valuations,
i.e. real-valued valuations on X for which equality holds in the Abhyankar in-
equality (1.1), see [ELS, Proposition 4.8].
If ν is a quasi-monomial valuation on X centered at 0, then the birational
model Y as above can be chosen to be Xπ for some π ∈ B. More precisely, let
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π : Xπ → X be a modification above 0 such that π
−1(0) is a normal crossings
divisor with components E1, . . . , EN , let Z be a component of EI :=
⋂
i∈I Ei for
some family I ⊂ {1, . . . , N}, and let wi > 0 be given real numbers for i ∈ I. If p
is some point of Z, the local equations zi, i ∈ I of the Ei at p can be completed
to a local coordinate system z1, . . . , zn on Xπ at p. Then there exists a unique
quasi-monomial valuation on X which is monomial on Xπ in the coordinates
z1, . . . , zn with values ν(zi) = wi for i ∈ I and ν(zi) = 0 otherwise. It is easily
seen that ν does not depend on the choice of p ∈ Z nor on the way the zi, i ∈ I
are completed to a coordinate system at p. We will refer to ν as the monomial
valuation on Xπ with center Z and value ν(Ei) = wi on Ei.
Conversely, it follows from Hironaka’s principalization theorem that every
quasi-monomial valuation centered at 0 is obtained in that way.
Definition 1.5. We denote by V̂div ⊂ V̂ (resp. V̂qm ⊂ V̂) the set of divisorial
(resp. quasi-monomial) valuations centered at 0 in X, and by Vdiv ⊂ V, Vqm ⊂ V
the corresponding sets of normalized valuations.
Note that every quasi-monomial valuation has home X itself, and in particular
the trivial valuation ν0 is definitely not a quasi-monomial valuation. Thus V̂qm
(resp. V̂div) is just the open cone over Vqm (resp. Vdiv).
The vanishing order at 0 νm(f) := max{k ∈ N
∗, f ∈ mk} is a valuation that
plays a special role in V. It is the divisorial valuation associated to the blowup of
0, and is also the monomial valuation on X (in any local coordinates at 0) with
all weights equal to 1. It is normalized, and satisfies the following minimality
property: for all ν ∈ V and all f ∈ R we have ν(f) ≥ νm(f).
1.5. Simple modifications and dual complexes. We now aim at shedding
some light on the geometry of V. Our presentation is inspired by [KS], [KKMS]
and [T2].
A modification π ∈ B is simple if its exceptional divisor π−1(0) = E1+· · ·+EN
has simple normal crossings, and is such that EI :=
⋂
i∈I Ei is irreducible (or
empty) for each I ⊂ {1, . . . , N}. Modifications with simple normal crossing
exceptional divisor are cofinite in B as a consequence of Hironaka’s principal-
ization theorem, and the irreducibility condition can then be reached by further
blowing-up components of intersections of exceptional primes sufficiently many
times. Thus simple modifications are cofinite in B.
To a simple modification π is attached a simplicial complex which encodes the
incidence relations between the Ei’s. Its vertices correspond to the Ei, and its
faces to subsets I ⊂ {1, . . . , N} such that EI is non-empty. We shall now show
how to embed the underlying space of this complex into both RN and into V.
First define ∆̂(π) ⊂ RN to be the union of all rational simplicial cones σ̂I :=∑
i∈I R+ei ⊂ R
I , where I runs over all subsets of {1, . . . , N} with EI 6= ∅, and
(e1, . . . , eN ) is the canonical basis of R
N .
Now pick a point w ∈ RN lying in ∆̂(π)\{0}, and let I = {i, wi > 0}, so that σ̂I
is the maximal cone to which w belongs. Since EI is non-empty and irreducible,
we can consider the quasi-monomial valuation νw on X that is monomial on Xπ
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with center EI and value νw(Ei) = wi for each i ∈ I, as explained in the last
section. One easily verifies
Lemma 1.6. The map w 7→ νw yields an embedding of ∆̂(π) \ {0} into the set
V̂qm of quasi-monomial valuations in V̂.
Let us now describe the effect of our choice of normalization. A point w ∈
∆̂(π) induces a valuation νw belonging to V iff νw(m) =
∑
i biwi = 1, with
bi := ordEi(m), a positive integer. With this in mind we define ∆(π) as the
trace of ∆̂(π) on the integral affine hyperplane
∑
i biwi = 1. It is a simplicial
complex with simplicial faces cut out by integral affine equations, all of the form
σI = σ̂I ∩ ∆(π) for some I with EI non-empty. The above lemma shows that
∆(π) embeds as a topological subspace of V, which will be denoted by |∆(π)|.
We can endow the topological space |∆(π)| with the structure of integral sim-
plicial complex on |∆(π)|. We refer to [KKMS, pp.69-70] for a general definition.
Suffice it to say that |∆(π)| comes equipped with faces |σI |, defined as the home-
omorphic images of the faces σI of ∆(π) by the above embedding into Vqm, and
by a free Z-module Aff(π)Z ⊂ C
0(|∆(π)|) of rank N , induced by the restrictions
to ∆(π) of all integral linear functions on RN .
The data (|∆(π)|,Aff(π)Z) enables us to completely recover the simplicial com-
plex ∆(π) ⊂ RN , up to unimodular transformations. Indeed, an appropriate
choice of a Z-basis f1, . . . , fN for Aff(π)Z defines a map |∆(π)| → R
N whose im-
age is exactly ∆(π). We thus think of the data (|∆(π)|,Aff(π)Z) as ∆(π) itself,
with its faces and its integral affine functions, but embedded in Vqm instead of
an Euclidean space.
Definition 1.7. The dual (simplicial) complex ∆(π) of a simple modification π
is the integral simplicial complex consisting of the topological space |∆(π)| ⊂ Vqm
endowed with the lattice Aff(π)Z of integral affine functions.
We introduce the following useful terminology.
Definition 1.8. If π is a simple modification with exceptional divisors Ei, and
µ is the blow-up of Xπ with center EI for some I, then µ is called a monomial
blow-up. Two simple modifications π and π′ are said to be compatible when one
is obtained from the other by a sequence of monomial blow-ups.
The subset |∆(π)| ⊂ Vqm is not uniquely determined by π. If π is a simple
modification, and µ is the monomial blow-up of Xπ with center EI for some I,
then ∆(π ◦ µ) is obtained from ∆(π) by a barycentric subdivision of the face σI .
Hence |∆(π ◦ µ)| = |∆(π)| as subsets of Vqm.
3 This is essentially the only case:
one can show that given two simple modifications π and π′, |∆(π)| = |∆(π′)|
holds iff there exists another simple modification π′′ which is compatible with
both π and π′. The dual complex ∆(π′) of π′ compatible with π is thus obtained
by a sequence of barycentric subdivisions of ∆(π). A function on |∆(π)| will be
said to be piecewise integral affine if it belongs to Aff(π′)Z for some π
′ compatible
with π
3Note, however, that Aff(π) ( Aff(π ◦ µ).
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Definition 1.9. A simplex |σ| of Vqm is a face of |∆(π)| for a simple modification
π. It is endowed with an integral affine structure Aff(|σ|)Z ⊂ C
0(|σ|), defined as
the restriction of Aff(π)Z to |σ|.
The integral affine structure on a simplex |σ| is independent of the choice of
π above, and functions in Aff(|σ|)Z will be said to be integral affine on |σ|. If π
is a simple modification such that |σ| is a face of |∆(π)|, then, with notation as
above, the elements of |σ| can be described as the monomial valuations νw on Xπ
centered on EI taking values wi on Ei for i ∈ I and such that
∑
i∈I biwi = 1. The
coordinates ti := biwi identify |σ| with the standard simplex in R
I , and Aff(|σ|)Z
corresponds to the standard integral functions t 7→
∑
i aiti, ai ∈ Z. The set
Vdiv ∩ |σ| of divisorial valuations contained in |σ| is exactly the set of points with
rational w-coordinates. In particular, it is dense in |σ|.
If |σ|, |σ′| are two simplices in the same |∆(π)|, then |σ|∩|σ′| is either empty or
a simplex having integral affine structure Aff(|σ| ∩ |σ′|)Z equal to the restriction
of both Aff(|σ|)Z and Aff(|σ
′|)Z to |σ| ∩ |σ
′|.
The main relation between the affine structure on simplices and formal func-
tions in R̂ is the following.
Lemma 1.10. If f ∈ R̂ is a formal function, the restriction of log |f | to any
simplex |σ| is convex, continuous, and locally piecewise affine.
Proof. Let π be a simple modification such that |σ| = |σI | occurs as a face of
|∆(π)| as above. If p is a point of EI , and local equations zi of the Ei at p
have been completed to local coordinates z1, . . . , zn on Xπ at p, we can write
f ◦ π =
∑
α aαz
α. For any w ∈ σI , with corresponding valuation νw ∈ |σ|,
we then have νw(f) = min{w · α, aα 6= 0}, so that log |f |(νw) = −νw(f) is the
maximum of the family of integral affine functions w 7→ −w ·α such that aα 6= 0.
The maximum can be taken over finitely many of these functions and then all
the conclusions are immediate. 
1.6. Retractions and piecewise affine functions. Let ∆(π) be the dual com-
plex of a simple modification π, with exceptional primes E1, . . . , EN . Given any
valuation ν ∈ V, let I be the family of primes Ei that contain the center Z of ν
on Xπ, i.e. such that ν(Ei) > 0. There exists a unique valuation rπ(ν) which is
monomial on Xπ, with center EI and such that rπ(ν)(Ei) = ν(Ei) for all i ∈ I.
We thus get a continuous retraction map rπ : V → |∆(π)|, which in fact only
depends on the subset |∆(π)| ⊂ V. Indeed, it is enough to check that rπ = rπ′
whenever π′ = π ◦ µ for a monomial blow-up µ of Xπ, and this is easily done.
Proposition 1.11. For any simple modification π, there exists a naturally de-
fined retraction map rπ : V → |∆(π)|. Furthermore, if π
′ is any other simple
modification dominating π, the restriction rπ′,π : |∆(π
′)| → |∆(π)| of rπ to |∆(π
′)|
is integral affine, in the sense that r∗π′,π sends Aff(π)Z into Aff(π
′)Z.
Using rπ, we can identify Aff(π)Z with the subgroup r
∗
π Aff(π)Z ⊂ C
0(V).
Definition 1.12. A piecewise affine function on V is an element of the union
PA(V) of all Aff(π)Z ⊗R ⊂ C
0(V). It is said to be integral when it belongs to
some Aff(π)Z.
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The inductive system of all simple modifications π gives rise to an inductive
system of integral simplicial complexes |∆(π)| with integral affine maps rπ′,π :
|∆(π′)| → |∆(π)|. The projective limit lim
←−π
|∆(π)| of compact topological spaces
is compact, and there is a natural map V → lim
←−π
|∆(π)| given by the collection
rπ. This map is injective because, for any two distinct valuations ν1, ν2 ∈ V there
exists a simple modification π ∈ B such that the centers of ν1 and ν2 on Xπ are
distinct.
On the other hand, we have seen that any quasi-monomial valuation lies in
some |∆(π)|. Whenever π′ dominates π the inclusion |∆(π)| ⊂ |∆(π′)| realizes
∆(π) as a integral simplicial sub-complex of ∆(π′). We thus have injections
lim−→
π
|∆(π)| = Vqm →֒ V →֒ lim←−
π
|∆(π)|.
The first space being dense in the last, and V being compact we conclude that
V = lim
←−
|∆(π)|. We have thus proved
Theorem 1.13. The space V with its piecewise integral affine functions PA(V)Z
can be naturally identified with the projective limit of the system of integral sim-
plicial complexes rπ′,π : |∆(π
′)| → |∆(π)|.
The space Vqm of quasi-monomial valuations can be naturally identified with
the inductive limit lim
−→π
|∆(π)|.
In view of the preceding result, it is natural to introduce the strong topology
on Vqm as the inductive limit topology. Since each dual complex is a finite union
of simplices, a function g on Vqm is continuous iff its restriction to every simplex
|σ| is continuous.
1.7. Ideals, Cartier divisors and piecewise affine functions. We now relate
piecewise affine functions on V to primary ideals of R and Cartier divisors on X.
First note that a Weil divisor Z ∈ Div(X) induces a real-valued function gZ :
Vdiv → R by setting gZ(ν) = ordE(Z)/ ordE(m) whenever ν is the normalized
valuation proportional to a divisorial valuation ordE . This induces a natural
bijection between Weil divisors on X and functions on Vdiv.
Proposition 1.14. If Z is a Cartier divisor on X, the function gZ : Vdiv → R
extends by continuity to a function in PA(V), and this induces an isomorphism
C-Div(X) → PA(V). If a is a primary ideal of R, the Cartier divisor Z(a) it
determines is associated to the function log |a|, and PA(V)Z coincides with the
subgroup of C0(V) generated by log |a| for a ranging over all primary ideals of R.
Proof. If π is a simple modification, the vertices of ∆(π) correspond to the excep-
tional primes of π. This yields an identification Div(π)Z → PA(π)Z, by sending
a divisor Zπ to the unique function on ∆(π) that is affine on each face and whose
value at each vertex E is given by ordE(Zπ)/ ordE(m). Now, if π
′ = π ◦ µ is
another simple modification, it is easily checked that µ∗ : Div(π) → Div(π′)
corresponds to the map (rπ,π′)
∗ : PA(π) → PA(π′). This proves that the above
isomorphisms induce an isomorphism between C-Div(X)Z = lim−→Div(π)Z and
PA(V)Z = lim−→
PA(π)Z.
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Now a given Z-divisor D on some Xπ can be written as a difference of two
Z-divisors D1 − D2, where each Di is generated by its global sections on Xπ.
This means that O(Di) = π
−1ai for some primary ideals ai in R, and this shows
that the group generated by functions of the form log |a| with a a primary ideal
coincides with PA(V)Z. 
Proposition 1.15. The subspace PA(V) is dense in C0(V), endowed with the
topology of uniform convergence.
Proof. This is a straightforward consequence of the so-called lattice version of the
Stone-Weierstrass theorem. Indeed, we have |a + b| = max(|a|, |b|) as functions
on V for any two primary ideals a, b, and it follows immediately that the closure
of the Q-vector subspace of C0(V) spanned by all functions of the form log |a| is a
closed R-subspace of C0(V) stable by taking max. Since it also separates points
of V in a tautological way, the lattice version of the Stone-Weierstrass theorem
implies that this space is equal to C0(V). But it also coincides with the closure
of PA(V), and the result follows. 
1.8. Contractibility. We conclude with the following result due to Berkovich [Be,
p.116]. It is also a special case of a more general result of [T2].
Theorem 1.16 ([Be, T2]). The spaces V, Vqm are contractible.
Proof. Let x1, . . . , xn be coordinates on X at 0, and denote by Vm ⊂ V the space
of all monomial valuations, i.e. determined by their values on xi. Clearly Vm can
be identified with {(si) ∈ [1,+∞]
n, min si = +1}, and is thus contractible. Now
define the retraction r : V → Vm by:
r(ν)(f) = min
α
{ν(aαx
α)} = min{ν(xα), aα 6= 0},
where f =
∑
α aαx
α in multi-index notation. We construct a homotopy ht from r
to the identity as follows. For each multi-index β ∈ Nn, let Tβ be the truncation
operator on k[x1, . . . , xn] given by Tβ(
∑
α aαx
α) =
∑
α≥β aαx
α. Here α = (αi) ≥
(βi) iff αi ≥ βi for each i. Then for t ∈ [0, 1], we set
ht(ν)(f) := min
β
{ν(Tβ(f))− |β| log t}.
Note that the minimum is attained for only finitely many β’s. To see that the
function ht(ν) is a valuation, it is enough to check its additivity on the prod-
uct of two functions. Pick f, g ∈ R, and let α (resp. β) be the minimal in-
dex for the lexicographic order on Nn such that ht(ν)(f) = ν(Tα(f)) − |α| log t
(resp. ht(ν)(g) = ν(Tβ(g)) − |β| log t). Set γ = α + β. Then ν(Tγ(fg)) =
ν(
∑
α′+β′=γ Tα′(f)Tβ′(g)) = ν(Tα(f)) + ν(Tβ(g)), hence ht(ν)(fg) ≤ ht(ν)(f) +
ht(ν)(g). The reverse inequality is clear.
It is easy to see that h0 is the identity on V, and h1 coincides with r in view
of the relation minβ ν(
∑
α≥β aαx
α) = minβ ν(aβx
β). Continuity of ht(ν) in (t, ν)
is also easily checked, and ht is the identity on Vm for each t. 
For each simple modification π, the retraction rπ : V → |∆(π)| can also be
deformed to the identity map of V relatively to |∆(π)|. This is done in [T2] using
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the language of Berkovich spaces, relying on the fact that the normal crossing
exceptional divisor of π endows Xπ with a toroidal structure.
Remark 1.17. The valuation spaces Vqm and V in dimension n = 2 were studied
by the last two authors in [FJ1]. In this case, V is naturally a tree—the valuative
tree— and the piecewise affine integral structure corresponds to the parameter-
ization of V by skewness. Moreover, Vqm is a dense subtree of V obtained by
removing all the ends of V. This makes it possible to understand the valuations
in V \ Vqm. In higher dimensions, the structure of V \ Vqm is much more compli-
cated. For instance, it contains the valuation space VY for each smooth (formal)
subvariety Y ⊂ X through 0. In dimension two, Y is a germ of a curve, and VY
is then a singleton, called a curve valuation.
2. Positivity and convexity
2.1. Nef Weil divisors. Recall that to any ideal a ⊂ R̂ is associated a Weil
divisor Z(a) ≤ 0 which is Cartier iff a is primary. For any two ideals a and b in
R̂, we have
Z(a · b) = Z(a) + Z(b); (2.1)
Z(a+ b) = max{Z(a), Z(b)}. (2.2)
Here the max is taken component-wise. This implies that the set of all Z(a)’s
is a semi-group preserved by taking max. It is the smallest such semi-group
containing the divisors Z(f) determined by all f ∈ R̂, since Z(a) = maxk Z(fk)
whenever the fk’s generate a.
Definition 2.1. The cone of nef Weil divisors in Div(X) is defined as the closed
convex cone in Div(X) generated by the divisors Z(a), where a runs over all ideals
of R̂.
Note that a nef Weil divisor Z satisfies Z ≤ 0, by continuity. If a is an arbitrary
ideal, then we have Z(a) = limk→∞Z(a+m
k), so that the Z(a)’s with a a primary
ideal of R already generate the nef cone. Since the Z(a)’s make up a semi-group
preserved by taking max, the nef cone of Div(X) is also preserved by the same
operation.
In the special case of Cartier divisors, we have the following characterization,
which explains the terminology.
Proposition 2.2. A Cartier divisor Z on X is nef (as a Weil divisor) iff Zπ
is π-nef on Xπ for some (hence any) determination π of Z, that is, Zπ has
non-negative degree on any compact curve contained in π−1(0).
Lemma 2.3. Let Z be a nef Weil divisor on X, and let Zπ be its incarnation
on some Xπ. For any exceptional prime E of π, the restriction Zπ|E of the
numerical class of Zπ to E is pseudo-effective, i.e. it is a limit of classes of
effective Q-divisors on E.
Proof. Since the set of pseudo-effective classes of E is a closed convex cone, it is
enough to check this when Z = Z(a) for some primary ideal a. But Zπ is the
divisorial part of π−1a, thus the base-locus of the global sections of O(Zπ) on
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Xπ has codimension at least 2. It follows that E cannot be contained in this
base-locus, so OE(Zπ) is a line bundle with at least one non-zero global section.
In particular, it is pseudo-effective. 
Proof of Proposition 2.2. Let π be a determination of Z. If Zπ is not π-nef on
Xπ, there exists a curve C in π
−1(0) such that the numerical class Zπ|C is not
pseudo-effective. Now pick π′ = π ◦ µ ∈ B dominating the blow-up of C in Xπ,
and let E be an exceptional prime of π′ dominating C. Then the restriction of
µ∗Zπ = Zπ′ to E, which is the same as (µ|E)
∗(Zπ|C), cannot be pseudo-effective
since Zπ|C is not. This leads to a contradiction in view of the lemma, since Zπ′
is the incarnation of the nef divisor Z on Xπ′ . 
We record the following monotonicity property of nef divisors.
Proposition 2.4. Let Z be a nef Weil divisor on X, and let Zπ ∈ Div(X) be the
incarnation of Z on Xπ, viewed as a Cartier divisor on X. Then Z ≤ Zπ.
In particular, any nef Weil divisor Z 6= 0 satisfies Z ≤ cZ(m) for some c > 0.
Proof. Since Z 7→ Zπ is linear and continuous we can assume Z = Z(a) for some
primary ideal a. Let π′ = π ◦ µ be a determination of Z and write L := Zπ′ .
Then O(L) is generated by its global sections with respect to π′, thus a fortiori
with respect to µ. In other words, we have O(L) = µ∗µ∗O(L). Now the sheaf of
ideals O(µ∗L) contains µ∗O(L) since L ≤ 0, so that O(L) ⊂ O(µ
∗µ∗L). Since L
is exceptional, this implies Z = Zπ′ ≤ Zπ. 
The proof also shows that if Z is any nef Weil divisor on X, then Zπ′ ≤ Zπ
whenever π′ ≥ π, and Z = infπ Zπ.
2.2. Formal psh functions. We now interpret the previous positivity notion at
the level of functions on the valuation space V. The main technical tool required
to study them—multiplier ideals—will be introduced in the next section.
Definition 2.5. A function g : Vqm → R is called a formal psh function iff it is
continuous in the strong topology and if the Weil divisor Z(g) on X determined
by g|Vdiv is nef.
As should be expected from the name, formal psh functions share many prop-
erties with usual the psh functions on Cn. In particular, log |f | is a formal psh
function for any formal function f ∈ R̂, see Lemma 1.10.
Remark 2.6. We will prove later on that any nef Weil divisor W on X can
conversely be written (in a unique way) asW = Z(g) for some formal psh function
g (see Proposition 3.11), so that nef Weil divisors on X and formal psh functions
on V are two manifestations of the same object. Let us already here point out
what the difficulty is. Given a simplex in |σ| in V we must show that the function
g : |σ| ∩ Vdiv → R defined by W extends to a continuous, convex function on |σ|.
Suppose |σ| is one-dimensional, for simplicity, so that |σ| can be identified with the
interval [0, 1] and |σ|∩Vdiv with [0, 1|∩Q. The nefness assumption on W implies
that g : [0, 1]∩Q → R is convex. However, while g then automatically extends as
a continuous function on the open interval (0, 1), there may not be a continuous
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extension to the closed interval [0, 1]. An example is given by g(x) = −x for
0 ≤ x < 1 and g(1) = 0.
If Z is a Weil divisor on X and π is a simple modification, recall that we
denoted by Zπ the Cartier divisor in X determined by the incarnation of Z in
Xπ. In terms of the associated function gZ on Vdiv, we see that Zπ corresponds
to the unique affine function in Aff(π) that coincides with gZ on the vertices of
∆(π), i.e. to the piecewise affine interpolation of gZ on ∆(π). Now suppose that
g is a formal psh function. Then by Proposition 2.4, Z(g) ≤ Z(g)π for any π.
Both functions gZπ and g ◦ rπ belong to r
∗
πC
0(|∆(π)|), but they do not coincide,
since the restriction of g to |∆(π)| is not piecewise affine in general. Using the
notion of compatible blowups from Definition 1.8, we have:
g ◦ rπ = inf {gZπ′ , π
′ compatible with π}.
Using this fact, we conclude
Proposition 2.7. For any dual complex ∆(π) and any formal psh function g,
we have g ≤ g ◦ rπ.
In dimension 2, Zπ is nef whenever Z is, and thus g ◦ rπ is formal psh when g
is. These two properties fail in the higher dimensional case.
If π′ ≥ π are two simple modifications, we have |∆(π)| ⊂ |∆(π′)|, thus rπ◦rπ′ =
rπ. Hence g ◦ rπ decreases as π increases. Using this, we extend g to V \ Vqm as
follows:
Definition 2.8. Given a formal psh function g : Vqm → R, we extend g to V by
setting
g(ν) := inf
π
g ◦ rπ(ν)
for any valuation ν ∈ V.
Since the restriction of g to any dual complex |∆(π)| is continuous, we see that
g ◦ rπ is continuous in the weak topology of V for each π, and thus the extension
g : V → [−∞, 0] is upper semicontinuous, as in the case of the usual psh functions.
3. Valuative multiplier ideals
The goal of this section is to attach to each nef Weil divisor W on X a valuative
multiplier ideal L2(W ) ⊂ R̂, in such a way that L2(cZ(a)) coincides with the usual
multiplier ideal J (ac) when a is a primary ideal of R and c > 0. We will then
show that the nef Weil divisors 1kZ(L
2(kW )) approximate in a very precise way
a given nef Weil divisor W from above. This will enable us to further investigate
formal psh functions. In particular, it will turn out that formal psh functions and
nef Weil divisors are equivalent notions.
3.1. Thinness. Consider a modification π : Xπ → X in B. Denote by Kπ
the relative canonical divisor of π. It is the effective divisor on Xπ determined
by the Jacobian determinant Jπ of π. When π′ ≥ π, π′ = π ◦ µ, the chain
rule yields Kπ′ = µ
∗Kπ + Kµ, where Kµ, the relative canonical divisor of µ, is
µ-exceptional. Thus there exists a unique Weil divisor K on X, the canonical
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divisor, whose incarnation on each Xπ is Kπ. For our purposes, a different but
closely related Weil divisor will be important.
Definition 3.1. The thin divisor A is the Weil divisor on X whose incarnation
in Xπ equals Aπ := Kπ +
∑
E where E ranges over all exceptional primes of π.
The corresponding function A : Vdiv → R+ is called thinness.
Let |σ| be a simplex in Vqm, determined by a collection Ei, i ∈ I of exceptional
primes of a simple modification π. If ν ∈ |σ| is divisorial, a standard computation
(see for instance [Ho]) shows that A(ν) =
∑
i∈I wiA(ordEi) with wi = ν(Ei). This
yields:
Proposition 3.2. The thinness function A : Vdiv → R+ extends uniquely to a
strongly continuous function A : Vqm → R+, which is integral affine on each
simplex.
The thinness function satisfies the following monotonicity property.
Proposition 3.3. For any simple modification π, we have A ≥ A ◦ rπ on Vqm,
and the inequality is strict outside the dual complex |∆(π)|.
The proof is a standard computation, cf. [Ko, Lemma 3.11].
In particular we have A ≥ A(νm) = dimX on Vqm. We also see that A ◦ rπ :
Vqm → R is increasing with respect to π, so we can extend A to all of V as
follows.
Definition 3.4. The thinness function A : V → [0,+∞] is the lower semicontin-
uous function defined by A = supπ A ◦ rπ.
Beware that the Weil divisor −A on X is not nef, i.e. −A is not a formal psh
function on V.
3.2. Multiplier ideals of ideals. We start by recalling the usual geometric
definition of the multiplier ideals following [L, §9.2].
Let c > 0 and let a ⊂ R be an ideal (not necessarily primary). Pick a log-
resolution π : X ′ → X of a. Then f ∈ R lies in the multiplier ideal J (ac) iff
ordE(f ◦ π) + ordE(Kπ) ≥ [c ordE(π
−1a)] for4 any prime divisor E of X ′. If a is
primary, then π can be taken to lie in B, and the above condition only needs to
be tested for the π-exceptional primes E. Using thinness, it can then be rewritten
as ordE(f) +A(ordE) > c ordE(a).
The multiplier ideal J (ac) satisfies the following fundamental subadditivity
property, first established in [DEL]. We refer to [L, §9.5] for a proof.
Theorem 3.5. Let a and b be ideals in R. Then J (ac · bd) ⊂ J (ac) · J (bd) for
any c, d > 0.
4Here [x] is the integral part (rounded down) of the real-number x.
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3.3. Multiplier ideals of nef Weil divisors.
Definition 3.6. Let W be a nef Weil divisor on X. The multiplier ideal L2(W )
is defined as the stationary limit as ε > 0 decreases to 0 of the ideals
{f ∈ R̂, Z(f) ≤ (1 + ε)W +A}. (3.1)
If g is a formal psh function on V, then we define L2(g) := L2(Z(g)).
Note that we consider arbitrary formal functions f ∈ R̂, not just in R. Since
Z ≤ 0, the ideals in (3.1) form an increasing sequence as ε > 0 decreases, hence
are indeed stationary by the Noetherian property. Since each of these ideals is
integrally closed, so is the multiplier ideal L2(W ). Note however that it is not
primary in general. The definition is arranged so that L2(W ) = L2((1 + ε)W )
for every ε > 0 small enough. Also, it coincides with the usual multiplier ideal
when W = cZ(a) for some ideal a of R:
Proposition 3.7. When a ⊂ R is an ideal and c > 0, the ideal L2(cZ(a)) ∩ R
coincides with the usual multiplier ideal J (ac).
Remark 3.8. Over the complex numbers, if f1, . . . , fk are generators of a, then
f is in the multiplier ideal of ac iff |f |/maxj |fj|
c is locally square-integrable at
0. This explains our notation L2 above.
Proof of Proposition 3.7. This is essentially trivial when a is primary, but the
non-primary case requires some care since L2(c log |a|) is defined by imposing
conditions at valuations centered at 0 on X only.
Set Z := cZ(a) and W = Z(J (ac)). We know that ordE(W ) < ordE(Z) +
A(ordE) for any divisorial valuation ordE on X (not necessarily centered at 0).
Indeed, E can be realized as an exceptional prime of a log-resolution of a. As
a consequence, W < Z + A as Weil divisors on X. Now, it is well known that
J (ac) = J (a(1+ε)c) for 0 < ε ≪ 1, so we get W < (1 + ε)Z + A. Thus J (ac) ⊂
L2(Z) ∩R.
To get the reverse inclusion, let f ∈ L2(Z) ∩ R, and pick a log-resolution
π : X ′ → X of a. Let
∑
i riEi be the effective divisor defined by π
−1a. By
definition, f belongs to J (ac) iff ordEi(f) > cri− ai for each prime Ei of π, with
ai := 1 + ordEi(Jπ). (Note that π may not contract Ei onto 0.)
Let E = Ei be one of these primes, pick a point p of E ∩ π
−1(0) and let z1 be
a local equation of E at p, completed to a local system of coordinates z1, . . . , zn
on X ′ at p. If we let νw be the monomial valuation on X
′ in the coordinates
z1, . . . , zn with weights ν(zi) = wi, then ordE = νw for w = (1, 0, . . . , 0), and the
center of νw on X is π(p) = 0 if wi > 0 for all i. Since f ∈ L
2(Z), we deduce
that νw(f) ≥ (1 + ε)cνw(a) − A(νw) for each w with all wi > 0. But clearly
νw(a) → ordE(a) and νw(f) → ordE(f) as w > 0 converges to (1, 0, . . . , 0),
and A(νw) = w1 + · · · + wn + νw(Jπ) converges to 1 + ordE(Jπ). We deduce
that ordE(f) ≥ (1 + ε)c ordE(a) − (1 + ordE(Jπ)) for each E, and in particular
f ∈ J (ac) as was to be shown. 
We will prove in Section 3.6 that the valuative multiplier ideals satisfy the
following fundamental properties, extending those of the usual multiplier ideals.
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Theorem 3.9. If W is a nef Weil divisor on X, then
W ≤ Z(L2(W ))) ≤W +A.
Theorem 3.10. If W1 and W2 are two nef Weil divisors on X, then
L2(W1 +W2) ⊂ L
2(W1) · L
2(W2).
in R̂.
3.4. Consequences for formal psh functions. Using Theorems 3.9 and 3.10
we shall establish two important facts. The first is that nef Weil divisors and
formal psh functions are equivalent notions, as already mentioned above.
Proposition 3.11. For any nef Weil divisor W , there exists a unique formal
psh function g : V → [−∞, 0] such that W = Z(g). Moreover, g is continuous
and convex on any simplex in V.
Proof. Let g : Vdiv → R be the function associated to W . We have to show
that g can be continuously extended to Vqm endowed with its strong topology.
Concretely, this means that g extends to a continuous function on each simplex
|σ| in V.
The apparent difficulty is that |σ| is a closed simplex. Indeed, the nefness
of W can be shown to imply that g extends uniquely to a convex (and hence
continuous!) function on the interior of |σ|. However, the behavior of g at the
boundary of |σ| is harder to control, and that is why we use multiplier ideals.
For each k > 0, set gk :=
1
k log |L
2(kW )|. This is a formal psh function, and
|g − gk| ≤ A/k on Vdiv by Theorem 3.9. Since A is bounded on |σ|, (gk)
∞
1 is a
Cauchy sequence on |σ|, hence converges uniformly to a continuous function. It
is clear that the function thus obtained is the extension of g that we were looking
for. The convexity of g on simplices in V is a consequence of Proposition 2.7. 
Corollary 3.12. If g : Vqm → R is a formal psh function on V, then f ∈ L
2(g)
iff there exists ε > 0 such that log |f | ≤ (1 + ε)g +A on Vqm.
Proof. This follows from the definition of L2(g) = L2(Z(g)) and the strong con-
tinuity of g, A and log |f | on Vqm. 
As a second consequence of Theorem 3.9 and 3.10 we obtain the following
approximation result.
Proposition 3.13. For any formal psh function g on V, there exists a count-
able sequence (ak)
∞
1 of primary ideals and real numbers ck > 0 such that gk :=
ck log |ak| decreases to g on all of V as k →∞.
Proof. Set ak = L
2(2kg) + m4
k
and ck = 2
−k. By Theorems 3.9 and 3.10, the
sequence hk := 2
−k log |L2(2kg)| decreases to g, hence gk = max(hk,−2
k) also
decreases to g on Vqm. We now show that this property automatically extends to
V \ Vqm. Let ν belong to the latter set, and pick t > g(ν) (which might be −∞).
By the definition of g(ν), there exists π large enough so that g(rπ(ν)) < t, and
then gk(rπ(ν)) < t for k large enough. But we also have g(ν) ≤ gk(ν) ≤ gk(rπ(ν))
since gk is formal psh, and it follows that gk(ν) decreases to g(ν). 
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We would like to stress the analogy with the usual complex case, where each
psh function can be written as the decreasing limit of smooth psh functions.
Finally we show that formal psh functions satisfy the following uniform Izumi-
type bound.
Proposition 3.14. For every ν ∈ Vqm, there exists C = C(ν) > 0 such that
Cg(νm) ≤ g(ν) ≤ g(νm)
for each formal psh function g. In particular, either maxV g < 0 or g ≡ 0.
Proof. The existence of C and the left-hand inequality follow from Izumi’s the-
orem [I, ELS]. Indeed, the latter theorem yields a constant C > 0 such that
ν(f) ≤ Cνm(f) for all functions f ∈ R, hence log |a|(ν) ≥ C log |a|(νm) for each
ideal a ⊂ R, and the result follows since every formal psh function is the point-
wise limit of functions of this type. The right-hand inequality is the special case
of g ≤ g ◦ rπ when π is the blow-up of X at 0: see Proposition 2.7. 
3.5. Nef envelopes. The key technical tool for proving Theorem 3.9 and 3.10
consists of approximating an arbitrary nef Weil divisor by special ones, which are
in turn well approximated from below by Weil divisors associated to ideals.
Definition 3.15. If W is a Weil divisor on X, we let L∞(W ) be the ideal of
functions f ∈ R̂ such that Z(f) ≤W .
Clearly L∞(W ) is an integrally closed ideal in R̂, and by definition Z(L∞(W )) ≤
W . In general, L∞(W ) may be reduced to 0. However, there is an important
class of Weil divisors for which L∞(W ) is nontrivial.
Definition 3.16. If π is any simple modification, a Weil divisor W on X is said
to be determined on the dual complex |∆(π)| if W = Z(h) for some bounded
function h : V → R such that h = h ◦ rπ.
For instance any Cartier divisor is determined on a dual complex.
If W = Z(h) is determined on |∆(π)|, then L∞(Z) 6= 0. Indeed, the condition
Z(f) ≤W only needs to be tested on |∆(π)| by Proposition 2.7 applied to log |f |.
But h is bounded so a sufficiently high power of m is always included in L∞(W ).
Since the cone of nef Weil divisors is closed and stable by taking max, the
following definition makes sense.
Definition 3.17. For anyWeil divisorW on X determined on some dual complex,
we define the nef envelope Ŵ as the supremum of all nef Weil divisor Z on X
such that Z ≤W .
If f ∈ R̂ and t > 0, Z(f) ≤ tW is equivalent to Z(f) ≤ tŴ since t−1Z(f) is
nef. In other words, we have L∞(tW ) = L∞(tŴ ) for all t > 0.
The next result is in essence contained in [ELS], see Remark 3.20 below.
Proposition 3.18. Let W = Ẑ be the nef envelope of some Weil divisor Z
determined on a dual complex. For k > 0 set Wk :=
1
kZ(L
∞(kW )). Then there
exists a constant C > 0 such that
(i) W ≤ Z(L2(W )) ≤W +A;
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(ii) L2(kW ) ⊂ L∞((k − C)W ) for all k > C;
(iii) Wk ≤W ≤ (1− C/k)Wk−C for all k > C;
(iv) L2(W ) = L2(Wk) for k large enough.
Remark 3.19. The proof will show that the constant C in the statement can
be taken to be −min|∆(π)|A/gW whenever W is determined on |∆(π)|. Note
also that (i) is a special case of Theorem 3.9 (which we shall prove in general in
Section 3.6.)
Remark 3.20. Pick any simple modification π, and an effective divisor D in Xπ.
Then at = π∗OXπ(−tD) satisfies at · as ⊂ at+s, hence defines a graded family of
ideals a• in the sense of [ELS]. Set W = limt
1
tZ(at). Then (iv) above shows that
the multiplier ideal of a• as defined in op.cit. coincides with L
2(W ); whereas (iii)
is exactly [ELS, Corollary B].
Remark 3.21. In view of Proposition 3.11 we can similarly define the psh en-
velope of any function on Vqm determined on a dual complex. Proposition 3.18
continues to hold in this context.
Proof of Proposition 3.18. Throughout the proof we shall make use of the iden-
tification of Weil divisors on X with real-valued functions on Vdiv. The result is
trivial when W = 0 so we shall assume νm(W ) < 0. We start by proving
Lemma 3.22. With the notation above we have W = supk Wk.
Proof. For any k, Wk is nef and ≤ W by definition. For the reverse inequality,
let π ∈ B be large enough, so that Z is determined in |∆(π)|. Since W is nef,
given ε > 0, there exists by definition a primary ideal a of R and an integer k > 0
such that W and 1kZ(a) are ε-close on |∆(π)| ∩ Vdiv. Since W < 0, we can find
an ideal of the form b = aNmM and l > 0 such that W − ε ≤ 1lZ(b) ≤ W on
|∆(π)| ∩ Vdiv. A fortiori we have
1
lZ(b) ≤ Z on |∆(π)|, hence everywhere on V
since Z = r∗πZ. This means that b ⊂ L
∞(lZ) = L∞(lW ), i.e. 1lZ(b) ≤ Wl ≤ W .
As 1lZ(b) can be made arbitrarily close to W on |∆(π)| ∩ Vdiv, we conclude that
W = supWk on |∆(π)| ∩ Vdiv for every large enough π, hence on all of Vdiv. 
We continue the proof of Proposition 3.18. The right-hand inequality in (i)
follows by the definition of L2(W ). On the other hand, as follows from the
definition, the primary ideal L∞(kW ) is contained in its usual multiplier ideal
J (L∞(kW )), which is equal to L2(kWk) by Proposition 3.7. By the usual
subadditivity theorem (Theorem 3.5) we get L2(kWk) ⊂ L
2(Wk)
k. Moreover,
L2(Wk) ⊂ L
2(W ) since Wk ≤ W . We deduce from this chain of inequalities
that Z(L∞(kW )) ≤ kZ(L2(W )), i.e. Wk ≤ Z(L
2(W )), and (i) follows from
Lemma 3.22 by letting k →∞.
We now prove (ii). Pick π such that Z = r∗πZ. If f ∈ L
2(kW ), then Z(f) ≤
kW +A by definition. Now we have A ≤ −CW on |∆(π)| for some C > 0 (which
only depends on π) since W < 0. We infer that Z(f) ≤ (k−C)W ≤ (k−C)Z on
|∆(π)|, hence everywhere since Z = r∗πZ. This means that f ∈ L
∞((k −C)Z) =
L∞((k − C)W ) as claimed.
To get (iii), we use (ii). By applying (i) to kW instead of W , we get kW ≤
Z(L2(kW )) ≤ Z(L∞((k − C)W )), and the result follows. Finally, to get (iv),
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first note that L2(W ) = L2(W + Ck WC) for k large enough. Now kWk ≤ (k −
C)Wk−C + CWC , so W +
C
k WC ≤Wk by (iii), which concludes the proof. 
3.6. Proofs of Theorems 3.9 and 3.10. Both proofs proceed by a reduction
to the case of nef Weil divisors obtained as nef envelopes of divisors determined
on a fixed dual complex.
Proof of Theorem 3.9. Start with an arbitrary nef Weil divisor W on X. For
every π, we can consider the incarnation Wπ ∈ Div(X) of W on Xπ, viewed as a
Cartier divisor on X. In general, Wπ may not be nef; let Ŵπ be its nef envelope.
Since W is nef, we have W ≤ Ŵπ ≤Wπ by construction.
On the other hand, Wπ and W coincide on the vertices of ∆(π), and it follows
that the net Ŵπ decreases pointwise to W as π tends to infinity in the directed
set of simple modifications. We will rely on the following two results:
Lemma 3.23. Let (Zi)i∈I be a decreasing net of nef Weil divisors on X, indexed
by a directed set I, and set Z = inf Zi. Then L
2(Z) =
⋂
i L
2((1 + ε)Zi) for every
ε > 0 small enough.
Lemma 3.24. Let ai be a decreasing net of ideals in R̂, indexed by a directed set
I, and set a =
⋂
I ai. Then inf i∈I Z(ai) = Z(a).
We deduce from these lemmas that Z(L2(W )) = limπ Z(L
2((1 + ε)Ŵπ)) for
ε > 0 small enough. We conclude by applying Proposition 3.18 (i) to (1 + ε)Ŵπ
which by definition is the nef envelope of a Cartier divisor. 
Proof of Lemma 3.23. We have L2(Z) = L2((1 + ε)Z) for ε≪ 1, hence L2(Z) ⊂⋂
i L
2((1 + ε)Zi) since Z ≤ Zi. Conversely, f ∈
⋂
i L
2((1 + ε)Zi) implies Z(f) ≤
(1 + ε)Zi +A for all i hence f ∈ L
2(Z) since Zi converges to Z. 
Proof of Lemma 3.24. For every ideal b of R̂, Z(b) is the decreasing limit of
Z(b + mk) as k → ∞. Now, because R̂/mk has finite length, it is Artinian, so
that the decreasing sequence of ideals ai+m
k is stationary for i ≥ i(k). We claim
that the stationary value is actually a+mk. Granting this for a moment, we get
Z(a) ≤ inf
i∈I
Z(ai) ≤ Z(ai(k) +m
k) = Z(a+mk),
and so Z(a) = inf i∈I Z(ai) follows by letting k →∞. To prove the claim, let pl :
R̂ → R̂/ml denote the projection. Each quotient map R̂/ml+1 → R̂/ml induces
a surjection from
⋂
i∈I pl+1(ai) →
⋂
i∈I pl(ai), because both sides are reductions
of the same ai for i ∈ I large enough. Because of this, given fk ∈
⋂
i∈I ai + m
k,
there exists f ∈ R̂ such that f = fk mod m
k and f ∈
⋂
i∈I(ai + m
l) for every
l ≥ k. But now f ∈ ai mod m
l for every large l implies f ∈ ai because ideals of
R̂ are closed by Krull’s lemma, and so we get f ∈
⋂
i∈I ai = a. This proves the
claim and the lemma. 
Proof of Theorem 3.10. By the same token, the proof boils down to
Lemma 3.25. Let (ai)i∈I and (bi)i∈I be decreasing nets of ideals in R̂, indexed
by a directed set I. Then
⋂
i(aibi) = (
⋂
i ai)(
⋂
i bi).
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Again, we only have to check it modulo ml for all l in which case the proof is
obvious since the ai are stationary modulo m
l. 
4. Intersection theory and Monge-Ampère operator
4.1. Intersection of nef Weil divisors. Fix a modification π ∈ B. We de-
note the intersection number of any n-tuple of divisors Z1, . . . , Zn ∈ Div(π) by
〈Z1, . . . , Zn〉 ∈ R. If Z1 =
∑
E rEE, then 〈Z1, . . . , Zn〉 =
∑
E rE 〈Z2|E , . . . , Zn|E〉.
By expanding further in terms of the coefficients of the other divisors, we see that
the intersection product is multilinear and continuous. It is also symmetric in all
variables and satisfies the following important monotonicity property:
Lemma 4.1. Suppose Z ′i, Zi ∈ Div(π) are nef divisors satisfying Z
′
i ≤ Zi. Then
〈Z ′1, . . . , Z
′
n〉 ≤ 〈Z1, . . . , Zn〉.
Proof. By symmetry, the proof reduces to the case Z ′i = Zi for i ≥ 2. But is then
clear, since 〈Z1, . . . , Zn〉 = 〈Z
′
1, . . . , Z
′
n〉+ 〈(Z1 − Z
′
1), Z
′
2, . . . , Z
′
n〉 and Z1 − Z
′
1 is
effective while Z ′i is nef for i ≥ 2. 
We now extend the previous construction to C-Div(X). For any collection
Z1, . . . , Zn of Cartier divisors on X determined on some Xπ, we set
〈Z1, . . . , Zn〉 := 〈Z1,π, . . . , Zn,π〉. (4.1)
This definition does not depend on π, and we have
Proposition 4.2. The intersection product C-Div(X)n → R defined by (4.1)
is symmetric, multilinear and continuous for the strong topology. Moreover, if
Z ′i ≤ Zi are nef Cartier divisors, then
〈Z ′1, . . . , Z
′
n〉 ≤ 〈Z1, . . . , Zn〉. (4.2)
Note that 〈Z1, . . . , Zn〉 ≤ 0 when the Zi are nef, because Zi is then ≤ 0.
Define the mixed multiplicity e〈a1, . . . , an〉 of a collection of n primary ideals
ai, as e〈a1, . . . , an〉 := dimR/(f1, . . . , fn) where fi is a generic element in ai, see
also [Re]. Then the following holds, see [Ram]:
−〈Z(a1), . . . , Z(an)〉 = e〈a1, . . . , an〉. (4.3)
The inequality (4.2) allows us to extend the definition to nef Weil divisors.
Definition 4.3. Let Z1, . . . , Zn be nef Weil divisors on X. Then we set
〈Z1, . . . , Zn〉 := inf〈W1, . . . ,Wn〉 ∈ [−∞, 0],
where the infimum is taken over nef Cartier divisors such that Wi ≥ Zi for all i.
By monotonicity, this definition is consistent with the intersection defined
above for nef Cartier divisors.
Proposition 4.4. The intersection product on nef Weil divisors is symmetric,
upper semicontinuous, and continuous along decreasing families. It is also 1-
homogeneous, additive, and increasing in each variable. Further, 〈Z1, . . . , Zn〉 < 0
unless Zi = 0 for some i.
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Remark 4.5. Our approximation result Proposition 3.13 whose proof is based
on multiplier ideals is used here in an essential way to prove the additivity of the
intersection product.
Proof. Symmetry, homogeneity and monotonicity are all clear by definition. Sup-
pose that all the Zi are non-zero. Then there exists ε > 0 such that Zi ≤ εZ(m)
for all i by Proposition 2.4, and it follows that 〈Z1, . . . , Zn〉 ≤ −ε
n.
Let us prove upper semicontinuity. The proof relies on the following remark:
if W is a Cartier divisor on X, then the set of nef Weil divisors Z on X such that
Z < W (coefficient-wise) is open in the nef cone in Div(X). Indeed, this condition
needs only be tested on the finitely many exceptional primes of a determination π
of W by Proposition 2.4. Now let Z1, . . . , Zn be given nef Weil divisors. Since the
intersection product of nef Weil divisors is always nonpositive, upper semiconti-
nuity at Z1, . . . , Zn is automatic if one the Zi is zero. We can therefore assume
that they are all non-zero, so that 〈Z1, . . . , Zn〉 < 0 by what precedes.
Let t < 0 be a given real number such that 〈Z1, . . . , Zn〉 < t. By definition,
there exist nef Cartier divisors Wi ≥ Zi such that 〈W1, . . . ,Wn〉 < t. The Wi are
in particular non-zero, thus Wi < 0 coefficient-wise by Proposition 2.4. There-
fore, upon replacing Wi by (1− ε)Wi for ε≪ 1 we can assume that Zi < Wi by
the remark above. Thus the set Ui of nef Weil divisors Z
′
i such that Z
′
i < Wi is
a neighborhood of Zi in the nef cone, and 〈Z
′
1, . . . , Z
′
n〉 ≤ 〈W1, . . . ,Wn〉 < t for
Z ′i in Ui. This proves upper semi-continuity. Since the intersection product is
increasing in each variable, continuity along decreasing families follows immedi-
ately.
As to additivity, let Z ′1 be another nef Weil divisor. By Proposition 3.13, there
exists decreasing sequences (W1,k)
∞
k=1, (W
′
1,k)
∞
k=1 and (Wi,k)
∞
k=1, i ≥ 2 of nef
Cartier divisors on X, converging to Z1, Z
′
1 and Zi respectively. Thus additivity
follows from the continuity just proved and from the additivity of the intersection
pairing on Cartier divisors. 
4.2. Monge-Ampère measures on V. We now interpret the intersection prod-
uct on nef Weil divisors constructed above as a positive measure on V.
Recall that a Radon measure on V is a continuous linear form on the space
C0(V) of continuous real-valued functions on V (with respect to its weak topol-
ogy), endowed with the sup norm. If W is a dense vector subspace of C0(V)
that contains the constant functions, then any non-negative linear form L on W
defines a positive Radon measure on V, of total mass L(1) with 1 the constant
function on V. Indeed, for every f ∈ W , we have (inf f)1 ≤ f ≤ (sup f)1, and
thus (inf f)L(1) ≤ L(f) ≤ (sup f)L(1). In other words |L(f)| ≤ L(1) sup |f |,
and the result follows by uniform continuity.
Proposition 4.6. Suppose g1, . . . , gn−1 are formal psh functions on V, with asso-
ciated nef divisors Zi on X. If 〈Z1, . . . , Zn−1, Z(m)〉 > −∞, there exists a unique
positive Radon measure MA(g1, . . . , gn−1) on V such that∫
V
gMA(g1, . . . , gn−1) = 〈Z(g), Z1, . . . , Zn−1〉,
for any formal psh function g on V.
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When 〈Z1, . . . , Zn−1, Z(m)〉 > −∞ holds, we will say that the Monge-Ampère
measure MA(g1, . . . , gn−1) is well-defined. This is the case if the gi are bounded
on V. Indeed, gi ≥ −C means Zi ≥ CZ(m), thus 〈Z1, . . . , Zn−1, Z(m)〉 ≥ −C
n−1
by monotonicity.
Proof. If W is a given nef Cartier divisor on X, with associated continuous (and
piecewise affine) function gW on V, then gW is bounded on the compact space
V, i.e. gW ≥ −C for some C > 0. In terms of divisors, this means that W ≥
CZ(m), and thus our assumption implies that 〈Z1, . . . , Zn−1,W 〉 > −∞ for any
nef Cartier divisor W . Now if Z is an arbitrary Cartier divisor on X, we can
write it as a difference of two nef Cartier divisors Z = W1 −W2, and we then
set 〈Z1, . . . , Zn−1, Z〉 := 〈Z1, . . . , Zn−1,W1〉 − 〈Z1, . . . , Zn−1,W2〉. This does not
depend on the choice of W1 and W2 by additivity. We thus get a non-negative
functional Z 7→ 〈Z1, . . . , Zn−1, Z〉 on C-Div(X). By Proposition 1.14, C-Div(X)
can be identified with the dense subspace PA(V) of C0(V), see Proposition 1.15.
By the preceding discussion, this concludes the proof. 
By translating Proposition 4.4, (4.2) and (4.3) into statements about psh func-
tions we obtain the following two results.
Proposition 4.7. For any primary ideals a1, . . . , an of R, we have
e〈a1, . . . , an〉 =
∫
V
− log |a1| MA(log |a2|, . . . , log |an|).
Proposition 4.8. Suppose (gi,k)
∞
k=1 is a sequence of formal psh functions de-
creasing to a formal psh function gi for i = 1, . . . , n−1. If ρ := MA(g1, . . . , gn−1)
is defined, then so is ρk := MA(g1,k, . . . , gn−1,k) for all k, and ρk → ρ weakly as
k →∞
Let us spell out more explicitly what happens for piecewise affine functions.
Proposition 4.9. If g1, . . . , gn−1 are piecewise affine formal psh functions on V,
then MA(g1, . . . , gn−1) is a finite sum of Dirac masses at divisorial valuations.
Proof. Choose π such that each gi belongs to Aff(π), and let g be a piecewise
affine test function, lying in Aff(π′) for some π′ possibly very large. By definition,
we then have
∫
V g MA(g1, . . . , gn−1) = 〈Z(g), Z(g1), . . . , Z(gn−1)〉, which can be
computed on Xπ itself by the projection formula, even if Z(g) is only determined
by π′. The integral is thus equal to
∑
E g(νE)bE〈E,Z(g1), . . . , Z(gn−1)〉, where
the sum is over the vertices of ∆(π), νE = b
−1
E ordE is the normalized valua-
tion proportional to ordE, and bE = ordE(m) is the normalization factor. We
thus see that MA(g1, . . . , gn−1) is supported on the vertices of ∆(π), with mass
bE〈E,Z(g1), . . . , Z(gn−1)〉 at the vertex νE determined by a π-exceptional prime
E. 
In fact, this reasoning shows that the intersection number 〈Z1, . . . , Zn〉 of nef
Weil divisors on X is always finite when all but at most one Zi are Cartier. Equiv-
alently, the Monge-Ampère measure MA(g1, . . . , gn−1) of formal psh functions is
always well-defined when all but at most one of the gi are piecewise affine.
28 SÉBASTIEN BOUCKSOM, CHARLES FAVRE AND MATTIAS JONSSON
In the case n = 2, we thus see that MA(g) is always defined when g is a formal
psh function on the valuative tree V. One can check that MA(g) coincides with
the Laplacian ∆(−g) of the (positive) tree potential −g as defined in [FJ1]. In
this special case, the Laplace operator can be constructed purely in terms of the
metric tree structure of V. See also [BR, T1]. In the higher dimensional case,
the metric tree structure is replaced by the piecewise integral structure on V
introduced in Section 1.6, but this is not enough to define the Monge-Ampère
operator.
5. Singularities of plurisubharmonic functions
Throughout this section, we work over the field of complex numbers, and de-
note by O the ring of germs of holomorphic functions at the origin in Cn. It lies
between the two rings R ⊂ R̂ we have been considering, and primary ideals of
all three rings can (and will) be identified. Given an analytic ideal a ⊂ O and a
valuation ν ∈ V̂, we will compute ν(a) as the value of ν on the formal ideal aR̂.
5.1. Definitions. Let u be a psh germ, that is, a plurisubharmonic function
defined in a neighborhood of the origin in Cn. The origin is a singularity of u if
u(0) = −∞. When u and v are two psh germs, we say that u is more singular
than v if u ≤ v + O(1) near 0. We say that u has singularities described by ac
for some ideal a of O and c > 0 if u = c max log |fk|+O(1) for some (hence any)
choice of local generators (fk) of a.
Recall that the Lelong number νL(u, 0) ∈ R+ of u is the supremum of all c ≥ 0
such that u is more singular than c log |z|. The supremum is actually attained,
as follows from the basic fact that sup{log |z|<t} u is a convex function of t. When
u has singularities described by an analytic ideal a, νL(u, 0) is just νm(a).
The multiplier ideal J (u) ⊂ O of a psh germ u is the ideal of germs of holo-
morphic functions f such that fe−u is L2 near 0. When the singularity of u is
described by ac, it is elementary to see that this definition coincides with the one
given in Section 3.2: see e.g. [DK, Proposition 1.7].
For any psh germ, the multiplier ideals J (ku) allow us to approximate the
singularity of u very precisely as k → ∞. We refer to [DK, Theorem 4.2] for
details on the following construction. Fix a ball B centered at the origin on
which u is defined, and let H(u,B) be the set of holomorphic functions f on B
such that ‖f‖2 :=
∫
B |f |
2e−2u < +∞. This is a Hilbert space, and one can show
that the germs at 0 of the functions of H(u,B) generate J (u). This implies that
the psh germ Ru := sup{ log |f |, f ∈ H(u,B), ‖f‖ = 1} on B has singularities
described by J (u) at 0.
Now it is a fundamental fact that there exists a constant C > 0 depending
only on the dimension n and the diameter of B, such that
u(p)− C ≤ Ru(p) ≤ sup
B(p,r)
u+ C − n log r, (5.1)
for all p and all r such that B(p, r) ⊂ B. Here the right hand side is a consequence
of the mean value inequality for |f |2 when f is holomorphic, whereas the left
hand-side is a deep fact, an application of the Ohsawa-Takegoshi theorem.
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Using (5.1), it is easy to see that uk :=
1
kR(ku) converges pointwise to u as
k → ∞, and that 1kνm(J (ku)) = ν
L(uk, 0) converges to ν
L(u, 0). We will now
show that this convergence extends to V.
5.2. Valuative transform of a psh germ. We can associate to a psh germ u
a Weil divisor Z(u) ∈ Div(X) as follows. If E is an exceptional prime on some
Xπ, we define − ordE Z(u) to be the generic Lelong number of u ◦ π along E,
i.e. its Lelong number at the very general point of E. This only depends on the
divisorial valuation ordE . Equivalently, [Z(u)π] is the divisorial part in the Siu
decomposition of the current ddc(u ◦ π) on Xπ.
Theorem 5.1. For any psh germ u, the Weil divisor Z(u) on X is nef.
Definition 5.2. We write û for the associated formal psh function on V and call
it the valuative transform of u.
Let us relate the analytic multiplier ideal J (u) of u to its valuative counterpart
L2(û). For that purpose, note that the family of ideals J ((1 + ε)u) increases as
ε > 0 decreases to 0, thus has to be stationary by the Noetherian property. This
justifies the following definition.
Definition 5.3. For any psh germ u, we set J+(u) := J ((1 + ε)u) for ε > 0
sufficiently small.
Remark 5.4. The Openness Conjecture by Demailly and Kollár [DK, Remark 5.3]
asserts that J+(u) = J (u) for any psh germ u. In [FJ3] this conjecture was set-
tled affirmatively in dimension two.
Theorem 5.5. If u is any psh germ, then we have L2(û) ∩ O = J+(u).
Let us give an explicit interpretation of the restriction of the valuative trans-
form û to a simplex in V. Let π be a simple modification, and E1, . . . , Ek be
exceptional primes of π determining a simplex |σ| in |∆(π)| ⊂ V. Let z1, . . . , zk
be local equations of E1, . . . , Ek at a generic point p on E1 ∩ · · · ∩ Ek, and com-
plete these to local coordinates z1, . . . , zn at p. Then |σ| consists of those valua-
tions νz,w, w ∈ R
n
+ that are monomial in this coordinate system, and such that∑
1≤i≤k biwi = 1, wi = 0 for i > k. Here bi = ordEi(m). We will identify σ with
the set of such w ∈ Rn+.
Now for any w ∈ Rn+, if v is a psh function on Xπ near p, set
νKz,w(v) = sup{t ≥ 0, v ≤ t log max |zi|
wi +O(1)}.
This weighted version of the Lelong number was introduced in [Ki] and is re-
ferred to as the Kiselman number. Kiselman numbers are 1-homogeneous and
monotonous in w: νKz,cw = cν
K
z,w for any c > 0; and wi ≤ w
′
i for all i implies
νKz,w(v) ≥ ν
K
z,w′(v). In particular, the function w 7→ ν
K
z,w(v) is continuous in w.
When w ∈ Qn+, the monomial valuation νz,w ∈ |σ| is divisorial so we may write
νz,w = c ordE for some exceptional divisor E of a modification µ of Xπ above
π−1(0), and some positive real number c > 0. It is then not difficult to see that
νKz,w(v) = c ordE(v ◦ µ). If v = u ◦ π, this shows û(νz,w) = −ν
K
z,w(u ◦ π) when
w ∈ Qn+. By continuity, we conclude
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Proposition 5.6. For any simple modification π, and any quasimonomial valu-
ation νz,w in a simplex |σ| ⊂ V appearing as a face on |∆(π)|, and any psh germ
u, the number û(νz,w) equals the Kiselman number −ν
K
z,w(u ◦ π).
In particular, the Kiselman numbers are concave functions of the weight w,
see Proposition 3.11. This fact is due to Kiselman. From [D2, Proposition 3.12],
one also infers
Corollary 5.7. Let uj , u be psh germs such that uj → u in L
1
loc. Then
lim inf
j→∞
ûj(ν) ≥ û(ν) (5.2)
for any quasimonomial valuation ν.
Proof of Theorem 5.1. By what was recalled above, u is more singular than the
psh germ R(u), which has a singularity described by J (u). Hence Z(u) ≤
Z(J (u)). On the other hand, let f ∈ J (u). If π ∈ B and E is an excep-
tional prime of π, the local integrability of |f |2e−2u implies the integrability of
|f ◦ π|2e−2u◦π|Jπ|2 on Xπ by the change of variables formula, and this in turn is
easily seen to imply ordE(f ◦ π) + A(ordE) > ordE(u ◦ π), as a consequence of
Fubini’s formula at a generic point of E. It follows that ordE(J (u))+A(ordE) ≥
ordE(u), and we conclude
Z(J (u)) ≥ Z(u) ≥ Z(J (u))−A. (5.3)
It follows that Z(u) is the limit of the nef divisors 1kZ(J (ku)), hence is nef. 
Proof of Theorem 5.5. If f ∈ J+(u), then we have Z(f) ≤ Z((1 + ε)u) + A for
ε > 0 small enough by (5.3), and this implies that f ∈ L2(û) by definition.
In case u has singularities described by ac for some analytic ideal a of O (not
necessarily primary), the reverse inclusion is proved exactly as in Proposition 3.7,
using an analytic log-resolution of a.
Now let u be an arbitrary psh germ, defined on a small ball B centered at 0, and
let uk =
1
kR(ku), so that uk has singularities described by J (ku)
1/k . We have
L2(û) = L2((1+ε)û) for small ε > 0 by definition, and L2((1+ε)û) ⊂ L2((1+ε)ûk)
for all k since uk is less singular than u. By the special case just considered,
we have L2((1 + ε)ûk) ∩ O = J ((1 + ε)uk). Thus if f ∈ L
2(û) ∩ O, we have∫
|f |2e−2(1+ε)uk < +∞ for all k. On the other hand, uk satisfies
∫
e2k(uk−u) <
+∞, and these two inequalities imply
∫
|f |2e−2u < +∞ by the Hölder inequality,
as in [DK, Proof of Theorem 4.2]. This concludes the proof. 
5.3. Weights. By a psh weight, we will mean a psh germ ϕ having an isolated
singularity at the origin and such that eϕ is continuous.
We now introduce a class of psh germs that will play an important role in the
sequel.
Definition 5.8. A psh germ ϕ is said to be tame if there exists a constant C > 0
such that for every t > 0 and every germ f ∈ J (tϕ), log |f | is more singular than
(t− C)ϕ.
VALUATIONS AND PLURISUBHARMONIC SINGULARITIES. 31
The definition can be paraphrased by saying that the L2 and L∞ conditions for
holomorphic functions with respect to e−tϕ stay uniformly bounded as t → ∞.
Concretely, we have the following lemma.
Lemma 5.9. Suppose ϕ is a tame psh germ, and ϕk is any psh function with
singularities described by 1kJ (kϕ). Then ϕ ≤ ϕk ≤ (1 − C/k)ϕ up to bounded
functions.
Proof. It is sufficient to prove the lemma for ϕk :=
1
kR(kϕ). From (5.1), we get
ϕ ≤ ϕk + O(1). Conversely, pick a finite set of generators fi of the ideal J (kϕ).
Then ϕk =
1
k logmax |fi| +O(1) near the origin and from the definition of tame
weight we have log |fi| ≤ (k − C)ϕ up to a constant. 
We shall be mostly concerned with tame weights. Here is an important class
of such weights.
Lemma 5.10. Let ϕ be a psh germ such that eϕ is α-Hölder for some α > 0.
Then ϕ is a tame weight. In fact, we can take C = n/α in the above definition.
Proof. Assume that ϕ is defined on a ball B. By (5.1) we have 1kR(kϕ)(p) ≤
supB(p,r) ϕ − n log r + C for every r small enough and some uniform constant
C > 0. Now eϕ is α-Hölder, thus supB(p,r) e
ϕ ≤ eϕ(p)+Crα. Choosing r = eϕ(p)/α
now shows that supB(p,r) ϕ ≤ ϕ(p) +O(1), and this concludes the proof. 
Remark 5.11. One can export the notion of tameness into V. Define a formal
psh function g on V to be tame when L2(kg) ⊂ L∞((k − C)g) for some C > 0
and all k, or equivalently g ≤ hk ≤ (1 − C/k)g with hk :=
1
k log |L
2(kg)|. In
particular, L∞(kg) is non-trivial, and in fact gk :=
1
k log |L
∞(kg)| converges to
g as k → ∞. Proposition 3.18 and Remark 3.21 assert that the formal psh
envelope of a function determined on a dual complex is tame, and the rest of
Proposition 3.18 in fact holds for any tame formal psh function.
5.4. Relative types and valuations. Let us say that a psh weight ϕ ismaximal
if it is maximal outside the origin, that is, (ddcϕ)n = λδ0 for some λ > 0. If u
is an arbitrary psh germ, Rashkovskii [Ras] defined the relative type σ(u, ϕ) of u
with respect to ϕ as the largest c ≥ 0 such that u is more singular than cϕ. It is a
fundamental fact that sup{ϕ≤t} u is a convex function of t under the maximality
assumption. Hence σ(u, ϕ) < +∞ and that u is more singular than σ(u, ϕ)ϕ.
We now relate quasi-monomial valuations to relative types with respect to
tame maximal weights.
Theorem 5.12. If ϕ is a tame maximal weight and u is any psh germ, then
u ≤ ϕ+O(1) iff û ≤ ϕ̂. In other words for every psh germ u, we have σ(u, ϕ) =
sup{c ≥ 0, û ≤ c ϕ̂}.
Theorem 5.13. For any quasi-monomial valuation ν ∈ V, there exists a tame
maximal psh weight ϕ such that û(ν) = σ(u, ϕ) for any psh function u.
The weight ϕ is unique up to a bounded function, and ϕ̂ can be characterized
as the largest formal psh function g on V such that g(ν) = −1.
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Remark 5.14. The proof of Theorem 5.13 shows that the constant C making
ϕ tame can be taken to be A(ν), and one can show that this is the best possible
choice. Also a substantial part of the result is a direct consequence of [Ras,
Theorem 4.1]. Our main contribution lies in proving that ϕ is continuous and
tame.
Proof of Theorem 5.12. If u is more singular than ϕ, then of course û ≤ ϕ̂. To
get the converse, let ϕk be a psh germ with singularities described by J (kϕ)
1/k.
If û ≤ ϕ̂, then a fortiori û ≤ 1k log |J (kϕ)|. Pick a log-resolution πk of the primary
ideal L2(kϕ), so that ϕk ◦ πk has divisorial singularities. Then we have
ordE(u ◦ πk) = −û(ordE) ≥ −
1
k
log |J (kϕ)|(ordE) = ordE(ϕk ◦ πk)
for each exceptional prime E of πk, and it follows from a well-known theorem of
Siu that u ◦πk−ϕk ◦πk is psh up to a bounded term. It is in particular bounded
from above, and we infer that u ≤ ϕk + O(1) near the origin. Now Lemma 5.9
implies that u ≤ (1 − C/k)ϕ + O(1), i.e. σ(u, ϕ) ≥ 1 − C/k for all k, and we
conclude that σ(u, ϕ) ≥ 1, i.e. u ≤ ϕ+O(1). 
Proof of Theorem 5.13. We may suppose we work on the unit ball B, and define
ϕ using a classical envelope construction:
ϕ = sup{u ≤ 0 psh on B such that û(ν) ≤ −1}.
Choquet’s lemma gives a sequence of negative psh functions vj with v̂j(ν) ≤ −1
and increasing to a function v whose upper-semicontinuous regularization v∗ is a
psh function equal to ϕ∗ ≥ ϕ. From (5.2), we infer v̂∗(ν) ≤ lim inf v̂j(ν) ≤ −1.
This shows v∗ ≤ ϕ, hence ϕ = ϕ∗ is psh.
As log |z| is a negative psh function whose valuative transform is constant equal
to −1, we get log |z| ≤ ϕ and ϕ̂(ν) = −1. It is not difficult to see that log |z|
is also the largest negative psh function on B such that û(νm) ≤ −1. Whence
log |z| ≤ ϕ ≤ c log |z| with c = −ϕ̂(νm). This implies ϕ to be locally bounded
outside 0 and eϕ to be continuous at 0. Maximality of ϕ follows from standard
arguments.
We now show that
ϕ̂ = sup{h formal psh, h(ν) ≤ −1} . (5.4)
Denote by g the right hand side of (5.4). As ϕ̂ is a formal psh function with
ϕ̂(ν) = −1, we have ϕ̂ ≤ g. Set gk =
1
kL
∞(kg). We claim that gk → g. To see
that, pick a simple blow-up π such that ν ∈ |∆(π)|. Define the bounded function
h : V → R by setting h(ν) = −1, h ≡ 0 on |∆(π)| \ {ν} and h = h ◦ rπ. Then g
is the formal psh function associated to the nef envelope of Z(h) so that we may
apply Proposition 3.18. We conclude gk → g.
Now the ideals L∞(kg) are primary. One can hence find a negative psh function
uk on B with singularities described by
1
kL
∞(kg). As gk → g, we get (1+ε)uk ≤ ϕ
for large k and ε arbitrarily small. Then (1 + ε)gk ≤ ϕ̂ and thus g ≤ ϕ̂. This
proves (5.4).
Next we show the continuity of eϕ. The argument is standard. By what
precedes, we only need to check the continuity of ϕ outside 0. Write ϕk =
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1
kR(kϕ). We shall prove that ϕk → ϕ uniformly on any compact set in B \ {0}.
Fix ε > 0 arbitrarily small. From (5.1), one infers sup{ϕk, |z| ≤ 1 − ε} ≤ ε and
ϕk ≥ ϕ− ε for k large enough. Set ϕ̄k = max{2 log |z|, ϕk − 4ε} on {|z| ≤ 1− ε}
and ϕ̄k = 2 log |z| on {1 − ε ≤ |z| ≤ 1}. As ϕk ≥ ϕ − ε ≥ log |z| − ε, ϕ̄k
defines a psh function equal to ϕk − 4ε on the fixed ball {|z| ≤ e
−5ε}. Look at
ϕ̄k+ε log |z|: it is a negative psh function on B whose valuative transform equals
ϕ̂k − ε. For k sufficiently large, we get ϕ̂k(ν) − ε ≤ −1, and we conclude that
ϕk + ε log |z| ≤ ϕ ≤ ϕk + ε on {|z| ≤ e
−5ε} for all k large. This shows uniform
convergence on compact subsets of ϕk → ϕ as required.
We have shown that ϕ is a maximal psh weight. Pick a smaller ball B′ ⊂ B,
and set ϕ′ = sup{u ≤ 0 psh on B′ such that û(ν) ≤ −1}. The previous argument
shows that ϕ is a psh weight, ϕ ≥ log |z| + O(1), and ϕ̂′ = ϕ̂. For suitable
constants, the psh function max{ϕ′ − C1, C2 log |z|} extends as a negative psh
function on B, equal to ϕ′ − C1 near 0. It is thus dominated by ϕ. The reverse
inequality ϕ ≤ ϕ′ is clear by construction. We conclude that the difference ϕ−ϕ′
is bounded on B′.
Fix a psh germ u defined in a ball B′. Then u ≤ −û(ν)ϕ′ ≤ −û(ν)ϕ + O(1)
by definition, so σ(u, ϕ) ≥ −û(ϕ). On the other hand, ϕ̂(ν) = −1, so u ≤
σ(u, ϕ)ϕ +O(1) implies −û(ν) ≥ σ(u, ϕ) hence −û(ν) = σ(u, ϕ).
Now if f ∈ J (tϕ), then f ∈ L2((t− ε)ϕ̂) for each ε > 0 by Theorem 5.5, hence
log |f | ≤ tϕ̂ + A. In particular, we get ν(f) ≥ t − A(ν). By definition of ϕ, this
implies that log |f | is more singular than (t − C)ϕ with C := A(ν). Hence ϕ is
tame.
We finally prove a strong form of uniqueness: suppose we are given two maxi-
mal psh weights ϕ,ϕ′ satisfying σ(log |f |, ϕ) = σ(log |f |, ϕ′) for all f ∈ O. Both
weights are tame and ϕ̂ = ϕ̂′ by what precedes, hence ϕ = ϕ′ up to a bounded
function by Theorem 5.12. This concludes the proof. 
5.5. Valuations and generalized Lelong numbers. Demailly [D1] defined
the generalized Lelong number νϕ(u) of a psh germ u with respect to a psh weight
ϕ as the mass at the origin of the measure ddcu ∧ (ddcϕ)n−1. The generalized
Lelong number satisfies the following comparison principle: if u is more singular
than u′ and ϕ is more singular than ϕ′, then νϕ(u) ≥ νϕ′(u
′). We are now in
position to relate the generalized Lelong number with respect to a tame weight
to an average of valuations, largely by repeating the argument given in [FJ2].
Proof of Theorem B. Pick a tame psh weight ϕ and any psh germ u. We first
prove that û is integrable with respect to the Monge-Ampère measure MA(ϕ̂).
Let ϕk :=
1
kR(kϕ). Since ϕ is tame, there is a constant C > 0 such that ϕ ≤
ϕk ≤ (1 − C/k)ϕ up to bounded terms. It follows that Z(ϕ) ≤ Z(ϕk) ≤ (1 −
C/k)Z(ϕ) for each k, and thus 〈Z(u), Z(ϕ)n−1〉 ≥ 〈Z(u), Z(ϕk)
n−1〉 ≥ (1 −
C/k)n−1〈Z(u), Z(ϕ)n−1〉. Since Z(ϕk) is a Cartier divisor, the Monge-Ampère
measure MA(ϕ̂k) is finite and
∫
V ûMA(ϕ̂k) > −∞. It thus follows that MA(ϕ̂)
is also finite.
The previous argument actually shows
∫
V ûMA(ϕ̂) = limk
∫
V ûMA(ϕ̂k). On
the other hand, by the comparison principle, it is clear that νϕ(u) ≥ νϕk(u) ≥
(1 − C/k)n−1νϕ(u), and in particular νϕk(u) converges to νϕ(u). We are thus
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reduced to proving the theorem when the weight ϕ has singularities described by
a primary ideal a.
Replacing a by an ideal having the same integral closure changes the function
ϕ by a bounded term only. By choosing generic linear combination of a system
of generators of a, we may assume that the ideal is generated by exactly n holo-
morphic functions f1, . . . , fn. Consider the map F : (C
n, 0) → (Cn, 0) given in
coordinates by F = (f1, · · · , fn). As a is primary, F is finite, and by construction
ϕ = log |F |.
Denote by e(F, ·) the local topological degree of F . For any point p near the
origin, set F∗u(p) =
∑
F (q)=p e(F, q)u(q). Then F∗u is a psh germ, and we have
νϕ(u) = (dd
cu ∧ (ddc log |F |)n−1) {0}
= (ddc(F∗u) ∧ (dd
c log |z|)n−1) {0} = νL(F∗u).
Similarly if f ∈ O, then F∗f ∈ O is defined by F∗f(p) =
∏
F (q)=p f(q)
e(F,q). If
a is primary, then so is F∗a.
Next, if u has singularities described by an ideal b, then û = log |b|, and F∗u
has singularities described by F∗b. By the projection formula in intersection
theory and (4.3), we get∫
V
−ûMA(ϕ̂) = 〈b, a〈n−1〉〉 = 〈b, F ∗m〈n−1〉〉 = 〈F∗b,m
〈n−1〉〉 = νL(F∗u), (5.5)
which shows the formula in Theorem B in this case. To deal with a general
psh germ, we rely again on the approximation technique of Demailly. Pick φ ∈
H(u,B) with norm
∫
B |φ|
2e−2u = 1. The mean value theorem yields for all points
in the ball B(r/2) of radius r/2 and centered at the origin:
|F∗φ|
2 ≤
1
cnr2n
∫
B(r)
|F∗φ|
2 dλ ≤
1
cnr2n
sup
B(r)
e2F∗u ·
∫
B(r)
|F∗φ|
2e−2F∗u dλ.
Now the change of variables formula gives∫
B(r)
|F∗φ|
2e−2F∗udλ = e(F, 0) ·
∫
F−1B(r)
|φ|2e−2u|JF |2dλ
≤ e(F, 0) · sup |JF |2 ·
∫
B
|φ|2e−2udλ ≤ C
for some uniform constant C > 0. Hence log |F∗φ| ≤ supB(r) F∗u − C
′ log r, and
by definition of R(u) we infer supB(r/2) F∗R(u) ≤ supB(r) F∗u − C
′ log r. Set
uk := k
−1R(ku). Then
νL(F∗uk) ≤ ν
L(F∗u) ≤ ν
L(F∗uk) +
C ′′
k
.
In particular we get a sequence of psh functions with singularities described by
analytical ideals for which νL(F∗uk)→ ν
L(F∗u). We saw that ûk → û pointwise
on Vqm. As MA(ϕ̂) is supported on finitely many divisorial valuations (Propo-
sition 4.9), we infer
∫
V −ûk MA(ϕ̂) →
∫
V −ûMA(ϕ̂). Finally we conclude by
applying (5.5) for each uk and letting k →∞. 
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5.6. Proof of Theorem A. Consider two psh germs u, v. By construction, (1)
is equivalent to û = v̂. Theorem 5.13 shows that (3) implies (1). Moreover,
(1) implies (3) and (4) by Theorem 5.12 and Theorem B, respectively, and (1)
implies (2) by Theorem 5.5. It remains to be shown that (2) implies (1). So
suppose J+(tu) = J+(tv) for all t. Theorem 5.5 yields L
2(tû) ∩ O = L2(tv̂) ∩ O
for all t, but this does a priori not imply that L2(tû) = L2(tv̂), so we cannot
directly apply Proposition 3.13 to conclude û = v̂. However, (5.3) applied to
(1 + ε)u shows that log |J+(u)| ≥ gu ≥ log |J+(u)| − A, and thus û is also the
limit of 1k log |J+(ku)| as k →∞, so the result follows.
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[T2] A. Thuillier. Géométrie toröıdale et géométrie analytique non archimédienne. Applica-
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Math., 181, Birkhaüser, Basel, 2000.
[Z] O. Zariski. The compactness of the Riemann manifold of an abstract field of algebraic
functions. Bull. Amer. Math. Soc. 50, (1944). 683–691.
[ZS] O. Zariski and P. Samuel. Commutative algebra. Vol. 2. Graduate Texts in Mathemat-
ics, No. 29. Springer-Verlag, New York-Heidelberg-Berlin (1975).
[Zh] S. Zhang. Positive line bundles on arithmetic varieties. J. Amer. Math. Soc. 8 (1995),
no. 1, 187–221.
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