Experiments to determine the complete 3-dimensional structures of protein complexes are difficult to perform and only a limited range of such structures are available.
Introduction
Rather than acting independently, proteins frequently bind together in pairs or larger complexes to carry out biochemical tasks. The function of such complexes depends not only on the structure of the component proteins but also on the manner in which they bind together. Knowledge of the structure of protein complexes is therefore of great biological value in terms of understanding protein function, and various experimental and computational approaches to elucidating the structure of complexes exist (Russell et al., 2004) . Experiments to determine the complete 3-dimensional structure of proteins and their complexes are in general very difficult to perform, severely limiting the range of completely determined structures available.
In contrast, experimental techniques that test protein pairs for the ability to interact have recently been applied to entire genomes (Ito et al., 2001; Uetz et al., 2000) . Other smaller-scale experimental techniques for identifying protein interactions have also been widely used, and the results have been collated in publically-available databases. These experiments have generated large volumes of data and will continue to do so, both in terms of the coverage of individual genomes but also as the interactomes of different species are explored. Experimental genomic interaction data of this type, although plentiful, can be subject to a high degree of experimental error (von Mering et al., 2002) : pairs of proteins may be reported to interact when in vivo no such interaction occurs, and interactions may also go undetected.
While such techniques do not directly probe the structure of the interactions they reveal, computational approaches can combine information about which proteins interact with knowledge of the structures of individual proteins in order to identify structural components that mediate protein interaction. Although the complete 3-dimensional atomic structure is unknown for most proteins, it is often possible to identify their structure in terms of constituent domains by sequence homology. Domains are structural sub-units of proteins that are conserved and re-used during evolution. They can be thought of as 'building blocks' for proteins (Apic et al., 2001) : some proteins consist of a single domain while others consist of a number of different, or possibly repeated, domains. Domains that are related and have evolved from a common ancestor can be grouped together into a superfamily, and the constituent superfamilies within a protein can be identified from the protein sequence .
A number of statistical approaches have been developed that analyse experimental genomic interaction data in terms of the domains or sequence motifs within proteins (Deng et al., 2002; Ng et al., 2003; Sprinzak & Margalit, 2001 ), although these have primarily focussed on the prediction of novel interactions rather than on elucidating the structure of known complexes. In a recent paper (Nye et al., 2005) , we developed an approach in which pairs of domain superfamilies were scored according to their over-representation within a set of experimentally determined interacting protein pairs, and the statistical significance of each score was measured with a p-value. In particular, we used this information to predict domain-domain contacts within proteins that are known to interact, and evaluated this predictive scheme using a test set of interactions of known atomic structure derived from the Protein Quaternary Structure (PQS) database (Henrick & Thornton, 1998) . We also used the scores of Sprinzak & Margalit (2001) and Deng et al. (2002) to predict domain-domain contacts within the test data and compared the results of the three methods.
This paper introduces the strength or surface area of domain-domain contacts, by which we mean the number of atoms forming the interface between two domains. While such information is not present in the experimental genomic interaction data, the structures stored in the PQS reveal which domains come into contact and the surface area of each contact. Given a pair of interacting proteins whose 3-dimensional structures may or may not be known but for which the constituent domain superfamilies are known, the superfamily signatures of the possible domain-domain contacts between the proteins can be ranked using different scores obtained by analysing experimental genomic interaction data. By the 'signature' of a domain pair we mean the superfamily pair represented by those domains. In this paper we test whether the strongest contact (ie. the contact with the largest surface area) between two interacting proteins has the highest-ranking signature for a test set of interacting protein pairs taken from the PQS.
Predicting the strongest domain-domain contact on the basis of experimental genomic interaction data is highly problematic. First, the training data contain no explicit information on domain-domain contacts, and this information must be indirectly inferred. Secondly, the training data contain many false positives -as many as 80% or more in yeast 2-hybrid data -as well as providing only limited coverage of the space of possible interactions. Prediction of the strongest contact on the basis of such training data is therefore unlikely to be uniformly successful on any set of test data. Despite this, we show that the training data are informative about certain regions of the 'space' of protein interactions: by introducing a simple statistical criterion (based on a p-value threshold), those interactions for which the prediction is most reliable can be automatically identified.
In our previous paper (Nye et al., 2005) the surface area of contacts in the PQS was not taken into account, and contact between domains was essentially taken to be a 'yes' or 'no'. In that paper, for each interacting protein pair in the PQS dataset we considered the set of all possible domain-domain contacts between the proteins and tested whether the highest scoring contact was confirmed as a true contact by the atomic structure. The success rate of this test was compared to that for a 'baseline' strategy in which a domain-domain contact was selected at random for each protein pair. Predicting the signature of the strongest contact, as in this paper, is generally a harder problem with a lower baseline success rate, since the probability of selecting the strongest contact at random from the set of possible contacts is lower than that for selecting any true contact at random. Another important difference between the two papers is that whereas previously we attempted to predict the actual domain pair forming a contact between two proteins, here we attempt to identify only the superfamily signature of contacts. This is a weaker form of prediction, but this more accurately reflects the limitations of our approach. This distinction is only relevant for interacting protein pairs in which two or more possible domain-domain contacts share the same superfamily signature.
The ability to predict the signature of the strongest domain-domain contact between two interacting proteins is potentially of great biological value, for example when confronted with the task of blocking a given protein-protein interaction. In view of this, and the wider problems of elucidating the structure of protein complexes, it is important to exploit any potential source of information. The approach described in this paper, while of limited value on its own, could form part of a broader integrative scheme incorporating information from several different experimental sources.
Methods
This section describes the procedure for making predictions about domain contacts based on the analysis of experimental genomic interaction data and explains how this scheme can be tested using configurations of interacting protein pairs in the PQS. We start by reviewing the methods used to assign scores to superfamily pairs in sections 2.1-2.3. Section 2.4 describes how the scores can be used to predict the strongest domain-domain contact between two interacting proteins and how this scheme was evaluated on test data derived from the PQS.
Superfamily architectures
Throughout this paper we are concerned with the proteome of Saccaromyces cerevisiae. A first step is to identify the superfamily architecture for each protein in the proteome, by which we mean the decomposition of each protein into constituent domain superfamilies. We regard the SCOP database (Murzin et al., 1995) as the standard for classifying domains, and use the associated SUPERFAMILY library of Hidden Markov Models to determine the superfamily architectures of proteins. As described in Nye et al. (2005) , superfamily architectures were successfully obtained for 3035 MIPS Open Reading Frames (ORFs); the other ORFs contained no regions that were identified as domains within a SCOP superfamily.
It is useful to fix some notation at this stage. We let P denote the set of all (unordered) protein pairs and let D denote the set of all pairs of domain superfamilies. Given a protein pair i = (p, q) and superfamily pair j = (A, B), let N ij be the number of distinct ways of having p bound to q via a single contact between a domain in superfamily A and a domain in superfamily B. The data {N ij : i ∈ P, j ∈ D} are uniquely determined by the collection of superfamily architectures. As an example, suppose we have a protein pair i = (p, q), and the two proteins have domain architectures (X, X, Y ) and (A, B) respectively. Then
Training data: experimental genomic interaction data
We use the set of pooled interaction data described in Nye et al. (2005) as training data to obtain the scores for each superfamily pair. This pooled dataset was obtained by combining the Ito and Uetz yeast 2-hybrid datasets (Ito et al., 2001; Uetz et al., 2000) together with a set of interactions from the MIPS database, and contained a total of 1958 distinct pairwise interactions. We make the simplifying assumption that each pair of proteins i ∈ P either interacts or not, ignoring the distinction between permanent and transient interactions. Let I ⊂ P denote the set of such interacting pairs. The set E ⊂ P denotes the protein pairs that have been observed to interact experimentally, and includes false positive results. We assume fixed false positive and false negative error rates associated with this set.
Scoring superfamily pairs
This section briefly describes the methods used to assign scores to superfamily pairs.
The Sprinzak score (Sprinzak & Margalit, 2001 ) is a measure of how often each superfamily pair j is a potential contact in interacting protein pairs relative to the marginal frequency of the superfamily pair across the entire proteome. Counting pairs of proteins that contain a potential contact of signature j, the Sprinzak score is defined as the log of the ratio of the number of such pairs that are observed to interact and the total number of such pairs:
It is a simple measure that does not take experimental errors into account, and (as argued by Deng et al., 2002) it does not make full use of the available data. Note that the score depends only on the presence of superfamilies in each protein and not on the number of times each superfamily is repeated within the architecture. The score has the advantage of being easy to calculate in comparison to the other scores.
The methodology for calculating a p-value for each superfamily pair was presented in our previous paper (Nye et al., 2005) . First, a statistic t j is calculated for each superfamily pair j in the following way. Given the experimental observations E, let E j denote the expected number of contacts between domains of signature j across the entire proteome:
P r(i interacts via contact of type j | E).
Under a simple set of assumptions each term in this sum can be expressed in terms of the data {N ij : i ∈ P, j ∈ D} defined in section 2.1 together with the experimental error rates. The total number of possible contacts of type j within the proteome is given by N j = i N ij . For each superfamily pair j the statistic t j is defined to be the log-odds ratio of the 2 × 2 array:
This statistic compares the ratio E j /(N j − E j ) to the marginal value over the other superfamily pairs: the value of t j is inflated when the superfamily pair j has a relatively large expected proportion of contacts compared to the other superfamily pairs. In order to obtain the p-values, replicate datasets are generated by shuffling domain superfamilies between and within proteins while maintaining the network of protein interactions. In effect, this is equivalent to mainaining the list E of observed interactions, while redefining the superfamily architecture information {N ij } for each replicate data set. In addition, the shuffling is performed in such a way that the marginal frequency of consecutive superfamilies in protein architectures is maintained. The statistics t j are recalculated for each replicate dataset, according to the procedure outlined above. The p-value for the superfamily pair j is then the frequency with which the simulated statistic t j exceeds the value for the original observed data. A similar approach to calculating p-values was adopted by Betel et al. (2004) .
The Deng score (Deng et al., 2002 ) is based on a maximum likelihood approach. The score α j for each superfamily pair j represents the probability that domains from the two superfamilies form a contact between any two proteins, independent of all other possible contacts. Given a protein pair i ∈ P, selected at random, but such that N ij > 0, α j is defined by α j = P r(A pair of domains of type j forms a contact in i independently of other contacts | N ij > 0).
A protein pair i interacts when at least one domain from each protein come together to form a physical contact. Conversely, when there are no contacts the proteins do not interact. It follows that for a protein pair i selected at random from P, the probability that i interacts is given by
and the probability pair i does not interact is
The likelihood of the set α = {α j }, based on the observed data, is then given by
Both of the factors in this equation can be expressed using Bayes' theorem in terms of the quantities in equations (1) and (2), and the experimental error rates P r(i ∈ E | i / ∈ I), P r(i / ∈ E | i ∈ I). The scores α j are obtained by maximizing the likelihood expression. This can be done in a number of different ways, such as the EM algorithm (Deng et al., 2002) or conjugate gradient maximization.
The three scores reflect different aspects of the training data. The Sprinzak and Deng scores are similar in nature and directly measure the overrepresentation of each superfamily pair within the set of interacting protein 6 Statistical Applications in Genetics and Molecular Biology, Vol. 5 [2006] , Iss. 1, Art. 5 DOI: 10.2202 /1544 -6115.1195 pairs. Indirectly they reflect the affinity of domains from each superfamily pair to form contacts. The p-value of a superfamily pair, in contrast, takes into account the level of evidence within the training data for overrepresentation of that superfamily pair, but does not measure the affinity in the same way. To illustrate this consider a superfamily pair j for which every protein pair i containing j (ie. with N ij > 0) is an interacting pair. The Sprinzak score for j has the same value no matter how many such protein pairs occur in the proteome, whereas the p-value will be less significant if there are few such pairs. Conversely two superfamily pairs with rather different affinities could have the same p-value. Given this distinction, predictive schemes that combine the p-value with the other scores could be more successful than using one score alone. Combined approaches are investigated in section 3. In a recent paper Riley et al. (2005) combined scores in a similar way in order to extract domain-domain interactions from genomic interaction data. They combined a likelihood score for each domain pair (essentially the same as the Deng score) with a measure of the evidence in the training data supporting the hypothesis that those domains interact.2
.4 Test data and strongest contact predictions
This section describes how the test dataset was derived from the PQS and how the scores described above were used to predict the strongest domaindomain contact between each interacting protein pair.
The Protein Quaternary Structure file server (PQS) is an internet resource that makes available coordinates for likely quaternary states for structures contained in the Brookhaven Protein Data Bank (PDB) that were determined by X-ray crystallography. Contacts between proteins in the PQS were extracted by analysing the positions of constituent atoms, with atoms deemed to be in contact when their separation was below a fixed threshold (5A). Every atom in each pair of proteins was analysed. In this way, a list of domain-domain contacts and the number of atoms forming each interface was obtained for each interacting protein pair in the PQS. Domain-domain contacts for which fewer than three pairs of residues made contact were ignored. The set of interacting protein pairs taken from the PQS was restricted to those satisfying a set of criteria similar to that specified in Nye et al. (2005) . In order to specify these criteria it is useful to define the set S to be the set of superfamily pairs that are present as a possible contact signature in at least one experimentally observed interaction in the training data. Each protein pair in the PQS was included in the test dataset if it satisfied the following criteria: the protein pair must contain at least two possible contact signatures; both proteins must only contain domains from superfamilies represented in the yeast genome; and at least one of the possible contact signatures must lie in the set S. Recall that the 'signature' of a possible domain-domain contact is the superfamily pair represented by those domains. These criteria are imposed to ensure that the test procedure is fair. In particular we did not restrict to protein pairs in which the strongest contact lies in the set S: we want to be able to predict the strongest contact for interacting protein pairs for which no other information is available other than their superfamily architectures, and conditioning on the signature of the strongest contact in the test data would violate this assumption. Under these criteria, the test dataset contains a total of 1365 interacting protein pairs.
Given a pair of interacting proteins for which the domain architectures are known, the signatures of the possible domain-domain contacts can be ranked using each of the three scores we described above. For each interacting protein pair in the test dataset we tested how often the strongest domaindomain contact had the top-ranking signature. In some protein pairs several potential contacts can all have the same signature, for example when one protein contains a number of domains from the same superfamily. In our previous paper we attempted to predict the actual domains forming contacts rather than the signature of contacts, and so in the situation of a repeated top-ranking signature we selected a contact at random from those sharing the same signature. Of course, to provide the signature of a contact rather than identifying the actual domain pair involved is a weaker form of prediction, but this more accurately reflects the limitations of our approach.
We compared the success rate at predicting the strongest contact to a baseline random prediction rate. The baseline rate is that which would be achieved by choosing a contact signature uniformly at random for each test protein pair. The baseline success rate for proteins representing N possible contact signatures is therefore exactly 1/N .
As suggested by the comments at the end of section 2.3 we also made predictions by combining the p-values with the other scores. In order to distinguish the different predictive methods we will refer to prediction based on the p-values alone as the LPV (lowest p-value) method. The 'combined' approaches involve imposing a threshold on the p-value of the signature of the contact predicted by the Sprinzak and Deng scores. The same set of p-values was used in every case, namely the set generated via the procedure described in section 2.3. More details are given in the next section. Figure 1 shows the success rates for predictions based on each of the three individual scores described in section 2.3, applied to the whole test data set. Results are shown for three different predictive methods, namely predictions made using the Sprinzak score, the Deng score, and p-values, together with the baseline corresponding to naive selection of a signature at random. The proportion of interacting protein pairs in the test dataset for which the signature of the strongest contact was correctly predicted is displayed on the y-axis. The results are broken down according to the number of possible contact signatures between domains in each interacting protein pair. For example, consider a pair of interacting proteins with superfamily architectures (X, X, Y ) and (X, Z) respectively. Contacts between these proteins have four possible signatures: (X, X), (X, Z), (Y, X), and (Y, Z). The number of protein pairs in the test dataset within each category is shown in a table below the main graph. A total of 41 protein pairs in the test data set had more than 6 possible contact signatures. However, within this set of protein pairs the number of entries in each contact signature bin was very small: the results were not statistically significant and consequently not shown on the graph. All three prediction methods were comparable to prediction at random for these protein pairs.
An immediate observation from the graph is that the majority of pairs in the test data (78%) fall into the category of 3 possible contact signatures, and that within this category the three 'expert' methods perform worse than the baseline rate of 'naive' prediction at random. This failure is the result of the training data of experimental genomic interactions covering a relatively small region of the space of possible interactions. In 51% of the protein pairs in the test data with 3 possible superfamily signatures, the signature of the strongest domain-domain contact did not arise as a possible contact in any of the experimental genomic interactions (ie. within the set S defined in section 2.4): for these protein pairs the signature of the strongest contact cannot possibly be correctly identified on the basis of the training data. The other columns of figure 1 are affected to a lesser extent, with some performance gain compared to random prediction. It is noticeable that the LPV method does not perform as well, in general, as the other two methods.
Most of the interacting protein pairs in the test data with three possible contact signatures (989 pairs out of 1027) consist of interactions between two homologous proteins, both of which contain two domains. Expressed symbolically, each of these interacting protein pairs (p, q) is such that the proteins p, q are homologous and therefore share the same superfamily architecture (X, Y ) for two (distinct) superfamilies X, Y . This composition of the test !" #"$%$!&&" '"&&&"%&& #"$% Figure 1 : Results of predicting the signature of the strongest domain-domain contact across the whole test data set using individual scores. The results are broken down according to the number of possible contact signatures within each interacting protein pair. The number of protein pairs within each such category is shown at the bottom of the figure. The proportion of protein pairs for which different prediction methods correctly predict the signature of the strongest domain-domain contact is shown on the y-axis. The baseline success rate corresponding to picking one signature at random is shown by the hatched bars. The other bars correspond to prediction using the Sprinzak score, Deng score, and lowest p-value (LPV) as described in section 2.4. The LPV method fails to identify the signature of the strongest contact for all the protein pairs with 4 possible contact signatures. The error bars represent a 90% confidence interval based on a binomial distribution assumption. Genetics and Molecular Biology, Vol. 5 [2006] , Iss. 1, Art. 5 DOI: 10.2202 /1544 -6115.1195 data set reflects the bias of the PQS data towards homo-multimeric structures. Further results and comments relating to the case of three contact signatures are given below.
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Statistical Applications in
We can briefly compare the results in figure 1 to those in our previous paper (Nye et al., 2005) . As described in the last paragraph, the case of three possible contact signatures largely corresponds to the case of 4 possible domain-domain contacts: similarly poor predictive performance was observed in (Nye et al., 2005) for 4 domain-domain contacts. In both papers, performance improves as the number of possible contacts / number of contact signatures increases. The distinction between these two quantities, however, means that direct comparisons cannot be drawn.
Given the apparent lack of information in the training data when making predictions across the whole test data set, it is natural to attempt to identify those protein interactions in the test data set for which the training data is informative, without assuming, of course, any knowledge of the true pattern of contacts. For example, in the case of three possible contact signatures we would like to be able to identify automatically the large number of interactions in the test data set for which the strongest contact cannot be predicted correctly on the basis of the training data. Imposing a threshold on the p-value of any predicted contact is a simple way of restricting prediction to protein pairs for which the training data is informative. This is carried out as follows:
• Given a pair of interacting proteins each of known superfamily architecture, the superfamily signature with the best score (Deng, Sprinzak, or LPV) is selected.
• If the p-value for this superfamily pair falls below a fixed threshold the superfamily pair is taken to be the predicted signature of the strongest contact; otherwise no prediction is made for the protein pair.
We tested this approach out using each of the three different scores. The same set of p-values was used for all three 'expert' prediction methods, namely that generated by the procedure described in section 2.3. Figure 2 shows the results obtained using the Deng score. It compares the prediction success rate to the expected baseline success rate for the set of protein pairs determined by each p-value threshold. It also shows the proportion of the test dataset for which predictions were made for each p-value threshold. Similar graphs were obtained for the Sprinzak and LPV approaches. The graph obtained using the Sprinzak score was very similar to figure 2, but the success rates were slightly lower. The results using the LPV score are shown in figure 3 . Compared to the Deng approach, much lower p-value thresholds were required by the LPV approach in order to improve the success rate above 50% (p < 0.00001). Of course, this is to be expected given that the LPV approach, by its nature, will tend to predict contacts for which the signature has a lower p-value than the Deng approach. However, this has the draw-back that the results obtained are very sensitive to the exact value of the p-value threshold: below a certain threshold coverage of the test data set is very limited (with correspondingly high success rates), while above it performance is poor. The LPV approach suffers from a sudden cut-off rather than the gradual tail-off in performance observed in figure 2. These results suggest that the combined Deng / p-value prediction strategy is the most suitable approach to predicting the strongest contact. Given a set of experimental protein interactions, one approach to selecting an appropriate p-value threshold would be to impose a fixed false discovery rate (Benjamini & Hochberg, 1995) .
Recall that of the 1027 interactions in the test dataset with three possible contact signatures, 51% had a strongest contact signature that was not in the set S, so that the signature could not be predicted correctly on the basis of the training data. The combined Deng / p-value prediction strategy can successfully be used to identify these interactions leading to improved predic- tion success rates. Applying the combined strategy with a p-value threshold of 0.1 to the pairs in the test dataset with three possible contact signatures, only 6% of the 527 'problematic' interactions (those with a strongest contact that is not represented in S) lie below the threshold, as opposed to 67% of the interactions with a strongest contact signature in S. The combined strategy is therefore able to discriminate between the 'problematic' interactions and those for which the training data is informative. The Deng scores and p-values play complementary roles: the p-values inform us as to whether the training data provided sufficient evidence on which to make a prediction, while the Deng scores identify the superfamilies with the greatest mutual affinity. The training data are less informative about the 'problematic' interactions and so these tend to fall above the p-value threshold. Taking a p-value threshold of 0.1 as above, the combined strategy has the same success rate as the baseline (33%). Lowering the threshold to 0.06 gives a success rate of 53% on 179 interacting protein pairs.
As noted earlier, 96% of the interactions in the test dataset with three possible contact signatures consisted of homodimers, reflecting bias in the PQS. In contrast only 9% of the distinct interactions in the training data were homodimers. It is likely that these biases in the two data sets are the source of the 'problematic' interactions described in the last paragraph, and more generally the poor predictive performance in the case of three contact signatures. However, as we explained in the previous paragraph, despite these biases, the training data are still informative about certain superfamily signatures present in homodimers. With the p-value threshold set at 0.06, 157 of the 179 protein pairs below the threshold were homodimers and 22 were heterodimers. Prediction success occurred at approximately the same rate in both groups.
We can consider a specific example of an interaction where the strongest contact is not represented in S. There are several occurrences in the test data set of interactions between two homologus proteins with superfamily architecture (X, Y ) where:
For these interactions the strongest contact has signature (X, Y ) -which is not present in S -whereas the predicted signature is (X, X). To understand why this occurs we look at occurrences of X and Y in the training data. Superfamily X is present in 11 proteins in the yeast proteome, of which 9 have architecture (X, Y ). There are 7 interactions in the training data in which these proteins are involved. Of these interactions, one is with another protein containing an X domain, but none involve a protein containing a Y domain: hence (X, Y ) is not present in S and (X, X) is predicted as the strongest contact signature. The other alternative (Y, Y ) signature, while represented in the training data, receives a lower score than (X, X). This example is of note because while the yeast proteome contains several proteins with architecture (X, Y ), no interactions are reported between these in the training data. The test data, conversely, contains several such occurrences. It seems likely that the experiments used to obtain the training data bias against detection of this interaction.
Conclusions
This paper presents an assessment of the capacity of various domain-domain interaction scores, obtained using genomic protein interaction data, to predict the strongest domain-domain contact in interacting protein pairs. The signature of the strongest domain-domain contact, by which we mean the pair of superfamilies representing the domains, was predicted for a set of test interactions derived from the PQS using three different scores of affinity taken from the literature. The strongest contact was taken to be the one with the largest surface area. While the overall success rate across the whole test data set was poor using each individual score, we have shown how interactions in the test data set for which the training data is not informative can be automatically excluded from the prediction process, giving improved prediction success rates at the expense of restricted coverage of the test data.
14 Statistical Applications in Genetics and Molecular Biology, Vol. 5 [2006] , Iss. 1, Art. 5 DOI: 10.2202 /1544 -6115.1195 The results of validating any predictive strategy of course depend on the nature and extent of both the training and test data sets. High through-put genomic interaction techniques such as the yeast 2-hybrid method have very high false positive rates. On the other hand, data gathered from smaller scale experiments, as represented by the MIPS interactions in this study, have lower error rates but explore a relatively small region of the 'space' of protein interactions. These features of the training data set combine to limit its predictive power, as observed in this study. In addition, the test data set used to validate our predictions is constrained by the range of protein interactions represented by the PQS. The entries in the PQS are determined by crystallographic experiments. Consequently, they do not fully represent the range of protein interactions that arise in yeast, and are biased in favour of certain types of interaction. It seems likely that the methods described in this paper would perform better given a more representative set of test data, but we are essentially forced to use the PQS by the lack of structural information available for protein complexes.
It is important to emphasize that the training data include no direct information about the surface area of domain-domain contacts. The fact that the data can be used to predict the signature of the strongest contact for certain proteins is therefore noteworthy. The different scores described in section 2.3 are all calculated on the basis of the over-representation of superfamily pairs within the set of interacting protein pairs. That such information leads to successful prediction of the strongest domain-domain contact as we have described suggests that superfamily pairs are sometimes overrepresented precisely because domains from these superfamilies tend to form stronger contacts. This could be driven by a possible a mechanism for interaction between certain proteins in which two proteins interact as a result of containing domains from a particular superfamily pair with a high affinity. These domains form the strongest contact with other weaker contacts forming 'opportunistically'. An alternative model of interaction might involve proteins interacting as a result of several domain-domain contacts of similar strengths. More detailed analysis of the PQS could lend further evidence to support these mechanisms and characterize the interactions in each category.
The ability to predict the strongest contact between two interacting proteins is of considerable biological importance, since knowledge of the structure of a protein complex has diverse implications for the function of the complex and its constituent proteins. The predictions based on the experimental genomic interaction data represent a useful step towards the goal of providing a reliable widely-applicable predictive system. Integrative approaches combining a range of biological information are likely to prove most successful, and the predictive methods presented here could form part of such a system.
