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ABSTRACT
The estimate of surface irradiance on a global scale is possible through radiative transfer calculations using
satellite-retrieved surface, cloud, and aerosol properties as input. Computed top-of-atmosphere (TOA) irra-
diances, however, do not necessarily agree with observation-based values, for example, from the Clouds and the
Earth’s Radiant Energy System (CERES). This paper presents amethod to determine surface irradiances using
observational constraints of TOA irradiance from CERES. A Lagrange multiplier procedure is used to ob-
jectively adjust inputs based on their uncertainties such that the computed TOA irradiance is consistent with
CERES-derived irradiance to within the uncertainty. These input adjustments are then used to determine
surface irradiance adjustments. Observations by the Atmospheric Infrared Sounder (AIRS), Cloud–Aerosol
Lidar and Infrared Pathfinder Satellite Observations (CALIPSO),CloudSat, andModerate Resolution Imaging
Spectroradiometer (MODIS) that are a part of the NASA A-Train constellation provide the uncertainty es-
timates. A comparison with surface observations from a number of sites shows that the bias [root-mean-square
(RMS) difference] between computed and observed monthly mean irradiances calculated with 10 years of data
is 4.7 (13.3) W m22 for downward shortwave and 22.5 (7.1) W m22 for downward longwave irradiances over
ocean and 21.7 (7.8) W m22 for downward shortwave and 21.0 (7.6) W m22 for downward longwave irradi-
ances over land. The bias andRMS error for the downward longwave and shortwave irradiances over ocean are
decreased from those without constraint. Similarly, the bias and RMS error for downward longwave over land
improves, although the constraint does not improve downward shortwave over land. This study demonstrates
how synergetic use of multiple instruments (CERES, MODIS, CALIPSO, CloudSat, AIRS, and geostationary
satellites) improves the accuracy of surface irradiance computations.
1. Introduction
The net top-of-atmosphere (TOA) irradiance (radia-
tive flux) is the flux through the upper boundary of the
atmospheric column and net surface flux is the flux
through the bottom boundary. Once the TOA and sur-
face net flux are averaged for the entire globe and over
a year, the difference of the fluxes at the top and bottom
boundary determines the global mean atmospheric en-
ergy budget. Understanding the change of the atmo-
spheric energy budget is a key element in understanding
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cloud feedback (Stephens 2005). In addition, the change
of the atmospheric energy budget is the driver of global
mean hydrological cycle change (Stephens 2005; Mitchell
et al. 1987; Allen and Ingram 2002; Stephens and Ellis
2008). Furthermore, components of surface fluxes are
physically related. For example, the surface net irradi-
ance at a given location over ocean balances with ocean
heating, horizontal energy advection through lateral
boundaries of the ocean column, and the sum of latent
and sensible heat fluxes at the surface.
Unlike TOA irradiances that can be estimated from
broadband radiance observations (Loeb et al. 2005),
a global estimate of the irradiance at the surface is
only possible through radiative transfer calculations.
For example, Zhang et al. (1995, 2004) use satellite-
derived cloud properties (Rossow and Schiffer 1991,
1999) and temperature and humidity as inputs to com-
pute surface irradiances. Pinker et al. (2003) estimate
surface shortwave irradiances using a relationship be-
tween atmospheric transmission and TOA albedo (Pinker
and Laszlo 1992). Gupta et al. (1999) also use a pa-
rameterized approach in computing both shortwave
and longwave surface irradiances. L’Ecuyer et al. (2008)
and Kato et al. (2011a) take advantage of vertical cloud
profiles observed by active sensors to compute surface
irradiances. A study by Kato et al. (2011a) shows that
integrating active and passive sensor-derived cloud
properties significantly improves surface irradiance esti-
mates, especially over polar regions. When observation-
based inputs, especially cloud and aerosol properties, are
used, computed irradiances are arguably more consistent
with observations at the surface thanmodeled irradiances
produced in, for example, general circulation models.
The retrieval error in cloud and atmospheric properties
used as inputs, however, directly affects the accuracy and
stability of computed surface irradiances. In addition,
computed TOA irradiances do not necessarily agree with
Clouds and the Earth’s Radiant Energy System (CERES;
Wielicki et al. 1996) derived TOA irradiances (e.g.,
Rose et al. 2013). In this study, CERES-derived TOA
irradiances are used to constrain surface irradiance
computations so that computed TOA irradiances are
consistent with CERES observations. The CERES-
derived TOA irradiances are from the Energy Bal-
anced and Filled (EBAF; Loeb et al. 2009) product. By
constraining surface irradiance computations to EBAF
TOA irradiance, we extend the consistency from ocean
heating and TOA irradiances to surface irradiances,
thereby providing improved estimates of the surface
radiation budget.
In the following sections, the process to produce a
data product containing surface irradiances constrained
by CERES observations is discussed. In the constraining
process, surface, atmospheric, and cloud properties used
as input are adjusted according to their uncertainty, af-
ter correction of bias errors. The uncertainty is esti-
mated observationally, utilizing A-Train data, including
data from the Atmospheric Infrared Sounder (AIRS;
Chahine et al. 2006), Cloud–Aerosol Lidar and Infrared
Pathfinder Satellite Observations (CALIPSO; Winker
et al. 2010), CloudSat (Stephens et al. 2008), and Mod-
erateResolution Imaging Spectroradiometer (MODIS).
Because the adjustment of inputs depends on their un-
certainties, the uncertainty estimate plays a critical role
in the process. Accordingly, adjustments to surface ir-
radiances are made by a radiative transfer model to-
gether with numerically derived partial derivatives of
surface irradiances with respect to surface, cloud, and
atmospheric properties. To verify the method, adjusted
surface irradiances are compared with observed surface
irradiances at a number of surface sites over both land
and ocean. If we can establish the agreement of adjusted
surface irradiances with observed surface irradiances to
within their uncertainty, the agreement achieves closure
among inputs, CERES-derived TOA irradiances, and
observed surface irradiances.
Section 2 describes the datasets used in producing
surface irradiances that are consistent with CERES-
derived TOA irradiances. Section 3 provides an over-
view of the method. Section 4 discusses approximations
made in the adjustment process. Section 5 presents the
method to derive the uncertainty of cloud and atmo-
spheric properties. Results of the adjustment are dis-
cussed in sections 6–12.
2. Datasets
The constrained surface data product (hereinafter
EBAF-surface) is based on two CERES data products.
Edition 3-lite SYN1deg-Month provides irradiances to
be adjusted and EBAF Ed2.6r (Loeb et al. 2009, 2012b)
provides the constraint. In addition, two data products
from A-Train observations provide uncertainty esti-
mates. The uncertainty of cloud properties derived
fromMODIS is estimated using theCALIPSO,CloudSat,
CERES, and MODIS (jointly CCCM) edition B1
merged data product (Kato et al. 2010, 2011a). The
uncertainty of temperature and humidity profiles is
based on AIRS level 3 data (AIRX3STM.005; Chahine
et al. 2006).
SYN1deg-Month is a level 3 product and contains
gridded monthly mean computed TOA and surface ir-
radiances along with irradiances at three atmospheric
pressure levels (70, 200, and 500 hPa). Irradiance com-
putations are made with 1-h temporal and 18 3 18 spa-
tial resolutions. Detailed descriptions of the irradiance
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computation method of SYN1deg-Month are given in
Kato et al. (2011a). Modeled irradiances included in
SYN1deg-Month are computed with cloud properties
derived from MODIS and multiple geostationary sat-
ellites (Geo). Each Geo instrument is calibrated with
MODIS (Doelling et al. 2013). The Ed2 CERES cloud
algorithm (Minnis et al. 2011) derives cloud properties
(e.g., fraction, optical depth, top height, particle size,
and phase) from narrowband radiances measured by
MODIS twice a day from March 2000 through August
2002 (Terra only) and four times a day after September
2002 (Terra plus Aqua). The edition 2 two-channel
Geo cloud algorithm (Minnis et al. 1994) provides
cloud properties (fraction, top height, and daytime
optical depth) every 3 h outside the Terra and Aqua
overpass times. Cloud properties are gridded in 18 3 18
spatial grids and interpolated to 1-hourly temporal
grids (hour boxes) to fill hour boxes with no retrieved
cloud properties. Up to four cloud-top heights (surface to
700 hPa, 700–500 hPa, 500–300 hPa, and ,300 hPa) are
retained for each hour box within a 18 3 18 grid box.
Cloud properties (cloud-top height, optical thickness,
particle size, phase, etc.) are kept separately for four
cloud types.
Temperature and humidity profiles used in irradiance
computations are from the Goddard Earth Observing
System (GEOS-4 and 5) Data Assimilation System re-
analysis (Bloom et al. 2005; Rienecker et al. 2008).
GEOS-4 is used from March 2000 through October
2007, and GEOS-5 is used beginning November 2007.
The GEOS-4 and -5 temperature and relative humidity
profiles have a temporal resolution of 6 h. Spatially, the
profiles are regridded to 18 3 18 maps. Skin tempera-
tures used in the computations are from GEOS-4 and
GEOS-5 at a 3-hourly resolution, the native temporal
resolution of GEOS-4 skin temperature, although the
GEOS-5 product has a higher 1-hourly native resolu-
tion available. Six-hourly temperature and humidity
profiles and 3-hourly skin temperature are interpolated
for each hour box.
Other inputs used in SYN1deg-Month are ozone
amount (Yang et al. 2000) and ocean spectral surface
albedo from Jin et al. (2004). Broadband land surface
albedos are inferred from the clear-sky TOA albedo
derived from CERES measurements (Rutan et al.
2009). The diurnal model of clear-sky TOA albedo
(Doelling et al. 2013) is used to infer TOA clear-sky
albedo away from the CERES observation time. The
clear-sky TOA albedo is then used to infer clear-sky
surface albedo. Clear-sky surface albedos for the solar
zenith angle of 558 are used for all-sky surface albedos.
The emissivity of land and ocean surfaces is fromWilber
et al. (1999).
3. Overview of the EBAF-surface process
The flow diagram in Fig. 1 provides an overview of
the process to produce the EBAF-surface data product.
To constrain irradiance computations using CERES-
derivedTOA irradiances, we first determine the difference
of the monthly 18 3 18 mean computed and CERES-
derived TOA irradiances from SYN1deg-Month and
EBAF, respectively. Second, we correct the TOA long-
wave bias error caused by the upper tropospheric relative
humidity error in Global Modeling and Assimilation
Office (GMAO) reanalysis using AIRS data. We also
correct for the surface downward longwave irradiance
bias error that is caused by missing lower clouds in
overlapped conditions. This bias correction is based on
computed irradiance using CALIPSO- and CloudSat-
derived vertical cloud profiles (Kato et al. 2011a). Third,
we use a Lagrange multiplier procedure to determine the
perturbation of surface, cloud, and atmospheric proper-
ties to match the TOA irradiance difference, assuming
that changes applied to the input variables are small rel-
ative to respective monthly mean values. Jacobians that
are needed to determine surface, cloud, and atmospheric
property perturbations, as well as surface irradiance
adjustments, are computed separately and used in the
Lagrange multiplier procedure. Fourth, we compute
the surface irradiance change based on perturbed surface,
cloud, and atmospheric properties. Subsequently, the
surface irradiance changes are added to 18 3 18 monthly
mean SYN1deg-Month irradiances.
4. Approximations in adjusting surface irradiances
To understand approximations in the adjustment pro-
cess clearly, we write the monthly 18 3 18 gridded mean
FIG. 1. Flow schematic of the surface irradiance adjustment process
to produce the EBAF-surface product.
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TOA irradiance difference from EBAF FCERES and
SYN1deg-Month FSYN and approximate the differ-
ence as
DFTOA5FSYN,TOA2FCERES5 
j
›FTOA
›xj
Dxj , (1)
where Dxj is the monthly 18 3 18 gridded mean sur-
face, cloud, and atmospheric property adjustments
that are determined by the Lagrange multiplier pro-
cedure. The bias error caused by the error in upper
tropospheric relative humidity is corrected in DFTOA.
Using Dxj, the surface irradiance adjustments are com-
puted by
DFSfc5 
j
›FSfc
›xi
Dxj , (2)
after the bias correction is applied to the downward
longwave irradiance. The monthly 18 3 18 adjustment
given by Eq. (2) is added to the monthly 18 3 18 surface
irradiances from SYN1deg-Month,
FEBAF,Sfc5FSYN,Sfc1DFSfc , (3)
to produce the monthly 18 3 18 gridded surface irradi-
ance for EBAF-surface. Because irradiances for
SYN1deg-Month are computed with 1-h temporal and
18 3 18 spatial resolutions, the distribution of surface,
cloud, and atmospheric properties occurring over the
course of the month is treated in the computations.
Therefore, the monthly 18 3 18 gridded irradiances from
SYN1deg-Month is
FSYN5
ð
P(x)F(x) dx , (4)
where P(x) is the probability distribution of TOA or
surface irradiances and x is surface, atmospheric, and
cloud properties. We separate FSYN into two terms, the
irradiance computed from the mean properties and the
deviation due to the distribution of atmospheric and
cloud properties over the course of the month:
FSYN5F(x)1
ð
P(x)F(x) dx2F(x)
 
, (5)
where the term in the square brackets on the right-hand
side is the deviation term.
If we perturb surface, cloud, and atmospheric prop-
erties x at 1 h and 18 3 18 degree resolutions, the
monthly 18 3 18 mean irradiance is
F(x1Dx)5F(x1Dx)1
 ð
P(x1Dx)F(x1Dx) dx
2F(x1Dx)

. (6)
The process described by Eqs. (1)–(3) approximates
Eq. (6) by
FEBAF,Sfc(x1Dx)5F(x)1
›FSfc
›x
Dx
1
ð
P(x) FSfc(x) dx2FSfc(x)

. (7)
Two approximations by Eq. (7) are 1) neglecting higher-
order terms of Taylor’s expansions of the first term of
the right-hand side of Eq. (6) and 2) neglecting the ad-
justment applied to the deviation term [i.e. approxi-
mating the second term of the right-hand side of Eq. (6)
by the third term of the right-hand side of Eq. (7)]. A
study by Kato et al. (2011b) indicates that the error by
the first approximation is on the order of 10% of the
adjustment DFSfc. The error by the second approxima-
tion is difficult to estimate but it is also expected to be a
small fraction of DFSfc because the change of the dif-
ference between the mean irradiance F(x) and irradi-
ance computed with mean properties F(x) by Dx—that
is, [F(x1Dx)2F(x1Dx)]2 [F(x)2F(x)])—is much
smaller than the difference of F(x)2F(x). Therefore,
the error introduced by these two approximations
is small, which is also demonstrated by Loeb et al.
(2012a).
5. Input variable uncertainties and surface
irradiance adjustments
The Lagrange multiplier approach used in this study
is similar to that used in Loeb et al. (2009) and dis-
cussed in Rose et al. (2013) in detail. The approach
used in this study only uses monthly mean short-
wave and longwave irradiances in contrast to the in-
stantaneous TOA shortwave, longwave, and window
irradiances discussed in Rose et al. (2013). The detailed
adjustment algorithm used in this study is explained in
the appendix.
The adjustment determined by the Lagrange multi-
plier procedure is applied to variables listed in Table 1.
One uncertainty value is used for each monthly 18 3 18
grid box for each property listed in Table 1. Note that
although four different cloud types are kept in SYN1deg-
Month and cloud property uncertainties are derived
separately for low, middle, and high clouds, the cloud
type–dependent uncertainties are averaged, weighted
by the cloud fraction of four cloud types.
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Because the result of adjustment depends on the un-
certainty estimate, it is important to use realistic un-
certainty to obtain meaningful irradiance adjustments.
For this reason, we use observations to estimate the un-
certainty. Table 1 lists the data source of the uncertainty
estimate and the subsection below describes the method
to estimate the uncertainty of cloud and atmospheric
properties, and the uncertainty in the TOA irradiance.
The adjustment of surface irradiances is computed by
the surface, cloud, and atmospheric property adjust-
ments multiplied by the partial derivative of the surface
irradiance with respect to cloud or atmospheric property
[Eq. (2), Jacobian]. Jacobians are numerically derived
for each 18 3 18 grid box using its monthly mean cloud
and atmospheric properties. To derive partial derivatives
with respect to cloud properties, cloud properties for
each cloud type (up to four cloud heights) are perturbed
equally. The resulting irradiance changes are then aver-
aged, weighted by the cloud fraction of each cloud type.
The adjustment of shortwave irradiance is more com-
plicated than the longwave adjustment because of the
distribution of solar zenith angles over a course of the
month within a grid box. To account for the solar zenith
angle distribution, we compute the distribution of solar
zenith angles in each 18 3 18 grid in a month and de-
termine the solar zenith angle that corresponds to the
25% and 75% populations. We then use the two solar
zenith angles in deriving partial derivatives numerically
and consequentlymultiplying the partial derivative by the
cloud and atmospheric changes. The shortwave irradi-
ance adjustment applied to the monthly mean surface
shortwave irradiance for the 18 3 18 is the average of
these two values.
The Lagrange multiplier method minimizes changes
of the cloud fraction, atmospheric, and cloud properties
in adjusting the TOA irradiances. Their adjustments
also depend on the uncertainty of TOA irradiances. This
approach is suitable for correcting small independent
errors in inputs. It does not provide the proper correc-
tion, however, if two variables need to be perturbed in
an opposite sign to match a small TOA irradiance dif-
ference. Suppose, for example, the TOA longwave ir-
radiance needs to increase by a small amount and a large
increase of upper tropospheric humidity and even a
larger increase of surface temperature that exceeds the
TOA longwave reduction by the upper tropospheric
humidity are required. This algorithm instead would
probably decrease the upper tropospheric humidity or
increase the surface temperature or both by a small
amount.
To mitigate the weakness of the Lagrange multiplier
method, we correct the bias error of upper tropospheric
TABLE 1. Data source to estimate uncertainty. Note that uppermost cloud-top pressures less than 440 hPa and greater than 680 hPa are
defined respectively as high and low clouds. Midclouds are those in between.
Variables Method and data source Resolution
Upper tropospheric
relative humidity
Difference between AIRS-derived and from reanalysis
(GEOS-4 or -5)
Monthly 18 zonal grid. Preadjustment
Surface skin temperature Difference between AIRS-derived and reanalysis
(GEOS-4 or -5)
Monthly 18 zonal grid.
Climatology before Sep 2002
Surface air temperature Difference between AIRS-derived and reanalysis
(GEOS-4 or -5)
Monthly 18 zonal grid.
Climatology before Sep 2002
Precipitable water Difference between AIRS-derived and reanalysis
(GEOS-4 or -5)
Monthly 18 zonal grid.
Climatology before Sep 2002
Aerosol optical thickness Aeronet/MODIS validation–based estimate Global land (15%), global ocean
(10%) separately
Surface albedo Estimate Global land (0.08), global ocean (0.01),
global cryosphere (0.08) separately
Cloud fraction Difference between CALIPSO- and CloudSat-derived
and MODIS-derived values (Kato et al. 2011)
Monthly 18 zonal grid, land ocean separately
Cloud optical thickness Derived from MODIS by two different cloud
algorithms (ED3-beta2 standard and enhanced;
Kato et al. 2011)
Monthly 18 zonal grid, land ocean
separately, cloud type (high, mid,
and low) dependent
Cloud-top height Difference between CALIPSO- and CloudSat-derived
and MODIS-derived (Kato et al. 2011)
Monthly 18 zonal grid, land ocean
separately, cloud type (high, mid,
and low) dependent
Cloud-base height Difference between CALIPSO- and CloudSat-derived
and MODIS-derived (Minnis et al. 2011)
Monthly 18 zonal grid, land ocean
separately, cloud type (high, mid,
and low) dependent
TOA shortwave irradiance Estimate of model accuracy Single global value (0.5 W m22)
TOA longwave irradiance Estimate of model accuracy Single global value (0.5 W m22)
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water vapor amounts usingAIRS data.We first compute
the monthly upper tropospheric (500 to 200 hPa) rel-
ative humidity difference using AIRS level 3 data
(AIRX3STM.005) and GEOS-4 or -5 reanalysis. For the
time period outside AIRS observations, from March
2000 through August 2002, we use climatological 18 zonal
monthly mean upper tropospheric relative humidities
derived from the entire AIRS data. Second, we compute
the monthly gridded mean TOA irradiance contribution
by the upper tropospheric relative humidity by perturb-
ing monthly mean upper tropospheric relative humidity
according to the AIRS and GEOS humidity difference.
Third, we subtract the irradiance contribution from the
TOA irradiance difference between TOA EBAF and
computed TOA irradiance from SYN1deg-Month. The
residual TOA irradiance differences are used for the
correction of other variables using the Lagrange multi-
plier method. The reason for selecting the upper tropo-
spheric relative humidity for this preadjustment is that it
has a smaller diurnal cycle than either near-surface tem-
perature or column-integrated relative humidity so twice
daily sampling by AIRS is affected less by the diurnal
cycle.
The surface downward longwave irradiance is not well
constrained by TOA irradiance. In addition, Kato et al.
(2011a) show that theMODIS-derived cloud base (Minnis
et al. 2011) is too high because it misses the lower clouds
of overlapping clouds. To mitigate this problem, we cor-
rect the bias error of the surface downward longwave
irradiance in the Lagrange multiplier procedure (see
the appendix). The correction is derived from the sur-
face downward irradiance difference computed with and
without CALIPSO- and CloudSat-derived cloud profiles
(Kato et al. 2011a). A monthly 18 zonal correction is then
applied depending on cloud type (low, middle, and high
clouds) and surface type (land and ocean).
Cloud, atmospheric property, and TOA irradiance
uncertainty
To derive uncertainty of MODIS-derived cloud prop-
erties, we use the difference of cloud properties derived
from CALIPSO–CloudSat merged cloud profiles (Kato
et al. 2010) and from MODIS. The monthly zonal dif-
ference of the cloud fraction, cloud-top height, and
cloud-base height are computed. To screen thin cloud
layers fromCALIPSO–CloudSat combined cloud profiles,
the optical thickness from the uppermost cloud top is
computed by integrating the extinction coefficient derived
from CALIPSO. Cloud layers with less than 0.3 cloud
optical thickness from the uppermost cloud top are ne-
glected. The cloud property difference then is computed
over ocean and land and three different cloud types,
high-,middle-, and low-level clouds separately. Following
the International Satellite Cloud Climatology Project
(ISCCP; Rossow and Schiffer 1991), we define clouds
with uppermost cloud-top pressure less than 440 hPa
and greater than 680 hPa, respectively, as high- and low-
level clouds. Middle-level clouds (also called midclouds)
are those in between. The difference of cloud optical
thickness derived from two different cloud algorithms
using MODIS radiances is also computed. One cloud
algorithm is the edition 3 beta2 CERES cloud algorithm
(Minnis et al. 2011). The other one is the ‘‘enhanced’’
cloud algorithm that uses cloud-top height derived from
CALIPSO and CloudSat. The detail of the enhanced
cloud algorithm is discussed in Kato et al. (2011a). The
relative difference of the linearly averaged cloud optical
thicknesses derived from standard and enhanced cloud
algorithms is used for the uncertainty. A linear mean is
used instead of a logarithmic mean because the linear
mean weights optically thicker clouds more than thin
clouds (compared to the logarithmic mean), further re-
ducing the influence of frequent thin clouds in the
CALIPSO cloud mask. Note that to reduce the noise in
cloud property uncertainties, the 18 zonal and monthly
differences are smoothed by a 58 zonal moving window.
For surface skin temperature, surface air temperature,
and precipitable water uncertainties, we use the level 3
AIRS product (AIRX3STM.005) to derive the difference
of AIRS-derived values and those from GEOS-4 and -5
for each 18 3 18 grid and eachmonth. Similar to the upper
tropospheric relative humidity, we use a climatological
monthly mean value derived from the entire AIRS data
for the time period outside AIRS observations, from
March 2000 through August 2002.
We use a constant value of 0.5 W m22 for all grids for
both shortwave and longwave for TOA irradiance un-
certainty based on the stability of CERES derived ir-
radiance of approximately 0.5 W m22 per decade (Loeb
et al. 2012a). We use all cloud, temperature, humidity,
and TOA irradiance differences discussed in this sec-
tion for sci , sy, and sf shown in Eq. (A4). Other sources
of uncertainty estimates used in this study are listed in
Table 1.
6. Result of TOA and surface modeled irradiance
adjustments
Figure 2 shows themean and root-mean-square (RMS)
difference of TOA EBAF and SYN1deg-Month irra-
diances. Edges of sea ice and mountain regions show
a large RMS difference. When computed shortwave
and longwave TOA irradiances are adjusted by the
Lagrange multiplier, most of the 18 3 18 RMS differ-
ences are less than 1.5 W m22 for shortwave and less
than 0.7 W m22 for longwave (Fig. 2, bottom). A large
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FIG. 2. (top left) Mean of the computed monthly mean irradiance before adjustment
(SYN1deg-Month) minus CERES-derived reflected shortwave monthly mean irradiance at
TOA from EBAF over 18 3 18 grids. (top right) As at left, but for TOA longwave irradiances.
(second row). As the top, but the mean of adjusted TOA irradiance (labeled EBAF_surface)
minus CERES-derived monthly mean TOA irradiance. (third row) Root-mean-square (RMS)
difference of monthly mean modeled all-sky irradiance before the adjustment (SYN1deg-
Month) andCERES-derivedmonthlymean TOA irradiance fromEBAFover a 18 3 18 grid for
reflected shortwave irradiance at TOA. (bottom) RMS difference of adjusted (labeled
EBAF_surface) modeled monthly mean irradiances and CERES-derived reflected monthly
mean irradiance over a 18 3 18 grid for shortwave irradiance at TOA (from TOA EBAF
Ed2.6r). The mean and RMS difference are computed using 120 months of data from March
2000 through February 2010. The global mean value shown in the plot is the average of bias for
top four plots and RMS for bottom four plots.
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difference (;1.3 W m22) over the stratocumulus region
at the coast of Chile, shown on the right side of the second
row of Fig. 2, indicates that adjusting TOA longwave ir-
radiance errors caused by the cloud height error and
temperature inversion by this approach is challenging.
Figure 3 shows the mean and RMS difference of monthly
mean surface irradiance changes (SYN1degminusEBAF-
surface) over 18 3 18 grids caused by the adjustment at
TOA. As we discuss in section 9, most adjustments are
within the uncertainty of surface irradiances. Note that
a line appearing at the date line is caused by artifacts
using cloud properties derived from the Multifunc-
tional Transport Satellite (MTSAT) (covering 808 to
1808E), which shows a nonlinear response of its visible
detectors (Doelling et al. 2013). Figures 2 and 3 show that
the adjustment mitigates artifacts caused by, for example,
MTSAT.
Clear-sky surface irradiance adjustment
Clear-sky TOA irradiances included in SYN1deg-
Month are derived from 100% clear-sky scenes over a
CERES footprints. When 100% clear-sky scenes over a
20-km size footprint do not occur in some regions in
some months, SYN1deg-Month sometimes contains
a default value. To mitigate this problem, additional
clear-sky TOA irradiances are derived using MODIS
narrowband radiances averaged over a clear part of a
CERES footprint for the EBAF product (Loeb et al.
2009).
While irradiances under clear-sky conditions are com-
puted regardless of the presence of clouds (i.e., clouds
are removed from cloudy-sky scenes for clear-sky irra-
diance computations, hereinafter called ‘‘cloud-removed
clear-sky irradiance’’), which is done in GCMs, EBAF
TOA clear-sky irradiances are limited to the cases when
a scene is not overcast (Loeb et al. 2009). To use CERES-
derived TOA clear-sky irradiances as a constraint of
computed irradiances, we therefore need to average
computed irradiances weighted by the clear-sky frac-
tion to be consistent with observations (hereinafter called
‘‘clear-sky fraction-weighted irradiance’’). According to
Sohn et al. (2010), who used modeled clouds and at-
mospheric properties at a 7-km spatial resolution, the
difference of two different clear-sky definitions (cloud-
removed and clear-sky fraction-weighted irradiances)
can reach up to 10 W m22 for the 18 3 18 grid monthly
meanTOA longwave irradiance. To constrain byCERES-
derived clear-sky irradiances, we use computed surface
irradiances under clear sky identified by the CERES
cloud algorithm (Ed 2; Minnis et al. 1994, 2011) from
SYN1deg-Month and average them weighted by the
clear-sky fraction (i.e., the sum of irradiances weighted
by the clear-sky fraction divided by the sum of clear-sky
fractions) in the EBAF-surface process. The RMS dif-
ference of monthly 18 3 18 gridded mean cloud removed
and clear-sky weighted computed TOA irradiances can
be greater than 8 W m22 for shortwave and greater
than 6 W m22 for longwave (Fig. 4). The difference of
shortwave irradiance is caused by the different sampling
of cryosphere surface. For example, if snow/sea ice cover
and cloud cover are anticorrelated, clear-sky scenes tend
to occur where the surface is covered by snow or sea ice.
As a result, the clear-sky fractionweighted surface albedo
is larger than the surface albedo computed by removing
clouds.As pointed out by Sohn et al. (2010), the difference
of longwave irradiances is caused by a smaller water vapor
amount in clear-sky atmospheres. The spatial pattern in
longwave, therefore, resembles that of clouds (i.e., regions
of high relative humidity).
Figure 5 shows the RMS difference of monthly 18 3 18
gridded mean cloud removed and clear-sky weighted
modeled surface net irradiances. Both clear-sky irra-
diances used in Fig. 5 are before the adjustment. The
RMS differences of surface net shortwave and net
longwave irradiances are large over polar regions.
The maximum RMS difference is 19 and 15 W m22
for surface net shortwave and net longwave irra-
diances, respectively. The difference is systematic.
Therefore, the RMS difference of annual 18 3 18
gridded mean cloud removed and clear-sky weighted
modeled surface net irradiances is nearly the same as
the RMS difference computed by monthly mean ir-
radiances except for surface upward shortwave irra-
diance (Table 2).
Similar to the all-sky adjustments, clear-sky surface
irradiances are adjusted using the Lagrange multipliers
explained in section 6. We use partial derivatives with
respect to atmospheric properties that are derived for
clear-sky conditions for clear-sky surface irradiance
adjustments.
7. Comparison with surface observations
We compare surface irradiances with surface obser-
vations to evaluate whether the adjustment improves
the agreement. Because surface observations are made
at one point in a grid box while computed irradiances are
averaged over a 18 3 18 grid box, irradiances measured
at surface sites located in areas not representative of the
surface properties of the grid box tend to show a large
difference from the irradiance averaged over a 18 3 18
grid box (Kato et al. 2012). For example, the difference
of monthly mean downward shortwave and longwave
irradiance observed at mountain and coastal sites can be
greater than, respectively, 20 and 40 W m22 compared
to the monthly gridded values where the surface site is
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FIG. 3. (top four plots) Mean and (bottom four plots) RMS difference of monthly mean 18 3 18 grid
irradiances before (SYN1deg_Month) and after the adjustment (EBAF_surface) for (top left) surface
downward shortwave, (bottom left) surface upward shortwave, (top right) surface downward longwave,
and (bottom right) surface upward longwave irradiances. Mean and RMS difference are computed using
120 months of data from March 2000 through February 2010.
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located (Kato et al. 2012). Therefore, we select surface
sites located in relatively uniform terrain in this study to
exclude surface sites that do not represent the grid box.
In addition to surface sites over land, we use surface
irradiances observed over ocean by the Improved Mete-
orological (IMET) system (Colbo and Weller 2009) used
on buoys at ocean reference stations. We use shortwave
irradiance observations at 71 buoys and longwave irra-
diance observations at 23 buoys. Locations of land and
ocean sites are shown in Fig. 6.
Table 3 summarizes the irradiance bias and RMS
differences of EBAF-surface compared with surface
observations. For the comparison over land, 15-min
averaged observed irradiances computed from original
1-min surface data are used to compute the monthly
mean diurnal cycle. The monthly mean diurnal cycle is
then used to compute the monthly mean observed ir-
radiance for a given site. This approach minimizes the
effect of missing data (Roesch et al. 2010). The mean
and RMS difference decreases from 24.2 (8.4) W m22
for SYN1deg-Month to 21.0 (7.6) W m22 for EBAF-
surface for the downward longwave irradiances over
land. The downward shortwave irradiance over land is
not improved by the adjustment even though the effect
of the constraint by TOA irradiance is expected to be
larger on the surface shortwave irradiance. A possible
reason is that the spatial noise of surface shortwave
irradiance is larger than that of surface longwave irra-
diance, or an explicit treatment of multilayer clouds is
necessary. The bias error of the downward shortwave
irradiance over ocean, however, decreases from 5.4 to
4.7 W m22. In addition, the computed downward short-
wave irradiance from EBAF-surface agrees better than
two other surface radiation products—surface radiation
budget (SRB; Stackhouse et al. 2011) and Flushflux
(Kratz et al. 2010)—over oceans (Fig. 7). The difference
with adjusted downward shortwave irradiance is a factor
of 3 smaller than the difference with other two estimates.
FIG. 4. (top) Difference of modeled clear-sky TOA reflected (left) shortwave and (right) upward longwave irra-
diance in W m22 defined as clear-sky irradiances computed with clouds removed minus clear-sky fraction weighted
irradiances. The differences are computed using 10 years of monthly 18 3 18 gridded mean irradiances from March
2000 through February 2010. (bottom) RMS difference of cloud removed and clear-sky weighted reflected (left)
shortwave irradiances and (right) upward longwave irradiances in W m22 computed also using 10 years of monthly
18 3 18 gridded mean irradiances.
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Furthermore, the mean difference of 4.7 W m22 for
shortwave and 22.5 W m22 for longwave is within the
measurement uncertainty of 5 to 6 W m22 for daily or
annual mean downward shortwave and 4 W m22 for
daily and annual mean downward longwave irradiances
estimated by Colbo and Weller (2009).
8. Global annual mean surface irradiances
After the adjustment of surface irradiances, the global
annual mean net surface irradiance is 163 W m22 for
shortwave and254 W m22 for longwave, which leads to
the total net surface irradiance of 108 W m22 (Table 4).
A better treatment of a diurnal cycle in adjusting surface
shortwave irradiance significantly reduces the surface net
shortwave irradiance compared to the estimate by Kato
et al. (2011a). The global annual mean net atmospheric
irradiance is TOA net irradiance minus the net surface
irradiance. When we subtract net atmospheric irradiance
under clear-sky conditions from that under all-sky con-
ditions and define it as the cloud radiative effect, it is
4.0 W m22 for shortwave and23.5 W m22 for longwave.
This gives a 0.5 W m22 total cloud radiative effect to the
atmosphere. Earlier estimates of the total cloud radi-
ative effect to the atmosphere are shown also to be small
FIG. 5. (top) Difference of (left) modeled clear-sky surface net (downward minus upward) shortwave and (right)
surface net longwave irradiances in W m22 defined as clear-sky irradiances computed with clouds removed minus
clear-sky fractionweighted irradiances. The differences are computed using 10 years ofmonthly 18 3 18 griddedmean
irradiances from March 2000 through February 2010. (bottom) RMS difference of cloud removed and clear-sky
weighted surface net shortwave irradiances on the left and surface net longwave irradiances on the right in W m22
computed also using 10 years of monthly 18 3 18 gridded mean irradiances.
TABLE 2. Global clear-sky irradiance difference in W m22
(cloud removed minus clear-sky fraction weighted irradiances).
SW and LW indicate shortwave and longwave, respectively; Sfc
indicates surface.
Monthly Annual
Mean Std. dev. RMS Std. dev. RMS
TOA SW up 0.24 0.15 0.29 0.03 0.25
TOA LW up 21.25 0.15 1.26 0.09 1.25
Sfc. SW down 20.88 0.18 0.90 0.06 0.88
Sfc. SW up 20.04 0.09 0.10 0.02 0.05
Sfc. LW down 1.63 0.34 1.67 0.07 1.63
Sfc. LW up 0.42 0.33 0.53 0.04 0.42
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compared to the cloud radiative effect at TOA and the
surface: 20.5 W m22 using ISCCP data estimated by
Zhang et al. (2004), 8.0 W m22 using CloudSat data es-
timated by L’Ecuyer et al. (2008), and 2.2 W m22 using
CERES SSF estimated byKato et al. (2008). The range of
the all-sky TOA net irradiance is 8.8 W m22 [22.1 to
6.7 W m22 at the 95% confidence level given by Loeb
et al. (2009)] and the uncertainty of the all-sky surface net
irradiance is 12 W m22 at the 68% confidence level
(Kato et al. 2012). Although clouds affect the meridi-
onal gradient of net atmospheric irradiance signifi-
cantly (Stuhlmann and Smith 1988; Zhang and Rossow
1997; Kato et al. 2008), the atmospheric cloud radiative
effect appears to be well within the uncertainty of the
estimate. More rigorous uncertainty estimates by sep-
arating bias and random errors are necessary to quan-
tify the uncertainty in the total cloud radiative effect to
the atmosphere.
9. Surface irradiances and uncertainties
Our goal is to adjust the 18 3 18 grid monthly mean
surface irradiances within their uncertainty. For this
purpose, we need to estimate the surface irradiance
uncertainty at the grid scale independent of the adjust-
ment. Kato et al. (2012) estimate the uncertainty of sur-
face irradiances for various spatial and temporal scales,
including monthly gridded (18 latitude by 18 longitude or
FIG. 6. Map of surface observation sites used in Table 3.
TABLE 3. Summary of monthly mean bias (RMS difference) defined as computed minus observed surface irradiances.
SYN1deg-Month EBAF-Surface SRB Flashflux
Landa
Shortwave down 0.3 (7.6) 21.7 (7.8) 23.4 (9.6) 24.6 (18.9)b
Longwave down 24.2 (8.6) 21.0 (7.6) 20.6 (8.9) 1.0 (7.5)b
Oceanc
Shortwave down 5.4 (13.4) 4.7 (13.3) 11.4 (17.7) 14.6 (19.1)
Longwave down 23.3 (7.1) 22.5 (7.1) 21.2 (6.4) 22.0 (7.6)
a Observations at 24 sites from March 2000 through February 2010 are used.
b Only 2009 data are used.
c Available observations at 23 buoys for longwave [4 Woods Hole Oceanographic Institution (WHOI) buoys, 2 Research Moored Array
for African–Asian–Australian Monsoon Analysis and Prediction (RAMA) buoys (McPhaden et al. 2009), 11 Triangle Trans-Ocean
Buoy Network (TRITON)/Tropical Atmosphere Ocean (TAO) buoys (McPhaden et al. 1998), 4 Prediction and Research Moored
Array in the Tropical Atlantic (PIRATA) buoys (Bourle`s et al. 2008), and Kuroshio Extension Observatory (KEO) and Ocean Station
Papa (PAPA) buoys from the Pacific Marine Environmental Laboratory (PMEL)] and 71 buoys for shortwave (4 WHOI buoys,
17 PIRATA, 14 RAMA, 34 TRITON/TAO, and KEO1PAPA from PMEL) from March 2000 through February 2010 are used.
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18 latitude by 308 longitude depending on instruments
that derive cloud properties used in irradiance com-
putations), monthly zonal, monthly global, and annual
global means. The uncertainty estimated by Kato et al.
(2012) is summarized in Table 5. Sources of uncertainty
included in the estimate are listed in Table 6. In addition
to the source of uncertainties considered in Kato et al.
(2012), we include the uncertainty of the surface upward
longwave irradiance caused by the land surface emis-
sivity uncertainty. A 1% surface emissivity perturbation
changes the surface upward longwave irradiance by ap-
proximately 0.5 W m22 when the surface temperature is
294 K. Based on this, we estimate the global annualmean
uncertainty of 0.5 W m22 (1.5 W m22 3 0.3) due to the
surface emissivity uncertainty using the land surface
emissivity uncertainty of 3% based on the difference of
two datasets given byZhang et al. (2006) [ISCCP-FD and
Wilber et al. (1999)] and a 30% global land cover. Ocean
surface emissivity depends on wind speed and tempera-
ture. The range of the emissivity change caused by a re-
alistic range of wind speed (Wu and Smith 1997; Hanafin
andMinnett 2005) and temperature (Newman et al. 2005)
is, however, well less than 1%.
Figure 3 shows that most of the surface irradiance
adjustments are within the uncertainty of gridded
irradiances; Approximately 5%, 12%, and 2% of 18 3 18
grid surface downward shortwave, upward shortwave,
and upward longwave adjustments, respectively, exceed
the uncertainty of gridded irradiance (land1ocean) listed
in Table 5. All surface downward longwave irradiance
adjustments are less than its monthly gridded uncertainty
of 14 W m22. Therefore, the TOA irradiance constraint
by CERES-derived irradiances, which corrects the bias
error of modeled TOA irradiances, alters surface irradi-
ances within their uncertainties.
10. Evaluation of surface air temperature and cloud
fraction adjustments
As mentioned earlier, the adjustments to atmospheric
and cloud properties are determined by their sensitivity
to TOA irradiances and uncertainty. The objective of
the constraint by CERES-derived irradiance is to adjust
surface irradiances rather than obtaining improved cloud
and atmospheric properties. We need to check, however,
that the magnitude of the adjustment of cloud and at-
mospheric properties is reasonable.
Figure 8 shows adjustments of surface air tempera-
ture, defined as the temperature of a 10-hPa thick layer
above the surface pressure, for all-sky and clear-sky con-
ditions. Adjustments under all-sky condition are larger
over land but 85%of 18 3 18 gridded values averaged over
a year are adjusted less than 1 K. Adjustments within 1 K
for clear sky drop to 63% of 18 3 18 gridded values be-
cause of adjusting surface air temperature to matching
FIG. 7. Histogram of monthly mean downward (top) longwave
and (bottom) shortwave irradiance difference; 24 buoy observa-
tions from 2001 through 2007 are used. The red line is for EBAF-
surface and black line is for SRB surface irradiance (Stackhouse
et al. 2011). Numbers shown in the figure are in W m22 except for
N, which is the number of monthly observations. Note that biases
are different from Table 3 because of different number of samples
due to matching EBAF-surface, SRB, and surface observations.
TABLE 4. Global annual mean irradiances in W m22 computed
using data from March 2000 through February 2010.
Irradiance
component
Ed 2
SYN1deg-
Month
Surface
EBAF
Ed2.6r
EBAF
Ed2.6r
TOA Incoming solar 340 340 340
LW (all-sky) 237 240 240
SW (all-sky) 99 100 100
Net (all-sly) 4.1 0.6 0.6
LW (clear-sky) 264 266 266
SW (clear-sky) 53 53 53
Net (clear-sly) 24 22 22
Surface LW down (all-sky) 342 344
LW up (all-sky) 398 398
SW down (all-sky) 187 187
SW up (all-sky) 23 24
Net (all-sky) 108 108
LW down (clear-sky) 314 314
LW up (clear-sky) 397 398
SW down (clear-sky) 242 243
SW up (clear-sky) 29 30
Net (clear-sky) 131 130
Clear-sky irradiances are derived by weighted clear-sky fraction.
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clear-sky sampling by CERES. Figure 9 shows the ad-
justment of cloud fraction. Even though the sensitivity of
TOA shortwave irradiance to the cloud fraction is large
compared to other cloud properties, the uncertainty in the
cloud fraction is relatively small compared to the un-
certainty of other cloud properties such as cloud height
and cloud optical thickness. As a result, cloud fraction is
adjusted very little by the Lagrange multiplier procedure.
TABLE 5. Summary of uncertainties in the irradiance computed with satellite-derived cloud and aerosol properties in W m22 (after Kato
et al. 2012).
Estimated uncertainty
Mean value Monthly gridded Monthly zonal Monthly global Annual global
Downward longwave Ocean1land 345 14 11 7 7
Ocean 354 12 10 7 7
Land 329 17 15 8 7
Upward longwave Ocean1land 398 15 8 3 3
Ocean 402 13 9 5 5
Land 394 19 15 5 4
Downward shortwave Ocean1land 192 10 8 6 4
Ocean 190 9 8 5 4
Land 203 12 10 7 5
Upward shortwave Ocean1land 23 11 3 3 3
Ocean 12 11 3 3 3
Land 53 12 8 6 6
TABLE 6. Surface irradiance uncertainty estimate (after Kato et al. 2012).
Bias error with known sign Uncertainty References
Surface downward longwave irradiance
Cloud-base height 23.6* Kato et al. (2011a)
Temporal interpolation 22.6 Kato et al. (2011a)
Surface temperature 4.5 Kato et al. (2011a)
Precipitable water 5.2 Zhang et al. (2006),
Kato et al. (2011a)
Interannual variability 0.8 Kato et al. (2011a)
Overall uncertainty 6.9
Surface upward longwave irradiance
Surface skin temperature 3.2 Kato et al. (2012)
Surface emissivity (land only) 0.5 This study
Interannual variability 0.4 Kato et al. (2012)
Uncertainty due to TOA longwave irradiance
Overall uncertainty 3.3
Surface downward shortwave irradiance
Clouds 2.8 Kato et al. (2012)
Aerosol optical thickness** 1.7 Kim and Ramanathan (2008)
Aerosol single scattering albedo** 1.7 Kim and Ramanathan (2008)
Precipitable water** 1.5 Kim and Ramanathan (2008)
Ozone** 0.5 Kim and Ramanathan (2008)
Interannual variability 0.3 Kato et al. (2012)
Uncertainty due to TOA shortwave irradiance
Overall uncertainty 4.0
Surface upward shortwave irradiance
Albedo 3.4 Kato et al. (2012)
Interannual variability 0.1 Kato et al. (2012)
Uncertainty due to TOA shortwave irradiance
Overall uncertainty 3.4
* 11.1 W m22 when active sensors are used.
** Surface albedo of 0.12 is used to estimate the downward shortwave uncertainty from the net shortwave uncertainty given by Kim and
Ramanathan (2008).
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The adjustment of cloud fraction helps reduce the impact
of inconsistent geostationary satellite calibrations (Fig. 9,
lower left).
The adjustment of cloud fraction and height is effec-
tive over the Arctic. Figure 10 shows the probability
distribution of the cloud fraction (left) and uppermost
cloud-top height (right) difference from those derived
from CALIPSO and CloudSat. It shows that the cloud
fraction and cloud-top height differences are reduced
with the adjustment.
11. Surface and atmospheric irradiance variability
In this section, we evaluate whether inputs used for
EBAF-surface irradiances exhibit essential variabilities
such as seasonal variability and land–ocean contrast. In
evaluating these variabilities, we primarily check mac-
roscopic cloud properties, cloud fraction in particular,
because irradiances are largely affected by cloud prop-
erty variabilities and cloud vertical profiles observed by
CALIPSO and CloudSat are available.
For the comparison, we use the cloud fraction from
three sources: EBAF-surface, which is based on SYN1deg-
Month, SSF1deg-Month, and CALIPSO and CloudSat
(from the CCCM data product; Kato et al. 2010). Cloud
fraction used in SYN1deg-Month (edition 2) are derived
from Terra and Aqua MODIS and geostationary satel-
lites between 608N and 608S and derived from Terra and
AquaMODISoutside 608Nand 608S.Cloud fraction used
in SSF1deg-Month (edition 2.6) are derived from Terra
MODIS only. Figure 11 shows seasonal variability of
the cloud fraction computed over different regions. The
cloud fraction used for EBAF-surface shows seasonal
variability and land ocean contrast that agree with those
derived from MODIS only (used for Ed2 SSF1deg-
Month). In addition, while cloud fraction is biased low
compared with CALIPSO- and CloudSat-derived cloud
fraction, the seasonal variability and land ocean con-
trast of cloud fraction agrees with those derived from
CALIPSO and CloudSat except over the Antarctic.
Note that the presence of polar stratospheric clouds
(PSC) detected by CALIPSO during Antarctic winter
FIG. 8. Surface air temperature, defined as the temperature of a 10-hPa thick layer above the surface pressure,
adjustment in K for (left) all-sky and (right) clear-sky conditions. The 18 3 18 gridded values are averaged over one
year (2008).
FIG. 9. (left) Cloud fraction adjustment (SYN1deg-Month minus surface EBAF). The 18 3 18 gridded values are
averaged over one year (2008). (right) Adjusted cloud fraction (surface EBAF) averaged over 1 year (2008).
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adds a complication to the cloud fraction comparison
over Antarctica because screening PSC is not simple
(e.g., Pitts et al. 2009; Kato et al. 2010). The cloud fraction
computed with (dash-dotted line shown in bottom row in
Fig. 11) and without (dotted line shown in bottom row in
Fig. 11) clouds present above 12 km south of 608S makes
a large difference in the wintertime cloud fraction.
Table 7 shows the comparison of the standard deviation
of deseasonalized anomalies computed from SYN1-
deg-Month and EBAF surface. On the one hand, if the
adjustment applied to monthly mean irradiance is signifi-
cantly greater than the monthly anomaly present in the
SYN1deg-Month, the adjustment can alter the standard
deviation of deseasonalized anomalies. On the other
hand, if the adjustment corrects Geo artifacts, for exam-
ple, the standard deviation of EBAF surface irradiances
can be smaller than that of SYN1deg-Month. Table 7
shows that most of the standard deviations of deseason-
alized anomalies computed for the globe are equivalent
to, and for the tropics are smaller than, the corresponding
standard deviation computed using SYN1deg-Month.
Table 7 also shows that the standard deviation of global
annual anomalies of net atmospheric irradiance is about
a half of the standard deviation of the global annual
mean precipitation derived from Global Precipitation
Climatology Project (GPCP; Adler et al. 2003) data
converted to the latent heart flux. Figure 12 shows the
spatial difference of the standard deviation of desea-
sonalized anomalies computed from SYN1deg-Month
and surface EBAF. Larger differences occur predomi-
nately in polar regions. Off the coast of Antarctica,
EBAF-surface reduces the standard deviation of net sur-
face and atmospheric shortwave irradiance by more than
5 W m22 to a value of 5 to 10 W m22 (shown inFig. 12). It
also increases the standard deviation of net surface and
atmospheric longwave irradiances off the coast of Ant-
arctica by about 5 W m22. A smaller standard deviation
of EBAF-surface in the shortwave atmospheric irradi-
ance anomalies is apparent in the western Pacific, which
is a result of partly removing MTSAT artifacts.
To further test surface irradiance variability, we use
120 months of 18 3 18 gridded surface shortwave all-sky
and clear-sky irradiances to compute cloud radiative
effect at the surface and performed a principal compo-
nent analysis. Figure 13 shows the first and second ei-
genvectors and principal components (projection of
surface shortwave cloud effect anomalies onto the eigen-
vectors) computed with deseasonalized surface downward
shortwave cloud effect (all-sky minus clear-sky irradi-
ances) before and after adjustment. The correlation
coefficient between the first principal component and
Southern Oscillation index is 0.84. The first principal
component computed without the adjustment is similar
to that computed with the adjustment (not shown). The
second eigenvector computed with adjustment (middle
right) is, however, different from that computed without
adjustment (bottom right). The second component with
the adjustment is not affected by the artifacts of incon-
sistent geostationary satellite calibrations (e.g., MTSAT
covers 808 to 1808E from November 2005 to June 2010).
12. Summary
We developed a method to adjust monthly 18 3 18
gridded computed surface irradiances by constraining
computed TOA irradiances to observed TOA irradi-
ances. The SYN1deg-Month product is used as input
and TOA irradiances from the CERES EBAF product
are used for the constraint. We used the Lagrange multi-
plier approach to determine cloud and atmospheric
FIG. 10. Probability of occurrence of the (left) cloud fraction difference and (right) effective cloud-top pressure
difference. The difference is defined as before adjustment (from SYN1deg-Month, dashed blue line) or after ad-
justment (from surface EBAF, solid red line) minus values computed from CALIPSO- and CloudSat-derived cloud
profiles. Cloud layers with optical thickness from the uppermost cloud top less than 0.3 are neglected. Data taken
over 608 to 838N and from January through December 2007 are used.
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FIG. 11. Monthly mean cloud fraction for, from top to bottom, the globe, Arctic (908–608N), Northern Hemisphere midlatitude (608–
308N), tropics (308N–308S), Southern Hemisphere midlatitude (308–608S), and Antarctic (608–908S). Closed blue circles with solid line are
from surface-EBAF (adjusted MODIS- and Geo-derived cloud fraction). Open blue circles with dashed line are from SSF1deg-Month
(MODIS-derived cloud fraction). Closed red circles with dash-dotted line are derived from CALIPSO and CloudSat by neglecting cloud
layer with less than 0.3 optical thickness. Note that CALIPSO and CloudSat observe only over their ground track and from 838S to 838N.
Three years of data (January 2007–December 2009) are used. Error bars indicate themaximum andminimumvalues among threemonths.
CALIPSO and CloudSat cloud fraction derived over the Antarctica with and without including clouds above 12 km are indicated, re-
spectively, by dotted and dash-dotted lines. Numbers in ocean and land plots are their percentage coverage for the corresponding region.
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property adjustments that correspond to the difference
of computed and CERES-derived TOA shortwave and
longwave irradiances after the bias error in the TOA
longwave due to upper tropospheric relative humidity
and in the surface downward longwave irradiance due to
low-level cloud cover is corrected. The result of the
Lagrange multiplier procedure largely depends on the
uncertainty estimate of variables to be adjusted. We
estimated the uncertainties almost entirely using ob-
servations from CALIPSO, CloudSat, and AIRS. The
adjustment changes surface irradiances within their
uncertainty. In addition, the adjustment improves the
TABLE 7. Standard deviation of global (908S to 908N) and tropical (308S to 308N) monthly deseasonalized anomalies computed with 10
years of data (March 2000–February 2010) in W m22.
Global Tropics
Irradiance EBAF_sfc. SYN1deg EBAF_sfc. SYN1deg
Surface SW down 0.77 0.91 1.12 1.31
SW up 0.29 0.25 0.15 0.13
SW net 0.69 0.85 1.02 1.22
LW down 0.80 0.80 1.17 1.17
LW up 0.65 0.63 0.91 0.93
LW net 0.63 0.60 0.96 0.99
SW1LW net 0.62 0.87 1.03 1.29
Atm. SW1LW net 0.67 0.73 1.08 1.11
TOA EBAF SW net 0.50 0.78
LW up 0.45 0.79
GPCP global 1.30 —
FIG. 12. Difference of standard deviations computed from monthly deseasonalized anomalies over 18 3 18 grids.
The difference is defined as surface EBAF (after adjustments) minus SYN1deg-Month (before adjustments). Ten
years of data from March 2000 through February 2010 are used.
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agreement of both surface downward shortwave and
longwave with surface observations over ocean and
downward longwave over land. The downward short-
wave irradiance over land is, however, not improved.
Reasons for the improvement compared to the adjust-
ment discussed by Rose et al. (2013), who constrain
computations by instantaneous CERES-derived TOA
irradiance, are 1) constraining by monthly 18 3 18 mean
instead of using instantaneous TOA irradiances that al-
lows us to use a smaller TOA irradiance uncertainty
(Table 1) and 2) the use of realistic estimates of surface,
cloud, and atmospheric property uncertainties that de-
pend on month and 18 3 18 regions (Table 1). The
agreement of computed surface irradiances with obser-
vations is remarkable both over ocean and land; the bias
(RMS) difference is 21.7 (7.8) W m22 for downward
shortwave and 21.0 (7.6) for downward longwave irra-
diances over land and 4.7 (13.3) W m22 for downward
shortwave and 22.5 (7.1) W m22 for downward long-
wave irradiances over ocean. The difference of the
downward shortwave irradiance with the adjustment
over ocean is a factor of 3 smaller than the irradiance
estimated by other methods. In addition, artifacts of
geostationary satellite-derived cloud properties, often
apparent in surface irradiance products, are mostly
taken out by the adjustment.
The TOA irradiance constraint developed in this study
extends the consistency to the surface radiation budget
using 1D radiative transfer theory, anchoring TOA irra-
diances consistent with ocean heating (i.e., EBAF; Loeb
et al. 2009). In deriving such surface irradiances, we used
collocated CALIPSO, CloudSat, MODIS, and CERES
FIG. 13. (top left) First eigenvector computed with deseasonalized surface downward shortwave cloud effect (all-sky minus clear-sky
irradiances) after adjustment. The second eigenvector using the downward shortwave cloud effect (middle left) without and (bottom left)
with adjustment is also shown. Ten years of monthly 18 3 18 gridded data are used for the analysis. (top right) The first principal
component of the deseasonalized surface downward shortwave cloud effect after adjustment with the black line and Southern Oscillation
index (multiplied by 4) with the red line. Also shown is the second principal component (middle right) without and (bottom right) with
adjustment.
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data, as well as level 3 AIRS data, in addition to CERES,
MODIS, and geostationary satellites merged data used
in CERES data processes. This study demonstrates that
merging multiple complimentary instrument observa-
tions provides a better surface irradiance estimate than an
estimate from fewer measurements. Observations from
the A-Train constellation provide a unique opportunity
to perform such data integrations.
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APPENDIX
Irradiance Adjustment Algorithm
The constraint algorithm used in this study is similar
to that discussed in Rose et al. (2013). Descriptions
given here closely follow those given in Rose et al.
(2013). The difference between CERES-derived ir-
radiance FCERES and modeled irradiance FModel for
a given month and 18 3 18 grid is
DF5FModel2FCERES , (A1)
where subscripts ‘‘model’’ and ‘‘CERES’’ indicate com-
puted and observed TOA irradiances. We also include
surface upward and downward shortwave and longwave
irradiances in DF so that DF is a column vector with six
elements. All surface components are zero except for
the downward longwave irradiance that is set to the
monthly zonal cloud type and surface type–dependent
bias error (Kato et al. 2011a). The irradiance difference
is expressed as
DF5 
i
[Fi(sc
i
dci)1Ciai(s
T
y dv)
T ]2 (sTf df)
T , (A2)
where Fi contains the TOA shortwave and longwave
irradiance for cloudy or clear-sky (i.e., i # 2), dci is the
cloud or clear fraction adjustment divided by the stan-
dard deviation (or uncertainty) of cloud fraction sci , dv is
an n 3 n (n 5 9) square matrix of which off-diagonal
elements are all 0 and diagonal elements are cloud and
atmospheric variable adjustments such as cloud optical
thickness, cloud height, or column water vapor amount
(Table 1), and sy is the column vector that contains the
standard deviation (or uncertainty) of cloud and atmo-
spheric properties. The cloud and atmospheric adjust-
ments in dv are also divided by their standard deviation.
Note that dcimultiplied by sci and dvmultiplied by sy are,
therefore, equal to the adjustments. The 6 3 n matrix ai
contains the partial derivative of upward TOA shortwave
and longwave irradiance and surface upward and down-
ward shortwave and longwave irradiance with respect
to cloud and atmospheric properties. Also,Ci is the cloud
fraction and subscript i indicates cloud or clear. For a
given 18 3 18 grid box, there are up to four cloud types
and one clear-sky condition. But four cloud types are
adjusted together so that i is less than or equal to 2. The
third termofEq. (A2) is the residual or tolerance of TOA
irradiance differences that are not explained by the first
and second term of the right-hand side of Eq. (A2). They
are also divided by the uncertainty of CERES-derived
shortwave and longwave irradiances. For surface irradi-
ances, the land and cloud type–dependent uncertainties
are derived from computed irradiances with and without
CALIPSO and CloudSat cloud profiles. Therefore, di-
agonal elements of a 6 3 6 df are DF divided by the un-
certainties, which is the element of the column vector of
sTf . We then minimize Z:
Z5 
i
dc2i 1 tr(dvdv)1 tr(dfdf) , (A3)
where tr indicates the trace of the matrix. An additional
constraint is that the sum of cloud and clear factions
is equal to unity so that the sum is not altered (i.e.,
2i51dCi5 0). The Lagrange multiplier approach is used
to determine the adjustment. If we let Lagrange multi-
pliers l0 andL
T 5 [l1 l2 . . . l6], we then set up equations
by taking the derivative of Y,
Y5Z1 l0
i
dCi1L
T
i
f[Fi(sc
i
dci)1Ciai(s
T
y dv)
T ]
2 (sTf df)
T 2DFg ,
(A4)
with respect to each Lagrange multiplier and with re-
spect to dci and each diagonal element of dv and df and
set them equal to zero. The resulting equation can be
solved for dci and dv. The standard deviations sci , sy, and
sf and irradiance residual df are specified in advance and
used as inputs (Table 1). A larger irradiance uncertainty
sf gives a smaller adjustment of cloud and atmospheric
properties. For given sf, surface, cloud, and atmospheric
properties that have larger uncertainties (sci and elements
of sy), larger sensitivity to TOA irradiances (elements of
ai) and larger area coverage Ci are adjusted more than
properties with smaller corresponding values.
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