Abstract-Positive instance detection, especially for these in positive bags (true positive instances, TPIs), plays a key role for multiple instance learning (MIL) arising from a specific classification problem only provided with bag (a set of instances) label information. However, most previous MIL methods on this issue ignore the global similarity among positive instances and that negative instances are non-i.i.d., usually resulting in the detection of TPI not precise and sensitive to outliers. To the end, we propose a positive instance detection via graph updating for multiple instance learning, called PIGMIL, to detect TPI accurately. PIGMIL selects instances from working sets (WSs) of some working bags (WBs) as positive candidate pool (PCP). The global similarity among positive instances and the robust discrimination of instances of PCP from negative instances are measured to construct the consistent similarity and discrimination graph (CSDG). As a result, the primary goal (i.e. TPI detection) is transformed into PCP updating, which is approximated efficiently by updating CSDG with a random walk ranking algorithm and an instance updating strategy. At last bags are transformed into feature representation vector based on the identified TPIs to train a classifier. Extensive experiments demonstrate the high precision of PIGMIL's detection of TPIs and its excellent performance compared to classic baseline MIL methods.
I. INTRODUCTION
Multiple instance learning (MIL) was formally proposed for drug activity detection [1] at first. Contrary to traditional classification problem, MIL deals with bag, or set of instances, classification to label a bag positive or negative where not all instance label information is exploit. Based on the general MIL setting, a bag is labelled positive if it contains at least one positive instance, or else it is considered as a negative one. However, the specific label of individual instance in positive bags is unknown. Because of its ability to cope with instance label ambiguity, MIL has been applied into various applications in pattern recognition and computer vision, e.g., image categorization [2] , [3] , object detection [4] , [5] , graph classification [6] , [7] , [8] , text categorization [9] , [10] , [11] , etc. An image of tiger is divided into some patches, each patch corresponds to an instance, and this image is considered as a positive bag for tiger. Patches involved in tiger correspond to positive instances as well as TPIs for this image. CBIR takes use of these instances to search retrieved images for a query image. And there may also be an irrelevant one, like the one of squirrel, in the retrieved images because of FPIs.
The positive instances in positive bags are called the true positive instance denoted as TPIs, with the negative instances in positive bags (false positive instances) denoting FPIs. The intrinsic problem of MIL is to determine whether a bag contains TPIs or not. The typical application of TPI's detection is content-based image retrieval (CBIR) [12] , of which the main objective is to locate the regions of interest (ROIs) in images that show a great discriminative ability to label images. As shown in Figure 1 , the image with tiger is divided into several patches based on feature extraction methods. According to the MIL framework, the whole image is considered as a positive bag and each patch is taken as an instance. The patches involved in tiger, called TPIs, corresponds to ROIs and are significant in the image retrieval for tiger. The rest patches are called FPI providing little information for CBIR. There are extensive studies on TPIs of MIL [1] , [13] , [14] , [9], [2] , [15] , [16] , [11] . APR [1] constructs a axis-parallel rectangle to encompass instances from different positive bags as many as possible while minimizing the number of instances from negative bags. The rectangle is considered as the region where TPIs are located. DD-based method [14] extends the basic idea of APR, tries to recognize the instances with high diverse density value, i.e., instances near all positive bags while distant from negative bags, and regards these instance as TPIs. SVM-based methods [9] , [12] utilize SVM to discriminate TPIs. mi-SVM [9] searches for a hyperplane at instance-level where each positive bag has at least one instance located in positive space while all negative bags' instances are in the negative. KI-SVMs [12] proposes two different level convex optimization models based on SVM and maximizes the margin by the most violated key instance to locate key instances at different levels. MILD [15] focuses on the ambiguous information of instances in the positive bags. It selects an instance with the highest maximum empirical precision of each positive bag as the TPI and constructs a twolevel classification scheme based on the selected TPIs inspired by MILES [2] . MILIS [16] first selects instance prototypes (IPs) by Gaussian-kernel-based kernel density estimator on negative instances, then updates these IPs, trains classifier in an iterative learning framework to construct the feature representation for each bag, and employs the SVM to classify a new bag at last.
However, these common MIL methods on identifying TPIs have some disadvantages. APR only showed high performance for drug activity detection because it is hard to construct such a rectangle accurately for data sets in other application context. DD-based methods [14] are sensitive to noise, which means the diverse density value will decrease dramatically if there are some negative instances nearby. Moreover, DDbased methods need to consider each instance in positive bags resulting a high computation cost. MILD [15] simply considers the instance with the highest empirical precision in each positive bag as the TPI. The empirical precision is calculated based on all training bags and a threshold θ t which is hard to determined. Generally, most TPI detection methods for MIL do not consider the similarity among TPIs or utilize it in depth. Similarity among TPIs possesses the great significance on the TPI detection because it reveals the intrinsic property of TPIs while it may result from some coincidental patterns that are not irrelevant to the topic [17] . For instance, when we want to judge whether two images are similar because of the target content or not, these two images may be similar for sharing the irrelevant contents. These contents correspond to coincidental patterns which are not repetitive in feature space. This implies that a reliable similarity should be homogeneous across several parts, i.e., a global similarity. Moreover, the discrimination between TPIs and negative instances is not robust to outliers for most methods. Discrimination between TPIs and negative instances provides us an reliable way to decide whether an instance is negative or not because only the negative instance's label is determined in MIL. Although most TPI detection methods utilized the difference between positive and negative instances, but the influence of a far negative instance and a near negative on a TPI are not sufficiently characterized respectively. The influence of a far negative instance on an instance x's label should decrease exponentially when it becomes farther from x, and a near negative instance should increase its influence on x's label sharply when it becomes closer to x, i.e., a robust discrimination. Furthermore, it is unnecessary to search all instances of all positive bags to identify TPIs while there are at least one TPI in each positive bag. This is because computation cost is too high to search all positive bags, not every instance in positive bags is positive, and TPIs from some positive bags may not be positive enough.
Inspired by these observations, this paper proposes a Positive Instance detection via Graph updating for Multiple Instance Learning (PIGMIL) whose core idea is to identify TPIs that should not only be similar to themselves globally but also different from negative instances robustly shown in Figure  2 . PIGMIL determines and initializes working sets (WSs), working bags (WBs), and positive candidate pool (PCP) at first to reduce the computation cost and improve the accuracy of TPI detection. The original TPI detection is approximated by maximizing global similarity among positive instances and robust discrimination of positive instances from negative ones based on PCP. Then the maximum optimization problem is dealt with on a consistent similarity and discrimination graph (CSDG) with a random walk algorithm and an instance updating strategy. Bags are embedded into instance-based feature space and transformed into representation vectors by TPIs to train the classifier.
The main contributions of PIGMIL are summarized: 1) The global similarity among positive instances is utilized.
Combining the similarity (S) and its consistency (C) provides a global similarity (S+C) and avoids the misleading of coincidental patterns on TPI detection. 2) The robust discrimination of positive instances from negative instances is exploited. The discrimination (D)
is robust to outliers, decreasing a far negative's influence sharply when it gets farther away from an instance and putting exponentially more importance on near negative instances if they become closer to an instance. 3) WS, WS, and PCP are determined to reduce computation cost and improve searching accuracy. The original objective of identifying TPIs is transformed into PCP updating and then approximated efficiently by updating graph CSDG iteratively with an instance updating strategy.. In the rest of paper, we: define basic concepts and give an overview of PIGMIL in Section II; describe PIGMIL at length in Section III; conduct experiments in Section IV; make discussion in Section V; and draw conclusion in Section VI.
II. PROBLEM FORMULATION
In this section, we define some important notations, then provide a formal definition of the MIL problem.
Definition 1. (Instance and Bag
denote an instance and a bag separately, where d is the dimensionality, n j is the number of instances of X j , and x jk is an instance belonging to X j . Each instance and bag are labelled with y ∈ {+1, −1} and L ∈ {+1, −1} separately. +1 indicates the instance or bag is positive and −1 corresponds to negative [9] . Definition 2. (KDE min ) Based on KDE [18] , KDE min is defined as:
where N − is the number of negative bags, and Z, γ are empirical parameters.
Definition 3. (Working Set)
The working set of bag X j is represented as WS j ∈ {(x 1 , · · · , x nj ) | ws(x k ) T wsj , ∀k ∈ (1, · · · , n j )}, where ws(·) represents a decision function to decide whether an instance belongs to WS or not, T wsj represents a threshold, and n j represents the size of WS j . wbj is an instance from the WS of WB wbj , and n w is the number of working bags.
Given a group of bags as X = {X 1 , · · · , X N }, where each positive bag consists of at least one positive instance while all instances are negative in negative bags. The objective of MIL is to build a classification model based on training set only with bag labels to predict the labels of new bags. The overall framework includes three major steps presented in Figure 3: • Initialization: 1. To improve the efficiency of updating PCP and reduce computation cost, WSs and WSs are initialized at first. By doing so, we can update PCP from the most possibly positive instances. 2. We take one instance from the WS of each WB based on KDE min to initialize PCP.
• PCP Updating: To maximize the global similarity among instances in PCP and the robust discrimination of these instances from negative ones, CSDG is constructed to recognize the instance in PCP that shares the least similarity with other instances and least difference from negative instances with a random walk algorithm, and replace it by a new one according to an instance updating strategy.
• Bag Classification: To label unknown bags, a bag classification scheme based on updated PCP is constructed. The distance between a bag and each instance of updated PCP is exploited to transform the bag into feature presentation vectors. A SVM classifier is learned on the vectors.
III. THE PROPOSED METHOD PIGMIL

A. Initialization
Initialization refers to initialize WSs, WBs, and PCP. It is necessary to determine the useful positive bags and their useful instance candidates to construct PCP for identifying TPIs because the computation cost is too high to search from all positive bags and not every instance in positive bags is positive enough or positive actually. 1) Working Set: A working set (WS) refers to the useful instance candidates for a positive bag. Instances in WS are with high possibility to be TPIs. We take advantage of negative instances to figure our this possibility because only the labels of instances in negative bags are known. However, negative instances may share very general distributions, we adopt KDE min (Eq. (1)) as decision function ws(·) to capture the relationship between a instance and negative ones to construct WS. In other words, instance x i of bag X j belongs to
2) Working Bag: W orking bags (WBs) correspond to the seleceted positive bags that are used to update PCP. To determine all WBs from all positive bags, T -test [19] is employed to check whether the average value of instances in a positive bag's WS is significantly worse than the average value of all instances in rest positive bags' WS based on ws(·). If it is, this positive bag will not be considered as a WB. In this paper, f KDEmin (·) is chosen as ws(·).
3) Positive Candidate Pool: P ositive candidate pool (PCP) includes some instances from the WSs of WBs and only one instance is chosen from a WS. Instances in PCP are considered as positive ones, which means they should share high similarity among themselves and significant difference from negative instances. PCP is used to construct a bag classification scheme after it is updated, i.e., instances in PCP are positive enough. Initially, the instance x with the lowest ws(·) in WS wbj of WB wbj is chosen as x The goal of PIGMIL is to construct a bag classification scheme to label a new bag 3 based on the instances in updated positive candidate pool (PCP) 2 after working sets (WSs), working bags (WBs), and PCP are initialized from original data set 1 . Specifically, original data set is preprocessed into bags (sets of instances) based on MIL at first. To improve the accuracy and reduce computation cost of searching the true positive instances (TPIs), WSs, WBs, and PCP (consisting of one instance from each WS (a)) are identified and initialized. Instances in PCP are considered to be positive. Then to discern the instance xt in PCP that is not positive and needed to replace, the consistent similarity and discrimination graph (CSDG) is built (b). xt is identified by a random walk algorithm on CSDG and updated by an instance updating strategy (c). Eventually a bag is classified by a bag classification scheme, where bags are embedded into a updated PCP-based feature space and transformed into feature vectors to train a SVM classifier.
B. PCP Updating
Some instances in the initialized PCP are not positive enough or not positive actually. PCP updating refers to that instances in PCP are updated to be positive enough in general, i.e., sharing high similarity among themselves and great difference from negative ones. But the original updating PCP is a difficult combinational optimization problem. So we transform it into an approximation based on consistent similarity and discrimination graph (CSDG). Additionally, an instance updating strategy is proposed to accelerate the updating.
1) Optimization Objective of Updating PCP: The goal of updating PCP is to maximize the overall similarity of instances in PCP and their difference from negative instances. However, it is a challenging task for most learning problems to learn the overall similarity directly. We adopt a kind of pairwise similarity S to approximate it. To improve the approximation, the consistency C for S is employed to discriminate S that is homogeneous across different parts. The difference of an instance from negative instances is represented as D. Therefore, the original goal of updating PCP can be formulated to find the best labeling L for training instances to maximize S, C, and D for the instances in PCP:
where (x i , x j ) is a pair of instances in PCP, x k is an instance in PCP, α, β are balancing factors, and S, C, D are similarity, consistency, discrimination respectively. S + C indicates the global similarity and D indicates the robust discrimination.
Similarity: Because only the labels of negative instances are known, we calculate the similarity between two instances S(x i , x j ) based on how similarly different they are from negative instances. Inspired by [11] , we use x i as a positive instance and all the negative instances to learn a classifier based on SVM. The unbalance of positive instances and negative ones is coped with by resampling x i . The confidence of x j based on the learned classifier is Υ i,j = w T i · x j , where w i is the learned weight based on x i . Definition 6. (Similarity) The similarity between instance x i and x j is:
) where ϕ(j, i) stands for the order of x j among other instances whose confidence is positive when they are classified by w i .
Consistency:
To improve the accuracy of similarity, the consistency for each pairwise similarity is figured out. Sometimes the similarity between two objects may be confused for coincidental patterns. Therefore, the intrinsical similarity should be consistent across several parts. In this paper, the size of the maximal quasi-clique including the two instances is adopted as consistency for their similarity: Definition 7. (Consistency) In a graph Graph = (V, E), the consistency for v i and v j is the size of the maximal quasiclique and defined as:
where Q k represents different maximal quasi-cliques consisting of v i and v j .
A quasi clique corresponds to a undirected graph Graph = (V, E), where |E| γ |V | 2 and 0 < γ 1 [20] . In this paper, we set γ to be 0.9. The vertexes in quasi-clique share dense similarities among themselves. And the maximal quasi-clique is a quasi-clique when there is no node can be added to extend the quasi-clique. In other words, the size of the maximal quasi-clique for two objects is large when the similarities of two objects are consistent, i.e., existing several homogeneous similarities.
Discrimination: Beyond that positive instances should be similar to themselves, positive instances should also be different from negative ones. To measure the difference between an instance and negative instances, inspired by Gaussian-kernelbased kernel density estimator (KDE) [18] , the discrimination of an instance is defined as:
The discrimination of instance x i from other negative instances is:
where ∆ = ∆(x, x ji ) is a distance function between x and x ji , N − is the number of negative bags, n j is the number of instances in bag X j , L j = −1 indicates bag X j is negative, and Z, γ 1 , γ 2 are positive empirical parameters.
In general, when how likely x i is negative based on the known negative instances is to be determined, we should consider: 1) the closer a negative instance is for x i , the more influence it has on x i 's label. 2) the far negative instances should not show much influence. In other words, D should be robust to outliers. Proof. For an instance x i and a negative one x j , it is supposed that x j is a far negative instance for x i if ∆ = ∆(x i , x j ) 1; otherwise, x j is a close one for x i .
If x j is a far negative instance for x i , i.e., Suppose that x j is a far negative instance for x i if ∆ = ∆(x i , x j ) > 1 and x j is a near negative instance for x i if ∆ < 1. Tag '1' corresponds to the value of d(·) when ∆ is normal. Tag '2' indicates the situation where d(∆)'s increase will slow down sharply when a x i 's far negative instance is father and the limit value is 0, which means d(∆) is robust to outliers. Tag '3' indicates the situation where d(∆) will decrease exponentially (equal to showing a more significant influence) when a x i 's near negative instance gets closer, which means we puts exponentially more importance on x i (more likely to regard it as a negative one) when it is closer to a near negative instances.
monotonically increasing and concave function, and its value range is [−1, 0). Therefore, x j 's influence on x i will decrease sharply when ∆ = ∆(x i , x j ) increases and be limited to [−1, 0). If x j is a close negative instance for x i , the influence of x j on x i is γ 2 ln∆ − 1. Its first derivative is γ 2 ∆ −1 > 0 and second one is −γ 2 ∆ −2 < 0. Therefore, x j 's influence on x i will increase sharply when ∆ decreases.
As shown in Figure 4 , d(·) increases along with the increase of ∆. The influence of close negative instance and the far one are dealt with separately. And the farther the negative instance is, the exponentially less it contributes to d(·). According to the definition of D, it consists of many d(·)s. Therefore, D is robust to outliers and puts exponentially more importance on near negative instances if they become closer.
2) Approximation of Objective Based On CSDG: Different instances in PCP come from different positive bags. Finding the best labeling L directly for Eq. (2) is a difficult combinational optimization problem. In this section, we approximate the original goal in Eq. (2) by maximizing the total ranking score of instances in PCP based on consistent similarity and discrimination graph (CSDG).
Definition 9.
(Consistent Similarity and Discrimination Graph (CSDG)) CSDG = (V, E) is an undirected weighted graph where the vertex v i ∈ V corresponds to the instance x wbi in PCP and the edge between v i and v j is e ij ∈ E on the condition that S(x i , x j ) > 0 and i = j. The weight for e ij is E(v xi , v xj ) = max{0, S(x i , x j ) + αC(x i , x j ) + βD(x i , x j )}, where D(x i , x j ) = min{D(x i ), D(x j )}, and α, β are two balance factors.
When an instance x in PCP is likely to be negative, the importance of the role it plays in CSDG should be undermined, i.e., decreasing the weight of edges containing x. This is because instances in PCP are considered as positive ones and the edges in CSDG correspond to the similarity between positive instances. S(x i , x j ) and C(x i , x j ) represent the similarity between two instances from the global structure. D(x i , x j ) = max{D(x i ), D(x j )} indicates that the similarity should be decreased if one of two vertexes edge e ij contains is likely to be negative.
We approximate the optimization problem in Eq. (2) as a combination problem to maximize E(v xi , v xj ) for CSDG formulated as:
where v x is the vertex in CSDG and corresponds to instance x in PCP, X W is the WSs of all WBs, V is the corresponding vertexes for X W , and X CSDG represents the instances that all vertexes of CSDG correspond to.
3) Instance Updating Strategy: The intuitive way to figure out the problem in Eq. (7) is to replace the vertexes in CSDG with the vertexes corresponding to the rest instances in X W \ X CSDG iteratively until the maximal is reached. However, it is hard and time consuming. An approximate way is to rank vertexes in CSDG and regard the vertex with the lowest ranking score as the one needed to be replaced. Then we search the most suitable substitute instance for the replaced.
Ranking Instance in PCP:
We propose a random walk algorithm, summarized in Algorithm 1, based on PageRank [21] to perform on CSDG to rank vertexes. The intuition is that vertexes that are connected to high ranking vertexes by high weighted edges should have high ranking scores. Higher the vertex's ranking score is, more positive the vertex's corresponding instance is considered to be. This is because the edge's weight combines the similarity among positive instances and the discrimination from negative instances. So a vertex is considered to be positive with higher probability if it is connected to more high ranking vertexes by high weighted edges shown in Figure 5 .
The vertex with the lowest ranking score is chosen to replace in each iteration phase of CSDG. The ranking score of each vertex is calculated iteratively by the following iteration equation:
where M is the number of vertexes in CSDG, k indicates the kth phase, d is a damping factor, R k = (r v1 , · · · , r v M ) k represents the ranking score of each vertex in the kth phase, Υ i,i represents the self confidence value of instance x i in the process of calculating similarity, E(i, j) is the normalized 
if eij exists, then 6:
else E(i, j) ← 0 8: Normalize E(i, j) 9: end for 10: while nite nmax ite do 11:
nite ← nite + 1 13: end while 14: return CSDG; E(v xi , v xj ) and equals E(j, i), and E(i, j) equals 0 if there is no edge between vertexes v i and v j .
It is noteworthy that: 1) A vertex's ranking score r v k is determined by its confidence value Υ k,k and the ranking scores of its adjacent vertexes. Υ k,k represents the probability of instance x k to be classified as positive to a certain degree. The influence of its adjacent vertexes' ranking scores is transmitted by E(i, j) which can capture the difference in relationship among vertexes. 2) The random walk algorithm is practicable. CSDG is regarded as a bidirectional weighted graph without circles because the weight of edge E(v xi , v xj ) is symmetrical and there is no vertex connecting itself. R k is initialized randomly. The iteration process will stop when it meets the maximal iteration number. After all vertexes get the ranking scores, the corresponding instance of the vertex with the least score will be regarded as the least positive instance.
Instance Updating: After the least positive instance x t is discriminated, it needs to be replaced with a new one from X W \X CSDG . The whole instance updating strategy is summarized in Algorithm 2. At first, it is intuitive to find a new one from x t 's corresponding WS T because there is at least one positive instance in each positive bag and should exist a more positive one in WS T if x t is not positive enough. Therefore, we replace x t with each instance in WS T respectively to calculate the sum of all vertexes' ranking scores in CSDG. There are two cases: i) We can not find an instance in WS T making the total score higher than that by x t . In this case, we update another vertex in CSDG. Specifically, x t 's corresponding vertex in CSDG is denoted as v t and the vertexes in CSDG are sorted in increasing order according to the ranking score. We choose the vertex just after v t to replace. As a result, it returns to the beginning of the updating strategy. Notably, if v t is at the last of the order, the updating process will be terminated. ii) We can find an instance x t in WS T making the total score higher than that by x t . In this case, x t is selected as the substitute instance for x t . Specifically, x t 's corresponding vertex is denoted as v t . We rank v t with the rest vertexes in CSDG based on Eq. (8) in increasing order. After ranked: A) If v t is at the first in the order, we choose the vertex at the second of the order to replace. Then, it returns to the beginning of the updating strategy. B) If v t is not at the first in the order, we choose the first vertex to replace. Then, it returns to the beginning of the updating strategy. A actual updating corresponds to the process that v t is replaced by v t . The instance updating process will also be terminated if it reaches the maximal actual updating number.
C. Bag Classification
The bag classification scheme is proposed based on the instances in updated PCP, denoted as T + . The basic idea is to embed bags into a feature space based on T + and utilize the distance between a bag and each instance in T + to represent the bag. For bag X t , the feature representation vector is:
where
M is the number of instances in PCP, and w(X t , x + i ) is the distance between X t and x + i based on Hausdorff distance metric as:
where γ d is an empirical parameter. According to the definition of feature vector, a bag's label is determined by its nearest instance to T + , which means the bag is labelled positive if one of its instances is similar to any one in T + . w(X t , x + i ) also satisfies the basic assumption of MIL that there is at least one positive instance in positive bag.
Algorithm 2 IUS: Instance Updating Strategy
Input:
CSDG: Initialized; n max upd : The maximal updating number; Output:
CSDG: Updated; 1: R = (rv 1 , · · · , rv M ) ← Invoke CRS (Algorithm 1); 2: vt: The vertex in CSDG with the lowest ranking score; 3: n update ← 0; 4: while n update n max upd do 5: xt: The corresponding instance of vt; 6: x t : x t ∈ WST and v t corresponding to x t ; 7:
Sort vertexes in increasing order according to R (v t ) ; 10: if vt is at the last in the order, then 11: return CSDG; 12: else vt ← vt + : vt + is just after vt in the order; 13: else 14: Replace vt with v t in CSDG; 15: R (v t ) ← Invoke CRS (Algorithm 1); 16: Sort vertexes in increasing order according to R (v t ) ; 17: if v t is at the first in the order, then 18: vt ← vt 2nd : vt 2nd is the second in the order; 19: else vt ← vt 1st : vt 1st is the first in the order; 20: Replace v t with vt in CSDG; 21: n update ← n update + 1; 22: end while 23: return CSDG;
In the end, the MIL setting is transformed into the standard single instance learning problem where a classifier is trained by these vectors and their labels. A SVM classifier is employed and a new bag is classified as:
where G bag (·) is the learned decision function. The whole algorithm procedure of PIGMIL is summarized in Algorithm 3.
IV. EXPERIMENTS A. Data Sets, Baseline Methods, and Experimental Settings
Three synthetic MIL data sets (BASIC, RHOMBUS, RING shown in Figure 6 (a)-6(c) separatively) are constructed to verify PIGMIL's ability to detect TPIs. Each data set contains 20 positive and 20 negative bags, each positive bag contains 4 positive and 4 negative instances, and each negative bag contains 8 negative instances. Negative and positive instances are generated from uniform distribution and normal distribution respectively. Three kinds of real-world MIL data sets are utilized to verify PIGMIL's classification accuracy compared to classic MIL methods: 1) Musk-1 and Musk-2 [9] . 2) Elephant, Fox and Tiger [9] . 3) UCSB Breast [22] belongs to image classification and is used in tissue microarray (TMA) based diagnosis in malignant breast cancer. Each image (bag) is split into equal-sized grid (instance) and its goal is to determine an image as benign or malignant.
To evaluate PIGMIL's ability to detect TPIs on synthetic data sets and its performance on real-world data sets, some baseline methods are implemented: Algorithm 3 PIGMIL: Positive instance detection via graph updating for multiple instance learning
Input:
Training Set:
d ; where X is the instance space; Output:
The labels of Test Set {L All reported results are based on 5 times 10-fold crossvalidation. All data features are normalized so that each feature shares zero mean and unit variance. A linear kernel SVM is selected as the classifier. α and β (in Equation 2) are set to be max(10, log C(xi,xj ) S(xi,xj ) ) and max(10, log α·S+C D
). We set the size of WS as 40% of a positive bag, i.e., T wsj is set to be the least fortieth ws(·). The quantile when selecting WB is set to be 1.5 which represents the 90% confidence level γ 1 , γ 2 (Equation (5)), Z (Equation (6)), and γ d (Equation (10)) are set to be 1. d (Equation (8)) is set to be 0.8. n max ite (Algorithm 1) and n max upd (Algorithm 2) are 10 and 20 respectively. Moreover, all methods are executed on an Intel Core 2 Duo CPU (2.10GHz) PC.
Because the specific label of individual instance in positive bags for real-world data sets is unknown while known for the synthetic ones, we test PIGMIL's ability of TPI detection on the synthetic data sets and compare it with those of some baseline methods. Figure 6 . The ratio of positive instances to negative ones in PCP was higher than that in WSs of Figure 6 , which demonstrated PIGMIL's great ability to detect TPIs. Table I reports the comparison of TPI detection for PIGMIL, DD, MILD, mi-Sim, KDE min , KDE, and KDE max . Overall, PIGMIL achieved the best performance on the data sets, which demonstrated PIGMIL's flexibility to different shape of data sets. DD and MILD showed a low performance on BASIC mainly because positive and negative instances are close. The bad performance of KDE and KDE max on RING mainly because TPIs are too centralized while negative instances are too dispersive.
B. TPI Detection Comparison on Synthetic Data Sets
C. Accuracy Comparison on real-world data sets
We choose Musk-1, Musk-2, Elephant, Fox, Tiger, and UCSB to test PIGMIL's classification accuracy on real-world Fig. 6 . Three synthetic MIL data sets: 1) BASIC is linearly separable and the negative instances in negative bags arise from the same uniform distribution. Negative and positive instances in positive bags arise from another uniform distribution and a normal distribution respectively. 2) RHOMBUS is linearly inseparable. The positive and negative instances arise from two normal distributions and two uniform distributions respectively. Its negative instances in positive bags are randomly selected from the negative instance set. 3) RING is linearly inseparable. Positive instances arise from a normal distribution located at the center, and negative ones arise from a uniform distribution located at the area between two concentric circles. Instances labelled with red '×' construct working sets (WSs). The size of WS is 60% of a positive bag's size. The critical value of t involving in selecting working bags (WBs) is set to be 1.5. According to Figure 8 (a), the accuracy increased when the ratio became bigger, which indicated that D contributed more to the accuracy than S+C on this kind of data set. In Figure 8 (b), the highest accuracy was reached when S+C and D were at the same order of magnitude. This was mainly because TPIs or negative instances were symmetrical so that S+C and D played the similar important roles. Figure 8 (c) indicates that D's increase contributed to the increase of accuracy while the contribution was limited.
B. Sensitivity to Noise
To evaluate PIGMIL's ability to cope with noise, we added some noise to BASIC, RHOMBUS, and RING. In Figure 9 (a), the noise level indicates how many instances' labels are changed.
According to Figure 9 (a), the accuracy decreased when noise level increased. However, the decrease of accuracy was slowed down when noise level became bigger (e.g., the decrease of accuracy when noise level changed into '5' from '4' was smaller than that when changed into '2' from '3'), which demonstrated PIGMIL's ability to cope with noise. Moreover, accuracy decreased more sharply on RING than that on BASIC and RHOMBUS. This was because TPIs of RING are more centralized and show a greater difference from negative instances than TPIs of BASIC and RHOMBUS. So it was more hard for PIGMIL to detect TPIs on RING if TPIs were labelled negative.
C. Sensitivity to Size of Working Set (WS)
We changed the size of WS to evaluate the influences of working set (WS) with different size on PIGMIL's detection accuracy of TPIs. Figure 9 (b) reports the accuracy for different size of WS on BASIC, RHOMBUS, and RING and the working set (%) indicates the size of WS compared to its corresponding working bag (WB). For BASIC and RHOMBUS, the highest accuracy was reached when the size of WS was about 40% (of a positive bag). This was because some instances in positive bags are the false positive instances (FPIs) that can provide little information to detect TPIs if they are included into WS. For RING, the accuracy did not change significantly when the size of WS changed. This was because TPIs in RING are obviously different from negative instances (including FPIs). So TPIs will be included into WS successfully even if the size of WS is small, let alone if the size of WS is big.
VI. CONCLUSION
Positive instance detection is key to MIL. Various methods have been developed for this issue while suffering some disadvantages, such as ignoring global similarity among positive instances and irrelevance between negative ones. To this end, a positive instance detection via graph updating for multiple instance learning (PIGMIL) is proposed. PIGMIL first constructs positive candidate pool (PCP) from working sets (WSs) of some working bags (WBs) to transform positive instance detection into an optimization problem. Then based on a consistent similarity and discrimination graph (CSDG), this problem is solved approximately by an instance updating strategy. Finally a bag classification scheme is constructed to classify a new bag. Extensive experiments demonstrated PIG-MIL's great ability to detect T P Is and that it outperformed other baseline methods.
