We propose a novel algorithm for stereo matching using a dynamical systems approach. The stereo correspondence problem is first formulated as an energy minimization problem. From the energy function, we derive a system of differential equations describing the corresponding dynamical system of interacting elements, which we solve using numerical integration. Optimization is introduced by means of a damping term and a noise term, an idea similar to simulated annealing. The algorithm is tested on the Middlebury stereo benchmark.
INTRODUCTION
In stereo vision, 3D information is reconstructed from stereo image pairs, i.e. two images of the same scene taken from a different viewpoint. Algorithmic solutions to this problem are not only of interest for the field of computer vision [Scharstein and Szeliski, 2002] , but also for related fields, such as computational neuroscience [Roe et al., 2007] . Different approaches have been compared in a study by Scharstein and Szeliski (2002) . In general, we distinguish between local algorithms and methods based on global optimization. Local methods are mainly characterized by their matching cost computation and cost aggregation step, while global algorithms formulate a global energy function which is then minimized. This energy minimization problem is known to be NP hard. The algorithms are distinguished based on the minimization procedure used. Common methods are simulated annealing [Marroquin et al., 1987 , Geman and Geman, 1984 , Barnard, 1989 , graph cuts [Scharstein and Szeliski, 2002, Boykov et al., 2001] , and max flow [Roy, 1999] . If global optimization is reduced to independent scanlines, methods such as dynamic programming or scanline optimization can be used to compute a solution in polynomal time [Scharstein and Szeliski, 2002] .
In this paper, we propose a novel framework for computing approximate solutions to the energy minimization problem on the example of early stereo vision. From the energy function, a system of ordinary differential equations, determining the temporal evolution of the system, can be derived. Each pixel represents a "mass point", moving along a single dimension with an amplitude encoding the disparity estimate (or label) of the pixel. Each mass is moving under the influence of a data force, which is derived from the image data, and interacts with its neighbors via an interaction force. The resulting system of differential equations is solved using a Runge Kutta method of 4th order with fixed step size. A damping force ensures that the dynamical systems settles at a stable state.
THE MODEL SYSTEM

Stereo Vision as Energy Minimization
The general framework we consider can be defined as follows. Let P be the set of pixels in an image. The goal is to find a disparity z p for each pixel p ∈ P which minimize a gobal energy 
using absolute differences and a parameter k.
We further assume symmetric interactions between two pixels p and q with
The function f will be specified later on.
Dynamical Systems Formulation
The energy function corresponds to a system of interacting elements moving under the influence of a data force
where ∇E data (z p ) is the gradient of the data potential, and an interaction force (on pixel p) 
F data F int
Figure 1: Schematic of the dynamical system. The pixels "mass points" are connected via elastic interaction forces F int . The image data excerts a data force F data on each mass point, which tends to move the mass towards the position which corresponds to a minimum data cost.
We define the interaction energy implicitly by choosing a discontinuity preserving interaction force with The dynamics of the system is described by a system of ordinary differential equations
where τ is a noise term and γv p a damping term with damping constant γ. These additional forces have been added to move the dynamical system towards a local minimum.
Finding a Local Minimum
The system of differential equations is solved using a fourth order Runge Kutta technique with a step size of 0.1, starting from random initial conditions. Cooling is introduced through the damping force and the noise term τ. With the course of time, we decrease the noise according to
where n i is the total number of iterations and t is the current iteration number. The number p r is drawn from a Gaussian distribution with a standard deviation of 5 pixels. We further found it advantageous to decrease the smoothing parameter accordingly as well, such that
Boundary Conditions
The amplitude of the dynamical variable z p is restricted to predefined disparity range. We realize this boundary conditions by including a potential barrier with E(z p ) = c if z p > d max or z p < 0. The parameter c is chosen to be larger than the maximum absolute difference between image pixels. Further if during the computations z p > d max + 1, we push the value back to z p = d max +1. The same strategy is used if z p < −1. Then the value is pushed back to z p = −1.
RESULTS
We evaluated the performance of the algorithm using the Middlebury stereo benchmark (www.middlebury.edu/stereo) [Scharstein and Szeliski, 2002] , containing four stereo pairs, Tsukuba, Venus, Teddy, and Cones. The parameters were kept constant for all stereo pairs with κ n = 10, γ = 0.2, and k = 0.1. On the grid, each pixel was allowed to interact with its left, right, up, and down nearest neighbor.
The results of the algorithm are presented in Fig. 2 . Since the disparities are formulated as continuous variables, the algorithm returns subpixel disparities. The resulting disparity maps capture the basic structure of the scene. Depth discontinuities are mostly resolved, however, at regions with occlusions, the correct disparity at boundaries could not always be found, for example the lamp arm in Tsukuba (Fig. 2b) , or for the Teddy stereo pair (Fig. 2f) . Decreasing κ n may decrease these undesired blurring effects. However, a lower smoothing parameter may also increase the convergence time.
We ranked the method the Middlebury stereo evaluation benchmark. In Fig. 3 , a table of results for an error threshold of 0.75 pixels is shown. On average, the results of the method are comparable with those of other stereo algorithms such as dynamic programming and scanline optimization. In its current stage, the performance of the alorithm is inferior to graph cuts.
The algorithm was run for n i = 8000 iterations, however, the result are usually stable after 4000 − 6000 iterations. The computation for 1000 iterations take ≈ 3.4 min, using non-optimized code. This is in the range of computational times of other twodimensional algorithms for energy optimization, i.e. graph cuts and simulated annealing.
CONCLUSIONS 4.1 Summary
We proposed a dynamical systems approach to the energy minimization problem in early stereo vision. The stereo problem is first posed as an energy function minimization problem. Then, we derive a system of ordinary differential equations describing the dynamical system corresponding to the energy function. We explicitly calculate the development of the dynamical system using a Runge Kutta technique. The inclusion of a damping force ensures that the system converges to a local minimum. Overall, the algorithm delivers satisfying results for the images tested, using the Middlebury stereo database. The basic 3D structure of the scene could be captured correctly. Its performance is comparable to other approaches based on global optimization [Scharstein and Szeliski, 2002] , except graph cuts [Boykov et al., 2001] , which shows better results.
Energy functions for stereo vision have also been minimized by applying a gradient descent method to the associated Euler-Lagrange partial differential equation [Alvarez and Sánchez, 2000, Maier et al., 2003] . Since the solutions to the Euler-Lagrange equation are equivalent to Newton's laws of motion (in classical mechanics), possible relations to our method should be investigated in the future.
Future Work
In the future, the performance of the algorithm may be improved by modifying the parameters of the system, the energy function itself, or by increasing the number of nearest neighbors. The performance could also be improved by increasing the number of iterations. However, this would also increase the computation time.
Occlusions, which occur in almost all images, are not handled by the algorithm. This causes errors in the disparity estimation in particular near object boundaries. These problems could be decreased by incor- porating an occlusion detection method to our algorithm [Egnal and Wildes, 2002] .
The speed of the algorithm could be improved using a coarse-to-fine approach. A parallel implementation would be feasible as well because of the local character of the algorithm, e.g. using a graphics processing unit.
The proposed model might be of interest for models of human stereo vision. Interacting neuronal elements might be able to utilize damping and/or noise to optimize their responses.
