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Abstract
In this paper, we present a rigorous mathematical analysis of a free boundary problem
modeling the growth of a vascular solid tumor with a necrotic core. If the vascular system
supplies the nutrient concentration σ to the tumor at a rate β, then ∂σ
∂n
+ β(σ − σ¯) = 0
holds on the tumor boundary, where n is the unit outward normal to the boundary and σ¯
is the nutrient concentration outside the tumor. The living cells in the nonnecrotic region
proliferate at a rate µ. We show that for any given ρ > 0, there exists a unique R ∈ (ρ,∞)
such that the corresponding radially symmetric solution solves the steady-state necrotic
tumor system with necrotic core boundary r = ρ and outer boundary r = R; moreover, there
exist a positive integer n∗∗ and a sequence of µn, symmetry-breaking stationary solutions
bifurcate from the radially symmetric stationary solution for each µn (even n ≥ n∗∗).
Keywords: Stationary solution; Free boundary problem; Vascular tumor; Necrotic core;
Bifurcation.
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1 Introduction
The process of tumor growth in vivo is a complicated phenomenon involving many inter-
related processes, which can be divided into two phases: avascular and vascular growth. In both
phases, when a tumor has grown to a detectable size, the inner far-from-surface region of the
tumor may comprise only dead cells due to the nonuniform distribution of nutrient materials,
which is called necrotic core; see [3, 11, 20] and the references cited therein. In this paper, we
are interested in a model for the growth of a vascular solid tumor, which consists of a necrotic
core of dead cells, and a surrounding shell which contains life-proliferating cells. Assume that
there is no consumption of the nutrient as well as no vasculature in the necrotic core; on the
other hand, as a result of angiogenesis, the proliferating rim possesses its own vasculature, and
then the nutrient may be supplied to the nonnecrotic shell via the capillary network. Thus, as
in [6, 9], the nutrient concentration σ satisfies the following reaction-diffusion equation
c
∂σ
∂t
= ∆σ + [Γ(σB − σ)− λ0σ]IΩ(t)\D(t) in Ω(t), (1.1)
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where Ω(t) ⊂ R3 is the tumor domain at time t with a moving boundary ∂Ω(t), D(t) ⊂ Ω(t)
is the necrotic core region, Γ is the transfer rate of nutrient-in-blood-tissue, σB is the concen-
tration of nutrient in the vasculature, and so the term Γ(σB − σ) accounts for the transfer of
nutrient by means of the vasculature stemming from angiogenesis in the nonnecrotic region.
The term λ0σ describes the nutrient consumption by proliferating cells at the rate of λ0, and
c = Tdiffusion/Tgrowth represents the ratio of the nutrient diffusion time scale to the tumor growth
(i.e., tumor doubling) time scale. Typically, Tdiffusion ≈ 1 minute while Tgrowth ≈ 1 day [5, 9].
Thus, c≪ 1. Throughout this paper, the notation IE will always be used to denote the indicator
function of a subset E of R3.
Using appropriate change of variables [9, 32], we can rewrite the equation (1.1) in the form
c
∂σ
∂t
= ∆σ − σIΩ(t)\D(t) in Ω(t). (1.2)
As mentioned above, it is natural to assume that
σ = σ in D(t), (1.3)
where σ > 0 plays the role of a threshold value in the sense that in the region where σ > σ
nutrient is enough to sustain (at least a portion of) tumor cells alive and proliferating, whereas in
the region where σ ≤ σ, nutrient is insufficient to sustain any tumor cell alive [51]. In addition,
since the nutrient enters tumor by the vascular system, σ satisfies the boundary condition:
∂σ
∂n
+ β(t)(σ − σ¯) = 0 on ∂Ω(t), (1.4)
where n is the outward normal, σ¯ is the nutrient concentration outside the tumor, β(t) is the
rate of nutrient supply to the tumor, which may vary in time. Angiogenesis results in an increase
in β(t); conversely, if the tumor is treated with anti-angiogenic drugs, β(t) will decrease and the
starved tumor will shrink.
The pressure p stems from the transport of cells which proliferate or die. Let V be the
velocity of tumor cells. If we assume that the density of tumor cells is constant, there is no
proliferation in the necrotic core, and the proliferation rate within the nonnecrotic region is
linearly dependent on the nutrient, then the conservation of mass gives that
divV = µ(σ − σ˜)IΩ(t)\D(t) − νID(t),
where µ is a positive parameter expressing the “intensity” of the expansion by mitosis, the term
µ(σ − σ˜) means that the cell birthrate is µσ, while the cell death rate (apoptosis) is given by
µσ˜, and ν is the dissolution rate of necrotic cells. Combining with Darcy’s law V = −∇p, we
obtain
−∆p = µ(σ − σ˜)IΩ(t)\D(t) − νID(t) in Ω(t). (1.5)
Due to cell-to-cell adhesiveness, there holds
p = κ on ∂Ω(t), (1.6)
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where κ is the mean curvature, and the continuity of the velocity field up to the boundary of
the tumor leads to
Vn = V · n = −
∂p
∂n
on ∂Ω(t), (1.7)
where Vn is the velocity of the free boundary in the direction n.
The first reaction-diffusion mathematical model of tumor growth in the form of a free bound-
ary problem of a system of partial differential equations was proposed in 1972 by Greenspan
[33, 34], which was remarkably improved by Byrne and Chaplain [5, 6] during 1990’s, where
apoptosis is incorporated. It was Friedman and Reitich [22] who made the rigorous mathemati-
cal analysis of such free boundary problems in 1999. To date, mathematical modeling, numerical
simulation and theoretical analysis on tumor models have been carried out in a large number
of papers; see [3, 4, 8–20, 23, 26, 27, 29–32, 35–37, 41–56], the review articles [2, 25, 28, 39, 40]
and the references therein.
If D(t) = ∅ and Ω(t) = BR(t)(0), then the model (1.2)-(1.7) describes the growth of a
nonnecrotic spherical tumor with angiogenesis, proposed by Friedman and Lam [32] as a revision
to the Byrne-Chaplain inhibitor-free tumor model [5] in which instead of (1.4),
σ = σ¯ (1.8)
is imposed on the tumor boundary. Biologically, the boundary condition (1.4) is more reasonable
compared with (1.8). In fact, as explained in [55], tumor surface acts as a barrier to nutrient
diffusion, and 1/β(t) reflects the reduction rate of nutrient by the tumor surface; particularly,
1/β(t) = 0 means that tumor surface is obstacle-free to nutrient diffusion which is the case (1.8),
whereas 1/β(t) =∞ means that tumor surface is a complete barrier to nutrient diffusion.
In the nonnecrotic case, assuming β(t) ≡ β and 0 < σ˜ < σ¯, Friedman and Lam [32] showed
that the system (1.2)-(1.7) allows a unique radially symmetric stationary solution (σs(r), ps(r), Rs);
later, Huang, Zhang and Hu [36] proved that a branch of symmetry-breaking stationary solu-
tions bifurcates from the radially symmetric stationary solution for each µn(Rs) (even n ≥ 2)
with free boundary
r = Rs + εYn,0(θ, ϕ) + o(ε),
where Yn,0 is the spherical harmonic of order (n, 0); very recently, they [37] made further efforts
and found a threshold value µ∗ = µ∗(Rs) such that the radially symmetric stationary solution
is linearly stable for µ < µ∗ and linearly unstable for µ > µ∗ with respect to nonradial pertur-
bations. For the case where the nutrient consumption rate and the proliferation rate of tumor
cells are both general functions, Zhuang and Cui established the existence and uniqueness of
radially symmetric stationary solutions [55], and proved that there exists a branch of bifurca-
tion solutions bifurcating from the radially symmetric stationary solution for γk (any k ≥ k∗
in the 2 dimension case and even k ≥ k∗ in the 3 dimension case) by taking γ (surface tension
coefficient γ is defined when (1.6) is replaced by p = γκ) as the bifurcation parameter [17]. The
asymptotic stability of radially symmetric stationary solutions was also analyzed in [55, 56]. For
cases in the presence of inhibitor, Wang et al. [44] obtained the existence of symmetric-breaking
stationary solutions for µn (even n > n
∗∗); also see a very recent paper [41] for the discussion on
the existence of radially symmetric stationary solutions and the asymptotic behavior of radially
symmetric transient solutions. Assuming β(t) = ∞, i.e., (1.8) holds, tumor models have been
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intensively studied; we refer the reader to [12–14, 16, 19, 23, 26, 27, 29–31, 43, 49, 50, 52, 53]
and the reference therein.
For the necrotic case, most of studies were on tumor models where the Dirichlet boundary
condition (1.8) is imposed; see [3, 4, 6, 9–11, 15, 20, 35, 45, 47, 48]. Cui [11] proved the existence
and uniqueness of radially symmetric stationary solutions under a crucial assumption σ < σ˜ <
σ + ν/µ, i.e., ν > µ(σ˜ − σ) > 0, improving earlier results in [9]. Under the assumption ν=0,
Hao et al. [35] derived the first bifurcation result for the tumor model with a necrotic core, in
which they studied the two-dimensional case by taking µ as a bifurcation parameter with the aid
of numerical calculations. Very recently, Wu [47] rigorously analyzed the necrotic multilayered
tumor model, and obtained the existence of bifurcation branches of non-flat stationary solutions
for γk (k ≥ K). Asymptotic stability of stationary solutions to the above two types of necrotic
tumor models was also studied, cf. [15, 48]. For necrotic tumor models with (1.4), Shen et al.
[42] established the existence and uniqueness of radially symmetric stationary solutions to the
tumor spheroid model with ν > 0 under certain conditions on the parameters.
It is well known that the main feature of the free boundary problems modeling the growth
of necrotic tumors is that they include two free boundaries, one for the outer tumor boundary,
whose evolution is governed by an evolution equation (such as (1.7)), the other for the inner
necrotic boundary, an obstacle-type free surface, whose evolution is implicit. Due to the presence
of two free boundaries, the mathematical analysis turns out to be far more challenging.
Motivated by [35, 47], we shall perform rigorous mathematical analysis of the stationary
state of the problem (1.2)-(1.7) in the three-dimensional case, under the assumption that
0 < σ < σ˜ < σ¯ = 1, β(t) ≡ β, ν = 0,
where β is a positive constant. That is,
∆σ = σIΩ\D in Ω, (1.9)
−∆p = µ(σ − σ˜)IΩ\D in Ω, (1.10)
σ = σ in D, (1.11)
[∂nσ] = 0 on ∂D, (1.12)
[p] = 0, [∂np] = 0 on ∂D, (1.13)
∂nσ + β(σ − 1) = 0 on ∂Ω, (1.14)
p = κ on ∂Ω, (1.15)
∂np = 0 on ∂Ω. (1.16)
Here and below, the notation [p]
∣∣
∂D
denotes the jump of p as it crosses ∂D, i.e.,
[p] = p+
∣∣
∂D
− p−
∣∣
∂D
for p+ = p
∣∣
Ω\D
and p− = p
∣∣
D
.
Similarly, [∂nσ]
∣∣
∂D
and [∂np]
∣∣
∂D
denote the jump of the normal derivatives of σ and p across
∂D respectively. It is not difficult to find out, the inner boundary conditions (1.12), (1.13) are
implied by the equations (1.9), (1.10), and by the maximum principle, σ > σ in Ω \D. For the
problem (1.9)-(1.16), we shall first adopt a similar idea as that in [35] to study radially symmetric
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solutions, then by choosing µ as a bifurcation parameter, show that there exist a positive integer
n∗∗ and a sequence of µn such that for each µn (even n ≥ n
∗∗), a branch of symmetry-breaking
stationary solutions bifurcates from the radially symmetric solution (see Theorem 5.1 stated
below).
We stress that in carrying out the bifurcation analysis based on the Crandall-Rabinowitz
theorem (see Theorem 2.1), there are three major difficulties to be overcome. Firstly, since the
problem (1.9)-(1.16) involves two free boundaries, there is a need for an appropriate Hanzawa-
type transformation. Secondly, noting that the expansions (4.8), (4.9) are needed for the com-
putation of Fre´chet derivatives, in order to rigorously prove the expansions (4.8), (4.9) of σ,
p with respect to ε, we have to analyze the dependence of the inner boundary on the outer
boundary and the nutrient concentration (see (4.26), (4.36)), and establish Schauder estimates
in each region (necrotic and nonnecrotic) for diffraction problems by using the Schauder esti-
mates for an elliptic equation and that near the boundary for elliptic systems [1]. Thirdly, it
is necessary to verify B0 < 0 (see Lemma 5.1). However, as we shall see later, the expression
of B0 is complex. Inspired by [36], we will write B0 in order of ascending powers of β. Then,
thanks to the existence of explicit forms for the modified Bessel functions of order of half an
odd integer, we can deduce that the coefficient (the function of ρ, R) of each term is negative
by a lengthy calculation.
The rest of this paper is arranged as follows. In Section 2, we present some preliminary
material which will be needed in the next sections. In Section 3, we study the radial symmetric
solutions to the problem (1.9)-(1.16). In Section 4, we analyze the linearization of (1.9)-(1.16)
about the radial solution by introducing an appropriate Hanzawa-type transformation. In the
last section, we prove the existence of bifurcation solutions.
2 Preliminaries
In this section, we first collect some properties of the spherical harmonics and the modi-
fied spherical Bessel functions, then present an auxiliary lemma and end with the Crandall-
Rabinowitz theorem.
In R3, the family of the spherical harmonic functions {Yn,m} forms a complete orthonormal
basis for L2(Σ), where Σ is the unit sphere, and
∆ωYn,m = −n(n+ 1)Yn,m. (2.1)
Here and below,
∆ω =
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂ϕ2
is the Laplace operator on Σ. The Laplace operator in R3 can be written as
∆ =
∂2
∂r2
+
2
r
∂
∂r
+
1
r2
∆ω.
The modified spherical Bessel functions given by
in(s) =
√
π
2s
In+1/2(s), kn(s) =
√
π
2s
Kn+1/2(s), s > 0, n = 0, 1, 2, · · · ,
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form a fundamental solution set of the differential equation (cf. [21, (10.47.7)–(10.47.9)])
y′′(s) +
2
s
y′(s)−
[
1 +
n(n+ 1)
s2
]
y(s) = 0, (2.2)
where In+1/2(s) and Kn+1/2(s) are the modified Bessel functions, Iν(s) > 0, I
′
ν(s) > 0 for s > 0
[21, (10.25.2)], and Kν(s) > 0, K
′
ν(s) < 0 for s > 0 [21, (10.32.9)]. Let gn(s) denote in(s) or
(−1)nkn(s). Then from [21, (10.51.4) and (10.51.5)],
gn−1(s)− gn+1(s) =
2n+ 1
s
gn(s), n ≥ 1, (2.3)
g′n(s) = gn−1(s)−
n+ 1
s
gn(s), n ≥ 1, (2.4)
g′n(s) = gn+1(s) +
n
s
gn(s), n ≥ 0. (2.5)
It follows from (2.4), (2.5) that
i′n(s) > 0 and k
′
n(s) < 0, n ≥ 0, s > 0. (2.6)
In addition, by [21, (10.28.2), (10.41.1) and (10.41.2)],
in(s)kn+1(s) + in+1(s)kn(s) =
π
2
1
s2
, n ≥ 0, (2.7)
in(s) ∼
1√
2(2n + 1)s
(
es
2n+ 1
)n+ 1
2
as n→∞, (2.8)
kn(s) ∼
π√
2(2n + 1)s
(
es
2n+ 1
)−n− 1
2
as n→∞. (2.9)
Explicit expressions for in, kn, n = 0, 1 are as follows [21, (10.49.9) and (10.49.13)]:
i0(s) =
sinh s
s
, k0(s) =
π
2
e−s
s
, (2.10)
i1(s) = −
sinh s
s2
+
cosh s
s
, k1(s) =
π
2
e−s
(
1
s
+
1
s2
)
. (2.11)
A direct calculation shows that
i0(t)k0(s)− i0(s)k0(t) =
π
2
1
ts
sinh(t− s), (2.12)
i1(t)k1(s)− i1(s)k1(t) =
π
2
1
t2s2
[(t− s) cosh(t− s) + (ts− 1) sinh(t− s)], (2.13)
i0(t)k1(s) + i1(s)k0(t) =
π
2
1
ts2
[sinh(t− s) + s cosh(t− s)]. (2.14)
In order to establish the dependence of the inner boundary on the tumor outer boundary,
we need the following lemma.
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Lemma 2.1. ([24, Lemma 8.2]) Let s be a nonnegative integer, and let
f(θ, ϕ) =
∑
n≥0,m
fn,mYn,m(θ, ϕ).
Then there exist positive constants c1, c2 independent of f such that
c1‖f‖
2
Hs+1/2(Σ)
≤
∑
n≥0
(1 + n2s+1)
∑
m
|fn,m|
2 ≤ c2‖f‖
2
Hs+1/2(Σ)
.
The bifurcation analysis in the present paper is based on an application of the following
theorem of Crandall and Rabinowitz.
Theorem 2.1. ([7, Theorem 1.7]) Let X, Y be real Banach spaces and F (x, µ) a Cp map,
p ≥ 3, of a neighborhood (0, µ0) in X × R into Y . Suppose
(i) F (0, µ) = 0 for all µ in a neighborhood of µ0;
(ii) Ker[Fx(0, µ0)] is a one dimensional space, spanned by x0;
(iii) Im[Fx(0, µ0)] = Y1 has codimension 1;
(iv) [Fµx](0, µ0)x0 6∈ Y1.
Then (0, µ0) is a bifurcation point of the equation F (x, µ) = 0 in the following sense: In a
neighborhood of (0, µ0) the set of solutions of F (x, µ) = 0 consists of two C
p−2 smooth curves Γ1
and Γ2 which intersect only at the point (0, µ0); Γ1 is the curve (0, µ) and Γ2 can be parameterized
as follows:
Γ2 : (x(ε), µ(ε)), |ε| small, (x(0), µ(0)) = (0, µ0), x
′(0) = x0.
3 Radially symmetric stationary solutions
In this section, we study radially symmetric solutions to the system (1.9)-(1.16), denoted by
(σs(r), ps(r), ρ,R), where r = |x|.
First, it follows from (1.9), (1.11), (1.12) and (1.14) that{
σ′′s (r) +
2
rσ
′
s(r)− σs(r) = 0, ρ < r < R,
σs(ρ) = σ, σ
′
s(ρ) = 0, σ
′
s(R) + β(σs(R)− 1) = 0.
(3.1)
Using (2.2), (2.5) and (2.7), we find
σs(r) =
{
2
piσρ
2(k1(ρ)i0(r) + i1(ρ)k0(r)) for ρ < r < R,
σ for 0 ≤ r ≤ ρ
(3.2)
with ρ, R satisfying
(k1(ρ)i1(R)− i1(ρ)k1(R)) + β(k1(ρ)i0(R) + i1(ρ)k0(R)) =
πβ
2σρ2
. (3.3)
Next we solve for ps. In view of (1.10), (1.13), (1.15) and (1.16), we find that ps satisfies
− p′′s(r)−
2
r
p′s(r) = µ(σs(r)− σ˜) for ρ < r < R, (3.4)
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p′s(ρ) = 0, ps(R) =
1
R
, p′s(R) = 0. (3.5)
Let q = ps + µσs. Then (3.4) reduces to
∆q = µσ˜.
Thus,
q(r) =
1
6
µσ˜r2 + C1 + C2
1
r
,
ps(r) = −µσs(r) +
1
6
µσ˜r2 + C1 + C2
1
r
, ρ < r < R,
where C1, C2 are constants. Combining with the boundary condition (3.5), we solve for C1, C2
and derive
ps(r) =
{
−µ(σs(r)− σs(R)) +
1
6µσ˜(r
2 −R2) + 13µσ˜ρ
3
(
1
r −
1
R
)
+ 1R for ρ < r < R,
−µ(σ − σs(R)) +
1
6µσ˜(ρ
2 −R2) + 13µσ˜ρ
3
(
1
ρ −
1
R
)
+ 1R for 0 ≤ r ≤ ρ,
(3.6)
where ρ, R satisfy
σ˜ =
3R2
R3 − ρ3
σ′s(R) =
3R2
R3 − ρ3
2σρ2
π
(k1(ρ)i1(R)− i1(ρ)k1(R)). (3.7)
In the sequel, we should solve the system of equations (3.3) and (3.7) with respect to the
variables ρ and R, for given β, σ and σ˜. However, for technical reasons, we will instead compute
R, σ˜ for given ρ, β, σ, as was done in [35]. More precisely, we will establish the following result.
Theorem 3.1. Assume µ > 0, β > 0 and 0 < σ < 1. If we fix ρ > 0, then there exist a
unique R in (ρ,∞) and a unique σ˜ in (σ, 1) such that (σs(r), ps(r), ρ,R) is a radially symmetric
solution to the problem (1.9)-(1.16), where σs(r), ps(r) are given by (3.2), (3.6).
Proof. In view of (3.3), we consider the function
f(s) = (k1(ρ)i1(s)− i1(ρ)k1(s)) + β(k1(ρ)i0(s) + i1(ρ)k0(s))−
πβ
2σρ2
, s ≥ ρ.
Then from (2.5), (2.7) it follows that
f(ρ) =
πβ
2ρ2
(
1−
1
σ
)
,
f ′(s) = (k1(ρ)i
′
1(s)− i1(ρ)k
′
1(s)) + β(i1(s)k1(ρ)− i1(ρ)k1(s)).
Since β > 0 and 0 < σ < 1, f(ρ) < 0. By (2.6) we know that f ′(s) > 0 for s > ρ. Thus,
combining with lims→+∞ f(s) = +∞, we deduce that there exists a unique R > ρ such that
(3.3) holds. In what follows, we prove that σ˜ given by (3.7) satisfies
σ < σ˜ < σs(R) < 1. (3.8)
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First, we show that σ < σ˜, which reduces to
3(R − ρ) cosh(R− ρ) + 3(Rρ− 1) sinh(R− ρ)−R3 + ρ3 > 0 (3.9)
by (2.13). As a matter of fact, define
g(s) = 3(s − ρ) cosh(s− ρ) + 3(sρ− 1) sinh(s− ρ)− s3 + ρ3, s ≥ ρ.
Then, clearly, g(ρ) = 0 and
g′(s) = 3s
{
ρ[cosh(s− ρ)− 1] + [sinh(s− ρ)− (s− ρ)]
}
.
Since, as may easily be verified,
cosh z >
sinh z
z
> 1, z > 0, (3.10)
g′(s) > 0 for s > ρ. Thus, g(s) > 0 for every s > ρ, i.e., (3.9) is valid.
We next proceed to verify that σ˜ < σs(R), which is equivalent to
(R3 − ρ3)(k1(ρ)i0(R) + i1(ρ)k0(R)) > 3R
2(k1(ρ)i1(R)− i1(ρ)k1(R)) (3.11)
by (3.2) and (3.7). Based on (2.13) and (2.14), (3.11) can be further simplified to the form
(ρ+ 1)(R3 − 3R2 + 3R − ρ3)e2(R−ρ) + (ρ− 1)(R3 + 3R2 + 3R − ρ3) > 0. (3.12)
Consider the function
h(s) = (ρ+ 1)(s3 − 3s2 + 3s − ρ3)e2(s−ρ) + (ρ− 1)(s3 + 3s2 + 3s− ρ3) for s ≥ ρ.
A direct calculation shows that
h′(s) = (ρ+ 1)(2s3 − 3s2 − 2ρ3 + 3)e2(s−ρ) + 3(ρ− 1)(s + 1)2,
h′′(s) = 2(ρ+ 1)(2s3 − 3s− 2ρ3 + 3)e2(s−ρ) + 6(ρ− 1)(s + 1),
h′′′(s) = 2(ρ+ 1)(4s3 + 6s2 − 6s − 4ρ3 + 3)e2(s−ρ) + 6(ρ− 1),
h(4)(s) = 16(ρ + 1)(s3 + 3s2 − ρ3)e2(s−ρ) > 0 for s > ρ,
and in particular,
h(ρ) = h′(ρ) = h′′(ρ) = 0, h′′′(ρ) = 12ρ3.
Applying Taylor’s formula with Lagrange’s remainder-term
h(s) = h(ρ) + h′(ρ)(s − ρ) +
h′′(ρ)
2!
(s − ρ)2 +
h′′′(ρ)
3!
(s− ρ)3 +
h(4)(ξ)
4!
(s− ρ)4,
where ξ ∈ (ρ, s), provided that s > ρ, we see that h(s) > 0 for s > ρ. Hence, (3.12) follows.
Finally, we prove that σs(R) < 1. Indeed, from (3.1) and the fact σ
′
s(R) > 0, it is easy to
see that
σs(R) = 1−
σ′s(R)
β
< 1.
The proof is complete.
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4 Linearized problem
In this section, we study the linearization of the problem (1.9)-(1.16) at the radially sym-
metric solution (σs, ps, ρ,R), where (ρ,R) satisfies (3.3), (3.7). In order to compute Fre´chet
derivatives in the next section, we shall derive rigorous mathematical estimates for this lin-
earization.
Consider a family of domains with perturbed boundaries
∂Dε : r = ρ+ εT (θ, ϕ),
∂Ωε : r = R+ εS(θ, ϕ),
where both S and T are unknown functions. Let (σ, p) be the solution to
∆σ = σIΩε\Dε in Ωε, (4.1)
−∆p = µ(σ − σ˜)IΩε\Dε in Ωε, (4.2)
σ = σ, [∂nσ] = 0 on ∂Dε, (4.3)
∂nσ + β(σ − 1) = 0 on ∂Ωε, (4.4)
[p] = 0, [∂np] = 0 on ∂Dε, (4.5)
p = κ on ∂Ωε. (4.6)
Then the well-posedness of the problem (4.1)-(4.6) follows from the local flattening and diffrac-
tion problem for systems; see [38]. If we define
F (R˜, µ) =
∂p
∂n
∣∣∣
∂Ωε
, (4.7)
where R˜ = εS, then (σ, p, ρ + εT,R + εS) is a solution to the system (1.9)-(1.16) if and only if
F (R˜, µ) = 0.
Let us formally write
σ(r, θ, ϕ) =
{
σˆ(r) + εσ1(r, θ, ϕ) +O(ε
2) in Ωε \Dε,
σˆ(ρ) + εσ1(r, θ, ϕ) +O(ε
2) in Dε,
(4.8)
p(r, θ, ϕ) =
{
pˆ(r) + εp1(r, θ, ϕ) +O(ε
2) in Ωε \Dε,
pˆ(ρ) + εp1(r, θ, ϕ) +O(ε
2) in Dε,
(4.9)
where
σˆ(r) =
2
π
σρ2(k1(ρ)i0(r) + i1(ρ)k0(r)), 0 < r <∞,
pˆ(r) = −µ(σˆ(r)− σˆ(R)) +
1
6
µσ˜(r2 −R2) +
1
3
µσ˜ρ3
(
1
r
−
1
R
)
+
1
R
, 0 < r <∞.
From (3.2) and (3.6) we can easily see that
∆σˆ = σˆ in R3 \ {0}, σˆ(r) = σs(r) for ρ < r < R, (4.10)
10
−∆pˆ = µ(σˆ − σ˜) in R3 \ {0}, pˆ(r) = ps(r) for ρ < r < R. (4.11)
In the following we shall first present a formal derivation of the linearized problem for (σ1, p1).
Recall that the gradient operator in R3 can be written as
∇ = ~er∂r + ~eθ
1
r
∂θ + ~eϕ
1
r sin θ
∂ϕ = ~er∂r +
1
r
∇ω,
and if a surface is given by r = R+ εS(θ, ϕ), then
n = ~er −
ε
R
∇ωS + ε
2f1,
where ‖f1‖Cl−1+α(Σ) ≤ Cl provided that ‖S‖Cl+α(Σ) ≤ 1. Thus, from (4.4), (4.8), (4.10) and
(3.1), we derive
0 =
(
∂σ
∂r
∣∣∣∣
∂Ωε
~er +
1
R
∇ωσ
∣∣∣∣
∂Ωε
)
·
(
~er −
ε
R
∇ωS
)
+ βσ
∣∣∣∣
∂Ωε
− β +O(ε2)
=
∂σ
∂r
∣∣∣∣
∂Ωε
−
ε
R2
∇ωσ
∣∣∣∣
∂Ωε
· ∇ωS + βσ
∣∣∣∣
∂Ωε
− β +O(ε2)
=
∂σˆ
∂r
∣∣∣∣
∂Ωε
+ ε
∂σ1
∂r
∣∣∣∣
∂Ωε
+ βσˆ
∣∣∣∣
∂Ωε
+ βεσ1
∣∣∣∣
∂Ωε
− β +O(ε2)
=
∂σs
∂r
∣∣∣∣
∂BR
+
∂2σs
∂r2
∣∣∣∣
∂BR
εS + ε
∂σ1
∂r
∣∣∣∣
∂BR
+ βσs
∣∣∣∣
∂BR
+ β
∂σs
∂r
∣∣∣∣
∂BR
εS + βεσ1
∣∣∣∣
∂BR
− β +O(ε2)
=ε
[(
∂σ1
∂r
+ βσ1
) ∣∣∣∣
∂BR
+ λS
]
+O(ε2),
where
λ =
(
∂2σs
∂r2
+ β
∂σs
∂r
)∣∣∣∣
∂BR
.
Using (3.1), (3.2) and (2.5), we get
∂σs
∂r
∣∣∣∣
∂BR
=
2
π
σρ2(k1(ρ)i1(R)− i1(ρ)k1(R)),
and
∂2σs
∂r2
∣∣∣∣
∂BR
=
2
π
σρ2
[
(i0(R)k1(ρ) + i1(ρ)k0(R))−
2
R
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
,
so that
λ =
2
π
σρ2
[
i0(R)k1(ρ) + i1(ρ)k0(R) +
(
β −
2
R
)
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
. (4.12)
Substituting (4.8) into the boundary condition (4.3) and using (4.10), (3.1) again, we have
0 =σ+
∣∣
∂Dε
− σ = σˆ
∣∣
∂Dε
+ εσ+1
∣∣
∂Dε
− σ +O(ε2)
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=σs(ρ) + σ
′
s(ρ)εT + εσ
+
1
∣∣
∂Bρ
− σ +O(ε2)
=εσ+1
∣∣
∂Bρ
+O(ε2),
0 =σ−
∣∣
∂Dε
− σ = σˆ(ρ) + εσ−1
∣∣
∂Dε
− σ +O(ε2)
=εσ−1
∣∣
∂Bρ
+O(ε2).
Analogously,
0 =
∂σ+
∂n
∣∣∣∣
∂Dε
=
∂σ+
∂r
∣∣∣∣
∂Dε
−
ε
ρ2
∇ωσ
+
∣∣∣∣
∂Dε
· ∇ωT +O(ε
2)
=
∂σˆ
∂r
∣∣∣∣
∂Dε
+ ε
∂σ+1
∂r
∣∣∣∣
∂Dε
+O(ε2)
=σˆ′(ρ) + σˆ′′(ρ)εT + ε
∂σ+1
∂r
∣∣∣∣
∂Bρ
+O(ε2)
=ε
(
∂σ+1
∂r
∣∣∣∣
∂Bρ
+ σT
)
+O(ε2).
Hence, σ1 satisfies:
−∆σ1 = 0 in Bρ, (4.13)
−∆σ1 + σ1 = 0 in BR \Bρ, (4.14)
σ1 = 0,
∂σ+1
∂r
= −σT on ∂Bρ, (4.15)
∂σ1
∂r
+ βσ1 = −λS on ∂BR. (4.16)
We now expand the boundary conditions for p. By the expression from [24]
κ
∣∣∣∣
∂Ωε
=
1
R
−
ε
R2
(
S +
1
2
∆ωS
)
+ ε2f2,
where ‖f2‖Cl−2+α(Σ) ≤ Cl if ‖S‖Cl+α(Σ) ≤ 1, we deduce from (4.6), (4.9), (4.11) and (3.5) that
0 =pˆ
∣∣∣∣
∂Ωε
+ εp1
∣∣∣∣
∂Ωε
−
1
R
+
ε
R2
(
S +
1
2
∆ωS
)
+O(ε2)
=ps
∣∣∣∣
∂BR
+
∂ps
∂r
∣∣∣∣
∂BR
εS + εp1
∣∣∣∣
∂BR
−
1
R
+
ε
R2
(
S +
1
2
∆ωS
)
+O(ε2)
=ε
[
p1
∣∣∣∣
∂BR
+
1
R2
(
S +
1
2
∆ωS
)]
+O(ε2).
The boundary condition (4.5) together with (4.9), (4.11) and (3.5) leads to
0 = p+
∣∣
∂Dε
− p−
∣∣
∂Dε
= pˆ
∣∣
∂Dε
+ εp+1
∣∣
∂Dε
− pˆ(ρ)− εp−1
∣∣
∂Dε
+O(ε2) = ε[p1]
∣∣
∂Bρ
+O(ε2),
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and
0 =
∂p+
∂n
∣∣∣∣
∂Dε
−
∂p−
∂n
∣∣∣∣
∂Dε
=
∂p+
∂r
∣∣∣∣
∂Dε
−
∂p−
∂r
∣∣∣∣
∂Dε
−
ε
ρ2
(
∇ωp
+
∣∣∣∣
∂Dε
· ∇ωT −∇ωp
−
∣∣∣∣
∂Dε
· ∇ωT
)
+O(ε2)
=
∂pˆ
∂r
∣∣∣∣
∂Dε
+ ε
∂p+1
∂r
∣∣∣∣
∂Dε
− ε
∂p−1
∂r
∣∣∣∣
∂Dε
+O(ε2)
=
∂2pˆ
∂r2
∣∣∣∣
∂Bρ
εT + ε
∂p+1
∂r
∣∣∣∣
∂Bρ
− ε
∂p−1
∂r
∣∣∣∣
∂Bρ
+O(ε2)
=ε
(
[∂np1]
∣∣
∂Bρ
+ µ(σ˜ − σ)T
)
+O(ε2).
Therefore, p1 satisfies
−∆p1 = 0 in Bρ, (4.17)
−∆p1 = µσ1 in BR \Bρ, (4.18)
[p1] = 0, [∂np1] = −µ(σ˜ − σ)T on ∂Bρ, (4.19)
p1 = −
1
R2
(
S +
1
2
∆ωS
)
on ∂BR. (4.20)
We next compute explicitly the functions σ1, p1 and T . If we write
S(θ, ϕ) =
∞∑
n=0
n∑
m=−n
an,mYn,m(θ, ϕ), (4.21)
then solving (4.14)-(4.16) by the separation of variables and using (2.1), we get
σ1(r, θ, ϕ) = −λ
∞∑
n=0
n∑
m=−n
an,mQn(r)Yn,m(θ, ϕ) in BR \Bρ, (4.22)
where Qn(r) satisfies
Q′′n(r) +
2
r
Q′n(r)−
(
1 +
n(n+ 1)
r2
)
Qn(r) = 0, ρ < r < R, (4.23)
Qn(ρ) = 0, Q
′
n(R) + βQn(R) = 1, (4.24)
i.e.,
Qn(r) =
in(r)kn(ρ)− in(ρ)kn(r)(
n
R + β
)
(in(R)kn(ρ)− in(ρ)kn(R)) + in(ρ)kn+1(R) + in+1(R)kn(ρ)
(4.25)
for ρ < r < R. Substituting (4.22) into the second equation in (4.15) yields
T (θ, ϕ) =
λ
σ
∞∑
n=0
n∑
m=−n
an,mQ
′
n(ρ)Yn,m(θ, ϕ). (4.26)
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Similarly, setting
p1(r, θ, ϕ) =
∞∑
n=0
n∑
m=−n
an,mPn(r)Yn,m(θ, ϕ) (4.27)
in (4.17)-(4.20), we are led to
P ′′n (r) +
2
r
P ′n(r)−
n(n+ 1)
r2
Pn(r) = 0 for 0 < r < ρ,
P ′′n (r) +
2
r
P ′n(r)−
n(n+ 1)
r2
Pn(r) = λµQn(r) for ρ < r < R,
P ′0(0) = 0, Pn(0) = 0 for n ≥ 1,
Pn(ρ+) = Pn(ρ−), P
′
n(ρ+)− P
′
n(ρ−) = −λµ
σ˜ − σ
σ
Q′n(ρ),
Pn(R) = −
1
R2
(
1−
n(n+ 1)
2
)
.
Solving the ODE, we obtain
Pn(r) =
λµσ˜ρn+2Q′n(ρ)
(2n+ 1)σ
(
1
ρ2n+1
−
1
R2n+1
)
rn − λµ
rn
Rn
Qn(R)−
rn
Rn+2
(
1−
n(n+ 1)
2
)
(4.28)
for 0 < r ≤ ρ, and
Pn(r) =
λµσ˜ρn+2Q′n(ρ)
(2n + 1)σ
(
1
r2n+1
−
1
R2n+1
)
rn + λµ
(
Qn(r)−
rn
Rn
Qn(R)
)
−
rn
Rn+2
(
1−
n(n+ 1)
2
)
for ρ < r < R.
(4.29)
To proceed further, we need more information on Qn.
Lemma 4.1. {Q′n(ρ)} is a positive, monotonically decreasing sequence in n, while {Q
′
n(R)} is
a positive, monotonically increasing sequence in n.
Proof. From (4.25) it follows that
Q′n(r) =
i′n(r)kn(ρ)− in(ρ)k
′
n(r)(
n
R + β
)
(in(R)kn(ρ)− in(ρ)kn(R)) + in(ρ)kn+1(R) + in+1(R)kn(ρ)
,
which together with (2.6) implies that Q′n(r) > 0, ρ ≤ r ≤ R; particularly, Q
′
n(ρ) > 0, Q
′
n(R) >
0. Moreover, from (4.24),
0 = Qn(ρ) < Qn(r) ≤ Qn(R) <
1
n
R + β
for ρ < r ≤ R. (4.30)
Let Fn(r) = Qn+1(r)−Qn(r). Then by virtue of (4.23) and (4.24), Fn satisfies

−∆Fn +
(
1 + n(n+1)
r2
)
Fn = −
2(n+1)
r2
Qn+1 in BR \Bρ,
Fn = 0 on ∂Bρ,
∂Fn
∂n + βFn = 0 on ∂BR.
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By (4.30), we apply the maximum principle to conclude that Fn(r) < 0 for ρ < r ≤ R, F
′
n(ρ) < 0
and F ′n(R) > 0. The proof is complete.
Remark 4.1. In fact, from the proof of Lemma 4.1, one can also see that for every ρ < r ≤ R,
{Qn(r)} is a positive, monotonically decreasing sequence in n, and limn→∞Qn(r) = 0 by (4.30).
In particular,
lim
n→∞
Qn(R) = 0.
As a result,
lim
n→∞
Q′n(R) = limn→∞
(1− βQn(R)) = 1. (4.31)
Lemma 4.2. Given ρ < r ≤ R, {Q′n(r)/Qn(r) − n/r} is a positive, monotonically decreasing
sequence in n. Moreover,
lim
n→∞
(
Q′n(R)
Qn(R)
−
n
R
)
= 0. (4.32)
Proof. For given s ∈ (ρ,R], from (4.23), (4.24) we see that Gn(r) defined by
Gn(r) =
r
s
Qn(r)−
Qn(s)
Qn+1(s)
Qn+1(r),
satisfies {
−∆Gn +
[
1 + (n+1)(n+2)r2
]
Gn = −
2
s
(
Q′n(r)−
n
rQn(r)
)
in Bs \Bρ,
Gn = 0 on ∂Bρ, Gn = 0 on ∂Bs.
A direct calculation based on (4.25), (2.5) gives that
Q′n(r)
=
n
r [in(r)kn(ρ)− in(ρ)kn(r)] + [in+1(r)kn(ρ) + in(ρ)kn+1(r)](
n
R + β
)
[in(R)kn(ρ)− in(ρ)kn(R)] + in(ρ)kn+1(R) + in+1(R)kn(ρ)
=
n
r
Qn(r) +
in+1(r)kn(ρ) + in(ρ)kn+1(r)(
n
R + β
)
[in(R)kn(ρ)− in(ρ)kn(R)] + in(ρ)kn+1(R) + in+1(R)kn(ρ)
,
(4.33)
which implies that
Q′n(r)−
n
r
Qn(r) > 0, ρ ≤ r ≤ R.
Thus, Gn(r) < 0 for ρ < r < s and G
′
n(s) > 0 by the maximum principle. Combining with the
definition of Gn(r), we further have
0 <
Q′n+1(s)
Qn+1(s)
−
n+ 1
s
<
Q′n(s)
Qn(s)
−
n
s
,
which proves the monotonicity result.
Now we turn to the proof of (4.32). Using (4.25), (4.33), we compute
Q′n(R)
Qn(R)
−
n
R
=
in+1(R)kn(ρ) + in(ρ)kn+1(R)
in(R)kn(ρ)− in(ρ)kn(R)
=
in+1(R)
in(R)
+ in(ρ)in(R)
kn+1(R)
kn(ρ)
1− in(ρ)in(R)
kn(R)
kn(ρ)
.
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By (2.8), (2.9) and the fact 0 < ρ < R, letting n→∞ in the above equality yields (4.32). The
proof is complete.
We conclude this section by rigorously establishing the expansions (4.8), (4.9) by estimating
the O(ε2) terms in the C2+α-norm. To do that, observing that (σ, p) is defined in Ωε while
(σ1, p1) is defined only in BR, we will first transform the domain BR into Ωε by introducing the
following Hanzawa-type transformation
(r, θ, ϕ) = Hε(r
′, θ′, ϕ′) = (r′ + χ(ρ− r′)εT (θ′, ϕ′) + χ(R− r′)εS(θ′, ϕ′), θ′, ϕ′), (4.34)
where
χ ∈ C∞, χ(z) =
{
0, if |z| ≥ 3δ0/4
1, if |z| < δ0/4
,
∣∣∣∣dkχdzk
∣∣∣∣ ≤ Cδk0
with δ0 being a small positive constant satisfying δ0 < min{
4
3ρ,
2
3(R − ρ)}. It is easy to see
that Hε maps BR (Bρ) into Ωε (Dε) while keeping the ball {r < ρ−
3
4δ0} fixed, and the inverse
transformation H−1ε maps Ωε (Dε) into BR (Bρ). Let
σ˜1(r, θ, ϕ) = σ1(H
−1
ε (r, θ, ϕ)) in Ωε,
p˜1(r, θ, ϕ) = p1(H
−1
ε (r, θ, ϕ)) in Ωε. (4.35)
Then (σ˜1, p˜1) is well defined in Ωε.
Next, if S, given by (4.21), belongs to C4+α(Σ), and is π-periodic in θ and 2π-periodic in ϕ,
then T admits the representation (4.26) and satisfies
‖T‖C(Σ) ≤ C‖T‖H3/2(Σ) ≤ C‖S‖H3/2(Σ)
by Lemmas 2.1 and 4.1. Furthermore,
‖T‖C2+α(Σ) ≤ C‖T‖C3(Σ) ≤ C‖S‖H9/2(Σ) ≤ C‖S‖C4+α(Σ), (4.36)
provided that 1/2 < α < 1.
We now proceed to establish the following.
Lemma 4.3. Assume that S ∈ C4+α(Σ) with 1/2 < α < 1 and ‖S‖C4+α(Σ) ≤ 1, and is given by
(4.21), π-periodic in θ and 2π-periodic in ϕ. Then the estimates
‖σ − σˆ(ρ)− εσ˜1‖C2+α(Dε) + ‖σ − σˆ − εσ˜1‖C2+α(Ωε\Dε) ≤ C|ε|
2‖S‖C4+α(Σ), (4.37)
‖p − pˆ(ρ)− εp˜1‖C2+α(Dε) + ‖p− pˆ− εp˜1‖C2+α(Ωε\Dε) ≤ C|ε|
2‖S‖C4+α(Σ) (4.38)
are valid uniformly for small |ε| with C being independent of ε and S.
Proof. By (4.13)-(4.16), we see that σ1 ≡ 0 in Bρ. Applying the Schauder estimates, we
obtain
‖σ1‖C2+α(BR\Bρ) ≤ C‖S‖C1+α(Σ).
Moreover, we derive for σ˜1 the problem
σ˜1 ≡ 0 in Dε,
16
−∆σ˜1 + σ˜1 = f˜1 in Ωε \Dε,
σ˜1 = 0 on ∂Dε,
∂σ˜1
∂n
+ βσ˜1 = −λS + g˜1 on ∂Ωε,
where f˜1/ε involves at most second order derivatives of T , S and σ1, g˜1/ε involves at most first
order derivatives of S and σ1, and
‖f˜1‖Cα(Ωε\Dε) ≤ C|ε|(‖T‖C2+α(Σ) + ‖S‖C2+α(Σ)), (4.39)
‖g˜1‖C1+α(Σ) ≤ C|ε|‖S‖C2+α(Σ). (4.40)
Set
ψ =
{
σ − σˆ − εσ˜1 in Ωε \Dε,
σ − σˆ(ρ)− εσ˜1 in Dε.
Then, we find
ψ ≡ 0 in Dε,
−∆ψ + ψ = −εf˜1 in Ωε \Dε,
ψ+ = σˆ(ρ)− σˆ(ρ+ εT ) on ∂Dε,
∂ψ
∂n
+ βψ = −εg˜1 + g˜2 on ∂Ωε,
where
‖σˆ(ρ)− σˆ(ρ+ εT )‖C2+α(Σ) ≤ C|ε|
2‖T‖C2+α(Σ), (4.41)
and similarly to k˜1 in [36, Lemma 3.1],
‖g˜2‖C1+α(Σ) ≤ C|ε|
2‖S‖C2+α(Σ). (4.42)
Combining (4.39)-(4.42), we get
‖ψ‖C2+α(Ωε\Dε) ≤ C|ε|
2(‖T‖C2+α(Σ) + ‖S‖C2+α(Σ)), (4.43)
which together with (4.36) proves (4.37).
We now proceed with the proof of (4.38). It should be pointed out that, being different from
that for σ (which equals to a constant in the dead-core region), here we need establish Schauder
estimates for diffraction problems by using the estimates near the boundary for elliptic systems
[1]. Precisely, for the problem (4.17)-(4.20) there holds
‖p1‖C2+α(Bρ) + ‖p1‖C2+α(BR\Bρ) ≤ C(‖T‖C2+α(Σ) + ‖S‖C4+α(Σ)). (4.44)
Denote
φ =
{
p− pˆ− εp˜1 in Ωε \Dε,
p− pˆ(ρ)− εp˜1 in Dε.
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By a similar procedure as before, we obtain
−∆φ = −εf˜2 in Dε,
−∆φ = µ(σ − σˆ − εσ˜1)− εf˜3 in Ωε \Dε,
[φ] = pˆ(ρ)− pˆ(ρ+ εT ), [∂nφ] = g˜3 on ∂Dε,
φ = g˜4 on ∂Ωε,
where
‖f˜2‖Cα(Dε) + ‖f˜3‖Cα(Ωε\Dε) ≤ C|ε|(‖T‖C2+α(Σ) + ‖S‖C4+α(Σ)),
‖pˆ(ρ)− pˆ(ρ+ εT )‖C2+α(Σ) ≤ C|ε|
2‖T‖C2+α(Σ),
‖g˜3‖C1+α(Σ) ≤ C|ε|
2‖T‖C2+α(Σ),
‖g˜4‖C2+α(Σ) ≤ C|ε|
2‖S‖C4+α(Σ).
Using (4.43), the Schauder estimates for diffraction problems yield
‖φ‖C2+α(Dε) + ‖φ‖C2+α(Ωε\Dε) ≤ C|ε|
2(‖T‖C2+α(Σ) + ‖S‖C4+α(Σ)),
and then (4.38) follows immediately from (4.36). The proof is complete.
5 Symmetry-breaking solutions
In this section, regarding (1.9)-(1.16) as a bifurcation problem with a bifurcation parameter
µ (see (4.7)), we prove the existence of symmetry-breaking solutions by using the Crandall-
Rabinowitz theorem.
By (4.36) and (4.44),
∂(pˆ+ εp˜1)
∂n
∣∣∣∣
∂Ωε
= ε
[
∂2pˆ
∂r2
∣∣∣∣
∂BR
S +
∂p1
∂r
∣∣∣∣
∂BR
]
+O(|ε|2‖S‖C4+α(Σ)),
which together with (4.11) and (4.38) leads to
F (R˜, µ) = ε
[
∂2ps
∂r2
∣∣∣∣
∂BR
S +
∂p1
∂r
∣∣∣∣
∂BR
]
+O(|ε|2‖S‖C4+α(Σ)). (5.1)
As in [19, 36], we introduce the Banach spaces
X l+α = {R˜ ∈ C l+α(Σ), R˜ is π−periodic in θ, 2π−periodic in ϕ},
X l+α2 = closure of the linear space spanned by {Yn,0(θ), n = 0, 2, 4, . . . } in X
l+α.
Take X = X4+α2 and Y = X
1+α
2 with 1/2 < α < 1. Noticing that Yn,0(π − θ) = Yn,0(θ) if
and only if n is even, X l+α2 coincides with the subspace of the C
l+α(Σ)-closure of the smooth
functions consisting of those functions u that are independent of ϕ and satisfy u(θ) = u(π − θ).
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Thus, F maps X into Y . The relation (5.1) shows that the mapping (R˜, µ) → F (R˜, µ) from
X l+3+α2 to X
l+α
2 is bounded if l = 1, and the same argument shows that the same is true for
any l ≥ 1. A similar argument shows that this mapping is Fre´chet differentiable in (R˜, µ);
furthermore ∂F (R˜, µ)/∂R˜ (or ∂F (R˜, µ)/∂µ) is obtained by solving a linearized problem about
(R˜, µ) with respect to R˜ (or µ). By using the Schauder estimates we can then further obtain
differentiability of F (R˜, µ) to any order.
In view of (5.1), the Fre´chet derivative of F (R˜, µ) in R˜ at (0, µ) is given as follows:
[FR˜(0, µ)]S =
∂2ps
∂r2
∣∣∣∣
∂BR
S +
∂p1
∂r
∣∣∣∣
∂BR
. (5.2)
Using (3.4), (3.5), we have
∂2ps
∂r2
∣∣∣∣
∂BR
= −µ(σs(R)− σ˜), (5.3)
and by (4.27), (4.29),
∂p1
∂r
∣∣∣∣
∂BR
=
∞∑
n=0
n∑
m=−n
an,m
[
n
R3
(
n(n+ 1)
2
− 1
)
+ λµ
(
Q′n(R)−
n
R
Qn(R)
)
− λµ
σ˜
σ
ρn+2
Rn+2
Q′n(ρ)
]
Yn,m(θ, ϕ).
(5.4)
Substituting (5.3) and (5.4) into (5.2), we arrive at
[FR˜(0, µ)]S =
∞∑
n=0
n∑
m=−n
an,m
[
n
R3
(
n(n+ 1)
2
− 1
)
+ λµ
(
Q′n(R)−
n
R
Qn(R)
)
− λµ
σ˜
σ
ρn+2
Rn+2
Q′n(ρ)− µ(σs(R)− σ˜)
]
Yn,m(θ, ϕ).
In particular,
[FR˜(0, µ)]Yn,m = (An − µBn)Yn,m,
where
An =
n
R3
(
n(n+ 1)
2
− 1
)
, (5.5)
Bn = σs(R)− σ˜ − λ
[(
Q′n(R)−
n
R
Qn(R)
)
−
σ˜
σ
ρn+2
Rn+2
Q′n(ρ)
]
. (5.6)
Obviously,
A0 = A1 = 0, An > 0 for n ≥ 2.
As will be shown in the next lemma, B0 < 0 and B1 = 0.
Lemma 5.1. B0 < 0 and B1 = 0.
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Proof. Combining (3.2), (3.7), (4.12) and (5.6), we derive
Bn =
2
π
σρ2Hn (5.7)
with
Hn =i0(R)k1(ρ) + i1(ρ)k0(R)−
3R2
R3 − ρ3
(i1(R)k1(ρ)− i1(ρ)k1(R))
−
[
i0(R)k1(ρ) + i1(ρ)k0(R) +
(
β −
2
R
)
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
[(
Q′n(R)−
n
R
Qn(R)
)
−
σ˜
σ
ρn+2
Rn+2
(
Q′n(ρ)−
n
ρ
Qn(ρ)
)]
,
(5.8)
where we have employed the fact that Qn(ρ) = 0. Besides, (3.7) also implies
σ˜
σ
=
3R2
R3 − ρ3
2
π
ρ2(i1(R)k1(ρ)− i1(ρ)k1(R)), (5.9)
and (4.33) together with (2.7) gives
Q′n(R)−
n
R
Qn(R)
=
in+1(R)kn(ρ) + in(ρ)kn+1(R)(
n
R + β
)
[in(R)kn(ρ)− in(ρ)kn(R)] + in(ρ)kn+1(R) + in+1(R)kn(ρ)
,
(5.10)
Q′n(ρ)−
n
ρ
Qn(ρ)
=
in+1(ρ)kn(ρ) + in(ρ)kn+1(ρ)(
n
R + β
)
[in(R)kn(ρ)− in(ρ)kn(R)] + in(ρ)kn+1(R) + in+1(R)kn(ρ)
=
π
2ρ2
1(
n
R + β
)
[in(R)kn(ρ)− in(ρ)kn(R)] + in(ρ)kn+1(R) + in+1(R)kn(ρ)
.
(5.11)
Thus, substituting (5.9), (5.10) and (5.11) into (5.8), we get
Hn =
1(
n
R + β
)
[in(R)kn(ρ)− in(ρ)kn(R)] + in(ρ)kn+1(R) + in+1(R)kn(ρ)
Wn, (5.12)
where
Wn =
[( n
R
+ β
)
(in(R)kn(ρ)− in(ρ)kn(R)) + (in(ρ)kn+1(R) + in+1(R)kn(ρ))
]
[
(i0(R)k1(ρ) + i1(ρ)k0(R))−
3R2
R3 − ρ3
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
−
[
(i0(R)k1(ρ) + i1(ρ)k0(R)) +
(
β −
2
R
)
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
[
(in(ρ)kn+1(R) + in+1(R)kn(ρ))−
3R2
R3 − ρ3
ρn+2
Rn+2
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
=M1,n +M2,nβ
(5.13)
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with
M1,n =
n
R
(in(R)kn(ρ)− in(ρ)kn(R))[
(i0(R)k1(ρ) + i1(ρ)k0(R))−
3R2
R3 − ρ3
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
+
i1(R)k1(ρ)− i1(ρ)k1(R)
R(R3 − ρ3)
[
3R3
ρn+2
Rn+2
(i0(R)k1(ρ) + i1(ρ)k0(R))
− 6R2
ρn+2
Rn+2
(i1(R)k1(ρ)− i1(ρ)k1(R))
− (R3 + 2ρ3)(in(ρ)kn+1(R) + in+1(R)kn(ρ))
]
,
(5.14)
M2,n =(in(R)kn(ρ)− in(ρ)kn(R))[
(i0(R)k1(ρ) + i1(ρ)k0(R))−
3R2
R3 − ρ3
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
− (i1(R)k1(ρ)− i1(ρ)k1(R))[
(in(ρ)kn+1(R) + in+1(R)kn(ρ)) −
3R2
R3 − ρ3
ρn+2
Rn+2
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
.
(5.15)
In the sequel, we shall first prove that B1 = 0. By (5.7), (5.12) and (5.13), it suffices to
verify that M1,1 = 0 and M2,1 = 0. As a matter of fact, by virtue of (5.14), (5.15), we compute
M1,1 =
R3 + 2ρ3
R(R3 − ρ3)
(i1(R)k1(ρ)− i1(ρ)k1(R))[
k1(ρ)
(
i0(R)−
3
R
i1(R)− i2(R)
)
+ i1(ρ)
(
k0(R) +
3
R
k1(R)− k2(R)
)]
,
M2,1 =(i1(R)k1(ρ)− i1(ρ)k1(R))[
k1(ρ)
(
i0(R)−
3
R
i1(R)− i2(R)
)
+ i1(ρ)
(
k0(R) +
3
R
k1(R)− k2(R)
)]
.
From (2.3),
i2(s) = i0(s)−
3
s
i1(s), k2(s) = k0(s) +
3
s
k1(s),
from which, M1,1 =M2,1 = 0 follows.
Next, we show B0 < 0 by showing that M1,0 < 0 and M2,0 < 0. In view of (5.14),
M1,0 =
i1(R)k1(ρ)− i1(ρ)k1(R)
R(R3 − ρ3)
[
3Rρ2(i0(R)k1(ρ) + i1(ρ)k0(R))
− 6ρ2(i1(R)k1(ρ)− i1(ρ)k1(R))− (R
3 + 2ρ3)(i0(ρ)k1(R) + i1(R)k0(ρ))
]
.
Denote
ξ(s) =3Rs2(i0(R)k1(s) + i1(s)k0(R))− 6s
2(i1(R)k1(s)− i1(s)k1(R))
− (R3 + 2s3)(i0(s)k1(R) + i1(R)k0(s)) for 0 < s ≤ R.
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Then, by (2.4), (2.5),
ξ′(s) = (R3 + 2s3)(i1(R)k1(s)− i1(s)k1(R))− 3Rs
2(i0(R)k0(s)− i0(s)k0(R))
for 0 < s < R. Furthermore, observing that
R3 + 2s3 = (R− s)2(R + 2s) + 3Rs2,
and applying (2.12) and (2.13), we get
ξ′(s) >3Rs2[(i1(R)k1(s)− i1(s)k1(R))− (i0(R)k0(s)− i0(s)k0(R))]
=
3π
2R
[(R− s) cosh(R− s)− sinh(R− s)]
for 0 < s < R. Thus, by (3.10), we deduce that ξ′(s) > 0 for 0 < s < R, which together with
ξ(R) = 0 implies that ξ(s) < 0, 0 < s < R; in particular, ξ(ρ) < 0. Hence, M1,0 < 0.
It remains to show that M2,0 < 0. By (5.15),
M2,0 =(i0(R)k0(ρ)− i0(ρ)k0(R))[
(i0(R)k1(ρ) + i1(ρ)k0(R))−
3R2
R3 − ρ3
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
− (i1(R)k1(ρ)− i1(ρ)k1(R))[
(i0(ρ)k1(R) + i1(R)k0(ρ))−
3ρ2
R3 − ρ3
(i1(R)k1(ρ)− i1(ρ)k1(R))
]
.
Using (2.12)-(2.14), we further obtain
M2,0 =
π2
8R4ρ3(R3 − ρ3)
[
− 2R5 + 3R4ρ− 2R3 −R2ρ3 + 3R2ρ+ 2ρ3 − 3ρ
− (R4 − 2R3ρ− 6R2ρ2 + 8Rρ3 + 6Rρ− ρ4 − 6ρ2) sinh(2(R − ρ))
− (R4ρ− 2R3 − 3R2ρ3 − 3R2ρ+ 2Rρ4 + 12Rρ2 − 4ρ3 − 3ρ) cosh(2(R − ρ))
]
.
Set
η(s) =[s4 − 8Rs3 + 6(R2 + 1)s2 + 2(R3 − 3R)s−R4] sinh(2(R − s))
+ [−2Rs4 + (3R2 + 4)s3 − 12Rs2 + (−R4 + 3R2 + 3)s + 2R3] cosh(2(R − s))
− (R2 − 2)s3 + (3R4 + 3R2 − 3)s − 2R5 − 2R3 for 0 < s ≤ R.
Then
M2,0 =
π2
8R4ρ3(R3 − ρ3)
η(ρ). (5.16)
Notice that
η′′(s) = 2sζ(s) (5.17)
with
ζ(s) =[2s3 + (−6R2 − 6)s + 4R3 + 12R] sinh(2(R − s))
+ [−4Rs3 + 6R2s2 + 12Rs − 2R4 − 9R2 − 6] cosh(2(R − s))− 3(R2 − 2),
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and
ζ ′(s) = e−2(R−s)w(s), (5.18)
where
w(s) =[(4R − 2)s3 + (−6R2 − 6R+ 3)s2 + (12R2 − 12R+ 6)s + 2R4 − 4R3 + 6R2
− 6R + 3]e4(R−s) − (4R + 2)s3 + (6R2 − 6R− 3)s2 + (12R2 + 12R+ 6)s
− 2R4 − 4R3 − 6R2 − 6R − 3.
It is easy to see that
η(R) = η′(R) = ζ(R) = 0. (5.19)
Thus, we only need to verify that w(s) > 0 for 0 < s < R, which together with (5.17)-(5.19)
implies
η(s) < 0 for 0 < s < R.
In particular, η(ρ) < 0 and by (5.16), there holds M2,0 < 0.
We consider, instead of w(s),
u(R) =[2R4 − 4R3 + (−6s2 + 12s + 6)R2 + (4s3 − 6s2 − 12s− 6)R − 2s3 + 3s2
+ 6s+ 3]e4(R−s) − 2R4 − 4R3 + (6s2 + 12s − 6)R2
− (4s3 + 6s2 − 12s+ 6)R − 2s3 − 3s2 + 6s− 3
for R ≥ s > 0. A direct calculation gives that
u(s) = u′(s) = u′′(s) = 0, u(3)(s) = 240s2 > 0, u(4)(s) = 16(120s2 + 48s) > 0,
and
u(5)(R) = 64e4(R−s)v(R)
with
v(R) =32R4 + 96R3 + (−96s2 + 192s + 96)R2 + (64s3 − 336s2 + 288s + 24)R
+ 48s3 − 192s2 + 96s + 3.
Furthermore, there hold
v(s) = 192s2 + 120s + 3 > 0, v′(s) = 8(42s2 + 60s + 3) > 0
and
v′′(R) = 192(2R2 + 3R − s2 + 2s+ 1) > 0 for R > s > 0.
On the basis of the above analysis, we conclude that u(R) > 0 for R > s > 0, i.e., w(s) > 0 for
0 < s < R. The proof is complete.
Lemma 5.2. (i) limn→∞Bn = σs(R)− σ˜;
(ii) There exists n∗ ∈ N such that µn = An/Bn is positive and monotonically increasing for
n ≥ n∗; moreover, limn→∞ µn = +∞.
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Proof. (i) Applying Remark 4.1 and Lemma 4.2, we get
lim
n→∞
(
Q′n(R)−
n
R
Qn(R)
)
= lim
n→∞
Qn(R)
(
Q′n(R)
Qn(R)
−
n
R
)
= 0. (5.20)
Besides, from Lemma 4.1 and 0 < ρ < R, we see that
lim
n→∞
Q′n(ρ)
ρn+2
Rn+2
= 0.
The assertion (i) then follows from the definition of Bn.
(ii) Since σs(R)− σ˜ > 0 by (3.8), the assertion (i) implies that there exists a positive integer
N1 ≥ 2 such that Bn > 0 for every n ≥ N1. Consequently,
µn =
An
Bn
(5.21)
is well defined and positive for n ≥ N1, and
lim
n→∞
µn = +∞, lim
n→∞
µn
n3
=
1
2R3(σs(R)− σ˜)
.
We claim that
lim
n→∞
µn
n3 −
1
2R3(σs(R)−σ˜)
1
n
=
1
2R3(σs(R)− σ˜)
. (5.22)
In fact, using (5.5), (5.6) and (5.21), we compute for n ≥ N1,
µn
n3
− 1
2R3(σs(R)−σ˜)
1
n
=
1
2R3
1
Bn
(
1 + 1n −
2
n2
)
− 1σs(R)−σ˜
1
n
=
1
2R3
[
1
Bn
+
1
Bn
− 1σs(R)−σ˜
1
n
−
2
n
1
Bn
]
=
1
2R3

 1
Bn
+ λ
nQn(R)
(
Q′n(R)
Qn(R)
− nR
)
− σ˜σn
ρn+2
Rn+2Q
′
n(ρ)
Bn(σs(R)− σ˜)
−
2
n
1
Bn

 .
(5.23)
Notice that
nQn(R) = R
[
Q′n(R)−
(
Q′n(R)−
n
R
Qn(R)
)]
.
Thus, from (4.31) and (5.20), we derive
lim
n→∞
nQn(R) = R. (5.24)
Hence, by Lemmas 4.1, 4.2, the assertion (i) and (5.24), sending n→∞ in (5.23) yields (5.22).
Therefore, there exists a positive integer n∗ > N1 such that for each n ≥ n
∗,
1
4R3(σs(R)− σ˜)
≤
µn
n3
− 1
2R3(σs(R)−σ˜)
1
n
≤
3
4R3(σs(R)− σ˜)
,
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i.e.,
2n3 + n2
4R3(σs(R)− σ˜)
≤ µn ≤
2n3 + 3n2
4R3(σs(R)− σ˜)
.
Subsequently, there holds
µn+1 − µn ≥
4n2 + 8n + 3
4R3(σs(R)− σ˜)
> 0
for n ≥ n∗, which completes the proof of the lemma.
Denote
n∗∗ = min
{
n : n ≥ n∗, µn > max
{
An
Bn
: Bn 6= 0, n = 0, 1, · · · , n
∗ − 1
}}
.
Recall that we have computed
[FR˜(0, µ)]Yn,0 = (An − µBn)Yn,0, n = 0, 1, 2, · · · .
Thus, from the definition of n∗∗, we derive that for even n ≥ n∗∗,
Ker[FR˜(0, µn)] = span{Yn,0},
i.e.,
dim(Ker[FR˜(0, µn)]) = 1.
Next, since
[FR˜(0, µn)]Yk,0 = (Ak − µnBk)Yk,0, k = 0, 2, 4, · · · ,
and Ak − µnBk 6= 0 for k = 0, 2, · · · , n− 2, n+ 2, · · · ,
Y1 = Im[FR˜(0, µn)] = span{Y0,0, Y2,0, · · · , Yn−2,0, Yn+2,0, · · · },
namely,
codimY1 = 1.
Finally, it is easy to see that
[FµR˜(0, µn)]Yn,0 = −BnYn,0 6∈ Y1.
To sum up, we have the following result by the Crandall-Rabinowitz theorem.
Theorem 5.1. There exists a positive integer n∗∗ such that for every even integer n ≥ n∗∗,
µn defined by (5.21) is a bifurcation point of the symmetry-breaking solutions to the system
(1.9)-(1.16) with free boundary
∂Ωε : r = R+ εYn,0(θ) +O(ε
2), ∂Dε : r = ρ+ ε
λ
σ
Q′n(ρ)Yn,0(θ) +O(ε
2),
where λ, Qn are respectively given by (4.12), (4.25).
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