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Abstract
Brain decoding, understood as the process of mapping brain
activities to the stimuli that generated them, has been an ac-
tive research area in the last years. In the case of language
stimuli, recent studies have shown that it is possible to decode
fMRI scans into an embedding of the word a subject is read-
ing. However, such word embeddings are designed for natu-
ral language processing tasks rather than for brain decoding.
Therefore, they limit our ability to recover the precise stim-
ulus. In this work, we propose to directly classify an fMRI
scan, mapping it to the corresponding word within a fixed vo-
cabulary. Unlike existing work, we evaluate on scans from
previously unseen subjects. We argue that this is a more real-
istic setup and we present a model that can decode fMRI data
from unseen subjects. Our model achieves 5.22% Top-1 and
13.59% Top-5 accuracy in this challenging task, significantly
outperforming all the considered competitive baselines. Fur-
thermore, we use the decoded words to guide language gener-
ation with the GPT-2 model. This way, we advance the quest
for a system that translates brain activities into coherent text.
Introduction
Recent advances in brain imaging suggest that it may be pos-
sible to infer what a person is perceiving from their brain
scans. The ability of decoding brain signals has important
applications in medicine, e.g., assisting handicapped people
who cannot move or talk, as well as in the consumer indus-
try, e.g., producing content that adapts to what a person is
seeing, feeling or thinking. In this context, language is of
particular interest, since it is the vehicle we use to express
our thoughts. A body of research has focused on decoding
functional Magnetic Resonance Imaging (fMRI) scans into
a representation of the word a person is reading while be-
ing scanned. By measuring similarity between the decoded
scan and actual word representations, they show that the de-
coded representation is closer to its corresponding word rep-
resentation than to another word with a chance significantly
higher than random.
Although an important first step in showing that inferring
such information from brain scans is at all possible, this task
is rather simple and has limited potential applications. The
inference models used to solve it are equally simple, nor-
mally based on ridge regression or simple Multi-Layer Per-
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ceptrons (MLP), while they rely on complex subject-specific
pre-processing and feature selection (Pereira et al. 2018; Sun
et al. 2019). In this work, we argue that a more demanding
setup needs to be considered in order to understand the ex-
tent to which we can currently map brain activities to words.
In particular, we propose direct classification, i.e. to directly
classify a brain scan as one of the v words within the consid-
ered vocabulary, as opposed to pairwise classification. Fur-
thermore, we address brain decoding on unseen subjects,
i.e., the training data does not contain any data from the
test subject. This is known to be a remarkably hard prob-
lem, since fMRI scans are very different across subjects and
even across recording sessions, among other reasons due to
variable numbers of voxels and lack of alignment between
scans. Thus, the challenge with this setup is twofold, the
evaluation task is more demanding and strong generaliza-
tion is required since subject-specific pre-processing is not
possible.
On the bright side, in this setup we can exploit a larger
training set consisting of the scans from n − 1 subjects in
order to train more complex models, where n is the num-
ber of subjects in the dataset. We propose a neural autoen-
coder model that takes as input a complete fMRI scan and
outputs the stimulus word. We use minimal external knowl-
edge, specifically the Regions of Interest (ROIs) of the brain
scan, and let the model learn features that generalize to all
subjects. We validate our model on the classical pairwise
classification task and then, we demonstrate its performance
in direct classification.
Then, we take a novel research direction and consider a
practical application of brain decoding. We envision a sys-
tem that decodes concepts from the brain, rather than com-
plete sentences, and uses these concepts to guide the gen-
eration of coherent text. Such a system could help individ-
uals with speech impairments to communicate. To this end,
we leverage GPT-2, a recently proposed model for language
generation which can produce outstandingly realistic text.
We condition GPT-2 with the decoded brain scans and show,
as a proof-of-concept, that brain activities can guide lan-
guage generation. Although a long path still needs to be cov-
ered before having a fully functional system, our work sets
a first stone towards translating brain activities into coherent
text.
All in all, our contributions are:
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• We propose a new and more challenging evaluation setup
for brain decoding, i.e., to decode the brain activation
from a subject unseen during training directly into a spe-
cific word in a bounded vocabulary.
• We present a neural network-based model that improves
fMRI-to-word decoding by a significant margin in the ex-
isting evaluation framework as well as in our more chal-
lenging and realistic setup.
• We bridge fMRI decoding to a real-world application: lan-
guage generation conditioned on brain activities.
Related Work
Brain Decoding
Since the publication of the seminal work (Mitchell et al.
2008), decoding brain activity into words has attracted a lot
of attention from the research community. In recent years, a
large number of studies has tackled this problem from dif-
ferent angles. (Palatucci et al. 2009) proposed a model to
learn new classes unseen during training, (Just et al. 2010;
Huth et al. 2016; Handjaras et al. 2016) built brain decoders
that helped them draw conclusions about the way the brain
processes language. (Pereira et al. 2018) presented a model
that decodes brain activity into word embeddings. (Wehbe
et al. 2014) decoded text passages rather than single words
and, similarly, (Sun et al. 2019) decoded sentences using dis-
tributed representations. These works represent just a part
of a large body of research (Wang et al. 2020; Schwartz,
Toneva, and Wehbe 2019; Kivisaari et al. 2019) that has
strongly contributed to the progress of decoding and under-
standing brain activities.
In most existing literature the scans used for training come
from the same subject that is evaluated. Due to the misalign-
ment of brain scans between subjects, evaluating on a dif-
ferent subject is a very challenging problem. Recent work
(Van Uden et al. 2018; Nastase et al. 2020) has studied this
problem in controlled settings and approached it from an al-
gorithmic perspective. Here, we take a data-driven approach
to successfully generalize brain decoding to unseen subjects.
Language models and the brain
The field of Natural Language Processing (NLP) has un-
dergone outstanding progress in the last few years thanks
to a family of deep learning models called Transformers
(Vaswani et al. 2017; Liu et al. 2019; Raffel et al. 2019).
These models are currently state-of-the-art in most NLP
tasks and remarkably, in language generation, e.g., the GPT-
2 model (Radford et al. 2019). Recent work has tried to es-
tablish a link between the brain and these models. (Gauthier
and Levy 2019) decodes fMRI to improve latent representa-
tions inside a transformer for NLP tasks. (Toneva and We-
hbe 2019) use fMRI scans to interpret and improve BERT
(Devlin et al. 2018), a well-known transformer. Relatedly,
(Muttenthaler, Hollenstein, and Barrett 2020) use EEG fea-
tures to modify attention weights in an LSTM based model.
Different from prior work, we devise a direct application
of brain decoding: to use brain activities in order to guide
language generation with GPT-2. (Nishimoto et al. 2011)
demonstrated that it is possible to dynamically decode brain
activity in the form of fMRI scans. Based on this result,
we advance towards a brain-computer interface capable of
translating brain activity into coherent text.
Background
We call brain decoder or simply decoder a function ca-
pable of mapping brain activities to the stimulus that gen-
erated them. In this work, we map brain activities in the
form of fMRI scans to the text presented to subjects during
scanning. We consider two types of decoders, first, classical
regression-based decoders (Bulat, Clark, and Shutova 2017)
which learn a parametric mapping from the fMRI scan to
a vector representation of the text; and second, we propose
classification-based decoders, which learn to map brain ac-
tivities to a word within a bounded vocabulary.
Dataset
We use the dataset from (Pereira et al. 2018). This dataset
contains fMRI scans from 15 subjects. Each subject was
recorded reading 180 different words, one at a time. Each
word, was shown to the subject following three different
paradigms that ensure that all subjects focus on the same
meaning, i.e., supporting the word with a word cloud, with
sentences and with images. Additionally, 8 of the subjects
were scanned while reading sentences from a dataset that
consists of 384 sentences from 96 different passages. Fi-
nally, 6 of the subjects (with overlap with the 8 previous
subjects) were also scanned reading another dataset of 243
sentences from 72 passages. 6 subjects were not recorded
reading sentences.1
In this work, we are interested in decoding individual
words and so, our dataset consists of 15 subjects with 540
scans each (180 words, three paradigms). However, we also
explore pretraining our model with the sentence recordings.
Evaluation Tasks
Pairwise classification In this task, a regression-based de-
coder is trained to produce a vector representation from a
brain image (fMRI). Then, for each possible pair of words
the correlation between the decoded vectors and the actual
embedding vectors of both words is computed, i.e., four val-
ues. If the decoded vectors are more similar to their corre-
sponding word embeddings than to the alternatives, the eval-
uation is considered correct. As such, the random baseline
for this task is 0.5. The final result is the mean across test
instances.
This task presents certain limitations arising from the rep-
resentation the brain image is decoded into. In (Pereira et al.
2018), this representation is a GloVE embedding (Penning-
ton, Socher, and Manning 2014) and therefore, it contains
information beyond semantics, such as word frequency in
the data used to train the embedding. (Gauthier and Ivanova
2018) show that decoding brain images into representations
derived from models optimized to solve very different tasks,
e.g., image captioning or machine translation, produce simi-
lar results as the baseline decoder from (Pereira et al. 2018).
1For more details on the dataset refer to https://osf.io/crwz7
This suggests that training the decoder to produce a certain
representation vector is fundamentally limited by the type of
representation used. Therefore, as an additional evaluation
task, we propose direct classification.
Direct classification In this task, a classification-based de-
coder receives as input a brain scan and produces as output a
vector of size v, where v is the size of the vocabulary. In our
case v = 180. This vector contains the predicted probabil-
ity for each word in the vocabulary. This way, the decoder
is effectively a classifier that infers which word is seen by
the subject when the scan is taken. This task is significantly
more challenging than the pairwise classification task, with
the random baseline being 1/v for the Top-1 score (0.06%
in our case). On the other hand, it does not suffer from lim-
itations associated with the chosen vector representation. In
this task, we report Top-1 and Top-5 scores, i.e., the classifi-
cation is correct if the word is within the Top-X predictions.
Evaluation Setup
Most previous work on brain decoding (Pereira et al. 2018;
Sun et al. 2019) has considered the scenario where the model
is trained with data from the same subject that is being eval-
uated. We argue that this scenario is not suitable for real life
applications and that it in fact limits our ability to decode
brain activities.
In said scenario, for each new subject a training set needs
to be recorded in order to train a personalised decoder
model. Recording fMRI scans is a costly and slow process,
e.g., for one subject in our target dataset it takes approxi-
mately 4 hours just to obtain the 180 brain scans, which still
have to be processed.2 Therefore, it is desirable to have mod-
els that are able to decode the brain activities of new subjects
without the need for subject-specific training data. Further-
more, the amount of data that can be recorded for one subject
is limited, which restricts the complexity of the decoders and
forces the model to rely on subject-specific pre-processing.
By using the data from all recorded subjects, we can build
larger neural network-based decoders that learn general fea-
tures across subjects, dispensing with the need for subject-
specific processing steps. This however is a difficult problem
since there is almost no alignment between the fMRI scans
of different subjects.
In this work, we consider this challenging setup and fol-
low a leave-one-out strategy in our evaluation. This way, we
train our model with the data from n − 1 subjects and test
it on the remaining subject; we repeat this process for each
subject. This simulates a real-world scenario where an exist-
ing model is applied to a new, as yet unseen, subject.
Brain Decoding Model
We propose a new model that leverages recent advances in
deep learning in order to decode brain activities in the form
of fMRI scans into text. Our model can be implemented as
2Five repetitions per paradigm (three paradigms), where each
repetition needs two runs (90 words per run) and each run takes 8
minutes (Pereira et al. 2018).
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Figure 1: Architecture of the improved decoder. The blue
trapezoids represent dense layers, the orange rectangles fea-
ture maps and the solid black lines concatenation. The shape
of the feature maps is specified, as well as the points where
the different regularization terms are applied.
either a regression-based or a classification-based decoder
by simply changing the last layer and the related term of
the loss function. The regression-based decoder has a final
linear layer that outputs a vector of the size of the target
representation; following (Pereira et al. 2018) we use GloVE
embeddings of size 300×1. The regression loss is calculated
on this output and has the form:
Lreg =
v∑
i
cos (ypr,i, ytrue,i)− v∑
j 6=i
cos (ypr,i, ytrue,j)

Where ypr,i is the predicted word embedding for word i,
ytrue,j is the real word embedding for word j and cos(x, y)
is the cosine distance between vectors x and y. Note that
to ease notation this formulation corresponds only to one
paradigm of one subject, the total loss is calculated by sum-
ming over all paradigms for each subject in the training
set. The same applies to the formulation of the other loss
terms presented below. This loss is inspired by the triplet
loss (Schroff, Kalenichenko, and Philbin 2015) and aims at
guiding the model’s output as close as possible to the true
embedding while keeping it as far as possible from the em-
beddings of the other words in the vocabulary. We observed
that this loss function helped to prevent the model from col-
lapsing towards a mean representation of the word embed-
dings.
In the classification based decoder, the regression layer
of size 300 × 1 is turned into a non-linear layer and an ad-
ditional softmax layer is added on top of it. This way the
model outputs a one dimensional vector of probabilities of
the size of the vocabulary v, 180×1 in our case. The classifi-
cation loss is given by the categorical cross-entropy between
the vector of predicted probabilities ypr and the one hot rep-
resentation of the target word ytrue:
Lclass = −
v∑
i
ytrue,i · log(ypr,i)
Where i is the index for a given word in the vocabulary.
We first consider a simple model which takes as input a
one dimensional fMRI scan of size 65, 730 × 1 voxels and
generates a latent vector of size 200 × 1; the input size is
such that all the scans in the dataset fit, if a scan is smaller
we pad it. The latent vector is used to produce either the
regression or the classification target. Apart from the regres-
sion and classification layers, the model consists of two non-
linear fully connected layers that produce feature maps of
size 2000×1 and 200×1 respectively. Each non-linear layer
has 0.4 dropout, batch normalization and Leaky ReLU acti-
vation (α = 0.3). We take this simple model as a base model
and improve it with the extensions detailed below. We do
an ablation study of the extensions in the results section to
measure their impact on the performance of the model. The
complete model is depicted in Figure 1.
Regions of Interest The fMRI scans can be partitioned
into Regions Of Interest (ROIs) following the atlas from
(Gordon et al. 2016), provided in the dataset. Each ROI is
associated with one or more brain functions. To exploit this
knowledge and reduce the size of the model, we process
each region separately in the first layer of our model. This
way, we use one dense layer for each of the 333 ROIs from
the atlas and concatenate their outputs. Note that the ROIs
vary in size, and thus, so do the individual dense layers.
We set each of these to produce an output vector of size
max(bROISize20 c, 1), where the factor 20 is a hyperparam-
eter chosen to regulate the size of the hidden layer. On our
hyperparameter search we found this value to be adequate.
Autoencoder We turn the model into an autoencoder
(decoder-encoder) by adding an encoder that mirrors the
base model, i.e., the decoder. This encoder reconstructs the
input brain activities (fMRI) from the latent vector and to
this end, we add a reconstruction term to the loss function.
The reconstruction loss is given by:
Lrec =
v∑
i
cos (xout,i, xin,i)
Where xin is the input fMRI scan and xout is the recon-
structed fMRI, i.e., the output of the encoder. The rationale
behind using an autoencoder is that the reconstruction loss
should help learning by increasing the training signal and by
acting as a regularizer.
Mean regularization Since the model should produce the
same output for scans from different subjects when exposed
to the same word, the latent representations inside the model
should converge. In other words, we expect the model to
progressively discard subject-specific physiological infor-
mation in order to extract the word the subject is reading.
To this end, we regularize the output of each layer of the
decoder to be similar to the mean representation for a given
word across subjects at that layer and dissimilar to the mean
representation of the other words. More formally, we add a
term to the loss function with the same structure as the re-
gression loss:
Lmean =
v∑
i
cos(h(l)i , h¯(l)i )− v∑
j 6=i
cos
(
h
(l)
i , h¯
(l)
j
)
Where h(l)i is the predicted hidden representation of word
i in layer l and h¯(l)i is the mean of the predicted hidden repre-
sentations for word i at layer l across all subjects; these mean
representations are updated after every epoch. At the begin-
ning of the training the model produces meaningless repre-
sentations and, for this reason, we first train without mean
regularization and only when learning saturates, the mean
regularization is activated and the model resumes training
until early stopping occurs.
Unsupervised pretraining As detailed above, the dataset
from (Pereira et al. 2018) contains two additional sets of
fMRI scans, amounting to a total of 4, 530 scans. These
scans were recorded while subjects read sentences, instead
of the words that conform our learning target. Therefore, we
can only use these additional scans in an unsupervised man-
ner. The autoencoder structure of our improved model al-
lows us to do this: we pretrain our model on the sentence
scans using exclusively the reconstruction loss Lrec for 30
epochs. Afterwards, we start the supervised training phase
on the word scans. With the pretraining phase we aim to
exploit general language-related fMRI features in order to
place our model at a better starting point. This can help the
model to eventually reach a better minimum on our training
objective.
Results
As explained above, we follow in our experiments the leave-
one-out approach, i.e., we use all subjects except one for
training and we evaluate on this left-out subject. This pro-
cess is repeated for all subjects. We use subject M15 for
validation and the rest for testing. We perform the ablation
study on the validation subject. Likewise, the hyperparam-
eters used in our model and described so far are also found
by grid search evaluated on the validation subject. The eval-
uation on the remaining 14 test subjects is used for the final
results on the pairwise and classification tasks.
As already mentioned, for the calculation of the pairwise
accuracy, we follow (Pereira et al. 2018) in all cases and use
GloVE embeddings as the decoding target.
Ablation Study
In this study, we first consider the base model and then
progressively add the extensions in the order they were
presented. We evaluate both versions of the model: the
regression-based and classification-based decoder. In Ta-
ble 1, we report the pairwise classification accuracy for the
regression-based decoder, and the Top-1 and Top-5 scores
for the classification-based decoder.
Model Pairwise Top-1 Top-5
Base 0.8268 4.07% 11.66%
+ ROI 0.8336 4.25% 11.85%
+ Reconstruction 0.8411 4.81% 12.96%
+ Mean reg. 0.8464 5.55% 13.14%
+ Pretraining 0.8637 6.29% 15.00%
Table 1: Ablation study. The extensions are progressively
added to the model.
We see that all four extensions monotonically improve the
performance of the model for the three metrics. This study
validates our design choices and thus, in the remaining ex-
periments we use the complete model.
Finally, we want to further investigate the hypothesis that
mapping brain activities to word embeddings is limiting the
model by introducing unwanted information in the decoding
target (e.g., word frequency) (Gauthier and Ivanova 2018).
To this end, we add to our best classification model the re-
gression loss as an additional optimization objective. If the
word embedding was a good representation of concepts, this
additional term would help (by increasing the training sig-
nal), or at least not harm the classification performance.
However, adding this loss term to the complete classifica-
tion model degrades the Top-1 and Top-5 scores down to
5.89% and 13.55% respectively. This supports the hypoth-
esis that the GloVE embedding is a noisy representation of
the concept, which further underscores the need for a better
evaluation task, such as our proposed direct classification.
Pairwise Classification
To put our model into context with respect to existing work,
we evaluate it on the pairwise classification task and com-
pare it with four competitive baselines. First, we take the
model from (Pereira et al. 2018) which uses ridge regres-
sion, in the following we refer to this model as Universal
Decoder. Second, we take a simple MLP consisting of a non-
linear layer that maps the input to a feature vector of size
2000 × 1 followed by a linear layer that outputs the regres-
sion target, i.e., a GloVe embedding (300 × 1). Third, we
take a big MLP with one non-linear dense layer per ROI, as
in our complete model, followed by a linear layer that out-
puts the GloVe embedding. Last, we evaluate the VQ-VAE
model from (Van Den Oord, Vinyals et al. 2017) adapted to
regression-based decoding of fMRI. This model discretizes
the latent space, thus, we hypothesize that it may naturally
separate the scans according to the word that they encode.
Given the reduced capacity of the Universal Decoder,
training it on subjects different than the test subject produced
close to random performance. Therefore, we train and eval-
uate it in the same manner as in the original work (Pereira
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Figure 2: Pairwise accuracy of the different models. Each
point represents a subject, the solid lines are the mean across
subjects and the dashed line the random baseline.
et al. 2018), i.e., for each paradigm 170 words of a given
subject are used for training and the remaining 10 for test-
ing. This is repeated 18 times over to cover all the words
and the results are averaged. This is different from the other
models where we follow the leave-on-out approach, i.e., the
target subject is never seen during training.
We report the results on all the 14 test subjects in Fig-
ure 2. First, we see that the VQ-VAE has the worst perfor-
mance, which rejects our hypothesis about the discrete la-
tent space. All the other models outperform the Universal
Decoder even with the disadvantageous training setup (un-
seen test subject). It is also noteworthy that the “Big MLP”
performs on par with our model in this task, albeit with
higher variance across subjects. These results show that neu-
ral network-based decoders successfully generalize to un-
seen subjects and even clearly outperform classical models
trained on the target subject.
Direct Classification
Next, we evaluate our model in the direct classification task.
We compare our model against five competitive baselines,
the same four as above adapted to the classification task, and
additionally, against Principal Component Analysis decom-
position (PCA), for dimensionality reduction, followed by
XGBoost (Chen and Guestrin 2016), a tree-based classifica-
tion algorithm. To perform classification using the Univer-
sal Decoder we take the output of the model and do near-
est neighbour search on the GloVE embeddings of the 180
words of our vocabulary. For the other models, we turn the
last layer into a classification layer by adding softmax and
changing the output size to 180, i.e., the number of classes.
We represent the results in the same manner as in the pre-
vious section, Figure 3 shows the Top-1 scores and Figure 4
the Top-5. In this more complicated task (the random base-
line is 0.6% for Top-1 and 2.8% for Top-5) the Universal
Decoder mean accuracy is 0.94% for the Top-1 score and
4.5% for Top-5, slightly above random. Again, the VQ-VAE
performs the worst among the neural models with scores
similar to those of the Universal Decoder, and PCA plus XG-
Boost performs very close to random. On the other hand, the
Top-1 mean accuracy for the simple MLP, big MLP and our
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Figure 3: Top-1 Score across models.
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Figure 4: Top-5 Score across models.
model is 1.91%, 2.97% and 5.22% respectively. We see that
in this challenging setup, our complete model is clearly the
best for both Top-1 and Top-5 scores. In particular, its Top-5
mean accuracy is above 13.59%, almost 5 times the random
baseline. This result is outstanding given the difficulty of
the task, i.e., decoding the exact word corresponding to the
fMRI scan of an unseen subject.
The good performance of our decoder on this realistic sce-
nario shows the potential of using brain decoding in real life
applications. Next, we show a proof-of-concept of how lan-
guage generation can be guided by decoded fMRI scans.
Bridging fMRI to Language Generation
Next, we present an approach for combining information
from the fMRI scans with a powerful language model. In
particular, we generate text conditioned on the fMRI data
using GPT-2 (Radford et al. 2019).
On the one hand, we use our fMRI classification decoder
to transform a brain scan into a probability vector over our
vocabulary of 180 words. We select the top 5 predictions,
w1, w2, ..., w5, and calculate their GloVE embeddings. We
will use these embeddings as anchor points for the language
generation model. On the other hand, the GPT-2 model au-
toregressively generates text, i.e., from previously generated
context. To generate a new word, it processes the past con-
text and produces a vector of probabilities over the whole vo-
cabulary, then it samples the next word from the top-k words
with the highest probabilities. We denote this vector of prob-
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Figure 5: Architecture of the conditioned language gener-
ation model. Our classification decoder finds anchor points
for the language generation model (GPT-2), which generates
the next token given some initial context.
abilities by ~p = {p1, p2, ..., pm}, where pi is the probability
corresponding to token ti from the GPT-2 vocabulary and
m = 50257 is the size of the GPT-2 vocabulary.
To guide language generation, we modify this vector of
probabilities. We adjust the next token prediction scores ~p
based on the cosine distance in the GloVE space between
each word in the GPT-2 vocabulary and the anchor points.
We use the GloVE embeddings to give a common space
where the words decoded from the fMRI scan and the GPT-
2 token predictions can be compared. This additional term
guides the next token generation towards the anchor points.
The adjusted scores ~p′ are calculated as
p′i = pi + k
5∑
j=1
cos (γ(ti), γ(wj))
Where ti is the ith token of the vocabulary, γ denotes the
GloVE embedding and k is a hyperparameter controlling
how heavily the scores are influenced by the anchors w. Fi-
nally, GPT-2 samples the next token from the top-k tokens
with the highest updated probability score. The process re-
peats with the new token added to the context. Our complete
model is illustrated in Figure 5.
We emphasize that this is a general approach for condi-
tioning language generation models on external input. An-
chor points from any upstream model can be used to steer
language generation. Moreover the generative model can
also be replaced. Our model uses GloVE embeddings to con-
nect the two parts together, but again any other word embed-
ding scheme could be adopted.
Results
Now, we evaluate the end-to-end application of our fMRI
language generation model. We take fMRI images as the in-
put to the brain decoder. In this proof-of-concept we restrict
our experiments to the fMRI scans where the classification
decoder has a correct Top-5 prediction, that is the correct
word appears in the top 5 words. We use a dataset of 40
brain scans for test and 10 for validation, which we use to
tune the value of the anchor term k; we settle on k = 7.0.
For the language generation we use the GPT-2 small model
inputting snippets from the Harry Potter books (Davis 2018)
as initial context. The snippets are made of 2 consecutive
sentences randomly selected and to avoid topic-specific con-
tent we filter out snippets with proper nouns.
First, we present an objective evaluation of the fMRI-
conditioned language generation model. We use perplexity
to quantify the fluency of the text and relevant word count as
a measure of the success of the conditioning. The perplexity
is calculated based on the direct output of the GPT-2 model,
before the anchoring term is added. This ensures that our
evaluation of perplexity is not biased due to the increase of
the token probabilities through the anchor term. The word
count represents how well the generation is guided towards
the semantic content of the fMRI scan. We count both, the
number of occurrences of the correct word corresponding
to the fMRI scan, as well as the number of occurrences of
the 10 nearest neighbours in the GloVE space. We perform
10 runs per brain scan with the same random 10 initial con-
texts for each fMRI scan. In each run we generate 30 tokens,
which is approximately 1 or 2 sentences. As a comparison
we take the vanilla GPT-2 predictions with no conditioning
on the fMRI data and evaluate the same metrics.
Model Perplexity Word Count Rel. Words
GPT-2 89.24 0.00 0.04
+ anchoring 50.64 0.52 1.02
Table 2: Comparison of language generation with and with-
out conditioning on fMRI brain scans.
The results can be seen in Table 2. As expected, the vanilla
GPT-2 predictions have a 0.00 average word count and an
average related words count 0.04: with a vocabulary size of
m = 50, 257 it is highly unlikely that the generated text con-
tains the desired word and so, this serves to set the random
baseline. With anchoring the average word count increases
to 0.52 and the related words to 1.02, which is significant
since we only generate 30 words, and demonstrates the suc-
cess of our guided generation approach. Moreover the flu-
ency of the generated texts does not appear to suffer, in fact
the average perplexity score improves compared with the
benchmark. We hypothesize that anchoring helps the gen-
eration to revolve around a reduced set of topics, reducing
the chances of generating low probability words.
For a qualitative analysis, we present an example of text
generated by our model in Table 3. To study how the anchors
affect the generation, we compare it to text generated with-
out anchoring.We see that the model produces coherent text
and that the target word does appear. However, no punctua-
tion tokens are generated and although this is not a big issue
given the length of the text, it shows a direction to improve
our conditioning strategy. Also, note that bigger generation
models would improve the quality of the generated text.
Discussion
The model presented in this section serves as a proof-of-
concept for the application of fMRI decoding to language
generation. The reason behind our choice of conditioning on
Context:
“Everyone stand by a broomstick. Come on, hurry up.”
Anchor:
level, picture, sign, mechanism, device
With anchoring:
If the team is not up to the same level as the other team
then they will have a hard time even if they work up a
number of good
Without anchoring:
”That’s a DMT / If you can do that, your masters can do
that too.” ”TURNING MAIN
Table 3: Comparison of language generation with and with-
out conditioning on fMRI brain scans. The context is a snip-
pet from Harry Potter and the anchor words are the Top-5
predictions from our fMRI decoder. The correct word corre-
sponding to the fMRI brain scan is emphasized in boldface.
the Top-5 decoded words is the following: the model tends
to generate text in unpredictable directions, therefore, the
four ”incorrect” words from the Top-5 can be assimilated to
these random directions without overshadowing the effect
of the correct anchor. This way, we cover a larger amount of
cases while still conditioning towards the correct topic.
Our experiments show that the output of fMRI decod-
ing can guide language generation without loss in fluency.
However, to enable real-time fMRI-to-text decoding some
improvements are necessary, apart from further improving
fMRI-to-word decoding. For instance, in order to account
for the delay in fMRI scans due to blood flow, it would be de-
sirable to have a measure of certainty for the decoded word
which triggers language generation when the decoder is cer-
tain and halts it otherwise. Also it would be necessary to
record a new dataset tailored to this application that covers
the most important and general concepts a person may want
to express, such as ”positive”, ”negative”, ”happiness”, ”na-
ture”, etc. We are well-aware that there is still a long path
before we can reliably turn thoughts into words, for exam-
ple for coma patients. Nevertheless, we believe that our work
provides new tools and ideas to make this possible one day.
Conclusion
In this work we have presented a model to decode fMRI
scans into words that outperforms existing models by a big
margin. Furthermore, we have shown that a more realistic
task is necessary to understand the performance of decod-
ing models and to this end we propose direct classification.
We have run our experiments on the extremely demanding
scenario where no data from the target subject is available
at training time and demonstrated that our model success-
fully generalizes to unseen subjects. Based on the results
obtained by our decoder, we introduce a strategy for condi-
tioning language generation towards the semantic content of
fMRI scans. This way, we contribute towards a real system
for translating brain activities to coherent text.
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