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Abstract-Informal mathematical reasoning has a strong metamathematical component, which is used to 
expand the rules of proof once theorems which (informally) justify such expansion have been proved. For 
use of mechanised proof verifier systems to remain comfortable over a wide range of applications, they will 
have to include corresponding mechanisms. This paper formalizes these mechanisms, and also shows how 
verifier systems can be expanded by the progressive compilation ofadditional internal routines but without 
loss of logical soundness. 
1. INTRODUCTION 
A full-blown program verification technology must rest on more than the informal or semifor- 
mal type of reasoning customary in ordinary published, mathematics, ince reasoning of this 
type does not prevent numerous mall errors from intruding into proofs. For this reason, any 
fully satisfactory program verification technology will have to make use of proofs which are 
expressed in computer eadable form and which are then certified formally by a programmed 
proof-checker or theorem prover. The proof-checker system used will then play the role of a 
fundamental verification yardstick, and must therefore meet very stringent (albeit only manual) 
standards of verification. On the other hand, a central aim of verification technology is to 
reduce the cost of program verification drastically, and thus use of a single inextensible 
verification formalism will be self-defeating. It is therefore interesting to note that in ordinary 
mathematical practice, expressions of proofs are greatly facilitated by the availability of 
metamathematical extension mechanisms. A familiar example of this kind of metamathematical 
extension justifies the ordinary habit of using a predicate-calculus statement of the associative 
and distributive laws to set up an algebraic formalism and then of accepting algebraic 
calculations in lieu of detailed predicate calculus proofs. 
These considerations how that in establishing a verification mechanism suitable for 
long-term reliable use, we will need to define a system having the following three properties: 
(A) Soundness. The system must be capable of verifying the correctness of mathematical 
proofs, and of maintaining a library of theorems for which correct proofs have already been 
supplied. We must be entirely convinced that any proof of a theorem which the system certifies 
as correct should indeed be so. 
(B) Extensibility. It should be possible to augment he system by adding new symbols, 
schemes of notation, and extended rules of inference of various kinds (e.g. rules allowing proof 
by algebraic or other formal computation to be incorporated into what is originally a system 
containing predicate calculus statements of the commutative, associative, and distributive 
laws). 
(C) Stability. The changes to the system envisioned in (B) must not alter the soundness 
demanded in (A). 
It is clear that stability is crucial to the long-term success of verification systems. Un- 
controlled insertion of unverified, even if plausible, new proof methods can be entirely fatal to 
the usability of such a system. A verification system guards against the possibility of an 
incorrect statement entering into its library of verified statements by refusing to admit a 
statement into this library unless a proof of it has been accepted by the system. In order to use 
a similar technique to guard against he introduction of unsound proof methods, it is necessary 
to fully formalize our metamathematics. Then, for each proposed new method of proof, we can 
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form a “justifying sentence” which asserts that anything which can be proved using the new 
method was already provable before its introduction. The system will then accept a new proof 
method only if it succeeds in checking a proof (supplied to the system) of this justifying 
sentence. 
In this paper, we will present a logical prototype of such a system; will then describe the 
way in which it could accept general notational extensions of its initial proof formalism; will 
touch upon some of the logical issues which arise in connection with the “computerization” of
such systems; and will analyze some of the metamathematical questions raised by the method 
used to achieve extensibility. 
There are in existence proof-checking systems which have been furnished with a certain 
metamathematical pability. But none of these have the general extensibility capability we 
envision, and hence none have had to face the particular implementational issues which we 
address. In this connection mention should be made of Richard Weyhrauch’s FOL system[l] 
which has been furnished with a metamathematical pability by adjoining specific axioms[2]. 
There is also the Edinburgh LCF system[3,4] which employs the device of “tacticals” to obtain 
a modest degree of extensibility. However an LCF tactical is limited to a fixed combination of 
existing rules of inference. This has the virtue that no correctness proof in our sense is needed 
but also have the obvious limitation that no really new inference rule can be adjoined. 
In our initial analysis, we shall deliberately impose very drastic restrictions on the pro- 
gramming environment which supports the extensible proof checker systems we consider, SO as 
to postpone certain technical considerations which would otherwise have to be faced im- 
mediately. However, in a final section, we will extend our initial analysis by considering the 
issues which need to be faced in order to extend our initial rudimentary programming 
environment to one in which more adequate computing mechanisms, programs, and program- 
ming languages can be used. 
2. A FORMAL SYSTEM (FS) 
We work with a formal system (or theory) FS which is suitable for the formalization of 
substantial portions of ordinary mathematics. (To simplify our exposition, a powerful but rather 
minimal formal system will be used.) Without attempting to specify FS completely, we assume: 
(a) FS contains the usual predicate logic (i.e. the first order predicate calculus). The 
expressions (terms and fonnulus t) of FS are character strings on a finite alphabet consisting of 
alpha-numeric haracters ordinarily available in computer systems, and have a convenient 
syntax of the kind ordinarily used in programming languages. (Of course this implies that the 
variables of FS are represented by character-string names rather than separate symbols.) 
(b) There is a term of FS, which we write 0, whose intended interpretation is the empty set; 
for each pair of terms a, /3 of FS, there are formulae a E /3, a = @, and terms {a, p), a - /3, 
a U f3, and P(a) (this last designating the “power set” or set of all subsets of a). Within FS 
there exist axioms implying that these formulas and terms have all their ordinary set-theoretic 
properties. We write {a}= {a, a}. Following von Neumann, we recursively identify each 
nonnegative integer with the set of all nonnegative integers preceding it, i.e. 0 = 0, n + 1 = 
n U {n}. Thus each nonnegative integer is identified with a term of FS. (This identification plays 
no essential role in which follows, but does simplify our exposition.) Also there is a term w of 
FS whose intended interpretation is the set of nonnegative integers, such that for each 
nonnegative integer the formula n E o is provable in FS. 
(c) We write (a,@)= {{aI, {a,PII, th us using the Wiener-Kuratowski definition of ordered 
pair. Proceeding recursively, we set (a) = a, (al,. . . , a,) = (al, (a*, . . . , a,)). We also write 
[al,. . . , a,] = (n, al,. . . . , an)= (n, (a,, . . . , a.)). This latter “n-tuple” has the virtue that its 
length is unambiguously determined. We assume that for each term a of FS, there is a term 
Len (a) such that the equation Len (a) = n is provable in FS for some nonnegative integer n, 
and such that whenever the equation a = [al,. . . , a,,] is provable in FS, so is the equation 
Len (a) = n. 
(d) For each pair a, /3 of terms there is a term a//3. When the equations a = [a,, . . . , a,,], 
p = Wl, . *. 9 pm] are provable in FS, so is the equation al/P = [at.. . . , a,, PI,. . . , &,I. 
tFormulas are sometimes called w.f.f.‘s. 
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(e) For each pair of terms a, p there is a term a@). Whenever the equations a = 
lQ,r.**, an] and /3 = m with 1 5 m 5 n are provable in FS, so is the equation a(B) = LY,. 
(f) For each pair of terms a, p, there is a term a(/3 such that whenever the equation 
/3 = m > 1 is provable in FS, so is the equation 
aI/3 = [a(l), a(2), . . . , . . . . , a(m)]. 
By (e), this implies that if the equation a = [ai,. . , , a,] is provable in FS with m 5 n, then so is 
the equation aI/3 = [al, az,. . . , a,,,]. 
(g) For each pair of terms a, /3 there is a term a + f3. When the equations a = m, /3 = n are 
provable in FS, so is the equation a + B = k where k is the ordinary integer sum of m and n. 
(h) For each term a of FS, there are terms R(a), Lev(a). The sentences R(O) =8, 
(Vn)(n E o+R(n + 1) = P@(N))) and (Vx)(Vy)(Lev (x) I yc*x E R(y)) will all be provable in 
FS. Intuitively the elements of R(n), for n a nonnegative integer, are those which can be built up in 
at most n stages beginning with 0, where at each stage one is permitted to form any (necessarily 
finite) set using the elements produced at an earlier stage. 
(i) If the formulas r$(l), b(2), . . . , ~$(n - 1) are all provable in FS, then so is the formula 
Now we specify a subsystem LFS of FS within which all sentences (i.e. formulae without 
free variables) will be routinely decidable by a finite procedure. The terms of LFS are the 
smallest class T of terms of FS containing the term 0 and the variables of FS which is such 
that whenever a, p are in T, so are {a, /3}, (a U /3), P(a), Len(a), (alIp), a(p), (a]/?), 
(a + p), R(a), and Lev (a). The formulae of LFS are the smallest class F of formulae of FS 
containing all formulae (a = 8) and (a E /3) where a and /3 are terms of LFS, and which is such 
that: 
(i) whenever 4 and S are in F so are -4, (&!kS), (4 v S), (+a), and (466). 
(ii) whenever 4 is in F, X is a variable of FS and a is a term of LFS not containing X, then 
(VX)(X E a-$) and (3X)(X E a&+) are in F. 
We speak of terms containing no variables as constant erms. It is clear that the constant 
terms of LFS (often simply called constants) denote finite data objects. Using this fact we can 
describe a systematic algorithm which applied to any sentence @ of LFS returns one of the 
truth values tnre or false. This algorithm can be described recursively in terms of the total 
number of occurrences of the symbols - & v --f c, V 3 in Cp. If this number is 0, @ must have the 
form (a E /3) or (a = /3) where a, /3 are constants; and hence @ can be tested in a finite number 
of steps. If this number is greater than 0 and Q has one of the forms of the forms - c$, C$ & S, 
4 v 8, 4 + S or 4 c* S, the truth value of @ can be computed as a Boolean combination of the 
truth values of 4 and 6. Finally if @ has one of the forms 
(VX)(X E a +4(X)) or (3X)(X E a gi d(X)) 
the truth value of 0 can be computed from a finite number of truth values of sentences 
d(aA . . . I &a.). 
We assume that FS is sufficiently powerful to permit formalization of the finite com- 
putations needed to obtain the truth values of sentences of LFS, i.e. that for every such 
sentence @ for which the computed value is tnre, @ is provable in FS. Or, as we may say, we 
assume that FS is complete with respect o sentences of LFS. It is a routine exercise to verify 
that any of the usual ways of specifying FS satisfy this completeness condition. 
It follows from this completeness condition that for every constant a, the sentence a E R(n) 
is provable in FS for some nonnegative integer n (indeed for all sufficiently large n). 
It is a familiar fact (first used by Giidel in his famous work on undecidability) that the 
expressions of FS can be coded by nonnegative integers. It will be more convenient for our 
purposes to use the class of constants (which of course includes terms denoting the nonnegative 
integers) as codes. Thus, first letting each character of the alphabet of FS be coded by a unique 
integer, any expression consisting of a finite sequence of such symbols (and hence any term or 
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formula of FS) can simply be coded by an n-tuple of integers in the obvious way. We assume 
that such a code has been set up in some definite way, and write ,i for the constant which codes 
the term or formula A of FS. Once such an encoding has been chosen, it is a straightforward 
task to describe the syntax of FS within LFS. Thus, e.g. we can find rather short formulae 
TERM(X), FORM(X), SENT(X) of LFS containing one free variable, such that if a is any 
constant hen TERM(a), FORM(a), and SENT(a) respectively have the truth value true when 
a = 1, for A a term, formula, or sentence (i.e. formula with no free variables) of FS, 
respectively. Note that in developing the first two of these formulae, it will be necessary to 
convert the recursions which would appear in their most direct expression into references to 
underlying sequences of objects. The needed set-theoretic bounds on these sequences can be 
expressed using constants of the form R(B). 
It is useful for later purposes to extend the preceding considerations by noting that there 
exist a pair of formulas TRU(X) and FAL(X) of FS (but not of LFS) which express the 
conditions that X is the encoding of a true (resp. false) sentence of LFS. To construct hese 
formulas, we first construct a formula IS_VALUE(X, Y) of LFS such that IS_VALUE(r, fi) is 
true for given constants ‘y, /3 just in case y has the form 5 and the equation a = B is true. Our 
technique for doing this is simply to reexpress the obvious recursive definition of the value 
designated by a term a of LFS, replacing the recursion that this definition involves by the 
statement hat an appropriate sequence of recursive steps exists. Here we recall that this 
standard technique always allows recursions to be replaced by references to sequences. 
However, in order to be sure that there is a formula of LFS obtained by applying the technique 
to a given recursion, we must be sure that an a priori bound for the length of the recursion and 
of Lev (a) for each component a of the corresponding sequence can be given by applying R, 
Lev, +, etc. to the free variables of the recursively defined predicate we are trying to express. 
We leave it to the reader to check that in the case of the predicate IS_VALUE(X, Y) such a 
bound can be given. 
Next, using IS-VALUE, we create two additional formulae of LFS, called TERM-IS_ 
MEMB(X, Y) and TERM_IS_EQ(X, Y) respectively. The first (resp. the second) of these is to 
be true for given constants yl, y2 if and only if these have the form 6, 6, where a and p are 
terms of LFS and a E /3 (resp. a = 8) are true. These formulae can of course be written as 
(*) TERM_IS_MEMB(X, Y) 
c* (3 U E BOUND(X), V E BOUND( Y))(IS_VALUE(X, V) 
& IS_VALUE( Y, V) & U E V), 
etc. where the BOUND needed so that (*) shall be a legitimate formula of LFS can readily be 
given in terms of R, Lev, etc. Next, using these two formulae, we construct formulae 
TR_HT(X, 2) and FA_HT(X.2) of LFS such that for a given nonnegative integer n and 
constant a, TR_HT(a, n) (resp. FA_HT(a, n)) is true just in case a = 4, where C$ is a true (resp. 
false) sentence of LFS containing no more than n occurrences of the symbols -, &, v , -+, t), 
V, and 3. These formulas can be written out by making explicit the recursive algorithm used in 
computing the truth value of sentences of LFS, as described above (and of course by replacing 
a recursion by reference to an appropriate sequence). Note that in describing the truth value of 
a formula of the form (VX)(X E a + b(X)) or (3X)(X E a -+4(X)), we must again make use of 
the fact that an a prioti BOUND(X) can be written (in terms of R, Lev, etc.) such that 
IS_VALUE(& y) + y E BOUND(@) 
is true for all constants a and /3. 
Finally we define 
TRU(X) c* (32)(2 E o & TR_HT(X, 2)) 
FAL(X) c, (32)(2 E o & FA_HT(X, 2)). 
TRU, FAL are of course formulas of FS but not of LFS. (Indeed, it is a consequence of 
Tarski’s famous theorem on the impossibility of self-definition of truth that no formula of LFS 
could be provably equivalent o TRU in FS.) 
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We have noted above that there exists a systematic procedure for calculating the truth-value 
of any sentence Cp of LFS. Accordingly, in what follows we will sometimes wish to regard LFS 
as a rudimentary “programming language”. The “programs” of this language are simply 
formulae *(XI,. . . , X,), and the only operations available in the “programming environment” 
PE which it defines are: 
(a) An “input” operation, which “reads in” an appropriate number n of constants al, . . . , a, 
and forms the sentence Cp = qy(rz,, . . . , a,,) by substitution. 
(b) “Execution”, which simply calculates the truth value of 0 in some totally reliable way, 
and announces this value. 
Purely for expository reasons, we shall sometimes wish to pretend in what follows that our 
programming system can issue various “confirmation messages” and “diagnostics”. This is 
merely a matter of coupling the core logical mechanism PE to an auxiliary system, which can 
use the elementary true-false indications provided by PE to trigger the issuance of such 
messages. 
In the next three sections, every reference to a “programming environment” should be 
understood as meaning PE. In a final section, we shall indicate the way in which the forma1 
verification techniques that we discuss can be used to justify the use of more highly developed 
programming systems. 
3 THE SYSTEM VT 
We now sketch a system VT which can check proofs in FS. VT is to be maintained in a 
programming environment (e.g. that described at the end of the preceding section) which can 
accept character strings and sequences of character strings as inputs. Thus formulas of FS can 
be input to VT in a natural format. VT will maintain two libraries VA (verified assertions) and 
RI (rules of inference) each capable of being updated by VT itself in a manner described below. 
VA is a set of sentences of FS, hence of character strings. RI is a collection of “procedures” 
each of which is in fact a formula a(X) of LFS containing just one free variable. The sentence 
a((~) for a given constant (Y is to be true only when LI = [hi,. . . , &,, ~$1 for suitable formulae 
Al,. * f, A., #J of FS. When @([ii,. . . , in, 61) has the value true, we say that r#~ is a consequence 
of the premises Al,. . . , A. according to the “rule of inference” e(X). It will be convenient o 
assume that all rules of inference in RI satisfy the stipulation that a consequence of a given 
sequence of premises remains a consequence if the order of premises is altered or if additional 
premises are supplied. Thus in particular if @([ii,. . . , i,,,, 61) is true so will @([hl,. . . , ,i,,, 
L+,, . . . , I\-,, $1) be true. 
Initially, RI will contain various procedures which correspond to the axioms and rules of 
inference of an appropriate version of FS. For example, we might expect to find the following 
items in RI: 
(a) A procedure 
AXIOM(X) 
where the sentence AXIOM(P) is true precisely when /3 = [h;, . . . , h_., $1 where 4 is an axiom of 
FS. 
(b) A procedure 
MODUSPONENS(X), 
where the sentence MODUSPONENS(/3) is true precisely when /? = [ii,, , . . , h-,, 61 where 
there are i, j, 1 5 i, j 5 n and a formula 4 of FS such that Ai = (I and Aj = (I++ + 4). 
For each fixed value of VA and RI, we define a corresponding notion of proof. (Note that 
we will shortly describe ways in which VA and RI can be modified; such modifications will of 
course modify our notion of proof in corresponding fashion.) Namely, rr is a proof if 
where for each i, 0 I i < n, either di+l E VA or di+i is a consequance of premises 4,, . . . ,4i 
according to some rule of inference in RI. In this case r is said to be a proof of 4.. 
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We can easily construct a formula PROVE(X, Y) of LFS, containing two free variables, 
such that PROVE(a, T) is true for given constants a, P just in case a = 6 where P is a proof of 
4. To exhibit the formula PROVE(X, Y), one first compiles the two formulae 
and 
SOME-VA(X) = (X = 6,) v (X = &) v . . . v (X = 4”) 
SOME-RI(X) = a,(X) v @z(X). . . v Q.(X), 
where tp,, . . . , r$,, are a complete list of the formulas which belong to VA and @, , . . ,a,,, is a 
complete list of the procedures in RI. The formula PROVE(X, Y) can now be written as 
follows: 
(*) Y(Len(Y))=X & Len(Y)#O&(Vi) I,,,~~&SOME-VA( Y(i)) v SOME-RR Yli)]. 
It is clear that if Q is a proof of 4 and a = I& then PROVE(a, ?T) is true. Conversely, if 
PROVE(a, a) is true, it follows that the constant [r(l), 7r(2), . . . , n(Len(?r))] is a proof of r$ 
where 6 = r(Len (n)) = 4. 
Note that PROVE(X, Y) is a formula of LFS (the quantifiers and integers of (*) are 
permitted in LFS because under von Neumann’s definition of the natural numbers, i < i and 
i E i are equivalent conditions). Thus PROVE(X, Y) may be regarded as defining a strictly finite 
procedure for testing an alleged proof for really being one. 
Writing PR-LEV (X, 2) for the formula (3 Y)( Y E R(Z) & PROVE(X, Y)), we see that this 
is also a formula of LFS. Finally, we write THM(X) for the formula 
(32)(2 E o & PR-LEV(X, 2)). 
We observe that THM(X) is not a formula of LFS (because of the occurrence of the term 0). 
Note that if PROVE(a, Q) is true for given constants a, or, we will be able to prove ?r E R(n) in 
FS for some fixed integer n and hence, using predicate logic, we will be able to prove 
PR-LEV(a, n) in FS. Using predicate logic again, we see that THM(a) will be provable in FS. 
For most versions of FS it will be possible to prove the sentence 
(VX)(THM(X)c*(B Y)PROVE(X, Y)) 
in FS, but we will not make use of this fact. 
4. MODES OF USE OF VT 
We shall now describe six modes in which VT can be used. Of these, the first two 
correspond to the normal use of VT as a theorem library and proof checker, while others 
correspond to the various ways in which we allow VT to modify itself. 
Mode I (lookup). This is a simple library lookup function. In this mode, a sentence 4 can be 
presented to VT for verification. If 4 E VA, VT will return a message such as 
4 IS IN LIBRARY. (1) 
Otherwise, VT will return a negative message. 
Mode II (uerification). When this mode is engaged, a sentence I#J and its alleged proof P can 
be presented to VT as inputs. VT will then translate 4 into its encoding 6 (which simply 
amounts to coding a character string as a constant) and will then execute the procedure 
PROV (4, ?r). If the value true is obtained, VT returns an appropriate message, e.g. 
a IS VERIFIED. 
If the value false is obtained VT should return a suitable diagnostic, e.g. 
STEP 5 OF PURPORTED PROOF IS ILL-FORMED 
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or in other cases something like 
STEP 11 OF PURPORTED PROOF DOES NOT FOLLOW FROM PREVIOUS STEPS. 
Mode ZZZ (assertion insertion). This mode is similar to Mode II; however, it is intended that 
a sentence is both to be verified and to be stored in VA. Hence, after issuing the success 
message (I), VT must update itself. It does so by inserting a in the library VA. Of course, this 
makes revision of the procedures SOME-VA(X) and PROVE(X, Y) necessary.? The stability 
of the system is assured by verification of the proof which was input with a. 
Mode IV (rule insertion). When this mode is engaged, a new proof-rule a, a “justifying” 
proposition a, and a proof ?r can be presented to Q, as inputs. Then VT will first check that a 
has the form 
(vJwwo + ([Vi) ls,<~.(xirHMWi))l + THMWU-en(XN)I). (2) 
If this check fails, a suitable diagnostic, i.e. 
RULE IS NOT CORRECTLY JUSTIFIED 
will be emitted. If the check succeeds, VT will proceed to translate a into its encoding 1 and 
will execute the procedure PROVE(a?, n). If the value false is obtained, VT will issue an 
appropriate diagnostic, as in Mode II usage. Otherwise, if the value true is obtained, VT will 
issue the message 
RULE ‘ACCEPTED. 
and will then adjoin Cp to its collection RI of proof rules. Of course, this makes reconstruction of 
the procedures SOME-RI(X) and PROVE(X, Y) necessary. 
A discussion of the stability of the system VT under Mode IV use will be found in Section 5 
below. 
We shall now explain how rule IV can be used to extend VT so as to permit algebraic 
notations, calculations, and modes of reasoning to be used directly. Let us first describe the 
structure of an extension capable of verifying certain propositions by automatic testing of 
certain (necessarily limited) classes of algebraic alculations. To develop such an extension, WC 
can write out a formula a(X) of LFS such that @(a) is true for a given constant a if and only if 
a = [h;, . . . , in_., $1, where one of the & encodes a sentence of the form r = 7, where r is in turn 
the encoding of some algebraic identity c routinely verifiable by an algorithmic technique (e.g. 
some special case of the binomial theorem) and where 4 is a translation of a into FS. The proof 
of the justifying sentence for such a Q(X) would simply be a formalization of some standard 
proof of the correctness of whatever algorithm was used to test such alleged identities. Once 
VT accepted this new rule, any identity belonging to the class handled by Q could be introduced 
as a single step of any proof that required it. 
Of course, in practice one would wish to improve the efficiency with which formulae of this 
class were handled, specifically by replacing the slow general procedure needed to evaluate the 
truth value of Q(a) by an invocation of some equivalent but more efficient algebra “package” 
directly executable on a computing mechanism M of known structure. Once we have proved 
that Mode IV use of VT raises no stability problems, it will be straightforward to justify the use 
of such compiled “packages”. But since to do so involves consideration of the somewhat 
technical issue of program correctness, we put off additional discussion of this issue until 
Section 6 below. 
Now let us consider the way in which VT can be extended to allow algebraic reasoning in an 
algebraic notation, thus making algebraic techniques of a more “creative” character available. 
For this, we need first of all to write out a formula q(X) of FS which expresses the statement 
“X encodes a true formula of algebra”. Technically, this can be put as “X encodes a formula 
t0f course, the overall structure of the PROVE procedure will remain invariant. It is just that SOME-VA(X) will now 
represent a different formula of LFS. 
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which follows from the axioms of algebra by the rules of algebraic deduction”. In addition to 
this, we need various deduction rules corresponding to the rules of algebraic deduction. These 
would be expressed by formulae A,, A2,. . . , A,, of LFS, which might respectively correspond to 
the rules of algebraic substitution, multiplication of equals by equals, solution of algebraic 
equations, etc. Thus, for example, the first of these might be such that Ai(a, p, y) for a given 
constant if and only if a and /3 respectively encode algebraic identities of the form a = a’, and 
b = b’, whereas y encodes a proposition of the form c = c’ which follows by algebraic 
substitution of b for one of the variables of a and of b’ for the corresponding variable of a’. 
To use these formulae, we will have to prove statements of the form 
(VA, B, C)[(‘P(A) & 4(B) & Aj(A, B, C))+‘J’(C)], etc. 
We also require a formula O(X) of LFS, such that @(a) is true for a given constant a if and 
only if a = [A;, . , . , &, 61, where either one of the & encodes a sentence of the form q(r), and 
where C$ is the translation of 7 into FS, or vice versa. Then we can make @ available as a rule 
of inference by extending VT. The proof of its justifying sentence would simply be a 
formalization of a standard proof of the fact that the translation into FS of a valid algebraic 
formula is a theorem of FS, and of the appropriate converse of this statement. @ can then be 
used to translate in either direction between sentences of FS and algebraic identities. 
Mode V (define new function). In this mode it is possible to extend the notation of FS by 
adding a symbol g for a new function using as “definition” a sentence of FS: 
0+x1, . . ..x.,Y)~Y=g(X* ,... ,mc*rw*, . .. . xmY)l 
where r(X,, . . . , X,, Y) is a formula of FS. VT will check that g is indeed a new function 
symbol and then demand proofs of the justifying sentences: 
wx,,..., X,)(3 WWl, 9 * * 9 xn Y) 
WXl, . . . , x, Y, mmx,, . * - , X”, Y) C% l--W,, * * * 9 X”, a+( Y = 271. 
If such proofs are provided and are verified by VT, then the defining sentence of g is adjoined 
to VA and SOME-VA(X) recompiled as in Mode III usage. 
Mode VI (d&e new relation). When this mode is engaged, a new symbol S, which does not 
appear in any of the formulae of VA or RI, is presented to VT, and with it the sentence 
(VX,, . . . , XWW,, . . . , XJ c* WI,. . ., XN, (3) 
where A(X,, . . . , X.) is a formula of FS containing only symbols which appear in VA or RI, and 
having no free variables other than Xi, . . . , X.. VT proceeds immediately to add (3) to VA, and 
S becomes available for use as an n-parameter predicate symbol of FS as extended. No 
justifying sentence is needed in this mode. 
We end this section with some informal remarks intended to indicate the significance we 
attach to the extensibility mechanisms that have just been defined. Given any proof verification 
system VT, one can define the dificulty of a sentence S to be the length of the shortest input 
which will cause VT to accept S, or to be ~1 if no such input exists. Even though it will follow 
by arguments to be offered in the next section that the extension principles we have described 
can never reduce the di@culty of S from C+J to a finite quantity (i.e. can never enlarge the set of 
verifiable sentences), we conjecture that the availability of these extension principles will 
reduce the difliculty of large classes of sentences by very large amounts relative to what the 
difficulty of these sentences would have been in any fixed extension of V not containing an 
extensibility principle or something equivalent to it. 
It is known that certain extensions of formal systems (e.g. by large cardinal axioms or 
so-called reflection principles) which increase the class of decidable arithmetic sentences, also 
decrease the difficulty of some such sentence by arbitrarily large (recursive) amounts. However, 
the sentences obtained in this way seem always to have an artiticial post-hoc flavor (even 
though they can always be taken to simply assert the nonsolvability in integers of some 
Diophantine equation). And in fact, there seem at present to be no general principles, not 
already available in Zermelo-Fraenkel set theory as formalized within predicate calculus, which 
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promise to enlarge the class of propositions interesting to the working mathematician that can 
be proved. (Recent work in descriptive set theory, where new axioms have led to real advances, 
may give something of a counterexample to this assertion. But this work is still quite remote 
from “everyday*’ mathematics.) 
We can thus state the remarkable and fundamental fact that the very simple formal 
mechanisms embodied in predicate calculus and the Zermelo-Fraenkel axioms can track 
mathematical discourse in a quite comprehensive manner. But this tracking has been very much 
a matter of principle rather than of practice. It is obviously quite unfeasible, in practical terms, 
to represent ordinary mathematical discourse in raw formalized Zermelo-Fraenkel set theory. 
Our extensibility mechanisms are intended to enable one to incorporate the various dictions and 
methods of ordinary mathematical discourse more comfortably into a fully formal system. On the 
basis of ordinary mathematical experience we have every reason to expect hat the difficulty (in the 
precise sense we have defined) of various important theorems will be greatly decreased in this way. 
Although we have been unable to formulate and prove any metatheorems that would serve as a 
formal demonstration of this conjecture, we can point to some suggestive vidence. It is well 
known in proof theoretic research that the addition of new rules of inference to so-called cut-free 
systems can drastically decrease the lengths of proofs. In fact an exponential improvement is 
obtained (for a suitable class of theorems) for each use of cut rules that is permitted. Analogously, 
in connection with the system VT sketched above, we have seen that the introduction of an 
appropriate “algebra” rule of inference shortens to 1 the difficulty of a sentence which asserts an 
algebraic identity. 
We note that attempts over the past few years to develop practical program verification 
systems have increased the pragmetic urgency of supplying verifiers which keep the difficulty of 
significant classes of sentences low. Unfortunately, this has tended to lead to the proliferation 
of numerous incommensurable systems, since different authors have proposed systems desig- 
ned to lower the difficulty of one or another somewhat special class of sentence. This has in 
part tended to blunt the thrust of the verification literature. It is rather clear that the 
extensibility mechanisms described above allow one to start with any convenient one of these 
formalisms and (after considerable but only finite difficulty) extend it to include any or all of the 
others. Thus we provide a single mechanism which, if we leave a necessary initial investment 
out of account, can be made as comprehensive as any of the previously proposed verifiers, each 
on its own chosen ground. 
5. METAMATHEMATICAL CONSIDERATIONS CONCERNING 
THE STABILITY OF VT 
After our hypothetical system VT has been in operation for a while, assuming that it has 
been used in Modes III, IV, V and/or VI, the “proofs” being supplied the system may be 
syntactically quite different (and hopefully less tedious) from those acceptable to the original 
system. We shall write ta to indicate that the sentence a of FS was verifiable by VT in its 
original version. 
We have been using the notation PROVE(X, Y), PR-LEV(X, 2) and THM(X) am- 
biguously, since these formulas change as VT modifies itself. To remove this ambiguity we have 
only to introduce a counter f, writing PROVE,(X, Y), PR-LEV,(X, Z) and THM,(X). We let t 
be initialized at 0 and assume that whenever VT is used in a Mode which results in modification 
of PROVE,, t is incremented by 1. It is obvious that PROVE&, P) implies PROVE,+,(a, ?r). 
That is, if VT accepts a sentence (upon presentation of a proof r), it will continue to accept Q 
as it modifies itself (by virtue of the same proof r). The stability result we wish to prove is 
simply that if for any value of t, PROVE,(& n) is true, then 14. Note that, using the formal 
techniques introduced earlier, this assertion (for any particular t, representing some particular 
sequence of extensions of VT), can itself be represented by the sentence of FS: 
(*) WX)[THWW) -, TH&W)I. 
Hence it might be expected that the stability proof we give could itself be formalized in FS. 
However, this is not quite the case, and to formalize the proof of (*) in a system like FS we 
need to use a system which, though it may be considerably weaker than FS in many regards, 
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goes beyond FS in a certain direction. Specilicately, we need to assume the following condition 
which we call weak w-consistency (because it is implied by Giidel’s notion of o-consistency): 
If A(X) is a formula of LFS, and if t-(3X)(X E o & A(X)), then there is a natural number n 
such that A(n) is true. 
The assertion that FS is weakly o-consistent can be expressed in FS by the infinite 
collection of sentences: 
THM,,((3X)(X E o & A(X)))+(BX)(X E w &A(X)) 
(or more satisfactorily by a single sentence, which implies all of the sentences of (4)). However 
there are obviously particular formulas A(X) for which if (4) were a theorem of FS, we should 
have: 
+THM,,((BX)(X E w &A(X))) (3 
(e.g. take for A(X) the formula X = 0 & X = 1). But it follows from well known results of 
Giidel that (5) cannot be proved in FS if FS is a consistent system. (This is because (5) amounts 
to asserting that the consistency of FS is provable in FS.) This shows clearly that we cannot 
expect our stability proof to be formalizable in FS. However, the proof we are about to give 
can be formalized in any system which contains: 
(a) a certain relatively weak subsystem of FS, and 
(b) additional axioms sufficient o prove all of the sentences of (4). 
Having made these preliminary explanations, we shall now proceed to present our for- 
malizable arguments quite informally. 
We have: 
LEMMA 1. If PROVE,(a, v) is true, then l-THM,(a). 
Proof. We have I-?r E R(n) for some nonnegative integer R. Therefore by predicate calculus 
k ?r E R(n) & PROVE,(a, ?r) 
and hence 
i.e. 
t+lY)(Y E R(n) Bi PROVE,(a, Y)), 
tPR-LEV,(a, n). 
Since tn E o, we can use predicate calculus again to obtain: 
t(B.Z)(Z E o & PR-LEVl((r, Z)), 
i.e. 
kTHM,(a). 
Next we shall need a converse to Lemma 1, and in order to obtain it we will have to use our 
assumption that FS is weakly o-consistent. 
LEMMA 2. If tTHM,(a) then there is a constant 7~ such that PROVE,(a, n). 
Proof. We are given 
!-(32)(2 E o & PR-LEV,(a, 2)). 
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By weak w-consistency, for some nonnegative integer n, PR-LEV,(a, n) is true, i.e. the 
sentence of LFS 
(3 Y)( Y E R(n) & PROVE,(a, Y)) 
is true. Hence for some constant 7~, PROVE,((U, 7~) is true. Q.E.D. 
We are now in a position to prove our main result, which gives the stability of VT: 
THEOREM. If 4 is a sentence of FS and PROVE,(& P) is true then kd. 
Proof. Our proof is by induction on the counter t. The result is obvious for t = 0. We 
therefore need only verify that the fact asserted is preserved under use of VT in Modes III, IV, 
V and VI. It is a well known property of predicate calculus that use of the extensions obtained 
under Modes III, V and VI do not increase the class of provable sentences. Hence we need 
only show that the property is preserved under use of VT in Mode IV. 
To obtain this result, let us suppose that the transition from f to t + 1 was the result of a use 
of VT in Mode IV and let 4 be a sentence of FS such that PROVE,,,(& P) is true for a given 
constant r. We shall show that 14. We write SOME-VA,(X), SOME-RI,(X) for the formulas 
of LFS introduced earlier, showing the counter t explicitly. 
We are given the sequence P = [ii,. . . , &I, where 4” = 4 and PROV,+i(& a) has the value 
true. We shall show that l-4i for i = 1,2,. . . , n. The proof is itself by induction, so in proving 
the result for i we may assume that it is known for all j < i. (Thus the whole of the present 
proof has the form of a double induction-an inner induction on j and an outer induction on t.) 
Case 1. SOME-VA,+i(&) is true. Then, since we are assuming that the change to VT 
involved in the counter increasing to t + 1 was not of MODE III, SOME-VA,(&) is likewise 
true. Hence PROVE,(& [&I) is true. By induction hypothesis, t-4i. 
Case 2. SOME-RI,+i([&, I&, . . . , Ji]) is true. By induction hypothesis t$r for all j < i. SO 
PROVEo(Jj, rr) is true for suitable constants rj and therefore PROVE,(&r, rj) is likewise true 
for all j < i. 
We consider two subcases: 
Cases 2a. SOME-RI,([&, &, . . . , Ji)] is true. Then, if we set 
we have that PROVE,($i, 7~) is true. By induction hypothesis (on t), t-&e 
Case 2b. SOME-RI,([& &, . . . , Ji]) is false. Then, the transition from t to t + 1 involved 
adjoining a new rule of inference Q(X) to RI, and moreover +([&, &, . . . , &I) is true. Since 
Q(X) was accepted by VT, it follows that VT (with index t) must have verified the correctness 
of the justifying sentence (2). That is, for some constant ?T, 
has the value true. By induction hypothesis (on t), 
WX)[@(X) + ([Wl)iaj<LenCX) THMAX(l’))I +THM,LWenW)))I. 
By the completeness of FS with respect o sentences of LFS 
Since PROVE,(&, rj) is true for all j < i, using Lemma 1 we have bTHM,(&), for j < i. 
Therefore, we have also 
t(Vj),,i<;THM,(&). 
Using predicate calculus we conclude that 
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By Lemma 2, there is a constant P such that PROVE,(Ji;,, P) is true. Finally, using the 
induction hypothesis on t, k+i. Q.E.D. 
6. PROGRAM VERIFICATION AND EXTENSION OF THE 
PROGRAMMING ENVIRONMENT 
In the present section, we shall supplement the preceding analysis by considering additional 
issues which need to be faced when we wish to extend the rudimentary programming 
environment used till now, in order to allow use of other computing mechanisms, programs, and 
programming languages. 
It is convenient for us to view a computing mechanism M simply as a system which can 
accept texts of a particular kind, and which, once having accepted such a text, will use it to 
establish some kind of initial internal state, following which this internal state will be 
transformed, cycle by cycle. Such transformation may eventually lead the mechanism to 
termination. If termination occurs, M will exhibit some part of its internal state, and this 
exhibited part constitutes its “output”. Suppose that, as is customary, we always regard the 
input to such a mechanism as being divided into two distinguishable parts, called “program” 
and “input-data” respectively (though in particular cases either of these may be null). Then we 
can write YIELDS(program, input-data, output) for the sentence “if the finite objects (and to 
make contact with the preceding sections, let us agree that these objects will be encoded as 
constants, i.e. constant terms of LFS) ‘program’, ‘input-data’ are presented to M, and if 
termination occurs, then ‘output’ will be exhibited”. 
For us to be willing to use M as part of a formal verification system, we must of course feel 
that we understand the way in which it operates, and for this to be the case we must be in 
possession of some formula “GOESBY” of LFS which describes the internal operation of M, 
i.e. a formula for which we believe the equivalence 
YIELDS(program, input-data, output) c* 
(3c)(Bn)(n E w & c E R(n)) & GOESBY(program, input-data, output, c)) (1) 
to be correct. We can regard (1) either as a mathematical definition of an (idealized) mechanism 
M, or equivalently (at least for our purposes) as an axiom about the behavior of a certain 
physical object (namely an actual computer of some particular type). 
To use the computing mechanism M as part of a verification system like our VT, we will 
generally need to make use of a program PO for it which can cause M to calculate the truth 
value of some class of sentences of LFS. In order that PO can be used reliably, we must know 
that PO is “correct”, i.e. that if PO processes a sentence S of LFS and terminates with the 
output “true” (resp. “false”) then the truth value of S is indeed “true” (resp. “false”). (Note 
however that PO need not be capable of processing every sentence S of LFS, i.e. for some input 
S, PO may yield the result “can’t handle this input”, or may simply fail to terminate.) We can 
express the condition that PO be correct as a pair of statements of FS. In writing these 
statements, we shall suppose that we have already constructed a formula SENT(X) of LFS 
such that SENT(a) is true for a constant Q just in case a = 6, where 4 is a sentence of LFS. 
We will also make use of the sentences TRU(X) and FAL(X) constructed in Section 2 above. 
(Note again that these are sentences of FS but not of LFS.) Then the correctness assertion 
needed to justify use of the program PO is expressed by 
(VX)(SENT(X) & YIELDS( /3, X, true) + TRU(X)) (2a) 
(VX)(SENT(X) & YIELDS@, X, false)+ FAL(X)), (2b) 
where /3 is a constant of LFS which encodes PO. 
In practice one will want to lighten the considerable labor of proving the correctness of 
programs like PO by making use of auxiliary program verification systems. This implies a less 
direct approach to proof of the correctness of PO than that which we have just outlined. The 
following considerations show how such systems can be used, ultimately to establish assertions 
like (2a) and (2b). We can regard any such program verification system (PVF) as being 
described by a formula IS_VERIF(X, Y, Z) of LFS containing exactly three free variables. The 
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sentence IS_VERIF(a, & y) is to be true for given constants a, B, y just in case a is the code 
for an object 0 which PVF will “accept” or “verify”, /3 codes the “program part” of 0, and y 
encodes the “input-output assertion part” of 0. (The objects a will often belong to some formal 
system of extended or annotated programs which PVF is able to handle, i.e. they can be pro- 
gram texts “decorated” with Floyd assertions; e.g. in the verification formalism of Schwartz[6], 
such objects would be “praas”. Generally, the “program part” of such an object will simply be 
the program text which it contains, stripped of the decorating annotations attached to this text 
within 0. Note that this program part is assumed to encode a program P, possibly in a high level 
language of which some subset is directly acceptable to the computing mechanism M.) The part 
y of 6 is assumed to be the encoding 4(X, Y) of a formula of LFS which expresses ome 
relationship between P’s output Y and its input X which PVT verifies as part of the 
verification of 0. Since we allow the program part of 0 to be the encoding of a high level 
IS_MPROG(X), such that IS_MPROG(@) is true for a given constant /3 if and only if B codes a 
program of the restricted form acceptable to M. Finally we will need a formula SUBST(X, U, 
V, W) expressing the relationship the sentence W arises by substitution of the particular 
constants U, V into the (two-parameter) formula X. That is SUBST(a, y, 8, /3) is to be true 
for given constants a, y, S, B just in case a = 4(X, Y) for some formula 4(X, Y) of FS and 
p = c#J(~, 8). Then, in order to justify use of PVF, we will need to prove the following theorem 
(for clarity, we shall give multicharacter mnemonic names to the variables occuring in it): 
(VX, PROG, PROP, INP, OUP, ASRT)[(IS_VERIF(X, PROG, PROP) & 
IS_MPROG(PROG) & YIELDS(PROG, INP, OUP) 
& SUBST(PROP, INP, OUP, ASRT) + TRU (ASRT)]. (3) 
Once (3) has been proved, any PO coded by a constant /3 satisfying IS_MPROG(/3) for which 
PVF has been used to establish IS_VERIF(a, /3, y), where y = 4(X, Y), and where we also 
have 
(VXl[(SENT(X) & 4(X, true)+TRU(sX)] @al 
and 
(VX)[(SENT(X) & 4(X, false))+ FAL(X)] (4b) 
can be executed on M with d as input to evaluate the truth value of 0. We note again that a 
given PO used in this way need not be capable of handling ail 6; for some inputs @ the 
program PO may fail to terminate or may exhibit outputs other than “true” or “false”. In 
practice, it may be advantageous to begin by developing rather simple programs PO which are 
capable of computing the truth values of certain particular crucial classes of formulas 9, and 
then to use these PO to verify (2a-b), (3), and (4a-b) for more powerful PO and for additional 
auxiliary verification systems. All of this is merely the kind of “bootstrapping” process 
typically involved in getting any complex system under way. Of course, in actually building a 
verification system, one might proceed manually and with a relative minimum of formal 
checking to implement some level of system function that ought more properly be reached by 
bootstrapping. If this is done, it is desirable, and may be possible, to use the initial system to 
verify itself. 
Finally, we note that it may be possible, in a particular auxiliary formalism PVF, to find an 
object y satisfying IS_MPROG(r), for which we are also able to establish the universal validity 
of the formula 
IS_VERIF(y, PROG, PROP) & YIELDS(y, [X, PROG, PROP], [Y, PROG’, PROP’1 
+ IS_MPROG (PROG’) dz IS_VERIF( Y, PROG’, PROP’). (5) 
In this case, the program C can be used as a compiler, i.e. it can be executed with inputs 
which are verified programs in the extended sense of PVF, to construct verified programs 
(having related, and perhaps identical, effect) which are directly executable. Note that more and 
more powerful compilers of this kind will be constructible by a suitable bootstrapping process. 
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