ABSTRACT How to reduce the content placement cost of cloud content delivery networks (CCDNs) is a hot topic in recent years. Traditional content placement methods mainly reduce the cost of content placement by constructing delivery trees, but they cannot adapt to the dynamic deployment of cloud proxy servers in the CCDNs. In addition, the traditional content placement method only provides delivery paths according to local decision-making without considering global dynamics of the congestion in the CCDNs, which is also one of the main factors causing high cost of content placement. To solve these problems, we propose a content placement model based on Q-learning for the dynamic CCDNs, called Q-content placement model (Q-CPM). This Q-learning approach can lead to better routing decisions due to up-to-date and more reliable congestion values. Then, based on the Q-CPM model, an algorithm is proposed to construct the Q-adaptive delivery tree (Q-ADT). In this algorithm, local and nonlocal congestion information is propagated over network learning packets. Through this algorithm, the paths with low congestion cost will be selected and can adapt to the dynamic cloud delivery environment. The experimental results show that the method can adapt to the dynamic changes of the CCDNs flexibly and reduce the overall congestion cost of content placement effectively.
I. INTRODUCTION
By deploying a large number of data centers and edge servers, the traditional content delivery networks (CDNs) release the replicas to the ''edge'' of the network where users can obtain the content as close as possible and avoid the congestion of the central server [1] , [2] . However, the traditional CDN systems are difficult to expand since it has high deployment cost. With the development of cloud computing, resource leasing (such as storage and bandwidth) is allowed to build CDNs in the cloud, called cloud content delivery networks (CCDNs) [3] . Content providers (CPs) can rent cloud resources or leverage the services provided by public CCDN infrastructure providers (e.g., Amazon CloudFront and Google Cloud CDN) to build their own CCDN. CCDNs leverage the flexibility of the cloud to distribute content on the Internet quickly and easily. Amazon provides CloudFront [4] as a content distribution service, and CloudFont also provides a pay-as-you-go model where customers can register their own servers to build their own CDN. MediaWise
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Cloud [5] provides a new cloud coordination framework that any user can become a CDN provider and offer a pay-as-yougo model. Unlike Amazon CloudFront's use of its own cloud services, MediaWise Cloud leverages several public cloud providers to deliver services. The CCDNs is able to enhance the scalability, the flexibility and the elasticity while lowering the cost of content storage and delivery [6] .
Content placement is one of the key technologies in CCDNs. To save the cost of content placement, the CPs usually reduce the number of replicas by building the multicast delivery trees [7] . However, most delivery tree building methods aims at static networks and cannot adapt to the dynamic characteristics of frequent changes of cloud proxy server in CCDNs. In addition, network congestion is also one of the main factors that cause the high cost of traditional content placement methods of CCDNs. Traditional content placement method only provides delivery paths according to local decision-making without considering the global dynamics of the congestion in the CCDNs. Therefore, in view of these dynamic features of CCDNs, how to reduce the cost of content placement is still a challenging problem. The reinforcement learning method is a solution to the global optimization by learning its own experience. The reinforcement learning task includes two main subjects, Agent and Environment, where Agent is the learner and also the decision maker. The learner achieves his goal by interacting with the environment. The interaction process is shown in Figure 1 . From the figure, it can be seen that this is a serialization process. At time t, the learner sends out action a t based on the current state s t , the environment responds, and generates new states s t+1 and corresponding returns r t+1 , where states s and returns r appear in pairs. Reinforced learning methods can acquire knowledge in the environment of action evaluation, and constantly improving the action plan to adapt to the environment while facing the dynamic selections [8] . Q-learning is a typical method in reinforcement learning which has been widely used [9] . Based on Q-learning, the Q-routing algorithm [10] is proposed for packet routing of the dynamic network. Compared with traditional routing methods, this method can balance the load of dynamic networks better and provide a more reasonable solution for content delivery.
In this paper, a content placement model based on Q-learning for dynamic CCDNs, called Q-content placement model (Q-CPM), is proposed. Based on the Q-CPM, an algorithm is proposed to construct the Q-adaptive delivery tree (Q-ADT). In this algorithm, the local and nonlocal congestion information can be derived by the learning packets. The local congestion information indicates the time taken for the packet to be transmitted from a cloud proxy server to its neighbor. The nonlocal congestion information gives a global view of the congestion conditions from the current cloud proxy server to the terminating proxy server. Each cloud proxy server stores the information at Q-table and makes the update using learning packets. Therefore, the algorithm can adapt to the dynamically changing network and select a path with low congestion cost to deliver data.
The remainder of the paper is organized as follows. We review related studies in Section II. In Section III, we introduce the Q-CPM model which is a novel content placement model for the dynamic CCDNs. Furthermore, we present an algorithm to construct Q-ADT which is a kind of adaptive delivery tree in Section IV. Then, we show the simulation results in Section V to evaluate our proposed algorithms. Finally, we give concluding remarks as well as future directions in Section VI.
II. RELATED WORK
Information delivery is a critical research topic in the future network [11] , [12] . As one of the most important technology of information delivery, content placement has been widely studied by many researchers. Kangasharju et al. [13] formulated the content placement as a combinatorial optimization problem and provided an optimal replica placement solution. Jia et al. [14] proposed two heuristic algorithms to solve the replica placement problem by constructing the derivation tree. Wendell et al. [15] proposed a distributed server selection mechanism that can effectively balance the load between edge servers. Aram et al. [16] studied the problem of optimal replica server deployment and content placement in the urban content delivery network and proposed an optimization design to minimize the cost of server deployment. Xu et al. [17] proposed a joint optimization method to reduce the request load of content distribution network. However, the above methods need to deploy a large number of edge servers with high cost.
As cloud computing develops, CPs are able to build their own CCDN by leasing cloud resources. Recently, extensive research efforts related to CCDNs have focused on content placement optimization. Haghighi et al. [18] and Zeng et al. [19] proposed a QoS based greedy heuristic algorithm to optimize the placement of replicas in CCDNs. Broberg and Tari [20] proposed a low-cost delivery mechanism by placing content in different cloud storage networks and then redirecting requests of users to the corresponding replicas. Hu et al. [21] formulated the content placement as an optimization problem to reduce the overall flow and the delay. To reduce the cost of content placement in CCDNs, many scholars have done a lot of research. Salahuddin et al. [22] and Lin et al. [23] designed and implemented a cloud storagebased content delivery framework to assist with replica placement to achieve optimal content delivery on the cloud under diverse needs, effectively reducing the content placement cost. Lu et al. [24] proposed a session-based cloud video delivery network framework for the dynamic characteristics of mobile users in cloud video delivery networks which effectively reduced the cost and improved the performance of the algorithm. Documents [25] and [26] propose efficient cache placement strategy in wireless content delivery networks. Zheng and Zheng [27] propose an improved heuristic genetic algorithm for static content delivery in cloud storage and obtain optimal content delivery program. However, all these methods have low scalability since they are introduced without considering the changes of users' demands sufficiently.
To solve this problem, most CPs use a multicast tree structure to enhance the scalability while reducing the network overhead in the content delivery processes. Pierre et al. [7] proposed a tree building algorithm and designed a content replacement strategy based on the hot part of the replica. This method has good scalability, but it does not consider the VOLUME 7, 2019 influence of network congestion. Gong et al. [28] proposed a multicast tree building method based on the Steiner tree in order to achieve lower cost and lower power consumption. Aibin et al. [29] focus on a problem related to joint optimization of unicast, anycast, and multicast traffic. They proposed several heuristic algorithms and the results show that the multicasting provides the best performance in content delivery than unicasting and anycasting. Due to the inherent uncertainty in network links, Fu et al. [30] model the network as an uncertain graph, determines the link between the source destination nodes, and reduces the content delivery path detection cost as a whole. Nowadays, CPs can lease cloud resources to dynamically establish cloud based content delivery networks. However, traditional content delivery methods are mostly directed to static networks with unchanged network status and cannot be directly applied to the dynamic CCDNs.
Reinforcement learning method can adapt to dynamic network scenarios. For example, Narayanan and Jagannathan [31] proposed an optimal adaptive scheduling method based on hybrid Q-learning for large-scale uncertain interconnected systems. Alsheikh et al. [32] mapped the stochastic networks into the Markov decision process (MDP) models and proposed various reinforcement learning methods to solve them. In order to reduce the traffic load in future cellular networks and achieve better caching efficiency, Gu et al. [33] propose a distributed cache replacement strategy based on Q-learning. Psounis et al. [34] formulated the problem of obtaining an optimal replacement algorithm with respect to hit rate as a Markov decision process, and obtained an online replacement algorithm that is optimal conditioning on the state of the Markov process. However, few of existing work investigates the content placement optimization using the reinforcement learning method in dynamic CCDNs. Because of the dynamic characteristics of cloud proxy server in CCDNs and the dynamic changes of network congestion, the network connection is uncertain, and we cannot know the real situation of network connection. By applying Q-learning method to CCDNs, learning knowledge can be acquired through trial and error learning, and the next routing decision can be determined based on the information previously learnt. So it can adapt to the changing environment.
In this paper, a novel content placement model based on Q-learning is proposed for dynamic CCDNs. This model uses the Q-learning approach in order to make better routing decisions since it can derive the up-to-date information of network topology and congestion. Furthermore, we present an adaptive delivery tree construction algorithm based on the proposed content placement model. The algorithm propagated local and nonlocal congestion information over the network learning packets. Through this algorithm, a path with low congestion cost is selected and can adapt to the dynamic cloud delivery environment.
III. CONTENT PLACEMENT MODEL FOR DYNAMIC CCDNs
Traditional CCDNs network architecture consists of user, source server and cloud proxy server. As shown in Figure 2 , the source server sends a copy of the data to the cloud proxy server. When the user accesses the data content, the cloud proxy server near the user preferentially provides the data content to the user.
In this part, we analyze the dynamic characteristics for content placement of CCDNs and introduce our proposed content placement model. First of all, we define a list of notations that will be used throughout the paper, as shown in Table 1 .
A. DYNAMIC CHARACTERISTICS OF CCDNs
First, we take the multicast delivery tree as an example to look into how the content placement methods work. In CCDNs, we classify the cloud servers into three types, including the source servers, the destination cloud proxy servers and the intermediate cloud proxy servers. Initially, the source servers store the original data and place the content to the destination cloud proxy servers. At the same time, the intermediate cloud proxy servers can participate as relay servers in the process of content placement, but the intermediate cloud proxy servers do not store content. For convenience, we consider only one source server and call the source server as the source node. Similarly, we call all cloud proxy servers as nodes and the intermediate cloud proxy servers as relay nodes. As shown in Figure 3 , a delivery tree originated from the source node is built based on a static topology. When the network scenario remains unchanged, the scheduled tree can achieve an effective delivery with low cost. However, the network scene is dynamic in CCDNs.
The dynamic characteristics of CCDNs can be summarized as follows.
• Dynamics of the topology: CPs can lease cloud proxy servers when needed and terminate leasing when not needed. Thus, the allocation and de-allocation of the cloud proxy servers make the topology of CCDNs change dynamically.
• Dynamics of the network congestion: In CCDNs, the network congestion changes with the number of packets processed by the cloud proxy servers. It is difficult to obtain the global information of congestion for the traditional content placement methods. They can only provide the relatively fixed delivery paths based on local decision-making. Unfortunately, distributing data along the scheduled delivery tree will result in a higher congestion cost since it cannot adapt to the dynamics of the topology and congestion in CCDNs well. Thus, the content placement algorithm that comprehensively consider these dynamic factors should be tailored for CCDNs.
To this end, a novel content placement model based on Q-learning (Q-CPM) is proposed. Our Q-CPM uses an adaptive delivery tree structure which adjusts the strategy constantly according to the dynamic network situation. Figure 4 shows the structure of the adaptive delivery tree. The black circle in the figure represents the source node. The rectangle represents the destination node and the small circle represents the other nodes in the network. The virtual circle indicates the node which has been removed or has a high congestion. The delivery tree connected by the dotted line is a potential solution, that is, the path may be selected if these nodes exist or remain low congestion. Our adaptive delivery tree structure can adjust the path (e.g. the delivery tree is formed by the solid lines) according to the existence of the node and the congestion status of the node, thus maintaining a low congestion cost.
B. Q-LEARNING BASED CONTENT PLACEMENT MODEL
In this part, we propose a Q-learning based content placement model, called Q-CPM. First, we define a CCDN as a directed graph G = (V , E), where V is the vertex set which represents the nodes in the network, and E is the edge set which represents all possible links in the network. Next, the relevant terminologies are given as follows.
Definition 1 (State Space):
The state space can be denoted by S where a state s ∈ S is transferred to the next state s by taking an action a. The state of satisfying the termination condition is called a termination state. In our problem, each step of the decisionmaking process requires the current node to select the next neighbor node to send the data. So, the current node (e.g. v ∈ V ) can be looked as the current state (e.g. s = v) and the next node (e.g.v ∈ V ) as the next state (e.g. s = v ). Specially, the state arriving at the termination node (in Definition 2) is the termination state.
The way we construct the distribution tree is that each destination node requests to establish a connection with other destination nodes, and finds the destination node whose distance is closer to the source node than itself. If there is no such destination node, it will directly establish a connection with the source node. When all destination nodes establish a connection, it will construct a distribution tree. We define the node that satisfies the connection condition with the destination node as the termination node (in Definition 2).
Definition 2 (Termination Nodes):
If the node is the source node or other destination node that has obtained a copy of the data and is closer to the source node than the sender, we refer to this node as the terminating node of the sender.
Definition 3 (Action Set):
In Q-learning algorithm, the action set is the set of all actions that the current state reaches the next state. In our problem, the path selection from the current node to the next node is the action selection. All optional paths of the node constitute the action set A. And we have A = ∪ s∈S A s = E where A s represents the set of all optional edges in state s.
Definition 4 (Rewards): In Q-learning, R : S × A is used to represent the reward function. If (s, a) (j, i) .
Based on Q-learning, we learn the state of the network by Q value and then use the Q value to make routing decisions. Each node j in the network represents its own view of the network state through its Q-table. The action at node j is to find the neighbor node with the lowest expected congestion cost to deliver the data packet, so that the congestion cost of the request to its terminating node is the lowest. In order to ensure that each step of the path selection process has congestion awareness, we define the congestion cost estimation as follows.
Definition 5 (Congestion Cost Estimation):
We denote Q i (k, d) as the congestion cost estimation of node i transmitting the request packet to the terminating node d passing through node k. When the request packet is sent from node j to node i, node i sends its best congestion cost estimation f for the terminating node d back to node j in the form of learning packets. Therefore, the best congestion cost estimation can be defined as
where N (i) represents the neighbor of node i. Definition 6 (Reward Function): For the reward function r, we consider the network congestion situation by introducing the queuing time of packets. Then, the reward from state to state can be written as
where t i denotes the queuing time of the request packet in the queue of node i and δ denotes the time taken for the packet to be transmitted from node j to node i.
Definition 7 (Q Value Updating):
The Q value is updated by the following formula
where γ [35] is the discount factor.
IV. ADAPTIVE DELIVERY TREE (Q-ADT) BUILDING ALGORITHM BASED ON Q-CPM
Based on the Q-CPM mentioned above, we design an adaptive delivery tree building algorithm (Q-ADT) for CCDNs. First, we define a Q-table and introduce two kinds of data packets for Q-ADT. Next, a Q-learning based adaptive routing algorithm is used to select a path from each destination node to its termination node. Then, the corresponding Q-value in Q-table is updated by the Q-value updating algorithm according to the feedback learning packets. Finally, the path from the termination node to the destination node is found by reverse routing information and the Q-ADT is constructed.
A. Q-TABLE AND PACKETS IN CCDNs
In our Q-learning based algorithm, we use a table to store the Q value, called Q-table. We set up a Q-Table for each node in CCDNs. As shown in Table 2 , each node's Q- Table consists of four fields: Next Node, Path, Q value, and Termination Node. The Next Node field corresponds to the next state space of Q-learning. The Path corresponds to the action space, representing the path from the current node to the next hop. The Q value represents the expected congestion cost from the node to the destination node through the next hop. The Termination Node corresponding to the node that arrives at the termination state and the current node represents the current state. There are two kinds of packets in the network, request packets and learning packets. The request packet format is:
< sender location, node sequence, next hop >
The sender location is the geographic location of the sender. The node sequence is the sequence of nodes through which the request packet passes, and the next hop field is the next hop node selected by the current node according to the Q-table. The learning packet format is:
< sender location, respondent location, path delay, future delay, termination node flag > where sender location indicates the location of the sender. respondent location is the location of the node that sends the learning packet. path delay is the delay from the last hop to the current node, it's equivalent to the δ mentioned above. future delay represents the estimated value of future congestion cost from the current node to the destination node, it's equivalent to the f mentioned above. termination node flag indicates whether the current node is the termination node. If it is, set the value to 1, otherwise to 0.
Algorithm 1 Q-Learning Based Adaptive Routing
For the node i that received the request packet termination node flag ← 0 Add itself to the node sequence path delay ← Delay sent from last hop to node i IF node i is the source node termination node flag ← 1 Send a learning packet to the last hop Else IF node i is the destination node SenderSourceDist ← distance from sender to source node NodeSourceDist ←distance from node i to source node IF NodeSourceDist < SenderSourceDist && Existing data termination node flag ← 1 Send a learning packet to the last hop Else future delay← min
Send a learning packet to the last hop Continue to send request packets to next hop k Else future delay← min
Send a learning packet to the last hop Continue to send request packets to next hop k
B. Q-ADT BUILDING ALGORITHM
During the building of Q-ADT, each destination node is used as a sender to send the request packet. So, a path connecting it to the terminating node can be derived. When all destination nodes find paths to connect themselves to their termination nodes, an adaptive delivery tree is constructed and the connections among the source node and all the destination nodes can be achieved. We divide the building process of Q-ADT into three phases. The first phase is responsible for path selection. In this phase, each destination node is used as a sender and the neighbor node with the smallest Q value is selected to send the request packet. As shown in Algorithm 1, when a node receives a request packet, it adds itself to the sequence of nodes and calculates the delay δ sent from the last hop to the local node. Then, it determines whether it is the terminating node of the destination node. If so, set the termination node flag to 1 and send the learning packet to the last hop according to the node sequence. If not, calculate the future delay according to Equation (1), and send the learning packet to the last hop. Then, we keep looking for the next hop according to the Q-table. The operations are repeated until it reaches the terminating node. In Algorithm 1, ''Existing data'' means the node has obtained a copy of the data.
The second phase is responsible for the learning phase. As shown in Algorithm 2, node j sends the request packet to the downstream node i firstly. If the node j receives
Algorithm 2 Q-Value Update
Node j sends a request packet to its downstream node i IF the learning packet from node i is received within time interval T δ ← path delay f ← future delay t i ←Wait time in the packet queue of node i IF termination node flag
Resend the request message to the downstream node k the learning packet sent by i in a certain time interval T , it judges whether i is the terminating node according to the termination node flag. If so, we change the reward function to r (j, i) = r (j, i) − 1/dis 2 (dis indicates the distance from the sender to the terminating node. −1/dis 2 ensures that the smaller the distance, the smaller the return value, and the easier it is to select the path to that terminating node the next time. It can also ensure that the sender eventually finds a terminal node closest to itself). Then, the Q value is updated according to Equation (3) . If it is not a terminating node, the queuing waiting time of the request packet in node i is calculated. The reward function is calculated by the path delay and future delay feedback from the learning packet according to Equation (2) . If the node j does not receive the learning packet sent by the node i in the time interval T , the node i is considered to be absent and the node j changes the reward function to r (j, i) = r (j, i) +c(c is a large constant, so that we can get a large value of the reward function, make the corresponding Q value larger, and avoid congestion caused by sending data to the node next time). Then, the Q value is changed according to the Equation (3) and the downstream node k is reselected to send the request packet according to the Q- Table. For the calculation of the reward function, we can further explain in Figure 5 , the reward function calculation can be divided into three situations: 3) If the node k does not receive the learning packet sent by the node i in the time interval T , then k calculates the reward function according to r (j, i) = r (j, i) +c.
The third phase focus on the delivery tree construction. If the destination node finds a path to its terminating node, its terminating node sends data to the destination node through a reverse route according to the node sequence. Finally, when all destination nodes find paths to the termination node, a Q-ADT is constructed. Figure 5 is a sketch of the Q-ADT building process, where O represents the source server node and D 1 , D 2 , . . . , D j represents the destination node in the network. The circle represents the relay nodes in the network. rp represents the request packet, lp represents the learning packet, and the red solid line represents the selected adaptive path. In the algorithm of this paper, each destination node sends a packet to request a path to the termination node.
The routing process is explained in detail by taking Figure 5 as an example:
1) The node D j is used as the sender to select the neighbor node i with the smallest Q value according to the Q-table to send the request packet. 2) After receiving the request packet, the neighbor node i sends the learning packet to D j , including its best estimate f to the terminating node d and the delay δ from the D j to the node i. 3) After receiving the learning packet sent by the neighbor node i, D j calculates its congestion cost function according to Equation (2), and updates the corresponding congestion cost estimate of the node i in the Q- Table according to Equation (3). 4) The neighbor node i selects the next hop node according to the Q-table, and continues to send the request packet to the next hop node until reaching the terminating node.
When all the destination nodes find a path to their terminating node through the congestion-aware process, a Q-ADT is constructed.
V. EXPERIMENTAL ANALYSIS
We tested the performance of the experiment in different network topologies. We select 5 destination nodes each time, set the parameters γ to 0.9. The time interval T is set to the maximum time for feedback learning packets when the network load is heavy, and this paper is set to 0.01s. The c is set to a larger constant, and in this paper 10 is selected as the c value. Here we set a reasonable value according to the actual situation. We define the total congestion costs for data delivery as follows:
where q D j is the node sequence from node D j to its terminating node. Formally, given a network G = (V , E), the weight of each edges, and a set of terminals D ⊆ V , the Steiner tree problem is to find a tree in G that spans D with the minimum total weight. This problem has been proven to be NP-hard. For the Steiner tree problem, the best one can hope for is an approximation algorithm with a small but constant approximation guarantee. Many people model delivery tree optimization problems as Steiner tree problems. The Toward Source Tree (TST) [28] is a Steiner tree approximation algorithm to generate approximate Steiner Trees. Therefore, we compare the proposed algorithm with TST. Simulation results show that Q-ADT can effectively reduce the congestion cost of data delivery, and can better adapt to different network load conditions compared with TST.
A. CONGESTION COST ANALYSIS
This paper tests our algorithm using the communication network topology used by Boyan and Littman [36] , including an irregular 6×6 network and a 116 node LATA communication network. Communication network is an abstract representation of real life system, such as Internet or transmission network. It consists of a set of isomorphic nodes and links between them. Figure 6 (a) is a schematic diagram of an irregular 6×6 network topology. The network consists of two well-connected parts and a bridge link between the two parts. The bridge link in the middle is prone to network congestion. Figure 6 (b) is a schematic diagram of a 116 node LATA communication network topology. Compared with the 6 × 6 network, the LATA communication network has an irregular network connection and the network is more complicated. Figure 7 (a) is a comparison of the total congestion cost of Q-ADT and TST in an irregular 6 × 6 network. The load in this paper corresponds to the parameter value of the Poisson arrival process for the average number of injected packets per time unit. As can be seen, in Figure 7 (a), the total congestion cost of TST is smaller than that of Q-ADT although the difference between them is not significant. As the network load increases, the congestion cost of TST increases significantly, much higher than Q-ADT, while the Q-ADT can also achieve lower congestion costs under high load conditions. In addition to the irregular 6 × 6 network, we also take a test in the 116-node LATA communication network. As can be seen in Figure 7 (b), the Q-ADT still has a low congestion cost. It can be seen that Q-ADT can effectively reduce the congestion cost of the network with different network topologies.
B. EXPERIMENTAL PERFORMANCE ANALYSIS WITH DIFFERNET LOAD
As shown in Figure 8 and Figure 9 , we compare the variation of the congestion cost over time between Q-ADT and TST under the LATA network topology. We conduct experiments under high and low loads. Low load means fewer data packets are injected per unit time and network congestion is small. High load means more data packets are injected per unit time and network node congestion is serious. From Figure  8 , we can see that the congestion cost of Q-ADT converges to a certain value with low load when the time reaches 2000. However, the congestion cost of TST remains low. As shown in Figure 9 , in the case of high load, the congestion cost of Q-ADT gradually converges to a smaller value as the load increases, while the congestion value of TST is always in a higher level. Therefore, TST cannot reduce network congestion globally when the load is high, and Q-ADT can obtain lower congestion cost in the long run regardless of the load. Figures 8 and 9 have peak patterns, this is because at the initial stage of the algorithm, the Q-table has not been updated, so the resulting congestion cost is not optimal before the Q-table is updated to the optimal state, and peaks may occur, as time increases, congestion costs gradually reach a steady state. Q-learning needs a learning phase as a kind of learning based algorithm. In this phase, the algorithm does not return any optimal result as already proven in theory. It reaches the steady state after such a learning phase, causing the optimal result. In Figures 8 and 9 , we can see the characteristic.
C. TREE LENGTH ANALYSIS
Steiner Tree Problem is to find a tree with the minimum total weight. For the Steiner tree problem, the best one can hope for is an approximation algorithm with a small but constant approximation guarantee. Figure 10 shows the comparison VOLUME 7, 2019 between the tree length of the Q-ADT and TST as the load increases. It can be seen from the graph that the length of Q-ADT is basically the same as TST when the load is low. With the load increasing, the length of Q-ADT increases, indicating that the Q-ADT adjusts the path to accommodate increasing network congestion. Although the Q-ADT constructed by this paper is not as good as TST, it is very similar, indicating that the method can minimize the cost of congestion for content delivery along the delivery tree.
D. DISCOUNT FACTOR SELECTION
As shown in Figure 11 , the congestion cost changes when the discount factor increases from 0.1 to 0.9. As can be seen from the figure, the congestion cost decreases with the increase of discount factor. When the discount factor is 0.9, the cost is the lowest. And the values in the experiment are based on actual conditions. Figure 12 shows the change of congestion cost over time when the discount factors are 0.5 and 0.9 respectively. It is shown that when the discount factor is taken as 0.5, the congestion cost does not change after the time reaches 6000. When the discount factor is set 0.9, the congestion cost will not change after the time reaches 3000. It can be seen that taking the appropriate discount factor can effectively reduce the convergence time of the algorithm.
VI. CONCLUSION
In order to reduce the cost of content placement in cloud content delivery network and adapt to the dynamic characteristics of CCDNs, we propose a content placement model based on Q-learning in this paper. This model uses the Q-learning approach which can lead to better routing decisions due to upto-date and more reliable congestion values. So it can adapt to the dynamic characteristics of the CCDNs. Furthermore, we present an adaptive delivery tree construction algorithm to select the optimal paths with the lowest cost. The simulation results show that our method can adapt to the change of network and save congestion cost greatly. In future, we will further study the optimization of network performance jointly considering the consumption of energy and bandwidth. 
