Abstract-In this paper we define critical graphs as minimal graphs that support a given set of rates for the index coding problem, and study them for both the one-shot and asymptotic setups. For the case of equal rates, we find the critical graph with minimum number of edges for both one-shot and asymptotic cases. For the general case of possibly distinct rates, we show that for one-shot and asymptotic linear index coding, as well as asymptotic non-linear index coding, each critical graph is a union of disjoint strongly connected subgraphs (USCS). On the other hand, we identify a non-USCS critical graph for a one-shot non-linear index coding problem. In addition, we show that the capacity region of the index coding associated with a given graph can be obtained by time-sharing over valid index codes for its strongly connected components.
I. INTRODUCTION
Introduced by Birk and Kol in [1] , index coding is the problem of transmitting a set of messages to a number of receivers via a public communication. Each receiver may also have some side information, consisting of messages desired by some of the other receivers. This problem has been the subject of several recent studies (e.g. see [2] - [7] ).
In its most general form, each message can be desired by more than one destination. However the special case of each message being desired by exactly one receiver admits a graph theoretic representation in terms of directed graphs and thus has received particular attention. More specifically, if there are m receivers, we can construct a graph with m vertices. We draw a directed edge from vertex i to vertex j if and only if receiver i knows the intended message of receiver j.
It is common to study the index coding problem in terms of an achievable rate region based on the size of the m messages to be decoded by the m receivers (see Section II for a formal definition). Here the rate of a receiver refers to the normalized amount of information transmitted to it. The set of all achievable rates, i.e. the capacity region, for index coding problem remains an open problem. Nonetheless, the problem has been solved in some special cases, notably when all the rates are equal or the graph has certain structures [7] . In [5] , the capacity region of an index coding problem is related to some graph theoretical features such as local chromatic number. A difference between the performance of linear and non-linear codes is characterized in [8] .
Given a fixed set of rates, let G denote the set of all graphs that support the rates. We are interested in minimal members
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of G (with respect to containment of the edge set). More specifically, a graph is said to be critical (or edge critical) if (1) it belongs to G and (2) deletion of any edge from the graph makes it to fall outside G. It is useful to study critical graphs since it identifies the minimum-cost architectures of the networks supporting a given set of rates.
In this paper, we have two main results. When the rates are all equal, we identify the critical graph with minimum number of edges. Next we consider the general case of arbitrary rates. We show that critical graphs for one-shot and asymptotic linear index coding as well as those of non-linear asymptotic index coding are structured, by proving that they have to be a union of disjoint strongly connected subgraphs (USCS). Equivalently, each directed edge in the graph has to be on a cycle in the graph. On the other hand, for non-linear oneshot index coding, we construct a counterexample by finding a critical graph that is not USCS.
Additionally, even though we are mostly interested in critical graphs in this work, our results address the "index coding problem" itself. For instance, our result on the additivity of the capacity region of index coding problem (Theorem 2) finds the index coding capacity of a graph in terms of those of its subgraphs, if the graph has a certain structure. This paper is organized as follows: Section II contains some definitions. Our results are provided in Section III. Some of the proofs and the sketch of others are given in Section IV (with the full proofs available in [13] ).
II. DEFINITIONS AND PRELIMINARIES
An index coding problem comprises of m nodes, {1, · · · , m}, and a set of m message {W 1 , · · · , W m } where node i needs to decode the message W i , i = 1, · · · , m. The side information of node i is assumed to be a subset of
We can illustrate this side information by a directed graph G = (V, E), where V = {1, · · · , m} and node i has an edge to node j if node i knows W j . For simplicity in the rest of this paper, we use graph as a shorthand for directed graphs. Undirected graphs are referred to by the term "bidirectional graph". 
is called the public message since it will be made available to all the nodes; 3) A set of m decoding functions at the nodes from
Every node should be able to decode its message using the public message and its side information. The rate vector associated with the code is a vector r = (r 1 , · · · , r m ) where
Probability of error associated to the code is the probability that node i fails to correctly decode W i for some i = 1, 2, · · · , m, where rvs W i are assumed to be uniform on their alphabet set and mutually independent.
Definition 2. A linear code for an index coding problem with finite field F consists of
is a sequence of length l i of symbols in F; i.e. 
Definition 4. One-Shot and Asymptotic Index Coding
In the one-shot problem, we have fixed message alphabets W 1 , · · · , W m and seek the code with the smallest alphabet size for the public message that can result in a zero probability of error. On the other hand, in the asymptotic coding scheme we are only given rate vector r = (r 1 , · · · , r m ). Then there should exist a sequence of zero error codes whose rate vectors converge to r = (r 1 , · · · , r m ).
Remark 1.
The asymptotic index coding is generally defined for a vanishing probability of error rather than an exactly zero probability of error. However it is shown in [10] that the two definitions are equivalent.
Next we need some definitions from graph theory:
Definition 5. Turán Graph Turán Graph of order m and k, denoted by T (m, k), is a complete k-partite graph with b parts of size a + 1 and k − b parts of size a, where m = ak +b for a ≥ 0, b ∈ {0, 1, 2 · · · , k −1}. We denote the number of edges of T (m, k) by e(m, k). In [11, Ex. 5.2.18], it is shown that
Lemma 1 (Turán's theorem). [11, Thm. 5.2.9] A bidirectional m-vertex graph G that contains no clique of size k + 1 has at most e(m, k) edges. Furthermore, the only graph (up to isomorphism) which satisfies the aforementioned condition is T (m, k).
Definition 6. Strongly Connected Graphs
The graph G = (V, E) is strongly connected if there exists a directed path between every pair of distinct vertices.
Definition 7. Union of Two Disjoint Graphs
The union of G = (V, E) and
It is easy to verify that a graph is UCSC if and only if every edge of the graphs lies on a cycle.
III. MAIN RESULTS

Theorem 1. Minimum Number of Edges for Equal Rates
Every m-vertex graph supporting the rate vector r = (r, · · · , r) has at least:
edges, if
is the number of edges in the complement of T (m, 1 r )). Moreover, there is a unique graph, up to isomorphism, that has exactly g(r, m) edges and supports the rate vector r = (r, · · · , r). This theorem holds for all cases (linear or non-linear, one-shot or asymptotic).
Remark 2. This theorem shows that there is a unique (up to isomorphism) critical graph with minimum number of edges for both one-shot and asymptotic cases.
Remark 3. As discussed in [13] , for the case r > 1, there is no graph that supports the rate vector. Additionally, when r < 1 m , it is possible to send all messages as the public message, so, the empty graph is sufficient.
Theorem 2. Additivity of capacity region a) Given a graph G = (V, E), suppose that G and G are subgraphs of G induced on vertex sets V and V . In addition, assume that V and V partition V and there exist no edge like e = (u, v) in E that starts from u ∈ V and ends up in v ∈ V , i.e. no directed edge from G to G exists. Then, elimination of all the directed edges from G to G will not change the rate region in the one-shot linear, and in the asymptotic non-linear index coding problems.
b) [Optimality of a simple time-division strategy]. Take an index coding problem with graph G as described in part a. Let C, C and C denote the capacity regions of G, G and G respectively (the three capacities are all either in the sense of asymptotic linear, or all in the sense of asymptotic nonlinear). Then C = α∈[0,1] αC ⊕ (1 − α)C where ⊕ is the direct sum operator. Alternatively, the index coding region for G is of the form r = (αr , (1 − α)r ) for α ∈ [0, 1] and vector r is in the region of G and r is in the region of G , and (αr , (1 − α)r ) is the concatenation of the vectors αr and
Remark 4. Part b of Theorem 2 determines the capacity region of the union of two disjoint graphs in terms of their capacity regions.
Theorem 3. Critical graphs are USCS a) Every critical graph for linear index coding (one-shot or asymptotic) and for asymptotic non-linear index coding is USCS. In particular, removing edges that do not lie on a directed cycle does not change the capacity region in these cases.
b) There exists a critical graph for a one-shot non-linear index coding problem which is not USCS.
The condition given in item (a) of Theorem 3 are necessary but not necessarily sufficient, i.e. USCS does not necessarily imply criticality. A counterexample is given in [13] .
IV. PROOFS
A. Proof of Theorem 1
We begin by proving the given lower bound on the minimum number of edges. It suffices to prove it for the non-linear asymptotic case since it implies that for all other cases. Suppose that a given graph G = (V, E) supports the rate vector r = (r, · · · , r) for non-linear asymptotic case. Consider an arbitrary order on the vertices of G, indexing them with numbers 1, 2, 3, · · · , |V|. An edge is said to be "forward" if the index associated to its tail is larger than the index associated to its head; otherwise it is called "backwards". This partitions the edges of G into two sets E f and E g , and induces two new "forward" and "backward" graphs,
Using Lemma 2 given later in this subsection, every subset of V(G) with the size more than 1 r has a directed cycle and therefore has at least one edge in both G
Hence, G itself has at least g(r, m) edges.
In [13] , we have shown that the complement of T (m, 1 r ) supports the rate r in one-shot linear case and therefore for all cases.
Lastly, to show that no other graph with exactly g(r, m) edges supports r, consider a graph G that has g(r,
edges and they should have the structure mentioned in Lemma 1. Now, suppose that there are two vertices, u and v, where there is an edge between them in G f , but not in G b . Choose one vertex from each of the 1 r components of G f such that u is chosen and let us denote this set by X. In [13] , it is shown that X∪{v} does not contain any cycle in G; this contradicts Lemma 2.
Lemma 2 ([9]
). Assume that X is a subset of the vertices of a graph G = (V, E) which contains no directed cycle. Then in every rate vector r = (r 1 , · · · , r m ) supported by G in nonlinear asymptotic case, i∈X r i ≤ 1.
Although the lemma above is proved in [9] , we will give a simple operational proof based on graph theory.
Proof. We construct a new graph G = (V , E ) by contracting the set X in G. In [13] , it is proved that if we use the same coding scheme of G for G , the contracted node can decode all messages belonging to the vertices in X . In this coding scheme the rate of this node equals to i∈X r i . Since the rate of each vertex cannot be more than 1, we are done.
B. Proof of Theorem 2 1) Part a:
Asymptotic non-linear case. Consider an arbitrary code on the original graph with zero probability of error. Let K = f (W 1 , W 2 , · · · , W m ) be the public message. The rate of this code is (r 1 , r 2 , · · · , r m ) where r i = log(|Wi|) log(|K|) . Take an arbitrary > 0. We create a code for the union of G and G that achieves the rate vector r = (r 1 , r 2 , · · · , r m ) where r i ≥ r i − , with the probability of error being less than . This concludes the proof (see Remark 1). We can conceive n i.i.d. repetitions of the given code with (W n 1 , W n 2 , · · · , W n m ) and public message K n . The rate of the i.i.d. code is the same as the original one because log(|W n i |) = n log(|W i |) and log(|K n |) = n log(|K|). Since the original code had exactly zero error probability, the i.i.d. code has also a zero probability of error.
We define W G as a shorthand for W i , i ∈ G , and W n G as a shorthand for W n i , i ∈ G . We define a new code that uses (K , K ) instead of K n where K is used by nodes in G and K is used by nodes in G :
• Size of the alphabet of K , i.e. |K |, is less than or equal to 2 n(I(K;W G )+δ) . Furthermore, the nodes in G can use K and their side information (that is inside G ) to recover their message with probability 1 − .
• Size of the alphabet of K , i.e. |K |, is less than or equal to 2 n(H(K|W G )+δ) . Furthermore, the nodes in G can use K and part of their side information of messages inside G to recover their message with probability 1 − . This would finish the proof since log(|K | · |K |) is equal to n(log(|K|) + 2δ) and by choosing a small δ we can ensure that the rate of the new code is within of the original code.
Construction of K :
. Thus, it suffices to construct K whose alphabet size is less than or equal to 2 n(H(K|W G =w G )+δ) where w G is the one that minimizes H(K|W G = w G ).
Let us first assume in the original problem that W G = w G has occurred and the nodes in G are all aware of this (thus, if some of the nodes in G had partial information about messages of nodes in G , we are giving all of them a full access to W G and this should only help them in decoding their message). Thus the nodes in G should be able to recover their intended messages using K and their side information inside G with probability one, when W G = w G is fixed. We can use the conditional joint pmf p(K, W G |W G = w G ) as a joint pmf on q(k, w G ) on K, W G and think of it as an index code for G (since W G is independent of W G , the marginal distribution of q(w G ) is uniform and coordinatewise mutually independent). The public message in the index coding problem on G would be produced according to q(k) = p(k|W G = w G ) and it leads to zero error probability. If we have n i.i.d. copies of the pmf q, the corresponding public message can be compressed using Shannon's source coding theorem and sent to the parties, where nodes in G can first decompress it and then use it to run their decoding algorithm. Compression can be achieved at a rate of H q (K)+δ = H(K|W G = w G )+δ bits at the cost of a probability of error of , which is tolerated.
Note that the public message K is only meant for the use of subgraph G ; to construct the code for G we have pretended that W G = w G has happened in each copy of G . It is clear that K contains no useful information about W n G that has actually occurred, and nodes in G can ignore K .
Construction of K :
Here we provide the sketch of the proof. See [13] for details. We use the covering lemma (rate-distortion coding) to create a code for nodes in G . The sender creates a codebook of 2 n(I(K;W G )+δ) sequences
at the transmitter, it finds an index j such that K n (j) is jointly typical with W n G . From the covering lemma, this can be done with high probability. It then sends the index j as K to the receiver (the cardinality of the alphabet of K allows it to send the index j). Nodes i ∈ G createŴ n i as a function of K n (j) and its side information (they use the same decoding functions of the original code). Therefore
will be joint typical with high probability. Thus for any i ∈ G , with high probability (W n i ,Ŵ n i ) will be jointly typical. But in the original code,Ŵ i = W i with probability one, and thus these two variables are jointly typical only if they are equal. Therefore with high probability the decoders will successfully decode their intended messages.
It should be noted that the above proof does not work for asymptotic linear index coding because K will not necessarily be linear if K is a linear index code.
One-shot linear case. Assume that there exists a valid oneshot linear coding scheme for a graph G with m vertices such
li j=1 c ijk · w ij for all 1 ≤ k ≤ n and some coefficients c ijk in the field F. In other words, the following matrix is used for the linear map:
Without loss of generality we can assume that C is in the row echelon form, since elementary row operation on C is equivalent to using invertible linear combinations of t 1 , t 2 , · · · , t n instead of these variables. Moreover, suppose that vertices of
It is argued in [13] that this assumption and the assumption that C being in the row echelon form do not contradict the generality together. Now, we define a new encoding linear map f as follows:
Further let
f is introduced as a linear coding function in which C = [c ijk ] forms the coefficient matrix. It can be proved that f enables nodes in G to recover their intended messages without any need to have access to W i , i ∈ G . Nodes in G can also be shown to be still able to decode their messages with the encoding function f using their side information (nodes in G do not know any of the messages of nodes in G since G has no outgoing edge). Thus, the edges between G and G can be omitted. (Detailed proof is given in [13] )
2) Part b: Using the standard time-sharing techniques, one can show that the capacity region of the index coding problem is a convex set. Therefore, for any r in C , r in C , and α ∈ [0, 1] the rate (αr , (1 − α)r ) ∈ C, and this shows that
Using part a, we know that for any valid coding function for G there exist two valid coding functions for G and G whose concatenation result in a valid coding function for G that has same rate vector as f . Using this fact, we proved that C ⊆ α∈[0,1] αC ⊕ (1 − α)C . This completes the proof. The detailed proof is given in [13] .
3) Part c: This can be proved by induction on l.
C. Proof of Theorem 3 1) Part a: Linear one-shot case: If G is USCS, then proof is finished. Otherwise, G contains an edge like e = (u, v) which is not located in any cycles. Let V 1 be the set of vertices that can be reached from v and V 2 be the set of vertices who cannot be reached from v. It is easy to verify that there will be no edge that starts from V 1 and finishes in V 2 . Using part (a) of Theorem 2, we can remove all edges between V 1 and V 2 including e, so that the rate region does not shrink. As the number of the edges of G is finite, by repeating this process we can find a USCS subgraph of G like G whose rate region equals the rate region of G. Hence, if G is a critical graph, it should be equal to G which is USCS. In other words, any critical graph for one-shot linear index coding is USCS. The proof for Non-linear asymptotic index coding using part (a) of Theorem 2 is similar.
Linear asymptotic case: This follows from the one-shot case, and by considering a sequence of codes whose rate vector converges to a given rate vector r = (r 1 , r 2 , · · · , r m ). See [13] for details.
2) Part b: To prove this part we need to show that a critical graph exists for one-shot non-linear case that is not USCS.
Consider the graph given in Fig. 1 . We call this graph G = (V, E). Assume that W i = {0, 1} for 1 ≤ i ≤ 5, and W 6 = {0, 1, 2, 3, 4}. We have the following claim: Claim 1. Sending a symbol from {1, 2, · · · , 32} as the public message suffices for every node to decode its message. However, if we remove the edges connected to node 6, which do not belong to any cycle, we need at least 35 symbols to have a successful transmission.
This claim establishes the desired result, since if G is critical it would be an instance of a non-USCS graph that is critical. If G is not critical, there is a subgraph G of it (obtained by removing edges from G) that is critical; that is the graph G is such that sending a symbol from {1, 2, · · · , 32} as the public message suffices for every node to decode its message. However any further removal of edges from G results in a graph that does not have this property. By the above claim, the minimal graph G should contain at least one of the edges connected to the node 6; since if not, G would be a subgraph of the graph shown in the claim to need at least 35 symbols. Therefore, G contains an edge that is not on any cycle. So it is a non-USCS and critical graph.
We now turn to the proof of the claim. In order to construct the coding scheme using 32 symbols for G, first note that W 1 W 2 W 3 W 4 W 5 forms a binary sequence of the length 5. Based on the value of W 6 , we XOR this sequence with one the following sequence: 00000, 10001, 01111, 01100, 10111. Then, we transmit the result as the public message. Let us denote the 5-bit public message byW 1W2W3W4W5 . It is sufficient to show that every node can decode its message with the help of the public message and its side information. First of all, because the node 6 knows the message of 1 to 5, it can XOR their message by the public message and from the XOR decode its message. For the other nodes, note that W i ⊕W i for 1 ≤ i ≤ 5 is a function of the side information of node i, and therefore, node i can decode its message. We explain the decoding process for node 1; the decoding process for other nodes is similar. Node 1 knows W 2 and W 5 . By comparing these two bits withW 2 andW 5 , node 1 can exactly recover W 6 if it is equal to 0, 2 or 3. If W 6 is equal to 1 or 4, node 1 cannot find the exact value of W 6 . However in both cases of W 6 = 1, 4 we haveW 1 = ¬W 1 , and by flippingW 1 the first node can recover W 1 .
In order to prove that if we remove the edges connected to node 6, at least 35 symbols are needed, suppose that there exists a coding scheme which requires at most 34 symbols. According to Pigeonhole Principle, we can conclude that there exists w 6 ∈ {0, 1, 2, 3, 4} so that if W 6 = w 6 , public message gets at most 6 distinct different values when we vary w 1 , w 2 , · · · , w 5 . For this value of w 6 , we definef as f (w 1 , w 2 , · · · , w 5 ) = f (w 1 , w 2 , · · · , w 5 , w 6 ). The functionf is a valid encoding function for a cycle of length 5. This contradicts Lemma 3 below.
Lemma 3. Bidirectional cycle of length 5 with W i = {0, 1} needs a public message of alphabet size 7 to achieve a zero error code for the one-shot problem.
Proof. This problem is shown to be related to the chromatic number of a certain graph; a computer program in [13] then checks the correctness of the result.
