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Abstract: Classical string actions in AdS3 and dS3 can be connected to the sinh-
Gordon and cosh-Gordon equations through Pohlmeyer reduction. We show that the
problem of constructing a classical string solution with a given static or translation-
ally invariant Pohlmeyer counterpart is equivalent to solving four pairs of effective
Schro¨dinger problems. Each pair consists of a flat potential and an n = 1 Lame´ po-
tential whose eigenvalues are connected, and, additionally, the four solutions satisfy
a set of constraints. An approach for solving this system is developed by employing
an interesting connection between the specific class of classical string solutions and
the band structure of the Lame´ potential. This method is used for the construction
of several families of classical string solutions, one of which turns out to be the spiky
strings in AdS3. New solutions include circular rotating strings in AdS3 with singular
time evolution of their radius and angular velocity as well as classical string solutions
in dS3.
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1 Introduction
It has been known for a long time that two-dimensional non-linear sigma models
(NLSM) defined on a symmetric target space can be reduced to integrable systems
of the type of sine-Gordon equation. The first such example is the correspondence of
the O(3) NLSM to the sine-Gordon equation [1, 2], known as Pohlmeyer reduction,
which was subsequently generalized to O(N) sigma models [3, 4] and CP(N) models
[5]. Since then, the understanding of Pohlmeyer reduction has significantly advanced.
The connection between the target space being a symmetric space and the integrability
of the sigma model has been understood [6, 7] and interpreted geometrically as Gauss-
Codazzi equations for the embedding of the submanifold of the NLSM solution within
the target space [8]. Although Pohlmeyer reduction leads to an integrable Hamiltonian
system, it is a non-trivial question whether the dynamics of this system can be de-
rived from a local Lagrangian. This question was answered through the relation of the
integrable system with gauged WZW models with an additional integrable potential
[9–12], which allows to develop a systematic approach for a local action of the reduced
system.
Pohlmeyer reduction can be applied to the NLSM describing strings propagating
in constant curvature spaces [13–15]. In the context of holographic dualities [16–18], it
is particularly interesting to study the reduction of string actions in AdS5×S5 [19–21],
where kink solutions of the reduced integrable systems were understood as magnon so-
lutions [22, 23] and likewise in AdS4×CP3 [24] in the framework of the ABJM conjecture
[25].
Classical string solutions in AdS spaces have shed light to several aspects of the
AdS/CFT correspondence [26–28]. Interest in those solutions was further inspired fol-
lowing the work by Alday and Maldacena that provided a prescription for computing
gluon scattering amplitudes in terms of classical string solutions with boundary condi-
tions related to the gluon momenta [29, 30]. Based on this prescription, the classical
string solution found in [31] was used to calculate the four gluon scattering ampli-
tude [29] and to demonstrate that it matches the conjectured iteration relations for
perturbative calculations of scattering amplitudes at several loops [32].
The reduced models for strings propagating in constant curvature spaces are typ-
ically some sort of multi-component generalization of the sine-Gordon or sinh-Gordon
equation, which are characterized by a set of first order relations connecting pairs of
solutions, known as Ba¨cklund transformations. These transformations can be used in-
ductively to construct families of kink solutions starting from a given solution, such
as the vacuum solution. Special emphasis has been placed on the construction of the
NLSM counterparts of kink solutions in AdS backgrounds [33–37].
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The simplest examples for string propagation in constant curvature spaces are
related to AdS3 and dS3, as their Pohlmeyer reduction leads to a single component
integrable system. In AdS3, a family of interesting solutions, possessing a finite number
of singular points, were discovered some years ago [38–41]. These solutions, which are
called spiky strings, are interesting in the framework of AdS/CFT, as they can be
related to single trace operators of the dual CFT [38]. Spiky strings correspond to
elliptic solutions of the sinh-Gordon equation. Their study in the Pohlmeyer reduced
theory poses an interesting question and, as it turns out, it can also lead to new families
of solutions.
The relation between the degrees of freedom of the NLSM and those of the reduced
theory is highly non-local, resulting in great difficulty to invert the procedure. In
particular, it is not clear how exactly a solution of the Pohlmeyer reduced theory
corresponds to one or more physically distinct solutions of the original NLSM. It is our
prime directive to provide a mapping of known classical string solutions to solutions
of the Pohlmeyer reduced theory, develop generalizations, and discuss the inversion
problem in more general terms than they have been discussed in the literature so far.
In this paper, we develop a systematic method to build classical string solutions in AdS3
or dS3 that correspond to a special class of solutions of the reduced two-dimensional,
integrable system, which are either static or translationally invariant and they can
be expressed in terms of elliptic functions. Our method is based on an interesting
connection between a certain class of string solutions and the band structure of the
n = 1 Lame´ potential.
In section 2, we review the Pohlmeyer reduction of string actions in AdS3 and dS3
that results to the sinh-Gordon or cosh-Gordon equation, depending on circumstances.
In section 3, we study solutions of the sinh-Gordon and cosh-Gordon equations that
depend solely on one of the two coordinates and develop a uniform description for all
in terms of Weierstrass elliptic functions. In section 4, we revisit the construction of
spiky string solutions in AdS3 and find their counterpart in the Pohlmeyer reduced
theory. Next, in section 5, we show that the construction of a classical string solution
with a given static or translationally invariant Pohlmeyer reduced counterpart can
be reformulated in terms of four pairs of effective Schro¨dinger problems. Each pair
consists of a flat potential together with an n = 1 Lame´ potential, whose eigenvalues
are interrelated, and, additionally, the four solutions satisfy a set of constraints. We
study the particular form of eigenstates of those problems, and, in section 6, we use
them as building blocks to construct classical string solutions. Finally, in section 7,
we summarize our results and discuss possible extensions and applications to other
directions. There is also an appendix containing the basic mathematical results about
the Weierstrass functions used in the main text.
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2 Pohlmeyer Reduction of String Actions in AdS3 and dS3
Pohlmeyer reduction relates string actions in symmetric spaces like AdS and dS to inte-
grable systems such as the sinh-Gordon or cosh-Gordon equation and multi-component
generalizations thereof. In this section, following closely the literature [24, 33, 37], we
review the Pohlmeyer reduction of string actions in AdS3 and dS3 spaces that result
in the sinh-Gordon or cosh-Gordon equation, depending on circumstances, which are
specified below.
The starting point of Pohlmeyer reduction is the embedding of the two-dimensional
(world-sheet) manifold into the symmetric target space of the NLSM, which is in turn
embedded in a higher-dimensional flat space. Since we are considering strings propa-
gating in AdS3 or dS3, this higher dimensional flat space is four-dimensional. We will
denote the coordinates in the enhanced space as Y −1, Y 0, Y 1 and Y 2.
In the case of AdS an extra time-like dimension is required, while in the case of
dS an extra space-like dimension is required. Then, the enhanced four-dimensional flat
space is R(2,2) or R(1,3), respectively, with metric ηµν = diag{−1, s, 1, 1}, setting s = −1
for AdS and s = +1 for dS. Then, AdS3 or dS3 is the submanifold
Y · Y = sΛ2, (2.1)
using the common notation
A ·B ≡ ηµνAµBν . (2.2)
2.1 Action, Equations of Motion and Virasoro Conditions
A two-dimensional time-like surface in AdS3 or dS3 parametrized with a time-like co-
ordinate ξ0 and a space-like coordinate ξ1 has area given by the Polyakov action
S =
1
2
∫
dξ0dξ1
√−γ (γab∂aY · ∂bY + λ (Y · Y − sΛ2)). (2.3)
One can select the conformal gauge γab = e
ωηab, where ηab = diag{−1, 1}. In this gauge
γab = e−ωηab and −γ = e2ω, thus the action can be written as
S =
1
2
∫
dξ0dξ1
(
ηab∂aY · ∂bY + λ
(
Y · Y − sΛ2)). (2.4)
Finally, using the left- and right-moving coordinates ξ± = (ξ1 ± ξ0) /2, the action takes
the form
S =
∫
dξ+dξ−
(
∂+Y · ∂−Y + λ
(
Y · Y − sΛ2)). (2.5)
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Having set up the notation, the equations of motion for the field Y are
∂+∂−Y = λY, (2.6)
whereas the equation of motion for the Lagrange multiplier λ yields the constraint
(2.1),
Y · Y = sΛ2. (2.7)
In order to eliminate the Lagrange multiplier λ from the equations of motion of the
field Y we note, as direct consequence of the constraint equation, that
∂±Y · Y = 0, (2.8)
which upon differentiation yields
∂+Y · ∂−Y + ∂+∂−Y · Y = 0. (2.9)
The equations of motion for the field Y suggest that
∂+∂−Y · Y = λY · Y = sλΛ2, (2.10)
resulting to
λ = −s 1
Λ2
∂+Y · ∂−Y. (2.11)
In turn, it allows to rewrite the equations of motion of Y as
∂+∂−Y = −s 1
Λ2
(∂+Y · ∂−Y )Y. (2.12)
Varying the action with respect to the metric, one calculates the stress-energy
tensor whose elements are
T±± = ∂±Y · ∂±Y, (2.13)
T+− = 0. (2.14)
T+− vanishes identically as direct consequence of Weyl invariance, whereas the form of
T±± implies that the Virasoro constraints take the form
∂±Y · ∂±Y = 0, (2.15)
so that both vectors ∂±Y are null.
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2.2 The Pohlmeyer Reduction
It is convenient to use the notation vi, i = 1, 2, 3, 4, to combine the vectors Y , ∂+Y and
∂−Y with one more vector v4 as
vi = {Y, ∂+Y, ∂−Y, v4} . (2.16)
The vectors ∂+Y and ∂−Y span the tangent space of the embedded two-dimensional
surface in the enhanced target space. Since we study a string world-sheet, the tangent
space contains one time-like and one space-like direction. Clearly, the basis of vectors
vi should contain two time-like and two space-like vectors in the case of AdS3 and one
time-like and three space-like vectors in the case of dS3. The vector v1 is time-like in
AdS3 and space-like in dS3, following equation (2.1) and so in both cases v4 is space-like.
Demanding that it is a unit vector orthogonal to v1, v2 and v3, we have
v4 · Y = v4 · ∂±Y = 0, (2.17)
v4 · v4 = 1. (2.18)
Since we restrict our attention to time-like surfaces, the inner product ∂+Y · ∂−Y
is positive and we may define
ea := ∂+Y · ∂−Y. (2.19)
Thus, any vector X in the enhanced target space admits the following decomposition,
X = s
1
Λ2
(X · v1) v1 + e−a (X · v3) v2 + e−a (X · v2) v3 + (X · v4) v4. (2.20)
The derivatives of the vectors vi can be expressed as linear combination of the
vectors vi themselves as follows, using the 4× 4 matrices A±,
∂+vi = A
+
ijvj, (2.21)
∂−vi = A−ijvj. (2.22)
The derivatives of v1 are the simplest and follow from the definition,
∂+v1 = ∂+Y = v2, (2.23)
∂−v1 = ∂−Y = v3. (2.24)
For the remaining components we have the following general relations
∂+v2 = ∂
2
+Y = a
(+)
0 Y + a
(+)
+ ∂+Y + a
(+)
− ∂−Y + a
(+)
4 v4, (2.25)
∂−v3 = ∂2−Y = a
(−)
0 Y + a
(−)
+ ∂+Y + a
(−)
− ∂−Y + a
(−)
4 v4, (2.26)
∂+v3 = ∂−v2 = ∂+∂−Y = c0Y + c+∂+Y + c−∂−Y + c4v4. (2.27)
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Using the equations of motion for the field Y
∂+∂−Y = −s 1
Λ2
(∂+Y · ∂−Y )Y = −s 1
Λ2
eaY, (2.28)
we obtain
c0 = −s 1
Λ2
ea, c+ = c− = c4 = 0. (2.29)
Differentiating equation (2.8), ∂±Y ·Y = 0 and using the fact that ∂±Y are null vectors,
we get
∂2±Y · Y = 0, (2.30)
which implies that
a
(±)
0 = 0. (2.31)
Also, differentiating the Virasoro constraints (2.15), we get
∂2±Y · ∂±Y = 0, (2.32)
which implies that
a
(±)
∓ = 0. (2.33)
Finally, differentiating the defining relation (2.19) for the field a and making use of the
field equations and the orthogonality between Y and ∂±Y , we get
∂2±Y · ∂∓Y = ∂±aea, (2.34)
which implies that
a
(±)
± = ∂±a. (2.35)
Summarizing, we have the following decomposition for the derivatives of the vectors v2
and v3
∂+v2 = (∂+a) v2 + a
(+)
4 v4, (2.36)
∂−v3 = (∂−a) v3 + a
(−)
4 v4, (2.37)
∂+v3 = ∂−v2 = −s 1
Λ2
eav1. (2.38)
As for the derivatives of the vector v4, we make use of the orthogonality conditions
to obtain
v4 · v4 = 1⇒ ∂±v4 · v4 = 0, (2.39)
v4 · Y = 0⇒ ∂±v4 · Y = −v4 · ∂±Y = 0, (2.40)
v4 · ∂±Y = 0⇒ ∂±v4 · ∂±Y = −v4 · ∂2±Y = −a(±)4 , (2.41)
v4 · ∂±Y = 0⇒ ∂∓v4 · ∂±Y = −v4 · ∂+∂−Y = 0. (2.42)
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Thus, the derivatives of v4 are equal to
∂+v4 = −a(+)4 e−av3, (2.43)
∂−v4 = −a(−)4 e−av2. (2.44)
Putting everything together, the matrices A± take the following form,
A+ =

0 1 0 0
0 ∂+a 0 a
(+)
4
−s 1
Λ2
ea 0 0 0
0 0 −a(+)4 e−a 0
 , A− =

0 0 1 0
−s 1
Λ2
ea 0 0 0
0 0 ∂−a a
(−)
4
0 −a(−)4 e−a 0 0
 .
(2.45)
They obey the compatibility condition
∂−
(
A+ijvj
)
= ∂+
(
A−ijvj
)⇒ (∂−A+ij) vj + A+ikA−kjvj = (∂+A−ij) vj + A−ikA+kjvj, (2.46)
which is equivalently written in matrix form as the zero-curvature condition
∂−A+ − ∂+A− +
[
A+, A−
]
= 0. (2.47)
The zero-curvature condition imposes the following equations for the field variables
a and a
(±)
4 ,
∂+∂−a = −s 1
Λ2
ea + a
(+)
4 a
(−)
4 e
−a, (2.48)
∂∓a
(±)
4 = 0. (2.49)
Equations (2.49) are immediately solved as
a
(±)
4 = f
(±) (ξ±) (2.50)
and equation (2.48) takes the final form
∂+∂−a = −s 1
Λ2
ea + f (+) (ξ+) f
(−) (ξ−) e−a. (2.51)
At this point, we distinguish three possible cases, depending on the sign of the
product sf (+) (ξ+) f
(−) (ξ−). If this combination does not vanish, we define
ϕ := a− 1
2
ln
(
Λ2
∣∣f (+) (ξ+) f (−) (ξ−)∣∣) . (2.52)
It is also convenient to transform the coordinates ξ±
′ = ξ±
′ (ξ±) as
dξ±
′
dξ±
=
√
Λ |f (±) (ξ±)| (2.53)
– 8 –
and then, drop the primes in the following for notational convenience. If the product
sf (+) (ξ+) f
(−) (ξ−) is negative, equation (2.51) will take the form
∂+∂−ϕ = −s 2
Λ2
coshϕ, (2.54)
which is the cosh-Gordon equation, whereas in the case the product sf (+) (ξ+) f
(−) (ξ−)
is positive, equation (2.51) is written as
∂+∂−ϕ = −s 2
Λ2
sinhϕ, (2.55)
which is the sinh-Gordon equation. Finally, if the product f (+) (ξ+) f
(−) (ξ−) vanishes,
one simply defines ϕ := a, in which case equation (2.51) takes the form
∂+∂−ϕ = −s 1
Λ2
eϕ, (2.56)
which is the Liouville equation. Table 1 summarizes all three cases for AdS3 and dS3
target spaces.
f (+)f (−) < 0 f (+)f (−) > 0 f (+)f (−) = 0
AdS3 ∂+∂−ϕ = 2sinhϕ/Λ2 ∂+∂−ϕ = 2coshϕ/Λ2 ∂−∂+ϕ = eϕ/Λ2
dS3 ∂+∂−ϕ = −2coshϕ/Λ2 ∂+∂−ϕ = −2sinhϕ/Λ2 ∂−∂+ϕ = −eϕ/Λ2
Table 1. The reduced equation for all possible values of f (+)f (−)
In all cases, the Pohlmeyer reduced equation can be derived from a local Lagrangian
density, which reads
L = 1
2
∂+ϕ∂−ϕ− s 2
Λ2
sinhϕ, (2.57)
L = 1
2
∂+ϕ∂−ϕ− s 2
Λ2
coshϕ, (2.58)
L = 1
2
∂+ϕ∂−ϕ− s 1
Λ2
eϕ, (2.59)
corresponding to equations (2.54), (2.55) and (2.56), respectively.
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3 Elliptic Solutions of the Sinh- and Cosh-Gordon Equations
In this section, we find a family of solutions of the reduced equations that can be
expressed in terms of elliptic functions and for which we can construct the corresponding
classical string solutions, as we will do later in section 6.
All cases of equations shown in table 1 can be rewritten in unified form
∂+∂−ϕ = −sm
2
2
(
eϕ + te−ϕ
)
, (3.1)
where t takes values ±1 which is opposite to the sign of sf (+)f (−) and m is the mass
scale of the sinh or cosh-Gordon equation, which equals
√
2/Λ.
Both sinh-Gordon and cosh-Gordon equations are integrable systems. The usual
approach for finding solutions of the sinh-Gordon equation, such as the kinks, is to use
the corresponding Ba¨cklund transformation starting from the vacuum as seed solution.
This method, however, cannot be applied to the cosh-Gordon equation; although it
possesses Ba¨cklund transformations similar to those of the sinh-Gordon equation, it
does not admit a vacuum solution.
In this work, we follow an alternative approach, focusing on solutions of the sinh-
Gordon or cosh-Gordon equations that depend on only one of the two world-sheet
coordinates ξ0 and ξ1. The motivation is provided by the inverse Pohlmeyer reduction,
namely by the need to find a classical string configuration whose Pohlmeyer counterpart
is a given solution ϕ (ξ0, ξ1) of the sinh- or the cosh-Gordon equation. As will be seen
later, this requires to solve equations
∂2Y µ
∂ξ21
− ∂
2Y µ
∂ξ20
= −s 1
Λ2
eϕ(ξ0,ξ1)Y µ, (3.2)
plus the Virasoro constraints. The latter will be significantly simplified via separation
of variables if ϕ (ξ0, ξ1) depends only on ξ0 or ξ1.
3.1 The Effective One-dimensional Mechanical Problem
We start searching for solutions of the form ϕ (ξ0, ξ1) = ϕ1 (ξ1), namely static solutions.
In this case, equation (3.1) reduces to the ordinary differential equation
d2ϕ1
dξ1
2 = −s
m2
2
(
eϕ1 + te−ϕ1
)
, (3.3)
which can be integrated to
1
2
(
dϕ1
dξ1
)2
+ s
m2
2
(
eϕ1 − te−ϕ1) = E. (3.4)
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The latter can be viewed as the conservation of energy for an effective one-dimensional
mechanical problem describing the motion of a particle with potential
U1 (ϕ1) = s
m2
2
(
eϕ1 − te−ϕ1) , (3.5)
letting ξ1 play the role of time and ϕ1 the role of the particle coordinate. The potential
(3.5) is plotted in figure 1 for all four cases we are studying. Considering this effective
−m2
m2
ϕ
V (ϕ)
∂+∂−ϕ = m2 sinhϕ
∂+∂−ϕ = m2 coshϕ
∂+∂−ϕ = −m2 sinhϕ
∂+∂−ϕ = −m2 coshϕ
Figure 1. The potential of the one-dimensional mechanical analogue
mechanical problem, we obtain a qualitative picture for the behaviour of the solutions.
For the sinh-Gordon equation with an overall minus sign, we expect to find oscillating
solutions with energy E > m2 and no solutions for E < m2. For the sinh-Gordon
equation with an overall plus sign, we expect to find two different classes of solutions;
for E < −m2 we expect to find reflecting scattering solutions since the effective particle
does not have enough energy to overcome the potential barrier, whereas for E > −m2,
we expect to find transmitting scattering solutions since the particle overcomes the
potential barrier. Finally, for the cosh-Gordon equation, we expect to find reflecting
scattering solutions for all energies.
Introducing the quantity
V1 := −sm
2
2
eϕ, (3.6)
allows to rewrite equation (3.4) as(
dV1
dξ1
)2
= 2V 31 + 2EV
2
1 − t
m4
2
V1. (3.7)
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As such it transforms the one-dimensional problem of motion for a particle with energy
E under the influence of a hyperbolic potential to yet another one-dimensional problem,
describing the motion of a particle with zero energy under the influence of a cubic
potential. This formulation is advantageous since V1 can be easily expressed in terms
of the Weierstrass elliptic function ℘ (see appendix A). Actually, using the change of
variable
V1 = 2y − E
3
, (3.8)
equation (3.7) takes the standard Weierstrass form(
dy
dξ1
)2
= 4y3 −
(
1
3
E2 + t
m4
4
)
y +
E
3
(
1
9
E2 + t
m4
8
)
. (3.9)
Translationally invariant solutions of the sinh- or cosh-Gordon equation are similar
to the static ones. In that case the solutions are of the form ϕ (ξ0, ξ1) = ϕ0 (ξ0) and
equation (3.1) reduces to the ordinary differential equation
d2ϕ0
dξ0
2 = s
m2
2
(
eϕ0 + te−ϕ0
)
, (3.10)
which can be integrated once to yield
1
2
(
dϕ0
dξ1
)2
− sm
2
2
(
eϕ0 − te−ϕ0) = E. (3.11)
As before, this equation can be viewed as energy conservation for a one-dimensional
problem describing the motion of a particle with potential
U0 (ϕ0) = −sm
2
2
(
eϕ0 − te−ϕ0) . (3.12)
It is identical to the problem of static configurations, letting s → −s. Then, if we
define
V0 := s
m2
2
eϕ0 , (3.13)
we arrive at the exact same equation for V0, as the one satisfied by V1, (3.7). Thus,
translationally invariant solutions follow from the static ones and vice versa using the
identification
V0 (ξ0;E, s, t) = V1 (ξ0;E, s, t) , (3.14)
ϕ0 (ξ0;E, s, t) = ϕ1 (ξ0;E,−s, t) . (3.15)
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This implies that the static solutions of the Pohlmeyer reduced system for string propa-
gation in AdS3 are identical to the translationally invariant solutions of the Pohlmeyer
reduced system for string propagation in dS3 and vice versa.
Summarizing, the problem of finding static or translationally invariant solutions of
the sinh- and cosh-Gordon equations is reduced to the Weierstrass equation (3.9). It
is interesting to understand how the same equation can be used to describe a variety
of solutions that exhibit qualitatively different behaviour, as suggested by the effective
one-dimensional mechanical point particle problem.
3.2 Some Properties of the Weierstrass Function ℘
We review some properties of the Weierstrass function ℘ that will be important in
the following sections. The function ℘ (x; g2, g3) is a doubly periodic complex function
defined in terms of one complex variable z, satisfying the equation(
dy
dz
)2
= 4y3 − g2y − g3. (3.16)
The periods of ℘ are related with the three roots e1, e2 and e3 of the cubic polynomial
Q (y) = 4y3 − g2y − g3. (3.17)
The absence of a quadratic term implies the relation e1 + e2 + e3 = 0. Introducing the
discriminant
∆ := g32 − 27g23, (3.18)
we distinguish two cases:
If ∆ > 0, the cubic polynomial (3.17) will have three real roots. Ordering the roots
as e1 > e2 > e3, the function ℘ has one real period 2ω1 and one imaginary period 2ω2
which are related to the roots as follows,
ω1 =
K (k)√
e1 − e3 , ω2 =
iK (k′)√
e1 − e3 , (3.19)
where K (k) is the complete elliptic integral of the first kind and
k2 =
e2 − e3
e1 − e3 , k
′2 =
e1 − e2
e1 − e3 , k
2 + k′2 = 1. (3.20)
If ∆ < 0, the cubic polynomial (3.17) will have one real root and two complex,
which are conjugate to each other. We let e2 to be the real root and e1,3 = a± ib with
b > 0. Then, the function ℘ has one real period and one complex, which, however, is
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not purely imaginary. In this case, it is more convenient to consider as fundamental
periods the complex one and its conjugate,
ω1 =
K (k)− iK (k′)
2 4
√
9a2 + b2
, ω2 =
K (k) + iK (k′)
2 4
√
9a2 + b2
, (3.21)
with
k2 =
1
2
− 3e2
4
√
9a2 + b2
, k′2 =
1
2
+
3e2
4
√
9a2 + b2
, k2 + k′2 = 1. (3.22)
The real period is just the sum of the two fundamental periods 2ω1 and 2ω2.
In all cases, the Weierstrass function ℘ obeys the following half-period relations
℘ (ω1) = e1, ℘ (ω2) = e3, ℘ (ω3) = e2, (3.23)
where ω3 := ω1 + ω2.
If ∆ = 0, then at least two of the roots are equal and the Weierstrass function ℘
takes a special form, which is not doubly periodic, but trigonometric. More information
on those limits is provided in appendix A.
Although ℘ has many interesting properties in the complex domain, we should not
forget that equation (3.9) is real, and, thus, we are looking for real solutions of equation
(3.16) defined in the real domain. Similarly to the analysis of section 3.1, the form of
the real solutions of equation (3.16) can be visualized in terms of an one-dimensional
mechanical problem, describing the motion of a point particle with vanishing energy
moving under the influence of the cubic potential V℘ (y) = −4y3 + g2y + g3 = −Q (y).
As figure 2 suggests, when ∆ > 0, we expect to have two real solutions, one being
unbounded with y > e1 and a bounded one with e3 < y < e2. When ∆ < 0, we
expect to have only one real solution which is unbounded with y > e2. The Weierstrass
function ℘ has a second order pole at the origin of the complex plane and it is real on the
real axis. These properties suffice to determine the unbounded solution by restricting
z to the real axis. Indeed, the unbound solutions are given by y = ℘ (x), where x ∈ R
and the half-period relations (3.23) imply that the “time of flight” is equal to the real
period of ℘ (z).
Next, we consider the bounded real solution. Note at this point that the argument
z of the Weierstrass function can be shifted by an arbitrary constant and still solve
equation (3.16). Using the periodic properties of ℘ and the fact that ω2 is purely
imaginary in the case ∆ > 0, we have the relation
℘ (x+ ω2) = ℘ (x+ ω2) = ℘ (x− ω2) = ℘ (x+ ω2) . (3.24)
Since the Weierstrass function obeys the half-period identities ℘ (ω1 + ω2) = e2 and
℘ (ω2) = e3, we conclude that ℘ (x+ ω2), where x ∈ R, is a real periodic solution
– 14 –
e3 e2 e1 e2
V℘ V℘
∆ > 0 ∆ < 0
Figure 2. The form of the effective potential V℘
that oscillates between e2 and e3, with period equal to 2ω1. As such, it describes the
bounded solution corresponding to ∆ > 0, as qualitatively understood from figure 2.
In the language of real differential equations, we may say that when ∆ > 0 equation
(3.16) has two real solutions,
y1 (x) = ℘ (x) , (3.25)
y2 (x) = ℘ (x+ ω2) , (3.26)
corresponding to the unbounded and bounded solutions respectively, whereas for ∆ < 0
there is only one real solution given by (3.25).
For reasons that will become apparent in section 5.3, it is also interesting to study
the behaviour of ℘ on the purely imaginary axis z = ix. Then, the Weierstrass equation
(3.16) becomes (
d℘ (ix)
dx
)2
= − (4℘3 (ix)− g2℘ (ix)− g3) . (3.27)
Thus, the Weierstrass function behaves on the imaginary axis in exactly the same way
as it behaves on the real axis, but with inverted cubic potential (3.17). The function
℘ is still real on the imaginary axis, taking values in intervals complementary to those
defined on the real axis. By the same token ℘ (ix+ ω1) is also real when ∆ > 0. The
above are depicted in figure 3.
In later sections we will be interested in knowing the position of a number z in
the complex plane obeying ℘ (z) = y for given real number y. Based on the previous
analysis we are led to consider the following cases:
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e1
e2
e3
2ω1 2ω2 4ω1 4ω2
e2
2ω1 2ω2 4ω1 4ω2
℘ ℘
∆ > 0 ∆ < 0℘ (x) ℘ (x+ ω2)
℘ (ix) ℘ (ix+ ω1)
Figure 3. The values of ℘ (z) on the real and imaginary axes
• If ∆ > 0, all real numbers will appear on the rectangle of the complex plane with
corners at 0, ω1, ω2 and ω3. Then,
– for any y ≥ e1, there is an x ∈ (0, ω1] such that ℘ (x) = y
– for any e2 ≤ y ≤ e1, there is an x ∈ [0,−iω2] such that ℘ (ix+ ω1) = y
– for any e3 ≤ y ≤ e2, there is an x ∈ [0, ω1] such that ℘ (x+ ω2) = y
– for any y ≤ e3, there is an x ∈ (0,−iω2] such that ℘ (ix) = y.
• If ∆ < 0, all real numbers will appear on two segments of the complex plane, one
on the real axis with endpoints at 0 and ω1 + ω2 and one in the imaginary axis
with endpoints at 0 and ω1 − ω2. Then,
– for any y ≥ e2, there is an x ∈ (0, ω1 + ω2] such that ℘ (x) = y
– for any y ≤ e2, there is an x ∈ (0,−i (ω1 − ω2)] such that ℘ (ix) = y.
3.3 The Elliptic Solutions of the Sinh- and Cosh-Gordon Equations
Next we focus on the equation (3.9) in order to obtain solutions of the sinh- and cosh-
Gordon equations that depend only on one of the two coordinates. This equation is of
the Weierstrass form (3.16) with specific constants g2 and g3. Equation (3.9) is solved
by
y = ℘ (ξ1; g2 (E, t) , g3 (E, t)) , (3.28)
y = ℘ (ξ1 + ω2; g2 (E, t) , g3 (E, t)) , (3.29)
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bearing in mind that the second solution is valid only when there are three real roots.
The coefficients g2 and g3 are given by
g2 (E, t) =
1
3
E2 + t
m4
4
, g3 (E, t) = −E
3
(
1
9
E2 + t
m4
8
)
(3.30)
and the related cubic polynomial is
Q (x) = 4x3 −
(
1
3
E2 + t
m4
4
)
x+
E
3
(
1
9
E2 + t
m4
8
)
. (3.31)
The roots of the cubic polynomial are easy to obtain noting that x = E/6 is one
of them. Thus, all three roots of Q (x) are
x1 =
E
6
, x2,3 = −E
12
± 1
4
√
E2 + tm4. (3.32)
In the following we use the notation xi for the roots of Q (x) as written in equations
(3.32) and deserve the notation ei for the ordered roots of Q (x): we let e1 > e2 > e3
when all roots are real, whereas if only one root is real this will be e2 and e1 will be
the complex root with positive imaginary part. The roots xi are plotted as functions
of the energy constant E in figure 4.
−m2
m2
−m2
m2
x1
x2
x3
xi xi
E E
cosh-Gordon sinh-Gordon
Figure 4. The roots of the cubic polynomial (3.31) as function of the energy constant E
The advantage of using the Weierstrass elliptic function, instead of the Jacobi
elliptic functions is clear. The Weierstrass function allows for a unifying description
of the elliptic solutions of both sinh- and cosh-Gordon equations. Different classes of
solutions simply correspond to different ordering of the roots xi. Figure 4 suggests that
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reality of roots ordering of roots
t = +1 3 real roots e1 = x2, e2 = x1, e3 = x3
t = −1, E > m2 3 real roots e1 = x1, e2 = x2, e3 = x3
t = −1, E < −m2 3 real roots e1 = x2, e2 = x3, e3 = x1
t = −1, |E| < m2 1 real, 2 complex roots e1 = x2, e2 = x1, e3 = x3
Table 2. The possible orderings of the roots xi
there are four distinct cases for the ordering of the three roots xi, which are summarized
in table 2.
The unbounded solution ranges from e1 to infinity when ∆ > 0 and from e2 to
infinity when ∆ < 0, whereas the bounded solution ranges from e3 to e2. Then, using
equation (3.8), V1 = 2 (y − x1), we can explore the range of V1 in all cases. The results
are summarized in table 3. In all cases, the sign of V1 does not alternate within its
V1 unbounded range bounded range
t = +1 2 (y − e2) [2 (e1 − e2) ,+∞) [−2 (e2 − e3) , 0]
t = −1, E > m2 2 (y − e1) [0,+∞) [−2 (e1 − e3) ,−2 (e1 − e2)]
t = −1, E < −m2 2 (y − e3) [2 (e1 − e3) ,+∞) [0, 2 (e2 − e3)]
t = −1, |E| < m2 2 (y − e2) [0,+∞) –
Table 3. The solutions for V1 and their range
range. Using V1 = −sm2eϕ1/2, we obtain the corresponding real static elliptic solutions
of the sinh- or cosh-Gordon equation for the appropriate choice of the sign s. For the
translationally invariant solutions, V1 is replaced by V0, but since V0 = sm
2eϕ0/2 the
corresponding real translationally invariant elliptic solutions of the sinh- or cosh-Gordon
equation arise for the complementary choice of the sign s.
Coming back to the static solutions, we examine the range of the field ϕ1 (ξ1).
The solutions have the behaviour expected by the effective one-dimensional mechanical
problem, as analysed before and they are summarized in table 4. We denote the real
period of y by 2ω, which is equal to 2ω1 for ∆ > 0 and 2 (ω1 + ω2) for ∆ < 0.
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unbounded bounded
ϕ1 (0) ϕ1 (ω) ϕ1 (2ω) ϕ1 (0) ϕ1 (ω) ϕ1 (2ω)
s = −1
t = +1 +∞ ln 4(e1−e2)
m2
+∞ –
t = −1, E > m2 +∞ −∞ +∞ –
t = −1, E < −m2 +∞ ln 4(e1−e3)
m2
+∞ −∞ ln 4(e2−e3)
m2
−∞
t = −1, |E| < m2 +∞ −∞ +∞ –
s = +1
t = +1 – ln 4(e2−e3)
m2
−∞ ln 4(e2−e3)
m2
t = −1, E > m2 – ln 4(e1−e2)
m2
ln 4(e1−e3)
m2
ln 4(e1−e2)
m2
t = −1, E < −m2 – –
t = −1, |E| < m2 – –
Table 4. The range of the elliptic solutions of the sinh- or cosh-Gordon equation
All elliptic solutions of the sinh- and cosh-Gordon equations take the following form
V1 (ξ1;E) = 2℘ (ξ1 + δξ1; g2 (E) , g3 (E))− E
3
, (3.33)
ϕ1 (ξ1;E) = ln
[
−s 2
m2
(
2℘ (ξ1 + δξ1; g2 (E) , g3 (E))− E
3
)]
, (3.34)
for all choices of the overall sign s. In particular, we choose
• δξ1 = 0 for the reflecting solutions of the cosh-Gordon equation as well as for the
right incoming reflecting and transmitting solutions of the sinh-Gordon equation,
having s = −1 in both cases
• δξ1 = ω1 for the left incoming transmitting solutions of the sinh-Gordon equation,
having s = −1
• δξ1 = ω2 for the left incoming reflecting solutions of the sinh-Gordon equation
with s = −1 as well as for the oscillating solutions of the sinh-Gordon equation
with s = +1
• δξ1 = ω1+ω2 for the reflecting solutions of the cosh-Gordon equation with s = +1.
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It is worth commenting on the behaviour exhibited by the static elliptic solutions of
the sinh-Gordon equation with s = −1. In that case, the effective mechanical problem
describes the scattering of a particle coming from the left or the right and it is reflected
by the potential barrier or else it overcomes it, depending on the energy E. The parity
of the effective mechanical problem corresponds to the shift of the argument of the
Weierstrass function by a half period – if the particle passes the barrier the shift will
be in the real axis, but if it gets reflected it will be in the imaginary axis.
Finally, we note that for every solution of the equations, there is yet another
solution obtained by shifting ξ1 by ωx, which is the half-period corresponding to the
root x1,
℘ (ωx) = x1. (3.35)
This symmetry connects the left and right incoming transmitting solutions of the sinh-
Gordon equation, the left and right incoming reflecting solutions of the sinh-Gordon
equation, the solutions of the cosh-Gordon equations with opposite signs s as well as the
oscillating solutions of the sinh-Gordon equation with s = +1 differing by half-period.
3.4 Double Root Limits of the Solutions
The Weierstrass function degenerates to trigonometric or hyperbolic functions when
two roots coincide (for the details see appendix A). At these degenerate limits, ℘ is
not a doubly periodic function, but rather one of the two periods tends to infinity; it
is the real one when the two larger roots coincide and it is the imaginary when the
two smaller roots coincide. Only in the former case the “time of flight” of the effective
point particle becomes infinite.
Figure 4 suggests that there are exactly two possibilities for having such a degen-
eracy. They arise in the sinh-Gordon equation for E = −m2 and for E = m2. In the
first case, E = −m2, the roots are
e1 = e2 =
m2
12
, e3 = −m
2
6
, (3.36)
the real half-period diverges and the imaginary half-period becomes
ω2 = i
pi
m
. (3.37)
Using formula (A.22) we obtain
V1
(
ξ1;−m
2
2
)
=
m2
2
coth2
mξ1
2
(3.38)
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for the unbounded solution and
V1
(
ξ1;−m
2
2
)
=
m2
2
tanh2
mξ1
2
(3.39)
for the bounded solution. They both correspond to solutions of the sinh-Gordon solu-
tion solutions with s = −1. In terms of the field ϕ the two solutions are
ϕ1
(
ξ1;−m
2
2
)
= 2 ln coth
mξ1
2
(3.40)
and
ϕ1
(
ξ1;−m
2
2
)
= −2 ln coth mξ1
2
, (3.41)
respectively. Thus, in this limit, we recover the kink and anti-kink solutions of the
sinh-Gordon equation on the real line.
In the second case, E = m2, the roots are
e1 =
m2
6
, e2 = e3 = −m
2
12
(3.42)
and the imaginary half period diverges. Then, formula (A.25) implies
V1
(
ξ1;−m
2
2
)
=
m2
2
cot2
mξ1
2
(3.43)
for the unbounded solution and
V1
(
ξ1;−m
2
2
)
= −m
2
2
(3.44)
for the bounded one. The former solves the sinh-Gordon equation with s = −1 and
the latter solves the same equation with s = +1. In terms of the field variable ϕ1 we
have, respectively,
ϕ1
(
ξ1;−m
2
2
)
= 2 ln cot
mξ1
2
(3.45)
and
ϕ1
(
ξ1;−m
2
2
)
= 0. (3.46)
Thus, in this limit, the bounded solution becomes the vacuum of the sinh-Gordon
equation.
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3.5 Modular Transformations
The various solutions are interrelated by exchanging the roots xi, which corresponds
to modular transformations.
The details are provided in terms of the complex modulus
τ =
ω2
ω1
=
iK (k′)
K (k)
, (3.47)
where k and k′ are given by equations (3.20) and (3.22). The action of the basic
modular transformations T and S on τ are
T : τ → τ + 1, (3.48)
S : τ → −1
τ
. (3.49)
Using the following properties of the complete elliptic integral of the first kind
K (ik) =
1√
k2 + 1
K
(√
k2
k2 + 1
)
, K
(
1
k
)
= k (K (k)∓ iK (k′)) , (3.50)
where in the last relation the minus sign holds when Im (k2) ≥ 0 and the plus sign
holds when Im (k2) < 0, we find that the permutation pij of any two roots ei and ej
are described as follows:
p13 : τ → iK (k)
K (k′)
= −1
τ
, (3.51)
p12 : τ →
iK
(
ik
′
k
)
K
(
1
k
) = ikK (k′)
k (K (k)− iK (k′)) =
τ
τ − 1 , (3.52)
p23 : τ →
iK
(
1
k′
)
K
(
i k
k′
) = ik′ (K (k′)− iK (k))
k′K (k)
= τ + 1. (3.53)
Thus, the permutation of roots can be identified with the following elements of the
modular group
p13 = S, (3.54)
p12 = T
−1ST−1, (3.55)
p23 = T. (3.56)
Using the explicit formulas for the roots xi in the case of the sinh-Gordon equation
we find that the complex modulus of the elliptic solution with E < −m2 is
τE<−m2 =
iK
(√
2
√
E2−m4
−E+√E2−m4
)
K
(√
−E−√E2−m4
−E+√E2−m4
) = 2iK
(√
−E−m2
−E+m2
)
K
(√
2m2
−E+m2
) , (3.57)
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the complex modulus of the elliptic solution with |E| < m2 is
τ|E|<m2 =
K
(√
m2−E
2m2
)
+ iK
(√
m2+E
2m2
)
K
(√
m2−E
2m2
)
− iK
(√
m2+E
2m2
) (3.58)
and the complex modulus of the elliptic solution with E > m2 is
τE>m2 =
iK
(√
E−√E2−m4
E+
√
E2−m4
)
K
(√
2
√
E2−m4
E+
√
E2−m4
) = iK
(√
2m2
E+m2
)
2K
(√
E−m2
E+m2
) . (3.59)
In the calculations above, we made use of the following properties of the complete
elliptic integral of the first kind,
K
(
1− k
1 + k
)
=
1 + k
2
K (k′) , K
(
2
√
k
1 + k
)
= (1 + k)K (k) . (3.60)
Using the properties (3.50), we can show that the various classes of solutions of the sinh-
Gordon are connected with modular transformations corresponding to the appropriate
permutations of the roots. For example,
ST−1 : τE<−m2 → 1
1− τE<−m2 = τ|E|<m
2 , (3.61)
T−1S : τE>m2 → − 1
τE>m2
− 1 = τ|E|<m2 . (3.62)
The modular transformations do not trivialize the different classes of solutions of
the sinh-Gordon equation. They correspond to topologically distinct sectors of the
theory (see for example [42]).
4 The Spiky String in AdS3 and its Pohlmeyer Reduction
In this section, we revisit the spiky string solutions in AdS3, following the literature
[38] with some variations, which are more appropriate for the Pohlmeyer reduction and
the use of the Weierstrass elliptic functions. This study serves as a benchmark for the
construction of string solutions corresponding to more general elliptic solutions of the
sinh- and cosh-Gordon equations following the methodology that we discuss later.
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4.1 The Spiky Strings in AdS3
We consider the AdS3 space in global coordinates. The metric is given by
ds2 = Λ2
(−cosh2ρdt2 + dr2 + sinh2ρdϕ2) . (4.1)
The coordinates Y µ of the four-dimensional enhanced space are expressed in terms of
the global coordinates as
Y = Λ

cosh ρ cos t
cosh ρ sin t
sinh ρ cosϕ
sinh ρ sinϕ
 . (4.2)
We search for rigid-body rotating string solutions in conformal parametrization.
The appropriate ansatz is
t = ξ0 + f (ξ1) ,
ϕ = ωξ0 + g (ξ1) ,
ρ = ρ (ξ1) .
(4.3)
We need to specify the functions f (ξ1), g (ξ1) and ρ (ξ1) that satisfy the Virasoro
constraints (2.15) and equations of motion (2.12).
It is matter of simple algebra to show that the Virasoro constraints (2.15) in the
ansatz (4.3) are written as
f ′cosh2ρ = ωg′sinh2ρ, (4.4)(
1 + f ′2 − ρ′2) cosh2ρ = (ω2 + g′2 − ρ′2) sinh2ρ. (4.5)
Similarly, we can express the equations of motion in terms of the unknown functions
appearing in the ansatz (4.3). All components of the equations of motion contain the
quantity ∂+Y · ∂−Y , which equals
∂+Y · ∂−Y = Λ2
(
1− f ′2 + ρ′2) cosh2ρ− Λ2 (ω2 − g′2 + ρ′2) sinh2ρ
= 2Λ2
(
cosh2ρ− ω2sinh2ρ) , (4.6)
where in the last step we made use of the equation (4.5).
Linear combinations of the Y −1 and Y 0 components of the equations of motion are
used to eliminate the dependence upon t and ϕ coordinates giving rise to the following
system of ordinary differential equations(
1− f ′2 + ρ′2) cosh ρ+ ρ′′ sinh ρ = 2 (cosh2ρ− ω2sinh2ρ) cosh ρ, (4.7)
f ′′ cosh r + 2f ′ρ′ sinh ρ = 0. (4.8)
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The last one can be easily integrated to yield
f ′ =
Cf
cosh2ρ
. (4.9)
Similarly, appropriate linear combinations of the Y 1 and Y 2 components of the equa-
tions of motion yield the system of ordinary differential equations(
ω2 − g′2 + ρ′2) sinh ρ+ ρ′′ cosh ρ = 2 (cosh2ρ− ω2sinh2ρ) sinh ρ. (4.10)
g′′ sinh ρ+ 2g′ρ′ cosh ρ = 0. (4.11)
As before, the last equation can be easily integrated leading to the relation
g′ =
Cg
sinh2ρ
. (4.12)
Next, substituting the form of f ′ and g′ into the first Virasoro constraint (4.4) gives
rise to following relation among the different integration constants,
Cf = ωCg ≡ ωC, (4.13)
while the second Virasoro constraint (4.5) implies
ρ′2 =
(
4C2 − sinh22ρ) (ω2sinh2ρ− cosh2ρ)
sinh22ρ
. (4.14)
Note at this point that if equations (4.9), (4.12) and (4.14) are satisfied, then the
remaining equations of motion (4.7) and (4.10) will also be satisfied. Thus, complete
treatment of the problem requires solving equation (4.14) for the coordinate function
ρ and substituting it to equations (4.9) and (4.12) to determine f and g.
It is convenient to parametrize C and ω as
C ≡ 1
2
sinh 2ρ0, ω ≡ coth ρ1. (4.15)
Here, we implicitly assume that |ω| > 1, but we will also discuss the case |ω| < 1 later.
We also introduce the change of variables
u = cosh 2ρ, u0 = cosh 2ρ0, u1 = cosh 2ρ1. (4.16)
Then, equation (4.14) is written as(
du
dξ1
)2
= 4
(u2 − u20) (u1 − u)
u1 − 1 . (4.17)
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It is obvious from its form that real solutions require the bounds on u
min (u0, u1) < u < max (u0, u1) . (4.18)
the right hand side of equation (4.17) is cubic in u, and, thus, with appropriate
rescaling and shifting of the variable u it can be brought into the Weierstrass form.
Indeed, letting
u = − (u1 − 1)w + u1
3
, (4.19)
equation (4.17) takes the final form(
dw
dξ1
)2
= 4w3 − 4
3
u21 + 3u
2
0
(u1 − 1)2
w +
8
27
u1 (u
2
1 − 9u20)
(u1 − 1)3
(4.20)
and its solution is
u = − (u1 − 1)℘
(
ξ1 + δξ1;
4
3
u21 + 3u
2
0
(u1 − 1)2
,− 8
27
u1 (u
2
1 − 9u20)
(u1 − 1)3
)
+
u1
3
, (4.21)
where δξ1 can be either 0 or ω2 for reality.
The roots of the cubic polynomial appearing in equation (4.20) are real. They are
r1 = − 2u1
3 (u1 − 1) , r2,3 =
u1 ± 3u0
3 (u1 − 1) (4.22)
and they are all distinct unless ρ0 = ρ1 in which case r1 = r3. It can be easily seen that
the elliptic solution (4.21) takes values within the interval (−∞,−u0] when δξ1 = 0, but
since u = cosh 2ρ and u0 = cosh 2ρ0 it is ruled out. On the other hand, when δξ1 = ω2,
the solution u takes values within the interval [min (u0, u1) ,max (u0, u1)], agreeing with
equation (4.18) and it is acceptable. Thus, the physical solution is uniquely determined
to be
u = − (u1 − 1)℘
(
ξ1 + ω2;
4
3
u21 + 3u
2
0
(u1 − 1)2
,− 8
27
u1 (u
2
1 − 9u20)
(u1 − 1)3
)
+
u1
3
. (4.23)
The unknown functions f and g can be calculated using the integral formula (A.21).
We find,
f = −
√
(u20 − 1) (u1 + 1)
(u1 − 1)3
1
℘′ (a1)
(
2ζ (a1) (ξ1 + ω2) + ln
σ (ξ1 − a1)
σ (ξ1 + a1)
)
, (4.24)
g = −
√
(u20 − 1)
(u1 − 1)2
1
℘′ (a2)
(
2ζ (a2) (ξ1 + ω2) + ln
σ (ξ1 − a2)
σ (ξ1 + a2)
)
, (4.25)
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where a1 and a2 are defined to be
℘ (a1) =
u1 + 3
3 (u1 − 1) , ℘ (a2) =
u1 − 3
3 (u1 − 1) . (4.26)
We study the shape of the rigidly rotating string by freezing time. We find that
dρ/dϕ vanishes as ρ→ ρ0 and it diverges as ρ→ ρ1. Thus, at radius ρ = ρ1 the solution
has singular behaviour, hence the name “spiky strings” characterizing this family of
solutions. A reasonable question is why the tension of the string does not change its
shape evolving it towards a smoother configuration. The answer to this question turns
out to be kinematic. The form of the AdS3 metric (4.1) implies that the velocity of a
given point with radial coordinate ρ of a rigidly rotating configuration with constant
angular velocity ω equals
v = ω tanh ρ. (4.27)
Consequently, if |ω| > 1, there will be a finite radius ρc = coth−1 |ω| where the velocity
v reaches the speed of light. Actually, it has been implicitly assumed that |ω| > 1 when
we let ω = coth ρ1, and, thus, ρ1 turns out to be equal to ρc. The physical explanation
for the existence of the spikes is that these points of the string move with the speed
of light. If we were in the range |ω| < 1, no spikes would occur at finite radius and
consequently the corresponding solutions would extend up to infinite radius.
4.2 Pohlmeyer Reduction of Spiky Strings
Let us now describe the spiky string solutions in the Pohlmeyer reduced theory. For
this purpose, we compute the inner product ∂+Y ·∂−Y , which provides the exponential
of the Pohlmeyer reduced field a. After some algebra, we find
∂+Y · ∂−Y = 2Λ2
(
cosh2ρ− ω2sinh2ρ) = 2Λ2u1 − u
u1 − 1 . (4.28)
Thus, if u1 > u0, the inner product is positive definite and the Pohlmeyer field is
a = ln
[
2Λ2
(
℘
(
ξ1 + ω2;
4
3
u21 + 3u
2
0
(u1 − 1)2
,− 8
27
u1 (u
2
1 − 9u20)
(u1 − 1)3
)
+
2u1
3 (u1 − 1)
)]
. (4.29)
If u1 < u0, as in reference [39], the inner product will be negative, and the surface will
be not time-like, but space-like. The spikes lie at radius ρ1 and they move with the
speed of light. Since min (u0, u1) < u < max (u0, u1), it is immediately clear that if
u1 < u0 all other points of the string will move with velocity larger than the speed of
light. Thus we will not pursue those solutions any further.
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Following the details of the Pohlmeyer reduction, as explained in section 2.2, we will
specify the functions a
(±)
4 , associated to the spiky strings. They are given by equation
a
(±)
4 v4 = ∂
2
±Y − ∂±a∂±Y, (4.30)
and, thus, we arrive at the quadratic relations(
a
(±)
4
)2
=
(
∂2±Y − ∂±a∂±Y
) · (∂2±Y − ∂±a∂±Y ) , (4.31)
a
(+)
4 a
(−)
4 =
(
∂2+Y − ∂+a∂+Y
) · (∂2−Y − ∂−a∂−Y ) . (4.32)
There is an ambiguity in the signs of a
(±)
4 , but there is no ambiguity in the relative
sign. After some algebra we obtain(
a
(±)
4
)2
=
(
Λ
sinh 2ρ0 ∓ sinh 2ρ1
sinh2ρ1
)2
=
(
2Λ
u1 − 1
)2(√
u20 − 1∓
√
u21 − 1
)2
, (4.33)
a
(+)
4 a
(−)
4 = Λ
2 sinh
22ρ0 − sinh22ρ1
sinh4ρ1
=
(
2Λ
u1 − 1
)2 (
u20 − u21
)
, (4.34)
showing that a
(±)
4 are both constants. The product a
(+)
4 a
(−)
4 is negative, since u1 > u0
for the spiky strings. Thus, the spiky strings in AdS3 are naturally related to solutions
of the sinh-Gordon equation.
Once the coefficients a
(±)
4 are known, we rescale the world-sheet coordinate ξ1
according to equation (2.53),
ξ1 =
√
u1 − 1 (γξ1′ + γβξ0′)√
2Λ 4
√
u21 − u20
=
sinh ρ1 (γξ1
′ + γβξ0
′)
Λ 4
√
sinh22ρ1 − sinh22ρ0
, (4.35)
where
β =
√
u21 − 1−
√
u21 − u20√
u20 − 1
=
sinh 2ρ1 −
√
sinh22ρ1 − sinh22ρ0
sinh 2ρ0
(4.36)
and γ = 1/
√
1− β2. We also redefine the Pohlmeyer field according to equation (2.52).
At first sight, the solution appears to depend on both world-sheet coordinates ξ0 and ξ1.
However, one can reparametrize those coordinates using a boost to set γξ1
′+γβξ0
′ → ξ1
within the conformal gauge. Finally, using the homogeneity relation (A.11), we can
perform a rescaling of the Weierstrass function argument with scaling parameter
µ =
√
u1 − 1√
2Λ 4
√
u21 − u20
(4.37)
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to obtain the following solution for the sinh-Gordon field
ϕ = ln
[
2Λ2
(
℘
(
ξ1 + ω2;
u21 + 3u
2
0
3Λ4 (u21 − u20)
,− u1 (u
2
1 − 9u20)
27Λ6(u21 − u20)
3
2
)
+
u1
3Λ2
√
u21 − u20
)]
.
(4.38)
The roots of the characteristic cubic polynomial of the Weierstrass equation are
r1 = − u1
3Λ2
√
u21 − u20
, r2,3 = − u1 ± 3u0
6Λ2
√
u21 − u20
(4.39)
after rescaling by µ. Thus, comparing the solution (4.38) to the general form (3.34), we
arrive at the identification x1 = r1. Since u1 > u0, r1 is the smallest root and the spiky
strings correspond to static solutions of the sinh-Gordon equation with s = −1. Their
interpretation in terms of the effective one-dimensional mechanical system is that of
incoming particles from the left that get reflected by the potential barrier, as described
in section 3.3. The energy of the effective particle follows from x1,
E = − 2
Λ2
u1√
u21 − u20
. (4.40)
The energy is indeed smaller than −2/Λ2, as required for reflecting solutions.
5 The Building Blocks of the Elliptic String Solutions
Given a classical string configuration, it is straightforward to find the corresponding
solution of the Pohlmeyer reduced system, as for the spiky strings in AdS3 space. The
inverse problem is highly non-trivial due to the non-local nature of the transforma-
tion relating the embedding functions Y µ with the reduced field ϕ and because the
Pohlmeyer reduction is a many-to-one mapping. Such a construction requires the so-
lution of the equations of motion for the embedding functions,
∂2Y µ
∂ξ21
− ∂
2Y µ
∂ξ20
= −s 1
Λ2
eϕY µ, (5.1)
supplemented with the geometric constraint as well as the Virasoro constraints of the
embedding problem,
Y · Y = sΛ2, (5.2)
∂±Y · ∂±Y = 0. (5.3)
We will construct the classical string solutions whose Pohlmeyer counterparts are
the elliptic solutions presented before. Here, we focus on the general solutions of equa-
tion (5.1), which will be used as building blocks for the construction of string solutions.
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5.1 The Effective Schro¨dinger Problem
Consider the special case of a static solution of the reduced system ϕ (ξ0, ξ1) = ϕ1 (ξ1).
We define
V1 (ξ1) := −s 1
Λ2
eϕ1 , (5.4)
as in equation (3.6) introduced earlier. Then, the equations of motion (5.1) can be
rewritten as
d2Y µ
dξ21
− d
2Y µ
dξ20
= V1 (ξ1)Y
µ. (5.5)
Since V1 depends solely on ξ1, it is possible to separate the variables letting
Y µ (ξ0, ξ1) := Σ
µ (ξ1) T
µ (ξ0) . (5.6)
We arrive at a pair of ordinary differential equations,
−d
2Tµ
dξ20
= κµTµ, (5.7)
−d
2Σµ
dξ21
+ V1 (ξ1) Σ
µ = κµΣµ, (5.8)
which can be viewed as two effective Schro¨dinger problems with common eigenvalues.
One of them has flat potential and the other has a potential that can be derived from
the solution of the Pohlmeyer reduced system. This pair of Schro¨dinger problems does
not require any normalization condition for the effective wavefunction.
Translationally invariant solutions of the reduced system can be related to classical
string configurations in a similar manner. The only difference is that V1 (ξ1) is replaced
by
V0 (ξ0) := s
1
Λ2
eϕ0 . (5.9)
Using the separation of variables (5.6), as before, the classical equations of motion (5.1)
reduce to following pair of effective Schro¨dinger equations
−d
2Σµ
dξ21
= κµΣµ, (5.10)
−d
2Tµ
dξ20
+ V0 (ξ0) T
µ = κµTµ (5.11)
with common eigenvalues. Thus, the construction of string configurations from transla-
tionally invariant solutions of the Pohlmeyer reduced system is similar to the previous
construction, taking into account the necessary inversion of the sign s.
In either case, the solution of the effective Schro¨dinger problems have to be com-
patible to the constraints (5.2) and (5.3).
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5.2 The Supersymmetric Effective Schro¨dinger Problem
The Schro¨dinger problem with the flat potential is trivial and so we focus on the other
Schro¨dinger problem with potential V1 (ξ1) by considering static solutions. In this
context, methods of supersymmetric quantum mechanics will prove useful.
Recall that the sinh-Gordon or the cosh-Gordon equation yields an energy relation
for an effective point particle,
1
2
(
dϕ1
dξ1
)2
+ s
1
Λ2
(
eϕ1 − te−ϕ1) = E, (5.12)
which can be used to show the following functional relation for the potential V1,
V1 =
1
2
(
V ′′1
V1
− V1
′2
2V 21
− E
)
. (5.13)
Here, prime denotes differentiation with respect to ξ1. At this point, we introduce
W (ξ1) :=
V ′1 (ξ1)
2V1 (ξ1)
=
ϕ′1 (ξ1)
2
, (5.14)
in terms of which the Schro¨dinger potential V1 takes the form
V1 = W
2 +W ′ − E
2
. (5.15)
Thus, W (ξ1) serves as superpotential and the pair of effective Schro¨dinger problems
takes the convenient form
−d
2Tµ
dξ20
= κµTµ, (5.16)
−d
2Σµ
dξ21
+
(
W 2 +
dW
dξ1
)
Σµ =
(
κµ +
E
2
)
Σµ. (5.17)
Based on the techniques of supersymmetric quantum mechanics, we introduce the
creation and annihilation operators
A =
d
dξ1
+W, A† = − d
dξ1
+W, (5.18)
which recast the Schro¨dinger equation (5.17) into the form
AA†Σ =
(
κ+
E
2
)
Σ. (5.19)
The same equation arises for all components labelled by µ although κµ are not neces-
sarily the same. Here, we suppress the index µ for convenience.
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It is easy to find a solution of this problem, by constructing a state Σ0 that is
annihilated by A†, which we call the “roof” state. It satisfies the first order equation
Σ0
′ = WΣ0 =
ϕ′1
2
Σ0 , (5.20)
which can be easily integrated as
Σ20 = e
ϕ1 = −sΛ2V1, (5.21)
up to a normalization constant. The corresponding eigenvalue is zero so that
κ0 = −E
2
. (5.22)
There is another interesting class of wavefunctions having the following form,
Σ =
√
Σ20 + c, (5.23)
which, as will be seen later, provide particular examples of classical string configura-
tions. Such solutions can be solely found by supersymmetric quantum mechanics. For
any state of the form f (Σ0) we have the identities,
A†f (Σ0) = W (−f ′ (Σ0) Σ0 + f (Σ0)) , (5.24)
Af (Σ0) = W (f
′ (Σ0) Σ0 + f (Σ0)) , (5.25)
which, in turn, imply that
AA†
√
Σ20 + c = −sc
1
2Λ2
√Σ20 + c− c2 + sEΛ2c− t(√
Σ20 + c
)3
 . (5.26)
√
Σ20 + c is an eigenstate not only when c = 0, corresponding to the roof state itself,
but also when c satisfies the quadratic equation c2 + sEΛ2c− t = 0, corresponding to
the choices
c± =
1
2
(
−sEΛ2 ∓
√
E2Λ4 + 4t
)
. (5.27)
The respective eigenvalues yield
κ± = −sc 1
2Λ2
− E
2
=
1
4
(
−E ± s
√
E2 +
4t
Λ4
)
(5.28)
and, as it turns out, c± is proportional to κ∓,
c± = 2sΛ2κ∓. (5.29)
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Summarizing, there are two additional eigenfunctions of the effective supersym-
metric Schro¨dinger problem
Σ± =
√
Σ20 +
1
2
(
−sEΛ2 ∓
√
E2Λ4 + 4t
)
=
√
Σ20 + 2sΛ
2κ∓, (5.30)
up to normalization constant, which can be appended to Σ0.
Using the Weierstrass form (3.33) for the potential V1 and noting that c± are related
to the roots xi as follows,
c± = −2sΛ2 (x1 − x2,3) , (5.31)
the three eigenstates we have just constructed can be rewritten as
Σ0 = N
√
℘ (ξ1 + δξ1)− x1, Σ± = N
√
℘ (ξ1 + δξ1)− x2,3. (5.32)
The superpotential can also be written in terms of the Weierstrass function,
W (ξ1) =
℘′ (ξ1 + δξ1)
2 (℘ (ξ1 + δξ1)− x1) (5.33)
and
V+ := W
2 +W ′ = 2℘ (ξ1 + δξ1) + x1. (5.34)
As a side remark, the supersymmetric partner potential takes similar form,
V− :=W 2 −W ′ = 2 (℘ (ξ1 + δξ1)− x2) (℘ (ξ1 + δξ1)− x3)
℘ (ξ1 + δξ1)− x1 − 2℘ (ξ1 + δξ1)− x1
=2℘ (ξ1 + δξ1 + ωx) + x1,
where ωx is the half-period corresponding to the root x1. In the last step we made use
the addition formula (A.17) for the Weierstrass function. This is in accordance to the
fact noted in section 3.3 that for every elliptic solution, there is another one obtained
by shifting ξ1 by ωx.
5.3 The Lame´ Potential
According to the previous discussion, the effective potential V1 takes the special form
V1 = 2℘ (ξ1 + δξ1)− E
3
, (5.35)
where δξ1 is either 0 or ω2 depending on the use of the unbounded or the bounded real
solution of the Weierstrass equation.
The special class of periodic potentials
V (x) = n (n+ 1)℘ (x) (5.36)
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are called Lame´ potentials and they are known to have magnificent structure for any
integer n. In fact, it has been shown that the spectrum of the corresponding Schro¨dinger
problem contains n finite allowed bands, some of which may become degenerate, plus
one more continuous band extending to infinite energy. Our case corresponds to the
n = 1 Lame´ problem,
− d
2y
dx2
+ 2℘ (x) y = λy, (5.37)
whose solutions are given in general by
y± (x; a) =
σ (x± a)
σ (x)σ (±a)e
−ζ(±α)x (5.38)
with corresponding eigenvalues
λ = −℘ (a) . (5.39)
The functions ζ (z) and σ (z) are the Weierstrass zeta and sigma functions, respec-
tively, which are defined as
dζ
dz
= −℘, 1
σ
dσ
dz
= ζ. (5.40)
Unlike the Weierstrass function ℘, the Weierstrass functions ζ and σ are not doubly
periodic functions. Specifically, ζ is a doubly quasi-periodic function, while σ trans-
forms in an even more complicated way under shifts of the variable z by the periods
2ω1 and 2ω2. More information about them is provided in appendix A.
The assertion made above can be verified by direct computation. Using the defining
relations (5.40), it can be shown that
dy±
dx
= (ζ (x± a)− ζ (x)∓ ζ (α)) y±, (5.41)
d2y±
dx2
=
[
(ζ (x± a)− ζ (x)∓ ζ (α))2 − (℘ (x± a)− ℘ (x))] y±. (5.42)
Then, applying the addition theorems (A.17) and (A.18), we obtain
dy±
dx
=
1
2
℘′ (x)∓ ℘′ (a)
℘ (x)− ℘ (a) y±, (5.43)
d2y±
dx2
= (2℘ (x) + ℘ (a)) y±. (5.44)
The latter relation implies that indeed y± are eigenstates of the Lame´ problem (5.37).
In either case the corresponding eigenvalue is provided by equation (5.39).
As long as y± are linearly independent, they provide the general solution of the
Lame´ problem (5.37). However, as it turns out, y± are not linearly independent when
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−λ is any of the three roots ei. In those special cases, equation (A.20) implies that the
two solutions coincide and they can be written as
y± (x;ω1,2,3) =
√
℘ (x)− e1,3,2 , (5.45)
since ei are given by the values of the Weierstrass function at half-periods. These are
precisely the eigenstates found in section 5.2, using supersymmetric quantum mechan-
ics. For those eigenvalues, the second independent solution is given by
y˜ (x;ω1,2,3) =
√
℘ (x)− e1,3,2 (ζ (x+ ω1,2,3) + e1,3,2x) . (5.46)
Returning back to y± (x) for other values of λ, we want to examine their reality
and study how they transform by shifting x by the period 2ω1. There are two basic
cases to be considered, ∆ > 0 and ∆ < 0. For ∆ > 0, there are three real roots, and
so, according to the analysis of section 3.2, we may distinguish four subcases (b below
is taken to be real and y¯ denotes the complex conjugate of y):
1. If ℘ (a) > e1, a will be real. Setting a = b, we have
y¯± (x; b) = y± (x; b) , (5.47)
y± (x+ 2ω1; b) = e±2(bζ(ω1)−ω1ζ(b))y± (x; b) . (5.48)
2. If e2 < ℘ (a) < e1, a will be complex number of the form a = ω1 + ib and
y¯± (x;ω1 + ib) = y∓ (x;ω1 + ib) , (5.49)
y± (x+ 2ω1;ω1 + ib) = e
±2
(
ibζ(ω1)−ω1ζ(ib)− 12
ω1℘
′(ib)
℘(ib)−e1
)
y± (x;ω1 + ib) . (5.50)
3. If e3 < ℘ (a) < e2, a will be complex number of the form a = ω2 + b and
y¯± (x;ω2 + b) = y± (x;ω2 + b) , (5.51)
y± (x+ 2ω1;ω2 + b) = −e
±2
(
bζ(ω1)−ω1ζ(b)− 12
ω1℘
′(b)
℘(b)−e3
)
y± (x;ω2 + b) . (5.52)
4. If ℘ (a) < e3, a will be purely imaginary, a = ib, and
y¯± (x; ib) = y∓ (x; ib) , (5.53)
y± (x+ 2ω1; ib) = e±2(ibζ(ω1)−ω1ζ(ib))y± (x; ib) . (5.54)
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The derivation of these equations is based on the transformation properties of the
Weierstrass functions ζ and σ under translations in the complex plane by the periods
2ω1 and 2ω2, using equations (A.8) and (A.9), as well as the formula (A.10) found in
the appendix.
The case ∆ < 0 is much simpler. In fact, there are only two subcases to be
considered (using the same notation as for ∆ > 0):
1. If ℘ (a) > e2, a will real. Setting a = b, we have
y¯± (x; b) = y± (x; b) , (5.55)
y± (x+ 2ω1 + 2ω2; b) = e±2[b(ζ(ω1)+ζ(ω2))−ζ(b)(ω1+ω2)]y± (x; b) . (5.56)
2. If ℘ (a) < e2, a will be purely imaginary, a = ib, and
y¯± (x; ib) = y∓ (x; ib) , (5.57)
y± (x+ 2ω1 + 2ω2; ib) = e±2[ib(ζ(ω1)+ζ(ω2))−ζ(ib)(ω1+ω2)]y± (x; ib) . (5.58)
At this point we make the following comments which are applicable to either ∆ > 0
or ∆ < 0:
• In the subcases 1 and 3, the eigenstates y± (x) are real and if they are shifted
by a period 2ω1 they will get multiplied by a real number. In those cases, the
eigenfunctions diverge exponentially as x→ ±∞.
• In the subcases 2 and 4, the eigenstates y± (x) are complex conjugate to each
other and if they are shifted by a period 2ω1 they will acquire a complex phase.
These states are the familiar Bloch waves of periodic potentials.
Thus, the band structure of the n = 1 Lame´ potential contains a finite “valence” band
between the energies −e1 and −e2 an infinite “conduction” band above −e3 in the case
∆ > 0. On the other hand, there is only one infinite “conduction” band at energies
higher than −e2 in the case ∆ < 0.
The addition theorem for the Weierstrass σ function (A.19) implies two useful
properties of the eigenstates y±,
y+y− = ℘ (x)− ℘ (a) , (5.59)
y+
′y− − y+y−′ = −℘′ (a) . (5.60)
The whole process of finding the eigenstates and the band structure can be repeated
for the potential V = 2℘ (x+ ω2). The results are the same apart from making a shift by
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ω2 in the definition of the eigenfunctions and an appropriate choice of the normalization
constant in order to absorb the complex phases,
y± (x; a) =
σ (x+ ω2 ± a)σ (ω2)
σ (x+ ω2)σ (ω2 ± a)e
−ζ(±a)x. (5.61)
As a result, the potentials V = 2℘ (x) and V = 2℘ (x+ ω2) have the same band
structure. The two potentials are quite dissimilar functions, the first one having poles
and the other being smooth and bounded function, as shown in figure 5.
2e1
2e2
2e3
−e1
−e2
−e3 2ω1 4ω1 6ω1
2e2
−e2
2ω1 4ω1 6ω1
V (x) V (x)
x x
∆ > 0 ∆ < 02℘ (x)
2℘ (x+ ω2)
Figure 5. The band structure of the Lame´ potential 2℘
There is a small but important detail that needs to be taken into account for
V = 2℘ (x+ ω2). The analog property (5.59) for this potential is
y+y− =
℘ (x+ ω2)− ℘ (a)
e3 − ℘ (a) (5.62)
and it will turn out to be very useful in the next section. The absolute value of the
denominator can be absorbed in the definition of y±, but not its sign, as it will alter the
reality properties of y±. As a consequence, there is a sign difference for y+y− appearing
in equations (5.59) and (5.62) with the exception of states that belong to the infinite
conduction band of the corresponding potential.
The n = 1 Lame´ potential has an interesting limit when the two larger roots e1
and e2 coincide, in which case k = 1. The potential is expressed in terms of hyperbolic
functions and it is not periodic, since 2ω1 becomes infinite. This limit gives rises to
the Po¨schl-Teller potential having one bound state, which is the degeneration of the
valence band, plus a continuous spectrum extending to infinity. This limit corresponds
to the kink solution of the sinh-Gordon equation.
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6 Construction of Classical String Solutions
In this section, we use the solutions of the effective Schro¨dinger problems (5.7) and
(5.8) together with the geometric and Virasoro constraints (5.2) and (5.3) in order to
construct classical string solutions in AdS3 space. Similar constructions are applicable
and will be discussed for the case of dS3 space. For this purpose, it is convenient to
write the Virasoro constraints in the form(
∂2Y
∂ξ20
+
∂2Y
∂ξ21
)
· Y = 0, (6.1)
∂2Y
∂ξ0∂ξ1
· Y = 0, (6.2)
making use of the geometric constraint (5.2).
We proceed starting with the Schro¨dinger problem for the flat potential (5.7).
The eigenfunctions are T µ (ξ0) and the corresponding eigenvalues are κ
µ. Actually,
it turns out that if all eigenvalues κµ are equal there will be no string solution that
is compatible with the constraints. The simplest solution to obtain is provided by
two distinct eigenvalues, as will be seen shortly. The form of the target space metrics
suggests that AdS3 favours the selection of eigenvalues of the same sign, which can be
either positive or negative, whereas dS3 favours the selection of eigenvalues of opposite
sign.
For notational convenience we drop the index µ but this does not mean that all
components are the same. For positive eigenvalues κ = `2, the solution of the flat
Schro¨dinger problem is
T (ξ0) = c1 cos (`ξ0) + c2 sin (`ξ0) , (6.3)
while for negative eigenvalues κ = −`2, the corresponding solution is
T (ξ0) = c1 cosh (`ξ0) + c2 sinh (`ξ0) . (6.4)
Any of these solutions should be combined with the eigenfunctions Σ (ξ1) of the effective
Schro¨dinger problem (5.8) which is of Lame´ type. Thus, according to the discussion in
the previous section, the eigenvalues κ should be κ = −℘ (a)− 2x1.
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6.1 AdS3 and Positive Eigenvalues
Let us consider string solutions with embedding coordinates associated with two distinct
positive eigenvalues κ = `21,2 given by the ansatz
Y =

c+1 Σ
+
1 (ξ1) cos (`1ξ0) + c
−
1 Σ
−
1 (ξ1) sin (`1ξ0)
c+1 Σ
+
1 (ξ1) sin (`1ξ0)− c−1 Σ−1 (ξ1) cos (`1ξ0)
c+2 Σ
+
2 (ξ1) cos (`2ξ0) + c
−
2 Σ
−
2 (ξ1) sin (`2ξ0)
c+2 Σ
+
2 (ξ1) sin (`2ξ0)− c−2 Σ−2 (ξ1) cos (`2ξ0)
 . (6.5)
The functions Σ±1,2 (ξ1) are in general linear combinations of the functions y± (ξ1) given
by (5.38) with moduli equal to a1,2, respectively. The connection between the eigenval-
ues of the ξ0 problem and the ξ1 problem implies that
`21,2 = −℘ (a1,2)− 2x1. (6.6)
We will demonstrate that this ansatz is compatible with the geometric and Virasoro
constraints for strings in AdS3 space. Indeed, the constraint (5.2) implies(
c+1 Σ
+
1
)2
+
(
c−1 Σ
−
1
)2 − (c+2 Σ+2 )2 − (c−2 Σ−2 )2 = Λ2. (6.7)
The Virasoro constraint (6.2) implies
`1c
+
1 c
−
1
(
Σ+1
′
Σ−1 − Σ−1 ′Σ+1
)
= `2c
+
2 c
−
2
(
Σ+2
′
Σ−2 − Σ−2 ′Σ+2
)
, (6.8)
and the Virasoro constraint (6.1) implies(
c+1
)2
Σ+1
′′
Σ+1 +
(
c−1
)2
Σ−1
′′
Σ−1 −
(
c+2
)2
Σ+2
′′
Σ+2 −
(
c−2
)2
Σ−2
′′
Σ−2 =
`21
(
c+1 Σ
+
1
)2
+ `21
(
c−1 Σ
−
1
)2 − `22(c+2 Σ+2 )2 − `22(c−2 Σ−2 )2. (6.9)
Making use of the Lame´ equation to eliminate the second derivatives of Σ±1,2, the Vira-
soro constraint (6.9) can be rewritten as follows,[(
c+1 Σ
+
1
)2
+
(
c−1 Σ
−
1
)2] (
℘ (ξ1)− x1 − `21
)
=
[(
c+2 Σ
+
2
)2
+
(
c−2 Σ
−
2
)2] (
℘ (ξ1)− x1 − `22
)
.
(6.10)
Using the geometric constraint (6.7), this can be further simplified to[(
c+1 Σ
+
1
)2
+
(
c−1 Σ
−
1
)2]
`21 −
[(
c+2 Σ
+
2
)2
+
(
c−2 Σ
−
2
)2]
`22 = Λ
2 (℘ (ξ1)− x1) . (6.11)
Combining the form of the geometric constraint (6.7) with the property (5.59) of
the eigenfunctions of the Lame´ potential, suggests the following choice,
c+1 = c
−
1 ≡ c1, c+2 = c−2 ≡ c2, (6.12)
Σ+1,2 =
1
2
(
y+1,2 + y
−
1,2
)
, Σ−1,2 =
1
2i
(
y+1,2 − y−1,2
)
. (6.13)
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Since the embedding functions Y µ have to be real, this selection can be performed only
if y± are complex conjugate to each other. Thus, y±1,2 should be Bloch waves of the
Lame´ potential, in which case the moduli a1,2 should obey the relations
℘ (a1,2) < e3 or e2 < ℘ (a1,2) < e1. (6.14)
With this choice, the various combinations appearing in the constraints simplify as(
c+1,2Σ
+
1,2
)2
+
(
c−1,2Σ
−
1,2
)2
= c21,2y
+
1,2y
−
1,2 = c
2
1,2 (℘ (ξ1)− ℘ (a1,2)) , (6.15)
2i
(
Σ+1,2
′
Σ−1,2 − Σ−1,2′Σ+1,2
)
= y−1,2
′
y+1,2 − y+1,2′y−1,2 = ℘′ (a1,2) . (6.16)
Substituting these relations in the constraints (6.7), (6.8) and (6.11), we arrive at the
very simple relations
c21 (℘ (ξ1)− ℘ (a1))− c22 (℘ (ξ1)− ℘ (a2)) = Λ2, (6.17)
`1c
2
1℘
′ (a1) = `2c22℘
′ (a1) , (6.18)
c21`
2
1 (℘ (ξ1)− ℘ (a1))− c22`22 (℘ (ξ1)− ℘ (a2)) = Λ2 (℘ (ξ1)− x1) . (6.19)
Equation (6.17) specifies the coefficients c1,2 in terms of a1,2,
c21 = c
2
2 ≡ c2, (6.20)
c2 (℘ (a2)− ℘ (a1)) = Λ2, (6.21)
since, otherwise, the left hand side should not be independent of the variable ξ1. Notice
that (6.21) implies that ℘ (a1) < ℘ (a2). It also hints why it is not possible to build a
string solution using only one eigenvalue instead of two. Also, making use of equations
(6.20) and (6.21) as well as the fact that the eigenvalues `21,2 are determined by a1,2 via
equations (6.6), the Virasoro constraint (6.19) becomes
℘ (a1) + ℘ (a2) = −x1 = x2 + x3. (6.22)
The only relation that remains to be verified is the Virasoro constraint (6.18).
Making use of equation (6.20), it takes the form
`1℘
′ (a1) = `2℘′ (a2) . (6.23)
This is satisfied for all appropriate choices of a1,2, since the values of the Weierstrass
function ℘ (a1,2) obey the relation
`21,2℘
′2 (a1,2) = −4 (℘ (a1,2) + 2x1) (℘ (a1,2)− x1) (℘ (a1,2)− x2) (℘ (a1,2)− x3) (6.24)
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and (6.22) can be written as
(℘ (a1,2)− x2) + (℘ (a2,1)− x3) = 0, (℘ (a1,2) + 2x1) + (℘ (a2,1)− x1) = 0. (6.25)
Summarizing, the ansatz (6.5) provides a classical string solution in AdS3 as long
as ℘ (a1) + ℘ (a2) = −x1 = x2 + x3, where ℘ (a1) and ℘ (a2) correspond to Bloch
waves of the Lame´ potential and the eigenvalues κ1,2 = `
2
1,2 = −℘ (a1,2) − 2x1 are
both positive. We have also shown the inequality ℘ (a1) < ℘ (a2). The classical string
solutions that we constructed above correspond to the unbounded configurations of
the reduced Pohlmeyer equation. There is yet another, equally important sector of
solutions corresponding to the bounded configurations, which can be constructed in
a similar manner substituting the Lame´ potential 2℘ (ξ1) − 2x1 with the potential
2℘ (ξ1 + ω2) − 2x1. There is no need to repeat all the steps of the construction for
this class of string configurations, as it turns out that the requirements for ℘ (a1,2) are
identical to those before, except for the inequality ℘ (a1) < ℘ (a2) that gets inverted to
℘ (a1) > ℘ (a2) when a1,2 correspond to the valence band of the Lame´ potential. This
is due to the fact that the product y+y− of eigenstates of the shifted potential acquires
an extra minus sign for all eigenstates, except for those in the infinite conduction band,
as shown at the end of section 5.3.
There are four classes of possible string solutions depending on the ordering of the
three roots x1, x2 and x3.
Case 1: Assume that there is only one real root. Then x1 = e2, and the allowed
band of the corresponding Lame´ potential is ℘ (a) < e2. The constraints of the problem
cannot be simultaneously satisfied. When e2 < 0, ℘ (a1,2) are equidistant from −e2/2
and they cannot both lie in the allowed band of the Lame´ potential. If e2 > 0, ℘ (a1,2)
are still equidistant from −e2/2, but this time can both lie in the allowed band of the
potential, as long as they are larger than −2e2: in the latter case both eigenvalues are
negative. String solutions do not exist in this case.
Case 2: Assume that there are three real roots and x1 is the largest, and, thus,
positive, in which case x1,2,3 = e1,2,3. ℘ (a1,2) are equidistant from −e1/2, which is larger
than −2e1, and, therefore, the corresponding eigenvalues cannot be both positive. In
this case too, string solutions do not exist.
Case 3: Assume that there are three real roots and x1 is the intermediate root,
in which case x1,2,3 = e2,1,3. When e2 > 0, ℘ (a1,2) cannot sum up to −e2/2 and be
both smaller than −2e2. When e2 < 0, there is an allowed region for ℘ (a1,2), as shown
in figure 6. In reading the figures, here and later, the red line denotes the range of
parameters for the existence of classical string solutions corresponding to unbounded
configurations and the blue line for the bounded case. Going back to table 4 that
summarizes all elliptic solutions of sinh- and cosh-Gordon equations, we observe that
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Figure 6. The allowed ℘ (a1,2) for classical string solutions when x1 = e2, E < 0
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Figure 7. The allowed ℘ (a1,2) for classical string solutions when x1 = e3
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the region ℘ (a1) < ℘ (a2) corresponds to static solutions of the cosh-Gordon equation,
while the region ℘ (a1) > ℘ (a2) corresponds to translationally invariant solutions of
the cosh-Gordon.
Case 4: Assume that there are three real roots and x1 is the smallest root, in which
case x1,2,3 = e3,1,2. ℘ (a1,2) are equidistant from the center (e1 + e2)/2 of the valence
band of the corresponding Lame´ problem. Thus, we may select any ℘ (a1) and ℘ (a2) in
the valence band lying symmetrically from its center, as shown in figure 7. According
to table 4, we conclude that these solutions correspond to static reflecting solutions of
the sinh-Gordon equation: they come from the right when ℘ (a1) < ℘ (a2) and from
the left when ℘ (a1) > ℘ (a2).
To visualize the form of the solutions, we convert to global coordinates
Y = Λ

√
1 + r2 cos t√
1 + r2 sin t
r cosϕ
r sinϕ
 , (6.26)
in which the AdS3 metric takes the usual form
ds2 = − (1 + r2) dt2 + 1
1 + r2
dr2 + r2dϕ2. (6.27)
The string solution associated to the unbounded configurations takes the form
r =
√
℘ (ξ1)− ℘ (a2)
℘ (a2)− ℘ (a1) ,
t = `1ξ0 − arg σ (ξ1 + a1)
σ (ξ1)σ (a1)
e−ζ(a1)ξ1 ,
ϕ = `2ξ0 − arg σ (ξ1 + a2)
σ (ξ1)σ (a2)
e−ζ(a2)ξ1 .
(6.28)
Likewise, for the bounded configurations, the corresponding string solution is
r =
√
℘ (a2)− ℘ (ξ1 + ω2)
℘ (a1)− ℘ (a2) ,
t = `1ξ0 − arg σ (ξ1 + ω2 + a1)σ (ω2)
σ (ξ1 + ω2)σ (a1 + ω2)
e−ζ(a1)ξ1 ,
ϕ = `2ξ0 − arg σ (ξ1 + ω2 + a2)σ (ω2)
σ (ξ1 + ω2)σ (a2 + ω2)
e−ζ(a2)ξ1 .
(6.29)
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In both cases, the solution corresponds to a rigidly rotating spiky string with
constant angular velocity ω = `2/`1, which
ω < 1, when ℘ (a1) < ℘ (a2) ,
ω > 1, when ℘ (a1) > ℘ (a2) .
(6.30)
In the spirit of section 4, ω is smaller than one for the unbounded solution and larger
than one for the bounded one, since the radial coordinate r is also unbounded or
bounded, respectively depending on the form of the solution. Only for ω > 1 there are
spikes, i.e., they are special points of the string that move with the speed of light.
The periodic sinh-Gordon configurations exhibit an interesting limit as
℘ (a1,2)→ e1,2 or ℘ (a1,2)→ e2,1. (6.31)
In this limit, the functions y± (ξ1; a1,2) both tend to
√
℘ (ξ1)− e1,2. The construction
of the string solutions is still valid, even though half of the eigenfunctions of the Lame´
problem are used. Note, however that these eigenfunctions are real, and, thus, we have
the relation φ − ωt = 0 and the solution degenerates to a straight string rotating like
a rigid rod around its center. The string has finite size for bounded configurations and
infinite size for unbounded configurations. In either case the limit gives rise to the
Gubser-Klebanov-Polyakov solution [26], which in fact arises as degenerate limit of a
spiky string with two spikes.
If one considers the translationally invariant solutions of the cosh-Gordon equation,
ξ0 and ξ1 will be interchanged and the solution will be written as
r =
√
℘ (a2)− ℘ (ξ0 + ω2)
℘ (a1)− ℘ (a2) ,
t = `1ξ1 − arg σ (ξ0 + ω2 + a1)σ (ω2)
σ (ξ0 + ω2)σ (a1 + ω2)
e−ζ(a1)ξ0 ,
ϕ = `2ξ1 − arg σ (ξ0 + ω2 + a2)σ (ω2)
σ (ξ0 + ω2)σ (a2 + ω2)
e−ζ(a2)ξ0 .
(6.32)
It describes the space-time “dual” picture of a finite spiky string. The variables r and
φ − ωt are independent of ξ1, thus this solution is a circular string that rotates with
angular velocity and radius that vary periodically in time. In this solutions, the radius
of the string oscillates between two extremes. When it reaches the maximum value the
string moves with the speed of light. Then, it is reflected towards smaller radii and
starts shrinking until it reaches the minimum and it keeps oscillating.
From the point of view of the enhanced space, the coordinates Y −1 and Y 0 have
a periodic dependence on the global coordinate t with period equal to 2pi. Thus,
– 44 –
demanding that these solutions are single valued in the enhanced space enforces the
oscillatory behaviour of the circular strings to have period equal to 2pi/n, where n ∈ N.
This condition is analogous to the condition imposed on the angular opening of two
consecutive spikes in the spiky string solutions.
6.2 AdS3 and Negative Eigenvalues
We repeat the procedure to construct string solutions associated to two negative eigen-
values κ1,2 = −`21,2 of the effective Schro¨dinger problems. According to the opening
remarks of this section, the ansatz for the coordinates Y µ takes the form
Y =

c+1 Σ
+
1 (ξ1) cosh (`1ξ0) + c
−
1 Σ
−
1 (ξ1) sinh (`1ξ0)
c+2 Σ
+
2 (ξ1) cosh (`2ξ0) + c
−
2 Σ
−
2 (ξ1) sinh (`2ξ0)
c+1 Σ
+
1 (ξ1) sinh (`1ξ0) + c
−
1 Σ
−
1 (ξ1) cosh (`1ξ0)
c+2 Σ
+
2 (ξ1) sinh (`2ξ0) + c
−
2 Σ
−
2 (ξ1) cosh (`2ξ0)
 . (6.33)
In this case, the eigenvalues are given by the relations
− `21,2 = −℘ (a1,2)− 2x1. (6.34)
Using this ansatz, the geometric constraint equation (5.2) as well as the Virasoro
constraints (6.1) and (6.2) take the form(
c+1 Σ
+
1
)2 − (c−1 Σ−1 )2 + (c+2 Σ+2 )2 − (c−2 Σ−2 )2 = Λ2, (6.35)
`1c
+
1 c
−
1
(
Σ+1
′
Σ−1 − Σ−1 ′Σ1
)
= −`2c+2 c−2
(
Σ+2
′
Σ−2 − Σ−2 ′Σ2
)
, (6.36)[(
c+1 Σ
+
1
)2 − (c−1 Σ−1 )2] `21 + [(c+2 Σ+2 )2 − (c−2 Σ−2 )2] `22 = −Λ2 (℘ (ξ1)− x1) . (6.37)
In this case, we are led to the following choice,
c+1 = c
−
1 = c1, c
+
2 = c
−
2 = c2, (6.38)
Σ±1 =
1
2
(
y+1 ± y−1
)
, Σ±2 =
1
2
(
y+2 ∓ y−2
)
. (6.39)
Reality of the solution implies that the states y±1,2 are not Bloch states but they should
be non-normalizable states with eigenvalues lying in the gaps of the Lame´ spectrum.
Thus, a1,2 should obey the relations
℘ (a1,2) > e1 or e3 < ℘ (a1,2) < e2. (6.40)
Further manipulation of the constraints leads to the following equations,
c21 = c
2
2 ≡ c2, (6.41)
c2 (℘ (a2)− ℘ (a1)) = Λ2, (6.42)
℘ (a1) + ℘ (a2) = −x1 = x2 + x3. (6.43)
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which are identical with the case of positive eigenvalues. Equation (6.42) implies that
℘ (a1) < ℘ (a2), which is valid for string solutions associated to unbounded configura-
tions. For string solutions corresponding to the bounded configurations, the inequality
is reversed to ℘ (a1) > ℘ (a2).
Summarizing, the ansatz (6.33) provides a classical string solution, as long as
℘ (a1) + ℘ (a2) = −x1 = x2 + x3, where ℘ (a1) and ℘ (a2) correspond to eigenvalues
in the gaps of the Lame´ spectrum and the eigenvalues κ1,2 = −`21,2 = −℘ (a1,2) − 2x1
are both negative. A case by case analysis can be performed as for positive eigenvalues.
Briefly, as it turns out, there are valid string solutions when there are three real roots
and x1 is either the intermediate root and E > 0 or the largest root. The former case
corresponds to specific configurations of the cosh-Gordon equation, whereas the latter
case corresponds to transmitting solutions of the sinh-Gordon equation with s = −1
and E > m2 or oscillating solutions of the sinh-Gordon equation with s = +1. In all
cases, both eigenvalues belong to the finite gap between the valence and conduction
bands of the Lame´ spectrum. The pairs of ℘ (a1) and ℘ (a2) that give rise to classical
string solutions are depicted in figures 8 and 9.
The string solutions associated to two negative eigenvalues can also be formulated
in global coordinates. For the ones originating from unbounded configurations, which
are static, we define
θ1,2 (ξ1) = −ζ (a1,2) ξ1 + ln σ (ξ1 + a1,2)
σ (ξ1)σ (a1,2)
− 1
2
ln (℘ (ξ1)− ℘ (a1,2)) (6.44)
and obtain
tan t =
√
℘ (ξ1)− ℘ (a2)
℘ (ξ1)− ℘ (a1)
sinh (`2ξ0 + θ2 (ξ1))
cosh (`1ξ0 + θ1 (ξ1))
,
tanϕ =
√
℘ (ξ1)− ℘ (a2)
℘ (ξ1)− ℘ (a1)
cosh (`2ξ0 + θ2 (ξ1))
sinh (`1ξ0 + θ1 (ξ1))
,
r2 =
℘ (ξ1)− ℘ (a1)
℘ (a2)− ℘ (a1)sinh
2 (`1ξ0 + θ1 (ξ1))
+
℘ (ξ1)− ℘ (a2)
℘ (a2)− ℘ (a1)cosh
2 (`2ξ0 + θ2 (ξ1)) .
(6.45)
As for the string solutions originating from bounded configurations, which are
translationally invariant, we define
θ1,2 (ξ0) = −ζ (a1,2) ξ0+ln σ (ξ0 + a1,2 + ω2)σ (ω2)
σ (ξ0)σ (a1,2 + ω2)
−1
2
ln (℘ (a1,2)− ℘ (ξ0 + ω2)) (6.46)
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Figure 8. The allowed ℘ (a1,2) for classical string solutions when x1 = e2, E > 0
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Figure 9. The allowed ℘ (a1,2) for classical string solutions when x1 = e1
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and obtain
tan t =
√
℘ (a2)− ℘ (ξ0 + ω2)
℘ (a1)− ℘ (ξ0 + ω2)
sinh (`2ξ1 + θ2 (ξ0))
cosh (`1ξ1 + θ1 (ξ0))
,
tanϕ =
√
℘ (a2)− ℘ (ξ0 + ω2)
℘ (a1)− ℘ (ξ0 + ω2)
cosh (`2ξ1 + θ2 (ξ0))
sinh (`1ξ1 + θ1 (ξ0))
,
r2 =
℘ (a1)− ℘ (ξ0 + ω2)
℘ (a1)− ℘ (a2) sinh
2 (`1ξ1 + θ1 (ξ0))
+
℘ (a2)− ℘ (ξ0 + ω2)
℘ (a1)− ℘ (a2) cosh
2 (`2ξ1 + θ2 (ξ0)) .
(6.47)
Finally, we note for completeness that the solutions take a much simpler form using
the hyperbolic slicing of AdS3
Y = Λ

r coshx√
r2 − 1 sinh t
r sinhx√
r2 − 1 cosh t
 . (6.48)
In these coordinates, the AdS3 metric takes the usual form
ds2 = − (r2 − 1) dt2 + 1
r2 − 1dr
2 + r2dx2. (6.49)
Then, for the unbounded configurations we get
x = `1ξ0 + θ1 (ξ1) ,
t = `2ξ0 + θ2 (ξ1) ,
r =
√
℘ (ξ1)− ℘ (a1)
℘ (a2)− ℘ (a1) ,
(6.50)
whereas for the bounded ones we get
x = `1ξ1 + θ1 (ξ0) ,
t = `2ξ1 + θ2 (ξ0) ,
r =
√
℘ (a1)− ℘ (ξ0 + ω2)
℘ (a1)− ℘ (a2) ,
(6.51)
using the respective parameters θ1,2. The solutions can be visualized as a periodic spiky
structure moving along the x direction. In the unbounded case, the string extends to
infinite r and for the bounded case the string can reach a maximum value of r where
there are spikes moving with the speed of light.
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6.3 The Case of dS3
For dS3, we use a pair of eigenvalues with opposite sign suggested by the form of the
metric. Thus, the two eigenvalues κ are −`21 and `22, where
− `21 = −℘ (a1)− 2x1, `22 = −℘ (a2)− 2x1. (6.52)
It follows immediately that the following inequality is always satisfied,
℘ (a1) > ℘ (a2) . (6.53)
We also make the ansatz for the coordinates of the enhanced space
Y =

c+1 Σ
+
1 (ξ1) cosh (`1ξ0) + c
−
1 Σ
−
1 (ξ1) sinh (`1ξ0)
c+1 Σ
+
1 (ξ1) sinh (`1ξ0) + c
−
1 Σ
−
1 (ξ1) cosh (`1ξ0)
c+2 Σ
+
2 (ξ1) cos (`2ξ0) + c
−
2 Σ
−
2 (ξ1) sin (`2ξ0)
c+2 Σ
+
2 (ξ1) sin (`2ξ0)− c−2 Σ−2 (ξ1) cos (`2ξ0)
 . (6.54)
Substituting the above to the constraint equations, we obtain the relations
− (c+1 Σ+1 )2 + (c−1 Σ−1 )2 + (c+2 Σ+2 )2 + (c−2 Σ−2 )2 = Λ2, (6.55)
`1c
+
1 c
−
1
(
Σ+1
′
Σ−1 − Σ−1 ′Σ+1
)
= `2c
+
2 c
−
2
(
Σ+2
′
Σ−2 − Σ−2 ′Σ+2
)
, (6.56)
−
[
−(c+1 Σ+1 )2 + (c−1 Σ−1 )2] `21 + [(c+2 Σ+2 )2 + (c−2 Σ−2 )2] `22 = (℘ (ξ1)− x1) Λ2, (6.57)
which lead to the choice
c+1 = c
−
1 ≡ c1, c+2 = c−2 ≡ c2, (6.58)
Σ+1 =
1
2
(
y+1 + y
−
1
)
, Σ−1 =
1
2
(
y+1 − y−1
)
, (6.59)
Σ+2 =
1
2
(
y+2 + y
−
2
)
, Σ−2 =
1
2i
(
y+2 − y−2
)
. (6.60)
As in AdS3, positive eigenvalues are enforced by the constraints to lie in the valence or
conduction bands of the spectrum, whereas negative eigenvalues are enforced to lie in
the gaps,
℘ (a1) > e1 or e3 < ℘ (a1) < e2, (6.61)
℘ (a2) < e3 or e2 < ℘ (a2) < e1. (6.62)
Further manipulation of the constraints yields the equations,
c21 = c
2
2 ≡ c2, (6.63)
c2 (℘ (a1)− ℘ (a2)) = Λ2, (6.64)
℘ (a1) + ℘ (a2) = −x1 = x2 + x3, (6.65)
– 49 –
which are identical to the ones arising in AdS3 space. The existence of string solutions
is independent of the type of roots and their ordering. The positive eigenvalue lies in
the infinite conduction band and the negative eigenvalue in the infinite gap.
When the potential 2℘ (ξ1 + ω2)− 2x1 is considered instead of 2℘ (ξ1)− 2x1 for the
bounded instead of the unbounded solutions, the normalization of the product y+y−
of the conduction band states does not change sign, unlike the normalization of the
product of the infinite gap states. Thus, in this case, the parameters a1,2 remain the
same, but Σ±1 should be taken to be
Σ+1 =
1
2
(
y+1 − y−1
)
, Σ−1 =
1
2
(
y+1 + y
−
1
)
. (6.66)
The pairs of ℘ (a1) and ℘ (a2) that lead to classical string solutions in dS3 are
depicted in figures 10, 11, 12 and 13.
The unbounded configurations correspond to translationally invariant solutions of
the sinh- or cosh-Gordon equation. The bounded solutions fall in three subclasses:
when there are three real roots and x1 is the largest root, they correspond to static
oscillatory solutions of the sinh-Gordon equation; when x1 is the intermediate root,
they correspond to static solutions of the cosh-Gordon equation; and, finally, when
x1 is the smallest of the three real roots, they correspond to translationally invariant
reflective solutions of the sinh-Gordon equation.
The string solution can be conveniently expressed using the parametrization
Y = Λ

√
1− r2 sinh t√
1− r2 cosh t
r cosϕ
r sinϕ
 , (6.67)
in terms of static coordinates that transform the dS3 metric to the form
ds2 = − (1− r2) dt2 + 1
1− r2dr
2 + r2dϕ2. (6.68)
To simplify the presentation, we write the expressions only for the bounded solu-
tions in these coordinates. Setting
θ1 (ξ) = −ζ (a1) ξ + ln σ (ξ + a1 + ω2)σ (ω2)
σ (ξ)σ (a1 + ω2)
− 1
2
ln (℘ (a1)− ℘ (ξ0 + ω2)) , (6.69)
θ2 (ξ) = − arg σ (ξ + ω2 + a2)σ (ω2)
σ (ξ + ω2)σ (a2 + ω2)
e−ζ(a2)ξ (6.70)
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Figure 10. The allowed ℘ (a1,2) for classical string solutions in dS3 when x1 = e1
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Figure 11. The allowed ℘ (a1,2) for classical string solutions in dS3 when x1 = e2
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Figure 13. The allowed ℘ (a1,2) for classical string solutions in dS3 when x1 is the only real
root
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we obtain
r =
√
℘ (a2)− ℘ (ξ1 + ω2)
℘ (a1)− ℘ (a2) ,
t = `1ξ0 + θ1 (ξ1) ,
ϕ = `2ξ0 + θ2 (ξ1) ,
(6.71)
for the static solutions, and
r =
√
℘ (a2)− ℘ (ξ0 + ω2)
℘ (a1)− ℘ (a2) ,
t = `1ξ1 + θ1 (ξ0) ,
ϕ = `2ξ1 + θ2 (ξ0) ,
(6.72)
for the translationally invariant solutions.
As in AdS3, the static solutions are rigidly rotating strings, while the translationally
invariant ones are circular rotating strings with varying radius and angular velocity.
The presentation of their details is beyond the scope of this paper.
7 Discussion
We developed a method to construct classical string solutions in AdS3 and dS3 from
a specific family of solutions of the Pohlmeyer reduced theory, namely solutions of the
sinh-Gordon and cosh-Gordon equations that depend solely on one of the two world-
sheet coordinates, and, thus, they are either static or translationally invariant. In all
cases, these solutions admit a uniform description in terms of Weierstrass functions,
facilitating their study. They are characterized by an interesting interplay between
static and translationally invariant solutions and string propagation in AdS3 and dS3
spaces.
Our construction is based on separation of variables leading to four pairs of effective
Schro¨dinger problems with the same eigenvalues per component. Each pair consists of
a flat potential and a periodic n = 1 Lame´ potential. Consistent solutions fall within an
ansatz that requires not one but two distinct eigenvalues. The constraints select Bloch
waves with positive eigenvalues and non-normalizable states with negative eigenvalues
in the gaps of the Lame´ potential.
The class of elliptic string solutions that emerge in our study includes the spiky
strings [38] as well as several new solutions. They include rotating circular strings
with periodically varying radius and angular velocity. Our results provide a unified
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framework for elliptic solutions which complements nicely the existing literature on the
subject and goes beyond it. It is also interesting to understand the relation with other
known rotating string solutions i.e., [43, 44].
The technical details rely on the inverse problem of Pohlmeyer reduction. For a
given solution of the Pohlmeyer reduced equations, there is a continuously infinite set
of distinct classical string solutions. It would be interesting to study the extension to
other target space geometries, such as the sphere. Spiky string solutions are known
to exist on the sphere [39, 45], thus it is very probable that there is an analogous
treatment for them. In higher dimensional symmetric spaces, Pohlmeyer reduction
results in multi-component generalizations of the sinh- or cosh-Gordon equations. An
interesting question is whether there is an non-trivial extension of our techniques to
those more general cases. All these will be useful for applications to strings propagating
in AdS5×S5 [19–21] in the framework of holography.
Finally, it will be interesting to generalize the method we have presented here
to space-like surfaces and the construction of non-trivial minimal surfaces. For AdS4
space, in particular, such minimal surfaces are co-dimension two and they can be related
to the geometric interpretation of entanglement entropy through the Ryu-Takayanagi
conjecture [46], thus providing new insight to these issues.
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A Useful Formulas for the Weierstrass Functions
The Weierstrass function ℘ is a doubly periodic function of one complex variable that
satisfies the equation (
d℘
dz
)2
= 4℘3 − g2℘− g3. (A.1)
In this work we adopt the notation ℘ (z; g2, g3), but in the literature one often denotes
the Weierstrass function as ℘ (z;ω1, ω2), using the two half-periods ω1 and ω2.
The Weierstrass ζ function is a doubly quasi-periodic function, which obeys the
defining relation
dζ
dz
= −℘. (A.2)
Finally, the Weierstrass σ function is defined so that
1
σ
dσ
dz
= ζ. (A.3)
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The Weierstrass functions ℘, ζ and σ have the following parity properties,
℘ (−z) = ℘ (z) , (A.4)
ζ (−z) = −ζ (z) , (A.5)
σ (−z) = −σ (z) . (A.6)
It can be shown that under a shift of the complex variable z in the lattice defined
by the periods 2ω1 and 2ω2, the Weierstrass functions transform as
℘ (z + 2mω1 + 2nω2) = ℘ (z) , (A.7)
ζ (z + 2mω1 + 2nω2) = ζ (z) + 2mζ (ω1) + 2nζ (ω2) , (A.8)
σ (z + 2mω1 + 2nω2) = (−1)m+n+mne(2mζ(ω1)+2nζ(ω2))(z+mω1+nω2)σ (z) . (A.9)
We also note that ζ (ω1) and ζ (ω2) obey the relation
ω2ζ (ω1)− ω1ζ (ω2) = ipi
2
. (A.10)
The Weierstrass functions also obey the following homogeneity relations,
℘ (z; g2, g3) = µ
2℘
(
µz;
g2
µ4
,
g3
µ6
)
, (A.11)
ζ (z; g2, g3) = µζ
(
µz;
g2
µ4
,
g3
µ6
)
, (A.12)
σ (z; g2, g3) =
1
µ
σ
(
µz;
g2
µ4
,
g3
µ6
)
. (A.13)
For the specific choice µ = i, the above relations yield
℘ (z; g2, g3) = −℘ (iz; g2,−g3) , (A.14)
ζ (z; g2, g3) = iζ (iz; g2,−g3) , (A.15)
σ (z; g2, g3) = −iσ (iz; g2,−g3) , (A.16)
which in turn imply that ℘ is real, whereas ζ and σ are imaginary on the imaginary
axis of the z plane.
The Weierstrass functions obey the following addition formulas,
℘ (z + w) = −℘ (z)− ℘ (w) + 1
4
(
℘′ (z)− ℘′ (w)
℘ (z)− ℘ (w)
)2
, (A.17)
ζ (z + w) = ζ (z) + ζ (w) +
1
2
℘′ (z)− ℘′ (w)
℘ (z)− ℘ (w) , (A.18)
℘ (z)− ℘ (w) = −σ (z − w)σ (z + w)
σ2 (z)σ2 (w)
. (A.19)
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Selecting w to be any of the half-periods, the last formula gives rise to the useful
relation,
℘ (z)− e1,3,2 = −σ (z + ω1,2,3)σ (z − ω1,2,3)
σ2 (z)σ2 (ω1,2,3)
. (A.20)
Finally, the Weierstrass function obeys the following integral formula
℘′ (a)
∫
dz
℘ (z)− ℘ (a) = 2ζ (a) z + ln
σ (z − a)
σ (z + a)
. (A.21)
The periods of the function ℘ are related to the roots of the cubic polynomial
appearing on the right hand side of the defining differential equation (A.1). These
roots are denoted by ei satisfying the relation e1 + e2 + e3 = 0. When two roots of the
cubic polynomial coincide, one of the two periods diverges and the Weierstrass functions
acquire simpler expressions in terms of simply periodic functions on the complex plane.
In particular, when the two larger roots coincide, e1 = e2 = e0, in which case e3 = −2e0,
the moduli g2 and g3 equal to 12e
2
0 and −8e30, respectively. In this case the real period
ω1 diverges and the imaginary period assumes the value ω2 = ipi/
√
12e0. Then, the
Weierstrass functions reduce to
℘
(
z; 12e20,−8e30
)
= e0
(
1 +
3
sinh2
(√
3e0z
)) , (A.22)
ζ
(
z; 12e20,−8e30
)
= −e0z +
√
3e0 coth
(√
3e0z
)
, (A.23)
σ
(
z; 12e20,−8e30
)
=
sinh
(√
3e0z
)
√
3e0
e−
1
2
e0z2 . (A.24)
When the two smaller roots coincide, e2 = e3 = −e0, in which case e1 = 2e0, the
moduli g2 and g3 equal to 12e
2
0 and 8e
3
0, respectively. Then, in this case the imaginary
period ω2 diverges and the real period takes the value ω1 = pi/
√
12e0. The Weierstrass
functions simplify to
℘
(
z; 12e20, 8e
3
0
)
= e0
(
−1 + 3
sin2
(√
3e0z
)) , (A.25)
ζ
(
z; 12e20, 8e
3
0
)
= e0z +
√
3e0 cot
(√
3e0z
)
, (A.26)
σ
(
z; 12e20, 8e
3
0
)
=
sin
(√
3e0z
)
√
3e0
e
1
2
e0z2 . (A.27)
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