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A FAST AND EFFICIENT CHANGE-POINT DETECTION
FRAMEWORK FOR MODERN DATA
By Yi-Wei Liu and Hao Chen
University of California, Davis
Change-point analysis is thriving in this big data era to address prob-
lems arising in many fields where massive data sequences are collected to
study complicated phenomena over time. It plays an important role in pro-
cessing these data by segmenting a long sequence into homogeneous parts
for follow-up studies. The task requires the method to be able to process
large datasets quickly and to deal with various types of changes for high-
dimensional and non-Euclidean data. We propose a novel approach making
use of approximate k-nearest neighbor information of the observations, and
derive an analytic formula to control the type I error. The time complexity
of the method is O(dn logn) for an n-length sequence of d-dimensional data.
Moreover, we incorporate a useful pattern of data in high dimension that
the proposed method could detect various types of changes in the sequence.
1. Introduction. With advances in technologies, scientists in many fields are
collecting massive data for studying complex phenomena over time and/or space.
Such data often involve sequences of high-dimensional or non-Euclidean measure-
ments that cannot be analyzed through traditional approaches. Insights on such
data often come from segmentation/change-point analysis, which divides the se-
quence into homogeneous temporal or spatial segments. They are crucial early steps
in understanding the data and in detecting anomalous events. Change-point anal-
ysis has been extensively studied for univariate data (see Carlstein, Mu¨ller and
Siegmund (1994); Chen and Gupta (2011) for a review). However, methods for
multivariate data are limited in many ways (Chan et al., 2015; Heard et al., 2010;
James, James and Siegmund, 1992; Siegmund, Yakir and Zhang, 2011; Srivastava
and Worsley, 1986; Wang et al., 2013; Wang and Samworth, 2018; Xie and Sieg-
mund, 2013; Zhang et al., 2010), and there is little reasearch for non-Euclidean
data (Chen and Zhang, 2015; Chu and Chen, 2019; Harchaoui, Moulines and Bach,
2009; Matteson and James, 2014). Many modern applications require effective and
fast change-point detection for high-dimensional/non-Euclidean data. The follows
are some examples.
Network evolution: Network data have become increasingly popular. For ex-
ample, phone calls, emails, or online chat records can be used to construct networks
depicting social interactions among individuals (Eagle, Pentland and Lazer, 2009;
Kossinets and Watts, 2006). In biological science, the study of gene-interaction
network is omnipresent (Li et al., 2011; Lu et al., 2011). A crucial part of these
studies is identifying how the networks evolve in time. For the above examples, the
observations at each time point is a graphical encoding of the underlying network.
Researchers might be interested in asking whether there is a change in network
structure over time.
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Public transportation demand analysis: The study of public goods alloca-
tion is drawing attention as tons of data on public activities can be collected easily
nowadays, such as the NYC taxi and limousine commission data (https://www1.
nyc.gov/site/tlc/about/tlc-trip-record-data.page). Take transportation as
an example, studies are performed to better meet the supply with aggregate de-
mand. Such intension can be achieved by characterizing whether the public demands
for certain trasportation are distinct in different time intervals. Here, the observa-
tion at each time point could be a heatmap illustrating the volume associated with
pick-ups and drop-offs locations.
Neuropixels data processing: As the development of Neuropixels probes en-
lightens the field of neuroscience, the challenges in analyzing such large-scale and
high-density data couldn’t be over-emphasized. Neuropixels data usually consists of
hundreds or thousands of long stretches of neuron spiking activities simultaneously
(Chen, Chen and Deng, 2019). Scientists and researchers are striving to extract
meaningful information from Neuropixels recordings (Stringer et al., 2019). It is of
scientific interesting to detect points in time at which population spiking activity
exhibits simultaneous changes as well as changes that only occur in a subset of the
neural population.
In the above examples, the observation can be a network, an image, or a long
vector. Let the sequence of observations be {yt : t = 1, · · · , n}, indexed by some
meaningful order, such as time or location. Then the change-point detection can be
formulated as testing the null hypothesis of homogeneity:
H0 : yt ∼ F0, t = 1, · · · , n, (1)
against the alternative that there exists a change-point τ :
H1 : ∃1 ≤ τ < n, yt ∼
{
F0, t ≤ τ
F1, otherwise,
(2)
Here, F0 and F1 are two different probability measures. In practice, we usually do
not know what F0 and F1 are, or what distributional family they belong to. This
makes the parametric methods proposed for high-dimensional data not applicable.
Some non-parametric methods have been proposed, and there are mainly three
categories:
1. Kernel-based method (Harchaoui, Moulines and Bach, 2009)
2. Distance-based method (Matteson and James, 2014)
3. Graph-based method (Chen and Zhang, 2015; Chu and Chen, 2019)
The kernel-based method depends on the choice of kernel and suffers from in-
creased dimension. In addition, due to the natural of the kernel methods, there is
currently no effective way of controlling the type I error under the change-point
setting. It’s extremely time consuming to apply the method when one would like to
control the type I error. This makes the method not practically useful. The distance-
based method was proposed in (Matteson and James, 2014). The authors use all
the pairwise distances among observations to find change-points. Computing all
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pairwise distances needs O(dn2) time for d-dimensional data. Moreover, there is no
analytic formula to control type I error, so it’s time consuming to run the method
with proper type I error control (see Table 1). On the other hand, graph-based
methods (Chen and Zhang, 2015; Chu and Chen, 2019) provide analytic formulas
to control the type I error and are much faster to run.
Existing graph-based methods utilize an undirected graph constructed among
observations. Some common choices are the minimum spanning tree (MST), where
all observations are connected with the total distance minimized, the minimum dis-
tance pairing (MDP), where the observations are partitioned into n/2 pairs with
the total within-pair distance minimized, the undirected nearest neighbor (NN)
graph, where each observation connects to its nearest neighbor, and their denser
versions, k-MST, k-MDP, and undirected k-NN graphs. Take the k-MST for ex-
ample, it is the union of the 1st, · · · , kth MSTs, where the 1st MST is the MST,
and the jth MST is a spanning tree connecting all observations such that the sum
of the edges in the tree is minimized under the constraint that it does not contain
any edge in the 1st, · · · , (j − 1)th MSTs. Among these graphs, k-MST is preferred
as it in general has a higher power than others (Chen and Zhang, 2015). Never-
theless, it could take long to construct the k-MST when n is large. In this work,
we propose a new statistic on a directed approximate k-NN graph. As the directed
k-NN contains more useful information than the undirected k-NN graph, we find
the new method having power on par with the existing method on k-MST. There
are multiple existing algorithms to construct the directed approximate k-NN graph,
and the computational cost can easily be achieved at O(dn log n). As the directed
graph cannot be handled by the existing graph-based framework, we work out a
new framework to handle them. In particular, we work out the limiting distribution
of the new statistic and derive an analytic formula to control the type I error so
that the time complexity of the method after the directed approximate k-NN graph
is obtained is O(n). Thus, the overall time complexity of the new method is the
same as that for obtaining the approximate k-NN graph.
2. Main results. First, we compare the computational cost of our method
to the other three state-of-the-art methods: graph-based method with the max-
type statistic on 5-MST (the recommended setting in (Chu and Chen, 2019)), the
distance-based method (ecp) (Matteson and James, 2014), and the kernel-based
method (Harchaoui, Moulines and Bach, 2009). For our method, we use the k-d
tree algorithm (Beygelzimer et al., 2019) to approximate the directed 5-NN graph.
We use the 5-NN graph as it contains a similar number of edges to the 5-MST to
make the comparison with the existing graph-based method fair. The observations
are generated i.i.d. from a multivariate t5-distribution with dimension d = 100. The
results are presented in Table 1. We also check the empirical size of these methods
(Table 2). From these tables, we can see that the kernel-based method is slow to
run and cannot control the type I error. The other three methods can control the
type I error well. The graph-based methods are much faster than ecp, and the new
method is more than 2-fold faster than the existing graph-based method on 5-MST
for n = 2, 000 or above.
Next, we compare the power of the three methods that could control the type
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Table 1
Time comparison: Average time cost (± standard deviation) from 10 simulation runs for each
choice of n. The environment where the experiments are conduected: CPU: Intel(R) Xeon(R)
CPU E5-2690 0 @ 2.90GHz / RAM: DDR3 @ 1600MHz / OS: Scientific Linux 6.10 / 2.6.32
Linux.
n 1,000 2,000 5,000 10,000 20,000 30,000
New 1.9 (±0.4) 3.5 (±0.8) 11 (±3.2) 47 (±7.0) 227 (±39) 478 (±65)
5-MST 1.7 (±1.0) 8.7 (±4.6) 29 (±8.9) 122 (±27) 610 (±144) 1,228 (±212)
ecp 10.4 (±5.8) 54 (±14) 362 (±108) 1,023 (±228) 6,836 (±214) >10,000
kernel 548 (±9.1) 9,153 (±101) >10,000 - - -
Table 2
Empirical size: Fractions of simulation runs (out of 10,000 simulations) that the null
hypothesis is rejected at level α when there is no change-point in the sequence (n = 1, 000).
α = 0.10 α = 0.05 α = 0.01
New 0.100 0.051 0.012
5-MST 0.097 0.052 0.013
ecp 0.101 0.054 0.011
kernel 1.000 1.000 1.000
I error. The length of the sequence is set to be n = 1, 000 with a change-point
happens at a quarter of the sequence, τ = 250, for all simulations. We compare the
power under four different scenarios. The specific amount of changes were chosen
so that the tests are of moderate power to be comparable. We see that the new test
is the most powerful or on par with the most powerful test over various types of
changes. More simulations are provided in the supplement.
Scenario 1: The observations are generated from a d-dimensional multivariate
Gaussian distribution with mean zero and covariance matrix Σ, where Σii
i.i.d.∼
U(1, 2), and Σij =
(
(h+ 1)2H + (h− 1)2H − 2h2H) /2, with h = |i − j| and H =
0.85. After the change, all elements in the mean vector shift by 0.02, and the
covariance matrix becomes aΣ. We use ∆ to denote the mean vector and ||∆||2 to
denote its L2 norm after the change.
Scenario 2: The observations are generated from d-dimensional multivariate t5
with mean zero, and the same covariance matrix as Scenario 1. After the change,
all elements in the mean vector ∆ shift by the same amount, and the covariance
matrix becomes aΣ.
Scenario 3: The observations are generated from d-dimensional multivariate t5
with mean zero, and covariance matrix Σ with Σij = 0.6
|i−j|. After the change,
the covariance matrix becomes Σij = ρ
|i−j|. Note that here only the off-diagonal
elements of Σ change.
Scenario 4: The observations are generated from d-dimensional independent
exponential distributions with scale parameter 1. After the change, all the d scale
parameters become λ.
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Table 3
Power comparison: Fractions of times (out of 100) the null hypothesis is rejected under
α = 0.05 for various data dimensions and sizes of chnage.
Scenario 1
d 25 100 500 1000 2000
||∆||2 0.10 0.20 0.45 0.63 0.89
a 1.10 1.06 1.03 1.02 1.02
New 0.73 0.84 0.83 0.73 0.93
5-MST 0.68 0.82 0.80 0.72 0.92
ecp 0.08 0.06 0.05 0.10 0.05
Scenario 2
d 25 100 500 1000 2000
||∆||2 0.25 0.50 1.12 1.58 2.24
a 1.25 1.27 1.30 1.32 1.32
New 0.85 0.83 0.74 0.77 0.83
5-MST 0.84 0.82 0.79 0.82 0.86
ecp 0.07 0.35 0.55 0.87 0.89
Scenario 3
d 25 100 500 1000 2000
ρ 0.50 0.40 0.35 0.30 0.15
New 0.75 0.76 0.63 0.58 0.60
5-MST 0.63 0.79 0.65 0.63 0.64
ecp 0.06 0.07 0.06 0.03 0.05
Scenario 4
d 25 100 500 1000 2000
λ 1.10 1.05 1.03 1.02 1.02
New 0.81 0.67 0.70 0.61 0.87
5-MST 0.78 0.66 0.73 0.69 0.91
ecp 0.92 0.67 0.56 0.30 0.47
3. New statistic. Given a directed similarity graphG = {(i, j) : yi points to yj},
let RG,1(t) be the number of edges on G connecting both observations before t, and
RG,2(t) be the number of edges on G connecting both observations after t:
RG,1(t) =
∑
(i,j)∈G
1{i≤t,j≤t} and RG,2(t) =
∑
(i,j)∈G
1{i>t,j>t},
with 1A the indicator function for event A. Figure 1 illustrates the computation of
RG,1(t) and RG,2(t) on a toy example. For the directed approximate k-NN graph,
each observation points to k other observations. Similar to the undirected graph ver-
sion in (Chen and Zhang, 2015) and (Chu and Chen, 2019), we can define four edge-
count scan statistics (original/weighted/generalized/max-type) for directed graphs.
Here, we focus on the max-type edge-count scan statistic and leave the other three
to the supplement.
Since our method is non-parametric, we work under the permutation null dis-
tribution that places 1/n! probability on each of the n! permutations of {yi : i =
1, . . . , n}. With no further specification, we use P, E, Var, and Cov to denote prob-
ability, expectation, variance, and covariance, respectively, under the permutation
null distribution. For each candidate t of the true change-point τ , the max-type
edge-count test statistic is defined as
M(t) = max(Zw(t), |Zdiff(t)|), (3)
where
Zw(t) =
Rw(t)− E(Rw(t))√
Var(Rw(t))
and Zdiff(t) =
Rdiff(t)− E(Rdiff(t))√
Var(Rdiff(t))
,
with Rw(t) =
n−t−1
n−2 RG,1(t)+
t−1
n−2RG,2(t) and Rdiff(t) = RG,1(t)−RG,2(t).The null
hypothesis of homogeneity is rejected if the scan statistic
max
n0≤t≤n1
M(t) (4)
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Fig 1. The computation of RG,1(t) and RG,2(t) at three different values of t. The first 10 ob-
servations are drawn from N((−0.5,−0.5)T , I2), and the second 10 observations are drawn from
N((0.5, 0.5)T , I2), where I2 is the 2 × 2 identity matrix. Here, G is the directed 2-NN on Eu-
clidean distance. Each t divides the observations into two groups: one group for observations
before t (squares) and the other group for observations after t (circles). Red edges connect obser-
vations before t and the count is RG,1(t); blue edges connect observations after t and the count is
RG,2(t). Notice that as t changes, the group identities change but the graph G does not change.
with n0 and n1 pre-specified, is larger than the critical value for a given significance
level.
From the definition of M(t), we see that either a large value of Zw(t) or |Zdiff(t)|
would contribute to the scan statistic. They corresponds to two major exhibitions
of the graph when there is a change at t. When {y1, · · · ,yt} and {yt+1, · · · ,yn} are
from the same distribution, they are well mixed and RG,1(t) and RG,2(t) would be
close to their null expectations (Figure 2 (a)). When they are from different distri-
butions, one common exhibition is that observations from the same distribution are
more likely to be connected in G. Figure 2 (b) plots a typical directed 2-NN graph
under this alternative and we see there are very few edges connecting between the
two groups. When this happens, Zw(t) is large. For moderate- to high- dimensional
data, another exhibition of the graph is common under alternative shown in Figure
2 (c). We see that RG,1(t) is much larger than its null expectation but RG,2(t) is
much smaller than its null expectation (very few blue edges). This happens due to
the curse of dimensionality. Here, the dimension is d = 100. The circles are
from a distribution with a larger variance than those of the squares. As the volume
of a d-dimensional ball increases exponential in d, circles are sparsely scattered and
tend to find their nearest neighbors in squares. The Zdiff(t) part in our statistic is
effective in capturing this pattern. The absolute value is to cover the two possible
scenarios in opposite directions showcased in Figure 2 (c) and (d).
Theorem 1. The expectation, variance and covariance of RG,1(t) and RG,2(t))
on the directed approximate k-NN graph G are:
E (RG,1(t)) = nkp1(t), E (RG,2(t)) = nkq1(t),
Var (RG,1(t)) =
(
c(1) + c(2)
)
p1(t) +
(
c(3) + c(4) + c(5) + c(6)
)
p2(t) + c
(7)p3(t)− (nkp1(t))2 ,
Var (RG,2(t)) =
(
c(1) + c(2)
)
q1(t) +
(
c(3) + c(4) + c(5) + c(6)
)
q2(t) + c
(7)q3(t)− (nkq1(t))2 ,
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(a) (b) (c) (d)
Fig 2. Directed 2-NN graphs on 100-dimensional data visualized by the ggnet2 function. Here,
y1, · · · ,y20 (squares) are drawn from the standard 100-dimensional Gaussian distribution, and
y21, · · · ,y40 (circles) are drawn from N100(µ, aI100) with (a) µ = 0, a = 1; (b) µ = 0.81, a = 1;
(c) µ = 0, a = 1.4; (d) µ = 0, a = 0.8. Same edge coloring scheme as in Figure 1.
Cov (RG,1(t), RG,2(t)) = c
(7)r(t)− (nkp1(t)) (nkq1(t)) ,
with
p1(t) =
t(t− 1)
n(n− 1) , p2(t) =
t(t− 1)(t− 2)
n(n− 1)(n− 2) , p3(t) =
t(t− 1)(t− 2)(t− 3)
n(n− 1)(n− 2)(n− 3) ,
q1(t) =
(n− t)(n− t− 1)
n(n− 1) , q2(t) =
(n− t)(n− t− 1)(n− t− 2)
n(n− 1)(n− 2) ,
q3(t) =
(n− t)(n− t− 1)(n− t− 2)(n− t− 3)
n(n− 1)(n− 2)(n− 3) , r(t) =
t(t− 1)(n− t)(n− t− 1)
n(n− 1)(n− 2)(n− 3) ,
where c(1), · · · , c(7) are quantities on the graph G, defined as:
c(1) = nk, c(2) =
n∑
i=1
∑
j∈Di
1{(i,j)∈G}, c(3) = c(4) =
n∑
i=1
∑
j∈Di
(k − 1{(i,j)∈G}),
c(5) = nk(k − 1), c(6) =
n∑
i=1
(|Di|2 − |Di|) , c(7) = (nk)2 − 6∑
m=1
c(m).
Here, Di is the set of indices of observations that point toward observation yi, and
|Di| is the cardinality of set Di, or the in-degree of observation yi.
Theorem 1 can be proved by combinatorial analysis. The expectations are rela-
tively simple due to the linearity of expectation. For the variances and the covari-
ance, we have to figure out the number of possible configurations of pairs of edges
plotted in Figure 3. A detailed proof of the theorem is in the supplement.
Next, we show when the max-type edge-count scan statistic M(t) in (3) is well-
defined in Theorem 2, and its proof is in the supplement.
Theorem 2. The max-type edge-count scan statistic {M(t)}t=1,...,n−1 on an
approximate k-NN graph is well-defined when n ≥ 5 and not every observation has
the same in-degree (i.e., there exists an i, 1 ≤ i ≤ n, such that |Di| 6= k).
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Fig 3. Seven possible configurations of two edges (i, j), (u, v) randomly chosen, with replacement,
from a direct graph: (1) two edges degenerate into one ((i, j) = (u, v)); (2) two opposite edges
(the two end nodes point to each other); (3)-(6) four different configurations with the two edges
sharing one node; (7) two edges without any node sharing.
4. Analytic type I error control. Given the max-type edge-count scan
statistic, the next question is how large does it need to be to constitute suffi-
cient evidence against the null hypothesis of homogeneity. In other words, we are
concerned with the tail probability of the scan statistics under H0:
P
(
max
n0≤t≤n1
M(t) > b
)
= 1−P
(
max
n0≤t≤n1
Zw(t) < b
)
P
(
max
n0≤t≤n1
|Zdiff(t)| < b
)
(5)
= 1−
(
1−P
(
max
n0≤t≤n1
Zw(t) > b
))(
1−P
(
max
n0≤t≤n1
|Zdiff(t)| > b
))
.
(6)
For a small n, the probability (5) can be obtained by doing permutation directly.
However, when n is large, doing permutation could be very time-consuming. Hence,
we derive analytic formulas to approximate the probability based on the asymp-
totic properties of the scan statistic. We first work out the limiting distributions of
{Zw([nu]1) : 0 < u < 1} and {Zdiff([nu]) : 0 < u < 1} jointly. On a directed graph,
we use e = (e−, e+) to denote an edge connected from e− to e+. Let
Ae = Ge− ∪Ge+ ,
be the subgraph in G that connect to either node e− ot node e+, and
Be = ∪e∗∈AeAe∗ ,
be the subgraph in G that connect to any edge in Ae. In the following, we write
an = O(bn) when an has the same order as bn, and write an = o(bn) when an has
order smaller than bn.
Theorem 3. If |G| = O(nβ), 1 ≤ β < 1.5,∑e∈G |Ae||Be| = o(n1.5β),∑e∈G |Ae|2 =
o(nβ+0.5), and
∑n
i=1 |Di|2− k2n = O(
∑n
i=1 |Di|2), as n→∞, {Zw([nu]) : 0 < u <
1} and {Zdiff([nu]) : 0 < u < 1} converge to independent Gaussian processes in
finite dimensional distributions.
Here, we do not consider β < 1 as that means the majority of points are not con-
nected and such a graph does not fully use the information among the observations.
The proof for the theorem is in the supplement.
1For a scalar x, we use [x] to denote the largest integer no greater than x
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Based on Theorem 3, we have
P
(
max
n0≤t≤n1
Zw(t) > b
)
≈ bφ(b)
∫ n1
n0
Cw(t)ν
(√
2b2Cw(t)
)
dt (7)
P
(
max
n0≤t≤n1
|Zdiff(t)| > b
)
≈ 2bφ(b)
∫ n1
n0
Cdiff(t)ν
(√
2b2Cdiff(t)
)
dt (8)
where the function ν(·) can be estimated numerically as
ν(x) ≈ (2/x)(Φ(x/2)− 0.5)
(x/2)Φ(x/2) + φ(x/2)
with φ(·) and Φ(·) being the probability density function and cumulative distribu-
tion function of a standard normal distribution, respectively, and
Cj(t) = lim
s↗t
∂ρj(s, t)
∂s
with ρj(s, t) = Cov(Zj(s), Zj(t)), j = w, or diff.
The explicit expressions for Cw(t) and Cdiff(t) can be derived and simplified to be
Cw(t) =
n(n− 1)(2t2/n− 2t+ 1)
2t(n− t)(t2 − nt+ n− 1) , and Cdiff(t) =
n
2t(n− t) .
The details are in the supplement.
Table 4
Critical values for the scan statistics max
n0≤t≤n1
M(t) based on 3-NN’s graph at α = 0.05.
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A1 3.23 3.27 3.32 3.38
Distributions and dimensions
Critical Values
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A2 Per A2 Per A2 Per A2 Per
Multivariate
Gaussian
d = 10
d = 100
d = 1, 000
3.26 3.26 3.31 3.35 3.39 3.43 3.52 3.60
3.29 3.29 3.36 3.40 3.45 3.52 3.62 3.78
3.31 3.31 3.40 3.42 3.51 3.60 3.70 3.94
Multivariate
t5
d = 10
d = 100
d = 1, 000
3.26 3.26 3.32 3.34 3.39 3.44 3.51 3.60
3.30 3.30 3.35 3.39 3.44 3.51 3.60 3.79
3.30 3.30 3.46 3.54 3.59 3.75 3.80 4.27
Multivariate
log-normal
d = 10
d = 100
d = 1, 000
3.27 3.28 3.32 3.33 3.40 3.41 3.52 3.58
3.28 3.28 3.35 3.37 3.43 3.48 3.58 3.70
3.36 3.41 3.45 3.58 3.58 3.81 3.72 4.07
Table 4 shows the performance of the asymptotic p-value approximation of
the max-type edge-count scan statistic (5) under different settings. We examine
three different underlying distributions (multivariate Gaussian, multivariate t5,
and multivariate log-normal distributions) with different data dimensions (d =
10, 100, 1000). In Table 4, column Per is the critical value obtained from doing
10, 000 permutations. This can be deemed as close to the true critical value. A1
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presents the critical values given by substituting (6) by (7) and (8). When n0 is
small, formula (5) is not that close to the critical values obtained through per-
mutations. This is due to the fact that Zw(t) and Zdiff(t) converge to the normal
distributions slowly when t is close to 1 or n. We perform skewness correction to im-
prove the p-value approximations. Column A2 lists the skewness corrected critical
values. The skewness correction protocol is briefly discussed below.
Since the converge of Zw(t) and Zdiff(t) to the limiting distribution depends on
t, we adopt a similar treatment in (Chen and Zhang, 2015; Chu and Chen, 2019)
that the skewness correction terms depend on t. The tail probability after skewness
correction, is approximated by (with j = w,diff)
P
(
max
n0≤t≤n1
Zj(t) > b
)
≈ bφ(b)
∫ n1
n0
Sj(t)Cj(t)ν
(√
2b2Cj(t)
)
dt (9)
where the skewness correction term
Sj(t) =
exp
(
1
2 (b− θˆb,j(t))2 + 16γj(t)θˆ3b,j(t))
)√
1 + γj(t)θˆb,j(t)
with γj(t) = E
(
Z3j (t)
)
and θˆb,j(t) = (−1 +
√
1 + 2bγj(t))/γj(t).
Perfroming skewness correction requires the computation of the third moments
of the edge-count test statistics. That is, E(Z3w(t)) and E(Z
3
diff(t)). Since those test
statistics are linear combinations of RG,1(t) and RG,2(t), all we need is to compute
E(R3G,1(t)) and E(R
3
G,2(t)). The computation involves the analysis of the configu-
rations of each set of three edges on the graph. For an undirected graph, there are
8 possible such configurations as discussed in (Chen and Zhang, 2015). However,
for a directed graph, there are 24 possible configurations for a set of three edges
(Figure 4). We derive analytic formulas to the numbers of those configurations for
the directed k-NN graphs, and they are listed in the supplement.
Fig 4. Twenty-four possible configurations of three edges randomly chosen, with replacement,
from a directed graph.
CHANGE-POINT DETECTION FOR MODERN DATA 11
5. Conclusion. We propose a new non-parametric framework for change-
point analysis using approximation k-NN information. There are fast algorithms
available for obtaining the approximate k-NN graph and the time complexity can
easily be achieved at O(dn log n). In constructing the test statistic, we take into
account a pattern caused by the curse of dimensionality. As a result, the new test
can detect various types of changes for data in moderate to high dimensions, such
as change in mean and/or variance, and change in the covariance matrix. There is
no distributional assumption on the data. The distribution could be heavy-tailed
and/or skewed, the dimension of the data could be much higher than the num-
ber of observations, and the change could be global or in a sparse/dense subset
of coordinates. We also derive analytic formulas to compute the test statistic and
to approximate the p-value, so that the entire algorithm is of time complexity
O(dn log n). Our method is so far the fastest change-point detection method avail-
able for detecting various types of changes in long sequences of moderate- to high-
dimensional data with proper control on false discoveries.
The proposed framework can easily be extended to non-Euclidean data – as long
as a similarity measure can be defined on the sample space, an (approximate) k-
NN graph can be constructed and our test can be applied. In this work, we focus
on the single change-point alternative. In practice, a sequence could have more
than one change-point. Our method can also be extended to deal with multiple
change-points by incorporating binary segmentation or wild binary segmentation
techniques (Fryzlewicz, 2020; Fryzlewicz et al., 2014; Vostrikova, 1981).
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