Abstract. The object of study in this paper is the on-shell scattering matrix S(E) of the Schrödinger operator with the potential satisfying assumptions typical in the theory of shape resonances. We study the spectrum of S(E) in the semiclassical limit when the energy parameter E varies from Eres − ε to Eres + ε, where Eres is a real part of a resonance, and ε is sufficiently small. The main result of our work describes the spectral flow of the scattering matrix through a given point on the unit circle. This result is closely related to the Breit-Wigner effect.
1. Introduction 1.1. The set-up. We consider the Schrödinger operator (1.1)
where ∈ (0, 1) is the Planck constant and the potential V = V (x) satisfies the short-range condition
with ρ > 1. We will be interested in the semiclassical regime → +0, although the dependence of various operators on will be suppressed in our notation. For E > 0 we define the classically accessible region by
and write
where G ext (E) is the unbounded connected component of G(E), and G int (E) is the union of all other connected components. In Section 2.1, we describe our assumptions on V ; these are typical for the theory of shape resonances. In particular, we require that for some E 0 > 0 the interior domain G int (E 0 ) is non-empty and that for all energies E in a neighbourhood ∆ = (E 0 − δ, E 0 + δ) of E 0 the potential V is non-trapping in G ext (E); see Assumption B below and figure 1.
If it were not for the quantum mechanical tunnelling, the quantum particle with an energy E ∈ ∆ would not be able to penetrate the potential barrier separating G int (E) from G ext (E). Thus, the particle would be either confined to the domain G int (E) or experience scattering in the domain G ext (E). The particles confined to G int (E) would then generate bound states with positive energies. Due to tunnelling, these bound states in fact become resonances with exponentially small (in the semiclassical regime) imaginary part; see e.g. [4, 9, 12, 16, 8, 17, 15] . Resonances produced in this way are called shape resonances.
Our purpose is to study the spectrum of the scattering matrix for the pair H 0 , H for energies near the real parts of shape resonances. In order to locate these resonances, we use the following standard technique: we define an auxiliary Hamiltonian H int = H 0 +V int whose eigenvalues coincide (up to an exponentially small error O(e −c/ )) with the real parts of shape resonances. The potential V int is defined such that V int (x) = V (x) in G int (E 0 ) and V int (x) ≥ E + > E 0 in R d \ G int (E 0 ); the precise assumptions are listed in Section 2.1, but to get an at-a-glance idea of our construction, the reader is advised to take a look at figure 1. We will call the positive eigenvalues of H int the resonant energies. As mentioned above, under additional assumptions one can prove that for each resonant energy E res there exists a resonance E res of H with |E res − Re E res | and |Im E res | exponentially small in the semiclassical regime, see [4, 9, 12, 16, 17, 15] . However, it is technically convenient for us to work with real resonant energies E res rather than with complex resonances E res . Thus, although resonances provide motivation for our work and are key to interpreting our results, we will say nothing about them and instead refer to resonant energies. In fact (although this is merely a technical point) we do not assume that the resolvent of H admits an analytic continuation and so the existence of resonances under our assumptions cannot be guaranteed; see [15] for a detailed analysis of this issue.
Remark. An alternative way to construct H int , used e.g. in [4] , is to impose a Dirichlet boundary condition that decouples the domains G int (E 0 ) and G ext (E 0 ) and then to define H int as the Hamiltonian corresponding to the interior domain. We find it more convenient to work with the Hamiltonian H int defined on the whole space. Besides H int , we also define the Hamiltonian H ext = H 0 +V ext , where the potential V ext coincides with V on G ext (E 0 ) but is globally non-trapping, so the domain {x | V ext (x) < E} has no bounded connected component; see figure 1 . It turns out that away from the resonant energies, the scattering matrix for the pair H, H 0 is exponentially close to the scattering matrix for the pair H ext , H 0 , see Proposition 2.2. We will use the pair H ext , H 0 as a reference system which has "almost" the same scattering characteristics as H, H 0 , but no resonances.
1.2. The Breit-Wigner effect. The main object of this paper is the spectrum of the scattering matrix S(E) = S(E; H, H 0 ), where E > 0 varies near resonant energies. We recall the precise definition of the scattering matrix in Section 3.1. The scattering matrix S(E) is a unitary operator on L 2 (S d−1 ) and the difference S(E) − I is compact, where I is the identity operator. Thus, the spectrum of S(E) consists of eigenvalues on the unit circle, and the multiplicities of all eigenvalues (apart from possibly 1) are finite. These eigenvalues may accumulate only to 1. We denote the eigenvalues of S(E), enumerated with multiplicities taken into account, by e iθn(E) ∞
n=1
. The scattering matrix S(E) depends continuously on the energy E > 0 in the operator norm.
If the potential satisfies the short range condition (1.2) with ρ > d, then one can define the spectral shift function ξ(E) = ξ(E; H, H 0 ); see, e.g., [3] for an introduction to the spectral shift function theory. For E < 0, the spectral shift function coincides with −N ((−∞, E); H); here and it what follows N (X, H) denotes the number of eigenvalues of H in the interval X. Thus, if E < 0 is an eigenvalue of H of multiplicity m, then ξ has a discontinuity at E:
For E > 0, the spectral shift function ξ(E) is continuous in E and is related to the scattering matrix by the Birman-Krein formula
This formula can be equivalently written in terms of the eigenvalues {e iθn(E) } ∞ n=1 of S(E) as
Suppose E grows monotonically. Then, as E crosses a resonant energy E res > 0 of multiplicity m ≥ 1, the spectral shift function ξ(E) experiences an exponentially fast (in the semiclassical regime) increment by (−m): 19] ). Let Assumptions A and B (see Section 2.1) hold true with ρ > d in (2.1), and let H ext = H 0 + V ext and H int = H 0 + V int be as stipulated in Section 2.2. Then there exist positive constants α, β, δ such that for all E satisfying |E − E 0 | < δ and dist(E, σ(H int )) > e −β/ one has
Moreover, since V ext is non-trapping, the behaviour of ξ(E; H ext , H 0 ) near E = E 0 is well understood, with an asymptotic expansion in powers of ( [23, 24] ). Thus, ξ(E; H, H 0 ) can be approximated by a sum of the smooth component ξ(E; H ext , H 0 ) and a step component −N ((−∞, E); H int ). Proposition 1.1 is one of the alternative ways of describing the Breit-Wigner effect; see [14, Section 134] or [20, Chapter 12] for a physics discussion or [7, 16] for precise mathematical results. We emphasise that the mathematical description of the Breit-Wigner effect requires the trace class assumption ρ > d in (1.2), since the spectral shift function is only defined in the trace class framework. On the other hand, the scattering matrix is well defined under the assumption ρ > 1.
Since ξ(E) experiences a fast "jump" at resonant energies, formula (1.4) suggests that some of the phases θ n (E) also experience jumps near E res . This leads to the following questions:
(i) What is the behaviour of individual phases θ n (E) near resonant energies?
(ii) Can one observe some version of the Breit-Wigner effect outside the trace class scheme by looking at the phases θ n (E)? We attempt to answer these questions, at least partially, in this paper. We study the behaviour of the phases {θ n (E)} ∞ n=1 outside the trace class scheme (i.e. under the assumption ρ > 1 in (1.2)) when E varies near resonant energies. In spectral theory it is often more convenient to study an eigenvalue counting function instead of individual eigenvalues. This turns out to be the case in our problem: instead of looking at individual eigenvalues e iθn(E) of the scattering matrix S(E), we study a certain version of the eigenvalue counting function, known as the spectral flow. Our main result, Theorem 2.4, says, roughly speaking, that when E increases monotonically from E res − ε to E res + ε, where E res is a resonant energy of multiplicity m ≥ 1 and ε > 0 is exponentially small, the spectral flow of S(E) through "most" points e iθ on the unit circle equals m. This means that the number of eigenvalues of S(E) that cross e iθ anti-clockwise minus the number of eigenvalues of S(E) that cross e iθ clockwise equals m.
We expect that the main conclusions of our work hold true also in other models where resonances are present close to the real axis. The semiclassical set-up for us is simply a particular mechanism which produces isolated resonances with a small imaginary part.
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Main result
2.1. Assumptions. Let H 0 , H be as in (1.1). We will need a version of the short-range condition (1.2) which involves also the derivatives of V :
is a real-valued function such that for some ρ > 1 and any multi-index α,
Next, we make a standard non-trapping assumption, cf. e.g. [23, 24] . Let (x(t; y, v)) t∈R be the solution to the Newton equation:
(ii) There exists a neighborhood ∆ = (E 0 − δ, E 0 + δ) of E 0 such that all energies E ∈ ∆ are non-trapping in G ext (E) in the sense of Robert-Tamura, i.e., for any R > 0 there is 
where Ω 1 Ω 2 means, as usual, that Ω 1 ⊂ Ω 2 (Ω 1 is the closure of Ω 1 ). Let us fix E + > E 0 sufficiently close to E 0 such that
Next we choose V int and V ext ∈ C ∞ (R d ) so that (see fig. 1 )
We assume V int to be bounded; in fact, we may assume V int to be constant (greater than E + ) outside a compact set. We set
By our assumptions, H int has only discrete spectrum in the interval (−∞, E + ). We will call the eigenvalues of H int in this interval the resonant energies for H. Since the above definitions do not uniquely specify V int , the resonant energies are not uniquely defined.
The following statement shows, however, that the discrepancy between different definitions of resonant energies is exponentially small in the semiclassical limit → 0.
Proposition 2.1. Let V int j , j = 1, 2, be two choices of the potential V int , satisfying the above assumptions. For j = 1, 2, let E
2 ≤ · · · be the eigenvalues of H 0 +V int j in the interval (−∞, E + ), listed in non-decreasing order with multiplicities taken into account. Then there exists ν > 0 such that for all n and for all sufficiently small > 0, the estimate
holds true.
For the proof, see Appendix C. We note that a lower bound for the constant ν > 0 in the estimate (2.3) is explicitly given by the Agmon distance between Ω 1 and Ω c 2 at the energy E + .
In the problem we are discussing one has to keep in mind two scales as → 0: the power scale and the exponential scale. Indeed, the number of eigenvalues of H int on (−∞, E + ) grows as −d . On the other hand, our results below are valid for energies in ∆ outside exponentially small neighbourhoods of resonant energies. More precisely, we will consider the energies E ∈ ∆ which satisfy dist(E, σ(H int )) > e −α/ for some α > 0. Thus, the Lebesgue measure of the set
that we exclude from the interval ∆ is exponentially small as → 0. The fact that we have to exclude exponentially small neighbourhoods of resonant energies E res is a reflection of the effect that the resonances E res of H are exponentially close to E res , see e.g. [9, 4, 16] .
2.3. The scattering matrix. The following preliminary result (which is not really new, cf. [16] ) shows that away from the resonant energies the scattering matrices S(E; H, H 0 ) and S(E; H ext , H 0 ) are exponentially close to each other:
There exist positive constants C, α, δ such that for all E satisfying |E − E 0 | < δ and dist(E, σ(H int )) > e −α/ , one has
for all sufficiently small > 0.
The proof follows directly from Lemma 5.6 and the representation (2.9) below. Proposition 2.2, in particular, immediately implies that away from resonant energies the scattering matrix S(E; H ext , H 0 ) is independent of the choice of V ext up to an exponentially small error.
The next preliminary result shows that S(E; H ext , H 0 ) varies sufficiently slowly:
See Appendix B for the proof. Note that the neighbourhoods of resonant energies are not excluded in Proposition 2.3. as t grows from 0 to 1. The eigenvalues are counted with multiplicities taken into account. Of course, there may be infinitely many intersections, and so in general the r.h.s. of (2.6) may be ill-defined. We postpone the discussion of the precise definition of the spectral flow until Section 3. Our main result is Theorem 2.4. Under Assumptions A and B (see Section 2.1) there exist positive constants α, β, δ such that the following statement holds true. Suppose that |E res − E 0 | < δ, E res is an eigenvalue of H int of multiplicity m ≥ 1 and
Then for all θ ∈ (0, 2π) such that
and for all sufficiently small > 0 one has
where E ± = E res ± e −α/ .
It would be interesting to obtain more detailed information about the eigenvalues of the scattering matrix near resonant energies. Theorem 2.4 will be derived in Sections 3-5 from a more precise result, Theorem 3.1, which is stated in terms of the spectral flow of the scattering matrix when the energy E varies from some finite value to infinity.
We need to explain that Theorem 2.4 is not vacuous, i.e. that the set of angles θ satisfying (2.7) is non-empty: Proposition 2.5. There exist positive constants δ, η such that for any θ 1 , θ 2 ∈ (0, 2π) and any E satisfying |E − E 0 | < δ, one has
The proof is given in Appendix A. Proposition 2.5 shows that the Lebesgue measure of the O(e −α/ )-neighborhood of the spectrum of S(E; H ext , H 0 ) on any arc not containing 1 is exponentially small. Thus (2.7) holds true for a large set of θ.
2.5. Method of proof. We will use the chain rule for scattering matrices to write
where S(E; H, H ext ) is unitarily equivalent to S(E; H, H ext ); see (3.5), (3.6) . In Section 4 we develop a version of perturbation theory for the spectral flow of products of unitaries. This allows us to estimate the spectral flow of S(E; H, H 0 ) in terms of the spectral flows of S(E; H, H ext ) and S(E; H ext , H 0 ). Next, using the stationary representation for the scattering matrix (see Section 3.2) and tunnelling estimates (see Section 5), we show that if θ satisfies (2.7), then the spectral flow of S(E; H ext , H 0 ) through e iθ is zero and the spectral flow of S(E; H, H ext ) is m.
3. The eigenvalue counting function for the scattering matrix 3.1. Scattering theory. Here we recall a small amount of general scattering theory, as necessary to define the basic objects of our construction. For the details, see e.g. [28] . For a self-adjoint operator A we denote by P ac (A) the projection onto the absolutely continuous subspace of A. The wave operators are defined, as usual, by
provided that the strong limits exist. The scattering operator is defined by
If the wave operators are complete, i.e.,
then the scattering operator S(B, A) is unitary in Ran P ac (A). We note the chain rule
provided that the wave operators W ± (B, A) and W ± (C, B) exist and are complete.
By the intertwining property of wave operators, viz.
the scattering operator S(B, A) commutes with A, and therefore S(B, A) and A can be simultaneously diagonalized. The fibre operators of S(B, A) in this diagonalisation give the scattering matrix S(E; B, A). Now let us recall the details of this construction for the operators A = H 0 = − 2 ∆, B = H ext , C = H as defined in Section 2.2. We first note that the wave operators
wheref is the (unitary) Fourier transform of f . Then the map
is a unitary operator which diagonalises H 0 :
It follows that FS(H, H 0 )F * can be represented as a direct integral of fibre operators:
is the scattering matrix.
In the same way, one defines the scattering matrix S(E; H ext , H 0 ). Finally, as in (3.2), (3.3), we denote
Then S(H, H ext ) commutes with H 0 and therefore S(H, H ext ) can also be represented as
with some fibre operators S(E; H, H ext ) :
. Then, as a consequence of (3.2), (3.3), the chain rule (2.9) holds.
3.2.
The stationary representation for the scattering matrix. Essential for our construction is the stationary representation for the scattering matrix S(E; H, H 0 ), see e.g. [28, Section 0.7] . Let F E be as in (3.4) , and let
The stationary representation reads
E . This representation allows one to describe the spectrum of the scattering matrix in terms of the spectrum of the boundary values of the resolvent R(E + i0). Let us denote
Using this notation, the resolvent identity and the identity J −1 = J, one can write (3.7) as 
Then we set (using the notation (3.9), (3.10))
It is evident that this definition is independent of the choice of θ 0 and agrees with the naïve definition (2.6) whenever the latter makes sense. In general, θ 0 as above may not exist. However, using the norm continuity of U (t), one can always find values 0 = t 0 < t 1 < t 2 < · · · < t n = 1 such that for each of the intervals ∆ j = [t j−1 , t j ], a point θ j ∈ (0, 2π) satisfying (3.11) for all t ∈ ∆ j can be found. Thus, the spectral flows sf(·; {U (t)} t∈∆ j ), j = 1, . . . , n, are well defined. Now we set (3.13) sf(e iθ ; {U (t)
sf(e iθ ; {U (t)} t∈∆ j ).
It is not difficult to see that this definition is independent of the choice of the intervals ∆ j and the corresponding points θ 0 , and agrees with the naïve definition (2.6) whenever the latter makes sense.
In the context of self-adjoint operators with discrete spectrum, the notion of spectral flow goes back at least to the seminal work [2] ; see also [25] for a comprehensive survey. One can find many equivalent approaches to the definition of spectral flow in the literature.
The property of the spectral flow that is crucial for us in the sequel is its invariance with respect to the homotopies of the family {U (t)} t∈ [0, 1] . The homotopy must be of a class preserving the compactness of U (t) − I. The homotopy invariance of spectral flow is proven by using standard topological arguments.
counting function of the scattering matrix S(E) = S(E; H, H 0 ). For a fixed θ 0 ∈ (0, 2π), the function
is a non-increasing integer-valued function with jumps at the points e iθ ∈ σ(S(E)). Of course, different choices of θ 0 lead to different integer additive constants in the definition of the counting function (3.14). Below we explain how to fix this constant in a certain standard way; the resulting counting function will be denoted by µ(e iθ , E).
Recall the well known relation (3.15) S(E) − I → 0 as E → +∞.
Now fix E > 0 and define the family Then µ(·, E; H, H 0 ) coincides with the eigenvalue counting function (3.14) up to a particular choice of the additive integer normalisation constant. The above definition of µ can be alternatively described as follows. The function µ(e iθ , E) is the unique function which satisfies the following properties:
(i) for any θ 0 ∈ (0, 2π) and any E > 0 there is an integer m(θ 0 , E) such that
(ii) the function
considered as an element of L 1 loc (0, 2π) (the choice of the function space is not important here) depends continuously on E > 0; (iii) the function (3.18), considered as an element of L 1 loc (0, 2π), converges to zero as E → +∞. The function µ has been systematically studied in [21, 22] in an abstract operator theoretic framework. It possesses a number of natural properties; for example, ±µ(e iθ , E) ≥ 0 if ∓V ≥ 0.
3.5.
The counting function µ near resonant values. Let the Hamiltonians H 0 , H, H int , H ext , and the energy E 0 be as stipulated in Sections 2.1, 2.2. Our results below involve the eigenvalue counting functions µ(e iθ , E; H, H 0 ), µ(e iθ , E; H ext , H 0 ) of the scattering matrices S(E; H, H 0 ), S(E; H ext , H 0 ); see definition (3.17) above. Theorem 3.1. There exist positive constants α, δ such that for all E satisfying |E −E 0 | < δ and dist(E; σ(H int )) > 1 2 e −α/ , and for all θ ∈ (e −α/ , 2π − e −α/ ), one has
if > 0 is sufficiently small, where θ ± = θ ± e −α/ .
We note that the factor 1 2 in front of the exponential e −α/ in the statement of the theorem is of no importance; it is introduced purely for the convenience of the proof of Theorem 2.4. The proof of Theorem 3.1 is given in Sections 4 and 5.
Corollary 3.2. There exist positive constants α, δ such that for all E satisfying |E −E 0 | < δ and dist(E; σ(H int )) > 
Choose β > 0 such that β < α and β < γα, and let θ be any angle that satisfies (2.7). Then, combining (2.7) and (3.22), we obtain
for all sufficiently small and all E ∈ [E − , E + ]. Now we can apply Corollary 3.2 to E = E ± . This yields
Here we have used the fact that by (3.23), none of the eigenvalues of S(E; H ext , H 0 ) crosses e iθ as E grows from E − to E + , and therefore
Representing the family {S(E ; H, H 0 )} E ∈[E − ,∞) as the concatenation of the families {S(E ; H, H 0 )} E ∈[E − ,E + ] and {S(E ; H, H 0 )} E ∈[E + ,∞) and recalling the definition (3.17) of µ, we obtain
From (3.24) and (3.25) we obtain (2.8).
3.6. The strategy of proof of Theorem 3.1. The proof is based on the chain rule (2.9). In Section 4 we develop a perturbation theory for spectral flow of products of unitaries. for relevant values of θ. For this, we rely on an explicit formula for the function µ from [21] . This formula has an abstract operator-theoretic nature; we apply it to the pair of operators (H, H ext ). Denote V 0 = V ext −V ; by our assumptions, we have V 0 ≥ 0. Similarly to the notation of Section 3.2, let us set 
See also [22, Section 4] for an alternative proof. Proposition 3.3 is a consequence of the stationary representation (3.8) for the scattering matrix. This circle of ideas goes back to [26] and perhaps even to [13] . Now we can prove (3.26) as follows. According to (3.28) with θ = π,
On the other hand, by the Birman-Schwinger principle,
We recall that by our assumptions (see Section 2.2), we have V int + V 0 ≥ E + everywhere, and therefore H int + V 0 ≥ E + ; thus, the inverse operator in the r.h.s. of (3.30) is well defined. Using tunnelling and non-trapping estimates, in Section 5 we prove that the right hand sides of (3.29) and (3.30) coincide for E outside exponentially small neighbourhoods of resonant energies. This yields (3.26) for relevant values of θ.
Perturbation theory for spectral flow
4.1. Perturbation result. The proof of Theorem 3.1 is achieved by applying a version of perturbation theory for unitary families to the representation (2.9). Thus, our aim in this section is to consider the unitary families of the type M (t) = U (t)U (t) and to prove the following statement.
Theorem 4.1. Let U (t) and U (t), t ∈ [0, 1], be norm continuous families of unitary operators in a Hilbert space H such that U (t) − I and U (t) − I are compact for all t.
Assume that U (0) = U (0) = I. Assume also that for some ϕ ∈ (0, π) one has
Denote M (t) = U (t)U (t) and
The for any θ ∈ (ϕ, 2π − ϕ) one has
In Section 4.2 we prove two particular cases of Theorem 4.1 and in Section 4.3 we combine these results to obtain the full proof.
Preliminary statements.
The following statement is a version of Theorem 4.1 with ϕ = 0. Lemma 4.2. Let U (t) and U (t), t ∈ [0, 1], be norm continuous families of unitary operators such that U (t)−I and U (t)−I are compact for all t. Assume U (0) = U (0) = U (1) = I. Denote M (t) = U (t)U (t) and m = sf(−1; { U (t)} t∈ [0, 1] ). Then for all θ ∈ (0, 2π),
Proof. We first note that since U (0) = U (1) = I, we have
Next, in the Hilbert space H ⊕ H, we consider the families
It is evident that for all θ ∈ (0, 2π),
We note Q 0 and Q 1 have the same end points:
Below we construct a homotopy between {Q 0 (t)} t∈[0,1] and {Q 1 (t)} t∈ [0, 1] . This will show that the left hand sides of (4.6) and (4.7) coincide and therefore (4.4) holds true.
We consider the following norm continuous family of unitary operators on H ⊕ H:
,
− I is compact for all t, τ . It follows that the family
provides the required homotopy between Q 0 and Q 1 .
The following statement is related to the case when m = 0 in the hypothesis of Theorem 4.1. 
Proof. 1) Using the spectral representation of A, let us split A into the positive and negative parts:
It is easy to see that {e itA } t∈[0,1] is homotopic to the path { U (t)} t∈ [0, 2] , where
Thus we have
2) We consider the family {e itA + U } t∈ [0, 1] . Its eigenvalues are branches of analytic functions. If µ n (t) is a simple eigenvalue of e itA + U with the corresponding normalized egenvector ψ n (t), then
This calculation shows that as t increases, the eigenvalues of e itA + U rotate anti-clockwise with the angular speed of rotation ≤ ϕ. From here it clearly follows that
3) A similar argument shows that the eigenvalues of e −itA − e iA + U rotate clockwise and therefore (4.12) sf(e iθ ; {e
Combining (4.10)-(4.12), we obtain the upper bound (4.8). The lower bound (4.9) is obtained in a similar way by using the family
Lemma 4.4. Let {U (t)} t∈[0,1] be a norm continuous family of unitary operators such that U (t) − I is compact for all t. Then for all θ 1 , θ 2 ∈ (0, 2π) one has
Proof. First suppose that there exists θ 0 ∈ (0, 2π) such that (3.11) holds true. Then, by the definition (3.12), the left hand side of (4.13) becomes
so the statement is proven. The general case follows by applying the above result to each of the intervals ∆ j (see (3.13)), which leads to telescopic sums in both left and right hand sides of (4.13).
4.3.
Proof of Theorem 4.1. 1) By our assumption (4.1), we can write U (1) = e iA , where A is a compact self-adjoint operator with A ≤ ϕ. Now set
We obtain
2) Since −1 / ∈ σ(e itA ) = I for t ∈ [0, 1], it is easy to see that
Since U (0) = U (2), we can apply Lemma 4.2 to the family {M (t)} t∈ [0, 2] . This yields
Combining (4.14), (4.15) and the estimates of Lemma 4.3, we obtain Proposition 5.1. [23, 24, 6] Suppose that a potential V satisfies Assumption A with some ρ > 0 and let E > 0 be a non-trapping energy for V (i.e. Assumption B(ii) holds true with R d instead of G ext (E)). Then for any s > 1/2 we have the estimate
as → 0. Furthermore, if E ranges over a compact interval in a non-trapping energy range, then the above bound is uniform in E.
The second result crucial for us is known as a tunnelling estimate; it goes back to Agmon [1] , see also [10, 18] or [5, Section 6] . Fix a compact set K ⊂ R d and let χ K be the characteristic function of K in R d . Consider a potential V ∈ C(R d ), V ≥ 0, and let E < 0. Let dx 2 = ( V (x) − E) + dx 2 be the Agmon metric for V at the energy E and let d(x, K) be the corresponding Agmon distance from x to K. Proposition 5.2. [5, Section 6] For any ε > 0 there exists C ε > 0 such that for all sufficiently small > 0, the estimate
Combining the above two results, we obtain the following key estimates:
Lemma 5.3. There exist positive constants δ, α such that for all E satisfying |E −E 0 | < δ one has
provided > 0 is sufficiently small.
Since (H int + V 0 − E) −1 is self-adjoint, recalling the definition of operators A ext , B ext , we obtain
Thus, it suffices to prove the estimate
for |E − E 0 | < δ and > 0 sufficiently small. 2) Let us prove (5.3). By the second resolvent equation, we have
where s > 1/2. By Proposition 5.1, we have
for small > 0. Next, let dx 2 = (V int + V 0 − E)dx 2 be the Agmon metric for the potential V int + V 0 , and let d E (x, K) be the corresponding Agmon distance from x ∈ R d to the set K = supp V 0 . By Proposition 5.2, we have
with any ε > 0, where
Combining (5.4), (5.5) and (5.7), we obtain (5.3) with any α < d/2.
Relating µ(·, E; H, H
Lemma 5.4. Let the constants α, δ be as in Lemma 5.3. Then for all E satisfying |E − E 0 | < δ and dist(E, σ(H int )) > e −α/ , one has
Proof. 1) Assume dist(E, σ(H int )) > e −α/ ; our aim is to show that the right hand sides of (3.29) and (3.30) coincide for small . 2) We use the operator identity
Using our assumption dist(E, σ(H int )) > e −α/ , we obtain
Therefore, by (5.9),
It follows that
3) By the estimates (5.2) and (5.10), for all sufficiently small we have
and so, applying the elementary perturbation theory for compact self-adjoint operators, we get that the right hand sides of (3.29) and (3.30) coincide.
5.
3. An estimate for S(E; H, H ext ) − I. We will need a corollary of Proposition 3.3:
Proof. By the identity (3.27) and elementary perturbation theory for self-adjoint operators,
and so S(E; H,
Now an elementary calculation shows that
which proves (5.11).
Lemma 5.6. Let δ, α be the constants from Lemma 5.3. Then for all E satisfying |E − E 0 | < δ and dist(E, σ(H int )) > e −α/ , one has
Proof. Let dist(E, σ(H int )) > e −α/ . Then, as in the proof of Lemma 5.4, (see (5.10)), we
Combining this with the estimate (5.2) of Lemma 5.3, we obtain, for sufficiently small :
Combining this with the estimate (5.1) of Lemma 5.3 and with Lemma 5.5, we obtain:
as required.
5.4.
Proof of Theorem 3.1. We use Theorem 4.1 with
and U (0) = U (0) = I. Here S(E; H, H ext ) is as defined in Section 3.1, see (3.6). Then, according to the chain rule (2.9), we have 1) Without loss of generality we assume θ 2 = 2π − θ 1 . Then is suffices to prove that
We denote the q-th Schatten trace ideal class by S q . Due to the estimate:
it suffices to prove that
with some exponents q ≥ 1 and b > 0.
2) According to the stationary representation (3.7) for the scattering matrix, we have 
Now combining these estimates, (A.4), and Proposition 5.1 with the stationary representation formula of the scattering matrix (3.7), we conclude the proof of the assertion.
Appendix C. Proof of Proposition 2.1
We use an argument which is essentially due to [4] .
Lemma C.1. Let A 1 , A 2 be self-adjoint operators and let λ ∈ R be such that ε = dist(λ, σ(A 1 )) > 0. Suppose that
Then λ / ∈ σ(A 2 ).
Proof. For simplicity of notation, assume λ = 0. Set
By a direct calculation,
Using the last formula and our assumptions ε = dist(λ, σ(A 1 )), we get (C.3)
By (C.2), it suffices to check the boundedness of the norm of N 2 (z) as z → 0. Using the resolvent identity, we get
where D = (A 1 − iε) −1 − (A 2 − iε) −1 . By (C.1) and (C.3) we get DN 1 (0) < 1 and so the norm of N 2 (z) is bounded when z → 0.
Proof of Proposition 2.1. 1) For j = 1, 2, let V j be the smooth function given by
We note that V j ≥ E + > E + everywhere and therefore (C.4) (H 0 + V j − z) −1 ≤ C uniformly in Re z ≤ E + .
Next, let W = V int 2 − V int 1 , which is supported inside G ext (E + ), and let χ W be the characteristic function of supp W . We have
and therefore
Note that the supports of W and V j − V int and H 0 + V int 2 . Let λ < E + be such that dist(λ, σ(H 0 + V int 1 )) > e −ν/ , and set ε = e −ν/ . By (C.5), we get
Now using Lemma C.1 with A j = H 0 + V int j and ε = e −ν/ , we get that λ / ∈ σ(H 2 + V int 2 ). Finally, using a standard argument involving continuous deformation of V int 1 into V int 2 , we get the required statement.
