Abstract-In this paper, we present a framework for studying distributed averaging dynamics over general state spaces. We define several modes of ergodicity and consensus for such dynamics and show that, unlike for a finite dimensional space, these modes are not equivalent. Motivated by the role of the infinite flow property in ergodicity in finite dimensional spaces, we define the infinite flow property for averaging dynamics in general state spaces. We show that this property is a necessary condition for the weakest form of ergodicity. Also, we characterize a class of quadratic Lyapunov comparison functions for certain averaging dynamics and provide a relation capturing the decrease of these functions along the trajectories of the dynamics.
I. INTRODUCTION
Ergodicity of a sequence of stochastic matrices is one of the fundamental concepts in the study of various phenomena in distributed averaging dynamics including consensus and stability of the dynamics. As discussed in [1] , in finitedimensional spaces, one can define weak and strong ergodicity for the left products of stochastic matrices which, however, are the same.
In this paper, we study ergodicity and consensus for averaging dynamics in general state spaces, where the averaging dynamics is driven by a sequence of stochastic kernels. We introduce several modes of ergodicity and consensus, and we show that these modes are not equivalent to each other. Inspired by the infinite flow property [6] , we define an analogous property for dynamics over general state spaces and prove that this property is necessary for the weakest form of ergodicity. Finally, we show that the averaging dynamics admits a quadratic Lyapunov function under some conditions on the sequence of stochastic kernels. The development in this paper is restricted to the setting where the sequences of stochastic kernels are deterministic. The work is motivated by the theory of Markov chains over general state spaces [4] .
The structure of this paper is as follows: In Section II, we introduce several modes of ergodicity and consensus for averaging dynamics over general state spaces. In Section III, we discuss the generalization of the infinite flow property for a general state space. In Section IV, we characterize quadratic Lyapunov functions for a class of averaging dynamics and provide a fundamental relation for the decrease of such functions. We conclude the paper with Section V.
II. FRAMEWORK
In this section, we introduce averaging dynamics together with several notions of ergodicity and consensus for general Coordinated Science Laboratory, University of Illinois, Urbana, IL 61801, Email: {touri1,basar1,angelia} @illinois.edu. This work has been partially supported by grants NSF CMMI 07-42538 and NSF CCF 11-11342. state spaces. Let us start by revisiting such dynamics in a finite-dimensional space. Averaging dynamics in R m is given by
where t 0 ≥ 0 is an initial time and x(t 0 ) ∈ R m is an initial state of the dynamics. The sequence {A(k)} consists of rowstochastic matrices i.e., each A(k) has non-negative entries and the sum of the entries in each row of A(k) is equal to 1.
Studying the limiting behavior of the dynamics (1) is closely related to studying the convergence properties of the matrix products
This leads to our operator theoretic viewpoint to averaging dynamics over general state spaces. Note that to show that lim k→∞ A(k : t 0 ) exists, it suffices to verify the convergence of {x(k)} only for all x(t 0 ) = e with ∈ [m], where e is a vector with all zero entries except for the th entry which is equal to 1. (The preceding condition simply means that each column of A(k : t 0 ) converges.) Our development builds on a counterpart of such a result in general state spaces. Before formulating averaging dynamics over general state spaces, let us discuss the notation that we use throughout this paper. Instead of sequences of stochastic matrices, we will deal with sequences of stochastic kernels in a measure space, also referred to as chains. We use the subscripts for indexing time variables; for example, {K k } denotes a sequence of kernels indexed by time variable k. For a kernel K, we use K(ξ, η) to denote the value of the kernel K at the point (ξ, η). For averaging dynamics in R m , however, we use {A(k)} to denote the sequence of matrices. We use R + to denote the set of non-negative scalars and Z + to denote the set of nonnegative integers.
To describe an averaging dynamics in a general state space, let X be a set and M be a σ-algebra of subsets of X. Throughout the paper, the measurable space (X, M) serves as the underlying state space for the averaging dynamics.
Definition 1: [4] We say that a function K : X × M → R + is a stochastic kernel if (a) the function f S : X → R + defined by f S (ξ) = K(ξ, S) is measurable, for every S ∈ M; (b) the function K(ξ, ·) (defined on sets S ∈ M) is a measure on X, for every ξ ∈ X; (c) K(ξ, X) = 1, for every ξ ∈ X, i.e., the measure K(ξ, ·) is a probability measure for every ξ ∈ X. Furthermore, if we have
for a measurable functionK : X × X → R + and a measure µ on (X, M), then we refer to K as a stochastic integral kernel with densityK and basis µ.
Let L ∞ be the space of all measurable functions x from (X, M) to R such that sup ξ∈X |x(ξ)| < ∞, and let
To define an averaging dynamics, let {K k } be a chain of stochastic kernels. Let t 0 ≥ 0 be a given starting time and x t0 ∈ L ∞ be a starting point. Consider the averaging dynamics given as follows:
where
(the integral is for the function x k with respect to the measure (2) is an integral kernel with densitỹ K k and a basis µ, the dynamics in (2) can be written as
We now show that the dynamics (2) is well-defined in the sense that {x k } ⊂ L ∞ whenever the dynamics is started at a point x t0 ∈ L ∞ .
Lemma 1: Let {x k } be generated by dynamics (2) started at a time t 0 ≥ 0 and a point x t0 ∈ L ∞ . Then,
Proof: Since x t0 ∈ L ∞ , by using the induction on k ≥ t 0 , we can see that for any ξ ∈ X,
where the last inequality holds since K k (ξ, ·) is a probability measure. Therefore,
) (the set of all subsets of [m]) and let µ be the counting measure on (X, M), i.e., µ(S) = |S| for all S ⊆ [m]. For a chain of stochastic matrices {A(k)}, if we definẽ
m is in L ∞ and, hence, the finite-dimensional averaging dynamics (1) is a special case of the averaging dynamics (3).
For a probability measure π on (X, M), let us denote the stochastic kernel K(ξ, S) = π(S) by K = 1 X π T where 1 S is the characteristic function of a set S ∈ M. Also, let K k:t0 be the transfer function of the dynamics (2) from time t 0 to time k > t 0 , given by
Definition 2: Let {K k } be a chain of stochastic kernels on (X, M). We say that {K k } is:
some probability measure π t0 on (X, M), and for all t 0 ≥ 0 and x t0 ∈ L ∞ (the equality is understood as the induced operator norm); Strongly Ergodic if lim k→∞ x k (ξ) = c(x t0 , t 0 ) for some c(x t0 , t 0 ) ∈ R, and for all ξ ∈ X, t 0 ≥ 0, and
Letting t 0 = 0 in Definition 2, we obtain several modes of consensus.
Definition 3: We say that {K k } admits consensus with the following qualifiers:
For a finite-dimensional state space, all the notions of ergodicity and consensus of Definition 2 and Definition 3, respectively, are equivalent. However, in general state spaces they lead to different properties. Specifically, from Definition 2 it can be seen that uniform ergodicity implies strong ergodicity, which in turn implies weak ergodicity. Similar relations hold for the different modes of consensus. However, the reverse implications do not necessarily hold. The following example shows that strong ergodicity (consensus) does not imply uniform ergodicity (consensus).
Example 2: Consider the set Z + of non-negative integers. Let M = P(Z + ) and µ be the counting measure on Z + . Let {K k } be the chain of stochastic kernels with density functions given by:
Then,K k can be viewed as an infinite stochastic matrix of the form:
Now, let {x k } be the dynamics generated by {K k } started at an arbitrary initial pair
is strongly ergodic and admits consensus strongly. However, in the light of Eq. (4), the only candidate for the limiting kernel lim k→∞ K k:t0 is the integral kernel 1 X π T , where π is the probability measure concentrated at {0}, i.e., π(S) = 1 if 0 ∈ S and π(S) = 0 otherwise. However, letting x t0 (i) = δ 0i , we find that
The following example shows that weak ergodicity (consensus) does not imply strong ergodicity (consensus).
Example 3: Consider the measure space (Z + , M) of Example 2 and the chain of stochastic integral kernels {K k } with density kernels given by:
The density kernelK k has the following form
For any two ξ, η ∈ Z + and any initial pair
Nevertheless, if we let {α k } be a sequence of scalars in [0, 1] that is not convergent, and we start the dynamics at time t = 0 with the starting point x 0 = (α 0 , α 1 , α 2 , . . .) (which belongs to L ∞ ), then we can see that
. Therefore, for any ξ ∈ Z + , we have x k (ξ) = α k for k > ξ. Since {α k } is not convergent, we conclude that lim k→∞ x k (ξ) does not exist. Thus, the chain {K k } is not strongly ergodic and does not admit consensus uniformly.
III. INFINITE FLOW PROPERTY
The infinite flow property has been defined for a chain of stochastic matrices in [6] , where the necessity of this property for ergodicity in finite-dimensional averaging dynamics has been shown (see Theorem 1 in [6] ). In this section, we show an analogous result for averaging dynamics in a general state space.
For a stochastic chain {A(k)}, the infinite flow property requires that 
withS being the complement of S with respect to [m] (S = [m] \ S). In a general state space (X, M), the analogous quantity for a stochastic kernel K, denoted by K(S,S), is not well-defined when the space is not equipped with a measure. However, for an integral kernel K, with densityK and a basis µ, we can define
Thus, for a chain of stochastic integral kernels {K k } with density kernels {K k } and basis µ, it is tempting to define the flow over a non-trivial set S ∈ M (i.e., S = ∅ and S = X almost everywhere) to bē
and conclude the necessity of the infinite flow for (at least) uniform ergodicity of any chain of stochastic integral kernels. However, with the definition of flow in Eq. (6), such a result is not true, as seen from the following example. Let the densitiesK k be defined as follows: for k ≥ 0,
First, we prove that {K k } is uniformly ergodic by showing thatK k+1Kk (ξ, η) = 2 · 1 (
We show this by considering the following cases:
In this case, by Eq. (7), we havẽ
We haveK k+1 (ξ, ψ) = 2 · 1 ( Thus,K k+1Kk (ξ, η) = 2 · 1 ( Nevertheless, with a proper definition of the infinite flow property, the necessity of the infinite flow is still true for the weak ergodicity. To adequately define the infinite flow property, for a stochastic kernel K and any non-trivial set S ∈ M, we define the flow from S toS as follows:
Note that K f (S,S) ≤ 1 since K is a stochastic kernel. Using Eq. (8), we define the flow between S andS to be
. Now, we define the infinite flow property.
Definition 4: We say that a chain of stochastic kernels {K k } has infinite flow property if
For example, the chain {K k } discussed in Example 4 has infinite flow property over the set S = [0,
Definition 4 is a generalization of the infinite flow property in the finite-dimensional averaging dynamics. In the case of a stochastic chain, we have {K k } = {A(k)} and a non-trivial set S ∈ M would be a set with S = ∅ and S = [m]. For any such S, we have
Thus, {A(k)} has the infinite flow property (in terms of Definition 4) if and only if
, which coincides with the definition of the infinite flow property given in (5).
Next, we prove the necessity of the infinite flow property for the weak ergodicity.
Theorem 1: The infinite flow property is necessary for weak ergodicity.
Proof: Let {K k } be a chain that does not have infinite flow property. Then, there exists a non-trivial S ∈ M with
Then, for any k ≥ t 0 and any ξ ∈ S, we have
where the inequality follows from x k ∞ ≤ x t0 ∞ = 1 (Lemma 1), and the last equality follows from K k (ξ, ·) being a probability measure. Thus, by using the induction on k ≥ t 0 and the preceding relation, assuming inf η∈S x k (η) ≥ 0 (which holds for k = t 0 ), we have
where the last inequality follows by x(k) ∞ ≤ 1 and the fact that K k (ξ,S) ≤ K f k (S,S). Thus, by taking the infimum over ξ ∈ S in the preceding relation, we can see that for
and hence, inf ξ∈S x k (ξ) ≥ 1 2 > 0 for any k ≥ t 0 . Using the same line of argument, we have
Therefore, for any ξ ∈ S and any η ∈S, we have
which shows that {K k } is not weakly ergodic.
IV. QUADRATIC LYAPUNOV FUNCTION
Quadratic Lyapunov functions are often used to perform stability analysis and to establish bounds for the convergence of averaging dynamics. Moreover, as discussed in [5] , the decrease rate for a class of time-varying Lyapunov functions can be established precisely. In this section, we show that an analogous result can be provided for quadratic Lyapunov functions in an arbitrary state space.
Let π be a probability measure on (X, M). For a stochastic kernel K, let us define a function λ on M by
Then, λ induces a measure on (X, M) and it is a probability measure since
Next, we have the following definition. Definition 5: We say that a sequence {π k } of probability measures on (X, M) is an absolute probability sequence for
As in the case of finite-dimensional averaging dynamics [5] , using an absolute probability sequence and a convex function g : R → R, we can construct a Lyapunov comparison function for the dynamics driven by {K k }. For this, let us define V g,π :
where {π k } is an absolute probability sequence for {K k } and πx = X π(dξ)x(ξ).
The given comparison function V g,π (x, k) can be interpreted as the weighted distance of a measurable function x ∈ L ∞ from the average point π k x.
The following result shows that V g,π (x, k) is a comparison function for the dynamics in (2).
Theorem 2: Let {π k } be an absolute probability sequence for {K k }. Then, the function V g,π (x, k) of Eq. (10) is a Lyapunov comparison function for the averaging dynamics driven by {K k }.
Proof: Let {x k } be the dynamics driven by {K k }. Then, for any k ≥ t 0 , we have
where the inequality follows by the application of the Jensen's inequality ( [2] , page 461), and the last equality follows by {π k } being absolute probability sequence for {K k }. On the other hand, we have π k+1 x k+1 = π k x k and hence, g(π k+1 x k+1 ) = g(π k x k ). Using this observation and relation (11), we conclude that
Thus, V g,π is non-increasing along any trajectory of the dynamics.
As a special case, we will consider the quadratic Lyapunov function, given by
Assume we are given a probability measure π on (X, M) and a stochastic kernel K. Our next step is to define a probability measure H on the product space (X × X, M ⊗ M) using π and K. Let us define H on the product of two measurable sets S, T ∈ M by H(S × T ) = X π(dξ)K(ξ, S)K(ξ, T ).
Moreover, for a collection of disjoint sets S 1 × T 1 , . . . , S n × T n ⊂ X × X, where S i , T i ∈ M for all i ∈ [n], let
Equation (13) provides a pre-measure on the algebra of rectangular sets on X × X. By Theorem 1.14 in [3] , H can be extended to an outer measure on X × X such that its restriction on M ⊗ M is a measure. Note that H(X × X) = X π(dξ)K(ξ, X)K(ξ, X) = 1 and hence, H is a probability measure on the product space (X ×X, M⊗M). We refer to the measure H constructed this way as the measure induced by K and π on (X × X, M ⊗ M). Now, we can quantify the decrease rate of the quadratic comparison function along a trajectory of the dynamics (2).
Theorem 3: Suppose that π and λ are probability measures on (X, M) such that λ(S) = X π(dξ)K(ξ, S) for all S ∈ M. Then, for all x, y ∈ L ∞ with y = Kx, we have
where H is the probability measure induced by K and π on (X × X, M ⊗ M). 
