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September 25, 2018
In [Buhler2012] the authors investigate the so called origami rings. Taking this
paper as a starting point we find some further properties of origami rings.
We work in the complex plane C and identify it occasionally with R2. Let U be a set of
“directions" which are determined by complex numbers eiα for some angles α ∈ [0, 2π). Two
directions eiα and eiβ are equal iff α = β mod π. Let Lu(p) denote the line with the direction
u through the point p, i. e. Lu(p) = p+ Ru.
Also, let Iu,v(p, q) denote the intersection point of two lines Lu(p) and Lv(p) for two
different directions u, v. We set M0 := {0, 1} and define Mj as the set of all intersection
points Iu,v(p, q) for u 6= v and p 6= q in which u, v take on all values from U and p, q take on
all values inMj−1. Finally, we define R(U) :=
⋃
j≥0Mj .
In [Buhler2012] the authors investigate the set R(U) and they prove that R(U) is a ring
for every multiplicative semigroup U . We try to answer a part of a question asked in the cited
work: is R(U) a ring even if U is not a semigroup?
First we collect some properties of the points Iu,v(p, q)which are all proved in [Buhler2012].
Theorem 1. Let u = eiα, v = eiβ ∈ U be two different directions and p, q two different
elements of R(U). Moreover, let sx,y := xy − xy, where ·¯ means complex conjugation. The
following statements then hold:
a) Iu,v(p, q) =
su,p
su,v
v +
sv,q
sv,u
u.
b) Iu,v(p, q) = Iv,u(q, p).
c) Iu,v(p, q) = Iu,v(p, 0) + Iu,v(0, q).
d) Iu,v(p+ q, 0) = Iu,v(p, 0) + Iu,v(q, 0) und Iu,v(rp, 0) = rIu,v(p, 0) for all r ∈ R.
e) Iu,v(0, 1) =
sv,1
sv,u
u = Im(v)Im(vu)u =
sinβ
sin(β−α)e
iα = 1−v
2
1−( v
u
)2 .
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Also R(U) is an additive group. 
In [Buhler2012] the authors pointed out that for some sets U the setR(U) is a ring even if U is
not a semigroup, for instance R(0◦, 45◦, 90◦) = Z[i]. There are also other obvious examples:
R(0◦, 30◦, 60◦) = Z[e
2pii
3 ] = R(0◦, 60◦, 120◦) and R(0◦, 45◦, 135◦) = Z[i].
Special case U = {1, u, v}
One could conjecture that R(U) is always a ring. However, we show that this is not the case
by considering the ring structure of R(U) for sets U with three directions.
Theorem 2. Let U = {1, u, v} with u = eiα and v = eiβ be given, where 0 6= α 6= β 6= 0
mod π holds. Moreover, let
z := Iu,v(0, 1) =
sv,1
sv,u
u.
Then we have R(U) = Z+ zZ.
1
v
u
z
1− z
0 1
Figure 1: Construction ofM1.
Proof: Since 1 and z belong to the additive group R(U), we have Z+ zZ ⊆ R(U). We prove
the other inclusion by showing that Mj ⊆ Z + zZ via induction on j. This holds for j = 0.
Let s, t ∈ Mj ; then there exist a, b ∈ Z satisfying s = a+ bz. Due to Theorem 1b) and 1c) it
suffices to show that Ix,y(s, 0) ∈ Z+ zZ for {x, y} ⊆ U .
We have to show that the following six points
Iu,v(s, 0), Iv,u(s, 0), Iu,1(s, 0), Iv,1(s, 0), I1,u(s, 0), I1,v(s, 0)
belong to Z+ zZ.
For this purpose we calculate
z =
sv,1
sv,u
u, here we have sv,u 6= 0 as α 6= β mod π, sv,1sv,u ∈ R and (⋆)
su,z = uz − uz = uu
( sv,1
sv,u
− sv,1
sv,u
)
= 0. (⋆⋆)
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It is easy to see how the points we are looking for are constructed. We provide an analytic
proof by using Theorem 1 although it is very helpful to draw a picture first in order to get
better understanding of the calculations.
• Iu,v(s, 0) = Iu,v(a+ bz, 0) = aIu,v(1, 0) + bIu,v(z, 0) = a(1− z) ∈ Z+ zZ,
since Iu,v(1, 0) = 1− z and Iu,v(z, 0) = su,z
su,v
v = 0 because of (⋆⋆).
• Iv,u(s, 0) = aIv,u(1, 0) + bIv,u(z, 0) = (a+ b)z ∈ Z+ zZ,
since Iv,u(1, 0) = z and Iv,u(z, 0) = Iu,v(0, z) =
sv,z
sv,u
u = z.
• Iu,1(s, 0) = aIu,1(1, 0) + bIu,1(z, 0) = a,
since Iu,1(1, 0) =
su,1
su,1
· 1 = 1 and Iu,1(z, 0) = su,z
su,1
· 1 = 0 because of (⋆⋆).
• Iv,1(s, 0) = aIv,1(1, 0) + bIv,1(z, 0) = a+ b,
since Iv,1(z, 0) =
sv,z
sv,1
· 1 = vz − vz
sv,1
(⋆)
=
(vu− vu) · sv,1
sv,u
sv,1
= 1.
• I1,u(s, 0) = aI1,u(1, 0) + bI1,u(z, 0) = bz because of I1,u(1, 0) = s1,1
s1,u
u = 0 and
I1,u(z, 0) =
s1,z
s1,u
u =
z − z
u− uu =
u− u
u− u ·
sv,1
sv,u
u
(⋆)
= z.
• I1,v(s, 0) = aI1,v(1, 0) + bI1,v(z, 0) = b(z − 1), since I1,v(1, 0) = 0 and
I1,v(z, 0) =
s1,z
s1,v
v =
z − z
v − vv =
u− u
v − v ·
sv,1
sv,u
v =
uv − uv
v − v ·
sv,1
sv,u
=
uv − uv
vu− vu
but on the other hand z − 1 = sv,1
sv,u
u− 1 = (v − v)u− vu+ vu
sv,u
=
uv − uv
vu− vu,
so I1,v(z, 0) = z − 1.
Thus, we dealt with all the cases, so the proof is complete. 
General case for |U | = 3
In Theorem 2 we assume that one of the directions inU is determined by the angle of 0◦. In fact
this is no loss of generality: Suppose U = {x, u, v} is a set with three different directions and
M0 = {0, 1}, then we define 1′:= Ix,v(0, 1). Because GL2R operates transitively on R2\{0},
we can transform M0 by a linear transformation to {0, 1′}. Now we can in fact assume that
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one direction equals 1. This means, up to a linear transformation, we proved that R(U) is of
the form Z+ zZ.
Ring structure of R(1, u, v)
Next, we want to clarify for which directions u = eiα, v = eiβ different from ±1 where
β 6= αmodπ the set R(1, u, v) = Z+ zZ is a ring. Since
(a+ bz)(c+ dz) = ac+ (ad+ bc)z + bdz2
we see that Z+ zZ is closed under multiplication iff z2 lies in it. This amounts to the same as
to say that the coefficients of the quadratic minimal polynomial of z over R are integers. This
is in turn the same as to say that z is an algebraic number of degree 2 (by the construction
of z it is not real). So for instance if α = arctan
√
7 and β = π − arctan√7, then the set
R(1, eiα, eiβ) is a ring, for it is z2 = z − 2.
Remark 3. Let α = ±π2 i. e. u = ±i. Since u = i and u = −i represent the same direction,
we let without loss of generality u = i. The two directions 1 and i are perpendicular and1 let
z be Ii,v(0, 1) = ri for some r ∈ R. More precisely we have r = tan(π − β) = − tan β 6= 0
since 1, i, v are different directions. Hence the question whetherR(1, u, v) is a ring is reduced
to the question whether or not z2 = −(tan β)2 is an integer. From this we infer that R(U) is
a ring for U = {1, i, v} iff β = arctan
√
d where d is a positive squarefree integer. In this case
v = exp(i arctan
√
d) and R(1, i, v) = Z+ i tan β Z = Z+
√−dZ. ♯
Remark 4. The complex number z = Iu,v(0, 1) ∈ C, z 6∈ R has the real minimal polynomial
(x − z)(x − z) = x2 − (z + z)x + zz ∈ R[x]. By the above considerations this means that
R(U) is a ring exactly when (cf. Theorem 1e) ):
k : = z + z = 2Re z = 2 · sin β cosα
sin(β − α) ∈ Z,
m : = zz = |z|2 = sin
2 β
sin2(β − α) ∈ Z.
Thus, in particular k = 2
√
m cosα and cos2 α = k
2
4m is a rational number.
Hence, if R(U) is a ring, then necesssarily cos2 α is a rational number. Since we could
start with u and v interchanged it follows by symmetry that cos2 β ∈ Q. Obviously this
property is not enough to guarantee thatR(U) is a ring; this is clear by looking at the example
R(0◦, 60◦, 150◦), for cos 60◦ = 12 , but k = 2Re(z) =
1
2 6∈ Z (here z = 14 (1 + i)).
At least in the following sense the condition cosα ∈ Q is sufficient (see figure 2): If
cosα = s
t
and without loss of generality s, t ∈ N and relatively prime, then we set Re z = s
and |z| = t. Therefore k as well asm are integers. With this choice we have z = s+i√t2 − s2
and β = arctan(
√
t2−s2
s−1 ). Hence, for every α with cosα ∈ Q we found β such that R(1, u =
eiα, v = eiβ) is a ring. ♯
1The following is not a restriction: we can consider Ii,v(0, 1) instead of Iv,i(0, 1) = 1− z.
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Corollary 5. For infinitely many pairs u, v of directions the set R(1, u, v) is a ring. 
If s and t from the fraction s
t
in Remark 4 are not relatively prime, we get other values of
β and z (see figure 2), but since cosα = s
t
= s·γ
t·γ where γ ∈ Z it holds that z′ = γ · z so
Z+ z′Z ⊆ Z+ zZ and we only obtain a subring.
z
0 1 s = Re(z)
α β1
u v
t =
|z|
Figure 2: Construction of β for some given α.
Quadratic number fields
If we think of the minimal polynomial x2 + kx + m of z we see that z = k2 +
√
k2−4m
2
(in what follows it does not matter whether we use z or z). Thus, the quadratic number
field Q(z) = Q[x]upslope(x2 + kx+m)Q[x] can be written as Q(z) = Q(
√
k2 − 4m). Quadratic
number fields are characterized as follows (cf. [Stewart2002, p. 62, Proposition 3.1]).
Theorem 6. The quadratic number fields are exactly the fields Q(
√
d) for some squarefree
integer d. 
Now we wish to know for which squarefree integers d the field Q(
√
d) equals Q(z) for a
suitable choice k andm (so actually of α and β).
Since z ∈ C\R, such a d—if it exists—has to be negative, so we really look only at purely
imaginary quadratic number fields. In Remark 3 we saw that if we choose α = π2 and β =
arctan(
√
d) where d is a squarefree positive integer, then the equation z2 = −(tan β)2 = −d
holds. Hence for every squarefree positive integer d there exist angles α and β such that
Q(z) = Q(
√−d) is true.
Ring of algebraic numbers in Q(z)
Assume that R(1, u, v) = Z + zZ is a ring. Then z is an algebraic number of degree 2. Since
integers are for trivial reasons algebraic numbers, the ring OQ(z) of algebraic numbers of the
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field Q(z) contains the ring Z+ zZ. We ask ourselves when the equality holds.
Lemma 7. Let d be a squarefree integer. Then the ring of algebraic numbers ofQ(
√
d) equals2
O
Q(
√
d) =
{
Z+
√
dZ d 6≡ 1 mod 4
Z+ 1+
√
d
2 Z d ≡ 1 mod 4.
Theorem 8. Let 1, u = eiα, v = eiβ be pairwise different directions, let z = Iu,v(0, 1) and
k = z + z. Moreover let R(U) = Z + zZ be a ring. In this case the ring OQ(z) of algebraic
integers of Q(z) equals R(1, u, v) exactly in the following cases:
k is odd and (k tanα)2 is a squarefree positive integer;
or: k is even and (k2 tanα)
2 is a squarefree positive integer congruent to 2 or 3 modulo 4;
or: k = 0 and tan2β is a squarefree positive integer congruent to 2 or 3 modulo 4.
Proof: We discuss the following cases: k is odd, 0 6= k is even and k = 0.
In Remark 3 we dealt already with k = 0: here OQ(z) = R(U) = Z+ zZ = Z+
√−dZ iff
d is a squarefree positive integer congruent to 2 or 3 modulo 4, therefore iff tan2β is such a d.
For the case k 6= 0 we calculate first the following:
k2 − 4m = k2(1− 4m
k2
) = k2(1− 4m
4m cos2α
) = k2 · cos
2α− 1
cos2α
= −(k tanα)2. (†)
Let k2 − 4m = y2d where d is a squarefree integer and y ∈ Z. Keeping Lemma 7 in mind we
ask when 1+
√
d
2 ∈ Z + zZ is satisfied. Since z = k2 +
√
k2−4m
2 =
k
2 +
y
√
d
2 this is the case
exactly when y = ±1 and k is odd.
If k is in fact odd, then it follows that k2 − 4m ≡ 1 mod 4 and so y2d ≡ k2 − 4m ≡ 1
mod 4 and y2 ≡ 1 ≡ d mod 4. Therefore, for k odd, the equation Z + zZ = OQ(z) is true iff
(k tanα)2 is an odd squarefree integer, cf. (†).
If k is even and Z + zZ = OQ(z) we infer that y2d ≡ k2 − 4m ≡ 0 mod 4 and as we
have seen above d 6≡ 1 mod 4. We check when √d ∈ Z + zZ. The fact that d is squarefree
enforces in
√
d = a+ b(k2 +
y
√
d
2 ) the conditions y = ±2 and b = ±1 (so a = ±k2 ). Therefore,√
d ∈ Z + zZ is true iff k2 − 4m = 4d. That is why, for an even k 6= 0, the equation
Z+zZ = OQ(z) is satisfied exactly when (k2 tanα)2 is a squarefree positive integer congruent
to 2 or 3 modulo 4. 
It does occur that Z + zZ is a ring although Z + zZ 6= OQ(z) holds: For z = 5 + i
√
56 we
have cosα = 59 , thus Z + zZ is a ring according to Remark 4. However, tanα =
√
56
5 and
k = 2 · 5. Hence, we see that k2 tanα =
√
56 and 56 is not squarefree. Thus, Theorem 8 says
that Z+ zZ  OQ(z).
2For a proof see for instance [Stewart2002, p. 62, Theorem 3.1].
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The structure of R(1, u, v, w)
What can we say about R(U) for a set U consisting of 4 different directions? As discussed
above we can assume, up to a linear transformation, that the set U equals {1, u, v, w} for
some different directions 1, u, v, w. Moreover, we can choose u, v, w such that u = eiα, v =
eiβ , w = eiγ where 0 < α < β < γ < π. Let
p := Iu,w(0, 1) and r := I1,v(p, 0).
Then we have r < p on the line L1(p) with its natural ordering.
Since Lw(r) ||Lw(1) = Lw(p), it holds that I1,w(0, r) = L1(0) ∩ Lw(r) < 1. But due
to the choice γ > β, it follows that I1,w(p, 0) < r on L1(p). Since Lw(0) ||Lw(r) we have
I1,w(0, r) = L1(0) ∩ Lw(r) > 0.
We infer that the triangle 0p1 is similar to the triangle 0p1s1, where
p1 := Iu,w(0, r) and s1 := I1,w(0, r) with p1 ∈ (0, p), s1 ∈ (0, 1).
Using the point p1 we construct another point onLv(0), viz. r1 := I1,v(p1, 0). Since p1 ∈ (0, p)
it follows for this point that r1 ∈ (0, r).
With a similar argumentation as above we construct (see figure 3)
p2 := Iu,w(0, r1) and s2 := I1,w(0, r1) with p2 ∈ (0, p1), s2 ∈ (0, s1).
Iteratively we construct the sequences (pi)i and (si)i (as well as the auxiliary sequence (ri)i)
as follows:
0 1
p = Iu,w(0, 1)r
p1
s1
r1
p2
s2
r2
p3
s3
w
v
u
Figure 3: Construction of the sequences (pi)i and (si)i.
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pi := Iu,w(0, ri−1), si := I1,w(0, ri−1), ri−1 := I1,v(pi−1, 0).
Since 0 is the only point on Lv(0) and Lw(0), the points pi and si are well defined. Further-
more the construction yields pi ∈ (0, pi−1) and si ∈ (0, si−1); therefore the triangles 0p1,
0pisi for i = 1, 2, . . . are all similar. In particular, due to compactness of the segments (0, 1)
and (0, p) each of the sequences (pi)i and (si)i have a convergent subsequence.
Lemma 9. Let X be a topologically closed subgroup of R2, which is not contained in a line.
Then there exists a basis b, b′ for R2 such that
X = Rb+ Rb′ = R2
or X = Rb+ Zb′
or X = Zb+ Zb′. For a proof see for instance [Salzmann2007, 8.6, p. 83]. 
Corollary 10. If U is a set containing at least 4 different directions, then R(U) is dense in C.
Proof: Since R(U) is an additive subgroup of R2 (cf. Theorem 1), its closure has to be R2, for
the vectors 0p1 and 0s1 are linearly independent, cf. Lemma 9. Therefore R(U) is dense in R
2
resp. C. 
References
[Buhler2012] Buhler, J.; Butler, S.; De Launey, W.; Graham, R.; Origami rings, Journal of the
Australian Mathematical Society (2012), vol. 92, no. 3, pp. 299–311.
[Salzmann2007] Salzmann, H.; Grundhöfer, T.; Hähl, H.; Löwen, R.; The classical fields: struc-
tural features of the real and rational numbers, Cambridge University Press (2007).
[Stewart2002] Stewart, I.; Tall, D.; Algebraic number theory and Fermat’s last theorem, AK Pe-
ters (2002).
8
