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Abst ract - -The  eigenvalue problem for a symmetric persymmetric matrix can be reduced to two 
symmetric eigenvalue problems of lower order. In this paper, we find in which of these problems 
the Perron root of a nonnegative symmetric persymmetric matrix lies. This is applied to bound the 
Perron root of such class of matrices. 
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. 
Let us denote by J the square matrix 
INTRODUCTION 
r° J~-~ 
The matrix J reverses the order of the rows (columns) of any matrix under premultiplication 
(postmultiplication). Then, for any matrix B = (bij) of order n we have 
(JBJ) i j  = bn+l-~,~+l-j. (1) 
The order of J and the order of the identity matrix I will be clear from context. Clearly, 
j2 = I. 
DEFINITION 1. A square matrix A is said to be a persymmetric matrix if and only i f JA J  = A T. 
The class of persymmetric matrices is important as it contains the class of Toeplitz matrices, 
which have been employed in a wide variety of applications in many areas like numerical analysis, 
signal processing, system theory, probability theory, etc. 
In this introduction, we recall some basic facts on symmetric persymmetric matrices [1]. 
THEOREM 2. Let A be a complex symmetric persymmetric matrix of order n. Then: 
(1) For n = 2p, 
A= JV J u J  ' (2) 
pTAp= IU+V 0 ] 
0 u -  v ' (3) 
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where 
(2) For n = 2p + 1, 
1 
(4) 
where  
A = 
pxAp = 
~bUT b V J ]  
a bTJ , 
JV  Jb JU J J  
-U+V v/2b 0 
v~b 7- a 0 J 0 0 U-V  
(5) 
[o o] = u-  v ' (6) 
p = o T and r = ,  
0 - J  
(7) 
In both cases, U and V are complex symmetric matrices of order p, b is a p-dimensional 
complex vector, and a = ap+ 1,pT 1. 
We observe that P depends only on the order of A and that it is an orthogonal matrix. Then, 
each complex symmetric persymmetric matrix A is orthogonaly similar to a 2 x 2 block diagonal 
matrix. The diagonal blocks are symmetric matrices and they can be easily obtained from the 
matrix A. Then, the eigenvalue problem for complex symmetric persymmetric matrices can 
be reduced very easily to two symmetric eigenvalue problems of lower order. Concerning the 
eigenvectors of such class of matrices, a basic fact is the following theorem [1]. 
THEOREM 3. Let A be a complex symmetric persymmetric matrix of order n. 
(1) g n = 2p and if  v is an eigenvector of U + V corresponding to the eigenvalue A then 
v [j,, ] is an eigenvector of A corresponding to the eigenvalue A and i fu  is an eigenvector of 
u 
U - V corresponding to the eigenvalue # then [-Ju] is an eigenvector of A corresponding 
to the eigenvalue #. 
(2) It" n = 2p + 1 and ff v is an eigenvector of F corresponding to the eigenvalue A then ['1 v%~+~ is an eigenvector of A corresponding to the eigenvedue A, where x is the vector 
Jx j 
whose components are the first p components of v, end if  u is an eigenvector of U - V 
corresponding to the eigenvalue # then -Ju 
eigenvalue p. 
2. BOUNDS FOR THE PERRON ROOT OF 
NONNEGATIVE  PERSYMMETRIC  MATRICES 
In this section, the matrices U + V, U - V, and F are those given in (3) and (7) corresponding 
to the diagonal form of a symmetric persymmetric matrix A. 
Let A be a nonnegative matrix of order n. By the Perron-Frobenius Theorem, A has a real 
eigenvalue equal to its spectral radius. This eigenvalue is usually denoted by r(A) and it is called 
the Perron root of A. From Theorem 2, if A is a nonnegative symmetric persymmetric matrix 
then the eigenvalue problem for A can be reduced to two symmetric eigenvalue problems of lower 
order. The immediate question is: in which of these problems does the Perron root of A lie? 
THEOREM 4. It" A is a nonnegative symmetric persymmetric matrix of order n, then r(A) = 
r(U + V) i fn  = 2p or r(A) = r(F) i fn  = 2p + 1. 
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PROOF. Let us assume n = 2p. We first prove the result for A positive, that is, aij > 0 for all i 
and j .  Then, U + V is a positive matrix. Hence, from the Perron theory, there exists a vector 
x > 0 such that 
(u  + v )  x = ~ (u  + v )  x. (8) 
By Theorem 3, z = [zx] is a positive eigenvector f A associated with the eigenvalue r(U + V). 
Thus, 
Az = r (U + V) z. (9) 
Let D = diag{zl, z2, . . . ,  Zn}, where z = [zi, z2, . . . ,  Zn] T. We have 
r (A)  = r (D- lAD)  _< IID-IAD]II = max Y~jn la i jz J  - - r (U  4- V).  
l<_i<_n Z i 
The last equality is a consequence of (9). Therefore, r(A) = r(U + V) when the symmetric 
persymmetric matrix A is positive. Suppose now that A _> 0. Let e > 0. We define A(e) = 
(ao(~)), whereao(e ) =a  O i fa  O > 0 andao(e  ) =e i fa i j  =0 .  Then, A(:)  > 0andA(~)  is 
also a symmetric persymmetric matrix. Hence, r(A(:)) = r(U(~)+V(e)) for all : > 0. Now, the 
result r(A) = r(U + V) follows in the limit as the perturbation ~goes to zero. A slight change 
in the proof shows that the result also holds for n odd. | 
Bounds for the Perron root of a nonnegative matrix A have been obtained by several authors. 
We recall the following eigenvalue localization result [2]: if A is an n by n matrix with real 
eigenvalues A1, A2,..., An then 
Ai_ t~':l <~_ [~_~ (~r(A2) (~;rA)2)] 1/2. 
Then, from (10), for a nonnegative matrix of order n with real spectrum we have 
t rA  r (A) <_ - -  q- O~A, n 
where 
LEMMA 5. 
(1) I f  n = 2p, then 
(2) Hn = 2p+ 1, then 
~, = (2p + 2) 4 
Let A be a nonnegat/ve symmetr ic  persymmetr ic  of order n. 
2p -1  2 2p-1  2 2p-1  
2p _ :~+v + 2--~-~_ 2 ~-v  + -7 -  (trv) 2. 
2p+ 1 
2p2a~_v ( t rU  - (2p + 1) t rV  - pa) 2 
+ (2p + 1) (p - 1) + (2p + 1) 2 (p + 1) 
(10) 
(11) 
(12) 
(13) 
(14) 
PBOOF. We give the proof only for the case n = 2p. The proof for odd n is similar. Let 
A:, A2,.. . ,  Ap be the eigenvalues of U + V and Av+l, Ap+2 . . . .  , A2p be the eigenvalues of U - V. 
We know that the spectrum of A is the union of the spectra of U + V and U -V .  Then, 
from (12) and using the fact t rA  = 2trU,  we have 
2p-  1 2 
i=l i=p+l 
(15) 
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Applying (12) to the matrices U + V and U - V, we obtain 
and 
P (tr (u + v)) :  
i=1 p 1 u+v + - p 
2p (tr (u v))  2 E A,:2= P oL2 
i---p+l p 1 u-v  + - p 
These last two relationships give (13) when substituted into (15). 
THEOREM 6. Let A be a nonnegative symmetric persymmetric matrix of order n. 
(1) I fn  = 2p, then 
tr (U + V) trA 
+ O/U+V __~ - -  + O~A. 
p n 
(2) I fn  = 2p+ 1, then 
trF trA 
- -  +aF <_ - -  +aA.  p+l  n 
PROOF. We give the proof only for the case n = 2p. We have 
trA tr (U + V) t rY  
- -  + O~A O/U+V = O~ A - -  O~U+ V - -  _ _  
n p p 
We need to prove that 
which is equivalent o 
trV 
O~A -- O~U+V --  - -  _~ 0, 
P 
(trV) 2 
p2 < (~A -au+v)  ~ 
From (13), we obtain 
(trY) 2 1 (a2  2p-1  2 2p- la~ v )  " 
p---'Y-- = 2p------~ 2p-  ~au+v-  2p 2 - 
(16) 
(lr) 
I 
(18) 
(19) 
A = 
represented in (14). 
EXAMPLE 7. Let us consider the 0 - 1 symmetric 
• 0 1 0 0 
1 0 0 1 
0 0 0 1 
0 1 1 0 
1 0 0 0 
0 1 1 0 
1 1 1 0 
.1 1 0 1 
persymmetric matrix 
1 0 1 1" 
0 1 1 1 
0 1 1 0 
0 0 0 1 
0 1 1 0 
1 0 0 0 
1 0 0 1 
0 0 1 0. 
| 
Then, it is sufficient o show that 
( 2p -12  2p-12 ) 1 O~k 2 O~U+V -- 0~2 V < (O~A -- O~U+V) 2 
2p-  1 2p 2p - " 
This inequality is equivalent to 
1 
o_< ) + v, 
which is clearly true. The inequality (19) can be proved in a similar way by using the relationship 
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This matrix could be the adjacency matrix of a finite undirected graph without loops and multiple 
edges. For this matrix, 10 ] 10 ] 
U= 0 0 V - -  1 1 
0 0 ' 1 1 " 
1 1 0 0 
From Theorem 4, r(A) = r (U + V); and from (11), r (U + V) < 4.294362, this bound clearly 
improves the upper bound obtained working directly with A which is 5.123476. 
Yamamoto [3] and, recently, Szyld [4] and Kolotilina [5] have obtained increasing sequences of 
lower bounds for r(A). The results of these two last authors are given in terms of the geometric 
symmetrization f powers of 2 of the matrix A. The geometric symmetrization f a nonnegative 
matrix A is defined as the matrix G(A) whose entries are gij -~ ~ .  They proved that 
r(G(A))  _< r(A). The sequence of Kolotilina is 
ek = , with e = (1, 1 , . . . ,  1) T. (20) 
If A is any nonnegative symmetric matrix then G(A 2k) -- A 2k for all k and the sequence of 
Kolotilina becomes 
-eTA2~ e- 2 -k 
~k = , with e = (1 ,1 , . . . ,1)  T. (21) 
n 
In [6], using results obtained in [2], a decreasing sequence of upper bounds for the Perron root 
is derived. The authors consider the following cases. 
CASE 1. It is known that the spectrum of A is a real set. 
In this case, the sequence is given by 
t rA  
uk = - -  + ak, (22) n 
where 
[ (n - - l )  2k-1 (i_~i)2k] 1/2k 
c~k = (n -  1) 2k-1 + I tr . (23) 
CASE 2. It is not known that the spectrum of A is a real set. 
In this case, progressively better upper bounds for r(A) are obtained using the results of 
Case i applied to the matrix M(A) = (1/2)(A + AT). The matrix M(A) is called the arithmetic 
symmetrization f A and M(A) = A if A is a symmetric matrix. Using a field of values argument 
one can prove that r(A) < r(M(A));  the equality holds if A is a normal matrix. Since M(A)  
has a real spectrum then, from (22) and (23), the following decreasing sequence of upper bounds 
for r (M(A))  is obtained: 
t rA  
vk = + "Yk, (24) 
n 
[ ' i/1 ~'k= (n - l )  2k-I+ 
where 
(25) 
It is convenient to observe that working only with power of 2 for k we can go faster, without 
more effort, in the process of improving the upper bound for the Perron root. 
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EXAMPLE 8. 
For this matrix, 
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Let us consider the nonnegative symmetric persymmetric matrix 
A = 
"0 1 2 1 3 1 2 0- 
1 0 1 1 2 0 1 2 
2 1 0 2 0 1 0 1 
1 1 2 0 1 0 2 3 
3 2 0 1 0 2 1 1 
1 0 1 0 2 0 1 2 
2 1 0 2 1 1 0 1 
.0 2 1 3 1 2 1 0. 
U= 0 1 V= 1 0 
1 0 ' 0 1 " 
1 2 2 0 
From Theorem 4, r(A) = r(U + V). 
is as follows. 
The sequence of Kolotilina of lower bounds for r(U + V) 
p Cp 
0 8.750000 
1 8.845903 
2 8.875259 
3 8.891634 
4 8.899939 
5 8.904095 
From (22), we obtain the following sequence of upper bounds for r(U + V). 
The Perron root for A is 8.908253. 
P 
1 9.268362 
2 9.064602 
4 8.918735 
8 8.908310 
16 8.908253 
The next theorem shows that the persymmetric property of nonnegative matrices is invariant 
under the geometric symmetrization a d the arithmetic symmetrization perations. 
THEOREM 9. /f A is a nonnegative persymmetric matrix then G(A) and M(A) are nonnegative 
symmetric persymmetric matrices. 
PROOF. G(A) and M(A) are nonnegative symmetric matrices. Clearly, 
1 ( JA J  + JAT J )  __1 JM(A) J  = ~ ~ (A T + A) = M(A)  = M(A)  T. 
This shows that M(A) is a nonnegative symmetric persymmetric matrix. For the matrix G(A) = 
(gij), from (1), we have 
( JG (A) J ) i j  = gn+l- i ,n-b l - j  -- x/an+l-,,n+l-jan+l-j,n+l-i = ~ : (G (A))~j. 
Hence, the theorem is proved. | 
Suppose that A is a nonnegative persymmetric matrix. Then, from Theorem 9 and Theorem 2, 
G(A) and M(A)  are both orthogonally similar to 2 x 2 block diagonal matrices. Let us write 
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, 0] 
G2 ' 
M2 ' 
where G1 and G2, M1 and M2 are as in Theorem 2. Now, from Theorem 9 and Theorem 4, we 
have the following corollary. 
COROLLARY 10. / fA  i8 a nonllegative persymmetric matrix then r(G(A)) = r(G1) and r (M(A))  
-- r(M1). 
Therefore, if we are interested in bounds for the spectral radius of a nonnegative persymmet- 
ric A of order n, we can concentrate our attention in G1 or M1, which are symmetric matrices 
of order p if n = 2p or (p ÷ 1) if n = 2p + 1. This fact is particularly useful when we are looking 
for upper bounds of the Perron root of a normal nonnegative persymmetric matrix A since, in 
this case, r (M(A))  -- r(A) = r(M1). 
EXAMPLE 11. Let us consider the circulant nonnegative matrix 
A = 
"0 1 3 2 0 1 1 2" 
2 0 1 3 2 0 1 1 
1 2 0 1 3 2 0 1 
1 1 2 0 1 3 2 0 
0 1 1 2 0 1 3 2 
2 0 1 1 2 0 1 3 
3 2 0 1 1 2 0 1 
.1 3 2 0 1 1 2 0. 
This matrix is normal and its Perron root is 10.000000. We have 
M (.4.) = 
1.5 2 1.5 0 1.5 
1 0 1,5 2 1.5 0 
2 1.5 0 1.5 2 1.5 
1.5 2 1.5 0 1.5 2 
0 1.5 2 1.5 0 1.5 
1.5 0 1.5 2 1.5 0 
2 1.5 0 1.5 2 1.5 
.1.5 2 1.5 0 1.5 2 
2 1.5" 
1.5 2 
0 1.5 
1.5 1.5 
2 1.5 ' 
1.5 2 
0 1.5 
1.5 0 
and 
M1 = I 
1.5 3.5 3.5 
3.5 1.5 1.5 
3.5 1.5 1.5 
1.5 3.5 3.5 
Prom (22), we obtain the following decreasing sequence 
151 3.5 
3.5 " 
1.5 
of upper bounds for r(M1). 
1 10.45824 
2 10.27377 
4 10.03173 
8 10.00050 
16 10.00000 
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