Abstract. We propose primal-dual active-set (PDAS) methods for solving large-scale instances of an important class of convex quadratic optimization problems (QPs). The iterates of the algorithms are partitions of the index set of variables, where corresponding to each partition there exist unique primal-dual variables that can be obtained by solving a (reduced) linear system. Algorithms of this type have recently received attention when solving certain QPs and linear complementarity problems (LCPs) since, with rapid changes in the active set estimate, they often converge in few iterations. Indeed, as discussed in this paper, convergence in a finite number of iterations is guaranteed when a basic PDAS method is employed to solve QPs in which the Hessian of the objective function is (a perturbation of) an M -matrix. We propose three PDAS algorithms. The novelty of the algorithms that we propose is that they allow inexactness in the (reduced) linear system solves at all partitions (except optimal ones). Such a feature is particularly important in large-scale settings when one employs iterative Krylov subspace methods to solve these systems. Our first algorithm is convergent on problems for which properties of the Hessian can be exploited to derive explicit bounds to be enforced on the (reduced) linear system residuals, whereas our second and third algorithms employ dynamic parameters to control the residuals (to avoid the computation of such explicit bounds). We prove that, when applied to solve an important class of convex QPs, our algorithms converge from any initial partition. We also illustrate their practical behavior by providing the results of numerical experiments on a pair of discretized optimal control problems.
1. Introduction. Convex quadratic optimization problems (QPs) arise in numerous areas of applied mathematics [8, 9, 22, 30, 31, 34, 37, 44, 47] . Consequently, algorithms for solving such problems have been studied for decades. These algorithms generally fall into the categories of active-set [6, 16, 40] and interior-point methods [33, 39, 46, 50] . There are also a variety of methods designed exclusively for boundconstrained QPs, which represent an important subclass of the class of QPs considered in this paper. These include active-set [17, 20] , interior-point [11, 25] , gradient projection [5, 13, 18, 40] , or some combination of these methods [7, 24, 38] .
In this paper, we propose three primal-dual active-set (PDAS) methods for solving large-scale instances of an important class of QPs. We consider our methods to be enhancements of the method proposed in [26] , but remark that our methods are also related to the work in [1, 4, 30, 35] , the subsequent work in [12, 31, 32] , and the numerous other articles on the use of PDAS methods [14, 23, 27, 28, 29, 36, 43] . The key feature of the algorithm in [26] (and others just cited) is that it allows any number of changes in the active-set estimate during each iteration. This is in contrast to classical primal or dual active-set methods, where the worst-case performance of each can be plagued by slow adaptation of the active-set estimate [3, 19, 21, 40] . The method in [26] is one in which each iterate corresponds to a partition of an index set of variables into an active set and an inactive set. Such a partition corresponds to a unique primal-dual solution estimate via a reduced linear system whose dimension depends on the size of the inactive set. Solving this reduced linear system represents the main computational expense during each iteration of the algorithm.
Our contributions in this paper are two-fold. First, we present a convergence result for a flexible PDAS framework that is applicable to a broad class of QPs. In particular, our convergence result applies for problems with certain sets of equality constraints and upper bounds on a subset of variables, and assumes only that a reduced Hessian of the objective has certain structure-which it does in applications of interest, such as certain optimal control problems (see §5). Second, with the goal of enhancing the algorithm in [26] , a novel feature of our algorithms is that the reduced linear systems may be solved inexactly. This is of particular interest in large-scale settings when the systems are to be solved iteratively, such as with Krylov subspace methods [10, 41, 42, 45] . We present three algorithms, each involving a set of easily implementable conditions to control inexactness in such a way that our convergence guarantees are ensured. These conditions always allow inexactness in the system solves for any partition that is suboptimal. (If a given partition is optimal in that the corresponding primal-dual solution is optimal for the QP, then our algorithms require sufficient accuracy in the subproblem solve so that the overall algorithm will terminate. Clearly, such a requirement is reasonable whenever the partition is optimal. ) We remark at the outset that a straightforward heuristic involving a dynamic accuracy tolerance that decreases as the optimization process proceeds will not ensure convergence without strong assumptions on the employed linear system solver. Indeed, such is the approach employed in our third algorithm, for which our convergence guarantees are significantly weaker than for our first two algorithms. (We also provide an example illustrating why the convergence guarantees for such an algorithm must be weaker.) In short, our first two algorithms are able to attain stronger convergence guarantees as they involve procedures for computing an upper bound on the norm of the inverse of a particular submatrix during each iteration; our first algorithm computes such an upper bound explicitly, whereas our second algorithm incorporates a dynamic parameter that (effectively) replaces this upper bound. This paper is organized as follows. In §2, we state our problem of interest, basic concepts and definitions, and outline our algorithmic framework. In §3, we present our proposed algorithms and corresponding subroutines. We also prove that the algorithms attain convergence guarantees for a certain class of problems of interest. We then discuss an implementation of our algorithm in §4 and provide the results of numerical experiments on discretized optimal control problems in §5 to show that our inexact PDAS methods have advantages over a similar strategy that employs exact linear system solves. Concluding remarks are provided in §6.
Notation. We use index sets as subscripts to denote the subvector or submatrix corresponding to the indices in the given sets. For example, given an ordered set of indices S, by x S we denote the subvector of the vector x corresponding to the indices in S, and, with another ordered set of indices T , by H ST we denote the submatrix of the matrix H with row indices in S and column indices from T . We also occasionally denote a vector composed of stacked subvectors as an ordered tuple of vectors, i.e., for vectors a and b we occasionally write (a,
T . For a square matrix S, we write S 0 (S 0) to indicate that S is positive definite (semidefinite). Finally, e denotes a vector of ones whose size is determined by the context in which it appears.
2. Fundamentals. For a positive integer n and nonnegative integer m, we define an index set of (upper) bounded variables N := {1, . . . , n}, index set of free variables F := {n + 1, . . . , n + m}, and index set of equality constraints M := {1, . . . , m}. Then, given problem data in terms of c ∈ R n+m , H ∈ R (n+m)×(n+m) , A ∈ R m×(n+m) , b ∈ R m , and u ∈ R n , we consider the quadratic optimization problem
Throughout the paper, we make the following assumption about the matrices in the problem data for a given instance of (QP). Assumption 2.1. In (QP), the Hessian of the objective function satisfies H 0 and H N N 0, and the constraint data submatrix A MF is invertible.
Under Assumption 2.1, it follows that (QP) is feasible and there exists a unique primal point x and unique Lagrange multipliers (y, z) satisfying the Karush-KuhnTucker (KKT) optimality conditions for (QP), which can be written as
We define a partition (A, I) of the index set of bounded variables as a pair of mutually exclusive and exhaustive subsets of N , where A represents an active set of variables (i.e., variables equal to their upper bounds) and I = N \ A represents the corresponding inactive set. Corresponding to a partition (A, I), we define a subspace solution, call it (x, y, z), by the following sequence of operations:
for (x I , x F , y),
Under Assumption 2.1, the matrix on the left-hand side of (2.1b) is nonsingular, and hence the subspace solution corresponding to (A, I) is unique. We call (A, I) an optimal partition if its subspace solution (x, y, z) satisfies KKT(x, y, z) = 0, i.e., if (x, y, z) is the optimal primal-dual solution for (QP). Otherwise, the partition (A, I) and its corresponding subspace solution (x, y, z) are suboptimal. We remark that while the optimal primal-dual solution is unique for an instance of (QP), there may be more than one optimal partition. Indeed, more generally, for a given instance of (QP), multiple partitions may correspond to the same subspace solution. Given a partition (A, I) and its corresponding subspace solution (x, y, z), we define the violated sets of indices of variables as given by
(Clearly, these violated sets depend on the partition (A, I). However, for brevity in our presentation, we do not indicate this dependence in the notation for V P and V D . In all cases, the partition of interest will be clear from the context.) The following result has important consequences that we will use extensively.
Theorem 2.2. Let (x, y, z) be the subspace solution corresponding to a given partition (A, I). Then, (A, I) is optimal for (QP) if and only if V P ∪ V D = ∅.
Proof. By straightforward verification of the KKT conditions for (QP), the subspace solution defined by (2.1) satisfies all KKT conditions, except perhaps subsets of min{u − x N , z} = 0 corresponding to the bounds x I ≤ u I and z A ≥ 0. Subsets of these bounds are violated if and only if the set V P ∪ V D is nonempty.
Consider the framework for solving (QP) that is stated as Algorithm 1 below. Each iteration of Algorithm 1 involves the computation of a subspace solution as defined in (2.1). If the corresponding primal-dual solution estimate yields a zero (or sufficiently small, corresponding to an arbitrary vector norm · ) KKT residual, then the solution is (approximately) optimal and the algorithm terminates. Otherwise, subsets of the corresponding violated sets-the union of which is guaranteed by Theorem 2.2 to be nonempty-are chosen, the indices of which are switched from active to inactive, or vice versa, to create a new partition. This algorithm represents a generic framework that allows much flexibility, such as in the choices for C P and C D in Step 7. In the subsequent sections of this paper, we propose three algorithms related to Algorithm 1 that allow inexactness in each subspace solution; along with these algorithms, details are provided for all algorithmic computations, including how one may consider choosing the sets C P and C D .
Algorithm 1 Primal-Dual Active-Set (PDAS) Framework
1: Input an initial partition (A, I) and optimality tolerance ε opt ≥ 0. Compute the subspace solution (x, y, z) by (2.1).
4:
if KKT(x, y, z) ≤ ε opt then
5:
Terminate and return (x, y, z).
6:
Set V P and V D by (2.2).
7:
Choose C P ⊆ V P and C D ⊆ V D such that C P ∪ C D = ∅.
8:
The algorithm in [26] can be viewed as a special case of Algorithm 1. In particular, for the case when m = 0 (i.e., F = ∅ and M = ∅), it corresponds to Algorithm 1 with the choice C P ← V P and C D ← V D in Step 7 in each iteration. The authors of [26] provide convergence results for their algorithm that are similar to those in Theorem 2.3 below. For our purposes, we state the theorem in a more general setting so that it applies for Algorithm 1 above. A proof is given in Appendix A. For the result, recall that a real symmetric matrix is a P -matrix if all of its principal minors are positive (implying that the matrix is positive definite), and a P -matrix is called an M -matrix if all of its off-diagonal entries are nonpositive. We define [A] + := max{0, A} (where the max should be understood component-wise), the KKT system matrix
and the following submatrix of K with its Schur complement with respect to K: II w > 0, whenever w = 0. (b) R = M + E, where M is an M -matrix and E 1 is sufficiently small. Then, with ε opt ≥ 0 and any initial partition, Algorithm 1 terminates in a finite number of iterations. In particular, if ε opt = 0, then Algorithm 1 terminates in a finite number of iterations with a KKT point for (QP).
We remark that, under condition (b) in Theorem 2.3, a notion of how small E 1 must be is revealed in the proof in Appendix A.
3. Algorithm Descriptions. In this section, we propose three algorithms for solving (QP). Each algorithm has the same basic structure as Algorithm 1, but allows inexactness in the reduced linear system solves. In the first algorithm that we propose, a tolerance for inexactness is set based on an upper bound on a norm of a particular submatrix. We illustrate that such a bound can be computed efficiently in certain cases of interest. In the second and third algorithms, the inexactness tolerance is set based on a parameter that is updated dynamically within the algorithm. For all algorithms, we prove that the guarantees of Theorem 2.3 are maintained.
The algorithms in this section employ an extension of the operations specified in (2.1). In particular, corresponding to a partition (A, I), we define an inexact subspace solution, call it (x,ỹ,z), by the following operations (where by "≈" in (3.1b) we are indicating that the "solve" may be approximate):
for (x I ,x F ,ỹ),
The vector (r,t) is the residual in the (reduced) linear system solve that produces (x,ỹ,z) via (3.1b). Under Assumption 2.1, we find by comparing (2.1) and (3.1) that (x,ỹ,z) = (x, y, z) if and only if (r,t) = 0. In each of the algorithms proposed in this section, we iteratively solve the linear system in (3.1b) until either it is verified that the partition (A, I) is optimal (with respect to a tolerance ε opt ≥ 0) or the inexact subspace solution is sufficiently accurate in that it leads to a productive update of the partition. In our first algorithm, we provide a strategy in which we identify subsets of the violated sets V P and V D corresponding to the exact subspace solution (x, y, z) without having to explicitly compute this exact solution. In this manner, the algorithm fits into the framework of Algorithm 1. In our other algorithms, we do not necessarily identify subsets of these violated sets, though we can still ensure convergence guarantees by employing and appropriately updating a dynamic algorithmic parameter.
3.
1. An Algorithm with a Partition-Defined Subproblem Tolerance. Our first algorithm imposes a tolerance on the residual (r,t) defined in (3.1d) that is based on a partition-defined value with which we can guarantee that at any suboptimal partition a subset of the union V P ∪ V D corresponding to the exact subspace solution (x, y, z) will be identified. In order to motivate the tolerance that we employ, we first explore, for a given partition (A, I), the relationship between the subspace solution (x, y, z) defined by (2.1) and an inexact subspace solution (x,ỹ,z) defined by (3.1). Then, once the tolerance is established, we present our first inexact PDAS algorithm, followed by subsections in which we discuss details of subroutines of the algorithm. It is important to note that we assume that a subroutine is available for computing exact solutions of linear systems with Q in (2.4); i.e., we assume products with Q −1 can be computed. This is a reasonable assumption in certain applications, especially since the matrix Q is fixed, i.e., it does not depend on the partition.
Given a partition (A, I) and recalling (2.3), consider the decomposition
where (using a subscript [·] to indicate dependence on an index set) we define
is the Schur complement of Q with respect to K [I] .) Observing (2.1) and (3.1), it follows thatx A = u A = x A and z I = 0 = z I . In addition, defining the residual subvectorṽ := (r F ,t), we have
and
Observing (3.3), it follows that the violated sets V P and V D corresponding to (x, y, z) can be defined in terms of an inexact subspace solution (x,ỹ,z) and its residual (r,t). In particular, for an index i ∈ I, the ith element of x violates its upper bound if the corresponding element on the right-hand side of (3.3a) is greater than u i , and, for an index i ∈ A, the ith element of z violates its lower bound (of zero) if the corresponding element on the right-hand side of (3.3b) is negative. This revised viewpoint of the elements of x I and z A does not immediately yield any benefits since the evaluation of the terms on the right-hand sides of (3.3) is equivalent to that of solving (3.1b) exactly. However, it reveals that with an inexact subspace solution (x,ỹ,z) and bounds on the residual terms in (3.3), we may identify subsets of V P and V D without computing (x, y, z) explicitly. The following lemma suggests a strategy for such a procedure. Lemma 3.1. Given a partition (A, I), let (x, y, z) be the corresponding subspace solution and let (x,ỹ,z) be an inexact subspace solution with residual (r,t). Furthermore, suppose that withṽ := (r F ,t) we have α I and β A satisfying
Then, for the violated sets V P and V D corresponding to (x, y, z), we havẽ
Moreover, if (A, I) is suboptimal, then there exists ε > 0 such that (3.4)-(3.5) with
Proof. By (3.4) and the relationships in (3.3), we have that for i ∈ I the inequalitỹ x i − α i > u i implies x i > u i , and for i ∈ A the inequalityz i + β i < 0 implies z i < 0. Hence, with (3.5), it follows thatṼ
Now suppose that (A, I) is suboptimal, from which it follows by Theorem 2.2 that V P ∪ V D = ∅. If V P = ∅, then for any i ∈ V P we have x i > u i . Moreover, by continuity of the linear transformation defined by the inverse of the matrix on the left-hand side of (3.1b), for this i ∈ V P there exists ε i > 0 such that for any (r,t) with (r,t) ≤ ε i , the condition (3.6) impliesx i − α i > u i . Similar analysis shows that if V D = ∅, then for any i ∈ V D there exists ε i > 0 such that for any (r,t) with (r,t) ≤ ε i , the condition (3.
Lemma 3.1 proves that at any suboptimal partition (A, I), a subset of the union of violated sets V P ∪ V D can be identified as long as upper bounds α I and β A are available and are proportional (in terms of any given norm · ) to the residual vector (r,t). On the other hand, if a partition (A, I) is optimal, then with a sufficiently small residual we obtain a sufficiently accurate primal-dual solution. Motivated by these observations, we propose the inexact PDAS framework presented as Algorithm 2.
Algorithm 2 PDAS Framework with Inexact Subspace Solutions
1: Input an initial partition (A, I) and optimality tolerance ε opt ≥ 0. Compute an inexact subspace solution (x,ỹ,z) with residual (r,t) by (3.1).
4:
if KKT(x,ỹ,z) ≤ ε opt then
5:
Terminate and return (x,ỹ,z).
6:
Compute α I and β A satisfying (3.4) and (3.6).
7:
SetṼ P andṼ D by (3.5).
8:
ifṼ P ∪Ṽ D = ∅ then 9:
We have the following result, indicating conditions on the inexact subspace solutions computed in the algorithm-or, more precisely, on their corresponding residual vectors-that are necessary to ensure convergence. Theorem 3.2. Suppose that the conditions of Theorem 2.3 hold for the partitions generated by Algorithm 2. Then, the following hold:
(i) If, for any partition, repeated executions of Step 3 yield (r,t) → 0, then, with ε opt > 0, Algorithm 2 terminates after a finite number of partition updates. (ii) If there exists a positive integer J such that, for any partition, at most J executions of Step 3 yields (r,t) = 0, then, with ε opt ≥ 0, Algorithm 2 terminates in a finite number of iterations. In particular, if ε opt = 0, then Algorithm 2 terminates in a finite number of iterations with a KKT point for (QP). Proof. Given any partition, it follows by the conditions in (i) and Lemma 3.1 that after a finite number of executions of Step 3, the setsṼ P ⊆ V P andṼ D ⊆ V D defined by (3.5) satisfyṼ P ∪Ṽ D = ∅. The result in (i) then follows from Theorem 2.3 and the fact that after a finite number of partition updates, a partition is identified such that repeated executions of Step 3 yield (x,ỹ,z) satisfying the condition in Step 5 of the algorithm. The result in (ii) follows in a similar manner due to the additional observation that, given any partition, at most J executions of Step 3 occur before the condition in Step 5 is satisfied or the partition is modified.
There remain many details that need to be specified for a practical implementation of Algorithm 2. These details are the subjects of the following three subsections. First, due to the observation that upper bounds α I and β A in Step 6 are easily computed once one obtains an upper bound for the norm of the matrix R −1 II , we present an algorithm for computing such a bound in certain cases of interest. Second, we present a generic technique for computing α I and β A once such a bound is obtained. Third, we outline conditions that one may choose to impose-in addition to the condition thatṼ P ∪Ṽ D = ∅-in the if statement in Step 8 of Algorithm 2. Given a symmetric p × p matrix B 0, consider the set
and the symmetric p × p matrix M(B) defined, for all {i, j} ⊆ {1, . . . , p}, by
The matrix B is called an H-matrix if and only if M(B) is a nonsingular M -matrix. Moreover, according to [49, eq. (5) ], the following three statements are equivalent: 1. B is an H-matrix.
M(B)
is an M -matrix. 3. P(B) is nonempty. We also have the following result, which is a special case of [49, Theorem 1] . (In [49] , the author discusses upper bounds for the ∞ -norm of a matrix inverse. However, since our matrix is symmetric, we can equivalently refer to its 1 -norm.) Lemma 3.3. If B ∈ R p×p is a symmetric H-matrix, then, for any w ∈ P(B),
where the second inequality holds as an equality when w = B −1 e/ B −1 e ∞ ∈ P(B). By Lemma 3.3, if R II is an H-matrix, then we can obtain an upper bound for R −1 II 1 by iteratively solving the linear system M(R II )w = e for w ∈ R |I| , terminating whenever an element of P(R II ) is obtained. We formalize this strategy as Algorithm 3, for which we have the following result.
Algorithm 3 Subroutine for Obtaining an Upper Bound of
Compute an inexact solution w of M(R II )w = e.
4:
if M(R II )w > 0 then 5: Terminate and return
Lemma 3.4. Suppose Assumption 2.1 holds and R satisfies R = M + E where M is an M -matrix and E 1 is sufficiently small. Then, for any I ⊆ N , if repeated executions of Step 3 of Algorithm 3 yield M(R II )w → e, then Algorithm 3 will terminate and return an upper bound for R
We close this subsection by remarking that if R II is strictly diagonally dominant, then by computing w = e in Step 3, Algorithm 3 would terminate in the first iteration of the loop and return the upper bound given by
This is known as the Ahlberg-Nilson-Varah bound [2, 48] .
3.1.2. Obtaining upper bounds α I and β A . Given a partition (A, I), an inexact subspace solution (x,ỹ,z) with residual (r,t), and an upper bound for a norm of R −1 II (say, computed via Algorithm 3), in this subsection we present a generic method for computing upper bounds α I and β A satisfying (3.4) and (3.6).
We present our technique as the following algorithm. For the approach, we recall that since Q is independent of the partition, we suppose that this matrix is formed and factorized at the start of the optimization process so that products with Q −1 are available. Thus, the computational cost of executing the algorithm is relatively low, especially if the matrix
Algorithm 4 Subroutine for Obtaining α I and β A Satisfying (3.4) and (3.6)
II p such that · p and · q are dual norms. 2: Terminate and return
The fact that the upper bounds α I and β A generated by Algorithm 4 satisfy (3.4) and (3.6) follows as a consequence of the following lemma. Recall that we define e as a vector of ones whose length is determined by the context in which it appears. For the proof of the lemma, we also define e i as the corresponding ith unit vector.
Lemma 3.5. Consider B ∈ R m×n with ith row denoted by B i for i ∈ {1, . . . , m}, a vector w ∈ R n , and a vector norm · p with corresponding dual norm · q . Then,
3.1.3. Conditions for executing a partition update. We close our discussion of Algorithm 2 by describing conditions that one may choose to impose-in addition to the (generally very loose) requirement thatṼ P ∪Ṽ D = ∅-in the if statement in Step 8. As already shown in Theorem 3.2, the convergence of the algorithm is guaranteed with the condition as it is stated in the algorithm. Therefore, the addition of extra conditions is not necessary to ensure convergence. However, in our experience, it is worthwhile to impose extra conditions to ensure that any update to the partition that is performed will lead to substantial progress toward a solution, which can be expected to be the case when either the inexact subspace solution is sufficiently accurate and/or the modification to the partition will involve a large number of indices switching from active to inactive, or vice versa. We have found the conditions that we state in this section to work well in practice, though one may imagine other possible conditions that could be imposed.
Let (x ,ỹ ,z ) be a given inexact subspace solution with residual (r ,t ). For example, one may consider (x ,ỹ ,z ) = (0, 0, 0) or the inexact subspace solution corresponding to primal-dual variable values as computed in the previous iteration of Algorithm 2. Given a tolerance res ∈ (0, 1) and a vector norm · , a condition that one may choose to impose is the following, similar to conditions typically found in inexact Newton methods for solving systems of equations [15] :
That is, one may choose not to modify the partition until the residual vector (r,t) is sufficiently small in norm compared to the reference residual (r ,t ) corresponding to the reference solution (x ,ỹ ,z ). If the right-hand side of (3.7) is zero, then (x, y, z) = (x ,ỹ ,z ); otherwise, (3.7) will eventually be satisfied as long as the employed iterative solver ensures that the residual vanishes, i.e., (r,t) → 0. In our experience, we have also found it beneficial to avoid modifying the partition until there is consistency between the setsṼ P andṼ D in (3.5) and 8) potentially with the latter set replaced bỹ
Specifically, we have found it beneficial to avoid modifying the partition until the number of elements of the violated sets that have been identified (as measured by
is proportional to the number of elements of the primal-dual components that violate their bounds (as measured by |Ṽ P ∪Ṽ D |). Given a parameter θ ∈ (0, 1], we write this condition as
Observe that Algorithm 4 yields α I ≥ 0 and β A ≥ 0, from which it follows that |Ṽ P ∪Ṽ D | ≤ |Ṽ P ∪Ṽ D |. This justifies the restriction that θ ∈ (0, 1].
Algorithms with Dynamic Subproblem Tolerances.
We are now prepared to present our second and third inexact PDAS algorithms. For a given partition (A, I), the main idea underlying our first method-i.e., Algorithm 2 presented in §3.1-was to use properties of inexact subspace solutions and their corresponding residuals in order to construct explicit subsets of the violated sets V P and V D corresponding to the exact subspace solution, all without having to explicitly compute this exact solution. Unfortunately, however, the procedure that we proposed required an explicit upper bound for a norm of R −1 II , which may be expensive to compute in certain situations, especially when a tight bound is needed to identify elements of the violated sets. By contrast, the algorithms that we propose in this section do not require explicit upper bounds of this type; instead, they involve dynamic parameters either to estimate such an upper bound or control inexactness directly.
Our second algorithm, stated as Algorithm 5 below, employs a dynamic parameter that plays a role similar to the upper bound for a norm of R −1 II as employed in Algorithm 2. In the worst case, this dynamic parameter will increase large enough such that it is, in fact, an upper bound for a norm of R −1 II (for any I); indeed, the convergence guarantees that we present for Algorithm 5 are based on this feature. However, we have designed the update for this dynamic parameter such that we rarely see such behavior in practice. Indeed, in practice, we often observe that the algorithm terminates for relatively small values of this dynamic parameter. As in Algorithm 2, the norm used in the optimality test in Step 5 can be any vector norm; we also add that, in the context of this algorithm, it is natural to use the same norm in Step 12. On the other hand, the norm to which we refer in Step 7 should be the norm · p with p ≥ 1 employed in Algorithm 4 for computing the values α I and β A .
The purpose of the sequence {KKT j } computed in Algorithm 5 is to monitor progress in reducing the KKT error over the sequence of iterations in which the partition is modified. Specifically, if a KKT error computed in Step 12 is not less than the most recentj such computed KKT errors, then the dynamic parameter γ is increased. As can be seen in the procedure in Algorithm 4, this has the effect of yielding larger values for α I and β A , which in turn has the effect of producing more conservative estimates (i.e.,Ṽ P andṼ D ) of the violated sets (i.e., V P and V D ).
We have the following theorem related to convergence properties of Algorithm 5. Theorem 3.6. Suppose that the conditions of Theorem 2.3 hold for the partitions generated by Algorithm 5. Then, the following hold:
(i) If, for any partition, repeated executions of Step 4 yield (r,t) → 0, then, with ε opt > 0, Algorithm 5 terminates after a finite number of partition updates. (ii) If there exists a positive integer J such that, for any partition, at most J executions of Step 4 yields (r,t) = 0, then, with ε opt ≥ 0, Algorithm 5 terminates in a finite number of iterations. In particular, if ε opt = 0, then Algorithm 5 terminates in a finite number of iterations with a KKT point for (QP). Proof. Given any partition, it follows by the conditions in either (i) or (ii) that after a finite number of executions of Step 4, the setsṼ P andṼ D defined by (3.5) 1: Input an initial partition (A, I), optimality tolerance ε opt > 0, dynamic parameter γ > 0, update factor δ γ > 1, optimality tolerance history length j ∈ N, and sufficient reduction factor κ ∈ (0, 1). 2: Initialize a partition update counter j ← 0 and KKT j ← ∞ for j ∈ {−1, . . . , −j}. 3: loop
4:
Compute an inexact subspace solution (x,ỹ,z) with residual (r,t) by (3.1).
5:
if KKT(x,ỹ,z) ≤ ε opt then 6: Terminate and return (x,ỹ,z).
7:
Compute α I and β A by Algorithm 4 with input γ (even if γ ≥ R −1 II p ).
8:
SetṼ P andṼ D by (3.5) (even ifṼ P ⊆ V P and/orṼ D ⊆ V D ).
9:
ifṼ P ∪Ṽ D = ∅ then 10:
Choose C P ⊆Ṽ P and C D ⊆Ṽ D such that C P ∪ C D = ∅.
11:
Set A ← (A\C D ) ∪ C P and I ← (I\C P ) ∪ C D .
12:
Set KKT j ← KKT(x,ỹ,z) .
13:
if KKT j ≥ κ max{KKT j−1 , . . . , KKT j−j } then
14:
Set γ ← δ γ γ.
15:
Set j ← j + 1.
satisfyṼ P ∪Ṽ D = ∅ (despite the fact that we may haveṼ P ⊆ V P and/orṼ D ⊆ V D ). Consequently, given any partition, Algorithm 5 will eventually either terminate or a partition update will be performed. If the algorithm terminates finitely, then there is nothing left to prove. Hence, in order to derive a contradiction, suppose that an infinite number of partition updates are performed. If {KKT j } → 0, then, under the conditions in either (i) or (ii), the optimality condition in Step 5 eventually will be satisfied; this would cause the algorithm to terminate finitely, a contradiction to our supposition that an infinite number of partition updates are performed. Thus, we may assume that {KKT j } is bounded below by a positive constant, which, by the condition in Step 13, implies that γ → ∞. However, once
it follows that we will always haveṼ P ⊆ V P andṼ D ⊆ V D , implying that convergence can be guaranteed as the same manner as in the proof of Theorem 2. Since this contradicts our supposition that an infinite number of partition updates are performed, we have that the algorithm will terminate finitely, as desired.
One important observation about Algorithm 5 is that it is nontrivial to choose an initial value for the dynamic parameter γ such that all iterations performed in the algorithm may be identical to those that would be performed by Algorithm 2. For example, assuming that it may be computed efficiently, one may consider an initial value of γ ← R −1 1 (independently of any partition), but this value does not necessarily satisfy (3.11) . To see this, consider the following example. Our third inexact PDAS algorithm, presented as Algorithm 6 below, employs the straightforward heuristic of defining a dynamic tolerance for the residuals in the (reduced) linear system solves that decreases as the optimization process proceeds. In this algorithm, it is reasonable to choose the norm in Step 7 as the same norm used in the KKT residual checks in Steps 5 and 11. (We also note that a relative residual test-rather than an absolute residual test-could be employed, as we do in our implementation and numerical experiments.)
Algorithm 6 PDAS Framework with Inexact Subspace Solutions (Dynamic)
1: Input an initial partition (A, I), optimality tolerance ε opt > 0, dynamic parameter ζ > 0, update factor δ ζ > 1, optimality tolerance history length j ∈ N, and sufficient reduction factor κ ∈ (0, 1). 2: Initialize a partition update counter j ← 0 and KKT j ← ∞ for j ∈ {−1, . . . , −j}. Compute an inexact subspace solution (x,ỹ,z) with residual (r,t) by (3.1).
5:
6:
7:
if (r,t) ≤ ζ then
8:
SetṼ P andṼ D by (3.8) (even ifṼ P ⊆ V P and/orṼ D ⊆ V D ).
9:
10:
11:
12:
13:
Set ζ ← ζ/δ ζ .
14:
We have the following convergence result for Algorithm 6. Theorem 3.8. Suppose that the conditions of Theorem 2.3 hold for the partitions generated by Algorithm 6. If, after a finite number of partition updates, the executions of Step 4 ensure that the condition in Step 7 only ever holds true when (r,t) = 0, then, with ε opt ≥ 0, Algorithm 6 terminates in a finite number of iterations. In particular, if ε opt = 0, then Algorithm 6 terminates in a finite number of iterations with a KKT point for (QP).
Proof. Under the conditions of the theorem, it follows that after a finite number of partition updates the algorithm behaves as if (exact) subspace solutions were computed via (2.1). Hence, the result follows similarly as Theorem 2.3.
Despite the fact that Algorithm 6 employs a straightforward heuristic for controlling inexactness and has the advantage that a factorization of Q is not required, it has two key disadvantages vis-à-vis Algorithms 2 and 5. First, as a practical matter, our experience suggests that it is much more difficult to choose (initial) values for ζ and δ ζ that lead to good performance on a wide range of problems. Second, our convergence guarantee for Algorithm 6 is significantly weaker than those for Algorithms 2 and 5. The following example illustrates why it is not possible to obtain the same convergence guarantees in Theorem 3.8 as we have stated in Theorems 3.2 and 3.6.
In particular, the example shows that in order to ensure thatṼ P ⊆ V P ,Ṽ D ⊆ V D , andṼ P ∪Ṽ D = ∅, one may need a linear system residual that is exactly zero. 
4. An Implementation. We have written implementations of Algorithms 1, 2, 5, and 6 along with the subroutines described as Algorithms 3 and 4. We discuss common and distinguishing details of the implementations in this section.
All algorithms are implemented in a single piece of software in Python 2.7.3. The software uses the infrastructure in cvxopt for matrix storage and manipulation, as well as the implementation of MINRES [41] provided in Scipy for (approximately) solving the linear systems (2.1b) and (3.1b). For Algorithms 2 and 5, the matrix Q is factored at the start of each run using cvxopt's interface to LAPACK; specifically, the sytrf subroutine is called to compute an LDL T factorization of Q, the factors of which are employed to compute products with Q −1 as they are needed. Our use of MINRES as the iterative solver for the linear systems (2.1b) and (3.1b) is not required; any iterative method for solving symmetric indefinite systems could be employed. It should also be noted that while preconditioning would be a critical aspect of any efficient implementation of either of our algorithms, we did not implement a preconditioner in our software. We claim that this is reasonable as the purpose of our numerical experiments is merely to illustrate the convergence behavior of our algorithms despite inexactness in the subspace solutions; in particular, the speed at which these inexact subspace solutions are obtained is not a focus of our experiments, which only serve as a "proof of concept" for our algorithms.
In all algorithms, the initial point provided to MINRES in the first PDAS iteration is a randomly generated vector, whereas, in subsequent PDAS iterations, the initial point is set by extracting the corresponding elements of the primal-dual solution corresponding to the previous PDAS iterate. For Algorithm 1 in which "exact" solutions are required, each run of MINRES terminates once the ∞ -norm of the residual for the linear system (2.1b) is reduced below a prescribed tolerance num > 0. Similarly, for Algorithm 6, MINRES terminates once either (3.7) holds (with res replaced by ζ) or the ∞ -norm of the residual for the linear system (3.1b) is reduced below num . Finally, for Algorithms 2 and 5, MINRES terminates either once (3.7) and (3.10) both hold or the ∞ -norm of the residual for the linear system (3.1b) is reduced below num . (The only exceptions occur when (r,t) ∞ ≤ num , but |Ṽ P ∪Ṽ D | = |Ṽ P ∪Ṽ D | = 0 and KKT(x,ỹ,z) ∞ > opt , in which case MINRES is forced to continue.)
In terms of Algorithms 2 and 5, the evaluation of vectors in Algorithm 4 requires products with Q −1 (i.e., solves with the factors of Q), meaning that it is not economical to run this subroutine after every MINRES iteration. Hence, our software performs 100 MINRES iterations in Step 3 of Algorithm 2 and Step 4 of Algorithm 5. In both cases, we use p = 1 in Algorithm 4.
Finally, for Algorithm 5, we implemented an additional strategy for updating γ that utilizes intermediate vectors computed by MINRES. (The purpose of this strategy is to use problem information to quickly adjust γ if the initial value is set too low for a given run of the algorithm.) In particular, with an intermediate solutionx I and product R IIxI , both provided at no extra cost by MINRES, we set γ ← max γ,
This update is motivated by the fact that
5. Numerical Results. In this section, we report on the performance of our implementations of Algorithms 1, 2, 5, and 6 when they were employed to solve two optimal control test problems. In fact, the problems we consider are the same as those considered in [26] . We remark at the outset that, for consistency with notation commonly used in the context of optimal control, the decision variables in the test problems presented in this section are a state variable y and a control variable u. In addition, we use x = (x 1 , x 2 ) to denote the coordinate axes in R 2 . Overall, the reader should be aware that the pair (x, y) in this section should not be confused with the primal-dual variable pair (x, y) used in the previous sections.
Given a domain Ω ∈ R 2 , reference function z ∈ L 2 (Ω), upper bound function ψ ∈ L 2 (Ω), and regularization parameter β > 0, we consider the test problems min y,u
and, with n denoting the unit outer normal to Ω along ∂Ω,
In particular, as in [26] , we let Ω = [0, 1] 2 , z(x 1 , x 2 ) = sin(5x 1 ) + cos(4x 2 ), ψ = 0, and β = 10 −5 .
In order to illustrate the performance of our implementation of our algorithms on instances of various sizes, we generated discretized versions of problems (5.1) and (5.2) at various levels of discretization. In particular, we generated instances of both problems with the numbers of grid points along each dimension in the set {20, 40, 60, 80, 100}.
A five-point-star discretization of ∆ was used and the functions z, ψ, y, and u were discretized by means of grid functions at the nodal points. It is easily verified that all of the resulting problem instances have the form (QP) satisfying Assumption 2.1. Table 5 contains the sizes of each problem instance in terms of the numbers of grid points per dimension (g), variables (n), and equality constraints (m). For each instance of each problem, all algorithms were initialized with the same initial partition, which was generated randomly for all problem instances. For our experiments, we used the input parameters in Table 5 .2. These values were used as they lead to good performance in our experiments, though it should be noted that, in any application, these parameters should be tuned for optimal performance. As for the dynamic parameter γ > 0 in Algorithm 5, it was initialized to 10 2 , and as for the dynamic parameter ζ > 0 in Algorithm 6, it was initialized to res . The performance of the algorithms in solving problem (5.1) is reported in Tables 5.3-5.9 below. In each table, we report the numbers of grid points per dimension and PDAS iterations required before termination (Iter.) for each instance. We also report, to illustrate the accuracy with which the (reduced) linear systems were solved in each run of the algorithm, the minimum (min), median (med), and maximum (min) relative residual (Rel.Res.) and absolute residual (Abs.Res.) over all PDAS iterations. (It should be noted that, due to diagonal dominance of the matrix involved, all runs of Algorithm 2 required only one Krylov iteration per PDAS iteration to compute the upper bound on R −1 II 1 in Algorithm 3. Hence, this subroutine did not lead to a significant increase in computational expense.) The results in Tables 5.3 -5.9 provide evidence for the computational benefits of allowing inexactness in the subspace solutions. In particular, when applied to solve instances of various sizes, Algorithms 2, 5, and 6 converge in a number of PDAS iterations that is comparable to that required by Algorithm 1; however, this convergence is attained with substantially larger relative and absolute residuals in the (reduced) linear system solves. With a reasonable preconditioner for the linear systems, such larger relative and absolute residuals would be obtainable with significantly fewer Krylov iterations, potentially yielding significant savings in computational expense.
The performance of the algorithms in solving instances of problem (5.2) is reported in Tables 5.10-5.16. (It is worthwhile to note that, again, the computational expense of applying Algorithm 3 was negligible in the context of Algorithm 2.) In contrast to those for problem (5.1), it is clear from the results for problem (5.2) that the number of PDAS iterations required before termination is mesh dependent. Thus, these results more clearly illustrate the trade-off between saving per-iteration computational costs with overall costs, as well as the sensitivity of parameter choices in our inexact PDAS algorithms. In particular, while certain runs of our algorithms involve less accurate (reduced) linear system solutions, this may may lead to a significant increase in the number of PDAS iterations required before termination. With an effective preconditioner, one should still expect to attain reduced overall computational costs by allowing inexactness in the subproblem solutions, but this may require careful selection of algorithmic parameters such as res .
6. Conclusion. In this paper, we have proposed a set of primal-dual active-set algorithms for solving certain structured quadratic optimization problems. The distinguishing feature of the algorithms is that they attain global convergence guarantees while allowing inexactness in the (reduced) linear system solves in each iteration. In each iteration, the first algorithm sets a requirement for the accuracy in the linear system solve through the use of subroutines for computing an upper bound for the inverse of a particular submatrix, whereas the second and third make use of dynamic algorithmic parameters for controlling the level of inexactness in each iteration. We have implemented our algorithms and have provided the results of numerical experiments on a pair of optimal control test problems, illustrating that our algorithms can converge in a similar number of PDAS iterations as an algorithm that employs "exact" linear system solves, but with much lower per-iteration computational costs. where, by the conditions of the theorem, the last inequality is strict since [∆x] A + and [∆z] I + cannot both be zero. Thus, the quantity e T x N strictly decreases in each iteration of Algorithm 1. However, this is a contradiction to the supposition that an infinite number of iterates are generated since x is uniquely determined by the partition and there are only a finite number of partitions of N . Consequently, we have proved that Algorithm 1 must terminate finitely with a KKT point.
Theorem A.2. Suppose Assumption 2.1 holds and R satisfies R = M +E, where M is an M -matrix and E 1 is sufficiently small. Then, with ε opt ≥ 0 and any initial partition, Algorithm 1 terminates in a finite number of iterations. In particular, if ε opt = 0, then Algorithm 1 terminates in a finite number of iterations with a KKT point for (QP).
Proof. As in the proof of Theorem A.1, it suffices to prove the result for ε opt = 0. Furthermore, again as in the proof of Theorem A.1, we suppose-in order to derive a contradiction-that Algorithm 1 generates an infinite number of partitions. Borrowing notation and conclusions from the proof of Theorem A. The remainder of the proof follows in the same manner as that of Theorem A.1.
