In this paper, we prove a Szegö type limit theorem on ℓ 2 (Z d ). We consider operators of the form H = ∆ + V , V multiplication by a positive sequence {V (n), n ∈ Z d } with V (n) → ∞, |n| → ∞ on ℓ 2 (Z d ) and π λ the orthogonal projection of ℓ 2 (Z d ) on to the space of eigenfunctions of H with eigenvalues ≤ λ. We take B to be a pseudo difference operator of order zero with symbol b(x, n), (x, n) ∈ T d × Z d and show that for nice functions f
1 (2π) d V (n)≤λ T d f (b(x, n)) dx V (n)≤λ 1 .
Introduction
In this paper we show a Szegö type theorem on the lattice and give some application to random operators.
The classical theorem of Szegö is stated as follows: Let P n be the orthogonal projection of L 2 [0, 2π] onto the linear subspace spanned by the functions {e imθ : 0 ≤ m ≤ n; 0 ≤ θ < 2π}. For a positive function f ∈ C 1+α [0, 2π], α > 0 the operator T f defined by the operator of multiplication by the function f on L 2 [0, 2π] the following result holds lim n→∞ 1 n + 1 log det P n T f P n = 1 2π 2π 0 log f (θ)dθ.
The above result is well known as Szegö limit theorem. We refer to [8, 4] for details and related results. In fact, Szegö limit theorem is a special case of a more general result proved by Szegö (see [4] ) in section 5.3 as follows. Let f be a bounded, real valued integrable function and {λ
be the eigenvalues of P n T f P n . Then for any continuous function F on [inf f, sup f ] it was proved in (see [4] , sect. Notice that the left hand side here can be seen to be the limit of T r(F (P n T f P n ))/T r(P n ) and that e imθ is an eigenfunction of ∆ = − d 2 dx 2 , so, one can view the above results on L 2 [0, 2π] as a special cases of Szegö limit theorem for the LaplaceBeltrami operator or more generally one can consider such results for pseudo differential operators on compact manifolds.
In [11] , Zelditch considered a Schrödinger operator on R n of the form H = − 1 2 ∆ + V , where V is a smooth positive function which grows like V 0 |x| k , k > 0. To establish a Szegö type theorem, as we can see from the above, we need to consider ratios of distribution functions associated to different measures and compare their behaviour asymptotically.
Such limits are computed using Tauberian theorems where some transforms of these measures are considered and limits taken for such transforms. While Zelditch [11] used the Laplace transform (via Karamata's Tauberian theorem ( [10] ,p-192), Robert [6] suggested the use of Stieltjes transform (via Keldysh Tauberian theorem [1] ). The application of Keldysh theorem requires one of the measures µ or ν to be absolutely continuous. We don't have this feature in our problem, stated below, so we use the Tauberian theorem of Grishin-Poedintseva theorem 3.4 (see [5] ) in combination with a theorem of Laptev-Safarov theorem 3.5 (see [2] ) that obtains some error estimates to prove our main theorem (Theorem 1.1).
There is an extensive work on the Szegö's theorem associated with orthogonal polynomials in L 2 (T, dµ) with µ some probability measure on T, we refer to the monumental work of Barry Simon [9] for the details.
We however concentrate on higher dimensions where not much is known and to our knowledge our results are new in the lattice case.
We consider operators of the form
, where ∆ is the positive operator (∆u)(n) = |n−j|=1 u(j)+2du(n). We take V is multiplication by a positive sequence
we chose the value of V (n) to be 1 at the origin to make V strictly positive. Then H is positive and has discrete spectrum, which is seen by noting that (H − i) −1 is compact in view of the choice of V . We denote the spectral projection of H by E H () and set π λ = E H ((0, λ]). Then clearly π λ is finite rank for each λ.
For a bounded self-adjoint operator B we set
Then our main theorems are the following. 
We recollect some facts on toroidal symbols from Rhuzanski-Turunen [7] 
(the reader should note that the lattice variable ξ appearing in [7] should be replaced by m, n etc in our notation) is defined by
where
Then A extends to a bounded linear operator and via the unitary isomorphism implemented by the Fourier
there is a bounded operator on ℓ 2 (Z d ) and such an operator is self-adjoint whenever σ is real valued. We will say that b(x, n) is the symbol of a bounded linear operator B on ℓ 2 (Z d ) to mean that the equation (4) is valid by setting A = UBU * , σ(x, n) = b(x, n) and B is an appropriate bounded linear extension in ℓ 2 (Z d ). The difference operator ∆ n j is given by (∆ n j φ)(m) = φ(m + e j ) − φ(m), e j being the unit vector in the j th direction in Z d and acts on symbols in the second variable. Denoting N 0 = N ∪ {0}, and a multi index
The class of rapidly decreasing sequences is given by 
Given these definitions, for any
So we denote S 0 1,0,∞ by S 1,0,∞ . Given this framework, we have our next theorem. Theorem 1.2. Let H and V be as in equation (1, 2). Consider a real valued
The function cos(x + γ n ) with γ n → 0 as |n| → ∞ is in S 1,0,∞ (T d × Z d for example, so the class is non-empty.
The Proofs:
We denoted by #S the cardinality of the set S in the following. Consider H, V as in equations (1, 2).
Then for λ > 0 the operator H + λ is also positive. H has discrete spectrum and so the bounded operator (H + λ) −1 is compact. By taking proper power k we can make it trace class, so let us for the sake of simplicity assume k > d so this operator is trace class.
Given this if we consider the operator V and (V + λ), then these two are operators of multiplication on ℓ 2 (Z d ) , they both have discrete spectrum and are positive so we also have , the our choice of k, that (V + λ) −m and (H + λ) −m are also trace class for some m ∈ N.. Lemma 2.1. Consider V and H self-adjoint operators as given in equations (2,1). Then for m ∈ N for which (V + λ) −m is trace class, (H + λ) −m is also trace class and we have,
Proof: Since ∆ is bounded and (V + λ) −1 is bounded and positive we can write
2 is bounded and has norm smaller than 1 for large λ , we have expansion
This equality shows that (H + λ) −m is trace class whenever (V + λ) −m is trace class, so we take trace on both sides of the above equation. We then use the property of trace, the inequality |T r(BCB)| ≤ C T r(B 2 ), when B is positive trace class and C is bounded and that (1 + K λ ) −1 is bounded by 1, by the positivity of K λ , to get
Therefore,
which gives the lemma as λ goes to ∞. Let E A denotes the projection value spectral measure of A. Denote the distribution functions of the measures T r(E H (·)) and T r(E V (·)) respectively by φ H and φ V . Then we have
Then Lemma 2.1 immediately gives us the Weyl formula for the functions T r(π λ ) as a corollary, where we denote by [r] the largest integer smaller than or equal to r. Corollary 2.2. Consider V and H self-adjoint operators as given in equations (1,2). We have the following asymptotics :
Proof: (1) The function φ V is given by
Therefore clearly lim λ→∞ lim τ →1 φ V (τ λ)/φ V (λ) = 1. On the other hand, using the notation (r) for the fractional part of r, we see from equation (8) that
Taking the limit over λ first and then over τ we see that
(2) The distribution function This in turn implies, by Theorem 3.4 of Grishin-Poedintseva, that
Then ( and keeping the possibility that r also goes to infinity we get this estimate. This corollary implies that φ H is also a multiplicatively continuous function from the following Lemma. 
where in the last step we used the assumption on φ/χ and the fact that χ is multiplicatively continuous. Since φ V is multiplicatively continuous, the above result together with equation (10) 
T r(B(H
Proof: The proof is similar to that in the above lemma, except that we have to do a bit more of algebra in handling the error term, namely, using equation (6) we write
we set
which is a positive trace class, so we rewrite the error term as
The rest of the proof is as in the Lemma 2.1 using the above estimate. Proof: (i) For each λ we have the equality
. Lemma 2.1 and Lemma 2.4 imply that the left hand side has limit 1, hence the right hand side limit exists and equals 1. Therefore if either the numerator or the denominator in the fraction in the right hand side has a limit, then the other also has a limit and they both agree which implies the proposition.
(ii) In the case when B comes from an operator of multiplication by a function b on L 2 (T d ) we have, using the Fourier series to compute δ n , Bδ n for any n,
Therefore we have for each λ,
so the limit of the left hand side as λ goes to infinity exists.
Given these general results, we now use the theorems of Laptev-Safarov (Theorem 3.5) and the Tauberian theorem of Grishin-Poedintseva (Theorem 3.4) to pass onto measures associated with the self adjoint operators H and V .
Proof of Theorem 1.1:
Since B is bounded self-adjoint B ∈ σ(B), since B is also positive, from the definition of K it is clear that [0, B ] = [0, 1] B ⊂ K. Since π λ Bπ λ ≤ B , it is also clear that for each λ, σ(π λ Bπ λ ) ⊂ K. Also since K is compact by definition, the elements of C(K) can be uniformly approximated by those from W 2 ∞ (K) (the space of all twice continuously differentiable functions equipped with the norm |f | = 2 j=0 |f (j) | ∞ ) by StoneWeierstrass, since the latter contains polynomials. Therefore it is enough to prove the theorem for f ∈ W 2 ∞ (K). We set N r (λ) = sup µ≤λ (T r(π µ+r ) − T r(π µ )), r > 0. Then using the theorem 3.5 we get
For getting the last estimate, we take r = λ κ , then by the assumptions on B the term in the parenthesis on the right hand side in the penultimate estimate above is bounded, so using Corollary 2.2(3), we get the last bound. The last term clearly goes to zero as λ → ∞ so it is enough to show
Since, under the Fourier series the basis vectors |δ n go over to the basis e in·x in L 2 (T d ) and B is an operator of multiplication by a bounded positive function b(x) there, we see that
Therefore it is enough to show that
to prove the theorem. Adding a constant to the function f does not matter in the above, so we can assume without loss of generality that the function f is positive, so f (B) is a positive operator and hence f (b(x)) is a positive function on T d . Now recall the definition of φ H , φ V and we set
In this notation, the claim in the equation is nothing but the convergence
This convergence follows if we show, by theorem 3.4,
This equality is precisely the content of Proposition 2.5 (where B is replaced by f (B)), after an integration by parts performed in all the integrals above and using the spectral theorem respectively for H and V to rewrite the integrals as traces.
Proof of Theorem 1.2:
The proof is as in the proof of theorem 1.1 till equation (17), the difference comes in computing the limit of the right hand side in equation (17). Hence it is enough to compute the limits
when B comes from a symbol b(x, n) and f continuous. The operator B being bounded self-adjoint, continuity of f implies that f (B) is approximated in norm by polynomial functions of B, by using the spectral theorem and the Stone-Weierstrass theorem together, which approximation is uniform in λ in the above limits, hence by an ǫ/3 argument, it is enough to consider f to be a polynomial of a fixed degree and further by linearity of the limits it is enough to take f to be a monomial in B.
Therefore we need to show that for any k ∈ N,
to prove the theorem. Therefore a simple computation shows that firstly if σ B k (x, n) is the symbol associated with B k then,
Secondly the symbol σ B k (x, n) is given in terms of b(x, n) asymptotically in n using the above relation applied k times on b. Using Lemma 2.6 below we see that
Then computing the limits and using the fact that if a sequence r n goes to zero as |n| goes to infinity then V (n)≤λ r n / V (n)≤λ goes to zero as λ goes to infinity, by an ǫ/3 argument. Therefore using the properties of E k (x, n) stated above together with the Lebesgue dominated convergence theorem, we see that
This proves the theorem. From theorem 4.2 [7] , we see that if A, B are linear operators in
where ≈ means asymptotic in n.
and let A be the pseudo difference operator on L 2 (T d ) associated with it. Then for any k ∈ N, the symbol a k (x, n) of the operator A k has the asymptotic behaviour
Proof: We will prove this by induction, since for k = 1 this is trivial with E 1 (x, n) = 0. We assume that the Lemma is valid for a k−1 (x, n), so we assume that
We use the composition rule in equation (20) to get
3 Appendix
In this appendix we collect two theorems we use in our paper for the reader's convenience. The first one is a Tauberian theorem of Grishin-Poenditsheva from [5] . The above theorem derives asymptotic behaviour of ϕ, ψ from the asymptotic behaviour of φ, Ψ by assuming additional conditions on ϕ and ψ.
The next theorem is Theorem 1.2 of Laptev -Safarov [2] . Let H be a separable Hilbert space and B a self adjoint operator, not necessarily bounded. Suppose that f ∈ W 2 ∞ (K) where K = 0≤t≤1 tσ(B) ⊂ R and suppose π λ = E H ((0, λ)).
With these conditions the theorem is : (Take A = H, P λ = π λ in Theorem 1.6 [2] to get the following restatement of their theorem, so as to be consistent with our notation.) 
