Abstract. We identify sharp spaces and prove quantitative and non-quantitative stability results for the logarithmic Sobolev inequality involving Wasserstein and L p metrics. The techniques are based on optimal transport theory and Fourier analysis. We also discuss a probabilistic approach.
Introduction
For a probability measure f dγ absolutely continuous with respect to the Gaussian measure dγ = (2π)
2 dx such that √ f ∈ W 1,2 (R n , dγ), the Fisher information and the relative entropy are given, respectively, by
H(f ) = f log f dγ.
The classical logarithmic Sobolev inequality LSI states δ(f ) = 1 2 I(f ) − H(f ) ≥ 0, (1.1) where δ is the LSI deficit. There are several proofs based on the central limit theorem [16] , Ornstein-Uhlenbeck semigroup [20] , Prekopka-Leindler inequality [5] , optimal transport theory [8] , and harmonic analysis [1, 7] .
Carlen characterized the equality cases in two ways: first, if f ∈ L p (R 2n ) is a product function in (x, y) and
, then f as well as its factors are all Gaussian functions; thereafter, he proved a Minkowski-type inequality and derived the strict superadditivity of the Fisher information which combined with the factorization theorem yields that equality holds in (1.1) only if e b·x− b 2 2 , b ∈ R n . The second proof is based on the Beckner-Hirschman entropic uncertainty principle:
be defined by Uh(x) = 2 −n/4 e π|x| 2 h(x) and denote the Fourier transform bŷ f (ξ) = F f (ξ) = e −2πiξ·x f (x)dx. ) ,
where a ∈ R n . Note that a rescaling of (1.2) improves (1.1). In this paper, we are interested in measuring the deviation of a function from the class of optimizers. Let A be a family of probability measures and d a metric/functional that identifies the equality cases. We say that LSI is weakly stable under (d, A) if δ(f ) → 0 (δ c (f ) → 0) implies d(f dγ, dγ) → 0 (d(|f | 2 dm, dm) → 0) for centered measures and stable if a modulus of continuity is explicit. Note that the Gaussian measure is the only centered optimizer.
There has been much interest devoted to finding stability bounds [4, 6, 10, 13, 17, 19, 22 ] (see also [12, 21] ). In particular, the first results involving a metric appeared in [4, 17] via the quadratic Wasserstein distance δ(f ) ≥ cW 2 2 (dν b , dγ) for a class of probability measures ν b satisfying certain differential constraints. W 2 -stability cannot hold for all probability measures since it would improve the sharp LSI constant [17, Remark 4.3] . It was shown in [11] that probability measures for which a (2, 2)-Poincaré inequality holds satisfy the following improvement of LSI
where λ is the Poincaré constant and c(λ) = 1−λ+λ log λ (1−λ) 2 < 1; in particular, this yields W 2 -stability for this function space and
The method of proof is based on two lower bounds on the deficit which depend on the solution to the optimal transportation problem from which one may deduce that the total variation is bounded above in terms of W 1 and the deficit and then employing the following W 1 -stability result. Theorem 1.5. Let f dγ be a centered probability measure in P
i.e. the constant C(n, M) cannot be taken independent of M [18, Theorem 1.2]. A scaling argument shows (see e.g. [4, 10] )
cf. Theorem 1.13 and [6, (33) ]. In particular, if m 2 (γ) = n ≥ m 2 (ν) and dν = f dγ, then Talagrand's inequality (2.2) implies
However, for every ǫ > 0, there exists
The proof of Theorem 1.5 is based on the observation that the entropy is bounded by the deficit and the second moment via the HWI inequality which combines with a stability bound for Talagrand's inequality [9, 11] .
The following theorem (also based on an optimal transport approach) does not impose additional regularity assumptions or second moment bounds and yields L 1 -stability in case that there is an L 1 bound on the densities. Theorem 1.6. Let f dγ be a centered probability measure such that f ∈ {f ≥ α} for some
where
Corollary 1.7. Let {f k dγ} be a sequence of centered probability measures such that f k ∈ {f ≥ α} for some α ∈ (0, 1] and δ(f k ) → 0 as k → ∞. Then f k j → c a.e. as j → ∞, for some subsequence {f k j } ⊂ {f k } and constant c ∈ [α, 1].
Corollary 1.8. Let {f k dγ} be a sequence of centered probability measures such that f k ∈ {f ≥ α} for some α ∈ (0, 1] and
Weak stability results can also be proved by investigating conditions for which
This turns out to be the case if the density's growth is controlled.
Theorem 1.9. Let {f k } be normalized and centered in L 2 (dm) and suppose f k ∈ {f :
A change of variables yields the following. Corollary 1.10. Let {f k dγ} be centered probability measures and suppose f k ∈ {f : f e
Corollary 1.11. Let {f k dγ} be centered probability measures and suppose f k ∈ {f : f e
, the constant
Combining the optimal transport method and (1.2) yields the following inequality, which in particular, implies weak L 2 -stability for P M 2 (R n ) with respect to δ c and weak L 1 -stability with respect to δ.
Corollary 1.14. Let {f k } be normalized and centered in L 2 (dm) and suppose f k ∈ {f :
Corollary 1.15. Let {f k } be normalized and centered in L 2 (dm) and suppose f k ∈ {f :
The rescaled version of Corollary 1.15 can also be shown with a proof based solely on optimal transport methods. Theorem 1.16. Let {f k dγ} be a sequence of centered probability measures in P
Metric Space Stability Reference Table 1 . A summary of stability/instability results for LSI.
Another approach to proving stability estimates for LSI is to investigate quantitative versions of Cramér's theorem [2, 3] , which states that if the convolution of two non-negative integrable functions is Gaussian, then the functions must be Gaussian 1 and combine them with a convolution type deficit bound [13] . It turns out that this technique yields several results which we include in the appendix.
Preliminaries
2.1. The Wasserstein distances. For p ≥ 1 and a probability measure µ, the p-th moment of µ is given by m p (µ) = R n |x| p dµ. The space of probability measures with finite p-th moment is denoted by P p (R n ). The Wasserstein distance of order p between two probability measures µ, ν ∈ P p (R n ) is
where the infimum is taken over all probability measures π on R n × R n with marginals µ and ν. In general, one can define the optimal transportation cost with a cost function c(x, y) on R n × R n by
In particular, W 1 is called the Kantorovich-Rubinstein distance and W 2 is called the quadratic Wasserstein distance. We recall some properties.
The Wasserstein distance of order p is stronger than weak convergence: let ν k be a sequence of probability measures in P p (R n ), then ν k converges to µ in W p if and only if ν k ⇀ µ weakly and
Let µ and ν be probability measures with finite second moments. Then there exists a map T :
It is well-known that the map T is uniquely determined µ-almost everywhere and is a gradient of a convex function called the Brenier map.
We say a function ϕ is 1-Lipschitz if |ϕ(x) − ϕ(y)| ≤ |x − y| for all x, y ∈ R n . The Kantorovich-Rubinstein distance W 1 has a dual form
For further information, we refer the reader to [26] .
2.2. The total variation distance. Let µ and ν be probability measures. The total variation distance between µ and ν is defined by
where the supremum is taken over all Borel sets in R n and yields a stronger topology than weak convergence. That is, if d TV (µ, ν k ) → 0 as k → ∞, then ν k converges weakly to µ (however, the converse does not hold). The total variation distance can be thought of as the optimal transportation cost with cost function c(x, y) = 1 x =y and has a dual form
Suppose that ν is absolutely continuous with respect to µ and has f as its RadonNikodym derivative, that is, dν = f dµ. Then the total variation distance d TV (µ, ν) can be written in terms of the L 1 -norm
It is well-known that the total variation distance is comparable to the Hellinger distance
2.3. Some inequalities. Let γ be the Gaussian measure and dν = f dγ. The entropy functional ν → H(f ) is utilized to measure how far ν is from the Gaussian measure γ. It is stronger than the total variation distance but weaker than the
The first inequality is called Pinsker's inequality. Talagrand [25] introduced the inequality
which implies that the entropy is stronger than the quadratic Wasserstein distance. Otto and Villani [23] proved that LSI implies the Talagrand inequality. Let
where C > 0, and a comparable stability result was also shown in [11] . The quantitative Talagrand inequality is one of the main ingredients for proving Theorem 1.5. Otto and Villani proved the HWI inequality which is an "interpolation" inequality between the entropy, Wasserstein distance, and Fisher information
Proofs of The Main Results
Proof of Theorem 1.1. Let T be the Brenier map between f dγ and dγ. Then it follows that
Next by Poincare,
Therefore,
Since T pushes f dγ onto dγ, the previous inequality implies
and Theorem 1.5 yields
Proof of Corollary 1.2.
Proof of Corollary 1.3. For fixed
In particular
and this implies
Proof of Corollary 1.4. By applying Theorem 1.1 to f i , it follows that
Since
Moreover,
and since
the result follows.
Proof of Theorem 1.5. The proof is based on the stability of Talagrand inequality in [9, 11] . We denote by δ Tal (f ) :
Cordero-Erausquin shows that if f dγ ∈ P 2 is a centered probability measure, then
where C CE is a universal constant. First, we use the HWI inequality and Young's inequality to obtain
Since H(f ) = I(f ), we have
By the HWI inequality (2.3), we get
In the last inequality, we have used Talagrand inequality. Combining (3.2) and (3.3), we obtain
We solve this for δ(ν) to see
where F (x) = √ x 2 + 1 − 1 and
Note that for t > 1, the range of K(t) is (0, ∞). If we define G(x) := min{x, x 2 }, then one can easily see that
Since we have C CE K(t) = 1 for
the proof is complete.
Proof of Theorem 1.6. Let T = ∇Φ = (T 1 , T 2 , . . . , T n ) be the Brenier map from f dγ to dγ and {λ i } the eigenvalues of DT − Id. Then from the proof of LSI via optimal transport it follows that
Without loss, δ(f ) << 1 (this follows from the argument below), and C may change from line to line with dependence only on universal constants, α, and n,
where a = (a 1 , . . . , a n ) and a = T dγ.
Note that
|a| ≤ |T |dγ ≤ 1 α |x|dγ
. Now let b = log f dγ ∈ (log α, 0);
Proof of Corollary 1.7. Theorem 1.6 implies that
There exists a ∈ R n and b ∈ R such that a f k → a and b f k → b as k → ∞, along a subsequence. Up to a further subsequence, it follows that
a.e. as k → ∞ and inf
Proof of Corollary 1.8. Suppose
Corollary 1.7 implies f k → c a.e. along a subsequence as k → ∞ (taken from the subsequence achieving the lim sup) for some constant c > 0 and the dominated convergence theorem implies c = 1 (via the mass constraint), a contradiction.
Proof of Theorem 1.9. Suppose
and let dm ǫ = e −(2π−ǫ)|x| 2 dx; since
as k → ∞, and therefore, Wf k (ξ) → Wf (ξ) for every ξ ∈ R n . However, since δ c (f k ) → 0, it follows from Carlen's theorem that
in L 1 (dm) as k → ∞ and |Wf | 2 = 1 a.e.; this implies f = 1 (via Cramer's theorem). Furthermore, f k is normalized in L 2 (dm), therefore along a further subsequence, f k ⇀ g weakly in L 2 (dm) and by uniqueness of weak limits, g = 1. This yields f k → 1 in L 2 (dm), a contradiction, therefore the result follows.
Proof of Theorem 1.13. Let f ∈ L 2 (dm) be normalized and T the optimal transport map between |U * | 2 dx and | U * f | 2 dx. It follows that T = ∇φ satisfies log det
and λ i are the eigenvalues of
Proof of Corollary 1.14.
Then since f k ∈ {f : |f | 4 dm ≤ C}, it follows that along a subsequence, f
as k → ∞ and Theorem 1.5 implies f = 1. Theorem 1.13 therefore yields
Proof of Corollary 1.15. Suppose δ c (f k ) → 0 and
and up to a subsequence, it follows that
2 (dm) and Theorem 1.5 implies f = 1, a contradiction.
Proof of Theorem 1.16. Let {f j } be any subsequence of the original sequence. We will show that there exists a further subsequence {f j(k) } that converges to 1 in L 1 (R n , dγ). By (2.1), it suffices to show that f j(k) → 1 in L 2 (R n , dγ). Since the deficit converges to zero, {I(f j )} j≥1 is uniformly bounded in j. Indeed, it follows from the HWI inequality (2.3) and Young's inequality that
which shows that {I(f j )} j≥1 is uniformly bounded in j. Let h j = f j γ where γ(x) = (2π)
n be a bounded domain. The Rellich-Kondrashov theorem says that there exists a subsequence {j(k)} k≥1 such that h j(k) converges to a function g in L 2 (Ω). Since h j is nonnegative for all j, we let g = √ f γ. We claim that f = 1 a.e. in Ω. Let dν j = f j dγ. Since δ(f j(k) ) converges to 0, we have W 1 (ν j(k) , γ) → 0 by Theorem 1.5. This implies that ν j(k) ⇀ γ weakly, that is,
. Let ε > 0 and ϕ be a bounded continuous function such that |ϕ| ≤ K for some K > 0. We pick N ∈ N such that
Since ν j converges weakly to γ, the family {ν j } is tight by Prokhorov's theorem. Thus, we can choose N 1 ∈ N be such that R n \B k dν j < ε 8
for all k ≥ N 2 . Combining our observation, we have
Appendix A. A Stability result in terms of Kolmogorov distance
In this section, we prove stability results of LSI in terms of the Kolmogorov distance. We assume that the probability measure belongs to P M 2 and also satisfies further integrability and second moment assumptions. For probability measures µ and ν on R, the Kolmogorov distance is given by
Theorem A.1. Let f be a symmetric nonnegative function on R and dµ = f dγ ∈ P
2 and assume that dν := vdγ is a probability measure. Then there exists ε 0 > 0 such that if δ(v) ≤ ε ≤ ε 0 , then
where C k depends on k and γ ε is a Gaussian measure given by
for some σ 2 ε > 0 depending on ε. Theorem A.2. Let f be a symmetric nonnegative function on R, dµ = f dγ, and
2 and assume that dν := vdγ is a probability measure. Let
, then there exist constants c 1 and c 2 such that
Remark A.3. Note that for dγ 1
Remark A.4. By Proposition B.6, Theorem 1.5 implies that
On the other hand, it follows from Proposition B.8 that Theorem A.2 implies
Note that if t is small then Ψ(t) is bounded by the map t → min{t 2 , t 8 }. So the stability result of Theorem 1.5 is stronger than that of Theorem A.2. Notice also that these Theorem A.2 has a scaled version of the deficit δ(v).
The key ingredients to the proofs are the LSI stability result of [13] and the stability of Cramér's theorem. To state these results, we recall some notations. Let g(x) = 2
, f 2 = 1, and h = f g. Then there exists a constant C > 0 such that
Cramér's theorem says that if the sum of two independent random variables has a normal distribution, then both random variables are normal. We recall the stability of Cramér's theorem. Let X and Y be independent random variables with distribution functions F and G respectively, then Kolmogorov distance between X and Y is
Let F * G be the distribution of the sum X + Y so that it is defined by
If p 1 and p 2 are density functions of X and Y , one can write it as
and Φ b,σ to denote the centered Gaussian density with variance σ 2 and its distribution function. We also denote by Φ σ := Φ 0,σ and Φ := Φ 0,1 . The following stability result was proven in [15] and [24] .
Theorem A.6 ( [3, Theorem 2.2]). Let ε > 0 and N = N(ε) = 1 + 2 log(1/ε). Let X 1 , X 2 be random variable with distribution functions F 1 , F 2 . We also put
for i = 1, 2. Suppose that F 1 and F 2 have median zero and σ 1 , σ 2 > 0. If d K (F 1 * F 2 , Φ) ≤ ε < 1, then there exist absolute constants C 1 and C 2 such that for i = 1, 2,
This result is more or less restrictive in a sense that the medians are zero and σ i , i = 1, 2 depend on ε. A more general version of the stability result was obtained in [3] . 
The following lemma gives an interpolation estimate under a second moment assumption, which allows to connect the stability of Cramér's theorem with that of the LSI.
Proof. Let p(x) = u(x)/ u 1 and q(x) = 1 √ π e −x 2 . Since ϕ = x log x for x ≥ 0 is convex (ϕ(0) = 0), one can see by Jensen's inequality that
Let 1 ≤ p 0 , p 1 ≤ 2, θ ∈ (0, 1) and
. It follows from Hölder inequality that
This implies that the map p → J(p) := log f p p is convex on [1, 2] . On the other hand, the derivative of J(p) is given by d dp
By the convexity of J(p), we have J(2) − J(1) ≥ J ′ (1). So, we apply (A.2) to obtain log u
which yields the desired result.
Proof of Theorem A.1 . Let h(x) = f (x)g(x) and f (x) = f ( √ 2πx) then one can easily see that
) and distribution function F . Note that F has median zero and Var[
. Since Kolmogorov distance is bounded by total variation, one can see that
Since we have h * h(x) = √ 2πp * p( √ πx) and g * g(x) = √ 2πγ( √ πx), we obtain
By Lemma A.8, we have u 1 ≤ C k u 2 where C k > 0 depends only on k. Combining our observation and Theorem A.5, we obtain
where f = f ( √ 2πx). Note that δ c ( f ) = δ(v). It follows from (A.3) and (A.4) that ( h − g 4 is bounded by a numerical constant and that
Choose ε 0 > 0 such that C k ε 1 8 0 < 1. Let ε > 0 be such that δ(v) < ε < ε 0 , and put η = C k ε 1 8 , N = N(η) = 1 + 2 log(1/η) and
m 2 (µ) as η → 0. So, we choose ε 0 small enough so that 1 4 m 2 (µ) < σ(η) 2 for all ε < ε 0 . It then follows from Theorem A.6 that
log(
By change of variables, we have d K (F, Φ σ(η) ) = d K (µ, γ ε ) where Definition B.5. Let µ and ν be probability measures on R with distribution functions F and G. The Lèvy metric is defined by
Proposition B.6. Let µ and ν be probability measures on R, then we have d L (µ, ν) ≤ min{d K (µ, ν), d P (µ, ν)} ≤ max{d K (µ, ν), d P (µ, ν)} ≤ min{d TV (µ, ν), W 1 (µ, ν)}. Proposition B.7. Let µ be a probability measure on R and γ the standard Gaussian measure on R, then d K (µ, γ) ≤ 2d P (µ, γ).
Proposition B .8 ( [3, Proposition A.1.2] ). Let µ, ν ∈ P M 2 (R), then
Proposition B.9. Let Ω be a measurable space. Let µ and ν be probability measures on Ω, then
