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Abstract
An r-matrix is a matrix with symbols in {0, 1, . . . , r − 1}. A matrix is simple if it has no
repeated columns. Let the support of a matrix F , supp(F ) be the largest simple matrix such
that every column in supp(F ) is in F . For a family of r-matrices F , we define forb(m, r,F) as
the maximum number of columns of an m-rowed, r-matrix A such that F is not a row-column
permutation of A for all F ∈ F . While many results exist for r = 2, there are fewer for
larger numbers of symbols. We expand on the field of forbidding matrices with r-symbols,
introducing a new construction for lower bounds of the growth of forb(m, r,F) (with respect
to m) that is applicable to matrices that are either not simple or have a constant row. We also
introduce a new upper bound restriction that helps with avoiding non-simple matrices, limited
either by the asymptotic bounds of the support, or the size of the forbidden matrix, whichever
is larger. Continuing the trend of upper bounds, we represent a well-known technique of
standard induction as a graph, and use graph theory methods to obtain asymptotic upper
bounds. With these techniques we solve multiple, previously unknown, asymptotic bounds for
a variety of matrices. Finally, we end with block matrices, or matrices with only constant row,
and give bounds for all possible cases.
Keywords: forbidden configurations, (0,1)-matrices, extremal set theory, combinatorics,
hypergraphs, multigraphs, extremal graph theory
AMS subject classifications: 05D05,05C65
1 Introduction
A (0, 1)-matrix A is simple if contains no repeated columns. For such a matrix A, |A| denotes the
number of columns in A. Suppose a k × ℓ (0, 1)-matrix F (not necessarily simple) is given. F is
said to be a configuration of A, denoted by F ≺ A, if there exists a submatrix of A that is a row
and column permutation of F .
One natural question to ask about forbidden configurations is: given that A is simple and has
m rows and an F , what is the maximum number of columns A can have such that F 6≺ A? To put
this question into formal notation, define
Avoid(m,F ) = {A : A is a simple matrix with m rows, F 6≺ A},
and the main function to be computed is
forb(m,F ) = max{|A| : A ∈ Avoid(m,F )}.
The definitions of Avoid and forb can be extended to accommodate a family of forbidden
configurations F as follows.
Avoid(m,F) = {A : A is a simple matrix with m rows, F 6≺ A for all F ∈ F},
forb(m,F) = max{|A| : A ∈ Avoid(m,F)}.
∗Research was done while the first and second authors took the Research Opportunties course at Budapest
Semesters in Mathematics under the supervision of the third author
†Research was partially supported by Hungarian National Research, Development and Innovation Office NKFIH,
K116769
1
Another generalization of forbidden configurations we are interested in is the extension from (0, 1)-
matrices to matrices with r symbols, which are (0, 1, ..., r− 1)-matrices. We will use the notations:
Avoid(m, r,F) and forb(m, r,F).
Let F be a (0, 1)-matrix, define F (i, j) as follows. The entry at row m and column n denoted
by F (i, j)mn is i if Fmn = 0 and j if Fmn = 1. Furthermore, let
Sym(F ) = {F (i, j) : 0 ≤ i < j ≤ r − 1}.
A similar set is
S(F ) = {F (i, j) : 0 ≤ i 6= j ≤ r − 1}.
Notice that S(F ) = Sym(F ) ∪ Sym(F c), where F c is the (0, 1)-complement of F .
The importance of Sym(F ) and S(F ) is that for forb(m, r,F), if there exists a pair (i, j) ∈(
[r]
2
)
such that no matrix in F is an (i, j)-matrix, then Km(i, j) ∈ Avoid(m, r,F), where Km
is the simple (0, 1)-matrix of m rows and 2m columns, thus forb(m, r,F) ≥ 2m. On the other
hand, forb(m, r, Sym(F )) is of polynomial order of magnitude, consequently forb(m, r,S(F )) is
polynomial, as well, as it was shown in [FS12].
The following is a classical and celebrated result in Forbidden Configurations:
Theorem 1.1. [Sau72][She72][VC71]
forb(m,Kk) =
(
m
k − 1
)
+
(
m
k − 2
)
+ · · ·+
(
m
1
)
+
(
m
0
)
.
Let Ksk denote the k×
(
k
s
)
simple (0, 1)-matrix of all possible columns with sum s. Remarkably,
the following result also holds:
Theorem 1.2. [FQ83]
forb(m,Ksk) = forb(m,Kk)
Theorem 1.1 was extend to r symbols.
Theorem 1.3. [FS12] forb(m, r, Sym(Kk)) = Θ(m
(k−1)(r2)).
For any F , there exists a k ∈ N+ such that forb(m, r, Sym(F )) = O(m(k−1)(
r
2)). This is due to
the fact that F ≺ Kk for some k ∈ N
+ and the upper bound from Theorem 1.3.
We investigate forb(m, r, Sym(F )) in the present paper. The organization is as follows. Sec-
tion 2 contains lower bounds given by constructive methods. Section 3 deals with general upper
bound asymptotic, while Section 4 studies particular small forbidden configurations. Section 5
contains cases of block matrices. Section 6 collects the results in systematic way, while Section 7
deals with a possible future research direction.
2 Lower Bound Constructions
The idea of direct products was introduced in [AGS97]. The direct product A×B is defined to be
a matrix with every column of A placed on top of every column of B in every possible way. Thus
if A is a m × n matrix and B is a m′ × n′ matrix, then A × B is a (m +m′) × (n · n′) matrix.
The following theorem uses the direct product to provide a construction for the lower bound of
forb(m, r, Sym(F )) if F is simple and has no constant row.
Theorem 2.1. [FS12] Let F be a simple (0, 1)-matrix with no constant row. Then
forb(m, r, Sym(F )) ≥ forb
(
m(
r
2
) , F
)(r2)
.
This lower bound is given by taking A ∈ Avoid
(
m
(r2)
, F
)
such that |A| = forb
(
m
(r2)
, F
)
. Then
∏
0≤i<j≤r−1
A(i, j) ∈ Avoid(m, r, Sym(F )).
Due to the form of the construction, this is referred to as the “product construction”.
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Remark 2.2. If F is not simple or has a constant row, but there exists a submatrix F ′ ≺ F that
is simple and has no constant row, then we can say
forb(m, r, Sym(F )) ≥ forb(m, r, Sym(F ′)) ≥ forb
(
m(
r
2
) , F ′
)(r2)
.
This fact is due to the following lemma:
Lemma 2.3. [Ans13] If F ′ ≺ F , then forb(m,F ′) ≤ forb(m,F ).
The next theorem provides lower bounds for forbidden configurations that are not simple or
have a constant row.
Theorem 2.4. Let F be a (0,1)-matrix, and let ni denote the maximum number of i’s in a column
of F , and set n := max{n0, n1}. Then, if n ≥ 2,
forb(m, r, Sym(F )) ≥
(n−1)(r−1)∑
k=0
(
m
k
) ∑
k1,...,kr−1<n,
k1+···+kr−1=k
(
k
k1, ..., kr−1
)
= Ω(m(n−1)(r−1)).
Proof. If n = n1, we consider the total number of each non-zero symbol j in a column. If, for each
non-zero symbol, we have less than n entries in a column, we cannot have F (i, j). Therefore we
can have all columns with each non-zero symbol appearing at most n − 1 times, which provides
this lower bound. A symmetric argument can be made if n = n0 considering the number of non-r
th
symbols in a column. 
Remark 2.5. If F has k rows and k ≥ 3, we have that forb(m, r, Sym(F )) = Ω(m⌈
k
2 ⌉(r−1)) since
every column has at least ⌈k2 ⌉ 0’s or at least ⌈
k
2⌉ 1’s.
Remark 2.6. If forb(m,F ) = Ω(mk) and n > k r2 , Theorem 2.4 provides a better asymptotic
lower bound than Theorem 2.1. For example, let
Γ =

1 11 0
1 0

 .
Then any non-trivial configuration Γ′ ≺ Γ without a constant row has forb(m,Γ′) = Θ(m). Subse-
quently, we obtain that forb(m, r, Sym(Γ)) = Ω(mmax{2(r−1),(
r
2)}), which changes the construction
used to find bounds based on the size of r. In fact, forb(m, r, Sym(Γ)) = Θ(mmax{2(r−1),(
r
2)}) is
obtained as a Corollary of Theorem 4.3.
3 Asymptotic Upper Bounds
Theorem 1.3 requires a large k ∈ N+ to ensure that the repeated columns are dealt with if non-
simple forbidden configurations are studied. However, in most of the cases it is enough to consider
the support of a configuration.
Let µ(x, F ) be the multiplicity of column x with respect to matrix F . The support of a matrix
F , denoted supp(F ), is the matrix containing all columns such that µ(x, F ) > 0, [AS16].
Theorem 3.1. Let F be a k × ℓ (0, 1)-matrix, s = |supp(F )|, and µ = max
x∈F
(µ(x, F )). Then
forb(m, r, Sym(F )) ≤ forb(m, r, Sym(supp(F ))) +
(
m
k
)(
r
2
)
(µ− 1)k!s.
Proof. To prove this, we extend an old idea of Fu¨redi’s to r-symbols. We first begin with
forb (m, r, Sym (supp(F ))) + 1 columns. From this, we know that we have a supp(F (i1, j1)). Let
us permute these s columns containing supp(F (i1, j1)) to the first s columns. If we disregard these
columns, and add s more to the end of the matrix, we will again have some supp(F (i2, j2)). If we
add [
(
m
k
)(
r
2
)
(µ− 1)k!]s+ 1 columns instead of just s, then we will force at least µ number of some
supp(F (i, j)) in the same k rows, each with the correct row permutation. Since F ≺ µ · supp(F ),
we prove our result. 
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This theorem tells us that adding repeated columns in F do not affect the asymptotic bounds
of forb(m, r, Sym(F )) except for a few small cases. In other words, for the purpose of studying
asymptotic bounds of forb(m, r, Sym(F )), we only need to look at forb(m, r, Sym(supp(F )))
Corollary 3.2. Let r ≥ 3. If F 6≺
[
0 1
]
or F 6≺
[
0
1
]
, then
forb(m, r, Sym(F )) = Θ(forb(m, r, Sym(supp(F )))).
Proof. Clearly, forb(m, r, Sym(F )) = Ω(forb(m, r, Sym(supp(F )))).
In order to show forb(m, r, Sym(F )) = O(forb(m, r, Sym(supp(F )))), we need
(
m
k
)(
r
2
)
(µ −
1)k!s = O(forb(m, r, Sym(supp(F )))) from Theorem 3.1, where k is the number of rows in F ,
µ is the maximum column multiplicity of F , and s = |supp(F )|.
We see that
(
m
k
)(
r
2
)
(µ − 1)k!s = O(mk). But if F has at least two 1’s or at least two 0’s in a
column, then we can use Theorem 2.4 to get forb(m, r, Sym(supp(F ))) = Ω(m⌈
k
2 ⌉(r−1)) = Ω(mk)
assuming r ≥ 3. Thus
(
m
k
)(
r
2
)
(µ − 1)k!s = O(forb(m, r, Sym(supp(F )))), as desired. Therefore,
forb(m, r, Sym(F )) = Θ(forb(m, r, Sym(supp(F )))).
Now if supp(F ) = I2, we need to use Theorem 2.1 to get forb(m, r, Sym(supp(F ))) = Ω(m
(r2)).
Thus we do get
(
m
k
)(
r
2
)
(µ−1)k!s = O(forb(m, r, Sym(supp(F )))) from Theorem 3.1 since
(
m
k
)(
r
2
)
(µ−
1)k!s = O(m2) and forb(m, r, Sym(supp(F ))) = Ω(m2). 
Remark 3.3. If supp(F ) ≺
[
0 1
]
or supp(F ) ≺
[
0
1
]
and the column multiplicity of F is at least
2, then forb(m, r, Sym(F )) = Θ(m). This will be shown in Section 5.
The following is a further extension to Theorem 1.3 using Theorem 3.1:
Theorem 3.4. forb(m, r, Sym(s ·Kk)) = Θ(m
(k−1)(r2)).
Proof. The lower bound is given by Theorem 2.1 using Kk ≺ s ·Kk, while the upper bound is given
by Theorem 3.1 since (k − 1)
(
r
2
)
≥ k for all r ≥ 3 and all k. 
Remark 3.5. If F is a k× l (0, 1)-matrix with no constant row, and forb(m, supp(F )) = Θ(mk−1),
then forb(m, r, Sym(F )) = Θ(m(k−1)(
r
2)). This follows from Theorem 2.1 and Theorem 3.4.
3.1 Standard Induction
A basic technique used to find an upper bounds for forb for a given matrix (or family) is standard
induction, introduced in [Ans95]. Here, we show a known inequality bounding the growth of forb
with respect to m.
Let a k × ℓ (0,1)-matrix F be given. If A is such that A ∈ Avoid(m,F ) and |A| = forb(m,F ),
then let us consider some row t of A. By permuting t to the top row and then permuting the
columns, we get the following permutation of A:
A =
[
0 . . . 0 1 . . . 1
Bt . . . Ct Ct . . . Dt
]
where Ct denotes the columns that appear both under 0 and 1, while Bt and Dt are columns that
are only under a single symbol.
Ct needs to avoid a simpler family of matrices than A does. To describe exactly what the
simpler family of matrices is, we need the following notation:
Definition 3.6. Let F be a (0,1)-matrix. Denote
ch(F ) = {G | G ≺ F ≺ (G×
[
0 1
]
), ∀H : H ≺ G,H 6= G =⇒ F 6≺ (H ×
[
0 1
]
)}.
And its repeated application:
chn(F ) =
⋃
G∈chn−1(F )
ch(G), where ch1(F ) = ch(F ).
Remark 3.7. forb(m,F ) ≤ forb(m− 1, ch(F )) + forb(m− 1, F )
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Note that we have
[
Bt Ct Dt
]
∈ Avoid(m− 1, F ). It is clear to see now that
forb(m,F ) = |A| = |Ct|+ |
[
Bt Ct Dt
]
| ≤ forb(m− 1, ch(F )) + forb(m− 1, F ).
Therefore if we are able to limit the size of forb(m − 1, ch(F )), we can get an upper bound for
forb(m,F ) using induction.
When we extend this concept to r symbols, we can possibly have repeated columns under
multiple symbols, let Ci1,i2,...,ibt denote the collection of columns appearing under exactly each of
the symbols {i1, i2, . . . , ib} for some b symbols. We still take a row t, and have the matrix:
A =
[
0 · · · · · · · · · · · · · · · 0 · · ·
C0t C
0,1
t · · · C
0,r−1
t C
0,1,2
t · · · C
0,1,··· ,r−1
t · · ·
]
.
Note, that for C0t = Bt and C
1
t = Dt in case of r = 2. Then, consider the over counting matrix,
where we consider all columns that are underneath two symbols.
A′ =
[
0 · · · · · · 0 · · · r − 1 · · · · · · r − 1
C0t C
0,1
t · · · C
0,r−1
t · · · C
r−1
t C
0,r−1
t · · · C
r−2,r−1
t
]
.
That is, A′ is composed of columns of
[
i
Cit
]
for all i = 0, 1, . . . , r − 1 and
[
i j
C
i,j
t C
i,j
t
]
for all
0 ≤ i < j ≤ r − 1. Note that we do over count here, as a column that is shared by 0, 1, and 2
will be counted in all three C0,1t , C
0,2
t and C
1,2
t . However, we do not worry about the growth of
C
i,j,k
t , as C
i,j,k
t  C
i,j
t . Therefore if we restrict C
i,j
t , then we are restricting columns appearing
under multiple symbols as well, and will be able to restrict A′. Since |A′| ≥ |A| ≥ forb(m, r,F),
by obtaining an upper bound for A′ we also obtain one for forb(m, r,F).
3.1.1 Multiple Inductions
In addition to inducting once, we can induct multiple times until we reach a forbidden family of
matrices F that we can calculate forb(m,F) or already know it. If we induct k times, and the
number of repeated columns is bounded above by some O(f(m)) for any possible sequence of ways
to induct, then we obtain an upper bound ofO(mkf(m)) for our original forbidden configuration(s).
When considering a set of repeated columns within a set of repeated columns, we use the following
notation. Let F be a k × ℓ, simple, (0, 1)-matrix, and let A be a matrix in Avoid(m, r, Sym(F ))
and |A| = forb(m, r, Sym(F )). We define A
(ij)
F as the matrix of repeated columns among the ith
and jth symbols in some row t of A, that is A
(ij)
F = C
i,j
t for some, not determined t. We recursively
define A
(i1j1)...(in−1jn−1)(injn)
F as the matrix of repeated columns among the symbols in and jn of
A
(i1j1)...(in−1jn−1)
F in some chosen row tn. Whenever we discuss ”going down levels” in the paper,
we refer to inducting an additional time.
Note that since
A
(i1j1)(i2j2)
F , A
(i2j2)(i1j1)
F ∈ Avoid(m, r, {G : G ≺ F, F ≺ (G×
[
i1 j1
]
×
[
i2 j2
]
)}),
we have that
|A
(i1j1)(i2j2)
F |, |A
(i2j2)(i1j1)
F | ≤ forb(m, r, {G : G ≺ F, F ≺ (G×
[
i1 j1
]
×
[
i2 j2
]
)}).
This means that the order in which we perform the induction does not matter.
3.1.2 ”Simplifying” Multi-Symbols with the Induction Multigraph
It is also useful to visualize this repeated induction as a multigraph of the inductions we have
done. Because we do not distinguish between a simple graph and a multigraph in this paper, we
use the term “graph” to refer to both of them. Let cij · (ij) describe the edge between i and j with
multiplicity cij .
Definition 3.8. For a given matrix F , the induction multigraph I(A
(i1j1)(i2j2)...(injn)
F ) = (V,E) is
a multigraph where: {
V = {0, 1, ..., r − 1}
E = {(ij) | (ij) ∈ (i1j1), (i2j2), . . . , (injn)}
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Note that the edges of I(A
(i1j1)(i2j2)...(injn)
F ) form a multiset and are undirected. Therefore,
A
cij ·(ij)
F means that if E is the set of edges of I(A
cij ·(ij)
F ), then
E = {(ij), . . . , (ij)︸ ︷︷ ︸
cij times
}.
To help clear up notation, we introduce notation denoting induction on the edges of a graph. Let
G be a graph where V (G) = {0, 1, . . . , r − 1} and E(G) = {(i1j1), (i2j2), . . . , (in, jn)}. Also let
A ∈ Avoid(m, r, Sym(F )). We define AGF = A
(i1j1),(i2j2),...,(in,jn)
F , or induction on all of the edges
of G. We then define HF as follows.
Definition 3.9. For a given matrix F , define the family of forbidden submultigraphs on vertex
set V = {0, 1, . . . , r − 1},
HF = {G : |E(G)| = n, ∃t1, t2, ...tn such that |A
G
F | ≤ cF,G ∀AF ∈ Avoid(m, r, Sym(F ))},
where cF,G is a constant depending only on F and G. Essentially, we are attempting to take all
subgraphs whose induction matrix cannot have more than a constant number of columns. We note
that this HF is infinite, as if some G is in HF , then any supergraph of G is also.
We say that a matrix is p-simple if it has maximum column multiplicity of p.
The following lemma can be interpreted as obtaining an asymptotic bound for forb(m, r, Sym(F ))
based on the number of levels we can go down in induction without having an empty matrix.
Lemma 3.10. Let F be a k × ℓ, p-simple, (0, 1)-matrix, and A be in Avoid(m, r, Sym(F )) and
|A| = forb(m, r, Sym(F )). Let P be a graph, where V (P ) = {0, 1, . . . , r − 1} and |E(P )| = (k +
⌈log2(p)⌉) · (ij). Then |A
P
F | = 0.
Proof. If |APF | > 0, then when going up, we will obtain the configuration [i j]
k+⌈log2(p)⌉ in our
A. This produces a p · Kk(i, j). Since F (i, j) ≺ p · Kk(i, j) and p · Kk(i, j) ≺ A, we have that
F (i, j) ≺ A, which is a contradiction. 
We base the following definition on a definition from Brown and Simonovits [BS99].
Definition 3.11. Let us have a family of graphs F . Let Gn,q be the set of all multigraphs on n
vertices with maximum edge multiplicity q and let H ≺ G denote that H is a submultigraph of
the multigraph G. Then we define
exq(n,F) = max{|E(G)| : G ∈ Gn,q and ∀F ∈ F , 6 ∃H ≺ G,H ∼= F}.
This takes the maximum number of edges of a graph that does not contain any F ∈ F as a
subgraph, not just an induced subgraph.
Lemma 3.12. Let F be a k × ℓ, p-simple, (0, 1)-matrix, and let q = k + ⌈log2(p)⌉ − 1. Then
forb(m, r, Sym(F )) = O
(
m1+exq(r,HF )
)
.
Proof. First, we wish to avoid HF , and so we take the maximum number of edges that avoid them.
Then, observe that we limit the multiplicity to k + ⌈log2(p)⌉ − 1 by Lemma 3.10. While edges
with multiplicity k+ ⌈log2(p)⌉ are already within our HF , we would like to allow edges with lower
multiplicity.
Now if we go down the induction 1 + exq(r,HF ) times, our induction graph must contain
something in HF as a subgraph. This means that the number of repeated columns at this level is
at most a constant. Thus, forb(m, r, Sym(F )) = O(m1+exq(r,HF )). 
From this we can see that asymptotic upper bound for forb(m, r, Sym(F )) for every F can be
determined by a 2-symbol case with a given column multiplicity. We expand on this and provide
results for specific cases in the following section.
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3.2 Restrictions on the Induction Multigraph
Motivated by Lemma 3.12, we study HF for a given configuration F .
Remark 3.13. If forb(m, r, Sym(chn(F ))) = O(1), then n ·Kr ∈ HF .
The next two lemmas are used for proving constant upper bounds. Let Iℓ denote the ℓ × ℓ
identity matrix and Tℓ denote the ℓ× ℓ upper triangular matrix with 1’s on and above the diagonal
and 0’s below the diagonal.
Lemma 3.14. [AL14][BB05] For any ℓ ≥ 2, forb(m, r,S(Iℓ, Tℓ)) ≤ 2
crℓ
2
for some constant cr.
Definition 3.15. Let F = {F1, F2, ..., Fk} and G = {G1, G2, ..., Gℓ}. If for every Gi, there is some
Fj with Fj ≺ Gi, we say that F ≺ G.
Lemma 3.16. [AK14] If F ≺ G, then forb(m, r,F) ≤ forb(m, r,G).
For the sake of convenience we introduce the following notations.
Definition 3.17. Γn, Cn, and Dn are defined as the following graphs.
. . .
n
. . .
n
. . .
n
Lemma 3.18. If there exists a configuration of
[
0 1
]
in chn(F ), then {Cn,Dn} ⊂ HF .
Proof. Let A ∈ Avoid(m, r, Sym(F )). Label the rows of incidence matrix of Cn as i1, i2, i3, i4 with
(i2i3) being the edge of multiplicity n. Say we have n · (i2i3) in the induction. Then we see that
A
n·(i2i3)
F must avoid a configuration of
[
i2 i3
]
by assumption. Take a row t of A
n·(i2i3)
F . Then t
must either have no symbol i2 or have no symbol i3. If t has no symbol i2, then we do induction
on row t with the symbol pair (i1i2) to get an empty matrix. If t has no symbol i3, then we do
induction on row t with the symbol pair (i3i4) to get an empty matrix. Thus Cn ∈ HF . This
argument can be repeated for Dn. 
Corollary 3.19. If
[
0 1
]
∈ chn(F ), then n · C3, n · C4, ..., n · Cr ∈ HF .
Proof. By Lemma 3.18, we have that {Cn,Dn} ⊂ H. Also, we observe that Dn ≺ n · C3 and
Cn ≺ n · C4, ...,Cn ≺ n · Cr , we have that |A
n·C3
F | ≤ |A
Dn
F | = O(1) and |A
n·C4
F | ≤ |A
Cn
F | =
O(1), ..., |An·CrF | ≤ |A
Cn
F | = O(1). 
Remark 3.20. n·C3, n·C4, ..., n·Cr ∈ HF implies that edges of the induction graph of multiplicity
n form a forest.
Let Sk(v) be a star with k leaves centered at vertex v, when the center vertex is not specified,
the notation Sk is used.
Lemma 3.21. If there exists a configurations of
[
0 1
]
in chn(F ), then n · Sr−1 ∈ HF .
Proof. If
[
0 1
]
∈ chn(F ), we let i0 be the center of the star and i1, ..., ir−1 be the vertices
corresponding to the rest of the symbols. Then we know that A
n·Sr−1(i0)
F needs to avoid {
[
i0 i1
]
,
. . . ,
[
i0 ir−2
]
}. If any row has no i0, then we can perform standard induction on that row with
the pair (i0ir−1) to show that A
n·Sr−1(i0)
F is empty. Otherwise, every row has a i0, which means
every row cannot have the symbols i1, ..., ir−2. Now A
n·Sr−1(i0)
F is a (i0, ir−1) matrix that must
avoid
[
i0 ir−1
]
. So |A
n·Sr−1(i0)
F | ≤ 1 and thus n · Sr−1 ∈ HF .
If
[
1
]
∈ chn(F ), then we have 2 cases depending on which vertex is at the center of the star. If
the center of the star is 0, then A
n·[(0i1)···(0ir−1)]
F avoids all non-zero symbols and thus we can only
have at most 1 column. If the center i0 is not zero, then there exists a symbol j0 < i0. Then A
n·(j0i0)
must avoid i0. We have more edges to induct on, but they all include i0, so A
n·[(i0i1)···(i0ir−1)]
F is
empty.
Symmetrically, if
[
0
]
∈ chn(F ), we can repeat the argument by considering if the center of the
star is r − 1 or not. 
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Originally, the following Lemma was simply the proof for a matrix in Section 4, namely F2.
However, it can be generalized to any matrix that satisfied the following criteria.
Lemma 3.22. Let F be a (0,1)-matrix. If n ·Kr ∈ HF and there exists a configuration of
[
0 1
]
in chn+1(F ), then forb(m, r, Sym(F )) = O(mn(
r
2)) except if n = 1 and r = 3.
If n = 1 and r = 3 and forb(m, ch(F )) = O(1), then forb(m, r, Sym(F )) = O(m3).
If n = 1 and r = 3 and forb(m, ch(F )) = ω(1), then forb(m, r, Sym(F )) = O(m4).
Proof. We have that n ·Kr ∈ HF . And by Lemma 3.18, {Cn+1,Dn+1} ⊂ HF .
Suppose we go down n
(
r
2
)
levels in our induction. Since we want to avoid n ·Kr in our induction
graph, we must have at least 1 edge of multiplicity n+1. We cannot have any edges of multiplicity
n+ 2 since |A
(n+2)·(ij)
F | = 0.
Say we have (n + 1) · (ij) in our induction graph. Then we can only have further edges going
to i or j, but not both, since we would create a Cn+1 or Dn+1. Without loss of generality, we say
that no more edges go to j. We look at the r − 1 vertices excluding j. Those vertices can only
have at most n
(
r−1
2
)
edges among them to avoid having any edges of multiplicity n + 1, but we
have n
(
r
2
)
− (n + 1) edges to place, making n
(
r
2
)
− (n + 1) − n
(
r−1
2
)
= n(r − 2) − 1 excess edges.
This means we have at least n(r − 2)− 1 edges of multiplicity n+ 1.
If n ≥ 3 and r ≥ 3, or if n = 2 and r ≥ 4, n(r − 2) − 1 ≥ r − 1, so we create a (n + 1) · Ck
for some 3 ≤ k ≤ r− 1, which we want to avoid due to the Corollary to Lemma 3.18. Thus, going
down n ·
(
r
2
)
levels in the induction guarantees a O(1) bound on the repeated columns for these
values of n and r. Thus forb(m, r, Sym(F )) = O(mn(
r
2)).
Consider the case where n = 2 and r = 3. Let the 3 symbols be i1, i2, i3. If we avoid a 2 ·K3
in the induction graph, we must get 2 edges of multiplicity 3. This accounts for all 2
(
3
2
)
= 6 edges.
Thus, without loss of generality, say we have the edges (i1i2)(i1i2)(i1i2)(i2i3)(i2i3)(i2i3) as the
edge set of our induction graph. This graph is 3 · S2, which is in HF by Lemma 3.21. Thus, any
way we induct 6 times yield a O(1) bound. Therefore, forb(m, 3, Sym(F )) = O(m6) = O(m2(
3
2)).
In the case of n = 1, if we do not have a Kr, we have at least r−2 double edges, and the double
edges must be in a forest due to the Corollary to Lemma 3.18. Also since C2 is a subgraph of 2 ·P4,
each connected component of the forest needs to be a star. Because we have a large number of
double edges, the only possibilities are 2 · Sr−1, 2 · Sr−2, or 2 · Sr−3 with a double edge disjoint
from the star. We must avoid the first possibility by Lemma 3.21.
For the case of 2 · Sr−2, we have an isolated vertex ir−1. Denote the center of the star as i0.
Any additional edge other (i0ir−1) would create a C2 or a D2. After that, any second additional
edge would create a C2, D2, or 2 · Sr−1. Therefore, we can have at most 2(r − 2) + 1 <
(
r
2
)
edges
if r ≥ 4.
If our induction graph contained 2·Sr−3 with a double edge disjoint from the star, any additional
edge would create a C2 or aD2. Since 2(r−1) <
(
r
2
)
for r ≥ 4, we get forb(m, r, Sym(F )) = O(m(
r
2)).
Consider the case where n = 1 and r = 3 and forb(m, ch(F )) = O(1). We cannot have a
triple edge nor a triangle, so we must have (i1i2)(i1i2)(i2i3) for distinct symbols i1, i2, and i3. If
A
(i1i2)(i1i2)
F has a row with no i2, then (i1i2)(i1i2)(i2i3) is empty. Otherwise, A
(i1i2)(i1i2)
F has no i1,
and A
(i1i2)(i1i2)(i2i3)
F is a (i2, i3)-matrix that avoids ch(F )(i2, i3). which is constant by assumption.
Thus, forb(m, r, Sym(F )) = O(m3).
Lastly, consider the case where n = 1 and r = 3 and forb(m, ch(F )) = ω(1). If our induction
graph has 3 vertices, 4 edges, and maximum edge multiplicity 2, then we must have a 2 ·S2 or a D2,
both of which we must avoid due to Lemma 3.18 and Lemma 3.21. Thus, forb(m, r, Sym(F )) =
O(m4). 
Corollary 3.23. Let F be a (0,1)-matrix. If forb(m, r, Sym(chn(F ))) = O(1) and there exists a
configuration of
[
0 1
]
in chn+1(F ), then forb(m, r, Sym(F )) = O(mn(
r
2)).
For ease of notation, let ip×q be the p× q matrix with all i’s as entries.
Remark 3.13 and Lemma 3.22 give the following, which is a strengthening of Remark 3.5 using
a result of Anstee and Fleming.
Lemma 3.24. [AF10] Let F be a k × ℓ simple (0, 1)-matrix with the property that there is a pair
of rows of F that do not contain 12×1, a pair of rows of F that do not contain 02×1, and a pair
of rows of F that do not contain I2. Then forb(m,F ) = O(m
k−2). If F does not satisfy this
condition, then forb(m,F ) = Θ(mk−1).
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Theorem 3.25. Let F be a k × ℓ simple (0, 1)-matrix such that forb(m,F ) = O(mk−2). Then
forb(m, r, Sym(F )) = O(m(k−2)(
r
2)).
Proof. We can see that F has the property described in Lemma 3.24. From this, we can see that
chk−2(F ) ≺ {
[
1 0 1
0 1 1
]
,
[
0 1 1
0 0 1
]
,
[
0 1 0
0 0 1
]
} ≺ {I3, T3, I
c
3 , T
c
3}.
This is because for the pair of rows that do not contain a 12×1, there must exist some config-
uration of
[
0 1 0
0 0 1
]
≺ I3, or else this pair of rows would not exist. For the pair of rows that do
not contain a 02×1, there must exist some configuration of
[
1 1 0
1 0 1
]
≺ Ic3 . For the pair of rows
that do not contain an I2, there must exist some configuration of
[
0 1 1
0 0 1
]
≺ T3, T
c
3 .
Since this chk−2(F ) can be avoided with at most a constant number of columns by Lemma 3.14
and Lemma 3.16, we have (k − 2) ·Kr ∈ HF due to Remark 3.13.
From this, we also get that there is a configuration of
[
0 1
]
in chk−1(F ), and therefore satisfy
all of the conditions of Lemma 3.22, which yields our desired upper bound of O(m(k−2)(
r
2)) and
concludes the proof. 
Corollary 3.26. Let F be a simple k × ℓ (0, 1)-matrix with no constant row. If k > 2 and
forb(m,F ) = Θ(mk−2), then forb(m, r, Sym(F )) = Θ(m(k−2)(
r
2)).
Proof. The upper bound comes from Theorem 3.25. Because F is simple with no constant row,
we can use the product construction to obtain the lower bound. 
4 Computational Results
We present a few examples of matrices whose asymptotic upper bounds can be solved using The-
orem 3.12.
Theorem 4.1. Let T2 be the 2× 2 triangular matrix.
forb(m, r, Sym(T2)) = Θ(m
r−1).
Proof. The lower bound follows from Remark 2.2.
For the upper bound, we first wish to find HT2 . Since we cannot have an edge with multiplicity
k + ⌈log2(p)⌉ = 2 + 0 = 2, we avoid all double edges.
We define T2(a, b) as the T2 with a below the diagonal and b elsewhere. Note that when we
go down (ij1)(ij2), and if i > j1 or i > j2, then we have a T2(j1, i) or T2(j2, i), respectively, if
|A(ij1)(ij2)| > 0.
Therefore, if we have a path of vertex length 4, a P4; or a K3; then we must have an empty
matrix. In addition, by Lemma 3.21, Sr−1 ∈ HF . From this, we have {P4,K3, Sr−1} ⊆ HT2 .
Note that we must have a forest, as we avoid all cycles with K3 and P4. In addition, each
component must have maximum diameter 2 because we avoid P4. This means we must have a
subgraph of Sr−1(i). Since we cannot have a Sr−1(i) itself, we can only go down r − 2 times.
Therefore from Lemma 3.12 we obtain
forb(m, r, Sym(F )) = O(mr−2+1) = O(mr−1).
This concludes the proof. 
The next matrix is not solvable by Theorem 3.25. Despite this, we can still use the framework
of the induction multigraph to find its asymptotic upper bound. For the next matrix, we must
introduce some notation of 2-columned matrices, which will also be used more in the paper. We
define Fa,b,c,d as the (a+ b+ c+ d)× 2 matrix with a rows of [1 1], b rows of [1 0], c rows of [0 1],
and d rows of [0 0].
F1,1,1,1 =


1 1
0 1
1 0
0 0

 .
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Theorem 4.2. forb(m, r, Sym(F1,1,1,1)) = Θ(m
(r2)) for r ≥ 4.
Proof. Since I2 ≺ F1,1,1,1 and forb(m, I2) = Θ(m), we have the lower bound by Remark 2.2.
First, we begin by determining matrices in HF1,1,1,1 . We have that C2,D2 ∈ HF1,1,1,1 . This is
due to the fact that we can build something in Sym(I2) using the double edge in either C2 or D2.
Let this I2 use symbols i and j. Then we can build a F1,1,1,1(i, j) by doing the direct product
I2(i, j)×
[
i x
]
×
[
j y
]
by using the other two edges (ix) and (jy) in our C2 or D2. Since F1,1,1,1
is a configuration of our direct product, we must have an empty matrix. By the same argument,
but where y happens to be the same symbol as i, we have that the following subgraph Γ3 is in
HF1,1,1,1 .
We have that
ch(F1,1,1,1) =



0 11 0
0 0

 ,

1 11 0
0 0

 ,

1 11 0
0 1



 .
Since the first matrix is a configuration of I3, the second a configuration of T3 and T
c
3 , and the third
a configuration of Ic3 , we can use Lemmas 3.14 and 3.16 to show forb(m, r, Sym(ch(F1,1,1,1))) =
O(1). Thus, we have that Kr ∈ HF1,1,1,1 . Also note that inducting 4 times with the same symbol
pair yields an empty matrix.
Now suppose that we have
(
r
2
)
edges in our induction graph. We claim that there must exist
an edge of multiplicity 3 in the induction graph avoiding subgraphs in HF1,1,1,1 . Suppose that the
claim is false. Then our induction graph has maximum edge multiplicity 2. We want to avoid Kr,
so there must be a double edge.
After 2⌊ r2⌋+1 ≤
(
r
2
)
edges, we must have the edges (ij)(ij)(ik) in our induction matrix. Then
we must avoid any further edge connected to vertex j since otherwise we create a C2 or D2. This
restriction yields (r− 1)− 2+1 = r− 2 double edges in the induction graph. Since we are avoiding
C2 and D2, we also avoid 2 · C3, ..., 2 · Cr. This means that the double edges must form a forest
in order to avoid C2 and D2. But C2 is a subgraph of 2 · P4 so each connected component of the
double edges of the induction graph must be a star. Then the only possibilities for the placement
of the double edges are 2 · Sr−1, 2 · Sr−2, or 2 · Sr−3 ⊔ 2 · S1.
Any additional edge to 2 ·Sr−1 yields a C2 subgraph. Any additional edge to 2 ·Sr−2 that does
not connect the center of the star to the isolated vertex yields a C2 or D2 as a subgraph, so we can
maximize our graph which avoids HF1,1,1,1 with a 2 · Sr−1. Any additional edge to 2 · Sr−2 ⊔ 2 · S1
yields a C2 or D2 as a subgraph. 2 ·Sr−1 is the graph with the maximal number of edges under our
constraints, meaning that 2(r− 1)+1 edges forces a subgraph in HF1,1,1,1 . Since 2(r− 1)+1 ≤
(
r
2
)
for r ≥ 5, we have contradicted the assumption that the maximum multiplicity is 2.
Take our triple edge 3 · (ij). We cannot have any more edges connecting to i or j since that
creates a Γ3. Thus, in the remaining vertices, we need to place
(
r
2
)
− 3 edges on r− 2 vertices. We
have that
(
r−2
2
)
<
(
r
2
)
− 3 for r ≥ 5. Thus we are guaranteed an edge of at least multiplicity 2 in
the remaining r − 2 vertices.
If there are k triple edges in the remaining r − 2 vertices, the k triple edges must be disjoint
from one another and the remaining r − 2(k + 1) vertices. Thus, in the remaining r − 2(k + 1)
vertices, we need to place
(
r
2
)
− 3(k + 1) edges with maximum multiplicity 2. We have that(
r−2(k+1)
2
)
<
(
r
2
)
− 3(k + 1) if r > k + 3, but we know that r ≥ 2(k + 1), so r > k + 3 if k ≥ 2.
If k = 0 or k = 1, then we have r > k + 3 if r ≥ 5. Thus there must exist a double edge in the
remaining r − 2(k + 1) vertices.
Take a double edge in the remaining r− 2(k+1) vertices. Call the vertices on this double edge
i1 and i2. We cannot have additional edges connecting to both i1 and i2 as that would create a C2
or D2. If we try to maximize the number of single edges, we have (
(
r
2
)
− 3(k + 1))−
(
r−2(k+1)−1
2
)
excess edges so there is at least r − 2(k − 1)− 1 double edges if r ≥ k + 3, which we have already
shown. Thus the double edges must form a cycle. Therefore, our induction graph contains a 2 ·Ck
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for some 3 ≤ k ≤ r− 3, which implies we have a C2 or D2 in the induction graph. This shows that
forb(m, r, Sym(F1,1,1,1)) = O(m
(r2)) for r ≥ 5.
Now we have the case r = 4 remaining. If we have a triple edge in the induction, say 3 · (i1i2),
then this forces our induction graph to have 3 · (i3i4) disjoint from (i1i2) since we have 3 edges and
2 vertices apart from the initial triple edge. But A
3·[(i1i2)(i3i4)]
F1,1,1,1
must avoid {
[
i1
]
,
[
i2
]
,
[
i3
]
,
[
i4
]
},
so A
3·[(i1i2)(i3i4)]
F1,1,1,1
is empty, giving us the desired upper bound. Otherwise, the induction graph is
2 · S3(i) for some i ∈ {0, 1, 2, 3} let j, k, l be the leaves. Then A
(ij)(ij)(ik)(ik)(il)(il) must avoid
{
[
j j
]
,
[
i j
]
,
[
k k
]
,
[
i k
]
,
[
l l
]
,
[
i l
]
}.
Now suppose |A(ij)(ij)(ik)(ik)(il)(il) | ≥ 4. Because A(ij)(ij)(ik)(ik)(il)(il) is simple, there exists a pair
of columns with some row r that has 2 different symbols in those 2 columns, which cannot be[
i j
]
,
[
i k
]
, or
[
i l
]
. In particular, there cannot be any i’s in row r. We have 3 symbols j, k, l
left to put in row r and 4 columns to put them into. By the Pigeonhole Principle, we at least one
of
[
j j
]
,
[
k k
]
, or
[
l l
]
, which is not allowed. Therefore, |A(ij)(ij)(ik)(ik)(il)(il) | < 4 = O(1).

Note that forb(m, 2, F1,1,1,1) = 4m− 4 was proven in [ABS11], thus the only remaining case is
r = 3.
The next matrix is interesting because the lower bound construction depends on the value of
r.
Theorem 4.3. Let
F =
[
1 · · · 1
Kk−1
]
.
Then forb(m, r, Sym(F )) = Θ(mmax{(k−1)(r−1),(k−2)(
r
2)}).
Proof. We have forb(m, r, Sym(F )) = Ω(mmax{(k−1)(r−1),(k−2)(
r
2)}) due to the constructions from
Theorem 2.1 and 2.4, depending on whichever one is larger.
We want to show that (k − 2) ·Kr ∈ HF . If |A
(k−2)·Kr
F | ≥ 2, then we have
[
i j
]
≺ A
(k−2)·Kr
F
since A
(k−2)·Kr
F is simple. Assume that i < j. Then since we have the edges (k − 2) · (ij) and (jx)
with x 6= i in our induction graph, we get that
F (i, j) =
[
j · · · j
Kk−1(i, j)
]
≺
[
i j
]
×
[
i j
]k−2
×
[
j x
]
,
which means that |A
(k−2)·Kr
F | < 2.
We see that chk−1(F ) = {
[
1
]
} and now we satisfy Lemma 3.22 and thus forb(m, r, Sym(F )) =
O(m(k−2)(
r
2)}), except when k = 3 and r = 3. If k = 3 and r = 3, then forb(m, 3, Sym(F )) =
O(m4). Thus, we have that forb(m, r, Sym(F )) = Θ(mmax{(k−1)(r−1),(k−2)(
r
2)}). 
Upper triangular matrices are basic in the field of Forbidden Configurations, as shown in the
conjecture by Anstee and Sali [AS05]. However, Tk has a constant row, so the product construction
of Theorem 2.1 does not apply directly.
Corollary 4.4. If k ≥ 3, then
forb(m, r, Sym(Tk)) = Θ(m
max{(k−1)(r−1),(k−2)(r2)}).
Proof. The lower bound is given by Theorem 2.1 and 2.4 using that forb(m,
[
0k−1×1 Tk−1
]
) =
Θ(mk−2).
The upper bound is given as
Tk ≺
[
1 · · · 1
Kk−1
]
.

We have another corollary to help us classify 3-rowed simple matrices.
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Corollary 4.5. If
F =

1 1 10 1 1
1 0 1

 or

1 10 1
0 1

 ,
then forb(m, r, Sym(F )) = Θ(mmax{2(r−1),(
r
2)}).
Proof. We have forb(m, r, Sym(F )) = Ω(mmax{2(r−1),(
r
2)}) due to the constructions from Theorem
2.1 and 2.4, depending on whichever one is larger.
The upper bound is given by Theorem 4.3 as
F ≺
[
1 · · · 1
K2
]
.

The proof of the asymptotic bounds for the next matrix slightly deviates from the induction
multigraph framework because the ordering on the symbols is important due to the i < j require-
ment in the definition of Sym(F ).
Theorem 4.6. Let
F =

1 11 1
0 1

 .
Then forb(m, r, Sym(F )) = Θ(m2(r−1)).
Proof. The lower bound is given by Theorem 2.4.
We see that our induction graph has maximum edge multiplicity of 2 due to Lemma 3.10. We
also need to avoid a S3 where at least one of the leaves is a smaller symbol than the center. Say j
is the center of the star and we have (ij) as an edge with i < j. Then we have
F (i, j) =

j jj j
i j

 ≺ [i j]× [j x] × [j y] .
Thus for A ∈ Avoid(m, r, Sym(F )), |A(ij)(jx)(jy) | = 0.
Now we suppose our induction graph on r vertices has 2(r − 1) edges. We will also use the
labeling {0, 1, ..., r−1} on the vertices, and we will also count the total number of edges by counting
the edges going from a bigger label to a smaller label, as this counts every edge exactly once.
Starting at the vertex labeled with r− 1, we see that this vertex can only have at most 2 edges
going to a smaller label vertex since we must avoid an S3 where at least one of the leaves is a
smaller symbol than the center. We repeat this to see that all of the vertices 1, 2, ...r− 1 can only
have at most 2 edges going to a smaller label vertex. Thus the whole graph can still have at most
2(r − 1) edges. Now if we have (ij) with i < j as an edge in the induction graph and i 6= 0, then
vertex i can now only have at most 1 edge going to a smaller vertex, which means that we can only
have at most 2(r − 1)− 1 edges. So this leaves us we the only possibility left: 2 · Sr−1 centered at
0, but due to Lemma 3.21, we have that the induction graph must avoid 2 · Sr−1.
Thus, any induction through 2(r − 1) levels induces a matrix with only at most a constant
number of columns. Therefore, forb(m, r, Sym(F )) = O(m2(r−1)).

Theorem 4.7. Let
F =

1 10 1
0 0

 .
Then forb(m, r, Sym(F )) = Θ(mr−1).
Proof. The lower bound is given by Theorem 2.4.
We see that our induction graph has maximum edge multiplicity of 2 due to Lemma 3.10. As
F (i, j) ≺ [i j] × [i ∗]× [j ∗], we have that {C1,D1,Γ2} ⊂ HF . Also, Sr−1(i) ∈ HF , as if we have
two columns, we must have [i1 i2] in a row. If i1 and i2 are both not the center of the star, then
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we can go up (ii1) and (ii2) to obtain the top and bottom rows of F . If i1 is the center of the star,
then we can go up (i1i2) and then any other edge to obtain the top and bottom rows of F .
If we have only single edges, and if we cannot have a cycle, we must have a tree. Since we can
only have trees that are stars, and since stars force a constant number of columns, we have that
our upper bound is O(mr−1) if we have no double edges.
If we have k double edges, then we have (r − 1) − 2k single edges on r − 2k vertices, as we
cannot have any edges going to the vertices of the double edges without forcing a constant matrix.
This forces a tree, which must be a Sr−2k−1. Therefore, every vertex has degree at least 1.
If we have two columns in our matrix, then again we have [i1 i2] in some row. Since d(v) ≥ 1
for all v ∈ V , we can go up (i1∗) and (i2∗) to obtain our F (i1, i2), and therefore we must have an
empty matrix. Therefore, every possible way to induct r − 1 times results in a constant matrix,
and we obtain the upper bound of O(mr−1). 
5 Block Matrices
The purpose of this section is to give exact bounds for block matrices, that is matrices consisting
of a block of 0’s put next to a block of 1’s. The motivation from this section comes from the fact
that constant matrices have constant row, are non-simple, and thus do not immediately have a
lower bound from the product construction. For the sake of completeness we include asymptotic
results that follow from the Support Theorem, Theorem 3.1. We begin by looking at the smallest
non-trivial case.
Remark 5.1. forb(m, r, Sym(
[
0
1
]
)) = r
Clearly, we can only have columns containing only 1 symbol.
The next Proposition follows from Remark 5.1 using Theorem 3.1.
Proposition 5.2. If q > 1, then forb(m, r, Sym(
[
01×q
11×q
]
)) = Θ(m).
From the restrictions of the Sym, we have forb(m, r, Sym(0p×q)) = forb(m, r, Sym(1p×q)). We
have exact bound for this case.
Theorem 5.3. If r ≥ 3, then for m ≥ (p− 1)(r − 1),
forb(m, r, Sym(0p×q)) =
(p−1)(r−1)∑
k=0
(
m
k
) ∑
k1,...,kr−1<p,
k1+···+kr−1=k
(
k
k1, ..., kr−1
)
+ (q − 1)(r − 1)
(
m
p
)
.
Proof. We will begin with the upper bound. If we had at least
(p−1)(r−1)∑
k=0
(
m
k
) ∑
k1,...,kr−1<p,
k1+···+kr−1=k
(
k
k1, ..., kr−1
)
+ (q − 1)(r − 1)
(
m
p
)
+ 1
columns, then at least (q−1)(r−1)
(
m
p
)
+1 columns will have a majority symbol among the non-rth
symbol that appears at least p times in the column, since the first term is the total number of
possible columns without this property. But after these (q− 1)(r− 1)
(
m
p
)
+1 columns, there must
exist p rows such that at least (q − 1)(r − 1) + 1 columns has some non-rth symbol appearing p
times for each of the columns.
Then we can apply the Majority Principle to say that there is some non-rth symbol i that
appears at least q times within those (q − 1)(r − 1) + 1 columns and p rows, which creates a ip×q.
Thus,
forb(m, r, Sym(0p×q)) ≤
(p−1)(r−1)∑
k=0
(
m
k
) ∑
k1,...,kr−1<p,
k1+···+kr−1=k
(
k
k1, ..., kr−1
)
+ (q − 1)(r − 1)
(
m
p
)
.
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The lower bound is given by the following construction. We take all possible columns that have
at most (p− 1)(r − 1) non-rth symbols with at most p− 1 of any non-rth symbol. This gives us
(p−1)(r−1)∑
k=0
(
m
k
) ∑
k1,...,kr−1<p,
k1+···+kr−1=k
(
k
k1, ..., kr−1
)
columns. These columns cannot contribute to building something in Sym(0p×q) since there aren’t
p of any non-rth symbol in a column.
Now we take every possible way to choose p rows out of the m rows, and for each possibility,
we have q− 1 columns that fill those p rows with the same non-rth symbol and a different non-rth
symbol in a different row to make the columns distinct, with the rth symbol filling up the rest
of the rows, for each of the r − 1 non-rth symbol. This gives us the remaining (q − 1)(r − 1)
(
m
p
)
columns, which do not contain anything in Sym(0p×q) since there are not q columns that contain
p of some non-rth symbol.
The lower and upper bounds agree, implying an exact bound. 
The previous theorem shows that after Θ(m(p−1)(r−1)) columns, we are guaranteed a constant
matrix configuration in some non-zero symbol. We are also interested to see how many columns
it takes to form constant matrix configuration in any symbol. The lifting of the non-zero symbol
restriction brings our bound all the way down to Θ(1).
Theorem 5.4. If p ≥ 2 and r ≥ 3, then for all m ≥ rr(q−1)(p− 1) + 1,
forb(m, r,S(0p×q)) = r(q − 1)
Proof. Suppose for some A ∈ Avoid(m, r,S(0p×q)), we have that |A| ≥ r(q − 1) + 1. Then in the
first column, since there are at least rr(q−1)(p − 1) + 1 rows, there exists a majority symbol that
appear at least rr(q−1)−1(p− 1)+ 1 times. Now within those rr(q−1)−1(p− 1)+ 1 rows, the second
column has a majority symbol that appears at least rr(q−1)−2(p − 1) + 1 times. We repeat this
process until we get to the r(q−1)th column. Within the r(p−1)+1 rows of the r(q−1)th column,
we must have some symbol appearing at least p times in the (r(q − 1) + 1)st column.
At this point, we have p rows such that all of the first r(q−1)+1 columns has the same symbol
repeated within those rows for each column. But within some symbol i out of the r symbols must
be the repeated symbol in at least q of the columns within these p rows, producing a ip×q. Thus,
forb(m, r,S(0p×q)) ≤ r(q − 1)
The lower bound is given by the matrix with q − 1 columns with m − 1 entries of the same
symbol, and a different symbol for the last entries to make the columns distinct, for each of the r
symbols. This gives forb(m, r,S(0p×q)) ≥ r(q − 1).
Therefore, forb(m, r,S(0p×q)) = r(q − 1). 
We now want to figure out the asymptotic bounds for avoiding a constant matrix on top of a
constant matrix of a different symbol, but first, we need a lemma guaranteeing a constant matrix
with the number of columns as a function of m in a matrix A with m rows. We found that |A| has
the same asymptotic bounds as the number of columns in the constant matrix we want to avoid.
Lemma 5.5. If m ≥ r(p− 1) + 1 and f(m) is some function of m, then
forb(m, r,S(0p×f(m))) = r
r(p−1)(f(m)− 1).
Proof. Let A be an (0, 1, ..., r− 1)-matrix with rr(p−1)(f(m)− 1)+1 columns, then in the first row
of A, we have some majority symbol at least ⌈ r
r(p−1)(f(m)−1)+1
r
⌉ = rr(p−1)−1(f(m)− 1) + 1 times.
Now we repeat this process under these rr(p−1)−1(f(m)− 1)+ 1 columns. After r(p− 1)+ 1 rows,
one of the r symbols must appear at least p times, creating a p× f(m) constant submatrix of some
symbol. 
We are now ready to prove the asymptotic bound for avoiding two constant matrices of different
symbols in the same columns. Surprisingly, the asymptotic bound is the same as the one for
avoiding a single constant matrix of a non-zero symbol.
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Theorem 5.6. For a sufficiently large m,
forb(m, r, Sym(
[
1p1×q
0p0×q
]
)) = Θ(m(p−1)(r−1)),
where 1 < p = max(p0, p1).
Proof. The lower bound is given by Theorem 2.4.
For convenience, let
f(m) =
(p−1)(r−1)∑
k=0
(
m
k
) ∑
k1,...,kr−1<p,
k1+···+kr−1=k
(
k
k1, ..., kr−1
)
.
Let A be an (0, 1, ..., r − 1)-matrix with rr(p−1)(f(m) + (q − 1)(r − 1)
(
m
p
)
) + 1 columns. By
Lemma 5.5, we have in A some symbol i that creates a i
p×f(m)+(q−1)(r−1)(mp )+1
. We look in
those f(m) + (q − 1)(r − 1)
(
m
p
)
+ 1 columns that contain the constant submatrix. We have f(m)
columns which contain at most p − 1 of any of the r − 1 non-i symbol. Thus we have at least
(q − 1)(r − 1)
(
m
p
)
+ 1 more columns with at least p of some non-i symbol. This means that we
have some j 6= i such that a jp×q appears within the same columns as the ip×f(m)+(q−1)(r−1)(mp)+1
.
This creates a matrix in Sym(
[
1p1×q
0p0×q
]
) and we have the upper bound. 
Now we want to look at constant matrices laid side by side.
Remark 5.7. forb(m, r, Sym(
[
0 1
]
)) = 1.
We discovered that having two 1-rowed constant matrices laid side by side results in the same
asymptotic bounds as having two 1-rowed constant matrices laid on top of each other.
Proposition 5.8. If p > 1 or q > 1, then
forb(m, r, Sym(
[
01×p 11×q
]
)) = Θ(m).
Proof. Im ∈ Avoid(m, r, Sym(
[
01×p 11×q
]
)) so forb(m, r, Sym(
[
01×p 11×q
]
)) = Ω(m).
We observe that supp(
[
01×p 11×q
]
) =
[
0 1
]
, and forb(m, r, Sym(
[
0 1
]
)) = 1, so by Theo-
rem 3.1, we have forb(m, r, Sym(
[
01×p 11×q
]
)) = O(m). 
However, having blocks of constant matrices laid side by side results in a bigger asymptotic
bound that having blocks of constant matrices laid on top of each other.
Theorem 5.9.
forb(m, r, Sym(
[
0p×q0 1p×q1
]
)) = Θ(m(p−1)(
r
2))
Proof. We see that supp(
[
0p×q0 1p×q1
]
) =
[
0p×1 1p×1
]
. So in order to get the lower bound, we
first observe that Kp−1m ∈ Avoid(m,
[
0p×1 1p×1
]
). Thus forb(m,
[
0p×1 1p×1
]
) = Ω(mp−1), and
by Theorem 2.4, we get the lower bound forb(m, r, Sym(
[
0p×q0 1p×q1
]
)) = Ω(m(p−1)(
r
2)).
By Theorem 3.4, we have forb(m, r, Sym(
[
0p×q0 1p×q1
]
)) = O(m(p−1)(
r
2)) since it is the case
that
[
0p×q0 1p×q1
]
≺ max{q0, q1} ·Kp. 
The following table summarizes our results for block matrices:
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Configuration F forb(m, r, Sym(F )) Proof[
0
1
]
r Remark 5.1
[
0 · · · 0
1 · · · 1
]
2×q
Θ(m) Proposition 5.2
[
0 · · · 0
]
1×q
Θ(m) Theorem 5.3
[
0 · · · 0 1 · · · 1
]
1×(q0+q1)
Θ(m) Proposition 5.8

0 · · · 0... . . . ...
0 · · · 0


p×q
Θ(m(p−1)(r−1)) Theorem 5.3


0 · · · 0
...
. . .
...
0 · · · 0
1 · · · 1
...
. . .
...
1 · · · 1


(p0+p1)×q
Θ(m(max{p0,p1}−1)(r−1)) Theorem 5.6

0 · · · 0 1 · · · 1... . . . ... ... . . . ...
0 · · · 0 1 · · · 1


p×(q0+q1)
Θ(m(p−1)(
r
2)) Theorem 5.9
Table 1: Asymptotic Bounds for Block Matrices
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6 Classification of Asymptotic Bounds
In [Ans13], there is a classification of asymptotic bounds of forb(m,F ) for (0, 1)-matrices F up to
5 rows. We wish to do the same for forb(m, r, Sym(F )) in this paper for simple (0, 1)-matrices
F . Non-simple matrices F will rarely have a higher asymptotic bound for forb(m, r, Sym(F )) than
forb(m, r, Sym(supp(F ))) due to Theorem 3.1. Because of this, matrices in this section will be
simple unless otherwise indicated.
Keep in mind that if F is a simple k-rowed (0, 1)-matrix and has no constant row such that
forb(m,F ) = Θ(mk−1), then the Remark to Theorem 3.4 gives us that forb(m, r, Sym(F )) =
Θ(m(k−1)(
r
2)). Therefore, we want to only look at such configurations F such that forb(m,F ) =
o(mk−1).
6.1 F is a 1× ℓ Matrix
F must be a non-empty configuration of
[
0 1
]
. Therefore, forb(m, r, Sym(F )) = 1.
6.2 F is a 2× ℓ Matrix
We also have a complete classification of asymptotic bounds of forb(m, r, Sym(F )) for (0, 1)-
matrices F .
Theorem 6.1. If F is a simple 2-rowed (0, 1)-matrix and F has I2 or
[
0 1
0 1
]
as a configuration,
then forb(m, r, Sym(F )) = Θ(m(
r
2)).
If F is T2, T
c
2 , 02×1, or 12×1, then forb(m, r, Sym(F )) = Θ(m
r−1).
If F =
[
0
1
]
, then forb(m, r, Sym(F )) = r.
Proof. The first line is handled by the Remark to Theorem 3.4. The second line is due to Theorems
2.4 and 4.1. The third line comes from the fact that you would only be able to have columns with
just one symbol. 
Configuration F forb(m, r, Sym(F ))[
0
1
]
r
[
1
1
]
or
[
1 1
0 1
]
Θ(mr−1)
[
0 1
0 1
]
or
[
1 0
0 1
]
≺ F Θ(m(
r
2))
Table 2: Results for 2× ℓ simple matrices
6.3 F is a 3× ℓ Matrix
We consider the following matrix, which motivated this research as it is the smallest F such that
forb(m,F ) = O(mk−2), making the asymptotic bounds of forb(m, r, Sym(F )) previously unknown.
It also happens to be useful in the classification of asymptotic bounds.
F2 =

1 0 1 00 1 1 1
0 0 0 1


The classification of asymptotic bounds of forb(m,F ) of 3-rowed matrices F is due to [AS05].
Theorem 6.2. [AS05] If F has at least one column and F ≺ F2, then forb(m,F ) = Θ(m).
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Theorem 6.3. If F has at least one column, F ≺ F2, and F has no constant row then forb(m, r, Sym(F )) =
Θ(m(
r
2)).
Proof. We see that F satisfies the condition of the Corollary to Theorem 3.25 due to Theorem
6.2. 
Theorem 6.4. If F has at least one column, F ≺ F2, and I2 ≺ F or
[
0 1
0 1
]
≺ F , then
forb(m, r, Sym(F )) = Θ(m(
r
2)).
Proof. We can clearly obtain the upper bound due to Theorem 3.25. The lower bound comes from
the product construction. 
Using Remark 3.5 we have classified all asymptotic bounds of forb(m, r, Sym(F )) for 3-rowed
simple matrices F except those with a constant row. Results of Sections 4,5 and 6 allow finishing
the classification for all 3-rowed simple matrices.
Configuration F forb(m, r, Sym(F )) Proof
11
0

 Θ(mr−1) Theorem 5.6

1 10 1
0 0

 Θ(mr−1) Theorem 4.7

11
1

 Θ(m2(r−1)) Theorem 5.3

1 11 1
0 1

 Θ(m2(r−1)) Theorem 4.6
[
0 1
0 1
]
or
[
1 0
0 1
]
≺ F , F ≺

1 0 1 00 1 1 1
0 0 0 1

 Θ(m(r2)) Theorem 6.4

1 1 1 10 0 1 1
0 1 0 1

,

1 1 10 1 1
0 0 1

,

1 1 10 1 1
1 0 1

,

1 10 1
0 1

 Θ(mmax{2(r−1),(r2)}) Theorem 4.3
forb(m,F ) = Θ(m2) and F has no constant row Θ(m2(
r
2)) Theorem 1.3
Table 3: Results for 3× ℓ simple matrices
6.4 F is a 4× ℓ Matrix
The classification of asymptotic bounds of forb(m,F ) with 4-rowed matrices F is due to [AF10].
For this classification, we need the matrices defined in [AF10].
F3 =


1
1
1
0

 , F4 =


1 0
1 0
0 1
0 1

 , F5 =


1 0 0
0 1 0
0 0 1
1 1 1

 , F6 =


1 0 1 1 1 0 1 1
0 1 1 0 1 1 0 0
0 0 1 1 0 1 0 1
0 0 0 1 0 0 1 0

 ,
F7 =


1 0 1 1 1 1 0 1
0 1 1 1 1 0 1 0
0 0 1 0 0 0 1 1
0 0 0 1 0 1 0 0

 , F8 =


1 0 1 0 0 1
0 1 0 1 1 0
0 0 1 1 1 1
0 0 1 1 0 0


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Theorem 6.5. [AF10] If F has a configuration F3, F
c
3 , F4, F5, or F
c
5 and if F is a configuration
in F6, F7, or F8, then forb(m,F ) = Θ(m
2).
Theorem 6.6. If F has a configuration F3, F
c
3 , F4, F5, or F
c
5 and if F is a configuration in F6,
F7, or F8, and F has no constant row, then forb(m, r, Sym(F )) = Θ(m
2(r2)).
Proof. We see that F satisfies the condition of the Corollary to Theorem 3.25 due to Theorem
6.5. 
For simple 4-rowed matrices F such that forb(m,F ) = Θ(m), the classification requires the
following matrices.
F1 =


1
1
0
0

 , F2 =


1 1
0 1
1 0
0 0


Theorem 6.7. [AF10] If F is F1 or F2, then forb(m,F ) = Θ(m).
We have that forb(m, r, Sym(F1)) = Θ(m
(r−1)) due to Theorem 5.6 and forb(m, r, Sym(F2)) =
Θ(m(
r
2)) due to Theorem 4.2.
Using Remark 3.5 we have classified all asymptotic bounds of forb(m, r, Sym(F )) for 4-rowed
matrices simple matrices F except those with constant rows.
As for 4-rowed matrices F with constant rows, we can use Theorem 4.3 to say the following:
Theorem 6.8. If F has exactly one constant row, and let F ′ be F with its constant row removed,
and we have that forb(m,F ′) = Ω(m2), then forb(m, r, Sym(F )) = Θ(m2(
r
2)).
Proof. We can use the product construction with F ′ to get an asymptotic lower bound which
matches the upper bound from Theorem 4.3. 
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Configuration F forb(m, r, Sym(F ))

1
1
0
0

 Θ(mr−1)


1
1
1
0

 Θ(m2(r−1))


1
1
1
1

 Θ(m3(r−1))


1 1
0 1
1 0
0 0

 Θ(m(r2))


1
1
1
0

,


0
0
0
1

,


1 0
1 0
0 1
0 1

,


1 0 0
0 1 0
0 0 1
1 1 1

, or


0 1 1
1 0 1
1 1 0
0 0 0

 ≺ F and Θ(m2(r2))
F ≺


1 0 1 1 1 0 1 1
0 1 1 0 1 1 0 0
0 0 1 1 0 1 0 1
0 0 0 1 0 0 1 0

 ,


1 0 1 1 1 1 0 1
0 1 1 1 1 0 1 0
0 0 1 0 0 0 1 1
0 0 0 1 0 1 0 0

 , or


1 0 1 0 0 1
0 1 0 1 1 0
0 0 1 1 1 1
0 0 1 1 0 0

 and F has no constant row
F ≺
[
1 · · · 1
K3
]
and F has exactly one constant row and forb(m,F ′) = Ω(m2), Θ(m2(
r
2))
where F ′ is F without its constant row
forb(m,F ) = Θ(m3) and F has no constant row Θ(m3(
r
2))
Remaining matrices Unknown
Table 4: Results for 4× ℓ simple matrices
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6.5 F is a 5× ℓ Matrix
The classification of asymptotic bounds of forb(m,F ) for 5-rowed matrices F is still much an open
problem. The current classification of asymptotic bounds of forb(m,F ) for 5-rowed matrices can
be found in [Ans13].
Theorem 6.9. If F is a 5-rowed simple matrix with no constant row and forb(m,F ) = Θ(m3),
then forb(m, r, Sym(F )) = Θ(m3(
r
2)).
Proof. We see that F satisfies the condition of the Corollary 3.26. 
7 Future Directions
We first present the upper bound for F2,1,1,0. This is a step in the direction of studying the
asymptotic bounds of forb(m, r, Sym(F )) of matrices F like F2,1,1,0 whose lower bound construction
is better from the multinomial construction than from the product construction for small values
of r.
Proposition 7.1. forb(m, 3, Sym(F2,1,1,0)) = O(m
4).
Proof. We consider all possible subgraphs contained in HF2,1,1,0 . For r = 3, let the vertex set of
the graphs be V = {0, 1, 2}.
We first consider the case where no vertex in the graph has degree 4. Let i, j and k denote the
three symbols, and let i < j. There is one case here,
A
(01)(02)(12)(ij)
F2,1,1,0
∈ Avoid(m− 4, 3, {[i j], j2×2, I2(i, k), I2(j, k), T2(i, k), T2(j, k)},
which is in O(1) by letting l = 3 with Theorems 3.14 and 3.16.
If vertex 2 has degree 4, then we must have zero columns. This is because either (02) or (12)
must appear at least twice. Therefore we have either A
(02)(02)(i2)(j2)
F2,1,1,0
or A
(12)(12)(i2)(j2)
F2,1,1,0
, where
i, j ∈ {0, 1}. For both of these, if we have at least one column, going up (i2) and (j2) will give the
22×2, while the other two will always give the desired identity.
In addition, if we have vertex 1 with degree 4, we either have a constant or zero number of
columns. By similar logic with vertex 2, we have that |A
(01)(01)(i1)(j1)
F2,1,1,0
| = 0 for i, j ∈ {0, 2}. If we
do not have (01) appear twice, we then either have A
(12)(12)(12)(12)
F2,1,1,0
, which we showed was empty
with vertex 2, or A
(01)(12)(12)(12)
F2,1,1,0
. This matrix is in Avoid(m − 4, 3, {[1 2], [0 1],22×2, I2(0, 2)}),
which is constant by letting l = 3 with Theorems 3.14 and 3.16.
Now we consider vertex 0.
A
(01)(01)(02)(02)
F2,1,1,0
∈ Avoid(m− 4, 3, {12×2,22×2, T2(0, 1), T2(0, 2), Sym(I2)}).
This is O(1) by letting l = 3 with Theorems 3.14 and 3.16.
However, we can possibly go down 4 levels without running into any of these cases. The last
remaining case is the induction with the levels (01)(01)(01)(02). Let A be in Avoid(m, 3, F2,1,1,0).
Consider inducting on rows t1, t2, and t3, all with the symbol pair (01). Then in A
(01)(01)(01)
F2,1,1,0
, there
exists a row t4 with the symbol 0. If not |A
(01)(01)(01)
F2,1,1,0
| ≤ 1 and we are done. Thus,
t1
t2
t3
t4


1
1
1
0

 ≺ A
Now we return to looking at the matrix A. Consider inducting on rows t2, t3, and t4, all with
the symbol pair (01). We claim that there cannot be any 0’s in the row t1 in A
(01)(01)(01)
F2,1,1,0
in this
induction. Otherwise,
t1
t2
t3
t4


0
1
1
1

 ≺ A,
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which causes F2,1,1,0(0, 1) ≺ A. This leads us to inducting on rows t2, t3, t4, and t1 using the
symbol pairs (01), (01), (01), and (02), respectively, in that order. But A
(01)(01)(01)
F2,1,1,0
using this
triplet of rows yields a matrix whose row t1 is entirely 2’s. Thus a further induction with the
symbol pair (02) on the row t1 results in A
(01)(01)(01)(02)
F2,1,1,0
being empty. This exhausts all possible
cases and we have proven the upper bound.

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