D
ATA COLLECTED by spaceborne synthetic aperture radar (SAR) sensors allow obtaining all-weather terrain complex reflectivity images, which can be processed by means of differential SAR interferometry (DInSAR) algorithms for the monitoring of complex deformation episodes [1] , [2] with millimetric accuracy [3] . DInSAR techniques are based on exploiting the phase-differences, i.e., the interferogram, between multitemporal pairs of single look complex (SLC) SAR acquisitions of the same area of study, to obtain the terrain displacement undergone in the line-of-sight (LOS) direction. This technique has led to the development of persistent scatterer interferomerty (PSI) [4] - [15] , in which large multitemporal data sets are employed in order to generate multiple phase relationships between the SAR acquisitions available. PSI techniques allow the estimation of both the linear and the nonlinear component of terrain displacements, as well as the atmospheric phase screen (APS) for each acquisition.
During the last decade, PSI techniques applied over spaceborne data have proven to be a useful solution to carry out the geophysical interpretation of several subsidence phenomena, especially when large scale areas of observation are required. Contrarily, when high flexibility in terms of revisiting-time is required or the sensor orientation needs to be fitted to the specific characteristics of the area under study, spaceborne solutions present several limitations, which compromise the applicability of PSI techniques.
In order to overcome these limitations, the research activity of several groups has been addressed to the development of ground-based SAR (GB-SAR) sensors. Easy to deploy and cheaper if compared with spaceborne solutions, GB-SAR sensors are a potential alternative ideal for the monitoring of small-scale areas. The high stability of the sensor platform and its flexibility in terms of revisiting-time make these systems an excellent option to detect small changes within the area of interest with a high temporal resolution of up to few minutes or even seconds. Moreover, the chances to fit the illumination angle to maximize the detection of LOS displacements allow overcoming the intrinsic limitations of spaceborne solutions which are constrained by the orbit geometry.
The first paper about GB-SAR inferometry (GB-InSAR) date from 1999 [16] , [17] . For the first time, the potentials of terrestrial SAR sensors in the field of civil engineering were demonstrated studying the displacements of a dam. The equipment employed at that time consisted of a radar-based on a vector network analyzer (VNA) architecture, a coherent transmitting-receiving setup, a mechanical guide and a PC to control the data acquisition process. Some years later, in 2003, the company Ellegi-LiSALab obtained a license to exploit this technology from Joint Research Center (JCR). This first system intended for commercial exploitation was called linear SAR (LiSA) . At this time, VNA solutions based on the linear frequency sweeping of transmitted signals presented a high flexibility in the generation of tones and the opportunity to assemble GB-SAR systems with simple electronic hardware. Advanced versions based on this setup followed with the objective of improving the stability and bandwidth capabilities of GB-SAR sensors [18] - [26] . Among all these sensors, the IBIS-L/M provided by the Italian company Ingegneria Dei Sistemi (IDS) has demonstrated to be a powerful and versatile steepest frequency continuous wave (SFCW) radar, which has shown its usefulness in a large number of applications [27] - [31] . Today, it is considered the most popular commercial GB-SAR sensor.
Despite the popularity reached by VNA-based GB-SAR solutions, during the last decade, this radar architecture is being replaced by specifically developed prototypes based on the use of high rate steepest linear frequency modulated continuous wave (SLFMCW) signals [32] . In contrast to VNA-based solutions, SLFMCW GB-SAR sensors are able to perform faster scans, reducing the scanning one order of magnitude (from 10 to 1 min). This has allowed not only to minimize the impact of troposphere disturbances but also to reduce the amplitude and phase distortions due to target instabilities during the scanning time. Faster scans have led to significant improvements in GB-InSAR performance for the monitoring of ground displacements with PSI techniques. This is the case of the polarimetric RiskSAR sensor, which is under continuous development at Remote Sensing Laboratory (RSLab) of Universitat Politècnica de Catalunya (UPC) since 2004 [32] - [34] .
Finally, new promising prototypes have been proposed in these last few years. On the one hand, the company Gamma Remote Sensing has presented a real aperture radar (RAR) sensor that is demonstrating similar monitoring performances [35] compared with SAR-based solutions. On the other hand, the company MetaSensing has recently introduced the FastGBSAR concept based on applying airborne SLFMCW SAR technology on terrestrial SAR sensors, which allows fast scans up to 4 s [36] . Another example of very fast GB-SAR sensors is the one developed by the Institute for Radiophysics and Electronics from the National Academy of Sciences of Ukraine (NASU), which is based on noise radar technology [37] . This paper is based on describing the last developments in the hardware and in the GB-InSAR processing chain of the polarimetric RiskSAR sensor. The work presented is focused on the sensor working in a discontinuous monitoring mode, i.e., the area of interest is revisited at different measurement days. First, the way of obtaining a time-averaged SLC image from each measurement day is put forward. Then, the different alternatives to compensate the impact of atmospheric artifacts among the different time-averaged acquisitions are widely discussed. This step is mandatory to reduce the impact of the atmospheric artifacts in the displacement map estimations, most noticeable on the deformation time-series. Finally, the adaptation of Coherent Pixels Technique (CPT) [4] , [38] to work with zero-baseline GB-SAR data is presented. The way of exploiting the capabilities of polarimetric SAR (PolSAR) data if available is also discussed along the whole processing chain.
The second part of this paper [39] is focused on the practical side of the techniques presented in this paper. Results obtained from RiskSAR data over two different scenarios with different displacement phenomena are presented and deeply discussed, pointing out the key measuring and processing particularities for each case.
This paper is organized as follows. Section II presents a hardware description of the RiskSAR sensor, highlighting the main advantages of the SLFMCW radar philosophy. In Section III, the different operation modes, which constrain the GB-InSAR processing, are briefly reviewed. Sections IV-VI present the whole processing chain for ground displacement monitoring with focus in the discontinuous operation mode. The main conclusion and major remarks of the manuscript are given in Section VII.
II. RISKSAR SENSOR

A. Radar Architecture
The RiskSAR sensor [32] - [34] is a transmitter-receiver instrument that generates an SLFMCW waveform with a digital direct synthesizer (DDS). The continuous wave operation mode significantly simplifies the system architecture with respect to pulsed radars. This radar architecture is based on the use of commercial off-the-shelf (COTS) components in the radio frequency (RF), intermediate frequency (IF), control and data storage sections. The output signal of the DDS is filtered in order to reduce nondesired harmonics and spurious. A first up-conversion to L-band is done by means of a mixer. An active multiplier performs the second and last frequency up-conversion.
Regarding receiver unit, it consists of a low-noise chain with a direct phase quadrature I/Q Zero-IF demodulator, where a sample of the transmitted signal is used as a local oscillator. A high-pass filter is included in the video amplifier, which ensures that the dynamic range of the base-band signal is properly compressed and compensated.
The base-band signal acquisition is performed with a commercial National Instruments (NI) PXI data acquisition (DAQ) device with two 14-bits channels, each with a sampling capacity up to 100 Ms/s and 512 MB memory depth, which is controlled by a computer. The phase and quadrature I/Q base-band signals are synchronously digitized using trigger and clock references that are coherently generated in the frequency generation unit. Fig. 1 shows the block diagram of the RiskSAR sensor.
B. System Description
The polarimetric RiskSAR sensor is able to work at C-, X-, and Ku-bands. It employs a radar system featuring four linearly polarized pyramidal horn antennas for the acquisition of zero-baseline PolSAR collections. The pyramidal shape of the antennas allows reaching high directivities with manageable antenna sizes. In addition, this type of antennas fulfills the polarimetric purity requirements needed in PolSAR data applications. In this framework, two horn antennas are used for transmitting in horizontal and vertical polarization T X 0 (v, h), and two more for the zero-baseline signal reception RX 0 (v, h) (see Fig. 2 ). PolSAR data are acquired by switching among the selected combinations of transmitting and receiving antennas. Optionally, when nonzero-baseline fully polarimetric interferometric measurements are required, two extra antennas can be mounted RX I (v, h) (see Fig. 2 ). The position of these two last horns is not fixed and they should be adapted to the sensitivity required for the interferometric measurement.
The entire radar-and-antennas assembly is mounted on a linear rail of 2 m length. Each scan takes at C-and X-bands approximately 1 min when the sensor is working in singlepolarization mode, whereas 2.5 min are required for the acquisition of full-polarization data. At Ku-band, the scanning time increases to 2 min for the acquisition of single-polarization data and 5 min for the full-polarization case. Table I summarizes the main specifications of the system for each band.
RiskSAR measurements are typically carried out at X-band. Working at X-band, the RiskSAR sensor employs a carrier This frequency, which favors working with higher bandwidths with respect to lower bands, provides a good tradeoff to achieve high spatial resolution SLC images and compensable APS during interferograms exploitation. On the one hand, the high-resolution capabilities at X-band give place to a significant improvement in terms of pixels selected with respect to C-or L-bands. The possibility of GB-SAR sensors to reduce the revisiting-time, to carry out even a continuous monitoring, compensates the impact of the major decorrelation phenomena expected at X-band. On the other hand, the effect of APS is lower than the one produced at Ku-band. The range resolution of the RiskSAR sensor working at X-band is 1.25 m.
Finally, as it happens in all GB-SAR systems available, there is a restriction in the cross-range resolution related with the limited length of the aperture. This is translated into a significant degradation of the cross-range resolution compared with either space-or airborne SAR systems. In fact, all GB-SAR sensors behave as RAR, in which the cross-range resolution is not constant along range. Considering a 2-m aperture length the angular cross-range resolution is on the order of 10 milliradians at X-band. This means that resolution ranges from 0.75 m at near range up to roughly 5 m at a far range of 1500 m. A plot of a typical measurement setup used in the RiskSAR campaigns is shown in Fig. 3 . 
III. GB-SAR OPERATIONS MODES
A. GB-SAR Limitations
Once a specific area is selected to be monitored, two different modus operandi, referred in the following to as continuous and discontinuous operation modes, shall be considered. This choice will directly impact in the later data processing and may compromise the reliability of the displacement maps estimations.
The continuous operation mode relies on leaving the instrument fixed on the same site during the whole period of measurements, thus performing repetitive and continuous scans of the area of interest. One of the main advantages of employing GB-SAR sensors is that the radar system can remain in the same spatial position in order to keep the same geometrical path between the different acquisitions. When a continuous monitoring is not required and the temporal span between subsequent acquisitions becomes long, the GB-SAR system, including the mechanical frame, may be mounted and dismounted in each measurement campaign. This modus operandi is referred to as discontinuous monitoring. In that case, the repositioning of the sensor may be subject to human errors and may introduce geometric decorrelation, which affects the coherence along the multitemporal data set [29] . A careful repositioning strategy, carried out through the use of precise mechanical positioning structures, is mandatory to ensure a millimetric accuracy and avoid the later registration of data. Indeed, the accuracy required in the repositioning is related to the band employed. The larger the carrier frequency the better the accuracy required. It must be pointed out that errors related with bad repositioning are usually nonnegligible, especially when the GB-SAR location is fixed using some marks [29] .
The choice of the modus operandi typically corresponds to the most efficient and less-costly solution to overcome GB-InSAR limitations. These limitations depend on the characteristics of the area under study and on the dynamics of the deformation process. They may be summarized as follows.
1) GB-InSAR techniques require a dense network of highquality pixels along the whole period of observation to get reliable results. In this context, temporal decorrelation phenomenon is the main source of phase quality degradation. It is more noticeable over vegetated areas. Decreasing the temporal span between consecutive acquisitions reduces the temporal decorrelation in the interferograms and leads to a more dense network of high-quality scatterers.
2) The second critical limitation corresponds to the aliasing effect due to the phase wrapping inherent to the interferometric phase. Phase differences are characterized by varying between [−π, π]. A temporal displacement undergone may hence be unambiguously estimated when the relative displacement produced between consecutive acquisitions leads to absolute phase differences lower than π radians. At X-band, it corresponds to a relative displacement of roughly 8 mm. 3) Finally, the effect of atmospheric artifacts on measures also plays an important role. Scenarios characterized by having hard atmospheric conditions lead to strong distortions in phase differences along time. Under those conditions, the APS compensation process in presence of large temporal spans is complex, or sometimes impossible to fulfill, leading to significant errors in the final estimated displacement maps. An adequate operation mode should hence be selected in order to ensure a dense enough coherent pixels network, avoid phase unwrapping ambiguities, and minimize the effect of APS.
B. Continuous Operation Mode
The continuous operation mode is typically employed when fast displacements are expected in order to avoid ambiguous measurements when interferometric phase wraps. In such cases, temporal decorrelation is minimized, especially when working over vegetated areas. Moreover, this operation mode allows GB-SAR sensors to potentially work as an early warning system (EWS) under some special conditions, as seen below. The ability of GB-SAR sensors to perform repetitive and continuous scans makes them an ideal solution to face urban risk of collapse or geohazard mitigation when other strategies, such as orbital-based PSI, are insufficient.
The absolute phase ϕ n (t) from a nth target, illuminated with a monochromatic wave traveling at the speed of light c, at the frequency f c , in a certain instant t, is characterized by its own backscattering phase ϕ 0 , by the two-way propagation delay term proportional to the zero-doppler range distance r n between the target and the sensor, and by a phase contribution referred to as the atmospheric artifacts ϕ n,AP S (t)
Contrarily to the spaceborne case, in which the spatial baseline changes from acquisition to acquisition since the scene is seen from slightly different points of view, the GB-SAR case is characterized by acquiring images always from exactly the same position. In such a case, there is not any topographic contribution in the interferometric phase.
When monitoring small-scale phenomena at low-low range distances (<500 m) under stable APS conditions, the term ϕ n,APS may be neglected. Under these conditions, the interferometric phase Δϕ n of interferograms can be directly related with the terrain displacement produced between times t 1 and t 2 in the LOS direction
where Δr n indicates the physical displacement of the nth target in LOS, thus demonstrating that GB-SAR sensors may potentially work as EWS. The processing required for this case is typically carried out through a direct integration of phasedifferences between consecutive acquisitions. When the APS is not negligible, it must be compensated for before carrying out one of the methods proposed in the following section. Despite the clear advantages of this configuration mode in terms of complexity, it also entails some drawbacks. The most important one is the loss of availability of the instrument since it is intrinsically blocked to its application in a single scenario, with the increase in the cost of operation. For this reason, this modus operandi seems clearly inefficient when there is no need to perform a continuous monitoring.
C. Discontinuous Operation Mode
Under the discontinuous operation mode, the GB-SAR sensor is not blocked, allowing a more effective use of the instrument for the simultaneous monitoring of different scenarios. The maintenance cost and the chance of damages of an unattended the system are also drastically reduced. This operation mode is typically employed for the monitoring of slow-rate displacement phenomena, where a continuous monitoring results clearly inefficient. Nonetheless, the non accomplishment of the hypothesis of negligible atmospheric artifacts, jointly with the larger temporal decorrelation phenomena expected, make the processing chain more complex than before. Fig. 4 shows the flowchart of the RSLab's GB-InSAR processing chain considering a discontinuous monitoring formed by N generic acquisition dates, composed by M i images acquired in each one, with 1 ≤ i ≤ N . Each block of this flowchart is discussed in detail hereinafter.
IV. SHORT-TERM PROCESSING
As seen in the previous section, under the discontinuous operation mode the area of interest is revisited along N different measurement days with a certain temporal span. In order to improve the signal-to-noise ratio (SNR) of time-stationary targets, instead of making a single measure, several acquisitions M i are carried out in each measurement day i. Summarizing, a total of N daily data sets, each one composed by M i zero-baseline GB-SAR raw images, are available.
The objective of the STP block, see Fig. 5 , is to obtain a SNR improved time-averaged SLC image from each daily data set i.
The first step of the STP block consists of focusing the raw images available for each measurement day. This step requires the range and azimuth compression of the data. Since the RiskSAR sensor is based on an SLFMCW radar [32] - [34] , the range compression can be performed through a simple FFT of the time-domain deramped received signal. Since the crossrange resolution is not constant due to the limited length of the synthetic aperture, the back-projection technique proved to be the most suitable for the azimuth focusing [40] .
Once all the images are focused, and before obtaining the time-averaged SLC image for each daily data set, an appropriate APS estimation and compensation [18] , [41] , [42] needs to be carried out if the instrument is operating under one of these conditions.
1) The illuminated area is characterized by large range distances (>1000 m) yielding to nonstationary APS conditions. 2) The temporal baseline between consecutive acquisitions is large enough to introduce significant atmospheric disturbances along the same daily data set. This temporal baseline may be on the order of several minutes or up to few seconds, depending on the characteristics and extension of the monitored area.
3) The APS does not remain stable due to boundary conditions. This occurs, i.e., when measures are carried out during dawn or sunset, even in small-scale areas of observation, or when the instrument is operating over mountainous environments, which are characterized by changing atmospheric conditions highly dynamic along the temporal axis. Several studies presented in the last few years have been focused on estimating APS in GB-SAR measurements. They can divided in three main categories.
1) Some solutions are based on modeling the APS over the stable permanent scatterers (PSs) [22] or high-coherence points [41] , [43] with no external sources of information. 2) Other solutions are based on obtaining APS dynamics from known motionless ground control points (GCP) [18] , through the exploitation of available a priori knowledge of the area of interest. 3) Finally, some solutions are based on on-site meteorological information obtained over the monitored area [42] . From all these methods, model-based solutions proved to be very effective both in terms of complexity and its capacity to reach good results with no extra meteorological data or selection of stable GCPs over the area of interest. This is the solution implemented in the RiskSAR processing chain.
Model-based solutions explain the physical presence of APS through the modulation of the electromagnetic (EM) wave's velocity from the refractivity index N . With GB-SAR sensors, the medium to consider is the troposphere and N strictly depends on the atmospheric parameters of temperature, pressure, and humidity [44] . Under this approximation, ϕ n,APS (t) is obtained from the integration of the refractivity function N along the path L, which links the radar to the target [43] ϕ n,APS (t) = 10
At this point, two different scenarios shall be considered to fix the model. 1) In the presence of soft topography, for instance, in urban areas, a constant refractivity index N for the whole scene [41] is supposed. When this assumption of atmosphere spatial homogeneity is fulfilled, the projection of the high-coherence phase-differences onto the range direction exhibits a linear behavior. Hence, the atmospheric phase contribution, considering different atmospheric conditions at times t 1 and t 2 , is computed through the estimation of a simple phase-ramp, which is theoretically described by a slope coefficient [41] as it is illustrated in the following expression
2) Recent studies demonstrate that linear-model-based solutions fail over mountainous regions in presence of steep topography [43] , [45] , [46] . In these areas, highatmospheric disturbances, deeply correlated with the topography and highly dynamic in time, are present. For this reason, a generalization of the linear method seen above, and recently presented in [43] , has been implemented in the RiskSAR processing chain. The spatial homogeneity assumption adopted in [41] is not fulfilled over this type of scenarios, where large variations in temperature, pressure, and humidity linked to height differences may be appreciated along the scene. Under these conditions, the distribution of the refractivity index N through the whole troposphere is modeled as a multilayer medium [44] 
where h refers to as the height above the ground, N S is the surface value of the refractivity index, and α accounts for the inverse of a height scale factor in km −1 . For small-scale scenarios, the refractivity index can be linearized with the first two terms of its Taylor series expansion [43] 
The absolute delay of the backscattered wave at each range distance will have now a term related with the range distance, as in the previous case, but also a secondorder one depending on the product of range distance by height [43] Δϕ n,
where β 1 and β 2 are defined as
and N R is the refractivity index at the radar height.
Using an external digital elevation model (DEM), and solving a multiple linear regression (MLR) equation system [43] , the APS can be estimated. Once a model solution is selected depending on the scenario images must be compensated for. Since images belonging to the same daily data set are characterized by having a short temporal span and the displacement rate is supposed to be low, no displacements are expected to occur in a day. This means that the interferometric phase information is totally free of any deformation contribution. Under this assumption, the APS compensation technique may be carried out over all the high-coherence points of the scene. Typical values consist on selecting those points with coherences values over 0.9 − 0.95 using a 9 × 9 multilook. The procedure to obtain the compensated phase ϕ n,comp is based on selecting a reference SLC image, referred to as master (at instant t M ), and then the rest of M i − 1 SLC images, referred to as slaves (at instants t S ), are compensated with respect to the selected master with one of the model-based approaches presented before
In the particular case of working with PolSAR data, a polarimetric calibration process is mandatory after the APS compensation process. This calibration is typically performed using a corner reflector, characterized by having a strong copolar response, and a cross-polar point-like target located at the near range [47] , [48] .
Once the APS phase term is removed from all the SLCs and data are properly calibrated, the SNR is improved performing a coherent sum of the whole daily data set. Since the coherent averaging is carried out along the temporal domain, the spatial resolution of the original images is preserved.
V. LONG-TERM PROCESSING
The objective of this second block, referred to as longterm processing (LTP), is to compensate the impact of the larger atmospheric artifacts among the N different daily timeaveraged images obtained in the previous STP step. In addition and to cope with the more noticeable temporal decorrelation, it also tries to maximize the number of scatterers with good phase quality along time that reverts in a better APS compensation. Fig. 6 shows the block diagram of the LTP block.
Compared with the previous STP block, the APS compensation and estimation process become now more complex. Indeed, the temporal baseline between the N different timeaveraged images is now larger and the interferograms may now be affected by displacements. In order to avoid a corrupted estimation of the APS, only the motion-less points of stable areas should be used. For this reason, an a priori knowledge of the area of interest is needed in order to help identifying stable areas. This information can be obtained in the field with conventional techniques and devices, such as leveling, inclinometers, extensometers, or piezometers.
Moreover, the larger temporal spans among images increase the chances of temporal decorrelation, especially in vegetated areas, and reduce the number of pixels useful for interferometric processing. This fact may compromise the estimation of the APS.
In this framework, a new strategy to improve the APS estimation and compensation process that makes use of the shortest temporal baselines available is proposed. Following the previous argument, a basis of N − 1 compensation functions F between consecutive daily temporal-averaged images is employed. This strategy minimizes the loss of coherence [34] , [43] 
where Δϕ APS (i, i + 1) refers to the model-based estimated APS for the consecutive measurements days i and i + 1. Under this formulation, the compensating function F (k, l) corresponding to the long-term interferogram computed from a pair of nonconsecutive daily temporal-averaged images k and l can be calculated by multiplying the basis compensation functions from the measurement days from k to l as follows [34] , [43] :
Consequently, the APS-free compensated interferometric phase Δϕ comp (k, l) can be obtained using the compensating function calculated previously as follows:
where S k and S l refer to the complex values from the same pixels in the first and in the second image that form the interferogram, respectively, and * indicates the complex conjugate operator.
Furthermore, the use of PolSAR data has been recently proposed, as an additional and complementary strategy, to increase the quality and number of pixels during the APS estimation process [43] . The atmospheric behavior is independent of the EM wave polarization at X-, C,-and Ku-bands. The rationale is to select for each interferogram the polarimetric channel providing the highest value of coherence [43] . The original three single-polarimetric interferograms are hence reduced to an optimized single one that provides the best response in terms of coherence.
It must be pointed out that prior the APS compensation step, all interferograms must be spatially unwrapped in order to carry out a correct fitting of the model. In this context, some unwrapping errors may appear if the terrain is complex or the illuminated area covers large-range distances. In order to face this problem, an outlier rejection process is proposed [43] . First, all the pixels fulfilling the high-coherence requirement (γ > 0.9 − 0.95) are used for a rough estimation of the model parameters. Once the model is estimated, these points are employed for the calculation of the standard deviation of the fitting error S. All the points accounting for a distance between the model and the interferometric phase greater than S are removed. The objective is twofold. On the one hand, this condition is imposed to prevent the inclusion of phaseinstable scattererers during the estimation process. On the other hand, the phases affected by unwrapping errors, which are not expected to fit the APS model, are also removed. A better estimation of the APS is finally achieved by carrying out a second estimation using the remaining trustworthy pixels free of outliers and unwrapping errors.
Finally, it is worth mentioning that GB-SAR acquisitions over urban environments are typically characterized by highreflectivity fluctuations induced by human activities [49] . If PolSAR data are available, the method proposed in [50] may be applied in order to improve even more the GB-InSAR processing. This method consists on an improved short-term filtering technique based on the detection of stable long-term Pauli-based polarimetric patterns [34] . In essence, a short-term filtering for the generation of the time-averaged SLC images is carried out by detecting the long-term polarimetric behaviors at pixel level providing the highest number of samples for each measurement day. In this work, a new concept of polarimetric entropy in time is also put forward to assess the benefits of the proposed technique with respect to the full short-term averaging process typically applied to distributed scattereres in natural environments [50] . On the one hand, this technique may be employed in order to obtain an improved time-averaged SLC image from each daily data set taking into account the polarimetric stability of point-like scatterers during the STP block. On the other hand, the higher quality of the time-averaged pixels is likely to lead to an improved long-term APS estimation.
VI. ZERO-BASELINE COHERENT PIXEL TECHNIQUE
Once the effects of the atmospheric artifacts have been compensated for, advanced PSI techniques may be adapted to work with the resulting zero-baseline APS-free interferograms generated in the previous steps. Among the multiple advanced PSI techniques developed by the remote sensing community during the last decade [4] - [15] , the RiskSAR processing chain employs the CPT [4] , [38] . This technique has been widely employed in the last years for the monitoring of several ground displacement episodes, using SAR data collected by spaceborne sensors, allowing the estimation of the linear and nonlinear components of displacement, the topographic error of the DEM used in the generation of the differential interferograms and the APS from a multitemporal set of differential interferograms [4] , [38] .
This section presents the adaptation of the CPT technique to work with zero-baseline fully-polarimetric GB-SAR data, highlighting the latest developments included. Fig. 7 shows the block diagram of the zero-baseline CPT.
A. Pixel Selection and Polarimetric Optimization
The reliability of any PSI technique is compromised by the phase quality of the interferograms involved in the processing. Mainly due to temporal decorrelation phenomena, only a limited number of pixels have enough phase quality for its reliable PSI processing. For this reason, prior to the application of any PSI technique, an adequate selection of high-quality pixel candidates is mandatory.
Two main criteria are available in the literature for the estimation of the pixels' phase quality: the coherence stability [4] , [12] and the amplitude dispersion [6] .
In the former approach, the interferometric phase quality of each pixel is estimated, through the calculation of the interferometric coherence [51] 
where S 1 and S 2 are the complex values corresponding to the same pixel of the acquisitions forming an interferogram, |·| indicates the absolute value operator, and E {·} refers to as the expectation value. In practice, considering locally stationary processes and under the assumption of ergodicity, the expectation operator is replaced by a spatial averaging around the pixel of interest, i.e., the multilook, to obtain the maximum likelihood estimator of the coherenceγ [52] .
There is a direct relationship between coherence values and the standard deviation of interferometric phases [51] , [52] . Coherence values range between 0 and 1, attending these values to the limit situations of totally uncorrelated and correlated data, respectively. Typically, those targets characterized by having coherence values greater than a certain threshold of quality (typically 0.6−0.8 depending on the multilook employed) in a large number of interferograms are selected as reliable for the later PSI processing [51] .
Another approach to obtain temporal sensitivity along the whole stack of N int interferograms consists on carrying out a temporal-averageγ t of the interferometric coherencesγ
Again, a minimum threshold of mean coherence is fixed and only those pixels presenting coherence values above this established threshold are selected for the later PSI processing. The coherence stability approach is more suited for selecting distributed scatterers, however, it also performs well for the selection of deterministic ones, especially when working at high frequencies such as X-or Ku-band.
The later approach is more suited for the selection of pointlike scatterers. In this case, the phase stability of pixels is estimated through their (D A ) index in those pixels exhibiting higher values of SNR [6] 
where m A and σ A refer to as the mean and the standard deviation of the amplitude temporal evolution, respectively. Under this approach, the phase standard deviation is proportional to the D A index for high values of SNR. This technique looks for the so-called permanent scatterers (PS), which behave as deterministic point-like scatterers along the whole stack of SAR images and, theoretically, are not affected by decorrelation sources. Typically, those targets characterized by having a D A lower than 0.25 are selected as reliable for the later PSI processing [6] .
Finally, a new estimator to evaluate the pixels' phase quality, referred to as temporal sublook coherence (TSC), has been recently presented in [53] showing promising results for PSI applications. The nature of this estimator, which is based on exploiting the spectral properties of point-like scatterers through the coherence evaluation of different sublooks of the image spectrum, also allows the detection of the deterministic point-like scatters available in the area of interest. In contrast to the PS approach, this method is not affected by amplitude fluctuations and hence does not require any radiometric calibration. In addition, it provides a good tradeoff between preserving the spatial resolution of interferograms and performing reliable estimations of phase statistics when the number of SAR images is low.
During the last years, the CPT has been accordingly adapted to work with all these approaches. The choice of the pixel selection method depends on the intrinsic characteristics of the targets within the area of study and on the number of SAR acquisitions available. On the one hand, the coherence stability pixel selection criterion performs better under natural scenarios with predominance of distributed scatterers. This approach ensures reliable terrain displacement estimations, even when few numbers of interferograms are available. On the other hand, the D A or the TSC pixel selection criteria performs better under urban areas with predominance of deterministic point-like scatterers, which are not affected by speckle noise. These two methods preserve the full-resolution of the images and are is usually applied over scenarios with predominance of man-made structures. Contrarily, the coherence stability pixel selection method requires performing a multilook of the interferograms, as seen previously, with its consequent loose of spatial resolution. The main limitation of the D A approach is that it requires larger numbers of images to be reliable, typically more than 20 [6] .
To face temporal decorrelation phenomena and enhance the phase quality of interferograms, the CPT has been recently adapted to work with PolSAR data. Prior the pixel selection step, the processing may be benefited by the exploitation of polarimetric information. In the classical PSI formulation, only a single-polarimetric channel is considered. This means that all pixels involved in the processing belong to the same polarimetric channel. The objective of polarimetric optimization techniques is to enhance the phase quality of interferograms to significantly increase the number of pixel candidates.
Some works on polarimetric optimization have been recently developed by the SAR community for PSI purposes. The idea was originally introduced by the RSLab [54] , [55] for its use in the data provided by the polarimetric RiskSAR sensor. For the first time, the use of polarimetric SAR Interferoemtry (PolInSAR) techniques for PSI purposes, which have demonstrated to outperform classical single-polarimetric performance, was proposed. The use of PolInSAR algorithms have been also extended and successfully applied to spaceborne data [56] - [58] in the last few years. A complete study of the different polarimetric optimization techniques and its application to PSI has been recently presented in [59] - [61] .
Nowadays the RiskSAR processing chain works with the best, sub-optimum scattering mechanism (SOM) [62] and equal scattering mechanism (ESM) [63] polarimetric optimization methods [60] . All these methods are addressed to find a combination of the original polarimetric channels with the objective to optimize the coherence estimator, when multilooked data are employed, and the D A or TSC, when working at full resolution.
In the best approach, for each pixel of the image, the polarimetric channel providing the best response in terms of phase quality is selected. Despite the significant improvement in terms of pixels' density achieved with this method, this strategy does not completely exploit the potentials of polarimetry. The objective of the other two approaches is to find the optimum scattering coefficient (ESM) or the best polarimetric basis transformation (SOM), applied along the whole PolSAR data set that maximizes the phase quality [60] .
Regardless of the polarimetric optimization method and owning to the lack of topographic component in the GB-SAR interferometric phase, a single-baseline optimization process may be performed for each interferogram independently. In this case, the optimization is hence carried out at interferogram level with no risk of adding undesired phase terms due to changes in the phase centers within the same pixel. In the case of working with multibaseline SAR data, a topographic component in the differential phase of the interferograms appears. In this case, the optimization must be carried out ensuring the same polarimetric mechanism for all the data set. Optimizing them independently as in the GB-SAR case would lead to changes in the phase centers within the same pixel, corrupting the final displacement maps retrieved.
Summarizing, each pair of acquisitions produces three interferograms, one per polarimetric channel. After applying any of the polarimetric optimization techniques seen above, the three interferograms are reduced to a single one with an optimum response in terms of phase quality. This process gives place to a significant increase in terms of pixel candidates for the later processing. Once the interferograms are optimized, classical PSI algorithms can be applied to the new stack of optimized interferograms, with no practical differences with respect to the single-polarimetric case. The best performance in terms of pixels' density and phase quality is reached with the ESM approach but it requires the higher computational cost [60] .
B. Triangulation, Minimization, and Integration
Once the pixel candidates have been selected, the next step consists on carrying out a Delaunay triangulation [64] . The objective of the triangulation is to work with phase increments among pixels instead of absolute phases. This step is also important to avoid phase unwrapping at this stage. Assuming a high density of pixel candidates (above 10 4 pixels/km 2 ), the phase increments may reasonably be supposed to have a value lower than π radians in most of the interferograms. As it will be detailed later, the model adjustment is not affected by having wrapped phases in some of the interferograms. When some areas do not have the required density or different clusters of pixels appear, redundant network strategies may be employed. In this case, pixel candidates are connected uniformly in all directions up to a maximum number of arcs forming a spider web-like network, which adds redundancy to the system. Finally, since APS change smoothly in space, the possible remaining atmospheric artifacts present in the zero-baseline interferograms are also minimized thanks to the triangulation.
When nonzero-baseline interferograms are available, the interferometric phase increment Δϕ m,n between two connected points P m and P n by the triangulation can be expressed for the ith interferogram as the contribution of the following terms [4] , [38] :
where (x m , y m ) and (x n , y n ) indicate the coordinates of the nodes forming the arc m,n , v(x m , y m ) − v(x n , y n ), and ε(x m , y m ) − ε(x n , y n ) refer to the increment of linear displacement rate and topographic error, λ indicates the wavelength, T i and B i are the temporal and spatial baselines, respectively, R i is the sensor to target distance, θ i the incidence angle, and Δϕ res m,n account for the atmospheric, nonlinear, and noise components of the phase.
As GB-SAR sensors work under a zero-baseline configuration, the phase term due to the topographic error component is not necessary. Likewise, there are no APS contributions in the residue since they were compensated previously. The interferometric phase increment expression seen in (16) may hence be simplified in the following way
where now Δϕ res m,n accounts only for the nonlinear and noise components of the phase.
At this point, a linear model Δϕ
is defined for each arc of the triangulation in order to estimate the linear displacement rate of the deformation process
where Δv = v (x m , y m ) − v (x n , y n ) refers to the increment of linear displacement rate. In order to find Δv for each arc, the defined model is adjusted to the data observations through the minimization of a cost function defined in the complex plane and addressed as model adjustment function (MAF) Γ [4] , [38] 
The minimization is carried out using the conjugate gradient method (CGM) [65] , and once it is performed for each arc, the result is a set of velocities' increments for each selected pixel. As the model adjustment is done in the complex plane, with a uniform distribution of temporal baselines, it is not a problem that some of the interferograms of an arc have wrapped phases.
At this stage, the MAF is used to estimate the quality of solutions. Γ lies inside the [0, 1] interval. It reaches the maximum value when the linear model perfectly fits the data, and tends to zero in presence of a poor model adjustment. The MAF values for each arc are used to discard pixels with poor adjustment to the linear model. This is mainly produced in those pixels affected by displacements characterized by strong non-linearities. After this process, those pixels which are left isolated are removed as well. Another iteration of the minimization process is carried out with the surviving arcs. At this point, the absolute values of velocity v for each pixel are calculated through an integration process. As the solution is floating, one or multiple seeds with known velocities are used as tie points during the integration [4] , [38] .
It is worth pointing out that the accuracy of the estimated linear displacement strongly depends on the density and quality of the selected pixels. To face this problem, the CPT algorithm includes a multilayer processing [38] to preserve the accuracy of the pixels with the highest quality and benefit those with the lowest quality. The method is based on dividing the selected pixels in different layers according to their phase quality. Beginning with the top layer, the linear block is iteratively processed by adding the successive low-quality layers. Once the absolute velocity values are obtained from a layer, they are fixed and used as seeds in the following successive integration processes. With this approach, the density of pixels is largely improved but the quality of the PSI results for the best pixels is not affected by the low quality ones [38] .
C. Time Series
The objective of the last step of the CPT algorithm is to obtain the nonlinear component of the displacement, also known as timeseries.
For this purpose, the phase component Δϕ model corresponding to the linear model calculated above is subtracted from the original interferometric phases Δϕ, leading to the so-called phase residues Δϕ residue
In orbital-based PSI, the residues account for both the nonlinear component and the atmospheric artifacts. In order to isolate both components a common strategy is based on carrying out a filtering process, taking advantage of their particular temporal and spatial frequency behaviors [51] . A large number of images is required to achieve reliable nonlinear estimation processes. Contrarily, the residues in the GB-SAR case are only composed by the nonlinear displacement term. Since no filtering process is required, a reliable estimation of the nonlinear component may be achieved, even when a reduced number of images is available.
The following step to obtain the nonlinear contribution of the displacement is based on carrying out a temporal phase unwrapping of the resulting residues. Since these are expected to behave smoothly in both the spatial and the temporal domains, the phase unwrapping is less complex at this stage. The reason is that the linear contribution has been removed and atmospheric artifacts are expected not to be present in the phase residues.
Once the unwrapping is carried out, it only remains to obtain the interferometric phases the phase of each single image of the data set
where T M i and T S i refer to as the master and slave times belonging to the ith interferogram, respectively. These unwrapped residues must be reordered in time and added to the model for obtaining the complete description of the nonlinear temporal evolution of the deformation. In this context, the single value descomposition (SVD) algorithm is applied to solve this linear system of equations [4] , [38] . Finally, the sum of the linear and nonlinear contribution leads to the total displacement evolution or time series of the deformation process. Optionally, time series can be temporally filtered in order to reduce the remaining noise.
At this stage, both the linear estimation and the final time series can be geocoded in Universal Traversal Mercator (UTM) coordinates and be visualized by using geographical information system (GIS) software or a virtual globe viewer.
VII. CONCLUSION
This paper has focused on both the GB-SAR hardware architecture and the GB-InSAR processing developed at the RSLab during the last years. The objective has been to summarize the key characteristics of these sensors and the processing chain for ground displacement monitoring applications. First, a brief description of the RiskSAR hardware, highlighting the advantages of working with stepped linear frequency modulated continuous wave signals, has been given. Later, the whole GB-InSAR processing chain for PSI has been widely discussed.
All the developments described have been focused on the GB-SAR sensor working in a discontinuous operation mode. This may be seen as a generalization of the continuous operation mode but requires a more complex processing chain.
The way to obtain a single time-averaged SLC image from each measurement day has initially been described. The main benefit of this approach is the improvement of the SNR of timestationary targets. Then, the different alternatives to compensate the APS in GB-SAR measurements along both short-term and long-term temporal spans have been discussed. Performing a correct APS estimation and compensation step has been demonstrated to be a key step for correct displacement estimations. The adaptation of the CPT to work with either single-or fully polarimetric zero-baseline data has been also presented. The redundancy provided by the polarimetric data allows to increase the number of pixels with enough phase quality for the interferometric processing. Higher pixel densities also allow better APS estimation and compensation and a better estimation of both the linear and nonlinear terms of deformation.
In part II of this paper [39] , the hardware and the processing chain are applied to two different scenarios: an urban area with mining induced subsidence and a landslide that is being reactivated with periods of strong rainfalls. The processing of the acquired data will shown the capabilities of GB-SAR sensors for monitoring different kinds of displacement phenomena. The obtained results will be deeply analyzed, discussed, and validated with ground-truth data.
