With the current prevalence of multi-core processors in HPC architectures, mixed-mode programming, using both MPI and OpenMP in the same application, is seen as an important technique for achieving high levels of scalability. As there are few standard benchmarks written in this paradigm, it is difficult to assess the likely performance of such programs. To help address this, we examine the performance of mixed-mode OpenMP/MPI on a number of popular HPC architectures, using a synthetic benchmark suite and two large-scale applications. We find performance characteristics which differ significantly between implementations, and which highlight possible areas for improvement, especially when multiple OpenMP threads communicate simultaneously via MPI.
Introduction
With the advent of multi-core processors, and the associated diminishing rate of increase in processor clock speed, almost all current high performance computing systems now contain nodes which consist of shared memory multiprocessors. Large numbers of such nodes can be connected together with a high-bandwidth, low-latency network to form a scalable distributed memory system.
To program such systems, by far the most popular programming model is messagepassing, using the MPI [10] library. MPI programs can execute on machines with shared memory nodes in a straightforward way by running one MPI process per core on each node. In this case, message-passing between processes on a node is normally implemented via shared memory, but this is not visible to the programmer. However, it is also possible to run fewer MPI processes than cores on each node, and make use of the additional cores by using a multi-threaded programming model. This is most frequently done using the OpenMP [11] API, but can also be accomplished via a lower-level thread library interface such as Posix threads. This programming style is termed mixed-mode or hybrid (we prefer the former term as the latter is somewhat overloaded in the HPC literature).
Several studies (for example [13, 16] ) have shown that, in certain circumstances, mixed-mode programs can perform better than (or consume less memory than) the equivalent program using MPI only. Such advantages may outweigh the potential additional software complexity and possible loss of portability of the mixedmode version. A number of commonly used HPC applications, such as CPMD [5] and ECMWF's Integrated Forecast System (IFS) [15] successfully exploit mixedmode programming. With the principal performance gains in HPC architectures likely to come, in the near future at least, primarily from increasing the number of cores per chip, mixed-mode programming seems likely to assume a more important role, as it may allow applications to scale better on such systems than pure MPI.
Microbenchmarks (low-level synthetic benchmarks testing the performance of basic operations) exist for both MPI [6, 14] and OpenMP [2] . However, these microbenchmarks cannot on their own give sufficient information about the performance of mixed-mode programs, as there will, in general, be interactions between the MPI and OpenMP layers. The Sphinx benchmark suite from LLNL [17] contains a small number of OpenMP/MPI microbenchmarks, which measure the performance of mixed-mode barriers and reductions, and assess the ability to overlap threaded computation with MPI non-blocking communication.
To fill this gap, we have designed and implemented a suite of microbenchmarks for mixed-mode OpenMP/MPI programming [3] . The utility of such a suite is demonstrated by the results presented in [12] , which demonstrate how the available communication bandwidth between nodes can depend on the mix of MPI processes and OpenMP threads employed.
The multi-zone versions of the NAS parallel benchmarks [7] use mixed mode programming: however the non-scalable decompositions employed make them difficult to use as performance benchmarks. The ASC Sequoia benchmarks [1] contains some mixed-mode codes, though the extent to which they have been optimised for mixed-mode execution is unclear in some cases and there are few published results.
We present some data from running two real mixed-mode applications: CPMD, and the SSE_Wilson_Dslash package [8] used for QCD calculations by, amongst others, the CHROMA [4] and MILC [9] codes.
In Sect. 2, we describe the contents of the suite and the rationale for its construction. In Sect. 3, we present selected results from running the microbenchmarks on a number of current HPC architectures, and demonstrate the interesting features thus illuminated. In Sect. 4, we present some results of running the two application codes in mixed-mode form. Finally, Sect. 5 presents our conclusions and possibilities for future work.
Benchmark Design and Implementation
The basic design concept of the mixed-mode microbenchmarks is to provide mixed-mode analogues for (a subset of) the typical operations found in MPI microbenchmark suites, for both point-to-point and collective communications. There are two main considerations which have driven the design of the benchmark suite. Firstly, we wish to adequately capture the cost of the inter-thread communication and synchronisation which may occur in mixed-mode programs if not all threads participate in the inter-node (MPI) communication. To do this, we measure not only the cost of the MPI library calls themselves, but also the (possibly multi-threaded) writing of send buffers, and reading of receive buffers. The second consideration is that we wish to be able to directly and easily compare the performance of the same communication patterns when we hold the total number of cores constant, but vary the number of MPI processes and OpenMP threads (such that the product of these two values equals the number of cores). This is achieved by the appropriate choices of data buffer sizes and MPI message lengths.
The benchmarks are implemented in both Fortran 90 and C, but we expect that there will be little dependence on the base language, as most of the performance characteristics are dictated by the hardware and by the MPI and OpenMP libraries. All the results presented use the Fortran 90 version.
Point-to-Point Operations
In the mixed-mode microbenchmark suite we measure the performance of three pointto-point communication operations: PingPong, PingPing and HaloExchange. Each of these operations is implemented in each of three different ways: In the PingPong benchmark, one process writes a buffer and sends it to the second process, which reads it, rewrites it, and sends it back to the original process, which finally reads the buffer. The reading and writing of buffers takes place inside an OpenMP parallel region. The calls to the MPI library may be outside (for Master-only style) or inside (for Funnelled and Multiple styles) a parallel region.
The PingPing benchmark differs from PingPong in that messages are exchanged in both directions between the two processes concurrently. For both the PingPong and PingPing benchmarks, the user can specify the two MPI ranks which participate: this is intended to permit the measurement of both intra-node and inter-node MPI communication, by specifying two MPI ranks which will execute either on the same, or on different nodes. For the HaloExchange benchmark all MPI processes participate. The processes are arranged in a ring and each process exchanges messages with its two neighbouring processes.
In addition, as a new feature of the benchmark suite, the PingPong and PingPing benchmarks can also be run in concurrent mode, where multiple pairs of MPI processes exchange messages at the same time. This permits a useful assessment of inter-node communication, where comparisons are made between benchmark runs which always involve all the cores on each node. For example, suppose there are four cores on a node. We can then use two nodes to compare the performance of: -8 MPI processes, 4 on each node, each with 1 OpenMP thread, -4 MPI processes, 2 on each node, each with 2 OpenMP threads, and -2 MPI processes, 1 on each node, each with 4 OpenMP threads.
Collective Operations
The microbenchmark suite contains measurements for mixed-mode analogues of the following operations: Barrier, Reduce, AllReduce, Gather, Scatter and AlltoAll. For the Reduce benchmark, a local buffer is written on every process, inside an OpenMP parallel region with a REDUCTION clause. Each process then passes this local buffer to MPI_Reduce. The resulting output buffer is then read by the master thread of the root process.
The other collective benchmarks are constructed in an analogous fashion. The total amount of data involved is proportional to both the number of OpenMP threads and the number of MPI processes. This means that experiments can easily be conducted where the total amount of compute resource, and the product of the number of threads and the number of processes is fixed, but the number of processes and number of threads per process is varied. The benchmarks are constructed so that when this is done, the patterns and quantity of data movement are preserved. (Note that for the Barrier benchmark, no data is involved). For further details of the benchmark design, see [3] .
Synthetic Benchmark Results

Hardware
We have run the benchmark suite on five different platforms: -IBM BlueGene/P. Each node has four 850 MHz Power450 cores and 2 GB of memory. There are three networks connecting the compute nodes of the BlueGene/P, a 3D torus network and two tree networks (one used for collective communication, the other for barrier synchronisation). The system was running In all cases we fully populated the nodes, so the product of the number of MPI processes per node and the number of OpenMP threads per process always equals the number of cores per node.
Results
We do not have space here to show the results of all the benchmarks on all the platforms, so we have selected some of the more interesting results for presentation. to lie on different nodes. On both systems, for small data sizes, the execution time is least for one thread per MPI process, and increases with the number of threads, whereas for large data sizes, the execution time is greatest for one thread per MPI process, and decreases with the number of threads. The crossover between these regimes occurs between 10 3 and 10 4 bytes. Recall that the send and receive buffers are being written/read by multiple threads. For small data sizes, the overhead of parallelisation is not worthwhile, but above the crossover, significant benefit is gained from having multiple threads employed. The other hardware platforms display similar behaviour (not shown here), except for the Bull Novascale running Intel MPI, shown in Fig. 3 . In this case, the mixed mode versions are always slower than the pure MPI, even for large data sizes. Figures 4, 5, 6 and 7 show the results of running the Multiple version of the PingPong benchmark on the IBM Power 5 cluster, BlueGene/P system, Cray XT5 and Bull Novascale (with Intel MPI), respectively. In this case the execution times are normalised by the time for the Master-only PingPong benchmark running on the same number of processes and threads. For the Power5 system, we observe very poor performance for the Multiple version on small data sizes: in some cases it is over 3 orders of magnitude slower (note the log scale on the vertical axis in Fig. 4 ). The Power 6 system (results not shown here) displays similar behaviour to the Power 5: contention for locks inside the MPI library is a possible cause of this. In contrast, the Multiple version on the BlueGene/P system is a little over two times slower using four threads per process than using one. On neither system is there any benefit gained from calling MPI from multiple threads for large data sizes. This suggests that a single large message is able to utilise all the off-node bandwidth in these systems. On the Cray XT5, the Multiple version is significantly slower than Master-only for small message sizes, though the difference is much less marked than on the Power5 and Cray XT5. The execution times are normalised to the execution time with one thread per MPI process, and with one MPI process on each core of a node communicating with an MPI process on a different node. Here, the message size is the number of bytes sent and received by each thread, so that the total amount of data transmitted is independent of the number of OpenMP threads per MPI process.
On the IBM Power 5 cluster, mixed-mode execution always carries a penalty. This penalty increases with the number of threads per process, and is larger for smaller data sizes. With 16 threads per process, for small messages, the execution time is over 16 times longer than when pure MPI is used. On the IBM BlueGene/P, there is also always a penalty for running in mixed-mode. On the Cray XT5, the situation is very different. For smaller messages (up to about 10 4 bytes per thread), mixed-mode is faster (by a factor of up to three times), but for larger data sizes, mixed-mode is slower, by a factor of up to two times. Figures 11, 12 and 13 show the results of running the Multiple PingPong benchmark in concurrent mode on the IBM Power 5 cluster, the IBM BlueGene/P, and the Cray XT5. For the IBM Power 5 cluster, we once again observe the very high overheads associated with using Multiple style on this system. On the IBM BlueGene/P, for small messages up to 10 5 bytes per thread, mixed-mode is slower than pure MPI, and for very small messages the penalty is larger than for Master-only style. However, for large messages, Multiple mixed-mode style is faster than pure MPI by up to a factor of two. On the Cray XT5 the performance of Multiple style is similar to that of Master-only style for large messages, but for small messages there is no benefit for mixed-mode, as there is in Master-only style: indeed the penalty is greater for small messages than it is for large ones. (one thread per process), though there are some modest gains to be had by using two threads per process for small data sizes. On the BlueGene/P system, the mixed-mode version is also slower, except for a window of data sizes between 10 3 and 10 4 bytes. This suggests that on these platforms, the MPI Reduce is well optimised for shared memory nodes. It is also possible that the implementation of OpenMP array reductions is not very efficient. On the Cray XT5, however, the mixed mode version is generally faster, except for data sizes between 10 4 and 10 5 bytes, and a few other small data sizes. This system is known to suffer from contention between cores on the same node for access to the network: having fewer, larger, messages entering the network seems for this benchmark. On the IBM Power 5, the mixed mode version is significantly faster for data sizes in the range 10 3 -10 4 bytes, and the optimal number of threads per process is usually two. For the IBM Power 6, having multiple threads per process is beneficial on small data sizes, but increasing the number of threads per process beyond two makes little difference. On the BlueGene/P and Cray XT5, mixed-mode is worthwhile for small data sizes, but not large ones. On the XT5, for the smallest message sizes, a four-fold performance gain can be achieved by using eight threads per process instead of one. On the Bull Novascale, using multiple threads with Bull MPI can be advantageous for small data sizes, but with Intel MPI it is almost always detrimental to performance, except for a small range of data sizes around 10 3 bytes.
Application Benchmark Results
In this section we describe the results of running two application benchmarks on a number of different platforms. The first application is CPMD [5] , a is plane wave/pseudopotential implementation of density functional theory, particularly designed for ab-initio The second application is an implementation of the Wilson Dslash operator, which is one of the SciDAC modules used by QCD applications, such as CHROMA and MILC. The test case used is a weak scaling test, with a fixed 6 4 lattice size per core. 
Results
Figures 26 and 27 show the execution time for the CPMD test case on the IBM Power5 cluster and Cray XT5 respectively, using different numbers of threads per MPI process. On the IBM Power5 cluster, for core counts up to 256, the mixed-mode version is slower than the pure MPI version. On 512 and 1024 cores, the mixed mode version outperforms the MPI version, though by 1024 cores almost all scalability has been exhausted. Similar, though slightly less clear-cut, results are obtained on the Cray XT5. Figure 28 shows the average time each MPI process spends in different MPI routines when the test case is run on 512 cores with different numbers of threads per process. Almost all this time is spent in collective communication routines, and further examination of the number of calls made to these routines suggest that much of this time is due to load imbalance. This is is the principal reason why mixed mode is successful in this application: there is significant load imbalance between MPI processes, so reducing the number of processes, while splitting the load within each process more evenly between threads, results in a lower overall execution time. 5% slower. The most significant benefits are on small core counts, however. On the Xeon/Opteron cluster, the mixed mode versions are faster on one node (four cores), but much slower on multiple nodes. The reasons for this poor performance are subject to further investigation.
Conclusions and Future Work
We have described the design and implementation of a set of synthetic benchmarks for mixed mode OpenMP/MPI. These cover both point-to-point and collective communi- cation patterns. We have investigated the performance of mixed mode OpenMP/MPI implementations on a variety of systems using these synthetic benchmarks and two real applications: the results show some interesting performance differences between the architectures and highlight some possible inefficiencies in the implementation of MPI on these systems.
Our results indicate that performance portability of mixed OpenMP/MPI programs is likely to be a significant issue on current systems: different implementations have widely differing performance characteristics. This is especially evident where mixed mode codes use the Multiple style. This style of programming is not currently much used in real applications, because it is not supported in some MPI library implementations. However, as core counts continue to increase, this style is likely to be more attractive, as it potentially avoids the bottleneck of routing all communication through a single thread. We hope that the availability of our synthetic benchmark suite will be a useful tool to aid implementors in optimising highly thread-aware MPI libraries.
In the future, we intend to run the benchmarks on other systems, for example on vector systems such the NEC SX-9 and the Cray X2 (though we found that the latter machine does not currently support mixed-mode programs), and on x86 clusters with other compiler/MPI library combinations.
