The paper argues that corpus linguistics can make useful contributions to the descriptive inventory of literary stylistics. The concept of local textual functions is employed as a descriptive tool for the stylistic analysis of a corpus of texts by Charles Dickens. It is suggested that clusters, i.e. repeated sequences of words, can be interpreted as pointers to local textual functions. The focus is on five-word clusters and five functional groups are identified: Labels, Speech clusters, As If clusters, Body Part clusters and Time and Place clusters. The analysis draws on the identification of key clusters comparing the Dickens corpus with a corpus of nineteenth-century fiction, it identifies links to literary criticism and it gives specific attention to the group of Body Part clusters to illustrate the functional variation of clusters.
Introduction
'Wery pleasant,' rejoined Mr. Weller.
'Wery pleasant and comformable. ' The precise meaning which Mr. Weller attached to this lastmentioned adjective, did not appear; but, as it was evident from the tone in which he used it that it was a favourable expression, Mr. Pickwick was as well satisfied as if he had been thoroughly enlightened on the subject.
(Pickwick Papers)
Examples like the one above are often referred to by literary critics when they discuss the unique style of Charles Dickens or talk about the 'World of Dickens' with its entertaining characters and their idiosyncratic behaviour. The way in which we meet these characters and their worlds is through language. With a focus on the language of Charles Dickens, in this article I aim to explore the ways in which corpora might help us study the language of literary texts. In Section 2, I look at general issues of corpus linguistic theory; Section 3 contains an overview of clusters in a Dickens corpus and in Section 4, I compare Dickens with other nineteenth-century authors to identify key clusters. In Section 5, I suggest a classification of clusters into functional groups. Section 6 takes a wider look at these functions of clusters and identifies links to literary criticism. Section 7 then focusses on one of these groups, namely Body Part clusters. The article emphasises the need for a qualitative approach and deals with the interpretation of surface features identified by the computer. It will be argued that local classifications of linguistic phenomena provide a useful tool for the analysis of literary texts.
Corpora, literary texts and descriptive tools
Although corpus linguists have only recently developed an interest in what may be called 'corpus stylistics', the use of computers for the study of literary texts is not new. In a survey of projects that mainly cover the work of literary scholars, Hockey (2000: 67 ff.) presents examples of studies that go back to the 1960s. However, computer-assisted approaches to the analysis of literary works are not necessarily regarded as corpus linguistic approaches. While corpus linguistics aimed, initially, to create large text collections, in literary studies the computer was used to investigate individual texts or small amounts of data. As corpus linguistics has developed, small and purpose-built corpora have received more attention. At the same time, corpus linguistic approaches to the analysis of literary texts are becoming increasingly popular (e.g., Lawson, 2000; Adolphs and Carter, 2002; Culpeper, 2002; Hori, 2004; Semino and Short, 2004; Stubbs, 2005; Adolphs, 2006; Scott, 2006; Starcke, 2006 ; see also the overview in McEnery et al., 2006: 113-16) . 'Corpus stylistics' does not only appear as the title that Semino and Short (2004) chose for their book describing an innovative approach to discourse representation, but it has come to refer to a whole new and growing field of study. Still, corpus approaches to literature and literary style are only in an early stage of development. The full potential of corpus linguistic methodology for literary stylistics is yet to be exploited and both philosophical and practical barriers need to be overcome, as Wynne (2006) emphasises. The link between corpus linguistics and literary stylistics is also discussed further in Mahlberg (forthcoming a). Criticism of corpus stylistics sometimes reminds one of the suspicions held by many literary critics against the quantification of features of literary texts. However, criticism of corpus stylistics also seems to refer to issues concerning stylistics in general such as the selectiveness of linguistic features under investigation. A major disadvantage of the use of computers for the study of literature can be seen in the nature of the tools, as described by Miall (1996) : the gap is still immense between what readers can do effortlessly, and what a computer can do. Scholars interested in calling on a computer to aid their research are limited to a very narrow range of possible operations, and such operations still fall largely outside the mainstream work of literary scholarship. (Miall, 1996: online)
The exploration of ways in which computers can be used to study literary texts links in with fundamental questions relating to how corpus linguistic methodology can be applied in the study of language. For some, corpus linguistics is still mainly a methodology, for others, corpus linguistics requires its own theoretical context, an opposition that can be covered by the terms 'corpus-based' vs. 'corpus-driven' (see Tognini-Bonelli, 2001 ). Within the scope of this paper I cannot enter a detailed discussion of the relationship between theory and methodology in corpus linguistics, which I have done elsewhere (Mahlberg, 2005) , but I want to summarise briefly what I regard as the main points of a corpus theoretical framework. These points are present to various degrees, and sometimes with differing implications, in the work of Sinclair (2004) , Teubert (1999 Teubert ( , 2005 , Hunston and Francis (2000) , Stubbs (2001) , Tognini-Bonelli (2001) and Hoey (2005) , and other authors that can be seen to belong to the neo-Firthian tradition. However, the way in which theoretical arguments are organised and fundamental claims identified is crucial to build a theoretical context. Therefore, the following three points outline what I see as the pillars of a corpus theoretical framework. These points can provide a bridge to literary stylistics and contribute to further developing the notion of corpus stylistics:
1) language is a social phenomenon; 2) meaning and form are associated; and, 3) a corpus linguistic description of language prioritises lexis.
If the focus is on language as a form of social interaction, it is possible to view meaning as use (point 1). Thus, meaning is observable through the repeated patterns of usage which are evident in corpora. Meaning has a subjective dimension of an individual's language experience and meaning has a social dimension that is shared within the discourse community. Thus we can distinguish between individual styles and conventional patterns and norms. The co-occurrence patterns that we find in corpora reflect the association of meaning and form (point 2). The link between meaning and form is the basis for a corpus linguistic description of meaning. Corpus linguistics describes meaning from a bottom-up point of view (point 3). The focus is on formal aspects of meaning that are observable as patterns of lexical items. This focus on lexical items requires descriptive categories that are less general than systematic distinctions, which are meant to account for the whole of a language. So in a corpus theoretical approach, a grammar is seen as a set of generalisations about the behaviour of words in texts. Such a grammar is less general than a description of syntactic phenomena, but such a grammar can also account for the relationship between lexical and textual properties. It is best organised in a flexible way, as a 'flexible grammar' with local categories of description (for more detail on issues outlined in this paragraph see Mahlberg, 2005 , especially Chapters 2 and 8).
In a corpus theoretical context, the application of corpus methodology to the study of literary texts can be described as 'corpus stylistics'. Corpus stylistics investigates the relationship between meaning and form. Thus it is similar to both stylistics and corpus linguistics (see Mahlberg, forthcoming a). Whereas stylistics pays more attention to deviations from linguistic norms that lead to the creation of artistic effects, corpus linguistics mainly focusses on repeated and typical uses, as these are what the computer can identify. What corpus linguistics says about norms is that words tend to co-occur and form habitual collocations. Corpus linguists have been arguing that collocation is a phenomenon that is more pervasive than established grammatical descriptions of English seem to suggest, and descriptive tools have been introduced to characterise this pervasiveness. Most notably, there is Sinclair's (2004) concept of the lexical item with the categories of 'collocation', 'colligation', 'semantic preference' and 'semantic prosody' to describe increasingly abstract cooccurrence patterns around a fixed core. Innovative descriptive categories that have been developed in the field of corpus linguistics can also be used in literary stylistics. Applications of the concept of semantic prosodies, for instance, are illustrated by Adolphs and Carter (2002) . Sinclair (2004) stresses that a language description cannot claim to be adequate if it cannot be applied to the study of literature, too:
Literature is a prime example of language in use; no systematic apparatus can claim to describe language if it does not embrace the literature also; and not as a freakish development, but as a natural specialization of categories which are required in other parts of the descriptive system. Further, the literature must be describable in terms which accord with the priorities of literary critics. (Sinclair, 2004: 51) The descriptive tool that is illustrated in the present article is the concept of 'local textual functions'. Local textual functions are 'textual' as they describe the functions of words (or combinations of words) in text, and they are 'local' in that they do not claim to capture general functions, but functions specific to a (group of) text(s) and/or specific to a (group of) lexical item(s). Local textual functions are part of a bottom-up description of meanings in texts (see point 3, above). In this paper, the group of texts under investigation is a corpus of texts by Charles Dickens and a corpus of nineteenth-century novels. A starting-point for the description of local textual functions is the identification of clusters with the help of WordSmith Tools . The main focus is not on technical issues alone, but on corpus theoretical issues such as the interpretation and classification of features on the textual surface. The discussion also links to issues in literary criticism.
Studying Dickensian clusters
The approach described here begins with clusters as initial pointers to local textual functions. A cluster is 'a group of words which follow each other in a text' (see Scott 2004-6: 204) . Another common term for such repeated sequences of words is 'lexical bundles' used by Biber et al. (1999: 990) to characterise, 'sequences of word forms that commonly go together in natural discourse'. Other terms are, for instance, 'recurrent wordcombinations' (Altenberg, 1998) , 'chains' (Stubbs and Barth, 2003) , or 'ngrams'. Not only does the terminology to refer to such sequences vary, but also the way in which they are studied. Altenberg (1998) focusses on recurrent word-combinations in spoken English. He starts with a categorisation of the structural types, which he then relates to their pragmatic functions. Culpeper and Kytö (2002) , on the other hand, begin with a functional classification of lexical bundles before they consider grammatical characteristics. Also, Culpeper and Kytö (2002) look at different text types (trial proceedings and drama comedies) and are interested in diachronic findings (their data covers a period from 1560 to 1760). The variation of lexical bundles across different groups of texts is also addressed by Stubbs and Barth (2003) , and in particular by Biber et al. (1999) . (For further examples, see also Biber et al., 2004; Conrad and Biber, 2005; or Tribble, 2006 .) When corpus studies investigate lexical bundles or clusters the focus tends to be on general patterns that hold across a number of texts in a register or subcomponent of a corpus. Culpeper and Kytö (2002) , for instance, only deal with three-word lexical bundles that occur at least ten times, and in at least three different texts. Similarly, Biber et al. (2004: 376) limit their study to four-word bundles that are used in at least five different texts 'to guard against idiosyncratic uses by individual speakers or authors'. Whereas general corpus studies may want to disregard idiosyncrasies of individual texts, corpus stylistic studies can pay closer attention to the individual qualities of a specific text, as Starcke (2006) demonstrates by concentrating on clusters in Austen's Persuasion. Stubbs (2005) also looks at clusters in one specific text, Conrad's Heart of Darkness, and he complements his findings with comparative data from the British National Corpus (BNC). The approach presented here is different from these two approaches to literature in that more than one text by the same author is taken into account and the comparative data is not from a general corpus, but from a fiction corpus. In contrast with more general approaches to clusters, however, this study is not limited to clusters that have to occur across a sufficient number of texts. In particular the 'Label' clusters that will be introduced below, show that features of individual texts receive attention. Unlike more general functional interpretations of clusters, a local approach is taken here. Clusters are interpreted as pointers to local textual functions. For the identification of local textual functions the selection of texts is one parameter of 'localness'. Another is the lexical units under investigation. Local textual functions are associated with specific patterns on the textual surface -the repeated sequences of words. Therefore, the functions are local in the sense that they are associated with specific clusters. On the other hand, the types of clusters that are identifiable depend on the texts in the corpus. With corpora made up of fiction, types of functions that are identified will be more local to fiction than applicable to texts in general.
The repetition of a sequence of words can be interpreted as a sign of its functional relevance, and, thus, as an initial indication of local textual functions.
3 Conrad and Biber (2005: 58) further hypothesise, 'that extremely common, fixed sequences of words are used as unanalysed chunks by speakers and writers, and therefore will have identifiable discourse functions in texts'. Here, I also allow for clusters that are specific to individual texts and are therefore less common. As a consequence, the descriptive categories of this approach are less generally applicable and more local to the corpus under investigation. It has also to be stressed that local textual functions are not seen as restricted to fixed sequences of words. A textual function may be associated with a fixed core of one or more words but there can still be variation around this core. This point cannot be followed up in the present article, but I have discussed an example elsewhere (Mahlberg, 2007) , and new tools like ConcGram (see Cheng et al., 2006) will prove useful for further studies in this field. With the focus on fixed sequences, the present study aims to suggest a startingpoint for the classification of clusters and the identification of local textual functions as stylistic features in fiction.
The corpora that I used for my studies are a Dickens Corpus containing twenty-three texts and about 4.5 million words, and a corpus of twenty-nine texts by eighteen authors from the nineteenth century, also containing about 4.5 million words. Most of the texts are novels, but there are also shorter stories such as Sketches by Boz or The Chimes. A list of the texts in the corpora is provided in Appendix A. The texts for the two corpora are taken from Project Gutenberg. Project Gutenberg texts do not have to conform to consistent standards for the preparation of electronic texts, 4 and the editions that are chosen as a basis for the electronic version may not measure up to standards of editorial scholarship. The reasons for using these texts -in spite of potential problems with their quality -are mainly practical. Not all e-books or electronic text collections are freely available, or in a format that can be readily used with standard corpus tools such as WordSmith Tools . In this study, any problems with the Project Gutenberg texts did not appear to be too damaging.
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The twenty-five most frequent three-, four-and five-word clusters in the Dickens corpus, computed by WordSmith, are shown in Table 1 . Contracted forms are treated as single words, so 'I don't know' (three-word cluster number 6), for instance, is counted as a three-word cluster. The decision to include apostrophes in words is arguable 6 and, at this point, a purely practical decision. Clusters are mainly regarded as pointers to textual functions so that a separation according to the exact numbers of words is less relevant than functional similarities between clusters. Table 1 illustrates how the frequency of clusters decreases as their length increases. Biber et al. (1999: 992) point out that three-word clusters (or 'lexical bundles') are extremely common, because they are 'a kind of extended collocational association'. Longer clusters are, by contrast, 'more phrasal in nature and correspondingly less common' (Biber et al., 1999: 992) . From Table 1 we can also see that longer clusters are more likely to be restricted to specific texts, a point that is also made by Stubbs and Barth (2003: 76) . Of the twenty-five top three-word clusters, twenty occur in all twenty-three texts. Of the four-word clusters, only four occur in all texts, and none of the five-word clusters occur in all twenty-three texts. Different factors play a role in accounting for the distribution of clusters. The threeword cluster 'said Mr Pickwick' (number 21) occurs in one text only, but it is still relatively frequent, which is because Mr Pickwick is a character with a strong and lively presence throughout the whole of the Pickwick Papers. The five-word cluster 'the Father of the Marshalsea' (number 25) in Little Dorrit is also linked to a single character. As a unit, the cluster functions as a name, but it only occurs forty-five times. In general, leaving aside for a moment those clusters that contain names (or are names), we can say that Table 1 : Top twenty-five three-, four-and five-word clusters in Dickens the longer the cluster, the more likely it is to link to a particular text. The maximum cluster length that WordSmith worked with when this study was done was eight words. Among the eight-word clusters we find 'the young man of the name of Guppy' from Bleak House, or 'the monotony of bells and wheels and horses' feet' from Dombey and Son, which occur exclusively in the respective novels. There are also clusters that are longer than eight words, which can be identified by concordancing eight-word clusters. The following sequence of twelve words is used by Mr Bagnet in Bleak House and characterises his relationship with his wife: 'But I never own to it before her. Discipline must be maintained.' Such phrases have been noticed and discussed by literary critics and the computer can help to trace and analyse them systematically.
Shorter clusters that are more flexible and more frequent are more difficult to characterise. One option is to classify clusters according to structural criteria. Following Biber et al.'s (1999: 1001 ff.) classification of clusters, Table 1 contains, for instance, clause fragments consisting of a subject pronoun followed by a verb ('I don't know what', four-word cluster number 10), noun phrase expressions ('the opposite side of the', five-word cluster number 6), prepositional phrase expressions ('at the same time', four-word cluster number 3), etc. In their study, Biber et al. (1999) focus on frequent repetitions in large amounts of data and look at the distribution of lexical bundles across different registers. The present study deals with much smaller quantities of data in a corpus of texts of a similar type, and focusses on functional criteria. Still, a comparison of features across texts provides useful insights. The following sections will look at clusters in Dickens compared to the 19C corpus. In common with the Dickens corpus, the 19C corpus contains about 4.5 million words, which allows some initial comparisons without the need for normalised figures.
Frequent clusters and key clusters
In the following, I concentrate on five-word clusters. Five-word clusters are still flexible enough to occur across a number of different texts in the Dickens corpus; however, at the same time their frequencies are sufficiently manageable to allow for a detailed analysis (the cut-off point of five is arbitrary). In the Dickens corpus we find 4,904 different types of five-word clusters that occur a minimum of five times compared to 3,409 clusters in the 19C corpus. Table 2 presents the top twenty-five five-word clusters in both corpora. The table shows how the most frequent clusters in the two corpora overlap. The thirteen clusters in bold appear among the top twenty-five in both lists.
In general word-frequency lists, high frequency words tend to be grammatical words. In the cluster lists we also find sequences of grammatical words such as 'as if he had been' or 'as if it were a'. Furthermore, both lists illustrate clusters that function as the beginning of noun phrases or prepositional phrases such as, 'the other side of the', 'in the middle of the' and 'at the end of the'. It can be argued that although these clusters contain nouns, which are usually regarded as content words, the clusters function primarily as predetermining elements for what follows.
The high-frequency clusters in Table 2 are mainly time and/or place clusters. Most of them are parts of longer expressions, but there are also examples that are more structurally complete ('a quarter of an hour', 'up and down the room'). Other clusters in Table 2 reflect the fact that the texts contain speech ('I beg your pardon sir', 'I am sorry to say'). It is also noticeable that both lists contain clusters beginning with as if. In common with Speech clusters, As If clusters appear to reflect the fact that the texts in the corpora are fictional, but we also find clusters that are common in English in general. For instance, the cluster 'at the end of the', is frequent Biber et al., 1999 Biber et al., : 1013 Biber et al., , 1017 ) and one of the patterns in which we find the high-frequency noun end. In order to obtain precise information on clusters that can be regarded as 'mainstream' in nineteenth-century English, further information from a corpus of non-fiction would be needed. A useful starting-point for a functional analysis of clusters in Dickens compared to 19C is the identification of 'key clusters'. WordSmith calculates key clusters in the same way as 'key words'. Key words are based on the comparison of 'simple' word lists, i.e., word lists containing words, not clusters. Corresponding to the calculation of key words (see Scott 2004-6: 118) Table 3 the WordList function has been used because it compares all the clusters in both lists. So the four steps described above take into account all clusters in both lists. The KeyWords tool, by contrast, is uni-directional and focusses on words/clusters in a smaller text compared with a larger reference corpus. It does not provide information on words that occur only in the reference corpus but not in the smaller text. This procedure can be problematic when the texts are of similar size. Table 3 shows the top twenty-five key clusters resulting from this comparison.
Columns three and five respectively contain the frequency of a cluster in the Dickens corpus ('D Freq.'), and the frequency of the cluster in the 19C corpus ('19C Freq.'); the final column gives the keyness. The clusters are ordered according to their keyness. Table 3 also shows the number of texts in which a cluster is found ('D Texts', '19C Texts') . This information has been added for the interpretation of the results; it does not play a part in the calculation of keyness. An initial overview shows that there are three types of positive key clusters. First, there are clusters that are frequent in Dickens but do not occur in 19C, so their frequency is high. In this group we can distinguish between clusters that occur in different texts across the Dickens corpus, or those that appear in only one Dickens text, such as the second cluster in the list, 'the Father of the Marshalsea', which is restricted to Little Dorrit; cluster number 16, 'the lady of the caravan', which occurs only in The Old Curiosity Shop; and, cluster number 22, 'Captain Gills said Mr Toots', which is found only in Dombey and Son. Finally, there are key clusters that are frequent in Dickens and occur in 19C, too, but comparatively less frequently than in Dickens. An example is the first cluster in the list, 'his hands in his pockets', which occurs ninety times and in twenty texts in Dickens, compared to thirteen times and eight texts in 19C.
The number of key clusters that WordSmith generates depends on the choice of a significance value. The present key clusters were calculated with a p-value of 0.00001. The smaller the p-value, the fewer clusters are found, i.e., the clusters are statistically more significant. With the given pvalue, WordSmith finds sixty-six positive and seven negative key clusters, with a positive keyness ranging from 19.86 to 65.07 and a negative keyness between -34.78 and -20.87. A negative key cluster is, for instance, 'the Prince of Little Lilliput', which occurs twenty-five times in Vivian Grey in 19C, but does not occur in Dickens. The way in which a keyness value is interpreted depends on the corpora that are to be compared and the questions to be answered (see, for instance, Scott, 2006 : 63 ff., on the effects of different reference corpora). When we look at key clusters we deal with much smaller numbers than we would for key words, but, at the same time, the repetition of a sequence of words has significance in itself. However, the cut-off points in this study are exploratory. The p-value of 0.00001 was set because a smaller p of 0.000001 only produces thirty-one positive and three negative key clusters, which seemed too small a sample for the functional analysis. A bigger p-value of 0.0001 produces 136 positive key clusters and twenty-eight negative key clusters; and it was found that the additional clusters did not contribute further, major functional groups, so the sixty-six key clusters were taken to provide an initial overview to complement the observations on the top frequency clusters in Table 2 .
Groups of clusters
A classification of clusters can follow a number of different criteria. One option is a structural classification, taking into account the grammatical features of the clusters, as was hinted at in the previous section. Another option is to look at the functions that the clusters fulfil in texts. The groups of clusters described in this section were identified in a bottom-up fashion with no a priori assumptions. Furthermore, the groups are dynamic, i.e., the description developed in the course of the analysis as more detailed observations required adjustments of the criteria, and when more studies have been conducted further adjustment may become necessary. We will first look at functional groups of key clusters before the frequent clusters described in Table 2 The following provides a brief overview of each of the groups.
Labels
The clusters in the Labels group are, or contain, the names of characters, e.g., 'Mr Pickwick and his friends', or in the case of 'The Six Jolly Fellowship Porters', a name for a place: 'a tavern of a dropsical appearance' (Our Mutual Friend). There are also more general Labels such as 'man of the name of'. In Table 4 , bold print is used to highlight general expressions, i.e., expressions that occur in more than one Dickens text, although they may not occur in 19C at all. Furthermore, the Labels group contains phrases that, superficially, do not look like a name or referring expression, but are still associated with one particular character or concept. These clusters occur in one text only. We find, for instance, clusters that are parts of Mr Snagby's phrase 'not to put too fine a point (up)on it' in Bleak House, and the phrase 'How not to do it' occurs in Little Dorrit characterising a 'great political science'. We can observe the following relationship between quantitative and qualitative information: the clusters in the Labels group tend to be linked to particular characters and conceptsmost of them occur only in one Dickens text, and not at all in 19C. 
Number of types:

Speech clusters
The clusters in this group contain a first or second person pronoun or possessive, which is taken as an indication of interaction. Further analysis would be necessary to distinguish between different types of speech and thought presentation associated with these clusters. When clusters contain features of both Labels and Speech, the Labels category overrules Speech; an example is 'my dear said Mrs Nickleby' (in Table 4 
Body Part clusters
Body Part clusters contain at least one noun referring to a part of the human body, and in most cases this is the noun hand. 
Time and Place clusters
The clusters in the fifth group contain a nominal time or place expression with or without a preposition. Among the key clusters there are no time expressions, as Table 8 shows, but the top frequency clusters (Table 2) include time expressions so the functional group Time and Place will cover both types. There are clusters in this group where the noun can not be clearly classified as either time or place ('after a great deal of'), but the cluster as a whole functions as a time or place expression.
Number of types: 5 D 19C
on the top of his at the upper end of on the opposite side of after a great deal of the opposite side of the In addition to these five groups, there are thirteen clusters that do not fit into either of the groups. Among them, some could be regarded as borderline categories, for instance, 'on the part of Mr' or 'on the part of the' are borderline Time and Place, but for the purposes of this study I will not provide more detailed classifications. Returning to the top twenty-five clusters in Table 2 The five functional groups have been identified on the basis of key clusters and top frequency clusters. A point for further work is to investigate to which extent the five categories can be applied to cover all the five-word clusters in individual texts (see Mahlberg, forthcoming a, b). Although the numbers on which the present classification is based are relatively small, there are several reasons why the groups seem to provide a useful starting-point. First, frequencies for five-word clusters are not high, so if we account for the most frequent clusters a number of important patterns will be covered. Secondly, from the point of view of literary stylistics or criticism, clusters that are functionally interesting are those that mark patterns which are specific to individual texts. Such clusters are accounted for by the Labels group. Thirdly, the observations are based on a number of texts and take comparisons into account, which ensures that the categories are not only restricted to the situation in one particular text. Fourthly, as we will see in the following, links between the functional groups and arguments put forward by literary criticism lend support to the classification. But first it is useful to look at the local nature of the categories with the help of The fact that the five groups of clusters capture both key clusters and frequent clusters shows different aspects of localness. Clusters that are key are relatively more frequent in the Dickens corpus than in 19C. The way in which keyness for clusters is interpreted needs closer investigation and it seems best to describe the use of clusters in terms of tendencies on a continuum. At one end, we have clusters that are more specific to Dickens, or even specific to one particular Dickens text. Here the columns in Table 3 that provide information on the distribution of clusters across texts help to specify the interpretation of keyness in Dickens. At the other end, we have clusters that are more specific to 19C: these clusters are negative key clusters with regard to Dickens. The x-axis in Figure 1 illustrates this relationship. For the continuum of clusters we also have to add a further dimension, illustrated by the y-axis in Figure 1 : there are clusters that seem to be more typical of fiction compared to a more general variety of nineteenth-century texts. Although we are more likely to find Time and Place clusters that occur in fiction as well as across a variety of texts, Body Part, Labels, As If and Speech clusters are categories that seem to leave more room for fiction-specific patterns.
Crucial to this study is the role that key clusters play in the identification of the local textual functions associated with the five groups of clusters. On the one hand, when we only look at clusters in a single text the categories for classification might be more specific to the text, i.e., more local, but it might be more difficult to then relate them to a broader framework for the analysis of literary texts. On the other hand, if we want to account for a larger number of clusters across a number of texts the functions we identify become more general and less local. Therefore, key clusters provide a starting-point to identify local textual functions in Dickens. The functions can be found to some extent in the works of other nineteenth-century writers and their relevance in an individual Dickens text can also vary. In particular, the group of Time and Place clusters shows that some Time and Place clusters can be key whereas others are among the top frequency clusters in both Dickens and 19C. Therefore, the five groups of clusters provide a broad indication of sets of functions. These functions can then be more, or less, characteristic of (or key to) a specific text or groups of text. As Figure 1 illustrates, the dimensions of interpretation for clusters have to be seen in relation to the selection of texts under investigation. It will be a task for future work to add detail to frequency measures for key clusters. The present study now focusses on a more detailed discussion of the type of functions that the key clusters helped to identify. Since key clusters are the extreme points in a broad group of similar clusters, the following discussion just uses the term 'clusters' to underline the broad nature of a functional group of clusters.
Functions of clusters and literary criticism
The basic functions of the five groups of clusters are: characterising people, places and things in the stories (Labels), expressing interaction between the characters (Speech clusters), describing looks and movements (Body Part clusters), creating textual worlds by comparison and contrast (As If clusters), and locating and relating actions in time and place (Time and Place). I cannot discuss all five groups in detail due to limited space. So, in this section, I shall concentrate on the characteristics of Labels and As If clusters, as two groups that strongly point to links in literary criticism, and then focus in more detail on Body Part clusters in Section 6.
What is important to all groups is that to get a more detailed picture, it is necessary to look at concordances of the clusters and their functions in broader textual contexts. Take the cluster 'the old man with a', for instance. It is classed as a Label, because it contains a noun that refers to a character. Out of context, we may assume that with introduces a postmodifier that provides details characterising the man. However, a concordance reveals that in the majority of the twenty-one examples the prepositional phrase accompanies the act of speaking, as in the following two examples:
(1) 'Pretty, pretty, pretty!' said the old man with a clap of his hands.
(Our Mutual Friend) (2) 'IF!' exclaimed the old man, with a look of excessive contempt.
(Pickwick Papers)
The functional patterns of 'the old man with a' are linked to the fact that this cluster occurs in six different texts and is not a label for one character only. The present approach is corpus-driven, but it is clear that links to literary criticism and previous stylistic analysis play an important role, also with regard to the social context and the reception of literature. The Labels group links in with well-known observations on the language of Dickens. As Quirk (1961) points out, phrases to individualise characters are striking in Dickens, and, 'the use of this well-established dramatic device was an obvious desideratum to a writer who worked by means of serial publication, since it provided the reader with a most immediate means of recall and identification' (Quirk, 1961: 20 ff.) . Examples of such individualising phrases in the Labels group are Mr Snagsby's favourite phrase mentioned above, or the cluster 'my lovely and accomplished relative' used by Cousin Feenix in Dombey and Son. Examples from the groups of Speech and Body Part clusters can also function to individualise characters. However, in terms of the key clusters none of the Speech clusters and none of the Body Part clusters are limited to a single novel. Individualising functions for clusters of these groups become evident when we analyse clusters in a single text, as we will see below for the example 'his head on one side'.
Another link to literary criticism is suggested by the As If clusters. Literary critics have pointed out particular functions of the 'fanciful as if'. 'It generally takes the form of the invention of some improbable but amusing explanation of the appearance or behaviour of one of the characters in a novel' (Brook, 1970: 33) . One of Brook's (1970: 32) examples is from Little Dorrit where a woman is described as being 'in such as tumbled condition altogether, that it seemed as if it would be an act of kindness to iron her'. According to Brook (1970: 34) , the fanciful comparison is not dependent on the presence of as if, but can also appear in other forms, as in an example from Our Mutual Friend where Mrs Wilfer talks to her husband about their daughter 'with a lofty air of never having had the least co-partnership in that young lady: of whom she now made reproachful mention as an article of luxury which her husband had set up entirely on his own account and in direct opposition to her advice'.
In literary criticism, striking examples can easily receive attention. With the help of corpus linguistic tools and descriptive categories such striking examples can be seen as part of a bigger picture. It is possible to provide comprehensive accounts of repeated forms and compare related occurrences. We see, for instance, that different As If structures can be distinguished. Whereas 'as if he had been' and 'as if it had been' are frequent in both Dickens and other 19C fiction, the key clusters show examples of As If that are relatively more frequent in Dickens. A more detailed account of the patterns that follow as if can then add detail to the functions (see Mahlberg, forthcoming b) . A cluster analysis can also help to achieve a more systematic overview by finding other forms of comparison in addition to the As If clusters. In Table 2 , we find the clusters 'as much as to say' and 'with the air of a' that fulfil functions similar to As If clusters. In example (3) 'with the air of a' introduces an amusing comment. In example (4) there is also a comment, but of a less striking type, that may not be classified as 'fanciful'. In example (5) 'as much as to say' translates a cough into direct speech and thus adds the narrator's comment to what happens in the situation. The comment with 'as much as to say' is similar to the comment 'as if she didn't quite mean that, but rather the contrary' two lines before in the same example (5), where Mrs Joe's speech is commented on by the narrator.
(3) … and offered Mr. Pickwick a pinch of snuff with the air of a man who had made up his mind to a Christian forgiveness of injuries sustained.
(Pickwick Papers) (4) 'Beg your pardon, sir,' said the stranger, 'bottle stands-pass it round-way of the sun-through the button-hole-no heeltaps,' and he emptied his glass, which he had filled about two minutes before, and poured out another, with the air of a man who was used to it. On the whole, the As If group collects clusters that compare or comment on actions and situations in a story, and thus contribute to the creation of a textual world. Within the group some examples can be more striking and closer to what critics have identified as the fanciful as if than others. Moreover, the five-word clusters that fall into this group are not the only ways of expressing As If functions. In example (5), the as if introduces a construction that is not a frequent five-word cluster: the sequence 'as if she didn't quite' occurs just once in the Dickens corpus. The As If group illustrates that a description of local textual functions can characterise different functional facets within a broad group that is identified on the basis of repetition on the textual surface. The following section will discuss this point further by looking at examples of Body Part clusters.
Body Part clusters
The broad function of Body Part clusters is to describe the appearance and behaviour of characters. Examples of Body Part clusters can also be covered to some extent under the headings of body language or non-verbal communication, as outlined in Korte (1997) . The discussion here will only occasionally link to descriptions of body language in literature. The focus is on categories that are based on the clusters under investigation. Both in Dickens and in 19C there are two basic functions of Body Part clusters: a 'contextualising' function and a 'highlighting' function. The borderline between the two is not clear-cut but fuzzy. Examples of the contextualising function occur together with other activities, often speech, which are more central to the story, as in the examples of 'his hands in his pockets' below (6 to 8). The contextualising function is often found with a prepositional phrase with with (as in examples 6 and 8), so the grammatical function coincides with the circumstantial meaning that the cluster contributes to the narration. There is, however, no one-to-one relationship between grammatical function and function in the narration. When the clusters accompany another activity they tend to be unobtrusive and the activity or posture that they describe does not strike us as too extraordinary. It is possible to find several clusters with a contextualising function together, as in example (8), which illustrates 'his hands in his pockets', as well as 'his head on one side', and there is also a repeated fourword cluster, 'his eyes on the'. Such a sequence of Body Part clusters receives more emphasis. Clusters that provide contextual information can support another activity when they illustrate a gesture that is typically associated with a particular situation. In example (9), 'with his hand to his chin' supports Mr Boffin's thinking. The cluster 'with his hand to his' is also illustrated in example (10): Mr Smallweed has problems hearing so he puts his hand to his ear. If you put your hand on someone's shoulder this can be an encouraging gesture, as in example (11), where Nicholas tries to comfort Smike. In example (12), 'the palms of his hands' is part of an expression describing nervousness, but we are not told directly that the Jew is nervous -instead his behaviour is described: he is rubbing the palms of hands nervously: Examples of the contextualising function show how a narration includes elements that add to the creation of a lively story. The characters are not only involved in conversation, mediation or activities that carry the story forward, but they also have human features that are less central to the story at a particular moment and that contribute to the ongoing characterisation.
The description of such features and movements helps the reader to visualise situations contained in the story. As Korte (1997: 189f.) points out, details of body language can add to the realism of a novel. For the contextualising function the important point is that the description does not strike the reader as particularly unusual. A habit or action is described that readers can visualise without problems and that they may not even be particularly aware of in the process of reading. The following examples of 'his hands in his pockets' show that the contextualising function is not restricted to the writing of Dickens, but is also found in the 19C corpus: The unobtrusive character of such Body Part clusters is also reflected by the fact that they seem to have common collocations or collocating clusters. For instance, to 'walk up and down' (example 13), is an activity that is also found in Dickens together with 'his hands in pockets' in situations where a character seems to be thinking about something. According to Korte (1997: 196 ) the description of practical actions to portray mental states has been a common device in literature. In the nineteenth century, body language was also increasingly used for characterisation and Dickens' notorious use of body language has received much attention (see also Korte, 1997: 135) . The identification of body part clusters provides further evidence of the importance of body language in Dickens.
When we look at the clusters in context we can see how the contextualising function differs from the highlighting function. In the following example, the narrator comments on the circumstantial information thereby giving it more emphasis; the expression 'looking as much unlike a man in a hurry as possible' is similar to comparsions with As If clusters: (16) In this short passage, 'his head on one side' occurs twice. In the first occurrence, the cluster is grammatically more prominent than in the second: 'his head' is the object of the main verb, whereas in the second occurrence the whole cluster is part of a prepositional phrase. Furthermore, the first occurrence is part of a longer description of Mr Chillip and the fact that he carried his head on one side is commented on by the narrator, David, who sees Chillip's habit as a reflection of both 'modest depreciation of himself' and 'modest propitiation of everybody else'. Then, in the next paragraph, Mr Chillip speaks, and his speech is accompanied by a description of his body language, picking up on the previous characterisation with the adverb mildly that refers to 'the mildest' in the first line, and the repetition of 'his head on one side'. Thus on the one hand, the second occurrence of the Body Part cluster takes a less central role with regard to the action of the story at this particular point: it accompanies speech. On the other hand, the characterisation that is associated with it is stressed through repetition within a fairly short passage. Mr Chillip's habit is also emphasised when we see how other characters perceive him and notice his way of having his head on one side (example 19). Although David's aunt cannot remember Chillip's name correctly, she still recalls (as the reader will probably, too) his habit of having his head on one side: This analysis of examples leads to the following interpretation of the keyness of Body Part clusters. Body Part clusters offer a variety of textual functions. Although functions that we identify in Dickens might also be present in the writing of other nineteenth-century authors, it seems that Dickens makes more extensive use of the variety of such functions. The numbers of clusters are comparatively low and have to be interpreted with caution, but they seem to indicate tendencies. In addition to overall frequencies a closer look at the distribution across texts is also important. Dickens' preference for Body Part clusters seems to be supported by the following observation: the highest number of occurrences for which a cluster is linked to a specific character is three in 19C; in Dickens, however, we have already seen the example of Twemlow with eight repetitions. When we interpret numbers, there are several considerations that need further investigation. One reason why Body Part key clusters are more frequent in Dickens than in 19C could be related to the number of male and female characters in the texts under investigation, and gender differences in body language. For the cluster with the highest keyness, for instance, no examples of a corresponding female form ('her hands in her pockets') were found in either of the corpora. The dress conventions of the time may play a part here, too. However, the example below shows that the question is not a straightforward distinction between male and female:
(22) Dolly nodded and smiled, and feeling in her pockets (there were pockets in those days) with an affectation of not being able to find what she wanted, which greatly enhanced her importance, … (Barnaby Rudge)
Conclusion
It is assumed that literary texts have individual qualities that contribute to their literariness, even though 'literariness' is not an absolute quality (see Carter, 2004: 69) . In literary stylistics, linguistic tools are used to describe these qualities. In this paper, I have argued that the linguistic tools suggested by corpus linguistics are applicable to literary texts, too, and can therefore broaden the descriptive inventory of literary stylistics. Local textual functions were presented as a descriptive category illustrating links between corpus theoretical arguments and issues that play a part in literary stylistics and criticism. The emphasis that, in the corpus theoretical framework, is given to local descriptions is also crucial to the study of literature. A corpus approach can provide additional detail on formal features, as we have seen with the As If clusters, for instance. By accounting exhaustively for specific linguistic forms on the textual surface, a corpus approach can also compare sets of texts. Here, the key clusters view texts by Charles Dickens in relation to other nineteenth-century literature. However, clusters, as features on the textual surface, are mainly seen as pointers to local textual functions. With the help of key clusters, functional groups were identified that provide a local view on functions in Dickens. The fact that the key clusters are more frequent in Dickens than in 19C can also be interpreted in the sense that other sets of local textual functions might be identifiable to describe works by nineteenth-century writers other than Dickens. Furthermore, the five groups of local textual functions were taken as broad groups within which some clusters can fulfil more striking and more noticeable functions than others. The functional group of Time and Place clusters is the group that most clearly shows the continuum between key clusters and clusters that are frequent in general.
The functional variation within a group was further illustrated for the example of Body Part clusters by identifying the 'contextualising' and the 'highlighting' functions. Such observations support the point that literariness is not an absolute quality. Such observations also show that corpus approaches can complement approaches in literary criticism. The latter tend to focus on striking features or specific examples, whereas the former can contribute to accounting for a range of features and functions, and relationships between these. It is important to note, however, that functions associated with clusters can also be realised by a variety of related patterns. Further studies have to investigate more flexible patterns and different patterns with similar functions. A discussion of patterns around the core 'his hands…pockets', for instance, can be found in Mahlberg (2007) . The functional groups of five-word clusters discussed in this paper can be used as an initial tool for the analysis and comparison of literary texts. The categories presented here were developed in a bottom-up way to capture the data under investigation. More detailed studies of individual texts are needed to refine the categories, to specify different levels of localness, and to discuss links to literary criticism in more detail (for a description of Labels in Bleak House see Mahlberg, forthcoming a; on As If patterns in Great Expectations see Mahlberg, forthcoming b). Issues for further investigation are also quantitative questions of cut-off points and significance values, but also the relationship between clusters and the length of a text.
