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Most of the models used to describe the behaviours of concurrent programs and to prove some of 
their properties assume the atomicity of actions at some level. When atomicity is ensured only at 
a low level, the need to increase the number of basic operations leads to a high complexity for the 
representations. If each execution of a concurrent program is serializable, some sets of basic actions 
may be considered atomic and this can reduce the complexity. In this paper, we give an algorithm for 
the detection of global serializability of a concurrent program. 
0. Introduction 
In the past few years, several methods were proposed to prove properties of the 
behaviours of concurrent programs. Contrary to a sequential process, which has 
a single execution for each set of entry data, systems of concurrent processes have an 
exponentially growing (according to the size of processes) number of possible runs. 
Since the current one cannot be known in advance, the verification may be performed 
either dynamically or statically. Dynamic methods control, at each step of the real 
execution, the properties to be verified to hold. Thus, there are as many sequences of 
control as executions. Such methods are largely used, for instance in database 
concurrency control [2, 6, 121. 
The static approach consists in the global verification of some properties on the set 
of all possible executions, before any particular one has started. Of course, this 
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approach is not adequate to databases, because database transactions are submitted 
dynamically and have an unforeseen execution time. On the contrary, the set of 
executions of a concurrent program is fixed before the beginning of executions. In this 
case, the advantage of static control is that no dynamic control is ever needed. Static 
methods involve the use of a model, in which all the different executions can be 
described. Most of the classical models, like transition systems, Petri nets or event 
structures, represent actions by transitions labels and, therefore, assume the atomicity 
of these actions. When the granularity of atomic operations is too small, for instance, 
if atomicity is ensured only at the hardware level, a high-level action has to be 
decomposed into a great number of smaller atomic actions. For example in [l], the 
“nonatomic write” is defined by a sequence of basic atomic operations and, in order to 
prove that a nonatomic program P satisfies some property, P is expanded into an 
atomic program P’. It is then possible to use an atomic model to show that P’ satisfies 
the required property. Of course, such a decomposition increases the complexity of 
the representation. 
Different ways have been proposed to stay within the framework of atomic models 
while reducing this complexity. The basic step consists in the software construction of 
atomic variables or registers, as in [4, 73 or [15]. With such a construction, “read” or 
“write” are atomic operations, even if the hardware guarantees atomicity only at 
a lower level. The following step is to associate with a given concurrent program 
high-level operations, which are defined as sequences of atomic ones. When some 
conditions hold for the program, these new operations, although nonatomic, behave 
as if they were atomic. The term atomicity constraints is used to describe how basic 
operations are “glued” together. This two-level approach is followed in [S], for 
distributed programs, or in [14], where solutions to a problem of concurrency 
optimization are given. In [9], this method has been extended to a multilevel 
description of operations. 
The theory of serializability [3,6,12] is one of the most fruitful tool to deal with this 
class of problems. The idea is to introduce a commutation relation over the set of basic 
operations performed by the processes: if the sequence xy is equivalent to the sequence 
yx then (x, y) is in the commutation relation. Naturally, this “equivalence” is semanti- 
cal: it means that the effect on the environment of operations x and y is the same. In 
particular, the sequences of values written in the shared variables are identical. In this 
framework, a concurrent execution is equivalent to a sequential one if the latter can be 
obtained from the former through a sequence of commutations. Then, the concurrent 
execution is said to be serializable. If the concurrent program is globally serializable, 
each execution is equivalent to a sequential one and the high-level operations 
appearing in sequential executions may be considered atomic. Such a concurrent 
program can be described, using only these high-level operations, which reduces the 
complexity of its representation. 
Several algorithms deciding whether or not a given execution is serializable have 
been proposed [3, 6, 121. In this paper, we present a global algorithm which decides 
whether or not all executions in a finite set are serializable, without checking them one 
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by one. As in [14], but for a different purpose, this algorithm involves “minimal” 
cycles in a graph similar to the dependency graph or the conflict graph [2,12], used in 
the transaction systems for database concurrency control. 
The paper is divided in four sections. In the first one, we describe the basic model 
used to represent finite concurrent processes, as well as their dependencies. In the 
second one, cycles of the dependency graph are studied and a first characterization for 
effective minimal cycles is given. In the third part, a valuation for the dependency 
graph is introduced, which leads to an algorithm for global serializability. Complexity 
results are given for the global serializability test and in two particular cases, the test is 
proved to be of polynomial complexity. The last section deals with an extension of this 
polynomial test to a subclass of concurrent processes containing loops, which consists 
in parallel compositions of sequential processes. For a program in this class, with at 
least two processes, application of classical algorithms would be of exponential 
complexity, so that the algorithm proposed here represents an improvement on 
existing methods. 
1. Action systems and serializability 
In the paper, if R is a relation on a set A, i.e. a subset of A x A, we write a R b as well 
as (a, b) E R. 
I .I. Precedence relation 
Definition 1.1. An action system is a pair (A, P), where A is a finite set of actions and 
P is a precedence relation on A, i.e. an irreflexive, antisymmetric and transitive 
relation on A. Two actions a and b in A are independent if neither a Ph nor b Pa. 
Each action a in A is divided in two successive events: reading ra and writing w,, and 
we denote by E the set of events: E = { ra, w,, a in Aj. If A* is the set of words over the 
alphabet A, we define the morphism B from A* into E* such that 6(a) = Y, w,: the word 
e(a) represents an atomic execution of the action a. The precedence relation P is 
extended to E in the relation p, defined by the transitive closure of 
((r,, w,), a in A}u{(w,, 5), (a, b) in P}. 
The meaning of p is the following: for a given action, reading takes place before 
writing and if action a precedes action b, then the last event of a, w,, takes place before 
the first event of b, rb. Note that a precedence relation like P or P may be considered 
as an irreflexive partial order relation. In the following, we may also speak of partial 
ordering for both relations P and k 
Two languages are associated with an action system (A, P). The language L over the 
alphabet E describes all executions consistent with the precedence relation p, that is 
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for ugE*, u belongs to L if and only if 
(i) for each action a in A, (u Ira = 1 u Iw, = 1 and ra precedes w, in U, 
(ii) if a Pb then w, precedes rb in u. 
The language LA is the subset of L defined by: 
L,i,=LnO(A*). 
Note that each word in L corresponds to a total order relation on E which contains /? 
Moreover, the words in LA are of the form or w1 . ..r.w, and represent atomic execu- 
tions of the action system. 
Example 1.2. Consider an action system consisting of two independent actions 
a and b: A= {a, b) and P=@ Then L contains the following six executions: rarbwawb, 
rbraWaWb, rarbWbWo3 rbraWbWa3 and rOwOrb wb, rbwbraw,. Since only the last two of them 
are atomic, LA= {r,w,rbwb, rbwbraw,}. 
1.2. Conflict relation 
In order to define the conflict relation for an action system, we consider a set V of 
(shared) variables. With each action a in A, are associated: 
a subset R, of V, called the domain, 
a subset W, of V, called the range. 
Of course, reading the values of the variables in R, corresponds to the event r,, while 
writing values in W, corresponds to w,. 
Example 1.3. Let X, Y and Z be three variables in V and a the action defined by 
Z:= X + Y. The domain of a is R, = (X, Y) and its range is W, = (Z>. If the action a is 
defined by Z:= 3, the domain of a is empty, its range is again W, = (Z>. 
In a classical way, the conflict relation C between actions is expressed by the 
Bernstein’s conditions [2]: 
a Cb if and only if 
(i) a and b are independent and 
(ii) R,~W,#Q)OrRb~W,#@Or w,nwb#@. 
Remark 1.4. Although the problems studied in [14] and in the present paper are quite 
different (the model presented above is a particular case of the one developed in [14]) 
from earlier work by Lamport [7] and Lynch and Fisher [lo] which deals with the 
correctness of concurrent programs. The differences are the following. In [14], the 
problem is the optimization of concurrency for parallel programs which are globally 
serializable, so that conflicts between accesses related by the partial ordering, are 
allowed. On the contrary, in this work, the problem is the detection of the global 
serializability of a program. Hence, we are interested only in conflicts between 
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independent actions. Second, in [14], an arbitrary atomicity relation is defined over 
a partially ordered set of accesses and any execution should have the same effect as if 
related accesses were executed atomically. Such an atomicity relation represents a set 
of “atomicity constraints”. In this paper, these constraints concern only the two events 
of reading and writing for each action. Moreover, the partial order inside an action is 
always the same: reading precedes writing. In fact, this model is an extension of the 
two-step transactions one [3, 6, 121, in which transactions are of minimal size, since 
they contain only two steps: reading and writing. It should be noticed that each one of 
those two steps inside a given action is considered atomic, even when several variables 
are used. 
The conflict relations lead naturally to the notion of serializability. 
I .3. Serializability 
First, the conflict relation C is also extended in a natural way to E by: 
x Cy if (i) x and y are independent (that is neither x Py nor y px) and 
(ii) x=w,, y=wb and W,nW,,#8; or x=w,, y=rb and W,nRb#$; or 
x=r,, y=wb and R,n W, #8. 
Note that the relations C and Care symmetric. In the rest of the paper, we write 
D= Pu C and 0 = P v C and elements of R or b are called dependencies, respectively, 
between actions or events. 
Definition 1.5. A partial commutation relation is defined for elements x and y of E by: 
xy~ yx if neither (x, y) nor (y, x) belongs to b,. 
The congruence relation on L generated by this commutation relation will also be 
denoted by z and is defined by: 
u%u’ if there exists an integer p3 1 and a sequence u1 ,. .., up of words 
in L such that u=ui, n’=uP and for i=l,...,p-1, Ui=UiXyZ;l and 
Ui+ I =ViyXVi, where x z y and vi, vi are words in E *. 
Hence, the words u and U’ are equivalent if one can be obtained from the other 
through a sequence of commutations of accesses which are not related, neither by 
a precedence relation, nor by a conflict relation. A word u in L is said to be serializable 
if there exists a word u’ in LA such that UZU’. 
Remark 1.6. The notion of serializability defined above corresponds, in transaction 
models, to serializability with conflict preserving constraints: since conflicting events 
do not commute, they will be in the same order in two equivalent executions u and u’. 
The equivalence relation defined above is of great importance, because of the 
following property: if two words u and u’ are equivalent, then the corresponding 
executions write the same sequences of values in the variables of V. 
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Thus, when an execution is serializable, it behaves like an atomic one, which means 
that it produces in all variables the same sequences of values. The proof of this 
property is very similar to those in [S] and is omitted. 
Now, two problems arise: the first one, for which classical methods are known, is to 
check that a particular execution, represented by a word u, is serializable. On the other 
hand, in order to prove, in an atomic model, some properties of a concurrent 
algorithm, every possible execution of this algorithm has to be serializable. Thus, the 
second problem is to obtain global conditions which ensure that the language L 
of an action system contains only serializable words. In that case, we say that L is 
serializable. 
For action systems where all actions are mutually independent, i.e. with an empty 
precedence relation, it has been shown [3, 121 that serializability for an execution u is 
equivalent to the acyclicity of its dependency graph. This result can be easily extended 
for a nonempty precedence relation f. 
We define, for each execution u in L, the relation C(U) contained in C by: 
(a, b) belongs to C(U) if (a, b) belongs to C, and 
Y, C wb and r, precedes wb in u, 
or w, Crb and w, precedes rb in u, 
or w, C wb and w, precedes wb in u. 
We note D(U)= Pu C(u), for each u in L. The relation between D and D(u), for 
a given word U, is the following: the precedence relation Pexpresses effective depend- 
encies, which hold for each execution, while the conflict relation Cexpresses potential 
dependencies. A potential dependency determines an order between conflicting ac- 
tions (or accesses) only during a particular execution. For the execution represented 
by the word U, this order is expressed by the relation C(U). Hence, C(U) is no more 
a symmetric relation. On the contrary, C(u) is obtained from C by choosing orienta- 
tions consistent with the total order corresponding to U. Now, we have: 
Proposition 1.7. Let (A, P) be an action system and let u be a word in L. Then u is 
serializable if and only if D(u) is acyclic. 
Proof. (a) We first prove that, if u is serializable then D(u) is acyclic. Let u’ be a word 
in LA equivalent to u. According to the Remark 1.6 above, conflicting events are in the 
same order in u and u’. Hence, D(u) = D(u’). On the other hand, since U’ is an atomic 
execution, the total order expressed by U’ corresponds to a total order over A, so that 
D(u’) and D(u) are acyclic. 
(b) Conversely, if D(u) is acyclic, it can be extended in a total order over A, which 
corresponds to an atomic execution u’, with D(u)= D(u’), and u is equivalent to u’. 
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1.4. Global serializability: 
The next step toward global serializability is the following necessary condition, 
which allows one to reduce the cases of conflict: 
Proposition 1.8. If L is serializable, then the relation C has the following property called 
Reduced Conflict: 
(RC): for any two independent actions a and b, at most one of the three Bernstein’s 
conditions holds: 
(i) R,n W,#8 
(ii) Rb n W, # 8 
(iii) WOn W, # 0. 
Proof. Suppose that (i) and (ii) are simultaneously true and let u be an execution in 
which the events of a and b are ordered as follows: rbra&,w,. Then D(U) contains 
a cycle a, b, a and u is not serializable. Now, if(i) and (iii) hold, it is easy to see that the 
same execution u as above is not serializable. The case where (ii) and (iii) hold is 
symmetric to the previous one. 
Remark 1.9. The RC property means that between two independent actions, there is 
at most one conflict of accesses. In fact, this restriction of the conflict relation ensures 
in a reasonable way the atomicity of events ra and w,. From now on, we consider only 
action systems where RC holds. When this is not the case, a new system can always be 
obtained by a decomposition of actions into smaller ones, so that it is not very 
restrictive. Besides, it may be compared to the variables access rules of Anderson and 
Gouda [l] and to the single external access property of Shasha and Snir [14]. This 
last condition expresses that each action contains at most one access which conflicts 
with an access of another independent action. In fact, it can be seen in Example 1.10 
below that the single external access property is a stronger restriction than the RC. 
Moreover, it will be shown in Section 4.6 that the single external access property is 
a sufficient condition for global serializability. 
Example 1.10. Consider the following action system, where X, Y and Z are shared 
variables. There are four actions: a,: X:= Y; a*: Y:= 3; a3: Z:=X + Y, a4: Z:=X; with 
the precedence relations P = ((a,, a,), (a2, ad)>. 
In this example, as well as further in the paper, the read and write events of ai are 
written ri and wi, respectively, instead of rai and w,;. Similar notations are used for the 
domain and the range of ai. 
The conflict relation C is the symmetric closure of 
{(a,, Q), (Q, as), (a3, aI), (a3, a4)3, 
whereR,nW,#& WznR3#8,R3nW1#0and W,nW,#@andRCholds.Note 
that, according to the Remark 1.9 above, the single external access property does not 
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hold for the action a3: since rj conflicts with w2 (and wl) and wg conflicts with w4, 
both accesses r3 and w3 are external. 
The relations D= Pu Cand d= pu e are represented in Figs. 1 and 2, respectively, 
with full arrows for edges in P or P and dotted lines for edges in C or c. In Fig. 2, the 
precedence edges in P obtained by transitivity are not represented. 
Consider the word u =Y r Y w w Y w w which belongs to the corresponding 123 124 3 4 
language L. The relation D(u), represented in Fig. 3, is obtained by choosing 
Fig. I. Precedence and conflicts for actions 
rl: read Y 
Fig. 2. Basic precedence and conflict for accesses 
Fig. 3. Precedence and oriented conflicts for an execution. 
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(al, a*) because RI n W, # 8 and r1 precedes w2 in u, 
(a,, a2) because W, n R, # 0 and r3 precedes w2 in u, 
(a3, ai) because R3n WI #cb and r3 precedes w1 in u 
and 
(a3, a4) because W3 n W, # 0 and wj precedes w4 in u. 
Remark 1.11. When RC holds, the relations D(U), u in L, never contain cycles of 
length 2 and it is possible to define a bijective mapping CJ from C into c by: 
1 
(Y,, w,,) if (i) holds 
o((a, b))= (w,, rh) if (ii) holds 
(w,, wb) if (iii) holds. 
Since a precedence relation can be viewed as a particular, nonsymmetric form of 
conflict, we also use the notation ~((a, b))=(w,, rh) if a Pb. 
In the next part, we study the relations between cycles in D and cycles in D(u), for 
the words u of L. 
2. Effective minimal cycles of the dependency graph 
First recall some basic properties of cycles for a relation. Note that, according to the 
Remark 1.11 above, we consider only cycles of length at least 3. 
2.1. Dejinition and properties of minimal cycles 
Let R be a relation on a set A. A cycle of R is a sequence 4 = (a,, . . . , up) of distinct 
elements of A such that p33, (ai, ai+i) is in R for i= 1, . . . . p and (a,, ai) is in R. The 
integer p is the length of 4 and elements of each set {ai, ai + 1 }, i = 1, , p and {a,, al } 
are said to be consecutive. 
An equivalence relation between cycles may be used in order to identify two cycles 
4 and 4’ such that 4’ is a circular permutation of 4. For instance, the two cycles 
4 = (al, a2, a3) and 4’ = (a3, a,, az) are equivalent. The quotient set is denoted by 
Q(R) and an element of Q(R), that is an equivalence class, is also called a cycle of R. In 
order to write such an equivalent class, an arbitrary representative is chosen. We now 
define minimal cycles as follows. 
Definition 2.1. Let 4 = (a,, . , a,) be a cycle in Q(R). The cycle 4 is minimal if for each 
pair (ai, Uj) of nonconsecutive elements, (ai, aj) does not belong to R. We denote by 
a,,,(R) the subset of Q(R) of minimal cycles. 
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Example 2.2. In the example given in Fig. 4, the cycle 4=(a1, u2, a3, a4, as) is not 
minimal, since it contains the edge (a,, as). 
Remark 2.3. Minimal cycles, as defined in this work, may be compared to the 
“critical” cycles introduced by Shasha and Snir in [14]. Both types of cycles must 
contain no chords and correspond actually to minimal elements for some order 
relation. Here, it is an order relation on G(R), based on the classical notion of 
subsequence. However, there is a difference between critical and minimal cycles: in 
[14], the cycles are contained in the dependency graph 6 for accesses and they must 
have at least one edge in i? In this work, the cycles are in D and we are interested in 
cycles in C as well. Moreover, Shasha and Snir allow cycles of length 2, for instance in 
the case where (x, y) is both in pand in e, while in this work, we have no use for such 
cycles. Anyway, in the framework of concurrency control, the notion of cycles without 
chords turns out to be a very powerful and significant one. 
The following lemma allows to relate the minimal cycles of some relations on a set: 
Lemma 2.4. Let RI and R2 be two relations on a set A, such that: 
(9 RI cR2, 
(ii) if (a, b) is in R,, then at least one of the pairs (a, b) or (b, a) is in R, . 
Then 
Proof. (a) Let +=(al,..., up) be a minimal cycle of RI. Since RI c R,, C#I is also 
a cycle of R2. Let (ai, Uj) be a pair of nonconsecutive elements of 4. If (ai, aj) belongs to 
R2, then from (ii), either (ai, aj) or (aj, ai) is in RI, and this is a contradiction to the 
minimality of 4 for R,. Thus @,(R,) c @,(R,)n@(R,). 
(b) For the converse inclusion, let 4 be a minimal cycle of R2 and a cycle of RI. The 
condition (i) implies that 4 is a minimal cycle of RI, which gives the equality. 
2.2. A first characterization for global serializability 
Let L be the language of an action system, let D and D(u), u in L, be the relations 
defined in Section 1. We will now use Lemma 2.4, together with Proposition 1.7, to 
Fig. 4. A cycle which is not minimal. 
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relate the cycles of D and those of D(u) and obtain a necessary and sufficient condition 
for L to be serializable. 
Proposition 2.5. Let L be the language related to an action system (A, P), with the 
conflict relation C. Then L is seriakzable if and only ij’ 
Proof. (a) Assume that each word u of L is serializable. Then from Proposition 1.7, 
each relation D(u) is acyclic so that the condition holds. 
(b) Conversely, suppose that there exists a word u in L which is not serializable. The 
relation D(u) contains a cycle, which contains a minimal one 4. It is easy to see that, 
for any word u in L, the hypotheses of Lemma 2.4 hold for the relations D(u) = RI and 
D= RZ. From this lemma, 4 is also a minimal cycle in D, so that the set 
Proposition 2.5 means that, in order to test the global serializability of L, it suffices to 
test the minimal cycles of D. If, for at least one of these cycles 4, it is possible to find 
a word u in L such that $J is a cycle in D(U), then L is not serializable. If, on the 
contrary, no such word can be found for any minimal cycle of D, L is serializable. This 
result leads to the notion of effectiveness for a minimal cycle of D, defined below. 
Definition 2.6. Let 4 be a minimal cycle of D. The cycle 4 is said to be effective if there 
exists a word u in L such that 4 is also a cycle of D(u). 
With this definition, the problem of global serializability for L can be stated as 
follows: how to decide whether D contains or does not an effective minimal cycle. 
2.3. EfSective minimal cycles of D 
In this paragraph, we give a first characterization for the effectiveness of a minimal 
cycle in D, which involves a subgraph of 6. 
Let 4=(al, . . . . up) be a minimal cycle of D. We denote by O(4) the subset of D of 
oriented dependencies induced by 4: 
o(~)={(a,,a,),...,(a,,a,)}, 
and we consider the subset of L? of oriented dependencies between the corresponding 
events: 
&4)={c((a,b)), (a,b) in 0(4)}u((l,,,w,Z), ldidp}. 
We finally note, D(4)= Pu O(4) and D(4)= Pu a($~). 
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Effective minimal cycles can now be characterized by: 
Theorem 2.7. Let 4 =(a,, . . . , up) be a minimal cycle of D. Then 4 is effective $and only 
if 6(+) has no cycle. 
Proof. (a) Suppose that 4 is an effective cycle. From the definition, there exists a word 
u in L such that 4 is a cycle of D(u). Since the dependencies of 4 are represented in U, it 
is easy to check that if 6($) contains a cycle, then there exists an event x in E which 
precedes itself in the word U. This is a contradiction to the fact that u belongs to L. 
(b) Conversely, suppose that 6(4) has no cycle. 
(bl) We first prove that L?(4) has no cycle. If L?(4) contains a cycle, it also contains 
a minimal one: +i. Since phas no cycle, there exists at least one edge in d(4)\ p in 41. 
Moreover, from the transitivity of p and the minimality of 41, there are no two 
consecutive edges in Bin $1. We can then build from $1 a cycle 42 in D(4) in the 
following way: first, each edge (x, y) in 41, where events x and y belong, respectively, 
to actions a and 6, is replaced by the edge (a, b). Then consecutive edges of the form 
(b, a) (a, a) (a, c) are replaced by (b, a) (a, c). Like 41, the cycle 42 does not contain two 
consecutive edges in P, so that each vertex of 42 is the extremity of at least one conflict 
edge. Since the only conflict edges in D(4) are those of 4, the vertices of 42 are also 
elements of the cycle 4. It is easy to see that each edge in 42 must also be an edge in $J, 
because 4 is minimal. It follows that 42 is equal to 4 and that the cycle 4i is in d(4), 
which is a contradiction. 
(b2) Finally, we prove that 4 is effective. Since d(4) has no cycle, the transitive 
closure of b(4) is a partial order and can be extended to a total order. This order 
contains, in particular, P and corresponds to a word u in which the dependencies of 
4 are represented. For this word U, D(4) is contained in D(u), so that 4 is a cycle of 
D(u) and 4 is effective. 
Example 2.8. Consider the action system of Example 1.10. The graph D= Pu C, 
represented in Fig. 1, contains four minimal cycles: 41 =(al, a3, a*), 42=(a,, a2, a3), 
$3=(u1,a4,a3) and 44=(a2,a4,a3). The graph 6(4,) in Fig. 5(a) has a cycle 
(rl, wl, r3, w2) while d(4,) in Fig. 5(b) is acyclic. Hence, 41 is not an effective cycle, 
i.e. there is no word u such that O(4,) is contained in D(u). On the contrary, 42 is 
effective and there exists a word, for instance v = r3 rl w1 r2 w2 wj, which represents the 
dependencies of 42. This word can be completed in a word of L, for instance 
/------ 
rl 1’ r2 r3 i!iKB 4’ , I\ , / wl w2 w3 
Fig. 5(a). 6(4,). Fig. 5(b). a(@,) 
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u =ur4w4, such that 0($2) is contained in D(u). Therefore, it can be concluded that 
L is not serializable and a nonserializable word u of L has been built. 
In Section 3, we present an important consequence of the theorem above, involving 
a valuation on the graph D. This property allows one to detect the presence of an 
effective minimal cycle in D, without building d(4). 
3. A test for global serializability 
3.1. Conjiguration qf a qde 
We first introduce a valuation on D. 
Definition 3.1. For each edge (a, b) of D= Pu C, the value ~((a, b)) of this edge is 
defined by: 
1 if a(@, b))=(w,, h), 
v((a, b))= 0 if o((a. b))=(w,, w,), 
- 1 if a((~, b))=(r,, wb). 
Note that for an edge (a, b) in C, such that ~((a, b)) = (x, y), we have 
o((b, a))=(~, x), so that the valuation v is antisymmetric over C: v((b, a))= -~((a, b)). 
The idea underlying the notion of value for an edge of D is the following: in order to 
compare dependencies, we consider the constraints they induce on the words of L. In 
the first case, the dependency is strong because action a takes place before action b. 
Thus, the only possible words in L, with respect to this dependency, contain the 
corresponding events in the order: ruw,rbwb. In the second case, the dependency is 
medium, because the possible orders of these events are: r,w,rbwb or r,rbw,wb or 
rbra w,M+,. The third case concerns a weak dependency, since any one of the three 
orders above is possible, in addition with rbro wb w, or rorbwbw,. 
Example 3.2. Consider again the relation D of Example 1.10. The valuated edges of 
D are represented in Fig. 6, with the following convention: an arbitrary orientation is 
chosen for each conflict edge in C and only the value of the oriented edge is written. 
The value for the other orientation is obtained by antisymmetry of the valuation v. 
Using the values of the edges of D, we may now define the configuration of a minimal 
cycle of D: 
Definition 3.3. Let 4 =(a,, . . . , up) be a minimal cycle of D. The configuration of 4 is 
a word v(4) = x1 x, over the alphabet { - 1, 0, l}, such that: 
xi=v((ai,ai+i)), for i=l,...,p-1 and x,=v((u,,u,)). 
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Fig. 6. Valuation of the edges of D. 
We finally state some basic properties of configurations, which lead to a second 
characterization for the effectiveness of a minimal cycle. 
3.2. Properties of configurations 
Let u = x1 . . x, and u’ =x; . XL be two words of the same length over the alphabet 
{ - 1, 0, 11. We say that v is smaller than v’ and we note v 6 u’ if for each i, 1 d id p, 
Xi~Xi. 
Lemma 3.4. (a) Let +=(aI, . . . , a,,) and (b’=(bl, . . , b,) be two minimal cycles of 
D with the same configuration. Then q5 is eflective if and only if 4’ is effective. 
(b) Let C#J be an effective minimal cycle of D and let 4’ be a minimal cycle of D such 
that length(4)=length(4’) and v(c$‘)<v($). Then 4’ is effective. 
Proof. (a) From Theorem 2.7, 4 is effective if and only if d(4) has no cycle. Since 
$ and 4’ have the same configuration, the oriented graphs d(4) and d(&) are 
isomorphic, i.e. there exists a bijection fl from {ra,, 1 d id p } into { rbi , 1~ id p} and 
from {w,~, l<i<p) into (wbi, l,<ifp) such that, for each x,y in (rai, l<i<p)u 
{w,<, 1 <i<p}, (x, y) is an edge of 6($) if and only if (b(x), /3(y)) is an edge of 8(#). It 
should be noticed that no distinction is made between edges in P and edges in 6 
Hence, 6(q5) has a cycle if and only if 6(4’) has a cycle, so that 4 and 4’ are both 
effective or not effective. 
(b) It suffices to consider two cases: 
Case 1: v(~)=v, 1 v2 and v(+‘)=u, 0~. 
We build from D another valuated graph D’, in which the value of the corres- 
ponding edge (a, b) is changed from 1 to 0. Note that, although their underlying 
oriented graph is the same, D and D’ must be considered as two different valuated 
graphs. Indeed, the graphs L? and bf are different because b’ contains the edge 
(w,, wb), instead of (w,, rb) in b. Then 4 is also a minimal cycle of D’, with configura- 
tion ~(4’). Since 4 is effective in D, there exists a word u in L such that 4 is a cycle of 
D(u), with: 
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Since rb precedes wb, we have: u=u~w,u~T~u;w~u~, so that D(u)= D’(u) and 4 iS also 
effective in D’. In D’, 4’ is also a minimal cycle, with the same configuration as 4. 
From (a) above, 4’ is effective in D’, and also in D, because D(u)= D’(u). 
Case 2: v(4)=u10u2 and v(#)=ul -1 u2 
The proof is the same as in case 1, with the word: 
3.3. Test for global serializability 
The main result of this work is the following: 
Theorem 3.5. Let 4 be a minimal cycle of D. Then 4 is effective ifand only ifthere exist 
two words v1 and v2 over the alphabet { - 1, 0, 1} such that v(~)=v, 0 - 1 v2 or 
v($J)=vl -1 -1 v2. 
Proof. (a) Let 4 = (ai, . . . , ap) be a minimal cycle of D with one of the two configura- 
tions above. Since we can choose any representative for a cycle, we can assume that v1 
is empty. From the Lemma 3.4(b), it suffices to prove that with the configuration 
v(&)=O - 1 v2, where v1 is a nonempty sequence of l’s, 4 is effective. If we write ri 
instead of r,, and Wi instead of w,~, the graph 6($) contains the following depend- 
encies: (wi, wZ), (r2, wg), (Wi,ri+l), i=3, . . . . ~-1~ and (w,, r,), with, in addition, the 
precedence edges (ri, Wi), i= 1, . , p. 
Clearly, d(4) contains no cycles and 4 is effective. 
(b) Now suppose that 4 is a minimal cycle of D with none of those two configura- 
tions. From Lemma 3.4(b), we have only to prove that 4 is not effective if its 
configuration is of the form: v(4) = u1 1 - 1 v2 1 - 1 . up 1 - 1, where vi is a (possibly 
empty) sequence of 0’s. In that case, it is easy to see, by writing the dependencies in 
6(@) in a way similar to the above that 6(4) contains a cycle, so that 4 is not effective. 
This theorem expresses the fact that the effectiveness of a minimal cycle can be 
checked only by looking at the configuration of this cycle. Therefore, neither is it 
necessary to build the graphs D(u) for the words u in L, nor even to build a(4). 
Thus, the algorithm for the test of global serializability of L consists in three steps: 
(1) find the set D2 of consecutive edges in D, which have valuation 0 - 1 or - 1 - 1. 
(2) for each pair ((a, b), (b, c)) in D,, look for a minimal cycle in D, beginning 
with a, b, c. 
(3) If such a cycle exists for some consecutive edges, 
then this cycle is effective and L is not serializable, 
else there are no effective cycles in D and L is serializable. 
3.4. Complexity of the serializability test 
Let D be the dependency graph of an action system (A, P) with conflict relation 
C and suppose that card(A)= n and card( D)=m. In the worst case, because of the 
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search for a minimal cycle, this algorithm is exponential in II. This is explained by the 
following result of Nourine [l 11. 
Theorem 3.6 (Nourine [ 1 l] ). Let (a, b) (b, c) be two consecutive edges in the depend- 
ency graph D. The problem of the existence of a minimal cycle beginning with a, b, c is 
NP-complete. 
However, the test for global serializability is in polynomial time in two particular 
cases of great practical interest. 
The first one concerns the classical model of two-step transactions, which corres- 
ponds to action systems with an empty precedence relation, so that the dependency 
relation D is reduced to the conflict relation C. Although the serializability test for 
a given execution u consists in the test of acyclicity for D(U), which is known to be in 
time 0(n2), the total number of executions is (2n)!/22”. Thus, checking each execution 
would lead to an exponential algorithm for the global serializability test. Theorem 3.7 
below shows that a global answer can be provided in polynomial time. 
Theorem 3.7. If the precedence relation Pis empty, then the testfor global serializability 
is in time O(m2n3). 
The second case concerns action systems for which P is a union of total orders 
< i, 1 d i < r. In a classical way, such a system is described as the parallel composition 
of r chains: 
s=s,// . . . /IS,, where Si=ai,1 . ..a+., l<idr, 
represents the total order <i. 
For example, Fig. 7 represents the union of three total orders, for which the preced- 
ence edges obtained by transitive closure are not represented. 
Again for such action systems, the total number of executions is exponential. 
Nevertheless, Theorem 3.8 shows that the global serializability test can be made in 
polynomial time. 




Fig. 7. Parallel composition of three chains. 
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Theorem 3.8. If the precedence relation P is a union of a fixed number r 3 2 of total 
orders, then the test for global serializability is in time 0(m2n2’-4). 
Proof of Theorems 3.7 and 3.8. First note that finding the set of consecutive edges in 
D with valuation 0 - 1 or - 1 - 1 requires time at most rn2. This gives the complexity 
for the first step of the algorithm proposed above. 
We now consider a given pair (a, b), (b, c) of such edges and we define a subgraph 
G(b) of the graph G=(A, D), by cancelling from A: 
- any action which does not conlhct with at least another action, and 
- any action (except a and c) which conflicts with b. 
Of course, the corresponding edges from D are also cancelled. More precisely, the set 
of vertices is: 
A(b)={a,c}ufb’ in A such that (i) there exists c’ in A, (b’, c’) is in C 
(ii) (b, b’) is not in C}, 
and the set of edges is D(b) = {(x, y) in D such that x and y are in A(b)}. 
The proofs of the following facts 1 and 2 are easy and left to the reader. 
Fact 1. If the precedence relation P is empty, then there exists a minimal cycle in 
C beginning with (a, b, c) if and only if there exists a path from c to a in G(b). 
The search for a path can be made for instance through a transitive closure 
algorithm which is known to be in time 0(n3). This gives a complexity 0(m2n3) for 
the complete algorithm and proves Theorem 3.7. 
Fact 2. If the action system is the parallel composition of r chains, r 2 2, then there exists 
a minimal cycle in D beginning with (a, b, c) if and only if there exists a path w from c to 
a in G(b), such that w contains at most two actions from any chain, which are consecutive 
in w. 
Since the chain which contains b is not in G(b), there are at most r - 1 chains in G(b). 
Thus, the number of vertices of a correct path w different from c and a is at most 2r - 4, 
which provides a detection algorithm in time 0(m2n2r-4) and Theorem 3.8 holds. 
4. An extension to programs with loops 
4.1. Introduction 
In this section, the result of Theorem 3.8 is extended to the parallel composition of 
infinite sequential processes. Consider for instance Peterson’s software solution for 
two processes to the critical section problem [13]. These processes Pi and P2 share 
three variables: pug1 and flag2, which have boolean values, initially false; and turn, 
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whose range is {I, 2}, initially 1. The structure of PI is the following: 
repeat 
remainder section 
flag1 := true; 
turn:= 2; 
while (flag2 and turn=2) do skip; 
critical section 
flag1 := false; 
until false; 
The structure of P, is obtained from PI by exchanging 1 and 2, and the set of 
executions is obtained by the parallel composition of PI and P2. In this basic example, 
each action used for control, i.e. outside the remainder section or the critical section, is 
either a single read or a single write. Hence, these actions can be considered atomic, 
and it will not be surprising to find out that the corresponding system is globally 
serializable. However, this example was chosen for three reasons: 
(i) Since the numbers of iterations of the loops are not known in advance, it is not 
possible to develop extensively the occurrences of actions, in order to obtain an action 
system like in Section 1. Therefore, we have to define an extension of the notion of 
action system, including the representation of infinite sequential processes, like P, and 
P2. The class of simple rational expressions, introduced in Section 4.2, is used for such 
processes. 
(ii) The example shows the consistency of the model with the intuitive idea of 
atomic actions and 
(iii) it allows to give a small but significant construction of a finite automaton, from 
a globally serializable system. This construction is presented in Section 6. 
4.2. Simple rational expressions 
We consider two restricted classes of rational expressions. 
Definition 4.1. Let A be an alphabet. The class SRE of simple rational expressions 
over A is defined inductively by: 
(i) each a in A is in SRE, and alph(a) = { u} 
(ii) if S1 and S2 are in SRE, with disjoint alphabets alph(S,) and alph(S,), then the 
product SISz is in SRE, and alph(SISz) is the union of alph(S,) and alph(S,). 
(iii) if S is in SRE, then S* is also in SRE with the same alphabet as S. The subclass 
of SRE of simple rational expressions without star is obtained in the same way, 
without applying rule (iii). 
Example 4.2. (a) S=aI (u2(u3a4)*u5)*u6 is a simple rational expression over the 
alphabet A= {a,, a2, u3, u4, as, ah}. 
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(b) The process Pi presented above can be represented by the following rational 
expression: 
where oi stands for any instruction of the remainder section, e, for the first two 
instructions of the entry section (flag1 := true and turn:= 2), e; for the last instruction 
of the entry section (test on flagl), c1 for any instruction in the critical section and s1 
for the instruction (flag1 :=false) of the exit section. 
Since the product is an associative operation, each expression without star is of the 
form S= a, . . . up, where Ui, 1 did p, are distinct elements in A. Such an expression 
represents clearly a chain, i.e. a sequential action system, associated with a total order 
relation TO(S)= {(ui, aj), 1 <i<j<p). The smallest element a, is written g(S) and the 
greatest up is written d(S). Note that if S=a, then d(S)=g(S)=a. 
From each expression S in SRE, an expression without star S may be obtained, by 
cancelling all stars in S. For the expression S of example 4.2(a), S = a, u2 u3 u4u5 u6. 
In a classical way, it is possible to define subexpressions for an expression in SRE. 
Expressions like a,, (n3u4)*, us, (u2(u3u4)* u5)*, are subexpressions of S above. We 
will now define a relation B(S) on the alphabet of each expression S in SRE, in order 
to describe the subexpressions with stars contained in S. Elements of these relations 
are, therefore, called backward edges. 
Definition 4.3. The set of backward edges B(S) associated with an expression S in 
SRE is defined by: 
B(S)={(d(S,), g(S,)) such that ST is a subexpression of S} 
For the expression S of Example 4.2(a), there are only two subexpressions containing 
stars: 
(u3u4)* and (u2(u3u4)* us)*. Thus, B(S) contains two backward edges: 
(1) For ST =(u3u4) *, S1 =S1 =u3u4 and (u4, u3) are in B(S), and 
(2) for ST=(u2(u3u4)*u5)*, S1=uzu3u4u, and (a=,, u2) are in B(S). 
It should be noticed that if S: and Sz are two subexpressions of an expression S, then 
either alph(Si) and alph(S,) are disjoint or one is contained in the other. The corres- 
ponding edges are said to be disjoint or nested. Therefore, each expression S in SRE can 
be built from an expression without star So and a relation B on alph(&) such that 
(i) the edges in B are not in the total order TO(&), and 
(ii) the edges in B are pairwise disjoint or nested. 
From the relation B(S) and the total order TO(S), it is possible to define for S an 
extension of the precedence relation defined in Section 1. This relation P(S) is the 
transitive closure of TO (3) u B(S) and is also called a precedence relation, although 
in this case, it is not an order relation. Indeed, P(S) may contain cycles. Figure 8 
shows the graph of the relation P(S) for the simple rational expression 
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Fig. 8. Precedence relation for a simple rational expression. 
S=a, (cz~(Qu~)* a5)*a6 of Example 4.2(a). Edges obtained by transitivity are not 
represented and backward edges are in bold arrows. 
Elements of A again represent actions and the set E= {Y,, w,, a in A} with the 
morphism 0 from A* into E* such that fI(a)=r,w, are defined like in Section 1. The 
language of an expression S in SRE, L(S), over the alphabet E, is the image by 8 of the 
rational language on A associated with S. 
Example 4.4. The rational language over A of the expression S in Example 4.2(a) is: 
{“1(u2(u3u4)pu5)q~6~ ?& 430}, 
so that L(S)~{~~~~(~~~~(r~~~~~~~)p~~~~~)4r~~~, p, 30). 
4.3. Extended action systems and serializability 
Definition 4.5. An extended action system is an r-tuple of simple rational expressions 
S=(S1,S2,..., S,) such that the alphabets Ai=alph(Si) are pairwise disjoint. Since 
this r-tuple extends the notion of parallel composition of chains, we may also call 
chain an expression like Si and use the notation S=Si // . . . /IS,. 
Let A be the union of alphabets Ai, 1 ,< i < r. The set of events related to Ai is Ei = {r,, 
w,,uinA,},fori=l,2 ,..., ~.andE={r,,w,, a in A} is the set of events related to A. 
The projection from E* onto ET is the morphism denoted by ni, which erases all letters 
not in Ei. 
If L(Si) is the language over Ei associated with the simple rational expression Si, the 
languages of S are defined by: 
L={u in E*, such that for i= 1,2, . . ..r. Xi(U) belongs to L(Si)} 
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and 
LA= Lnd(A*). 
As in Section 1, words in LA represent atomic executions for S. 
The precedence relation of S, denoted by P, is the union of the precedence relations 
P(S,), associated with Si, 1 di<r. 
Example 4.6. S = (a, u2)* // a3 is an extended action system. The precedence relation 
contains only two edges, both from the chain S1 =(ulu2)*. The edge (a,, u2) belongs 
to the total order TO&) while (u2,ul) is a backward edge. The words 
u~=~~(Y~w~Y~w~)~w~, ~30, belong to L, but not to LA, and the words 
vp=rjw3(rlw1r2w2)p, pb0, belong to LA. 
Extended action systems for which all the expressions Si, 1 did r, are without star, 
can be viewed as particular cases of the definition given in Section 1. Indeed, the 
precedence relation contains no backward edges and is a union of the total order 
relations associated with the expressions Si, 1 <i ,< r. In this section, such systems are 
called finite (extended) action systems. 
Definition 4.7. As in Section 1, a domain R, and a range W, are associated with each 
element a of A. The conflict relation C for an extended action system S = S1 // . . . // S, is 
the conflict relation corresponding to the finite action system S = S, // . . . /IS,. . Accord- 
ing to the remark above, this system has the same alphabet A as S and its precedence 
relation is the union of the total orders TO(&), 1 < idr. 
The set of dependencies is again written D= Pu C. 
Example 4.8. Consider the system S=(uluz)* //a3 of Example 4.6, with a conflict 
relation Cdefined by the symmetric closure of {(a,, u3), (u2, u3)}. Figure 9 represents 
the graph D for this system, with conflict edges denoted by dotted lines like in 
Section 1. 
Exactly as in Section 1, both relations Pand Care extended to E in pand C, with 
6= /% C and the same partial commutation relation is defined for elements x and 
y of E by: 
xy z yx if neither (x, y) nor (y, x) belongs to D, 
so that the definition of serializability applies without change in the case of extended 
action system. 
Fig. 9. Dependencies of an extended action system. 
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Obviously, Proposition 1.7 cannot be extended without first building a new graph 
D(U), related to each word u in L. A simple way to return to the finite case consists in 
numbering the occurrences of a same action or event. 
Let u be a word in L and Ui = ni (u) the projection of u on Er . The word Ui allows one 
to define a total order between occurrences of actions in Ai, and we denote by P(u) the 
union of these total orders, 1~ id r. We also denote by occ(u) the word obtained from 
u by giving distinct numbers to the occurrences of events in U. 
If the kth occurrence of a letter x is written x (k) both in A and in E, the relation of , 
oriented conflict between occurrences of actions in u, C(U), is defined by: 
utk) C(U) bch’ if (a, b) belongs to C and, 
ra cw, and rik’ precedes wb”) in u, 
or 
or 
w, cr, and wLk’ precedes rbh’ in U, 
w, C wr, and wb”) precedes wb”) in u. 
Now, if D(u)= P(u)u C(u), we have: 
Proposition 4.9. Let S be an extended action system and let u be a word in L. Then u is 
serializable if and only if D(u) is acyclic. 
Proof. Let E(u) be the alphabet of occ(u). Then a partial commutation relation on E(u) 
can be defined as a copy of the commutation relation on E, so that u is serializable if 
and only if occ(u) is serializable. A finite action system can be built from the word 
occ(u), for which the graph of oriented dependencies D(occ(u)) is exactly D(u). 
Therefore, occ(u) is serializable if and only if D(u) is acyclic and Proposition 4.9 holds. 
Clearly, since the property of reduced conflict (RC) depends only on the conflict 
relation C, Proposition 1.8 holds for extended action systems, and only systems with 
this property are considered. 
Example 4.10. For the system of Example 4.8, suppose that WI n W, # 8, 
W, nl7, # 8 and RC holds. It can be seen in Fig. 10(a) that the graph D(ul) for the 
word u1 =r3r1 w1 r2w2w3 in L has no cycle. In this graph, since there is only one 
occurrence of each action, the numbers of occurrences are omitted. The word u1 
is serializable and equivalent to u; =rI w1r3w3r2wZ. On the contrary, Fig. 10(b) 
shows that the graph Cl (uZ) corresponding to u2 = r3 (rI w1 r2 w2)2 wj = 
r3r1w1r2w2rlw1r2w2w3 contains a cycle: 
$2=(a$r), ai2), a:‘)). 
Since r3 and w2 do not commute, and neither do w3 and wl, the word u2 is not 
serializable. 
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Fig. 10(a). Qu, ). Fig. 10(b). D(uz). 
Now in order to extend our result, we have to study the relations between cycles in 
D and cycles in D(U). 
4.4. Cycles of the dependency graph 
Because of the difference between the alphabet of events and the alphabet of 
occurrences, the relation between cycles in D and in D(U) cannot be the same as in 
Section 2, and we have to define an extension of the notion of effective minimal cycles 
of D. First note that although D may contain cycles in P, these cycles never appear in 
the graphs D(U). Therefore, in this section, we consider only minimal cycles in D which 
have at least one edge in C. On the other hand, a cycle in D can only appear in D(U) 
through occurrences of actions. If 4 =(ai, . . . , a,) is a minimal cycle of D and if 
h 1, . . . , h, are numbers of occurrences of actions ai, . . . , up, respectively, in a word u, we 
write +(h,, . . . , h,) for the sequence of occurrences (alhl’, . . , u$‘p’). In the particular 
case where hi = 1, for i= 1,2, . . ,p, we may write 4 instead of $(h,, . . , h,). 
Definition 4.11. Let 4 =(a,, . . . , up ) be a minimal cycle of D. The cycle 4 is said to be 
effective if 
(i) 4 has at least one edge in C, and 
(ii) there exist a word u in L and integers hI , . . . , h, such that (p (h, , . . . , h,) is a cycle 
of D(U). 
With this definition, it is easy to see that Proposition 2.5 can be formulated for 
extended action systems as in the following proposition. 
Proposition 4.12. The language L of an extended action system S is not serializable if 
and only if there exists an efSective minimal cycle in D. 
With the same notations as in Section 2, we have the following theorem. 
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Theorem 4.13. Let 4 =(al, . . . , a,,) be a minimal cycle of the dependency graph D for an 
extended action system S. Then 4 is efective if and only if 6(&) has no cycle. 
Proof. (a) First suppose that q!~ is effective. From the definition, there exist a word u in 
L and integers hl, . . . , h, such that d(h,, . . . . hp) is a cycle of D(u). Then, the depend- 
encies of #(h,, . . . , hp) are represented in occ(u), and as in the finite case, 
d(4(h,, . , h,)) cannot contain a cycle. Since 8(d) is obtained from &$(h,, . . , h,)) 
by cancelling the occurrence numbers h, , . . . , h,, a(+) is also acyclic. 
(b) Conversely, suppose that d(4) has no cycle. We have to find a word u in L and 
integers h,, . . . , h,such that $(h,, . . . , hp) is a cycle of D(u). The extended action system 
S is the parallel composition of r simple rational expressions: S = Sr // // S,. Like in 
the proof of Theorem 3.8 it can be seen from this particular structure of extended 
action systems that the minimal cycle 4 contains at most two actions from each one of 
the expressions Si, 1 <ibr, which are consecutive in 4. 
Let ui be the only word of the language L(Si), where Si is the expression without star 
associated with Si, 1~ idr. We consider three cases. 
Case 1: If the cycle 4 does not contain any action of Si, or if 4 contains exactly one 
action ak in Si, we define ui=ui and hk = 1. 
We suppose now that the cycle 4 contains exactly two actions in Si. From the 
remark above, these actions are consecutive, so that we obtain an edge (ak, ak+ 1 ) of 4. 
Case 2: If (ak, ak+ 1 ) iS in TO (Si), we define again ui = Ui and hk = hk+ 1 = 1. 
Case 3: The edge (ak, ak+ 1 ) is not in TO (3;). Since P(Si) is the transitive closure of 
TO (Si) u B (Si ), there is at least one edge of B (Si) in a path from ak to ak + 1 . But edges 
in B (Si) are either disjoint or nested, so that there is exactly one edge of B (Si), and the 
path from ak to ak+ 1 is of the form (ak, c), (c, b), (b, a k+ 1 ) , where b and c are actions in 
alph(S[), such that 
either c=ak, or (ak, c) is in TO(&), 
(c, b) belongs to B(Si), and 
either b=ukfl, Or (b, Uk+l) iS in TO(Si). 
The situation is illustrated in Fig. 11. 
For the expression Si, the word Ui can be written: 
where uj, 1 <j< 5, are words over Ei, such that Q(b)v, is the empty word if b=ak+ 1 
and v.+d(c) is the empty word if c=ak. 
In this third case, we define u~=vI [e(c)v26(ak+l)u36(ak)u4~(b)]2v5 and hk=l, 
h,, 1 = 2. Since (c, b) is a backward edge, the word u: belongs to L(S,). 
Note that uf’=occ(u;) can be written: 
(1) (1) U~‘=v’Irk+IWk+l 2 k v’ #l) w~+&r;2~ 1w;2J 1 vf4’ wp) v;. 
Finally, we consider the finite action system S’=S; // l/S: such that for each i, 
1 <i<r, L(S;)= {occ(ut)}. Clearly, L(S’) is contained in L(S) and from the construction 
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is for a part 
of the chain 
Fig. 11. The chain S, 
above,+(h,, . . . . h,) is a minimal cycle in the dependency graph D’ of S’. Since 6(4) is 
acyclic and 6(4(h,, , k,)) is obtained from 6(4) by adding the occurrence numbers 
k l,...,kp, O(+(k,,..., k,)) is also acyclic. Hence, 4 (k,, . , k,) is effective and there 
exists a word u’ in L(S’) such that 4(k,, . . . , kp) is a cycle in D(u’). The word LI obtained 
from u’ by cancelling the occurrences numbers is in L(S). Since u’=occ(u), we have 
D(u’) = D(U) and 4 (k, , . . . , k,) is a cycle in D(u), so that 4 is effective and Theorem 4.13 
holds. 
Example 4.14. Consider again the system S=(a, u2)* //a3 of Example 4.10, where 
conflicts are produced by W, n W3 # 0 and W2 n R, #8. The dependency graph 
D, represented in Fig. 9, contains two minimal cycles 4r = (ai, us, a2 ) and 
&=(a,, u2, u3). It can be seen in Fig. 12(a) and (b) that d(4,) is acyclic while d(4,) 
contains the cycle (w 1, r2, w2, rj, w3). Hence, $2 is not effective but 41 is effective and 
L is not serializable. In order to find a nonserializable word, we define a word v with 
the dependencies of $~r: v=r2r3w2rlw1wj, which is then completed in a word of L: 
u3=r1 w1vr2wz. The word uJ contains two occurrences of events for a, and aI, and 
the cycle 41 corresponds to the first occurrence of u2 and the second occurrence of a,. 
Note that u3 is equivalent to the word u2 = r3 (rl w1 r2 w2)’ w3 already seen in Example 
4.10, so that D(u3)= D(u2) is the graph of Fig. 10(b). 
4.5. Test for global seriulizuhilitJ 
The precedence relation Pand the conflict relation Cin the dependency graph D of 
an extended action system are disjoint. Thus, when the property of RC holds, the 
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definition of the valuation v of D given in Section 3 as well as the notion and 
properties of the configurations for cycles apply. Since Theorem 3.5 depends only on 
the relations between the configuration of a cycle 4 and the graph 6(q5), we have, with 
the same notations as in Section 3 the following theorem. 
Theorem 4.15. Let 4 be a minimal cycle of the dependency graph II for an extended 
action system. Then 4 is effective if and only ifthere exist two words v1 and v2 over the 
alphabet { - l,O, l} such that v(4)=v1 0 - 1 u2 or v(~)=u, - 1 - 1 u2. 
The dependency graph with its valuation for the system S = (a1 a2)* // a3 of Example 
4.14 is represented in Fig. 13, with the same conventions as in Section 3. This figure 
illustrates again the effectiveness of cycle $1 =(aI, a3, a2), whose configuration is 
v(4,)=0 - 1 1. 
On the contrary, the configuration of 42 =(aI, a2, a3) is v(c$~)= 1 10, which does 
not contain any of the patterns 0 - 1 or - 1 - 1, so that it is not an effective cycle. 
Moreover, the test for global serializability of an extended action system is in 
polynomial time. Since the structure of such systems is very similar to the parallel 
composition of chains, the proof is as for Theorem 3.8. 
Theorem 4.16. Let S = S, // . . . // S, b e an extended action system with r simple rational 
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Fig. 12(b). a(42). 
Fig. 13. The valuated graph D for an extended action system. 
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4.6. Suficient conditions for global serializability 
Theorems 3.5 and 4.15 have the following consequence: 
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Proposition 4.17. Let S be an action system (or an extended action system) with alphabet 
A. The language L is globally serializable in the two following cases: 
(i) S has the property of single external access: for each action a in A, at most one of 
the two events ra or w, conjicts with an independent access, 
(ii) each action a in A, is either a single read or a single write: either R, or W, is empty. 
Proof. Clearly, (ii) is a particular case of (i). Suppose that L is not serializable. From 
Theorem 3.5 (or Theorem 4.1 S), there exist two consecutive edges with valuation 0 - 1 
or - 1 - 1. We obtain three actions a, b and c such that rb conflicts with w, and either 
w, conflicts with wb or ra conflicts with wb. This is a contradiction to the fact that at 
most one of the two accesses rb or wb conflicts with another access. It follows that L is 
serializable. 
Thus, each program can be transformed into a globally serializable one, by the 
decomposition of its instructions into atomic operations. 
Consider again the first example of Section 4, that is, Peterson’s solution to the 
critical section problem for two processes. The extended action system is S = PI //I’,, 
where 
P1=((oI)*eI(e’I)*(cI)*s,)* and P2=((02)*el(e;)*(c,)*sz)*. 
Since W,, n R,; = {flagl, turn), there is a conflict edge between e, and e;, with 
v(e,, e;)= 1 (and v(e;, e,)= - 1). There is also a conflict edge between e; and s2, such 
that v(e;, s2)= - 1 because R,; n W,,= (flag2). From the symmetry of PI and P2, we 
obtain the valuated dependency graph D, represented in Fig. 14. 
Fig. 14. The valuated dependency graph of S = P ,//P2 
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In this case, Proposition 4.17 applies, so that L is globally serializable. It is now 
possible to build a finite automaton whose transitions are labelled by A, in order to 
describe all executions of S = Pi // P2. For this automaton, the alphabet is: 
The states are Stuples (t,f1,f2, bi, b,) where t is the value of turn,f, and& are the 
respective values of flag1 and flag2 and b, , b2 have boolean values with bi true if and 
only if Pi in its critical section. 
Writing F for false and V’ for true, the initial state is (1, F, F, F, F) and the 
automaton is represented in Fig. 15. 
Although very simple and classical, this example illustrates the practical interest of 
globally serializable systems. If a finite automaton is built in order to prove properties 
of all executions of the system, it must be possible for the actions represented by 
transition labels to be considered atomic. When a given alphabet of actions, with the 
corresponding dependency relation, ensures the global serializability of the system, 
the language of the finite automaton is exactly the set of all executions. The next step 
in this study would be to obtain an automaton, whose alphabet is of minimal size. If 
a set of accesses is given, a partition of this set has to be found, optimal in the following 
sense: the elements of this partition are the greatest actions such that the resulting 
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Fig. 15. Automaton of a globally serializable system. 
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5. Conclusion 
The problem addressed in this paper concerns the verification of concurrent 
programs, using models in which the transition labels are supposed to be atomic. If 
each instruction of a program written in a high-level language is split into atomic 
operations, the transformation leads to a great number of states. On the other hand, 
without this decomposition, a part of the executions cannot be represented, so that the 
verification is not complete. Thus, our purpose is to make only a partial decomposi- 
tion, such that the missing executions are in some way equivalent to those which are 
represented. This is the case when the program, with this partial decomposition, is 
globally serializable. 
In this framework, we presented models for the description of finite programs and 
the parallel composition of programs with loops. These models include a graph, which 
represents the dependencies of the system, both in terms of precedence and conflict. 
We proved that the property of RC is a necessary condition for the global serializ- 
ability, and we gave a characterization of globally serializable action systems, based 
on the existence of effective minimal cycles in the dependency graph. Complexity 
results show that, although the problem is NP-complete in the general case, the 
detection of global serializability can be made in polynomial time for a large class of 
concurrent programs, obtained by the parallel composition of sequential processes. 
For a program in this class (with at least two processes), the number of executions is 
always exponential, so that any algorithm designed for the test of one execution, and 
among them dynamic ones, would be of exponential complexity if applied to the 
global serializability test. Therefore, in the frequent cases where the test is polynomial, 
the detection of global serializability is a very useful tool for the verification of 
concurrent programs. 
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