Brownian motion on stationary random manifolds by Lessa, Pablo
ar
X
iv
:1
40
8.
35
71
v1
  [
ma
th.
DG
]  
15
 A
ug
 20
14
Brownian motion on stationary random manifolds
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∗
Abstract
We introduce the notion of a stationary random manifold and develop
the basic entropy theory for it. Examples include manifolds admitting a
compact quotient under isometries and generic leaves of a compact folia-
tion. We prove that the entropy of an ergodic stationary random manifold
is zero if and only if the manifold satisfies the Liouville property almost
surely, and is positive if and only if it admits an infinite dimensional space
of bounded harmonic functions almost surely. Upper and lower bounds for
the entropy are provided in terms of the linear drift of Brownian motion
and average volume growth of the manifold. Other almost sure properties
of these random manifolds are also studied.
∗CMAT, Facultad de Ciencias, UdelaR, Igua´ 4225, 11400 Montevideo, Uruguay. Email:
lessa@cmat.edu.uy
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Introduction
In two articles published in the late 80s (see [Ka˘ı86] and [Ka˘ı88]) Vadim Kaimanovich
laid out a plan for the study of asymptotic entropy of Brownian motion on Rie-
mannian manifolds. By analogy with the, by then, well established theory of
Avez entropy for random walks on discrete groups (see [KV83]), he defined an
entropy for Riemannian manifolds and outlined how it would relate to the Li-
ouville property, algebraic properties of the fundamental group of the manifold,
and volume growth among other things. The main idea is that the Rieman-
nian metric on the manifold must have some sort of recurrence in order for
this statistical approach to work. The three main cases where one suspects
that this recurrence condition is satisfied are: manifolds with transitive isome-
try group (e.g. the entropy theory for continuous groups was treated by Avez
in [Ave76] and Derrienic in [Der85]), manifolds with a compact quotient (see
[Ka˘ı86], [Var86], and [Led96]), and generic leaves of compact foliations in the
sense of Lucy Garnett’s harmonic measures (see [Gar83] and [Ka˘ı88]).
The entropy theory of discrete groups has seen its results successively gen-
eralized to more general types of graphs than Cayley graphs. So for example in
[KW02] the theory is worked out for graphs whose isometry group is transitive
while Benjamini and Curien have introduced in [BC12] the concept of a sta-
tionary random graph which simultaneously generalizes and includes the case
of Cayley graphs and graphs with transitive isomorphism group.
Following Benjamini and Curien’s lead we introduce the concept of a sta-
tionary random manifold, which is a rooted random manifold whose distribution
is invariant under re-rooting by Brownian motion, and develop the basic theory
of entropy for them. This concept includes manifolds with transitive isometry
group, compact quotient, and generic leaves of compact foliations and is also
invariant under weak limits (as long as the manifolds involved have uniformly
bounded geometry).
Using this concept we carry out Kaimanovich’s plan. That is, we define
a non-negative quantity h(M) (the Kaimanovich entropy) associated to each
stationary random manifold M which we prove exists and equals zero if and
only if M satisfies the Liouville property (i.e. all bounded harmonic functions
are constant) almost surely and is positive if and only if almost surely the
space of bounded harmonic functions onM is infinite dimensional (see Theorem
2.11). We also consider the linear drift ℓ(M) of Brownian motion on the random
manifoldM which exists and is non-negative by virtue of Kingman’s subadditive
ergodic theorem. The main result, Theorem 2.15, is the chain of inequalities
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ℓ(M)2 ≤ h(M) ≤ ℓ(M)v(M)
where v(M) is the mean volume growth of the ergodic stationary random man-
ifold M . This result has several applications which we discuss in Section 2.2.4.
In Section 3 we construct a path space and corresponding a Brownian motion
on any stationary Riemannian manifold. Using this concept we prove some
results about linear drift which where used in the proof of Theorem 2.15 (see
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Corollary 3.7), obtain a Furstenberg type formula for linear drift (Theorem
3.14), and a weak result (Theorem 3.10 and Corollary 3.11) in the spirit of
Ghys work on surface laminations (see [Ghy95]).
In the case of stationary random Hadamard manifolds with pinched negative
curvature under a reversibility hypothesis (which is automatically satisfied in
the case of a single manifold with compact quotient), we improve the lower
bound for entropy to 2ℓ(M)2 ≤ h(M) (see Theorem 3.23), a result first proved
by Kaimanovich in the case with compact quotient (see [Ka˘ı86, Theorem 10]).
The same inequality is valid for all manifolds with compact quotient without any
curvature restrictions as shown by Ledrappier in [Led10, Theorem A], however
we have no analogous result for stationary random manifolds.
We have organized the article as follows. In the first section we treat re-
sults about a single fixed Riemannian manifold. In the second, we treat result
on stationary random manifolds without the need for Brownian motion (except
indirectly through the heat kernel). Finally, in the third section we define Brow-
nian motion on a stationary random manifold and explore its main properties.
The results in article are included in the author’s Phd. Thesis.
Acknowledgements
I would like to thank Franc¸ois Ledrappier and Matilde Martinez for advising me
during the past few years. Special thanks are also due to Vadim Kaimanovich
and Jesu´s A. A´lvarez Lopez for helping to improve this work (also, the example
of a manifold whose Brownian motion is not steady we give in Theorem 1.7 is
due to Vadim). I benefited greatly from conversations with Fernando Alcalde,
Se´bastie´n A´lvarez, Christian Bonatti, Mat´ıas Carrasco, Yves Coudene, Gilles
Courtois, Franc¸oise D’albo, Bertrand Deroin, Raphae¨l Krikorian, and Andre´s
Sambarino. I would also like to thank Samuel Senti and the other organizers
and participants of the conference Probability in Dynamics 2014 at URFJ, Rı´o
de Janeiro. This work was partially financed by CSIC and SNI/ANII.
3
1 Liouville properties and Zero-one laws on Rie-
mannian manifolds
In this section we establish the basic results linking the asymptotic behavior
of Brownian motion with potential theory of the underlying Riemannian man-
ifold (see Theorem 1.4 and Lemma 1.5). We give an example, due to Vadim
Kaimanovich, of a manifold on which the tail and invariant σ-algebras are not
equivalent for Brownian motion (see Theorem 1.7), and show that any such ex-
ample necessarily has unbounded geometry (see Theorem 1.8). To conclude we
give proofs of the main facts about mutual information (i.e. Theorem 1.10 and
Lemma 1.12) which will be used later on to prove results about Kaimanovich
entropy (see Theorem 2.11).
The results in this section are not new but they are not available (to the
best of the author’s knowledge) in the literature in the form needed for our
applications. Analogous results for discrete time Markov chains were treated
in [Kai92] and can be used to give alternative proofs of some of the results
discussed here. Mutual information and its relationship to entropy was discussed
in [Der85] in the context of random walks on continuous groups.
1.1 Brownian motion and the backward heat equation
1.1.1 Laplacian, heat semigroup, and heat kernel
Consider a connected complete d-dimensional Riemannian manifold M . We
denote by ∆ the self-adjoint extension of the non-positive definite Laplacian on
L2(M) and by p(t, x, y) the heat kernel. We recall that p(t, x, y) = p(t, y, x) and
p is a smooth positive function on (0,+∞)×M×M such that u(t, x) = P tf(x) =∫
p(t, x, y)f(y)dy is the unique solution to the heat equation ∂tu = ∆xu with
initial data u(0, x) = f(x) for any given f ∈ L2(M). Existence of the heat
kernel and its basic properties are treated in detail in [Gri09].
It can be shown that
∫
p(t, x, y)dy ≤ 1 for all t > 0. If the last integral is
always equal to 1 then one says that M is stochastically complete.
The Euclidean plane minus one point R2 \ {0} is an example of a stochas-
tically complete manifold which is not geodesically complete. An example of a
complete but not stochastically complete manifold can be obtained by endowing
the plane R2 with the Riemannian metric given in polar coordinates by
ds2 = dr2 + p(r)2dθ2,
for some function p satisfying p(r) = er
3
for all r large enough.
1.1.2 Brownian motion
On R one has p(t, x, y) = (4πt)−1/2 exp
(
− (x−y)24t
)
. We notice that the density
of the time t of a standard Brownian motion starting at x ∈ R can be written
as p(t/2, x, y). When passing to a Riemannian manifold we have decided to
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keep this factor of 12 which distinguishes the heat kernel from the transition
density function of Brownian motion. To avoid confusion we keep the notation
q(t, x, y) = p(t/2, x, y).
Given a stochastically complete manifold M and a point x ∈ M we define
Weiner measure Px starting at x on the space Ω = C([0,+∞),M) of continuous
paths from [0,+∞) to M as the unique Borel measure (the topology being
that of uniform convergence on closed intervals) such that for all Borel sets
A1, . . . , An ⊂M and all positive times t1 < · · · < tn the probability
Px(ωt1 ∈ A1, · · · , ωtn ∈ An)
of the set of paths ω ∈ Ω which visit each Ai at the corresponding time ti is
given by the integral∫
A1×···×An
q(t1, x, x1)q(t2 − t1, x1, x2) · · · q(tn − tn−1, xn−1, xn)dx1 · · ·dxn.
A Brownian motion with initial distribution µ (a Borel probability on M) is
defined to be an M valued stochastic process whose distribution is given by∫
Pxdµ(x).
With the above definition one can prove the existence of manifold valued
Brownian motion via Kolmogorov’s continuity theorem using further properties
of the heat kernel (i.e. upper bounds in terms of distance).
We will also use an alternative description of Brownian motion (usually
attributed to Eells, Elsworthy, and Malliavin, e.g. see [Hsu02, pg. 75]) as a
diffusion on the orthogonal frame bundle O(M).
Consider the smooth vector fields Vi, i = 1, . . . , d on O(M) such that the flow
of Vi applied to a frame X = (x, v1, . . . , vd) ∈ O(M) (here x ∈ M and the vi
form an orthonormal basis of the tangent space at x) moves the basepoint along
the geodesic with initial condition vi and transports the frame horizontally.
Then any solution to the Stratonovich stochastic differential equation
dXt =
d∑
i=1
Vi(Xt) ◦ dW it
driven by a standard Brownian motion (W 1t , . . . ,W
d
t ) in R
d, projects to a Brow-
nian motion on M .
The equivalence of these two approaches is established in [Hsu02, Proposi-
tions 3.2.2 and 4.1.6].
1.1.3 Zero-one laws
For each t ≥ 0 define the σ-algebra Ft of events occurring before time t as the
Borel subsets of Ω = C([0,+∞),M) generated by the open sets of the topology
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of uniform convergence on the interval [0, t]. Similarly we let F t be the σ-
algebra of events occurring after time t which is generated by the open sets of
the topology of uniform convergence on compact subsets of the interval [t,+∞).
Events belonging to all F t are called tail events and form the tail σ-algebra
defined by
F∞ =
⋂
t≥0
F t.
We recall that any Borel subset in Ω can be approximated (meaning the
probability of the symmetric difference can be made arbitrarily small) by a
finite disjoint unions of events of the form
{ω ∈ Ω : ωt1 ∈ A1, . . . , ωtn ∈ An}
where t1 < . . . < tn and the sets Ai are Borel subsets of M . Similarly each set
in Ft can be approximated by finite disjoint unions of events of the above form
with tn ≤ t and each set in F t by events of the above form with the restriction
t1 ≥ t.
The Markov property allows one to express the probability of a tail event
with respect to the measure Px as averages over y of the probabilities with
respect to Py of a ‘shifted’ event. More concretely let shift
t : Ω→ Ω be defined
for t ≥ 0 by
(shifttω)s = ωt+s,
one has the following property.
Lemma 1.1. Let M be a complete connected and stochastically complete Rie-
mannian manifold. For each tail event A the function
u(t, x) = Px(shift
t(A))
solves the backward heat equation
∂tu(t, x) = −1
2
∆u(t, x).
Proof. Fix T > 0 and set v(t, x) = u(T − t, x) for each t ∈ (0, T ) and x ∈ M .
By applying the Markov property one obtains
v(t, x) =
∫
q(t, x, y)Py
(
shiftT shiftT−tA
)
dy =
∫
p(t/2, x, y)v(0, y)dy
which implies that ∂tv(t, x) =
1
2∆v(t, x) from which the desired result follows.
We say that an event A ⊂ Ω is trivial if it has probability 0 or 1 with respect
to all measures Px. Brownian motion on M is said to satisfy the zero-one law if
all tail events are trivial. Lemma 1.1 allows one to show that triviality of a tail
event for Px is independent of the choice of x ∈ M (in particular the zero-one
law can be verified at a single x ∈M).
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Corollary 1.2. Let M be a complete connected and stochastically complete
Riemannian manifold and A ⊂ Ω be a tail event. Then A is trivial if and only
if shiftt(A) has probability 0 or 1 with respect to some Px for some t ≥ 0.
Proof. Apply the maximimum principle to u(t, x) defined in Lemma 1.1.
An event A is said to be invariant if (shiftt)−1(A) = A for all t ≥ 0 (this
implies shiftt(A) = A since the shift maps are surjective). The σ-algebra of all
invariant events is denoted by F inv. Since invariant events are also tail events
one may apply Lemma 1.1 to obtain the following.
Corollary 1.3. Let M be a complete connected and stochastically complete
Riemannian manifold. For each invariant event A the function
v(x) = Px(A)
is harmonic (i.e. ∆v(x) = 0 for all x).
We say Brownian motion is ergodic on M if all invariant events are trivial.
By Corollary 1.2 ergodicity is equivalent to triviality of all invariant events with
respect to a single probability Px.
1.1.4 Liouville properties
A manifold M is said to satisfy the Liouville property (some times we just
say M is Liouville) if it admits no non-constant bounded harmonic functions.
Similarly we say M is backward-heat Liouville if it admits no non-constant
bounded solutions to the backward heat equation (defined for all t ≥ 0).
Theorem 1.4. Let M be a complete connected and stochastically complete Rie-
mannian manifold. Then M is backward-heat Liouville if and only if its Brow-
nian motion satisfies the zero-one law. Similarly, M is Liouville if and only if
its Brownian motion is ergodic.
Proof. Suppose M is backward-heat Liouville and A is a tail event. Then by
Lemma 1.1 the function
u(t, x) = Px(shift
tA)
solves the backward equation and by hypothesis must be constant.
Given times t1 < · · · < tn and Borel sets A1, . . . An ⊂M we calculate using
the Markov property (which is possible because A ∈ F tn) to obtain that the
probability
Px (ωti ∈ Ai for i = 1, . . . , n and ω ∈ A)
of the trajectory belonging to A while hitting each Ai at the corresponding time
ti is given by∫
A1×···×An
q(t1, x, x1) · · · q(tn − tn−1, xn−1, xn)Pxn(shifttnA)dx1 · · · dxn
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which since u(t, x) is constant yields
Px (ωti ∈ Ai for i = 1, . . . , n)Px (ω ∈ A) .
This implies that A is independent from Ft for all t so that A is independent
from itself and must have probability 0 or 1. We conclude that ifM is backward-
heat Liouville then its Brownian motion satisfies the zero-one law (notice that
the proof mimics that of the classical zero-one law).
The same argument shows that if M is Liouville then its Brownian motion
is ergodic.
On the other hand if there is a bounded backward solution u(t, x) defined
for all t ≥ 0 then
u(t, ωt)
is a bounded martingale with respect to any Px. Since u(t, ·) is not constant
(otherwise u would be constant) the random variable u(t, ωt) is not almost-surely
constant with respect to Px. On the other hand the martingale convergence
theorem implies that the limit
f(ω) = lim
t→+∞
u(t, ωt)
exists almost surely with respect to Px and that its conditional expectation to
Ft is u(t, ωt). This shows that f is not almost-surely constant with respect to
Px and, since L is tail measurable, there are non-trivial tail events.
In the case where one assumes that there is a non-constant bounded har-
monic function v(x) one has that u(t, x) = v(x) is a bounded backward solution
independent of t. The same argument above works with the additional fact that
the limit f is shift invariant and hence yields non-trivial invariant events.
We conclude this subsection reexamining the last part of the previous proof
(i.e. the construction of bounded tail measurable function f : Ω → R starting
from a bounded backward solution u(t, x)). In view of Corollary 1.2 all the
measures Px are mutually absolutely continuous when restricted to the tail σ-
algebra F∞. We call the measure class of any and all Px the harmonic measure
class on F∞. We say a tail measurable function f : Ω → R is invariant if
f ◦ shiftt = f for all t ≥ 0.
Lemma 1.5. Let M be a complete connected and stochastically complete Rie-
mannian manifold. There is a one to one correspondence associating to each
bounded solution u(t, x) to the backward equation ∂tu(t, x) = − 12∆u(t, x) the
bounded tail measurable function
fu(ω) = lim
t→+∞
u(t, ωt)
considered up to modifications on zero-measure sets with respect to the harmonic
measure class. Furthermore fu can be modified on a null set with respect to the
harmonic measure class so that it is shift invariant if and only if u(t, x) = v(x)
for some bounded harmonic function v :M → R.
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Proof. First of all we fix x ∈M and notice that u(t, ωt) is a bounded martingale
with respect to Px so that the limit fu(ω) exists Px-almost surely. Since the
existence of the limit fu is a tail event this implies that fu is well defined almost
surely with respect to the harmonic measure class on F∞.
We will now show that u 7→ fu is injective.
For this purpose suppose fu = fv almost surely with respect to Px. By the
martingale convergence theorem the conditional expectation of fu to Ft with
respect to Px is given by
Ex (fu|Ft) = u(t, ωt)
and similarly for fv so that one has for each t ≥ 0 that
u(t, ωt) = v(t, ωt)
for Px almost every ω ∈ Ω. Since ωt has a strictly positive density q(t, x, ·)
under Px and the functions u(t, ·) and v(t, ·) are continuous this implies that
u(t, ·) = v(t, ·) for each t so that u = v as claimed.
If u(t, x) = v(x) for some harmonic function v then
fu(ω) = lim
t→+∞
v(ωt) = lim
t→+∞
v(ωt+s) = fu(shift
sω)
almost surely with respect to the harmonic measure class so fu can be modified
on a zero measure set to be invariant.
Reciprocally assume that fu is shift invariant. One has
lim
t→+∞
u(t, ωt) = fu(ω) = fu(shift
sω) = lim
t→+∞
u(t, ωt+s) = lim
t→+∞
u(t− s, ωt).
Setting us(t, x) = u(t−s, x)1 one obtains that fu = fus so that by the previously
established injectivity u = us. Since this works for all s we obtain that u(t, x) =
v(x) for some harmonic function v.
It remains only to show that the map u 7→ fu is surjective.
By Lemma 1.6 below for each t and x there is a probability P(t,x) on F t
which satisfies
P(t,x) (A) = Px
(
shiftt(A)
)
.
Denoting by E(t,x) the expectation with respect to P(t,x) and setting
u(t, x) = E(t,x) (f(ω))
one has by the martingale convergence theorem and Lemma 1.6 that f = fu.
Hence u 7→ fu is surjective as claimed.
Lemma 1.6. Let M be a complete connected and stochastically complete Rie-
mannian manifold. For each t ≥ 0 the map shiftt is a bijection between the
σ-algebras FT and FT−t on Ω for all T ≥ t. In particular each shiftt is a
bijection on F∞.
1One can extend us to t ≤ s uniquely using the heat equation.
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Furthermore, denoting by P(t,x) the unique probability on F t which satisfies
P(t,x) (A) = Px
(
shiftt(A)
)
for all A ∈ F t one has that the conditional expectation of any bounded and tail
measurable function f : Ω → R to the σ-algebra Ft relative to the probability
Px0 (x0 being any chosen point in M) is given by
Ex0 (f(ω)|Ft) = u(t, ωt)
where u(t, x) = E(t,x)(f(ω)) is the expectation of f relative to P(t,x) for all t ≥ 0
and x ∈M .
Proof. We had glossed over this point earlier (e.g. in Lemma 1.1) but the
continuity of shiftt does not imply that if A ∈ F t then shiftt(A) is Borel.
However, if ω ∈ A for some A ∈ F t then all continuous paths which coincide
with ω after time t also belong to A. This property implies (valid for all t ≥ 0)
that shiftt is a bijection between FT and FT−t (even though shiftt certainly is
not injective as a function on Ω) for all T ≥ t.
The second claim amounts to establishing the fact that
Ex0 (f(ω)1A(ω)) = Ex0 (u(t, ωt)1A(ω)) (1)
for all A ∈ Ft.
Suppose first that f = 1B for some B ∈ F∞ and
A = {ω ∈ Ω : ωsi ∈ Ai, i = 1, . . . ,m}
where the Ai are Borel subsets of M and t1 < · · · < tn ≤ t.
Then one has
Ex0 (f(ω)1A(ω)) = Px0 (A ∩B)
=
∫
A1×···×Am
q(s1, x0, x1) · · · q(t− sm, xm, y)Py
(
shifttB
)
dx0 · · · dxmdy
= Ex0 (u(t, ωt)1A(ω)) .
Since any A ∈ Ft can be approximated (with respect to Px0) by finite disjoint
unions of events of the above form we have established the claim for bounded
tail measurable functions that are indicators of a tail set.
For the general case notice that given two functions for which Equation 1
holds one has that the equation holds for any linear combination of them. Fur-
thermore, if f is the monotone limit of a sequence of non-negative functions for
which Equation 1 is known to hold then by the monotone convergence theo-
rem the equation holds for f as well. This proves that the claim holds for all
bounded tail measurable functions.
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1.2 A bounded backward heat solution
If v is a bounded harmonic function on a manifold M then u(t, x) = v(x) is a
bounded solution to the backward heat equation. The following construction,
due to Vadim Kaimanovich (see also [Kai92, pg. 23]), yields an example of a
manifold admitting bounded solutions to the backward heat equation which are
not of the above form.
Theorem 1.7. Consider the smooth Riemannian metric g on the plane R2
which in polar coordinates has the form
ds2 = dr2 + p(r)2dθ2
with p(r) = re
1
2
r2 . There exists a smooth bounded function u(t, x) which solves
the backward heat equation with respect to this metric and such that u(t, ·) is
not harmonic for any t ∈ R.
Proof. To see that such an expression in polar coordinates yields a smooth
metric at the origin of R2 we calculate explicitly the coefficients of the metric
(letting e1, e2 be the canonical basis of R
2 and (x, y) = (r cos(θ), r sin(θ))) and
obtain
g11 = g(e1, e1) = 1 + y
2(p(r)2/r2 − 1)/r2
g12 = g(e1, e2) = −xy(p(r)2/r2 − 1)/r2
g22 = g(e2, e2) = 1 + x
2(p(r)2/r2 − 1)/r2,
so the claim follows because (p(r)2/r2 − 1)/r2 can be extended analytically to
r = 0 (just consider the power series of p(r)).
Consider a solution rt to the Ito differential equation{
r0 = 1
drt = dXt + f(rt)dt
where f(r) = 12p
′(r)/p(r) = (r+1/r)/2 and Xt is a standard Brownian motion
on R. If one sets
τT =
∫ T
0
1
f(rt)2
dt
and
θt = Yτt
where Yt is an Euclidean Brownianmotion independent fromXt, then (rt cos(θt), rt sin(θt))
is a Brownian motion for the metric g (see [Hsu02, Example 3.3.3]).
We will show that there is a non-trivial tail event for the process rt which is
not shift invariant.
For this purpose notice that the fact that f(r) ≥ 1 implies that
rT = 1 +XT +
∫ T
0
f(rt)dt ≥ (1 +XT + T )+
11
for all T where x+ = x if x > 0 and 0 otherwise.
Next set H(r) = log(1+ r2) and notice that H ′(r) = h(r) = 1/f(r) if r > 0.
By the Ito formula one has
dH(rt) = h(rt)dXt + (1 +
1
2
h′(rt))dt.
We will show that the limit
L = lim
t→+∞
H(rt)− t
exists almost surely. Clearly L is tail measurable with respect to the filtration
associated to rt and is not shift invariant (replacing rt by rt+s changes the value
of L by s as well). If we show that L is not almost surely constant then there
are non-trivial tail events (of the form {L > a}) which are not shift invariant.
Notice that
H(rT )− T =
∫ T
0
h(rt)dXt +
1
2
∫ T
0
h′(rt)dt.
Using the inequality rt ≥ (1 +Xt + t)+ one obtains that for almost all tra-
jectories one eventually has rt > t/2. Combined with the fact that |h′(r)| =
O(1/r2) when r → +∞ one obtains that∫ +∞
0
|h′(rt)|dt < +∞
almost surely.
To show that the martingale part of H(rT )−T converges it suffices to show
that its variance is bounded. By the Ito isometry one has
E
(∫ T
0
h(rt)dXt
)2 = ∫ T
0
E
[
h(rt)
2
]
dt.
To bound the integrand we separate into two cases according to whether
|Xt| > t/2 or not and obtain (for t > 2 using that h ≤ 1 and that h is decreasing
on r > 1)
E
[
h(rt)
2
] ≤ P [|Xt| > t/2] + h(t/2)2 = P [|X1| > √t/2]+ h(t/2)2.
The right hand side is integrable because the first term decreases exponentially
while the second is of order O(1/t2).
Hence we have established that the limit L of H(rt)− t exists almost surely
when t→ +∞. To complete the proof it remains to show that the random vari-
able L is not almost surely constant (see Figure 1 below for evidence supporting
this claim).
Suppose that L were almost surely equal to a constant C. Let the stopping
time σ for rt be minimal among those with the property that rσ = 1 and rt = 2
12
for some t < σ. One always has σ > 0 and, by the Varadhan-Stroock support
theorem, there is a positive probability that σ is finite. The Markov property
implies that on the set with σ <∞ one has
C = lim
t→+∞
H(rt)− t = lim
t→+∞
H(rσ+t)− t = C + σ
contradicting the fact that σ is positive.
0 5 10 15
t
0
0.5
1
1.5
H
(r
t
)
−
t
Figure 1: Ten trajectories of the process H(rt)− t.
In the above example the radial process rt grows super-linearly so that τt
converges almost surely as t → +∞ and hence so does θt. Events of the form
θ∞ = limt→+∞ θt ∈ [a, b] are invariant and therefore may be used to define
non-constant bounded harmonic functions. As far as the author is aware the
question of whether there exists a manifold satisfying the Liouville property but
admitting non-constant bounded solution to the backward heat equation is still
open.
1.3 Steadyness of Brownian motion
Recall that a Riemannian manifold is said to have bounded geometry if its
injectivity radius is positive and its sectional curvature is bounded in absolute
value. We show that examples such as the one given in the previous subsection
must have unbounded geometry (in the example the curvature at distance r
from the origin is −(3 + r2)).
Following Kaimanovich we say Brownian motion on M is steady if every tail
event can be modified on a null set with respect to the harmonic measure class
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on F∞ to be invariant. This is equivalent (via Lemma 1.5) to the property that
every bounded solution to the backward heat equation is of the form u(t, x) =
v(x) for some bounded harmonic function v.
The following result was proved in the caseM has a compact quotient under
isometries by Varopoulos (see [Var86, pg. 359]). A more general result with no
assumption on the injectivity radius of M was announced by Kaimanovich with
a proof sketch (see [Ka˘ı86, Theorem 1]).
Theorem 1.8. Let M be connected Riemannian manifold with bounded geom-
etry. Then M is stochastically complete and Brownian motion on M is steady.
In particular every bounded solution u(t, x) to the backward heat equation de-
fined for all t ≥ 0 is of the form u(t, x) = v(x) for some harmonic function
v.
The so-called zero-two law is a sharp criteria for equivalence of the tail and
invariant σ-algebras of Markov chains (see [Der76]). In our situation it amounts
to the statement that
sup
x∈M
{
lim
t→+∞
∫
|p(t+ τ, x, y)− p(t, x, y)|dy
}
is either equal to 0 or to 2 for all x ∈M and all τ > 0 and furthermore the limit
is 0 if and only if Brownian motion is steady.
We will verify that the above limit cannot be 2 in Lemma 1.9 below. From
this, steadiness of Brownian motion follows from the zero-two law. A proof
which does not rely on the zero-two law will be given at the end of this subsec-
tion.
Lemma 1.9. Let M be a connected Riemannian manifold with bounded geom-
etry. For each τ > 0 there exists ǫτ > 0 such that∫
|q(t+ τ, x, y)− q(t, x, y)|dy ≤ 2− ǫτ
for all x ∈ M and t ≥ τ . In particular, if u(t, x) is a solution to the backward
equation ∂tu = − 12∆xu bounded by 1 in absolute value then
|u(t+ τ, x)− u(t, x)| ≤ 2− ǫτ
for all t ≥ 0 and all x ∈M .
Proof. Let K > 0 be a finite bound for the absolute value of all the sectional
curvatures of M and ρ > 0 be strictly less than the injectivity radius at all
points of M and the diameter of the d-dimensional sphere of constant curvature
K.
Fix x ∈ M and let ψ : Rd → M be a normal parametrization at x, i.e.
ψ(v) = expx ◦L(v) where expx : TxM →M is the Riemannian exponential map
at x and L : Rd → TxM is a linear isometry between Rd (endowed with the
usual inner product) and the tangent space TxM (with the inner product given
by the Riemannian metric on M).
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Consider the metric of constant curvature−K ball Bρ(0) of radius ρ centered
at 0 in Rd of the form ds2 = dr2+p(r)dθ2 where dθ2 is the standard Riemannian
metric on the unit sphere Sd−1 ⊂ Rd and one sets
p(r) = sinh(
√
Kr).
We denote by ϕ(t, ·) the probability density of the time t of Brownian motion
started at 0 and killed upon first exit from Bρ with respect to the constant
curvature metric above. The only fact about ϕ we need is that it is everywhere
positive on Bρ for all t.
Let qKρ (t, x, y) be defined for y in the open ball Bρ(x) of radius ρ centered
at x by
qKρ (t, x, y) = ϕ(t, ψ
−1(y))
where ψ−1(y) is the unique preimage of y in Bρ(0).
Theorem 1 of [DGM77] states that for all y ∈ Bρ(x) one has
qKρ (t, x, y) ≤ qρ(t, x, y)
where qρ(t, x, ·) is the probability density of the time t of Brownian motion on
M started at x and killed upon first exit from the ball of radius ρ centered at
x.
Also one has qρ(t, x, y) ≤ q(t, x, y) since the probability of Brownian mo-
tion on M going from x to a small neighborhood of y in time t diminishes if
one demands that it never exit the ball of radius ρ centered at x before that.
Therefore one has
qKρ (t, x, y) ≤ q(t, x, y)
for all y ∈ Bρ(x).
Define ǫτ (x) by the equation
ǫτ (x) =
∫
Bρ(x)
min(qKρ (τ, x, y), q
K
ρ (2τ, x, y))dy.
Let ω be the Euclidean volume form on Bρ and λ(p)ω be the pullback of
the volume form of M under ψ. Since the sectional curvature of M is bounded
from above by K by [Pet06, Theorem 27] one has λ(p) ≥ sin(√Kr)d−1 for all
p at distance r from 0 in Bρ. Since ǫτ (x) can be calculated by integrating a
fixed positive function on Bρ with respect to the form λ(p)ω one obtains that
ǫτ = inf{ǫτ(x), x ∈M} is positive.
Since q(τ, x, ·) ≥ qKρ (τ, x, ·) and q(2τ, x, ·) ≥ qKρ (2τ, x, ·) one obtains the
following∫
|q(τ, x, y)−q(2τ, x, y)|dy ≤
∫
q(τ, x, y)+q(2τ, x, y)−min(q(τ, x, y), q(2τ, x, y))dy ≤ 2−ǫτ .
From this it follows for all t ≥ 0 that∫
|q(t+2τ, x, y)−q(t+τ, x, y)|dy ≤
∫
|q(2τ, x, z)−q(τ, x, z)|q(t, z, y)dzdy ≤ 2−ǫτ
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as claimed.
To conclude we observe that if u satisfies the backward equation and is
bounded in absolute value by 1 then one has
|u(t+ ǫ, x)− u(t, x)| = |
∫
(q(τ, x, y) − q(2τ, x, y))u(t+ 2τ, y)dy| ≤ 2− ǫτ
which concludes the proof.
As mentioned above one can prove Theorem 1.8 from the previous lemma
using the zero-two law. The proof below relies instead on the bijection between
bounded tail measurable functions and solutions to the backward equation (see
Lemma 1.5).
Proof of Theorem 1.8. Let vr(x) denote the volume of the ball of radius r cen-
tered at a point x ∈ M . The lower curvature bound implies that vr is less
than or equal to the volume of a ball of radius r in hyperbolic space of constant
curvature −K (see [Pet06, Lemma 35]). In particular one has∫ +∞
1
r
log(vr)
dr = +∞
so that M is stochastically complete by [Gri09, Theorem 11.8].
Suppose that Brownian motion on M is not steady. Then one can find a
non-trivial non-invariant (even up to modifications on null-sets with respect to
the harmonic measure class) tail set A and τ > 0 such that B = shiftτ (A) is
disjoint from A. It follows from Lemma 1.2 that B is also non-trivial.
Consider the tail function defined by f(ω) = 1A(ω)− 1B(ω). By Lemma 1.5
there exists a bounded solution u to the backward equation such that f = fu.
By Lemma 1.6 one knows that u is bounded by 1 in absolute value almost
everywhere and by continuity of u this holds everywhere.
Notice that for almost every ω with respect to the harmonic measure class
one has:
lim
t→+∞
u(t, ωt) = f(ω)
and
lim
t→+∞
u(t− τ, ωt) = lim
t→+∞
u(t, ωt+τ ) = f(shift
τ (ω)).
In particular by choosing such a generic path in B one obtains that there
exists ω ∈ Ω such that
lim
t→+∞
u(t, ωt) = −1
and
lim
t→+∞
u(t− τ, ωt) = 1.
This implies that there exist values of t and x such that u(t− τ, x)− u(t, x)
is arbitrarily close to 2, contradicting Lemma 1.9.
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1.4 Mutual information
Suppose M is a stochastically complete manifold whose Brownian motion sat-
isfies the zero-one law. Then given x ∈M , A ∈ Ft and B ∈ F∞ one has that A
and B are independent under Px i.e. Px(A ∩ B) = Px(A)Px(B). The converse
is also true, i.e. if each tail event B is independent from the events in Ft for all
t then the Brownian motion on M satisfies the zero-one law (Proof: As in the
proof of the classical zero-one law, one approximates B by events in Ft to show
that it is independent from itself and hence trivial).
A, perhaps convoluted, but useful way of rephrasing this is the following:
Consider the function ω 7→ (ω, ω) from Ω to Ω × Ω. Since this function is
continuous one can push forward Px to obtain a probability P̂x on Ω× Ω. The
measure P̂x describes the joint distribution of two copies of the same Brownian
motion on M . On the other hand the probability Px × Px on Ω × Ω describes
the joint distribution of two independent Brownian motions on M starting at x.
The two probabilities P̂x and Px × Px are very different (e.g. they are mutually
singular). However, assuming the zero-one law is satisfied, if one restricts them
both to the σ-algebra σ (Ft ×F∞) generated by sets of the form A × B with
A ∈ Ft and B ∈ F∞ then they coincide. In fact, Brownian motion on M
satisfies the zero-one law if and only if P̂x and Px ×Px coincide when restricted
to σ (Ft ×F∞) for all t ≥ 0.
The mutual information between two random variables is a non-negative
number which is zero if and only if they are independent. Given a σ-algebra
F of Borel sets in Ω one may consider the identity map ω 7→ ω as a random
variable from Ω endowed with the Borel σ-algebra to Ω endowed with F , and
hence one may define mutual information between σ-algebras.
Concretely, given x ∈ M we define the mutual information between Ft and
FT (where 0 ≤ t ≤ T and possibly T =∞) under Px as
Ix
(Ft,FT ) = sup{ n∑
i=1
log
(
P̂x(Ai)
Px × Px(Ai)
)
P̂x(Ai)
}
where the supremum is taken over all finite partitions A1, . . . , An of Ω×Ω with
each Ai belonging to σ
(Ft ×FT ). One may interpret the result as a measure
of how much the behavior of Brownian motion after time T (or the tail behavior
if T =∞) depends on what happened before time t.
The fact that Ix
(Ft,FT ) is always non-negative and is zero if and only if P̂x
and Px × Px coincide on σ
(Ft ×FT ) follows from Jensen’s inequality applied
to the strictly convex function − log (see [Gra11, Lemma 3.1] for details).
Mutual information was used to unify results about random walks on discrete
and continuous groups by Derriennic, in particular he established several results
analogous to the Theorem below in that context (e.g. see [Der85, Section III]). In
the case of a manifold with a compact quotient under isometries similar results
to those below where established by Varopoulos (see [Var86, Part I.5]). Results
of this type where also announced by Kaimanovich both in the case when M
has a compact quotient and when M is a generic leaf of a compact foliation
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(e.g. [Ka˘ı86, Theorem 2] and [Ka˘ı88, Lemma 1]). In the context of discrete
time Markov chain similar results are discussed in detail in [Kai92, Section 3].
Theorem 1.10. Let M be a complete connected and stochastically complete
Riemannian manifold. Then Brownian motion on M satisfies the zero-one law
if and only if Ix (Ft,F∞) = 0 for some t > 0 and x ∈ M . Furthermore, the
following properties hold for all x ∈M and 0 < t ≤ T <∞:
1. Ix(Ft,FT ) =
∫
log
(
q(T−t,x1,x2)
q(T,x,x2)
)
q(t, x, x1)q(T − t, x1, x2)dx1dx2.
2. The function T 7→ Ix
(Ft,FT ) is non-increasing and satisfies the inequal-
ity Ix (Ft,F∞) ≤ lim
T→+∞
Ix
(Ft,FT ) with equality if some Ix (Ft,FT ) is
finite.
Proof. If Brownian motion on M satisfies the zero-one law then Ft is indepen-
dent from F∞ under Px for all x and therefore Ix (Ft,F∞) = 0.
Assume now that there is some x ∈M with Ix (Ft,F∞) = 0 and fix B ∈ F∞.
We must show that Px(B) is either 0 or 1.
For this purpose fix s < t and and an open subset U of M and notice that
Px(ωs ∈ U, ω ∈ B) =
∫
U
q(s, x, y)P(s,y)(B)dy.
On the other hand by hypothesis the above is also equal to
Px(ωs ∈ U)Px(B) =
∫
U
q(s, x, y)Px(B)dy
from which one obtains that
P(s,y)(B) = Px(B)
for almost all y ∈ M . Since u(s, y) = P(s,y)(B) is a solution to the backward
equation it must be constant and equal to Px(B) for all s and y.
Consider now the set of paths where with ωti ∈ Ai for all i = 1, . . . , n where
t1 < · · · < tn and the Ai are Borel subsets of M . One may calculate using the
above to obtain
Px (A ∩B) =
∫
A1×···×An
q(t1, x, x1) · · · q(tn − tn−1, xn−1, xn)P(tn,xn)(B)dy
= Px(A)Px(B)
so that B is independent from all events A of this form. Since B may be
approximated with respect to Px by finite disjoint unions of events of the form
A above this shows that B is independent from itself and hence has probability
equal to 0 or 1 as claimed.
We will now establish the integral formula for Ix
(Ft,FT ) (property 1 above).
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The so-called Gelfand-Yaglom-Perez Theorem (see [Pin64, Theorem 2.1.2]
and the translator’s notes on page 23 or [Gra11, Lemma 7.4] for further detail)
implies that
Ix
(Ft,FT ) = ∫ fT (ω1, ω2) log(fT (ω1, ω2))d(Px × Px)(ω1, ω2)
where fT is the Radon-Nikodym derivative of P̂x restricted to σ
(Ft,FT ) with
respect to Px×Px restricted to the same σ-algebra. The formula then follows by
substituting the explicit formula for fT that we will establish below in Lemma
1.11. Notice that, because x 7→ x log(x) is bounded from below, the integral
formula always makes sense regardless of convergence considerations, but may
assume the value +∞.
We will now prove property 2 of the statement.
To begin notice that when T increases the set of partitions used to define
Ix
(Ft,FT ) decreases, hence the supremum taken over all such partitions de-
creases as well. This implies that T 7→ Ix
(Ft,FT ) is decreasing and also that
Ix (Ft,F∞) ≤ lim
T→+∞
Ix
(Ft,FT ) .
Now assume that Ix(Ft,FT0) is finite and set f = fT0 . Notice that by
definition of the Radon-Nikodym derivative one has
P̂x(A) =
∫
A
f(ω1, ω2)d(Px × Px)(ω1, ω2)
for all A ∈ σ(Ft,FT0). In particular the same equation is valid for all A in
σ(Ft,FT ) if T > T0. This implies that whenever T > T0 the function fT
coincides with the conditional expectation of f to the σ-algebra σ(Ft,FT ) with
respect to Px×Px. Hence fT is a reverse martingale (all statements of this type
are relative to the measure Px×Px from now on) when T → +∞ and converges
almost surely to f∞ which is the Radon-Nikodym derivative of P̂x with respect
to Px × Px on σ(Ft,F∞) (see [Doo01, pg. 483]).
It follows that fT log(fT ) converges almost surely to f∞ log(f∞) when T
goes to +∞ and it remains to show only that these functions are uniformly
integrable in order to obtain that
lim
T→+∞
∫
fT log(fT )d(Px × Px) =
∫
f∞ log(f∞)d(Px × Px)
and conclude (by the Gelfand-Yaglom-Perez Theorem as above) that
lim
T→+∞
Ix(Ft,FT ) = Ix(Ft,F∞)
as claimed.
To simplify notation set ϕ(x) = x log(x) and GT = σ(Ft×FT ) (including the
case T = ∞), and denote integration and conditional expectation with respect
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to Px × Px by E. We notice that x 7→ ϕ(x) is convex and always larger than or
equal to −e−1 on x ≥ 0.
Setting g = ϕ(f) and gT = ϕ(fT ) one has by Jensen’s inequality
−e−1 ≤ gT = ϕ(fT ) = ϕ (E (f |GT )) ≤ E (ϕ(f)|GT ) .
By the reverse martingale convergence theorem (see [Doo01, pg. 483]) the
right hand side converges in L1 to E (ϕ(f)|G∞). From this it follows that the
functions gT are uniformly integrable which concludes the proof of claim 2.
We now establish the result on the Radon-Nikodym derivative of P̂x with
respect to Px × Px which was used in the previous proof (see also [Var86, pg.
354]).
Lemma 1.11. Let M be a complete connected and stochastically complete Rie-
mannian manifold. Then for all x and 0 < t < T < +∞ the measure P̂x
restricted to σ
(Ft ×FT ) is absolutely continuous with respect to Px × Px re-
stricted to the same σ-algebra and the corresponding Radon-Nikodym derivative
is given by
fT (ω
1, ω2) =
q(T − t, ω1t , ω2T )
q(T, ω10, ω
2
T )
.
Proof. Consider two subsets of Ω defined by
A = {ω ∈ Ω : ωs1 ∈ A1, . . . , ωsm ∈ Am}
B = {ω ∈ Ω : ωt1 ∈ B1, . . . , ωtn ∈ Bn}
where s1 < · · · < sm = t, T = t1 < · · · tn, and the sets Ai and Bj are Borel
subsets of M .
By direct calculation using the definition of fT we obtain that∫
A×B
fT (ω
1, ω2)dPx × Px(ω1, ω2) =
∫
A×B
q(T − t, ω1t , ω2T )
q(T, ω10 , ω
2
T )
dPx(ω
1)dPx(ω
2).
The right hand side coincides (via the definition of Px) with the integral over
A1 × · · ·Am ×B1 × · · · ×Bn of
q(T − t, xm, y1)
q(T, x, y1)
q(s1, x, x1) · · · q(sm−sm−1, xm−1, xm)q(t1, x, y1) · · · q(tn−tn−1, xn−1, xn)
which after cancellation yields
Px(ωs1 ∈ A1, . . . , ωsm ∈ Am, ωt1 ∈ B1, . . . , ωtn ∈ Bn).
This last probability is seen to be equal to P̂x(A×B) by definition of P̂x.
Hence we have established that the integral of fT with respect to Px×Px over
any set of the form A×B as above is P̂x(A×B). Since any set in G = σ(Ft×FT )
can be approximated by finite disjoint unions of such sets we have that the
integral of fT on any set of this σ-algebra with respect to Px × Px is equal to
the probability of the set with respect to P̂x. As fT is G-measurable this implies
that fT is (a version of) the Radon-Nikodym derivative of Px with respect to
Px × Px on G as claimed.
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1.5 Finite dimensional spaces of bounded harmonic func-
tions
Brownian motion on R3 is transient but satisfies the zero-one law. Using this
fact one may construct manifolds whose space of bounded harmonic functions
is finite dimensional.
To see this, consider a Riemannian metric g on R3 \{0} which coincides with
the usual flat metric outside of the open ball B2 of radius 2 centered at 0. Let
f : R3 \ {0} → R3 \ {0} be the inversion with respect to the sphere of radius
1 centered at 0 and suppose that f is an isometry between the complement of
B2 and B1/2 \ {0} endowed with the metric g. In other words, endowed with
this metric one can think of R3 \ {0} as two copies of R3 (flat) which have been
glued by removing an open ball from each and inserting tube connecting the
two boundaries.
The resulting Riemannian manifold has a two dimensional space of bounded
harmonic functions generated by the two functions
x 7→ Px( lim
t→+∞
ωt = +∞) and x 7→ Px( lim
t→+∞
ωt = 0).
Notice that the sum of these two functions is constant. A similar construction
using more copies of R3 yields manifolds with spaces of bounded harmonic
functions of dimension 3, 4, 5, etc.
We will later on show that examples of this type cannot be ‘recurrent’ in
the sense that they can neither admit a compact quotient, nor be generic with
respect to a harmonic measure on a compact foliation. In short, a stationary
random manifold almost surely either satisfies the Liouville property of has an
infinite dimensional space of bounded harmonic functions (for leaves of foliations
this was announced in [Ka˘ı88]). The result is a consequence of the following
basic estimate (which is essentially [Gra11, Lemma 3.11], in short the mutual
information between two random variables is less than the entropy of either of
them, so if one of them takes only finitely many, say d, values one gets an upper
bound of log(d)).
Lemma 1.12. Let M be a complete and stochastically complete Riemannian
manifold and assume that the space of bounded harmonic functions on M is
finite dimensional of dimension d. Then one has
Ix(Ft,F∞) ≤ log(d)
for all x ∈M and all t > 0.
Proof. By Lemma 1.5 the space of bounded tail measurable functions modulo
modification on Px-null sets has dimension d. Hence there exists a partition
B1, . . . , Bd of Ω = C([0,+∞),M) where each Bj belongs to the tail σ-algebra
F∞ and is an atom for Px.
By definition Ix(Ft,F∞) is the supremum over finite partitions C1, . . . , Cn
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of Ω× Ω into Ft ×F∞-measurable sets of
∑
j
log
(
P̂x(Cj)
Px × Px(Cj)
)
P̂x(Cj).
However, by Dobrushin’s theorem (see [Gra11, Lemma 7.3]) this coincides
with the supremum over partitions consisting of sets of the form Ai×Bj where
Ai ∈ Ft and B1, . . . , Bd are as above.
For any such partition one obtains using Jensen’s inequality and the fact
that for any p1, . . . , pd ∈ [0, 1] adding up to 1 one has −
∑
pj log(pj) ≤ log(d)
and
∑
p2j ≤ 1 the following chain of inequalities:
∑
i,j
log
(
P̂x(Ai ×Bj)
Px × Px(Ai ×Bj)
)
P̂x(Ai ×Bj) =
∑
i,j
log
(
Px(Ai ∩Bj)
Px(Ai)Px(Bj)
)
Px(Ai ∩Bj)
= −
∑
j
log (Px(Bj))Px(Bj) +
∑
i,j
log
(
Px(Ai ∩Bj)
Px(Ai)
)
Px(Ai ∩Bj)
Px(Ai)
Px(Ai)
≤ log(d) +
∑
i
log
 d∑
j=1
Px(Ai ∩Bj)2
Px(Ai)2
Px(Ai) ≤ log(d).
From this the claim follows by taking supremum.
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2 Entropy of stationary random manifolds
In this section, after some preliminary work on Gromov-Hausdorff and smooth
convergence of manifolds (see Theorems 2.3 and 2.4), we introduce the notion
of a stationary random manifold (see Sections 2.1.3 and 2.2.1) and develop the
basic entropy theory for it.
Examples of stationary random manifolds include: manifolds with transitive
isometry group, manifolds admitting a compact quotient, and generic leaves of
foliations (see Theorem 2.9). Further examples can be obtained by taking weak
limits as discussed in Section 2.2.1.
Our main results are the existence of Kaimanovich entropy h(M), equiva-
lence of h(M) = 0 to the almost sure Liouville property, equivalence of h(M) > 0
to the almost sure existence of an infinite dimensional space of bounded har-
monic functions on M (see Theorem 2.11), and the inequalities relating linear
drift of Brownian motion and volume growth to entropy (and hence to the Liou-
ville property, see Theorem 2.15). We give several applications of these results
at the end of the section.
2.1 The Gromov space and harmonic measures
2.1.1 The Gromov space
In this subsection we construct a model of ‘the Gromov space’ which is a com-
plete separable metric space whose points represent the isometry classes of all
proper (i.e. closed balls are compact) pointed metric spaces. The topology on
the Gromov space is that of pointed Gromov-Hausdorff convergence (see [BBI01,
Chapter 8]).
Our main point is that one can construct the Gromov space using well defined
sets (i.e. avoiding use of ‘the set of all metric spaces’) and without using the
axiom of choice (see [BBI01, Remark 7.2.5] and the paragraph preceding it). We
will later be interested in certain probability measures on the Gromov space.
A sequence of pointed metric spaces (Xn, on) (here on is the basepoint of
the space which we will sometimes abuse notation by omitting; also, we use
d to denote the distance on different metric spaces simultaneously) is said to
converge in the pointed Gromov-Hausdorff sense to a pointed metric space (X, o)
if for each r > 0 and ǫ > 0 there exists n0 and for all n > n0 a function
fn : Br(on) → X (we use Br(x) to denote the ball of radius r centered at x in
a metric space) satisfying the following three properties:
1. fn(on) = o
2. sup {|d(fn(x), fn(y))− d(x, y)| : x, y ∈ Br(on)} < ǫ
3. Br−ǫ(o) ⊂
⋃
x∈Br(on)
Bǫ(fn(x)).
Given two metric spaces X and Y we say a distance on the disjoint union
X ⊔Y is admissible if it coincides with the given distance on X when restricted
to X ×X and similarly for Y .
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Following Gromov (see [Gro81, Section 6]) we metricize pointed Gromov-
Hausdorff convergence by defining the distance dGS(X1, X2) between two pointed
metric spaces (X1, o1) and (X2, o2) as the infimum of all ǫ ∈ (0, 12 ) such that
there exists an admissible distance d on the disjoint unionX1⊔X2 which satisfies
the three inequalities d(o1, o2) < ǫ, d(B1/ǫ(o1), X2) < ǫ, and d(X1, B1/ǫ(o2)) <
ǫ; or 12 if no such admissible distance exists (this truncation is necessary in
order for dGS to satisfy the triangle inequality as noted by Gromov in the
above-mentioned reference). For a proof of the following lemma see for example
[Cri08].
Lemma 2.1. The distance dGS metricizes pointed Gromov-Hausdorff conver-
gence.
We now consider the set of finite pointed metric spaces of the form (X, o)
where X = {0, . . . , n} for some non-negative integer n and o = 0. Consider two
such pointed metric spaces to be equivalent if they are isometric via a basepoint
preserving isometry (each equivalence class has finitely many elements) and let
FGS (read ‘finite Gromov space’) be the set of all equivalence classes. One
verifies that (FGS, dGS) is a separable metric space.
Definition 2.2. We define the Gromov space (GS, dGS) as the metric comple-
tion of (FGS, dGS).
With the above definition it follows immediately that the Gromov space is
a complete separable metric space with FGS as a dense subset. It remains to
show that each of its points ‘represents’ an isometry class of proper pointed
metric spaces and that all such classes are represented by some point.
Theorem 2.3. For each point p in GS there exists a unique (up to pointed
isometry) proper pointed metric space (X, o) with the property that all sequences
(Xn, on) of representatives of Cauchy sequences in FGS converging to p converge
in the pointed Gromov-Hausdorff sense to (X, o).
Furthermore, the thus defined correspondence between isometry classes of
pointed proper metric spaces and points in the Gromov space is bijective.
Proof. Consider a sequence (Xn, on) of finite metric spaces representing some
Cauchy sequence in FGS. By taking a subsequence we assume that the distance
between Xn and Xn+1 is less than 2
−n for all n.
By definition there exists an adapted metric dn on Xn ⊔ Xn+1 with the
property that dn(on, on+1) < 2
−n and the ball of radius 2n centered at the
basepoint of either half is at distance less than 2−n from the other half.
Let Y be the countable disjoint union of all Xn. We define a distance on Y
by letting d(x, y) in the case x ∈ Xn and y ∈ Xn+k be the infimum of
dn(x0, x1) + · · ·+ dn+k−1(xk−1, xk)
over all sequences of k elements with x = x0, . . . , xk = y and xi ∈ Xn+i for all
i. The other case is determined by symmetry.
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Set X = Ŷ \ Y and o = limn→+∞ on where Ŷ is the metric completion
of Y . We claim (X, o) is proper and is the limit of (Xn, on) in the pointed
Gromov-Hausdorff sense. Once this claim is established uniqueness of (X, o)
up to pointed isometry is given by [BBI01, Theorem 8.1.7]. And, since pointed
Gromov-Hausdorff convergence is characterized by dGS (see Lemma 2.1), the
triangle inequality implies that (X, o) is also the limit of any Cauchy sequence
equivalent to the one determined by (Xn, on).
We will now establish the claim.
Fix r > 0 and let B be the closed ball of radius r centered at o in X . We
must show that B is compact.
For this purpose notice that for all n and all k ≥ 0 one has that ball of radius
2n−1 centered at on+k is at distance less than 2
−(n−1) from Xn. If 2
n−1 > r
then one can approximate any x by a sequence xk in Y with the property that
eventually d(xk, onk) < 2
n−1 (where one chooses nk so that xk ∈ Xnk). It
follows that nk → +∞ (otherwise infinitely many xk would belong to the same
XN which is finite, and ultimately one obtains that x ∈ XN ) and one obtains
that the distance between B and Xn is less than or equal to 2
−(n−1) as well. In
particular since Xn is finite this shows that B can be covered by a finite number
of balls of radius 2−(n−2). This establishes that B is compact as claimed.
We have shown that each equivalence class of Cauchy sequences in Y de-
termines a unique isometry class of pointed proper metric spaces. Now let
(X, o) be a pointed proper metric space and for each n let Xn = {on =
xn,0, xn,1, . . . , xn,kn} be a finite subset of B2n(o) which is 2−n-dense. There
is a unique point pn ∈ FGS such that all of its representatives are isometric
to the pointed metric space (Xn, on). Since (Xn, on) converges in the pointed
Gromov-Hausdorff sense to (X, o) it follows that any sequence of such represen-
tatives converges to (X, o) as well. From this one obtains that pn converges to
some point p in GS which represents the isometry class of (X, o). Hence the
correspondence between points in GS and isometry classes of pointed proper
metric spaces is bijective, which concludes the proof.
In view of the above theorem we will no longer distinguish between a point in
GS and a pointed proper metric spaces (X, o) in the isometry class represented
by it.
2.1.2 Spaces of manifolds with uniformly bounded geometry
We say a complete connected Riemannian manifoldM has geometry bounded by
(r, {Ck}) (where r is a positive radius and Ck is a sequence of positive constants
indexed on k = 0, 1, . . .) if its injectivity radius is larger than or equal to r and
one has
|∇kR| ≤ Ck
at all points, where R is the curvature tensor, ∇kR is its k-th covariant derivate,
and the tensor norm induced by the Riemannian metric is used on the left hand
side.
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We denote by M (d, r, {ck}) the subset of the Gromov space representing
isometry classes of d-dimensional pointed Riemannian manifolds with geometry
bounded by (r, {ck}).
Following [Pet06, 10.3.2] we say a sequence (Mn, on, gn) of pointed connected
complete Riemannian manifolds (here gn is the Riemannian metric an on the
basepoint) converges smoothly to a pointed connected complete Riemannian
manifold (M, o, g) if for each r > 0 there exists an open set Ω ⊃ Br(o) and for
n large enough a smooth pointed (i.e. fn(o) = on) embedding fn : Ω→M such
that the pullback metric f∗ngn converges smoothly to g on compact subsets of
Ω.
The following result is a consequence of Ck compactness theorems from
Riemannian geometry (see for example [Pet06, Theorem 72]), a proof is provided
in full detail in [Les14].
Theorem 2.4. Let M =M (d, r, {Ck}) for some choice of dimension d, radius
r, and sequence Ck. Then M is a compact subset of the Gromov space on
which smooth convergence is equivalent to convergence in the pointed Gromov-
Hausdorff sense.
We will say a subset of the Gromov space ‘consists of manifolds with uni-
formly bounded geometry’ if it is contained in some set of the formM (d, r, {Ck}).
Elements of such subsets are represented by triplets (M, oM , gM ) (oM being the
basepoint and gM the Riemannian metric). We usually write justM leaving the
other two elements implicit and will refer to them as oM and gM when needed.
Recall that a complete Riemannian manifold M is said to be stochasti-
cally complete if the integral of its heat kernel p(t, x, y) with respect to y
equals 1 for all t > 0 and x ∈ M . We denote by q(t, x, y) = p(t/2, x, y)
the transition probability density of Brownian motion on such a manifold M .
With this convention one has that q(t, x, y) is (2πt)−1/2e−(x−y)
2/2t on R and
(2πt)−3/2e−t/2−d(x,y)
2/2td(x, y)/ sinh(d(x, y)) on three dimensional hyperbolic
space (see [DM88, pg. 185]).
We will need the following uniform upper bound on the transition density q
for manifolds with uniformly bounded geometry.
Theorem 2.5. LetM be a subset of the Gromov space consisting of n-dimensional
manifolds with uniformly bounded geometry. Then for each t0 > 0 and D > 2
there exist a positive constant C such that the inequality
q(t, x, y) ≤ C exp
(
−d(x, y)
2
Dt
)
hold for all t ≥ t0 and all pairs of points x, y belonging to any manifold M of
M.
Proof. The on diagonal bound given by Theorem 8 of [Cha84, pg. 198] (setting
r =
√
t) yields a constant c1 depending only on n such that any complete
manifold of dimension n satisfies
q(t, x, x) ≤ c1
vol(B√
t/2
(x))
t−
n
2 .
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Because of the uniform bounds on curvature and injectivity radius one may
bound the volume of the ball of radius
√
t/2 from below uniformly on M by
some multiple of tn/2 for small t and by a constant for large t.
Using this one obtains that
q(t, x, x) ≤ 1
γ(t)
for all t > 0 and all x in a manifold of M where γ(t) is of the form
γ(t) = max(c2t
n, c3).
One verifies that there exists c4 such that γ(t) ≤ γ(2t) ≤ c4γ(t) for all t > 0
after which by Corollary 16.4 of [Gri09] one obtains that for each D > 2 there
exist c5, c6 > 0 (depending on M) such that
q(t, x, y) ≤ c5
γ(c6t)
exp
(
−d(x, y)
2
Dt
)
for all x, y ∈M , t > 0 and M ∈M.
Restricting to t ≥ t0 on obtains for each D > 2 a constant C such that
q(t, x, y) ≤ C exp
(
−d(x, y)
2
Dt
)
for all x, y ∈M , t ≥ t0 and M ∈M, as claimed.
2.1.3 Harmonic measures
We say a probability measure µ on the Gromov space is harmonic if it gives full
measure to some set M of manifolds with uniformly bounded geometry and is
invariant under re-rooting by Brownian motion, i.e. one has∫
f(M, o, g)dµ(M, o, g) =
∫
f(M,x, g)q(t, o, x)dxdµ(M, o, g)
for all t > 0 and all bounded measurable functions f :M→ R.
In order for the above equation to make sense one needs to know that the
inner integral on the right hand side is Borel measurable on the Gromov space.
We prove this in the following lemma together with further regularity properties
which will be useful to construct harmonic measures. The key point is that the
heat kernel depends continuously on the manifold in the smooth topology. This
intuitive fact was used (for time-dependent metrics) by Perelman in his proof
of the geometrization conjecture after which it has received careful treatment
by several authors (see [Lu12] and the references therein). It had also been
previously used by Lucy Garnett to prove the existence of harmonic measures
on foliated spaces which we will consider in the next subsection (see [Gar83,
Fact 1] and [Can03]).
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Lemma 2.6. Let M be a compact subset of the Gromov space consisting of
manifolds of uniformly bounded geometry and for each t > 0,r > 0 and each
function f :M→ R define P tf and P trf on M by
P trf(M, o, g) =
∫
Br(o)
f(M,x, g)q(t, o, x)dx
P tf(M, o, g) =
∫
M
f(M,x, g)q(t, o, x)dx.
Then the following properties hold:
1. If f is continuous then P trf is continuous.
2. If f is continuous then P trf converges uniformly to P
tf when r → +∞.
In particular, P tf is continuous.
3. If f is bounded and Borel measurable then P tf is also Borel measurable
and satisfies sup |P tf | ≤ sup |f |.
Proof. We begin by showing that if f is continuous then P trf is as well.
Consider a manifold (M, o, g) ∈ M and a sequence (Mn, on, gn) ∈ M con-
verging to it. By Theorem 2.4 the convergence is smooth so there exists an
exhaustion Un of M by precompact open sets and a sequence of diffeomor-
phisms ϕn : Un → Vn ⊂ Mn such that ϕn(o) = on and the pullback metric
ϕ∗ngn converges smoothly on compact subsets to g.
In this situation Theorem 2.1 of [Lu12] (applied in the case where the
fields Xn and the potentials Qn are equal to 0 and the metrics gn(τ) are con-
stant with respect to τ) guarantees that the sequence of pullbacks qn(t, o, x) =
qMn(t, on, ϕ(x)) of the transition probability densities of Brownian motion on
each Mn converges uniformly on compact subsets of [0,+∞) ×M to a funda-
mental solution q˜(t, o, ·) of the heat equation (that fact that we use ∆/2 instead
of ∆ is clearly inessential) which satisfies∫
M
q˜(t, o, x)dx ≤ sup
{∫
Mn
qMn(t, on, x)dx
}
= 1.
By Theorem 4.1.5 [Hsu02] the transition density q(t, o, x) is the minimal
fundamental solution so one has q(t, o, x) ≤ q˜(t, o, x). Combined with the
fact that the integral of both kernels with respect to x is at most 1 and the∫
q(t, o, x)dx = 1 one obtains q(t, o, x) = q˜(t, o, x) so that qn(t, o, ·) converges
uniformly on compact sets to q(t, o, ·).
Setting F (x) = f(M,x, g) and Fn(x) = f(Mn, ϕn(x), gn) and using the fact
that f is uniformly continuous (becauseM is compact) one obtains that Fn → F
uniformly on compact subsets of M .
Finally because the pullback metrics ϕ∗ngn converge smoothly to g, the Ja-
cobian Jn of ϕn converges uniformly to 1 on compact subsets and also the open
sets Ωn = ϕ
−1
n (Br(on)) converge in the Hausdorff distance to Br(o).
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Combining these four facts (local uniform convergence of qn(t, o, ·) to q(t, o, ·),
Fn to F , Jn to 1, and Hausdorff convergence of Ωn to Br(o)) with the fact that
f is bounded one obtains
lim
n→+∞
P trf(Mn, on, gn) = lim
n→+∞
∫
Br(on)
q(t, on, x)f(Mn, x, gn)dx
= lim
n→+∞
∫
Ωn
qn(t, o, x)Fn(x)Jn(x)dx
= lim
n→+∞
∫
Br(o)
qn(t, o, x)Fn(x)Jn(x)dx
= lim
n→+∞
∫
Br(o)
q(t, o, x)F (x)dx
= lim
n→+∞
∫
Br(o)
q(t, o, x)f(M,x, g)dx
= P trf(M, o, g)
which implies that P trf is continuous as claimed.
We will now show that P trf converges uniformly to P
tf when r → +∞ if f
is continuous.
By Theorem 2.5 for each fixed t > 0 there exists a constant C such that
q(t, o, x) ≤ C exp (−d(o, x)2/C)
for all manifolds (M, o, g) ∈ M and all x ∈ M . Furthermore by the Bishop
comparison theorem one may increase C above so that the volume of the ball
of radius r is bounded from above by exp(Cr).
Combining these two facts one obtains that
|(P tr − P t)f(M, o, g)| ≤
∫
d(o,x)>r
|f(M,x, g)|q(t, o, x)dx
≤ C sup |f |
∫
d(o,x)>r
exp
(−d(o, x)2/C) dx
≤ C sup |f |
+∞∑
n=1
exp(−(nr)2/C + C(n+ 1)r)
≤ C sup |f |
+∞∑
n=1
exp(−(nr)2/C + C(n+ 1)r)
= C sup |f |ϕ(r)
29
where the last inequality is obtained by bounding the integral by the sum over
anulii of the form B(n+1)r(o) \Bnr(o) and the integral over each anulus by the
maximum value time the volume of the ball of radius (n+ 1)r.
As soon as r > 2C2 one has that C(n + 1)r − n2r2/C is decreasing with
respect to r for all n ≥ 1. Hence ϕ(r)→ 0 when r → +∞ and one obtains that
P trf converges uniformly to P
tf as claimed.
To conclude we will prove that P tf is Borel for all bounded Borel f and that
it is bounded in absolute value by sup |f |.
For this purpose consider for some C > 0 the family of functions F on M
bounded in absolute value by C and such that P tf is Borel measurable. We
have shown that F contains the continuous functions bounded in absolute value
by C. By the dominated convergence theorem it is closed by pointwise limits
(this is because Borel functions are the smallest class containing continuous
functions and closed under pointwise limits, see for example [Kec95, Theorem
11.6]). Therefore it contains all Borel measurable functions bounded by C in
absolute value. Since this works for all C one has that P tf is Borel measurable
for all bounded Borel measurable f . The claim sup |P tf | ≤ sup |f | follows
directly from the definition of P tf because one has
∫
q(t, x, y)dy = 1 on all
manifolds in M.
The following theorem implies that one can associate at least one harmonic
measure to each manifold of bounded geometry. By this we mean that if (M, g)
has bounded geometry then the closure in the Gromov space of the set of pointed
manifolds of the form (M,x, g) supports at least one harmonic measure. We
will see other examples of harmonic measures in the next subsection.
Theorem 2.7. If M is a compact subset of the Gromov space consisting of
manifolds with uniformly bounded geometry then there exists at least one har-
monic measure supported on M.
Proof. For each probability µ on M and t > 0 define the measure P tµ on M
using the Riesz representation theorem and Lemma 2.6 in such way that for all
continuous f :M→ R one has∫
M
fdP tµ =
∫
M
P tfdµ.
The maps {P t : t ≥ 0} form a commuting family of linear maps which leave
the convex and weakly compact set of probability measures onM invariant. By
the Markov-Kakutani fixed point theorem there is a common fixed point for all
the P t which must be a harmonic measure.
2.1.4 Foliations and leaf functions
Harmonic measures on foliations were introduced by Lucy Garnett in [Gar81]
(see also [Gar83] and [Can03]). In this subsection we will explore how they
relate to harmonic measures on the Gromov space in the sense of our definition.
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To begin we must fix a definition of foliation. There are several definitions
in the literature, the crucial feature for our purposes is that each leaf should be
a Riemannian manifold. An important example is given by the foliation defined
by an integrable distribution of tangent subspaces on a Riemannian manifold,
in this case each leaf inherits a Riemannian metric from the ambient space.
A d-dimensional foliation is a metric spaceX partitioned into disjoint subsets
called leaves. Each leaf is a continuously and injectively immersed d-dimensional
connected complete Riemannian manifold. Furthermore, for each x ∈ X there is
an open neighborhood U , a Polish space T , and a homeomorphism h : Rd×T →
U with the following properties:
1. For each t ∈ T the map x 7→ h(x, t) is a smooth injective immersion of Rd
into a single leaf.
2. For each t ∈ T let gt be the metric on Rd obtained by pullback under
x 7→ h(x, t) of the corresponding leaf’s metric. If a sequence tn converges
to t ∈ T then the Riemannian metrics gtn converge smoothly on compact
sets to gt.
As part of a program to study the geometry of topologically generic leaves
A´lvarez and Candel introduced the ‘leaf function’ which is a natural function
into the Gromov space associated to each foliation X (see [A´C03]). It is defined
as the function mapping each point x in the foliation to the leaf L(x) containing
it considered as a pointed Riemannian manifold with basepoint x.
We will now establish that the leaf function is Borel measurable. We do
this by using a result of Solovay for which we must assume the existence of
an inaccessible cardinal. The author believes a more direct proof without this
assumption is attainable in the same vein as [Les14] where semicontinuity of the
leaf function is established and related to Reeb type stability results.
Lemma 2.8. Let X be a compact foliation and L its leaf function. Then the
following holds:
1. L takes values in a compact subset of the Gromov space consisting of
manifolds with uniformly bounded geometry.
2. L is measurable with respect to the completion of the Borel σ-algebra with
respect to any probability measure on X.
Proof. The first claim follows from Theorem 2.4 (see [Les14] for details).
To establish the second claim suppose X is a compact foliation, µ is a prob-
ability on X and there exists an open set U in the Gromov space such that L−1
is not µ-measurable (where L is the leaf function of X).
By [dlR93, The´ore`me 4-3] (see also [Roh52]) there exists a full measure set
X ′ ⊂ X and a bi-measurable bijection f : X ′ → R such that f(X ′) = [0,m0]⊔C
where m0 ≥ 0 and C is a countable subset of R disjoint form [0,m0], such that
f∗µ equals the sum of Lebesgue measure on [0,m0] with a probability measure
on C.
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If follows that f(L−1(U)) is not Lebesgue measurable. And we have therefore
constructed a non-Lebesgue measurable subset of R without using the axiom of
choice.
Assuming the existence of an inaccessible cardinal this is not possible due
to [Sol70, Theorem 1].
A probability measurem on a foliation X is said to be harmonic (see [Gar83,
Fact 4]) if it satisfies∫
f(x)dm(x) =
∫
q(t, x, y)f(y)dydm(x)
for all bounded measurable functions f : X → R.
Every compact foliation admits at least one harmonic measure (see [Gar83]
and [Can03]). The following theorem implies that any result which establishes
properties of generic manifolds for harmonic measures on the Gromov space
immediately implies a similar result for generic leaves of compact foliations.
Theorem 2.9. Let X be a compact foliation with leaf function L and m a
harmonic measure on X. Then the push-forward measure L∗m is harmonic
measure on the Gromov space.
Proof. LetM be a compact set of the Gromov space containing the image of L
and consisting of manifolds with uniformly bounded geometry. If f :M→ R is
bounded and measurable then by definition of L∗m and harmonicity of m one
has ∫
M
∫
L(x)
q(t, x, y)f(M, y, g)dydL∗m(M,x, g)
=
∫
X
∫
L(x)
q(t, x, y)f ◦ L(y)dydm(x)
=
∫
X
f ◦ L(x)dm(x) =
∫
M
f(M,x, g)dL∗m(M,x, g)
so L∗m is harmonic as claimed.
2.2 Asymptotics of random manifolds
2.2.1 Stationary random manifolds
We define a stationary random manifold to be a random element of the Gromov
space whose distribution is a harmonic measure. A typical example is obtained
as follows: let X be a compact foliation and m a harmonic measure on X , the
leaf function L : X → GS is a stationary random manifold defined on (X,m).
As noted in the previous section if a bounded geometry manifold (M, g)
admits a finite volume quotient under isometries and one takes a random point
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o in a fundamental domain of this action distributed according to the normalized
volume measure then (M, o, g) is a stationary random manifold.
Another way of obtaining stationary random manifolds is by taking weak
limits. For example, for each n let (Mn, gn) be a compact hyperbolic surface
with genus n whose injectivity radius is larger than a prescribed constant ǫ > 0.
If on is uniformly distributed on (Mn, gn) then the (Mn, on, gn) is stationary.
Since the sequence takes values in a set of manifolds with uniformly bounded
geometry there is a weak limit (M, o, g) which is also stationary.
In the context of graphs a similar construction (where the sequence consists
of finite binary trees) yields as a limit the so-called Canopy tree, which has
been shown for example to encode information about the asymptotic spectrum
of Schro¨dinger operators on the sequence (see [AW06]). Hence, one might expect
a stationary randommanifold constructed from a sequence of compact manifolds
as above to encode information about the asymptotic behavior of the spectrum
of the Laplacian on the sequence. However, no such result is known to the
author at the time of writing.
2.2.2 Entropy
We introduce an asymptotic quantity ‘Kaimanovich entropy’ associated to each
stationary random manifold which measures the asymptotic behavior of the
differential entropy between the time t distribution of Brownian motion and the
Riemannian volume measure. Several alternate definitions for this quantity in
different contexts as well as theorems and applications where announced in the
interesting papers [Ka˘ı86] and [Ka˘ı88]. For the case of manifolds with a compact
quotient some of these properties (e.g. the so-called Shannon-McMillan-Breiman
type theorem) were later proved in [Led96].
The main point is that Kaimanovich entropy relates directly to the mutual
information between σ-algebras Ft and FT for Brownian motion. This allows
one to show that Kaimanovich entropy is zero if and only if the random manifold
satisfies the Liouville property almost surely. Later on we will will relate entropy
to other asymptotic quantities.
The following technical lemma sets the basis for our study.
Lemma 2.10. Let M be a compact subset of the Gromov space consisting of
manifolds with uniformly bounded geometry. The following functions are finite
and continuous with respect to T > t > 0 and M ∈M:
ht(M) = −
∫
M
q(t, oM , x) log(q(t, oM , x))dx,
ITt (M) =
∫
M×M
log
(
q(T − t, x, y)
q(T, oM , y)
)
q(t, oM , x)q(T − t, x, y)dxdy.
Also, the following formula holds (where P t is defined by Lemma 2.6):
ITt (M) = hT (M)− (P thT−t)(M).
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Proof. The proof is similar to that of Lemma 2.6. We define
hrt (M) = −
∫
Br(oM )
q(t, oM , x) log(q(t, oM , x))dx
with the purpose of showing that hrt is continuous and converges uniformly to
ht on M when r → +∞.
Assume M consists of n-dimensional manifolds with curvature greater than
−k2 and let K(t, r) be the heat kernel at time t between two points at distance
r in the n dimensional hyperbolic plane with constant curvature −k2. Then
by Theorem 2.2 of [Ich88] one has q(t, oM , x) ≥ K(t, d(oM , x)) for all M ∈ M.
From [DM88, Theorem 3.1] one obtains that log(K(t, r)) is bounded from below
by a polynomial f in r on any compact interval of positive times.
On the other hand by Theorem 2.5 for each compact interval of times there
exists C > 0 such that one has q(t, oM , x) ≤ Ce−d(oM ,x)2/3t on all M of M.
Combining these facts yields
− log(C) ≤ − log(q(t, oM , x)) ≤ f(d(oM , x))
for all M ∈M.
By Bishop’s volume comparison theorem the volume of the ball of radius
r in any manifold of M is bounded by that in n-dimensional hyperbolic space
with curvature −k2. Hence one has an upper bound for volume of the form
vol(Br(oM )) ≤ exp(Cr) (notice that the previous inequality remains valid if
one increases C so there is no problem in using the same constant for both
bounds).
Similarly to the proof of Lemma 2.6 one obtains for each r a positive constant
ǫ(r) which decreases to 0 as r → +∞ such that
|ht(M)− hrt (M)| ≤
∫
M\Br(oM )
q(t, oN , x)| log(q(t, oM , x))|dy ≤ ǫ(r)
for all manifolds in M.
Hence ht(M) is the uniform limit on M of hrt (M) when r → +∞ and it
suffices to establish continuity of the later.
Before doing that we establish continuity with respect to t of ht. Given
M ∈ M, ǫ > 0 and t > 0, one can find r > 0 such that |hs − hrs| < ǫ/3 for
all s in a compact neighborhood of t (notice that our bounds were obtained
uniformly on such intervals). Since q(t, oM , x) is continuous with respect to t
and x one has that q(s, oM , ·) converges uniformly to q(t, oM , ·) on Br(oM ) when
s→ t. Hence hrs(M)→ hrt (M). Combining the two facts one obtains that there
exists a neighborhood of t on which
|hs(M)−ht(M)| ≤ |hs(M)−hrs(M)|+ |hrs(M)−hrt (M)|+ |hrt (M)−ht(M)| < ǫ
which yields continuity of ht with respect to t as claimed.
We now establish continuity of hrt (M) with respect to M . Assume the se-
quence (Mn, on, g) in M converges to (M, o, g). By Theorem 2.4 convergence
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is smooth so that there exists an exhaustion Un of M by precompact open sets
and a sequence of diffeomorphisms ϕn : Un → Vn ⊂ Mn such that ϕn(o) = on
and the pullback metric ϕ∗ngn converges smoothly on compact subsets to g.
From this it follows that the Jacobian J(x) of ϕn at x converges to 1 uni-
formly on compact sets. And by the results of [Lu12] the functions qn(t, o, x) =
qMn(t, on, ϕn(x)) (q
Mn being the transition density of Brownian motion onMn)
converge uniformly on compact sets to the transition density q(t, o, x) of Brow-
nian motion on M . Using this the continuity of hrt (M) follows as claimed.
We will establish the formula ITt = hT −P thT−t, from this the continuity of
ITt follows from that of hT and hT−t by Lemma 2.6. The proof is the following
computation using the property
∫
q(t, x, y)q(s, y, z)dy = q(t+s, x, z) of the heat
kernel:
ITt (M) =
∫
log
(
q(T − t, x, y)
q(T, o, y)
)
q(t, o, x)q(T − t, x, y)dxdy
=
∫
log (q(T − t, x, y)) q(t, o, x)q(T − t, x, y)dxdy
−
∫
log (q(T, o, y)) q(t, o, x)q(T − t, x, y)dxdy
= −
∫
q(t, o, x)hT−t(M,x, g)dx −
∫
log (q(T, o, y)) q(T, o, y)dy
= −P thT−t(M) + hT (M).
The following result implies in particular that a stationary random manifold
almost surely either has an infinite dimensional space of bounded harmonic
functions or satisfies the Liouville property (for generic leaves of a foliation this
was announced in [Ka˘ı88]).
Theorem 2.11. The following limit (Kaimanovich entropy) exists and is non-
negative for any ergodic stationary random manifold M :
h(M) = lim
t→+∞
E
(
1
t
ht(M)
)
.
Furthermore, h(M) = 0 if and only if M is almost surely Liouville and, h(M) >
0 if and only if the space of bounded harmonic functions on M is infinite di-
mensional almost surely.
Proof. Let Ht = E(ht(M)) and notice that by dominated convergence it is
continuous with respect to t > 0, bounded by the maximum of ht on M, and
by Lemma 2.10 one has
HT −HT−t = E(hT (M)− hT−t(M)) = E(hT (M)− P thT−t(M)) = E(ITt (M)).
The mutual information ITt is non-negative and decreases to I
∞
t (M) when
T → +∞ (see Theorem 1.10 and preceding paragraphs). By the monotone
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convergence theorem it follows that T 7→ HT−HT−t decreases to E(I∞t (M)) ≥ 0
when T → +∞. From this one obtains that
h(M) = lim
T→+∞
E(
1
T
hT (M)) = E(
1
t
I∞t (M))
for all t > 0.
If N is a manifold with bounded geometry then by Lemma 2.10 one has that
ITt (N) is finite. It follows from Theorem 1.10 that I
∞
t (N) = 0 for some t > 0
if and only if N is Liouville. Hence h(M) = 0 if and only if M is almost surely
Liouville as claimed.
On the other hand if h(M) > 0 then, because t 7→ I∞t (M) is increasing, one
has by monotone convergence
E( lim
t→+∞
I∞t (M)) = lim
t→+∞
th(M) = +∞.
This implies that L(M) = lim
t→+∞
I∞t (M) = +∞ with positive probability. Since
this L is measurable and M is ergodic one must have L(M) = +∞ almost
surely. By Lemma 1.12 this implies that the dimension of the space of bounded
harmonic functions on M is infinite almost surely.
2.2.3 Linear Drift
Given a pointed bounded geometry manifold (M, o, g) we define by
ℓt(M) =
∫
d(o, x)q(t, o, x)dx
the mean displacement of Brownian motion starting at o from its starting point.
We are interested in the asymptotics of ℓt(M) when t → +∞ and M is a
stationary random manifold. In particular we introduce the linear drift of a
random manifold M via the following theorem.
Theorem 2.12. Let M be a stationary random manifold. Then the linear drift
ℓ(M) = lim
t→+∞
E
(
1
t
ℓt(M)
)
exists and is finite.
Proof. Suppose that M takes values in a set of manifolds M with uniformly
bounded geometry. We begin by establishing that ℓt(M) is continuous with
respect to both M and t.
If (Mn, on, gn) is a sequence in M converging to (M, o, g) then by Theorem
2.4 there exists an exhaustion Un of M by relatively compact open sets and
smooth embeddings ϕn : Un → Mn with ϕn(o) = on such that ϕ∗ngn converges
smoothly g on compact subsets of M .
It follows that the Jacobian Jn of ϕn converges uniformly to 1 on compact
sets and dn(x) = d(on, ϕn(x)) converges uniformly on compact sets to d(o, x).
36
Also, by Theorem 2.1 of [Lu12], one has that qn(t, x) = q(t, on, ϕn(x)) converges
uniformly on compact sets to q(t, o, x).
Combining these facts one obtains that for each r > 0
ℓrt (M) =
∫
Br(o)
q(t, o, x)d(o, x)dx
depends continuously on (M, o, g) ∈M.
Let A,B > 0 be given by Lemma 2.14 below. By Jensen’s inequality one
has for all M ∈M that
(
ℓ(M)− ℓAtt (M)
)2
=
 ∫
M\BAt(o)
q(t, o, x)d(o, x)dx

2
≤
∫
M\BAt(o)
q(t, o, x)d(o, x)2dx ≤ Be−Att2
which establishes that ℓrt converges uniformly to ℓt onM when r → +∞ for all
t ≥ 1. In particular ℓt is continuous with respect to M on M for t ≥ 1 (in fact
this is true for all t but we will not need it).
To establish continuity with respect to t assume t, s > 1 and notice that
using Lemma 2.14 as above one obtains that for all T > max(s, t) the integrals
of both d(o, x)q(t, o, x) and d(o, x)q(s, o, x) on BAT (o) are bounded by Be
−Att2.
Combining this with the fact that if s→ t then q(s, o, ·) converges uniformly on
BAT (o) to q(t, o, ·) yields the desired result.
It follows that if s→ t > 1 then ℓs(M) converges uniformly on M to ℓt(M)
and hence
Lt = E(ℓt(M))
is continuous with respect to t ≥ 1.
We will now establish that Lt is subadditive, i.e. satisfies Lt+s ≤ Lt + Ls,
from which the existence of the finite limit limLt/t follows . For this purpose
we calculate using the triangle inequality
ℓt+s(M) =
∫
q(t+ s, o, x)d(o, x)dx
=
∫
q(t, o, y)q(s, y, x)d(o, x)dxdy
≤
∫
q(t, o, y)q(s, y, x)(d(o, y) + d(y, x))dxdy = ℓt(M) + P
tℓs(M)
which taking expectation yields the desired result.
Define ℓ+(M) for a stationary random manifold M as the infimum of all
L > 0 such that
lim
t→+∞
E
 ∫
BLt(o)
q(t, o, x)dx
 = 1
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we wish to guarantee that ℓ(M) = ℓ+(M).
However, a counterexample is given by a random manifold M which is equal
to the hyperbolic plane with constant curvature −1 or −2 each with probability
1/2. In this example ℓ(M) equals 1.5 but ℓ+(M) equals 2. The problem arises
because the distribution of M is a convex combination of other harmonic mea-
sures (in this case Dirac deltas). We say a harmonic measure on a compact set
M of manifolds with uniformly bounded geometry is ergodic if it is extremal
among all harmonic measures on this set. A random manifold is said to be
ergodic if its distribution is.
Lemma 2.13. Let M be a stationary random manifold. Then ℓ(M) ≤ ℓ+(M).
Furthermore, if M is ergodic then ℓ(M) = ℓ+(M).
Proof. Let A and B be given by Lemma 2.14. For any L > 0 one has
1
t
ℓt(M) ≤ L+A
∫
M\BLt(o)
q(t, o, x)dx +
∫
M\BAt(o)
d(o, x)
t
q(t, o, x)dx.
Using Jensen’s inequality and Lemma 2.14 one obtains that the third term is
bounded from above by
√
Be−At/2. This implies in particular that ℓ+(M) ≤ A.
If L > ℓ+(M) then the expectation of the second term goes to zero from which
one obtains that ℓ(M) ≤ ℓ+(M).
Proof of the converse inequality will be postponed until the next section (see
Corollary 3.7).
The main result of [Ich88] is that one can compare the radial process of
Brownian motion on a Riemannian manifold with that of a model space with
constant curvature. Combining this result with upper bounds for the heat kernel
yields the following technical lemma which we have used in the proofs above.
Lemma 2.14. Let M be a compact subset of the Gromov space consisting man-
ifolds with uniformly bounded geometry. Then there exist constants A,B > 0
such that for each Brownian motions Xt starting at the origin o of a manifold
(M, o, g) in M one has
E
(
d(o,Xt)
2
t2
1{d(o,Xt)>At}
)
≤ Be−At
for all t ≥ 1.
Proof. Let n denote the dimension of the manifolds in M and let −k2 be a
lower bound for their curvature.
Letting Yt be a Brownian motion starting at the origin of R
n endowed with
a complete metric of constant curvature −k2 one has by [Ich88, Theorem 2.1]
that if Xt is any Brownian motion starting at the origin of a manifold in M
then
P(d(Y0, Yt) > x) ≥ P(d(X0, Xt) > x)
for all x.
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Notice that if V,W are non-negative random variables with P(V > x) ≥
P(W > x) for all x then E(V ) ≥ E(W ). In particular for any non-decreasing
non-negative function f one has E(f(V )) ≥ E(f(W )).
Applying this observation one obtains
E
(
d(Y0, Yt)
2
t2
1{d(Y0,Yt)>At}
)
≥ E
(
d(X0, Xt)
2
t2
1{d(X0,Xt)>At}
)
for all A > 0 and all t ≥ 0. So that it suffices to bound the expectation on the
left hand side.
Letting K(t, r) denote the probability transition density Brownian motion
on the hyperbolic plane with constant curvature −k2. One has explicitly
E
(
d(Y0, Yt)1{d(Y0,Yt)>At}
)
=
+∞∫
At
r2
t2
vol(Sn−1)
1
k
sinh(kr)n−1K(t, r)dr,
where Sn−1 is the standard n− 1-dimensional sphere
By Theorem 2.5 there exists a constant C such that one has K(t, r) ≤
Ce−r
2/3t for all t ≥ 1. Applying this, and bounding sinh(r) by er, one obtains
E
(
d(Y0, Yt)1{d(Y0,Yt)>At}
) ≤ Cvol(Sn−1)
k
+∞∫
At
r2
t2
e(n−1)kr−r
2/3tdr
which bounding e−r
2/3t by e−Ar/3 and choosing A = 3nk yields
· · · ≤ Cvol(S
n−1)
kt2
+∞∫
At
r2e−rdr =
Cvol(Sn−1)
kt2
(A2t2 + 2At+ 2)e−At
which, choosing B appropriately, yields the desired bound for t ≥ 1.
2.2.4 Inequalities
For a manifold M with a compact quotient it can be shown that the limit
lim
r→+∞
1
r
log(vol(Br(x)))
exists and has the same value for all x ∈M . If, for some Riemannian manifold
possibly without a compact quotient, this limit above is zero then we say M
has subexponential growth.
We define the volume growth of a stationary random manifold M as
v(M) = lim inf
r→+∞
E
(
1
r
log(vol(Br(oM )))
)
.
By Bishop’s inequality one has a uniform exponential upper bound on the
volume of the ball of radius r on any set of manifolds with uniformly bounded
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geometry. This implies by dominated convergence that M has subexponential
growth almost surely then v(M) = 0. On the other hand a uniform lower bound
on volume is given by the fact that M takes values in a space of manifolds
with uniformly bounded geometry. Hence, by Fatou’s Lemma one has that if
v(M) = 0 then M satisfies
lim inf
r→+∞
1
r
log(vol(Br(oM ))) = 0
almost surely.
We will bound entropy of a stationary random manifold from above and
below in terms of its linear drift and volume growth. The upper bound was
announced by Kaimanovich in the case of manifolds with a compact quotient
(see [Ka˘ı86, Theorem 6]). A sharper version of the lower bound, also for a man-
ifolds with a compact quotient, was established by Ledrappier (see [Led10]).
Analogous results for random walks on discrete groups also exist and have been
sucessively improved by several authors, some of the first of these can be at-
tributed to Varopoulos, Carne, and Guivarc’h (see [GMM12] and the references
therein). An analogous theorem for stationary random graphs is due to Ben-
jamini and Curien (see [BC12, Proposition 3.6]).
Theorem 2.15. For all ergodic stationary random manifolds M the following
holds:
1
2
ℓ(M)2 ≤ h(M) ≤ ℓ(M)v(M).
Proof. We begin with the lower bound.
For this purpose fix D > 2 and let C be given by Theorem 2.5 so that
q(t, x, y) ≤ C exp
(
−d(x, y)
2
Dt
)
holds on all manifolds in the range of M for all t ≥ 1.
Using this upper bound and Jensen’s inequality we obtain
1
t
ht(M) = −1
t
∫
q(t, o, x) log(q(t, o, x))dx
≥ 1
t
∫
q(t, o, x)(
d(o, x)2
Dt
− log(C))dx
=
∫
q(t, o, x)(
d(o, x)√
Dt
)2dx− log(C)
t
≥
(∫
q(t, o, x)
d(o, x)√
Dt
dx
)2
− log(C)
t
=
1
D
(
1
t
ℓt(M))
2 − log(C)
t
.
Taking expectation and using Jensen’s inequality once more one obtains
E(
1
t
ht(M)) ≥ 1
D
E
(
(
1
t
ℓt(M))
2
)
− log(C)
t
≥ 1
D
E(
1
t
ℓt(M))
2 − log(C)
t
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which by taking limit with t→ +∞ yields
h(M) ≥ 1
D
ℓ(M)2.
Letting D decrease to 2 one obtains h(M) ≥ 12 ℓ(M)2 as claimed.
For the lower bound let K(t, r) be the transition density of Brownian motion
on n-dimensional hyperbolic space of constant curvature −k2 where we assume
all manifolds in the range of M have curvature greater than or equal to −k2
and dimension n. By [Ich88, Theorem 2.2] one has
q(t, oM , x) ≥ K(t, d(oM , x))
which combined with the upper bound given by Theorem 2.5 yields
| log(q(t, oM , x))| ≤ max(log(C), log(K(t, d(oM , x)))
for some constant C > 0 depending only on M, and all t ≥ 1.
The density K(t, r) is obtained by evaluating the heat kernel of hyperbolic
space (curvature −1) at t/2 and r/k. Hence from the lower bounds for the
hyperbolic heat kernel given by [DM88, Theorem 3.1] one obtains constants
a, b, c > 0 depending only on M such that
| log(q(t, oM , x))| ≤ a+ b log(t) + c(t+ r + t/r)
for all t ≥ 1.
Let A,B be given by Lemma 2.14. We obtain uniformly over the range of
M (setting r(x) = d(oM , x)) that
1
t
∫
M\BAt
q(t, oM , x)| log(q(t, oM , x))|dx
≤ a
t
+
b log(t)
t
+ c
∫
M\BAt
q(t, oM , x)(1 +
r(x)
t
+
r(x)2
t2
)dx
≤ a
t
+
b log(t)
t
+ c
∫
M\BAt
q(t, oM , x)(
r(x)2
A2t2
+
r(x)2
At2
+
r(x)2
t2
)dx
≤ a
t
+
b log(t)
t
+ c(A−2 +A−1 +A)Be−At
for all t ≥ 1.
This immediately implies (taking expectation and limit) that
h(M) = lim
t→+∞
E
−1
t
∫
BAt(oM)
q(t, oM , x) log(q(t, oM , x))dx
 .
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The same upper bound on | log(q(t, oM , x)| can now be applied in the ball of
radius At (where r(x)/t can be bounded by A before integrating). One obtains
that for any L ≤ A letting Ut be the annulus between radii Lt and At centered
at oM one has
1
t
∫
Ut
q(t, oM , x)| log(q(t, oM , x))|dx ≤ a
t
+
b log(t)
t
+c(1+A+A2)
∫
M\BLt(oM )
q(t, oM , x)dx
for all t ≥ 1.
Assuming L > ℓ(M) this last inequality implies
h(M) = lim
t→+∞
E
−1
t
∫
BLt(oM )
q(t, oM , x) log(q(t, oM , x))dx
 .
To conclude notice that ϕ(z) = −z log(z) is convex on z > 0. Setting
vt = vol(BLt(oM )) and letting pt be the integral of q(t, oM , x) over x in BLt(oM )
one obtains using Jensen’s inequality applied to normalized volume on the ball
that
vt
1
vt
∫
BLt(oM )
ϕ(q(t, oM , x))dx ≤ vtϕ(pt/vt) = pt log(vt)− pt log(pt) ≤ log(vt).
Taking expectation now yields
h(M) ≤ lim inf
t→+∞
E
(
1
t
log(vol(BLt(oM )))
)
= Lv(M)
for all L > ℓ(M). Which letting L decrease to ℓ(M) proves the claimed upper
bound.
Recall that R2 endowed with the metric ds2 = dx2+(1+x2)2dy2 has subex-
ponential volume growth but admits the bounded harmonic function arctan(x)
(this example was attributed to O. Chung by Avez). Avez proved in 1976 that
for manifolds with a transitive isometry group such an example is impossible
(see [Ave76]).
Corollary 2.16 (Avez). If (M, g) is a connected Riemannian manifold with
subexponential volume growth whose isometry group acts transitively then M
satisfies the Liouville property.
A generalization of Avez’s result to manifolds admitting a compact quotient
under isometries was obtained by Varopolous (see [Var86, Theorem 3]).
Corollary 2.17 (Varopoulos). If (M, g) is a Riemannian manifold with subex-
ponential volume growth which admits a compact quotient under isometries then
M satisfies the Liouville property.
42
An analogous result to the previous two for generic leaves of compact folia-
tions (with respect to any harmonic measure) was announced by Kaimanovich
and also follows from our theorem above (see Theorem 2 of [Ka˘ı88] and the com-
ments on page 307). A particular interesting case is the horospheric foliation
on the unit tangent bundle of a compact negatively curved manifold.
Corollary 2.18 (Kaimanovich). If M is a negatively curved compact Rieman-
nian manifold then almost every horosphere with respect to any harmonic mea-
sure for the horospheric foliation on the unit tangent bundle T 1M satisfies the
Liouville property.
Another interesting consequence of Theorem 2.15 is that h(M) = 0 if and
only if ℓ(M) = 0. The following case was established by Karlsson and Ledrappier
using a discretization procedure to reduce the proof to an analysis of a random
walk on a discrete group (see [KL07]).
Corollary 2.19 (Karlsson-Ledrappier). Let (M, g) be a manifold with bounded
geometry that admits a compact quotient under isometries. Then the M satisfies
the Liouville property if and only if its Brownian motion is non-ballistic (i.e.
linear drift is zero).
One might be tempted to conjecture that a stationary random manifold of
exponential growth must have non-constant bounded harmonic functions. A
counterexample is provided by Thurston’s Sol-geometry (see [LS84, pg. 304] or
consider the case with p = q = 1 and drift parameter a = 0 in the central limit
theorem of [BSW12]).
Example 2.20 (Lyons-Sullivan). Let M = R3 endowed with the Riemannian
metric ds2 = e2zdx2+ e−2zdy2+dz2. Then M has a transitive isometry group,
exponential volume growth, and satisfies the Liouville property.
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3 Brownian motion on stationary random man-
ifolds.
In this section we construct Brownian motion on a stationary random manifold.
The technical steps consist of defining the corresponding path space (where both
the manifold and path can vary) and proving that the Weiner measures one has
on the paths over each manifold vary with sufficient regularity to define a global
measure in path space over any harmonic measure on the set of manifolds under
consideration (see Lemma 3.2 and Theorem 3.5).
Using this construction one obtains that linear drift can be defined pathwise
allowing us to complete the proof of a fact used in the previous section (see
Lemma 2.13 and Corollary 3.7).
It also follows that a non-compact ergodic stationary random manifold must
almost surely contain infinitely many disjoint diffeomorphic copies of any finite
radius ball (see Theorem 3.10). This is in the spirit of the much more detailed
result of Ghys which reduces the possible topologies of non-compact generic
leaves of a foliation by surfaces to six possible types (see [Ghy95]).
Generalizing Furstenberg’s formula for the largest Lyapunov exponent of a
product of random matrices (see [Fur63, Theorem 8.5] and [Led84, pg. 358])
Karlsson and Ledrappier have given a formula expressing the rate of escape of
random sequences in metric spaces using the expected increment of a Busemann
function along the sequence (see [KL11, Theorem 18]). In our context we prove
(see Theorem 3.14) a Furstenberg-type formula for the linear drift of Brownian
motion on a stationary random manifold in terms of increments of a random
Busemann function similar to [Led10, Proposition 1.1].
In the last subsection we improve the lower bound 12ℓ(M)
2 ≤ h(M) for
entropy obtained in Theorem 2.15 to 2ℓ(M)2 ≤ h(M) in the case of certain
stationary random Hadamard manifold (see Theorem 3.23). In the case of a
manifold with compact quotient this result was proved by Kaimanovich and
Ledrappier, see [Ka˘ı86, Theorem 10] and [Led10, Theorem A]. Equality implies
that the gradient of almost every Busemann function at the origin must be
collinear with that of a positive harmonic function, a condition which has strong
rigidity consequences in the case of a single negatively curved manifold with
compact quotient (see [Led10] and [LS12]). It is unknown to the author whether
similar rigidity results can be obtained for stationary random manifolds.
3.1 Brownian motion on stationary random manifolds
3.1.1 Path space
We will construct a ‘path space’ over a given set M = M (d, r, {Ck}) of mani-
folds with uniformly bounded geometry. Since later on we will be interested in
time-reversal of Brownian motion we chose to consider paths whose domain is
the entire real line instead of [0,+∞) as it was in previous sections.
For this purpose let M̂′ be the set of pairs (M,ω) where M is a manifold
in M (denote by oM its basepoint and by gM its Riemannian metric) and
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ω : R → M is a continuous curve with ω0 = oM . And by M̂ denote the
equivalence classes of elements of M̂′ where (M,ω) and (M ′, ω′) are equivalent
if there is a pointed isometry f : M → M ′ such that ω′ = f ◦ ω. We will not
be careful in distinguishing elements of M̂ with their representatives (M,ω)
in M̂′ since all our definitions will be invariant under the defined equivalence
relationship.
Recall that a metric on a disjoint union of two metric spaces is admissible if
it coincides with the given metrics when restricted to each half. We mimick the
definition of the distance on the Gromov space to turn M̂ into a metric space.
Definition 3.1. Define the distance between two elements (M,ω) and (M ′, ω′)
in M̂ as either 1/2 or, if such an ǫ exists, the infimum among all ǫ ∈ (0, 1/2)
such that that there exist an admissible metric on the disjoint union M ⊔M ′
with the following properties:
1. d(o, o′) < ǫ.
2. d(B1/ǫ(o),M
′) < ǫ and d(M,B1/ǫ(o
′)) < ǫ.
3. d(ωt, ω
′
t) < ǫ for all t ∈ [−1/ǫ, 1/ǫ].
Define for each t ∈ R the shift map shiftt : M̂ → M̂ by
shiftt(M,ω) = (M, shifttω)
where (shifttω)s = ωt+s for all s and the basepoint of M on the right hand has
been changed to ωt (previously it was ω0).
Also, one has a projection π : M̂ →M which associates to each (M,ω) the
unique pointed manifold in M isometric (with basepoint) to (M,ω0).
Recall that a sequence (Mn, on, gn) of pointed manifolds is said to converge
smoothly to (M, o, g) if there exists an exaustion Un ofM be increasing relatively
compact open sets and a sequence of smooth embeddings ϕn : Un → Mn with
ϕn(o) = on such that the pullback metrics ϕ
∗
ngn converge smoothly on compact
sets to g.
Lemma 3.2. Let M and M̂ be as above. Then M is compact and metrizable
when endowed with the topology of smooth convergence, M̂ is a complete metric
space with the distance defined above, and the projection π : M̂ →M is contin-
uous and surjective. Furthermore, for each t ∈ R the shift map shiftt is a self
homeomorphism of M̂.
Proof. By Theorem 2.4 one has that M is compact with respect to pointed
Gromov-Hausdorff convergence and that this convergence is equivalent to smooth
convergence on M. Since Gromov-Hausdorff convergence is metric this estab-
lishes the claim on M.
The continuity of the projection follows because we have defined M̂ to be
larger than the pointed Gromov-Hausdorff distance between the projected man-
ifolds. Continuity of the shift map can be verified directly from the definition.
Hence it remains to establish that M̂ is separable and complete.
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We begin by establishing completeness. For this purpose take a sequence
(Mn, ω
n) in M̂ such that d((Mn, ωn), (Mn+1, ωn+1)) < 2−n for all n. For each
n let dn be an admissible metric on the disjoint union Mn⊔Mn+1 satisfying the
conditions of Definition 3.1 for ǫ = 2−n. Using these distances define a distance
on the infinite disjoint union X =
⊔
Mn such that if x ∈Mn and y ∈Mn+p the
distance between them is the infimum over sequences x = x0, x1, x2, . . . , xp = y
with xi ∈ Mn+i of dn(x0, x1) + · · · + dn+p−1(xn+p−1, xn+p). Let X̂ be the
completion of X , M = X̂ \X , and let ω be the local uniform limit of the curves
ωn in X̂.
One can verify that ωt belongs toM for all t. Furthermore we have shown in
Theorem 2.3 that the sequence Mn converges in the pointed Gromov-Hausdorff
sense to M . It follows that M is isometric to a pointed manifold in M. Since
the distance between (Mn, ω
n) and (M,ω) is less than 2−(n−1) this establishes
that M̂ is complete as claimed.
Take a countable dense subset D of M and consider a countable set D̂
consisting of pairs (M,ω) where M ranges over D and ω over a countable dense
(with respect to local uniform convergence) subset of curves in each M . We
claim that D̂ is dense in M̂.
To establish this fact fix (M,ω) in M̂ and ǫ > 0. Since ω is continuous we
may partition the interval [−1/ǫ, 1/ǫ] into a finite number of disjoint intervals
Ii = [ti, ti+1] such that the diameter of {ωt : t ∈ Ii} is less than ǫ/3 for all i.
Take δ ∈ (0, ǫ/3) so that 1/δ is larger than the diameter of {ωt : t ∈ [−1/ǫ, 1/ǫ]}
and notice that there exists (M ′, o′, g′) in D at distance less than than δ from
(M,ω0, g) (g being the metric on M). It follows that there exists an admissible
distance on the disjoint union M ⊔M ′ such each point ωti is at distance less
than ǫ/3 from some point pi ∈M ′. Interpolating between the pi with geodesic
segments one obtains a curve ω′t in M
′ at distance less than ǫ from ωt for
all t ∈ [−1/ǫ, 1/ǫ]. Arbitrarily close to ω′ in the topology of local uniform
convergence there are curves ω′′ such that (M ′, ω′′) belongs to D̂. This proves
that D̂ is dense as claimed.
3.1.2 Brownian motion
By the topology of local uniform convergence on an interval I ⊂ R on M̂ we
mean the topology generated by replacing t ∈ [−1/ǫ, 1/ǫ] in condition 3 of
Definition 3.1 by t ∈ [−1/ǫ, 1/ǫ]∩I . We denote by F∞0 the σ-algebra generated
by the topology of local uniform convergence on [0,+∞) on M̂.
Recall that C(R,M) denotes the space of continuous curves on a manifoldM
and denote by F∞0 (M) the σ-algebra on C(R,M) generated by the topology of
local uniform convergence on [0,+∞). Each element ω of C(R,M) is naturally
associated to the element (M,ω) of M̂ though this association is not necessarily
injective (e.g. applying any isometry to a curve yields the same element of M̂).
Lemma 3.3. The natural projection ω 7→ (M,ω) from the space of continuous
curves C(R,M) on a manifold M ∈ M into M̂ is continuous when both are
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endowed with the topology of local uniform convergence on the same interval
I ⊂ R. In particular each probability measure on F∞0 (M) yields a probability
on
(
M̂,F∞0
)
.
Proof. The uniform distance between two curves ω, ω′ in M on a compact in-
terval [a, b] is larger than or equal to the corresponding distance on M̂ endowed
with the topology of uniform convergence on [a, b] (this follows directly from
Definition 3.1).
Given (M, o, g) ∈ M we denote by P(M,o,g) the pushforward of Wiener mea-
sure corresponding to Brownian motion starting at o to the σ-algebra F∞0 on
M̂. The Markov property of Brownian motion on M takes the following form:
Corollary 3.4. Let (M, o, g) ∈ M, then for any t > 0 and A ∈ F∞t one has
P(M,o,g)(A) =
∫
q(t, o, x)P(M,x,g)(A)dx.
By a Brownian motion on a stationary random manifold we mean a random
element (M,ω) of M̂ with distribution µ̂ given by the following theorem for
some harmonic measure µ on M.
Theorem 3.5. For each probability measure µ on M there is a unique proba-
bility µ̂ on
(
M̂,F∞0
)
defined by
µ̂ =
∫
P(M,o,g)dµ(M, o, g).
Furthermore the following two properties hold
1. If a probability µ onM is harmonic then its lift µ̂ can be extended uniquely
to a shift invariant Borel probability on M̂.
2. If a probability µ on M is harmonic and ergodic then the unique shift
invariant extension of µ̂ is ergodic.
Proof. We have shown in Lemma 3.3 that the Weiner measures on each (M, o, g)
in M lifts to a probability P(M,o,g) on M̂. If we show that
(M, o, g) 7→
∫
f(M,ω)dP(M,o,g)(N,ω) (2)
is continuous for all continuous bounded f : M̂ → R then µ̂ = ∫ P(M,o,g)dµ
is well defined as an element of the dual of the space of bounded continuous
functions. By the Riesz representation theorem this means that µ̂ is well defined
as a probability on the Stone-Cech compactification of M̂. After this it suffices
to show that for each ǫ > 0 there is a compact subsetK of M̂ with P(M,o,g)(K) ≥
1− ǫ for all (M, o, g) in M to obtain that in fact µ̂ is a probability on M̂.
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To begin we define the space of orthonormal frames O(M) as the set of
tuples
(M, o, g, v1, . . . , vd)
where (M, o, g) is in M and v1, . . . , vd is an orthonormal basis of the tangent
space ToM . This space is considered up to equivalence by isometries which re-
spect the basepoints and orthonormal frames. A sequence (Mn, on, gn, vn1 , . . . , v
n
d )
converges to (M, o, g, v1, . . . , vd) if there exists an exhaustion Un of M and
smooth embeddings ϕn : Un → Mn satisfying the usual properties for smooth
convergence plus that |Dϕnvi−vni | → 0 for i = 1, . . . , d. We omit the verification
that O(M) is separable, compact and the projection is continuous. Similarly
we define the space of frames F (M) by dropping the condition that v1, . . . , vd
be orthonormal (this space is no longer compact).
On the frame bundle F (M) of any manifold (M, o, g) ∈ M there are d unique
smooth vector fields H1, . . . , Hd with the property that the flow defined by Hi
corresponds to parallel transport of each orthonormal frame along the geodesic
whose initial condition is the i-th vector of the frame. Any solution to the
Stratonovich differential equation
dXt =
d∑
i=1
Hi(Xt) ◦ dW it (3)
driven by a standard Brownian motion (W 1t , . . . ,W
d
t ) on R
d and starting at an
orthonormal frame, projects to a Brownian motion on M . In particular the
distribution of the solution starting at any orthonormal frame v1, . . . , vd over
the basepoint o is the Weiner measure Po and lifts to P(M,o,g) on M̂. We will
show that P(M,o,g) depends continuously on (M, o, g) in M by showing that it
depends continuously on the points in O(M). Since points projecting to the
same element ofM have the same associated measure in M̂ this approach may
seem unnecessarily complicated, however it allows us to use standard theorems
on continuity of solutions to rough differential equations and simultaneously
solve the problem of finding compact sets with large probability for all P(M,o,g).
Choose p ∈ (2, 3) and consider for each T > 0 the Polish space Ω of geometric
rough paths with locally finite p-variation (by which we mean that restricted
to each interval I = [0, T ] the path belongs to Cp−var(I,G2(Rd)) as defined in
[FV10, Definition 9.15]). Let ν be the probability measure on ΩGp(R
d) which is
the distribution of ‘Stranovich enhanced Brownian motion’ (see [FV10, Section
13.2]). Given (M, o, g, v1, . . . , vd) and a path α in Ω there is a unique curve
ω : [0,+∞) → M which is the projection to M of the solution to Equation 3
driven by the rough path α (this is the existence and uniqueness theorem for
rough differential equations of Terry Lyons, we will use the version given by
[FV10, Theorem 10.26]). We will show that (M,ω) is continuous as a function
from Ω × O(M) to M̂ (where the later is endowed with the topology of local
uniform convergence).
Assuming the continuity claim has been established we notice that, because
the pushforward of ν under the map α 7→ ω is the Weiner measure corresponding
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to o, it would follow by dominated convergence that the function defined by
Equation 2 is continuous for all bounded f . Furthermore, by letting α vary in
a compact subset of Ω with ν-probability greater than 1 − ǫ one would obtain
that there is a compact subset of M̂ with probability greater than 1− ǫ for all
P(M,o,g).
We now establish the continuity claim. Consider a sequence in O(M) such
that
(Mn, on, gn, vn1 , . . . , v
n
d )→ (M, o, g, v1, . . . , vd)
when n → +∞, and let ϕn : Un → Mn be the corresponding embeddings of
an exaustion of M . Given α ∈ Ω and a compact interval [0, T ] we may take a
compact d-dimensional submanifold with boundary N ⊂ F (M) such that the
solution to Equation 3 driven by α starting at v1, . . . , vd remains in N on [0, T ].
We embed N into some RN and consider smooth compactly supported exten-
sions of the horizontal vector fields Hi to R
N . The pullbacks of the horizontal
vector fields Hni on F (Mn) under ϕn restricted to N can be extended to all of
R
N in such a way that they share a compact support and converge smoothly to
the corresponding Hi and the pullbacks of the orthonormal frames v
n
i eventu-
ally belong to N and converge to v1, . . . , vd. Hence by [FV10, Theorem 10.26]
the solutions to Equation 3 driven by α and the vector fields Hni starting at
the pullbacks of vn1 , . . . , v
n
d converge to the corresponding solution driven by the
vector fields Hi uniformly on [0, T ]. This implies continuity of the solution with
respect to (M, o, g, v1, . . . , vd) in O(M)2. Continuity with respect to α for a
fixed manifold with frame in O(M) also follows from [FV10, Theorem 10.26].
We have thus far established the existence of µ̂ for each probability µ on
M. It remains to interpret harmonicity and ergodicity of µ with properties of
µ̂ relative to the shift maps.
If µ is harmonic then by Corollary 3.4 one has for all A ∈ F∞t that µ̂(A) =
shiftt∗µ̂(A) from this it follows that the pushforward measure shift
t
∗µ̂ (defined
on F∞−t coincides with µ on F∞0 . Hence we may extend µ̂ uniquely to a shift
invariant probability F∞t for all t ∈ R. Since all these extensions are compatible
Tulcea’s extension theorem implies that there is a unique shift invariant Borel
extension.
Suppose that µ is ergodic, harmonic, and that the unique shift invariant
extension of µ̂ to the Borel σ-algebra is not ergodic. Then by definition one can
obtain two distinct shift invariant probabilities such that
µ̂ = αµ̂1 + (1− α)µ̂2
for some α ∈ (0, 1). Since µ̂ projects to µ this allows one to express µ as a non-
trivial convex combination of the projection µ1 and µ2 of µ̂1 and µ̂2 respectively.
Using Corollary 3.4 one sees that because the µ̂i are shift invariant µ1 and µ2 are
2Here we use the fact that if there is an exhaustion Un ofM and embeddings ϕn : Un →Mn
defining the conditions for smooth convergence, and furthermore there are curves ω on M and
ωn on Mn such that ϕ
−1
n ◦ ωn converges to ω uniformly on compact sets, then (Mn, ωn)
converges to (M,ω) as elements of M̂. The proof amounts to repeating the arguments in
Lemma 2.1.
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harmonic. But because µ is ergodic one must have µ1 = µ2 = µ contradicting
the fact that µ̂1 6= µ̂2. Hence each ergodic harmonic measure µ on M lifts
to (after taking the unique shift invariant extension) an ergodic shift invariant
probability µ̂ as claimed.
3.1.3 Pathwise linear drift
SupposeXt is a Brownian motion on a manifold with bounded geometry. By the
results of Ichihara (see [Ich88, Example 2.1]) one has that lim sup
t→+∞
d(X0, Xt)/t
is finite. However, the limit
lim
t→+∞
d(X0, Xt)
t
need not exists almost surely. Furthermore even if the above limit exists it might
be random (i.e. take different values with positive probability). For a concrete
example consider a metric on R2 which contains isometrically embedded copies
of a half space with constant curvature −1 and a half space of constant curvature
−2. For any Brownian motion with respect to such a metric the above limit
will take two distinct values with positive probability.
The construction of the Brownian motion process on M̂ implies that man-
ifolds such as the previously discussed cannot be generic with respect to any
ergodic harmonic measure.
Theorem 3.6. Let (M,ω) be a Brownian motion an an ergodic stationary
random manifold. Then there one has
lim
t→+∞
E
(
d(ω0, ωt)
t
)
= ℓ(M)
and
lim
t→+∞
d(ω0, ωt)
t
= ℓ(M)
almost surely, where ℓ(M) is the linear drift of the stationary random manifold
M .
Proof. Let µ be the distribution of M and consider the shift invariant lift µ̂ of
µ to M̂ given by Theorem 3.5. We define the function ds,t on M̂ for s < t by
ds,t(M,ω) = d(ωs, ωt).
The triangle inequality implies that ds,u ≤ ds,t+ds,u, added to the fact that
µ̂ is shift invariant one obtains that the family {ds,t} is a stationary subadditive
process with respect to the probability µ̂. Therefore by Kingman’s subadditive
ergodic theorem (see Theorems 1 and 5 of [Kin68]) the limits
lim
t→+∞
ds,t
t
exists µ̂ almost surely and in L1. Since the limit is almost surely shift invariant
it must be constant if µ̂ is ergodic.
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As a consequence of the previous theorem we can complete the proof that
ℓ+(M) = ℓ(M) for all ergodic stationary random manifolds M , a fact which
was used in the previous section.
Corollary 3.7. Let M be an ergodic stationary random manifold then one has
lim
t→+∞
E
 ∫
BLt(oM )
q(t, oM , x)dx
 = 1
for all L > ℓ(M).
Proof. Let µ be the distribution of M , M the support of µ, and µ̂ the lift of µ
to M̂. The quantity inside the limit is equal to
µ̂ ({(M,ω) ∈ µ̂ : d(ω0, ωt) < Lt})
which converges to 1 by Theorem 3.6.
3.1.4 Recurrence and the correspondence principle
Szemeredi’s theorem states that if a set of integers A has positive upper density
then it contains arbitrarily long arithmetic progressions. Furstenberg’s proof of
this result begins by associating to A a shift invariant probability measure µ
on the space of infinite strings of zeros and ones with the property that if the
measure of the set of strings beginning with a particular finite pattern is positive
then this pattern appears in A. In particular the set U of strings beginning with
1 has positive probability and Szermeridi’s theorem is shown to be equivalent to
the property that for each k there exist n such that µ(U∩T−nU∩· · ·∩T−nkU) >
0 where T is the shift transformation (see [EW11, pg. 178]).
The above idea of Furstenberg has been abstracted to a general albeit infor-
mal ‘correspondence principle’ which might be roughly stated as follows: The
combinatorial properties of a concrete mathematical object can sometimes be
codified by a measure preserving dynamical system. Hence ergodic theorems
can yield proofs of combinatorial statements and vice-versa.
In this subsection we try to apply the above principle to a fixed bounded
geometry manifold (M, g). The idea is that the closure of the set of manifolds
(M,x, g) where x varies over all of M , supports at least one harmonic measure
‘diffused from M ’. If for some o ∈ M the pointed manifold (M, o, g) belongs
to the support of this measure then this imposes strong ‘recurrence’ properties
on the Riemannian metric and topology of M forcing a certain finite radius
‘pattern’ in the manifold to appear infinitely many times. Perhaps the strongest
result which has been obtained by this type of reasoning is the theorem of Ghys
which states that a non-compact leaf of a compact foliation by surfaces which is
generic with respect to a harmonic measure can only have one out of six possible
topologies (see [Ghy95]). We will prove a weaker result which illustrates the
same principle. We begin with a definition.
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Definition 3.8. Let (M, o, g) be a pointed bounded geometry manifold in some
set of manifolds with uniformly bounded geometry M. A diffusion measure
(M, o, g) is any weak limit when t→ +∞ of a subsequence of the measures
1
t
∫ t
0
(π ◦ shifts)∗P(M,o,g)ds
where π is the projection from M̂ to M and the shift maps on M̂ are denoted
by shiftt.
We might say a manifold is ‘recurrent’ if it belongs to the support of at least
one of its diffusion measures. We begin by showing that, with this definition, all
manifolds which are generic with respect to an ergodic harmonic measure are
recurrent and in fact have a unique diffusion measure.
Lemma 3.9. Let µ be an ergodic harmonic measure on a space of manifolds
with uniformly bounded geometry M. Then µ is the unique diffusion measure
for µ-almost every (M, o, g) ∈ M.
Proof. Consider the ergodic shift invariant lift µ̂ of µ to M̂ given by Theorem
3.5 and let {Un} be a countable basis of the topology onM by open sets whose
boundaries have zero µ measure. By Birkhoff’s ergodic theorem one has for µ̂
almost every (M,ω) in M̂ that
µ(Un) = µ̂
(
π−1(Un)
)
= lim
t→+∞
1
t
∫ t
0
1Un (π ◦ shifts(M,ω)) ds
for all n.
This implies that
µ = lim
t→+∞
1
t
∫ t
0
(π ◦ shifts)∗P(M,ω0,g)ds
so µ is a diffusion measure for µ̂ almost every (M,ω0, g). This implies the claim
since µ̂ projects to µ.
The following theorem shows, for example, that the plane with one han-
dle cannot be the generic leaf of a compact foliation no matter what bounded
geometry Riemannian metric we put on it.
Theorem 3.10. Suppose that (M, o, g) is a non-compact bounded geometry
manifold which belongs to the support of its only diffusion measure µ. Then
for each r > 0 there are infinitely many disjoint diffeomorphic copies of Br(o)
embedded in M .
Proof. Given r we can choose a neighborhood U of (M, o, g) sufficiently small
so that for all (M ′, o′, g′) in U there is a diffeomorphism ϕ : Br(o) → M ′ with
ϕ(o) = o′ and such that ϕ(Br(o)) is contained in B2r(o
′).
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Consider the set A = {x ∈M : (M,x, g) ∈ U} and notice that one has
lim
t→+∞
1
t
∫ t
0
1A(ωs)ds = µ(U) > 0
for Po almost every Brownian path ω.
On the other hand, since M is non-compact and has bounded geometry it
has infinite volume. This implies that the fraction of time spent by Brownian
motion in any compact subset of M converges to 0 as t → +∞. It follows
that A is unbounded and hence M contains infinitely many disjoint copies of
Br(o).
The main result of [Ghy95] implies that the non-compact generic leaves with
respect to any ergodic harmonic measure on a compact foliation by surfaces have
either zero or infinite genus and either one, two, or infinitely many ends. The
first part of this result follows from the theorem above.
Corollary 3.11 (Ghys). Any non-compact generic leaf with respect to an er-
godic harmonic measure on a compact foliation by surfaces must have either
zero or infinite genus.
3.2 Busemann functions and linear drift
3.2.1 Busemann functions
The Busemann function ξx : X → R associated to a point x in a pointed proper
metric space (X, o) is defined by
ξx(y) = d(x, y)− d(x, o)
and the Busemann compactification of X is the closure of all such functions in
the topology of local uniform convergence (this is equivalent to pointwise con-
vergence since all Busemann functions are 1-Lipschitz). Given a set of pointed
manifolds with uniformly bounded geometry M we will show in this section
that the linear drift of a harmonic measure on M can be expressed in terms
of the increment of a ‘random Busemann function’ on a fixed time interval of
Brownian motion.
As a first step we must construct a space containing the Brownian paths M̂
and Busemann functions. For this purpose we define M̂1 as the set of triplets
(M,ω, ξ) where (M,ω) is in M̂ and ξ : M → R is 1-Lipschitz and satisfies
ξ(ω0) = 0. Elements of M̂1 are considered up to the usual equivalence by
isometries preserving ω and ξ.
The distance on M̂1 is defined similarly to that of M̂ adding only one
condition.
Definition 3.12. Define the distance between two elements (M,ω, ξ) and (M ′, ω′, ξ′)
in M̂ as either 1/2 or, if such an ǫ exists, the infimum among all ǫ ∈ (0, 1/2)
such that that there exist an admissible metric on the disjoint union M ⊔M ′
with the following properties:
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1. d(o, o′) < ǫ.
2. d(B1/ǫ(o),M
′) < ǫ and d(M,B1/ǫ(o
′)) < ǫ.
3. d(ωt, ω
′
t) < ǫ for all t ∈ [−1/ǫ, 1/ǫ].
4. |ξ(x) − ξ′(x′)| < ǫ whenever d(x, x′) < ǫ and either x ∈ B1/ǫ(o) or x′ ∈
B1/ǫ(o
′).
Usually the Busemann functions of a manifold M are defined as the locally
uniform limits of the functions ξx (where x ∈ M). We define the generalized
Busemann space M̂b as the closure of the Busemann functions (M,ω, ξx) (where
x ∈ M) in the above metric space. The elements of this space will be called
generalized Busemann functions.
Lemma 3.13. The metric space M̂b is complete and separable, and the pro-
jection π̂ : M̂b → M̂ is continuous surjective and proper (i.e. preimage of any
compact set is compact).
Proof. Completeness of M̂b follows from an argument similar to that of Lemma
3.2. We consider a sequence (Mn, ωn, ξn) with distance between consecutive el-
ements less than 2−n. We take an admissible metric dn onMn⊔Mn+1 satisfying
the conditions of Definition 3.12 and use it to define a metric on the countable
disjoint union
⊔
Mn by setting d(x, y) with x ∈ Mn and y ∈ Mn+p to be the
infimum of dn(x, x1) + · · · + dn+p−1(xp−1, y) over all chains x1, . . . , xp−1 with
xi ∈Mn+i for i = 1, . . . , p− 1. We take X to be the completion of this disjoint
union and M = X \⊔Mn. As in Lemma 3.2 one has that ωn converge locally
uniformly to a curve ω in M .
Take a point x ∈ M and assume that x = limxn where xn ∈ Mn and
d(xn, xn+1) < 2
−n for each n. Then because d(on, xn) → d(o, x) we will have
for all n large enough that |ξn(xn) − ξn+1(xn+1)| < 2−n. This implies that
lim ξn(xn) exists. Furthermore, if yn is another sequence with the same proper-
ties converging to x then d(yn, xn)→ 0 and since each ξn is 1-Lipschitz one has
that lim ξn(yn) = lim ξ
n(xn). We define ξ(x) = lim ξ
n(xn). One verifies that ξ
is 1-Lipschitz and defined on a dense subset of M , therefore it extends uniquely
to a continuous function on M .
By definition the function F on X which coincides with ξn on each Mn and
with ξ onM is continuous. Therefore it is uniformly continuous on compact sets.
Hence, given ǫ > 0 we may find δ > 0 such that if x ∈ Bǫ+1/ǫ(o) and d(x, y) < δ
then |F (x) − F (y)| < ǫ. The admissible distance on Mn ⊔ M which equals
d(x, y) + ǫ − δ whenever x ∈ Mn and y ∈ M and coincides with d otherwise,
shows that the distance between (Mn, ω
n, ξn) and (M,ω, ξ) is less than ǫ for all
n large enough. Hence M̂b is complete.
Surjectivity of π̂ is immediate. Separability of M̂b follows from that of M̂
once we show that π̂ is proper (the preimage of each point in a dense countable
subset of M̂ is compact, hence has a countable dense set, the union of these
sets is dense in M̂b).
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To establish that π̂ is proper it suffices to show that if (Mn, ωn, ξxn) is a
sequence of Busemann functions in M̂b such that (Mn, ωn) converges to (M,ω)
in M̂, then there is a 1-Lipschitz function ξ on M such that a subsequence of
(Mn, ωn, ξxn) converges to (M,ω, ξ).
Repeating the construction above we may assume without loss of generality
that there is an admissible metric on
⊔
Mn⊔M such that the curves ωn converge
locally uniformly to ω and the metric restricted toMn⊔Mn+1 satisfies properties
1,2, and 3 of Definition 3.12 for ǫ = 2−n. The same conditions are verified by
the metric when restricted to Mn ⊔M for ǫ = 2−n+1.
Notice that each ξxn is defined in terms of the distance on M
n. Hence it
extends, using the admissible distance, to a 1-Lipschitz function Fn on all of
M ⊔⊔Mn. Since the sequence Fn is equicontinuous there is a locally uniformly
convergent subsequence Fnk which converges to a limit F . We define ξ as
the restriction of F to M . An argument similar to the one above shows that
(Mnk , ωnk , ξxnk ) converges to (M,ω, ξ).
3.2.2 A Furstenberg type formula for linear drift
We recall the idea of Furstenberg that the largest Lyapunov exponent
χ = lim
1
n
log(|A0 · · ·An|)
of a sequence . . . , A−1, A0, A1, . . . of independent identically distributed random
2× 2 matrices with determinant equal to 1 can be expressed as
χ = E(log(|A0v|))
where v is a random vector on the unit circle which is independent from A0 (it
belongs to the unstable direction of the sequence of matrices and depends only
on A−1, A−2, . . .).
The distribution of v above is, a priori, unknown but must satisfy a station-
arity property, and even without full knowledge of v the formula can be used
to establish that the exponent is positive under certain assumptions on the se-
quence of matrices. This idea has been generalized considerably and there are
now several ‘Furstenberg type formulas’ which express asymptotic quantities
of a random trajectory as integrals over a finite time segment of the trajec-
tory involving some random element of a ‘boundary space’ whose distribution
is unknown (see for example [KL11, Theorem 18]).
The purpose of this subsection is to establish a Furstenberg type formula for
the linear drift of a harmonic measure (compare with [Led10, Proposition 1.1]).
The Busemann function space M̂b will play the role of the boundary (the circle
in the above example) and our trajectory is the path of Brownian motion. We
extend the shift maps shiftt to M̂b so that (M,ω, ξ) goes to (M,ωt+·, ξ− ξ(ωt))
and notice that they are continuous.
By a Brownian motion on a stationary random manifold M we mean a
random element (M,ω) of M̂ whose distribution is the shift invariant lift µ̂ of
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the harmonic distribution µ of M (see Theorem 3.5). In the following theorem
the existence of the random element (M,ω, ξ) extending (M,ω) may depend on
modifying the domain probability space of (M,ω) somewhat (without changing
the distribution of (M,ω)).
Theorem 3.14 (Furstenberg type formula for linear drift). Let (M,ω) be a
Brownian motion on an ergodic stationary random manifold M . Then (possibly
modifying the domain of (M,ω)) there exists a random generalized Busemann
function ξ such that the distribution of (M,ω, ξ) is shift invariant and one has
E (ξ(ωt)) = tℓ(M)
for all t ∈ R\{0}. Furthermore ξ can be chosen so that its distribution is ergodic
for the shift maps and so that the conditional distribution of {ωt : t ≥ 0} given
M, o = ω0 and ξ is Po.
Proof. Let (M,ω) be a Brownian motion on an ergodic stationary random mani-
foldM and let u be a uniform random variable in [0, 1]. Because the projection π̂
from M̂b to M̂ is proper the distributions of the random variables (M,ω, ξω
−uT
)
(where T ranges over R) are tight (i.e. for each ǫ > 0 there is a compact subset
of M̂b with probability greater than 1− ǫ for all the distributions). Hence there
exists a sequence Tn → +∞ such that (M,ω, ξω
−uTn
) converges in distribution
to some random element (M,ω, ξ) in M̂b (see [Bil99, Theorem 5.1], notice that
this element projects to our original Brownian motion (M,ω)).
Since all functions in M̂b are 1-Lipschitz we have that |ξ(ωt)| ≤ d(ω0, ωt).
Notice also that, as shown in the previous section, the expectation of d(ω0, ωt)
is finite for any Brownian motion (M,ω) on a stationary random manifold.
Also, by Skorohod’s representation theorem (see [Bil99, Theorem 6.7]) there
exist random elements with the distribution of (M,ω, ξω
−uTn
) which converge
pointwise to a random element with the distribution of (M,ω, ξ). Hence we
may use dominated convergence to establish the first in the following chain of
equalities (we assume for simplicity that t > 0)
E (ξ(ωt)) = lim
n→+∞
E
(
ξω
−uTn
(ωt)
)
= lim
n→+∞
E (d(ω−uTn , ωt)− d(ω−uTn , ω0))
= lim
n→+∞
E (d(ω0, ωuTn+t)− d(ω0, ωuTn)) .
Notice that u+ t/Tn is uniformly distributed on [t/Tn, t/Tn+1]. Therefore,
setting v = u if u > t/Tn and v = 1 + u otherwise one obtains that v has the
same distribution as u+ t/Tn from which it follows that
E (ξ(ωt)) = lim
n→+∞
E (d(ω0, ωvTn)− d(ω0, ωuTn))
where the inner terms cancel except on a set of probability t/Tn where u < t/Tn.
Hence we have obtained
E (ξ(ωt)) = t lim
n→+∞
E
(
d(ω0, ωs+Tn)
Tn
)
− t lim
n→+∞
E
(
d(ω0, ωs)
Tn
)
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where s is independent from (M,ω) and uniformly distributed on [0, t].
In second term we may bound the expected value of d(ω0, ωs), using Ichi-
hara’s comparison result (see [Ich88]), by the expected diameter of a segment of
length t of Brownian motion on a space of constant curvature lower than that
of all possible values of M . Since Tn → +∞ it follows that the second limit is 0.
For the first term we can bound the expected value of |d(ω0, ωs+Tn)−d(ω0, ωTn)|
by the same. This implies that one has
E (ξ(ωt)) = t lim
n→+∞
E
(
d(ω0, ωTn)
Tn
)
= tℓ(M)
where ℓ(M) is the linear drift of the stationary random manifold M . We omit
the proof for negative t which is very similar.
To see that the distribution of (M,ω, ξ) is shift invariant take any s > 0 and
notice that
shift−s(M,ω, ξωuTn ) = (M,ω·−s, ξωuTn − ξωuTn (ω−s))
has the same distribution as (M,ω, ξωuTn+s). We may define v so that uTn + s
has the same distribution as the vTn by setting v = u if uTn < s and v =
u + 1 otherwise. Hence the shift−s(M,ω, ξωuTn ) has the same distribution as
(M,ω, ξvTn) which coincides with (M,ω, ξtTn) outside of a set of probability
s/Tn. Taking limits when n → +∞ one obtains that shift−s(M,ω, ξ) has the
same distribution as (M,ω, ξ) for all s > 0, so the distribution of (M,ω, ξ) is
shift invariant.
Since u is independent from (M,ω) and the conditional distribution of {ωt :
t ≥ 0} relative toM, o = ω0 is Po one obtains the same property for conditioning
relative to ξω
−uTn
and by taking limits also for ξ.
The possible shift invariant distributions of (M,ω, ξ) satisfying E(ξ(ωt)) =
tℓ(M) for all t 6= 0 and such that the conditional distribution of {ωt : t ≥
0} relative to M, o = ω0, ξ are Po, form a convex and weakly compact set.
Any extremal element of this set (and such an element exists by the Krein-
Milman theorem) is ergodic with respect to the shift maps. This shows that the
distribution of ξ can be chosen to be ergodic.
3.3 Entropy of reversed Brownian motion
3.3.1 Reversibility
The purpose of this section is to improve the inequality 12ℓ(M)
2 ≤ h(M) ob-
tained in Theorem 2.15 in the case of Brownian motions on a stationary ran-
dom Hadamard manifold to 2ℓ(M)2 ≤ h(M) (recall that a Hadamard mani-
fold is a manifold isometric to Rd endowed with a complete Riemannian met-
ric of non-positive sectional curvature). This improvement was established by
Kaimanovich and Ledrappier in the case of a single manifold with a compact
quotient (no curvature assumption) and has strong rigidity consequences if for
manifolds with negative curvature in this case (see [Led10] and the references
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therein3). We are able to prove the inequality under the assumption that Brow-
nian motion is reversible; a technical hypothesis which is automatically satisfied
in the case of a single manifold with compact quotient. We will discuss this
assumption briefly in this subsection.
Consider a Brownian motion (M,ω) on a stationary random manifold M .
The reverse process is defined by (M,ω′) where ω′t = ω−t. We say the Brownian
motion is reversible if (M,ω) and (M,ω′) have the same distribution.
As an example consider a compact manifoldM . The unique stationary mea-
sure for Brownian motion is the normalized volume measure hence the unique
shift invariant measure on C([0,+∞),M) is ∫ Pxdx/vol(M). We use this to de-
fine a unique shift invariant measure on the continuous paths C(R,M) defined
on all of R. Giving rise to a Brownian motion on a stationary random manifold
(M,ω) where M is fixed and the basepoint ω0 is uniformly distributed.
We claim that (M,ω) thus defined is reversible. For this purpose notice that
given Borel sets A0, A1 in M and t > 0 one has
P (ω0 ∈ A0, ωt ∈ A1) =
∫
A0×A1
q(t, x, y)dxdy/vol(M) = P (ω0 ∈ A1, ωt ∈ A0)
because q(t, x, y) = q(t, y, x). The claim follows from repeating this calculation
for an arbitrary finite number of sets and times.
Given a compact foliation X and a harmonic measure µ one can define a
measure on the space of paths C([0,+∞), X) corresponding to ‘leafwise Brow-
nian motion’ with initial distribution µ. Similarly to the case discussed above
where X =M was a single compact leaf, the fact that µ is harmonic allows one
to uniquely extend this probability in a shift invariant way to all of C(R, X).
The results of Deroin and Klepsyn (see [DK07, Theorem B]) imply that for a
minimal codimension one foliation without any transverse invariant measure the
corresponding Brownian motion indexed on R is not reversible. If, furthermore,
the foliation is constructed so that no two leaves are isometric then one obtains
a stationary random manifold with non-reversible Brownian motion.
3.3.2 Furstenberg type formula for Hadamard manifolds with pinched
negative curvature
Recall that the Busemann functions of a manifold (M, o, g) are defined as lo-
cal uniform limits of the function of the form ξx(y) = d(x, y) − d(x, o). The
Busemann functions which are not of the form ξx form the so-called Busemann
boundary of M .
Lemma 3.15. Let (M, o, g) be a Hadamard manifold with curvature bounded
between two negative constants. Then for Po almost every Brownian path ω the
3Since we use q(t, x, y) = p(t/2, x, y) our definitions of ℓ and h differ from Ledrappier’s by
a factor of two. Hence then inequality h ≤ ℓv remains the same with both conventions but
our claim that 2ℓ2 ≤ h corresponds to ℓ2 ≤ h in Ledrappier’s notation.
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following limit exists and is an element of the Busemann boundary
ξ = lim
t→+∞
ξωt .
Proof. Convergence of ξωt to a boundary Busemann function follows if one shows
that d(ω0, ωt) → +∞ and that the geodesic segment joining o to ωt converges
to a geodesic ray (see [Wan11, Proposition 2] and the references therein). Both
of these properties of Brownian motion were established by Prat in the mid 70s
(see [AT11, Theorem 3.2], [Pra71] and [Pra75]).
The Martin boundary of a manifold M consists of the limits of functions
of the form y 7→ G(x, y)/G(x, o) where G is a minimal Green’s function (see
[Wan11]). The elements of the Martin boundary are positive harmonic functions
which we choose to consider up to multiplication by positive constants. In the
context of Hadamard manifolds with pinched negative curvature the equivalence
between Martin and Busemann boundaries was established by Anderson and
Schoen.
Lemma 3.16. Let (M, o, g) be a Hadamard manifold with curvature bounded
between two negative constants. Then there is a natural homeomorphism ξ 7→
kξ between the Busemann and Martin boundaries. Furthermore the probabil-
ity transition density of Brownian motion conditioned on the value of ξ =
limt→+∞ ξωt is given by
kξ(y)
kξ(x)
q(t, x, y).
Proof. For the homeomorphism between the two boundaries see [AS85, Theorem
6.3]. The conditional distribution for Brownian motion is verified on page 36
of [Anc90] (this is a special case of the so-called h-transform due to Doob, see
[Doo01]).
We can now established a refined version of Theorem 3.14 for random Hadamard
manifolds with pinched negative curvature.
Lemma 3.17. Let (M,ω) be a reversible Brownian motion on a stationary ran-
dom Hadamard manifold with sectional curvatures bounded between two negative
constants. Then letting ξ = limt→+∞ ξω
−t
one has
E(ξ(ωt)) = tℓ(M)
for all t 6= 0.
Proof. By Lemma 3.15 the distribution of (M,ω, ξω
−uT
) where u is uniformly
distributed in [0, 1] and independent from (M,ω), converges to that of (M,ω, ξ).
Hence the result follows exactly as in the proof of Theorem 3.14.
Boundary Busemann functions are at least two times continuously differen-
tiable on any Hadamard manifold (see [HIH77]) this allows us to pass to the
limit when t → 0 in the formulas above (this idea for obtaining infinitesimal
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formulas for the linear drift goes back to [Ka˘ı86]). Doing so along positive and
negative t yields different formulas, in order to use Lemma 3.16 to obtain the
distribution of reversed Brownian motion conditioned to ξ we must impose the
hypothesis that our Brownian motion is reversible.
Lemma 3.18. Let (M,ω) be a reversible Brownian motion on a stationary ran-
dom Hadamard manifold with sectional curvatures bounded between two negative
constants and let ξ = limt→+∞ ξω
−t
. Then one has
ℓ(M) = E
(
1
2
∆ξ(oM )
)
= −E
(
1
2
〈∇ log kξ(oM ),∇ξ(oM )〉
)
.
Proof. By Lemma 3.17 on has
ℓ(M) = E
(
1
t
∫
q(t, oM , x)ξ(x)dx
)
for all t > 0. Since the Busemann functions ξ are 1-Lipschitz and
∫
q(t, oM , x)d(oM , x)dx
can be uniformly bounded on the support of the distribution ofM , one can take
limit when t→ 0+ from which one obtains that
ℓ(M) = E
(
1
2
∆ξ(oM )
)
.
Similarly, by our assumption of reversibility, ω−t has distribution q(t, oM , x)
on M . The conditional distribution with respect to ξ is given by Lemma 3.16
and one has
ℓ(M) = −E
(
1
t
∫
kξ(x)
kξ(oM )
q(t, oM , x)ξ(x)dx
)
for all t > 0. Passing to the limit with t→ 0− one obtains4
ℓ(M) = −E
(
1
2
∆ξ(oM ) + 〈∇ log kξ(oM ),∇ξ(oM )〉
)
from which the second claimed formula for ℓ(M) follows using the first.
As a toy example of the previous formulas for drift consider the hyperbolic
half plane M = {(x, y) ∈ R2 : y > 0} with the metric ds2 = y−2(dx2+dy2) and
base point oM = (0, 1). Notice that (M, oM ) is a stationary random manifold
so one may indeed apply Lemma 3.18. All Busemann functions are obtained by
applying isometries to ξ(x, y) = − log(y). Calculating the Laplacian of ξ at oM
one obtains 1 so ℓ(M) = 1/2. On the other hand the positive harmonic function
associated to ξ (the Poisson kernel function associated to the boundary point
at infinity) is kξ(x, y) = y so that in the second formula ∇ log kξ = −∇ξ and
one obtains again ℓ(M) = 1/2.
4Notice that kξ(x)/kξ(oM ) is bounded by C exp(Cd(oM , x)) for some C (see [ADT07,
Corollary 4.5]) and ξ is Lipschitz so one has a uniform bound for the inner integral on all
manifolds in the support of the distribution of M by virtue of the uniform upper heat kernel
bounds.
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As stated before our objective in this section is to obtain the inequality
2ℓ(M)2 ≤ h(M) for stationary random Hadamard manifolds with curvature
bounded between two negative constants and reversible Brownian motion. So
far we have the following.
Corollary 3.19. Let (M,ω) be a reversible Brownian motion on a station-
ary random Hadamard manifold with sectional curvatures bounded between two
negative constants and let ξ = limt→+∞ ξω
−t
. Then one has
2ℓ(M)2 ≤ E
(
1
2
|∇ log kξ(oM )|2
)
Proof. Using Lemma 3.18 followed by Jensen’s inequality and the Cauchy-
Schwarz inequality one obtains
2ℓ(M)2 ≤ E
(
1
2
|〈∇ log kξ(oM ),∇ξ(oM )〉|2
)
≤ E
(
1
2
|∇ log kξ(oM )|2
)
where we have also used the fact that ξ is 1-Lipschitz.
3.3.3 Reverse entropy and entropy difference
The purpose of this section is to understand the right-hand side of the inequality
in Corollary 3.19. We want to show that it is smaller than h(M) in order to
obtain the inequality 2ℓ(M)2 ≤ h(M). In short the proof consists in establishing
that the right hand side k(M) is the difference between the entropy h(M) and
an entropy associated to the reversed process (conditioned on ξ = lim
t→+∞
ξω
−t
),
since this ‘reversed entropy’ is non-negative one obtains k(M) ≤ h(M). As a
first step we obtain an alternate formula for k(M) as the expected increment of
log kξ along a Brownian path.
Lemma 3.20. Let (M,ω) be a reversible Brownian motion on a stationary ran-
dom Hadamard manifold with curvature bounded between two negative constants,
and let ξ = lim
t→+∞
ξω
−t
. Then setting
k(M) = E
(
1
2
|∇ log kξ(oM )|2
)
one has
k(M) = −E
(
1
t
log
(
kξ(ωt)
kξ(oM )
))
= E
(
1
t
log
(
kξ(ω−t)
kξ(oM )
))
for all t > 0.
Proof. Using that kξ is shift invariant one obtains for
Kt = −E
(
log
(
kξ(ωt)
kξ(oM )
))
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that Kt+s = Kt +Ks.
Furthermore since there is a uniform bound for |∇ log kξ| over the entire
support of (M,ω, ξ) (see [ADT07, Corollary 4.4]) one obtains that Kt is contin-
uous with respect to t by dominated convergence. This implies Kt = tK1 for
all t > 0.
In particular one has for all t > 0 that
K1 = −E
(
1
t
∫
q(t, oM , x) log
(
kξ(x)
kξ(oM )
)
dx
)
and taking limit when t → 0+ (which is justified by dominated convergence,
again by the uniform bounds of [ADT07, Corollary 4.4]) one obtains
K1 = E
(
1
2
∆ log kξ(oM )
)
= E
(
1
2
|∇ log kξ(oM )|2
)
as claimed.
The equality
−E
(
1
t
log
(
kξ(ωt)
kξ(oM )
))
= E
(
1
t
log
(
kξ(ω−t)
kξ(oM )
))
follows by shift invariance of kξ.
Given a Hadamard manifold (M, o, g) with curvature bounded by two nega-
tive constants and a boundary Busemann function ξ let Px,ξ be the probability
measure on C([0,+∞),M) which is the distribution of Brownian motion con-
ditioned to exit at ξ (the transition probability densities are given by Lemma
3.16). Recall that we denote by Ft and FT the σ-algebras generated by ωs with
s ≤ t and s ≥ T respectively and by F∞ the tail σ-algebra on C([0,∞),M).
In this context let ITt (M, ξ) (where 0 < t < T ≤ ∞) be the mutual informa-
tion between Ft and FT with respect to the probability Po,ξ.
Lemma 3.21. Let (M, oM , g) be a Hadamard manifold with curvature strictly
bounded between two negative constants and ξ be a boundary Busemann function.
Then the following properties hold for all 0 < t < T <∞:
1. ITt (M, ξ) =
∫
log
(
kξ(oM)
kξ(x)
q(T−t,x,y)
q(T,oM ,y)
)
kξ(y)
kξ(oM)
q(t, o, x)q(T − T, x, y)dxdy.
2. The function T 7→ ITt (M, ξ) is non-negative and non-increasing.
Proof. The formula for ITt (M, ξ) follows from Lemma 3.16 and the Gelfand-
Yaglom-Peres theorem (see the proof of Theorem 1.10). Non-negativity and
monotonicity follow directly form the definition of mutual information.
The following result identifies k(M) as the difference between h(M) and an
entropy for the reverse process of (M,ω) conditioned to its limit Busemann
function ξ.
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Lemma 3.22. Let (M,ω) be a reversible Brownian motion on a stationary ran-
dom Hadamard manifold with curvature bounded between two negative constants,
and let ξ = lim
t→+∞
ξω
−t
. Then for all t > 0 one has
0 ≤ lim
T→+∞
E
(
ITt (M, ξ)
)
= t(h(M)− k(M)).
In particular k(M) ≤ h(M).
Proof. We calculate using Lemma 3.21, Lemma 3.16, and the fact that (M,ω, ξ)
is shift invariant to obtain
0 ≤ E (ITt (M, ξ)) = E(log( kξ(ω0)kξ(ω−t)
)
+ log(q(T − t, ω−t, ω−T )− log(q(T, ω0, ω−T )
)
= E
(
log
(
kξ(ωt)
kξ(ω0)
)
+ log(q(T − t, ω0, ωT−t))− log(q(T, ω0, ωT ))
)
= tk(M)−HT−t +HT
where Ht = E(
∫
log(q(t, oM , x))q(t, oM , x)dx).
When T → +∞ one has that HT −HT−t converges to th(M) (see the proof
of Theorem 2.11) and therefore one has
0 ≤ E (ITt (M, ξ)) = t(h(M)− k(M))
as claimed.
To conclude we combine the previous results to obtain a sharp lower bound
for the entropy h(M) of a stationary random Hadamard manifold in terms of
its linear drift ℓ(M).
Theorem 3.23. Let (M,ω) be a reversible Brownian motion on a stationary
random Hadamard manifold with curvature bounded between two negative con-
stants, and let ξ = lim
t→+∞
ξω
−t
. Then one has 2ℓ(M)2 ≤ h(M) with equality if
and only if
∇ log kξ(oM ) = −2ℓ(M)∇ξ(oM )
almost surely.
Proof. By Lemma 3.18 one has
ℓ(M) = −E
(
1
2
〈∇ log kξ(oM ),∇ξ(oM )〉
)
.
Squaring and applying Jensen’s inequality one obtains
2ℓ(M)2 ≤ E
(
1
2
|〈∇ log kξ(oM ),∇ξ(oM )〉|2
)
.
Notice at this point that if the equality E(X)2 = E(X2) holds for some
random variable X then X is almost surely constant. Hence if equality holds in
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the last inequality above one obtains that ℓ(M) = − 12 〈∇ log kξ(oM ),∇ξ(oM )〉
almost surely.
Next we apply the Cauchy-Schwartz inequality and the fact that ξ is 1-
Lipschitz to obtain
E
(
1
2
|〈∇ log kξ(oM ),∇ξ(oM )〉|2
)
≤ k(M)
and by Lemma 3.22 conclude that 2ℓ(M)2 ≤ k(M) ≤ h(M).
At this step we notice that equality would imply that ∇ log kξ(oM ) and
∇ξ(oM ) are collinear almost surely. Combining this with the previous observa-
tion about equality in the Jensen’s inequality one sees that if 2ℓ(M)2 = h(M)
then one would have
∇ log kξ(oM ) = −2ℓ(M)∇ξ(oM )
almost surely as claimed.
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