Abstract-In this letter, an efficient morphological wavelet coder is proposed. The clustering trend of significant coefficients is captured by a new kind of multiresolution binary dilation operator. The layered and adaptive nature of the subband dilation makes it possible for the coding technique to produce an embedded bit-stream with a modest computational cost and state-of-the-art rate-distortion performance. Morphological wavelet coding appears promising because the localized analysis of wavelet coefficient clusters is adequate to capture intrinsic patterns of the source, which can have substantial benefits for reducing further the data redundancy.
I. INTRODUCTION
A MONG the best image compression schemes, wavelet-based ones currently provide for high rate-distortion (R-D) performance with a low computational complexity. The zerotree-based approach is widespread since it reaches high performance and a progressive bit-stream by exploiting the intersubband dependency among insignificant wavelet coefficients. This is mainly achieved by reorganizing such coefficients in scale-space trees. The zerotree idea was first introduced by Shapiro's embedded zerotree wavelet (EZW) [1] and then reformulated with the set partitioning in hiearchical trees (SPIHT) algorithm by Said and Pearlman [2] . Besides the zerotree concept, other techniques that exploit statistical dependencies in the wavelet domain have been recently proposed. For example the embedded block coding with optimized truncation (EBCOT) algorithm [3] , adopted in the JPEG2000 standard [4] , combines layered block coding, R-D optimization, and context-based arithmetic coding in an efficient and highly scalable way. Moreover, with the embedded zero-blocks coding (EZBC) algorithm [5] , the positive aspects of quad-tree partitioning and context modeling of wavelet coefficients are well combined too.
The zerotree idea can also be reformulated in a dual way, when the significance map is directly built by considering the significant coefficients. To implement this idea, a morphological processing based on connectivity analysis has been used and also justified by the statistical evidence of the energy clustering in the wavelet subbands [6] connectivity class in mathematical morphology is [7] ). Current implementations include the significance-linked connected component analysis (SLCCA) algorithm [8] , and the embedded methods proposed by Zhong et al. [9] - [11] , both with coding performance close to the optimal zerotree-based algorithms.
In this work, we propose a new embedded wavelet coding strategy, based on a new multiresolution dilation operator [embedded morphological dilation coding (EMDC)] that strengthens the "morphocodec" idea and outperforms both morphologic and conventional low complexity state-of-the-art codecs. As we will see, a combined and priority layered action of significant coefficient dilations and an adaptive scanning procedure around the cluster boundaries are able to capture the complex nature of subband clusters in a multiresolution bit-plane quantization framework and to produce a R-D-optimized progressive bit-stream.
II. EMBEDDED MORPHOLOGICAL APPROACH TO WAVELET CODING
Recognizing and modeling the statistical properties of wavelet-transformed natural images is a crucial task in the design of high-performance wavelet-based coders. In fact, the significant-insignificant dichotomy and the presence of high-order (structured) statistical relationships can be exploited both in the subband quantization and in the entropy coding stages. However, zerotree-based algorithms do not completely reflect a salient property of wavelet-transformed natural images: the clustering trend of most significant coefficients.
A possible approach to exploit this behavior has been introduced with the morphological conditioned dilation coding [6] , [8] , [9] , where the already detected significant coefficients are used as a base for the search of new significant ones. This approach is justified by the observation that clusters tend to grow both in spatial and in frequency domain when crossing successive bit-planes. Within this formulation, we introduce a new dilation operator which improves the coding performance without additional computation, and makes it possible to overcome some open questions, emerging from previous works: 1) Servetto et al. [6] give an excellent justification of the morphological approach to better represent significance maps, but use it in an intraband mode only, letting the entropy coder exploit some interband statistical dependencies; 2) Chai et al. [8] define a bit-saving interband linking mechanism among subband clusters; however, the coder architecture does not produce an embedded bit-stream, since good R-D performance are also due to a pre-processing stage which eliminates all isolated significant coefficients, whose positions are too expensive to code; 3) moreover, in [8] , the assessment accuracy of cluster boundaries is conceived as a static tradeoff between structuring element extent and related bit cost. The extent of the structuring elements is also an issue related to the performance of the embedded approaches proposed by Zhong et al. in [9] - [11] .
The main innovations introduced here with respect to these previous approaches are the subdivision of the morphological dilation in different layers ordered according to their expected R-D performance, and an original method for the analysis of the cluster boundaries by performing an adaptive search around each found cluster.
III. EMDC
As in the popular zerotree coders, our progressive EMDC algorithm is composed of two iterative stages: a sorting pass that identifies significant coefficients (i.e., larger than a given threshold) and codes their position, and a refinement pass that adds to the precision of the previously marked significant coefficients.
We design a single dilation operator, which presents a layered structure: 1) an intraband morphological dilation and 2) an interband expansion, which allows to explore the already identified clusters; 3) a boundary morphological dilation, which analyzes the coefficients on the cluster boundaries; and 4) an explicit position coding, which describes isolated significant coefficients and identifies new clusters ("seed layer").
In previous works, the different dilation layers correspond to separate coding steps. For example, the algorithm described in [9] considers three steps that correspond to our layers 1), 2), and 4). However, the dilation is performed here in the subband domain by a single "multiresolution morphological operator." Processing has been layered for coding purposes in order to guarantee an R-D-optimized progressive coded bit-stream. In fact, the layers have been ordered by decreasing expected frequencies of identification of significant coefficients, corresponding to decreasing expected R-D performance. In addition, the four layers do not act in a strictly sequential order, but layer 1), which appears the most effective, is started each time a new significant coefficient is found. The combination of bit-plane quantization with prioritized multiresolution dilation guarantees a good R-D embedding.
The new dilation strategy is able to detect multiresolution clusters and to work on an extended connectivity basis in order to go beyond false cluster boundaries. In fact, typically on the boundaries of a big cluster, there are a few scattered significant coefficients but it is very difficult to forecast the dimension of the area interested to this phenomenon. Therefore, the extent of the searching area around a cluster may not be fixed a priori. Indeed, the hereinafter described algorithm searches around clusters of significant coefficients at increasing distance as long as new significant coefficients are found: the width of the scanned area is adaptively selected on the basis of the occurrence of newly significant coefficients. This mechanism is implemented through the iterative dilation of insignificant-marked coefficients [layer 3)]. The use of a minimal 3 3 structuring element for cluster growing combined with the "adaptive extended connectivity" boundary detection actually entails a new kind of morphological operator, and allows to overcome the static tradeoff mentioned at the end of the previous section.
In the rest of this letter, we shall use this notation: for the generic wavelet coefficient; SCL , ICL , respectively, for the significant and insignificant coefficient lists of the subband at the decomposition level ; AC to represent the arithmetic coding of ; to describe the significance magnitude test by the threshold , "true" for significant, "false" for insignificant;
to define the vicinity of in a same subband and with a neighborhood system (an eight-connected neighborhood system has been considered here);
to identify the four sons of in the subband tree structure.
The coding process works as follows. -The position of the remaining significant coefficients c is explicitly sent; add c to SCL l;i , immediately perform I.1) and then return here.
-A special character is sent when all significant coefficients in the subband (l; i) have been marked. II) Bit-plane refinement: for each entry in all SCLs, except those included in the last sorting pass, AC (the nth most significant bit); III) Bit-plane update: empty all ICL l;i , decrement n by 1 and repeat from step I).
The so produced progressive bit-stream is entropy coded using an in-line context-based adaptive arithmetic coder. The probability tables are associated with the quantized bit-stream structure and with causal contexts based on parent-children neighborhoods. Further details can be found in [12] . The entropy coding is performed also on refinement bits [12] and sign bits [3] .
IV. CODING RESULTS
The EMDC algorithm has been tested on several natural images. The results are here presented for the Lena, Barbara, and Goldhill grayscale test images. The wavelet transform is implemented on a five-level decomposition with the popular 9/7-tap filters. R-D coding results has been compared with respect to two embedded coders (the well-known SPIHT [2] and the more recent zero-block EZBC coder [5] ), the scalable EBCOT algorithm [3] (we consider here the peak SNR performance of the "generic" scalable mode 1 ), and two morphocodecs, i.e., SLCCA [8] and the energy clustering and zero-quadtree representation (ECZQR) [10] , which are to our knowledge the best morphocodecs described in literature. As shown in Table I , the EMDC algorithm reaches the best performance in many cases.
V. CONCLUSION AND PERSPECTIVES
In this letter, a new embedded morphological dilation coder (EMDC) has been proposed. This algorithm is based on a new kind of morphological dilation of significant coefficients that exploit interband and intraband statistical dependencies among significant coefficients, their tendency to define clusters, and it is able to learn the morphologic nature of cluster boundaries. Moreover, the layered structure of the dilation guarantees a highly optimized R-D embedding and a fine structured bit-stream that allow a very efficient adaptive entropy coding. The EMDC algorithm shows performance often sensibly superior to the state-of-the-art wavelet-based image coders. Besides, the EMDC morphocodec allows to directly inspect the morphological properties of the significant coefficient clusters: this places the algorithm in touch with perceptual coding principles and strategies. Some research perspectives can be expected in the field of image, volume, and video coding, where perceptual (e.g., visually lossless coding) or semantic (e.g., region or object of interest selective coding) information may benefit from a connected cluster analysis integrated with this coding strategy.
