Abstract. We propose a simple uniform lower bound on the spacings between the successive zeros of the Laguerre polynomials.
Introduction
The study of orthogonal polynomials has a long history with exciting interplay with numerous fields, including random matrix theory. The Laguerre polynomials which occur as the solutions of important differential equations [10] , have had many applications in physics (electrostatics, quantum mechanics [5] ), engineering (control theory; see e.g. [1] ), random matrix theory (Wishart distribution; see e.g. [2] and [4] ) and many other fields. The knowledge of the spacings between successive zeros of the Laguerre polynomials, interesting in its own right, is also potentially of great interest in many situations, e.g. for the spacings between successive eigenvalues of Wishart matrices, for bounding the gaps between sucessive energy levels in quantum mechanics or for the analysis of numerical algorithms in system identification problems, to name a few.
In this short note, we provide a uniform lower bound for the gaps between successive zeros of the Laguerre polynomials. Though obtained by means of elementary computations based on a remarkable identity (a Bethe ansatz equation; see e.g. [8] , [9] ), this bound seems to be new, to the best of our knowledge.
Preliminaries: simple bounds on the extreme zeros
For α > −1, the Laguerre polynomials of degree n, denoted by L (α) n , are orthogonal polynomials with respect to the weight
n . Several bounds for these zeros are known, e.g., Krasikov proved [8, Theorem 1]:
From these bounds, one may deduce the following simpler bounds
which were already proposed in [6, 7, 10] .
Main result
Here is our contribution.
Theorem 3.1. Let α > −1. Then, the following lower bound for the spacings holds for all k ∈ {1, · · · , n − 1}:
Moreover, if α ≥ n/C for some C > 0, we have
3.1. Proof of Theorem 3.1.
Let us first recall the Bethe ansatz equation given e.g. in Lemma 1 in [8] .
where We will now bound ∆(x n,k (α)) − 2a ′ (x n,k (α)) using
We have 2U V = 2(α + 1) and
We can also write V as
, where we used 1 ≤ Cα ≤ (2C + 1)α. Hence
which completes the proof of Theorem 3.1.
Remarks.
(1) Notice that replacing the sum j =k (x n,k (α)−x n,j (α)) −2 by the single term (x n,k (α)− x n,k+1 (α)) −2 does not deteriorate a priori the order of dependency on n and α of a uniform bound in k of x n,k (α) − x n,k+1 (α). Indeed, let 0 < δ < x n,k (α) − x n,k+1 (α) for all k, we have the following simple inequality for any fixed k:
(2) In the particular case where n ≤ Cα for an absolute constant C > 0, the bound (3.3)
is sharp with respect to the orders of n and α up to a multiplicative absolute constant. Indeed, summing (3.3) over k yields
(3) Notice moreover that in full generality, C can be taken as a function of n with absolutely no change in the proof. (4) Finally, note that the Bethe ansatz equation (3.4) is a general equality for polynomials f with real simple zeros, satisfying the ODE f ′′ − 2af ′ + bf = 0 (∆(x) = b(x) − a 2 (x)). Using this remark, good prior bounds on the extreme zeros could be used to obtain similar results as Theorem 3.1 for such polynomials.
