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ABSTRACT
The compressed sensing (CS) theory has been successfully
applied to image compression in the past few years as most
image signals are sparse in a certain domain. Several CS
reconstruction models have been recently proposed and ob-
tained superior performance. However, there still exist two
important challenges within the CS theory. The first one is
how to design a sampling mechanism to achieve an optimal
sampling efficiency, and the second one is how to perform the
reconstruction to get the highest quality to achieve an opti-
mal signal recovery. In this paper, we try to deal with these
two problems with a deep network. First of all, we train a
sampling matrix via the network training instead of using a
traditional manually designed one, which is much appropri-
ate for our deep network based reconstruct process. Then, we
propose a deep network to recover the image, which imitates
traditional compressed sensing reconstruction processes. Ex-
perimental results demonstrate that our deep networks based
CS reconstruction method offers a very significant quality im-
provement compared against state-of-the-art ones.
Index Terms— Compressed sensing, deep networks, im-
age compression, sampling mechanism, image restoration
1. INTRODUCTION
In this paper, we focus on how to sample an image signal to
get a compressed one and how to efficiently recover the origi-
nal image from the compressed one. The compressed sensing
(CS) theory shows that if a signal is sparse or compressible,
it can be accurately recovered from measurements less than
that of Nyquist sampling theorem. The CS measurements are
obtained through the following linear transformation
y = Φx (1)
where y is an n × 1 measurement vector, x is the original
signal with size ofN×1 and Φ is an n×N sampling matrix. If
n N , reconstructing x from y is generally ill-posed. In the
study of CS, there are two most challenging issues including
(a) the design of the sampling operator Φ; (b) the development
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Fig. 1. The proposed CSNet achieves the state-of-the-art recon-
struction quality, whilst maintains high and competitive speed in
comparison to existing CS methods. The chart is based on Set5 [1]
results of 0.1 sampling ratio summarized in Table 1.
of a fast nonlinear reconstruction algorithms [2]. In recent
years, both of them have been extensively studied.
In most works, the sampling matrix is a random matrix,
for example, a Gaussian or Bernoulli matrix, which meets the
Restricted Isometry Property (RIP) with a large probability.
The signal can be efficiently recovered from fewer measure-
ments sampled by the random measurement matrix. However,
they always suffer some problems such as high computation
cost, vast storage and uncertain reconstruction qualities. A
definite matrix, such as a Toeplitz matrix [3] or a polyno-
mial matrix [4] are other common CS measurement matrices,
which need low computation cost and are easier to implement.
However, their reconstruction qualities are worse than that
with a random matrix. Some works design a sampling matrix
for specific signals that lead to a better reconstruction result
than the random matrix. For the Block Compressed Sensing
(BCS), Dinh et al. [5] propose a structural sampling matrix to
balance the conflict between the compressed ratio and recon-
structed quality. In [6], Gao et al. design a local structural
sampling matrix by utilizing the local smooth property of im-
ages. Although a lot of works have done as discussed above,
designing an effective sampling matrix is still difficult. In this
paper, we design a deep network to learn a sampling matrix
automatically.
Another important issue of CS is developing fast and ef-
fective nonlinear reconstruction algorithms. One kind of the
CS reconstruction algorithms is convex optimization meth-
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ods, which translate the nonconvex problem into a convex
one to get the approximate solution. Basis Pursuit (BP) [7]
is the most commonly used convex optimization method for
compressed sampling reconstruction. It replaces the L0 norm
constraint with the L1 norm one to get the solution by solving
a linear programming problem. For 2D images, another well-
known reconstruction algorithm is through the minimization
of total variation (TV) [8]. To reduce the computation com-
plexity, some fast greedy algorithms have also been proposed,
such as the orthogonal matching pursuit [9] and the stage-
wise orthogonal matching pursuit method [10]. As an alter-
native to the pursuit class of CS reconstruction, techniques
based on projections have been proposed recently. In [2], Lu
Gan propose and study block compressed sensing for natu-
ral images, where image acquisition is conducted in a block-
by-block manner through the same operator. In recent years,
some other high quality compressed reconstruction methods
have also been proposed. In [11], Mun et al. propose a mul-
tiple hypothesis version of block compressed sensing smooth
projected Landweber algorithm [2] with reconstruction driven
by the measurement-domain residual resulting from multiple
predictions culled from neighboring blocks. Zhang et al. [12]
propose group sparse representation (GSR) to get the higher
sparseness than the original signal that results in very good
reconstruction performance. However, most existing work
focus on the quality of the reconstruction image but ignore
the computation complexity that limits their real time appli-
cations. As show in Fig. 1, these popular compressed recon-
struction methods cost more than 10 seconds to several hours
per image to get the high quality. In this paper, we try to
propose a real time compressed reconstruction method while
keeping the good performance.
Recently, deep learning method has got much attention
and it is successfully applied in many high level computer
vision problems. Some deep learning based methods have
also been explored for the low level tasks. Dong et al. [13]
demonstrate that a convolutional neural network (CNN) can
learn a mapping from low resolution image to high resolu-
tion one in an end-to-end manner. Soon after, they expand
this work for JPEG compressive image restoration [14]. An
effective method [15] to reduce the amount of weights and
speed it up has been proposed. Different from [13–15] that
use the undegraded image as ground true for training, some
works try to learn image residual. Kim et al. [16] propose a
very deep network to learn residual to fast the convergence
speed. In [17], Wang et al. show that a sparse coding model
particularly designed for super-resolution can be incarnated
as a neural network trained in a cascaded structure from end
to end. The interpretation of the network based on sparse
coding leads to much more efficient and effective training, as
well as a reduced model size. Motivated by the sparsity-based
dual-domain method, Wang et al. [18] design a deep network
to imitate the sparse coding process. All these previous works
demonstrate deep learning is an effective method for low level
computer vision problems.
In this paper, we propose a deep network to solve the
two most important issues in compressed sensing, i.e. de-
signing a sampling matrix and developing a fast nonlinear
reconstruction algorithm. The traditional block compressed
sensing smooth projected Landweber algorithm includes the
processes of compressed sampling, initial reconstruction and
non-linear signal reconstruction as shown in the upper of
Fig.2, which inspires us to design a deep network with differ-
ent sub-networks implementing the corresponding processes,
respectively. Firstly, we use a convolution layer to imitate the
process of compressed sampling, which can learn the sam-
pling matrix automatically while avoiding complicated artifi-
cial designs. Secondly, a convolution layer of size of 1×1 and
a specific combination layer, which contains the operation of
reshape and concatenation, are used to implement the initial
reconstruction. Finally, five convolution layers form a deep
reconstruction sub-network to further improve the quality of
the initial reconstructed image, which achieves the function
of non-linear signal reconstruction. Experimental results in-
dicate that the proposed method is more effective and efficient
than several state-of-the-art methods as illustrated in Fig. 1.
In short, the contributions of this work are mainly in three
aspects:
• We establish a relationship between our deep learn-
ing based compressed sampling reconstruction and the
traditional block compressed sensing smooth projected
Landweber algorithm. This relationship gives insight
into the design of our network structure.
• We design the sampling operator via a convolution
layer in the deep network that avoiding complicated ar-
tificial designs.
• We present a convolutional neural network for com-
pressed sampling reconstruction. The network directly
learns an end-to-end mapping between the compressed
measurement and the target image, and achieves good
reconstruction quality and fast speed.
2. RELATEDWORK
As an alternative to the pursuit class of CS reconstruc-
tion, techniques based on projections have been proposed re-
cently [2, 11, 19]. This kind of algorithms obtains the recon-
struction output by successively projecting and thresholding.
In [19], the initial solution is the result of L2 optimization, i.e.
x˜0 = Φ†y, where Φ† is the pseudo inverse of Φ . Then, the
approximation at iteration i+1 can be calculated as
xˆi = x˜i +
1
γ
ΨΦT
(
y − ΦΨ−1x˜i) (2)
x˜i+1 =
{
xˆi,
∣∣xˆi∣∣ ≥ τ i
0 else
(3)
Fig. 2. The proposed compressed sensing based network structure. This figure shows comparison between our proposed CSNet and traditional BCS methods.
Bottom is the framework of CSNet, while the upper is the framework of block compressed sensing of natural images proposed in [2]. The first layer implements
block compressed sensing sampling, which learns the compressed sampling matrix automatically while avoiding complex artificial design. The second part
uses a convolution layer and a combination (reshape + concat) layer to imitate the initial reconstruction process which is the minimum mean square error linear
estimation in traditional BCS reconstruction. The third part is a five layer convolution network that implements the non-linear signal reconstruction process.
where Ψ is the sparsity transform domain, γ is a scaling factor
and τ i is a threshold set appropriately at each iteration.
In [2], Gan proposed block compressed sensing (BCS)
for natural images, which combines block based compressed
sampling and smoothed projected Landweber reconstruction.
In BCS, an image is divided into B × B blocks and sam-
pled using an appropriately-sized measurement matrix. If
the sampling ratio is MN , the measurement of each block is
nB =
⌊
M
N B
2
⌋
. Then ΦB is a nB × B2 orthonormal mea-
surement matrix. Suppose xj is a vector representing the
jth block, the corresponding measurement can be obtained
as yj = ΦBxj . Different from [19], Lu Gan propose to use
minimum mean square error (MMSE) linear estimation to ob-
tain the initial solution for BCS. To further improve the qual-
ity of the reconstructed images, Lu Gan propose a 2-stages
non-linear reconstruction algorithm by exploiting the spar-
sity property. The framework of BCS proposed by Lu Gan
is showed in the upper of Fig.2 for comparison with our deep
learning based CS reconstruction method.
Many improved smoothed projected Landweber based
BCS methods (BCS-SPL) have been proposed in the litera-
ture. For example, Mun et al. proposed a series of this kind
method: MC-BCS-SPL [20], MS-BCS-SPL [21] and MH-
BCS-SPL [11], which are well known in the literature since
they release all the codes.
3. PROPOSED DEEP NETWORK FOR
COMPRESSED SENSING RECONSTRUCTION
As discussed in the above that traditional BCS-SPL meth-
ods consist of three steps including compressed sampling, ini-
tial reconstruction and non-linear signal reconstruction. Our
proposed network contains the corresponding part that forms
a compressed sampling sub-network and a reconstruction
sub-network, which consists of an initial reconstruction sub-
network and a deep reconstruction sub-network. The config-
uration of the proposed network is outlined in Fig. 2.
3.1. Proposed Network
Compressed Sampling Sub-network. In traditional BCS,
the process of compressed sampling is expressed as yj =
ΦBxj . If each row of the measurement matrix ΦB is con-
sidered as a filter, we can use a convolution layer to mimic
this compressed sampling process. Since the image is divided
into B × B blocks, the size of each filter in the sampling
layer is also B × B, so that each filter outputs one measure-
ment. For a sampling ratio MN , there are nB =
⌊
M
N B
2
⌋
rows in the measurement matrix ΦB to obtain nB sampling
points. Therefore, there are nB filters of size B × B × 1 in
the sampling layer. It should be noted that the stride of the
convolution layer is B × B for non-overlapping sampling as
traditional BCS methods do. Furthermore, there is no biases
in each filter that all the filters form a traditional measure-
ment matrix, which can be learned automatically in the net-
work while avoiding complicated artificial design. As in most
BCS methods [2, 19–21], we set B = 32 in our experiments.
Therefore, there are 102 filters in this layer for sampling ratio
M
N = 0.1 .
Initial Reconstruction Sub-network. Given the com-
pressed measurements, traditional BCS methods use the
MMSE linear estimation to obtain the initial reconstructed
signal
x˜j = Φ˜Byj (4)
Φ˜B = RxxΦ
T
B
(
ΦBRxxΦ
T
B
)−1
(5)
where Rxx is the autocorrelation function of the input signal.
Obviously, Φ˜B is a B2 × nB matrix. Similar to the sam-
pling process, we also use a convolution layer to mimic the
initial reconstruction process. Compared with previous BCS
method [2], the matrix Φ˜B is learned automatically in our net-
work instead of computing by the complicated MMSE linear
estimation. The convolution outputs of an image block in the
sampling layer is a nB × 1 vector, so the size of the convo-
lution filter in the initial reconstruction layer is 1 × 1 × nB .
We use 1 × 1 stride convolution to reconstruct each block.
Since this layer is used to mimic Eq. (4), the biases is also
ignored. In summary, we use B2 convolution filters of size
1 × 1 × nB to obtain each reconstructed block. However,
the reconstructed output of each block is still a vector. To
get the initial reconstructed image, we design a combination
layer, which contains a reshape operator and a concatenation
operator. This layer first reshapes each B2 × 1 reconstructed
vector to a B × B block, then concatenate the blocks to get
the reconstructed image.
Deep Reconstruction Sub-network. As show in the up-
per of Fig. 2, there is a non-linear reconstruction process after
getting the initial solution. In this paper, we design a deep
sub-network, called as deep reconstruction sub-network, to
achieve this function. It contains m layers where the layers
except the first and the last are of the same type: d filters of
the size f × f × d , where a filter operates on a f × f spatial
region across d channels (feature maps). The first layer of the
deep reconstruction sub-network operates on the initial recon-
structed output, so that it has d filters of size f × f × 1 . The
last layer, which outputs the final image estimation, consists
of a single filter of size f × f × d . In our experiment, we set
d = 64 and f = 3.
Finally, these three sub-networks, i.e. compressed sam-
pling, initial reconstruction and deep reconstruction, form a
compressed sensing based end-to-end deep networks. We
name the proposed method as CSNet.
3.2. Training
Given the input image x, our goal is to obtain the highly com-
pressed measurement y with the compressed sampling sub-
network, and then accurately recover it to the original input
image x with the reconstruction sub-network. Since the sam-
pling sub-network and the reconstruction sub-network form
an end-to-end network f, they can be trained together and do
not need to be concerned with what the compressed measure-
ment y is. Therefore, the input and the label are all image x
itself for training our CSNet. Then the training dataset can
be represented as {xi, xi}Ni . Following most of deep learn-
ing based image restoration methods, the mean square error is
adopted as the cost function of our network. The optimization
objective is represented as
min
1
2N
∑N
i=1
‖f (xi; θ)− xi‖2F (6)
where θ are the network parameters needed to be trained,
f (xi; θ) is the final CS reconstructed output with respect to
image xi . It should be noted that we train the compressed
sampling sub-network and the reconstruction sub-network to-
gether, but they can be used independently. Furthermore, we
only use the Rectified Linear Unit (ReLU) as activation func-
tion after each convolution layer in the deep reconstruction
sub-network. Adaptive moment estimation (Adam) [22] is
used to optimize all network parameters.
4. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the proposed
CSNet for CS reconstruction. We first describe the datasets
used for training and testing. Next, some training details are
given. Finally, we show the quantitative and qualitative com-
parisons with five state-of-the-art methods.
4.1. Datasets for Training and Testing
We use the training set (200 images) and test set (200 images)
of the BSDS500 database [23] for training, and its valida-
tion set (100 images) for validation. We set the batch size as
96 × 96, and use data augmentation (rotation or flip) to pre-
pare training data. To reduce memory usage, we only keep
64×1400 patches, which generate good enough performance
for comparison. For benchmark, we use two test datasets:
Set5 [1] (5 images) and Set14 [24] (14 images) that are widely
used for benchmark in other works. Note that the test images
are strictly separate from the training datasets.
4.2. Training Details
The basic network parameters have been described in section
3.1. We use the method described in [25] to initialize weights,
which is a theoretically sound procedure for networks uti-
lizing rectified linear units. For other hyper-parameters of
Adam, we set the exponential decay rates for the first and sec-
ond moment estimate to 0.9 and 0.999, respectively. We train
our model for 100 epochs and each epoch iterates 1400 times
with batch size 64. The learning rate of the first 50 epochs is
0.001, the 51 to 80 epochs is 0.0001, while that of the other 20
epochs is 0.00001. We found that if we meticulously choose
the training output, a better result will be obtained. However,
for the sake of simplicity, we just report the test results by the
hundredth training epoch, which achieves a good enough per-
formance for comparison. We implement our model using the
MatConvNet package [26]. Training takes roughly five hours
on a GPU Titan X.
4.3. Comparisons with State-of-the-Art Methods
Our proposed algorithm is compared with five represen-
tative CS recovery methods in the literature, i.e., wavelet
method (DWT) [27], total variation (TV) method [8],
multi-hypothesis(MH) method [11], collaborative sparsity
(CoS) method [28] and group sparse representation (GSR)
method [12]. All these methods are BCS methods, and the
block size is also 32. The implementation codes are down-
loaded from the authors websites and the default parameter
settings are used in our experiments. To evaluate the perfor-
mance of each algorithm, we investigate five different sam-
pling ratio from 0.1 to 0.5 with assessment criteria PSNR,
SSIM and running time. All the test experiments are im-
plemented in Matlab 2015a on Windows 7 system, and runs
on desktop computer with 4 cores CPU at 3.4 GHz and 12
GB RAM. Both quantitative and qualitative comparisons are
given. The comparisons with various algorithms on Set5 in
case of 0.1-0.5 measurements are provided in Table 1. Our
proposed CSNet achieves the highest PSNR and SSIM and
Fig. 3. Visual quality comparison of image CS recovery on image baby from Set5 [1] in the case of sampling ratio = 0.1.
Fig. 4. Visual quality comparison of image CS recovery on image butterfly from Set5 [1] in the case of sampling ratio = 0.3.
the least running time among all comparative algorithms.
Compare to GSR, our CSNet can improve roughly 2.31 dB,
1.46 dB, 1.07 dB, 1.08 dB and 0.31 dB on average with re-
spect to 0.1-0.5 sampling ratio, respectively. Table 2 shows
the average PSNR, SSIM and running time of various algo-
rithms on Set14. On this test dataset, our CSNet can im-
prove roughly 3.91 dB, 3.71 dB, 2.60 dB, 1.72 dB and 0.37
dB on average, in comparison with DWT, TV, MH, CoS and
GSR, respectively. Both the PSNR and SSIM values of Ta-
ble 1 and Table 2 demonstrate our proposed CSNet obtains
the best performance. Furthermore, our method run fastest
as show in Fig.1, Table 1 and Table 2, which is very impor-
tant for real time applications. To get better reconstruction
results, we can increase the depth of the deep reconstruction
sub-network, which is called deeper is better in the literature,
or the number of neurons of each layer. In our experiments,
we have already implemented a deeper CSNet with 10 layers
of deep reconstruction sub-network, and a fatter CSNet with
d = 128. They all show PSNR and SSIM gain. Some vi-
sual results of the recovered images by various algorithms are
presented in Fig.3 and Fig.4. Our proposed CSNet preserves
much sharper edges and finer details, showing much clearer
and better visual results than other competing methods.
5. CONCLUSION
In this paper, we use deep learning to solve the two most
important CS issues, i.e. designing a sampling operator and
developing a fast nonlinear reconstruction algorithm. We de-
sign a deep network that consists of three sub-networks: com-
pressed sampling, initial reconstruction and deep reconstruc-
tion, which has high relationship with traditional block com-
pressed sensing smooth projected Landweber algorithm. By
designing a sampling sub-network, the sampling operator can
be learned automatically, which avoids complicated artificial
designs. Given the sampling measurement, the reconstruction
sub-network can efficiently recover the original image. Ex-
perimental results show that the proposed CSNet achieves sig-
nificant performance improvements over several current state-
of-the-art methods, and runs in real time. In future work, we
will take residual learning into account to further improve re-
construction performance and running time.
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CoS 37.59\0.9524\5177.50 41.96\0.9832\1566.75 34.81\0.9685\1850.93 35.14\0.8839\4308.08 35.79\0.9693\1468.03 37.06\0.9515\2874.26
GSR 39.08\0.9682\981.18 45.12\0.9910\460.48 36.23\0.9754\462.25 35.72\0.8974\271.72 37.91\0.9810\287.80 38.81\0.9626\492.68
CSNet 41.58\0.9830\0.09 45.52\0.9942\0.03 36.48\0.9801\0.02 37.45\0.9264\0.02 38.44\0.9847\0.03 39.89\0.9736\0.04
Sampling Ratio (M/N) 0.5 (PSNR\SSIM\running time)
DWT 39.40\0.9683\10.38 42.60\0.9839\3.11 29.76\0.8794\2.48 36.07\0.9048\2.21 36.54\0.9683\4.87 36.87\0.9409\4.61
TV 37.55\0.9568\5.90 39.66\0.9742\1.76 36.20\0.9714\2.31 35.57\0.9007\1.89 34.78\0.9668\1.67 36.75\0.9540\2.71
MH 39.40\0.9683\29.45 42.60\0.9839\9.21 31.16\0.9131\13.35 36.35\0.9104\10.01 36.54\0.9652\13.38 37.21\0.9482\15.08
CoS 39.10\0.9651\4906.03 43.86\0.9884\2437.14 37.27\0.9781\3103.51 36.23\0.9060\7803.89 37.58\0.9784\2389.08 38.81\0.9632\4127.93
GSR 40.83\0.9781\1010.73 47.06\0.9938\322.31 38.62\0.9826\259.95 36.84\0.9207\261.22 39.91\0.9870\286.17 40.65\0.9724\428.08
CSNet 43.00\0.9879\0.06 46.26\0.9949\0.02 37.53\0.9821\0.01 38.28\0.9386\0.02 39.74\0.9885\0.02 40.96\0.9784\0.03
Table 2. Average PSNR\SSIM\running time comparisons with various algorithms on Set14 [24]
Alg. Sampling ratio 0.1 Sampling ratio 0.2 Sampling ratio 0.3 Sampling ratio 0.4 Sampling ratio 0.5 Avg.
DWT 24.16\0.6798\32.46 28.13\0.7882\24.43 30.38\0.8389\15.75 31.99\0.8753\11.71 33.54\0.9044\9.37 29.64\0.8173\18.70
TV 25.24\0.6887\16.02 28.07\0.7844\13.34 30.12\0.8424\10.25 32.03\0.8837\8.42 33.84\0.9148\7.67 29.84\0.8228\11.14
MH 26.38\0.7282\64.22 29.47\0.8237\60.33 31.37\0.8694\52.35 33.03\0.9009\44.18 34.52\0.9239\42.11 30.95\0.8492\52.64
CoS 27.20\0.7433\18698.82 30.07\0.8278\17762.84 32.03\0.8732\17314.04 34.00\0.9084\15371.97 35.84\0.9314\14956.68 31.83\0.8568\16820.87
GSR 27.50\0.7705\883.72 31.22\0.8642\883.08 33.74\0.9071\815.99 35.78\0.9336\799.38 37.66\0.9522\815.61 33.18\0.8855\839.56
CSNet 28.91\0.8119\0.12 31.86\0.8908\0.12 34.00\0.9276\0.12 35.95\0.9495\0.15 37.05\0.9607\0.14 33.55\0.9081\0.13
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