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Résumé :  
 
 L’analyse modale est devenue un outil essentiel dans l’analyse et l’étude des problèmes de vibration de 
structures. Lorsqu’une structure est soumise à une excitation ambiante, non mesurable, on utilise les méthodes 
temporelles pour obtenir sa signature modale. Ces méthodes temporelles sont de deux sortes : les méthodes 
utilisant le modèle ARMA et les méthodes sous-espaces utilisant le modèle espace d’état. Les méthodes utilisant 
le modèle ARMA consistent à déterminer les coefficients autorégressifs AR du processus générateur des données 
temporelles. La décomposition en valeurs propres de la matrice compagnon, qui contient les coefficients AR, 
permet de déterminer les paramètres modaux de la structure. Les méthodes sous-espaces consistent à déterminer 
la matrice de transition du modèle espace d’état. La décomposition en valeurs propres de la matrice de 
transition nous permet de déterminer les paramètres modaux de la structure. Nous montrons dans cette 
communication l’équivalence entre les méthodes utilisant le modèle ARMA et les méthodes sous-espaces. Des 
résultats expérimentaux montrent l’efficacité des méthodes lors de la détermination des paramètres modaux d’un 




Modal parameter identification is the procedure used to identify parameters of the modal model which describe 
the dynamic properties of a vibrating system. When a mechanical structure is excited by unmeasured ambient 
vibrations, time domain methods are used to identify the modal parameters. There are two time domain methods 
called ARMA methods and subspace methods. The ARMA methods consist in the determination of AR 
parameters and the construction of a companion matrix. From the eigendecomposition of the companion matrix 
we estimate the natural frequencies and damping coefficients of the vibrating system. The subspace methods 
consist in the construction of the transition matrix. From the eigendecomposition the transition matrix we 
estimate the modal parameters. In this communication we study the relationship between subspace and ARMA 
approaches for the problem of estimating the modal parameters of a vibrating system. It is shown that these two 
methods give identical modal parameters in the cases where the block Hankel matrix of covariances has full row 
rank. Experimental results show the effectiveness of the procedure in modal parameter identification.  
 
 
Mots clés :   
 





      L’analyse modale expérimentale est un outil primordial pour étudier et contrôler la 
stabilité d’une structure en dynamique, dans le domaine du génie mécanique, du génie civil, 
de l’aéronautique, de l’automobile... Cette analyse consiste à identifier les fréquences propres, 
les coefficients d’amortissement et les déformées modales, à partir des mesures effectuées sur 
la structure en fonctionnement naturel ou en excitation artificielle (sinusoïdale, impact ou 
aléatoire). L’analyse s’effectue dans le domaine temporel en utilisant le modèle ARMA (Auto 
Regressive Moving Average model ou modèle autorégressif à moyenne ajustée), dans lequel 
les données temporelles provenant de capteurs placés sur la structure à analyser obéissent à 
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une équation récurrente dans le temps. L’extraction des paramètres autorégressifs AR permet 
de construire la matrice compagnon qui contient toute l’information modale de la structure en 
vibration. L’analyse temporelle peut aussi s’effectuer en considérant le modèle espace d’état. 
Dans ce modèle apparaît la matrice de transition qui contient toute l’information modale. Pour 
estimer cette matrice de transition on utilise les méthodes sous-espaces qui consistent à ajuster 
un sous-espace vectoriel aux observations discrètes des sorties des capteurs. Les sous-espaces 
vectoriels considérés sont engendrés par les vecteurs lignes et les vecteurs colonnes de 
matrices construites à partir de mesures temporelles discrètes. On montre dans la 
communication qu’en utilisant les concepts de l’algèbre linéaire, et en particulier la 
décomposition en valeurs singulières, les méthodes employant le modèle ARMA et les 
méthodes sous-espaces sont équivalentes. Un cas expérimental est proposé, montrant 
l’efficacité de l’une de ces deux méthodes lors de l’identification des paramètres modaux d’un 
système en vibration.     
 
 
2 Modélisation temporelle des sorties de capteurs placés sur une structure en vibration 
 
2.1 Modéle ARMA   
Le comportement dynamique d'une structure linéaire à n’ degrés de liberté modélisée par un 
ensemble de masses, ressorts et amortisseurs est décrit par l’équation différentielle suivante : 
 
Mo (t)ζɺɺ + Co (t)ζɺ + Ko ζ(t) = e(t)                                                                                             (1) 
 
Avec Mo, Co et Ko les matrices (n’xn’) masse, amortissement et raideur; ζ(t) le vecteur 
déplacement des n’ d.d .l. et e(t) le vecteur excitation agissant sur la structure. Ce vecteur peut 
être déterministe ou stochastique lorsque l’excitation est inconnue et non mesurable. Le 
vecteur des mesures temporelles, appelé vecteur observation et provenant des capteurs placés 
sur la structure, se met sous la forme [1] : 
 
y(t) = Ca (t)ζɺɺ + Cv (t)ζɺ  + Cd ζ(t)                                                                                              (2) 
  
avec Ca, Cv  et Cd les matrices (mxn’) de positionnement des accéléromètres, des capteurs de 
vitesse et des capteurs de déplacement. Expérimentalement nous n’utiliserons que m 
accéléromètres. Les données temporelles provenant des accéléromètres obéissent à l’équation 












jfkj eβ                                                                                      (3)                          
 
Lorsqu’un système est excité par une séquence{ }ke , la sortie temporelle { }ky  peut être 
modélisée par un processus ARMA : la donnée temporelle yk à l’instant k est une 
combinaison linéaire des données temporelles et des excitations aux instants antérieurs qui 
sont respectivement yk-j et ek-j. Les coefficients jα  sont les paramètres autorégressifs (AR) 
contenant l’information sur les paramètres modaux, les coefficients jβ  sont les paramètres à 
moyenne ajustée (MA) et sont liés à l’excitation à laquelle est soumise la structure. Ces 
paramètres sont matriciaux, chacun étant de dimension (mxm). L’équation de récurrence 
conduit à l’expression suivante :    
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et uniquement les coefficients AR sont nécessaires pour identifier les paramètres modaux de 
la structure. Ces coefficients servent à former la matrice compagnon α  (mfxmf) : 
    






















                                                                                                (5) 
      La diagonalisation de la matrice compagnon α  conduit à α  = -1ΦΛΦ , où Φ  est la 
matrice des vecteurs propres et Λ =diag( iλ ) la matrice diagonale des valeurs propres qui sont 
complexes conjuguées. Les fréquences propres fi et les coefficients d'amortissement iξ du 







λ λ λ λ
λ λ∆t
i i i i
i i





− ; iξ = [ln( )]




















pour i=1, 2, …, n’. Notre but est donc de déterminer la matrice compagnon à partir 
uniquement des données temporelles et d’effectuer sa décomposition en valeurs propres.  
 
 
2.2 Estimation de la matrice compagnon 
    On définit le vecteur futur des observations (mfx1) et le vecteur passé des observations 
(mpx1) respectivement par +ky  = [ y’k , y’k+1 , . . ,y’k+f-1 ]’  et  y k-1-  = [ y’k-1 , y’k-2 , . .,y’k-p]’ , 
où le symbole ’ indique le transposé. On définit aussi le vecteur des excitations +ke = [e’k , 
e’k+1 , . . ,e’k+f-1 ]’ et la matrice β : 
 
   β = 
f f-1 1
0 0 . 0
0 0 . 0
. . . .







                                                                                                          (7)                                                 
 
L’équation (4) se met alors sous la forme +k+1y =α +ky  + β +ke . Soit E est l'opérateur espérance 
mathématique. Nous avons :    
 
E[ +k+1y -'k-1y ] = αE[ +ky -'k-1y ] + β E[ +ke -'k-1y ]                                                                           (8)                     
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On définit la matrice bloc de Hankel H (mfxmp) et la matrice bloc de Hankel décalée H : 
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      (9) 
où Ri est la matrice de covariance (mxm) des sorties des accéléromètres et est définie par Ri = 





= α  H  ⇒   α  = H

H’(H H’)-1                                                                                          (10) 
 
Soit H = UΣV’ la décomposition en valeurs singulières de la matrice bloc de Hankel, où Σ  
est la matrice diagonale des valeurs singulières, U et V les matrices des vecteurs singuliers 
vérifiant U’U =I et V’V=I. On suppose que rang(H) = mf de sorte que la matrice Σ  a pour 
dimension (mfxmf), U et V ont pour dimensions (mfxmf) et (mpxmf). Par conséquent U est 
une matrice orthogonale et V une matrice semi-orthogonale. A partir de cette décomposition 




VΣU’ (UΣ 2 U’)-1 = H V -1Σ U’                                                                                (11)  
 
Un autre modèle, appelé modèle espace d’état va être étudié. On va montrer que ces deux 
modèles conduisent à des identifications de paramètres modaux identiques. 
     
2.3 Modèle espace d’état                                                                 
   On transforme les équations différentielles du second ordre (1) en équations différentielles 
du premier ordre en utilisant une représentation dans un espace de dimension n=2n’. Pour cela 











  d’où    )t(xɺ = Dx(t) + Je(t)                                                                                (12) 
 
avec D matrice (nxn) d’état du système. Les matrices D et J s’expriment en fonction des 
paramètres physiques Mo, Co et Ko , Juang (1994). 
L’équation (2) s’écrit, en posant C = [Cd - CaMo-1Ko      Cv – CaMo-1Co] et P = CaM0-1 : 
 
y(t) = C x(t)  + Pe(t)                                                                                                                (13) 
 
Finalement le modèle d’état continu précédent représenté par (12) et (13) est discrétisé dans le 
temps avec une période d’échantillonnage ∆ t et on obtient le modèle espace d’état 
discret [1,3]: 
xk+1 = A xk + uk                                                                                                                      (14) 
 
yk = C xk + vk                                                                                                                         (15) 




 ; vk = CaM0-1ek et yk le vecteur (mx1) discrétisé des mesures ou vecteur 
observation discrétisé. La matrice A=exp(D ∆ t) est la matrice de transition (nxn). Cette 
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matrice contient toute l’information modale et sa décomposition en valeurs propres nous 
permet de déterminer les fréquences propres et les coefficients d’amortissement. Notre but est 
donc de déterminer la matrice de transition à partir uniquement des données temporelles et 
d’effectuer sa décomposition en valeurs propres.  
 
 2.4 Estimation de la matrice de transition                                                                 
      La matrice de covariance des sorties des accéléromètres se met sous la forme 
 
Ri  =  E[yk+iyk’] = C Ai-1 G  avec  G = G = E[zk+1 yk’]                                                           (16) 
 
La matrice bloc de Hankel est alors formée du produit de la matrice d’observabilité O 
(mfxmf) par la matrice de contrôlabilité K (mfxmp) : 
     












[ G   AG   A2G .  . . Ap-1G]  =  O K                                                (17) 
 
La décomposition en valeurs singulières de H conduit à : 
 
H=UΣV’ =(U 1/2Σ )( 1/2Σ V’)=OK⇒O=U 1/2Σ ; K= 1/2Σ V’⇒O+ = -1/2 'Σ U  ; K+=V -1/2Σ     (18)                                      
 
O+ et K+ étant les pseudo-inverses de O et de K. Pour estimer la matrice de transition A on 




= E[ +k+1y -'k-1y ] = O A K                                                                                                     (19) 
 
De cette équation (19) on extrait la matrice de transition A :  
 
A = O+ H

 K+ = -1/2 'Σ U H

V -1/2Σ  = -1/2 'Σ U H

V -1Σ U’U 1/2Σ                                                (20) 
 




2.5 Relation entre la matrice compagnon et la matrice de transition                                                                
 
     En considérant l’expression de la matrice compagnon α= H

V -1Σ U’ obtenue en (11) et 
l’expression de la matrice de transition A = -1/2 'Σ U H

V -1Σ U’U 1/2Σ  obtenue en (20) nous 
avons directement la relation liant A à α  :   
 
 A = -1/2 'Σ U αU 1/2Σ                                                                                                               (21) 
 
En utilisant la propriété du produit des valeurs propres : λ(ab) = λ(ba)  nous obtenons :  
 
-1/2 ' 1/2λ(A ) = λ(Σ  U αUΣ ) = λ(α)  
 
Les valeurs propres de la matrice compagnon sont les mêmes que les valeurs propres de la 
matrice de transition. Par conséquent, les paramètres modaux obtenus à partir de la matrice 
compagnon sont les mêmes que ceux obtenus à partir de la matrice de transition.   
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3 Application : poutre encastrée-libre en flexion 
      Un cas expérimental étudié est celui d’une poutre encastrée-libre excitée de façon 
aléatoire par un bruit blanc. Le signal temporel issu d’un accéléromètre placé sur la poutre est 
représenté sur Figure 1.  
 
Random excitation
Channel 1 Channel 2 Channel 3 Channel 4 Channel 5
 


























Figure 1.  Poutre encastrée - libre en flexion et réponse temporelle 
 
Les données temporelles des 5 accéléromètres sont utilisées pour effectuer l’identification 
modale de la poutre en vibration. Pour cela on trace le diagramme de stabilité en fréquence et 
en amortissement. La Figure 2 montre les diagrammes de stabilité en fréquence et en 
amortissement pour les trois premiers modes. En faisant la moyenne sur les 100 ordres nous 
obtenons : F1=24,16 Hz ; F2=150,58 Hz ; F3=419,71 Hz ; 1ξ =1,05% ; 2ξ =0,13% ; 3ξ = 0,04%.   







































Figure 2. Diagramme de stabilité en fréquence et en amortissement 
 
Les coefficients d’amortissement sont stables, ce qui est exceptionnel pour être signalé, les 
faibles valeurs de l’amortissement rendent souvent très erratique leur identification. 
 
4. Conclusion  
 
   En se basant sur la décomposition en valeurs singulières de la matrice bloc de Hankel  une 
relation liant la matrice de transition à la matrice compagnon a été établie.  On a démontré que 
les méthodes utilisant le modèle ARMA, qui sont plus longues à mettre en œuvre, sont 
équivalentes aux méthodes sous-espaces qui sont plus rapides. Cette communication montre 
qu’il y a bien une unification des diverses techniques d’identification modale dans le domaine 
temporel. Que l’excitation soit déterministe ou aléatoire on peut bien unifier les différentes 
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