(1+1)-Dimensional SU(N) Static Sources in E and A Representations by Pachos, Jiannis
ar
X
iv
:h
ep
-th
/9
80
11
72
v2
  3
0 
Ju
l 1
99
8
(1 + 1)-Dimensional SU(N) Static Sources in E and A
Representations
Jiannis Pachos ∗
Center for Theoretical Physics
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139
(MIT-CTP-2698, January 1998)
Abstract
Here is presented a detailed work on the (1+1) dimensional SU(N) Yang-
Mills theory with static sources. By studying the structure of the SU(N)
group and of the Gauss’ law we construct in the electric representation the ap-
propriate wave functionals, which are simultaneously eigenstates of the Gauss’
operator and of the Hamiltonian. The Fourier transformation between the A-
and the E-representations connecting the Wilson line and a superposition of
our solutions is given.
∗Email address: pachos@ctp.mit.edu
I. INTRODUCTION
In this work the (1+1)-dimensional Yang-Mills theory with static sources in the temporal
gauge is studied. As it is well known, in the coordinate A-representation the solutions of
the Gauss’ law constraint and the Hamiltonian eigenvalue problem are given in terms of
the Wilson line of the vector potential A. The equivalent problems in the momentum E-
representation ( [1], [2]) are studied here for the SU(N) group as an extension of a previous
work for SU(2), [3]. In addition, another functional is presented, which apart from an
irrelevant constant is a superposition of the solutions in [3]. This wave functional is explicitly
Fourier transformable, giving the Wilson line. Using these functionals the confining potential
between the static sources is derived and the connection of this (1+1) dimensional quantum
problem with the equivalent classical one is studied. These constructions are made possible
after an appropriate decomposition of the SU(N) group with respect to its Cartan sub-
algebra. The Gauss’ law undergoes a similar decomposition.
II. SU(N) GROUP
In this section we shall describe some properties of the SU(N) group and its corre-
sponding algebra. In particular we are interested in the Cartan decomposition and the
consequences this has. The group used here is G = SU(N) with algebra G = su(N). Let
H be the Cartan sub-group generated from the H Cartan sub-algebra of su(N). We define
Ta to be the N
2 − 1 matrix generators of G belonging to some matrix representation r
and satisfying the commutation relation [T a, T b] = ifabcT
c and the normalization condition
trT aT b = cδab. An element, g, of G in this representation can be written in terms of N
2− 1
parameters, ωa, as g = e
ωaTa , with ωa = ωa(χ1, .., χN2−1) depending on N
2−1 angles, χ. We
can also define the differential generators Ja(χ(x)) in terms of functional differentiation with
respect to these angles χ(x), as Ja(χ(x)) = Lab(χ(x))
δ
δχa(x)
, where the (N2 − 1)× (N2 − 1)
matrices Lab are invertible.
Without loss of generality we can ask that g be parameterized in terms of the angles
χ(x), so the following relation holds.
Ja(x)g = −Tag . (1)
Also, we can demand
J Ra (x)g = gTa , (2)
where J Ra (x) are the “right” differential operators connected with the “left” ones by a rota-
tion belonging in the adjoint representation. They can be written as J Ra (χ(x)) = Rab(χ(x))
δ
δχa(x)
.
We arrange the N2 − 1 generators Ta so that the Cartan ones are the first N − 1, i.e.
Tk, for k = 1, ..., N − 1. As they commute with each other we can take them to be diagonal
with elements given by (Tk)ij = δijf
k(i), for some functions, fk. From (1) we expect that
there should be N − 1 commuting differential operators Jk, which can be expressed as a
differentiation with respect to single angles, φk, i.e. Jk = −i
δ
δφk
. The same is true for the
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right operators, which can be written as J Rk = −i
δ
δφk
with respect to some different angles,
φ¯k. The “diagonalized” J
R
k are referred in the literature as Pk. The complete set of angles,
χ, is decomposed as χ = (φ, φ¯, θ).
In view of these diagonalizations we can express g as
gij = e
ifk(i)φke−if
k(j)φ¯k g˜ij(θ) = (h(φ
k)g˜(θ)h(φ¯k))ij , (3)
where g˜(θ) does not dependent on φ or φ¯, but on the remaining (N − 1)2, θ angles.
With the above decomposition the integration measure of the group, Dg, becomes, [Dφ]
[Dφ¯][Dθ]J(θ), with [Dφ] = Dφ1..DφN−1, [Dφ¯] = Dφ¯1..Dφ¯N−1, [Dθ] = Dθ1.. Dθ(N−1)2 , while
the Jacobian, J , depends only on the (N−1)2, θ, angles. This property allows in the following
the straightforward evaluation of the integrals with the construction of delta functions.
For the SU(2) group, the above decomposition is obvious, as its general element, g, can
be parameterized as g(α, β, γ) = e−iασ3/2e−iβσ2/2e−iγσ3/2. The SU(3) case can be retrieved
from reference [4] with simple modifications.
III. GAUSS’ LAW
The constraint of the Gauss’ law in the A-representation implies that the constructed
wave functional should be invariant under SU(N) gauge transformations. In the E- repre-
sentation this constraint forces the wave functional to transform in the following way (see
[5], [6])
Ψ[EU ] = e−
1
c
tr
∫
dxEU−1U ′Ψ[E] . (4)
The rotated vector, EU , is given by UEU−1. E = EaT a depends on N(N −1) angles, which
parameterize the coset G/H , and on N −1 amplitudes. Together these variables are N2−1,
equal to the independent variables of the SU(N) group. As the Gauss’ law in E-space is
a condition imposed on the wave functional, Ψ[E], when rotations of E are considered, it
needs only N(N −1) independent equations to define its transformation properties in terms
of the corresponding angles.
For the electric Schro¨dinger representation the Gauss’ operator is given by
Ga(E(x)) = ∂xEa(x)− ifabcEb(x)
δ
δEc(x)
= ∂xEa(x) + Ja(x) . (5)
a runs from 1 to N2−1. If we derive the Gauss’ law from the infinitesimal form of the gauge
transformation (4), with respect to the N(N−1) angles, we shall obtain N(N−1) equations.
To consider the remaining N − 1 equations let us observe the commutation relation of the
operators, Ga,
[Gi(x), Gk(y)]Ψ[E] = ifikjGj(x)Ψ[E]δ(x− y) . (6)
If we restrict i to run over the N(N−1) parameters of G/H and also k to run over the N−1
parameters of H , then j will run over the G/H indices, in parallel with the corresponding
generators T a, when satisfying the Cartan-Weyl set of commutation relations. This results
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that Gi(x)Gk(y)Ψ[E] = 0. A stronger requirement is imposed from the Gauss’ law asking
that Gk(y)Ψ[E] = (E
′
k+Jk)Ψ[E] = 0. It is always possible to find a coordinate frame where
JkΨ[E] = 0. Consequently, these N − 1 equations will constraint the gauge amplitudes of
the electric field via delta functions in Ψ[E], as we shall see in the following example.
For the (1 + 1)-dimensional SU(2) case we can write the Gauss’ law in spherical coordi-
nates (|E|, Eθ, Eφ), rather than Cartesian (E1, E2, E3), as
|E|′Ψ[E] = 0 (7)
(|E|E ′φ + i
1
sinEθ
δ
δEθ
)Ψ[E] = 0 (8)
(|E|E ′θ sinEθ − i
δ
δEφ
)Ψ[E] = 0 (9)
where the parameters Eθ and Eφ are given from E1= |E| cosEφ sinEθ, E2= |E| sinEφ sinEθ
and E3 = |E| cosEθ. While the first equation demands that the wave functional contains
a delta function which constrains the electric field to have a constant amplitude, |E|, with
respect to x, the remaining equations determine how the wave functional transforms when
the vector E is rotated. The delta functions will be derived in a following section for the
SU(N) case as well as the part of Ψ[E] that provides the proper transformation properties.
IV. SOLVING THE GAUSS’ LAW WITH SOURCES
We want to solve the modified Gauss’ law, Ga(x)Ψ[E] = Ψ[E]Taδ(x−x0)−TaΨ[E]δ(x−
x1), for the general SU(N) group. It represents the vacuum with two static conjugate
sources embedded at the points x0 and x1. The vacuum case is retrieved by taking x0 to
minus infinity and x1 to plus infinity. A functional, Ψ[E], which satisfies this relation should
transform like
Ψ[EU ] = e−
1
c
tr
∫
dxEU−1(x)U ′(x)U(x1)Ψ[E]U
−1(x0) . (10)
Clearly the functional
Ψ[E] =
∫
Due−
1
c
tr
∫
Eu′u−1u(x1)u
−1(x0) (11)
transformations in this way, so it is a solution of the modified Gauss’ law. There could be
a constant matrix between u(x1) and u
−1(x0) without spoiling the transformation property
(10), as u transforms like u→ Uu under a UǫSU(N) transformation. This result specialized
in the vacuum case is studied in [6].
V. FOURIER TRANSFORMATION
The Fourier transformation is widely used in the case of functions. For functionals we
have the obstacle that we do not know how to performs functional integrations apart from
a handful of cases. Even if the functional Fourier transform is formally well defined, most of
3
the times it cannot be applied simply because we do not know the answer of the functional
integration it includes. However, the special case of the integrations of delta functions can
be easily performed. Here we shall use a proper generalization of the delta functions for the
functional space to be the product of simple ones at each point, x, i.e.
∏
x δ(f(x)). It can
also be defined as ∏
x
δ(f(x)) ≡
∫
Daei
∫
a(x)f(x) (12)
where overall infinite constants have been neglected.
We can define a Fourier transformation for the functional space as
Ψ˜[A] =
∫
DEei
∫
EaAaΨ[E] (13)
where Aa = −i(g¯
′g¯−1)a. Now, we shall show that the proposed functional (11) has the
Wilson line as its Fourier transform and via versa. Let us perform the following steps∫
DEei
∫
EaAa
∫
Due−
∫
Ea(u′u−1)au(x1)u
−1(x0) =
∫
Du
∏
x
δ(Aa + i(u
′u−1)a)u(x1)u
−1(x0) ≡ Ψ˜[A] . (14)
With a change of variables u→ g¯u and by bearing in mind the rotational invariance of the
integration measure we obtain
Ψ˜[A] =
∫
Du
∏
x
δ(i(u′u−1)a)g¯(x1)u(x1)u
−1(x0)g¯
−1(x0) (15)
The delta function enforces u to be a constant matrix for any x, so eventually
Ψ˜[A] = g¯(x1)g¯
−1(x0) = Pe
i
∫ x1
x0
A(x)dx
. (16)
This is the Wilson line of the vector potential along a line connecting the points x0 and x1.
We have defined Ψ˜[A] from relation (14) because this is the form which is obvious how to
Fourier transform back to the E-representation, in contrast to the Wilson line given in (16).
VI. MORE - SPECIAL - SOLUTIONS OF THE GAUSS’ LAW
Here we shall solve the Gauss’ law with sources, by making an ansatz for the wave func-
tional rather than requiring the proper transformation properties. We suggest as solutions
of the SU(N) Gauss’ law a generalization of the ones given in [3] for the simple case of
SU(2). Hence, the functional is taken to have the form
Ψ[E] = e−
1
c
tr
∫
Eg′g−1W(x1)W
+(x0)
×
∏
x
δ(k1(x) + k˜1θ(x0, x1)− ρ1)...
∏
x
δ(kN−1(x) + k˜N−1θ(x0, x1)− ρN−1) (17)
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where E = gKg−1, θ(x0, x1) ≡ θ(x − x0) − θ(x − x1), W is a column matrix and k˜ and
ρ are constants. The phase, eiΩ, is borrowed from the vacuum functional, so that the
Gauss’ law is satisfied for every x 6= x0, x1. The column, W, has entries functions of
the field and its purpose is to combine the matrix representation of the sources with the
differential representation of the angular momentum operators in the Gauss’ operator. The
delta functions,
∏
x δ(ki(x)− k˜iθ(x0, x1)− ρi), provide the necessary spatial delta functions
on the left hand side, to compensate the ones of the sources on the right hand side.
Substituting it in the Gauss’ law we find after some algebra that the crucial equation
which has to be satisfied at x1 is (see [3] for more details)
1
c
Wtr
(
K˜g−1(Tag + Jag)
)
+ TaW + JaW = 0 . (18)
for K(x) ≡ K˜θ(x0, x1) + P , while a conjugate one has to be satisfied at x0. We can isolate
the derivatives referring to the Cartan angles, φ, in Ja as
Ja = Ja +
N−1∑
k=1
Γka
(
−i
∂
∂φ¯k
)
= Ja +
N−1∑
k=1
ΓkaPk (19)
for Γka some functions of the angles. As K˜ is a Hermitian matrix it can be diagonalized and
written as a linear combination of the Cartan generators, K˜ =
∑n−1
k=1 k˜kTk. In addition we
can choose g to satisfy the diagonalization given in (3), so that finally we obtain
−W
N−1∑
k=1
k˜kΓ
k
a + (TaW + JaW) = 0 (20)
A solution of this equation for W would be an s-column of an SU(N) element, g, satisfying
also the diagonalization condition (3), so that the above equation for independent functions,
Γka, finally results
k˜k = −f
k(s) for any k = 1, .., N − 1 and for s constant. (21)
In conclusion, W should be a column of a diagonalized element, g, of SU(N) and the
amplitude of E should be restricted by the above delta functions, with k˜k completely defined
from (21). In order to obtain finite energy eigenvalues from these solutions we need to choose
for W(x0) and W(x1) the same column, s, of g, defined at the appropriate points.
VII. RELATIONSHIP BETWEEN THE E-REPRESENTATION SOLUTIONS
In the following we shall see how the solutions we derived in the E-representation with
the two different methods are connected. To demonstrate it we start from (11) and we aim to
extract the solutions given in the previous section. As has been shown in [3] the superposition
of the functionals with different s has the same energy eigenstate as the Wilson line. So we
expect that the functional in (11), which has been shown to be the Fourier transform of the
Wilson line, will reduce to this superposition. In particular if E = gKg−1 we can write (11)
as
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Ψ[E] = e−
1
c
tr
∫
Eg′g−1g(x1)
[∫
Due−
1
c
tr
∫
Ku′u−1u(x1)u
−1(x0)
]
g−1(x0) . (22)
Let us introduce the following decomposition of the identity into projection operators, P i,
as
1 =
r∑
i=1
P i , with P iP i = P i (no sum in i), and P iP j = 0 for i 6= j , (23)
with P i being a diagonal matrix with zeros on the diagonal except on the i-th place. We
insert two decomposition operators, one on the left of g(x1) and the other on the right of
g−1(x0) as in the following
Ψ[E] = e−
1
c
tr
∫
Eg′g−1
r∑
i,j=1
g(x1)
[∫
Due−
1
c
tr
∫
Ku′u−1P iu(x1)u
−1(x0)P
j
]
g−1(x0) (24)
As a result each term in the double sum depends on the i-th row of u(x1) and on the i-th
column of g(x1) as well as on the j-th column of u
−1(x0) and on the j-th row of g
−1(x0).
This property is necessary for having the g’s combining properly with the first exponential
to satisfy the Gauss’ law, as in the previous section, while the outcome with the u’s is used
to extract the delta functions for the amplitude of the electric field, as we shall see in the
following.
We can perform the integrations with respect to the φ angles of u, so that the relevant
factor becomes∫
Dφ1...DφN−1e
i
∫
k′
k
(x)φk
∑
i,j
uiγ(x1)u
−1
γj (x0) =
∑
i,j
∏
x
δ
(
k′1(x) + f
1(i)δ(x− x1)− f
1(j)δ(x− x0)
)
...
∏
x
δ
(
k′N−1(x) + f
N−1(i)δ(x− x1)− f
N−1(j)δ(x− x0)
)
u¯iγ(x1)u¯
−1
γj (x0) ≃
∑
i,j
∏
x
δ
(
k1(x) + f
1(i)θ(x− x1)− f
1(j)θ(x− x0)− ρ1
)
...
∏
x
δ
(
kN−1(x) + f
N−1(i)θ(x− x1)− f
N−1(j)θ(x− x0)− ρN−1
)
u¯iγ(x1)u¯
−1
γj (x0) (25)
For the second equality we have substituted the delta function condition that the derivative
of a function being zero with the condition that the function being a constant, by changing
the appropriate arguments. Now we perform the integration with respect the φ¯k variables
from u¯ = u˜(θ)h(φ¯), where we shall extract similar delta functions, which include the θ
variables. They will enforce u˜ to be equal to the identity, giving eventually∑
i
∏
x
δ
(
k1(x)− f
1(i)θ(x0, x1)− ρ1
)
...
∏
x
δ
(
kN−1(x)− f
N−1(i)θ(x0, x1)− ρN−1
)
(26)
The above expression, substituted back in (24), will give a superposition of the solutions
found in the previous section. This conclusion proves the conjecture made in [3] for the
connection of the Wilson line with this superposition.
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VIII. POTENTIAL OF THE TWO STATIC SOURCES
Now we shall calculate the energy eigenvalues the proposed functionals give. The poten-
tial of two static sources (source - anti-source) is
V =
1
2
∫
dx tr
∫
DEΨ+[E]Ea(x)Ea(x)Ψ[E] (27)
for Ψ[E] given from (17), where the constant numbers k˜1, ..., k˜N−1 of Ψ[E] are given by
−fk(s) for k = 1, ..., N − 1 and for fixed s. To minimize the energy we should take ρ1 =
... = ρN−1 = 0. Then
V =
N + 1
2
N−1∑
i=1
f i(s)2(x1 − x0) (28)
where the factor N+1 has been included for the N+1 different orientations the Cartan sub-
algebra could have. We can calculate the potential for the average in s of these solutions.
Easily, we deduce that the potential is proportional to the quadratic Casimir operator,
C2 = c(N
2 − 1)/r, that is
V =
1
2
C2(x1 − x0) , (29)
where C2 is given from T
aT a = C21. The same result can be derived in the A-representation
using the Wilson line solution.
IX. CLASSICAL REDUCTION
As we know the (1 + 1)-dimensional Yang-Mills problem with sources is not dynamical.
The Hamiltonian operator in the electric representation is multiplicative and does not in-
troduce any dynamics as there are no transverse degrees of freedom. Moreover, the Gauss’
law defines completely the wave functional. It chooses a special configuration for the elec-
tric field which is imposed with the presence of the functional delta functions in the wave
functional. This makes the quantum problem similar to a classical one. The classical Gauss’
law with conjugate static sources is
E ′a − fabcEbAc = Qaδ(x− x0)−Q
+
a δ(x− x1) , (30)
where ρa(x) = Qaδ(x− x0)−Q
+
a δ(x− x1) is the charge density of the static sources at the
points x0 and x1. From the above equation we find that the electric field E = gKg
−1 is
constructed with the same g as the vector potential A = −ig′g−1, where K = K˜θ(x0 − x1).
In addition, Q should be a Hermitian matrix with Q = gQ˜g−1, where Q˜ is a constant with
respect to x, equal to K˜. In other words Q transform as an SU(N) vector.
It is easy to see how the quantum Gauss’ law with sources can be reduced to a classical-
like one for the specific functional (17). After simple manipulations we obtain
e−iΩGae
iΩ
δ(E2) = −fk(s)Γkaδ(x− x0)δ(E
2) + fk(s)Γkaδ(x− x1)δ(E
2) (31)
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where δ(E2) denotes the delta functions,
∏
x δ(k1(x) − k˜1θ(x0, x1) − ρ1)...
∏
x δ(kN−1(x) −
k˜N−1θ(x0, x1)− ρN−1), which restrict the amplitude of the electric field. The spinors, W, of
the wave functional Ψ[E] have been transfered to the sources, reducing the matrix, Ta to a
number. The factor e−iΩGae
iΩ reduces to a classical-like Gauss’ operator giving finally
E ′a − fabcEb
δΩ
δEc
= −fk(s)Γkaδ(x− x0) + f
k(s)Γkaδ(x− x1) , (32)
where E = gKg−1 and with the charge density for the two sources being ρ¯a(x) = −f
k(s)Γka
δ(x − x0) + f
k(s)Γkaδ(x − x1). The term
δΩ
δEc
is equal to the classical vector potential, A,
plus another term which contributes to the classical Gauss’ operator the additional term
−1
c
tr(K ′g−1fabcEb
∂g
∂Ec
), compensating the non-vector form of the charge density, ρ¯a(x).
That is, if we combine this term with the charge density ρ¯a we obtain ρa! The classical
configurations are also imposed here by asking the generated vector potential and the electric
field to be described with the same g as well as the amplitude to have the form implied by
the delta functions, δ(E2).
X. CONCLUSIONS
In this work we have explicitly solved the Gauss’ law for the SU(N) non-Abelian case
with static sources in (1 + 1) dimensions. Two different ways are employed for this task,
which result to apparently different solutions; one found from the required transformation
properties and the other with explicit evaluation of a proposed ansatz, which resulted to
a multiplicity of solutions depending on the representation of the sources. We performed
Fourier transform to the first one and showed that it gives the Wilson line solution of the
equivalent problem in the A-representation. In addition, we reduced that solution to a
superposition of the ones found by using the ansatz, so a complete understanding of the
problem is achieved. The Hamiltonian eigenvalues of the wave functionals as well as the
connection to the classical case are derived and discussed. The confining potential for the
static sources is presented with string tension proportional to the quadratic Casimir operator.
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