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Abstract
Laboratory x-ray micro–computed tomography (micro-CT) is a fast-growing method in scientific research applications that
allows for non-destructive imaging of morphological structures. This paper provides an easily operated “how to” guide for
new potential users and describes the various steps required for successful planning of research projects that involve
micro-CT. Background information on micro-CT is provided, followed by relevant setup, scanning, reconstructing, and
visualization methods and considerations. Throughout the guide, a Jackson’s chameleon specimen, which was scanned at
different settings, is used as an interactive example. The ultimate aim of this paper is make new users familiar with the
concepts and applications of micro-CT in an attempt to promote its use in future scientific studies.
Keywords: 3D imaging; micro-computed tomography; nano-computed tomography; non-destructive analysis; x-ray
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Introduction
In recent years, substantial effort has been made to try and im-
prove current techniques for investigating the morphology of
biological samples in a non-destructive manner. One of these
techniques is computerized axial tomography (CAT) or com-
puted tomography (CT), a method widely used for non-invasive
imaging of the anatomy of the human body [1]. Computed or
computerized axial tomography involves the recording of two-
dimensional (2D) x-ray images from various angles around an
object, followed by a digital three-dimensional (3D) reconstruc-
tion. The resultant 3D-rendered volume not only allows for the
multidirectional examination of an area of interest (e.g., organ),
but also permits dimensional, volumetric, or other more ad-
vanced measurements to be made [2, 3].
Industrial x-ray computed tomography is a specialized form
of CT scanning meant specifically for non-medical applications
(hence the term “industrial”) and frequently involves resolutions
in the micrometer (μm) range. The method is therefore termed
micro–computed tomography (micro-CT) and in the case of sub-
micron resolution, such methods are termed nano-CT or some-
times x-ray microscopy as the resolution is similar to optical
microscopes. Industrial CT differs from medical CT in three im-
portant ways: (i) due to its medical application, the x-ray source
and detector move around a stationary sample in medical CT,
whereas in industrial CT, the x-ray source and detector are fixed
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around a rotating sample. This rotating sample design facilitates
image resolution adjustment (e.g., higher image resolution for
smaller samples). (ii) Industrial CT is more flexible than medi-
cal CT with regards to voltage and current modification, which
allows for the setup to be modified to suit a range of materials
(e.g., higher voltage for dense materials). (iii) The image resolu-
tion of industrial CT scanners is often higher than that of medi-
cal CT scanners. Resolutions of industrial CT scanners are gener-
ally in the range of 5–150 μm, compared tomedical CT scanners,
which have best resolutions of 70 μm. In contrast, most nano-CT
scanners have resolutions as low as to 0.5 μm. However, it is im-
portant to note that medical micro-CT scanners optimized for
scanning small live animals are available and can obtain similar
resolutions as industrial CT scanners.
Industrial CT has numerous applications and is useful in any
scientific field where non-destructive analysis is warranted. The
versatility of this technique is shown in the number of reviews
that have been published recently in areas as diverse as food
sciences [4], the geosciences [5], materials sciences [6, 7], and
biological sciences [8]. In biological sciences, industrial CT has
gained popularity in recent years due to its application in tax-
onomy [9], paleobiology [10], and evolutionary and ecological
biology [11]. The reason that micro-CT scans confer a strong
advantage over physical specimens is threefold: (i) measure-
ments are not limited to the external anatomy, (ii) measure-
ments can be obtained at high precision, and (iii) the need to
borrow fragile and often valuable museum specimens is elim-
inated [12]. Replacing access to physical specimens with open
access 3D stereotypes that contain morphological and anatom-
ical information of comparable accuracy to that of physical
specimens can significantly speed up the documentation of
biodiversity (i.e., cybertaxonomy) [13] and facilitate high-power
ecological and evolutionary research [12]. In addition, Broeck-
hoven et al. [14] have recently proposed a protocol that makes
use of industrial CT to obtain high-resolution images of the in-
ternal anatomy of live reptiles and amphibianswithout the need
to sacrifice study organisms.
Despite its numerous applications and capabilities, the use of
industrial CT has not reached its full potential as researchers in
the biological sciences are often unfamiliar with the technique
and its process, which includes sample preparation, the scan-
ning process itself, and 3D reconstruction. Lack of knowledge
can result in poor scan quality and/or inability to extract ade-
quate information for the required research purpose or ques-
tion. Here, we provide guidelines that can be referred to, not
only by new users with a general biological background, but
also by CT operators who are unfamiliar with biological spec-
imens. A multi-scale investigation of the Jackson’s chameleon
(Trioceros jacksonii) is used as an interactive study aid throughout
the guideline. Ultimately, our aim is to improve the efficiency of
micro-CT facilities and biological research through an improved
understanding of the capabilities and limitations of the tech-
nique.
Background to Computed Tomography
Micro-CT makes use of an x-ray source and detector to obtain
2D images of a sample that, in turn, can be combined to create
a 3D reconstruction [15]. The fundamental components of any
micro-CT instrument are (i) penetrating ionizing radiation, (ii) a
sample manipulator, and (iii) a detector (Fig. 1) [16]. The basic
principle of micro-CT is described in Kak and Slaney [17]. X-rays
are generated by amicro-focus x-ray tube, which uses a beam of
Figure 1: Photograph of the micro-CT scanner used during the study showing
the fundamental components of the setup. A typical micro-CT scanner consists
of an x-ray tube (A) that emits x-rays, which pass through a sample (B) before
being recorded by an x-ray detector (C).
electrons accelerated by a voltage of up to 240 kV (or more in a
vacuum tube), and are focused onto a tungsten or similar metal
target. The interaction between the fast-moving electrons and
the metal target is responsible for creating x-rays. The x-rays
are then directed through and around a sample before being col-
lected on a 2D x-ray detector in the form of a “shadow image,”
also called a projection image or radiograph [3]. In industrial CT,
the sample manipulator (or rotation table) positions the sam-
ple in the path of the radiation beam and rotates it through a
specific angle (usually 180◦ or 360◦). The detector converts the
attenuated radiation, which passes through the sample along
a straight line into the 2D digital images, consisting of thou-
sands of pixels. In this way, many hundreds or thousands of 2D
projection images are recorded during the scan process. After
scanning, these images are used to reconstruct a 3D data set
by making use of filtered back-projection algorithms [18]. Effec-
tively, every volumetric pixel (or voxel) is imaged (by 2D projec-
tions) from many angles, and the sum of its view from every
angle produces a representation of the actual x-ray density and
hence brightness of that voxel [3]. Following reconstruction, a
variety of software tools can be used for data visualization and
analysis. These steps are all described below with a discussion
of practical considerations (Fig. 1).
Computed Tomography Procedure
The micro-CT procedure includes various steps such as (i) sam-
ple preparation and mounting, (ii) scanner setup and parame-
ter selection, (iii) scanning procedure, (iv) image reconstruction,
and (v) image visualization. We refrain from explaining the im-
age processing and analysis steps as this is highly dependent
on the software used, but researchers can make use of the pro-
gram developer’s user manuals for this information. The setup
considerations are explained here, together with three general
guidelines (Guidelines I to III) that can be used to aid the scan-
ning process. The entire micro-CT procedure will then be ex-
plained, where applicable, using a Jackson’s chameleon (Trioceros
jacksonii) from the Ellerman Collection at Stellenbosch Univer-
sity (voucher specimen deposited under number USEC/H-2927)
as an example. No ethics or institutional approval was required
as the sample concerned was an ethanol-preserved specimen.
The sample was scanned using a Phoenix V—Tome—X L240
(General Electric Sensing and Inspection Technologies/Phoenix
X-ray, Wunstorff, Germany) micro-CT system, as well as a
Phoenix nanotom S (General Electric Sensing and Inspection
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Figure 2:Mounting of a Jackson’s chameleon. Florist foammounting material forms the basis onto which the sample is placed (A). A 2D x-ray projection image shows
the very low density of the mounting material (B).
Technologies/Phoenix X-ray, Wunstorff, Germany) nano-CT sys-
tem, both located at the CT Scanner Facility of the Central An-
alytical Facility (CAF), Stellenbosch University, South Africa [19].
Full data sets that accompany the descriptive analysis are pro-
vided as supplementary information [20]. These data sets can be
used as an interactive study aid to obtain a better understanding
of viewing and handling typical 3D data sets resulting from the
proposed procedure.
Sample preparation and mounting
Micro-CT requires very little, if any, sample preparation, and a
sample can usually be scanned exactly as provided. Because of
the rotating sample design of industrial CT scanners, it is im-
portant to load the sample correctly to avoid movement during
scanning. Sample mounting involves the use of a low-density
materials (e.g., cardboard tubes, plastic bottles, or glass rods)
that hold the sample in place on a rotation stage but separate
the sample from the dense rotation stage hardware. We suggest
that samples are loaded at a slight angle to ensure that parallel
surfaces to the x-ray beamareminimized (Fig. 2). This is because
parallel surfaces are not penetrated properly by the x-ray beam
and can lead to image artifacts and lack of detail in the data set,
particularly in the plane of the flat surface parallel to the beam.
As mentioned previously, the most important factor is to
avoid movement of the sample during scanning. For example, if
the sample is not properly secured in its holder, sample move-
ment will inevitably result in a blurred 3D image that might not
be suitable for analysis. Likewise, dehydration of a preserved or
wet sample can cause shrinking and might result in a blurred
image; this is particularly relevant during longer scan times. Var-
ious approaches can be used to overcome these problems, the
most convenient being to dry the sample before scanning. How-
ever, as this technique is rather invasive, it is unsuitable for valu-
able or delicate samples, such as fragile museum specimens,
and should be avoided unless the samples are not being reused.
Amore suitablemethod is to wrap the sample in awet cloth (i.e.,
drenched in water, ethanol, formalin, or isopropanol), thereby
keeping the sample moist during the scanning procedure. An-
other option is to scan samples inside liquid-filled tubes. How-
ever, care must be taken that the sample is not held in place
by the edges of the container because these edges will not be
separable from the sample during the image processing steps.
It should be noted that some samples are too small or delicate
to be removed or are prohibited from being removed from their
containers and might need to be scanned in situ. In these cases,
staining should be considered to increase the contrast of the
specimen compared to that of the surroundingmedium. For fur-
ther information on soft tissue scanning and staining methods
to enhance contrast, see the studies by Mizutani and Suziki [8],
Metscher’s [21], and Pauwel et al. [22]. The choice of mounting
method will often be determined by the museum to which the
sample belongs. In this case, the museum curators should care-
fully weigh up the advantages and disadvantages of the above-
mentioned options to ensure that researchers can easily and
rapidly obtain scans with high image quality.
The mounting procedure for nano-CT scanning is similar to
that of micro-CT scanning of very small samples. The sample is
mounted on top of a small glass rod and secured with double-
sided tape or glue, or it can be placed inside a small cube of foam,
fitted with a small cavity, or slit and attached to the glass rod. A
plastic film (e.g., Parafilm R©) can be used to cover soft tissue or
wet samples to avoid dehydration (Fig. 2).
Scanner setup and parameters
Sample size versus resolution
Careful selection of resolution is the firstmajor factor affecting a
micro-CT scan. A useful guideline (Guideline I, see Fig. 3) when
estimating the best possible resolution for a sample of known
dimensions is as follows:
 The optimal resolution is a factor 1000 smaller than the
width of the sample. For instance, a sample with a width of
100 mm has an optimal resolution of approximately 100 μm.
The above guideline is based on the standard practice of us-
ing only the central 1000 of 2000 available pixels of the detec-
tor to minimize possible artifacts from the edges. This is due to
two reasons: first, the cone beam has reduced intensity near the
edges, and second, the cone beam geometry results in non-ideal
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Figure 3: Summary of Guidelines I–III showing how the optimal scanning settings for our Jackson’s chameleon example were determined. Note that these guidelines
are based on a 2000 pixel detector. See text for further information.
reconstruction away from the central slice. For both these rea-
sons, it is suggested to use the middle of the detector to min-
imize the artifacts and reduce contrast near the edge. While
most detectors have 2000 pixels, some models have more to al-
low for improved magnification for the same sample size. This,
however, might introduce other problems, including an increase
in data set size and prolonged reconstruction times. It must be
noted that it is theoretically possible to use all 2000 available
pixels in the above example, resulting in a resolution of 50 μm.
However, besides the risk of artifacts from the edge regions, it
can be challenging to mount a sample perfectly central on the
rotation axis to avoid movement out of the field of view during
rotation.
Resolution, voxel size, and x-ray spot size
The voxel size of a micro-CT image is dependent on the magni-
fication and object size as described above. This is related to the
distance of the sample from the x-ray source and the detector
[4]. Voxel size and spatial resolution are two concepts that are
often confused since the voxel size is the size of a pixel in 3D
space, i.e., the width of one volumetric pixel (isotropic in three
dimensions). This value does not consider the actual spatial res-
olution capability of the scan system. For example, if the x-ray
spot size (focused x-ray spot from the source) becomes larger
than the chosen voxel size, the spatial resolution of the system
becomes poorer. That means that fewer details are detectable,
despite a good voxel size, due to the actual resolution being non-
optimal. Since most commercial systems limit the size of the
x-ray spot to the required voxel size (or provide the user an in-
dication of this), the actual and voxel resolution are usually the
same, but this is not regularly tested or reported. It is possible
to use resolution standards (such as calibrated-thickness metal
wires) to confirm spatial resolution, and some reference stan-
dards exist, although a generally accepted standard for indus-
trial CT systems does not yet exist. It is therefore possible that
the amount of detail that is detectable in a scan can vary consid-
erably from system to system, or even between different scans
from the same type of system. These quality differences are ei-
ther due to improper settings that may result in large x-ray spot
sizes or to an improper choice of other scan parameters. The
sole way of testing the scan quality is to image a small feature
of known dimensions and ensure the feature is visible in the CT
slice image.
Scan time, number of images, and rotational options
The major consideration for scan time is the acquisition time
of single projection images, which can vary from system to sys-
tem due to detector sensitivity and dynamic range differences,
x-ray tube brightness differences, and differences in physical
distance form source to detector [3]. A typical image acquisition
time in a walk-in cabinet system with a 16-bit flat-panel detec-
tor is 500ms per image, while some benchtop systemsmay have
image acquisition times from a few hundred ms to up to several
seconds per image. All systems have variable image acquisition
times, and therefore scan times can vary considerably. To obtain
the highest possible scan quality, the full dynamic range of the
detector should be explored. By doing so, the image contrast is
maximized by raising the image acquisition time up to near sat-
uration of the detector for a particular x-ray setting. If the image
acquisition time is too low, the resulting contrast will be poor,
with grainy images in extreme cases.
Some scanners involve continuous scanning (i.e., continu-
ous rotation and image acquisition without steps), but for sim-
plicity discussion here is limited to stepwise rotation. At each
step position, one or more images can be acquired and aver-
aged to provide an improved image quality compared to a single
image per position. While the averaging method reduces noise
and consequently improves image quality, its effect highly de-
pends on the inherent noise of the detector used. For samples
that might experience small vibrational movements during ro-
tationalmovement (e.g., leaves or hairs), it is advisable to use the
skip function (if available) because it ignores the first image ac-
quired at each new step position (during which time the sample
stabilizes). Since this vibration is due to the stepwise process, an
alternative approach would be to use continuous scanning be-
cause it also reduces vibration. In this case, however, averaging
is not possible.
The number of step positions required depends on the sam-
ple size relative to the magnification. Therefore, the higher the
magnification and hence the number of pixels used on the de-
tector, the larger the number of images required for a good re-
construction. A useful guideline in this regard (Guideline II, see
Fig. 3) is that
 the number of pixels covered by the sample on the detector in
width (pixels) multiplied by 1.6 equals the number of projec-
tion step positions required. Consequently, up to amaximum
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of 3200 step positions are used for a typical 2000 pixel–wide
detector.
Scanner parameters
Voltage: x-ray voltage highly depends on the type and material
composition of the sample. Themost optimal material discrimi-
nation is usually obtained by using lower voltages. However, the
x-ray penetration value (i.e., the percentage of detector counts
around and through the sample) might be too low in the case of
dense material, thereby causing noise and artifacts. Beam hard-
ening represents the most common CT artifact, causing noise
and artifacts (see the “Scan quality problems and artifacts” sec-
tion for more). Beam hardening occurs when the x-ray beam,
which comprises a range of x-ray energies, encounters differ-
ences in absorption from different angles and along different
paths through the object, either due to a very dense object itself
or due to dense parts of an object. Different x-ray paths result
in varying absorption of the easily absorbed low-energy x-rays,
in turn resulting in either “cupping” artifacts in dense objects
(brighter regions around the edges of thematerial) or streaky ar-
tifacts in dense parts of a larger object (especially for very dense
parts, such as metal tags).
Filtration: two applications of filters exist: (i) the filter is
placed between the x-ray source and the sample or (ii) the filter
is placed between the x-ray detector and the sample. The first
type of filtration, called beam filtering, is useful when the volt-
age is increased and a beam filter is added to pre-compensate
for expected beam hardening. The filter effectively reduces the
polychromaticity of the beam, thereby preventing streaky arti-
facts. Frequently used beam filters include 0.1 to 2mmof copper
and 0.5 to 1.5 mm of tin, combinations of both, and aluminum.
The second type of filtration, detector filtration, can also be used
to reduce noise if, due to the density of the object, secondary x-
ray emission is produced or scattering is present. This may hap-
pen when a densematerial strongly absorbs x-rays and re-emits
lower-energy x-rays by fluorescence or when a large amount of
scattering is present from nanostructured samples, causing x-
ray scattering. In both cases, using a filter after the sample and
before the detector shields the detector from low-energy x-ray
emission and scattering, limiting noise.
Guideline III is presented for the calculation of the scanner
voltage and determining adequate penetration values.
(i) The following x-ray tube voltages can be used as a starting
point: biological samples: 30 to 100 kV; small rocks and light
metals: 60 to 150 kV; large rocks and heavy metals: 160 to
240 kV or more; and in general: small samples require low
voltage.
(ii) A typical setup method to find the best settings for a par-
ticular sample type is to rotate the sample until its 2D x-
ray projection image shows the darkest region (its longest
or densest axis). The user can then calculate the sample’s
minimumpenetration ratio compared to the background x-
ray intensity using the gray value countsmeasured in the x-
ray image. Penetration values from10% to 90% should result
in good scan quality. If the penetration value is less than
10%, an increased voltage or current is required, whereas if
it is above 90% the voltage or current should be lowered.
(iii) If the x-ray detector becomes saturated as a result of (ii),
beam filters can be applied to prevent saturation while still
increasing the penetration value. By making use of a beam
filter, a higher voltage or current can be obtained with a re-
duction in low-energy x-rays, such that the detector does
not yet saturate (Fig. 3).
Scanning procedure
Prior to scanning, it is important that the background is nor-
malized. Background normalization is achieved by removing the
sample and using the x-ray beam at the chosen settings to
correct for all intensity variations across the detector (i.e., the
x-ray beam being more intense in the middle of the detector
compared to the edges of the detector). This normalization pro-
cedure can be conducted prior to each scan but in practice is only
required if x-ray or acquisition settings change or after a long
period of scanner inactivity. In addition, it is necessary to run
a beam centering prior to scanning to ensure correct focusing
of the electrons, thereby ensuring the smallest spot and highest
emission. Inmost commercial systems, however, this is an auto-
mated process. Once the sample is loaded and settings chosen,
images can be acquired. The scanning itself is done automati-
cally with no user interaction. Frequent supervision is advisable
as several errors may occur during this process, including x-ray
source instability (requiring awarm-up) or filament burn (requir-
ing replacement). It is important to note that addressing these
issues can take a considerable amount of time and this should
be taken into account during data collection planning.
Although our proposed scanner settings are aimed at ac-
quiring high-quality images, it is possible to obtain a shorter
scanning duration. This can be achieved by using fewer images,
eliminating averaging, and reducing exposure times. Fast scans
(e.g., 5–15 minutes) might not be optimal but can be sufficient in
some cases, e.g., when trying to identify a relatively large feature
or when simple measurements have to be taken. Alternatively,
they are also used as an exploratory method to find a region of
interest prior to commencing a long, higher-quality scan.
Image reconstruction
After all 2D image projections are obtained, a 3D volume can
be constructed. The reconstruction process involves the map-
ping of each voxel by using projection image representations of
a particular voxel from many angles. This mapping is done by
a Feldkamp filtered back-projection algorithm [23]. Commercial
micro-CT systems have built-in reconstruction software pack-
ages that might differ in settings but are all based on the same
algorithms. For example, Volume Graphics [24] is a standalone
software package mainly used for 3D image analysis but also
offers a module for reconstruction. Another commercial stan-
dalone software for reconstruction is Octopus Reconstruction
from Inside Matters [25].
Reconstruction software involves a series of settings, which
might affect the quality of the obtained 3D data. These options
will be described in general here, though reconstruction soft-
ware packages might differ in their availability of the features
offered. First, the field of view can be cropped to make the total
reconstructed volume smaller. This helps by reducing data vol-
umes as well as the duration of the reconstruction since less
memory is required. This is especially helpful when time or
computational power is limited. Second, the type of output file
can be chosen, which is usually selected as 16-bit. Here, it is also
possible to select 8-bit if storage space or memory is limited.
Third, the exact location of the rotation axis in each projection
image is found by making use of an automated algorithm that
finds the central pixels in all 2D x-ray images. The use of the
exact rotation axis in the back-projection algorithm improves
the quality of the reconstruction and is especially important at
higher resolutions. This process can also be coupled with a re-
finement process, correcting for small movement or any shift of
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the sample and improving the edge clarity in the reconstructed
data set. Next, beam hardening correction is considered. Beam
hardening corrects much of the generally occurring “cupping”
effect in samples where the edges seem brighter than the mid-
dle of the scan. Another option called clamping disregards a cer-
tain percentage of pixels that are “outliers” in terms of strong or
weak absorption compared to the rest of the data and effectively
improves the gray value contrast in the images. Clamping can be
very useful when a small quantity of bright dense phases that
are not of interest is present. The percentage of pixels that are
clamped and the clamping direction (lowest or highest gray val-
ues only, or both) can be set. Furthermore, itmay also be possible
to make use of special settings to select the background detec-
tor counts in each image and normalize this across the series
of images, which is useful when scattering is present, resulting
in brighter or darker projection images from different angles. It
is possible to use special algorithms to remove ring artifacts by
disregarding “dead” pixels from the 2D projection images. Ring
artifacts, especially near the center of rotation, are also removed
by making use of a detector shift process whereby the detector
shifts horizontally between step positions, which are corrected
in the reconstruction process, resulting in a smoothing of the
rotational center artifact. It is clear that various options exist for
the reconstruction of a data set, thereby making this process an
important step that can help the user with obtaining improved
image quality. Since the reconstruction process itself can vary
significantly, it is suggested that the raw 2D x-ray projection im-
ages are retained after completion of the reconstruction process
as this will allow the user to improve the reconstruction of the
same data in the future.
Image visualization
Micro-CT data can be visualized in two different ways, either
by volume rendering or surface rendering. Volume rendering is
typically conducted in a 3D data analysis software package and
involves iso-surface views using a user-defined threshold value
or a user-defined grayscale gradient for more advanced 3D ren-
dering algorithms. These differ from 3DComputed Aided Design
(CAD) software in that they handle full voxel data, i.e., the data
exists throughout a 3D voxel grid, not only on surfaces of the
object. In other words, CAD software packages use triangulated
mesh data of surfaces only (point locations), while full CT data
are comprised of data at every point in 3D space (gray value at ev-
ery point). Therefore, a volumetric data set is significantly larger
and requires more intensive computing power, even for sim-
ple visualization. Commonly used commercial software avail-
able for volume rendering include Volume Graphics VGStudio
[24], Amira and Avizo [26], and Simpleware [27], whereas sur-
face rendering software are Blender [28], SolidWorks [29], and
Autodesk [30]. Additionally, freeware (or open source) software,
which can be used for analysis of CT data in 2D or 3D, include Im-
ageJ [31], MIPAR [32], Blob3D [33], Quant3D [34], and 3dma rock
[35]. For more detailed information regarding software options
that allow visualization of micro-CT data, see Walter et al. [36].
Scan quality problems and artifacts
The diversity of available scanner options and settings when
used incorrectly can be associated with various image qual-
ity problems and artifacts, the following examples demonstrat-
ing some of the typical problems. Figure 4, A–C, shows micro-
CT slice images of the chameleon with metal streak artifacts
present, too-low voltage, and too-high voltage, respectively. In
the first case, the streak artifacts reduce the image quality of
the specimen, while too-low voltage causes brightness varia-
tions around dense objects in the image and too-high voltage
results in poor contrast betweenmaterials. It is not only the scan
process but also reconstruction that can affect the image quality
as shown in Fig. 4, D–F. Figure 4D has poor contrast, in this case
Figure 4: Micro-CT slice images of a Jackson’s chameleon illustrating the common artifacts. In (A), a metal tag is included in the scan volume, resulting in streaky
artifacts (bottom right in image). In (B), an insufficient voltage was used, thereby creating image artifacts around the dense parts of sample. In (C), the voltage setting
was too high, resulting in poor contrast. In (D), poor image quality is caused by reconstruction clamping, which was set too high. In (E), double edges are present due
to incorrect offset calculations during reconstruction. In (F), slight blur is present due improper mounting.
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Table 1: Summary of the various errors and artifacts discussed throughout this paper, stating the problems, possible causes, and potential
solutions, respectively.
Problem Cause Solution
Grainy image Image acquisition time too low Increase image acquisition time
Streaky artifacts Differences in absorption from different
angles; x-ray penetration is insufficient
Increase voltage
Poor contrast Too high voltage is used Reduce voltage
Blurred image Improper sample mounting; allowing sample
to move during scanning
Proper mounting to ensure no movement
during scanning
Stitching artifacts/vertical or horizontal line Reconstruction algorithms when stitching
sample is too wide for a single scan
Make sub-sections of sample; use a smaller
sample or less magnification
Beam hardening/cupping effect Insufficient penetration of the sample Reconstruction: use beam hardening
correction option or scan with higher voltage
and more beam filters
Small movement or shift (double edge) Inaccuracy of rotation stage or movement of
sample
Reconstruction: do an offset correction or
rescan if offset cannot be corrected; reset
stages; hardware could be faulty, e.g., tilt axis
alignment
The image is very dark on materials of
interest, with bright spots in places
Small quantity of bright dense phase is
present, but irrelevant
Reconstruction: make use of the clamping
option
Scattering Causes brighter or darker projection images
from different angles
Reconstruction: select background detector
counts in each image and normalise across
the series of images
Ring artifacts Bright rings are visible in the top slice view Reconstruction: make use of ring artifact
reduction by disregarding “dead” pixels from
the projection image (or disregard pixels in
the acquisition process)
Central rotation artifact The center of rotation is visible as a line in a
side slice view or a dot with concentric rings
from the top view
Make use of detector shift option in
acquisition, which smooths out the artifact
Bright ring around outside of scan volume,
resulting in poor image quality
In ROI scans where the sample extends over
the side of the 2D image
Use special reconstruction algorithm that
corrects for this or crop the ROI further in
reconstruction
Cone beam artifacts Affecting the edges of materials near the
edges of the detector
Use less magnification to fill fewer pixels on
detector
due to incorrect reconstruction setting (clamping). The same ef-
fect may occur when a sample is scanned with the metal rota-
tion table in the scan volume. Figure 4E has a double edge due
to incorrect reconstruction setting (i.e., offset correction). This
double edge can also occur if the sample moves during a scan,
though to a lesser degree. Figure 4F illustrates a slight blur on the
edges, which is due to sample vibration due to non-rigidmount-
ing of the sample and stepwise rotation, causing the sample to
move slightly, more so on the top than the bottom of the sample
(Fig. 4).
Beam hardening has been mentioned previously within the
context of streak artifacts. However, samples with homogenous
material density scannedwith an insufficient voltagemight also
result in a “cupping” effect. This artifact arises when x-rays
do not penetrate the sample sufficiently. Other artifacts and
unwanted image effects include cone beam artifacts affecting
the edges of materials near the edges of the detector, double
edges due to tilt axis misalignment relative to beam axis, and
blurring due to an unstable rotational axis. For more on this,
see relevant publications on CT artifacts by Barrett and Keat
[37] and Boas and Fleischmann [38]. Additionally, Table 1 sum-
marizes problematic micro-CT scans as discussed in this pa-
per, providing the causes and possible solutions to the problem
(Table 1).
Example: micro-CT scanning of a three-horned
chameleon
The considerations, guidelines (Fig. 3) and options related to
micro-CT scanning of biological samples are presented here and
can be used as guiding principles when conducting micro-CT
scans and analysis. The three-horned chameleon is used as an
example and will follow the step-wise guidelines as presented
in this paper (data available for inspection in the GigaScience
database [20]).
(i) Sample preparation and mounting: a preserved three-
horned chameleon specimen was taken out of its preser-
vation jar and dried out at ambient conditions for a few
hours prior to beingmounted on florist foam fixed on top of
a cardboard tube (Fig. 2A). Although this method might not
be ideal for museum specimens (see the “Sample prepara-
tion and mounting” section), it was chosen to avoid imag-
ing artifacts associated with movement during dehydra-
tion. The densest features of the chameleon can be seen
as the darker regions of a digital x-ray projection image of
the specimen (Fig. 2B).
(ii) Scanner set-up and parameters: the maximum horizontal
width of the sample, when loaded at an angle as shown
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in Fig. 2, was approximately 150 mm. When positioning
the sample such that this width almost covers the full
2000 pixels of the detector, and using Guideline I, the best
possible resolution that could be obtained was 75 μm.
Following Guideline II, 3200 step positions were used. The
sample was loaded at 45◦ because it provided a slight im-
provement in the best possible voxel size compared to hor-
izontal or vertical mounting for a single scan volume (ver-
tical or horizontal would be limited to the longest axis of
the chameleon sample). It would have been possible to load
the sample vertically and scan at a similar resolution, but
this would have required multiple scans. Averaging was
set to 2, and skipping of the first image at each new posi-
tion was used. Initially, a typical image acquisition time of
500mswas set, resulting in a total scan duration of approx-
imately one hour. Tube voltage was set to 100 kV, whereas
the beam current was set to 100 μA. No beam filtration was
used. This setting showed a good penetration value, but
due to relatively low signal values on the detector, the cur-
rent was increased to 200 μA to obtain approximately 8000
counts, where 10 000 is the saturation level of the detec-
tor (Guideline III). In this process, a trade-off between scan
time and image quality was found. Higher-quality imaging
would have been possible with more averaging, resulting
in longer scan times. Higher quality would also have been
possible at lower voltage since the penetration values were
quite high.When lowering the voltage, the total x-ray emis-
sion from the source reduces, which requires a longer im-
age acquisition time to allow the best possible contrast ca-
pable with the detector. However, this also increases scan
time, and additionally lower voltages can cause unexpected
artifacts as explained above.
(iii) Scanning: the background was corrected by removing the
sample and creating a smooth background image. A beam
centering was conducted, the sample mounted on florist
foam was loaded, and the image acquisition process was
started. The process was monitored to correct for any er-
rors.
(iv) Image reconstruction: reconstruction settings used for the
chameleon scan included cropping to remove unwanted
regions around the edges using the manual crop editor,
selecting the 16-bit data type, and correcting for offset
by using a scan optimization process. Additionally, a low
beam hardening correction value and a background inten-
sity value were used to correct for variations in intensity.
The reconstruction process resulted in a single data file
with a size of 6.3 gigabytes.
(v) Image visualization: the 3D visualization of the chameleon
is shown in Fig. 5, A and B. A simple thresholding function
(see the Glossary) allows for the visualization of the skele-
ton structure, which is notably denser than the rest of the
animal (Fig. 5).
Scanning at higher resolution
As discussed in the “Sample size versus resolution” section,
the choice of resolution is perhaps the most important fac-
tor for data collection planning. Here, we briefly illustrate
the differences between resolution settings using the example
chameleon. First, the full body scan (resolution: 75 μm) is com-
pared to a close-up of the head scanned at 30 μm. Figure 6
demonstrates that a higher resolution allows smaller features
(e.g., skeleton structures) to be visualized. As mentioned earlier,
a higher resolution (e.g., 30 μm) can be used to scan the entire
sample with an automated multiple-scan process in which a
sequence of scans are performed at different height positions
across a vertically mounted sample. The multiple scans can af-
terwards be stitched together to form a large data set. However,
it should be noted that this can be a time-consuming process
(Fig. 6).
Secondly, the horn of the chameleon was scanned after dis-
section to obtain sub-micron resolution. The improvement in
resolution (from 10 μm to 0.95 μm) is depicted in Fig. 7, A–D.
The sub-micron resolution allows the user to obtain detailed
information on, e.g., the bone micro-architecture of a sample.
The 10 μm scan was conducted using a nano-CT instrument,
but it must be noted that most micro-CT models are able to
achieve this resolution, with some models allowing up to 4 μm.
The choice of nano-CT vs micro-CT instrument depends pri-
marily on the sample size and resolution required – typically
image quality is better when using the nano-CT for samples
smaller than 10 mm. The sub-micron resolution in particular
allows clear viewing of the horn microstructure, which can be
used to accurately measure bone volume fraction, for example
(Fig. 7).
Summary
In this paper, we aimed to provide a “how to” guide for new users
unfamiliar with micro-CT to obtain a better understanding of
the technique. In addition, we provided suggestions and guide-
lines that can be used during research planning and facilitate the
interaction between researchers and CT operators and/or facil-
ities. An example, the Jackson’s chameleon, scanned at various
settings, was used to illustrate the procedure, and bymaking use
of the guidelines, users can adapt the procedure to suit a variety
of study objects or organisms.
Figure 5: Three-dimensional reconstructions of a Jackson’s chameleon illustrating a surface view (A) and a semi-transparent view showing the skeleton in yellow (B).
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Figure 6: A high-resolution (30 μm) scan of a Jackson’s chameleon showing the skeletal elements present in the head.
Figure 7: Slice images of the horn of a Jackson’s chameleon obtained by using nano-CT showing the bony core at 10 μm (A) and 4 μm (B). At a very high resolution of
0.95 μm (C), the bone micro-architecture becomes clearly visible. A 3D rendering of the structure of the bony core inside the chameleon horn is visualized in (D).
Glossary of terms
Background normalization: the background intensity of the 2D
detector is calibrated to equal values without any sample in the
path of the x-ray beam.
Beamfiltering: the x-ray beam is filtered using thin plates of cop-
per or other material to precompensate for beam hardening.
Beam hardening correction: a software correction factor is used
in the reconstruction to compensate for beam hardening arti-
facts.
Clamping: a software correction factor is used in the reconstruc-
tion to limit the range of gray values and thereby vary the con-
trast in the image.
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Cupping (artifacts): beam hardening causes a brighter region
around the outside than the middle of the sample, causing a
gradual variation from middle to side, referred to as a cupping
effect.
Polychromaticity: the x-ray beam contains a range of wave-
lengths, making it polychromatic.
Ring artifact: due to the sample rotation, slice images may show
rings around the center of rotation.
Surface rendering: 3D data view of the surface/edge of the
sample.
Thresholding function: selecting the edge of material based on
a gray value threshold.
Tomography: creating slice images of a sample, thereby viewing
its internal details.
Volume rendering: 3D data viewing.
Voxel: volumetric (3D) pixel.
Abbreviations
2D: two-dimensional; 3D: three-dimensional; CAD: Computed
Aided Design; CAT: computerized axial tomography; CT: com-
puted tomography; μm: micrometer.
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