Abstract
Introduction

Model, algorithm and theory
The concept of deformable templates [10] is an important element in object recognition. In this article, we present a generative model and a model-based algorithm for learning deformable templates from image patches of various object categories. The machinery we adopt is the wavelet sparse coding model [7] and the matching pursuit algorithm [5] . Our method is a very simple modification of this machinery, with the aim of coding specific ensembles of image patches of various object categories. We call our model the active basis model, which represents a deformable template in the form of an active basis. An active basis consists of a small number of Gabor wavelet elements at different locations and orientations, and these elements are allowed to slightly perturb their locations and orientations before they are linearly combined to generate Figure (1) illustrates the basic idea. It displays 7 image patches of cars at the same scale and in the same pose. These image patches are defined on a common image lattice, which is the bounding box of the cars. These image patches are represented by an active basis consisting of 60 Gabor wavelet elements at different locations and orientation, as displayed in the first plot of figure (1) . Each wavelet element is represented symbolically by a bar at the same location and with the same length and orientation. The length of each element is about 1/10 of the length of the image patch. These elements are automatically selected from a dictionary of Gabor wavelet elements at a dense collection of locations and orientations. The selected elements do not have much overlap and are well connected. They form a template of the training image patches.
The 60 elements of the active basis in the first plot are allowed to locally perturb their locations and orientations when they are linearly combined to encode each training or testing example, as illustrated by the remaining 7 pairs of plots of figure (1) . For each pair, the left plot displays the observed car image, and the right plot displays the 60
Gabor wavelet elements that are actually used for encoding the corresponding observed image. These 60 elements are perturbed versions of the 60 elements of the active basis displayed in the first plot, so these elements form a deformed template. The deformation of the template is encoded by the local perturbations of the elements of the active basis.
The active basis can be learned from training image patches by a shared pursuit algorithm. The algorithm selects the elements of the active basis sequentially from the dictionary of Gabor wavelets. When an element is selected at each step, the element is shared by all the training examples in the sense that a perturbed version of this element is added to improve the encoding of each example. It is worth noting that for the last two examples in figure (1) , the strong edges in the background are not encoded, because these edges are not shared by other examples. Therefore they are ignored by the shared pursuit algorithm.
Our model and algorithm are developed within a theoretical framework that naturally embraces sparse coding and random fields. Specifically, we rewrite the sparse coding model so that the probability distribution of the image intensities can be rigorously defined in terms of tilting a stationary random field by a probability ratio term involving the sparse coding variables.
Contributions and past work
The contributions of this paper are: (1) An active basis model for representing deformable templates. (2) A shared pursuit algorithm for learning deformable templates. (3) A theoretical framework that integrates sparse coding and random fields.
To credit past work, the active basis model is inspired by the biologically motivated schemes of Riesenhuber and Poggio [8] and Mutch and Lowe [6] . The difference is that we keep track of the deformation of the active basis and maintain the linear additive representation. The shared pursuit algorithm is inspired by the adaboost method of Viola and Jones [9] . The difference is that we work within the framework of generative model. The name "active basis" is clearly derived from "active contours" [4] and "active appearance model." [1] The difference is that our method does not involve control points. Or more precisely, the elements of the active basis play the double role of both control points and linear basis vectors. Lastly, our work is a revision of the texton model [11] .
Active basis representation
A dictionary of Gabor wavelets
A Gabor function is of the form:
ix . We can translate, rotate, and dilate G(x, y) to obtain a general form of Gabor wavelets:
We normalize the Gabor sine and cosine wavelets to have zero mean and unit l 2 norm. For an image I, the projection coefficient of I onto B x,y,s,α or the filter response is
.., M } be a sample of training image patches defined on a domain D of rectangular lattice, and D is the bounding box of the objects of the same category and in the same pose. Our method is scale specific. We fix s so that the length of B x,y,s,α (e.g., 17 pixels) is about 1/10 of the length of D.
The dictionary of Gabor wavelet elements is Ω = {B x,y,s,α , ∀(x, y, s, α)}, where (x, y, s, α) are densely discretized: (x, y) ∈ D with a fine sub-sampling rate (e.g., every 2 pixels), and α ∈ {kπ/K, k = 0, ..., K − 1} (e.g., K = 15).
Active basis
The backbone of the active basis model is
where 
That is, we allow B i to shift its location along its normal direction, and we also allow B i to shift its orientation. b 1 and b 2 are the bounds for the allowed displacement in location and turn in orientation (e.g., b 1 = 6 pixels, and b 2 = π/15). In the above notation, the deformable template is the ac- 
Shared matching pursuit for least squares
Given the examples {I m , m = 1, ..., M }, we can learn the template B and its deformed versions {B m ≈ B, m = 1, ..., M }. We may use the least squares criterion
2 to drive the following shared matching pursuit algorithm. In this article, we choose to adopt the more general probabilistic formulation, where the least squares criterion is a special case of the log-likelihood.
Probabilistic formulation
With the active basis representation (1) and (2) as the backbone, we can put probability distributions on the variables in the representation in order to construct a generative model. With such a model, learning can be based on likelihood.
Rewriting sparse coding model
Given deformed template B m = (B m,i , i = 1, ..., n), we need to specify the distribution of the foreground coefficients c m = (c m,i , i = 1, ..., n), and the distribution of the background residual m , in order to generate I m according to (1) . The commonly assumed model is
There are two problems with the above specification. (1) A white noise model does not capture the texture properties of the background. (2) The foreground distribution g cannot be estimated in closed form because we must deconvolve the additive noise m . The following observation helps solve these two problems.
Theorem 1 For the representation (1), given
, under the assumptions (9) , (10) and (11) , the distribution of I m is
where Under the white noise model q(I m ) where
Log-likelihood and KL-divergence. We can estimate the template B and its deformed versions {B m ≈ B, m = 1, ..., M } by maximizing the log-likelihood
As M → ∞, the log-likelihood per observation
which is the Kullback-Leibler divergence from p(r m ) to q(r m ).
Equivalence to least squares. Random field tilting. Equation (12) is actually more general than is defined in Theorem 1: (1) The background q(I m ) can be any random field. (2) The sparse coding variables (r m,i , i = 1, ..., n) can be any deterministic transformations of I m . In this more general context, (12) is a random field tilting scheme, which consists of (1) Replacing background q(r m,1 , ..., r m,n ) by foreground  p(r m,1 , . .., r m,n ). (2) Retaining the conditional distribution of the remaining |D| − n dimensions of I m given (r m,1 , ..., r m,n ). The remaining |D|−n dimensions are implicit. This is a generalized version of projection pursuit [3] . The following are some perspectives to view this scheme:
(1) Hypothesis testing. q(I m ) can be considered the null hypothesis. p(r m,1 , . .., r m,n ) can be considered the test statistics to reject q(I m ). The above scheme modifies the null hypothesis to an alternative hypothesis. 2 is the local energy, which is the sum of squares of the responses from the pair of Gabor cosine and sine wavelets. We ignore the local phase information, which is unimportant for shapes. h m () is a monotone normalization transformation that is independent of object categories.
Model specification
To specify the model, we need to (1) specify the background q(I m ) and derive h m () and q(r m,1 , . .., r m,n ). (2) specify the foreground p(r m,1 , . .., r m,n ). Figure ( 2) illustrates the idea. The shaded rectangles are training images. We can pool these images to estimate p (r m,1 , . .., r m,n ), as illustrated by the vertical arrows at specific locations. p(r m,1 , . .., r m,n ) is to be contrasted against the background q (r m,1 , . .., r m,n ), which is not location specific, as illus- 
where K is the total number of orientations. The tail of the distribution is Pr( exp(−r) for large r, because there are strong edges in this ensemble. The transformation that equates the tails F (r) = exp(−r 0 ) is r 0 = − log F (r),
. − log F is a non-linear whitening transformation. Therefore, we have
We assume that the generic ensemble inherits from Gaussian process the property that (r m,
One can learn F (r) by the tail proportions in the marginal histogram of natural images. In our current implementation, we use a crude but simple approximation. Because − log F (r)
r for large r, we assume a saturation threshold ξ > 0, and approximate − log F (r) ≈ min(r, ξ) (e.g., ξ = 16).
Foreground model p (r m,1 , . .., r m,n ). We assume the simplest model for p(r m,1 , . .., r m,n ): r m,i ∼ exp(λ i ) independently for i = 1, ..., n, with λ i < 1. The density of r m,i is p(r) = λ i exp (−λ i r) . This is the maximum entropy model under the constraint E p (r m,i ) = 1/λ i .
Log-likelihood is 
and the elements in B m = (B m,i , i = 1, ..., n) are approximately non-overlapping.
Shared pursuit for maximum likelihood
We use the notation ∂B m,i to denote all the B ∈ Ω, such that B, B m,i > ζ, i.e., those elements that overlap with B m,i . = (B m,i , i = 1, ..., n) is the sketch of the object. If the size of the object in the testing I m is different than the size of objects in the training images, we can scale I m to obtain a sequence of zoomed versions of I m . Then we can choose the optimal scale based on the maximum log-likelihood scores obtained over multiple scales.
Active mean vector and active correlation
The deformable template B = (B i , i = 1, ..., n) in the above section is parametrized by λ = (λ i , i = 1, ..., n) . The log-likelihood score is
, which is non-linear in λ. This motivates us to introduce a simpler linear score without explicit probabilistic assumptions. is the pairwise active correlation between I 1 and I 2 . We can also use the active correlation score for find-andsketch.
Shared pursuit for maximum correlation
Experiments
Parameter values. Size of Gabor wavelets = 17 × 17. One issue that concerns us is normalization. In this experiment, we normalize within the whole image instead of normalizing within the sliding bounding box. We also tried the latter normalization scheme. Active correlation still selects the correct scale. However, for log-likelihood, the correct scale is near a local maximum instead of the global maximum. Another issue revealed by more experiments is that the maximum likelihood position is not always the correct position. We shall investigate these issues in future work. tively. We also built an adaboost classifier [9] using the same set of training examples plus 157 negative examples, which are randomly cropped from natural scenes both with and without human figures, to represent enough diversity. The weak classifiers are obtained by thresholding the responses from the same dictionary of Gabor wavelets. We then test on a separate data set with 88 positives and 474 negatives. Figure (7 ) displays the three ROC curves for active basis models learned by log-likelihood and active correlation, and the adaboost. The AUC (area under curve) for adaboost is .936. The AUC for log-likelihood scoring is .941. The AUC for active correlation scoring is .971. We did not implement cascade for adaboost. This example shows that our method is comparable to adaboost. We can fit the model by the EM algorithm. Then we classify the examples into the two categories based on posterior probabilities produced by the last iteration of the E-step. After that, we re-learn the active basis model for each category separately. (8) displays the learned templates. We can also re-learn the active basis models within the M-step in each iteration.
Experiment 5: Find and learn. By combining the codes in the first two experiments, our method has the potential to handle training images that are not aligned, as suggested by the following preliminary experiment. There are five images of cats that are of the same size but at different locations. The only supervision is to give the bounding box for
