Abstract. Let / be a function analytic in the unit disc, properly normalized, with bounded boundary rotation. There exists a Stieltjes integral representation for 1 +zf"(z)jf'(z).
Introduction.
Variational techniques are frequently useful in solving extremal problems for a class of analytic functions. Notable recent examples are Robertson [8] and Sakaguchi [12] for the class of functions with positive real part, Hummel [2] for the class of starlike functions, and Schiffer and Tammi [13] for the class of schlicht functions of bounded boundary rotation.
In this paper we shall first establish variational formulas useful in solving extremal problems for the class Vk of functions /, properly normalized, with bounded boundary rotation. These formulas are for functions of arbitrary boundary rotation and do not assume the functions to be univalent. Secondly, we shall apply the formulas to several extremal problems for the class Vk. Finally, we shall establish an upper bound for the coefficient of z4.
Preliminary remarks.
We say/e Vk if/(z) is regular in the unit disc E, \z\ < 1, f'(z) ^0 in E,fis normalized so that/(0) = 0,/'(0)= 1, and if for some real number k^2, (2.1) [June It is convenient to let (2.2) q(z)= l+zf"(z)/f' (z) and denote the class of functions {q \ q(z)=\ +zf"(z)lf'(z),fe Vk} by Qk. Paatero [5] showed that every function q e Qk can be given by the Stieltjes integral representation 1 /"2JI I +ei«z (2.3) «t'*}. A systematic approach to extremum problems within the class Vk is due to Lehto [4] . His method was to vary the integrator function </>(<£) in (3. 3) over all step functions subject to the constraints of (2.3). His work formed the basis for much of the work done by Pinchuk [7] , Schiffer and Tammi [13] , [14] , and Tammi [15] .
The approach in this paper is different from all of those cited above. In developing our variational formulas we shall not vary the integrator function but instead we shall vary the integrand in (2.3). To implement this idea we observe that the integrand (1 +zei'*)l(\ -ze"") is a member of the class P, of all regular functions p(z) of positive real part in E normalized so that p(Q) = \. We then apply the variational formula due to Robertson [8] for the class P. 
where e is an arbitrary complex number such that \s\ -\, a is an arbitrary complex number such that \a\<\ and p is an arbitrary small positive real number. (Here and throughout the paper ( )~ indicates the complex conjugate.)
Proof. We begin with Robertson's formula [8] which may be written p*(z) =p(z) + 8p(z) where (3.2) Ml) = ^£ P a-
We note that the above form is not quite the form which appears in Robertson's original paper but by redefining £ and p in his original formula one can see the above form is an equivalent formula. Next we let P'(z)~p 
which is the desired formula. It remains to show that 9* e Qk given that 9 e ßfc. To see this we consider Thus the same variational formula obtained by Robertson for functions p with positive real part in E and normalized so that p(0) = 1 has now been extended to the larger class of functions q regular in E, normalized so that #(0)= 1 and having the property that, for some real number k2:2, JJ* \Req(rete)\ de^k-n for 0^r< 1. Note that when k=2, we have The proofs of these corollaries and other similar results follow directly from the work done by Robertson [9] in proving the corresponding results for the class P. One notices, however, in the special case of the class P, i.e., k = 2, it is possible to reduce the number of summands n in the extremal functions by n/2. This is not possible in the general case of the class Vk, k>2, as we shall see in the next result.
We next consider a result which was first shown by Paatero [6] and subsequently by another method by Robertson [10] . Our method, however, is different than either of theirs and illustrates well the contents of this section.
Theorem 2. The radius of convexity for the class Vk is
The bound is sharp.
Proof. The radius of convexity for Vk is the largest number r, 0<r<l, such that for all fe Vk, Re {1 + z/"(z)//'(z)}^0 for all z, \z\£r. Equivalently 
Integrating the above (using integration by parts on the right-hand side whenever q'(z) is involved) we have
We notice that the integrals in (4.4) may not be well defined for \z\ S: \a\. To circumvent this possible difficulty we temporarily assume a/0, \z\ < \a\. Formula (4.4) is then valid for the disc |z| < \a\. We have log/*'(z) = log/'(z) (4.5)
xponentiating both sides of the last equation and putting all terms involving a power of p higher than 1 into o(p) we arrive at
Now the right-hand side of (4.7) is analytic and single-valued for \z\ < \a\, a^O. However,/*'(z), in view of (4.1), is analytic in \z\ < 1, so by the principle of analytic continuation the right-hand side of (4.7) is also analytic in |z|<l. Now, by a compactness argument we may remove the restriction a#0. Thus (4.7) is valid for \z\ < 1, \a\ < 1. We formalize the above calculations as Integrating both sides of (4.7) gives us a formula for functions / in Vk. This formula, however, has thus far proved to be unwieldy due to the integrals involved. We can, nevertheless, solve many extremal problems of interest with the use of formula (4.7). 5 . Applications of the variational formula. For our first application of this section we shall need a result for the class of derivative functions/',/e Vk, analogous to Corollary 1. That is, we are going to compute the extremal function for F(f'(z)) where F(u) is a function of u such that F(f'(z)) is analytic for E.
Let/0(z) be the function for which (5.1).
min min Re {F(f'(z))} = min Re {F(f¿(z))}. We let F'(f'(r)) = a,f'(r) = ß,f"(r) = y and the inequality (5.6), after we have substituted for Sf'(r) using formula (4.7), becomes ( 
5." Re{^ [y-tfM' + Thr [»«»+* fflfr} * »■
We note that if a = 0 no meaningful conclusions can be drawn from (5.7). However, a theorem of Kirwan [3] shows that a = 0 is not possible. Therefore, in what follows, we may assume a#0 without loss of generality. We use the facts that Re {w} = Re {vv} and that if Re {en>}2:0 for all e, \e\ = 1, then w = 0. Upon substituting for a in (5.7) we have the differential equation where Gn = (G2-n) and gn= -(g2-n) ■ By a standard argument (Robertson [9] ) it can be shown that (5.13) q(z) = A1T±^ + A21_
Ai + A2 = 1, lAil + jAal ^ k/2.
\-z' M+z
We have the following result.
Theorem 4. Let F(u) be an analytic function for which F{f'(z)} is analytic for \z\ < 1 whenever fe Vk. Then min/eVfc min|2|=r Re {F(f'(z))} occurs for (5.14) **-im -'i- 6. The coefficient problem. Let /(z) = z + 2™=2 onzn e Vk. It has been conjectured that \an\ tsbn where bn is the coefficient of z" in the expansion of «» tt\ 1 r/1+2\W2 il J-.."**+2 3 , k3 + 8k
In the case k ^ 4, f(z) is univalent (Paatero [5] ) and the coefficients a2, a3 and a4 have been shown to satisfy the conjectured bounds (Schiffer and Tammi [13] ). The
methods of Schiffer and Tammi also solve the problem for a2 and a3 for general k for the subclasses Sk of univalent functions in Vk. They solve [14] the problem for a4 only when k-¿4. With the theorems of this paper combined with Schiffer's and Tammi's methods we shall show that for any k^2 that \an\ Se, for all/e Vk, w = 2, 3, 4.
We now characterize the extremal functions for Vk for the coefficient problem. Proof. We suppose an is real and maximal over the class Vk. Applying Theorem 3 we have the following identity between power series (6.3)
where f*(z) = 2?. : a*z\ f(z) = 2nM= i anz» and 8f(z) = P 2£>_ a cnz" " » + o(P). Since an is assumed to be maximal, we have Re {a*-an}^0.
Computing the coefficient pcn of z" "1 in S/'(z) we find .., n -2, and that ßn _ 1 = 0. For either of these functions it follows that if £ is a zero then 1/f is a zero. Since the left-hand side of the equation is regular in E={z | \z\ < 1} it follows that any zero of hn in E must also be a zero of Hn. By the reflection principle observed above any zero of hn outside \z\ ^1 must again be a zero of Hn. Therefore Hnjhn is a function with all its poles on the unit circle |z| = 1. It is easily seen that Gn(eie) is real and gn(eie) is purely imaginary. Thus q(ew) = 1 + ewf"(eiB)/f'(eie) is purely imaginary. By a partial fraction decomposition and because it is known that q(e'e) cannot have any poles of order higher than one we may write
where Nis the number of poles on \z\ = 1 and the e¡ are the conjugates of the poles. Because the degree of hn is at most In -2 it is clear that N^2n -2. We now determine the character of the A¡, /= 1, 2,..., N. We observe by letting z approach e(, for a fixed value of i, along the circle |z| = l that (1 +e¡z)/(l-e¡z) becomes unbounded. But since q(ew) is purely imaginary, it follows that, for |z| = l, Re{A¡((l+£¡z)/(l-£iz))} = 0, thus Im A( = 0 and all the A, are real. From q(0) = l we have 2f.i A¡ = 1. Therefore, the right-hand side of (6.8) is only a special case of the general Stieltjes integral representation (2.3) and it follows that 2iW=i \M =kj2. Thus the same extremal functions obtained by Schiffer and Tammi for Sk are now proven to be extremal for the larger classes Vk. We can therefore state: Theorem 6. Letfe Vk,f(z) = z+a2z2+ ■ • •. Then \a2\^k/2, \a3\^(k2+2)/3\.
Proof. The proof of Schiffer and Tammi [13] applies in view of the observation that the function/given by (6.4) is now known to be extremal for Vk and by use of the method of proof used in Theorem 7.
Theorem 7. Letfe Vk,f(z) = z + a2z2+■ ■-. Then |a4| ^(ä:3 + 8ä:)/4!.
Proof. In this case Schiffer and Tammi [14] have solved the problem only for k ^4. We may, however, modify their proof to obtain the result for k>A. We start with a modification of their observation that the number of summands N in (6.2), N^2n -2 = 6, cannot be 5 or 6 since the maximum value of \an\ for N=5 or 6 is less than (k + 6)/12 for k>2 but the maximum value of \an\ for Vk is known to be larger than (k + 6)¡l2. Furthermore we have [14, Formula 15] 22Í7WÍ = 0 ('=1.2>...,«-2), (6.9) i = 1 (i) 2nv2i+2A* , ,.
2, TT^TT = n(n-l)an.
¡=i ve¡ )
Letting S¡ = 1 +2A¡, /= 1, 2,..., 6, and utilizing the fact that N^4 we may write from (6.9) (6.10) It-K)^' (6.11) i?1| = -(r2+^K2i*' (6.12) Jj$+(r"+p)«~"*"12a*'
(To see the validity of (6.10) notice that, if N^4, A5 = A6 = 0 and e5z, eez may be replaced in (6.2) by re"", (l/r^z, r>0.)
In view of (6.2) we can now make the estimate (6.13) r2+± S 2 l8»l * 4+Â: ' > = i whence (6.14) (r+l/r)2 = r2 + l/r2 + 2 S 6 + k which leads to the estimate (6.15) (r3 + i) = (r+±)(ra + i-l) ^ {6 + ky,2(3 + k)_ Formulas (6.12) and (6.15) now imply (6.16) 12|o4| < 2 \&t\+(6+k)ll2(3+k) ^ 4+k+(3+k)(6+k)1'2. i = l Formula (6.16) gives us a bound on a4 in the case N=4. On the other hand the extremal function for N=2 is easily seen to be (6.1) and we have |a4| = (k3 + 8k)/24 in this case. We now notice that (6.17) (4+k + (3+k)(6 + k)ll2)/l2 S (k3 + 8k)/24
for all k ^ k0 where kQ is clearly less than 4. Since the problem for k ^ 4 has been solved the desired result is now shown for all k ^ 2. This result has also recently been obtained by Brannan [1] .
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