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Abstract
Ideal domains have an elementary order theoretic structure: Every element is either compact
or maximal. Despite this, we establish that (1) They can model any space currently known to
possess a countably based model, and (2) The metric spaces with ideal models are exactly the
completely metrizable spaces.
c© 2002 Elsevier B.V. All rights reserved.
Keywords: Domain theory; Topology; Maximal elements; Models
1. Introduction
Over ten years before the realization that certain parts of mathematics could be
executed in a purely domain theoretic manner [6–9], there was interest in the space
of maximal elements of a continuous dcpo, as indicated for instance by Scott [29],
Kamimura and Tang [15], and Abramsky [1]. But since this realization, one gets the
distinct impression that interest in this topic may be growing [17,18,11,5,14,20,21,26–
28,19,3].
A model of a space X is a continuous dcpo D for which there is a homeomor-
phism between X and the space of maximal elements max(D) in its Scott topology
inherited from D. With emphasis: (a) The topology used is the Scott topology, and
(b) We require all maximal elements. In short, we are interested in the expressivity of
the space of maximal elements in their natural state.
The most insight about the general model problem thus far is provided by a result
in [27]: For an !-continuous dcpo D, the space max(D) is regular i= it is Polish.
From this work surfaces three ideas about the space of maximal elements in a contin-
uous dcpo: (i) The Scott topology, the topology of computability, can be understood
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without the aid of an auxiliary device, such as a second topology [17]; (ii) One of
the widely held intuitions about models of spaces, namely that algebraic domains can
only model zero-dimensional spaces, is not characteristic of domain theory (all Polish
spaces have remarkably simple !-algebraic models); (iii) The hierarchy for countably
based models, T3⊆T⊆T⊆T1, where T3 is the class of D with max(D) regular, T
is the class of D with a measurement  :D→ [0;∞)∗ such that ker = max(D), T is
the class of D with max(D) a G subset of D, and T1 is the class of all !-continuous
dcpo’s D.
In this paper, we seek further clarity on models of spaces, especially about the
hierarchy for countably based models. Consider just how little we know about it: Is
T1 =T? Is T=T? Which spaces have models in T1; T; T? Our uncertainty regarding
T is particularly disturbing given its importance: All countably based models of metric
spaces belong to T. In addition, knowing that max(D) is a G subset is often useful
in proofs: For instance, Edalat established the well-known connection between measure
theory and the probabilistic powerdomain [8] assuming a separable metric space that
embedded as a G subset of a countably based domain.
In an e=ort to get a better handle on the hierarchy, especially T, we push the ideas
(i), (ii) and (iii) to their natural extreme with the introduction of the ideal domains.
A continuous dcpo is ideal if every element is either compact or maximal. Intuitively,
ideal domains are like the domain of streams over the alphabet {0; 1}, except that they
may not be Scott domains. We show that a space has a model in T i= it has an !-
ideal model. As a result, we learn even more about the importance of T: All countably
based models of countable spaces (for instance, spaces of certain computable objects)
belong to T, all countably based domains with measurements having nonempty kernels
give rise to natural models in T (even if they are not in T).
The intuition imparted to us about T in the countably based case also extends to ideal
models of metric spaces in general. Just as in the case of countably based domains, we
are able to establish the G lemma in this setting: If D is an ideal domain with max(D)
metrizable, then max(D) is a G subset of D. This result is interesting in its own right
since it does not hold for models of metric spaces in general. It also has the following
consequence: A metric space is completely metrizable i= it has an ideal model. This
is the Frst purely domain theoretic characterization of complete metrizability that we
are aware of, and a deFnite indication that ideal domains provide a useful technique
for understanding the expressivity of domains in their natural state.
The author is hopeful that the characterization of T in terms of ideal domains
will prove valuable to other researchers in the quest to obtain a purely topological
description of the spaces with models in T. Ideal domains are much easier to reason
about than the immense abstraction represented by a member of T. This work also
makes it possible to conjecture that a metric space has a model i= it is completely
metrizable. It is simply a question of Fnding the right mathematics.
In the next section, we review the notion of a domain theoretic model and certain
results and techniques that have become valuable in the study of models over the last
few years. After introducing the ideal domains, we discover the major technique for
constructing ideal models of spaces: Any T1 space embedded in a domain as a G
subset has an ideal model. In particular, all complete metric spaces have ideal models.
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This leads to the characterization of the spaces with models in T: They are the spaces
with countably based ideal models. From there, we establish the G lemma for ideal
models of metric spaces in general, which enables the aforementioned domain theoretic
account of complete metrization.
2. Background
2.1. Domain theory
A poset is a partially ordered set [2].
Denition 2.1. Let (P;) be a partially ordered set. A nonempty subset S ⊆P is di-
rected if (∀x; y∈ S)(∃z ∈ S) x; y z. The supremum of a subset S ⊆P is the least of
all its upper bounds provided it exists. This is written
⊔
S. A dcpo is a poset in which
every directed subset has a supremum.
Denition 2.2. For a subset X of a dcpo D, set
↑X := {y ∈ D : (∃x ∈ X )x  y} & ↓X := {y ∈ D : (∃x ∈ X )y  x}:
We write ↑x = ↑{x} and ↓ x= ↓{x} for elements x∈X . The set of maximal elements
in a dcpo D is max(D)= {x∈D : ↑x= {x}}.
By the Hausdor= maximality principle, every dcpo has at least one maximal
element.
Denition 2.3. In a dcpo (D;); ax i= for all directed subsets S ⊆D; x ⊔ S⇒
(∃s∈ S) a s. We set ↓↓x= {a∈D : ax}. An element x∈D is compact if xx. The set
of compact elements in D is written K(D).
Denition 2.4. A subset B of a dcpo D is a basis for D if B∩↓↓x contains a directed
subset with supremum x, for each x∈D.
Denition 2.5. A dcpo D is continuous if it has a basis. A domain is a continuous
dcpo.
Denition 2.6. A dcpo is algebraic if its compact elements form a basis. A dcpo is
!-continuous if it has a countable basis.
Denition 2.7. A Scott domain is a continuous dcpo with least element ⊥ in which
each pair of elements bounded from above has a supremum.
The order-theoretic structure of a domain allows for the derivation of several intrin-
sically deFned topologies. The topology of interest in the study of models is the Scott
topology.
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Denition 2.8. A subset U of a dcpo D is Scott open if
(i) U is an upper set: x∈U & xy⇒y∈U , and
(ii) U is inaccessible by directed suprema: For every directed S ⊆D,⊔
S ∈ U ⇒ S ∩ U = ∅:
The collection of all Scott open sets on D is called the Scott topology. It is denoted
D.
A basis for the Scott topology on a domain is the collection {↑↑x : x∈D}, where
↑↑x= {y∈D : xy}. Unless explicitly stated otherwise, all topological statements about
dcpo’s are made with respect to the Scott topology.
Proposition 2.9. A function f :D→E between dcpo’s is continuous i8
(i) f is monotone: xy⇒f(x)f(y).
(ii) f preserves directed suprema: For every directed S ⊆D,
f (
⊔
S) =
⊔
f(S):
2.2. Models of spaces
For a survey of recent work on models of spaces and a discussion of important
topological techniques and their implications for domain theory, see [21].
Denition 2.10. A model of a space X is a continuous dcpo D together with a home-
omorphism  :X → max(D) where max(D) carries its relative Scott topology inherited
from D. If in addition the domain D is !-continuous, then (D; :X  max(D)) is
called a countably based model.
Let’s start with an important example.
Example 2.11. A model of a one point space. The nonnegative reals [0;∞)∗ in their
dual order,
x  y ⇔ y 6 x;
form an !-continuous dcpo. The supremum of a directed set S ⊆ [0;∞)∗ is ⊔S =
inf{x : x∈ S}, while the approximation relation is xy⇔y¡x. A countable basis for
[0;∞)∗ is given by Q+ = {r ∈Q : r¿0}. In this case, max[0;∞)∗= {0}.
One might ask about the value of modelling a one point space. Recently, though, a
model of a one point space, namely N∞=N∪{∞}, ordered by
x  y ⇔ (x; y ∈ N & x 6 y) or y =∞;
was used to capture the class of partial recursive functions [22]. The fact that maxN∞
is a one point space captures the intuition that inFnite loops correspond to meaningless
computations.
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The same is not true of our next model, however, where an inFnite loop might repre-
sent a process like a zero Fnding algorithm [23], one which is capable of approximating
something up to very high levels of accuracy.
Example 2.12. A model of the real line. The collection of compact intervals of the
real line
IR = {[a; b] : a; b ∈ R & a6 b}
ordered under reverse inclusion
[a; b]  [c; d] ⇔ [c; d] ⊆ [a; b]
is an !-continuous dcpo. The supremum of a directed set S ⊆ IR is ⋂ S, while the
approximation relation is characterized by IJ⇔ J ⊆ int(I). A countable basis for IR
is given by {[p; q] :p; q∈Q & p6q}.
The domain IR is called the interval domain and it is a model of the real line since
max IR= {[x] : x∈R}R.
Example 2.13. A model for locally compact Hausdor= spaces. If X is a locally compact
Hausdor= space, its upper space [13]
UX = {∅ = K ⊆ X :K is compact}
ordered under reverse inclusion
A  B ⇔ B ⊆ A
is a continuous dcpo. The supremum of a directed set S ⊆UX is ⋂ S and the ap-
proximation relation is AB⇔B⊆ int(A). The upper space is a model of X because
maxUX = {{x} : x∈X }X .
Example 2.14. A model for complete metric spaces. Given a metric space (X; d), the
formal ball model [9]
BX = X × [0;∞)
is a poset when ordered via
(x; r)  (y; s) ⇔ d(x; y)6 r − s:
The approximation relation is characterized by
(x; r) (y; s) ⇔ d(x; y) ¡ r − s:
The poset BX is continuous. However, BX is a dcpo i= the metric d is complete.
In addition, BX has a countable basis i= X is a separable metric space. Finally,
max BX = {(x; 0) : x∈X }X , so BX is a model of X .
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From these examples, we see that the spaces of interest in mathematics, classically
speaking, all have models. The model question in domain theory calls for the charac-
terization of precisely those spaces which possess a model.
Theorem 2.15 (Martin [27]). The space of maximal elements in a countably based
domain is regular i8 Polish.
In order to prove this result, one proves the following fundamental lemma.
Lemma 2.16 (Martin [27]). If D is an !-continuous dcpo and max(D) is regular, then
there is a decreasing sequence (Un) of Scott open sets in D such that
max(D) =
⋂
n¿1
Un:
For a topological explanation of why Lemma 2.16 holds, see [21]. In the same paper,
the following Baire theorem for models is also given.
Theorem 2.17 (Martin [21]). The space of maximal elements in a domain is Baire.
For example, this gives a domain theoretic approach to unifying the Baire theorems
of analysis: A locally compact Hausdor= space is Baire because it can be modelled
with its upper space (Example 2.13), while a completely metrizable space is Baire
because it can be modelled with its formal ball model (Example 2.14).
2.3. Useful techniques in the analysis of models
The next result is valuable for proving that a poset is a domain: It enables us to
avoid directed sets and also calls our attention to an important informatic quantity,
usually measured by .
Theorem 2.18 (Martin [22]). Let  :P→ [0;∞)∗ be a map on a poset P which is
strictly monotone: xy & x =y⇒ x¿y. If every increasing sequence in P has a
supremum preserved by , then
(i) P is a dcpo,
(ii)  is Scott continuous as a map between dcpo’s,
(iii) Every directed subset S ⊆P contains an increasing sequence whose supremum is⊔
S,
(iv) For all x; y∈P; xy i8 for every increasing sequence (xn) in P,
y  ⊔xn ⇒ (∃n) x  xn:
(v) For all x∈P; ↓↓x is directed with supremum x i8 it contains an increasing se-
quence with supremum x.
The representation of G sets as continuous mappings is also frequently employed.
For a function  :D→ [0;∞)∗; ker = {x∈D : x=0} is called the kernel of .
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Proposition 2.19 (Martin [20]). A subset X of a continuous dcpo D is a G set i8
there is a Scott continuous map  :D→ [0;∞)∗ with ker =X .
3. Ideal domains
Denition 3.1. A continuous dcpo is ideal if every element is either compact or max-
imal. It is !-ideal if it is ideal and has a countable basis.
That is, all elements o= the top are compact. Such domains respect the following
computational ideal: Every member of a domain is either Fnite (real) or inFnite (imag-
inary). In fact, because of their vague resemblance to the domain N∞, an induction
principle discussed in [24] works especially nice on ideal domains.
A splitting on a domain is a selfmap above the identity. They are used to model the
recursive steps in algorithms [22,25,23]. To do so, we must know which splittings on
a domain have the Fxed point property: That is, if s :D→D is a splitting, we want to
know when it is that⊔
n¿0
sn(x) ∈ Fx(s);
for all x∈D, where Fx(s)= {x∈D : s(x)= x} is the set of Fxed points of a splitting.
On an ideal domain, they all do.
Theorem 3.2. For a continuous dcpo D, the following are equivalent:
(i) The domain D is ideal.
(ii) The supremum of an increasing sequence of distinct elements in D is maximal.
(iii) For every splitting s :D→D,⊔
n¿0
sn(x) ∈ Fx(s);
for all x∈D.
Proof. (i)⇒ (ii): The supremum of a strictly increasing sequence cannot be compact.
By (i), it must be maximal.
(ii) ⇒ (i): Let x∈D be an element that is not compact. Choose x1 ∈↓↓x. Suppose
S1 := {b : x1bx}= {x1}. Then x∈K(D). Thus, there is x2 ∈ S1 di=erent from x1.
Applying the same idea to x2 ∈↓↓x yields an x3 ∈ S2 di=erent from x2. Thus, we obtain
an increasing sequence (xn) of distinct elements belonging to ↓↓x. Then⊔
n¿1
xn 
⊔
↓↓x = x;
but the supremum on the left is maximal by (ii). Then so too is x.
(ii)⇒ (iii): A splitting s :D→D satisFes (∀x)x s(x). Then the sequence of iterates
(sn(x)) is increasing. If all its elements are distinct, then
⊔
sn(x) is maximal by (ii)
and hence a Fxed point of s. Otherwise, some element appears twice in this sequence,
which again must be a Fxed point of s.
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(iii) ⇒ (ii): Let (an) be an increasing sequence of distinct elements in D. Write
a=
⊔
an and let m∈D be an element with am. DeFne a splitting s :D→D by
s(x)=


an+1 if x = an;
m if x = a;
x otherwise:
Then
⊔
an=
⊔
sn(a1)=a. However, s has the Fxed point property by (iii), so a∈ Fx(s).
This gives s(a)= a=m which proves that
⊔
an is maximal.
The last result is surprising because the deFnition of an ideal domain does not
explicitly refer to sequences in D.
Corollary 3.3. An ideal domain is algebraic and <rst countable in its Scott topology.
The value of Frst countability of the Scott topology on a domain is that it allows
one to work exclusively with sequences, since it is equivalent to saying that every
directed set contains an increasing sequence with the same supremum [22]. We also
have our Frst result on ideal models.
Corollary 3.4. Any space with an ideal model is <rst countable.
The Cantor set has a natural !-ideal model.
Example 3.5. A model of the Cantor set. The collection of functions
&∞= {s | s : {1; : : : ; n} → {0; 1}; 06 n6∞}
is also an !-algebraic dcpo under the extension order
s  t ⇔ |s|6 |t| & (∀16 i 6 |s|) s(i) = t(i);
where |s| is written for the cardinality of dom s. The supremum of a directed set
S ⊆&∞ is ⋃ S, while the approximation relation is
s t ⇔ s  t & |s|¡∞:
The extension order in this special case is usually called the pre<x order. The elements
s∈&∞ are called strings over {0; 1}. The quantity |s| is called the length of a string
s. The empty string ” is the unique string with length zero. It is the least element ⊥
of &∞.
We call &∞ the Cantor set model since max&∞= {s : |s|=∞} is homeomorphic
to the Cantor set. It is ideal because every element is a string, and strings are either
Fnite or inFnite.
More generally, any zero-dimensional Polish space can be modelled with an !-ideal
Scott domain as follows.
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Example 3.6. Let X be Polish and zero-dimensional. Then its topology is given by a
bounded and complete ultrametric d :X 2→ [0; 1] (see [20] for a proof). In [11], it is
shown that ordering the sets
AX = {C”(x) : x ∈ X & ” = 1=2n; n ∈ N∞}
under reverse inclusion, where C”(x)= {y∈X :d(x; y)6”} and 1=2∞=0, gives rise
to an !-algebraic Scott domain with max AX X . In addition, AX is ideal.
These examples may have led the reader to believe that countably based ideal do-
mains are only capable of representing zero-dimensional spaces. If so, this is proba-
bly due to the inNuence of the condition introduced by Lawson [17]: For all x∈D,
↑x∩ max(D) is a Scott closed subset of max(D).
Whenever this condition is satisFed, we say that the relative Scott and Lawson
topologies agree on the top. What it means is simple: The space max(D) is being
modelled by a domain of some of its closed subsets. This is true of any Scott domain,
and hence of all the examples in this section.
Now, if the relative Scott and Lawson topologies agree at the top of an !-ideal do-
main, then the space of maximal elements is zero-dimensional. But it is an uncommon
thing to Fnd Lawson’s condition satisFed by an ideal domain.
4. A method for constructing ideal models
Any T1 space embeddable in a domain as a G subset has an ideal model.
Theorem 4.1. If D is a continuous dcpo with basis B and X ⊆ max(D) is a nonempty
G subset of D, then there is an ideal domain E such that
(i) The Scott topology on E is <rst countable.
(ii) The domain E has a basis BE with |BE |6|B|.
(iii) The spaces X and max(E) are homeomorphic when each is given their inherited
Scott topologies.
(iv) The set max(E) is a G subset of E.
Proof. Let BE = {b∈B : ↑↑Db∩X = ∅} and set E :=BE ∪X . By Proposition 2.19, let
 :D→ [0;∞)∗ be a Scott continuous map with ker =X . For a Fxed constant
0¡c¡1, we order E according to
x 6 y ⇔ (x D y & y 6 c · x) or x = y:
Then (E;6) is a partial order.
For the proof that it is a dcpo, begin with an increasing sequence (xn) in E. Then
(xn) is increasing in D so it has a supremum x=
⊔
xn in D. We now show that x is
also the supremum in E. First, we can assume xn¡xn+1, for all n. Then x=0 so
x∈X ⊆E. Next, for any n¿1,
xn D xn+1  x;
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so xn6x. Thus, x is an upper bound for (xn) in E. In addition, since a6b⇒ a b;
x=
⊔
xn in E. To Fnish the proof of completeness, notice that  :E→ [0;∞)∗ preserves
suprema of increasing sequences and is strictly monotone: For all x; y∈E,
x ¡ y ⇒ y 6 c · x ¡ x ⇒ x ¿ y:
By Theorem 2.18, (E;6) is a dcpo.
Now we prove that (E;6) is continuous. By Theorem 2.18, we can work exclusively
with sequences. First, we prove that if x¿0, then x is compact. Let (xn) be an
increasing sequence with x6
⊔
xn. Again, we can assume that xn¡xn+1, for all n.
Then (
⊔
xn)= 0. Thus x =
⊔
xn so
x D
⊔
xn ⇒ (∃K)(∀n¿ K)x D xn;
where we have made use of interpolation in D. Finally, because xn→ 0, there is an
n¿K with xn6c · x. It is for this element that we have x6xn. Then x is compact.
To Fnish the proof of continuity we must show that ↓↓E x is directed with supremum x
for x=0, since the result is now known for x¿0. Let x∈X . If x∈K(D); x∈K(E),
and the result is trivial. Then for an x∈X \K(D), we now construct an increasing
sequence in ↓↓E x with supremum x. In the following argument it is important to realize
that b¿0 for all b∈B∩↓↓Dx. Otherwise, b=0⇒ b∈X ⊆ max(D)⇒ x∈K(D).
Choose x1 ∈B with x1Dx. Then x1¿0 so x1 ∈K(E) hence x1Ex. Given xnEx
with xn¿0, interpolation in D gives c1 ∈B with xnD c1Dx, while the continuity
of  as a map on D gives c2 ∈B such that
c2 D x & c2 6 c · xn;
where the inequality on the right is possible since xn¿0. By directedness of B∩↓↓Dx
in D, there is xn+1 ∈B∩↓↓Dx with c1; c2 xn+1. Then
xn D xn+1 & xn+1 6 c · xn ⇒ xn 6 xn+1;
while xn+1¿0 gives xn+1 E x. We have constructed an increasing sequence (xn) in
↓↓E x with xn+16cnx1, for n¿1. But since⊔
xn 6 x &  (
⊔
xn) = 0⇒
⊔
xn = x;
we have shown that ↓↓E x is directed with supremum x for all x∈E. Thus, (E;6) is a
continuous dcpo.
To see that E is ideal, for all x∈E, we have either x¿0 or x=0. The Frst implies
x∈K(E) while the second implies x∈X ⊆ max(E).
The domain E is Frst countable in its Scott topology because its ideal (Corollary 3.3).
Further, since every element of E is the limit of an increasing sequence of approxi-
mations taken from BE ⊆B; BE is a basis for E with |BE |6|B|. This proves (i) and
(ii).
To establish (iii), we Frst characterize max(E). The inclusion X ⊆ max(E) is clear.
For the other, let b∈ max(E). If b =∈X , then b∈BE , which means there is an x∈X
such that bDx. Then b6x. Since b =∈X; b = x, contradicting the maximality of b.
Thus, max(E)=X .
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To see max(E)X , we use the equality ↑E b∩X = ↑↑Db∩X , which holds for any
b∈BE .
Finally, the Scott continuity of  as a map on E, which follows from Theorem 2.18,
implies that ker = max(E)=X is a G subset of E.
Notice what a special property the G condition is: A nonempty subset X ⊆ max(D)
which is G in D has a model. For example, the same is not true of a dense subset of
max(D): The rationals are a dense subset of max IR but they have no model (Theorem
2.17). An outstanding open question is whether or not closed subsets of max(D) have
models.
Corollary 4.2. If X ⊆ max(D) is a G subset of a continuous dcpo D, then X has an
ideal model.
Furthermore, the construction in Theorem 4.1 makes it easy to obtain as well as
understand ideal models of G sets. Consider what happens when we apply it to the
interval domain.
Example 4.3. Let B= {[a; b] : a¡b & a; b∈Q}; X = {[x] : x∈R} and ER=B∪X . The
order on ER is
Px  Py ⇔ ( Py ⊆ int( Px) &  Py 6 c ·  Px) or Px = Py;
where [a; b] = b − a and 0¡c¡1. By Theorem 4.1, ER is an !-ideal model of the
real line.
In fact, applying the exact same technique to the closed balls of any complete metric
space always yields an ideal model [27]. But how are we to know that X ⊆ max(D)
is a G subset of D? As in Example 4.3, we usually only notice that X ⊆ max(D) is
G because we encounter a measurement  :D→ [0;∞)∗ with ker =X .
Denition 4.4. A Scott continuous map  :D→ [0;∞)∗ on a continuous dcpo D
induces the Scott topology near X ⊆D if for all x∈X and all sequences (xn)
with xnx,
lim
n→∞ xn = x ⇒
⊔
n∈N
xn = x;
and this supremum is directed. This is written → X .
The deFnition of → X has several equivalent formulations [22].
Denition 4.5. A measurement on a domain D is a Scott continuous map  :D→
[0;∞)∗ with → ker  where ker = {x∈D : x=0}.
A simple introduction to measurement and its basic applications is given in [23],
where a proof of the following can be found.
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Lemma 4.6 (Martin [22]). If  is a measurement on a domain D, then ker ⊆max(D).
For example, [a; b] = b− a is a measurement on IR with → IR. In addition, the
construction in Theorem 4.1 preserves the existence of measurements.
Theorem 4.7. Let D be a continuous dcpo with basis B. If  :D→ [0;∞)∗ is a
measurement with ker  = ∅, then there is an ideal domain E with a measurement
+ :E→ [0;∞)∗ such that +→ E and ker += max(E) ker . In addition, E has a
basis BE with |BE |6|B|.
Proof. By the continuity of , the ker  is a nonempty G subset of D. By Lemma 4.6,
ker ⊆ max(D). Then let E be the ideal domain which results when the technique of
Theorem 4.1 is applied to B; X =ker  and a constant 0¡c¡1.
Let + be the restriction of  to E. To prove +→ E , let x∈E and (xn) be a sequence
in E with xnx and lim +xn= +x. We can assume that xn = x for all n, since otherwise
it is trivial that (xn) is directed with supremum x. Now we consider the cases +x=0
and +x¿0 separately.
In the Frst case, +x= x=0. Let xi and xj be two elements in (xn). Since xn→ 0,
there is K such that n¿K⇒ 0¡xn¡min{c · xi; c · xj}. Because xnEx and xn = x,
we have xnDx. But  is a measurement and
lim
n¿K
xn= x=0;
so {xn : n¿K} is directed with supremum x in D. By interpolation in D, there is n¿K
such that
xi; xj D xn:
Then since xn¡min{c ·xi; c ·xj}, we have xi; xj E xn, which shows (xn) is directed
in E. But since (xn) is directed in E, it has a supremum
⊔
xn in E. For this supremum,
we have⊔
xn  x & +(
⊔
xn) = 0:
Since ker += max(E); (xn) is directed with supremum x in E.
In the other case, +x¿0. Because +xn→ +x, there is K such that n¿K⇒
+x6+xn¡(1=c)+x. By assumption, xn = x, so the deFnition of E implies that x6c ·
xn. Then we have
+x 6 c · +xn & +x ¿ c · +xn;
which is a contradiction. Thus, for some n, we have xn= x, proving again that (xn) is
directed with supremum x in E.
All other conclusions follow from Theorem 4.1.
The last theorem provides a good illustration of the true informatic nature of the
measurement idea: It allows one to switch freely between continuous and algebraic
models of spaces. The same is not true, for example, of Lawson’s condition.
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Corollary 4.8. For every complete metric space X, there is an ideal domain E with
a measurement → E such that X  ker = max(E). In addition, if X is not zero
dimensional, then the relative Scott and Lawson topologies on max(E) do not agree.
Proof. Apply Theorem 4.7 to the formal ball model BX and its natural measurement
-(x; r)= r.
Now suppose we have a measurement  on a continuous dcpo D. Then if all one
is concerned with is approximation of ker , then we can assume D is ideal, → D
and ker = max(D). For example, in the case of (IR; ), this can be achieved by
constructing ER in Example 4.3 and restricting  to ER.
It may seem surprising that something as simple as an ideal domain can model so
many spaces. It makes one wonder if ideal models can arise in any other way. For
countably based domains, the answer is no.
5. Countably based ideal models
The G Lemma 2.16 establishes that the countably based domains considered by
Edalat [7,6], Edalat and Heckmann [9], and Lawson [17] can all be used to construct
!-ideal models (Theorem 4.1). Though it exploits regularity, separation is not required
to prove that the maximal elements form a G set.
Example 5.1. Let
N∞1 = {xn : n¿ 0} ∪ {∞1} and N∞2 = {yn : n¿ 0} ∪ {∞2}
be copies of the domain N∞. DeFne a new domain
D = N∞1 ∪N∞2 ∪ {mn : n¿ 0}
by requiring that the elements {mn : n¿0} all be maximal and that
(∀n¿ 0)xn; yn  mn:
Then  :D→ [0;∞)∗ given by
x =
{
1=2n if x = xn or x = yn;
0 otherwise
is a measurement on the !-ideal domain D with → D and ker = max(D). In
particular, max(D) is a G subset of D. However, max(D) is not even a Hausdor=
space: The sequence (mn) converges to both ∞1 and ∞2.
We now prove the G lemma for a class of domains whose maximal elements may
possess no more than the required T1 separation.
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Lemma 5.2. If D is an !-continuous dcpo with a countable set C ⊆ max(D) such
that ↑x∩C = ∅, for each x∈D\max(D), then there is a sequence (Un) of Scott open
sets in D such that
max(D) =
⋂
n¿0
Un:
That is, max(D) is a G set in the Scott topology.
Proof. If C = ∅, then D= max(D), which means max(D) is an open subset of D and
hence a G set. Then assume C = ∅.
Let B be a countable basis for D and deFne a countable index set by
I := {b ∈ B : ↑↑b ∩ C = ∅}:
This set is nonempty since ↓↓C = ∅ by the continuity of D. For each b∈ I , deFne
Ub =
⋂
a∈↑↑b∩C
(D\↓a ∪ ↑↑b):
This is a G set with respect to the Scott topology. We now prove that
max(D) =
⋂
b∈I
Ub;
which is also G as the countable intersection of G sets.
The inclusion ⊆ is clear. For the other, suppose x∈ ⋂Ub. If x =∈ max(D), then there
is m∈C with xm. Let b∈B with bm. Then b∈ I . But this means
x ∈ Ub ⊆ D\↓m ∪ ↑↑b;
which gives bx. Then ↓↓m⊆↓↓x hence x=m∈ max(D). This is a contradiction. Thus,
x∈ max(D).
Corollary 5.3. If D is an !-continuous dcpo with max(D) countable, then max(D) is
a G subset of D.
Proof. Apply Lemma 5.2 with C = max(D).
Corollary 5.4. If D is an !-continuous dcpo in which ↑↑x = ∅, for each x∈D\max(D),
then max(D) is a G subset of D.
Proof. Since the Scott topology on D is second countable, it has a countable dense
subset C. By choosing a maximal element above each member of C, we can assume
that C ⊆ max(D). If x∈D\max(D), then
∅ = ↑↑x ∩ C ⊆ ↑x ∩ C;
where we use the fact that C is dense for the Frst inequality. Then by Lemma 5.2,
max(D) is a G set.
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The last corollary is worth thinking about some. From the model theoretic viewpoint,
it says that X = max(D) admits at least one model in which no “useless” elements
are required to model the space, i.e., all elements o= the top approximate at least one
maximal element. It applies for instance to the formal ball model and to ideal domains.
Theorem 5.5. For a topological space X, the following are equivalent:
(i) There is an !-continuous dcpo D such that X  max(D) is a G subset of D.
(ii) There is an !-ideal domain D such that X  max(D).
Proof. (i) ⇒ (ii): Let B be a countable basis for D. Now apply Theorem 4.1 to B
and the G set max(D) = ∅. (ii)⇒ (i): For each x∈D\max(D), we have ↑↑x= ↑x = ∅,
since x∈K(D). By Corollary 5.4, max(D) is a G set.
Corollary 5.6. The maximal elements of an !-ideal domain form a G set with
respect to the Scott topology.
There is no known example of a space which has a countably based model but no
countably based ideal model. By the last theorem, however, if such a space exists, then
any countably based model of it has the surprising property that its maximal elements
do not form a G set. In particular, elements o= the top which approximate nothing
(Corollary 5.4) are needed to construct any countably based model of this space.
6. Ideal models of metric spaces
In this section, we will prove the analogue of Theorem 2.15 for any ideal model of
a metric space. First, we need to recall some basic facts from [27].
Denition 6.1. Let (X; .) be a space and .∗= {(U; x) : x∈U ∈ .}: (X; .) is Choquet
complete if there is a sequence (an)n¿1 of functions
an : .n∗ → .
such that
(i) For each ((U1; x1); : : : ; (Un; xn))∈ dom(an),
xn ∈ an((U1; x1); : : : ; (Un; xn))⊆Un;
and
(ii) For any sequence (Vn; xn) in .∗ with Vn+1⊆ an((V1; x1); : : : ; (Vn; xn)), for all n¿1,
we have
⋂
n¿1
Vn = ∅:
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By deFnition, the function an maps nonempty open sets to nonempty open sets. Cho-
quet complete spaces possess abstract notions of the two fundamentals of computation:
(i) approximation and (ii) completeness.
Theorem 6.2. We have the following standard facts:
(i) A Choquet complete space is Baire.
(ii) A locally compact Hausdor8 space is Choquet complete.
(iii) A metric space is Choquet complete i8 it is completely metrizable.
(iv) A G subset of a Choquet complete space is Choquet complete.
A proof of (iv) appears in [12], and seems to be a matter of folklore. The others are
due to Choquet [4].
Theorem 6.3 (Martin [27]). The Scott topology on a domain is Choquet complete.
The proof of Theorem 2.15 works as follows: If D is !-continuous and max(D) is
metrizable, then since max(D) is a G subset of D by Lemma 2.16, it inherits Choquet
completeness from D (Theorem 6.2(iv)), and so must be Polish by Theorem 6.2(iii).
What prevents us from applying this same argument to any continuous dcpo D with
max(D) metrizable is the fact that the G lemma no longer holds.
Example 6.4. Let D= [0; !1] where !1 is the Frst uncountable ordinal. Then max(D)
= {!1} is a one point space but is not a G subset of D.
By way of contradiction, if max(D) is G, then any element of max(D) is the
supremum of a increasing sequence of approximations in D, which implies that !1 is
a countable union of countable sets.
Thus, the G lemma holds for countably based models of metric spaces, but fails
for models of metric spaces in general. For ideal models of metric spaces, however,
the G lemma is still valid.
Lemma 6.5. Let D be an ideal domain. If max(D) is metrizable, then there is a
sequence (Un) of Scott open subsets of D such that
max(D) =
⋂
n¿1
Un
That is, max(D) is a G subset of D.
Proof. Let X be the space max(D) in its relative Scott topology and let I := {x∈X :
{x} is open in X } be the set of isolated points in X . The proof has two steps: (i) We
show that I is a G subset of D, and then that (ii) The nonisolated points C :=X \I
of X are a G subset of D.
(i) By Corollary 3.3 and the deFnition of isolated, for each x∈ I , there is an increas-
ing sequence of compact elements (axn) in D with ↑axn ∩X = {x} and
⊔
n¿1 a
x
n= x. For
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each n¿1, we deFne a Scott open set
Un :=
⋃
x∈I
↑ axn:
It now happens that I =
⋂
Un. For the nontrivial direction, let x∈
⋂
Un. Then for each
n¿1, there is mn ∈ I with
x ∈↑ amnn :
The trick now is to show that all the mn are equal. Let m∈X be any maximal element
with xm. Then remembering how the (axn) were chosen, we have
m ∈↑ x ∩ X ⊆↑ amnn ∩ X = {mn}:
Thus, for each n, we have m=mn, which means m∈ I and amn = amnn x. Hence,
m =
⊔
n¿1
amn  x;
which by maximality of m gives x=m∈ I .
Now we prove (ii). Let d :X 2→ [0; 1] be a bounded metric on X . For each n¿1,
deFne a Scott open set
Un :=
⋃{↑ b : 0 ¡ diam(↑ b ∩ X ) ¡ 1=n & b ∈ K(D)};
where diam is the diameter mapping induced by d. Then we have C =
⋂
Un. The
direction C ⊆ ⋂Un uses the fact that the points of C are not isolated. For the other,
let x∈ ⋂Un. Then for each n¿1, there is bn ∈K(D) with
↑ x ∩ X ⊆↑ bn ∩ X and 0 ¡ diam(↑ bn ∩ X ) ¡ 1=n;
which means ↑ x ∩ X = {x∗}, since it has diameter zero but cannot be empty. The
crucial step is to realize that x∗ is not an isolated point of X .
To see this, let yn ∈ ↑ bn ∩X with yn = x∗, which exists because the sets ↑ bn ∩X
have positive diameter. Since d(x∗; yn)¡1=n, we have yn→ x∗ with yn = x∗, so x∗ ∈C.
But this means x cannot be compact. Then because D is ideal, we must have x∈ max
(D), and since x x∗, we are left with x= x∗ ∈C.
Thus, X itself is a G subset of D as the union of two G subsets of D.
The remark after Theorem 6.3 now yields
Theorem 6.6. A metric space is completely metrizable i8 it has an ideal model.
There is something worth pointing out with all this. Directed completeness is not
needed to prove the last G lemma (or most of them for that matter). For this much,
one usually only needs a continuous poset with enough maximal elements. The reason
one needs a dcpo is so that Theorem 6.3 holds—this is where the completeness of
max(D) comes from.
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7. Models of the real line
It is fair to say that the results of this paper improve our understanding of the
true expressivity of the space of maximal elements in a domain. They also establish
what appear to be some fundamental relationships between domain theory and classical
mathematics (Theorem 6.6). But there are other, less obvious, applications of them,
which are if nothing else amusing, and we would like to close by considering one of
them.
Suppose we seek a countably based domain that will aid us in describing the com-
putation of reals. One possibility is the interval domain. But why model the entire real
line, when in actuality we only ever seek to calculate very few of them?
Denition 7.1. A real number x is computable if there is a recursive function  :N→
Q such that
|(n)− x|¡ 1
2n
for all n∈N. The set of computable reals is Rc.
For instance, why not just model Rc?
Lemma 7.2. For a continuous dcpo D, at least one of the following is true:
(i) The space of maximal elements has an isolated point.
(ii) The space of maximal elements is uncountable.
Proof. Suppose X = max(D)= {xn : n¿1} is countable and has no isolated points.
Then the sets Un=X \{xn} are open because X is T1 and dense because {xn} is not
an open set. By Theorem 2.17, X is a Baire space, so their intersection must be dense
in X . But
⋂
n¿1
Un=
⋂
n¿1
X \{xn} = ∅;
which is a contradiction. Thus, either max(D) has an isolated point, or it is uncountable.
Because Rc violates both (i) and (ii) above, we cannot model the computable reals.
For the same reason, the computable irrationals Rc\Q also have no model. (In fact
these spaces are both homemorphic to the rationals!)
Then we see that to describe the computation of reals we must model an uncountable
set A⊆R which contains Rc and is Polish (Theorem 2.15). In particular, a domain
requires us to accept uncountably many noncomputable elements along the top.
But how many sets like A can there be? Enumerate the computable reals as
{cn :n∈N} and for a constant 0¡r¡1, let Ur be the open set
Ur =
⋃
n¿0
(cn − rn=2; cn + rn=2):
K. Martin / Theoretical Computer Science 305 (2003) 277–297 295
This a Polish subset of the real line containing the computable reals. We can bound
its Lebesgue measure by
16 +(Ur)6
∑
n¿0
rn =
1
1− r ¡∞:
Thus, Ur cannot be the entire real line. In fact, let rn=1=2n. Then
X =
⋂
n¿1
Urn
is a Polish set containing Rc with Lebesgue measure
06 +(X ) = lim
n→∞ +(Urn)6 limn→∞
rn
1− rn = 0:
Thus, X contains no nontrivial interval and so must be zero-dimensional [20]!
After this example, the reader probably does not object to us taking A=R. Then our
next question must be: Since a domain requires us to accept uncomputable elements,
are there models of the real line for which the number of noncomputable elements is
minimal?
Given two models of the real line, M1 and M2, we only count the uncomputable
elements o= the top. This is because max(M1)= max(M2)=R, so they are both the
same in this sense. For example, the uncomputable elements in the interval domain are
∞(IR\max(IR)) = {[a; b] : a ¡ b & (a ∈ R\Rc or b ∈ R\Rc)}:
But for the model in Example 4.3, ER, we have
∞(ER\max(ER)) = ∅:
Thus, the !-ideal domain ER is a model of the real line which contains the smallest
number of uncomputable elements possible.
Proposition 7.3. Let D be an !-ideal domain with a basis of computable elements.
Then all elements of D\max(D) are computable.
Proof. Regardless of what computable means, if we have a basis B of them, then
K(D)⊆B, because the compact elements of an algebraic domain are always its smallest
basis. But D is ideal so D\max(D)⊆K(D)⊆B!
Thus, any ideal model of a space X which has a basis of computable elements has
fewer noncomputable elements than all other models of X . In particular, if one wants
to model Rc in its usual topology, then essentially they have to model R, and an ideal
domain will minimize the number of noncomputable elements we have to admit in the
model.
Another possibility, though, is to try and topologize Rc with a topology . di=erent
from the usual one, and look for a model of (Rc; .). No matter what kind of topology
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we choose (sensible or otherwise), the noncomputable fragment of any model of (Rc; .)
can be minimized in this case as well.
Proposition 7.4. Let X be a countable space. If X has a countably based model, then
there is an !-ideal domain MX such that X  max(MX ) and MX is countable.
Proof. Corollary 5.3 and Theorem 5.5.
8. Ideas
Among the issues in need of resolution, we spot the following:
(i) Is max(D) G for any !-continuous D? That is, does the G lemma always hold
for countably based domains?
(ii) Is there a countably based ideal model D of the real line such that some continuous
f :R→R has no Scott continuous extension Pf :D→D?
(iii) If a space has a countably based model, does it have a countably based ideal
model?
(iv) Let D be an !-ideal domain and C ⊆ max(D) be relatively closed. Is C a G
subset of D?
(v) Does every !-ideal D admit a measurement  :D→ [0;∞)∗ with ker = max(D)?
(vi) Is there an ideal domain whose maximal elements do not form a G set?
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