Abstract Despite decades of research, large multi-model uncertainty remains about the Earth's equilibrium climate sensitivity to carbon dioxide forcing as inferred from state-ofthe-art Earth system models (ESMs). Statistical treatments of multi-model uncertainties are often limited to simple ESM averaging approaches. Sometimes models are weighted by how well they reproduce historical climate observations. Here, we propose a novel approach to multi-model combination and uncertainty quantification. Rather than averaging a discrete set of models, our approach samples from a continuous distribution over a reduced space of simple model parameters. We fit the free parameters of a reduced-order climate model to the output of each member of the multi-model ensemble. The reduced-order parameter estimates are then combined using a hierarchical Bayesian statistical model. The result is a multi-model distribution of reduced-model parameters, including climate sensitivity. In effect, the multimodel uncertainty problem within an ensemble of ESMs is converted to a parametric uncertainty problem within a reduced model. The multi-model distribution can then be updated with observational data, combining two independent lines of evidence. We apply this approach to 24 model simulations of global surface temperature and net top-of-atmosphere radiation response to abrupt quadrupling of carbon dioxide, and four historical temperature data sets. Our reduced order model is a 2-layer energy balance model. We present probability distributions of climate sensitivity based on (1) the multi-model ensemble alone and (2) the multimodel ensemble and observations.
Introduction
forecasting approach (Berliner and Kim 2008) is one example of hierarchical Bayesian modeling, forecasting climate variables from autoregressive time series models, informed by observational and ESM data. The temperature output of each ESM is assumed to be a random, time-varying perturbation of the observational data. Observational time series are extrapolated into the future and an ESM-specific correction is added to convert it into an ESM-based projection. A limitation of this approach is that the parameters of time series models, including variances and correlation timescales, do not lend themselves directly to physical interpretation. Another example is spatial hierarchical models of ESM ensembles. Furrer et al. (2007) represent the difference between an ESM's future and past simulations as a linear combination of spatial basis functions, with model-specific basis coefficients drawn from an underlying distribution representing a large-scale Btrue^climate pattern captured by all ESMs. Sain et al. (2011) represent spatial variability as a Markov random field, while Kang et al. (2012) use a spatial random effects model. All of these approaches take the form of linear random effects models on the ESM outputs directly, treating the output as some fixed effect common to all models plus a model-specific random effect.
In hierarchical Bayesian modeling with partial pooling, an ESM with strong warming relative to the multi-model average is assumed to be an outlier, and its projected warming is statistically corrected toward the multi-model mean. Parameter estimates in the hierarchical model are essentially being pulled toward the mean, an effect known as Bshrinkage^or Bregularization,^bearing some relationship to the model convergence criterion of Reliability Ensemble Averaging (Giorgi and Mearns 2002) . We cannot prove that climate models follow this assumption. Tebaldi et al. (2005) speculate that outlier models could be more plausible due to physical mechanisms other models ignore. There is evidence that more extreme models are more realistic according to some skill metrics (Sherwood et al. 2014; Tian 2015) . However, the shrinkage/regularization properties of hierarchical Bayesian methods have proven very effective in improving parameter estimates in regression settings with strong theoretical underpinnings (Gelman and Hill 2006; Gelman et al. 2013; and references therein) . Thus, here we use the hierarchical method as a fundamental assumption.
We present an approach to multi-model combination that integrates hierarchical Bayesian modeling with physics-based reduced-order modeling. Using energy balance models (EBMs) to emulate the behavior of complex ESMs has a long tradition. For example, the MAGICC upwelling-diffusion model has often been fitted to ESM multi-model output in order to approximate their projections with respect to new emissions scenarios, without having to rerun the ESMs (Wigley and Raper 1992; Meinshausen et al. 2011; Rogelj et al. 2012) . Fitting an EBM to the output of an ESM condenses the dynamics of the ESMs into a low-dimensional space: each ESM's behavior is represented with a few effective degrees of freedom, the free parameters of the EBM (SM 1.1). Fitting an EBM to the multi-model ensemble thereby converts structural uncertainty across multiple ESMs into parameter uncertainty within the EBM. Although it has proven difficult to deal with structural uncertainties in a statistical model, parameter uncertainties are well understood from a Bayesian perspective. Our approach differs from others taken in the climate statistics literature in several important ways:
(1) Instead of a statistical regression model of ESM output, we use a physics-based reducedorder model with parameters that lend themselves to direct physical interpretation. (2) Instead of assuming that ESM outputs are related to each other through a common underlying mean pattern of variability, we assume that model dynamics (i.e., reduced model parameters) are drawn from a common underlying distribution.
(3) Many previous studies have taken either an ESM-based (Andrews et al. 2012; Webb et al. 2013) or an observation-based approach (Forest et al. 2002; Annan and Hargreaves 2006; Aldrin et al. 2012) . Our study combines these two lines of research, by using a reduced-order model that can be fitted to both ESM output and observational data.
Since our main goal is not to constrain the range of ECS, but to outline a new statistical approach to multi-model combination, we have made some simplifying assumptions. We caution the reader to interpret the physical inferences for ECS and other parameters with this in mind.
Energy balance model
The modeled climate's response to a large step forcing is governed by two dominant time scales of response. While the atmosphere and ocean mixed layer equilibrate fairly quickly with respect to the forcing, the deep ocean can take millennia due to the long timescales of the ocean circulation and high heat capacity of the deep ocean. Global average surface temperature anomalies generated by CMIP5 models are represented well by a 2-layer energy balance model of the atmosphereocean system (Held et al. 2010 ). The two layers of the model are (1) a Bmixed layer,^including the atmosphere and the ocean mixed layer, denoted with subscript m, and (2) the deep ocean, denoted with subscript d. The temperature in the mixed layer responds to an external forcing F. The magnitude of this response is determined by the system feedback parameter λ, the heat capacity of the mixed layer C m , the export of heat into the deep ocean, parameterized by a heat transfer coefficient, γ, and an efficacy factor for deep-ocean heat uptake (OHU), ε:
The deep ocean temperature response depends on the heat capacity of the deep layer C d , as well as the heat transfer coefficient, γ:
The change in the heat content of the mixed layer, C m (dT m /dt), is driven by the sum of heat fluxes exchanged with the deep ocean and with the external system. The net top-of-atmosphere (TOA) radiative flux, N, then is:
where ) and specific heat of water (s = 4186 J K −1 kg −1
) and multiplying by seconds per time step. ECS is substituted for the feedback parameter λ, since it can be expressed as λ ¼ F 2xCO 2 =ECS. Geoffroy et al. (2013) , referred to as G13 in the following, present a method to fit the six parameters to ESM simulations forced with an instantaneous quadrupling of CO 2 using a combination of multi-linear regression and a general solution to the differential equation system. We use their point estimates as the starting point for our analysis. The EBM has three output variables: the mixed layer temperature, the temperature of the deep ocean, and the net TOA radiative flux. The mixed layer temperature and net radiative flux can be compared to ESM output or observations. Comparisons of the deep ocean temperature are more complicated, since its value is influenced strongly by the depth, or heat capacity, of the deep ocean layer. This quantity should not be thought of as approximating the depth of the actual ocean, but rather as the size of a motionless slab of water necessary to account for all dynamical processes represented in the ESM ocean. We use only the mixed layer temperature and radiative flux in our inference. While the EBM accurately captures the mean behavior of global temperature and radiation, it does not include any noise that would approximate the ESMs' natural variability. We discuss how natural variability is implemented in our inference in Section 3.1.
Bayesian inference
The EBM parameter fit to ESM data derived by G13 generates discrete values that do not have uncertainties associated with them. We use them as a starting point and infer distributions for the parameters using a Bayesian approach. Bayes' theorem
can be employed to derive a posterior distribution, P(θ| D), for a parameter of interest θ conditional on data D, by combining a prior distribution, P(θ), representing ones' beliefs about the parameter independent of the data, and a likelihood function, P(D| θ), describing the fit of the model to the data. In a hierarchical Bayesian framework, we assume that different parameters can depend on different lines of evidence but share a common underlying relationship. In our case, the EBM fits to data from 24 different 150-year ESM simulations with 4×CO 2 forcing (Table 2 .1 in SM 2) represent 24 different lines of evidence which we want to combine in order to learn a hierarchical estimate of the EBM parameters that represent multi-model uncertainty. The likelihood function for this inference problem is defined by assuming that the ESM output can be modeled as the sum of an EBM fit and a stochastic noise term which represents the ESM's internal variability:
where T m and N m are the temperature and radiative flux time series of the mth ESM, and T EBM and N EBM are the energy balance model outputs for a corresponding set of EBM parameters θ m . The random term ϵ m is a time series representing stochastic natural variability of that ESM, depending on statistical parameters ϕ m . We choose a zero-mean, Gaussian, first-order vector autoregressive (VAR(1)) process to represent ϵ m , which accounts for natural variability in temperature and radiation, as well as correlations between the two variables. The VAR(1) process depends on unknown parameters ϕ m ≡ (σ T , ρ T , σ N , ρ N , ρ T, N ), with interannual standard deviations σ T and σ N , lag-1 autocorrelations ρ T and ρ N , and cross-correlation ρ T, N . We estimate ϕ m along with the EBM parameters θ m , using informative priors for all 11 parameters. See SM 3 for details on our choice of priors. Posterior distributions of the EBM parameters θ m and noise parameters ϕ m are proportional to the product of the likelihood and the prior and are sampled using Markov chain Monte Carlo (MCMC). We employ the classic approach to adaptive Metropolis (Roberts and Rosenthal 2009 ), where we first run a preliminary Markov chain and use its empirical covariance to derive a Metropolis proposal distribution that more effectively samples the posterior.
Parameter inference for individual ESMs
We derive posterior distributions of the EBM and VAR(1) noise parameters following the method outlined above for each ESM individually. The maximum likelihood a posteriori parameter values produce an EBM fit to the ESM temperature time series that is as good as or better than (defined by a root mean square error, RMSE, that is the same or smaller) the starting estimates for most ESMs. We also note that ECS posteriors for high ECS values (mean ECS of 4 K or above) tend to be much wider than those for mean ECS below 4 K. Higher ECS simulations have longer response times and exhibit less of the equilibrium response over the 150 years we simulate. Thus, we are less certain about the corresponding ECS, and more likely to confuse it with a different ECS with a similar temperature response (Urban et al. 2014) . Before considering the hierarchical Bayesian model, we examine some simpler approaches to multi-model combination, shown in Fig. 1a . First, we use the 24 posteriors derived from each ESM individually to produce a multi-model distribution that is an equally weighted mixture of these posteriors. The mean and 90% range of ECS values based on a Gaussian fit to G13 estimates are 3.5 and 2.2-5.2 K respectively (see Table 1 ). The ECS values obtained from the mixture distribution are close to these point estimates, with a mean of 3.4 K and 90% range of 2.2-5.1 K. This distribution (gray PDF in Fig. 1a ) exhibits strong multi-modality, an artifact of mixing over a small discrete set of ESM posteriors. This is undesirable in a probabilistic representation of structural uncertainty in climate dynamics. To smooth out the artificial multimodality, we calculate a corresponding moment matching distribution, which is a Gaussian approximation to the mixture distribution with the same mean and variance. The moment matching distribution (red PDF) is slightly narrower than the Gaussian fit to point estimates (blue PDF). However, these may not be directly comparable, as we use a different set of ESMs than did G13, including eight additional models, but excluding two of the models used in G13.
Bayesian hierarchical model for ESM ensembles
A caveat of the mixture distribution above is that individual climate models are not independent from each other. Some modeling centers, such as IPSL and MPI, contributed several versions of their model to the CMIP5 archive, while some models share components (CCSM4 and NorESM1-M, among others). Thus, we cannot treat ESMs as independent draws from a Btrue^distribution, without taking the relationships among them into account. Rather, we assume that the EBM parameters corresponding to each ESM are related to each other, Θ m~N (μ = Θ, Σ), where Θ ≡ (θ, ϕ) are multi-model mean parameters, and Σ is an intermodel covariance function describing the correlation of parameters across ESMs. Σ, referred to as a nearness constraint, controls Bpooling^of parameters. The stronger the constraint, the narrower the distributions. The inter-model covariance Σ can in principle be inferred from the ESM output as part of the Bayesian inference procedure. However, this is associated with great computational expense and is not feasible using the Metropolis algorithm as we have implemented it. Future work will explore more efficient samplers. For the purpose of this paper, we make an empirical Bayesian-like assumption, and fix Σ to the empirical covariance of maximum likelihood parameters for each ESM, derived using individual inference. Figure 2 shows the covariance values. Only the two-layer depth parameters are covariant, both with each other and with other parameters. The hierarchical likelihood function is then a product of the individual likelihood functions, each multiplied by the nearness constraint, and the posterior factorizes as
We sample the hierarchical model posterior jointly over all ESM parameters and hierarchical parameters. Thus, we sample 24 × 6 + 6 = 150 EBM parameters and 24 × 5 + 5 = 125 statistical parameters. When moving parameters for all models at a time, we take smaller steps Fig. 1 a Comparison of ECS distributions derived using a Gaussian fit to point estimates (blue), a mixture distribution obtained by combining individual inferences for 24 ESMs (gray) and the corresponding moment matching distribution (red). The prior is also plotted for reference (black, dashed line). b Comparison of ECS posterior distributions derived from hierarchical inference using (i) no observational data (green), (ii) observational updates with one temperature dataset at a time (orange), and (iii) an observational update using an average of the 4 datasets (purple) to ensure the random walk can find its way through the more complex posterior, and run a longer chain (SM 6). A technical point arises concerning how to represent multi-model uncertainty from the resulting hierarchical inference. The posterior distribution of the inferred hierarchical parameters, Θ, represents uncertainty in the multi-model mean. However, the multi-model spread is more correctly thought of as a random variable distribution Θ mm~N (μ = Θ, Σ), which is obtained by adding a random multivariate sample from the inter-model covariance to a random sample from the posterior of Θ. This is analogous to the difference between the standard deviation and the standard error of the mean. As the number of models increases (assuming that new models come from the assumed underlying distribution), the Fig. 2 Covariance matrix used as nearness constraint in hierarchical inference. Only heat uptake parameters (converted in the inference to ocean layer depths) have non-zero covariance with each other and other parameters uncertainty in the mean will decrease toward zero, whereas the inter-model spread will remain unchanged. The hierarchical inference for ECS is shown in Fig. 1a and b (green PDF, plotting Θ mm instead of Θ; see SM 5 for distributions of the remaining EBM parameters). The hierarchical PDF has a mean of 3.4 K, and a 90% range of 2.1-4.8 K, in agreement with both the point estimates and the unpooled moment matching PDF. We find only a small shifted toward slightly lower ECS values relative to the Gaussian fit to point estimates, and a slight narrowing of the distribution compared to the unpooled moment matching PDF. The hierarchical pooling assumption implies that each model's parameters must be concentrated near the underlying true value, with Bnearness^controlled by Σ. Hierarchical pooling thus draws parameter values closer to each other. By using all other models' data to estimate any one model's parameters, outlier models are suppressed by being drawn closer to the multi-model mean. The hierarchical assumption has been shown to be very effective at regularizing parameter estimates by suppressing spurious outliers and extreme effects. Figure 3 illustrates its effects on our inference. Ranges of ECS posterior values obtained using Bayesian inference for each ESM individually are compared to ranges obtained using the hierarchical assumption in two box and whisker plots. Under the hierarchical assumption, the distributions of ECS are narrower overall, but only for high ECS values are the means of the posterior distributions pulled toward lower values. Overall, the results are a joint hierarchical ECS posterior that is only somewhat narrower than the moment matching distribution of individual inferences.
Update with observations
In order to update our hierarchical inference using observations, we add a term representing observations to our hierarchical likelihood function. The new posterior can be written as
where Y m is the data from the mth ESM, and Z is the observational temperature data set. ESM data and EBM simulations in this case cover the historical period, rather than the 4×CO 2 scenario. Since some ESMs are tuned to represent the present and historical periods well, there is less spread among temperature output for the historical period than for future projections (see Figure S2 (b)). Thus, this approach may not significantly constrain ECS. However, we use strongly forced 4×CO 2 runs rather than hindcasts in the inference. This will contrast underlying differences in ESM climate sensitivities and other dynamical parameters better than a collection of historical temperature hindcasts would. We use four different global surface temperature anomaly time series to update our hierarchical inference and test using one at a time as well as an average of the four. ECS PDFs for both approaches are compared with the hierarchical inference PDF in Fig. 1b . Inferences using only one dataset are plotted in orange, while the average of all 4 datasets is shown in purple. The differences in these PDFs are negligible, when compared to the difference between these PDFs and the hierarchical inference PDF without update. The updated hierarchical posterior has a mean value between 2.4 and 2.7 K, and a 90% range between 1.0-3.7 and 1.3-4.0 K. This range of 2.7 K is essentially the same as the one we obtain for hierarchical inference without an observational constraint. While the distribution is not narrowed, the mean is shifted to substantially lower values, from 3.4 to 2.5 K for the average observational update. This is in line with previous research, showing that observationally constrained estimates of ECS tend to be lower than the multi-model ensemble (Annan and Hargreaves 2006; Aldrin et al. 2012) . For the purposes of demonstrating the hierarchical method in a simple setting, we have assumed that no additional uncertainties have been introduced when constraining the dynamics by observations. In reality, there is uncertainty about the historical radiative forcing, originating mostly from uncertainties in aerosol forcing (Anderson et al. 2003; Hegerl et al. 2006) . To account for this, we would need to introduce an additional parameter that applies only to the historical likelihood [Z| Θ] representing historical forcing uncertainty (Urban and Keller 2010) . This might weaken the data constraint, potentially broadening the posterior inference.
Posterior predictive uncertainty envelopes
A significant advantage of our approach is that the reduced-order model and posterior distributions of its parameters can be used to generate projections for different climate scenarios without having to run costly ESM simulations. Here, we verify how well these projections agree with ESM simulations for the historic and RCP8.5 scenarios using the EBM parameter posteriors obtained independently using the abrupt 4×CO 2 scenario. Figure 4 compares predictions generated based on hierarchical inference without an observational update with predictions based on the updated hierarchical inference (using the average of observational datasets). First, parameter samples for all EBM parameters, except the forcing, are drawn from the posterior MCMC. The EBM is then run with these parameters, and with historical and RCP8.5 forcing time series (SM 2). We then add noise generated from the corresponding VAR(1) parameter values in the MCMC chains. Figure 4 shows the 90% range of these projections (green and purple lines), compared to the observational time series in black, and CMIP5 simulations in gray. The 90% range of RCP8.5 temperature at the end of the twenty-first century for inference without observational update (3.6-6.8 K at year 2100) agrees fairly well with CMIP5 projections (3.6-6.2 K at year 2100). Consistent with the ECS posteriors, the range is shifted toward significantly lower values when using the observational constraint (2.2-5.6 K). This reflects the fact that the observational temperature anomalies are at the lower end of CMIP5 simulations (compare black and gray lines in Fig. 4) . As above, it is important to note that we have essentially removed forcing uncertainty from our EBM projections. If accounted for, forcing uncertainty is likely to increase the range of projections we have produced.
Summary
We have applied a novel Bayesian hierarchical model approach to understanding the uncertainty around equilibrium climate sensitivity estimates derived from the state-of-the-art suite of CMIP5 Earth system models, constrained using several observational datasets of surface temperature. We find that pooling data from different climate models in a hierarchical Bayesian framework only slightly narrows the PDF of climate sensitivity, when compared to a moment matched distribution based on individual inference. Adding observations to the likelihood function shifts its mean value downward, although the width of the 90% range of ECS remains the same as when no observational update is used. These changes are mirrored in future projections, where we see decreased temperature anomalies at the end of the century, when observations are added to the inference. Overall, however, the 90% ranges of RCP8.5 EBM simulations based on parameter combinations from the hierarchical inference with and without observational update are consistent with the range of CMIP5 simulations. This is not surprising, given that the surface temperature constraint is rather weak. Since some ESMs are tuned to reproduce historical surface temperatures (Schmidt et al. 2017) , using this variable as an update in our inference does not introduce substantial new data to the problem. This situation could be remedied by expanding our EBM to incorporate additional output variables that can be constrained with different observations. Future work will explore building a more complex reduced model that will allow us to add more variables and parameters. It is important Fig. 4 Ninety percent ranges (5 to 95%) of joint predictive envelopes of EBM simulations of the historical period + RCP8.5 forcing scenario for inference without (green) and with the average observational update (purple) show a decrease in projected warming when observations are incorporated in the inference. Compare to observational time series (black) and CMIP5 simulations (gray) to note, however, that this approach will likely complicate the inference, and may require more advanced high-dimensional sampling methods (Carpenter et al. 2017) .
Discussion
The main purpose of this paper is to outline a new statistical approach to multi-model combination. Accordingly, we have made some simplifying assumptions that may render the physical inferences for ECS and other parameters less realistic than in recent observational studies. We employ a linear model, and assume that the parameters in our model are constant. However, it has been shown that the linear forcing-feedback model may be of limited value when estimating quantities like ECS of the real world (Knutti and Rugenstein 2015) . Further, we neglect historical forcing uncertainty when applying observational constraints to the multimodel combination. In addition, we use only a global surface temperature constraint, neglecting other possibilities such as zonal temperature patterns, land-ocean temperature contrast, ocean heat uptake (Urban and Keller 2009) , or top-of-atmosphere radiative balance (Klocke et al. 2011 ). There are several uncertainties associated with the statistical modeling which we have not addressed in this study, but which will be considered in future work. These include sensitivity of the inference to the choice of priors, strength of the nearness constraint, as well as the increasing ESM fit uncertainty at high ECS values. Further, it has been shown that differences between land and ocean temperatures can bias observational data products, such as HadCRUT4 used here (Richardson et al. 2016) . If the biases are removed, historical observations agree better with models. Our choice of simple model also potentially impacts our results. Accordingly, the resulting ECS estimates should be treated with caution, subject to an improved analysis with more sophisticated reduced-order and statistical models.
On the other hand, our approach has promise in addressing some limitations of modelaveraging methods. One obvious advantage is that it produces a smooth probability distribution of possible climates that can be sampled to give individual realizations, rather than a discrete or multi-modal distribution that is an artifact of a limited number of models. Our approach can also address the model rigidity problem: While no ESM in the multi-model ensemble may accurately simulate the observed climate because of model rigidity, the parameters of a flexible reduced model can be tuned independently to produce simulations that better match observations than any individual model. Furthermore, rather than attempting to assign a single weight to an entire ESM, different weights can be assigned to different tuning parameters. While we may not want to treat tuning parameters as independent, our hierarchical approach is capable of capturing multi-model correlations between parameters where they exist.
Although we have not demonstrated this, calibrating parameters of a reduced model, which represent the effective degrees of freedom of the climate system's dynamics, may address current model-weighting problems that arise when; for example, an ESM's skill at reproducing temperature observations does not necessarily correlate with its ability to project future temperatures. Observable quantities, such as surface temperature, are the product of complex dynamical interactions between all components of the Earth system. An ESM's skill at reproducing historical temperatures under weak CO 2 forcing might be more strongly related to its ability to simulate multi-decadal natural variability, whereas its ability to simulate future temperatures under strong CO 2 forcing could relate to another aspect of the dynamics, such as accurate treatment of cloud feedbacks that dominate uncertainty in the long-term equilibrium response (Gregory and Andrews 2016) . Therefore, weighting ESMs by hindcast skill may result in overconfidence and/or bias in their future projections. On the other hand, formulating a reduced model in terms of parameters known to be relevant to multi-model uncertainty in future projections, such as climate sensitivity and ocean response timescales, allows the inference to weight the effective degrees of freedom that govern the system's future response.
