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Abstract
We continue investigation of the universal weight function for the quantum
affine algebra Uq(ĝlN ) started in [KPT] and [KP]. We obtain two recurrence
relations for the universal weight function applying the method of projections
developed in [EKP]. On the level of the evaluation representation of Uq(ĝlN ) we
reproduce both recurrence relations for the off-shell Bethe vectors calculated in
[TV2] using combinatorial methods.
1 Introduction
Hierarchical (nested) Bethe ansatz was designed in [KR] to construct the eigenvectors of
the commuting integrals for quantum integrable models associated with the Lie algebra
glN . It is based on the inductive procedure which relates glN and glN−1 Bethe vectors.
If the parameters of these, so called off-shell Bethe vectors, satisfy Bethe equations,
then the corresponding vectors are eigenvectors of the commuting set of operators in
some quantum integrable model.
Further development of the off-shell Bethe vectors theory was achieved in [TV1],
where they were presented as particular matrix elements of monodromy operators.
This construction was used in [TV2] to obtain the explicit formulas for the off-shell
Bethe vectors on the tensor product of evaluation modules of Uq(ĝlN ). Two different
recurrence relations for the off-shell Bethe vectors on the evaluation Uq(ĝlN)-modules
were obtained in [TV2]. Iteration of these two relations allows to obtain different
explicit formulas for the off-shell Bethe vectors (see examples (2.16) and (2.18) below).
Existence of two types of the recurrence relations in the nested Bethe ansatz is a
consequence of two different ways of embedding Uq(ĝlN−1) into Uq(ĝlN), when they are
realized in terms of L-operators. The L-operator of Uq(ĝlN−1) can be placed either into
the top-left or into the down-right corners of the Uq(ĝlN) L-operator.
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Due to the applications in the theory of quantized Knizhnik-Zamolodchikov equa-
tions the off-shell Bethe vectors are called weight functions. We will use both names
for these objects. We will call a weight function universal if it is defined in an arbitrary
Uq(ĝlN)-module generated by arbitrary singular vector.
An alternative approach for the construction of the off-shell Bethe vectors for an
arbitrary quantum affine algebra was developed in [EKP]. This approach uses the
relation between L-operator realization of Uq(ĝlN) [RS] and the current realization of
the same algebra [D]. An isomorphism between these realizations was observed in the
paper [DF]. Two different type of Borel subalgebras are related to these two realizations
of Uq(ĝlN). It was conjectured in [KPT] that the projections onto intersection of the
different type Borel subalgebras for the product of Drinfeld currents coincide with the
off-shell Bethe vectors obtained using the construction of [TV1].
The background for the conjecture from [KPT] was an observation that both quan-
tities satisfy the same coproduct property [EKP]. It was proved in [KP] that calculation
of the projection for the product of currents gives similar nested recurrence relation for
the off-shell Bethe vectors as it was obtained in [TV2] on the level of tensor product
of the evaluation Uq(ĝlN )-modules. This leads to the conclusion that the projection
method yields the universal off-shell Bethe vectors for an arbitrary Uq(ĝlN)-module
generated by a singuar weight vectors. Only one type of the recurrence relation which
leads to the formula of the type (2.16) was considered in the paper [KP]. Here we
generalize the results of this paper. We prove that in order to get both types of the
recurrence relations one has to use two different isomorphic current realizations of
Uq(ĝlN). Origin of these different realizations lies in two possibilities to introduce the
Gauss decompositions of L-operators, each corresponds to the different embedding of
Uq(ĝlN−1) L-operators into Uq(ĝlN ) L-operator (see (3.1)–(3.3) and (3.4)–(3.6) below).
The paper is composed as follows. Section 2 serves as reminder of the L-operator
realization of Uq(ĝlN) and construction of the off-shell Bethe vectors in terms of the
matrix elements of these L-operators [TV1]. In Section 3 two different Gauss decom-
position are introduced as well as the corresponding current realizations of Uq(ĝlN).
Here we introduce the current Borel subalgebras and describe the projections onto in-
tersections of the standard and current Borel subalgebras. Section 4 devoted to the
calculations of the projections for the product of the currents. The main result here is
the Theorem 1 which yields the universal weight functions as the sum over the ordered
products of the projections of the simple and composed roots currents. Using the fact
that the projections of the composed root currents coincide with the Gauss coordinates
of L-operators we give in the Section 5 the explicit expressions for the universal weight
vectors in terms of the matrix elements of L-operators generalizing formulas of the
paper [TV2]. The main result of the paper is formulated in the form of the Theorem 3
in the Section 6. The paper contains two Appendices. One contains the reformulation
of the Serre relations in the form of the commutation relations between composed cur-
rents. These relations are necessary to prove the Proposition B.1, which is the most
difficult technical result of the paper. It is formulated in the second Appendix and
describes the ordering of the currents and the negative projections of the currents.
2
2 Tarasov-Varchenko construction
2.1 Uq(ĝlN) in L-operator formalism
Let Eij ∈ End(C
N) be a matrix with the only nonzero entry equal to 1 at the intersec-
tion of the i-th row and j-th column. Let R(u, v) ∈ End(CN ⊗ CN)⊗ C[[v/u]],
R(u, v) =
∑
1≤i≤N
Eii ⊗ Eii +
u− v
qu− q−1v
∑
1≤i<j≤N
(Eii ⊗ Ejj + Ejj ⊗ Eii)
+
q − q−1
qu− q−1v
∑
1≤i<j≤N
(uEij ⊗ Eji + vEji ⊗ Eij)
(2.1)
be a trigonometric R-matrix associated with the vector representation of glN . Let q be
a complex parameter not equal to zero or root of unity.
The algebra Uq(ĝlN) (with the zero central charge and the gradation operator
dropped out) is an associative algebra with unit generated by the modes L±i,j[±k],
k ≥ 0, 1 ≤ i, j ≤ N of the L-operators1 L±(z) =
∑∞
k=0
∑N
i,j=1Eij⊗L
±
i,j [±k]z
∓k, subject
to the relations
R(u, v) · (L±(u)⊗ 1) · (1⊗ L±(v)) = (1⊗ L±(v)) · (L±(u)⊗ 1) ·R(u, v),
R(u, v) · (L+(u)⊗ 1) · (1⊗ L−(v)) = (1⊗ L−(v)) · (L+(u)⊗ 1) ·R(u, v),
(2.2)
L+j,i[0] = L
−
i,j[0] = 0, L
+
k,k[0]L
−
k,k[0] = 1, 1 ≤ i < j ≤ N, 1 ≤ k ≤ N . (2.3)
Subalgebras formed by the modes L±[n] of the L-operators L±(t) are the standard
Borel subalgebras Uq(b
±) ⊂ Uq(ĝlN ). These Borel subalgebras are Hopf subalgebras of
Uq(ĝlN). The coalgebraic structure of these subalgebras is given by the formulae
∆
(
L±i,j(u)
)
=
N∑
k=1
L±k,j(u)⊗ L
±
i,k(u) . (2.4)
2.2 Evaluation homomorphism
Let Ea,a, Ea,a+1 and Ea+1,a be Chevalley generators of the algebra Uq(glN) with com-
mutation relations:
Ea,aEb,cE
−1
a,a = q
δab−δacEb,c , [Ea,a+1,Eb+1,b] = δab
Ea,aE
−1
a+1,a+1 − E
−1
a,aEa+1,a+1
q − q−1
,
and Serre relations:
E
2
a±1,aEa,a∓1 − (q + q
−1)Ea±1,aEa,a∓1Ea±1,a + Ea,a−1E
2
a±1,a = 0 ,
E
2
a,a±1Ea∓1,a − (q + q
−1)Ea,a±1Ea∓1,aEa,a±1 + Ea∓1,aE
2
a,a±1 = 0 .
(2.5)
Evaluation homomorphism of the algebra Uq(ĝlN) onto Uq(glN ) is defined as
Evz
(
L+(u)
)
= L+ −
z
u
L− , Evz
(
L−(u)
)
= L− −
u
z
L+ , (2.6)
1In this paper we use R-matrix and L-operators of the paper [TV2]. See in [KP] the discussion on
the relation between choices of L-operators in the papers [TV2] and [KPT].
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where
L+a,b =

(q − q−1)Eb,aEb,b a < b
Ea,a a = b
0 a > b
, L−a,b =

0 a < b
E
−1
a,a a = b
(q−1 − q)E−1a,aEb,a a > b
and the composed roots generators are defined as follows
Ec,a = Ec,bEb,a − q
−1
Eb,aEc,b , Ea,c = Ea,bEb,c − qEb,cEa,b , a < b < c .
These formulas may be proved inductively after substitution of (2.6) into (2.2). The
coproduct of the L-operators (2.4) implies the coproduct of the Chevalley generators:
∆Ea,a = Ea,a ⊗ Ea,a, ∆Ea,a+1 = Ea,a+1 ⊗ 1 + E
−1
a,aEa+1,a+1 ⊗ Ea,a+1 and ∆Ea+1,a = 1 ⊗
Ea+1,a + Ea+1,a ⊗ Ea,aE
−1
a+1,a+1.
2.3 Combinatorial formulas for off-shell Bethe vectors
Let us remind the construction of the off-shell Bethe vectors [TV1]. Let L-operator2
L(z) =
∑∞
k=0
∑N
i,j=1Eij ⊗Li,j[k]z
−k of the Borel subalgebra Uq(b
+) of Uq(ĝlN) satisfies
the Yang-Baxter commutation relation with a R-matrix R(u, v). We use the notation
L(k)(z) ∈
(
C
N
)⊗M
⊗ Uq(b
+) for L-operator acting nontrivially on k-th tensor factor in
the product
(
C
N
)⊗M
for 1 ≤ k ≤M . Consider a series in M variables
T(u1, . . . , uM) = L
(1)(u1) · · ·L
(M)(uM) · R
(M,...,1)(uM , . . . , u1) (2.7)
with coefficients in
(
End(CN)
)⊗M
⊗ Uq(b
+), where
R
(M,...,1)(uM , . . . , u1) =
←−∏
M≥j>1
←−∏
j>i≥1
R(ji)(uj, ui) . (2.8)
In the ordered product of R-matrices (2.8) the factor R(ji) is to the left of the factor
R(ml) if j > m, or j = m and i > l. Consider the set of variables
t¯[n¯] =
{
t11, . . . , t
1
n1
; t21, . . . , t
2
n2
; . . . . . . ; tN−21 , . . . , t
N−2
nN−2
; tN−11 , . . . , t
N−1
nN−1
}
. (2.9)
Following [TV1], let
B(t¯[n¯]) =
∏
1≤a<b≤N−1
∏
1≤j≤nb
∏
1≤i≤na
qtbj − q
−1tai
tbj − t
a
i
×
× (tr(CN )⊗|n¯| ⊗ id)
(
T(t11, . . . , t
1
n1
; . . . ; tN−11 , . . . , t
N−1
nN−1
)E⊗n121 ⊗ · · · ⊗ E
⊗nN−1
N N−1 ⊗ 1
)
,
(2.10)
where |n¯| = n1 + · · · + nN−1. The element T(t¯n¯) in (2.10) is given by (2.7) with
identification: M = |n¯|, for a = 1, . . . , N − 1 and n1 + · · ·+ na−1 < i ≤ n1 + · · ·+ na,
2We omit superscript + in this L-operator, since will consider only positive standard Borel subal-
gebra Uq(b
+) here and below.
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ui = t
a
i−n1−···−na−1
. The coefficients of B(t¯n¯) are elements of the Borel subalgebra
Uq(b
+).
For the collection of positive integers n¯ = {n1, . . . , nN−1} we consider a direct
product of the symmetric groups: Sn¯ = Sn1 × · · · × SnN−1 . For any function G(t¯[n¯]) we
denote by
Sym t¯[n¯] G(t¯[n¯]) =
∑
σ∈Sn¯
G(σ t¯[n¯]) (2.11)
a symmetrization over groups of variables {ta1, . . . , t
a
na
} of the type a, where
σ t¯[n¯] = {t
1
σ1(1), . . . , t
1
σ1(n1)
; . . . ; tN−1
σN−1(1)
, . . . , tN−1
σN−1(nN−1)
}. (2.12)
Let
β(t¯[n¯]) =
N−1∏
a=1
∏
1≤ℓ<ℓ′≤na
q−1taℓ − qt
a
ℓ′
taℓ − t
a
ℓ′
be a function of the formal variables taℓ . Following [TV2], q-symmetrization of arbitrary
function G(t¯[n¯]) means
Sym
(q)
t¯[n¯]
G(t¯[n¯]) = Sym t¯[n¯]
(
β(t¯[n¯]) ·G(t¯[n¯])
)
. (2.13)
We call vector v a weight singular vector if it is annihilated by any positive mode
Li,j[n], i > j, n ≥ 0 of the matrix elements of the L-operator L
+(z) and is an eigenvector
of the diagonal matrix entries L+i,i(z)
L+i,j(z) v = 0 , i > j , L
+
i,i(z) v = λi(z) v , i = 1, . . . , N . (2.14)
For any Uq(ĝlN)-module V with a singular vector v denote
BV (t¯[n¯]) = B(t¯[n¯])v. (2.15)
Vector valued function BV (t¯[n¯]) was called in [TV1, TV2] universal off-shell Bethe
vector.
Let MΛ(z) be an evaluation module generated by a singular vector v such that
Ea,av = q
Λav. From analysis of the relations of the hierarchical Bethe ansatz [KR]
the authors of the paper [TV2] obtained two recurrence relations for the off-shell Bethe
vectors BMΛ(z)(t¯[n¯]). Iterating these relations many equivalent formulas for these objects
can be found in terms of the Uq(glN ) generators Ea,b. Two extreme cases were presented
in [TV2]. First, the off-shell Bethe vector can be written as
BMΛ(z)(t¯[n¯]) = (q − q
−1)
PN−1
a=1 na
∑
[[s¯]]
((
←−∏
N−1≥b>a≥1
qs
b
a−1(s
b
a−1−s
b
a)
[sba − s
b
a−1]q!
Eˇ
sba−s
b
a−1
b+1,a
)
v
× Sym
(q)
t¯[n¯]
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
qΛa+1ta
ℓ+s˜ba
− q−Λa+1z
ta+1
ℓ+s˜ba+1
− ta
ℓ+s˜ba
ℓ+s˜ba+1−1∏
ℓ′=1
qta+1ℓ′ − q
−1ta
ℓ+s˜ba
ta+1ℓ′ − t
a
ℓ+s˜ba
 , (2.16)
where Eˇb+1,a = Eb+1,aEb+1,b+1 and sum is taken over all possible collections of nonneg-
ative integers [[s¯]] = {sji} such that
0 = sa0 ≤ s
a
1 ≤ · · · ≤ s
a
a , na =
N−1∑
b=a
sba , a = 1, . . . , N − 1 (2.17)
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and s˜ba = s
a
a+ s
a+1
a + · · ·+ s
b−1
a . Second, the same off-shell Bethe vector BMΛ(z)(t¯[n¯]) has
a different presentation
BMΛ(z)(t¯[n¯]) = (q − q
−1)
PN−1
a=1 na
∑
[[m¯]]
((
−→∏
1≤b≤a≤N−1
qm
b
a+1(m
b
a−m
b
a+1)
[mba −m
b
a+1]q!
Eˇ
mba−m
b
a+1
a+1,b
)
v
× Sym
(q)
t¯[n¯]
N−1∏
a=2
a−1∏
b=1
mba−1∏
ℓ=0
qΛata
m
b
a−ℓ
− q−Λaz
ta−1
m
b
a−1−ℓ
− ta
m
b
a−ℓ
na−1∏
ℓ′=mba−1−ℓ+1
qta
m
b
a−ℓ
− q−1ta−1ℓ′
ta
m
b
a−ℓ
− ta−1ℓ′
, (2.18)
where [[m¯]] = {mji} is a collection nonnegative integers such that
maa ≥ m
a
a+1 ≥ · · · ≥ m
a
N−1 ≥ m
a
N = 0 , na =
a∑
b=1
mba , a = 1, . . . , N − 1 (2.19)
and mba = m
1
a +m
2
a + · · · +m
b
a. Ordering product of the non-commutative entries in
(2.16) is the same as in (2.8) and the ordering in (2.18) is inverse.
More general formula for the universal off-shell Bethe vectors was obtained in [KP]
using current realization of the quantum affine algebra Uq(ĝlN) and method of projec-
tions introduced in [ER] and developed in [EKP]. Formula (2.16) was obtained in the
latter paper after specialization to the evaluation modules. The goal of the present
paper is to describe the recurrence relations for the universal off-shell Bethe vectors or
universal weight functions in terms of the modes of the Uq(ĝlN) currents. To do this
we have to introduce to different current realizations of the algebra Uq(ĝlN).
3 Different type Borel subalgebras
3.1 Two Gauss decompositions of L-operators
The relation between L-operator realization of Uq(ĝlN ) and its current realization [D]
is known since the work [DF]. The main distinction in these two realizations of the
same algebra lies in the different choice of the Borel subalgebras and the corresponding
coalgebraic structures. To build an isomorphism between two realizations one has to
consider the Gauss decomposition [DF] of the L-operators and identify linear combi-
nations of certain Gauss coordinates with the total currents of Uq(ĝlN) corresponding
to the simple roots of glN . In order to construct the universal off-shell Bethe vectors
in terms of the modes of the currents one has to consider the ordered product of the
simple roots currents and calculate the projection of this product onto intersection of
the current and standard Borel subalgebras in Uq(ĝlN ). Current Borel subalgebras will
be introduced in the Subsection 3.3.
For the L-operators fixed by the relations (2.2) and (2.3) we have two possibilities
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to introduce the Gauss coordinates F±b,a(t), E
±
b,a(t), b > a and k
±
c (t):
L±a,b(t) = F
±
b,a(t)k
+
a (t) +
∑
1≤m<a
F±b,m(t)k
±
m(t)E
±
m,a(t), a < b, (3.1)
L±a,a(t) = k
±
a (t) +
∑
1≤m<a
F±a,m(t)k
±
m(t)E
±
m,a(t), (3.2)
L±a,b(t) = k
±
b (t)E
±
b,a(t) +
∑
1≤m<b
F±b,m(t)k
±
m(t)E
±
m,a(t), a > b , (3.3)
or Fˆ±b,a(t), Eˆ
±
b,a(t), b > a and kˆ
±
c (t):
L±a,b(t) = Fˆ
±
b,a(t)kˆ
+
b (t) +
∑
b<m≤N
Fˆ±m,a(t)kˆ
+
m(t)Eˆ
±
b,m(t), a < b, (3.4)
L±b,b(t) = kˆ
±
b (t) +
∑
b<m≤N
Fˆ±m,b(t)kˆ
±
m(t)Eˆ
±
b,m(t), (3.5)
L±a,b(t) = kˆ
±
a (t)Eˆ
±
b,a(t) +
∑
a<m≤N
Fˆ±m,a(t)kˆ
±
m(t)Eˆ
±
b,m(t), a > b . (3.6)
Formulas (3.1)–(3.6) can be inverted to express the Gauss coordinates in terms of
the matrix elements of L-operators as well as to express one set of the Gauss coordinates
through another. This is possible because of the relations:
L±a,a[0] = k
±
a [0] = kˆ
±
a [0], k
+
a [0] k
−
a [0] = 1 (3.7)
and the mode decomposition of the Gauss coordinates
F±b,a(t) =
∑
n≥0
n<0
F±b,a[n]t
−n, E±a,b(t) =
∑
n>0
n≤0
E±a,b[n]t
−n, a < b (3.8)
which follows from the mode decomposition of the L-operators (2.3). The same rules
of the mode decompositions is valid for another set of Gauss coordinates Fˆ±b,a(t) and
Eˆ±a,b(t).
Let T be a (n+m)× (n+m) matrix with noncommutative entries presented in the
form
T =
(
A B
C D
)
,
where A, B, C and D are n×n, n×m, m×n and m×m matrices respectively. Suppose
that A and D are invertible matrices and introduce the following notations [BK]:∣∣∣∣ A BC D
∣∣∣∣ := A−BD−1C , ∣∣∣∣A BC D
∣∣∣∣ := D˜ ,
where D˜ is an m × m matrix with the entries D˜ij = Dij −
n∑
k,l=1
Blj(A
−1)klCik. Then
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the Gauss coordinates can be expressed through the L-operator entries as follows
k±a (u) =
∣∣∣∣∣∣∣∣∣
L±11(u) . . . L
±
1,a−1(u) L
±
1a(u)
...
...
...
L±a−1,1(u) . . . L
±
a−1,a−1(u) L
±
a−1,a(u)
L±a1(u) . . . L
±
a,a−1(u) L
±
aa(u)
∣∣∣∣∣∣∣∣∣ ,
E±ab(u) = k
±
a (u)
−1
∣∣∣∣∣∣∣∣∣
L±11(u) . . . L
±
1,a−1(u) L
±
1a(u)
...
...
...
L±a−1,1(u) . . . L
±
a−1,a−1(u) L
±
a−1,a(u)
L±b1(u) . . . L
±
b,a−1(u) L
±
ba(u)
∣∣∣∣∣∣∣∣∣
, a < b,
F±ab(u) =
∣∣∣∣∣∣∣∣∣
L±11(u) . . . L
±
1,b−1(u) L
±
1a(u)
...
...
...
L±b−1,1(u) . . . L
±
b−1,b−1(u) L
±
b−1,a(u)
L±b1(u) . . . L
±
b,b−1(u) L
±
ba(u)
∣∣∣∣∣∣∣∣∣ k
±
b (u)
−1, a > b.
and
kˆ±a (u) =
∣∣∣∣∣∣∣∣∣
L±aa(u) L
±
a,a+1(u) . . . L
±
aN (u)
L±a+1,a(u) L
±
a+1,a+1(u) . . . L
±
a+1,N (u)
...
...
...
L±Na(u) L
±
N,a+1(u) . . . L
±
NN (u)
∣∣∣∣∣∣∣∣∣
,
Eˆab(u) = kˆ
±
b (u)
−1
∣∣∣∣∣∣∣∣∣
L±ba(u) L
±
b,b+1(u) . . . L
±
bN (u)
L±b+1,a(u) L
±
b+1,b+1(u) . . . L
±
b+1,N (u)
...
...
...
L±Na(u) L
±
N,b+1(u) . . . L
±
NN(u)
∣∣∣∣∣∣∣∣∣ , a < b,
Fˆ±ab(u) =
∣∣∣∣∣∣∣∣∣
L±ba(u) L
±
b,a+1(u) . . . L
±
bN (u)
L±a+1,a(u) L
±
a+1,a+1(u) . . . L
±
a+1,N (u)
...
...
...
L±Na(u) L
±
N,a+1(u) . . . L
±
NN (u)
∣∣∣∣∣∣∣∣∣ kˆ
±
a (u)
−1, a > b.
Gauss decomposition (3.4)–(3.6) was used3 in [KP] in order to obtain a recurrence
relation for the universal weight function (4.8) and to prove the conjecture of [KPT]
that the constructions of the off-shell Bethe vectors using L-operator approach [TV1]
and method of projection [EKP] coincide for arbitrary Uq(ĝlN)-module generated by
arbitrary singular vectors. Here we will use another Gauss decomposition (3.1)–(3.3)
in order to get an alternative recurrence relation for the universal weight function (4.7)
which lead to the formula (2.18) for the off-shell Bethe vector.
3Gauss coordinates Fˆ±b,a(t), Eˆ
±
a,b(t), a < b and kˆ
±
a (t) was denoted in [KP] as F˜
±
b,a(t), E˜
±
a,b(t) and
k±a (t) (cf. Sect. 6 in [KP]).
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3.2 The current realization of Uq(ĝlN)
Using arguments of the paper [DF] we may obtain for the linear combinations of the
Gauss coordinates
Fi(t) = F
+
i+1,i(t)− F
−
i+1,i(t) , Ei(t) = E
+
i,i+1(t)− E
−
i,i+1(t) (3.9)
and ‘diagonal’ Gauss coordinates k±i (t) the commutation relations of the quantum
affine algebra Uq(ĝlN) with the zero central charge and the gradation operator dropped
out. In terms of the total currents Fi(t), Ei(t) and the Cartan currents k
±
i (t) these
commutation relations are
(qz − q−1w)Ei(z)Ei(w) = Ei(w)Ei(z)(q
−1z − qw) ,
(q−1z − qw)Ei(z)Ei+1(w) = Ei+1(w)Ei(z)(z − w) ,
k±i (z)Ei(w)
(
k±i (z)
)−1
=
z − w
q−1z − qw
Ei(w) ,
k±i+1(z)Ei(w)
(
k±i+1(z)
)−1
=
z − w
qz − q−1w
Ei(w) ,
k±i (z)Ej(w)
(
k±i (z)
)−1
= Ej(w), if i 6= j, j + 1 ,
(q−1z − qw)Fi(z)Fi(w) = Fi(w)Fi(z)(qz − q
−1w) ,
(z − w)Fi(z)Fi+1(w) = Fi+1(w)Fi(z)(q
−1z − qw) ,
k±i (z)Fi(w)
(
k±i (z)
)−1
=
q−1z − qw
z − w
Fi(w) ,
k±i+1(z)Fi(w)
(
k±i+1(z)
)−1
=
qz − q−1w
z − w
Fi(w) ,
k±i (z)Fj(w)
(
k±i (z)
)−1
= Fj(w), if i 6= j, j + 1 ,
[Ei(z), Fj(w)] = δi,j δ(z/w) (q − q
−1)
(
k−i+1(z)/k
−
i (z)− k
+
i+1(w)/k
+
i (w)
)
,
(3.10)
and the Serre relations
Symz1,z2(Ei(z1)Ei(z2)Ei±1(w)− (q + q
−1)Ei(z1)Ei±1(w)Ei(z2)+
+ Ei±1(w)Ei(z1)Ei(z2)) = 0 ,
Symz1,z2(Fi(z1)Fi(z2)Fi±1(w)− (q + q
−1)Fi(z1)Fi±1(w)Fi(z2)+
+ Fi±1(w)Fi(z1)Fi(z2)) = 0 .
(3.11)
In order to obtain the commutation relations (3.10) we substitute the decomposition
(3.1)-(3.3) into commutation relations (2.2). If we substitute into these commutation
relations the decomposition (3.4)-(3.6) we obtain instead of (3.10) slightly different
commutation relations for the total currents
Fˆi(t) = Fˆ
+
i+1,i(t)− Fˆ
−
i+1,i(t) , Eˆi(t) = Eˆ
+
i,i+1(t)− Eˆ
−
i,i+1(t) (3.12)
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and kˆ±i (t) used in the papers [KPT, KP]:
(q−1z − qw)Eˆi(z)Eˆi(w) = Eˆi(w)Eˆi(z)(qz − q
−1w) ,
(z − w)Eˆi(z)Eˆi+1(w) = Eˆi+1(w)Eˆi(z)(q
−1z − qw) ,
kˆ±i (z)Eˆi(w)
(
kˆ±i (z)
)−1
=
z − w
q−1z − qw
Eˆi(w) ,
kˆ±i+1(z)Eˆi(w)
(
kˆ±i+1(z)
)−1
=
z − w
qz − q−1w
Eˆi(w) ,
kˆ±i (z)Eˆj(w)
(
kˆ±i (z)
)−1
= Eˆj(w), if i 6= j, j + 1 ,
(qz − q−1w)Fˆi(z)Fˆi(w) = Fˆi(w)Fˆi(z)(q
−1z − qw) , (3.13)
(q−1z − qw)Fˆi(z)Fˆi+1(w) = Fˆi+1(w)Fˆi(z)(z − w) ,
kˆ±i (z)Fˆi(w)
(
kˆ±i (z)
)−1
=
q−1z − qw
z − w
Fˆi(w) ,
kˆ±i+1(z)Fˆi(w)
(
kˆ±i+1(z)
)−1
=
qz − q−1w
z − w
Fˆi(w) ,
kˆ±i (z)Fˆj(w)
(
kˆ±i (z)
)−1
= Fˆj(w), if i 6= j, j + 1 ,
[Eˆi(z), Fˆj(w)] = δi,j δ(z/w) (q − q
−1)
(
kˆ+i (z)/kˆ
+
i+1(z)− kˆ
−
i (w)/kˆ
−
i+1(w)
)
and the same Serre relations (3.11) with currents Ei(z) and Fi(z) replaced by Eˆi(z)
and Fˆi(z).
Formulae (3.10) and (3.13) should be considered as formal series identities describ-
ing the infinite set of the relations between modes of the currents. The symbol δ(z)
entering these relations is a formal series
∑
n∈Z z
n. These commutation relations de-
scribes two isomorphic current realizations of the algebra Uq(ĝlN). Isomorphism follows
from the result of [DF].
For any series G(t) =
∑
m∈ZG[m]t
−m we denote G(t)(+) =
∑
m>0G[m] t
−m , and
G(t)(−) = −
∑
m≤0G[m] t
−m . The initial conditions (2.3) imply the relations
F±i+1,i(z) = z
(
z−1Fi(z)
)(±)
, E±i,i+1(z) = Ei(z)
(±) (3.14)
and the same for the relations between Gauss coordinates Eˆ±i,i+1(t), Fˆ
±
i+1,i(t) and the
currents Eˆi(t), Fˆi(t).
3.3 Borel subalgebras and projections to their intersections
We consider two types of Borel subalgebras of the algebra Uq(ĝlN). Borel subalgebras
Uq(b
±) ⊂ Uq(ĝlN ) are generated by the modes of the L-operators L
(±)(z) respectively.
For the generators in these subalgebras we can use either modes of the Gauss coor-
dinates (3.1)–(3.3), E±i,i+1(t), F
±
i+1,i(t), k
±
j (t) or the modes of the Gauss coordinates
(3.4)–(3.6) Eˆ±i,i+1(t), Fˆ
±
i+1,i(t), kˆ
±
j (t).
Another types of Borel subalgebras are related to the current realizations of Uq(ĝlN)
given in the previous subsection. We consider first the current Borel subalgebras gen-
erated by the modes of the currents Ei(t), Fi(t), k
±
j (t).
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The Borel subalgebra UF ⊂ Uq(ĝlN ) is generated by modes of the currents Fi[n],
k+j [m], i = 1, . . . , N − 1, j = 1, . . . , N , n ∈ Z and m ≥ 0. The Borel subalgebra
UE ⊂ Uq(ĝlN) is generated by modes of the currents Ei[n], k
−
j [−m], i = 1, . . . , N − 1,
j = 1, . . . , N , n ∈ Z andm ≥ 0. We will consider also a subalgebra U ′F ⊂ UF , generated
by the elements Fi[n], k
+
j [m], i = 1, . . . , N − 1, j = 1, . . . , N , n ∈ Z and m > 0, and
a subalgebra U ′E ⊂ UE generated by the elements Ei[n], k
−
j [−m], i = 1, . . . , N − 1,
j = 1, . . . , N , n ∈ Z and m > 0. Further, we will be interested in the intersections,
U−f = U
′
F ∩ Uq(b
−) , U+F = UF ∩ Uq(b
+) (3.15)
and will describe properties of projections to these intersections. We call UF and UE the
current Borel subalgebras. Let Uf ⊂ UF be subalgebra of the current Borel subalgebra
generated by the modes of the currents Fi[n], i = 1, . . . , N − 1, n ∈ Z only. In what
follows we will use also the subalgebra U+f ⊂ Uf defined by the intersection
U+f = U
+
F ∩ Uf . (3.16)
In [D] the current Hopf structure for the algebra Uq(ĝlN ) has been defined,
∆(D) (Ei(z)) = 1⊗ Ei(z) + Ei(z)⊗ k
−
i+1(z)
(
k−i (z)
)−1
,
∆(D) (Fi(z)) = Fi(z)⊗ 1 + k
+
i+1(z)
(
k+i (z)
)−1
⊗ Fi(z),
∆(D)
(
k±i (z)
)
= k±i (z)⊗ k
±
i (z).
(3.17)
With respect to the current Hopf structure the current Borel subalgebras are Hopf
subalgebras of Uq(ĝlN). We can check [EKP, KPT] that the intersections U
−
f and U
+
F
are subalgebras and coideals with respect to the Drinfeld coproduct (3.17)
∆(D)(U+F ) ⊂ U
+
F ⊗ Uq(ĝlN) , ∆
(D)(U−f ) ⊂ Uq(ĝlN)⊗ U
−
f ,
and the multiplication m in Uq(ĝlN) induces an isomorphism of vector spaces
m : U−f ⊗ U
+
F → UF .
According to the general theory presented in [EKP] we define the projection operators
P+ : UF ⊂ Uq(ĝlN )→ U
+
F and P
− : UF ⊂ Uq(ĝlN )→ U
−
f by the prescriptions
P+(f− f+) = ε(f−) f+, P
−(f− f+) = f− ε(f+),
for any f− ∈ U
−
f , f+ ∈ U
+
F .
(3.18)
Denote by UF an extension of the algebra UF formed by infinite sums of monomials
which are ordered products ai1 [n1] · · · aik [nk] with n1 ≤ · · · ≤ nk, where ail [nl] is either
Fil[nl] or k
+
il
[nl]. It was proved in [EKP] that
(1) the action of the projections (3.18) can be extended to the agebra UF ;
(2) for any f ∈ UF with ∆
(D)(f) =
∑
i f
′
i ⊗ f
′′
i we have
f =
∑
i
P−(f ′i) · P
+(f ′′i ) . (3.19)
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In [KPT, KP], we used the current Borel subalgebras UˆF , UˆE generated by the
modes of the currents Fˆi(t), Eˆi(t), kˆ
±
j (t) in the same way as it was done above for UF ,
UE. These current Borel subalgebras are Hopf subalgebras of Uq(ĝlN ) with a different
Drinfeld coproduct
∆ˆ(D)
(
Eˆi(z)
)
= Eˆi(z)⊗ 1 + kˆ
−
i (z)
(
kˆ−i+1(z)
)−1
⊗ Eˆi(z) ,
∆ˆ(D)
(
Fˆi(z)
)
= 1⊗ Fˆi(z) + Fˆi(z)⊗ kˆ
+
i (z)
(
kˆ+i+1(z)
)−1
,
∆ˆ(D)
(
kˆ±i (z)
)
= kˆ±i (z)⊗ kˆ
±
i (z) .
(3.20)
The standard Borel subalgebras Uq(b
±) are defined by the modes of the Gauss coor-
dinates Eˆ±i,i+1(t), Fˆ
±
i+1,i(t), kˆ
±
j (t) and their intersections with the currents Borel subal-
gebras UˆF are defined by the same formulas (3.15). Using coproduct (3.20) one may
check that the coalgebraic properties of these intersections are changed to
∆ˆ(D)(Uˆ+F ) ⊂ Uq(ĝlN)⊗ Uˆ
+
F , ∆ˆ
(D)(Uˆ−f ) ⊂ Uˆ
−
f ⊗ Uq(ĝlN ) . (3.21)
Denote by UˆF an extension of the algebra UˆF formed by infinite sums of monomials
which are ordered products ai1 [n1] · · · aik [nk] with n1 ≤ · · · ≤ nk, where ail [nl] is either
Fˆil[nl] or kˆ
+
il
[nl]. Projections to the intersections (3.21) are defined by the formulas
analogous to (3.18) and can be extended to the algebra UˆF . The property (3.19) is
changed to f =
∑
i Pˆ
−(f ′′i ) · Pˆ
+(f ′i), where ∆ˆ
(D)(f) =
∑
i f
′
i ⊗ f
′′
i .
4 Universal weight function and projections
We will use the same notations as in [KP].
Let Π be the set {1, . . . , N−1} of indices of the simple positive roots of glN . A finite
collection I = {i1, . . . , in} with a linear ordering ii ≺ · · · ≺ in and a map ι : I → Π
is called an ordered Π-multiset. To each Π-ordered multiset I = {i1, . . . , in} we attach
an ordered set of variables {ti|i ∈ I} = {ti1 , . . . , tin}. Each element ik ∈ I and each
variable tik has its own ‘type’: ι(ik) ∈ Π.
Our basic calculations are performed on a level of formal series attached to cer-
tain ordered multisets. For the save of space we often write some series as rational
homogeneous functions with the following prescription. Let {ti | i ∈ I} = {ti1 , . . . , tin}
be the ordered set of variables attached to an ordered set I = {i1 ≺ i2 ≺ · · · ≺ in}
and g(ti | i ∈ I) be a rational function. Then we associate to g(ti | i ∈ I) a Loran
series which is the expansion of g(ti | i ∈ I) in a region |ti1 | ≪ |ti2| ≪ · · · ≪ |tin|.
If, for instance, 1 ≺ 2, then we associate to a rational function (t1 − t2)
−1 a series
−
∑
k≥0 t
k
1t
−k−1
2 . On the contrary, for the ordering 2 ≺ 1 we associate to the same
rational function (t1 − t2)
−1 a series
∑
k≥0 t
k
2t
−k−1
1 .
Let l¯ and r¯ be two collections of nonnegative integers satisfying a set of inequalities
la ≤ ra , a = 1, . . . , N − 1 . (4.1)
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Denote by [l¯, r¯] a set of segments which contain positive integers {la+1, la+2, . . . , ra−
1, ra} including ra and excluding la. The length of each segment is equal to ra − la.
For a given set [l¯, r¯] of segments we denote by t¯[l¯,r¯] the sets of variables
t¯[l¯,r¯] = {t
1
l1+1
, . . . , t1r1 ; t
2
l2+1
, . . . , t2r2; . . . ; t
N−1
lN−1+1
, . . . , tN−1rN−1} . (4.2)
The number of the variables of the type a is equal to ra − la. In this notation, the set
of variables (2.9) is t¯[n¯] ≡ t¯[0¯,n¯]. We will consider (4.2) as a list of ordered variables,
corresponding to two ordered multisets:
I = {rN−1 ≺ · · · ≺ lN−1 + 1 ≺ · · ≺ r2 ≺ · · · ≺ l2 + 1 ≺ r1 ≺ · · · ≺ l1 + 1} (4.3)
and
Iˆ = {l1 + 1 ≺ · · · ≺ r1 ≺ l2 + 1 ≺ · · · ≺ r2 ≺ · · ≺ lN−1 + 1 ≺ · · · ≺ rN−1} . (4.4)
For any a = 1, . . . , N − 1 we denote the sets of variables corresponding to the
segments [la, ra] = {la + 1, la + 2, . . . , ra} as t¯
a
[la,ra]
= {tala+1, . . . , t
a
ra
}. All the variables
in t¯a[la,ra] have the type a. For the segments [la, ra] = [0, na] we use the shorten notations
t¯[0¯,n¯] ≡ t¯[n¯] and t¯
a
[0,na]
≡ t¯a[na].
For a collection of variables t¯[l¯,r¯] we consider two types of the ordered products of
the currents
F(t¯[l¯,r¯]) =
−→∏
1≤a≤N−1
(
−→∏
la<ℓ≤ra
Fa(t
a
ℓ )
)
= F1(t
1
l1+1
) · · ·F1(t
1
r1
) · · ·FN−1(t
N−1
rN−1
) (4.5)
and
Fˆ(t¯[l¯,r¯]) =
←−∏
N−1≥a≥1
(
←−∏
ra≥ℓ>la
Fˆa(t
a
ℓ )
)
= FˆN−1(t
N−1
rN−1
) · · · Fˆ1(t
1
r1
) · · · Fˆ1(t
1
l1+1) , (4.6)
where the series Fa(t) ≡ Fa+1,a(t) and Fˆa(t) ≡ Fˆa+1,a(t) are defined by (3.9) and (3.12),
respectively. As particular cases, we have F(t¯a
[l¯a,r¯a]
) = Fa(t
a
la+1
)Fa(t
a
la+2
) · · ·Fa(t
a
ra
) and
Fˆ(t¯a
[l¯a,r¯a]
) = Fˆa(t
a
ra
) · · · Fˆa(t
a
la+2
)Fˆa(t
a
la+1
).
Symbols
←−∏
a
Aa and
−→∏
a
Aa mean ordered products of noncommutative entries Aa,
such that Aa is on the right (resp., on the left) from Ab for b > a:
←−∏
j≥a≥i
Aa = Aj Aj−1 · · · Ai+1Ai ,
−→∏
i≤a≤j
Aa = AiAi+1 · · · Aj−1Aj .
According to [DK, E, EKP, KP1] the product of the currents (4.5) is a formal series
over the ratios tbk/t
c
l with b > c and t
a
i /t
a
j with i > j taking values in the completions
UF . Analogously, the product of the currents (4.6) is a formal series over the ratios
tbk/t
c
l with b < c and t
a
i /t
a
j with i < j taking values in the completion UˆF .
It means that these products have the same analytical structure as the rational
functions of the variables t¯[l¯,r¯] defined by the multisets I and Iˆ, respectively. The
13
domains of analyticity of the rational functions defined by the multisets I and Iˆ are
different. The products (4.5) and (4.6) have poles for some values of the ratios tbk/t
c
l
and tai /t
a
j . The operator valued coefficient at these poles take values in the completions
UF and UˆF and can be identified with composed root currents (see [KP1, KP]). In
what follows we will consider projections of the product of the currents
WN(t¯[n¯]) = P
+
(
F1(t
1
1) · · ·F1(t
1
n1
) · · · FN−1(t
N−1
1 ) · · ·FN−1(t
N−1
nN−1
)
)
(4.7)
and
WˆN (t¯[n¯]) = Pˆ
+
(
FˆN−1(t
N−1
nN−1
) · · · FˆN−1(t
N−1
1 ) · · · Fˆ1(t
1
n1
) · · · Fˆ1(t
1
1)
)
. (4.8)
It was proved in [KP1] that these projections can be analytically continued from there
domains of definitions. This allows to compare the universal weight functions defined
by these projections.
It was conjectured in [KPT] and then proved in [KP] that the universal weight
function can be identified with the projection (4.8). A method of computation of this
projection was proposed in [KP1] and it was further developed in [KP]. In this paper
we will calculate the universal weight function given by the projection (4.7).
For any weight singular vector v (2.14) let the related weight functions
wNV (t¯[n¯]) = β(t¯[n¯]) W
N (t¯[n¯])
N−1∏
a=1
na∏
ℓ=1
k+a (t
a
ℓ ) v (4.9)
wˆNV (t¯[n¯]) = β(t¯[n¯]) Wˆ
N (t¯[n¯])
N−1∏
a=1
na∏
ℓ=1
kˆ+a+1(t
a
ℓ ) v , (4.10)
be the functions taking values in the Uq(ĝlN)-module V generated by a singular vector
v. In [KPT, KP] they were called a modified weight function or universal off-shell
Bethe vector.
We will show that analytical continuations of the universal off-shell Bethe vectors
defined by the universal weight functions (4.8) and (4.7) coincide:
wNV (t¯[n¯]) = wˆ
N
V (t¯[n¯]) . (4.11)
This will follow from the fact that
wˆNV (t¯[n¯]) = BV (t¯[n¯])
for arbitrary Uq(ĝlN)-module V generated by a singular vector v [KP]. In this paper
we will prove that
wNV (t¯[n¯]) = BV (t¯[n¯]) , (4.12)
thus yielding the equality (4.11).
To prove (4.12) we use the same arguments as in [KP]. We calculate the projection
(4.7), rewrite the corresponding universal off-shell Bethe vector (4.9) in terms of the
ordered products of the matrix elements of L-operators acting onto singular vector v and
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show that this implies an expression (2.18) for this vector on the evaluation modules.
This gives a different formula than obtained in [KP] for off-shell Bethe vectors. Using
the result of [EKP] we may check that the universal off-shell Bethe vector (4.9) defined
by the projection satisfies the same comultiplication properties as the vector BV (t¯[n¯])
(see [KPT]). This means that equality (4.12) is valid for arbitrary tensor product of
the evaluation representations of Uq(ĝlN). Then the classical result [CP] implies that
(4.12) is true for every irreducible finite-dimensional Uq(ĝlN)-module V generated by
a singular vector v.
We conclude this subsection by describing our strategy of calculation of the projec-
tions. We will use the same approach to calculate (4.8) that was used in [KP] for the
calculation of (4.7). In that paper we separate all factors Fˆa(t
a
i ) with a < N − 1 in
(4.8) and apply to this product the ordering procedure based on the property (4.24).
Here we will separate the factors Fa(t
a
i ) with a > 1 in (4.7). In both cases we get un-
der total projection a symmetrization of a sum of terms xiP
−(yi)P
+(zi) with rational
coefficients. Here xi are expressed via modes of FˆN−1(t), and yi, zi via modes of Fˆa(t)
with a < N − 1 in the case of (4.8). In the case of (4.7), xi are expressed via modes of
F1(t), and yi, zi via modes of Fa(t) with a > 1. As well as in [KP] we reorder xi and
P−(yi) in both cases. At this stage composed currents of different types collected in so
called strings appear.
4.1 Symmetrization
Consider permutation group Sn and its action on the formal series of n variables defined
on the elementary transpositions σi,i+1 as follows
π(σi,i+1)G(u1, . . . , ui, ui+1, . . . , un) =
qui − q
−1ui+1
q−1ui − qui+1
G(u1, . . . , ui+1, ui, . . . , un).
The q-depending factor in this formula is chosen in such a way that the products
Fa(u1) · · ·Fa(un) and Fˆa(un) · · · Fˆa(u1) are invariant under this action. Summing the
action over all the group of permutations we obtain the operator Symu =
∑
σ∈Sn
π(σ)
acting as follows
SymuG(u) =
∑
σ∈Sn
∏
ℓ<ℓ′
σ(ℓ)>σ(ℓ′)
qtσ(ℓ′) − q
−1tσ(ℓ)
q−1tσ(ℓ′) − qtσ(ℓ)
G(σu). (4.13)
The product is taken over all pairs (ℓ, ℓ′), such that conditions ℓ < ℓ′ and σ(ℓ) > σ(ℓ′)
are satisfied simultaneously. The indices of the set of formal variables u = (u1, . . . , un)
are from two ordered multisets: {1 ≺ 2 ≺ · · · ≺ n} or {n ≺ n − 1 ≺ · · · ≺ 1}. The
expansions of the rational functions entering the right hand side of (4.13) are defined
by these ordered multisets.
We call operator Symu – q-symmetrization. This operation differs from the ones
used in the paper [TV2]. The exact relation between them will be given below. The
operator 1
n!
Symu is the group average with respect to the action π, which implies the
formula
SymuSymu(·) = n!Symu(·) . (4.14)
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An important property of q-symmetrization is the formula
Sym(u1,...,un) =
∑
σ∈S
(s)
n
π(σ) Sym(u1,...,us)Sym(us+1,...,un) , (4.15)
where s ∈ [n, 0] is fixed and the sum is taken over the subset
S(s)n = {σ ∈ Sn | σ(1) < . . . < σ(s), σ(s+ 1) < . . . < σ(n)} .
As in Subsection 2.3 we denote by Sl¯,r¯ = Sl1,r1×· · ·×SlN−1,rN−1 a direct product of
the groups Sla,ra permuting integer numbers la + 1, . . . , ra. The q-symmetrization over
whole set of variables t¯[l¯,r¯] is defined by the formula
Sym t¯[l¯,r¯] G(t¯[l¯,r¯]) =
∑
σ∈Sl¯,r¯
∏
1≤a≤N−1
∏
ℓ<ℓ′
σa(ℓ)>σa(ℓ′)
qtaσa(ℓ′) − q
−1taσa(ℓ)
q−1ta
σa(ℓ′) − qt
a
σa(ℓ)
G(σ t¯[l¯,r¯]) , (4.16)
where the set σ t¯[l¯,r¯] is defined in the same way as in (2.12).
The q-symmetrization (4.16) is related to the q-symmetrization (2.13):
Sym
(q)
t¯[l¯,r¯]
G(t¯[l¯,r¯]) =
N−1∏
a=1
∏
la<ℓ<ℓ′≤ra
q−1taℓ − qt
a
ℓ′
taℓ − t
a
ℓ′
Sym t¯[l¯,r¯] G(t¯[r¯,l¯]) (4.17)
As in [KP] we use the q-symmetrization (4.16) to compute the recurrence relation for
the universal weight function (4.7) and will restore the q-symmetrization (2.13) when
express the universal off-shell Bethe vector in terms of matrix elements of L-operators.
We say that the series Q(t¯[l¯,r¯]) is q-symmetric, if it is invariant under the action
π of each group Sla,ra with respect to the permutations of the variables t
a
la+1
, . . . , tra
for a = 1, . . . , N − 1. The q-symmetrization of q-symmetric series is equivalent to the
multiplication by the order of the group Sl¯,r¯:
Sym t¯[l¯,r¯]Q(t¯[l¯,r¯]) =
N−1∏
a=1
(ra − la)! Q(t¯[l¯,r¯]) . (4.18)
The q-symmetrization Q(t¯[l¯,r¯]) = Symt¯[l¯,r¯]G(t¯[l¯,r¯]) of any series G(t¯[l¯,r¯]) is a q-symmetric
series, which follows from (4.14).
Let Gsym(u1, . . . , un) be symmetric function of n variables uk, i.e. G
sym(σu¯) =
Gsym(u¯) for any element σ from the symmetric group Sn. Then one can check the
following property of q-symmetrization:
1
n!
Sym u¯
(
β(u¯)−1Gsym(u¯)
)
=
1
[n]q!
Sym u¯ (G
sym(u¯)) , (4.19)
β(u¯) =
∏
k<k′
q−1uk − quk
uk − uk′
, (4.20)
where [n]q =
qn−q−n
q−q−1
and [n]q! = [n]q[n− 1]q · · · [2]q[1]q.
16
4.2 Normal ordering of the products of currents
We call any expression
∑
i f
(i)
− · f
(i)
+ , where f
(i)
− ∈ U
−
f and f
(i)
+ ∈ U
+
f (normal) ordered.
Subalgebras U−f and U
+
f are defined by (3.15) and (3.16) respectively. Using the prop-
erty of the projections (3.19) we can present any product of the currents in a normal
ordered form. Taking into account property (4.15) we obtain the following
Proposition 4.1 We have formal series equalities
F(t¯[l¯,r¯]) =
∑
0≤m1≤r1−l1
· · ·
∑
0≤mN−1≤rN−1−lN−1
∏
1≤a≤N−1
1
(ma)!(ra − la −ma)!
×
× Sym t¯[l¯,r¯]
(
Zm¯(t¯[l¯,r¯]) P
−
(
F(t¯[l¯,l¯+m¯])
)
· P+
(
F(t¯[l¯+m¯,r¯])
)) (4.21)
where
Zm¯(t¯[l¯,r¯]) =
N−2∏
a=1
∏
la+ma<ℓ≤ra
la+1<ℓ
′≤la+1+ma+1
q−1 − qta+1ℓ′ /t
a
ℓ
1− ta+1ℓ′ /t
a
ℓ
. (4.22)
To prove it one has to use the coproduct (3.17) and the property of the projection
(3.19).
For a collections of variables t¯[l¯,r¯] and the product of the currents Fˆi(t) (4.5) the
ordering is different. Define a series
Zˆs¯(t¯[l¯,r¯]) =
N−2∏
a=1
∏
ra−sa<ℓ≤ra
la+1<ℓ
′≤ra+1−sa+1
q − q−1 taℓ / t
a+1
ℓ′
1− taℓ / t
a+1
ℓ′
. (4.23)
Then the ordered product of currents Fˆ(t¯[l¯,r¯]) can be presented in the ordered form (cf.
[KP])
Fˆ(t¯[l¯,r¯]) =
∑
0≤sN−1≤rN−1−lN−1
· · ·
∑
0≤s1≤r1−l1
∏
1≤a≤N−1
1
(sa)!(ra − la − sa)!
×
× Sym t¯[l¯,r¯]
(
Zˆs¯(t¯[l¯,r¯]) Pˆ
−
(
Fˆ (t¯[r¯−s,r¯])
)
· Pˆ+
(
Fˆ (t¯[l¯,r¯−s¯])
))
.
(4.24)
Note that the rational series (4.22) and (4.23) when m¯ + s¯ = r¯ − l¯ are expansions of
the same rational function in the different zones. The set of the formal variables t¯n¯
corresponds to the multisets (4.3) and (4.4) in (4.21) and (4.24) respectively.
4.3 Composed currents and strings
Following the general strategy [KP] and according to [DK] we introduce the com-
posed currents associated to the currents Fj,i(t) for i < j. The currents Fi+1,i(t),
i = 1, . . . N−1 coincide with Fi(t), cf. (3.9). The coefficients of the series Fj,i(t) belong
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to the completion UF of the algebra UF . The composed currents Fj,i(t) can be defined
inductively using the formulas
Fj,i(t) = − res
w=t
Fa,i(t)Fj,a(w)
dw
w
= res
w=t
Fa,i(w)Fj,a(t)
dw
w
(4.25)
for any a = i+ 1, . . . , j − 1. This relations are equivalent to
Fj,i(t) =
∮
Fa,i(t)Fj,a(w)
dw
w
−
∮
q − q−1t/w
1− t/w
Fj,a(w)Fa,i(t)
dw
w
,
Fj,i(t) =
∮
Fa,i(w)Fj,a(t)
dw
w
−
∮
q − q−1w/t
1− w/t
Fj,a(t)Fa,i(w)
dw
w
.
(4.26)
In (4.26)
∮
dw
w
g(w) = g0 for any formal series g(w) =
∑
n∈Z gnz
−n. Using (3.10) we can
calculate the residues in (4.25):
Fj,i(t) = (q − q
−1)j−i−1Fj−1(t)Fj−2(t) · · ·Fi+1(t)Fi(t) . (4.27)
Calculating formal integrals in (4.26) we obtain expressions for the composed currents
in the form
Fj,i(t) = Fa,i(t)Fj,a[0]− qFj,a[0]Fa,i(t)− (q − q
−1)
∑
k<0
Fj,a[k]Fa,i(t) t
−k ,
Fj,i(t) = Fa,i[0]Fj,a(t)− q
−1Fj,a(t)Fa,i[0]− (q − q
−1)
∑
k≥0
Fj,a(t)Fa,i[k] t
−k ,
(4.28)
which are useful for the calculation of the projections of the composed currents. By
the similar procedure the composed currents Fˆj,i(t) associated with the currents (3.12)
were defined in [KP]:
Fˆj,i(t) = (q − q
−1)j−i−1Fˆi(t)Fˆi+1(t) · · · Fˆj−2(t)Fˆj−1(t) . (4.29)
The analytical properties of the products of the composed currents, used in the paper,
are presented in Appendix A. The analytical properties of the currents Fˆj,i(t) are given
in the Appendix A of the paper [KP].
Calculating the universal weight functions (4.8) and (4.7) the special products of
the composed currents appear, which were called in [KP1] as strings. Firstly, we define
the strings made from the currents Fj,i(t). Consider again a collection of segments [l¯, r¯]
and associated set of variables t¯[l¯,r¯]. Let j = min(a) such that rb = lb for b = 1, . . . , a−1.
Let m¯ be a set of nonnegative integers, which satisfy the inequalities
0 ≤ ma ≤ ra − la , a = j + 1, . . . , N − 1 , (4.30)
and the non-increasing admissibility conditions
rj − lj = mj ≥ mj+1 ≥ . . . ≥ mN−2 ≥ mN−1 ≥ mN = 0 . (4.31)
Define an ordered product of the composed currents:
Sjm¯(t¯
j
[lj ,rj ]
) =
−→∏
j+1≤a≤N
 −→∏
rj−ma−1<ℓ≤rj−ma
Fa,j(t
j
ℓ)
 . (4.32)
18
The string (4.32) depends only on the variables of the type j : {tjlj+1, . . . , t
j
rj
}, cor-
responding to the segment [lj , rj]. The set of nonnegative integers m¯ satisfying the
admissibility condition (4.31) divides the segment [lj , rj] into N − j subsegments [rj −
ma−1, rj −ma] for a = j+1, . . . , N . This division defines the product of the composed
currents F jm¯(t¯
j
[lj ,rj ]
) in the string (4.32).
Recall the construction of the strings from the composed currents Fˆj,i(t). Consider
again a collection of segments [l¯, r¯] and associated set of variables t¯[l¯,r¯]. Let j = max(a)
such that rb = lb for b = a+1, . . . , N −1. Let s¯ be a set of nonnegative integers, which
satisfy the inequalities
ra − la ≥ sa ≥ 0 , a = 1, . . . , j , (4.33)
and the non-increasing admissibility conditions
rj − lj = sj ≥ sj−1 ≥ . . . ≥ s2 ≥ s1 ≥ s0 = 0 . (4.34)
Define an ordered product of the composed currents
Sˆjs¯ (t¯
j
[lj ,rj ]
) =
←−∏
j≥a≥1
 ←−∏
lj+sa≥ℓ>lj+sa−1
Fˆj+1,a(t
j
ℓ)
 (4.35)
for the string associated with the currents Fˆi(t). The string (4.35) also depends only
on the variables of the type j : {tjlj+1, . . . , t
j
rj
}, corresponding to the segment [rj , lj].
The set of nonnegative integers s¯ satisfying the admissibility condition (4.34) divides
the segment [rj , lj] into j subsegments [lj + sa−1, lj + sa] for a = 1, . . . , j. This division
defines the product of the composed currents in the string (4.35). Projection of the
string (4.32) will be presented below. Projection of the string (4.35) was calculated in
[KP].
For two sets of variable u¯ and v¯ we define the series
U(u1, . . . , uk; v1, . . . , vk) =
∏
1≤i≤k
vi/ui
1− vi/ui
∏
1≤m<n≤k
q−1 − qvm/un
1− vm/un
,
V (u1, . . . , uk; v1, . . . , vk) =
∏
1≤i≤k
vi/ui
1− vi/ui
∏
1≤n<m≤k
q − q−1vn/um
1− vn/um
.
(4.36)
For the sets m¯ and s¯ which satisfy restrictions (4.30), (4.31) and (4.33), (4.34) we define
a series depending on the set of the variables t¯[l¯,l¯+m¯] and t¯[r¯−s¯,r¯]:
Y (t¯[l¯,l¯+m¯]) =
N−1∏
a=j+1
U(ta−1la−1+ma−1−ma+1, . . . , t
a−1
la−1+ma−1
; tala+1, . . . , t
a
la+ma) (4.37)
and
X(t¯[r¯−s¯,r¯]) =
j−1∏
a=1
V (ta+1ra+1−sa+1+sa, . . . , t
a+1
ra+1−sa+1+1
; tara , . . . , t
a
ra−sa+1) . (4.38)
When j = N − 1 in (4.37) we set Y (·) = 1 and if j = 1 in (4.38) we set X(·) = 1.
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4.4 Recurrence relation
Let n¯ be the set of nonnegative integers n¯ = {n1, . . . , nN−1}. We claim that the
universal weight functions WN−1(t¯[n¯]) and Wˆ
N−1(t¯[n¯]) satisfies the recurrence relations
Proposition 4.2
(i) The universal weight function (4.7) satisfies the recurrence relation
WN (t¯[n¯]) =
∑
m¯′
N−1∏
a=1
1
(ma −ma+1)!(na −ma)!
×
× Sym t¯[n¯]
(
Zm¯′(t¯[n¯′]) · Y (t¯[m¯]) · P
+
(
S1m¯(t¯
1
[n1])
)
· WN−1(t¯[m¯′,n¯′])
)
,
(4.39)
where the sum is taken over all collections m¯′ = {m2, m3, . . . , mN−1} such that n1 =
m1 ≥ m2 ≥ · · · ≥ mN−1 ≥ mN = 0 for 0 ≤ ma ≤ na, a = 2, . . . , N − 1 and
m¯ = {m1, m2, . . . , mN−1}, n¯
′ = {n2, . . . , nN−1}.
(ii) [KP] The universal weight function (4.8) satisfies the recurrence relation
WˆN (t¯[n¯]) =
∑
s¯′
N−1∏
a=1
1
(sa − sa−1)!(na − sa)!
×
× Sym t¯[n¯]
(
Zˆs¯′(t¯[n¯′]) ·X(t¯[n¯−s¯,n¯]) · Pˆ
+
(
SˆN−1s¯ (t¯
N−1
[nN−1]
)
)
· WˆN−1(t¯[n¯′−s¯′])
)
,
(4.40)
where the sum is taken over all collections s¯′ = {s1, s2, . . . , sN−2}, such that nN−1 =
sN−1 ≥ sN−2 ≥ · · · ≥ s1 ≥ s0 = 0 for 0 ≤ sa ≤ na, a = 1, . . . , N − 2 and s¯ =
{s1, . . . , sN−2, sN−1}, n¯
′ = {n1, . . . , nN−2}.
Proof of (4.40) is given in [KP].
We will sketch the proof of the recurrence relation (4.39). We have a decomposition
F(t¯[n¯]) = F(t¯
1
[n1]
)F(t¯[n¯′]), where the first factor depends only on the variables of the
type 1 and the second factor does not depend on the variables of this type:
F(t¯1[n1]) = F1(t
1
1) · · ·F1(t
1
n1
),
F(t¯[n¯′]) = F2(t
2
1) · · ·F2(t
2
n2
) · · ·FN−1(t
N−1
1 ) · · ·FN−1(t
N−1
nN−1
) .
We apply to the product F(t¯[n¯′]) the ordering procedure of Proposition 4.1 and substi-
tute the result into (4.8):
WN (t¯[n¯]) =
∑
m¯′
N−1∏
a=2
1
ma!(na −ma)!
×
Sym t¯[n¯′]
(
Zm¯′(t¯[n¯′]) P
+
(
F(t¯1[m1])P
−
(
F(t¯[m¯′])
) )
· WN−1(t¯[m¯′,n¯′])
)
.
(4.41)
The sum is taken over all possible collections of the nonnegative integers m¯′ = {m2, . . . ,
mN−1} such that ma ≤ na, a = 2, . . . , N − 1 and q-symmetrization is performed over
the set of the variables t¯[n¯′].
Now the proof of the Proposition 4.2 is based on the following
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Lemma 4.3 For any collection of positive integers n¯ = {n1, . . . , nN−1} and collections
of the nonnegative integers m¯ = {m1, m2, . . . , mN−1}, m¯
′ = {m2, . . . , mN−1} such that
all ma ≤ na for a = 2, . . . , N − 1 and m1 = n1 we have
P+
(
F(t¯1[m1])P
−
(
F(t¯[m¯′])
))
=
N−1∏
a=1
1
(ma −ma+1)!
Sym t¯[m¯]
(
Y (t¯[m¯]) · P
+
(
S1m¯(t¯
1
[m1])
))
(4.42)
if m1 ≥ m2 ≥ · · · ≥ mN−1 ≥ mN = 0. Otherwise the right hand side of (4.42) is equal
to zero.
The series Y (t¯[m¯]) is defined by (4.37) as a particular case with j = 1 and l¯ = 0¯.
From the definition (4.22) the series Zm¯′(t¯[n¯′]) is symmetric with respect to permu-
tations of the variables of the same type from the set t[m¯] and the universal weight func-
tionWN−1(t¯[m¯′,n¯′]) does not depend on the variables t[m¯]. After substitution (4.42) into
(4.41) we can include the series Zm¯′(t¯[n¯′]) and W
N−1(t¯[m¯′,n¯′]) in the q-symmetrization
Sym t¯[m¯](·) and using (4.18) replace the double q-symmetrization by a single one:
Sym t¯[n¯′] Sym t¯[m¯]( · ) =
N−1∏
a=2
ma! Sym t¯[n¯]( · ) .
The Proposition 4.2 is proved. 
We shift the proof of the Lemma 4.3 to the Appendix B.
4.5 Iteration of the recurrence relation
Let [[m¯]] = {mij} and [[s¯]] = {s
j
i} for 1 ≤ i ≤ j ≤ N − 1 be two collections of the
nonnegative integers. We say that collections [[m¯]] and [[s¯]] are n¯ admissible, if they
satisfy conditions of admissibility (2.17) and (2.19) respectively. We also follow the
convention mjN = s
j
0 = 0 for j = 1, ..., N − 1. Collections of integers [[m¯]] and [[s¯]] can
be visualized as triangular matrices
[[m¯]] =

m11 m
1
2 . . . m
1
N−2 m
1
N−1
0 m22 . . . m
2
N−2 m
2
N−1
. . .
...
...
0 mN−2N−2 m
N−2
N−1
mN−1N−1

0 = m1N≤ m
1
N−1 ≤ . . . ≤ m
1
1 ,
0 = m2N≤ m
2
N−1 ≤ . . .≤ m
2
2 ,
...
0 = mN−2N ≤ m
N−2
N−1 ≤ m
N−2
N−2 ,
0 = mN−1N ≤ m
N−1
N−1 ,
(4.43)
and
[[s¯]] =

s11
s21 s
2
2 0
...
...
. . .
sN−21 s
N−2
2 . . . s
N−2
N−2
sN−11 s
N−1
2 . . . s
N−1
N−2 s
N−1
N−1

0 = s10 ≤ s
1
1 ,
0 = s20 ≤ s
2
1 ≤ s
2
2 ,
...
0 = sN−20 ≤ s
N−2
1 ≤ . . .≤ s
N−2
N−2 ,
0 = sN−10 ≤ s
N−1
1 ≤ . . . ≤ s
N−1
N−1 .
(4.44)
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Let m¯j and s¯j, j = 1, . . . , N − 1 be the j-th lines of the admissible matrices [[m¯]]
and [[s¯]]. Define a collection of vectors
m¯j = m¯1 + m¯2 + · · ·+ m¯j−1 + m¯j , j = 1, . . . , N − 1 , (4.45)
s¯j = s¯j + s¯j+1 + · · ·+ s¯N−2 + s¯N−1 , j = 1, . . . , N − 1 (4.46)
with non-negative integer components. Set m¯0 = 0¯ and s¯N = 0¯. Denote by mja and s
j
a
components of the vectors m¯j and s¯j :
m¯j = {n1, n2, . . . , nj , m
1
j+1 + · · ·+m
j
j+1, . . . , m
1
N−1 + · · ·+m
j
N−1} ,
s¯j = {sj1 + · · ·+ s
N−1
1 , . . . , s
j
j−1 + · · ·+ s
N−1
j−1 , nj, . . . , nN−2, nN−1} .
Note that mjj −m
j−1
j = m
j
j and according to admissibility condition (2.17) and (2.19)
m¯N−1 = s¯1 = n¯.
The iteration of the recurrence relations (4.39) and (4.40) gives the following
Theorem 1
(i) The weight function (4.7) can be presented as a total q-symmetrization of the sum
over all n¯ admissible matrices [[m¯]] of the ordered products of the projections of strings
(4.32) with rational coefficients:
WN (t¯[n¯]]) = Sym t¯[n¯]
∑
[[m¯]]
(
N−1∏
b=1
N−1∏
a=b
1
(mba −m
b
a+1)!
×
×
N−3∏
j=1
Zm¯j (t¯[m¯j−1,n¯])
N−2∏
j=1
Y (t¯[m¯j−1,m¯j ])
−→∏
1≤j≤N−1
P+
(
Sj
m¯j
(t¯j
[mj−1j ,m
j
j ]
)
))
.
(4.47)
(ii) [KP] The weight function (4.8) can be presented as a total q-symmetrization of the
sum over all n¯ admissible matrices [[s¯]] of the ordered products of the projections of
strings (4.35) with rational coefficients:
WˆN (t¯[n¯]]) = Sym t¯[n¯]
∑
[[s¯]]
(
N−1∏
b=1
b∏
a=1
1
(sba − s
b
a−1)!
×
×
N−1∏
j=3
Zˆs¯j(t¯[n¯−s¯j+1])
N−1∏
j=2
X(t¯[n¯−s¯j ,n¯−s¯j+1])
←−∏
N−1≥j≥1
Pˆ+
(
Sˆj
s¯j
(t¯j
[sj
j
]
)
))
.
(4.48)
The rational series in (4.47) and (4.48) may be gathered into a single multi-variable
series. Define
Y[[m¯]](t¯[n¯]) =
N−3∏
j=1
Zm¯j (t¯[m¯j−1,n¯])
N−2∏
j=1
Y (t¯[m¯j−1,m¯j ]) =
=
N−1∏
a=2
a−1∏
b=1
mba−1∏
ℓ=0
ta
m
b
a−ℓ
/ta−1
m
b
a−1−ℓ
1− ta
m
b
a−ℓ
/ta−1
m
b
a−1−ℓ
na−1∏
ℓ′=mba−1−ℓ+1
q−1 − qta
m
b
a−ℓ
/ta−1ℓ′
1− ta
m
b
a−ℓ
/ta−1ℓ′
(4.49)
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and
X[[s¯]](t¯[n¯]) =
N−1∏
j=3
Zˆs¯j(t¯[n¯−s¯j+1])
N−1∏
j=2
X(t¯[n¯−s¯j ,n¯−s¯j+1]) =
=
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
ta
ℓ+na−sba
/ta+1
ℓ+na+1−sba+1
1− ta
ℓ+na−sba
/ta+1
ℓ+na+1−sba+1
ℓ+na+1−sba+1−1∏
ℓ′=1
q − q−1ta
ℓ+na−sba
/ta+1ℓ′
1− ta
ℓ+na−sba
/ta+1ℓ′
.
(4.50)
We can formulate the following corollary of the Theorem 1.
Corollary 4.4 The weight functions (4.7) and (4.8) can be presented in the following
compact form:
WN (t¯[n¯]) = Sym t¯[n¯]
∑
[[m¯]]
 Y[[m¯]](t¯[n¯])∏
a≥b
(mba −m
b
a+1)!
−→∏
1≤j≤N−1
P+
(
Sj
m¯j
(t¯j
[mj−1j ,m
j
j ]
)
) , (4.51)
WˆN (t¯[n¯]) = Sym t¯[n¯]
∑
[[s¯]]
 X[[s¯]](t¯[n¯])∏
a≤b
(sba − s
b
a−1)!
←−∏
N−1≥j≥1
Pˆ+
(
Sˆj
s¯j
(t¯j
[sjj ]
)
) . (4.52)
Theorem 1 reduces the calculation of the universal weight function to the calculation
of the projections of the strings.
4.6 Projection of composed currents and strings
In this subsection we will formulate several statements about projections of the strings.
Their proofs can be found in papers [KP1, KP]. First, define two types of the screening
operators
SA B = B ·A− qA · B , SˆA B = B · A− q
−1A · B . (4.53)
We use these operators when A are zero modes and B are total currents Fi(t) or
Fˆi(t). In this case these operators can be related to the standard coproduct (2.4) via
associated adjoint action (cf. details in [KP]).
First relation in (4.28) for the currents Fi(t) and analogous relation for the currents
Fˆi(t) yield
P+ (Fj,i(t)) = SFj,j−1[0]
(
P+(Fj−1,i(t))
)
,
Pˆ+
(
Fˆj,i(t)
)
= SˆFˆi+1,i[0]
(
Pˆ+(Fˆj,i+1(t))
)
, i < j − 1 .
(4.54)
Iterating these relations we may write the projections for the composed currents in
terms of the successive application of the screening operators
P+ (Fj+1,i(u)) = SjSj−1 · · ·Si+1
(
P+(Fi(u))
)
= SjSj−1 · · ·Si+1
(
u
(
u−1Fi(u)
)(+))
= u
(
u−1SjSj−1 · · ·Si+1 (Fi(u))
)(+)
,
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Pˆ+
(
Fˆj+1,i(u)
)
= SˆiSˆi+1 · · · Sˆj−1
(
Pˆ+(Fˆj(u))
)
= SˆiSˆi+1 · · · Sˆj−1
(
u
(
u−1Fˆj(u)
)(+))
= u
(
u−1SˆiSˆi+1 · · · Sˆj−1
(
Fˆj(u)
))(+)
,
where we introduced shorthand notations Si ≡ SFi[0] and Sˆi ≡ SˆFˆi[0].
For a set {u1, . . . , un} of formal variables we introduce two sets of the rational
functions
ϕum(u; u1, . . . , un) =
n∏
k=1, k 6=m
u
um
u− uk
um − uk
n∏
k=1
q−1um − quk
q−1u− quk
,
ϕˆum(u; u1, . . . , un) =
n∏
k=1, k 6=m
u
um
u− uk
um − uk
n∏
k=1
qum − q
−1uk
qu− q−1uk
,
(4.55)
which satisfy the normalization conditions ϕum(us; u1, . . . , un) = ϕˆum(us; u1, . . . , un) =
δms. We set
Fj+1,i(u; u1, . . . , un) = Fj+1,i(u)−
n∑
m=1
ϕum(u; u1, . . . , un)Fj+1,i(um) ,
Fˆj+1,i(u; u1, . . . , un) = Fˆj+1,i(u)−
n∑
m=1
ϕˆum(u; u1, . . . , un)Fˆj+1,i(um) ,
(4.56)
for 1 ≤ i ≤ j < N and analogously
P+ (Fj+1,i(u; u1, . . . , un)) = SjSj−1 · · ·Si+1
(
Fi(u)
(+)
)
−
−
n∑
m=1
ϕum(u; u1, . . . , un)SjSj−1 · · ·Si+1
(
Fi(um)
(+)
)
,
Pˆ+
(
Fˆj+1,i(u; u1, . . . , un)
)
= SˆiSˆi+1 · · · Sˆj−1
(
Fˆj(u)
(+)
)
−
−
n∑
m=1
ϕˆum(u; u1, . . . , un)SˆiSˆi+1 · · · Sˆj−1
(
Fˆj(um)
(+)
)
.
(4.57)
In the same way, as it is described in the Appendix B of the paper [KP] one can
write down following formulas for the projections of the strings
P+
(
Sjm¯(t¯
j
[lj ,rj ]
)
)
=
←−∏
N≥a≥j+1
 ←−∏
rj−ma≥ℓ>rj−ma−1
P+
(
Fa,j(t
j
ℓ ; t
j
ℓ+1, . . . , t
j
rj
)
)×
∏
lj<ℓ<ℓ′≤rj
q−1 − qtjℓ/t
j
ℓ′
1− tjℓ/t
j
ℓ′
∏
j+1≤a≤N
 ∏
rj−ma−1<ℓ<ℓ′≤rj−ma
1− tjℓ/t
j
ℓ′
q − q−1tjℓ/t
j
ℓ′
 ,
(4.58)
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Pˆ+
(
Sˆjs¯ (t¯
j
[lj ,rj ]
)
)
=
−→∏
1≤a≤j
 −→∏
lj+sa−1<ℓ≤lj+sa
Pˆ+
(
Fˆj+1,a(t
j
ℓ ; t
j
lj+1
, . . . , tjℓ−1)
)×
∏
lj<ℓ<ℓ′≤rj
q − q−1tjℓ′/t
j
ℓ
1− tjℓ′/t
j
ℓ
∏
1≤a≤j
 ∏
lj+sa−1<ℓ<ℓ′≤lj+sa
1− tjℓ′/t
j
ℓ
q−1 − qtjℓ′/t
j
ℓ
 .
(4.59)
Commutation relations between total and Cartan currents together with the for-
mulas (4.58), (4.59) imply the relations which are necessary for the next section:
P+
(
Sjs¯ (t¯
j
[lj ,rj ]
)
) rj∏
ℓ=lj+1
k+j (t
j
ℓ) =
∏
j+1≤a≤N
 ∏
rj−ma−1<ℓ<ℓ′≤rj−ma
1− tjℓ/t
j
ℓ′
q − q−1tjℓ/t
j
ℓ′
×
×
←−∏
N≥a≥j+1
 ←−∏
rj−ma≥ℓ>rj−ma−1
P+
(
Fa,j(t
j
ℓ)
)
k+j (t
j
ℓ)
 ,
(4.60)
Pˆ+
(
Sˆjs¯ (t¯
j
[lj ,rj ]
)
) rj∏
ℓ=lj+1
kˆ+j+1(t
j
ℓ) =
∏
1≤a≤j
 ∏
lj+sa−1<ℓ<ℓ′≤lj+sa
1− tjℓ′/t
j
ℓ
q−1 − qtjℓ′/t
j
ℓ
×
×
−→∏
1≤a≤j
 −→∏
lj+sa−1<ℓ≤lj+sa
Pˆ+
(
Fˆj+1,a(t
j
ℓ)
)
kˆ+j+1(t
j
ℓ)
 .
(4.61)
5 Universal weight functions and L-operators
In this section we use factorization formulas (4.60) and (4.61) to present off-shell Bethe
vectors (4.10) and (4.9) in terms of L-operator’s entries. First we relate projections of
the currents to the Gauss coordinates of L-operators. It can be proved that for i < j
P+ (Fj,i(t)) = (q
−1 − q)j−i−1 F+j,i(t) ,
Pˆ+
(
Fˆj,i(t)
)
= (q − q−1)j−i−1 Fˆ+j,i(t) .
(5.1)
For j = i + 1 this is Ding-Frenkel [DF] relations. For i < j − 1, formulas (5.1) follow
from the relations between L-operators
(q−1 − q) F+j,i(t) = Sj−1
(
F+j−1,i(t)
)
,
(q − q−1) Fˆ+j,i(t) = Sˆi
(
Fˆ+j,i+1(t)
)
written in terms of Gauss coordinates (see details in [KPT]).
Lemma 5.1 For any c = 1, . . . , N denote by Ic and Iˆc the left ideals of Uq(b̂
+), gener-
ated by the modes of E+i,j(u) with i < j ≤ c and by the modes of Eˆ
+
i,j(u) with c ≤ i < j.
We have inclusions 0 = I1 ⊂ I2 ⊂ · · · ⊂ IN and 0 = IˆN ⊂ IˆN−1 ⊂ · · · ⊂ Iˆ1.
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(i) Consider a and b such that a < b, then we have equalities:
L+a,b(t) ≡ F
+
b,a(t)k
+
a (t) mod Ic , L
+
a,a(t) ≡ k
+
a (t) mod Ic , a ≤ c ,
L+a,b(t) ≡ Fˆ
+
b,a(t)kˆ
+
b (t) mod Iˆc , L
+
b,b(t) ≡ kˆ
+
b (t) mod Iˆc , b ≥ c .
(ii) The left ideal Ic is generated by modes of L
+
j,i(u) with i < j ≤ c; the left ideal Iˆc
is generated by modes of L+j,i(u) with c ≤ i < j, and IN = Iˆ1.
(iii) For any a ≥ c the modes of L+c,a(t) normalize the ideal Ic:
Ic · L
+
c,a(t) ⊂ Ic .
For any a ≤ c the modes of L+a,c(t) normalize the ideal Iˆc:
Iˆc · L
+
a,c(t) ⊂ Iˆc .
Proof. The items (i) and (ii) are proved using the Gauss decompositions (3.1)–(3.3)
and (3.4)–(3.6). Item (iii) follows from (ii) and RLL-relations (2.2). 
Theorem 2 For any Uq(ĝlN) module V with a weight singular vector v we have the
following formulas for modified weight functions
wNV (t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
∑
[[m¯]]
(
(q−1 − q)
N−1P
b=1
(nb−m
b
b
)
N−1∏
a≥b
(mba −m
b
a+1)!
Y[[m¯]](t¯[n¯])×
−→∏
1≤b≤N−1
(
←−∏
N−1≥a≥b
nb−m
b
a+1∏
ℓ=nb−mba+1
(
L+b,a+1(t
b
ℓ)
ℓ−1∏
ℓ′=nb−mba+1
tbℓ′ − t
b
ℓ
q−1tbℓ′ − qt
b
ℓ
)) nb−mbb∏
ℓ=1
L+b,b(t
b
ℓ)
)
v
(5.2)
and
wˆNV (t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
∑
[[s¯]]
(q − q−1)
N−1P
b=1
(nb−s
b
b
)
N−1∏
a≤b
(sba − s
b
a−1)!
X[[s¯]](t¯[n¯])×
←−∏
N−1≥b≥1
(
−→∏
1≤a≤b
sba∏
ℓ=sba−1+1
(
L+a,b+1(t
b
ℓ)
sba∏
ℓ′=ℓ+1
tbℓ − t
b
ℓ′
q−1tbℓ − qt
b
ℓ′
)) nb∏
ℓ=sb
b
+1
L+b+1,b+1(t
b
ℓ)
 v
(5.3)
(the ordering in the products over ℓ is not important, because of commutativity of the
entries of L-operators with equal matrix indices).
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Proof. Let V be Uq(ĝlN )-module with a weight singular vector v. Using the rela-
tions (4.60), (4.61), (5.1) and the corollary 4.4 we can write modified weight functions
wNV (t¯[n¯]) and wˆ
N
V (t¯[n¯]) in the following form:
wNV (t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
∑
[[m¯]]
(q−1 − q)
PN−1
b=1 (nb−m
b
b
)
N−1∏
a≥b
(mba −m
b
a+1)!
Y[[m¯]](t¯[n¯])
−→∏
1≤b≤N−1
(
←−∏
N−1≥a≥b
×
←−∏
nb−m
b
a+1≥ℓ>nb−m
b
a
F+a+1,b(tbℓ)k+b (tbℓ) ℓ−1∏
ℓ′=nb−mba+1
tbℓ′ − t
b
ℓ
q−1tbℓ′ − qt
b
ℓ
 nb−mbb∏
ℓ=1
k+b (t
b
ℓ)
 v
(5.4)
and
wˆNV (t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
∑
[[s¯]]
(q − q−1)
PN−1
b=1 (nb−s
b
b
)
N−1∏
a≤b
(sba − s
b
a−1)!
X[[s¯]](t¯[n¯])
←−∏
N−1≥b≥1
(
−→∏
1≤a≤b
×
−→∏
sba−1<ℓ≤s
b
a
Fˆ+b+1,a(tbℓ)kˆ+b+1(tbℓ) sba∏
ℓ′=ℓ+1
tbℓ − t
b
ℓ′
q−1tbℓ − qt
b
ℓ′
 nb∏
ℓ=sb
b
+1
kˆ+b+1(t
b
ℓ)
 v ,
(5.5)
where series Y[[s¯]](t¯[n¯]) and X[[s¯]](t¯[n¯]) are given by (4.49) and (4.50) respectively. Then
the statement of the Theorem follows from (5.4), (5.5) and Lemma 5.1 in the same way
as in the paper [KP]. 
As in [KP] we can simplify formulas (5.2) and (5.3) by using the q-symmetrization
(2.13) (see [TV2]). Denoting s˜ba = na − s
b
a = s
a
a + · · ·+ s
b−1
a we formulate the following
corollary of the Theorem 2
Corollary 5.2 The off-shell Bethe vectors for the quantum affine algebra Uq(ĝlN) can
be written as
wNV (t¯[n¯]) = Sym
(q)
t¯[n¯]
∑
[[m¯]]
(
(q−1 − q)
N−1P
a=1
(na−maa)
N−1∏
a≤b
1
[mab −m
a
b+1]q!
×
×
N−1∏
a=2
a−1∏
b=1
mba−1∏
ℓ=0
ta
m
b
a−ℓ
/ta−1
m
b
a−1−ℓ
1− ta
m
b
a−ℓ
/ta−1
m
b
a−1−ℓ
na−1∏
ℓ′=mba−1−ℓ+1
q−1 − qta
m
b
a−ℓ
/ta−1ℓ′
1− ta
m
b
a−ℓ
/ta−1ℓ′
×
−→∏
1≤a≤N−1
 ←−∏
N−1≥b≥a
na−m
a
b+1∏
ℓ=na−mab+1
L+a,b+1(t
a
ℓ )
 na−maa∏
ℓ=1
L+a,a(t
a
ℓ )
 v
(5.6)
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and
wˆNV (t¯[n¯]) = Sym
(q)
t¯[n¯]
∑
[[s¯]]
(
(q − q−1)
N−1P
b=1
(nb−s
b
b
)
N−1∏
a≤b
1
[sba − s
b
a−1]q!
×
×
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
1
1− ta
ℓ+s˜ba
/ta+1
ℓ+s˜ba+1
ℓ+s˜ba+1−1∏
ℓ′=1
q − q−1ta
ℓ+s˜ba
/ta+1ℓ′
1− ta
ℓ+s˜ba
/ta+1ℓ′
×
←−∏
N−1≥b≥1
 −→∏
1≤a≤b
 sba∏
ℓ=sba−1+1
L+a,b+1(t
b
ℓ)
 nb∏
ℓ=sb
b
+1
L+b+1,b+1(t
b
ℓ)
 v .
(5.7)
Proof. We prove this corollary only for (5.6), since (5.7) can be proved in the same
way. Consider right hand side of formula (5.2). Inside the total q-symmetrization there
is a symmetric series in the sets of variables {tbℓ} for nb −m
b
a + 1 ≤ ℓ ≤ nb −m
b
a+1 for
b = 1, . . . , N − 1 and a = b, . . . , N − 1. It follows from the commutativity of matrix
elements of L-operators [L+a,b(t),L
+
a,b(t
′)] = 0 and the explicit form of the series (4.49).
Product
ℓ−1∏
ℓ′=nb−mba+1
tb
ℓ′
−tb
ℓ
q−1tb
ℓ′
−qtb
ℓ
is an inverse to the function β(tb
[nb−mba,nb−m
b
a+1]
) defined in
(4.20). Consequently applying formulas (4.19), (4.17) and using the explicit form of
the series (4.49) we obtain (5.6). 
6 Connection between two weight functions
Let us calculate the image of the off-shell Bethe vector (5.6) for the evaluation ho-
momorphism (2.6). Let MΛ be a Uq(glN )-module generated by a vector v, satisfying
the conditions Ea,a v = q
Λa v and Ea,b v = 0 for a < b. Then v is a singular weight
vector of the Uq(ĝlN) evaluation module Mλ(z). The action of the matrix elements of
L-operators in this module is given by the formulas
Evz
(
L+a,b+1(t)
)
= (q − q−1)Eb+1,aEb+1,b+1 ≡ (q − q
−1)Eˇb+1,a ,
Evz
(
L+a,a(t)
)
v =
(
qΛa − q−Λa
z
t
)
v = λa(t)v .
(6.1)
Proposition 6.1 For any evaluation Uq(ĝlN ) module Mλ(z) with singular weight vec-
tor v we have
wMλ(z)(t¯[n¯]) = BMλ(z)(t¯[n¯]) .
Proof. Substituting (6.1) into (5.6) and using reordering of the factors
N−1∏
a=2
na−m
a
a∏
ℓ=1
λa(t
a
ℓ ) =
N−1∏
a=2
a−1∏
b=1
mba−1∏
ℓ=0
λa(t
a
m
b
a−ℓ
) (6.2)
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we obtain
wNMλ(z)(t¯[n¯]) = (q − q
−1)
N−1P
a=1
na∑
[[m¯]]
 −→∏
1≤b≤N−1
←−∏
N−1≥a≥b
Eˇ
mba−m
b
a+1
a+1,b
[mba −m
b
a+1]q!
 v
× Sym
(q)
t¯[n¯]
N−1∏
a=2
a−1∏
b=1
mba−1∏
ℓ=0
qΛata
m
b
a−ℓ
− q−Λaz
ta−1
m
b
a−1−ℓ
− ta
m
b
a−ℓ
na−1∏
ℓ′=mba−1−ℓ+1
qta
m
b
a−ℓ
− q−1ta−1ℓ′
ta
m
b
a−ℓ
− ta−1ℓ′
 .
(6.3)
Reordering generators Eˇa+1,b using Serre relations (2.5) we literally obtain equa-
tion (2.18). 
Denote by J the left ideal of Uq(ĝlN) defined in the item (ii) of the Lemma 5.1:
J = IN = Iˆ1. This ideal is generated by the modes of the entries of the L-operator
L+j,i(t) with 1 ≤ i < j ≤ N . We use the statement proved in the Theorem 3 of [KP],
which we formulate as the following lemma.
Lemma 6.2 Consider Uq(b̂
+) as an algebra over C[[(q − 1)]], and two elements A,
B ∈ Uq(b̂
+). If for any singular weight vector v we have that A v = B v, then
A ≡ B mod J.
Theorem 3 Universal weight functions are subject to the following relations:
(i) For each irreducible finite-dimensional Uq(ĝlN )-module V with a singular vector
v two weight functions are equal:
wNV (t¯[n¯]) = BV (t¯[n¯]).
(ii)
wNV (t¯[n¯]) = wˆ
N
V (t¯[n¯]).
(iii) Consider Uq(b̂
+) as an algebra over C[[(q − 1)]], then
β(t¯[n¯]) W
N (t¯[n¯])
N−1∏
a=1
na∏
ℓ=1
k+a (t
a
ℓ ) ≡ BV (t¯[n¯]) mod J.
(iv)
WN (t¯[n¯])
N−1∏
a=1
na∏
ℓ=1
k+a (t
a
ℓ ) ≡ Wˆ
N (t¯[n¯])
N−1∏
a=1
na∏
ℓ=1
kˆ+a+1(t
a
ℓ ) mod J.
Proof. (i) Since both wNV (t¯[n¯]) and BV (t¯[n¯]) have the same comultiplication properties
(cf. [KPT]), it follows from the Proposition 6.1 that for any set of evaluation Uq(ĝlN)
modules Mλi(zi)
wN1g(z0)⊗Mλ1(z1)⊗···⊗Mλk(zk)
(t¯[n¯]) = B1g(z0)⊗Mλ1(z1)⊗···⊗Mλk(zk)(t¯[n¯])
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for any tensor product of evaluation modules and a one-dimensional module 1g(z0), in
which every Lii(z) acts by multiplication on g(z0) (both weight functions in consid-
eration are trivial for one-dimensional modules). Then we can apply classical result
of [CP]: every irreducible finite-dimensional Uq(ĝlN)-module with a singular vector v
is isomorphic to a subquotient of a tensor product of one-dimensional modules and of
evaluation modules, generated by the tensor product of their weight singular vectors.
The singular vector corresponds to the image tensor product of singular vectors within
this isomorphism.
(ii) It follows from (i) and the fact proved in [KP] that
wˆNV (t¯[n¯]) = BV (t¯[n¯]).
(iii) It follows from (i) and Lemma 6.2.
(iv) It follows from (ii) and Lemma 6.2. 
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A Analytical properties of composed currents
In this appendix we reformulate the Serre relations in terms of the composed currents.
We start from the following properties of the ‘regularized’ products of usual total
currents:
(i) B1(z, w) = (q
−1z − qw)Fi(z)Fi(w) vanish at z = w: B1(z, z) = 0;
(ii) B2(z1, z2, z3) = (z1 − z2)(qz2 − q
−1z3)(q
−1z1 − qz3)Fi(z1)Fi+1(z2)Fi(z3) vanish at
z1 = z2 = q
−2z3: B2(z, z, q
2z) = 0;
(iii) B3(z1, z2, z3) = (qz1 − q
−1z2)(z2 − z3)(q
−1z1 − qz3)Fi+1(z1)Fi(z2)Fi+1(z3) vanish
at z1 = z2 = q
2z3: B3(z, z, q
−2z) = 0.
The property (i) follows from the commutation relations (3.10) written as
B1(z, w) = −B1(w, z).
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The properties (ii) and (iii) can be obtained from the Serre relations (3.11) and delta-
function identities [E]. Note that the antisymmetry of B1(z, w) implies B2(z, w, u) =
−B2(u, w, z) and B3(z, w, u) = −B3(u, w, z).
Let us demonstrate how one can derive the commutation relation between Fi(z) and
the composed current Fi+2,i(w) defined as Fi+2,i(w) = u
−1(u − w)Fi(u)Fi+1(w)
∣∣∣
u=w
=
(q−1 − q)Fi+1(w)Fi(w). Using B2(z, w, u) = −B2(u, w, z) we have
4
Fi(z)Fi+2,i(w) = w
−1 z
−1
(1− w/z)
qz−1
(1− q2w/z)
B2(w,w, z) .
On the other hand
q−1 − qz/w
1− z/w
Fi+2,i(w)Fi(z) = w
−1 q
−1w−1
(1− q−2z/w)
w−1
(1− z/w)
B2(w,w, z) .
Now, the property (ii) means
qz−1
1− q2w/z
B2(w,w, z) = −
q−1w−1
1− q−2z/w
B2(w,w, z) .
The equality B2(z, z, z) = 0, which follows from (i), means
z−1
1− w/z
B2(w,w, z) = −
w−1
1 − z/w
B2(w,w, z) .
This proves the commutation relation:
Fi+1,i(z)Fi+2,i(w) =
q−1 − qz/w
1− z/w
Fi+2,i(w)Fi+1,i(z) . (A.1)
It follows from this commutation relation, the commutation relation between Fi+1,i(z)
and Fi,i−1(w) and the definition Fi+2,i−1(w) = (q
−1 − q)Fi+2,i(w)Fi,i−1(w) that
Fi+1,i(z)Fi+2,i−1(w) = Fi+2,i−1(w)Fi+1,i(z) . (A.2)
Generalizing relations (A.1), (A.2) we obtain:
Proposition A.1 For any i > j > k > l we have the following commutation relations
Fjk(z)Fik(w) =
q−1 − qz/w
1− z/w
Fik(w)Fjk(z) , (A.3)
Fik(z)Fij(w) =
q−1 − qz/w
1− z/w
Fij(w)Fik(z) , (A.4)
Fjk(z)Fil(w) = Fil(w)Fjk(z) , (A.5)
q−1 − qw/z
1− w/z
Fij(z)Fij(w) =
q−1 − qz/w
1− z/w
Fij(w)Fij(z) . (A.6)
4Rational function 1
1−x
should be always understood as formal series
∑
n≥0 x
n.
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B Proof of the Lemma 4.3
Before proving this lemma we formulate several preliminary propositions.
For any j = 1, ..., N − 1 denote by Uj the subalgebra of U f formed by the modes
of Fj(t), . . . , FN−1(t). Let U
ε
j = Uj ∩ Ker ε be the corresponding augmentation ideal.
Let m¯j = {mj, mj+1, . . . , mN−1} be a collection of non-negative integers satisfying
admissibility conditions: mj ≥ mj+1 ≥ · · · ≥ mN−1 ≥ mN = 0. Set m¯j+1 =
{mj+1, . . . , mN−1}.
Proposition B.1 For the product F(t¯j[mj ]) and string S
j+1
m¯j+1(t¯
j+1
[mj+1]
) we have a formal
series equality
F(t¯j[mj ]) · P
−
(
Sj+1m¯j+1(t¯
j+1
[mj+1]
)
)
=
N−1∏
i=j
1
(mi −mi+1)!
×
Sym
t
j
[mj ]
(
Sjm¯j (t¯
j
[mj ]
)
N−1∏
a=j+1
Sym
t¯
j+1
[mj+1−ma,mj+1−ma+1]
U(tjmj−mj+1+1, . . . , t
j
mj
; tj+11 , . . . , t
j+1
mj+1
)
)
mod P−
(
Uεj+1
)
· Uj ,
(B.1)
where a symbol
N−1∏
a=j+1
Sym
t¯
j+1
[mj+1−ma,mj+1−ma+1]
is a composition of the corresponding q-
symmetrizations: Sym
t¯
j+1
[0,mj+1−mj+2]
· · · Sym
t¯
j+1
[mj+1−mN−1,mj+1]
. If admissibility condi-
tions mj ≥ mj+1 ≥ · · · ≥ mN−1 ≥ 0 are not satisfied then the right hand side of (B.1)
is zero modulo P−
(
Uεj+1
)
· Uj.
Proof. The Proposition B.1 can be proved along the same lines as it was done in the
Appendix C of the paper [KP]. To perform this proof the reader should use formulas
for the commutations of the composed currents gathered in the Appendix A of this
paper. 
Lemma B.2 Rational series Sym
t¯
j+2
[mj+2]
· · ·Sym t¯N−2
[mN−2]
Sym t¯N−1
[mN−1]
Y (t¯m¯j+1) is sym-
metric in each group of variables {tj+1mj+1−ma+1, . . . , t
j+1
mj+1−ma+1
} for a = j+1, . . . , N−1.
Proof. This Lemma can be proved by induction. The case of j = N−3 follows from the
fact proved in [KP1] that the q-symmetrization of the formal series (4.36) Sym v¯ U(u¯; v¯)
is the symmetric series with respect to the set of variables u¯. For j < N − 3 induction
follows from the same fact, property of q-symmetrization (4.15) and the formula
U(u1, . . . , uk; v1, . . . , vk) = Σ(us+1, . . . , uk; v1, . . . , vs)×
U(u1, . . . , us; v1, . . . , vs)U(us+1, . . . , uk; vs+1, . . . , vk) ,
where 0 ≤ s ≤ k and Σ(us+1, . . . , uk; v1, . . . , vs) is a symmetric function with respect
to each set of variables {us+1, . . . , uk} and {v1, . . . , vs}. 
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Proposition B.3 There is a formal series equality
F(t¯j[mj ]) · Sym t¯[m¯j+1]
(
Y (t¯[m¯j+1]) · P
−
(
Sj+1m¯j+1(t¯
j+1
[mj+1]
)
))
=
=
1
(mj −mj+1)!
Sym t¯[m¯j ]
(
Y (t¯[m¯j ]) · S
j
m¯j (t¯
j
[mj ]
)
)
mod P−
(
Uεj+1
)
· Uj
(B.2)
is admissibility conditions mj ≥ mj+1 ≥ · · · ≥ mN−1 ≥ 0 are satisfied; otherwise the
right hand side of the equality (B.2) is zero modulo P−
(
Uεj+1
)
· Uj.
Proof. Lemma B.2 implies the following relation
Sym
t¯
j+1
[mj+1]
(
Sym
t¯
j+2
[mj+2]
· · ·Sym t¯N−1
[mN−1]
Y (t¯m¯j+1)×
×
N−1∏
a=j+1
Sym
t¯
j+1
[mj+1−ma,mj+1−ma+1]
U
(
t¯j[mj ,mj−mj+1]; t¯
j+1
[mj+1]
))
= (B.3)
=
N−1∏
a=j+1
(ma −ma+1)! Sym t¯[m¯j+1]
Y (t¯m¯j ) .
The q-symmetrization Sym t¯[m¯j+1]
in the left hand side of (B.2) do not affect the formal
series depending on the variables t¯j[mj ]. This means that the left hand side of (B.2) can
be written in the form Sym t¯[m¯j+1]
(
Y (t¯[m¯j+1]) · F(t¯
j
[mj ]
) · P−
(
Sj+1m¯j+1(t¯
j+1
[mj+1]
)
))
. Then,
substituting (B.1) into this expression, and using (B.3) we obtain the right hand side
of (B.2). 
Proposition B.4 The projection P−
(
F(t¯[m¯2])
)
can be presented as
N−1∏
a=2
1
(ma −ma+1)!
Sym t¯[m¯2]
(
Y (t¯[m¯2]) P
−
(
S2m¯2(t¯
2
[m2]
)
))
mod P− (Uε3 ) · U2 (B.4)
if admissibility conditions m2 ≥ m3 ≥ · · · ≥ mN−2 ≥ mN−1 ≥ mN = 0 are satisfied
and is zero modulo P− (Uε3 ) · U2 otherwise.
Proof. The statement of the Proposition B.4 is a particular case of the following formal
series equality
P−
(
F(t¯[m¯2])
)
=
N−1∏
a=j+1
1
(ma −ma+1)!
P−
(
F(t¯2[m2]) · · ·F(t¯
j−1
[mj−1]
)× (B.5)
F(t¯j[mj ]) Sym t¯[m¯j+1]
(
Y (t¯[m¯j+1]) S
j+1
m¯j+1(t¯
j+1
[mj+1]
)
))
mod P−
(
Uεj+2
)
· U2 .
We prove (B.5) by induction. Indeed it is correct for j = N−1. Suppose that it is valid
for some j ≤ N − 1. Using the property (3.19) and taking into account (3.18) one can
replace the string Sj+1m¯j+1(t¯
j+1
[mj+1]
) in the right hand side of (B.5) by its negative projection
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P−
(
Sj+1m¯j+1(t¯
j+1
[mj+1]
)
)
. From the Proposition B.3 we obtain the right hand side of (B.5) for
j−1, using also the facts that P−
(
F(t¯2[m2]) · · · F(t¯
j−1
[mj−1]
)P−(Uεj+1) ·Uj
)
⊂ P−(Uεj+1) ·U2
and P−(Uεj+2) · U2 ⊂ P
−(Uεj+1) · U2. If the admissibility condition is not satisfied for
some j ≥ 2, namely, mj < mj+1, then according to the Proposition B.3 the product
F(t¯j[mj ]) Sym t¯[m¯j+1]
(
Y (t¯[m¯j+1]) S
j+1
m¯j+1(t¯
j+1
[mj+1]
)
)
is zero modulo elements from P−(Uεj+1) ·
Uj. Due to the commutativity of the modes of the currents Fk[n], k = 2, . . . , j−1 with
any element from Uεj+1 we conclude that in this case the right hand side of (B.4) is zero
modulo P−(Uεj+1) · U2 ⊂ P
−(Uε3 ) · U2. 
Proof of the Lemma 4.3. For the calculation of projection P+
(
F(t¯1[n1])P
−
(
F(t¯[m¯2])
))
we substitute P−
(
F(t¯[m¯2])
)
using (B.4). Since any element of Uε3 commutes with the
current F1(t), elements of P
− (Uε3 )·U2 do not contribute: P
+
(
F(t¯1[n1])·P
− (Uε3 )·U2
)
= 0.
Then we have
N−1∏
a=2
1
(ma −ma+1)!
P+
(
F(t¯1[n1]) Sym t¯[m¯2]
(
Y (t¯[m¯2])P
−
(
S2m¯2(t¯
2
[m2]
)
)))
,
where mN = 0. The latter expression is non-zero due to the Proposition B.3 only if
m2 ≤ n1 and is equal to the right hand side of (4.42). 
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Phys., 145 (2005), no. 1, 1373–1399.
[KPT] Khoroshkin, S., Pakuliak, S, Tarasov, V. Off-shell Bethe vectors and Drinfeld
currents. Journal of Geometry and Physics 57 (2007), 1713–1732.
[KP] Khoroshkin, S., Pakuliak, S. A computation of an universal weight func-
tion for the quantum affine algebra Uq(ĝlN). Preprint ITEP-TH-66/06,
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