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Abstract
We numerically study non-equilibrium transport phenomena in a superconducting detector using the time-dependent
Ginzburg-Landau equation coupled with the heat diﬀusion andMaxwell equations. The simulation shows a dynamical
transition from the superconducting to the resistive states via incident particle’s energy higher than kBTc. We also
discuss the applicability of our method to a superconducting single-photon detector.
c© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of ISS Program Committee.
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1. Introduction
A superconducting detector is an interesting and useful superconducting device. Its eﬀectiveness allows sensitive
detection of particles such as photon [1, 2, 3], neutron [4, 5, 6], molecules [7, 8, 9], etc. The physics in the super-
conducting detectors is based on non-equilibrium transport phenomena and heating eﬀects in superconductivity. A
large-scale simulation of them is desirable for studying the elementary dynamics and the suppression of undesired
eﬀects (e.g., dark counts [10, 11]). We note that a simulation for a two-dimensional superconducting detector was
performed by Zotova and Vodolazov [12].
Two of the present authors (MM and TK), Kato, and Ishida [4, 5, 6] developed a method for studying a super-
conducting neutron detector. This approach was constructed in order to simulate dynamical response of10B-enriched
MgB2 superconducting thin ﬁlms after the nuclear reaction between the isotope
10B and neutron. The goal of the
present paper is to apply this approach to systematic and quantitative simulations for dynamical response of a super-
conducting nanowire single-photon detector (SNSPD), made of NbN thin ﬁlms. It is worth mentioning diﬀerences
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between a SNSPD and a MgB2-based neutron detector. In the former case, a single photon with deﬁnite energy
(∼ 1 eV) lands on the top surface of a superconducting thin ﬁlm and a hot-spot may appear there. In the latter case,
α particles randomly running into the sample generate heat sources. Thus, the input energy in a SNSPD is directly
related to the properties of the initial hot-spot (e.g., spot size). This means that the studies of a SNSPD require more
quantitative simulations. In addition, the superconducting state relevant to a SNSPD is quite diﬀerent from the state
in a MgB2-based neutron detector. Typically, a SNSPD operates at temperature much lower than the superconduct-
ing transition temperature of NbN. A bias current close to the critical current may lead to a transition to a resistive
state even at such a low-temperature region, after a single photon comes into a detector. In contrast, the situation
of a MgB2-based neutron detector is similar to a superconducting transition edge sensor [13] for X-ray because the
detector operates in the vicinity of Tc. It is necessary for systematic simulations of a SNSPD and understanding its
detection mechanism to seek a plausible non-equilibrium superconducting state.
In this paper, we numerically simulate a superconducting detector using the time-dependent Ginzburg-Landau
(TDGL) equation coupled with the heat-diﬀusion and Maxwell equations [4, 5, 6, 14]. When an incident particle
brings a large enough temperature increase, a superconductor dynamically transits to its resistive state. Furthermore,
we discuss how the present simulation is related with a SNSPD.
2. Formulation
The dimensionless TDGL equation with respect to the superconducting gap function Δ(t,r) is
−D−1 ∂Δ
∂t
= (−i∇ − A)2Δ − (1 − T )Δ + |Δ|2Δ + ζ, (1)
where A(t,r) is the vector potential and T (t,r) is the local temperature normalized by Tc. The spatial variables
are normalized by the coherence length ξ at T = 0. The temporal variable is normalized by t0 = π/96kBTc (
2.5×10−2 ps). The dimensionless relaxation time D [15] is 1/12. The last term ζ in Eq. (1) describes ﬂuctuations from
thermal quasi-particle excitations. The complex random force ζ(t,r) is a Gaussian white noise subject to 〈ζ(t,r)〉 = 0
and 〈ζ(t,r)ζ∗(t′,r ′)〉 = D(ξh/ξ)3T (t,r)δ(t − t′)δ(3)(r − r ′), where ξh = (4πkBTc/H2c )1/3 and Hc is the thermodynamic
critical ﬁeld at T = 0. The symbol 〈. . .〉 indicates ensemble average.
The dimensionless Maxwell equation is
κ2∇ × B = −∂A
∂t
+ Re[Δ∗(−i∇ − A)Δ] + η, B = ∇ × A, (2)
where κ is the GL parameter. The magnetic ﬁeld B is normalized by the upper critical ﬁeld Hc2 at T = 0. The boundary
condition with respect to B is described by a function of the bias current. The term η is the Johnson-Nyquist noise in
the bias current. Each component of η(t,r) is an independent real random ﬁeld described as a Gaussian white noise
〈ηa(t,r)〉 = 0 and 〈ηa(t,r)ηb(t′,r ′)〉 = δab(ξh/ξ)3T (t,r)δ(t − t′)δ(3)(r − r ′). In the simulations, instead of the direct
calculations of A, we use link variables in the lattice gauge theory [16].
















where s(t,r) is an external energy-source term. The speciﬁc heat for a ﬁxed volume C and the thermal conductivity
K are, respectively, normalized by C0 = kB/ξ3h and K0 = C0(ξ/t0)ξ. The last term of the right hand side describes the
heat absorption via a heat sink with temperature Tw (i.e., isothermal matter with large speciﬁc heat). The parameter α
represents a coupling constant with the heat sink. We assume that f (r) = 1 if r is on the surface of the system, while
f (r) = 0 otherwise.
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Table 1: Parameteres used in the simulations. The parameters Tw, C, and K are related with the coeﬃcients in the heat-diﬀusion equation (3). The
parameters tp and rp characterize the energy-source term (4).
Tc (K) Hc2 (kG) ξ (nm) κ Tw (K) C K/C α/C tp rp
10 100 5 2 3 5.0 × 10−3 0.72 100 14 3.2
Figure 1: Dynamical transition to a resistive state. The bias current density is 0.135 (= 0.95Jc). (a) Temperature increase in the hotspot (with
radius rp) at 32t0 on the top surface for the source magnitude sp/C. The blue dashed line indicates Tc. (b) Temporal behaviors of the normal-state
production in term of the voltage generation (in units of V0 = /2et0, where t0 = π/96kBTc). The black arrows indicate the observation points of
the superconducting gaps. See, (c) for details. (c) Snapspots of the superconducting gap functions on the top surface.
3. Results
Our system is a superconducting thin ﬁlm with thickness (||z-axis) 0.8ξ, taking a SNSPD made by NbN [3] into
account. The length along x-axis is 100ξ, while the one along y-axis is 20ξ. The bias current ﬂows along the x-axis.
The energy-source term in Eq. (3) reads
s(t,r) =
{
spθ(t)θ(tp − t) (r ∈ Ω)
0 (otherwise) , (4)
with a constant sp. The region Ω is a cylinder with height 0.8ξ (i.e., ﬁlm thickness) along the z-axis and radius of the
top and the bottom circules on the xy-plane rp. The ﬁxed input parameters in the simulations are shown in Table 1.
Without the energy-source term s, we calculate the I-V characteristics of the system and ﬁnd that the dimensionless
critical current density is Jc = 0.1416.
Now let us simulate the temporal behaviors of our system in the presence of the energy-source term (i.e., an
incident particle) with the bias current density 0.135 (= 0.95Jc). Figure 1(a) shows the specially-averaged temperature
in the hotspot (with radius rp) on the top surface at the time 32t0. The temperature reaches Tc when sp/C = 21.5.
Next, we examine the dynamical behaviors of the normal-state production for speciﬁc values of sp. We choose the two
values, sp/C = 14.2 [below Tc in Fig. 1(a)] and 28.3 [above Tc in Fig. 1(a)]. Figure 1(b) shows the voltage productions,
while Fig. 1(c) shows the snapshots of the superconducting gap functions at the time 200t0 indicated by the black
arrows in Fig. 1(b). We note that this voltage is not equal to the measured signals in superconducting detectors such as
the SNSPD’s but may correspond to a signiture of the normal-state production (i.e., transition to an eﬀective resistive
state). We ﬁnd that the superconductor dynamically transits to its resistive state with the source magnitude higher than
Tc. Thus, the present method well describes a non-equilibrium transition from the superconducting to the resistive
states in superconducting detectors.
4. Discussion
We numerically simulated the superconducting detector made by a superconducting thin ﬁlm using the TDGL
equation coupled with the heat-diﬀusion and the Maxwell equations. When the incident particle brings a large tem-
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perature increase, a superconductor dynamically transits to its resistive state.
Finally, we discuss the applicability of the present formulation and techniques to the SNSPD’s. First, let us
investigate the energy of incident photon. The input energy in the simulations is given as Einput = sptpV with the
volume of the cylindrical region Ω, V . A photon’s energy for the quantum key distribution is roughly estimated as
1 eV since visible light is typically used [11]. Using the parameters in Table 1, we ﬁnd that sp/C = 0.071 for a
single photon. However, in the simulations, it is necessary for the temerature increase beyond Tc to take sp/C greater
than 21.5, as shown in Fig. 1(a). Eventually, we ﬁnd that our “detector” works when the incident photon’s energy
is greater than 300 eV. This discrepancy will be solved by improving the present heat-sink model. We assume that
the heat sink uniformly surrounds the entire of the system. Thus, the heating eﬀect may be strongly suppressed. In
the real superconducting devices, their substrate must be the main absorber of Joule heat, although the escape of
heat from the thermal radiation may occur. Therefore, the inhomogeneity of coupling with the heat sink is needed
be considerd. We also mention that the present threshold energy is the same order as the threshold energy of a
superconducting nano-stripline detector for molecule/ion detections [7, 8, 9]. A hot-spot formation is considered to
be the main detection mechanism for ion detections [9]. Our simulation may correspond to this scenario. However,
diﬀerent proposals including thermal-unbinding of vortex-antivortex pairs for the detection mechanism of a single-
photon detector are reported [17, 18]. Thus, the present large discrepancy may be related to this diﬀerent detection
mechanism. Another important issue is to dynamically describe a recovery process of superconductivity. In the
simulations, the superconducting state never recovers after the transition to the resistive state since the constant bias
current ﬂows. However, the bias current depends on time in the typical SNSPD’s [19]; it decreases into zero with a
time constant after the transition to the resistive state. To combine this fact with the present method, we will simulate
the superconducting recovery process.
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