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Introduction. Let
(1)
be a linear differential operator of order n ∈ N with coefficients a i (x) = ∞ j=0 a i j x j convergent for |x| < r, i = 0, . . . , n−1, and a n (x) = x m with some m ∈ N 0 . Let κ P be the Katz invariant for P , i.e. the smallest κ ∈ R such that there are no points of N P below the line {(i, j) ∈ N 0 ×Z : j = κ(i−n)+m−n} where N P = {(i, j) ∈ N 0 × Z : a i i+j = 0} is the Newton diagram for P . If κ P ≤ 0 then zero is a regular or regular singular point for P , and the well known Fuchs theorem states that the fundamental system of solutions of P u = 0 consists of convergent series of Taylor type, whose coefficients can be easily determined (cf. [CL] ). On the other hand, in the case κ P > 0, zero is an irregular singular point for P , and there exist power series solutions to P u = 0 but they need not be convergent. During the last several years a special method called multisummability was worked out to deal with divergent solutions of differential equations. By this method, starting from a formal power series solution, one constructs a holomorphic solution in a sector in C \ {0} having the formal one as its asymptotic expansion (cf. [B] , [E] , [M] ). Unfortunately, the method cannot be applied directly to the study of the Cauchy problem. We shall describe how the Cauchy problem can be treated by a method based on the Mellin transformation. We shall concentrate on the study of the Cauchy problem for the homogeneous equation P u = 0 where P is a 1-regular operator , i.e. an operator with κ P ≤ 1. Observe that any operator P with κ P > 0 can be reduced to a 1-regular operator P by the change of variable x = x κ P . The coefficients of P are analytic functions in the variable x 1/κ P , but this should not cause any essential difficulties.
Our method of treatment of the Cauchy problem for P u = 0 with the Cauchy data at a non-singular point 0 < t < r can be described as follows. Firstly, we note that any 1-regular operator P given by (1) with a n (x) = x 2n can be written in the form
where Q is a polynomial of degree n and g i , i = 0, . . . , n − 1, are functions analytic in the disc B(r) and vanishing at zero. Next, after the change of variable s(x) = exp{1/t − 1/x} the original Cauchy problem is transformed into the one for the equation R(s, sd/ds)w = 0 with the Cauchy data at 1, where
The operator R has a regular singular point at zero and its coefficients g i , i = 0, . . . , n − 1, are generalized analytic functions, i.e. they can be represented in the form
−α/t dα with some entire functions ψ i , i = 0, . . . , n − 1, of exponential growth. Now, applying the Mellin transformation we obtain a convolution equation for the function G(z) :=
where A(α, z) = n−1 i=0 ψ i (α)(z − α) i and Φ is a polynomial determined by the Cauchy data. We solve the convolution equation by the method of successive approximations. Its solution G is a holomorphic function on C \ m µ=1 (̺ µ + R + ), where ̺ 1 , . . . , ̺ m are the roots of Q. Furthermore, assuming that arg(̺ ν −̺ µ ) = 0 for any 1 ≤ ν < µ ≤ m, the jump of G across the half-line ̺ µ + R + is a Laplace ultradistribution S µ , µ = 1, . . . , m, on the half-line. Finally, the solution to the Cauchy problem for Rw = 0 is given by w(s) = By B(r) (resp. C) we denote the universal covering space of the punctured disc B(r) \ {0} (resp. C \ {0}). A point z ∈ B(r) is written as z = |z|e i arg z with 0 < |z| < r and arg z ∈ R.
By a left (resp. right) tubular neighbourhood of a ray
For ̺ ∈ C and θ − < θ + with θ + − θ − < 2π we set
) is interpreted as a subset of C \ {̺}. For θ ∈ R and ω ∈ R we set Ω θ ω = {z ∈ C : cos θ log |z| − sin θ arg z < ω}.
For z ∈ C we put z = 1 + |z|.
1. Generalized analytic functions, the Laplace and Mellin transformations. To fit our purposes we slightly modify the theory of generalized analytic functions given in [Z] , and the definitions of the Laplace and Mellin transformations. We do not give the proofs of the stated facts since the proofs follow the ones given in [Z] , [ L2] and [ L3] .
where a < θ ω means that ae
is a sequence of positive numbers satisfying conditions (M.1), (M.2) and (M.3) of [K] , we obtain the space of Laplace ultradistributions L
Observe that the function Γ θ ∋ y → exp z (y) := e yz belongs to L * (ω) (Γ θ ) where * = ∅ or (M p ) if and only if Re(e iθ z) < ωe iθ . Thus, we can define the
The space GAF(L * ′ (ω) (l θ )) can be characterized (cf. [ L2] , Th. 6) as the set of w ∈ O(Ω θ ωe iθ ) such that for any a < θ ω one can find k < ∞ such that
where γ θ t = {s ∈ C : s = t exp{−e −iθ r}, 0 ≤ r < ∞} with the orientation reverse to that induced by the above parametrization. Then M θ t w is holomorphic on {Re((z − ̺)e −iθ ) < 0}. Since the integration curve γ θ t in (4) can be replaced by γ
where M * is the growth function of the sequence (M p ) given by
Moreover, the boundary value of
. Analogously, using the decomposition (3), we define the Mellin transform of w ∈ GAF(L * ′ (ω) (Γ θ )), which is a holomorphic function on C \ Γ θ and satisfies appropriate estimates.
The Mellin transformation has the following operational property, which makes it useful in the study of the Cauchy problem.
If w ∈ GAF(L * ′ (ω) (Γ θ )) and t ∈ Ω θ ωe iθ then for i ∈ N 0 ,
where W i is a polynomial of degree ≤ i − 1 depending on w(t), . . . , w (i−1) (t).
2. The main result. Let P be a differential operator (1) with coefficients analytic in B(r), r > 0. Assume that P is 1-regular and a n (x) = x 2n . Then for i = 0, . . . , n − 1, a i (x) = ∞ j=2i a i j x j for |x| < r. Furthermore, it follows by Lemma 1.3 of Chapter 4 of [T] that P can be written in the form (2), where
j for |x| < r, i = 0, . . . , n − 1. Fix 0 < t < r and consider the Cauchy problem
It is well known that the solution u of (8) is unique and it extends holomorphically to a function on B(r). Our aim is to represent the u in the form of Laplace type integrals. To formulate the main result denote by ̺ 1 , . . . , ̺ m the roots of Q with multiplicities k 1 , . . . , k m , respectively. Define the set Θ s of singular directions by
. Choose θ ∈ Θ s such that t ∈ (r/2)B(e iθ ; 1) and denote by θ − (resp. θ + ) the greatest (resp. smallest) singular direction less (resp. greater) than θ (θ ± = ±∞ if Θ s = ∅).
Main Theorem. Let P be a 1-regular operator (2). Fix 0 < t < r and retain the preceding notations. Then the unique solution u of the Cauchy problem (8) is given by
, where ω = (cos(θ/t) − 1/r)e −iθ and
Furthermore, S µ , µ = 1, . . . , m, restricted to ̺ µ +l θ extends holomorphically to a function Ψ µ ∈ O(S(̺ µ ; (θ − , θ + ))) such that for any r ′ < r and θ − < θ
for θ − ≤ arg γ ≤ θ + with some C < ∞. Thus, for any θ − < θ ′ < θ + , u can be written in the form
where the regularization of the integral is distributional if k µ = 1 and ultradistributional of class p!(p/log p)
Remark. We conjecture that Ψ µ is a multivalued holomorphic function on C with the set of branching points {̺ 1 , . . . , ̺ µ }.
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3. Auxiliary lemmas. In the proof of the main theorem we shall use the following lemmas.
P r o o f. We can consider only the case z = x ∈ R + . Let 0 < γ ≤ x. By induction we show that
which is bounded by 1 ν! log ν (1 + γ). In fact, I 1 (γ, x) = log 1+x 1+x−γ and for ν ≥ 2 we derive
which is bounded by
Lemma 2. Let |Ψ (γ)| ≤ Ce |γ|/r for γ ∈ e iθ + l θ with r > 0. Then the integral w θ (s) =
converges on the set of s ∈ C such that s/e ∈ Ω θ −1/r and u θ (x) = w θ (exp{1 − 1/x}) is defined in the disc (r/2)B(e iθ ; 1).
and the integral converges if 1/r + Re(e iθ log(s/e)) = 1/r + cos θ log(|s|/e) − sin θ arg s < 0.
To prove the second statement observe that for s = exp{1 − 1/x} we have log(|s|/e) = − Re(1/x) = − Re x/|x| 2 and arg
Re(e −iθ x)|x| −2 > r −1 and hence x ∈ (r/2)B(e iθ ; 1).
P r o o f. By (8) we have, for ̺ > 1,
p(log ̺ + s log log p − s log p)).
To compute the supremum define g(̺, x) = x(log ̺ + s log log x − s log x) for x > 1, ̺ > 0.
Since g ′ x (̺, x) = log ̺ + s log log x − s log x + s/log x − s, for ̺ ≥ e s there exists a unique x(̺) ≥ e such that g
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4. Proof of the main theorem. Let P be given by (2), where Q is a polynomial of degree n and g
. . , n−1, are functions analytic in the disc B(r), r > 0. Consider the Cauchy problem (8). Putting, if necessary, x ′ = x/t we can assume that t = 1 and r > 1. Observe that by the change of independent variable s(x) = exp{1 − 1/x}, (8) is transformed into
Since lim s→0 g i (s) = 0 for i = 0, . . . , n − 1, we have obtained an equation with a regular singular point at zero, but with coefficients which are generalized analytic functions of the form (cf. [Z] , Th. 14.1)
where
The equations of this type were studied by Bogdan Ziemian in [Z] . Under suitable conditions he proved the existence of generalized analytic solutions with positive radii of convergence. However his theorem ( [Z] , Theorem 16.2) cannot be applied here without additional assumptions on the functions g i and does not guarantee that the radius of convergence of a solution is greater than 1.
We shall solve (13) by applying the Mellin transformation. Fix a nonsingular direction θ ∈ Θ s such that cos θ > 1/r (this assumption ensures that 1 ∈ Ω θ −1/r ). Observe that by (14) and (7),
where W i is a polynomial of degree ≤ i − 1, i = 0, . . . , n − 1. Thus applying the Mellin transformation to (13) we get the convolution equation
and Φ is a polynomial of degree ≤ n − 1 depending on w 0 , . . . , w n−1 . We solve (15) by the approximation scheme
where for γ ∈ l θ , ν ∈ N,
So by Lemma 1,
Now assume that z is close to ̺ µ with a fixed µ ∈ {1, . . . , m}. To shorten
Finally, since
′ /(r ′ − 1) and Γ is the Euler function), we obtain, with C independent of d,
Now, observe that θ can be changed within the interval (θ − , θ + ), where θ − (resp. θ + ) is the greatest (resp. smallest) singular direction less (resp. greater) than θ. Also β can be chosen arbitrarily small positive. Thus, restriction of G θ to a small left (resp. right) tubular neighbourhood of ̺ µ +l θ extends to a holomorphic function defined on θ − < arg(z − ̺ µ ) ≤ 0 (resp. 0 ≤ arg(z − ̺ 1 ) < θ + ). The extension of G θ obtained this way also satisfies ( to an open ray ̺ µ + l θ is analytic, and extends holomorphically to a function Ψ µ defined in a sector S(̺ µ ; (θ − , θ + )). To estimate Ψ µ put (with k = k µ )
where A(α, z) = A θ ′ (α, z) for (α, z) as above, θ − < θ ′ < θ + . Since
