ABSTRACT In this paper, we propose a niching Pareto ant colony optimization (NPACO) algorithm to solve the bi-objective pathfinding problem. First, based on a planar navigable data model, three different searching area restricted methods are proposed and compared. In addition, a node simplification strategy is introduced to simplify nodes that exist in network branch loops, eliminating the redundant search time in the branch loops. Afterward, we propose the elitist ants and weakened strategy for an ACO to overcome the problem caused by the impact of accumulated pheromone on the suboptimal path and apply the strategy to a PACO for urban city pathfinding. Finally, the niching method is adopted to simultaneously locate and maintain multiple optimal solutions to increase search robustness. The experimental results show that the NPACO with a restricted and simplified search area returns a Pareto optimal solution set that is uniformly distributed along the Pareto frontier with low computational complexity.
I. INTRODUCTION
The popularity of cars has brought convenience to people's lives, but also brought a series of problems, such as traffic congestion, traffic accidents and exhaust pollution. To some extent, Intelligent Transportation Systems (ITS) [1] can alleviate these problems. The path planning, one of the popular fields studied in ITS, can help drivers to choose a better path for avoiding congestion. At the same time, it can also save travel time to reduce exhaust emissions. Two different types of path planning are most commonly discussed, which are single-objective and multi-objective. For example, if the people just consider one factor when choosing roads, such as the length of the path, or the number of red lights, it would be a single-objective path planning problem. On the other hand, when more than two factors are considered, it becomes to a multi-objective problem. Actually, multi-objective is an extension of bi-objective, so we focus on bi-objective in this work. 1 The bi-objective shortest path (BSP) problem involves finding an efficient path that satisfies several conflicting conditions. In the pathfinding problem, the objectives are often the shortest path length, minimum fare and minimum 1 We also discuss the exact differences between multi-objective and bi-objective problems in Section III, Subsection D. accident rate. In general, there is no single solution that simultaneously accomplishes all the objectives of a bi-objective optimization problem. Sometimes, compromises must be made regarding some of the objectives.
The BSP problem is an NP-hard problem; thus, the number of efficient solutions and the amount of computation may exponentially increase with the number of nodes [2] . The BSP can be solved by utilizing the following [3] : (1) Top-K query [4] , which typically involves assigning a weight to each objective and combining the values of the weighted criteria into a single value; (2) the lexicographic approach [5] , the basic idea of which is to assign different priorities to different objectives and then to focus on the optimal solutions according to their priority; (3) the Pareto approach [6] - [8] , a multi-objective algorithm that returns a set of non-dominated solutions to the user. In a number of Pareto approaches, PACO has three main advantages [9] . First, it can handle complex project interactions and constraints better than many other metaheuristics. Second, it is robust with respect to various problem characteristics. Third, heuristic information can easily be input into the algorithm. Also, the problem that arises because PACO has a tendency to converge to a single solution, which means that all solutions easily become nearly identical, can be overcome.
We propose a niching Pareto ant colony optimization, which is an extension of the traditional ant colony optimization (ACO), to solve the bi-objective path planning problem for an urban city [10] . Our algorithm can achieve the Pareto optimal solutions in a reasonable amount of time and, simultaneously, can provide users with diverse choices, which means that the solutions are uniformly distributed along the Pareto frontier. Our main contributions are as follows.
• A feasible algorithm for the bi-objective pathfinding problem: We propose NPACO, which is implemented with a restricted search area and simplified road networks and combines the elitist ants and weakened strategy with niching methods. It can return the Pareto optimal solutions with sufficient diversity.
• Thorough experiments on real transportation datasets:
We perform thorough experiments on the transportation networks of Fuzhou, China. The experimental results show that our NPACO outperforms the traditional methods with respect to both speed and validity for biobjective pathfinding.
The remainder of this paper is organized as follows. In Section II, the problem is stated, and some existing works are reviewed. Section III presents the research motivation and provides details of the proposed methodologies. Computational experiments and analysis of the algorithms are discussed in Section IV. Section V concludes the paper and proposes future works.
II. RELATED WORK
In solving the multi-objective optimization problem, Freitas [3] addressed the problem of how to evaluate the quality of a model built based on the data of a multiobjective optimization scenario. The lexicographic approach and the Pareto approach are more often used to cope with multi-objective data mining problems than the conventional weighted-formula approach. al Chami et al. [5] used their model with a lexicographic approach to solve a bi-objective selective pickup and delivery problem with time windows and paired demands, while Doerner et al. [9] explored different heuristic approaches to solve the combinatorial optimization problem by applying PACO, Pareto simulated annealing and the non-dominated sorting genetic algorithm to 18 heterogeneous random problem instances and one instance involving real-world data. With regard to the multi-objective shortest path problem, Mora et al. [11] proposed a study on different coarse-grained distribution schemes dealing with multiobjective ant colony based on Pareto Set. PACO was found to be the most efficient. Then, Lopez-Ibanez and Stutzle [12] proposed a formulation of algorithmic components that sufficed to describe most multi-objective ACO algorithms.
Regarding PACO applications, Baran and Schaerer [13] used their model to solve the vehicle routing problem, using two ant colonies to minimize the total length. Mora et al. [14] proposed a family of multi-objective ant colony optimization to solve the military pathfinding problem. Jia et al. [15] used the PACO algorithm to address a bi-objective scheduling problem on parallel batch processing machines with dynamic job arrivals and non-identical job sizes to minimize the makespan and total electricity cost. Hou et al. [16] integrated remote sensing, GIS and the Pareto ant colony algorithm (PACA) to optimize the large-scale, multi-objective allocation of water resources. Pasia et al. [17] improved PACO by incorporating the path relinking mechanism and illustrated how different hybrid approaches could result in shorter computational times as well as more significant improvements in medium-size instances, serving as an exploration of the benefits of PACO incorporation. The next year, they [18] solved a vehicle routing problem with route balancing, the objectives of which were to minimize the tour length and balance the routes. Iredi et al. [19] used heterogeneous colonies in which the ants set different weights to the two objects in a colony so that they could be able to find more solutions along the Pareto front.
Niching methods have been extensively studied to maintain the diversity of solutions of both the genetic algorithm [20] , [21] and the evolutionary algorithm [6] , [22] . Angus [23] applied the niching technique to an ACO algorithm to allow the simultaneous location and maintenance of multiple areas of interest in a search space.
In this work, we propose a niching Pareto ant colony optimization to solve the bi-objective path planning problem. On the one hand, the search area of an urban transportation road network is restricted by three methods. On the other hand, ACO is improved by introducing the elitist ants and weakened strategy to alleviate the impact of accumulated pheromone above the suboptimal path. The introduction of the niching method yields solution diversity. Both the network restriction and ACO improvement cause the biobjective path planning to return a Pareto optimal solution set that is uniformly distributed along the Pareto frontier with low computational complexity.
III. NICHING PARETO ANT COLONY OPTIMIZATION ALGORITHM
In this section, we will introduce both the bi-objective shortest path problem and our solution NPACO. For the sake of convenience, we list the main mathematical symbols used in this article in TABLE 1.
A. THE BI-OBJECTIVE SHORTEST PATH PROBLEM
Consider a directed network G (N , A) , where
.., N n } is the set of nodes and VOLUME 6, 2018
} is the set of directed arcs joining the nodes in N , and a cost vector denoted by (c 1 ij ,c 2 ij ) associated with each arc (i, j). In a road network, the costs c 1 ij and c 2 ij can represent the distance and accident rate for traversing arc (i, j), respectively. The objective is to find the efficient paths from a start node S to a terminal node T , which can be formulated as follows [2] :
where x ij is a binary variable that equals to 1 if arc (i, j) exists in the efficient paths and equals to 0 otherwise. x denotes the specific constructed nodes of a solution; all solutions form a set denoted as X. Users would like to choose the solution in which both f 1 (x) and f 2 (x) are minimal, but in general, one dimension is satisfied, while the other is not.
The set of solutions that contains all decision vectors for which the corresponding objective vectors cannot be improved in any dimension without degradation is considered Pareto optimal [6] , and the solutions constitute the so-called Pareto frontier. This is the kind of solution that we are searching for. Mathematically, the concept of Pareto optimality is as follows:
Definition 1: Assume a minimization problem and consider two decision vectors x 1 , x 2 ∈ X. Then, x 1 is said to dominate x 2 (also written as
Figure 1 presents an illustration of the Pareto non-dominant solutions. There are 5 solutions. For solutions x 1 and x 2 , f 2 (x 1 ) > f 2 (x 2 ), but f 1 (x 1 ) < f 1 (x 2 ); therefore, x 1 and x 2 do not dominate each other. For solutions x 2 and x 5 , f 2 (x 2 ) < f 2 (x 5 ), and f 1 (x 2 ) < f 1 (x 5 ); therefore, x 2 dominates x 5 . 
B. RESTRICTED SEARCH AREA
Transportation networks have the apparent characteristics of a spatial distribution. Usually, there is more than one connection between two specific nodes, which is the basic difference between the sparse graphs describing the transportation networks and other planar graphs that describe the topological structure of a hierarchical structure. In the planar navigable data model, with the coordinates of S denoted as (S x , S y ) and those of T denoted as (T x , T y ), the shortest path nodes are approximately located within a circle, the center of which is S and the radius of which is the line segment d connecting S and T [24] . Furthermore, we define an ellipse, the foci of which are S and T and the semimajor axis of which is a. Each node N n in the ellipse satisfies |SN n | + |N n T | 2a. The physical meaning of this inequality is that we can ignore the case in which the path length is larger than 2a. It is convenient to consider only the nodes within the approximate ellipse. The ellipse formula is expressed as follows:
where
, and θ = tan −1 (
The calculation of (2) to determine whether each node coordinate (x, y) is within the ellipse involves frequent use of the square algorithm and the trigonometric function, which slow down the search procedure. Applying the restrict method to the bounding rectangle can resolve this dilemma. There are two bounding rectangle strategies: minimum bounding rectangle and coordinate parallel bounding rectangle. The different restricted search area approaches are shown in figure 2 .
In a minimum bounding rectangle, the 4 lines quadruple the amount of computation. Line l 1 in figure 2(a) can be expressed as follows: Line l 1 and line l 3 in figure 2(b) can be expressed as follows:
C. ROAD NETWORK SIMPLIFICATION
Although the GIS software preprocessing procedure can reduce most erroneous nodes of a road, some problems still remain, such as the existence of redundant nodes in branch loops. Road network simplification can largely reduce the pathfinding computation. It is worthwhile to take into account the risk of missing the optimal solution with the reward of saving precious time.
We show an example in figure 3 , where a user plans to travel from node S to T by choosing the shortest node according to the greedy algorithm. The number on the line represents the weight. The larger the number is, the greater the weight is, which means a worse option for the user. As shown in figure 3(a) , when we assume that the user stays at node N 4 and chooses N 5 as the next node, he will finally comes to node N 6 , whose connected node N 5 has already been visited. Therefore, he fails to reach T in this attempt. Based on his first attempt, he should put node N 6 into the forbiddenArray, where the forbidden nodes are deposited. Then, node N 5 will be forbidden in the second attempt. The simplified nodes are shown in figure 4(a) . Figure 3 (b) presents a more complex scene. For node N 3 , the next node is N 4 . For node N 6 , the next node is N 7 , after which the user has no way to advance further; thus, he will return to node N 1 , which means that the route is a circle. In this situation, we treat the route as two paths: path A = {N 3 , N 4 , N 5 , N 6 , N 7 } and path B = {N 3 , N 7 }. We compare the lengths of the two paths and put the nodes of the longer one into the forbiddenArray. The simplified network is shown in figure 4(b) .
In figure 4(b), there is another loop after the first simplification, which should be simplified again. The final network of figure 3(b) is shown in figure 5 , and the flowchart of the road network simplification is shown in figure 6 . VOLUME 6, 2018
D. PARETO ANT COLONY OPTIMIZATION
In the early 1990s, Macro Dorigo proposed the ant system (AS) [25] ; then, he presented ACO [10] , a metaheuristic used to define a common framework for all versions of an AS. The goal of traditional ACO is to select the optimal path from a certain node to another node in a network. The main idea is to let the ants to choose their behavior according to the transfer probability between nodes, and each choice will strengthen the pheromone on the path. Finally, after several iterations, the traditional algorithm converges to a path that may not be globally but locally optimal.
It has some defects. First, assigning path A is identified as the current optimal path after n iterations. Then, a shorter path B is found; as a result, A is redesignated as a suboptimal path. The pheromone above is reinforced and accumulated n times, which affects the probability of choosing the next node. The pheromone above cannot be removed instantaneously, as it was evaluated in the previous search, neither can we reset it to the origin. We therefore introduce the elitist ants and weakened strategy (EAWS) to address this issue.
The EAWS defines the ant that finds the shortest path in one iteration as an elitist ant and records the shortest path length of the current iteration as L k . Then, the EAWS reinforces the pheromone above. The times of the pheromone reinforces is recorded as n. Whenever a shorter path is found, the pheromone update rule is
, and Q is the amount of pheromone ants released. The pheromone update rule above the suboptimal path is as follows:
The time complexity of the EAWS is:
I N is the number of iterations, M denotes the number of ants, and n is the number of nodes. By introducing the concepts of multiple objectives and Pareto into the EAWS-ACO, PACO was developed. The two critical problems in PACO are the following.
Critical problem 1: Guiding an ant colony exploration towards the Pareto optimal solutions; Critical problem 2: Keeping the Pareto solutions as spread out as possible along the Pareto frontier, which is referred to as the solutions diversity problem.
For the k objectives optimization problem, the pheromone information above the arc (i, j) is stored in a vector τ k t (i, j), representing the current pheromone information. We address the above two problems by introducing some main functions of the suggested PACO as follows.
Decision rule. A feasible node N j is selected to be added to the solution vector x when the user is at N i according to a pseudo-random-proportional rule [9] , which can be expressed as follows:
where q and R k are random numbers uniformly distributed in [0, 1), q 0 is a parameter in [0, 1), which is set by the user, that represents the probability that a node is chosen. By using random factors q, Ants can not only lead within the optimal path, but also use the accumulated knowledge to find a better route. The variable N next is the next node selected according to the probability distribution given by:
Where N unvis (i) denotes the set of nodes that remain to be visited by the ant. And the meaning of other parameters in (10) can be referred to in TABLE 1. This probability distribution is biased by the parameters α and β, which determine the relative influence of the trails and the visibility, respectively. Pheromone update rule. In addition to the EAWS, we perform a local pheromone update to maintain the diversity of the solutions. The local pheromone update is performed once an artificial ant has passed an edge. When an ant passes an arc (i, j), the amount of pheromone on the elements τ k t (i, j) of the pheromone vector is decreased for each objective k. The local pheromone update rule for these elements can be expressed as follows:
Because of the local update, ants prefer those combinations of orders that have not yet been chosen. When we update the pheromone above the specific solution x, we update all the constructed arcs using (11) . As a result, the diversity of the solution provided is enhanced. Intuitively, the bi-objective problem can be changed into a multi-objective problem by transform (9) and (10) into j) . Accordingly, the multi-objective probability distribution should be considered, and we also need to update N objective pheromone in (11) . In the PACO algorithm, due to the accumulation of pheromones, most of the ants will tend to concentrate on the path having the most amount of pheromones, which may easily cause the problem of local convergence. For example, in figure 7, the solutions x 1 and x 2 is close to each other. If the axes represent path length and fare respectively, x 1 and x 2 represent almost the same choice to users, which consists of similar roads. The same situation happens to x 3 and x 4 . In a word, the solution set along Pareto frontier contains only two types of choices.
To further spread out the solutions discovered as much as possible along the Pareto frontier, we adopt the niching methods, which are illustrated in the next subsection.
E. NICHING METHODS FOR PACO
Evolutionary algorithms (EAs) have the tendency to lose diversity within their population of feasible solutions and to converge to a single solution [20] , [26] , which is the common problem of metaheuristic approaches. Niching methods are techniques that promote the formation and maintenance of stable subpopulations. Holland [27] stated that a niche is associated with a fixed payoff at every timestep. If some niches become overcrowded, it is to the advantage of individuals occupying those niches to seek out less crowded niches. The methods that utilize this concept are called sharing methods. Goldberg et al. [28] introduced fitness sharing with the sharing functions.
The niching method has recently been shown to be highly effective. It can be applied to not only the EAs but also to a series of metaheuristic approaches, as well as PACO, to maintain the multiple optima in multi-objectives optimization. It is inevitable that after some number of iterations, the pheromone above some certain paths will affect the next node chosen. In this paper, in which every Pareto solution is considered as an individual, we incorporate the niching method into PACO by enforcing the pheromone concentration above the minimum niching count solution to increase its probability to be explored as well as by decreasing the pheromone above the maximum niching count solution. The niching count of an element x i is
where C s is the number of solutions. sh(d(x i , x j )) is a function of the distance d(x i , x j ) between two solutions; it returns 1 when the elements are identical and 0 otherwise if they exceed some threshold of dissimilarity, which is specified by a constant σ shared . If the distance between two population elements is greater than or equal to σ shared , they do not affect each other's shared fitness. The most commonly used sharing functions are the following:
where the power of
is a constant (typically set to 1) and is used to regulate the shape of the sharing function. The σ shared constant can be defined as
where we adopt the Hamming distance d i as the distance measure,
The niching shared radius σ shared is shown in figure 7 .
As is shown in figure 7 , for solutions x 1 and x 2 , there is only one solution within their own niching; therefore, for both of them, the niching count is 1. For x 3 and x 4 , the niching count is 2. We can force the pheromone concentration above the minimum niching count solution to increase its probability to be explored. The theoretical definition of ACO convergence is that most ants choose the same solution during one iteration [29] . The pseudocode of the niching Pareto ant colony optimization (NPACO) algorithm is shown in Algorithm 1.
IV. SIMULATION EXPERIMENT AND ANALYSIS
In this section, we show the simulation results under different setting. The experiments in Subsection A show the performance of restricted and simplified area algorithm. And then we evaluate the elitist ants and weakened strategy on TSPlib data source. Finally, we perform our NPACO on the transportation networks of Fuzhou, China.
A. RESTRICTED AND SIMPLIFIED SEARCH AREA
Before restricting the search area, it is important to determine the semimajor axis of the ellipse mentioned above. Take the most representative area as the statistical sample. The abundant resources for vertical and horizontal transportation networks in the Gulou District reflect the superiority of the Fuzhou transportation networks. The sample area is shown in figure 8 :
Divide the selected district, which includes 180 nodes, into two sets, and calculate their Cartesian product as set C. The ratio of the Euclidean distance E ab to the shortest path VOLUME 6, 2018 Weaken the pheromone of the suboptimal path using (7); end if Perform pheromone local update using (11); Update Pareto solution set according to Definition 1; Reinforces pheromone of minimum niching count solution using (12); end while length P ab of each element in the Cartesian product is shown in figure 9 .
According to figure 9, all the ratios are above the line E ab = P ab . In addition, 95% of the ratios are below the line E ab0.95 = 1.3366P ab . 80% of the ratios are located below the line E ab0.8 = 1.2008P ab , while half of the ratios are below the line E ab0.5 = 1.1103P ab . The ratio depends on the actual distribution of the transportation network. If the network is dense and complex, E ab will approach P ab ; therefore, most R ab values will be approximately 1. Otherwise, the R ab values will be scattered about. If the R ab values are crowded together (dense network), most R ab values will be less than a certain value, which is relate to the range of the restricted search area. Without loss of generality, we take the endpoints of a diagonal as the start node and terminal node, attempting to eliminate the influence of the scale as much as possible. Consider three different network scales: 7707 nodes, 19717 nodes and 57917 nodes; the time costs of the three kinds of restricted approaches at different confidence levels are shown in TABLE 2.
According to TABLE 2, the larger the transportation network, the more restricted the time cost. Take the ellipse approach for example. When the confidence level (CL) is 0.8, 7707 nodes require 4 ms, 19717 nodes require 10 ms and 57917 nodes require 33 ms; thus, the time cost is proportional to the node scale. For the same node scale, the time cost of the ellipse approach is the greatest, followed by that of the minimum bounding rectangle, while the coordinate parallel bounding rectangle approach is the most time-efficient. After restriction, by contrast, the number of nodes of the ellipse approach is minimum. The 7707 nodes are reduced to 69.9%, the 19717 nodes are reduced to 56.7%, and the 57917 nodes are reduced to 62.5%; the statistics of the coordinate parallel bounding rectangle approach are 99.0%, 75.0% and 74.1%, respectively.
Every approach has to judge whether a node is within the restricted area. The ellipse approach's judging standard requires frequent square and trigonometric function operations, leaving no doubted that its time cost is maximum. On the contrary, the coordinate parallel bounding rectangle approach involves only the subtraction operation; therefore, it is the most time-efficient.
It is efficient to simplify the transportation network after restricting the search area. The transportation network nodes after simplification are shown in TABLE 3.
From TABLE 3, the node scale is reduced again. The time cost is again almost proportional to the node scale. In addition, the smaller the CL, the lower the node scale.
Compared to the pathfinding algorithm, both the restricted and simplified time costs are too tiny to affect the whole time cost. Focus should be placed on whether these prework time costs could compensate for the time cost reduction due to the decrease in node scale, as demonstrated in TABLE 5.
B. IMPROVED ANT COLONY OPTIMIZATION
In this subsection, we first evaluate the EAWS-ACO algorithm (denoted as EAWS for convenience) using the TSPlib data source and then apply it to a one-objective pathfinding problem.
The TSPlib data source is the universal criteria used to judge and evaluate approaches to solve the TSP(Traveling Salesman Problem) problem. In this paper, we choose pr136.tsp as the main data source. Without loss of generality, the verification process requires 500 iterations, the algorithm must be executed 100 times, and the average value is taken as the output. Whenever a solution remains unchanged over 200 iterations, we consider the algorithm as having converged. Figure 10 shows the simulation results for pr136.tsp.
As shown in figure 10 , the EAWS drops-off a little bit faster than ACO, although they both collapse at the beginning. However, after the 200th iteration, the EAWS has a tendency to converge, while ACO still requires some time. Because of the introduction of weakened strategy, when the shortest path in a single iteration is constantly strengthened, the pheromone above is higher than that of the other path, affecting the transition probability, which makes the algorithm converge faster. Moreover, whenever a better path is found, the pheromone above the last suboptimal path found is weakened, alleviating the accumulated pheromone in the formal iteration. Adopting this strategy helps to speed up the convergence of the algorithm. The relative error is often used to compare approximations of numbers of widely different sizes; it is the absolute error divided by the magnitude of the exact value. We use the relative error as the evaluation index. According to TABLE 4, the EAWS performs better than ACO regardless of the data source. Compared to the TSPlib official record, the gap is quite small. The shortest path of Pr136 is 96910, which is close to the official record of 96772, and the relative error is 0.14%. Ch130 reaches its official record of 6110. The best path of KroA100 is 21285, with the relative error being 0.01%.
Applying the EAWS to the pathfinding problem, we take the 7707 node transportation network as the data source with 100 ants in one iteration; the average time cost of the shortest pathfinding process using different restricted EAWS approaches of one ant is shown in TABLE 5. The corresponding path is shown in figure 11 . It is the final path from node 2600 to node 5800 under the different confidence intervals.
According to TABLE 5 and figure 11 , as the CL decreased, the time cost decreased, and a lower confidence level results in a smaller search range, increasing the risk of missing the shortest path. The cost of the coordinate parallel bounding rectangle restricted approach is smallest at every confidence level in TABLE 2, but it takes more time for the ants to complete each pathfinding because it has the the largest scale of searching area. So it has the largest value in TABLE 5. Instances of other scales for CL=0.8 are shown in figure 12.
C. NICHING PARETO ANT COLONY OPTIMIZATION FOR BSP
We adopt the original PACO [9] and BINAT [11] as comparison algorithms to evaluate our NPACO. The parameters setting in all the three algorithms are as follows. The iterations are set as 1000, the number of ants is 200, α is set as 2, β is set as 5, p is set as 0.5, and q 0 is set as 0.6.
We adopt different metrics, such as Hypervolume [6] , Spread [30] , PF [11] and Non-dominated Vector Generation Ratio(ONVGR) [13] , to evaluate our NPACO from different scopes. The Hypervolume computes the volume covered by a series of non-dominated solutions in target space. The higher the value is, the better the result is. The Spread illustrates the level of a set of non-dominated solutions. It takes the Euclidean distance between consecutive solutions on average and extreme distances into account, and a small value stands for a excellent result. The PF is the number of non-dominated solutions gained by the pareto solutions. The ONVGR refers to the ratio of the number of solutions to the number of solutions in the true optimal Pareto set. And a bigger value denotes a better result in theory.
We executed the three algorithms 200 times to get the true optimal Pareto set, which is formed by all the non-dominated solutions obtained during the execution. The jMetal software [31] is adopted to compute the first three metrics.
Without loss of generality, we take the 7707 node transportation network as the data source, and set 4000 as the starting node and 5800 as the terminal node. For each algorithm, we perform 20 times in two Confidence levels (0.95 and 0.8), and get the average value of every indicator. The results are shown in TABLE 6, and the best solutions from BINAT, normal PACO and NPACO are shown in figure 13 .
From TABLE 6, it is easy to find that NPACO outperforms PACO and BIANT in each metric. For instance, when CL equals to 0.95, the Hypervolume of NPACO increases by 33.28% and 16.19% than BINAT and PACO, respectively. And the Spread decreases by 3.41% and 3.07%. Furthermore, the advantages in metrics are also reflected in figure 13 . According to figure 13, none of the solutions dominate the others, and neither the fare nor the path length takes advantage of other solutions. The path length and fare cannot reach their minimum values at the same time. Obviously, the frontier of NPACO is distributed much more uniformly than that of PACO and BIANT. The distance ranges from 2000 to 2400, and only a finite number of PACO and BIANT solutions are explored, while NPACO yields a slightly continuous and compact solution set. In other words, both the PACO and the BINAT find as many non-dominated solutions as possible and return a set of non-dominated solutions to the user so that a final decision can be made. However, they cannot avoid becoming trapped in a local convergence. NPACO, which combines PACO with a niching uniform distribution mechanism, is not only an approach that supplies one or two solutions but also an absolutely multi-objective algorithm that offers a solution set at the largest scale.
In figure 14 , we list some specific paths obtained by NPACO, which are the ones with (a) the shortest path length, (b) the moderate path length and fare, and (c) the least fare. The three paths are corresponding to the solutions x 1 , x 2 and x 3 in figure 13(a) .
V. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a niching Pareto ant colony optimization to solve the bi-objective path planning problem for an urban city. We first restrict the search area and simplify the road networks to greatly decrease the pathfinding computation complexity. Then, we combine the niching method and the Pareto ant colony optimization method to guide the ant colony towards the Pareto optimal solutions rapidly. We conduct a thorough experiment on the transportation networks of the city of Fuzhou. The experimental results show that NPACO, which has a restricted search area, returns a continuous, uniform distribution along the Pareto frontier within a short amount of computing time.
In future research, the transportation network simplification methods should be applied in more comprehensive ways to reduce the number of redundant nodes, as the number of nodes has a tremendous time effect on PACO. Moreover, it is important to guarantee diverse solutions over an efficient frontier; thus, the more mature niching methods used in the genetic algorithm or evolutionary algorithm could be modified for use in PACO. In addition, the successful experiences of other heuristic algorithms, such as an initial attempt to integrate the core idea of PSA (Pareto Simulated Annealing) into NPACO to keep solutions isolated from each other, should be considered.
