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Abstract
Motivated by the widespread use of networked and/or embedded con-
trol systems, an algorithm for stabilizing sampled-data feedback control
systems with uncertainly time-varying sampling intervals is proposed. The
algorithm is an extension of that for stability analysis in the authors’ pre-
vious study, and is based on the robustness against the variation of sam-
pling intervals derived by the small-gain condition. The validity of the
algorithm is demonstrated by numerical examples.
1 Introduction
The sampled-data control theory (See [2] and references therein) has been well-
developed in the last two decades. One of the crucial properties in the devel-
opment of the sampled-data control theory is the periodicity of the closed-loop
systems which comes from periodic sampling.
We, however, recently encounter applications where periodic sampling is im-
possible. Networked and embedded control systems are typical examples, where
resources for measurement and control are restricted (See [8, 9] and references
therein) and hence the sampling operation tends to be aperiodic and uncertain.
This fact motivates the study of systems with aperiodic sampling, where ro-
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bustness against variation of sampling intervals plays a crucial role since the
sampling intervals are uncertain.
In the literature, both continuous and discrete-time models of the systems
have been used for the study. In the continuous-time approach [3, 4, 6, 13–
15, 18, 20–22] analysis and synthesis problems have been studied by using the
methodologies developed for time-delay systems [3, 4, 14, 18], hybrid systems
[15], and robust control [6, 13]. In the discrete-time approach, the state-space
matrices of an exact discrete-time model depend on the time-varying sampling
intervals in a nonlinear form. In order to avoid the difficulty, the model has been
approximated by ignoring the higher order terms of the sampling intervals in the
state-space matrices [1], or by replacing the set of possible sampling intervals by
a set of a finite number of sampling intervals [16,21]. The approximations make,
for example, the stability analysis problem tractable, however, the stability of
the original system cannot be concluded. The discrete-time approach has also
been taken in the recent reference [5] for the stability analysis, where the set
of finite number of sampling intervals have been used similarly. However, the
method in [5] can guarantee the stability of the original system by exploiting the
robustness against the variation of sampling intervals based on the small-gain
condition. Moreover, the proposed method provides less conservative results
for the numerical examples in [5] compared to the continuous-time approach
[3, 4, 6, 13–15,18,20–22].
The purpose of the present paper is to apply the method in [5] to a synthesis
problem. In particular, we will provide a synthesis algorithm of constant feed-
back gain matrix which exponentially stabilizes the resulting system, under the
condition that the sampled state is available for feedback.
This paper is a full and extended version of the conference paper [7]. After
the conference presentation closely related results have been reported in [17].
One of the main advantages of the present paper compared to [17] is the devel-
opment of a concrete algorithm for the state feedback synthesis with a guarantee
of convergence, as we will see below.
This paper is organized as follows: The problem is formulated in Section 2.
Section 3 provides a synthesis algorithm to exponentially stabilize resulting sys-
tems. The validity of the algorithm is demonstrated in Section 4 by numerical
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Figure 1: Feedback control with aperiodic sample-and-hold circuits
examples.
2 Problem Formulation
Let the following state-space system be given
x˙(t) = Ax(t) +Bu(t) (1)
where x and u respectively denote the state and the input taking values in Rn
and Rm. A and B are matrices of compatible dimensions.
We consider the following scenario of the feedback control of (1):
• We can measure the state of (1) when t = τk (k = 0, 1, . . .) where {τk} is
an uncertain set of discrete time instants satisfying τ0 = 0 and
0 < hℓ ≤ τk+1 − τk ≤ hu <∞ (2)
for given hℓ and hu.
• The control input u is determined by the sampled state x(τk) and a con-
stant feedback gain F ∈ Rm×n, which is the design parameter in the
present paper, with the zero-th order hold synchronizing the sampling:
u(t) = Fx(τk),
∀t ∈ [τk, τk+1). (3)
Remark 1 The condition hℓ > 0 implies
lim
k→∞
τk = ∞. (4)
The resulting feedback system composed of (1) and (3), denoted by T , is
given by
x˙(t) = Ax(t) +BFx(τk),
∀t ∈ [τk, τk+1). (5)
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See also Fig. 1. Applications of this scenario can be found in networked and/or
embedded control systems [8, 9], where resources for measurement and control
are restricted.
The purpose of the present paper is to provide a synthesis algorithm of F
for stabilizing T . If τk’s satisfy
τk+1 − τk = h
for some h ∈ [hℓ, hu], the resulting feedback control system T is periodic. This
special scenario is the one well-studied in the so-called sampled-data control
theory [2]. Indeed the stability can be easily verified by checking the spectral
radius of Φ(h) in the special scenario, where
ΦF (h) := Φ(h) + Γ(h)F, (6)




and finding a stabilizing F is routine. It is, however, readily seen that our gen-
eral scenario is much more complicated, because of the uncertain time-varying
nature.
In the present paper we will develop a stabilization algorithm based on the
following lemma [8,21]:




PΦF (h)− P < 0 (7)
for all h ∈ [hℓ, hu], where ΦF (·) is defined in (6).
Note that Lemma 1 is based on the quadratic stability of the accompanying
discrete-time system Td defined by
ξ[k + 1] = ΦF (τk+1 − τk)ξ[k]
with the discrete-time Lyapunov function
V (ξ[k]) := ξT[k]Pξ[k]
where ξ[k] := x(τk).
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Note also that it is hard to find a matrix P in Lemma 1 since the inequality
must hold for all values in [hℓ, hu]. In the previous study [5] we have developed
a stability analysis algorithm based on Lemma 1 for a given F . In the present
paper our purpose is to find P and F simultaneously.
3 Main Results
In the previous study of [5] we have developed an algorithm to construct a finite
grid:
G = {h1, h2, . . . , hN} ⊂ [hℓ, hu]
so that the existence of P > 0 satisfying (7) for all h ∈ G guarantees the existence
of P > 0 satisfying (7) for all h ∈ [hℓ, hu]. In other words, we have provided
an estimate of the robustness of systems with uniform sampling interval against
the perturbation caused by the variation of sampling interval. In this section
this idea will be applied to the synthesis problem.
3.1 Robust Stabilization against Variation of Sampling In-
tervals
In order to discuss the robustness against the variation of sampling interval, we
consider the following manipulation of ΦF : Fixing h0 ∈ (hℓ, hu) one can define
θk so that
τk+1 − τk = h0 + θk.
One has the following property found in [5], which is simple but plays a key role
in the present paper:
Proposition 1 The function ΦF (·) defined in (6) satisfies
ΦF (τk+1 − τk) = ΦF (h0) + ∆(θk)ΨF (h0) (8)
where
ΨF (h) := Ψ(h) + Υ(h)F, (9)













Figure 2: Alternative representation of Td
Proof By definition
ΦF (τk+1 − τk) = Φ(h0 + θk) + Γ(h0 + θk)F.
The first term of the right hand side can be transformed to
Φ(h0 + θk) = e
AθkΦ(h0) = (I + ∆(θk)A) Φ(h0).









= eAθkΓ(h0) + ∆(θk)B
= (I + ∆(θk)A)Γ(h0) + ∆(θk)B.
Then it is straightforward to derive (8) by substituting the above results to the
right hand side of the first equation in this proof. ¥
Now one can regard Td as a feedback connection of a time-varying matrix























See Fig. 2. Thus we obtain the following lemma:
Lemma 2 Let an interval H ⊆ (0, ∞) be given. There exists a matrix 0 < P =
PT ∈ Rn×n satisfying (7) for all h ∈ H if ρ(ΦF (h0)) < 1 and
γ ‖∆(θ)‖ ≤ 1 (10)
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for all θ ∈ H − h0, where γ is a strict upper bound of ‖Fℓ (Σ, F )‖∞:
γ > ‖Fℓ (Σ, F )‖∞ . (11)
This is a consequence of the relationship between the quadratic stability
and the small-gain condition discussed in, e.g., [12]. Here we provide a proof for
completeness of the paper.
Proof Invoking the bounded real lemma (see, e.g., [23]), (11) implies that























After manipulations using the Schur complement lemma, this turns to










Substituting I > γ2∆(θ)∆T(θ), which is implied from (10), to the above in-
equality we have










Noting the fact (see, e.g., [12])




















 X−1 −ΦTF (h0)−ΨTF (h0)∆T(θ)




(ΦF (h0) + ∆(θ)ΨF (h0))
TX−1(ΦF (h0) + ∆(θ)ΨF (h0))−X−1 < 0.
By letting P = X−1 the proof is complete. ¥
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Since (stabilization of Fℓ (Σ, F ) and) minimization of γ in (11) is routine,
one can stabilize T based on (10) by bounding ‖∆(θ)‖. For the purpose we
invoke the following property in, e.g., [19]:
Lemma 3 For given A ∈ Rn×n and t ≥ 0 one has
∥∥eAt∥∥ ≤ eµ(A)t (12)







Remark 2 One can continue the following discussion by replacing the bound
in (12) by other bounds found in, e.g., [10,19].
Hence we have the following basic robustness results, which is an alternative
representation of Theorem 1 in [5]:
Theorem 1 Let h0 > 0, F , and γ > 0 be given so that ρ(ΦF (h0)) < 1 and
(11) holds. There exists a matrix 0 < P = PT ∈ Rn×n satisfying (7) for all
h ∈ H(h0, γ), where
H(h0, γ) := [hL, hU ] ∩ (0, ∞), (13)
and hL and hU are given as follows:
L1) If µ(−A) = 0, hL = h0 − γ−1,
L2) else if µ(−A) ≤ −γ, hL = −∞,
L3) else
hL = h0 − 1
µ(−A) log
(
1 + γ−1µ(−A)) .
U1) If µ(A) = 0, hU = h0 + γ
−1,
U2) else if µ(A) ≤ −γ, hU = ∞,
U3) else










3.2 Algorithm for State Feedback Synthesis
Theorem 1 provides a robustness condition for T based on the property of
the nominal system determined by the fixed sampling period h0. Hence it is
straightforward to apply Theorem 1 to the state feedback synthesis problem,
i.e., the stabilization problem of T is cast into an H∞ control problem for Σ
with an appropriate h0 > 0, and the H∞ control gain F stabilizes T provided
that [hℓ, hu] ⊆ H(h0, γ) is satisfied. This direct use of Theorem 1, however,
can be conservative in the sense that there might not exist h0 > 0 and F such
that [hℓ, hu] ⊆ H(h0, γ) even though there exists a matrix P satisfying (7) for
all h ∈ [hℓ, hu], mainly because of the small-gain type modeling of ∆(θk).
In order to reduce the conservatism we introduce the method similar to the
one in the multi-objective LMI synthesis (see, e.g., [11]) to obtain the following
theorem:
Theorem 2 Let hi > 0 (i = 1, 2, . . . , N) be given. If there exist a matrix
0 < X = XT ∈ Rn×n, W ∈ Rm×n, and αi > 0 (i = 1, 2, . . . , N) satisfying the
following N linear matrix inequalities

X − I 0 L1(hi, X, W )
0 αiI L2(hi, X, W )
LT1 (hi, X, W ) L
T
2 (hi, X, W ) X

 > 0 (14)





where Φ(·), Γ(·), Ψ(·), Υ(·), H(·, ·) are defined in (6), (9), and (13), respectively,
and
L1(hi, X, W ) := Φ(hi)X + Γ(hi)W,
L2(hi, X, W ) := Ψ(hi)X + Υ(hi)W.
Proof Consider the case i = 1. Invoking the Shur complement lemma, we see
that (14) for i = 1 is equivalent to





L1(h1, X, W )
L2(h1, X, W )




























Invoking the bounded real lemma, this is equivalent to
∥∥Fℓ (Σ, WX−1)∥∥∞ < √α1.
Hence, by Theorem 1, there exists a matrix 0 < P = PT ∈ Rn×n satisfying (7)
for all h ∈ H(h1, √α1) when F = WX−1. Moreover one of such P ’s is given by
X−1 as shown in Proof of Lemma 2. In exactly the same way, we can conclude
that there exists a matrix 0 < P = PT = X−1 ∈ Rn×n satisfying (7) for all
h ∈ H(hi, √αi), i = 2, . . ., N . This concludes the proof. ¥
Remark 3 Since F must be shared by all the hi’s, one cannot apply the so-
called variable elimination method in the reduction to LMIs.
Once a grid of sampling intervals is fixed by some method, one can invoke
Theorem 2 to find a matrix P > 0 and F satisfying (7). Moreover, if there
exists a pair of P and F satisfying (7), then there exists a grid verifying it.
Proposition 2 Suppose that there exists a pair of P = PT > 0 and F satisfying
(7) for all [hℓ, hu]. There exists a finite set {hi}Ni=1 such that there exist X =









X − I 0 L1(h, X, W )
0 (1/ǫ2)I L2(h, X, W )
LT1 (h, X, W ) L
T
2 (h, X, W ) X

 > 0
for all h ∈ [hℓ, hu]. Hence there must exist a pair of X and W satisfying (14)
when we take αi = 1/ǫ
2 for all i’s. Let us consider the case of µ(A) > −1/ǫ and
µ(−A) > −1/ǫ. Proofs for cases of µ(A) ≤ −1/ǫ or µ(−A) ≤ −1/ǫ are easier.
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Let 2η denote the width of the interval H(hi, 1/ǫ) which is independent of hi
and determined by µ(A), µ(−A), and ǫ. Then (15) can be achieved by taking a
grid
{hℓ + η, hℓ + 3η, hℓ + 5η, . . . , hℓ + (2N1 − 1)η, min(hℓ + (2N1 + 1)η, hu)},
where N1 is the natural number so that
hℓ + 2N1η < hu ≤ hℓ + (2N1 + 2)η
is satisfied. ¥
In the present paper we propose the following concrete algorithm for stabi-
lization which generates a grid effectively based on Theorem 2. We denote the
number of elements in a finite set G by #(G).
Algorithm 1 Given 0 < hℓ < hu <∞, and a large positive integer N0.
0. Initialization: G ← {(hℓ + hu)/2}
1. If there exists an h0 ∈ G such that (Φ(h0), Γ(h0)) is not stabilizable, there
is no F which stabilizes T . Stop.








X − I 0 L1(hi, X, W )
0 βiI L2(hi, X, W )
LT1 (hi, X, W ) L
T
2 (hi, X, W ) X

 > 0
for all i’s over 0 < X = XT ∈ Rn×n, W ∈ Rm×n, and βi ≥ 0, where hi is







T is exponentially stabilized by F := WX−1. Stop. Here
αi := λmax(Ri − STi (Qi −X)−1Si) + ε























5. Update G by
G ← G ∪ {(Lj + Uj)/2}
for all j where Lj and Uj are determined so that
M⋃
j=1




L1 < U1 < L2 < U2 < · · · < LM < UM
are satisfied. Go to Step 1.
We have some remarks for Algorithm 1:
• Step 2 is introduced to avoid numerical issues which could happen when
#(G) is too large. Although Proposition 2 guarantees in theory that Al-
gorithm 1 provides F as long as P and F exist, LMI solvers may fail with
a large number of LMIs to be solved simultaneously even if there exist a
solution.
• The performance of the algorithm can be tuned by modifying the objective
function in Step 3. Since βi is obtained so that the objective function
is minimized, there may exist an αi ≤ βi such that (14) holds with X
determined in Step 3. Note that H(hi, √αi) ⊇ H(hi
√
βi) when αi ≤ βi.
Such αi is obtained in Step 4 with sufficiently small ε > 0, where ε is
taken for the strictness of the inequality (14).
• The integer M in Step 5 is #(G) + 1 at most.
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Figure 3: Initial value responses
Table 1: #(G) and CPU time varying hu
hu 1.0 3.0 5.0 10.0 20.0 27.0
#(G) 5 26 57 139 319 493
CPU time [s] 0.74 3.20 9.77 29.36 126.98 263.16
4 Numerical Examples
In this section we demonstrate the validity of the proposed method for stability
synthesis.

















after 6 iterations with #(G) = 26 for hℓ = 0.01 and hu = 3.0, where we have
used Robust Control Toolbox on MATLAB1 as an LMI solver. The CPU time
for the computation was 3.20 seconds with Core2Duo 3.0GHz processor. Fig. 3





randomly generated for hℓ = 0.01 and hu = 3.0.
For N0 = 500 and hℓ = 0.01 we have found stabilizing F for hu ≤ 27.0.
Table 1 shows #(G) and the CPU time for each hu. We can see the growth of
1http://www.mathworks.com/products/robust/
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the computational burden for larger hu.
5 Concluding Remarks
We have considered the stabilization problem via state feedback for sampled-
data feedback control systems where the state is sampled aperiodically, moti-
vated by widespread use of networked and embedded control systems. We have
developed a synthesis algorithm of a state feedback gain with which the resultant
closed-loop system is exponentially stable, based on robustness of sampled-data
systems against perturbation caused by variation of sampling intervals. The
proposed algorithm is based on LMIs and the effectiveness has been verified by
numerical examples.
There are several future directions: More practical synthesis problems in-
cluding output feedback scenario should be considered as a direct extension of
the present paper. We need to develop an alternative to Lemma 1 for the case
where the exponential stability is too strong. It is also important to inves-
tigate analysis and synthesis problems with more specific performance of the
closed-loop system such as an induced norm taking account of the intersample
behavior.
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Proof of Theorem 1
We here prove that (10) holds for all h ∈ [h0, hU ]. The proof for the interval
[hL, h0] is similar so it is omitted. Note that H(h0, γ) ⊆ [hL, hU ]. The proof
of the theorem then follows from the application of Lemma 2.








when θ ≥ 0. If µ(A) = 0
‖∆(θ)‖ ≤ θ.
Hence (10) holds as long as γθ ≤ 1. This completes the proof for the case U1.
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Suppose that µ(A) < 0. Note that the right hand side goes to −1/µ(A) when θ




This completes the proof for the case U2.









Noting that 1 + γ−1µ(A) > 0 in this case, this condition turns to
Case A) If µ(A) > 0
µ(A)θ ≤ log(1 + γ−1µ(A)).
Case B) If µ(A) < 0





for both cases. This completes the proof for the case U3.
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