Boas ([1] and [2] ) studied this problem in the case where the function k is nonnegative and gave a complete solution in this case. In connection with this question several authors (e.g. Hirschman [5] ; Liang Shin Hahn [4] , Drobot, Naparstek and Sampson [3] ) have proved mapping properties of convolution operators with kernel fc, by studying the behavior of fc. To be more precise, they have proved mapping theorems when fc E Lip(a) with additional conditions on fc. In our applications we prove a similar result (see §3, Theorem 4).
Notations and Definitions.
L, oc shall denote the set of all Lebesgue measurable functions integrable over all finite intervals. In this paper, the functions /, g, fc, • • • E L loc .
For 0 < a ^ 1, a function / is Lipschitz of order a (f E Lip(a)) if there is a positive constant A such that For a > 1, we say that a function / is Lipschitz of order a if (i) / (m) E U for all m < [a] and (ii) fM>eUp (a-[a] ). When we use the symbol g(t,x)dt for -oo^a < fc ^o°.
We are assuming that g(t,x)EL loc as a function of t for each x and moreover the integral exists in the following sense:
f g(t,x)dt = lim (' g(t,x)dt.
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We write h (x u x 2 , • • •, x n , y) = O(y a ) to mean that there exists a positive number C independent of x u x 2 , • • •, *", y so that sup
x.ER
In particular, we say h (x u x 2 ,' m ',x n ) =O(l) to mean that there exists a C independent of Xi, JC 2 , • • •, Jc n so that sup |fc(jci,x 2 , '-,x n )\^C.
We number each section independently. 
/. A similar lemma can be found in Boas's paper [1] . Thus we will be brief. We will prove (1); the argument for (2) is similar. We get a similar result for f (t,x) dt.
Proof From Lemma 1 we get,
To see this, it suffices to take y = 1/h, a = b -a where b = 1 for (6) and b = 2 for (7).
The function <p(t) = (th)' 1 sinth is decreasing and nonnegative for t E (0, I/ft). By the second-mean-value theorem for integrals we get, ri/h ft tf(t, x )(p (t)dt = tf(t, x )dt for some £ e (0,1/h).
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Hence by hypothesis and (6) J-00
Proof. Since k E Li oc by (8) we get that k exists for each JC. It also follows that k E L M .
LEMMA 5. Let 0 < a < 1. If k EA a then k E Lip a n Loo. For a E N + we will give another sufficient condition. We are able also to give a sufficient condition on fc so that fc is differentiable. Let e > 0 be given and let x be such that (9) is true. Here, we keep x fixed throughout the entire argument.
From (9), we conclude that there exists an N > 0 and 0
Since the function (1 -cos th)(th) 1 is monotonic and nonnegative in (N, l//t) there exists a £ G (JV, 1/h) so that It follows from (12) and (13) From (15), (16) and (17) for all h satisfying 0 < h < min (h 0 , hi).
Therefore we get (10) and we are through. To prove the theorem, we first show that k'{x) exists for each x.
Since fc E A a , by Lemma 4 fc exists and we have, If k E A a then fc G Lip a n L M .
Proof. For 0 < a < 1, this is Lemma 5. Now look at the case where a > Hence t [a] k(t)E A a - [a] . It follows from Lemma 5 that
t [a] k(t)G Lip (a-[a]).
Hence by (21) we get our result. Proof. First assume a = 1. By (23), k G Ai. By Lemma 4, fc exists for each x and k G L*,. In (23) we are using the little "°" notation. We note (24) ffc + M-f(») _ p.^ -, f f-» + f"' + f" }. 
J-00
From (22) we conclude that k is absolutely continuous. Hence k G Lip (1).
For the case a > 1, we use induction. The argument is similar to that given in Theorem 7 and will be omitted here.
2. Necessary conditions. We know that for each a (0â < 1) there exists a function g such that g G Lip (a) but gg: A a . We give this example in §4. However, we have succeeded in showing that k GLip(a) implies k G A p for all p <a with some other conditions placed on k. One of the conditions that k must satisfy is the following: (1) fc ( THEOREM 2. If some 0 < e < 1, fc G Lip a n V e (0<ail) and k satisfies (1) tfien IcGA^ /or a// 0 < j8 < a.
k(2x + t)-k(x
REMARK. In the above corollary k is defined as usual in the L q sense (Up + 1/q = 1). We note that for 0 < n ^ t > ^ Tn And now the Corollary follows.
Proof of Theorem 2. Let fc(2x + t)-k(x + t) <p (*> 0 = x
From (1) it follows for v > 1 (note k G L loc )
T k(w)e" irw dw
Jv/2
[
J-2n/v Jir/v
For the middle term on the right hand side of (3) we note that there is some constant C such that, and 528
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It follows that (4) r° =o(ir«).
J-2ir/v
For the remaining terms we write, The second term on the right hand side of (5) . We get (6) Since k E Lip a we have , v, t)\ dx.
-2ir/v for some constant C independent of x, v, and t. It follows that
For the other term we have, ,M ^P |fe(2;c + 0fe(jc + r)| ,
, t>, t)\dx ^ i i ) / Mi-e i i / /M« dx
Since k E V e by the second mean value theorem for integrals we conclude that
Hence the proof is complete.
LEMMA 3. If k is a real valued function such that:
(9) k is continuous at t, We will assume u>0, the proof for v<0 is similar. Let P 8 (u) = 5/(5 2 +u 2 ) which is the well-known Poisson kernel. We begin by showing that Now (13) follows immediately.
By (10) and the second mean value theorem for integrals we get (14) P eslul k(u)e lwu du = 2(2TT)" 1/2 f" fe(w)P 6 (w -u)du.
From (13) and (14) and using the fact that k G L« we get ). We note that there exists some constant C independent of 8 and e such that After substitution we have,
We have,
Since fc£L. and k is continuous at t,
lim e""dx=0.
The conclusion follows from (15), (16), (17) and (18).
Applications.
\ If fc(f) = e i|r| 7(|*| 6 + l) where a(a-l)^0 and fc + a/2-l>0, then fc ELip(fe + a/2-1). This follows immediately from Theorem 8 of §1, and van der Corput's Lemma (see [6] Here, C is independent of / and y. Proof. It suffices to show that there exists a g E L p such that g ELip(a) and for some sequences {&"}-»0, {x n }, and {2? n }-»o° then 
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We are going to show that each term on the right hand side of (11) is O(h a ) for y ^ (1 -a)" 1 separately.
