Abstract : The pressure change method of leak testing has the serious disadvantage of being susceptible to ambient temperature change. Two or more successive leak tests are typically performed to eliminate the error caused by such change. We propose a new leak detection scheme in which multiple successive leak tests are performed on the basis of the Lagrange interpolation formula. With this scheme, we can optimally perform multiple successive leak tests for a given temperature variation. After describing the theoretical aspects of the proposed scheme, we will show experimental results of leak detection using a prototype leak detector and model piping. Results indicate that a leak can be detected using the proposed scheme without being affected by the given temperature variation.
Introduction
The pressure change leak test detects a leak from the pressure drop observed after the container under test is filled with compressed gas and then closed. Although this test is most commonly used in industry and facility maintenance, it is very sensitive to ambient temperature change because the measuring principle is based on the state equation of gas. As a numerical example, a temperature fall of 0.1 K/min is equivalent to a leak of 5.5 cm 3 /s for a container with a capacity of 1 m 3 at room temperature.
One of the known measures for eliminating the error due to temperature change is to perform two or more successive tests [1] - [7] . For example, it is common to perform a second test at ambient pressure (test after closing the target container without compressing) just before or just after an ordinary pressure change leak test. The pressure change in the second test is approximately proportional to the change in ambient temperature. Therefore, the temperature component can be eliminated from the pressure change in the ordinary leak test using the result of the second test provided that the ambient temperature changes linearly with time throughout the test period. However, if temperature change is not nearly linear, this method fails. Since the magnitude of the pressure drop due to a leak is proportional to the duration of observation, the more extended test period is needed to detect a small leakage. It becomes less probable that the ambient temperature variation is approximated as linear during the long test period. Then, under general conditions of ambient temperature variation, how many successive leak tests should we perform? What compression levels should we choose in each test? What is the effect of temperature error elimination?
We have proposed a leak test scheme based on the Lagrange interpolation formula [8] that provides an answer to these questions. In the present article, we will describe the theoretical aspects of the proposed scheme and show experimental results of leak detection using model piping that experiences typical temperature variations.
Principle

Pressure within a Container
We begin by considering the pressure in a container with a leak (Fig. 1) . From the state of the gas within the container, we have the following equation for time variation of pressure [9] :
Here, P is the pressure within the container, p is the gauge pressure, V c is the capacity of the container, and T is the temperature of the gas within the container. The coefficient k 1 is given by
where a is the equivalent radius of the leak, μ is the coefficient of viscosity, and Δr is the length of the leak (thickness of the container wall). In conventional pressure change leak tests, the container under test is first compressed up to pressure P = P a + ΔP and then closed (P a is the atmospheric pressure). After waiting for the transient rise of gas temperature due to adiabatic compression to settle, the rate of pressure drop (1/P)(dp/dt) is measured by a manometer. If the gas temperature is constant (dT/dt = 0), we can determine the extent of the container leak by dividing the measured pressure drop rate by the initial compression ΔP:
However, if the gas temperature changes during the measurement, the estimated leak contains an error introduced by temperature variation: increases during the test, there is a possibility that a leak in the container is overlooked. Note that in the arguments thus far and here after, we assume that the leak is small. Accordingly, we also assume that the change in the state of the gas is small in comparison with its average value and that the gas flow through the leak is laminarwhen this is not the case, the leak can be readily detected using a conventional single leak test or other means. Furthermore, we assume that ambient temperature also changes slowly-when this is not the case, the pressure change leak test should not be applied, or it is desirable to choose alternative temperature compensation methods [9] , [10] .
Successive Tests
For simplicity, we hereafter denote the pressure and temperature change rates, measured at time t i , as
and
Using this notation, Eq. (1) at time t i is written as
where ΔP i is the gauge pressure (compression) at t i . Next, we will consider the effect of successive leak tests to compensate for changes in gas temperature.
(i) Case1: The temperature changes linearly When the temperature changes linearly with time, e.g., T (t) = T 0 + a(t − t 0 ) the temperature change rate at t 0 is
The leak coefficient k estimated from the pressure change rate measured at t 0 is
The second term on the right-hand side of Eq. (6) is the error introduced by the temperature change.
A common measure to eliminate the temperature error is to perform a second leak test (Fig. 2) . The results of two successive tests performed at t 0 with compression ΔP 0 and at t 1 with compression ΔP 1 = 0 will be Since the temperature is assumed to change slowly, T 0 a(t 1 − t 0 ) holds. Ignoring the higher order of the temperature change, we can approximate f 1 ≈ f 0 to the first order. Thus, the temperature error is eliminated by estimating the leak by
(ii) Case2: The temperature changes quadratically When the temperature varies, e.g.,
, the temperature change rate of two successive tests at t 0 and t 1 will be
and the leak estimation by Eq. (8) does not hold unless 2a(t 0 − t 1 )/T 0 is negligibly small. In this case, the temperature error can be eliminated by adding a third test. If three successive tests are performed, as shown in Fig. 3 , the results will be
and the leak will be
Leak Test Based on the Lagrange Interpolation Formula
Let us now generalize the successive test scheme. We assume that n+1 successive leak tests are performed at t 0 < t 1 < t 2 · · · < t n (Fig. 4) and, we have n + 1 values of pressure change rate Here, the measurement points t 0 , t 1 , . . . , t n need not be at regular intervals and compressions ΔP i need not be equal or even of the same sign. With n + 1 measured values, we formulate an nth-order polynomial:
where
(i) Temperature variation represented by polynomials Let us first study the case in which the temperature change rate is represented by polynomials. Before treating Eq. (13) generally, it is helpful to consider the case k = 0. In this case,
F n (t) satisfies the equations
This implies that F n (t) is the Lagrange interpolating polynomial that fits the temperature change rate f (t) at n + 1 measurement points [10] . The nth-order derivative of F n (t) is a constant and is expressed by
If the temperature change rate f (t) is represented by an (n − 1)th-order polynomial, F n (t) is also an (n − 1)th-order polynomial and its nth-order derivative becomes zero:
Equation (18) implies that the (n + 1) pressure change data g i satisfy
if the container has no leak. Conversely, if the container has a leak and k is not zero, the following relation holds:
Then, the leak coefficient k can be estimated by the formula
This formula gives the value of k that eliminate the error caused by a temperature change rate of up to an (n − 1)th-order polynomial. The timings and compression levels must be designed such that the denominator in Eq. (20) does not vanish. Equations (8) and (11) are special cases of this formula for n = 1 and n = 2, respectively.
(ii) General temperature variation Next, we examine the case in which the temperature change rate is not represented by polynomials. In general, the nth-order
Therefore, the leak coefficient is estimated using the relation of Eq. (20):
The second term of the right-hand side represents the temperature error remainder that cannot be eliminated by (n + 1) successive tests. Finally in this section, let us estimate the magnitude of the error in Eq. (22). The remainder in the Lagrange interpolation formula is given by
where ξ is somewhere (varies depending on t) in the interval [min(t, t 0 ), max(t, t n )] [11] . The remainder of the nth-order derivative
can be bounded as
where τ n ≡ t n − t 0 is the interval of the entire test, ξ (n) is somewhere in [min(t, t 0 ), max(t, t n )], and z (n) 0 is a zero of R (n) n (t) in the same interval (see Appendix). Let the characteristic time of temperature variation be τ T , for instance, the exponential decay time for an exponential temperature variation, period/2π for a periodic variation, and let us assume that τ T is larger than τ n . Then, we can estimate the order of magnitude of terms as follows: Given these estimates and Eq. (22),
Because the temperature error in a single leak test is of the order of f /ΔP, as can be seen from Eqs. (4) and (6), Eq. (27) indicates that, roughly speaking, the (n + 1) successive leak tests reduce the temperature error by a rate of
3. Experiment
Experimental Apparatus
Several experiments were performed for air using a prototype leak detector and model piping. The prototype apparatus (see Fig. 5 ) consists of a steel pipe with a capacity of 260 cm 3 and an inner diameter of 18 mm, solenoid valves with three and two ports, a pump, a manometer, and a computer.
A needle valve is attached to the pipe to simulate a leak, and a lamp and a cooling fan are used to apply temperature variations to the gas in the pipe. The three-port valve releases the pipe to the atmosphere in order to increase the rate of pressure change between successive tests, and the two-port valve is used to seal the pipe during the pressure drop measurement. The computer controls the pump and the solenoid valves and acquires and processes the pressure signal from the manometer. The sampling rate of the pressure signal was set to 10 samples/s.
Leak Detection Performance
The leak from the pipe was measured by the prototype detector. Figure 6 shows the phase and timing in each test cycle. Table 1 summarizes the timing and compression levels of the successive tests.
The results are illustrated in Fig. 7 . The abscissa is the leak rate through the needle valve (ΔP = 4.6 kPa) measured by a soap film flow meter. The uncertainty in the leak rate measurement by the soap film flow meter is evaluated to be at most 5%. The ordinate in Fig. 7 shows the leak coefficient k estimated from the measured pressure change rates. The pressure change rate over time was determined using the gradient of the regression line fitted to the pressure data during the measurement phase. The solid line in the figure corresponds to the leak coefficient calculated from the actual leak rate. We can see that under ordinary laboratory conditions the successive leak test yields almost the same results irrespective of the number (n + 1) of tests. The experimental standard deviation of the measured leak coefficient for zero leaks (n = 3) was 0.035 × 10 −8 (Pa −1 s −1 ), and consequently, the minimum leak detected by the prototype apparatus is calculated (and converted into the volume leak rate) on the order of 0.42 mm 3 /s.
Temperature Variation of Third-Order Polynomial
We next conducted several experiments for leak detection under the condition that the temperature of the gas in the pipe is changed by turning the lamp and the cooling fan on and off. Figure 8 shows a sample waveform of the pressure in the pipe, which is proportional to the gas temperature averaged over the pipe because the needle valve is closed here. We can see that the waveform can be approximated by a third-order polynomial. Such a temperature change can occur in real tests in the situation in which the container under test is placed near a switching heat source, for instance, a lamp, an air conditioner, or the sun with occasional cloudiness. Figure 9 shows the results of leak detection under the temperature change of Fig. 8 . The same timing and compression levels as those presented in Table 1 are used except for setting t 0 to 32 s in Fig. 8 . The solid line again corresponds to the coefficient calculated from the actual leak rate. The successive test of n ≤ 2 fails to detect the correct leak coefficient owing to temperature variation. On the other hand, the four-successive test (n = 3) detects the correct value for eliminating the temperature error, as expected from the argument in 2.3.
Exponential Temperature Variation
Exponential change is a typical example of gas temperature variation. If the temperature of gas within a container is different from the surrounding temperature at the beginning of a leak test, it settles to the ambient temperature nearly exponentially during the test period.
The pipe was illuminated by the lamp and was allowed to stand in room temperature after ceasing illumination. Figure 10 shows a waveform of pressure variation within the pipe when the needle valve is completely closed. The results of successive leak tests for n = 0 to 3 are shown in Fig. 11 . The waiting time was set to 40 s, the interval of each test cycle was 60 s, and the entire test interval τ n is 60n s. The exponential decay time τ T of the pipe in this experiment was about 300 s. Therefore, the rate of the temperature error reduction given by Eq. (28) is estimated to be 1, 0.2, 0.08, and 0.036 for n = 0, 1, 2, and 3, respectively. Meanwhile, the error reduction rates calculated from the linear regression of the experimental results in Fig. 11 were 1, 0 .25, 0.02, and 0.00 for n = 0, 1, 2, and 3. We can see that three or more (n ≥ 2) successive tests yields good estimates of the leak coefficient.
Discussion
We proposed a scheme for a pressure change leak test based on the Lagrange interpolation formula. In this scheme, (n + 1) successive pressure change leak tests are performed at times t 0 , t 1 , . . . , t n with compressions ΔP 0 , ΔP 1 , . . . , ΔP n , respectively. The points are summarized as follows: (1) The leak coefficient is estimated from the measured pressure change rates g i by
(2) Equation (20) gives the correct leak coefficient for eliminating the error caused by temperature change rate f (t), represented by up to an (n−1)th-order polynomial, and accordingly, gives an approximate leak coefficient for eliminating the error caused by the change in temperature T (t) itself, represented by up to an nth-order polynomial.
(3) For general temperature variation, the scheme reduces the temperature error at the rate of
where τ T is the characteristic time of the temperature variation and τ n is the interval of the entire test.
(4) Several experiments were performed with a prototype leak detector and when the ambient temperature was constant, the scheme gave the same correct coefficient irrespective of the number (n + 1) of tests.
(5) The four-successive test (n = 3) could eliminate the error caused by a temperature variation approximately represented by a third-order polynomial.
(6) The scheme could also eliminate the error caused by a temperature variation represented by an exponential function.
Theoretically, the only requirement for the scheme is that the denominator in Eq. (20) does not vanish. In practical design, however, it is desirable that the denominator in Eq. (20) be large enough to attain a high capability of leak detection.
Since increasing the number of successive tests extends the interval of the entire test τ n , we cannot increase n boundlessly. In addition, interpolation at equally spaced measurement points yields an oscillating polynomial, and this behavior tends to grow with the number of points. To mitigate this behavior, we can choose the measurement points at Chebyshev nodes [12] .
For the situation in which temperature variation is not approximated by a polynomial and it is difficult to make τ n /τ T sufficiently small, the successive tests are not effective and it is preferable to choose alternative temperature compensation methods [9] , [10] .
