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A WEAK GALERKIN FINITE ELEMENT METHOD FOR
SECOND-ORDER ELLIPTIC PROBLEMS
JUNPING WANG∗ AND XIU YE†
Abstract. In this paper, authors shall introduce a finite element method by using a weakly
defined gradient operator over discontinuous functions with heterogeneous properties. The use of
weak gradients and their approximations results in a new concept called discrete weak gradients
which is expected to play important roles in numerical methods for partial differential equations.
This article intends to provide a general framework for operating differential operators on functions
with heterogeneous properties. As a demonstrative example, the discrete weak gradient operator is
employed as a building block to approximate the solution of a model second order elliptic problem,
in which the classical gradient operator is replaced by the discrete weak gradient. The resulting
numerical approximation is called a weak Galerkin (WG) finite element solution. It can be seen
that the weak Galerkin method allows the use of totally discontinuous functions in the finite element
procedure. For the second order elliptic problem, an optimal order error estimate in both a discrete
H1 and L2 norms are established for the corresponding weak Galerkin finite element solutions. A
superconvergence is also observed for the weak Galerkin approximation.
Key words. Galerkin finite element methods, discrete gradient, second-order elliptic problems,
mixed finite element methods
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1. Introduction. The goal of this paper is to introduce a numerical approxi-
mation technique for partial differential equations based on a new interpretation of
differential operators and their approximations. To illustrate the main idea, we con-
sider the Dirichlet problem for second-order elliptic equations which seeks an unknown
functions u = u(x) satisfying
−∇ · (a∇u) +∇ · (bu) + cu = f in Ω,(1.1)
u = g on ∂Ω,(1.2)
where Ω is a polygonal or polyhedral domain in Rd (d = 2, 3), a = (aij(x))d×d ∈
[L∞(Ω)]d
2
is a symmetric matrix-valued function, b = (bi(x))d×1 is a vector-valued
function, and c = c(x) is a scalar function on Ω. Assume that the matrix a satisfies
the following property: there exists a constant α > 0 such that
(1.3) αξT ξ ≤ ξTaξ, ∀ξ ∈ Rd.
For simplicity, we shall concentrate on two-dimensional problems only (i.e., d = 2).
An extension to higher-dimensional problems is straightforward.
The standard weak form for (1.1) and (1.2) seeks u ∈ H1(Ω) such that u = g on
∂Ω and
(a∇u,∇v)− (bu,∇v) + (cu, v) = (f, v) ∀v ∈ H10 (Ω),(1.4)
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2where (φ, ψ) represents the L2-inner product of φ = φ(x) and ψ = ψ(x) – either
vector-valued or scalar-valued functions. Here ∇u denotes the gradient of the func-
tion u = u(x), and ∇ is known as the gradient operator. In the standard Galerkin
method (e.g., see [13, 7]), the trial space H1(Ω) and the test space H10 (Ω) in (1.4)
are each replaced by properly defined subspaces of finite dimensions. The resulting
solution in the subspace/subset is called a Galerkin approximation. A key feature in
the Galerkin method is that the approximating functions are chosen in a way that
the gradient operator ∇ can be successfully applied to them in the classical sense. A
typical implication of this property in Galerkin finite element methods is that the ap-
proximating functions (both trial and test) are continuous piecewise polynomials over
a prescribed finite element partition for the domain, often denoted by Th. Therefore,
a great attention has been paid to a satisfaction of the embedded “continuity” re-
quirement in the research of Galerkin finite element methods in existing literature till
recent advances in the development of discontinuous Galerkin methods. But the inter-
pretation of the gradient operator still lies in the classical sense for both “continuous”
and “discontinuous” Galerkin finite element methods in current existing literature.
In this paper, we will introduce a weak gradient operator defined on a space of
functions with heterogeneous properties. The weak gradient operator will then be
employed to discretize the problem (1.4) through the use of a discrete weak gradient
operator as building bricks. The corresponding finite element method is called weak
Galerkin method. Details can be found in Section 4.
To explain weak gradients, let K be any polygonal domain with interior K0 and
boundary ∂K. A weak function on the region K refers to a vector-valued function
v = {v0, vb} such that v0 ∈ L
2(K) and vb ∈ H
1
2 (∂K). The first component v0 can
be understood as the value of v in the interior of K, and the second component vb is
the value of v on the boundary of K. Note that vb may not be necessarily related to
the trace of v0 on ∂K should a trace be defined. Denote by W (K) the space of weak
functions associated with K; i.e.,
(1.5) W (K) = {v = {v0, vb} : v0 ∈ L
2(K), vb ∈ H
1
2 (∂K)}.
Recall that the dual of L2(K) can be identified with itself by using the standard
L2 inner product as the action of linear functionals. With a similar interpretation,
for any v ∈W (K), the weak gradient of v can be defined as a linear functional ∇dv
in the dual space of H(div,K) whose action on each q ∈ H(div,K) is given by
(1.6) (∇dv, q) := −
∫
K
v0∇ · qdK +
∫
∂K
vbq · nds,
where n is the outward normal direction to ∂K. Observe that for any v ∈ W (K),
the right-hand side of (1.6) defines a bounded linear functional on the normed linear
spaceH(div,K). Thus, the weak gradient∇dv is well defined. With the weak gradient
operator ∇d being employed in (1.4), the trial and test functions can be allowed to
take separate values/definitions on the interior of each element T and its boundary.
Consequently, we are left with a greater option in applying the Galerkin to partial
differential equations.
Many numerical methods have been developed for the model problem (1.1)-(1.2).
The existing methods can be classified into two categories: (1) methods based on
the primary variable u, and (2) methods based on the variable u and a flux variable
(mixed formulation). The standard Galerkin finite element methods ([13, 7, 5]) and
various interior penalty type discontinuous Galerkin methods ([1, 3, 6, 21, 22]) are
3typical examples of the first category. The standard mixed finite elements ([20, 2, 4,
8, 9, 11, 10, 24]) and various discontinuous Galerkin methods based on both variables
([12, 14, 16, 19]) are representatives of the second category. Due to the enormous
amount of publications available in general finite element methods, it is unrealistic to
list all the key contributions from the computational mathematics research community
in this article. The main intention of the above citation is to draw a connection
between existing numerical methods with the one that is to be presented in the rest
of the Sections.
The weak Galerkin finite element method, as detailed in Section 4, is closely
related to the mixed finite element method (see [20, 2, 4, 8, 11, 24]) with a hybridized
interpretation of Fraeijs de Veubeke [17, 18]. The hybridized formulation introduces
a new term, known as the Lagrange multiplier, on the boundary of each element. The
Lagrange multiplier is known to approximate the original function u = u(x) on the
boundary of each element. The concept of weak gradients shall provide a systematic
framework for dealing with discontinuous functions defined on elements and their
boundaries in a near classical sense. As far as we know, the resulting weak Galerkin
methods and their error estimates are new in many applications.
2. Preliminaries and Notations. We use standard definitions for the Sobolev
spaces Hs(D) and their associated inner products (·, ·)s,D, norms ‖ · ‖s,D, and semi-
norms | · |s,D for s ≥ 0. For example, for any integer s ≥ 0, the seminorm | · |s,D is
given by
|v|s,D =

∑
|α|=s
∫
D
|∂αv|2dD


1
2
,
with the usual notation
α = (α1, α2), |α| = α1 + α2, ∂
α = ∂α1x1 ∂
α2
x2
.
The Sobolev norm ‖ · ‖m,D is given by
‖v‖m,D =

 m∑
j=0
|v|2j,D


1
2
.
The spaceH0(D) coincides with L2(D), for which the norm and the inner product
are denoted by ‖·‖D and (·, ·)D, respectively. WhenD = Ω, we shall drop the subscript
D in the norm and inner product notation. The space H(div; Ω) is defined as the set
of vector-valued functions on Ω which, together with their divergence, are square
integrable; i.e.,
H(div; Ω) =
{
v : v ∈ [L2(Ω)]2,∇ · v ∈ L2(Ω)
}
.
The norm in H(div; Ω) is defined by
‖v‖H(div;Ω) =
(
‖v‖2 + ‖∇ · v‖2
) 1
2 .
3. A Weak Gradient Operator and Its Approximation. The goal of this
section is to introduce a weak gradient operator defined on a space of functions with
4heterogeneous properties. The weak gradient operator will then be employed to dis-
cretize partial differential equations. To this end, let K be any polygonal domain
with interior K0 and boundary ∂K. A weak function on the region K refers to a
vector-valued function v = {v0, vb} such that v0 ∈ L
2(K) and vb ∈ H
1
2 (∂K). The
first component v0 can be understood as the value of v in the interior of K, and the
second component vb is the value of v on the boundary of K. Note that vb may not
be necessarily related to the trace of v0 on ∂K should a trace be well defined. Denote
by W (K) the space of weak functions associated with K; i.e.,
(3.1) W (K) = {v = {v0, vb} : v0 ∈ L
2(K), vb ∈ H
1
2 (∂K)}.
Definition 3.1. The dual of L2(K) can be identified with itself by using the
standard L2 inner product as the action of linear functionals. With a similar inter-
pretation, for any v ∈W (K), the weak gradient of v is defined as a linear functional
∇dv in the dual space of H(div,K) whose action on each q ∈ H(div,K) is given by
(3.2) (∇dv, q) := −
∫
K
v0∇ · qdK +
∫
∂K
vbq · nds,
where n is the outward normal direction to ∂K.
Note that for any v ∈W (K), the right-hand side of (3.2) defines a bounded linear
functional on the normed linear space H(div,K). Thus, the weak gradient ∇dv is well
defined. Moreover, if the components of v are restrictions of a function u ∈ H1(K)
on K0 and ∂K, respectively, then we would have
−
∫
K
v0∇ · qdK +
∫
∂K
vbq · nds = −
∫
K
u∇ · qdK +
∫
∂K
uq · nds =
∫
K
∇u · qdK.
It follows that ∇dv = ∇u is the classical gradient of u.
Next, we introduce a discrete weak gradient operator by defining ∇d in a poly-
nomial subspace of H(div,K). To this end, for any non-negative integer r ≥ 0,
denote by Pr(K) the set of polynomials on K with degree no more than r. Let
V (K, r) ⊂ [Pr(K)]
2 be a subspace of the space of vector-valued polynomials of
degree r. A discrete weak gradient operator, denoted by ∇d,r, is defined so that
∇d,rv ∈ V (K, r) is the unique solution of the following equation
(3.3)
∫
K
∇d,rv · qdK = −
∫
K
v0∇ · qdK +
∫
∂K
vbq · nds, ∀q ∈ V (K, r).
It is not hard to see that the discrete weak gradient operator ∇d,r is a Galerkin-
type approximation of the weak gradient operator ∇d by using the polynomial space
V (K, r).
The classical gradient operator ∇ = (∂x1 , ∂x2) should be applied to functions
with certain smoothness in the design of numerical methods for partial differential
equations. For example, in the standard Galerkin finite element method, such a
“smoothness” often refers to continuous piecewise polynomials over a prescribed finite
element partition. With the weak gradient operator as introduced in this section,
derivatives can be taken for functions without any continuity across the boundary of
each triangle. Thus, the concept of weak gradient allows the use of functions with
heterogeneous properties in approximation.
Analogies of weak gradient can be established for other differential operators such
as divergence and curl operators. Details for weak divergence and weak curl operators
and their applications in numerical methods will be given in forthcoming papers.
54. A Weak Galerkin Finite Element Method. The goal of this section is to
demonstrate how discrete weak gradients be used in the design of numerical schemes
that approximate the solution of partial differential equations. For simplicity, we take
the second order elliptic equation (1.1) as a model for discussion. With the Dirichlet
boundary condition (1.2), the standard weak form seeks u ∈ H1(Ω) such that u = g
on ∂Ω and
(a∇u,∇v)− (bu,∇v) + (cu, v) = (f, v) ∀v ∈ H10 (Ω).(4.1)
Let Th be a triangular partition of the domain Ω with mesh size h. Assume that
the partition Th is shape regular so that the routine inverse inequality in the finite
element analysis holds true (see [13]). In the general spirit of Galerkin procedure,
we shall design a weak Galerkin method for (4.1) by following two basic principles:
(1) replace H1(Ω) by a space of discrete weak functions defined on the finite element
partition Th and the boundary of triangular elements; (2) replace the classical gradient
operator by a discrete weak gradient operator ∇d,r for weak functions on each triangle
T . Details are to be presented in the rest of this section.
For each T ∈ Th, Denote by Pj(T
0) the set of polynomials on T 0 with degree no
more than j, and Pℓ(∂T ) the set of polynomials on ∂T with degree no more than ℓ
(i.e., polynomials of degree ℓ on each line segment of ∂T ). A discrete weak function
v = {v0, vb} on T refers to a weak function v = {v0, vb} such that v0 ∈ Pj(T
0) and
vb ∈ Pℓ(∂T ) with j ≥ 0 and ℓ ≥ 0. Denote this space by W (T, j, ℓ), i.e.,
W (T, j, ℓ) :=
{
v = {v0, vb} : v0 ∈ Pj(T
0), vb ∈ Pℓ(∂T )
}
.
The corresponding finite element space would be defined by patching W (T, j, ℓ) over
all the triangles T ∈ Th. In other words, the weak finite element space is given by
(4.2) Sh(j, ℓ) := {v = {v0, vb} : {v0, vb}|T ∈W (T, j, ℓ), ∀T ∈ Th} .
Denote by S0h(j, ℓ) the subspace of Sh(j, ℓ) with vanishing boundary values on ∂Ω;
i.e.,
(4.3) S0h(j, ℓ) := {v = {v0, vb} ∈ Sh(j, ℓ), vb|∂T∩∂Ω = 0, ∀T ∈ Th} .
According to (3.3), for each v = {v0, vb} ∈ Sh(j, ℓ), the discrete weak gradient of
v on each element T is given by the following equation:
(4.4)
∫
T
∇d,rv · qdT = −
∫
T
v0∇ · qdT +
∫
∂T
vbq · nds, ∀q ∈ V (T, r).
Note that no specific examples of the approximating space V (T, r) have been men-
tioned, except that V (T, r) is a subspace of the set of vector-valued polynomials of
degree no more than r on T .
For any w, v ∈ Sh(j, ℓ), we introduce the following bilinear form
(4.5) a(w, v) = (a∇d,rw, ∇d,rv)− (bu0,∇d,rv) + (cu0, v0),
where
(a∇d,rw, ∇d,rv) =
∫
Ω
a∇d,rw · ∇d,rvdΩ,
(bw0, ∇d,rv) =
∫
Ω
bu0 · ∇d,rvdΩ,
(cw0, v0) =
∫
Ω
cw0v0dΩ.
6Weak Galerkin Algorithm 1. A numerical approximation for (1.1) and (1.2)
can be obtained by seeking uh = {u0, ub} ∈ Sh(j, ℓ) satisfying ub = Qbg on ∂Ω and
the following equation:
(4.6) a(uh, v) = (f, v0), ∀ v = {v0, vb} ∈ S
0
h(j, ℓ),
where Qbg is an approximation of the boundary value in the polynomial space Pℓ(∂T ∩
∂Ω). For simplicity, Qbg shall be taken as the standard L
2 projection for each bound-
ary segment; other approximations of the boundary value u = g can also be employed
in (4.6).
5. Examples of Weak Galerkin Method with Properties. Although the
weak Galerkin scheme (4.6) is defined for arbitrary indices j, ℓ, and r, the method can
be shown to produce good numerical approximations for the solution of the original
partial differential equation only with a certain combination of their values. For one
thing, there are at least two prominent properties that the discrete gradient operator
∇d,r should possess in order for the weak Galerkin method to work well. These two
properties are:
P1: For any v ∈ Sh(j, ℓ), if ∇d,rv = 0 on T , then one must have v ≡ constant on
T . In other words, v0 = vb = constant on T ;
P2: Let u ∈ Hm(Ω)(m ≥ 1) be a smooth function on Ω, and Qhu be a certain
interpolation/projection of u in the finite element space Sh(j, ℓ). Then, the
discrete weak gradient of Qhu should be a good approximation of ∇u.
The following are two examples of weak finite element spaces that fit well into
the numerical scheme (4.6).
WG Example 5.1. In this example, we take ℓ = j+1, r = j+1, and V (T, j+1) =
[Pj+1(T )]
2
, where j ≥ 0 is any non-negative integer. Denote by Sh(j, j + 1) the
corresponding finite element space. More precisely, the finite element space Sh(j, j+1)
consists of functions v = {v0, vb} where v0 is a polynomial of degree no more than j in
T 0, and vb is a polynomial of degree no more than j+1 on ∂T . The space V (T, r) used
to define the discrete weak gradient operator ∇d,r in (4.4) is given as vector-valued
polynomials of degree no more than j + 1 on T .
WG Example 5.2. In the second example, we take ℓ = j, r = j + 1, and
V (T, r = j + 1) = [Pj(T )]
2
+ P̂j(T )x, where x = (x1, x2)
T is a column vector and
P̂j(T ) is the set of homogeneous polynomials of order j in the variable x. Denote by
Sh(j, j) the corresponding finite element space. Note that the space V (T, r) that was
used to define a discrete weak gradient is in fact the usual Raviart-Thomas element
[20] of order j for the vector component.
Let us demonstrate how the two properties P1 and P2 are satisfied with the
two examples given as above. For simplicity, we shall present results only for WG
Example 5.1. The following result addresses a satisfaction of the property P1.
Lemma 5.1. For any v = {v0, vb} ∈ W (T, j, j+1), let ∇d,j+1v be the discrete weak
gradient of v on T as defined in (4.4) with V (T, r) = [Pj+1(T )]
2
. Then, ∇d,j+1v = 0
holds true on T if and only if v = constant (i.e., v0 = vb = constant).
Proof. It is trivial to see from (4.4) that if v = constant on T , then the right-hand
side of (4.4) would be zero for any q ∈ V (T, j + 1). Thus, we must have ∇d,j+1v = 0.
7Now assume that ∇d,j+1v = 0. It follows from (4.4) that
(5.1) −
∫
T
v0∇ · qdT +
∫
∂T
vbq · nds = 0, ∀q ∈ V (T, j + 1).
Let v¯0 be the average of v0 over T . Using the results of [11], there exists a vector-
valued polynomial q1 ∈ V (T, j + 1) = [Pj+1(T )]
2 such that q1 · n = 0 on ∂T and
∇ · q1 = v0 − v¯0. With q = q1 in (5.1), we arrive at
∫
T
(v0 − v¯0)
2dT = 0. It follows
that v0 = v¯0, and (5.1) can be rewritten as
(5.2)
∫
∂T
(vb − v0)q · nds = 0, ∀q ∈ V (T, j + 1).
Now since vb − v0 ∈ Pj+1(∂T ), then one may select a q ∈ V (T, j + 1) = [Pj+1(T )]
2
such that ∫
∂T
φq · nds =
∫
∂T
φ(vb − v0)ds, ∀φ ∈ Pj+1(∂T ),
which, together with (5.2) and φ = vb − v0 yields∫
∂T
(vb − v0)
2ds = 0.
The last equality implies vb = v0 = constant, which completes a proof of the lemma.
To verify property P2, let u ∈ H1(T ) be a smooth function on T . Denote by
Qhu = {Q0u, Qbu} the L
2 projection onto Pj(T
0) × Pj+1(∂T ). In other words, on
each element T , the function Q0u is defined as the L
2 projection of u in Pj(T ) and
on ∂T , Qbu is the L
2 projection in Pj+1(∂T ). Furthermore, let Rh be the local L
2
projection onto V (T, j + 1). According to the definition of ∇d,j+1, the discrete weak
gradient function ∇d,j+1(Qhu) is given by the following equation:
(5.3)
∫
T
∇d,j+1(Qhu)·qdT = −
∫
T
(Q0u)∇·qdT+
∫
∂T
(Qbu)q·nds, ∀q ∈ V (K, j+1).
Since Q0 and Qb are L
2-projection operators, then the right-hand side of (5.3) is given
by
−
∫
T
(Q0u)∇ · qdT +
∫
∂T
(Qbu)q · nds = −
∫
T
u∇ · qdT +
∫
∂T
uq · nds
=
∫
T
(∇u) · qdT =
∫
T
(Rh∇u) · qdT.
Thus, we have derived the following useful identity:
(5.4) ∇d,j+1(Qhu) = Rh(∇u), ∀u ∈ H
1(T ).
The above identity clearly indicates that ∇d,j+1(Qhu) is an excellent approximation
of the classical gradient of u for any u ∈ H1(T ). Thus, it is reasonable to believe that
the weak Galerkin finite element method shall provide a good numerical scheme for
the underlying partial differential equations.
86. Mass Conservation of Weak Galerkin. The second order elliptic equation
(1.1) can be rewritten in a conservative form as follows:
∇ · q + cu = f, q = −a∇u+ bu.
Let T be any control volume. Integrating the first equation over T yields the following
integral form of mass conservation:
(6.1)
∫
∂T
q · nds+
∫
T
cudT =
∫
T
fdT.
We claim that the numerical approximation from the weak Galerkin finite element
method for (1.1) retains the mass conservation property (6.1) with a numerical flux qh.
To this end, for any given T ∈ Th, we chose in (4.6) a test function v = {v0, vb = 0}
so that v0 = 1 on T and v0 = 0 elsewhere. Using the relation (4.5), we arrive at
(6.2)
∫
T
a∇d,ruh · ∇d,rvdT −
∫
T
bu0 · ∇d,rvdT +
∫
T
cu0dT =
∫
T
fdT.
Using the definition (4.4) for ∇d,r, one has∫
T
a∇d,ruh · ∇d,rvdT =
∫
T
Rh(a∇d,ruh) · ∇d,rvdT
= −
∫
T
∇ ·Rh(a∇d,ruh)dT
= −
∫
∂T
Rh(a∇d,ruh) · nds(6.3)
and ∫
T
bu0 · ∇d,rvdT =
∫
T
Rh(bu0) · ∇d,rvdT
= −
∫
T
∇ ·Rh(bu0)dT
= −
∫
∂T
Rh(bu0) · nds(6.4)
Now substituting (6.4) and (6.3) into (6.2) yields
(6.5)
∫
∂T
Rh (−a∇d,ruh + bu0) · nds+
∫
T
cu0dT =
∫
T
fdT,
which indicates that the weak Galerkin method conserves mass with a numerical flux
given by
qh · n = Rh (−a∇d,ruh + bu0) · n.
The numerical flux qh · n can be verified to be continuous across the edge of each
element T through a selection of the test function v = {v0, vb} so that v0 ≡ 0 and vb
arbitrary.
97. Existence and Uniqueness for Weak Galerkin Approximations. As-
sume that uh is a weak Galerkin approximation for the problem (1.1) and (1.2) arising
from (4.6) by using the finite element space Sh(j, j + 1) or Sh(j, j). The goal of this
section is to derive a uniqueness and existence result for uh. For simplicity, details
are only presented for the finite element space Sh(j, j+1); the result can be extended
to Sh(j, j) without any difficulty.
First of all, let us derive the following analogy of G˚arding’s inequality.
Lemma 7.1. Let Sh(j, ℓ) be the weak finite element space defined in (4.2) and
a(·, ·) be the bilinear form given in (4.5). There exists a constant K and α1 satisfying
(7.1) a(v, v) +K(v0, v0) ≥ α1(‖∇d,rv‖
2 + ‖v0‖
2),
for all v ∈ Sh(j, ℓ).
Proof. Let B1 = ‖b‖L∞(Ω) and B2 = ‖c‖L∞(Ω) be the L
∞ norm of the coefficients
b and c, respectively. Since
|(bv0,∇d,rv)| ≤ B1‖∇d,rv‖ ‖v0‖,
|(cv0, v0)| ≤ B2‖v0‖
2,
then it follows from (4.5) that there exists a constant K and α1 such that
a(v, v) +K(v0, v0) ≥ α‖∇d,rv‖
2 −B1‖∇d,rv‖‖v0‖+ (K −B2)‖v0‖
2
≥ α1(‖∇d,rv‖
2 + ‖v0‖
2),
which completes the proof.
For simplicity of notation, we shall drop the subscript r in the discrete weak
gradient operator ∇d,r from now on. Readers should bear in mind that ∇d refers to
a discrete weak gradient operator defined by using the setups of either Example 5.1
or Example 5.2. In fact, for these two examples, one may also define a projection Πh
such that Πhq ∈ H(div,Ω), and on each T ∈ Th, one has Πhq ∈ V (T, r = j + 1) and
the following identity
(∇ · q, v0)T = (∇ · Πhq, v0)T , ∀v0 ∈ Pj(T
0).
The following result is based on the above property of Πh.
Lemma 7.2. For any q ∈ H(div,Ω), we have
(7.2)
∑
T∈Th
(−∇ · q, v0)T =
∑
T∈Th
(Πhq, ∇dv)T ,
for all v = {v0, vb} ∈ S
0
h(j, j + 1).
Proof. The definition of Πh and the definition of ∇dv imply ,∑
T∈Th
(−∇ · q, v0)T =
∑
T∈Th
(−∇ · Πhq, v0)T
=
∑
T∈Th
(Πhq,∇dv)T −
∑
T∈Th
〈vb,Πhq · n〉∂T
=
∑
T∈Th
(Πhq,∇dv)T .
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Here we have used the fact that Πhq · n is continuous across each interior edge and
vb = 0 on ∂Ω. This completes the proof.
Lemma 7.3. For u ∈ H1+s(Ω) with s > 0, we have
‖Πh(a∇u)− a∇d(Qhu)‖ ≤ Ch
s‖u‖1+s,(7.3)
‖∇u−∇d(Qhu)‖ ≤ Ch
s‖u‖1+s.(7.4)
Proof. Since from (5.4) we have ∇d(Qhu) = Rh(∇u), then
‖Πh(a∇u)− a∇d(Qhu)‖ = ‖Πh(a∇u)− aRh(∇u)‖.
Using the triangle inequality and the definition of Πh and Rh, we have
‖Πh(a∇u)− aRh(∇u)‖ ≤ ‖Πh(a∇u)− a∇u‖+ ‖a∇u− aRh(∇u)‖
≤ Chs‖u‖1+s.
The estimate (7.4) can be derived in a similar way. This completes a proof of the
lemma.
We are now in a position to establish a solution uniqueness and existence for the
weak Galerkin method (4.6). It suffices to prove that the solution is unique. To this
end, let e ∈ S0h(j, j + 1) be a discrete weak function satisfying
(7.5) a(e, v) = 0, ∀v = {v0, vb} ∈ S
0
h(j, j + 1).
The goal is to show that e ≡ 0 by using a duality approach similar to what Schatz
[23] did for the standard Galerkin finite element methods.
Lemma 7.4. Let e = {e0, eb} ∈ S
0
h(j, j +1) be a discrete weak function satisfying
(7.5). Assume that the dual of (1.1) with homogeneous Dirichlet boundary condition
has the H1+s regularity (s ∈ (0, 1]). Then, there exists a constant C such that
(7.6) ‖e0‖ ≤ Ch
s‖∇de‖,
provided that the mesh size h is sufficient small, but a fixed constant.
Proof. Consider the following dual problem: Find w ∈ H1(Ω) such that
−∇ · (a∇w) − b · ∇w + cw = e0 in Ω(7.7)
w = 0 on ∂Ω,(7.8)
The assumption of H1+s regularity implies that w ∈ H1+s(Ω) and there is a constant
C such that
(7.9) ‖w‖1+s ≤ C‖e0‖.
Testing (7.7) against e0 and then using (7.2) lead to
‖e0‖
2 = (−∇ · (a∇w), e0)− (b · ∇w, e0) + (cw, e0)
= (Πh(a∇w), ∇de)− (∇w, be0) + (cw, e0)
= (Πh(a∇w) − a∇d(Qhw), ∇de) + (a∇d(Qhw), ∇de)
−(∇w −∇d(Qhw), be0))− (∇d(Qhw), be0)
+(cw − c(Q0w), e0) + (Q0w, ce0).
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The sum of the second, forth and sixth term on the right hand side of the above
equation equals a(e,Qhw) = 0 due to (7.5). Therefore, it follows from Lemma 7.3
that
‖e0‖
2 = (Πh(a∇w) − a∇d(Qhw), ∇de)− (∇w −∇d(Qhw), be0)
+(c(w −Q0w), e0)
≤ Chs‖w‖1+s (‖∇de‖+ ‖e0‖) + Ch‖w‖1 ‖e0‖.
Using the H1+s-regularity assumption (7.9), we arrive at
‖e0‖
2 ≤ Chs‖e0‖ (‖∇de‖+ ‖e0‖) ,
which leads to
‖e0‖ ≤ Ch
s (‖∇de‖+ ‖e0‖) .
Thus, when h is sufficiently small, one would obtain the desired estimate (7.6). This
completes the proof.
Theorem 7.5. Assume that the dual of (1.1) with homogeneous Dirichlet bound-
ary condition has H1+s-regularity for some s ∈ (0, 1]. The weak Gakerkin finite
element method defined in (4.6) has a unique solution in the finite element spaces
Sh(j, j + 1) and Sj(j, j) if the meshsize h is sufficiently small, but a fixed constant.
Proof. Observe that uniqueness is equivalent to existence for the solution of (4.6)
since the number of unknowns is the same as the number of equations. To prove a
uniqueness, let u
(1)
h and u
(2)
h be two solutions of (4.6). By letting e = u
(1)
h − u
(2)
h we
see that (7.5) is satisfied. Now we have from the G˚arding’s inequality (7.1) that
a(e, e) +K‖e0‖ ≥ α1 (‖∇de‖+ ‖e0‖) .
Thus, it follows from the estimate (7.6) of Lemma 7.4 that
α1 (‖∇de‖+ ‖e0‖) ≤ CKh
s‖∇de‖
for h being sufficiently small. Now chose h small enough so that CKhs ≤ α12 . Thus,
‖∇de‖+ ‖e0‖ = 0,
which, together with Lemma 5.1, implies that e is a constant and e0 = 0. This shows
that e = 0 and consequently, u
(1)
h = u
(2)
h .
8. Error Analysis. The goal of this section is to derive some error estimate for
the weak Galerkin finite element method (4.6). We shall follow the usual approach
in the error analysis: (1) investigating the difference between the weak finite element
approximation uh with a certain interpolation/projection of the exact solution through
an error equation, (2) using a duality argument to analyze the error in the L2 norm.
Let us begin with the derivation of an error equation for the weak Galerkin ap-
proximation uh and the L
2 projection of the exact solution u in the weak finite element
space Sh(j, j + 1). Recall that the L
2 projection is denoted by Qhu ≡ {Q0u,Qbu},
where Q0 denotes the local L
2 projection onto Pj(T ) and Qb is the local L
2 projection
onto Pj+1(∂T ) on each triangular element T ∈ Th. Let v = {v0, vb} ∈ S
0
h(j, j + 1) be
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any test function. By testing (1.1) against the first component v0 and using (7.2) we
arrive at
(f, v0) =
∑
T∈Th
(−∇ · (a∇u), v0)T + (∇ · (bu), v0) + (cu, v0)
= (Πh(a∇u), ∇dv)− (Πh(bu), ∇dv) + (cu, v0).
Adding and subtracting the term a(Qhu, v) ≡ (a∇d(Qhu), ∇dv) − (b(Q0u), ∇dv) +
(c(Q0u), v0) on the right hand side of the above equation and then using (5.4) we
obtain
(f, v0) = (a∇d(Qhu), ∇dv)− (bQ0u, ∇dv) + (cQ0u, v0)(8.1)
+(Πh(a∇u)− aRh(∇u), ∇dv)
−(Πh(bu)− bQ0u, ∇dv) + (c(u −Q0u), v0),
which can be rewritten as
a(uh, v) = a(Qhu, v) + (Πh(a∇u)− aRh(∇u), ∇dv)
−(Πh(bu)− bQ0u, ∇dv) + (c(u −Q0u), v0).
It follows that
a(uh −Qhu, v) = (Πh(a∇u)− aRh(∇u), ∇dv)
−(Πh(bu)− bQ0u, ∇dv) + (c(u −Q0u), v0).(8.2)
The equation (8.2) shall be called the error equation for the weak Galerkin finite
element method (4.6).
8.1. An estimate in a discrete H1-norm. We begin with the following lemma
which provides an estimate for the difference between the weak Galerkin approxima-
tion uh and the L
2 projection of the exact solution of the original problem.
Lemma 8.1. Let u ∈ H1(Ω) be the solution of (1.1) and (1.2). Let uh ∈ Sh(j, j+
1) be the weak Galerkin approximation of u arising from (4.6). Denote by eh :=
uh−Qhu the difference between the weak Galerkin approximation and the L
2 projection
of the exaction solution u = u(x1, x2). Then there exists a constant C such that
α1
2
(‖∇d(eh)‖
2 + ‖eh,0‖
2) ≤ C
(
‖Πh(a∇u)− aRh(∇u)‖
2 + ‖c(u−Q0u)‖
2
+ ‖Πh(bu)− bQ0u‖
2
)
+K‖u0 −Q0u‖
2.(8.3)
Proof. Substituting v in (8.2) by eh := uh − Qhu and using the usual Cauchy-
Schwarz inequality we arrive at
a(eh, eh) = (Πh(a∇u)− aRh(∇u), ∇d(uh −Qhu))
−(Πh(bu)− bQ0u, ∇d(uh −Qhu)) + (c(u−Q0u), u0 −Q0u)
≤ ‖Πh(a∇u)− aRh(∇u)‖ ‖∇d(uh −Qhu)‖
+‖Πh(bu)− bQ0u‖ ‖∇d(uh −Qhu)‖+ ‖c(u−Q0u)‖ ‖u0 −Q0u‖.
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Next, we use the G˚arding’s inequality (7.1) to obtain
α1(‖∇d(eh)‖
2 + ‖eh,0‖
2) ≤ ‖Πh(a∇u)− aRh(∇u)‖ ‖∇d(uh −Qhu)‖
+‖Πh(bu)− bQ0u‖ ‖∇d(uh −Qhu)‖
+‖c(u−Q0u)‖ ‖u0 −Q0u‖+K‖u0 −Q0u‖
2
≤
α1
2
(‖∇d(uh −Qhu)‖
2 + ‖u0 −Q0u‖
2)
+C
(
‖Πh(a∇u)− aRh(∇u)‖
2 + ‖Πh(bu)− bQ0u‖
2
+ ‖c(u−Q0u)‖
2
)
+K‖u0 −Q0u‖
2,
which implies the desired estimate (8.3).
8.2. An estimate in L2(Ω). We use the standard duality argument to derive
an estimate for the error uh −Qhu in the standard L
2 norm over domain Ω.
Lemma 8.2. Assume that the dual of the problem (1.1) and (1.2) has the H1+s
regularity. Let u ∈ H1(Ω) be the solution (1.1) and (1.2), and uh be a weak Galerkin
approximation of u arising from (4.6) by using either the weak finite element space
Sh(j, j + 1) or Sh(j, j). Let Qhu be the L
2 projection of u in the corresponding finite
element space (recall that it is locally defined). Then, there exists a constant C such
that
‖Q0u− u0‖≤ Ch
s (h‖f −Q0f‖+ ‖∇u−Rh(∇u)‖ + ‖a∇u−Rh(a∇u)‖ + ‖u−Q0u‖
+‖bu−Rh(bu)‖+ ‖cu−Q0(cu)‖+ ‖∇d(Qhu− uh)‖) ,
provided that the meshsize h is sufficiently small.
Proof. Consider the dual problem of (1.1) and (1.2) which seeks w ∈ H10 (Ω)
satisfying
−∇ · (a∇w) − b · ∇w + cw = Q0u− u0 in Ω(8.4)
The assumed H1+s regularity for the dual problem implies the existence of a constant
C such that
(8.5) ‖w‖1+s ≤ C‖Q0u− u0‖.
Testing (8.4) against Q0u− u0 element by element gives
‖Q0u− u0‖
2 = (−∇ · (a∇w), Q0u− u0)− (b · ∇w, Q0u− u0) + (cw, Q0u− u0)
= I + II + III,(8.6)
where I, II, and III are defined to represent corresponding terms. Let us estimate
each of these terms one by one.
For the term I, we use the identity (7.2) to obtain
I = (−∇ · (a∇w), Q0u− u0) = (Πh(a∇w),∇d(Qhu− uh)).
Recall that ∇d(Qhu) = Rh(∇u) with Rh being a local L
2 projection. Thus,
I = (Πh(a∇w),∇d(Qhu− uh)) = (Πh(a∇w), Rh∇u −∇duh)
= (Πh(a∇w),∇u −∇duh)
= (Πh(a∇w)− a∇w,∇u −∇duh) + (a∇w,∇u −∇duh).(8.7)
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The second term in the above equation above can be handled as follows. Adding and
subtracting two terms (a∇dQhw,∇duh) and (a(∇w−Rh∇w),∇u) and using the fact
that ∇d(Qhu) = Rh(∇u) and the definition of Rh, we arrive at
(a∇w,∇u −∇duh) = (a∇w,∇u)− (a∇w,∇duh)
= (a∇w,∇u)− (a∇dQhw,∇duh)− (a(∇w −Rh∇w),∇duh)
= (a∇w,∇u)− (a∇dQhw,∇duh)− (a(∇w −Rh∇w),∇duh −∇u)
−(a(∇w −Rh∇w),∇u)
= (a∇w,∇u)− (a∇dQhw,∇duh)− (a(∇w −Rh∇w),∇duh −∇u)(8.8)
−(∇w −Rh∇w, a∇u −Rh(a∇u)).
Substituting (8.8) into (8.7) yields
I = (Πh(a∇w) − a∇w,∇u −∇duh)− (a(∇w −Rh∇w),∇duh −∇u)(8.9)
−(∇w −Rh∇w, a∇u −Rh(a∇u)) + (a∇w,∇u)− (a∇dQhw,∇duh).
For the term II, we add and subtract (∇d(Qhw), b(Q0u−u0)) from II to obtain
II = −(b · ∇w, Q0u− u0)
= −(∇w −∇d(Qhw), b(Q0u− u0))− (∇d(Qhw), b(Q0u− u0))
= −(∇w −∇d(Qhw), b(Q0u− u0))− (∇d(Qhw), bQ0u) + (∇d(Qhw), bu0).
In the following, we will deal with the second term on the right hand side of the above
equation. To this end, we use (5.4) and the definition of Rh and Q0 to obtain
(∇d(Qhw), bQ0u) = (∇d(Qhw) −∇w, bQ0u) + (∇w, bQ0u)
= (∇d(Qhw) −∇w, bQ0u− bu) + (∇d(Qhw) −∇w, bu)
+(∇w, bQ0u− bu) + (∇w, bu)
= (∇d(Qhw) −∇w, bQ0u− bu) + (Rh(∇w) −∇w, bu−Rh(bu))
+(b · ∇w −Q0(b · ∇w), Q0u− u) + (∇w, bu).
Combining the last two equations above, we arrive at
II = −(∇w −∇d(Qhw), b(Q0u− u0))− (∇d(Qhw) −∇w, bQ0u− bu)(8.10)
−(Rh(∇w) −∇w, bu−Rh(bu))− (b · ∇w −Q0(b · ∇w), Q0u− u)
−(∇w, bu) + (∇d(Qhw), bu0).
As to the term III, by adding and subtracting some terms and using the fact
that Q0 is a local L
2 projection, we easily obtain the following
III = (cw, Q0u− u0) = (cw − cQ0w, Q0u− u0) + (cQ0w, Q0u− u0)
= (cw − cQ0w, Q0u− u0) + (cQ0w, Q0u)− (cQ0w, u0)
= (cw − cQ0w, Q0u− u0) + (cQ0w − cw, Q0u) + (cw, Q0u− u)
+(cw, u)− (cQ0w, u0)
= (cw − cQ0w, Q0u− u0) + (Q0w − w, cQ0u− cu) + (Q0w − w, cu−Q0(cu))
+(cw −Q0(cw), Q0u− u) + (cw, u)− (cQ0w, u0).
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Note that the sum of the last two terms in I (see (8.9)), II (see (8.10)), and III
(see the last equation above) gives
(a∇w,∇u)−(a∇dQhw,∇duh)− (∇w, bu) + (∇d(Qhw), bu0) + (cw, u)− (cQ0w, u0)
= a(u,w)− a(uh, Qhw)
= (f, w) − (f, Q0w)
= (f −Q0f, w −Q0w).
Thus, the sum of I, II, and III can be written as follows:
‖Q0u− u0‖
2 = (f −Q0f, w −Q0w) + (Πh(a∇w)− a∇w,∇u −∇duh)
− (a(∇w −Rh∇w),∇duh −∇u)− ((∇w −Rh∇w), a∇u −Rh(a∇u))
− (∇w −∇d(Qhw), b(Q0u− u0))− (∇d(Qhw)−∇w, bQ0u− bu)
− (Rh(∇w) −∇w, bu−Rh(bu))− (b · ∇w −Q0(b · ∇w), Q0u− u)
+ (cw − cQ0w, Q0u− u0) + (Q0w − w, cQ0u− cu)
+ (Q0w − w, cu−Q0(cu)) + (cw −Q0(cw), Q0u− u).(8.11)
Using the triangle inequality, (5.4) and (8.5), we can bound the second term on the
right hand side in the above equation by
|(Πh(a∇w)− a∇w,∇u −∇duh)| ≤ |(Πh(a∇w) − a∇w,∇u −∇dQhu)|
+ |(Πh(a∇w)− a∇w,∇dQhu−∇duh)|
≤ Chs (‖∇u−Rh(∇u)‖+ ‖∇d(Qhu− uh)‖) ‖Q0u− u0‖.
The other terms on the right hand side of (8.11) can be estimated in a similar fashion,
for which we state the results as follows:
|(a(∇w − Rh∇w),∇duh −∇u)| ≤ Ch
s (‖∇u−Rh(∇u)‖+ ‖∇d(Qhu− uh)‖) ‖Q0u− u0‖,
|((∇w −Rh∇w), a∇u −Rh(a∇u))| ≤ Ch
s‖a∇u−Rh(a∇u)‖ ‖Q0u− u0‖,
|(∇w −∇d(Qhw), b(Q0u− u0))| ≤ Ch
s‖Q0u− u0‖
2,
|(∇d(Qhw) −∇w, bQ0u− bu)| ≤ Ch
s‖u−Q0u‖ ‖Q0u− u0‖,
|(Rh(∇w) −∇w, bu−Rh(bu))| ≤ Ch
s‖bu−Rh(bu)‖ ‖Q0u− u0‖,
|(b · ∇w −Q0(b · ∇w), Q0u− u)| ≤ Ch
s‖u−Q0u‖ ‖Q0u− u0‖,
|(cw − cQ0w, Q0u− u0)| ≤ Ch‖Q0u− u0‖
2,
|(Q0w − w, cQ0u− cu)| ≤ Ch‖u−Q0u‖ ‖Q0u− u0‖,
|(Q0w − w, cu−Q0(cu))| ≤ Ch‖cu−Q0(cu)‖ ‖Q0u− u0‖,
|(cw −Q0(cw), Q0u− u)| ≤ Ch‖u−Q0u‖ ‖Q0u− u0‖.
Substituting the above estimates into (8.11) yields
‖Q0u−u0‖
2 ≤ Chs (h‖f −Q0f‖+ ‖∇u−Rh(∇u)‖+ ‖a∇u−Rh(a∇u)‖+ ‖u−Q0u‖
+‖bu− Rh(bu)‖+ ‖cu−Q0(cu)‖+ ‖∇d(Qhu− uh)‖ + ‖Q0u− u0‖) ‖Q0u− u0‖.
For sufficiently small meshsize h, we have
‖Q0u− u0‖ ≤ Ch
s (h‖f −Q0f‖+ ‖∇u−Rh(∇u)‖+ ‖a∇u−Rh(a∇u)‖ + ‖u−Q0u‖
+‖bu−Rh(bu)‖+ ‖cu−Q0(cu)‖+ ‖∇d(Qhu− uh)‖) ,
which completes the proof.
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8.3. Error estimates in H1 and L2. With the results established in Lemma
8.1 and Lemma 8.2, we are ready to derive an error estimate for the weak Galerkin
approximation uh. To this end, we may substitute the result of Lemma 8.2 into the
estimate shown in Lemma 8.1. If so, for sufficiently small meshsize h, we would obtain
the following estimate:
‖∇d(uh −Qhu)‖
2 + ‖u0 −Q0u‖
2 ≤ C
(
‖Πh(a∇u)− aRh(∇u)‖
2 + ‖c(u−Q0u)‖
2
+ ‖Πh(bu)− bQ0u‖
2
)
+Ch2s
(
h2‖f −Q0f‖
2 + ‖∇u−Rh(∇u)‖
2
+ ‖a∇u−Rh(a∇u)‖
2 + ‖u−Q0u‖
2
+ ‖bu−Rh(bu)‖
2 + ‖cu−Q0(cu)‖
2
)
.
A further use of the interpolation error estimate leads to the following error estimate
in a discrete H1 norm.
Theorem 8.3. In addition to the assumption of Lemma 8.2, assume that the
exact solution u is sufficiently smooth such that u ∈ Hm+1(Ω) with 0 ≤ m ≤ j + 1.
Then, there exists a constant C such that
‖∇d(uh −Qhu)‖+ ‖u0 −Q0u‖ ≤ C(h
m‖u‖m+1 + h
1+s‖f −Q0f‖).(8.12)
Now substituting the error estimate (8.12) into the estimate of Lemma 8.2, and
then using the standard interpolation error estimate we obtain
‖uh −Qhu‖ ≤ C
(
h1+s‖f −Q0f‖+ h
m+s‖u‖m+1 + h
s(hm‖u‖m+1 + h
1+s‖f −Q0f‖)
)
≤ C
(
h1+s‖f −Q0f‖+ h
m+s‖u‖m+1
)
.
The result can then be summarized as follows.
Theorem 8.4. Under the assumption of Theorem 8.3, there exists a constant C
such that
‖uh −Qhu‖ ≤ C
(
h1+s‖f −Q0f‖+ h
m+s‖u‖m+1
)
, s ∈ (0, 1], m ∈ (0, j + 1],
provided that the mesh-size h is sufficiently small.
If the exact solution u of (1.1) and (1.2) has the Hj+2 regularity, then we have
from Theorem 8.4 that
‖uh −Qhu‖ ≤ C
(
h1+shj‖f‖j + h
j+s+1‖u‖j+2
)
≤ Chj+s+1 (‖f‖j + ‖u‖j+2)
for some 0 < s ≤ 1, where s is a regularity index for the dual of (1.1) and (1.2). In
the case that the dual has a full H2 (i.e., s = 1) regularity, one would arrive at
‖uh −Qhu‖ ≤ Ch
j+2 (‖f‖j + ‖u‖j+2) .(8.13)
Recall that on each triangular element T 0, the finite element functions are of polyno-
mials of order j ≥ 0. Thus, the error estimate (8.13) in fact reveals a superconvergence
for the weak Galerkin finite element approximation arising from (4.6).
17
REFERENCES
[1] D. N. Arnold, An interior penalty finite element method with discontinuous elements, SIAM
J. Numer. Anal., 19(4), pp. 742-760, 1982.
[2] D. N. Arnold and F. Brezzi, Mixed and nonconforming finite element methods: imple-
mentation, postprocessing and error estimates, RAIRO Modl. Math. Anal. Numr., 19(1),
pp. 7-32, 1985.
[3] D. Arnold, F. Brezzi, B. Cockburn, and L. D. Marini, Unified analysis of discontinuous
Galerkin methods for elliptic problems, SIAM J. Numer. Anal., 39 (2002), pp. 1749–1779.
[4] I. Babus˘ka, The finite element method with Lagrange multipliers, Numer. Math., 20 (1973),
pp. 179-192.
[5] G. A. Baker, Finite element methods for elliptic equations using nonconforming elements,
Math. Comp., 31 (1977), pp. 45-59.
[6] C. E. Baumann and J.T. Oden, A discontinuous hp finite element method for convection-
diffusion problems, Comput. Methods Appl. Mech. Engrg., 175 (1999), pp. 311-341.
[7] S. Brenner and R. Scott, The Mathematical Theory of Finite Element Mathods, Springer-
Verlag, New York, 1994.
[8] F. Brezzi, On the existence, uniqueness, and approximation of saddle point problems arising
from Lagrange multipliers, RAIRO, 8 (1974), pp. 129-151.
[9] F. Brezzi and M. Fortin, Mixed and Hybrid Finite Elements, Springer-Verlag, New York,
1991.
[10] F. Brezzi, J. Douglas, Jr., R. Durn and M. Fortin, Mixed finite elements for second order
elliptic problems in three variables, Numer. Math., 51 (1987), pp. 237-250.
[11] F. Brezzi, J. Douglas, Jr., and L.D. Marini, Two families of mixed finite elements for
second order elliptic problems, Numer. Math., 47 (1985), pp. 217-235.
[12] P. Castillo, B. Cockburn, I. Perugia, and D. Schotzau, An a priori error analysis of
the local discontinuous Galerkin method for elliptic problems, SIAM J. Numer. Anal., 38
(2000), pp. 1676-1706.
[13] P.G. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, New York,
1978.
[14] B. Cockburn and C.-W. Shu, The local discontinuous Galerkin method for time-dependent
convection-diffusion systems, SIAM J. Numer. Anal., 35 (1998), pp. 2440-2463.
[15] B. Cockburn and C.-W. Shu, Runge-Kutta Discontinuous Galerkin methods for convection-
dominated problems, Journal of Scientific Computing, 16 (2001), pp. 173-261.
[16] B. Cockburn, J. Gopalakrishnan, and R. Lazarov, Unified hybridization of discontinuous
Galerkin, mixed and continuous Galerkin methods for second- order elliptic problems,
SIAM J. Numer. Anal. 47 (2009), pp. 1319-1365.
[17] B. X. Fraeijs de Veubeke, Displacement and equilibrium models in the finite element method,
In “Stress Analysis”, O. C. Zienkiewicz and G. Holister (eds.), John Wiley, New York, 1965.
[18] B. X. Fraeijs de Veubeke, Stress function approach, International Congress on the Finite
Element Methods in Structural Mechanics, Bournemouth, 1975.
[19] Y. Jeon, and E. Park, A Hybrid Discontinuous Galerkin Method for Elliptic Problems, SIAM
J. Numer. Anal. 48 (2010), pp. 1968-1983.
[20] P. Raviart and J. Thomas, A mixed finite element method for second order elliptic prob-
lems, Mathematical Aspects of the Finite Element Method, I. Galligani, E. Magenes, eds.,
Lectures Notes in Math. 606, Springer-Verlag, New York, 1977.
[21] B. Riviere, M. F. Wheeler, and V. Girault, A priori error estimates for nite element meth-
ods based on discontinuous approximation spaces for elliptic problems, SIAM J. Numer.
Anal., 39 (2001), pp. 902-931.
[22] B. Riviere, M. F. Wheeler, and V. Girault, Improved Energy Estimates for Interior
Penalty, Constrained and Discontinuous Galerkin Methods for Elliptic Problems. Part
I, Computational Geosciences , volume 8 (1999), pp. 337-360.
[23] A. H. Schatz, An observation concerning Ritz-Galerkin methods with indefinite bilinear forms,
Math. Comp., 28 (1974), pp. 959-962.
[24] J. Wang, Mixed finite element methods, Numerical Methods in Scientific and Engineering
Computing, Eds: W. Cai, Z. Shi, C-W. Shu, and J. Xu, Academic Press.
