ABSTRACT As an important part of the Internet of Energy, a complex access environment, flexible access modes and a massive number of access terminals, dynamic, and distributed mass data in an active distribution network will bring new challenges to the security of data transmission. To address the emerging challenge of this active distribution network, first we propose a content filtering function mining algorithm based on simulated annealing and gene expression programming (CFFM-SAGEP). In CFFM-SAGEP, genetic operation based on simulated annealing and dynamic population generation based on an adaptive coefficient are applied to improve the convergence speed and precision, the recall and the F β measure value of the content filtering. Finally, based on CFFM-SAGEP, we present a distributed mining for content filtering function based on simulated annealing and gene expression programming (DMCF-SAGEP) to improve efficiency of content filtering. In DMCF-SAGEP, a local function merging strategy based on the minimum residual sum of squares is designed to obtain a global content filtering model. The results using three data sets demonstrate that compared with traditional algorithms, the algorithms proposed demonstrate strong content filtering performance.
network has a more complex access environment, flexible and diverse access modes, plenty of intelligent access terminals and a dynamic distribution of a massive amount of data. With the rapid development of the active distribution network, the safety and reliability of the active distribution network will face more challenges and difficulties.
The extensive application of a large number of wireless communication technologies in the active distribution network enables all kinds of sensitive data (such as operating state data, consumption data, etc.) to be easily leaked during transmission. Existing data transmission mainly uses encryption to carry out security protection. However, with continuous access to various types of distributed energy, the scope of data acquisition has become wider, and the amount of data has become more massive. Traditional data encryption is bound to affect the timeliness and effectiveness of data transmission and processing. With the existing data security technology, content filtering can also effectively prevent data leakage in the transmission process, but the existing content filtering methods mainly focus on text classification [10] - [12] . Aiming at the increasingly complex and massive state of data in the active distribution network, traditional content filtering algorithms are mainly centralized algorithms, which cannot meet the accuracy and efficiency of security requirements of all kinds of sensitive business data in the active distribution network.. Therefore, how to ensure the confidentiality, integrity and non-repudiation of the business data in the active distribution network during the transmission process has become an urgent problem and research hotspot.
To solve these problems, the contributions of this paper are as follows:
• To overcome the problem that traditional text classification algorithms are prone to fall into local optimization, this paper proposes a content filtering function mining algorithm based on simulated annealing and gene expression programming (CFFM-SAGEP) that combines simulated annealing and gene expression programming. Gene coding for text classification, simulated annealing operations, and adaptive population generation strategies are designed in CFFM-SAGEP.
• Because of the wide distribution, dynamic change and large quantity of data characteristic of the active distribution network, based on CFFM-SAGEP this paper proposes distributed mining for content filtering function based on simulated annealing and gene expression programming (DMCF-SAGEP), which combines a local function merging strategy based on a minimum residual sum of squares.
• Compared with the other text classification algorithms, the proposed algorithm compares and analyzes precision, recall, F-measure and processing time. The remainder of this paper is organized as follows. In Section II, we briefly describe related works. In Section III, we introduce a content filtering function mining algorithm based on simulated annealing and gene expression programming. In Section IV, we propose distributed mining for the content filtering function algorithm. Simulation results are provided in Section V and we conclude this paper in Section VI.
II. RELATED WORK A. INFORMATION SECURITY OF DISTRIBUTION NETWORK
Elias et al. [6] focused on communication security in intelligent distribution networks and noted that the network security of the advanced measurement devices in the distribution network will have some influence on the transmission. In [13] , a safe and efficient management system for intelligent distribution networks based on a distribution system security region is proposed, which achieves real-time safety analysis and control of the intelligent distribution network. Wang et al. [14] present as an important part of the smart grid, a large number of security threats, affecting the security and stability of the distribution network. Song et al. [15] designed an intelligent distribution management system to obtain real-time safety analysis and prediction of a Korean distribution network. Parvania et al. [16] developed a novel network intrusion detection system for smart distribution networks to provide a new solution to protect networks from specific types of network attacks. Teixerira et al. [17] analyzed and explored data integrity attacks in voltage and reactive power control and countermeasures in smart distribution networks. Experiments showed that this type of attack using a simple model could interfere with the operation of the distribution network. Chen et al. [18] proposed a systematic security protection mechanism with a secure access scheme for distribution communication. Song et al. [19] focused on the security assessment of radial Distribution Networks for an adversary model, and built a security protection strategy based on an iterative greedy algorithm for the distribution network. However, there are few reports on the protection of various types of state data in the distribution network.
B. DATA FILTERING
Lee and Jiang [10] proposed a multi-label text categorization algorithm based on fuzzy relevance clustering. High-dimensional multi-label text is transformed into a low-dimensional fuzzy correlation vector by the algorithm, which improves the efficiency and accuracy of multi-label text classification. Lin et al. [11] proposed a new method for document similarity calculation in text categorization. The method divides document features into three categories. Experiments showed that the method could effectively solve single label and multi-label text classification. Nouaouria et al. [12] proposed an improved particle swarm optimization (PSO) algorithm based on new particle location updating and an interpretation mechanism for data classification of mixed attributes. Experimental results showed that the proposed algorithm had high accuracy and efficiency for standard data sets. The methods of data classification proposed in the above literature are centralized classification algorithms and do not take into account the effect of data size, distribution and dynamic changes on the performance, accuracy and adaptability of classification algorithms in practical applications. To solve the problem of massive data classification, distributed computing platforms such as Hadoop or Spark are used to improve the efficiency and accuracy of the algorithm [20] - [24] . Whether centralized or distributed algorithms, all of these algorithms require target values for each input sample to correctly map data in the training phase of the text classification model.
C. GENE EXPRESSION PROGRAMMING
A member of the evolutionary computing family, gene expression programming (GEP) was proposed by Candida in 2003 [25] , and has been widely used in many fields. Triguero et al. [26] used gene expression programming to mine distributed function model in wireless sensor network and other fields. Wang et al. [27] applied gene expression programming to the prediction of electricity demand. Wang et al. [28] proposed a dissolved gas analysis interpretation approach using gene expression programming. Ferreira et al. [29] proposed a new predictive model for furrow irrigation infiltration by using gene expression programming. Deng et al. [30] introduced gene expression programming into handgrip force predictions. In addition, the improvement and analysis of algorithms have been the focus of many researchers [31] , [32] .
From the above description, we can see that GEP as a powerful data analysis algorithm has been widely used. All of the aforementioned shortcomings can be addressed by the proposed gene expression programming. The GEP approach proposed in this paper does not require any prior knowledge for text classification.
III. CONTENT FILTERING FUNCTION MINING
To prevent sensitive data in the active distribution network environment from being leaked and malicious information from being injected during the transmission and interaction process data content filtering is an active safety precaution compared with traditional encryption and other passive protection measures. Data filtering is binary or multivariate data classification based on labeled training data to find the relationship between data features and categories. The test data are then classified by using this relationship. In this paper, we consider only text data, and the text content filtering can be understood as a binary classification problem. One is sensitive text, the other is non-sensitive text. Because traditional text categorization algorithms easily fall into local optima, this paper proposes a content filtering function mining algorithm based on simulated annealing and gene expression programming. The goal is to explore the functional relationship
, and sensitive categories, and then, to determine whether the data are sensitive.
A. CODING
Coding of GEP is an important expression form of CFFM-SAGEP. To explain the coding of CFFM-SAGEP, the relevant definitions are proposed.
Definition 1: Let TCG = {TCGHead, TCGTail, F, T , L}, where TCGHead, TCGTail, F, T and L represent head of TCG, tail of TCG, basic elementary function set, document feature set and length of TCG, respectively. The elements of TCGHead randomly generate from F and T , the elements of TCGTail randomly generate from T . String TCG is called text classification gene.
According to [25] , the lengths of TCGHead and TCGTail follow the equation:
where n represents the maximum number of arguments of the operator in the gene head.
Definition 2: The string TCC consists of one or more TCG. TCC is called a chromosome.
CFFM-SAGEP applies linear code of fixed length to represent a TCC. The linear code can be displayed in expression trees (ETs). The function model is obtained by in-order traversal of the expression tree. Example 1 illustrates the coding and decoding of CFFM-SAGEP.
Example 1: Let the function set be F = {+, −, * , L, S}, the document feature set be T = {d 1 , d 2 , d 3 }, and length of the TCGHead be TCGh = 3, where L and S represent Log and Sin function, respectively. We know that maximum number of arguments of all operators in F is 2. According to Equation (1), length of the TCGTail is 4. The randomly generated is shown in Fig. 1 . 
The corresponding function model
) can be obtained by decoding the expression trees in Fig. 2 .
B. GENETIC OPERATION
Genetic operation is particularly important for the global convergence of the GEP. In this paper, local optimization VOLUME 5, 2017
else if e f T > random(0, 1) then 8.
NewPopulation ← i + 1; 9.
end if 10.
T ← α * T 11. end while 12.end for 13. return NewPopulation of the simulated annealing algorithm (SA) is fully utilized to avoid local optimization of the GEP. This paper proposes a genetic operation based on simulated annealing (GOSA). By using the GOSA, each population of GEP can be locally optimized, which greatly accelerates the speed of evolution and makes the whole algorithm run in the direction of global optimization. The steps of GOSA are shown in Algorithm 1.
C. DYNAMIC POPULATION GENERATION
Better evolution within the algorithm requires gene diversity within the initial population. The initial population, which is randomly generated with a certain size, is simple and uses fewer system resources, but the population diversity is limited. Since the size of the population is constant during evolution, the diversity of genes is limited to the chromosomes that have been generated from the beginning of evolution. With the increase of individual fitness values, the population can easily stop evolution and fall into a local optimum. To change the present situation, this paper proposes dynamic population generation based on an adaptive coefficient (DPG-AC).
When the population space reaches a certain scale, after a certain genetic operation, the probability of finding the best individual in this spatial domain is relatively large, and the algorithm avoids falling into the local optimum. This is because the larger the population space, the more diverse the individuals in the population. From a global point of view, the solution space will increase the probability of finding the optimal solution. To solve the problem of local optimization due to population size, an adaptive coefficient is used to dynamically adjust population size.
Definition 3: Let the maximum fitness of the current population be F max , the maximal fitness of the i − th generation be
The steps of DPG-AC are shown in Algorithm 2.
NewPop The core of CFFM-SAGEP is to apply a dynamic population generation strategy to population evolution. The steps of CFFM-SAGEP are shown in Algorithm 3.
IV. DISTRIBUTED MINING FOR CONTENT FILTERING FUNCTION A. ALGORITHM IDEA
To effectively monitor all types of distributed energy, data concerning the state of PV, wind power and other distributed power sources are continuously collected. The safe transmission of this massive amount of data is very important for safe control of the active distribution network. The traditional centralized content filtering algorithm not only increases pressure on transmission bandwidth, the probability of time delay and packet loss but also reduces the efficiency of content filtering. In addition, centralized analysis of the massive amount of monitoring status data for distributed power supplies also creates pressure on data storage.
Cloud computing is a distributed computing platform, which offers advantages for dealing with massive or distributed data sets. The capability of analysis and computing for distributed data mining and knowledge discovery can be obtained by the application of cloud computing. On the basis of CFFM-SAGEP, this paper presents distributed mining for content filtering function based on simulated annealing and gene expression programming (DMCF-SAGEP) which combines with a local function merging strategy. 
The purpose of the global content filtering function model is to make the model fit the sample data on all compute nodes as much as possible. In this paper, the method of minimizing the residual sum of squares between the target value and the actual value is introduced.
Lemma 1: Suppose that there are m local function mod-
There always is a set of con-
is minimum. Because S(α 1 , . . . , α m ) is a two time polynomial of(α 1 , . . . , α m ) , , which consists of basic elementary functions and is differentiable,
Proof:
To solve a set of constants α k = 0 such that S(α 1 , . . . , α m ) is at a minimum, Set
From Equation (2), we can obtain Equation (3).
Denote
According to the concept and property of the dot product,
Equation (4) holds.
Equation (4) is represented in the form of a matrix.
. . .
From Equation (5) The proof is completed. According to Lemma 1, a local function merging strategy based on minimum residual sum of squares (LFMS-MRSS) is proposed. In LFMS-MRSS, we solve Equation (5) by the Gaussian elimination method. Denote
Substituting Equation (6) into Equation (5), we have
Then, Equation (7) 
3. for i = 1 to m do 4.
∂S ∂α k = 0; 5. end for 6. i = 1;j = 1; 7. while i ≤ m and j ≤ n do 
C. DESCRIPTION OF DMCF-SAGEP
First, the dataset to be filtered is divided into a set of keyvalue pairs in DMCF-SAGEP, where the value contains the parameters of the CFFM-SAGEP algorithms. These keyvalue pairs are implemented by Map function in Hadoop. Last, the results are input into a Reduce function for parallel processing through data sort. A global content filtering function model is generated by calling the LFMS-MRSS algorithm. The architecture of the DMCF-SAGEP is shown in Fig. 3 .
The DMCF-SAGEP is described in Algorithm 5.
V. EXPERIMENTS AND ANALYSIS

A. EXPERIMENT ENVIRONMENT AND DATA SOURCE
To empirically verify the performance and effectiveness of our proposed CFFM-SAGEP and DMCF-SAGEP algorithms, an experimental platform is built based on Hadoop. The platform consists of 12 computing nodes including one name node with 2* E5-2620v2 CPU, 128G memory and a 2*4T 7200K SATA hard disk, one management node with 2*E5-2620v2 CPU, 32G memory and a 4*600G 10KSATA hard disk, and ten data nodes with 2*E5-2620v2 CPU, 64G memory and a 2*4T 7200K SATA hard disk.
Algorithm 5 DMCF-SAGEP
The experimental data consist of three parts. The first dataset (called TxCor) is a text classification corpus (Fudan University) from http://www.ccf.org.cn/sites/ccf/ccfdata.jsp. The corpus contains 20 topics, including 33 files on topics of energy and 9771 files on other topics. The second dataset (called DMonitor) is from a power consumption information collection system, distribution automation system and power production management system of the State Grid Nantong Power Supply Company, State Grid Corporation of China. The dataset contains 150983 files on topics of energy management, plans, design schemes and user data. The third dataset (called NetData) is from a packet capturing network. The dataset uses the crawlzilla (Available at https://github.com/shunfa/crawlzilla) to crawl data packets related to the energy subject on the Internet and contains 91097 files on topics of PV, wind power, and EV. The main contents of these datasets are Chinese. Description of the datasets is shown in Table I .
To classify the datasets in Table 1 , we first segment a dataset by a word segmentation algorithm and then calculate the information gain of each word segment according to Equation (9)for each dataset. Each word is sorted from large to small according to the information gain value. The first k words are selected as a feature. Then, the number of text features to be classified is k.
where T represents sample dataset, n represents the number of categories in the sample dataset (in this paper, set n = 2), P(C i ) represents the probability of the C i − th class. P(C i |t) denotes the probability of the C i − th class when the value of the word is t, and P(C i |t) denotes the probability of the C i − th class when the value of the word is not t.
B. EVALUATION INDEXES
To better describe the performance of the content filtering algorithm, the content filtering problem is considered as a classification of sensitive and non-sensitive data. × 100% is called F β measure value, where β is the adjustment parameter and is used to adjust the ratio of p and r in the formula. In practice, set β = 1. If F β is bigger, the classification accuracy is higher.
Definition 9: Let F real be the real maximum fitness value and F model be model-based maximum fitness value. If In this paper, set m = 1000. 
C. EXPERIMENT ANALYSIS
Experiment 1:
To compare the performance of CFFM-SAGEP and content filtering based on traditional GEP (CF-GEP) on three datasets in Table I , CFFM-SAGEP and CF-GEP are each run 50 times, and the maximum number of generations for the two algorithms is 10000. By Definition 9, Fig. 4 compares the convergence of CFFM-SAGEP and CF-GEP. Comparison of the average convergence generation for CFFM-SAGEP and CF-GEP is shown in Fig. 5 .
By Definition 6, 7, 8, in Table II focus on comparison of precision, recall and measure value for the three datasets in Table 1 by using CFFM-SAGEP, CF-GEP [25] and Bayesianbased content filtering (CF-Bayesian) [33] . From Fig. 4 , for the TxCor, DMonitor and NetData datasets, the number of convergences for CFFM-SAGEP VOLUME 5, 2017 compared to that for CF-GEP increases by 10.53%, 42.11% and 25%, respectively. Fig. 5 , shows that for the TxCor, DMonitor and NetData datasets, the average number of convergence generations for CFFM-SAGEP compared to that for CF-GEP drops by 99.2%, 24.5% and 19.7%, respectively. This is mainly because in CFFM-SAGEP, firstly, genetic operation based on simulated annealing improved the local search ability for individuals in the population, secondly, dynamic population generation based on an adaptive coefficient dynamically improved the population size and diversity of individuals in the population to increase the probability of the global optimal solution and the convergence speed. Table II shows that for the TxCor, DMonitor and NetData datasets, the precision of CFFM-SAGEP compared to that of CF-GEP increases by 1.15%, 2.59%, 1.27%, respectively, and compared to that of CF-Bayesian increases by 0.76%, 1.94% and 4.66%, respectively, the recall of CFFM-SAGEP compared to that of CF-GEP increases by 0.58%, 1.26%,0.76%, respectively, and compared to that of CF-Bayesian increases by 3.35%, 0.79% and 1.73%, respectively, and the F β of CFFM-SAGEP compared to that of CF-GEP increases by 0.88%, 1.97%, 1.04%, respectively, and compared to that of CF-Bayesian increases by 4.75%, 1.4% and 3.29%, respectively. This means that the content filtering model based on CFFM-SAGEP has better classification accuracy.
Experiment 2: To better evaluate the performance and effectiveness of the proposed algorithms, Example 2 compares average consumption time. Fig. 6 shows the average consumption time of CFFM-SAGEP, CF-GEP, CF-Bayesian and DMCF-SAGEP, where DMCF-SAGEP runs on five computing nodes and all datasets are evenly divided. With respect to an increase in the number of computing nodes, the average consumption time of DMCF-SAGEP is shown in Fig. 7 . From Fig. 6 , it can be seen that for the TxCor, DMonitor and NetData datasets, the average consumption time of DMCF-SAGEP is 79.7%, 80.15% and 80.32% lower than that of CF-GEP, respectively, the average consumption time of DMCF-SAGEP compared to that of CF-Bayesian drops by 77.37%, 73.35% and 76.87%, respectively, and the average consumption time of DMCF-SAGEP compared to that of CFFM-SAGEP drops by 77.88%, 79.73% and 79.84%, respectively. This means that for the TxCor, DMonitor and NetData datasets, DMCF-SAGEP has an advantage over other algorithms in average consumption time, followed by CFFM-SAGEP. This is mainly because DMCF-SAGEP not only adopts genetic operation based on simulated annealing and dynamic population generation based on an adaptive coefficient to increase convergence speed but also uses the Hadoop platform to improve content filtering efficiency. Fig. 7 shows that for the TxCor, DMonitor and NetData datasets, the average consumption time of DMCF-SAGEP decreases gradually when the number of computing nodes increases from 2 to 8. When the number of computing nodes increases from 8 to 10, the average consumption time of DMCF-SAGEP increases for the TxCor and DMonitor datasets. This is because excessive computing nodes will cause the time of data transfer between nodes and of local model merging to increase. and scale-up ratios of DMCF-SAGEP. Comparison of the speed-up ratio of DMCF-SAGEP on the three datasets is shown in Fig. 8 . Fig. 9 shows the comparison of the scaleup ratio of DMCF-SAGEP on the three datasets.
From Fig. 8 , when the number of computing nodes increases from 2 to 5, the speed-up ratio of DMCF-SAGEP increases linearly; when the number of compute nodes increases from 5 to 7, the speed-up ratio of DMCF-SAGEP is almost unchanged; when the number of compute nodes increases to 8, the speed-up ratio of DMCF-SAGEP decreases. This means that the increase of computing nodes will result in a significant increase of the time of data transfer and local model merging between nodes, which makes the linear speed-up ratio very difficult to achieve. Fig. 9 shows that for the TxCor, DMonitor and NetData datasets, the maximum scale-up ratio reaches 0.81, 0.7713 and 0.7334, respectively. However, the increasing number of computing nodes causes the scale-up ratio of the DMCF-SAGEP to decrease gradually, while the slope of the decrease gets smaller. This indicates that the scalability of DMCF-SAGEP is better.
VI. CONCLUSION
In this paper, we have studied security protection of sensitive data using text classification in an active distribution network. Firstly, a content filtering function mining algorithm based on simulated annealing and gene expression programming (CFFM-SAGEP) has been proposed. In CFFM-SAGEP, genetic operation based on simulated annealing and dynamic population generation based on an adaptive coefficient are applied to improve convergence speed and accuracy of content filtering. Lastly, based on CFFM-SAGEP, in order to improve efficiency of content filtering, distributed mining for content filtering function based on simulated annealing and gene expression programming (DMCF-SAGEP) was presented that combines with a local function merging strategy. To verify performance and effectiveness of the proposed algorithm, we conducted three experiments on three datasets. The experimental results demonstrated that compared with CF-GEP, our proposed algorithms achieved very high performance.
In the future work, we will be committed to apply the data filtering algorithm to the other areas [34] , [35] , to ensure the safety of data transmission. At the same time, with the increasing amount of data under the Energy Internet, how to reduce the network load [36] between the computing nodes is also one of the issues that must be considered.
