Abstract-It has been well known that Massive multipleinput-multiple-output (MIMO) radar can provide a large aperture and improve the direction of arrival (DOA) estimation performance. However, a significant increased data size will seriously reduce the computational efficiency of DOA estimation. In this paper, we propose an optimization algorithm to design the dimensionality reduction measurement matrix based on compressed sensing (CS), which can extremely reduce the computational complexity. Unlike adopted random projections, we choose the measurement matrix for DOA estimation by minimizing the overall mutual coherence between measurement matrix and spatial sparse dictionary. The optimization problem of designing the dimensionality reduction measurement matrix is non-convex. To solve this problem, an alternating iterative algorithm based on singular value protection is proposed. Moreover, we analyzed the computational complexity of DOA estimators with this dimensionality reduction scheme. Numerous results demonstrate that the proposed scheme has better DOA performance than random projection method and arbitrary selection method.
I. INTRODUCTION Direction-of-arrival (DOA) estimation has important research value of array signal processing [1] . Generally, the array aperture size directly affect the DOA estimation performance. Large array aperture can increase degrees of freedom (DOF) and improve resolution. Obviously, the large aperture massive multiple-input-multiple-output (MIMO) radar has become a hot research topic [2] [3] [4] . However, dealing with high dimensional data will increase the computational complexity. In order to reduce the computational burden, reasonably dimensionality reduction measurement is a viable solution.
Compared with uniform linear arrays (ULA), the sparse linear arrays can achieve the equivalent performance using fewer physical antennas [5] [6] [7] . Thus, applying different array structures can reduce the computational complexity. The nested array [8, 9] and the co-prime array [10] are the two most famous structures. However, it's hard to reconfigure the hardware structure of an existent massive MIMO array. In order to facilitate implement, the application of compressed sensing (CS) provides a new perspective for this problem.
In recent years, projection matrix optimization based on CS has been widely concerned [11] [12] [13] . According to CS theory, the optimal projection matrix can reduce the measurement size while maintaining a high precision [14] . There exist some studies about measurement matrix design for DOA estimation [15] [16] [17] . [15] suggested to design measurement matrix based on random distributions such as Gaussian or Bernoulli distributions. [16] proposed a way to optimize the measurement matrix according to the prior information of the target. [17] designed measurement matrix by using a given overcomplete orthonormal basis.
In this paper, we propose a novel approach of reducing the computational complexity based on the Gram matrix of equivalent sparse dictionary. In contrast [15] , we design measurement matrix by minimizing the overall mutual coherence between measurement matrix and spatial sparse dictionary which can guarantee the DOA estimation performance. In contrast [16, 17] , this algorithm without any prior information of target and fits to non-orthonormal dictionary. Thus, this algorithm has more practical significance and feasibility than others. The optimal measurement matrix can be easily implemented in hardware by phaser without changing the practical array structure. The specific optimization procedures have been given in section III-B. Extraordinarily, we analyze the computational complexity of DOA estimators with this dimensionality reduction scheme. In addition, we compared the DOA performance of this optimal compressed measurement with others.
II. SYSTEM MODEL

A. Signal Model of Linear Array
Generally, a linear array consists of N elements, which can be represented as the following structure in Fig. 1 . 
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Gaussian white noise at the t-th snapshot can be described as
where
T is the transpose operation,
d k is the distance between the k th element and the reference element, n(t) ∈ C N ×1 denotes the noise vector.
B. Measurement Model of Spatial Sparse Signal
It is well known that the target are sparse in the spatial domain. Thus, we can divide the spatial domain into L(P L) grids. Then, the spatial sparse signal model of DOA can be expressed as
where ss(t) ∈ C L×1 denotes the spatial sparse signal vector,
N ×L is the sparse dictionary.
According to the CS theory [18] , the sparse signal can be recovered from M < N linear measurements y(t) = Φx(t) ∈ C M ×1 . Further, the measurement model can be described as
where Φ ∈ C M ×N is the measurement matrix. Based on (3), we find that the operator Φ can compress the N -element array into a M -dimensional measurement. Additionally, the measurement compression ratio β can be expressed as
Extraordinarily, we can implement the physical structure of Φ by phaser without changing the array structure. The hardware architecture of measurement matrix Φ is shown in Fig 2. Obviously, the application of Φ can extremely reduce the computational complexity. However, inappropriate dimensionality reduction operation will lead to performance loss. Thus, choosing optimal Φ is the key operation to ensure estimation accuracy. From the perspective of array structure, we can arbitrary choose part of elements for constructing Φ to reduce the computational complexity. For the convenience of description and analysis, we can choose Φ as (5), which has the same structure with Nested array.
According to the CS theory, it suggested to choose Φ as an random matrix. Thus, the performances of these schemes cannot achieve optimal. In next section, we will introduce an algorithm to optimize Φ.
III. MEASUREMENT MATRIX DESIGN BASED ON CS
A. The Optimization Criterion and Mutual Coherence
In CS context, the equivalent dictionary E is defined as
N ×L is the sparse dictionary. In [11] , the mutual coherence of equivalent dictionary is defined as
where E i and E j are two column vectors in E. The Gram matrix of equivalent dictionary is defined as
To ensure that the signal can be recovered accurately, the following RIP condition should be guaranteed.
Historically speaking, the low bound of mutual coherence
was chosen as the recovery condition. However, [11] has shown that the recovery accuracy is more related to the off-diagonal elements of the Gram matrix than the low bound. An equiangular tight frame (ETF) has an excellent mutual coherence behavior which has been used in measurement matrix design [19] . We adopt the ETF criterion to optimize measurement matrix, which is depicted as
where the H ∈ C L×L is the target of Gram matrix that belongs to the space shown as
in which ζ is a mutual coherent control constant.
B. Optimization Design of Measurement Matrix
Different from the dictionary in CS, the sparse dictionary D(θ) is decided by its real array structure and the grids of spatial domain. To ensure the measurement matrix can be used into DOA estimation, we need to preprocess the sparse dictionary D(θ) before optimizing. From the physical structure of array manifold, we notice that the sparse dictionary D(θ) has full row rank. With singular value decomposition (SVD), the sparse dictionary D(θ) can be decomposed into
where Λ N ×N is the singular value matrix of the sparse dictionary, U and V are orthonormal matrices of proper dimension. In addition, the singular value of the sparse dictionary can affect the performance of estimation. If the corresponding singular value is not appropriate, the DOA will not be estimated. Moreover, the off-diagonal elements of the Gram matrix is related to U and V . Thus, we take advantage of SVD to separate and protect the Λ N ×N . For convenience of calculations, we replace the Λ to an N -dimensional identity matrix I N ×N for optimizing measurement matrix. Then, we get the new re-orthonormalization sparse dictionary which can be expressed as
After preprocessing, the optimal measurement matrix Φ can be designed under the ETF criterion described in Section III-A. The Gram matrix can be depicted as
From (10), we can optimize Φ according to the cost function
In practice, the cost function of optimization is non-convex. Thus, we can't directly use linear search method to achieve the optimal. Let T =Φ H Φ, the problem of (15) is equivalent to min
In order to solve this problem, the (16) can be relaxed as
Obviously, the cost function of T is convex, when the H is fixed. The gradient ∇ T f (T , H) of the cost function in terms of T can be calculated as
Then let ∇ T f (T , H)=0, we will get the optimal solution T opt of problem (17) can be derived as
where Q=DHD H andÃ=DD H is a (N × N ) full rank matrix. Hence, the optimization problem of Φ with fixed H can be converted into
where T opt is the optimization target. It is also worthy to note that T opt is the solution of (17), not the solution of (15) . In another word, when the rank of T opt is larger than M , the optimal Φ can not be calculated from (20) . Thus, we can reconstruct the target T opt by Principal Component Analysis (PCA) method. With the eigenvalue decomposition (EVD), the new optimization target T opt can be decomposed into
where Λ M consists of M largest singular values of T opt , V T is the eigenvector matrix with proper dimension. Then we can use a matrix decomposition method to get the optimal Φ * opt , which was mentioned by [20] [21] . The closed-form of the optimization problem can be expressed as
where U is an orthonormal matrix with proper dimension. Then, we use an alternating iterative algorithm to solve the optimization problem. Additionally, the initial Φ 0 is chosen
If the ζ is proper, we will get the optimal after a few times' iterations.
The measurement matrix design algorithm is summarized as follow:
• Step 2: ReprocessD(θ) based on (12) and (13).
• Step 3: Calculate the Gram matrix G according to (14) .
• Step 4: Construct the target H on the basis of (11).
• Step 5: Compute the optimal T opt with (19).
• Step 6: Figure out the optimal solution Φ * opt of (15) with (21) and (22).
• Step 7: Update Φ ← Φ * opt , and then go to the Step 3 unless the measurement matrix reach the optimal Φ opt . Above all, the optimization scheme of dimensionality reduction measurement for DOA estimation can be summarized in Fig 3. Note that the optimal measurement matrix will fixed in hardware, which means the optimization process is an off-line design method. Based on this, the computational complexities of different DOA estimators with this dimensionality reduction measurement scheme are shown in TABLE I. 
IV. SIMULATION RESULTS
In this section, the DOA performance of the proposed dimensionality reduction scheme is compared with random projection scheme and arbitrary selection scheme. In the simulations below, MVDR algorithm is exploited to estimate DOA. MVDR spatial spectrum estimator can be described as
where R yy = 
where the M t is the number of Monte-Carlo and the P is target number. Simulation 1. We compare the performance of different measurement scheme in different compression ratio. Suppose that the massive array is chosen as a 50-element ULA and the distance between adjacent elements is half of wavelength. We also assume that there is one target with the SNR of 15dB.
The spatial domain grid is divided to a width of 0.01
• . The searching step size is 0.001
• . The number of snapshots is fixed to T = 100. In each case, 7,000 Monte-Carlo are carried out. Finally, the performance of DOA estimation at different compression ratio is shown in The Fig 4 demonstrates that the proposed scheme has better performance than random projection scheme at any compression ratio. In the CS context, the recovery accuracy will decrease with the increase of compression ratio. If the compression ratio is in a proper range, the performance will be guaranteed. Based on this, we can extremely reduce computational complexity by choosing an appropriate compression ratio.
Simulation 2. We compared these schemes under a multitarget condition. We assume that there are 8 far-field incoherent narrow-band signals impinging on arrays from directions
• ] with the SNR of 20dB. The element number of different arrays in this simulation are all selected to 10. The other conditions are followed by Simulation 1. Therefore, we can see the proposed scheme has better resolution than random projection and arbitrary selection. From the Fig 6, we can know that the proposed scheme has a better estimate performance than random projections and arbitrary selection in any SNR. Moreover, the proposed scheme has little performance loss compared with original high-dimension measurement. It is verified that the proposed scheme can extremely reduce the measurement size while maintaining a high precision.
V. CONCLUSIONS
In this paper, we proposed an algorithm to reduce computational complexity based on CS for DOA estimation. In this algorithm, the optimal measurement matrix can be figured out by an appropriate sparse dictionary. Concretely, we have given the explicit steps to solve this non-convex optimization problem, which can quickly achieve the global optimal. Additionally, it is an off-line algorithm, so that we can temporarily ignore the complexity of this optimization algorithm. Extraordinarily, computational complexity of different dimensionality reduction DOA estimators are given to prove the feasibility of proposed scheme. Finally, the simulation results verify that the proposed algorithm can provide a better estimation performance than random projections and arbitrary selection.
