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AB S T RAC T
While laser frequency combs (LFCs) are in principle ideal calibration light
sources for high resolution spectrographs, they are still not regularly used. This
is not only due to high cost and maintenance, but also persistent technological
challenges. One of these challenges is the high variability and instability of the
spectral envelope of the LFCs. This issue is caused by underlying physical effects
and the sensitivity of the nonlinear broadening process used to generate the
supercontinuum spectrum.
In the context of ELT-HIRES and the Göttingen solar observatory, we aim
to improve the calibration of high resolution spectrographs using an LFC. To
mitigate the adverse effects of the variability and instability of the spectral
envelope we explore three different approaches.
The first is to design a tapered nonlinear fiber which yields a more stable
and flat spectral envelope. This is done by creating a grid of simulations for
various fiber taper parameters and then judging the quality of the simulated
spectra. Results from the simulation are promising and the designed fiber was
manufactured. First measurement results of a spectral broadening are still
pending.
The second approach is specific to the Fourier transform spectrograph (FTS).
We develop a method to calculate the comb frequencies necessary for calibra-
tion directly from the interferogram. Thereby, we aim to simplify and improve
the calibration process. This method is faster since we do not have to perform
a phase correction and subsequently fit the individual comb lines in the spec-
trum. We show that the method of retrieving the comb frequencies from the
interferogram and a calibration is possible. However, the precision is lower
than for the conventional method. By calculating simulated interferograms
and introducing different types of measurement errors into the simulation, we
find that the main reason for reduced precision in this method is the change
of the spectral envelope during the measurement. Additionally, phase errors
and a dispersion depending on the optical path length difference are causing
systematic errors.
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Last, we develop, construct and characterize a spectrum control setup to
stabilize and manipulate the spectral envelope of the LFC. This is the first
demonstration of such a setup in the near infrared. Using this setup, the
stability of the resulting spectral envelope is increased and the dynamic range
is decreased. In high resolution spectrograph measurements, more comb lines
are thus detectable. However, the spectrum control setup causes systematic
noise in the FTS measurements. Thus, this approach does not lead to an
improvement in calibration precision and further work is necessary to remove
this noise from the measurements. For echelle spectrographs this problem
does not apply and this setup could therefore be suitable to improve LFC
calibration of an astronomical spectrograph in the near infrared.
iv
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I N T RODUC T I ON
One major field in astronomy and astrophysics is the study of exoplanets
and exoplanetary systems. This is a fairly young field. The first exoplanet was
discovered in 1992 in routine observations of the pulse time of arrival of the
pulsar PSR1257 + 12 (Wolszczan and Frail, 1992). The first exoplanet discovered
around a main-sequence star was 51 Peg b found in 1995 (Mayor and Queloz,
1995). This was also the first detection in an actual planet search program.
Since then, a total of 4777 planets and 3534 planetary systems have been
confirmed 1.
Several different methods to find exoplanets exist. The different methods
are sensitive to different combinations of stellar type, and planet parameters
such as period, radius and mass. Some of these require special conditions
and thus only led to few discoveries so far. For example, planets can be found
through gravitational microlensing events. These occur when an object moves
across our line of sight to a bright background object, e.g., a star or quasar, and
the light of the background object is lensed by themass of the transiting object.
If the lensing object is a star accompanied by a planet, the exoplanet can be
inferred from the lensing lightcurve (Bond et al., 2004; Beaulieu et al., 2006).
For some cases, even the direct motion of stars, caused by the gravitational
pull of a planet can bemeasured (Muterspaugh et al., 2010; Dupuy et al., 2018;
Curiel et al., 2020). More planets have been found via direct imaging, which is
possible for planets which are comparably large and in comparably wide orbits
(Kalas et al., 2008; Marois et al., 2008; Lagrange et al., 2010b). The method
which led to by far the most discoveries is transit photometry (Henry et al.,
1999; Udalski et al., 2002). If an exoplanet moves in between its host star and
our line of sight a slight darkening is observed in the light curve. If such an
event occurs at periodic intervals it is likely caused by a planet. The Kepler
mission alone has led to more than 2600 discovered exoplanets (Borucki et al.,
2010). From timing variations in the occurrence of transits further planets can
be inferred (Ballard et al., 2011).
1 www.exoplanet.eu, 1. July 2021
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2 I N T RODUC T I ON
The other main method is the radial velocity (RV) method which was used
by Mayor and Queloz in their seminal discovery of 51 Peg b. For this discov-
ery they were awarded half a Nobel prize in 2019. While conceptually more
complex than transit photometry or direct imaging, the basic principle behind
the technique is straightforward. If a planet orbits a star, they orbit the com-
mon center of gravity. Thus, the planet induces a slight reflex motion of the
star. The component of this motion along our line of sight causes a Doppler
shift of the wavelengths in the observed optical spectrum of the star. Using
spectral features, such as atomic absorption lines, the motion of the star can
be measured with high resolution spectrographs (see Fig. 1.1). If a periodic
variation is discovered in these measurements, a Keplerian orbit solution can
be fitted to the data and an upper mass limit of the planet can be inferred.
To determine the exact mass, the angle of inclination of the planets orbit i
has to be known, as the velocity component towards the observer scales with
sin(i). The method is also highly complimentary with transit photometry. If
it is possible to measure a transit and the RV amplitude, the exact mass, the





Figure 1.1: Schematic star planet system with an exaggerated Doppler shift in the
spectrum observed from the star.
The RV technique has been used to identify binary systems of stars for more
than a century. The first observation of such a spectroscopic binary was done
by Hermann Carl Vogel as early as 1889 (Aitken, 1898). In these systems, the
RV amplitude can reach magnitudes of up to hundreds of km s−1. For planets,
however, the expected RV amplitudes are much lower. The RV amplitude
depends on the movement of the star around the common center of gravity
and a larger mass companion shifts the common center of gravity further away
from the star. For example, the highest RV amplitude in our solar system is
caused by Jupiter, with a magnitude of about 12.4m s−1. Thus, a much higher
measurement precision is required to detect exoplanets than stellar binaries.
The early surveys for exoplanets towards the end of the 20th century were
1.1 E VO LU T I ON OF CA L I B RAT I ON OF A S T RONOM I CA L S P EC T ROGRAPH S 3
expecting Jupiter analogs, i.e., planets with radial velocity amplitudes of 10 to
20m s−1 and periods of multiple years for sun-like stars (Walker, 2012; Hatzes,
2016). These endeavors managed to reach sufficient measurement precision
and even led to some suspicious signals, which were much later confirmed to
be due to planets (Campbell et al., 1988; Hatzes and Cochran, 1993; Walker et
al., 1995; Hatzes et al., 2003, 2006). Mayor and Queloz, however, discovered a
very different type of planetwhichwas not expected to exist by the community:
A planet with about half the mass of Jupiter and a period of only 4.2 days,
which is much easier to detect than a true Jupiter analogue.
The detection of 51 Peg b increased interest in the search for exoplanets
and sparked a desire for more precise and more stable high resolution spectro-
graphs. With today’s high resolution spectrographs, even the characterization
of exoplanet atmospheres becomes possible (Redfield et al., 2008; Snellen
et al., 2010; Brogi and Line, 2019). With the next generation of extremely large
telescopes and the planned high resolution spectrographs such as ELT-HIRES,
the search for signatures of habitability or possibly even life becomes feasible
(Marconi et al., 2020; Snellen et al., 2015; Hawker and Parry, 2019).
These measurements and discoveries are only possible because of the
constant improvement of instruments for measuring precise RVs and high
resolution spectra. To reach the highest level of precision, the calibration of
the spectrographs is crucial. For calibration standard light sources or absorbing
media are used. These are measured in parallel or in sequence with the stellar
light. The calibrator must have well known, reproducible spectral features,
which then allow to discern the Doppler shift from the instrument drift.
The present work is concerned with improving calibration of high resolution
spectrographs using one particular calibration light source, the laser frequency
comb (LFC).
1.1 Evolution of calibration of astronomical spectrographs
There are many different techniques for calibrating high resolution spectro-
graphs, but all of them require a reference. In the following, we list the prop-
erties that an ideal calibration light source or absorber should have (Kerber
et al., 2007; Fischer et al., 2016):
• The wavelength and lineshape of the calibration lines should be stable.
• The calibration lines should cover the whole spectral range the spectro-
graph is capable of observing.
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• The calibration lines should have a dense, equal spacing, which can be
adapted to the respective instrument.
• All calibration lines should have an equal strength. Even better, the
calibration spectrum should be designable to account for thewavelength
dependent efficiency of the spectrograph.
• The calibration lines should be known accurately. Since RV is a relative
measurement this is not strictly necessary. However, a high accuracy
makes measurements across different epochs and instruments more
easily comparable. Additionally, science cases not strictly related to RV
measurements may require a high accuracy.
• The calibration lines should not be resolved by the spectrograph. Then
the calibration lines provide a measurement of the instrumental line
shape. This information can be used to improve the calibration (Corna-
chione et al., 2019; Pepe et al., 2021).
While, thus far, no perfect calibrator has been devised, the improvement in
calibration techniques throughout the last half century has been remarkable.
We now give an overview of the evolution of different calibration techniques
for high resolution spectrographs in the context of exoplanets.
1.1.1 Early calibration techniques
The first calibration light sources for high resolution spectrographs were arc
lamps or hollow cathode lamps (HCLs) (see e.g. Sanford (1933) and Hewitt et al.
(1968)). These produce a spectrum consisting of many sharp emission lines,
defined by atomic transitions of the arc material (in the case of arc lamps) or
cathode material and the filling gas in the case of HCLs. The lamps were used
to illuminate parts of the entrance slit of the spectrograph not illuminated
by stellar light. Regardless of the light source, early calibration techniques all
suffered from similar drawbacks. Most importantly, the path of the calibration
light was different from that of the stellar light, which limited the precision of
the calibration (Griffin, 1973). Additionally, the exposures were often taken
before or after the observation and not in parallel. The environment of the
instruments was only weakly stabilized, if at all. Thus, the instrument could
drift between the observation and calibration exposure. With these methods
stabilities of a few 100m s−1 could be reached.While HCLs are still in use today,
the calibration techniques have since then evolved.
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1.1.2 Telluric absorption lines
The first major improvement in spectrograph calibration was the calibration
with telluric absorption lines introduced by Griffin in 1973. These lines are
imprinted on the stellar spectrum during the passage of the light through
earth’s atmosphere. Therefore, this technique can be used in any ground-
based observatory. The improvement is that the calibration lines follow the
exact same light path as the stellar light and therefore do not suffer from any
geometrical differences in the light path (Griffin, 1973; Osterbrock et al., 1996).
Making use of telluric lines allowed an improvement in the RV precision from
hundreds of m s−1 down to tens of m s−1.
However, the telluric lines depend on the altitude of the target at the time
of the observation as well as the atmospheric conditions in the line of sight.
Changes in pressure or local wind conditions can cause changes to the telluric
absorption lines (Campbell and Walker, 1979). This can be mitigated to some
extent by observing an RV standard star, i.e., a star with no RV variability, for
a nightly zero point correction (Marcy and Benitz, 1989). Yet, this ultimately
limits the achievable precision of this technique. Furthermore, the spectral
coverage and thus the calibration is limited to regions where this absorption
occurs.
1.1.3 Gas cells
Another major improvement of the calibration for precision RVmeasurements
was the usage of gas cells introduced by Campbell and Walker in 1979. The gas
cell is placed in the beam of stellar light coming from the telescope. Similar
to the telluric lines, the absorption spectrum of the gas is then imprinted on
the stellar spectrum. The absorption lines from the gas cell are more stable
and less broad than telluric lines, since there are no winds or strong pressure
gradients in the gas cell.
The first gas being used was hydrogen fluoride. It has well spaced molecular
absorption features in the visible,without any additionalweak lines in between.
However, hydrogen fluoride is a dangerous gas which can cause blindness
or death. Moreover, it requires inert materials for containment due to its
corrosive nature and therefore has to be handled with care (Campbell and
Walker, 1979).
Because of these issues, hydrogen fluoride cells were abandoned and iodine
cells became the standard in the early nineties (Marcy and Butler, 1992). Iodine
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is not toxic, easier to handle and has more usable lines for calibration. The
iodine absorption lines have a another advantage. Since they are not resolved
by the spectrograph, they can be used to model drifts of the instrumental line
shape (ILS) during an exposure (Valenti et al., 1995; Butler et al., 1996). Thus,
an additional error source can be corrected. They offer excellent long term
stability of the line centers with single cells sometimes operating for more
than a decade, e.g., at the 2.1m telescope at McDonald Observatory (Hatzes
et al., 2006). In older surveys, a precision of 10 to 15m s−1 was achieved. Iodine
cell measurements can still give very relevant data today, e.g., from the UVES
spectrograph at VLT, where a reanalysis of older measurements resulted in
precisions better than 4m s−1 (Butler et al., 2019).
However, they also suffer some significant drawbacks. As the iodine cells
absorb a part of the stellar light, the throughput is reduced. Therefore, ob-
servations using gas cells are limited to brighter stars. Also, the iodine lines
blend with the stellar lines, which prevents a modeling of stellar activity (Fis-
cher et al., 2016). Since stellar activity also causes RV signals, the modeling is
essential to prevent false detections and to detect planets masked by stellar
activity (Queloz et al., 2001). Additionally, the absorption spectrum of iodine
only covers a fairly small wavelength range in the visible of 510 to 620 nm and
does not extend into the near infrared. Despite some of their shortcomings
gas cells are still actively used in some observatories, e.g., UVES at the VLT.
Even new gas cells containing a mixture of the gases acethylene, ammonia
and methane were developed to cover the H- and K-bands in the infrared for
the upgrade of the spectrograph CRIRES (CRIRES+) (Seemann et al., 2014).
1.1.4 Simultaneous fiber calibration
Using a fiber instead of a slit was first tested in 1979 (Hubbard et al., 1979), but it
took time for this technology to be developed. With the ELODIE spectrograph
at the Observatoire de Haute-Provence the method of simultaneous fiber
calibration was established in the early nineties. The spectrograph is fed with
light from two fibers, where one fiber is injected with stellar light, while light
from a Thorium-Argon HCL is simultaneously injected into the second fiber
(Baranne et al., 1996). A more detailed review on HCLs is given by Kerber
et al. (2007). While the calibration light source is not new, the method of
using two optical fibers in parallel eliminates major issues. The geometrical
properties of the light exiting the fiber are similar to the stellar light and thus
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do not suffer different aberrations in the spectrograph. Additionally, the design
enables easy simultaneous calibration. Subsequently, this design was used for
other spectrographs such as FEROS (Stahl et al., 1999) or HARPS. The HARPS
spectrograph, the first instrumentwholly dedicated to exoplanet detection, set
a new standard for RVmeasurements (Pepe et al., 2002; Mayor et al., 2003). It
achieved new levels of stability, due to a temperature and pressure controlled
vessel for the spectrograph. With this instrument the calibration precision
using HCLs was pushed to the limit, reaching RV precisions of 20 cm s−1 (Lovis
and Pepe, 2007).
Besides Thorium-Argon HCLs, other types also exist, such as Uranium-Argon
or Uranium-Neon, which cover different spectral bands to a different de-
gree. Particularly Uranium-Neon is more suitable for instruments operating in
the infrared such as CARMENES or CRIRES+ (Quirrenbach et al., 2012, 2016;
Sarmiento et al., 2014; Seemann et al., 2014).
HCLs also have some properties which are undesirable for a calibration
light source. First of all, the lines are not equally distributed, leading to only a
few or no calibration lines in some spectral orders. Secondly, the lines have
strong variations in intensity, so that some of the strong gas lines saturate the
spectrograph detector and even lead to unwanted blooming effects, while
others are barely detected. Additionally, some of the lines become weaker
as the lamp ages, which induces calibration errors. To make datasets from
different epochs comparable, a cross calibrationwith amaster lamp is required.
Furthermore, new regulations causedmanufacturers to usemetaloxids instead
of metals in the production of HCLs, which can lead to a contamination of the
lamp spectra with additional lines (Nave et al., 2018).
1.1.5 Fabry–Pérot etalons
Another calibration method uses Fabry-Pérot etalons or Fabry-Pérots (FPs) for
short. For applications in astronomy, FPs with two semitransparent coplanar
mirrors with a well defined spacing are used. This spacing defines an interfer-
ence condition, so that only light of wavelengths fulfilling this condition passes
the FP. The FP is illuminated by a white light source, e.g., a halogen lamp.
When choosing the distance between the mirrors correctly, this yields a spec-
trum which has a dense coverage of spectral lines in each order. The spectrum
is uniform in intensity and has a broad spectral coverage if an adequate white
light source is chosen. Usually, FPs are used in dual fiber spectrographs. The
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dense coverage of the FP spectrum enables a measurement of pixel position
and size inhomogenities on the detector as well as discontinuities caused by
the manufacturing process (Bauer et al., 2015).
While the use of white light illuminated FPs for calibration is not a new
invention (see e.g. Connes et al. (1996)), the first high precision RV measure-
ments were reported in 2011 from measurements with HARPS (Wildi et al.,
2011). FPs are routinely employed in the latest generation of spectrographs,
e.g., CARMENES and ESPRESSO. In these spectrographs, internal precisions
of 10 cm s−1 can be reached (Schäfer and Reiners, 2012; Schäfer et al., 2018;
Pepe et al., 2021).
The drawback of FPs is that even with a great degree of passive stabilization
of the mirror spacing, the line positions can drift over time. Furthermore, the
exact wavelength of the calibration lines is not known. Therefore, FPs only give
a relative calibration, but do not provide an absolute reference. Thus, they are
used in combination with HCLs. The absolute wavelength reference is provided
by the HCL and the FP is then used for simultaneous calibration during the
observations to correct the drift of the instrument. Other proposed schemes
includemonitoring or controlling the FP drift using a Rubidium referenced laser
locked to an FP-mode (Reiners et al., 2014; Schwab et al., 2015). Themethod of
monitoring the FP drift is being used at theMAROON-X spectrograph (Stürmer
et al., 2017).
1.1.6 Laser frequency combs
A calibration light source which has many of the properties of an ideal cali-
bration light source described above is the LFC. LFCs were first proposed as a
calibration light source for astronomical spectrographs a little over 10 years
ago (Murphy et al., 2007; Schmidt et al., 2007; Li et al., 2008). They emitt a
broad spectrum of narrow emission lines whose position can be controlled
with high accuracy and precision. Contrary to the FP they can give a full wave-
length solution on their own, since the line positions are well defined. Also,
the comb lines have line widths on the order of 100 kHz or less, so that they
are not resolved and can be used for ILS modeling. They are also used in the
standard dual fiber configuration.
First observations with high resolution spectrographs using an LFC for cali-
bration were done at VTT (Doerr et al., 2012), Pathfinder (Ycas et al., 2012),
HARPS (Probst et al., 2014, 2016), HARPS-N (Phillips et al., 2012; Glenday et
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al., 2015) and HRS (McCracken et al., 2017b). LFCs are foreseen as the main
calibration light source for the next generation high resolution spectrograph
ELT-HIRES (Huke et al., 2017). One of the science cases of the HIRES spectro-
graph is the Sandage test (Marconi et al., 2020), which is a measurement of
the expansion of the universe (Sandage, 1962). This science case requires a
large telescope and accurate RVmeasurements of distant quasars on a 2 cm s−1
scale for at least two decades. Such a feat can likely only be accomplished using
LFCs (Liske et al., 2008). An overview over the development of ”astrocombs”,
i.e., LFCs optimized for calibration of high resolution spectrographs, is given
by McCracken et al. (2017a).
Despite a development effort of more than a decade, they are not routinely
used at the newest instruments such as ESPRESSO due to continuous techno-
logical challenges (Pepe et al., 2021). Issues which remain include reliability,
insufficient spectral coverage and variable background light (Pepe et al., 2021;
Schmidt et al., 2021). Additionally, the comb lines are usually spaced so closely
that they could not be resolved by the spectrographs. Thus, a large number
of lines has to be filtered using FPs. Insufficient suppression of side modes
can then lead to RV errors. They are also by far the most expensive calibration
light source.
1.2 Scope of this work
The present thesis is part of a larger project with the aim of devising a calibra-
tion unit for the spectrograph ELT-HIRES, a second-generation instrument at
the ELT. We aim to improve the calibration of both echelle spectrographs and
a Fourier transform spectrograph (FTS) using an LFC.
While FTSs currently are hardly used in astronomical observations, they
have been used successfully in astronomy in the 1960s and 1970s (Connes and
Connes, 1966; Beer et al., 1971; Connes and Michel, 1975). Since the advent of
the CCD, grating spectrographs greatly outperform FTSs in terms of efficiency.
Thus, there was no real use case for an FTS in the photon-starved field of
astronomy anymore. For solar observations however, where the amount of
photons is not an issue, a commercial FTS can outperform even ESPRESSO by a
factor of ten in resolution, while simultaneously covering a broad wavelength
range from the visible to the near-infrared. In Göttingen an FTS is used to
perform observations both of the integrated and the resolved Sun (Reiners
et al., 2016a,b; Schäfer et al., 2020b).
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While counterintuitive at first, solar observations have come to play an
important role in the field of exoplanets. Observing the Sun as a star is a
natural testbed to improve models for stellar activity phenomena, which
are now often a limiting factor for the detection of exoplanets (Meunier et
al., 2010; Lagrange et al., 2010a). The Sun is the only main-sequence star
which can be spatially resolved in the optical regime. This enables matching
what happens on the stellar surface to RV signals and other spectroscopic
measurements and thus reveals which proxy measurements can be used to
remove the stellar RV jitter from measurements (Haywood et al., 2016). Some
astronomical echelle spectrographs are now used to observe the Sun during
the daytime such as HARPS-N or PEPSI (Dumusque et al., 2015; Strassmeier
et al., 2018).
While LFCs are the optimal calibration light source for high resolution spec-
trographs on paper, some issues still remain. In the case of echelle spectro-
graphs, the mode filtering can be problematic. For the calibration of an FTS,
this is not an issue (Huke et al., 2019b). Because of its extremely high resolu-
tion, the FTS is able to resolve comb modes with a spacing of 1 GHz. This is a
large advantage since it eliminates the need to filter the comb lines and thus
errors caused by suppressed side modes are eliminated.
There are, however, other issues when using an LFC with an FTS. Due to the
multiple interference fringes present in the interferogram (Huke et al., 2019a),
the phase correction requires additional steps.
For the FTS as well as echelle spectrographs, there are problems related
to the spectral envelope. For fiber-laser based LFCs a full spectral coverage
is an issue. For Ti:Sapphire based LFCs the high dynamic range in the output
spectrum can be problematic.
In both cases, the temporal variability of the spectral envelope is detrimental
to the calibration precision. Calibration measurements of the LFC with the
FTS show a large amount of systematic structure in the residuals of the line
fit position (see Fig. 1.2). These patterns follow the intensity modulation of
the spectrum. However, sometimes they are correlated and sometimes anti-
correlated. The underlying cause seems to be intensity modulations in the
spectral envelope of the LFC during the measurement. Due to the multiplex
type of measurement in the FTS, light source intensity variations cause noise
in all spectral channels. Typically, the spectral envelope of an LFC is not stable
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in time due to the sensitivity of the nonlinear broadening process used to
















Figure 1.2: Top panel: The measured spectral envelope of an LFC. Bottom panel: The
corresponding line center fit devation in terms of radial velocities (adapted from Huke
et al. (2019b))
In the present work, some strategies for mitigating these adverse effects to
the calibration are investigated. At the heart of our setup and considerations
is a Ti:Sapphire laser frequency comb. A schematic overview of the overall
setup is given in Fig. 1.3.
Optional:Spectrum control Fourier-transformspectrographNonlinearfibersLaserfrequency comb
Figure 1.3: A schematic overview of the overall setup in this thesis.
We first investigate the possibility of affecting the nonlinear broadening
process of the comb to generate a more stable supercontinuum. For this, we
design a tapering geometry for a nonlinear fiber for our specific setup using a
grid of simulations. We devised a scheme to evaluate the simulations and find
the best possible fiber geometry for our setup.
Second, we are concernedwith the interaction between the LFC and the FTS.
Due to the pulsed, coherent nature of the comb light, much can be learned
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from the interferogram, i.e., the raw measurement, rather than the spectrum.
We investigate whether it is possible to calibrate the FTS without considering
the spectrum of the LFC. For this, we devise a method to retrieve the position
of the comb lines or rather the repetition rate and offset frequency directly
from the interferogram. Since the values retrieved from the interferogram
differ from those measured in the spectrum, we attempt to identify possible
error sources using simulated interferograms.
Last, we design a Fourier transform optical pulse shaping setup, enabling
a control of the spectral envelope of the LFC. While similar setups exist for
the visible wavelength ranges, this is the first demonstration of such setup for
the near infrared (Probst et al., 2013, 2015, 2020; McCracken et al., 2017a).
We give an in-depth overview of the design-considerations, alignment and
calibration procedures and characterize the setup. Furthermore, we measure
the spectrally controlled LFC with an FTS and describe some of the pitfalls of
such a spectrum control setup for FTS measurements.
1.3 Outline
This work consists of two parts. Part one is a description of the current LFC
and FTS setup. Part two is concerned with improving the calibration of the
FTS using the LFC.
Chapter 2 describes the setup of the LFC we use and gives some general
background on LFCs and the stabilization of the comb lines.
Chapter 3 gives some background on FTSs, how they may be calibrated and
a description of the setup of our FTS.
In part two, Chapter 4 explores the possibility of designing a nonlinear fiber
and thereby the resulting supercontinuum spectrum of the LFC with the goal
of achieving a broad and stable spectrum.
Chapter 5 is concernedwith a newmethod of calibrating an FTS using an LFC
by calculating the calibration factors directly from themeasured interferogram,
rather than the optical spectrum.
Chapter 6 deals with the development and characterization of a Fourier
transform optical pulse shaping setup for the near infrared. This setup enables
a control of the spectral envelope of the LFC.
Chapter 7 summarizes the results and provides conclusions from the present
work.
Part I
I AG S E TUP FOR H I GH R E SO LU T I ON
S P EC T RO S COPY

2
L A S E R F R EQUENC Y COMB
Laser frequency combs (LFCs) are very versatile tools used in multiple dis-
ciplines in physics, e.g., metrology, molecular spectroscopy or astrophysics
(Diddams, 2010; Picqué and Hänsch, 2019). They are lasers, with a spectrum
consisting of many narrow emission lines resembling a comb. The line po-
sitions can be controlled with high precision and accuracy. The line spacing
can range from tens of MHz to tens of GHz. Furthermore, frequency comb
lines can cover a large spectral range of a few hundred THz. Frequency combs
spanning up to six octaves (13.3 to 856.5 THz) are possible (Lesko et al., 2021).
The first theoretical description and initial demonstration of an optical laser
comb was published in 1978 (Eckstein et al., 1978; Eckstein, 1978). However,
there was one thing preventing a successful use of the comb. The position
of the lines could not be stabilized easily. There are two main technological
advances which enabled today’s LFCs. The first one was the Kerr-lens mode
locking of the Ti:sapphire laser, which allows generating high energy ultra
short pulses (Spence et al., 1991). The shorter the pulse, the broader the
resulting optical spectrum. But even with Ti:sapphire lasers initially only a few
tens of THz could be reached. The invention of photonic crystal fiber which
nonlinearly broadens the optical spectrum to more than a full octave was the
final missing piece for the LFC (Ranka et al., 2000; Hänsch, 2006). This enabled
the f-2f self-referencing technique, which enabled full control of the comb
line positions (Diddams et al., 2000; Jones et al., 2000). Thus, the LFCs could
be stabilized to any given radio frequency reference, e.g., a caesium atomic
clock. The first demonstrations of what is now called an LFC, a highly stable
and accurate frequency ruler, was published around the millenium (Reichert
et al., 1999; Diddams et al., 2000; Jones et al., 2000; Holzwarth et al., 2000).
This led to a Nobel Prize for John L. Hall and Theodor W. Hänsch in 2005. The
press release succinctly describes the importance of this discovery:
“The important contributions by John Hall and Theodor Hänsch have made
it possible to measure frequencies with an accuracy of fifteen digits. Lasers
with extremely sharp colours can now be constructed and with the frequency
15
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comb technique precise readings can be made of light of all colours. This
technique makes it possible to carry out studies of, for example, the stability
of the constants of nature over time and to develop extremely accurate clocks
and improved GPS technology.” – Nobel Prize press release (The Royal Swedish
Academy of Sciences, 2005)
Before LFCs were developed, optical spectroscopy of arbitrary frequencies
was restricted to large facilities like NIST where frequency chains could be
maintained (Hall, 2006; Hänsch, 2006). These frequency chains translated
the frequency standard from a caesium clock at 9.2MHz to the optical regime
by forming a ladder of stabilized masers and lasers. With the advent of the
LFC, this can be done in a single step giving these capabilities to many small
university labs around the world. The high precision and accuracy, coupled
with a very broadband spectrum, enables heterodyning measurements at
arbitrary frequencies without complicated changes to the setup. Due to the
high accuracy of LFCs, it is expected that optical atomic transitions will be
used for the definition of the SI-second in the future. Recently, a decade old
record in frequency accuracy was broken using LFCs (Beloy et al., 2021). Since
metrology is the field for which LFCs were originally developed, it is no surprise
that they also arguably had the largest impact in this field.
This chapter describes some of the theoretical background of LFCs as well
as the LFC setup we use. Additionally, the frequency stability of the setup is
characterized in the context of the calibration of astronomical spectrographs.
2.1 Comb generation
The most important property of an LFC, its comb-like spectrum can be un-
derstood using Fourier analysis, as laid out in the standard work ‘’Lasers” by
Siegman (1986). A frequency comb can be generated from a pulsed laser,
if one important requirement is met: The pulse envelope must remain un-
changed over many pulse cycles. This requirement can be fulfilled in passively
modelocked lasers. This can be understood as all modes allowed by the laser
cavity—which are spaced regularly in frequency—being locked in phase. This
overlap of many harmonic, sinussoidal modes oscillating in phase is then
actually what gives rise to the formation of a pulse in the first place.
In the following, we will derive the comb spectrum from the viewpoint
of a pulse with a fixed carrier frequency exciting the laser cavity. We extend
the ansatz made by Siegman (1986, p. 1044) in order to include the offset
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frequency and arrive at the comb equation. Let E(t) be the electrical field
of a single optical pulse generated by a laser as a function of time. We can
describe it in terms of a carrier wave with frequency fc and a slowly varying
envelope function A(t)
E(t) = A(t)e−i2π fct. (2.1)
If we want to describe the pulse train of the laser, we do so by multiplying the
carrier wave with repetitions of the pulse envelope function A(t) spaced in
time by the laser cavity roundtrip time T





To calculate the Fourier transform of the pulse train, we make use of the
convolution theorem and calculate the Fourier transform of each factor in Eq.
2.2 separately.










where Ã(ω) is the Fourier transform of the envelope function A(t). Using
the convolution theorem the Fourier transform of E(N)(t) is then:
Ẽ(ω) = F (E(N)(t)) (2.5)
















Ã(ω− 2π fc)e−inT(ω−2π fc) (2.8)





The carrier frequency fc can be rewritten in terms of the offset frequency fCEO
and the repetition rate frep:
fc = fCEO + kc frep, (2.10)
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where kc is an integer number and frep is the inverse of the cavity roundtrip
time T. The definition of fc is motivated by the empirical finding that the
comb lines are usually not at frequencies which are integer multiples of the
repetition rate, as one would naively expect. Instead, they all share a common
offset fCEO. Plugging Eq. 2.10 into Eq. 2.9 and simplifying then leads to





−1rep (ω−2π( fCEO+kc frep)) (2.11)





−1rep (ω−2π fCEO)ei2πn f−1rep kc frep (2.12)





−1rep (ω−2π fCEO) ei2πnkc︸ ︷︷ ︸
=1
. (2.13)
As n and k are integers, the last term will always be one and can be omitted.
Using the partial sum of the geometric series, this can be further simplified to
Ẽ(ω) = Ã(ω− 2π fc)
1− e−iN f−1rep (ω−2π fCEO)
1− e−i f−1rep (ω−2π fCEO)
. (2.14)
Rewriting this in terms of ordinary frequency leads to








The spectral intensity is then given by
I( f )(N) ≡
∣∣∣Ẽ( f )∣∣∣2 (2.16)
= I(2π( f − fc))
1− cos(2πN f− fCEOfrep )
1− cos(2π f− fCEOfrep )
. (2.17)
The first term of Eq. 2.17 is the spectral envelope, centered around the carrier
frequency fc. The second term is a comb of lines with a spacing of frep = T−1,
with the lines becoming narrower with increasing N, approaching a Dirac-
comb for N going to infinity. The comb is offset from an integer multiple of
frep by the offset frequency fCEO.
This leads to the comb equation, describing the frequencies fk of allowed
comb modes:
fk = fCEO + k frep. (2.18)
with an integer k. The physical meaning of the offset frequency is illustrated
in Fig. 2.1. The pulse envelope repetition period is much longer than the period















Figure 2.1: Panel (a): Schematic of the electric field output of an LFC in the time domain.
The pulse envelope is shown in dashed orange and the carrier wave as the dark blue
line. The light blue line indicates the position of the carrier wave with respect to the
envelope of the first pulse to illustrate the carrier-envelope-offset-phase shift ∆ϕ.
The broken x-axis is to indicate that the pulse separation is much larger than the pulse
duration. Panel (b): Schematic intensity spectrum of an LFC in the frequency domain.
The comb lines are shown in blue, while the hypothetical extension of the comb lines
is shown in grey. The width of the spectral envelope (dashed orange line) is inversely
proportional to the pulse length in time τ. Both figures were adapted from Jones
et al. (2000).
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of the carrier wave. Thus, the carrier wave undergoes many cycles in between
pulses. A subsequent pulse envelope will be almost identical to its predecessor.
The carrier wave, however, will undergo a slight phase shift with respect to
the pulse envelope. The carrier wave moves with the phase velocity vp and
the pulse envelope with the group velocity vg. The difference between both
velocities is a result of the dispersion in the laser cavity. The phase shift caused




The offset frequency is thus a result of the dispersion and depends on the
phase shift between the carrier wave and the pulse envelope. Generally, a
laser pulse does not oscillate with a constant carrier frequency, but it is chirped.
This means, that the instantaneous frequency changes over the duration of a
pulse. The comb equation Eq. 2.18 still holds for chirped pulses, even though
∆ϕ is not well defined anymore (Reichert et al., 1999).
Whether or not a mode with frequency fk is present in the spectrum de-
pends on the envelope function I( f ) (the first term in Eq. 2.17). The spectral
envelope corresponds to the spectrum of a single pulse. Assuming the pulse








with the pulse width τ. The Fourier transform of a Gaussian is also a Gaussian
but scaling inversely with the pulse width p. For shorter pulses, the width
of the spectral envelope increases. While the exact relation is different for
non-Gaussian pulse shapes, this generally holds true. To increase the spectral
bandwidth of the LFC, the length of the pulse must therefore be reduced. Usu-
ally, this spectral broadening is achieved using nonlinear optics. The relevant
processes will be introduced in chapter 4.
2.2 Frequency stabilization
To make the LFC usable as a frequency standard or calibration light source,
the positions of the comb lines have to be controlled with a high accuracy and
precision. Especially the stability of the repetition rate is crucial, as any error
is magnified in the optical regime by the factor k in Eq. 2.18. Luckily, this is the
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parameter which is also easier and more straightforward to control. Before
the methods for controlling the repetition rate and the offset frequency are
described, the Allan deviation and phase locked loops are introduced in the
following sections.
2.2.1 Allan deviation
The Allan deviation is a statistical measure for the stability of an oscillator
(Allan, 1966). It was introduced as the regular standard deviation diverges for
some frequency dependent noise types present in oscillators. In contrast, the
Allan deviation converges even if an oscillator drifts over longer timescales.
Using the Allan deviation, the different types of noise and the timescales on
which they dominate can be identified. The overlapping Allan deviation, a
generalization of the Allan deviation, is now themost widely used in frequency
stability analysis (Snyder, 1981; Riley, 2008). There aremultiple other statistical
measures used in different cases, but most of the time the general-purpose
overlapping Allan deviation is sufficient.
We use the Allan deviation, to verify the stability of the phase locked comb
frequencies and to identify noise sources by the signatures they create in the
Allan deviation. To calculate the Allan deviation we consider an oscillator as
described by Vig et al. (1999):
A(t) = (A0 + ε(t)) sin(2π fnt + Φ(t)), (2.22)
where A0 is the peak amplitude, ε(t) the amplitude noise, fn is the nomi-
nal frequency, t is the time and Φ(t) is the phase noise. The instantaneous
frequency f (t) of this oscillator is given by






The fractional frequency of an oscillator is defined as


















)2] 12 , (2.25)
where M is the number of frequency measurements, τ is the time averaging
interval and 〈yk〉τ is the fractional frequency averaged over the k-th interval.
22 L A S E R F R EQUENC Y COMB
The time averaging interval τ can be any multiple of the sampling interval as
long as it is smaller than twice the total measurement time. There should be
no dead time in between frequency measurements, as there will be a bias in
the result otherwise (Vig et al., 1999).
Fig. 2.2a shows a simulated dataset of fractional frequency measurements
with some Gaussian noise and a cubic drift. Fig. 2.2b shows the correspond-
ing value of the standard deviation and the Allan deviation as a function of
measurement time. While the Allan deviation is almost constant, the regular
standard deviation increases with measurement time due to the drift of the
oscillator.













(a) Simulated oscillator frequency














(b) Standard deviation and Allan deviation
Figure 2.2: Panel (a): A simulated oscillator frequency data set with noise and drift.
Panel (b): A comparison of the standard deviation (red squares) and Allan deviation
(blue diamonds) of the simulated data set as a function of measurement time.
The confidence of the Allan deviation, especially for large time averaging
intervals, can be increased when the overlapping Allan deviation is used (Vig
et al., 1999). It is defined as (Riley, 2008)
σy(τ) =










where τ = mτ0 with the averaging factor m and the basic sampling interval τ0.
The overlapping Allan deviation computes the relative differences between
two sliding windows over the frequency data, rather than using fixed chunks
for the whole evaluation process. The difference between standard and over-
lapping Allan deviation is illustrated in Fig. 2.3. For small averaging times the
difference is marginal, but as averaging times increase, the number of samples
drops dramatically for the regular Allan deviation. Thus, we will only use the
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overlapping Allan deviation in order to characterize the frequency stability of
our setup. In this work, both Allan deviation and overlapping Allan deviation
were calculated using the code provided by Hopcroft (2016, 2017).
Allan DeviationOverlapping Allan Deviation
















Figure 2.3: Comparison of the regular Allan deviation (blue dots) and the overlapping
Allan deviation (red line) for the simulated data set shown in Fig. 2.2.
Fig. 2.3 also shows how the Allan deviation may be used to characterize
different noise sources and the time scales over which they dominate mea-
surement errors. For lower averaging values there is a τ−1/2 dependence.
This indicates that the white (or Gaussian) frequency noise we simulated is
dominant over time scales up to about 200 to 300 times the sampling inter-
val. Over long timescales the frequency drift with a τ1 dependence becomes
dominant and the Allan deviation increases again.
The Allan deviation can also be used to identify low frequency modula-
tions of the oscillator (low frequency with respect to the carrier frequency).
A sinussoidal frequency modulation of the oscillator leads to characteristic
oscillations in the Allan deviation. The averaging time of the first peak of the
first oscillation τp can be related to the half cycle of the period of the frequency
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2.2.2 Phase locked loops
In order to stabilize the repetition rate and offset frequency of the LFC phase
locked loops (PLLs) are used. A PLL is used to lock an oscillator to a frequency
reference. The oscillator is stabilized by comparing the phase difference, rather
than the frequency difference between oscillator and reference. Fig. 2.4 shows
a diagram of a PLL. The phase of the reference and the oscillator under control
(or voltage controlled oscillator (VCO)) are compared in the phase comparator.
Depending on the phase difference, an error signal is generated. A loop filter
generates the control signal from the error signal which then drives the fre-
quency of the VCO in the desired direction. In case the frequency difference
between VCO and reference is large the frequency of the VCO may be divided
before comparison with the reference. The stability of the reference oscillator
is then directly transferred to that of the VCO (Gardner, 2005).
Loop filterPhase VCOcomparator Errorsignal Controlsignal Frequency
Frequencydivider
Referencesignal
Figure 2.4: Flow diagram of a phase locked loop.
2.2.3 Stabilizing the repetition rate
Passive mode-locking of lasers and control over the repetition rate frep of
pulsed lasers was established by 1970 (Osterink and Foster, 1968; Hillman
et al., 1970) and is straightforward. The first step is to measure the repetition
rate. This can be done with a fast photodiode, which will generate a signal
with the frequency of the laser pulses. The second step to achieve a stable
control is to use a physical parameter which influences the repetition rate.
The repetition rate is given by
frep = cnL , (2.30)
with the speed of light in vacuum c, the refractive index n and the laser cavity
length L. The speed of light in vacuum is hard to change, natural constants
are stubborn quantities after all (Tiesinga et al., 2021). While the refractive
index may be changed, i.e., via the optical Kerr effect, the possible change is
small, corresponding to an additional optical path length on the order of a
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wavelength (Siegman, 1986, p. 34). The most direct way is by changing the
cavity length. This can be done by mounting one of the cavity mirrors on
a piezo. The cavity length can then be controlled by changing the voltage
applied to the piezo. This gives a very fast response time and enables a direct
electronic control of the repetition rate of a pulsed laser.
2.2.4 Stabilizing the offset frequency
As with the repetition rate, the first step in stabilizing the offset frequency
is measuring it. Initially, this was only possible by using several frequency
dividing and mulitplication steps (Udem et al., 1997). With the discovery of
nonlinear optical fibers, the f-2f technique was invented (Reichert et al., 1999;
Jones et al., 2000). For this technique, the LFC spectrum must be broadened
to at least one octave. This means, that the highest frequency value is at least
twice the lowest frequency. As an alternative to nonlinear fibers, it is possible
to reach a full octave with, e.g., Ti:sapphire lasers using double-chirpedmirrors
to compress the pulses (Morgner et al., 2001; Matos et al., 2004).
The principle optical layout of an f-2f interferometer used for measuring the
offset frequency is shown in Fig. 2.5a. The light of the LFC is first broadened to a
full octave in a nonlinear fiber. The output of the fiber is split up with a dichroic
mirror. The part of the light with the lower frequency is frequency doubled
using a second harmonic generation crystal. Both beams are then recombined
and detected with a photodiode, resulting in a beat frequency (Forrester et
al., 1955). Fig. 2.5b illustrates the idea behind the f-2f interferometer. The
frequencies of the frequency doubled comb modes are given by
fkd = 2 fCEO + 2kd frep. (2.31)
The difference between the original and the frequency doubled comb modes
is then
fkd − fk = fCEO + (2kd − k) frep. (2.32)
For each frequency doubled comb mode, there will be a mode for which
kd = 2k and thus the fundamental beat mode detected by the photodiode
will be the offset frequency fCEO.
In order to affect fCEO, we must change the dispersion of the cavity, as
it depends on the relation between phase and group velocity of the pulses
(Reichert et al., 1999). There are multiple methods of actively controlling the
dispersion. One way is using pairs of dispersive elements, typically gratings












fCEO + k frep 2 fCEO + 2k frep
fCEOfCEO + 2k frep
(b) Spectrum of light incident on photodiode
Figure 2.5: Panel (a): Schematic of an f-2f interferometer. The laser output is broad-
ened in a nonlinear fiber. It is then split up using a dichroic beam splitter. The low
frequency part is frequency doubled. Both beams are then recombined and mea-
sured by a photodiode. This and subsequent optical schematics were created using
”ComponentLibrary” (Franzen, 2006). Panel (b): Frequency domain illustration of the
light incident on the photodiode. The frequency doubled comb lines differ from the
regular ones by exactly fCEO.
or prisms, as illustrated in Fig. 2.6 (Reichert et al., 1999). This creates a beam
where the different frequency components are parallel but displaced. The
optical path length is then frequency dependent. By adjusting the angle of
the end mirror or the prism insertion depth the optical path length is changed
depending on the frequency. Instead of an end mirror, a second prism or
grating pair may be used.
Another method exploits the optical Kerr effect. Strong electrical fields
make slight changes to the refractive index of a material (Kerr, 1875; Holzwarth
et al., 2000). By changing e.g., the pump power, the refractive index of the
laser medium is changed. This change is very small but is on the order of one
wavelength (Siegman, 1986, p. 34). As the necessary phase adjustment is half a
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Figure 2.6: Schematic of a dispersion control inside a laser cavity used to stabilize
fCEO. The dispersion can be controlled either by tilting the end mirror or by changing
the insertion depth of the second prism.
wavelength at most, this is in the correct order of magnitude for a stabilization
of the offset frequency.
Our setup combines both approaches. For large scale adjustments, a prism
pair is used. For the active control and small range adjustments, the pump
power is changed. The reason for this dual approach is that the pump power
can be adjusted onmuch shorter timescales, but its control range is limited. For
our laser, a change in pump power by 400mW changes the offset frequency
by 31MHz which corresponds to 3% of the range of fCEO (see Fig. 2.7). Since
the laser is only stable in a pump power range from about 9600 to 10600mW,
only a small range of fCEO can be scanned without changing environment
parameters such as temperature. Since this is undesirable, we use a prism
pair for coarse adjustment of fCEO so that we can match it to the auxiliary
electronic components we use. For the actual stabilization we then use the
pump power.









Figure 2.7: Measurement of the offset frequency fCEO as a function of pump power
(blue squares). A linear fit (red line) shows good agreement.
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2.3 Laser frequency comb setup
In the following a short description of the optical setup of our laser frequency
comb, as well as the respective electronics to stabilize the repetition rate and
the offset frequency is given.
2.3.1 Optical setup
We use a taccor power 10 laser (LaserQuantum) which is a passively mode-
locked Ti:sapphire laser. Its main properties as measured by the manufacturer
are displayed in Tab. 2.1
The optical setup after the main laser compartment is shown as a schematic
in Fig. 2.8a and a photograph in Fig. 2.8b. The polarization of the incoming
light may be adjusted using the first λ/2-plate before it hits a chirped mirror
pair. The chirped mirrors compress the pulse to a shorter duration to improve
the subsequent supercontinuum generation in the nonlinear fibers. After
passing an alignment mirror and a lens pair the light is split up by a power
beam splitter with a slight polarization dependence. Thus, the power split
ratio can be adjusted using the λ/2-plate. However, this also affects the group
velocity dispersion (GVD) properties of the chirped mirrors. From the beam
splitter, one part of the light is guided into a photonic crystal fiber via two
piezo mounted mirrors and a second λ/2-plate. The piezo mounted mirrors
and the λ/2-plate plate enable a fine control of the incoupling parameters to
optimize the nonlinear broadening.
An f-2f interferometer as described in Sec. 2.2.4 follows after the spectral
broadening in the photonic crystal fiber. The light is split up using a dichroic
beam splitter. The low frequency part of the light is frequency doubled. It





Pulse duration 19 fs
Repetition rate 1 GHz
Beam diameter FWHM 0.8± 0.3mm












(a) Schematic of the optical setup
(b) Photograph of the optical setup
Figure 2.8: Panel (a): Schematic overview of the accessible optics of the taccor comb
unit. Besides an f-2f interferometer the chirped mirrors are the crucial parts. Panel
(b): Photograph of the actual setup.
is recombined with the high frequency part, whose optical path length may
be adjusted on a µm level using the delay stage. The path length adjustment
ensures that the pulses of both arms of the interferometer overlap after
recombination. The light is filtered with a polarizing beam splitter and a band-
pass filter (Thorlabs FL05532-10) with a center wavelength of 532 nm and a
full width at half-maximum (FWHM) of 10 nm. The filtering ensures that only
the spectral region with light both from the frequency doubled and the high
frequency part can pass through. This reduces noise in the signal from the
avalanche photo diode which is located directly behind the filter. The f-2f
interferometer setup is quite stable once it is well aligned. After one year, a
realignment only improved the signal amplitude by about 2 dBm. The photonic
crystal fiber (PCF), however, is very sensitive to changes in the input. Therefore,
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the preceding optics and the λ/2-plate usually should be realigned before






Figure 2.9: Schematic overview of the supercontinuum broadening compartment.
The fraction of light which was split off before the PCF exits through a hole in
the compartment and enters the second compartmentwhere supercontinuum
broadening of the science light takes place (see Fig. 2.9). A 50:50 power beam
splitter splits the light into two different arms. We added an additional λ/2-
plate before the beam splitter to adjust the power in each arm. Both arms
have λ/2-plates and two piezo mounted mirrors to guide the light into the
nonlinear fibers and manipulate its polarization. Originally, one arm led to a
100 cm nonlinear fiber and the other to a 50 cm fiber (both NL-PM-750). We
subsequently replaced the 100 cm nonlinear fiber with a setup for a designed
tapered nonlinear fiber (see Ch. 4). Since the space at the outcoupling port is
limited, only one of the arms can be used at a time in this configuration.
2.3.2 Pulse broadening in the setup
We calculate an estimation of the pulse length at the incoupling to the two
nonlinear fibers by calculating the overall group dispersion delay (GDD). The
GDD is a measure of the chromatic dispersion, i.e., how the different spectral
components of the pulse are delayed. We calculate most of the GDD values
of the optical components by using tabulated GVD values. 1 The GVD is the
1 www.refractiveindex.info
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amount of GDD per unit length and is defined as the derivative of the inverse
group velocity with respect to frequency. There are two regimes of GVD, the
normal dispersion regime, for which the group velocity is antiproportional
to the frequency and the anomalous dispersion regime, for which the group
velocity is proportional to the frequency. Thus, the contribution of glasses
and other materials, which are mostly in the normal GVD regime, can be
compensated by using optical elements which cause a negative GDD. In our
setup, a pair of chirped mirrors is used to accomplish this. Using the GDD, the
final pulse length tout can be calculated by
tout =
√
t4in + 16 log(2)2GDD2all
tin , (2.33)
where tin=19 fs is the initial pulse length and GDDall is the sum of the GDD
caused by the air and the optical components (see Tab. 2.2).
Table 2.2: The GDD of the optical components and air along the beam path. The
glass type and exact dimensions of the beam conversion lenses were not known.
We thus included two typical glass types, one with a low and one with a high GVD.
The contribution of the polymer in the λ/2-plate was omitted, as the material is not
known.
Component GVD [fsmm−1] length [mm] # GDD [fs2]
Air [Ciddor] 0.021233 800 1 16.986
λ/2-plate [BK-7] 44.65 2 2 179.6
C240TMD [D-ZK3] 54.027 3.43 1 185.313
Chirped mirrors -1330 or -720
Lens [BK-7] 44.65 ≈ 3 2 267.9
Lens [CAF-2] 27.873 ≈ 3 2 167.238
Sum -781 to -71
Since the manufacturer provided us with conflicting values of the GDD of
the chirped mirrors, the overall range is quite large. This results in a final pulse
length between 21 to 101 fs. However, the pulse length is increased because the
GDD is actually negative, so there is a significant cushion to allow for further
added GDD from other optical elements such as mirrors and beamsplitters.
The GDD contribution of the beam splitters is not known. In addition, that of
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the mirrors is highly variable for both polarization and wavelength, thus they
were not included in the estimation. It would likely be beneficial to carry out a
measurement of the pulse duration. This would also enable a check whether
the overall GDD before incoupling is negative or positive by introducing an
element with known GDD into the beam.
2.3.3 Repetition rate electronics
The repetition rate stabilization is almost fully implemented by the manufac-
turer. Inside the main laser compartment, a photodiode records the repetition
rate signal and feeds it to the loop filter control box (LaserQuantum TL-1000).
The only additional component which has to be provided is the frequency
reference. We use the SMB100A frequency synthesizer (Rohde&Schwarz),
which is locked to the main frequency reference, the GPS-8 (MenloSystems)
via a 10MHz reference signal. The GPS-8 uses an ultra-stable quartz oscillator
to ensure the short term stability of the 10MHz frequency reference signal.
To correct for long term drifts, the signal from GPS-satellites is averaged and
the quartz oscillator corrected accordingly. This follows the design principle
described by Helsby (2003).
2.3.4 Offset frequency electronics
The offset frequency stabilization requires additional steps compared to the
repetition rate. The ULC-16 unit controlling the laser has an input port which
accepts a control signal of ±5 V. This control signal adjusts the laser pump
power and thus, via the Kerr effect, enables a control of fCEO. The other parts
of the control, the phase comparator, amplifying & filtering electronics as well
as the PI-controller and frequency reference are not contained in the ULC-16.
To reduce any sources of noise, we pass the fCEO signal from the f2-f inter-
ferometer photodiode to a tunable bandpass filter (Lorch Microwave tunable
bandpass filter) with a range from 250 to 500MHz and a passband width of
20MHz. As this filter is manually controlled, we built a stepping motor con-
trolled by an Arduino for remote control. After the bandpass, the fCEO signal is
amplified (MiniCircuits ZFL-1000LN+). An attenuator prevents reflected signals
from disturbing the amplifier. A DC-block (MiniCircuits BLX-99-S+) protects the
following frequency divider chip (Analog Devices HMC705LP4), which divides
the fCEO frequency signal by 17. Both the divided fCEO signal and the reference
signal from the HMF2500 (Rohde&Schwarz) frequency synthesizer are fed to
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the phase comparator chip (AD9901). Like the SMB100A for the repetition
rate stabilization, the HMF2500 is disciplined to the 10MHz reference signal
from the GPS-8 unit. The phase comparator chip automatically switches to a
frequency discriminator mode if the frequency difference between the refer-
ence and VCO is too high. This increases the catch range of the PLL, i.e., the
range of frequency difference in which the control loop is able to establish a
phase lock. The error signal from the phase comparator chip is lowpass filtered
(MiniCircuits BLP-10.7+) before the PI-controller (New Focus LB1005). From
this error signal, the LB1005 generates the control signal which is fed into the
ULC-16 and directly adjusts the laser pump power to control fCEO. We usually
set the proportional part of the PI-controller close to a gain of unity and the
PI-corner frequency to a value of 3 kHz.
2.4 Frequency stability measurements
We use a frequency counter (Picotest U6200A) to measure the stability of
both the repetition rate frep and the offset frequency fCEO. A schematic of
the setup is shown in Fig. 2.10. The frequency counter is referenced to one of
the frequency synthesizers, which in turn are referenced to the GPS-8 10MHz
frequency standard. The frequency counter does not directly accept the GPS-8
output due to an impedance mismatch.
Wemademultiple measurements of the stabilized and unstabilized frep and
fCEO, with the frequency counter referenced to each frequency synthesizer.
Additionally, we also measured the frequency output of the two frequency
synthesizers directly to compare the results to the stabilized frep and fCEO. All
measurements had to be done in sequence, as the frequency counter can only
measure a single input.
2.5 Results - Frequency stability
Fig. 2.11 shows the Allan deviation (see Sec. 2.2.1) of the unstabilized offset
frequency and repetition rate. The repetition rate is inherently more stable
by about three orders of magnitude. Also, the noise floor is reached at a 1 s
averaging time for fCEO, while the drift of frep starts to come into effect at about
10 s averaging time. The offset frequency exhibits a τ 12 trend corresponding
to random walk noise, while the repetition rate shows a steeper τ1 trend
corresponding to frequency drift. Both frequencies reach the noise floor at an
averaging time of about 1 s.






Figure 2.10: Schematic overview of the frequency stabilization setup. The GPS-8 unit
is the master reference. Both frequency synthesizers are directly referenced to the
GPS-8. The frequency counter U6200A may be referenced to either synthesizer. The
HMF2500 is used to phaselock fCEO and the SMB100A is used to phaselock frep.
Both frequency synthesizers and both comb frequencies can be measured using the
U6200A.
In Fig. 2.12 the overlapping Allan deviation of the SMB100A frequency syn-
thesizer and the repetition rate are shown. In onemeasurement, the SMB100A
is referenced to the GPS-8, while in the other it is using its internal frequency
reference. For the repetition rate measurement the SMB100A is referenced
to the GPS-8. For all three measurements, the U6200A is referenced to the
SMB100A. This shows that the measured stability is not affected by whether
the frequency counter is referenced to the GPS-8 if the frequency counter is
referenced to the synthesizer generating the measured frequency signal. How-
ever, we can also see that a true phase lock is achieved, as no additional noise
is observed in the stabilized repetition rate compared to the direct frequency
synthesizer output. The slope follows a clear τ− 12 trend, corresponding to
white (Gaussian) frequency noise (see also Fig. 2.14b).
We made additional frequency measurements of the repetition rate, the
offset frequency and both frequency references. In all of these measurements,
the frequency counter was referenced to the frequency counter which does
not correspond to the measured frequency. E.g., for the measurements of the
repetition rate and the SMB100A, the frequency counter was referenced to
the HMF2500A. Fig. 2.13 shows that there are oscillations in the Allan deviation
calculated from these measurements. These oscillations are characteristic of a
low frequency sinusoidal modulation of the phase. Using the Eq. 2.29, we can
determine the frequency of this phase modulation. The integration time of
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Figure 2.11: Allan deviation of the unstabilized offset frequency fCEO (blue solid line)
and repetition rate frep (red dashed line).












SMB100A: U6200A ref to SMB100A ref to internalSMB100A: U6200A ref to SMB100A ref to GPS-8frep locked to SMB100A: U6200A ref to SMB100A ref to GPS-8
Figure 2.12: Overlapping Allan deviation of the SMB100A referenced to its internal
oscillator (blue solid line), of the SMB100A referenced to the GPS-8 (red dashed line)
and of the repetition rate frep referenced to the SMB100A referenced to the GPS-8
(black dotted line) are shown. All measurements are nearly indistinguishable.
the peak is estimated by calculating the logarithm of the integration time and
the Allan deviation and then subtracting a linear fit from the logarithmic Allan
deviation. Then we fit a quadratic polynomial to the three points around the
maximum. This leads to an estimated modulation frequency of 0.73 Hz for the
HMF2500 and 0.79 Hz for the SMB100A. Despite this modulation frequency,
all measured frequencies are still more stable than the GPS-8 as measured by
themanufacturer. The oscillations in the Allan deviation could not be observed
if the frequency counter was referenced to the same frequency synthesizer it
was measuring (see Fig. 2.12).
With the comb equation (Eq. 2.18) we can use the frequency measurements
to calculate the frequency stability of a comb line in terms of radial velocities
at 300 THz, corresponding to a wavelength of 1 µm. The expected distribution
in the optical is shown in Fig. 2.14. As frep is multiplied with an integer of
36 L A S E R F R EQUENC Y COMB












Figure 2.13: Comparison of the Allan deviation of measured comb frequencies and
the respective frequency synthesizers to which they were stabilized as well as the
specified Allan deviation of the GPS-8 frequency reference.


















Figure 2.14: Expected comb line center distribution in the optical regime. Panel (a):
Distribution assuming the phase modulation measured in frep is not a measurement
artifact. Panel (b): Distribution without the phase modulation. The red line shows a
Gaussian distribution fit to the data.
about 300,000 its impact on the line position uncertainty also scales with this
factor. Both comb frequencies have a similar stability so that the line position
uncertainty contribution of fCEO becomes negligible. In case the modulation
is not a measurement artifact and transferred to the optical regime we can
expect a single comb line to have a frequency uncertainty corresponding to
52mms−1. If the modulation is not transferred to the optical, a single comb
line would have a line position uncertainty of about 24mm s−1.
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2.6 Discussion
The frequency stability measurements are limited by two factors. First, on
short time scales the frequency counter seems less stable than the frequency
synthesizer. Ideally, the difference frequency to another, more stable oscillator
should be measured. As we do not have an additional reference oscillator in
this frequency regime available this was not an option.
The second factor is the phase modulation introduced by the 10MHz refer-
ence chain (see Fig. 2.10). This could be due to an impedance mismatch—two
devices (HMF2500 and U6200A) have 1 kΩ terminated 10MHz input port in-
stead of the standard 50Ω—or a lack of internal signal separation. We made
sure that all instruments are grounded via a star topology to prevent ground
loops. It could be that a ground loop is somehow introduced in the 10MHz
reference signal, as we are only using a simple BNC-tee to split the signal. A
daisy chain setup of the 10MHz reference however led to worse results, so we
kept the scheme as shown in Fig. 2.10. Additional errors can be introduced by
attaching a (terminated) cable to an unrelated port on the frequency counter
during a measurement. The splitting of the reference signal with a simple BNC-
tee is not good practice. A real signal splitter and an appropriate impedance
matching would be better but also more costly.
We were able to phaselock the offset frequency and the repetition rate to
the frequency synthesizers. There is some residual noise, caused by a problem
in the 10MHz reference chain or even the frequency counter itself and not
in the comb. As both the frequency counter and the frequency reference are
stabilized to the 10MHz signal from the GPS-8, we can only claim that the
repetition rate is as stable as the GPS-8 unit. For the GPS-8 stability we have
to rely on the manufacturers specifications. A second measurement of the
LFC stability is planned: Currently, a heterodyning experiment with a high
precision, iodine stabilized Nd:YAG laser is being developed.
Even in theworst case, the frequency uncertainty of a single comb line in the
optical regime only corresponds to 52mm s−1. Assuming that the stability of
the GPS-8 reference is the actual limiting factor and the sinusoidal oscillations
a measurement artifact, a single comb line in the optical regime would have a
line position uncertainty of about 24mm s−1.

3
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Fourier transform spectrographs (FTSs) are a standard tool for high resolution
infrared spectroscopy in different fields, e.g., physics, chemistry or biology.
They are used for many different applications, from molecular spectroscopy
to atmospheric monitoring or even for the detection of explosive substances
from fingerprints (Davis et al., 2001; Griffiths and Haseth, 2007; Mou and
Rabalais, 2009). An FTS is an interferometer, in which the optical pathlength
difference (OPD) between two interferometer arms can be varied. Recording
the output intensity of the interferometer pattern as a function of OPD results
in a so called interferogram. The optical spectrum of the light is obtained by
calculating the Fourier transform of the interferogram.
In the 1950s, when the modern FTS were invented, no photographic plates
in the infrared existed for the use with dispersive spectrographs. Only single
cell detectors were available in this wavelength range. Thus, monochroma-
tors where each wavelength is measured successively were used to record
infrared spectra. Fellgett proposed the method which is now known as Fourier
transform spectroscopy to measure all wavelengths simultaneously on a single
detector and thus rapidly decrease the measurement time (Fellgett, 1958;
Jacquinot, 1960). This had the advantage that measurements could be per-
formed faster and with lower noise. This advantage is called multiplexing or
Fellgets advantage. For this reason, FTSs used to be very capable instruments
for infrared astronomy in the 1960s and 1970s (Connes and Connes, 1966;
Beer et al., 1971; Connes and Michel, 1975).
With the advent of the CCD Fellgets advantage was no longer in place.
While FTSs are able to cover larger spectral ranges at higher resolutions than
dispersive spectrographs, they are not as efficient. This is not an issue in
laboratory measurements where bright enough light sources are available.
The importance of FTSs in astronomy, however, has since diminished. In an
astronomical context, they are nowadays typically just used to characterize
calibration light sources.
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Another use case for FTS are solar observations (the Sun is very bright
after all). There is a long, ongoing history of FTS measurements of the sun
in the visible and near infrared (Kurucz, 1984; Wallace et al., 2011; Reiners
et al., 2016b). While the Sun is an interesting study object by itself, solar
observations can also help to better understand stellar observations. The Sun
is the only star which can be studied in detail, with a high spatial and temporal
resolution. Using an integrating sphere, the light from the whole Sun can be
averaged and released as a point source, so that the point spread function
resembles that of a star. Combining spatially resolved measurements with
integrated measurements of the Sun helps us to understand which effects
cause specific characteristics or changes in the solar spectrum (Meunier et
al., 2010; Lagrange et al., 2010a; Haywood et al., 2016). This may help to
improve our understanding of processes on other stars (Dumusque et al.,
2015; Strassmeier et al., 2018; Schäfer et al., 2020b).
The solar observatory in Göttingen offers both, the possibility of spatially
resolved as well as integrated solar measurements using an FTS. Solar FTS
measurements thus far have been calibrated using telluric lines, reaching
a precision of 10m s−1 (Reiners et al., 2016b). To improve the precision and
accuracy of these measurements, we aim to use a laser frequency comb (LFC)
as a wavelength calibration light source.
This chapter gives a theoretical background on FTSs, possible measurement
error sources and the calibration procedure. It also describes the setup used
throughout the present work.
3.1 Working principles
The most commonly used form of an FTS is a so called rapid-scan interferom-
eter based on the classical Michelson interferometer (Griffiths and Haseth,
2007). It consists of a beam splitter, two retroreflectors (one of themmovable),
a monochromatic reference light source and a detector (see Fig. 3.1).
The light source under investigation and the reference light are launched in
parallel into the interferometer. At the beam splitter, the light is split in half
with each half going into a different arm of the interferometer. Both parts
are reflected by the retroreflectors at the end of their respective arms and
recombined at the beam splitter. Finally, the light is focused onto the detector.








Figure 3.1: Schematic of a Michelson type FTS.
The electric field incident on the detector can be written as a superposition of
the field coming from each arm (Davis et al., 2001):
E = E0ei2π f tRmRbTb(e−i2π f c
−1x1 + e−i2π f c
−1x2), (3.1)
where Rm is the mirror intensity reflection coefficient, Rb is the beam splitter
reflection coefficient, Tb is the beam splitter transmission coefficient, f is the
frequency of the light, c is the speed of light in vacuum and x1 and x2 are the
lengths of each interferometer arm. Calculating the time averaged intensity
of this leads to
I = 〈E〉2 = I02R2mR2bT2b (1 + cos(2π f c−1(x1 − x2))), (3.2)
where I0 = E20 is the intensity amplitude. Defining the attenuated intensityamplitude Ĩ0 = I02R2mR2bT2b and the OPD x = x1 − x2 leads to




If one mirror is moved along the optical axis, the OPD changes. This also
changes the intensity recorded at the detector. This measurement, the inten-
sity as a function of OPD, is called an interferogram. For a monochromatic light
source, e.g., the reference laser, this is a simple cosine function. By counting
the number of fringes, the interferogram of the reference laser is used to
measure the OPD. If the light is polychromatic, the recorded intensity is the




Ĩ( f )(1 + cos(2π
f x
c
))d f . (3.4)
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By subtracting the constant term and calculating the inverse Fourier transform,
the optical spectrum of the light source under investigation is obtained:







Following the Shannon-Nyquist sampling theorem, the highest optical fre-
quency which can be measured with an FTS is given by half the sampling
rate (Nyquist, 1928; Shannon, 1949). If we sample the interferogram at the
zero-crossings of the fringes of a reference laser with a given frequency, then
the highest measurable frequency is exactly that of the reference laser, as we
are sampling with twice the laser frequency or wavelength.
3.2 Resolution
The resolution of an FTS is determined by its instrumental line shape (ILS),
i.e., the lineshape of an unresolved line. The width of the ILS is determined
by multiple factors. There are three main factors limiting the resolution in
principle (Davis et al., 2001).
1. The maximum OPD, which is always limited. In a real FTS the inter-
ferogram has to be truncated at some point, which corresponds to
multiplying the ideal infinite interferogram with a boxcar function. In
frequency space, this is then a convolution with a sinc-function. The
width of the sinc-function decreases with the size of the boxcar function







2. The diameter of the entrance aperture dap is always larger than an ideal
point source. Depending on the focal length of the collimator fcol, this
changes the solid angle which is observed at the detector. The finite
extension of the source leads to a decrease in fringe contrast scaling
with a sinc function of the OPD and frequency. The resulting resolution
limit is thus frequency dependent and given by




3. Lastly, self apodization also plays a role. Apodization means that the
fringe amplitude decreases over the length of the interferogram. Self
apodization may be caused by misalignment or limited coherence of
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the light source, which leads to a decrease in fringe contrast for longer
OPDs. An apodization may also be applied on purpose to change cer-
tain characteristics of the ILS, usually the strength of the sidelobes. A
detailed review on apodization or windowing functions was given by
Harris (1978).
Each of these factors changes the ILS. The first one is a sinc function in the
frequency domain, while the second is a boxcar function. The third can be
more complex. Each of these are convolved with the true spectrum of the
light source, which broadens all spectral lines and thus limits the resolution.
Usually, the aperture diameter is chosen, so that the resolution is limited
by the maximum optical path length difference, because otherwise not only
the resolution is limited, but noise is also increased (Davis et al., 2001).
3.3 Measurement errors and correction
Measurement errors in the FTS can arise from multiple causes: systematic
errors in the OPD determination, the interferogram not being sampled at
exactly zero OPD, the zero OPD point being wavelength dependent due to
optical or electrical dispersive effects, misalignment or asymmetries in the in-
terferometer arms (Porter and Tanner, 1983; Learner et al., 1995). These errors
may shift apparent line position and affect the ILS, leading to asymmetries
and typically a shift to lower frequencies (Saarinen and Kauppinen, 1992).
3.3.1 Interferometer errors
There are multiple ways in which the interferometer can be misaligned, or
imperfect:
• The aperture is never a perfect point source. This leads to aperture
broadening, which is a frequency dependent broadening of the ILS
(Ahro et al., 2000).
• The aperture or light source may not be in the focus of the collimator, or
in focus but not on the optical axis. This leads to a line shape distortion,
where the side-lobe on the lower frequency side merges into the main
peak (Saarinen and Kauppinen, 1992).
• The retroreflector travelling in one interferometer arm may not fol-
low the optical axis perfectly, also broadening and distorting the ILS
(Kauppinen and Saarinen, 1992) .
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• The detector position may be off-axis, leading to a change in ILS, de-
pending on the shape of the detector (Genest and Tremblay, 1999).
• The OPD may be measured incorrectly, due to laser instability or non-
parallel alignment of science and reference beam (Ahro et al., 2000).
The latter leads to a stretching or compression of the frequency axis of
the spectrum.
• General optical aberrations, e.g., spherical aberrations, coma, field cur-
vature, astigmatism and distortion affect the ILS (Genest and Tremblay,
2002).
3.3.2 Phase correction
Due to these errors, the interferogram is not symmetric around zero OPD
anymore. The phase of the spectral components is shifted with respect to zero
OPD and thus leads to asymmetric components. The asymmetric components
in the interferogram lead to a complex valued spectrum when calculating the
Fourier transform. The aim of a phase correction is to correct these errors, or
the phase, so that the correct, physical, real valued spectrum is obtained.
Multiple phase correction methods exist. The easiest one, in a mathemat-
ical sense, is to record a double-sided interferogram. This means that the
retroreflector travels equal distances on both sides of the zero OPD point. In
such an interferogram the full asymmetric contribution is recorded as well and
no special phase correction after the Fourier transform is required (Connes,
1963). This of course increases the instrument size, as for the same resolution
the maximum OPD that has to be scanned in both directions.
Twomain methods exist to correct single-sided interferograms, i.e., interfer-
ogramswith differing lengths on the opposite sides of zero OPD. Bothmethods
require at least a small symmetric section around zero OPD to obtain a low
resolution phase spectrum. Therefore, it is not possible to start recording the
interferogram at zero OPD if a phase correction is to be applied.
For the Forman method, a symmetric section of the interferogram around
zero OPD is Fourier transformed. The resulting phase spectrum is truncated
to the wavelength region under investigation (Forman et al., 1966). Then the
inverse Fourier transform of the truncated phase spectrum is calculated and
convolved with the original full interferogram. The process may be iteratively
repeated to improve the phase correction.
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The Mertz method also makes use of the phase spectrum of a symmetric
interferogram section around zero OPD (Mertz, 1966). For the phase correc-
tion the Fourier transform of the full spectrum is multiplied with a complex
exponential which has the phase spectrum of the symmetric interferogram
part as its argument.
The two algorithms are similar operations in different domains and can be
related by the convolution theorem. However, it was found that the Forman
method performs worse, if an inadequate weighting function around zero
OPD is chosen (Sanderson and Bell, 1973). This weighting function is necessary,
as otherwise the double-sided part of the interferogram would be counted
twice.
TheMertz method of phase correction was later extended as it was found to
be erroneous for emission line spectra (Learner et al., 1995). In emission spec-
tra, the phase is often ill-defined as large regions of the spectrum have zero
intensity. As a remedy, Learner et al. (1995) suggested the following approach:
Only the phase values of strong emission lines should be considered and then
fitted by a polynomial to interpolate the phase data. Since a small symmetric
interferogram leads to a low resolution phase spectrum, this requires using a
symmetric region around zero OPD which is as large as possible. There were
two reasons, to keep the symmetric part of the interferogram small. One rea-
son was the additional space required for the interferometer. The other reason
was the additional required computation time. Due to faster computers and
the invention of the fast Fourier transform algorithm (Cooley and Tukey, 1965),
the computation time was not an issue anymore. Subsequently, newer FTSs
often allow the recording of a larger symmetric section of the interferogram.
The phase correction of LFC spectra requires a further extension of the
Mertz phase correction method (Huke et al., 2019a). The initial steps of this
method are similar to those used in the sub-nominal method for FTSs. The
sub-nominal method leverages the unique spectrum of the LFC to measure
absorption spectra with a resolution much better than the nominal resolution
of the FTS (Maslowski et al., 2016; Rutkowski et al., 2016). The first step of
both the sub-nominal method and the phase correction is a truncation of the
interferogram so that each comb line is sampled by the same number of points.
Then a complex phase shift is applied, to shift the sampling, so that sampling
point is always at the peak of the comb line (see Fig. 3.2). After these two
steps, the phase spectrum exhibits not just a single phase trend, but multiple
46 FOUR I E R T RAN S FORM SP EC T ROGRAPH
”phase strings” as shown in Fig. 3.2c (Huke et al., 2019a). Each phase string
corresponds to one sample point of the comb line. The phase spectrum for
the Mertz phase correction is obtained as follows: First, a polynomial is fitted
to the data points in the phase spectrum corresponding to the sample point
at the line peak. For each of the remaining phase strings, this polynomial fit is
then shifted by a constant offset to match each phase string. This is then the
phase spectrum used for the phase correction.























(b) Single comb line
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Figure 3.2: Illustration of the phase correction method for LFC spectra. Panel (a):
A single measured power spectrum of the LFC, sampled at exactly eight times the
repetition rate. Panel (b): A single comb line illustrating how each line is sampled and
correspondingly color-coded. Panel (c): The detected phase spectrum, showing the
individual ”phase strings”, each corresponding to a different sampling point on the
comb lines and the fit to phase string corresponding to the peak sample points (black
dashed line).
These phase correctionmethods only correct linear phase errors (Kauppinen
et al., 1978). Some issues like an asymmetric ILS can remain, because the
phase errors which depend on the OPD are not corrected for (Saarinen and
Kauppinen, 1992). These phase errors can be identified by isolating a single
unresolved line and calculating the inverse Fourier transform of this single
line. The phase of the complex result is then a measure of this OPD dependent
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phase error (Kauppinen and Saarinen, 1992; Saarinen and Kauppinen, 1992).
This result can be used as an indicator to improve the FTS alignment (Ahro
et al., 2000) and thus eliminate these errors or to calculate a correction of
the interferogram (Kauppinen et al., 1978). Alternatively, a matrix inversion
method exists to correct these errors (Desbiens et al., 2006).
Since we are mainly concerned with measuring an LFC we used the phase-
correction method given by Huke et al. (2019a) whenever possible. We did
not use the correction method for OPD-dependent phase errors as the comb
lines in our spectra are all influenced by the side lobes of their corresponding
neighbors and it is thus not feasible to calculate the Fourier transform of a
single line.
3.3.3 Spectral intensity variations
Spectral intensity variations of the light source are more detrimental in FTSs
compared to dispersive spectrographs, as they lead to amultiplex disadvantage
(Hirschfeld, 1976; Davis et al., 2001). Due to the multiplex measurement, the
intensity noise is simultaneously affecting all spectral channels, rather than
just the spectral region in which it occurs. This is particularly relevant in our
case, as the supercontinuum generation process usually leads to intensity
fluctuations. There are possible ways to deal with source intensity fluctuations,
e.g., by using a balanced detection in the FTS (Mertz, 1967; Burroughs and
Chamberlain, 1971). In a balanced detection the second output from the FTS
is also measured. This output receives the same information as the other
but the interference pattern is just exactly opposite (also called a negative
interferogram). To remove the source intensity fluctuations, the corrected





Further correction is required to account for the different gains and spectral
responses of the two detectors, as well as possible differences in phase be-
tween both outputs (Ahern and Pritchet, 1974). Thus, intensity fluctuation
noise can be reduced by two orders of magnitude using a balanced detection
method (Foltynowicz et al., 2011b,a). Our FTS does not offer the capability of
a balanced detection.
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3.4 Calibration of a Fourier transform spectrograph
To mitigate these numerous potential measurement error sources, the FTS
measurements can be calibrated. Calibration of the frequency scale of an
FTS spectrum may be performed by using frequency standards. Since the
frequency scale is well defined and linear, higher order corrections are not
necessary. In fact, the calibration can be performed by computing only a single
dispersion factor (Learner and Thorne, 1988; Redman et al., 2011):
keff = freffFTS − 1, (3.9)
where fref is the known absolute frequency of the reference line and fFTS is
the frequency measured by the FTS for this line. This dispersion factor then
serves as a correction for the entire frequency scale:
fcorr = (1 + keff) f , (3.10)
where f is the original frequency scale. The precision of this dispersion cor-
rection can be increased by increasing the number of reference lines. Using a
frequency comb, even a two-factor calibration is possible, where an additional
offset is also taken into account (Huke et al., 2019b):
fcorr = (1 + keff) f + δk(keff), (3.11)
where δk is an offset that linearly depends on the factor keff. The two-factor
calibration can improve the calibration precision by an order of magnitude
(Huke et al., 2019b). Since for an LFC the spacing between the lines is constant,
this two-factor calibration can be performed using the equation
fcorr = ( f − fCEO,FTS) frep,reffrep,FTS + fCEO,ref, (3.12)
where frep,ref and fCEO,ref are the stabilized comb frequency values and frep,FTS
and fCEO,FTS are the ones measured by the FTS.
3.5 Fourier transform spectrograph setup
At our institute, we use a commercially available FTS, the IFS 125HR (Bruker
Optics). It has one fixed armwith a length of 45 cm. The total travel distance of
the retroreflector in the other arm is 250 cm. The setup can be used to record
fully symmetric interferograms with a maximum OPD of 45 cm or asymmetric
interferograms with a maximum OPD of 205 cm. There are two main contri-
butions to the resolution limit. The dominant limit of our setup is given by
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the maximum OPD. Using Eq. 3.7 this maximum OPD for asymmetric interfer-
ograms gives a bound to the resolution of 176MHz for all frequencies. The
minimum entrance aperture diameter of the FTS is 0.5mm, which in combi-
nation with the focal length of the collimating mirror (fcol = 418mm) leads to
a limiting resolution of 53.7MHz at 300 THz. The next larger aperture with a
diameter of 1mm would lower the resolution to 214MHz but increases the
amount of light in the interferometer.
The FTS is operated at ambient room temperature around 20 ◦C. It can be
evacuated to a level of ≈2.5 µbar, reducing measurement errors caused by
the remaining atmosphere.
Different beam splitters and detectors for different frequency regimes are
available. For observations in the visible and near infrared wavelength ranges
a quartz beam splitter and a Si-detector are used. For near and mid infrared
observations a CaF beam splitter and an InGaAs- and an InSb-detector are
available, while light sources in themid to far infrared regime can bemeasured
with a KBr beam splitter and anMCT-detector (for an overview on beam splitter
materials and the appropriate frequency ranges see Tab. 5.2 in Griffiths and
Haseth (2007, p. 137)).
A frequency stabilized HeNe-laser (SIOS model SL04) is launched in parallel
with the science light in the FTS and provides the OPD reference. Accord-
ing to measurements by the manufacturer, it is stabilized to within≈1MHz
corresponding to a relative stability of 2.2·10-9.
To reduce the light lost at the pinhole and to enable simultaneous observa-
tions with two light sources, the source chamber before the entrance aperture
has been modified (Schäfer et al., 2020a). A filter wheel allows the selection
of different optics, to switch between single source and two source measure-
ments. The light from two different sources can be combined via a dichroic
beam splitter, so that the light from one source above the cut off wavelength
and light from the other source below the cut off wavelength is combined.
Both sources are then recorded in the same interferogram but their spectra
do not overlap. The current options are two beam splitters with cut off wave-
lengths of 650 nm or 805 nm (Thorlabs DMLP650L or DMLP805L respectively).
A single light source can be measured by switching the filter wheel to either
an empty slot or to a mirror, depending on the input port being used.
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3.6 Current comb calibration performance
Using the setup described above, in combination with the LFC described in
Ch. 2, a calibration of the FTS has been demonstrated (Huke et al., 2019b).
The LFC is located in a different laboratory than the FTS. Light from the LFC is
transported to the FTS via a 100m longmultimode fiber (CeramOptec, low-OH,
Ø= 200mm, NA=0.22). The light exiting this fiber has a highly inhomogeneous
spatial distribution (Huke et al., 2021). To provide some spatial scrambling,
i.e., to homogenize the spatial distribution, we butt-couple the long fiber to a
short hexagonal fiber (CeramOptec, Ø= 525mm, NA=0.26).
For calibration, the repetition rate and offset frequency of the LFC are
stabilized and monitored. The recorded interferograms have to be phase
corrected and the line center of each comb line in the spectrum is fitted. From
the fitted line center values, the two comb frequencies are calculated. In
combination with the actual, stabilized comb frequency values, the frequency
axis can be corrected. With a supercontinuum spectrum of the LFC spanning
from about 310 to 370 THz, containing about 65,000 usable comb lines, a
single measurement uncertainty of≈65 kHz or 0.15m s−1 has been achieved
(Huke et al., 2019b).
Part II
IMPROV I NG F R EQUENC Y COMB CA L I B RAT I ON
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Most laser frequency comb (LFC) applications require a supercontinuumbroad-
ening of its optical spectrum. The supercontinuum broadening is usually
achieved using nonlinear media. It is necessary to employ the f-2f technique
used to control the offset frequency. Also, spectral broadening increases the
utility of the LFC as a broader spectral coverage enables a larger range of
measurements and increases the spectral region which can be calibrated in
dispersive spectrographs. In retrospect, it is not surprising that the first demon-
strations of LFCs (Reichert et al., 1999; Jones et al., 2000) came shortly after
the invention of the photonic crystal fiber (PCF), which reduced the cost of
creating octave spanning supercontinuua (Ranka et al., 2000). To achieve this,
much research was required.
The first observations of nonlinear broadening of maser or laser light in
materials were reported in the 1960s (Stoicheff, 1963; Jones and Stoicheff,
1964; Brewer, 1967; Shimizu, 1967). The first generation of white light was
achieved in 1970 by Alfano and Shapiro (1970). They were able to generate a
spectrum spanning 300 nm in glass using a pulsed laser. This phenomenon is
now known by the term “supercontinuum” generation (Manassah et al., 1985).
The generation of supercontinuum spectra coincided with the appearance of
self-trapped filaments (Alfano and Shapiro, 1970; Werncke et al., 1972). Self-
trapped filaments only occur only at very strong light intensities. The strong
electric field of the light changes the refractive index via the optical Kerr-effect
and thereby the light focusses itself (Chiao et al., 1964). The self-focussing
then increases other nonlinear effects which lead to a spectral broadening,
such as self-phase modulation or four wave mixing. While the relevant effects
for the spectral broadening were known or suspected initially, a thorough
theoretical explanation of supercontinuum generation in bulk materials was
given much later by Gaeta (2000).
Nonlinear broadening can also be observed in the simpler case of optical
waveguides or fibers (Ippen, 1970; Stolen, 1975; Stone, 1975). The powers
required are much lower than in bulk materials, as the confinement of the
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light in the fiber core results in high, maintained power densities (Stolen, 1975;
Lin and Stolen, 1976). In fibers, the key processes for nonlinear broadening
were identified to be stimulated Raman scattering, self phase modulation,
cross phase modulation and four wave mixing (Lin and Stolen, 1976; Stolen
et al., 1984; Baldeck and Alfano, 1987; Ilev et al., 1996).
When pulsed laser sources in the anomalous group velocity dispersion
(GVD) regime (see also Sec. 2.3.2) of fused silica (>1.3 µm) became available,
optical solitons could be observed (Mollenauer et al., 1980). Solitons are
pulses or wave packets, which maintain their shape while propagating, i.e.,
they are not dispersed. In solitons further nonlinear broadening processes
were discovered: the soliton self-frequency shift and soliton-fission, i.e., the
splitting of a soliton into two or more independent solitons (Mitschke and
Mollenauer, 1986; Gordon, 1986; Beaud et al., 1987; Kodama and Hasegawa,
1987; Gouveia-Neto et al., 1988).
With a PCF the generation of supercontinuum spectra places even lower
requirements on the laser input power. A PCF consists of a very small core,
surrounded by a periodic pattern of air holes in the cladding (see Fig. 4.12b)
(Knight et al., 1996). This photonic crystal cladding leads to a much higher
refractive index difference than for a conventional step-index fibers. By engi-
neering the photonic crystal cladding the zero dispersion wavelength—the
onset point of the anomalous GVD-regime—can be shifted from 1.3 µm down
into visible wavelength ranges (Mogilevtsev et al., 1998). This enables the
propagation of solitons at these wavelength ranges. Additionally, the effective
area of the PCF can be designed to be very small, which further increases
the nonlinearity (Broderick et al., 1999). Ranka et al. (2000) exploited these
effects to generate an octave-spanning supercontinuum with a mode-locked
Ti:sapphire laser with a pulse energy of 0.8 nJ. Before the invention of these
nonlinear fibers, such a feat required pulse energies a factor of a thousand
higher (Dudley et al., 2006). This meant that broadband supercontinuum
spectra were now widely available which enabled the self-referenced LFCs.
By tapering a fiber—i.e., heating and stretching it to reduce the diame-
ter—even in regular multi-mode fibers, similar spectral broadening can be
observed (Birks et al., 2000). The fundamental principle is similar to that of a
PCF, as both can be approximately described as a thin glass rod suspended in
air (Birks et al., 2000; Ravi, 2020). For tapered fibers the GVD then depends
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on the fiber waist diameter instead of the air hole geometry around the fiber
core.
The output spectra of nonlinear fibers can be predicted using simulations
(Coen et al., 2001; Husakou and Herrmann, 2001). Due to the complex inter-
action of multiple nonlinear effects in a nonlinear fiber there are no straight-
forward analytical formulas to consider. While different effects become more
dominant in different power and wavelength regimes, these regimes overlap.
Due to this, it is not possible to just isolate a single effect when simulating
supercontinuum broadening processes. However, using a generalized non-
linear Schrödinger equation (GNLSE) it is possible to take all relevant effects
and their interaction into account and to predict and reproduce experimental
results (Coen et al., 2001; Husakou and Herrmann, 2001; Ravi et al., 2018).
We aim to design a tapered fiber that generates a stable, broad and flat
supercontinuum from our Ti:sapphire laser (see Ch. 2). To do this we use
a dual approach by tapering a PCF to a specific geometry as demonstrated
by Ravi et al. (2018). We simulate different taper geometries to predict the
output spectra. Additionally, we construct a mounting stage to facilitate the
in- and outcoupling of the light into the fiber and to keep the fiber in a stable
environment.
In this chapter, we first describe a grid simulation of tapering geometries
and the final taper design we obtained from it. Then, we describe the optical
setup and the manufactured tapered fibers. Finally, results from this work are
discussed.
4.1 Simulation of fiber taper geometries
We want to design a tapering geometry of a PCF, with the aim of achieving
a flat and stable output spectrum of the LFC. During the tapering process
multiple parameters can be influenced, such as the diameter at the taper
waist, its length, but also the length of the transition between untapered fiber
and taper waist. By using a simulation we can judge the quality of the output
spectrum without having to actually produce the tapered fiber. This allows
us to test a wide range of taper parameters. We are using a grid of different
parameters since the process is nonlinear and therefore multiple different
regions of good parameter sets may exist.
The ideal spectrum for us would be a flat top, with a width that covers the
wavelength range from 750 to 1000 nm and is stable in time. In reality, this is
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most likely not possible, so we have to try to approximate this ideal spectrum.
The simulated example spectrum in Fig. 4.1 shows some characteristics of









Figure 4.1: Example of a simulated supercontinuum spectrum. The large red circle
shows short scale variations caused by the modulational instability. The small red
circle indicates a region with a very low spectral intensity. The black circle indicates
a broad, slowly varying spectral region with a low dynamic range, which is what we
would like to achieve.
One feature often observed in supercontinuum spectra are short scale vari-
ations caused by the modulational instability. These are typically not stable
in time (Dudley and Coen, 2002). This means that the peaks change in wave-
lengths and intensity. As this causes errors in the calibration, we want to avoid
these instable features. Other spectral features can be dips in the spectrum,
even to the point that there is no light covering a spectral region. Since this
region then cannot be calibrated, or in the case of a Fourier transform spec-
trograph (FTS) less lines are available for calibration, this is also undesirable.
Finally, the supercontinuum broadening can be so strong that a large amount
of the laser power is in spectral regions where it is not useful. While for many
applications the light from the LFC is still more than enough, this can become
an issue if a spectrum control setup is used (see Ch. 6).
In order to judge the quality of the spectra from our simulations we defined
four quality check parameters. These are as follows:
1. The maximum of the moving standard deviation with a window of
about 2.9 THz (corresponding to about 6.1 nm at 800 nm). We empiri-
cally found that this window size is appropriate to detect peaks in the
spectrum caused by the modulational instability.
2. The mean dynamic range in the spectral range from 750 to 1000 nm,
since this is the wavelength region we are interested in. If large portions
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of the spectrum have a low intensity in this wavelength range, this value
will drop.
3. The fraction of the spectral power outside the spectral range from 750
to 1000 nm.
4. The overall spectral bandwidth where light with an intensity higher than
30 dB below the maximum is generated. Below this threshold the comb
lines intensity is so low that they are not used for calibration of our
FTS anymore. Thus, this is a measure of the bandwidth of the usable
supercontinuum.
For the simulation of different fiber taper geometries, we adapt an existing
code (Ravi, 2020, App. A). The input for this code are the parameters of the
laser pulse and the geometrical shape of the tapered fiber. The output is the
evolution of the pulse during propagation and the corresponding change in
the optical spectrum. To calculate this, the code solves the GNLSE for the
given input parameters as well as the nonlinear parameters of the fiber, the
fiber dispersion and Raman response. Since these parameters are very specific
to the PCF, they are only included for one specific nonlinear fiber (Crystal
Fiber NL-2.8-850-02). These parameters were also calculated by Ravi (2020,
App. A) using a commercial software. They have to be calculated for the same
photonic crystal geometry at different diameters, in order to be able to solve
the GNLSE correctly for the tapered parts of the fiber which are smaller in
diameter than the original one. Consequently, we obtained the same fiber for
our setup.
A measure of coherence is also included in the code. It is calculated by
repeatedly solving the GNLSE with random noise seeds and comparing the
different outputs. This simulates shot-to-shot noise, i.e., how the output spec-
trum might vary from pulse to pulse. Raman noise is not included in this
simulation of coherence as shot-to-shot noise is dominant in our conditions
(Ravi et al., 2018; Corwin et al., 2003). Shot-to-shot coherence can be rel-
evant in FTS measurements, as the interference pattern of different pulses
is recorded at higher optical pathlength differences (OPDs) (see Ch. 3). A
spectral dependence of shot-to-shot coherence may then lead to erroneous
measurements when the interference of two different pulses is recorded in
the interferogram.
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4.1.1 Grid simulation
For the grid simulation, we embedded the code by Ravi into a frameworkwhich
enabled a systematic variation of the input parameters. The code considers five
different geometrical taper parameters (Ravi et al., 2018). These are illustrated
in Fig. 4.2 and defined as follows:
• length of the fiber before the taper L0
• length of the taper waist Lw
• diameter of the taper waist dw
• length of fiber after the taper L1
• up and down taper lengths Lt1 and Lt2 (always equal length)
L0 Lt1 Lw L1
dw
Lt2
Figure 4.2: Schematic drawing of a tapered fiber and the different taper parameters.
We varied four of these parameters with seven equally spaced values in
each range being simulated (see Tab. 4.1) leading to 2401 simulated spectra.
The initial fiber length was fixed to L0 = 0.1mm, since a longer length before
the taper generally leads to more variable spectra. The input pulse duration
was fixed at 40 fs, which is a rough estimate of the pulse length of our laser
since we could not measure the pulse length before the fiber. Further input
pulse parameters are the central wavelength of 797 nm and the input power
of 500mW, which are taken from measurements by the manufacturer and us
respectively.
From the output spectra of the simulations,we then calculated the spectrum
quality parameters for the different fiber taper geometries. We then reduced
Table 4.1: Range of the different fiber taper parameters used in the grid simulation.
Parameter Lower limit Upper limit
Lt1 and Lt2 [mm] 3.9 6.2
dw [µm] 1.625 1.986
Lw [mm] 0.16 0.24
L1 [mm] 1.8 7.2
4.1 S IMU LAT I ON OF F I B E R TA P E R G EOMETR I E S 59































Mean dynamic range [dB]
Figure 4.3: Histograms of the simulation quality parameters. The distribution of the
maximumof themoving standard deviation is shown in the top left, themean dynamic
range in the top right, the fraction of power below the threshold in the bottom left
and the spectral bandwidth in the bottom right. The black dotted lines indicate upper
bounds while the red dashed lines indicate lower bounds for the selection criteria.
the data set to the best performing geometries according to our spectrum
quality parameters. The cutoffs we set are as follows (see Fig. 4.3):
The maximum of the moving standard deviation was set to 0.2, which
includes about 49.8% of the whole data set. While this is not a very strong
cutoff, it is enough to exclude the short scale spectrum variations. We set the
cutoff for the mean dynamic range to a lower limit of −3.5 dB, including about
54.4% of the whole data set. This prevents a dominance of regions with no
intensity. In combination, these two parameters cut down the data set to 708,
about a third of the data set. The fraction of spectral intensity lost was limited
to 0.2, which is a strong cutoff and by itself only includes 22.2% of the whole
data set. However, since there is a large amount of light lost in the spectrum
control setup (see Ch. 6), we optimized this value since we are satisfied with
the other two. After enforcing this criterion 337 taper geometries remain,
which already have relatively similar output spectra. Finally, we set the width
of the spectrum above 30 dB to 350 nm, a condition which is fulfilled by about
80.9% of the whole dataset. This leads to broader spectra and cuts down the
selection to 76 taper geometries.
An overplot of the resulting spectra from all selected taper geometries
in Fig. 4.4 shows that all spectra have similar characteristics. Each consists
only of two to three overlapping peaks and only some exhibit a minimal
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additional structure. We inspected one of the selected taper geometries more
thoroughly. From the time domain output of the simulation shown in Fig.
4.6, it becomes apparent that each of these peaks corresponds to a soliton.
The plot shows the onset of two soliton fission processes during the fiber
propagation. This indicates that these output spectra are more stable than a
broader, more variable supercontinuum which is caused by a stronger impact
of the modulational instability (Dudley and Coen, 2002).












Figure 4.4: Spectra resulting from the 76 taper geometries selected from the grid of
taper parameters by the criteria shown in the histograms (see Fig. 4.3).
4.1.2 Verification of final taper design
We computed the mean and standard deviation over the fiber parameters in
the 76 selected simulations which are shown in Fig. 4.5. The higher standard
deviations for Lw and L1 imply that the grid steps we chose for these two
parameters have a comparably lower impact than the grid steps for Lti and
dw. In order to more efficiently simulate a new grid, the step size of these two
variables could be increased.
Lt1 dw Lw L1
Minimum
Maximum
Figure 4.5: The mean values and standard deviation of the simulation parameters
of the 76 selected spectra relative to the simulated range. Minimum and maximum
refers to the respective values specified in Tab. 4.1.
4.1 S IMU LAT I ON OF F I B E R TA P E R G EOMETR I E S 61
700 800 900 1000




















(a) Fiber geometry (b) Time domain evolution of pulse
(d) Spectral evolution of pulse(c) Spectra at different points
Figure 4.6: Panel (a): Geometry of the tapered fiber. Panel (b): Simulated evolution
of the pulse during propagation through the fiber. The blue circles indicate where
soliton fission occurs. Panel (c): The three simulated spectra correspond to the input
spectrum (bottom), the spectrum after the first soliton fission (middle) and the output
spectrum (top). Panel (d): Simulated evolution of the spectrum during propagation
through the fiber.
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We used the mean parameters from the simulations selected from the grid
as our final taper design (for the taper parameters see Tab. 4.2 in Sec. 4.2.2).
To ensure that the mean geometry would suit our needs, we made further
simulations with this geometry. In these simulations we varied the input pulse
parameters. Since the exact value of the pulse duration of our laser is not
known, we wanted to make sure that this would not lead to a completely
different supercontinuum spectrum. The input power and the pulse duration
have similar effects since both affect the pulse peak power which is a crucial
factor in the nonlinear broadening process. Therefore, we checked that we
could compensate a wide range of pulse durations from 20 to 100 fs by varying
the input power in the range from 100 to 1000mW .
The final taper geometry we chose fulfills two purposes:
1. In a ”low” peak input power (≈ 11 to 16 kW) regime, the output is smooth
and slowly varying from about 650 to 1000 nm. This is similar to the
result from the grid simulations (see Fig. 4.7a). This smooth output
should also be stable in time and thus be more suitable for calibration
of an FTS or echelle spectrograph.
2. In a ”high” peak input power (≈ 19 to 25 kW) regime, the output is more
variable and thus probably less useful for calibration purposes. The
supercontinuum, however, extends over the range from 532 to 1064 nm
(see Fig. 4.7b). This enables us to perform beat mode experiments with
a (frequency doubled) Nd:YAG laser.
From each of these regimes, we selected one parameter set to simulate the
shot-to-shot coherence (We only simulated one each, since this simulation
is very time consuming). The parameters we used are 40 fs and 500mW for
the low peak power regime and 1000mW for the high input power regime.
These simulations show good coherence over the full spectral region where
the intensity is sufficient (see Fig. 4.8). Typically, the coherence is better than
0.9998, meaning that shot-to shot coherence should not be an issue.
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300 mW, 25 fs400 mW, 30 fs600 mW, 40 fs1000 mW, 60 fs
(a) Low peak power













400 mW, 20 fs600 mW, 25 fs800 mW, 30 fs1000 mW, 40 fs
(b) High peak power
Figure 4.7: Simulations of the final taper geometry for different input powers and pulse
durations. Panel (a): "Low" peak power regime. Panel (b): "High" peak power regime.
Similar results are realized by choosing the right laser input powers for different pulse
durations.








1000 mW, 40 fs500 mW, 40 fs
Figure 4.8: Simulated shot-to-shot coherence for two different input powers and
a pulse duration of 40 fs of the final fiber taper geometry. Red dots indicate the
coherence for 1000mW, blue dots for 500mW input power.
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4.2 Nonlinear broadening setup
4.2.1 Fiber coupling stage
The setup for the designed nonlinear fiber replaces a coupling to a PCF with
an FC/PC-connector inside the housing of the taccor comb unit. Using the
existing structure leads to some restrictions in building the fiber coupling stage.
However, placing the setup inside this housing has the advantage of a shielded
environment which is temperature stabilized since the floor of the encasing
is water cooled. Before the coupling stage, a λ/2-plate is used to adjust the
polarization of the laser beam before it is coupled into the nonlinear fiber.
Two three axis mounted mirrors and one piezo mounted mirror with tip-tilt
capabilities allow fine alignment of the input beam. A CAD-model of the fiber




Figure 4.9: CAD rendering of the fiber coupling stage, showing a cut through the fiber
axis. The light enters from the right side (red arrow) and is focussed into the fiber by
a lens. The fiber itself is placed in the fiber mount consisting of two parts (pink and
orange). Both lenses are fixed to the arms (pink), which are in turn attached to two 3
axis mirror mounts with a custom screw (dark blue). The adjustment stage holding
the incoupling lens is mounted on an x-y flexure stage (grey). Behind the outcoupling
lens a cage plate holds four cage roads. The cage roads position the custom built
periscope (lime and light blue), which reflects the light out of the laser compartment.
The focusing lens (Thorlabs C230TMD-B) has a focal length of 8mm. It is
mounted on an arm which connects to a three axis mirror mount (Thorlabs
KC05-T) for angular and coarse z-adjustment of the lens. For fine z-adjustment
this mirror mount is connected to a flexure stage (Thorlabs CP1XY). The mount
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of the collimating lens (Thorlabs C230TMD-B) on the backside of the fiber is
similar, but not connected to a flexure stage as the z-position is not as crucial.
The fiber itself is mounted in a small aluminium block (see Fig. 4.10) positioned
by two rods. The fiber mount can be removed from the setup to exchange
the fiber. The bottom part of the fiber mount has an L-shape with a conus
hole on the front side. This is to block stray laser light going through the space
between the two parts of the block, as was the case for an earlier version.
The fiber mount serves as a heat sink and offers great positional stability even
during a complete exchange, exceeding that of a standard FC/PC-coupling.
Both lenses can be glued in place and all alignment elements removed, when
the setup is finalized. Behind the outcoupling lens we added a small periscope
with fixed mirrors, to reflect the light out of a small hole in the laser encasing.
Figure 4.10: Fotograph of the fiber mount on the stage for placing the fiber in the
block. The positioning rods are the same as in the actual setup. The fiber lies in the
indentation of the fiber mount and can be seen by its reflection. In the back the top
part of the fiber mount can be seen.
4.2.2 Designed tapered fibers
We aquired some of the NL-2.8-850-02 (Crystal fiber) PCF and sent it to Vytran
for tapering. Vytran produced three samples of the designed tapered fiber.
During the manufacturing process, small variations of the tapering parameters
occur. The manufacturer uses micrographs to measure the actual values of
the tapering process (see Fig. 4.12a). An overview of the final taper design
parameters and the actual parameters of the three tapered fibers are given in
Tab. 4.2. We simulated the real fiber taper geometries and found only marginal
differences in the output spectra (see Fig. 4.11). The simulation of fiber 3 was
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omitted for illustrative purposes, as its parameters fall in between the other
two. We decided to use fiber 1 in our setup.
Table 4.2: Taper parameters of the three delivered fibers as measured by the manu-
facturer and the respective specified values. No measurement values were provided
for L0 and L1, subsequently the overall length is also undetermined.
Parameter Specification Fiber 1 Fiber 2 Fiber 3
length before taper L0 [mm] 0.1
down taper length Lt1 [mm] 4.0 4.27 3.93 3.94
waist length Lw [mm] 0.2 0.21 0.19 0.19
waist diameter dw [µm] 1.8 1.84 1.76 1.77
up taper length Lt2 [mm] 4.0 4.27 3.93 3.94
length after taper L1 [mm] 6.2
overall fiber length [mm] 14.5












Figure 4.11: Simulated output spectra for the measured geometries of fiber 1 (blue
solid line) and fiber 2 (red dotted line) (see Tab. 4.2) for 40 fs pulse duration and
500mW input power.
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(a) Fiber taper measurement (b) Fiber front
Figure 4.12: Panel (a): Micrograph of the tapered fiber and the measurement of the
taper parameters. Panel (b): Image of the fiber front face, showing the microstructure
and airholes surrounding the fiber core.
4.3 Results and discussion
While we were able to couple light from the LFC into the fiber no significant
spectral broadening was observed. The incoupling alignment is crucial and
our setup does not provide enough degrees of freedom to couple sufficient
light into the fiber core. We only achieved an output power of about 70mW.
In combination with the fact that the simulation slightly underestimates the
required power (Ravi et al., 2018) a null result is plausible. Thus, we will have
to forego the advantages of placing the fiber in the shielded environment of
the laser encasing. Instead, we plan to built an external fiber coupling stage.
In principle, the tapered nonlinear fiber should create a supercontinuum
that is much improved over the one that is generated by the nonlinear fiber
currently used in the setup (NL-PM-750, 50 cm). A comparison between a
measured spectrum from the current fiber and a simulation of the designed
tapered fiber is shown in Fig. 4.13. The simulated spectrum exhibits much less
structure and has a particularly smooth optical spectrum towards the near
infrared from 750 nm.
Using the grid simulation, we were able to find a regime in which the soliton
fission process is the dominant cause of supercontinuum generation. Since
the simulated supercontinuum does not seem to be strongly affected by the
modulational instability, its spectral envelope should also be stable in time. Fur-
thermore, the designed tapered fiber should also provide a supercontinuum
spectrum with a relatively low dynamic range.
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Figure 4.13: Comparison of the measured output from the nonlinear fiber currently in
use (red dashed line) and the simulation of the tapered fiber (blue solid line).
For future applications, the grid could be expanded, both in the parameter
space that is being explored, as well as the quality parameters that are being
used to gauge the quality of the spectra. This might lead to even better super-
continuum spectra, since we also found multiple potentially useful parameter
sets. The laser parameters could also be included in the grid simulation, as
these are also parameters which can be altered to some degree. However,
doing so would lead to long computation times for high power and thin waist
configurations. Therefore, maybe some form of optimization as suggested by
Ravi et al. (2018) would be required.
A further option which could be explored in designing supercontinuum
spectra is the use of multiple tapered fibers in parallel. Certain geometries
lead to significant broadening even at lower input powers of 200mW. This
means that a single laser like the one we use could power up to four or five
tapered fibers. These could then be designed in such a way that a coaddition
of the output light, possibly with variable proportions leads to a very flat
spectrum. Using a grid of existing simulated spectra, this would be a feasible
optimization problem.
5
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In the standard procedure of calibrating the Fourier transform spectrograph
(FTS) with a laser frequency comb (LFC), all comb lines with sufficient signal-to-
noise-ratio (SNR) are fitted to determine their line center. From the calculated
line positions, the repetition rate and offset frequency of the LFC are computed
and compared to the values to which the two frequencies were stabilized. The
difference is used to calibrate the spectrum (see Sec. 3.4; Huke et al. (2019b).
However, there is a correlation between the uncertainty in the line fits and
variability in the spectral envelope (see Fig. 1.2). Furthermore, additional steps
are necessary in order to compute a phase correction of the spectrum (Huke
et al., 2019a). One of these additional steps is a truncation of the interferogram
which reduces the resolution of the calculated spectrum.
Therefore, we tried to simplify this correction process and the line fitting
by retrieving the offset frequency and repetition rate values directly from the
interferogram rather than from the spectrum. This is possible because the FTS
measurement of a coherent pulsed light source differs from that of a contin-
uous light source. For example, there is not just a single interference fringe
but multiple ones each time two pulses overlap spatially at the detector. The
special characteristics of the interferogram are exploited in the sub nominal
method, where an LFC is used to obtain absorption spectra with a resolution
that is higher than the nominal resolution limit of the FTS (Maslowski et al.,
2016; Rutkowski et al., 2016). Our method of retrieving the comb frequen-
cies from the interferogram builds on some of the concepts used in the sub
nominal method.
We applied the method of retrieving the comb frequncies from interfero-
grams to measurements of the LFC with the FTS. Since we found some dis-
crepancies in the comb frequency values retrieved from the spectrum and
those retrieved from the interferograms, we simulated LFC interferograms
mimicking the measurement data. The first goal of the simulations was to
verify that the method works theoretically. The second goal was to determine
the measurement effects as well as random and systematic errors which cause
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the discrepancies between the comb frequency values obtained from the
corrected spectra and those obtained from the interferograms.
This chapter starts with a description of the method of retrieving the comb
frequencies directly from the interferogram. Then, a description of measure-
ments, the results of applying the method and the calibration performance
follows. Furthermore, we describe how to simulate LFC interferograms and
compare results from simulated interferograms and measured interferograms.
5.1 Interferogram analysis
In the following, we describe a method to determine the comb frequen-
cies—the repetition rate frep and the offset frequency fCEO—directly from the
interferogram. Since these are not independent measurements, we calculate
the expected correlation of the errors in the two measurements.
5.1.1 Measuring the repetition rate
When recording an interferogram of a conventional white light source, there
is one main interference peak at zero optical pathlength difference (OPD).
Due to the highly coherent, pulsed output of the LFC, its interferogram has
different characteristics than one of a conventional white light source. There is
an interference peak, in the following referred to as burst, each time two laser
pulses overlap spatially on the detector. At these points, the OPD corresponds
to an integer multiple of the spatial separation b of two consecutive pulses
(see Fig. 5.1). The distance between two consecutive burst centers is given by
b =
c
n frep , (5.1)
where c is the speed of light and n the refractive index of the medium (Balling
et al., 2012). We can use this relationship to calculate the repetition rate if we
know b:
frep = cnb . (5.2)
To get the distance b between two burst centers, we have to determine the
exact position or OPD of each burst’s center. For this purpose, we select a
region of the interferogram around each burst center. From the selected
data, we calculate the envelope of each burst using the Fourier transform
method (Takeda et al., 1982). We then interpolate the envelope using spline
interpolation. The OPD of the burst center is given by the OPD where the
maximum amplitude of the interpolated envelope occurs (see Fig. 5.2).
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Figure 5.1: A typical interferogram of an LFC. The distance b between two bursts is











-30 -20 -10 0 10 20 30OPD [µm]
Figure 5.2: A typical burst from the interferogram (blue dots) and the corresponding
calculated burst envelope (black dotted line).
For an interferogram with l bursts, we obtain l − 1 values for frep. We
calculate a weighted mean of frep using the square of the mean amplitude
of the respective bursts as weights. Naively, one would expect a lower error
for a measurement from first to last burst, rather than for consecutive bursts.
However, there are systematic errors in the burst center determination for
different burst pairs (see Sec. 5.2.1). E.g., the burst amplitude is reduced at
higher OPDs due to the self apodization caused by the input fiber (Schäfer
et al., 2020a). Other instrumental effects which result in a stretching of the
OPD-axis cause further systematic errors. Therefore, we use the weighted
mean approach.
5.1.2 Measuring the offset frequency
Ideally, two bursts in the interferogram of an LFC are identical except for a
shift in phase of the interference signal with respect to the envelope of the
burst. This is the so called carrier-envelope-offset (CEO) phase. The magnitude
72 CA L I B RAT I ON F ROM THE I N T E R F E ROGRAM
of this phase shift is m∆ϕ, where m is the integer number of the respective
burst and ∆ϕ is the CEO phase causing fCEO (for more detail see Sec. 2.1 and
Eq. 2.19) (Huke et al., 2019a).
This is illustrated in Fig. 5.3 using a simulation of the interference of Gaussian
pulses with a shift of∆ϕ of the carrier wavewith respect to the pulse envelope.
For illustration purposes, we overlay all burst envelopes on top of each other to
show the phase difference of the carrier waves with respect to their envelope.
The burst m = −1 is shifted by −∆ϕ with respect to the the burst m = 0.
The burst m = 1 is shifted in the opposite direction by ∆ϕ with respect
to the the burst m = 0. Further bursts are shifted by a multiple of ∆ϕ in
the same manner. In this idealized simulation, the maximum of the carrier
wave coincides with the maximum of the envelope. In a real setting, where
dispersion occurs in the interferometer this is typically not the case.
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Figure 5.3: Illustration of the interference signal shift with respect to the envelope
(black dotted line) for the central bursts of an interferogram of Gaussian pulses with a
phase shift between carrier wave and envelope. All burst envelopes are overlayed on
top of each other for better visualization of the phase shift in the interference signal.
To determine the phase difference ∆ϕ in a real measurement, we first nor-
malize each burst by dividing it by its envelope calculated in the previous step
(see Sec. 5.1.1). This allows us to fit a simple cosine model to each normalized
burst center m:
um(xm) = cos(kBCxm + 2πϕm), (5.3)
with the fit coefficients kBC corresponding to the burst center wavenumber
and ϕm being a constant phase. The OPD xm is shifted so that the center
determined in the previous step is at zero. An example of this fit is shown in
Fig. 5.4. After unwrapping the phases, we can determine the CEO phase by
∆ϕ = ϕm+1 − ϕm. (5.4)
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Figure 5.4: Cosine fit (red line) to the normalized signal around a burst center (blue
dots).
Using Eq. 2.19, the offset frequency can then be calculated with the equation
fCEO = ∆ϕ2π frep. (5.5)
As with the repetition rate, we obtain l− 1 values for fCEO for an interferogram
with l bursts. From these values, we calculate a weighted mean by using the
squared mean burst amplitudes as weights as before.
5.1.3 Expected correlation of errors
The measured values of both frep and fCEO directly depend on the determined
distance between the bursts b. If there is an error in the measured distance b,
resulting errors in both ∆ frep and ∆ fCEO will be correlated. Since errors caused
by false values of b are dominant, other error sources are not considered here.
The relationship between both errors will be explored in this section.
The dependency of frep on the distance determination can be derived from
Eq. 5.2. An error in the determination of the distance between bursts ∆b
causes an error in the repetition rate of










= − frep∆bb . (5.9)
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For fCEO the dependency on ∆b can be derived from Eqs. 5.3, 5.4 and 5.5. In
the cosine fit described by Eq. 5.3, an error in the burst center measurement
leads to a shift of the OPD vector xm. In the fit, this error is transferred to ϕm,
scaling with kBC:
∆(ϕm) = kBC∆xm (5.10)
Using Eq. 5.4, we can then determine the error of ∆ϕ depending on ∆b:
∆(∆ϕ) = kBC∆xm+1 − kBC∆xm = kBC∆b (5.11)
We can then express the error in the offset frequency depending solely on ∆b
as









= ∆b frepkBC + ∆ϕ∆ frep. (5.15)
So, even though both depend on the error in b, the effect on the offset fre-
quency error is much larger as it scales with kBC, the instantaneous burst
center wavenumber, while the repetition rate scales with the reciprocal burst
distance.
From Eqs. 5.9 and 5.15, we can determine the relationship between both
errors:
∆ frep




∆b frepkBC − ∆ϕ frep∆bb
) (5.16)
= − 1
kBCb− ∆ϕ . (5.17)
5.2 Laser frequency comb measurements
With the LFC and FTS described in Ch. 2 and Ch. 3, respectively, we recorded
28 single-sided interferograms. We set the maximum OPD to 205 cm and
the asymmetric OPD (the OPD before the center burst) to 45 cm, leading to
eight full bursts in each interferogram. We used the minimum aperture of
0.5mm and a sampling rate of 5 kHz. We evacuated the FTS to a level of about
2.5 µbar (see Fig. 5.5). During the first ten measurements, the pressure was
still adjusting from a level of about 4 µbar. Both temperature and pressure
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are relatively stable from the 10th measurement onwards. We stabilized and
monitored the repetition rate and the offset frequency of the LFC. The LFC
was spectrally broadened using a nonlinear fiber (NL-PM-750, 50 cm). To avoid
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Figure 5.5: The FTS temperature (red diamonds) and pressure (blue squares) over the
course of the measurements.
5.2.1 Applying the interferogram retrieval method
From the measured interferograms, we calculated the repetition rate and
offset frequency. For both, we then calculated the difference to the values to
which they were stabilized (see Fig. 5.6):
∆ f = fFTS − fset, (5.18)
where fFTS is the value of the repetition rate or offset frequency calculated
from the interferogram and fset is the value to which the respective frequency
was stabilized. As the variation of the stabilized frequencies is negligible, they
can serve as an absolute reference (see Sec. 2.5). Both ∆ frep and ∆ fCEO are
offset from zero and follow a corresponding opposite trend (see Fig. 5.6). The
systematic error of the measurement is 34± 13 Hz for the repetition rate and
−13.1± 2.7MHz for the offset frequency.
Each interferogram contains seven pairs of consecutive bursts and thus
seven values each for∆ frep and∆ fCEO can be retrieved.We calculate the single
measurement precision, i.e., the expected precision in one interferogram.
For this, we calculate the weighted standard deviation over all seven burst
pair measurements in each interferogram by using the squared mean burst
amplitudes as weights again. The expected single measurement precision
then is the mean of the standard deviations over all interferograms. The single
measurement precision of the repetition rate is 81 Hz. Expressing this as a
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Figure 5.6: Average error of frep (blue squares) and - fCEO (red diamonds) from each
interferogram.
distance yields a value of 24 nm. This is comparable to results fromWu et al.
(2014). For the offset frequency, the single measurement precision is 18MHz
corresponding to a phase measurement precision of 115mrad. This is not
as precise as previous measurements with a Michelson-correlator (Xu et al.,
1996) or f-2fmeasurements. However, it is comparable to other interferometric
measurements without the use of frequency doubling where an RMS jitter of
120mrad was reached (Jójárt et al., 2012).
In order to compare ∆ frep and ∆ fCEO, we can also express the error in the
offset frequency measurement as a distance. For this, we use the measured
phase shift ∆ϕ and compare it with the expected phase shift calculated using
Eq. 5.5. Then, assuming the mean wavelength of the spectrum corresponds to
the instantaneous wavelength λinst, we can calculate the phase error ∆(∆ϕ)
in terms of a length scale as
∆xphase = ∆(∆ϕ)λinst. (5.19)
A comparison shows that the errors of both ∆ frep and ∆ fCEO occur on very
similar length scales (see Fig. 5.7).
Correlation of errors
The expected correlation between the errors of both frequencies is visible
in Fig. 5.6. The Pearson correlation coefficient between ∆ frep and ∆ fCEO is
negative and significant with a value of -0.87. The correlation becomes even
more pronounced, when considering the values between consecutive burst
pairs, rather than the ones averaged over an interferogram as illustrated by
Fig. 5.8.
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Figure 5.7: The error of each fCEO and frep measurement between two bursts ex-
pressed in terms of length (black dots). The error in the CEO-phase (mean value
shown in red) measurement is offset to the left and the error of the burst distance
(mean value shown in blue) is offset to the right for clarity.
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Figure 5.8: Measurement error of frep and fCEO for the individual inter-burst measure-
ments.
The expected relationship between both errors caused by an error in the
burst distance measurement is derived in Sec. 5.1.3 (see Eq. 5.16). To calculate
the exact value, we use mean values of kBC ≈ 1.098× 106m−1 (corresponding
to 329.2 THz), which is the burst center wavenumber from the fit given by Eq.
5.3 and b ≈ 0.2996m from our measurements. We neglect ∆ϕ which is on
the order of one. The expected slope of the correlation of errors is then
∆ frep
∆ fCEO ≈ −3.039× 10
−6 = −3.039HzMHz−1. (5.20)
A fit of linear models to the errors for each set of burst pairs is shown in Fig.
5.9. The average slope over all burst pairs is −3.058HzMHz−1 (see Fig. 5.9).
The expected and measured values differ by only 0.62%. Since the expected
correlation was derived from the assumption of an error caused only by the
burst center determination this seems to be the dominant cause of error.
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Figure 5.9: Linear fits to the measurement error of frep and fCEO for each set of inter-
burst measurements.
Error systematics
Fig. 5.8 shows that for each pair the values of ∆ frep and ∆ fCEO scatter around
a different center. The sets of the last four burst pairs show stronger systematic
offsets. This means that the inaccuracy increases for higher burst numbers,
i.e., higher OPDs. Therefore, the single measurement precisions are improved
when including only the central bursts of the interferogram.
To investigate a possible cause of the systematic errors we calculated the
refractive index from the measured temperature and pressure values using
the updated Edlén equation (Bönsch and Potulski, 1998). The Pearson corre-
lation coefficient between the refractive index and the repetition rate has a
value of -0.71, significant at the 5% level. However, when excluding the first
ten interferograms where a large variation in temperature and pressure is
observed, the correlation coefficient drops to -0.30. As the number of samples
is then only 18, this is not significant anymore.
We calculated the difference and the mean of ∆ frep and ∆ fCEO expressed
as a distance for each burst pair and each interferogram, which is shown in Fig.
5.10. The difference is mainly dependent on the burst number or OPD and also
slightly on the pressure (see Figs. 5.10b, 5.11). The difference of the errors is
much less variable than the mean of the errors. This indicates the correlation
between the two errors again.
The difference between both errors is a proxy of the dispersion inside the
FTS, as it corresponds to the difference in group and phase velocity. There is
a clear systematic OPD dependence of the dispersion proxy. We calculated
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(b) Difference of errors
Figure 5.10: Mean and difference of the errors in the burst distance and CEO-phase
measurements. Mean values over each burst pair measurement are shown in blue
and individual measurements slightly offset in black.
the deviation of each difference measurement from the mean difference
measurement of the corresponding burst pair. This can then be used as a
proxy of the dispersion in the FTS over the course of the measurement since
it does not depend on the OPD anymore. A comparison of this dispersion
proxy with the pressure over the course of the measurement is shown in
Fig. 5.11. The dispersion proxy is clearly correlated with the pressure. This is
























Figure 5.11: A proxy of the dispersion, measured as the difference in the error for the
measurement of the burst center position and the CEO phase over the course of the
measurements (blue dots). The pressure in the FTS during the measurement is shown
as the red dots connected by the dashed line.
especially apparent from the first fivemeasurements while the evacuation was
still ongoing. There is a lag between the dispersion proxy measurement and
pressure. The pressure sensor is in a different location than the interferometer
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beam path, so the pressure might differ locally while the evacuation is still
ongoing.
5.2.2 Calibration with coefficients from the interferogram
We used the difference between the comb frequencies measured from the
interferogram and the frequency to which they were stabilized in order to
calibrate the FTS as described in Sec. 3.4 (see also Eq. 3.12). A comparison of
this calibration method with the calibration using correction factors calculated
from fitting each comb line in the spectrum as demonstrated by Huke et al.
(2019b) is shown in Fig. 5.12.
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Figure 5.12: Comparison of interferogram and spectrum, i.e., line fit calibration. Panel
(a): Mean deviation of the fitted comb line positions for the uncalibrated (black trian-
gles), interferogram calibrated (blue diamonds) and spectrum calibrated (red circles)
spectra. The spectrum calibration shows no deviation as the calibration coefficients
are calculated from the fitted comb line positions. Panel (b): Lag of the maximum
of the cross correlation with the 12th spectrum for the uncalibrated, interferogram
calibrated and spectrum calibrated spectra (legend as in panel (a)).
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We used two different measures to compare the two different calibration
approaches. For the first measure, we simply calculated the difference of each
fitted comb line position from the value expected from the stabilized values of
the comb frequencies. Since this is also how the spectrum calibration factors
are calculated, the spectrum calibration shows almost no remaining drift. For
the second measure, we calculated the cross correlation of one spectrum
with all other spectra of the measurement set. The lag at the maximum of
the cross correlation was then interpreted as the remaining instrumental drift
between the respective spectra. To estimate the overall calibration precision,
we calculated the standard deviation of the full measurement set for each
calibration and drift measure (see Tab. 5.1). Both calibration methods show an
improvement over no calibration. The spectrum calibration performs better
than the interferogram calibration for both measures.
Table 5.1: Comparison of the estimated overall measurement precision for different
calibration and precision measures.
Method δ RV [m s-1](line fit position comparison)
δ RV [m s-1]
(cross correlation)
Spectrum calibration 0.0028 0.5241
Interferogram calibration 0.9700 0.8302
No calibration 2.3823 2.0709
5.3 Simulated interferograms
To verify the method described in Sec. 5.1 and to explain the discrepancy in
the frequency measurements from the interferograms with those from the
spectra, we simulated interferograms of the LFC using MATLAB. To simulate
an LFC interferogram, we superimpose the interferograms of N=100,000
monochromatic light sources (for the interferogram of a monochromatic light
source see Eq. 3.4). This approximates the LFC as a Dirac-comb in frequency












where j0 is the mode number of the mode with the lowest frequency, aj is
the amplitude of the mode, f j the frequency of the mode given by the comb
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equation (Eq. 2.18) and x is the OPD. The values of x are determined by the
spatial sampling rate, the number of samples and the point of zero OPD.
We tried to keep the simulated datasets as close as possible to the parame-
ters in our measurements. A number of parameters were fixed, while some
parameters were varied to create a full data set. In all simulations we fixed
the repetition rate at≈1 GHz, the sample rate at≈158 nm (a quarter of the
HeNe-reference laser wavelength) and the number of sample points at 15.8
million. Using this framework, we created multiple data sets with varying
parameters and increasing complexity.
The first dataset was used as a test case, to verify that our algorithm can
correctly measure the offset frequency (for the repetition rate this type of
measurement had been demonstrated by Balling et al. (2012)). Therefore,
we kept most parameters constant, setting the zero OPD point at the ≈2.8
millionth sample point and using the same spectral envelope for each interfer-
ogram. In order to set the value of the amplitude aj of each mode, we used a
measurement of the LFC spectrum. We interpolated the measured spectral
envelope of the LFC at the frequencies f j. The interpolated values are then
used for aj. Correspondingly, the value of j0 is ≈300,000, since the lowest
frequencies in our LFC measurements were at about 300 THz. We only varied
the offset frequency using values from 100 to 500MHz in steps of 25MHz
resulting in 17 interferograms. In this dataset, we can fully recover the rep-
etition rate with errors being on the order of the numerical precision limits.
The offset frequency can also be recovered from all simulated interferograms,
with the standard deviation over the whole data set below 0.1MHz (see Fig.
5.13).











Figure 5.13: The error of the offset frequency ∆ fCEO measured directly from the first
simulated interferogram data set.
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Since we verified that the method works in an ideal setting, we added mea-
surement effects to our simluation, in order to understand how the measure-
ment errors are caused. The following datasets all consist of 28 interferograms
with the parameter inputs mirroring those from the real measurements. In all
following simulations, we used zero OPD points retrieved from each measured
interferogram in the calculation of x. Therefore, zero OPD always occurs in
between two sample points. As a result no interferogram is fully symmetric
anymore.
In the first data set emulating a measurement data set, we kept the comb
frequencies fCEO and frep at the values to which they were stabilized during
the measurement. Also, the bursts were weighted with their mean amplitude
corresponding to the measurement, i.e., lower burst amplitudes for bursts
further away from the center burst (see Fig. 5.1). Additionally, we varied the
mode amplitudes aj, to replicate the spectral envelopes of each of the mea-
surements. Applying the interferogram retrieval method to this data set shows
increased errors for both comb frequencies compared with the initial ideal
data set. However, the results are still two to four orders of magnitude better
than the real dataset and show no systematic clustering (see Fig. 5.14).
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Figure 5.14: The errors of fCEO and frep measured from the simulated interferogram
data set including varying spectral envelopes and zero point offsets.
Next, we created three data sets including two different error sources and
the combination of them. The first error source is a frequency dependent
coherence as measured by Huke et al. (2021), leading to a reduced amplitude
depending on OPD and wavelength. In order to simulate this, we calculated
the attenuation in two different frequency regimes (320 THz and 356 THz) in
the individual spectra calculated from each burst in the measurements. We
fitted the attenuation as a function of burst number with a Gaussian and inter-
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and extrapolated the width linearly over the whole frequency range and OPD
range (see Fig. 5.15). The second error source is the frequency dependent
beamsplitter phase. We calculated this from a double-sided interferogram
of a halogen lamp. We interpolate the phase values Φj at the corresponding
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Figure 5.15: Interpolation of the frequency dependent coherence effect used in the
simulated interferograms (Huke et al., 2021). This and subsequent colormaps were
created using ”Scientific colour maps” (Crameri, 2021).
In all these simulations, we also included the variation of the zero OPD point
and the spectral envelope retrieved from the measurements as before. We
applied the interferogram retrieval algorithm to this dataset. The errors are
shown in Fig. 5.16. Including the effects of frequency dependent coherence or
the spectral phase Φj increases the errors, particularly for the offset frequency.
For each on its own, the increase is small. It is slightly stronger for the beam
splitter phase, which causes a few outliers with an error more than ten times
larger than the previous data set. In combination, however, they lead to a
much stronger increase than one would expect from just adding the errors of
the single effects. In this case, the errors are only about a factor of ten smaller
than in the measurement data set. The combination of both effects also leads
to the distinct clustering of the values from each burst pair as it was observed
in the real measurement. However, the distribution of the clusters is mirrored
compared to the real measurement.
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Figure 5.16: The errors of fCEO and frep measured from the simulated interferogram
data set including varying spectral envelopes and zero point offsets, the beam splitter
phase and frequency dependent coherence.
In the next dataset, we included varying burst spectra (Huke et al., 2021).
The spectrum of each burst in each measured interferogram is calculated so
that the variation of the spectral envelope during a single measurement can
be taken into account. In the simulated interferograms, the coefficients aj
are adjusted individually for each burst and each interferogram to emulate
the measurements. This dataset also includes the beam splitter phase and
zero OPD variations as described above, but not the frequency dependent
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coherence since this is inherently included in the burst spectra. Calculating the
repetition rate and the offset frequency from this data set, we observe that
the clustering of the different burst pair measurements is reduced compared
to the previous data set (see Fig. 5.17). However, the errors for both fCEO and
frep are increased by a factor of about two.
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Figure 5.17: The errors of fCEO and frep measured from the simulated interferogram
data set including varying spectral envelopes for each burst, the beam splitter phase
and zero point offsets.
We observed systematic differences in repetition rate between different
burst pairs in our measurements (see Fig. 5.7). This effect could be explained
by a stretching of the OPD axis. We thus calculated the stretching of the x
vector necessary to reproduce the repetition rate measurements and included
it in the simulation. This dataset also included the beam splitter phase, zero
OPD variations and burst spectra. Adding this stretching of the interferogram
OPD axis reproduces the errors in the repetition rate measurement but does
not significantly affect themeasurement of the offset frequencymeasurement
(see Fig. 5.18).
We also observed systematic differences in the offset frequency between
different burst pairs in our measurements (see Fig. 5.7). This could be the
result of a systematic phase shift for each burst. We calculated the phase shift
for each burst from the measurements and added a corresponding additional
phase factor Φb for each burst in the corresponding simulated interferograms.
This dataset also included the beam splitter phase, zero OPD variations and
burst spectra, but not the stretching of the OPD axis. Similar to the previous
data set, we now see the characteristic clustering of the burst pair measure-
ments. However, the clustering occurs in the errror of the offset frequency
and not the error of the repetition rate (see Fig. 5.19).
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Figure 5.18: The errors of fCEO and frep measured from the simulated interferogram
data set including a stretching of the interferogram axis, varying spectral envelopes
for each burst, the beam splitter phase and zero point offsets.










Figure 5.19: The errors of fCEO and frep measured from the simulated interferogram
data set including a different phase error for each burst, varying spectral envelopes
for each burst, the beam splitter phase and zero point offsets.
In the final dataset, we included both the stretch of x and the burst phase
factors, as well as the beam splitter phase, zero OPD variations and burst
spectra. This data set reproduces the systematics in the measured results (see
Fig. 5.20). Only the spread of the individual clusters is smaller.
Subsequently, we added Gaussian noise to each interferogram before re-
trieving the comb frequencies. With this dataset, we can then reproduce the
measurement results, except for a small offset in ∆ fCEO for the last burst pair
(see Fig. 5.21).
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Figure 5.20: The errors of fCEO and frep measured from the simulated interferogram
data set including a stretching of the interferogram axis, varying spectral envelopes
for each burst, the beam splitter phase and zero point offsets.











Figure 5.21: The errors of fCEO and frep measured from the simulated interferogram
data set including a stretching of the interferogram axis, varying spectral envelopes
for each burst, the beam splitter phase, zero point offsets and Gaussian noise.
5.4 Discussion
We showed that it is feasible to retrieve the comb frequencies fCEO and frep
directly from the interferogram measured with a commercial FTS. In an ideal
simulated interferogram, we can retrieve the repetition rate and the offset
frequency with a very high accuracy and precision.
Measurement effects, however, reduce the measurement precision and
accuracy of the method. The measurements show that pressure can play a
role. Once the FTS is fully evacuated, the dispersion appears to stay constant in
time. However, there is an additional dispersion dependence on OPD, causing
systematic phase errors. If these were caused by residual atmosphere, we
would expect a linear dependence on OPD, which is not observed.
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We could reproduce these systematic phase errors in simulated interfero-
grams, by introducing an artificial phase shift for each burst and simultaneously
stretching the OPD axis. The phase errors may be a result of the finite aperture
effect, since it follows a similar trend as the coherence measurements made
with the FTS for different input fibers (Schäfer et al., 2020a). To determine the
exact cause, further investigation is required.
From the slope of the correlation of errors∆ fCEO and∆ frep, we can infer that
most measurement noise is caused by errors in the burst center determination.
The results from the simulated interferograms indicate that the change of
the spectral envelope from burst to burst is the main reason for the errors of
the burst center determination. This seems plausible, as this would lead to a
change in the pulse shape and instantaneous frequency at the burst center,
both of which can affect the burst center determination. A further factor could
be simple Gaussian intensity noise. The precision of the measurements could
be reproduced by including these two effects in the simulations.
The simulations indicate that frequency dependent coherence does not
play a major role. While its implementation led to a clustering of ∆ fCEO and
∆ frep, the effect was opposite of that observed in the measurements. Possibly,
the interaction is more complex and the whole spectrum instead of just two
small spectral bands have to be taken into account.
Compared to no calibration, the calibration of the spectra using the comb
frequencies calculated from the interferogram improves themeasurement pre-
cision. The improvement is strongest, if the pressure in the FTS changes. There
is, however, a discrepancy between the comb frequencies calculated from the
interferogram and the ones calculated from the spectrum. We suspect, that
this difference may be explained by the systematic effects uncovered using
the simulations. The overall calibration performance using the coefficients
from the interferogram is worse than calibration using coefficients from the
spectrum. Hence, we recommend using the established calibration method
with the comb frequencies calculated from the spectrum. Further investigation
of this discrepancy, particularly with a more stable LFC spectrum, may help to
understand the underlying instrumental effects and improve the results.

6
S P EC T RUM CONTRO L S E TUP
Laser frequency combs (LFCs) have many characteristics which make them an,
in principle, ideal calibration light source: a broad spectral coverage, an equal
and dense line spacing and a high accuracy and precision of the line positions.
However, there are some technological challenges.
Murphy et al. (2007) and Schmidt et al. (2007) recognized the variability of
the spectral envelope as one of the main technological challenges hindering
the successful use of LFCs as calibration light sources. When an LFC is broad-
ened in a nonlinear fiber, the spectral envelope often has a high dynamic range
on very short wavelength scales. This can be mitigated by using a designed
nonlinear fiber to create a smooth spectral envelope. Even then, another
issue remains: The nonlinear broadening process is sensitive to changes in the
polarization, input power and the incoupling into the fiber so that the spec-
tral envelope undergoes changes on timescales of minutes. These changes in
the spectral envelope will result in measured radial velocity (RV) shifts which
reduces the calibration precision.
The instability and high dynamic range of the spectral envelope are not only
detrimental when calibrating a dispersive spectrograph as well as an Fourier
transform spectrograph (FTS). Due to the high dynamic range, a large number
of comb lines is close to or below the noise floor. These lines cannot be used
for calibration anymore (Huke et al., 2019b). The temporal variability is an
even larger issue for the FTS, since it causes noise in all spectral channels
simultaneously (Hirschfeld, 1976; Davis et al., 2001).
To maximize the calibration performance of LFCs, it is thus necessary to
control the spectral envelope so it remains stable in time and has a lowdynamic
range. Ideally, the spectral envelope should be tailored to the wavelength
dependent efficiency of the instrument to maximize the signal-to-noise-ratio
(SNR) across the whole spectrum.
Murphy et al. (2007) suggested to use a Fourier transform optical pulse
shaping setup to achieve control over the spectral envelope of the LFC. This
type of setup acts in the Fourier domain of the laser pulse. By modulating
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the intensity of each spectral component with a spatial light modulator (SLM),
arbitrary waveforms may be generated. While this technology was originally
developed to control the shape and phase of ultrafast optical pulses it can also
be used to manipulate the spectrum of the light (Desbois et al., 1973; Froehly
et al., 1983; Weiner et al., 1988).
Probst et al. (2013, 2015, 2020) successfully demonstrated the control over
the spectral envelope of an LFC for the calibration unit of the HARPS spectro-
graph in the visible wavelength range using such an approach. A spectrum
control setup for the near infrared has thus far not been demonstrated. There
are many interesting science cases for the near infrared, e.g., the search for
planets aroundM-dwarfs and the observation of exoplanet atmospheres (Rein-
ers et al., 2010; Snellen et al., 2010). Additionally, this wavelength region can
be used for simultaneous calibration of the FTS during solar observations.
We aim to build a spectrum control setup in the near infrared to alleviate the
problems for the calibration of the FTS and to improve the LFC calibration for
future spectrographs such as ELT-HIRES (Marconi et al., 2020). Our spectrum
control setup is based on the previous work by Probst et al. (2013, 2015). Their
setup stabilizes the spectral envelope to reduce systematic RV errors and can
be used to tailor the spectral envelope for a maximization of the SNR of the
calibration measurements. The spectral envelope is usually shaped to a flat
top so that the number of photons per pixel in the spectrograph’s detector
is constant over the spectral range. Parts of this work have previously been
published (Debus et al., 2021).
This chapter is structured as follows. First, we give a small overview of the
theoretical background of a spectrum control setup and of SLMs. Then, we
describe the design specifications and the resulting optical layout of our setup.
This is followed by a description of the alignment procedure, calibration and
the control loop of the setup. Finally, we present and discuss measurements
and their results.
6.1 Background
6.1.1 Fourier transform optical pulse shaping setup
A basic Fourier transform optical pulse shaping setup schematic is shown in
Fig. 6.1. The fundamental principle of a Fourier transform optical pulse shaping
setup is that the light is spectrally dispersed and the spectral components
are focused onto a modulator array. After the modulator array, the light is
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recollimated and recombined by a second dispersing element. The modulator
array can be a physical mask or SLM. Nowadays, the more flexible SLMs are
usually used, since a physical mask can only serve a single specific purpose.
The general term SLM describes a programmable device which manipulates
incident light in amplitude, phase or polarization (or combinations thereof) in
space and time (Lazarev et al., 2012).
Modulator array GratingGrating LensLens
Input pulseShaped pulse
Figure 6.1: Schematic Fourier transform pulse shaping setup. Adapted fromWeiner
(2011).
The standard Fourier transform optical pulse shaping setup is built in a 4-f
configuration which means that the focal lengths of collimator and focusing
element are equal and both dispersers and the modulator array are at the
respective foci. Compared with earlier setups, this configuration is free of
temporal dispersion, i.e., if no modulator array is present the pulse remains
unchanged (Froehly et al., 1983; Martinez et al., 1984). A thorough review of
Fourier transform optical pulse shaping setups is given by Weiner (2011).
6.1.2 Liquid crystal on silicon spatial light modulators
Since our goal is to actively control the spectrum, we have to use an SLM. In
our setup, we use a liquid crystal on silicon (LCOS) SLM. Liquid crystals (LCs)
have several properties which, in combination, make them suitable for this
application. The first one is that they have properties between liquid and solid
materials. Depending on the temperature, they exhibit intermediate phases or
so called mesophases (Chandrasekhar et al., 1977). In these phases, both the
degree of orientational and positional order decreases, but not to the same
extent. For example, in the so called nematic phase there is still orientational
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order of the LCs while there is little positional order (Chandrasekhar et al.,
1977).
A further useful property of LCs is birefringence (Zhang et al., 2014). The
birefringence of a medium is defined as the difference of the refractive indices
of the two axis perpendicular to the optical axis:
birefringence = ne − no, (6.1)
where ne is the refractive index of the extraordinary axis and no is the refrac-
tive index of the ordinary axis. A schematic representation of an LC and the
corresponding refractive indices is shown in Fig. 6.2a. If the optical axis is
aligned with the long axis of the LC, its birefringence is zero, while it becomes
maximal if the long axis of the LC is perpendicular to the optical axis. The
birefringence causes a phase retardation for one direction compared to the
other, similar to a waveplate.
Furthermore, LCs have a significant dipole moment, due to the elongated
ellipsoidal shape of the molecules. Thus, a torque can be applied to an LC by
applying an electric field.
In combination, these properties can be used to create an SLM. Due to the
birefringence, the orientation of the LCs determines how the light’s phase,
polarization or both are affected. The orientation of the liquid crystals can
easily be changed due to the low positional order and fluid behavior. Because
of the dipole moment this can be done by applying a voltage.
A schematic of an LCOS SLM in Fig. 6.2b shows the different layers of a
reflective SLM. For a reflective type, the top layer is usually a glass. The second
layer is transparent and also conductive. Below these two layers, there are
two alignment layers with a layer filled with LCs in between. The alignment
layers’ surface structure forces the orientation of LC monolayer at the surface
interface into a certain direction (Jerome, 1991). This direction is called the
rubbing direction. Without an external electrical field, the orientation is thus
determined by the alignment layers. By applying a voltage, the orientation of
the LCs can be changed. A conductive and reflective layer below the alignment
layer contains the pixel array and is used to apply the voltage. The CMOS
backplane on the bottom of the display controls the individual pixels.
There are multiple standard configurations of alignment layers, depending
on whether a phase only, amplitude only or complex amplitude modulation is
desired (Lazarev et al., 2012; Bougrenet de la Tocnaye and Dupont, 1997). Both
vertically aligned nematic (VAN) or parallel aligned nematic (PAN) type displays




Glass substrate ITO (conductive transparent layer)
Alignment layers
Liquid crystal layer
Aluminium layer (pixel array)CMOS silicon backplane
(b) Schematic SLM
Figure 6.2: Panel (a): Schematic of a liquid crystal used in LCOS displays. The different
optical axis and index of refraction are indicated. Panel (b): Schematic layout of an
LCOS SLM. Adapted from Zhang et al. (2014).
are suitable for amplitude modulation. In these types, the rubbing direction
of both alignment layers is parallel. Thus, the initial orientation direction of
the LCs is uniform if no voltage is applied. The difference between the two is
that in the VAN type display, the initial orientation of the LCs is normal to the
display surface (see Fig. 6.3), while it is parallel in the PAN type displays. An
advantage of VAN type displays is that the birefringence is zero if no voltage is
applied. In PAN type displays, the LCs at the surface are always parallel to the
surface and thus slightly force the direction of the neighboring LCs, so that
zero birefringence cannot be reached. Therefore, VAN type displays can reach
a higher contrast ratio.
Off-State On-State
Figure 6.3: LC orientation in a VAN-type SLM. Adapted from Zhang et al. (2014).
6.1.3 Jones-calculus
In the following, we use the Jones-Calculus approach (Jones, 1941) to describe
the effect of an SLM on the polarization state of light and how it can be used
to manipulate the amplitude. The Jones vector of linearly polarized light at an
angle α is given by





where the first entry describes the horizontal and the second entry the vertical
axis. A polarizer at an arbitrary angle θ can be described by the matrix:
Tpol(θ) =
 cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
 . (6.3)
The effect of an SLMwith its ordinary axis aligned parallel to the horizontal axis
and its extraordinary axis aligned parallel to the vertical axis can be described
as (Glückstad and Palima, 2009, Appendix A)
TSLM,0 =











with δ = 2πλ d(ne − no). In the case of a VAN-type display the extraordinaryrefractive index depends on rotation of the LCs:
ne = sin(2πϕ(U)), (6.6)
where the angle ϕ of the LC-orientation is a function of the applied voltage U.
Thus, δ is the voltage dependent phase retardation caused by the SLM. Using
the two-dimensional rotation matrix
R(φ) =
cos φ − sin φ
sin φ cos φ
 . (6.7)
we can calculate the Jones matrix of an SLM with the LCs extraordinary axis
oriented perpendicular to the optical axis with an arbitrary rotation angle φ




 cos2 φ + eiδ sin2 φ cos φ sin φ(eiδ − 1)
cos φ sin φ(eiδ − 1) sin2 φ + eiδ cos2 φ
 .
(6.9)
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The uniform phase offset described by ei 2πλ dno only affects the phase, but not
the polarization or amplitude and can therefore be neglected. Using these
relations, we can now describe a system consisting of a polarizer, an SLM and
an analyzer by
Esys = E(α) · Tpol(θp) · TSLM(δ, φ) · Tpol(θa). (6.10)
We can assume the incoming light to be polarized horizontally and the polarizer
to be horizontal as well (α = θp = 0) without any loss of generality, as
the whole system is rotationally symmetric. The Jones vector of incoming
horizontally polarized light then becomes




As we are only interested in the output power P, we take the norm of Esys:
P(θa, φ, δ) =
∣∣∣∣∣Esys∣∣∣∣∣ . (6.12)
For the two cases of θa = 0 (analyzer parallel to polarizer) and θa = π2(analyzer perpendicular to polarizer) this becomes
P(0, φ, δ) =




, φ, δ) =
∣∣∣cos φ sin φ(eiδ − 1)∣∣∣ . (6.14)
Fig. 6.4 shows contour plots of the resulting power, depending on φ and δ for
both cases. The plot shows that the power control range becomes maximal
when the extraordinary axis of the LCs is at an angle of 45◦ with respect to
the polarizer. Furthermore, the case of crossed polarizers is less sensitive to
misalignments than the case of parallel polarizers.
6.2 Design specifications of the spectrum control setup
There are three main considerations for the design specifications of our setup,
the wavelength range, the contrast ratio and the spectral resolution, i.e., the
smallest controllable wavelength range.
We want to use the LFC as a calibrator for the FTS for simultaneous solar
observations. For our solar observations, the visible wavelength regime is the
most interesting. The calibration light should not overlap with this spectral
region, hence we want to calibrate in the near infrared. The supercontinuum
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Figure 6.4: Calculated amplitude response for two different Analyzer orientations,
depending on SLM orientation and strength of phase shift.
generated by our LFC only extends to about 1000 nm. Thus, we want to be
able to control the wavelength range from 700 to 1000 nm.
The supercontinuumof the LFC exhibits a strong dynamic rangewith large re-
gions exceeding 20 dB (see Fig. 6.5a). For parts of the spectrum, the measured
intensity is around −30 dB. Since this is the noise floor of the measurements,
the intensity may be even lower. To mitigate this high dynamic range, we aim
for a contrast ratio of at least 100:1—corresponding to 20 dB—or better.



















(b) Zoom into a small oscillatory region
Figure 6.5: A typical supercontinuum spectral envelope of the LFC in our lab. Panel
(a): Full spectrum with a typical dynamic range of 20 dB and more. Panel (b): A short
scale oscillatory pattern typical for the supercontinuum broadening.
Additionally, the spectral envelope exhibits oscillatory patterns in some
regions (see Fig. 6.5b). The separation between these peaks can be as low as
0.7 nm. In order to control such regions, it should be possible to sample them
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with at least two elements. Therefore, the ideal resolution of the spectrum
control setup should be on the order of 0.35 nm.
There are also some further design considerations. We try to minimize
the cost and keep the setup as simple as possible. Therefore, we restrict
ourselves to regular off-the-shelf components. Additionally, since it also serves
as a prototype for the ELT-HIRES calibration unit, we want to keep the setup
transportable. Last, we aim to optimize the efficiency. Even though the LFC
delivers a large amount of power, not too much light should be wasted since a
large fraction of the light is discarded when flattening the spectral envelope.
6.3 Optical layout of the spectrum control setup
Webase our setup on the standard optical layout of a Fourier transform optical
pulse shaping setup. However, our modulator array is a reflective SLM so that
the light is reflected back through the focussing lens onto the dispersing
grating. The forward-backward configuration is more compact and requires
less parts. This optical configuration is quite similar to that of a regular grating
spectrograph, with the detector replaced by the modulator array (see Fig. 6.6).
When we planned and constructed the setup, we could make use of relations








Figure 6.6: Spectrum control setup schematic. Red lines indicate combined light, dark
red and light red indicate dispersed light. Grey boxes and circles indicate linear stages
and rotation stages respectively.
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respect to a regular spectrograph, we have to fulfill the additional constraint
of the 4-f configuration, meaning that the grating is at the focal point of the
focusing lens.
6.3.1 Analytical calculations
There are multiple tradeoffs we have to consider. The relevant equations
and our considerations are introduced in this section. The setup is developed
around two components which had been acquired prior to this work. These are
the LCOS SLM HED-6001-NIR (Holoeye) and the BlueWave NIR2 Spectrometer
(StellarNet). An overview of their properties is given in Tab. 6.1.
Unfortunately, the resolution of the spectrometer of ∆λ = 0.5 nm is larger
than the required 0.35 nm . As discussed before, a better resolution is required
to be able to control the oscillatory patterns of the highest frequency in the
spectral envelope of the LFC (see Fig. 6.5b). Since this is not attainable with
the available spectrometer, we try to match the resolution of the spectrum
control setup to that of the spectrometer. The resolution ∆λ of an optical








Active area 15.36× 8.64mm
Pixel pitch 8 µm
Fill factor 93%
Contrast ratio >400:1 @830 nm
>1000:1 @1064 nm







Coverage 600 to 1000 nm
Integration 1ms to 65 s
SNR 1000:1
Accuracy < 0.25 nm
Repeatability < 0.05 nm
Stability < 0.001 nm ◦C−1
Coupling SMA fiber
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where λ is the wavelength, a is the grating constant, i.e., the distance between
two rules of the grating, m is the diffraction order, dgrat is the width of the
illuminated grating surface and Θout is the refracted angle. This angle itself
depends on the grating, as well as the wavelength and the incidence angle
Θin:
Θout(λ, Θin) = arcsin(mλa − sin(Θin)). (6.16)
Using these relations, we calculate the resolution as a function of wavelength
for different commercially available gratings with incident angles in the vicinity
of the blaze angle for a beam diameter of 4mm (see Fig. 6.7). Collimating the
beam to a larger diameter proportionally increases the resolution as long as it
does not become larger than the projected size on the grating.
From commercially available gratings we selected a reflective grating with
a grating constant of 1/600mm, a blaze angle of 17.6° and an aluminium
coating. These parameters result in optimized efficiency at a wavelength of
1 µm (Thorlabs GR13-0610). This grating will give a resolution of 0.3 to 0.4 nm
in the selected wavelength range.













300 lines/mm600 lines/mm1200 lines/mm
Figure 6.7: Simulated resolution as a function of wavelength for three commercially
available gratings with varying grating constants for a collimated beam diameter of
4mm.
With the specified grating, we can calculate the optimal incidence angle on
the grating. For this, we have several constraints. First, the wavelength range
from 700 to 1000 nm has to fall on the SLM. Second, for the sake of simplicity,
we want to keep the beam path in one plane. We have to take care that no
optomechanical component is blocking the beam path as well as leave some
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space for alignment of the setup. To reduce optical abberations, we also try
to keep the grating surface close to perpendicular with respect to the optical
axis of the lens. This ensures that the whole grating surface is in the focal
plane of the lens. This is the case for an opening angle of 30.7° at a central
wavelength of 850 nm. Finally, we want to stay as close as possible to the blaze
or Littrow angle of 17.6° to maximize efficiency. The space constraints lead
to a minimal opening angle of about 25° for our wavelength range. A more
precise evaluation of optical abberations and beam blocking is carried out
using Zemax (see Sec. 6.3.3). Since the opening angle of 25° lies in between
the two optimal values, we are satisfied with taking the middle value as a
tradeoff.
The other main component we have to select is the focusing/collimation
lens. Again, multiple factors play a role in this selection. First of all, the focal
length of the ”camera” lens fcam has to be low enough, so that the whole
spectral range fits on the SLM. This can be determined by the equation
fcam = − dSLMΘout(λhigh)−Θout(λlow) , (6.17)
where dSLM is the width of the SLM and λlow and λhigh are the lower and upper
bound of the wavelength interval we want to capture. This gives the upper
limit of 88mm for the focal length.
The next aspect to consider is the inverse linear dispersion, which describes







fcam · dpix, (6.18)
where dpix is the size of a single pixel on the SLM display. Ideally, we would
like a resolution element, i.e., the point-spread-function of single wavelength,
to fall on 2 to 3 pixels. This prevents the limited fill factor of the pixels from
causing oscillations in the spectral envelope. Fig. 6.8 shows the inverse linear
dispersion as a function of focal length at the central wavelength of 850 nm.
The linear dispersion is on the order of 0.2 nm/pixel, while the resolution is
about 0.4 nm, corresponding to about two pixels. However, the resolution
cannot only only be limited by the grating resolution, but also by the image
size of the aperture—in our case the input fiber—on the SLM. It is is given by
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where s = 5.3 µm is the size of the fiber core—we use the specified mode
field diameter (MFD) at 850 nm—and fcol is the focal length of the fiber col-
limator. The change of image size due to the anamorphotic magnification
is only marginal over the given wavelength range. Depending on the focal
lengths of the cylindrical lens ( fcam = 60 to 80mm) and the initial collimator
( fcol = 15mm or fcol = 33mm), we get an image size of 9 to 26 µm. This is
about 1 to 3 times the pixels size of 8 µm. Combining this with the inverse
linear dispersion of 0.177 nm/pixel, we get a similiar value as the resolution
limit given by the grating.














Figure 6.8: Calculated inverse linear dispersion at 850 nm as a function of collimator
focal length.
One constraint for the choice of lens is the high power of the LFC, which
is high enough to potentially damage the SLM. In order to reduce the power
incident on individual SLM pixels, we use a cylindrical lens which spreads
the power across multiple pixels in the vertical direction. Furthermore, initial
Zemax simulations showed that the image quality of a regular cylindrical lens
is quite poor due to chromatic aberrations. Thus, we are further restricted to
cylindrical achromatic lenses. This led us to choose the AC254-075-B (Thorlabs),
a cylindrical achromatic doublet with a focal length of 75mm and a clear
aperture of 25.4mm.
There is also a constraint on the beam width to ensure a vignetting-free
image on the SLM. It is determined by the size of the SLM and the distance
scam, focal length and width of the lens dcam. The vignetting free beam width
is given by the equation
dbeam ≤
dcam − scam tan(dSLMfcam
) cos Θin. (6.20)
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Due to the constraint of the 4-f configuration, scam is equal to the focal length
of the camera fcam. Since the chosen wavelength interval is not illuminating
the whole SLM width, we have to replace dSLM using Eq. 6.17:
dbeam ≤ (dcam − fcam tan (Θout(λhigh)−Θout(λlow))) cos Θin. (6.21)
This equation tells us that we can avoid vignetting as long as we have a col-
limated beam size smaller than 10.6mm using this lens and grating. The
beam width depends on the focal length of the collimator and the input
fiber numerical aperture (NA), which is 0.12 in our case. Since we want to use
a mirror collimator, we had the choice between two collimators: the RC04FC-
P01 giving a beam diameter of only 4mm and the RC08FC-P01 leading to
a beam diameter of 8.5mm. The larger beam diameter of the RC08FC-P01
improves the resolution to better than 0.2 nm and the longer focal length
also decreases the image size on the SLM to 11 µm. This means that a single
resolution element falls on slightly more than a single pixel. However, each
pixel only has a fill factor of 90%. Therefore, this would lead to modulation of
the spectral envelope. Additionally, an experimental comparison of the two
collimators also showed that the response of a single active pixel column of the
SLM was barely detectable by the spectrometer when using the RC08FC-P01.
This leads to issues in the wavelength calibration process. For these reasons,
we chose the RC04FC-P01 collimator for our setup. If the spectrometer were
to be upgraded to one with a higher resolution, this choice should be revisited.
In this case, the larger collimator RC08FC-P01 should be advantageous since
it increases the resolution so that the design requirement of 0.35 nm can be
reached.
6.3.2 Instrumental profile
Using the previous considerationswe can calculate amodel of the instrumental
line shape (ILS) of the spectrum control setup, i.e., the spectral bandwidth
which is affected by a single SLM pixel column (see also Kalyoncu et al. (2012)).
We assume a simple Gaussian profile as the light distribution exiting the single
mode fiber with the specified MFD as the width of the profile. Using Eq. 6.19
we calculate the magnified image of the profile incident on the SLM. We
convolve this profile with the diffraction pattern caused by the grating. This
convolution is then the spatial distribution of a monochromatic beam of light
(see Fig. 6.9a).
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An active pixel column can bemodeledwith a boxcar functionwith thewidth
of the active area of a single pixel which is 7.2 µm (90% of the full pixel width).
We convolve the boxcar with the spatial distribution of monochromatic light
calculated in the previous step. Finally, we change coordinates from spatial
extension to wavelengths using the inverse linear dispersion (see Eq. 6.18).
This is then the spectral response of a single active pixel column (see Fig. 6.9b).
The full width at half-maximum (FWHM) of the model ILS is 0.62 nm, which is
close to the specified resolution of the spectrometer of 0.5 nm.
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Figure 6.9: Panel (a): Calculation of the distribution of a monochromatic beam of light
incident on the SLM. The contribution from the grating diffraction (blue) and from
the fiber image size (red) as well as the convolved profile are shown (black). Panel
(b): Calculation of the instrumental profile of the spectrum control setup, i.e., the
spectral distribution reflected by a single activated pixel.
6.3.3 Zemax simulations
Building on the results from the analytical calculations, we made a full simula-
tion of the setup using Zemax, an optical raytracing software (see Fig. 6.10).
This helps to check for optical aberrations which are not considered by the
analytical equations. We can also understand which optical elements are more
critical in terms of a precise alignment.
The simulations show how small we could make the setup without any vi-
gnetting. By reducing the size of the optics—for everything but lens and grating
half inch optics suffice—and using the correspondingly smaller optomechanics
a footprint of 100× 180mm is feasible.
The simulations also show that an acylindrical lens would lead to a worse im-
age quality than an achromatic lens. Using the achromatic doublet AC254-075-B,







Figure 6.10: Raytracing simulation of the full spectrum control setup using Zemax.
(a) Light distribution on SLM.
(b) Light distribution at outcou-
pling fiber focus.
Figure 6.11: Light distributions calculated with Zemax. The legend for the wavelengths
in µm is the same for both plots. Panel (a): The light distribution for different wave-
lengths on the SLM display. Panel (b): Light distribution on the exit fiber front face.
The distribution has a maximum extension of about 44 µm but shows some optical
aberrations.
the remaining aberrations are mainly spherical aberrations. These lead to an
increase of the image size towards the boundaries (see Fig. 6.11a). This can be
mitigated and a more uniform focal width or instrumental profile achieved
when the setup is aligned so that the wavelengths at the first and third quartile
of the overall range are in focus.
Using the Zemax model, we also calculated the image size on the fiber
coupling for the output (see Fig. 6.11b). This shows that the optical quality
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is theoretically good enough for all light to be coupled into the output fiber.
The light distribution width at the fiber front is about 44 µm, which is much
smaller than the diameter of the core of the fiber (200 µm).
6.4 Component verification
6.4.1 Spatial light modulator
The general specifications of the HES-NIR-6001 (Holoeye) are given in Tab.
6.2a. Each pixel of the SLM can be set to 256 different voltage levels, so called
gray values. In the SLM driver unit the voltage assigned to each gray value is
stored in a look-up-table called ”gamma curve”. When the software sends a
command to set a pixel to a certain gray value, the driver unit then applies
the voltage stored in the gamma curve.
Liquid crystal orientation
The HES-NIR-6001 is an LCOS SLMwith a VAN alignment of the LCs. This means
that the intensity modulation works optimally with crossed polarizers aligned
at 45° with respect to the LC axis (see Sec. 6.1.3).
To test the optimal alignment, we used a small setup, consisting of a HeNe-
laser (Melles-Griot 25-LHR-111- 230), two turnable polarizers (Thorlabs LPVIS050-
MP2) and a powermeter (Thorlabs PM100D). The laser and the powermeter,
each with a polarizer in front, were placed next to each other facing the same
direction. We placed the SLM about 1.5m away from laser and powermeter.
We then aligned the laser beam so that it reflected off the SLM onto the
powermeter. The angle between incoming and outgoing light was only about
2°.
Initial tests suggested that the LC orientation axis is at 45° with respect to
the edges of the display. We therefore conducted four measurements with
all combinations of the polarizers aligned in paralellel with the SLM display
edges. For each set of polarizer orientations, we stepped through the 256
gray values of the SLM and recorded the intensity. The results show that a
higher contrast is achieved for crossed polarizers (see Fig. 6.12). Furthermore,
the combination of incoming horizontal polarization and outgoing vertical
polarization seems to be slightly favorable as it leads to a higher contrast. This
could just be due to better polarizer alignment in this measurement over the
other, but we nonetheless opted for this set of polarization directions in our
setup.
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Figure 6.12: Measurement of the intensity response depending on the polarizer orien-
tation. Crossed polarizers are indicated by dots, parallel polarizers by squares. Red
indicates a horizontal analyzer and blue a vertical. The inset shows that at the lowest
gray values the configuration with a horizontal analyzer reaches lower values than
with a vertical analyzer. We define horizontal as the direction parallel to the long side
of the SLM display and vertical as the direction parallel to the short side of the SLM
display.
Bitplane sequence
The voltage of an SLM pixel is applied via a sequence of pulses. This means
that each average voltage level of one frame is the sum of the voltage of these
individual pulses. Thus, the phase of the light and thereby in our case the
output power will flicker during one frame. The standard bitplane sequence is
the 18-6 sequence with a frame rate of 60Hz. This sequence has 1216 possible
differentmean voltage values, which is the highest number of all bitplanes. But,
this sequence also has the highest RMS-AC-voltage value over a single cycle.
We compared it with the 5-6 sequence, which only has 382 different mean
voltage values, but has a much lower RMS-AC-voltage value. Additionally, it
has a frame rate of 240Hz. This provides the possibility to address the SLM
four times faster.
Using the spectrum control setup, we set the whole display to a gray value
of 140, about half the possible output power. We then measured the out-
put light using a fast photodiode (Thorlabs DET36A/M) and an oscilloscope
(Rodhe&Schwarz RTM2150). In Fig. 6.13 the intensity fluctuations for the two
different sequences are shown. The RMS AC-voltage for the 5-6 sequence
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was 348mV, while it was 1237mV for the 18-6 sequence. The 5-6 sequence
modulation is lower by a factor of 3.55, agreeing well with the manufacturers
measurements (see Fig. A.1).
The biggest drawback of the 5-6 sequence is that the phase modulation
depth is lower than π, meaning that we cannot reach the maximum intensity.
When setting both sequences to maximum throughput, the output intensity
for the 5-6 sequence was only 93% of that achieved with the 18-6 sequence.
In a spectral flattening application, this will raise the threshold of the dynamic
range below which the spectrum cannot be controlled anymore. Since it only
leads to a small reduction of the acuteness of the power level increments,
the lower number of different phase values is not a major issue. Intensity
variations, however, are a strong concern in FTS measurements. We therefore
chose to use the 5-6 bitplane sequence in our FTS experiments.
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Figure 6.13: Intensity variations in the spectrum control setup output caused by the
SLM bitplane adressing recorded with a photodiode. For the 5-6 bitplane (blue) with
a framerate of 240Hz four full frames are shown. For the 18-6 bitplane (red) with a
framerate of 60Hz only a single full frame is shown.
6.4.2 Spectrometer
The general specifications of the StellarNet BLUE-wave NIR2-25 are given in
Tab. 6.2b. The manufacturer defines two closely space lines as resolved when
the valley in between them is at half of the maximum intensity. The spectral
resolution is then the distance from peak to valley. The spectral resolution
corresponds to the half-width-half-maximum of a single line. The BLUE-wave
NIR2-25 is specified to have a resolution of 0.5 nm. To verify the resolution
and accuracy of the spectrometer, we performed measurements with two
different lasers simultaneously.
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One is a diode laser (Toptica DL 100) with wavelength of 780 nm and a
linewidth of 30 to 300 kHz, the other a HeNe laser (Melles-Griot 25-LHR-111-
230) with a wavelength of 632.8 nm with no specified linewidth, but a mode
spacing of 687MHz. In any case, the linewidth of the HeNe-laser is limited to
less than 2GHz by the gain curve, so both lasers’ linewidth is much smaller
than the nominal resolution of 0.5 nm of the spectrometer. This allows us to
measure the ILS of the spectrometer and thereby verify the nominal resolution
of the spectrometer.
Fig. 6.14 shows the mean of about 26,000 spectra in the spectral range of
the HeNe-laser (Fig. 6.14a) and the diode-laser (Fig. 6.14b). A spline fit gives a
FWHMof 1.810± 0.089 nmand a center position of 633.307 nm for the HeNe-
laser. For the diode-laser the spline fit results in a FWHMof 2.625± 0.064 nm
and a center position of 781.164 nm. This corresponds to a resolution of about
0.9 nm at 633 nm and 1.3 nm at 780 nm.

























Figure 6.14: Measured spectrometer ILS using two different lasers. The measured data
points (blue dots), a corresponding spline fit (red solid line), as well as the determined
line center (black dashed line) and FWHM (black dotted line) are shown.
Both measurements indicate that the nominal resolution of 0.5 nm is not
reached. Fig. 6.15 shows the measured line center deviation from the mean
over a timespan of 86 minutes. The Pearson-correlation coefficient between
the two line centers is insignificant with a value of –0.0353. The HeNe-laser
line center seems to jump between three different positions. This is likely due
to mode instability. Accounting for this and calculating the correlation for each
of the subsets of HeNe line centers with the corresponding diode laser line
centers still does not yield any significant outcome. We therefore conclude
that the drift in line center position is mainly caused by an actual drift of the
laser line center and not by the spectrometer.
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Light from the LFC is fed into a photonic crystal fiber (PCF) (NL-PM-750, 50 cm)
inside the comb module. The fiber is plugged into a mirror collimator (Thor-
labs RC04FC-P01) located outside the laser compartment. The collimated
light is guided through a periscope to a series of beam splitters on a bread-
board (see Fig. 6.16). These are a polarizing beam splitter (PBS) (Thorlabs
CCM1-PBS252/M), a dichroic longpass with a cut off wavelength of 650 nm
(Thorlabs DMLP650) and a second dichroic longpass with a cut off wavelength
of 1000 nm (Thorlabs DMLP1000). This filters the unused polarization direc-
tion, light below 650 nm and light above 1000 nm. The light below 650 nm
and above 1000 nm is going to be used in beat-mode experiments with a fre-
quency doubled Nd:YAG laser at 532 nm and 1064 nm. The light reflecting of
the second longpass is coupled into a polarization maintaining fiber (Thorlabs
PM780-HP) using a lens collimator (Thorlabs F240FC-780). There is a high
mismatch between the nonlinear fiber numerical aperture (NA=0.39) and
the polarization maintaining fiber (NA=0.12) leading to a reduced coupling
efficiency. Using the numerical aperture values of the fibers the maximum







This leads to a maximum possible coupling efficiency of µ = 31.6%. This
mismatch is therefore the largest lossfactor in this setup.
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To SLM
PM-Fiber
LFCoutputPBSLongpass1000 nm Longpass650 nm
SecondaryoutputTo 532 nmbeatnote
To 532 nmbeatnote
Figure 6.16: Schematic of the coupling stage.
6.5.2 Spectrum control setup
A photograph of the final optical setup is shown in Fig. 6.17. Light is coupled in
at the input fiber port, reflected at the PBS, dispersed at the grating, focused
by the cylindrical lens, manipulated and reflected by the SLM, collimated by
the cylindrical lens, recombined by the grating, filtered by the PBS, folded by
two mirrors and split to spectrometer (10%) and science (90%) output.
90:10 Power beam splitter Output fiber
Folding mirrors
Fiber/cable feedthrough




Incoupling fiber Spectrometer fiber
Polarizing beam splitter
Figure 6.17: Photograph of the setup mounted on a 300 × 500mm breadboard.
Arrows indicate hidden elements.
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The setup, including the enclosing box, fits on a 300× 500mmbreadboard.
Moreover, the number of optical components is kept to a minimum. In total,
the setup consists of ten components. These are three mirror collimation
packages for the input and output fibers (RC04FC/PC), two folding mirrors
(1/2”, silver coated), a PBS (PBS252), a 90:10 power beamsplitter plate (BSN11R),
a reflective ruled grating (GR13-0610), a cylindrical achromatic lens (AC254-
075-B) and a spatial light modulator (HED 6001-NIR).
The theoretical efficiency calculated from component specifications for the
science port is shown in Tab. 6.3 for wavelengths of 830 nm and 1064 nm
(these were the only values given by HoloEye). The grating efficiencies are
specified in Littrow configuration, so the values in our case are lower than the
ones specified in the table. Overall, the theoretical throughput is in the range
of 25 to 30%.
The overall setup is quite simple with few sources for errors in the construc-
tion process. One thing to be careful about, however, is the orientation of the
two beam splitters. For the PBS, it is important that the input is in reflection
Table 6.3: Efficiencies of the different optical components in percent at 830 nm and
1064 nm. Grating efficiencies are given for Littrow configuration only.
Component 830 nm 1064 nm
Collimator >97.5 >97.5
PBS s-pol 99.5 99.5
Grating p-pol 72.0 88.0
Lens, coated 99.5 99.5
SLM 64.0 78.0
Lens, coated 99.5 99.5
Grating s-pol 64.0 51.0
PBS p-pol 97.0 98.0
Mirror 98.9 98.5
Mirror 98.9 98.5
90:10 BS p-pol 95.0 95.0
Collimator >97.5 >97.5
Overall >24.9 >29.6
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and the output is in transmission. This is due to the fact that the extinction
ratio is much higher in transmission. A lower extinction decreases contrast
and therefore decreases the ability to compensate the dynamic range of the
spectral envelope. In order to reduce the footprint, we orient the PBS so that
the collimator from the input fiber is perpendicular to the beam plane.
The power beam splitter plate has a slight polarization dependence. This
means that the nominal 90:10 split ratio is only achieved for unpolarized
light. For s-polarized light (see Fig. A.4), meaning the polarization direction
is in the plane of the beam splitter plate, the split ratio is about 81:18. For
p-polarized light, the split ratio becomes 95:4 in the desired wavelength region.
As our spectrometer is typically close to the lower limit of exposure times,
we opt to maximize the power in the output port. Therefore, we ensure that
the outgoing light is p-polarized with respect to the beam splitter plate. The
spectrometer is coupled to the spectrometer output port with a hexagonal
fiber (CeramOptec, 550 µm core width).
6.5.3 Optomechanics
To simplify the initial setup of the optical components and the alignment pro-
cess, we make use of commercially available optomechanics and built custom
adapter plates and mounts to combine all components. Additionally, we built
a simple grating mount. A CAD-model of the central optical components and
the corresponding optomechanical devices is shown in Fig. 6.18.
Grating stage
The most important part about the grating mount is that its rotation axis lies
in the surface of the grating. This ensures that when the grating is rotated,
e.g., to select a different spectral region, only marginal realignment of the
beampath is required. To achieve this, we manufactured a custom grating
mount, which is fixed on a rotation stage (Thorlabs MSRP01/M). The rotation
stage is connected to a linear stage (OWIS older model, comparable to VT 45N)
via a custom adapter plate, so that the grating can be aligned to be in line
with the SLM and the cylindrical lens. The linear stage in turn sits on a custom
adapter plate which can be mounted on a standard breadboard (25mm grid
of M6 bores). There are additional bores halfway in between, in case a lens
with a different focal length is used in the future.










Figure 6.18: CAD model of the central components of the spectrum control setup. The
designed mount and adapter plates connecting all parts are shown in blue.
Cylindrical lens and spatial light modulator stage
For the cylindrical lens and SLM two linear stages are used. The lower one
moves both the cylindrical lens and SLM in unison and was custom built by our
workshop for another project. The second one (OWIS oldermodel, comparable
to VT 45N) moves the SLM with respect to the lens. This way, the focus on the
SLM and the distance between cylindrical lens and grating can be adjusted
independently. The cylindrical lens is mounted in a 4-axis mount (Thorlabs
KS1RS), allowing rotation, z-translation, tip and tilt. The holder for the SLM
display is connected to a 3-axis mount (Thorlabs KC05-T) with a custom screw.
6.5.4 Enclosing box
To shield the setup from environmental influences and the user from laser
radiation, as well as to protect the setup during a possible transport, we built
an encasing structure around it. It is mounted on the same breadboard as the
rest of the setup. Through a small port all necessary cables and fibers can be
routed. Inside is a small button which is pressed by the lid when closed. The
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button controls the shutter behind the incoupling fiber collimator, so that the
shutter is closed automatically when the lid is opened.
6.6 Alignment procedures
The main axis of the setup is given by the SLM, cylindrical lens and optical
grating. For coarse initial alignment, we use a halogen lamp coupled to a
105 µmmultimodefiber. The incoupling beamsplitter is pointed, so the light is
incident on the grating. We then rotate the grating, so that the visible part of
the spectrum instead of the infrared falls on the SLM. With the visible light,
we can then adjust the tip and tilt of SLM until the reflected and incident
spot coincide on the grating. We rotate the grating again so the red part of
the spectrum is just on the edge of the SLM in order to ensure that the near
infrared part is incident on the SLM. Now we use the two folding mirrors to
maximize the power on both output ports. In the next step, we want to place
the desired wavelength in the center of the SLM. For this, we turn on only the
central region of the SLM, which causes a peak to appear in the spectrometer
measurements. Then, we just have to rotate the grating until the peak in the
spectrum matches the desired wavelength. For the final alignment steps and
throughput optimization, we switch to the polarization maintaining single
mode fiber and the LFC.
6.6.1 Rotational alignment of cylindrical lens
To ensure that the focusing axis of the cylindrical lens is aligned with the SLM,
we use the SLM and the spectrometer. We turn on a single horizontal pixel
line on the SLM and take an exposure with the spectrometer. We then set
every pixel to zero gray value and take a second exposure. Finally, we take a
third exposure with the full SLM set to a high gray value. This is repeated for
each pixel line. Using the formula
Irel(λ, p) = Ip(λ)− I0(λ)Ihigh(λ)−)− I0(λ) , (6.24)
we get a normalized intensity distribution as a function of activated horizontal
pixel line p andwavelength. This process is necessary due to the high variability
of the LFC. By inverting a previous wavelength calibration (see Sec. 6.7.3) we
can express the wavelength in terms of pixel columns. We can thus calculate
the relative intensity distribution on the SLM (see Fig. 6.19).
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Figure 6.19: The normalized light distribution on the SLM is shown. The regions where
little or no light was present were cropped.
We then fit the peak position along each pixel column. By fitting a linear
curve to the peak position in terms of pixel rows as a function of pixel column,
we can determine whether there is any rotational mismatch between the
cylindrical lens and the SLM (see Fig. 6.20). Using this result, we can adjust the
rotation accordingly. In the end we achieved a tilt between the two elements
of 34’, which is at the limit of what is possible with a manual rotation. Using a
lens mount with a micron adjustment screw this could be improved further.












Measured peak positionLinear fit
Figure 6.20: Measured peak positions on the vertical pixel axis as a function of hor-
izontal pixels (blue dots) and a corresponding linear fit (red line) from which the
rotational mismatch between SLM and cylindrical lens can be calculated.
6.6.2 Adjusting the focus
From the Zemax simulations we know (see Sec. 6.3.3) that the optimal align-
ment is not with the central wavelength in focus, but with the twowavelengths
halfway between center and each edge in focus. To achieve this, we take three
exposures with different SLM settings again. Similar to the previous step, we
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take exposures with the SLM each turned fully off and on. This time, the third
exposure consists of two pixel columns, i.e., pixel lines perpendicular to the
dispersion direction, switched on. These are each at the first and third quartile
of the current LFC spectrum, since the Zemax simulations showed that the
focus of these wavelengths should be optimized (see Sec. 6.3.3). After cor-
recting the exposures similar to Eq. 6.24, we get a spectrum with two peaks
caused by the activated pixel columns. We fit a generalized Gaussian to each
of these peaks. By adjusting the focus using the linear stage on which only the
SLM is mounted, we minimize the FWHM of the measured lines .
6.7 Calibration of the spectrum control setup
The spectrum control setup calibration involves three steps. First, the gray
values of the SLM have to be assigned to the correct voltage so that the
intensity output of the system linearly depends on the gray values. This is the
calibration of the gammacurve. In the second step, the wavelength dependent
intensity response of the spectrometer has to be crosscalibrated with that of
the FTS. These two calibration steps usually only have to be performed after
major changes to the setup. The third calibration step is to map wavelengths
to SLM pixels. This should be done each time the spectrum control setup is
used. The high frequency of this calibration is necessary as the setup is not
environmentally controlled and slight shifts of the wavelength position by
more than 4 µm already disturb the control loop.
6.7.1 Gammacurve calibration
We want the intensity response of the setup to be linear with respect to gray
value, to improve stability of the control loop and to ensure that the control
steps are equal at all intensity levels. Therefore, we have to adjust the gamma
curve of the SLM. Since the intensity response is also wavelength dependent,
we chose to adjust the gammacurve so that the response is linear for the
central wavelength of 850 nm.
To improve the gamma curve, we first have to measure the intensity re-
sponse of the system as a function of gray value and wavelength. Due to the
variability of the LFC, we have to take three exposures with different settings
while iterating over each gray value g (similar to Sec. 6.6.1). To measure the
background (I0) all pixels are set to a gray value of zero for the first exposure.
For the second exposure, all pixels are set to a fixed high gray value (Ihigh). This
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is to track short term changes in the spectral envelope. For the last exposure,
all pixels are set to the respective gray value g. The relative intensity for each
g is then
Irel(λ, g) = Ig(λ)− I0(λ)Ihigh(λ)− I0(λ) . (6.25)
We repeat this procedure for ten exposures of each setting for every gray
value and average the results to reduce the impact of noise. For further noise
reduction, we also average the relative intensity response over a small spectral
window of 5 nm width around 850 nm, the wavelength for which we want to
optimize the gamma curve. Then, we fit a smoothing spline to the relative
intensity response. Using the original gammacurve that relates g to the applied
voltage, we can rewrite Irel(λ, g) as a function of applied voltage. Then, we
determine the corresponding voltage at increments of 1255 of the relativeintensity. These voltages are then assigned to the gray values for the new,
improved gamma curve, which gives a linear relative intensity response from
zero to one for 850 nm.
For different bitplane sequences, a different number of possible voltage lev-
els can be set (1216 for the 18-6 bitplane, 384 for 5-6 bitplane). Additionally, the
voltage range covered by the different bitplane sequences differs. Therefore,
the gammacurve has to be recalibrated when using a new bitplane sequence
for the first time. We calculated an improved gamma curve for both the 18-6
and the 5-6 bitplane (see Fig. 6.21). For the 5-6 bitplane there is a small issue.
At a gray value of about 140, a jump occurs in the intensity response (see Fig.
6.21b). The manufacturer states that this is caused by the internal switching of
bits, as each voltage is encoded internally by a different bit setting and some
bits can cause larger jump. A more sophisticated gamma curve calibration
could be done by identifying the voltage levels at which these jumps occur
and fit according chunks between these jumps. However, for us the current
gamma curve is sufficient.
Using the improved gamma curves, we measured the relative intensity
response for each bitplane sequence. We then fitted a linear trend to the
spectral intensity response in each wavelength. The relative residual to the
linear response is typically lower than 5% and does not exceed 12% for the
18-6 bitplane (see Fig. 6.22). For the 5-6 bitplane the residual is lower than 8%
and does not exceed 11 % in regions with sufficient light (see Fig. 6.23). The
jump observed in the linear intensity response is also clearly apparent in the
residuals, leading to a sign flip at a gray value of about 140.
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Figure 6.21: Panel (a): Comparison of factory (red) and improved gammacurve (blue)
for the 5-6 bitplane sequence. Panel (b): Comparison of the corresponding intensity
responses.


























Figure 6.22: The residuals from a linear response in each wavelength for the 18-6
bitplane sequence.


























Figure 6.23: The residuals from a linear response in each wavelength for the 5-6
bitplane sequence.
The residual plot for the 18-6 bitplane in Fig. 6.22 also shows the regions at
high gray values where the intensity reaches its maximum and starts to fall
again. To a lesser degree, this is also the case for the 5-6 bitplane. The gray
values, where the maximum is reached, are stored in a look-up-table. Using
this look-up-table we can prevent the control loop from overshooting, i.e.,
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driving the intensity over this maximum and thereby reducing the intensity
when an increase is necessary. With the look-up-table, we are also able to set
the SLM to maximum throughput for all wavelengths simultaneously.
6.7.2 Cross calibration with Fourier transform spectrograph
We expect the intensity responses of the spectrometer and of the FTS to
be different. This can be due to optical losses in the fibers and other optics,
different detector efficiencies and the difference in the measurement process.
Wewant to cross-calibrate both intensity responses.With the cross calibration,
we can achieve the desired spectral envelope for FTS measurements using the
spectrum control setup (Probst et al., 2013).
We performed low-resolution, double-sided measurements with the FTS
while the spectrum control setup was set to give a spectrum with a flat top in
the spectrometer measurements. A plot of both measurements is shown in
Fig. 6.24. The FTS measurements show a lot more structure compared to the
spectrometer measurements. Due to the low resolution of the spectrometer,
this is expected. The intensity response of the FTS is also clearly different than
that of the spectrometer, with intensities increasing with wavelength.
We want to approximate the intensity response of the FTS. For this, we
created a mask from the spectral regions where the spectrum deviates by
more than 2% from the set point in the spectrometer measurements. We
applied this mask to the FTS spectrum and then fitted a quadratic function
to the remaining data. Since the exact underlying function is not known, we
opted for the simplest model.
To apply the cross calibration, the desired output spectrum set in the control
loop, has to be divided by the quadratic fit function. Then, the correct intensity
response is achieved in the FTS measurements. This is only a coarse correction
and does not account for any small scale absorption features. However, the
low resolution of the spectrometer and its asymmetric ILS make it hard to
compare the two spectral responses on a smaller scale. To improve these
results, better data would be required. As the deviations are much lower than
an order of magnitude, this is not a major concern, but could be improved in
the future.
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Figure 6.24: Simultaneous measurement of the flattened LFC with the spectrometer
(black solid line) and FTS (blue dots). Excluded FTS data points (pink dots) and a
quadratic fit to the FTS data (red dash-dotted line) are also shown.
6.7.3 Wavelength calibration
In order to control a specific wavelength region with the SLM we need to
measure which wavelength region is incident on which pixel column of the
SLM. The measurement procedure is also similar to that of the rotational
alignment procedure and gammacurve calibration and also consists of sets
of three exposures (see Sec. 6.6.1 and Sec. 6.7.1). We again take an exposure
each with all pixels set to zero and with all pixels set to a high gray value
to subtract the background and to measure the spectral variability. For the
third exposure, one pixel column p is set to a high gray value. The normalized
intensity response is then
Irel(λ, p) = Ip(λ)− I0(λ)Ihigh(λ)− I0(λ) . (6.26)
The normalized intensity response then shows a peak at the wavelength
incident on the active pixel column. Since the results are prone to outliers,
we repeat the measurements ten times. To speed up the process, we turn on
multiple pixel columns at regular intervals for each measurement. We found
that in our case a pixel spacing of 50 leads to a sufficient separation of the
peaks in each normalized intensity spectrum. We then iteratively shift the
active pixel columns by one pixel, until each pixel column is covered. However,
we cannot uniquely identify which peak belongs to which pixel. The light
from the LFC does not fully illuminate the SLM. Therefore, we do not know
which is the first or last pixel column which causes a peak in the spectrum.
In order to match the peaks to the corresponding active pixel columns, we
take two additional sets of exposures, each with only a single pixel column
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turned on. We chose two pixel columns at the first and third quartile of the
illuminated region on the SLM. The linear curve between the two pixel column
– wavelength datapoints provides the preliminary wavelength solution. The
preliminary wavelength solution allows us to uniquely identify each peak with
its corresponding pixel column from the previous step. In principle, a single
measurement would suffice to anchor the wavelength solution. However, we
found that the additional measurement improves stability and simplifies the
data evaluation.
For the evaluation of the aquired data, we first remove any outliers in the
spectra by discarding any datapoints which deviate from the median by more
than three standard deviations. Then, each peak is fitted with a spline fit and
the center of gravity of each line is determined to be the center wavelength
of that pixel. Fitting an analytic function instead, e.g., a skewed, generalized
Gaussian, leads to higher residuals and worse overall calibration performance
due to the large spectrometer ILS and the variability of the line shapes caused
by LFC intensity fluctuations. We found that the spline fit leads to the most
consistent results.
We then fit a polynomial to the obtained pixel-wavelength data. We exclude
outliers by removing all data points with a residual larger than one standard
deviation of the residuals and fit the polynomial again (see Fig. 6.25). To
determine the optimal degree of the polynomial for the fit, we used the
Bayesian information criterion (BIC) (Schwarz, 1978):
BIC = n ln(RSS/n) + k ln(n), (6.27)
where n is the number of data points, RSS is the sum of squared residuals and
k is the number of parameters of the model. The lowest values of the BIC are
reached for third and fourth degree polynomials, with the third degree being
slightly lower. Thus, we use a third degree polynomial fit. This fit is then our
wavelength solution and can be used to control the spectral envelope.
The fit residuals in terms of pixels (see Fig. 6.25) typically exceed 0.5 pixels
for of about half of the pixels, which can lead to instabilities in the control
loop (Probst et al., 2013). The large calibration residuals are caused by the
low resolution of the spectrometer. The average inverse linear dispersion is
on the order of 0.177 nm/pixel, while the resolution of the spectrometer is
1.3 nm corresponding to more than seven pixels. Therefore, we were not able
to improve the wavelength calibration.
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Figure 6.25: Top left panel: Wavelength calibration measurement (black dots), with
excluded outliers (red crosses) and a third degree polynomial fit (blue line). Top right
panel: Residuals in terms of pixels. The red lines indicate the 0.5 pixel threshold.
Bottom left panel: Residuals in terms of wavelength.
6.8 Controlling the spectrum
We implemented the control software for the spectrum control setup using
LabVIEW (see Fig. 6.26). The software enables us to set the spectral envelope
to an arbitrary shape (within the limits of the control range).
In each iteration of the control loop, a spectrum of the output is measured
using the spectrometer. The sampling of the spectrum by the spectrometer
does not match the pixel spacing of the SLM. Therefore, the spectrum is inter-
polated at the points corresponding to the center wavelengths of each pixel
column using the wavelength solution. A virtual multivariable PI-controller
compares the measured spectrum to the desired set point and adjusts the
gray value setting of each pixel column accordingly. The gain values of the
PI-controller can be adjusted if necessary, e.g., when the exposure time of the
spectrometer and thus the time interval of one iteration is changed. So far, we
have implemented three analytic functions for the spectral envelope set point:
a linear, a Gaussian and a sine function. The function and their coefficients
can be adjusted during runtime.
Multiple graphs let us monitor the current spectrum and the current set
point. Both are shown in terms of pixels and wavelength (see Fig. 6.26). Ad-
ditionally, the deviation from the set point in terms of wavelength and the
control output, i.e., the current grayvalue of each pixel column are displayed.
Both the spectra and the control values can be stored.
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Figure 6.26: Screenshot of the front panel of the control loop VI. The graphs show
(from left to right, top to bottom) the measured spectrum, the desired spectrum, the
deviation from the desired spectrum, the measured spectrum interpolated to pixel
columns, the current SLM gray values in each pixel column and the desired spectrum
in pixel columns.
The measured FWHM of a peak of a single active pixel column is on the
order of 2 nm. Since the separation of the pixels in terms of wavelength is
only about 0.17 nm, each spectral bin is heavily affected by neighboring pixel
columns if multiple pixels are active. This can lead to an oscillatory pattern in
the control values, where a single pixel column is set to a high gray value, while
its neighboring columns are set to zero. Tomitigate this effect, we implemented
the possibility to activate a smoothing of the control output with a generalized
Gaussian kernel. The width and exponent of the kernel can be adjusted.
Additionally, there are options to apply the intensity cross calibration with
the FTS (see Sec. 6.7.2) and to fix the maximum gray values in each wave-
length (see Sec. 6.7.1). Furthermore, the exposure time and other acquisition
parameters and the bias correction of the spectrometer can be adjusted.
6.9 Characterizing the spectrum control setup
We performed two sets of measurements to characterize the spectrum con-
trol setup and to check whether the design specifications were met. For the
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following measurements, we used the LFC and the coupling stage described
in Sec. 6.5.1 to couple the light into the spectrum control setup.
6.9.1 Contrast and efficiency
To evaluate the trade off between contrast and efficiency, we performed
measurements with two different settings of the internal potentiometers in
the SLM driver unit. These potentiometers determine the voltage range which
is covered from the lowest to the highest gray value. However, the range of
these potentiometers is limited. If we include the lowest voltage possible,
i.e., the one which leads to the minimal output, then the voltage leading to
the maximum output cannot be reached anymore. Thus, we can optimize
the potentiometer setting either for contrast or for efficiency. If we chose
to optimize for contrast, we include the lowest voltage. If we optimize for
efficiency, we include the voltage corresponding to the maximum throughput.
For the measurements, we used a powermeter (Thorlabs PM100D) and
measured the power at the input fiber and the output fiber at the science
port for different settings of the SLM using the 5-6 bitplane. Additionally, we
recorded spectra on the spectrometer port to measure the spectral contrast
ratio. For both output measurements and both potentiometer settings, we set
the SLM to zero and to maximum throughput to measure the contrast ratio.
With the powermeter, the measured input power of linearly polarized
light coupled into the setup was 20.2mW. In Tab. 6.4 the measured output
powers and corresponding contrast ratios and efficiencies are shown. The
overall efficiency of the setup is 17.1 % with the potentiometer optimized
for contrast and 19.2% with the potentiometer optimized for efficiency. The
overall contrast ratio was 359:1 and 318:1, respectively. These values depend
on the LFC spectrum, since both contrast ratio and efficiency are functions
of wavelength. Thus, results will differ if the supercontinuum spectrum is
different.
The spectral contrast ratio measured with the spectrometer for both poten-
tiometer settings is shown in Fig. 6.27. The potentiometer setting optimized
for contrast performs slightly better with a contrast ratio about 30 to 80 higher
than for the potentiometer setting optimized for efficiency in the wavelength
range up to 870 nm. The contrast ratio of 400:1 at 850 nm as specified by
the manufacturer is achieved. However, there is a large drop in contrast ratio
from 900 to 950 nm. We would actually expect a further increase, as the
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Table 6.4: Measured output power for different potentiometer settings and derived





SLM setting zero max zero max
Output power 9.62 µW 3.45mW 12.2 µW 3.88mW
Efficiency 17.1 % 19.2%
Contrast ratio 358.63 318.03












Optimized for contrastOptimized for efficiency
Figure 6.27: The measured spectral contrast ratio for the 5-6 bitplane. Two different
potentiometer settings were used, one optimized for contrast (blue dots) and one
optimized for efficiency (red dots).
specified contrast ratio is 1000:1 at 1064 nm. This is also roughly the value we
get if we linearly extrapolate the slope from 750 to 900 nm. Additionally, the
contrast ratio is similar for both potentiometer settings in the region from
900 to 950 nm.
To further investigate the drop in contrast, we use measurements of the
light distribution on the SLM. The light distribution had been recorded for the
the rotational alignment of lens and SLM (see Sec. 6.6.1). In that measurement,
we had already fitted Gaussians along the pixel columns, i.e., perpendicular
to the dispersion direction. We calculate residuals to the Gaussian fits of the
light distribution along the pixel columns which are shown in Fig. 6.28. This
reveals a structure which looks like a complex diffraction pattern. Since the
image of the singlemode fiber should have a Gaussian shape, wewould expect
the pattern to be more smooth. The pattern also changes in the exact same
region from 910 to 940 nm where the largest drop in contrast is observed. As
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this pattern emerges from multiple measurements at different times this also
cannot be explained by intensity variations of the LFC. Furthermore, the width
of the fitted Gaussians does not show a strong trend up to about 900 nm (see
Fig. 6.29). However, there also is a sudden change at around 910 nm, mirroring
the change in contrast ratio. Therefore, we assume the contrast ratio and the
light distribution to be connected in some way.
We have no satisfactory explanation for the drop in contrast at 900 nm and
the corresponding change in the light distribution. One cause could be the
PBS. Extinction ratio measurements of the PBS by the manufacturer show
that a different regime starts in this wavelength region (see Fig. A.3). While
the extinction ratio smoothly varies up until about 880 nm, the data becomes
more variable for higher wavelengths. If the manufacturers measurements in
this region are not precise enough, this could explain the drop in contrast ratio.
This should be investigated further by checking if the issue persists when a
different type of PBS is used.
Another explanation for the drop in contrast could be the grating. The
grating efficiency not only depends onwavelength, but also on the polarization.
If the efficiency for the outgoing polarization compared with the incoming
polarization direction drops at this wavelength, it could cause the decrease in
spectral contrast ratio. However, this seems less likely, since the grating should
not affect the vertical light distribution.
Our measurements show that we can use the internal potentiometers
to adjust the phase retardation caused by the SLM at each gray value. We





















Figure 6.28: The residuals from a Gaussian fit to each pixel column of the light distri-
bution on the SLM display are shown. The regions where little or no light was present
were cropped.
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Figure 6.29: The fitted width of the light distribution in the vertical direction. The
width is given as the one σ width of the Gaussian fit.
are, however, at the limit of the settings, so there is a trade off between
contrast ratio and efficiency. If we adjust the settings so that the throughput is
higher, the darkest state of the SLM cannot be reached anymore. This means
that we sacrifice contrast. We value contrast over efficiency, so we optimize
the potentiometers for maximum contrast. The 18-6 bitplane offers better
contrast ratio and efficiency, since it can reach a phase retardation of π for all
wavelengths, while still reaching the lowest phase retardation at a gray value
of zero. However, this advantage is offset by the stronger phase flicker of the
final output, so that we use the 5-6 bitplane instead for FTS measurements.
The measured efficiency of the setup is about 60% of the theoretical value.
The theoretical value, however, is an overestimation since the grating efficien-
cies were only specified for the Littrow configuration. In the spectrum control
setup, most losses occur at the SLM and the grating. The largest improvement
of the efficiency could probably be achieved by finding a more optimal grating,
which is efficient for the corresponding polarization directions and respective
incident angles. Manufacturer data on this is sparse, so that a full simulation
of the grating would be necessary to make an informed choice.
The overall output could most easily be increased without changing the
setup itself. Instead, using a different polarization maintaining input fiber
whose NA better matches that of the nonlinear fiber would yield the largest
gain in output power. About 75% of the light is lost during the incoupling.
This is much higher than the specified insertion loss. High NA polarization
maintaining single mode fibers are commercially available, so a replacement
could easily be found.
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6.9.2 Spectrum control setup line shape
To measure the ILS of the spectrum control setup, i.e., its resolution, we
have to use the FTS, since the spectrometer does not resolve the spectral
response of a single active pixel column. Using the FTS at a resolution of
≈ 3.2 pm we measured the output at the science port. For comparison, we
simultaneously measured with the spectrometer on the other port during the
FTS measurements. We recorded two interferograms: one with pixel columns
separated by 100 pixels activated and one with the SLM fully set to zero in
order to subtract the background.
The measured spectrum control setup ILS is shown in Fig. 6.30. To the
spectrometer data, we fitted a cubic spline while a smoothing spline was
used for the FTS data. The FWHM of the ILS ranges from 1.8 nm at 750 nm to
1.3 nm at 950 nm for the spectrometer. The spectrometer measurements also
exhibit a long tail on the high wavelength side of the line center, with about
10% of the maximum line intensity 3 nm from the line center. The FWHM
is 0.469± 0.096 nm in the FTS measurements and stays constant over the
wavelength range. This again shows the low resolution of the spectrometer. A
comparison of the FTS measurement with an analytical model (see Sec. 6.3.2))
shows good agreement.
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Figure 6.30: Background corrected measurement of the spectrum with a single active
SLM pixel column with the spectrometer (black squares) and FTS (grey dots). Corre-
sponding spline (red dashed line) and smoothing spline (red dotted line) fits as well
as an analytical model (black line, see Sec. 6.3.2) are shown.
The agreement indicates a good alignment of the spectrum control setup
and shows that we can predict the resolution of the control setup. Unfortu-
nately, the ILS of the spectrometer is much broader than specified by the
manufacturer. This also leads to a mismatch between the resolution of the
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spectrum control setup and the spectrometer. Ideally, the spectrometer reso-
lution should be similar or better to achieve a good calibration and stability of
the control.
6.9.3 Evaluation of the design goals
We were able to meet our design goals for the contrast ratio and for the
spectral range. To fully exploit the available spectral range, a broader super-
continuum of the LFC would be required. Since a higher contrast ratio would
improve the overall performance, the cause of the drop in contrast ratio should
also be found and eliminated if possible. While we did not reach the desired
resolution, this was done on purpose to match the low resolution of the spec-
trometer. The only change required to reach the resolution of 0.35 nm, would
be to switch all fiber collimators to ones with a longer focal length (e.g. , the
RC-08FC-P01). So, if the spectrometer were upgraded, the spectrum control
setup could easily be changed to also reach this design goal.
6.10 Spectrally flattened comb
We wanted to verify the performance of the spectrum control setup with the
activated control loop to see if we could achieve a flat and stable spectral enve-
lope with which we can improve the calibration. For these measurements, we
also used the spectrally broadened LFC and filtered the light with the coupling
stage described in Sec. 6.5.1 before the spectrum control setup. In a prelim-
inary measurement, we only measured the output with the spectrometer,
while in the second measurement the science output was measured with the
FTS while simultaneously monitoring the spectrometer output.
In both sets, we first performed a wavelength calibration of the spectrum
control setup (see Sec. 6.7.3). To test the setup under real conditions for future
applications, we also locked both the offset frequency and repetition rate of
the comb. Particularly, the offset frequency stabilization might also influence
the stability of the output spectrum of the nonlinear fiber since it affects the
pump power of the laser.
We first conducted a measurement to internally verify that the spectrum
control setup is working as intended. For this initial measurement set, we
used the 18-6 bitplane and did not employ the intensity cross-calibration with
the FTS. Using the control loop software, the whole spectrum was set to a
flat spectral envelope. The level of intensity was chosen so that the lowest
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gray values—the ones at highest spectral intensities—were at a value of ten.
This way, there is some room for the control to act in case the intensity at
these points increases further. We let the control run for more than 4.5 hours,
storing the measured spectra as well as the control values. To compare the
stabilized, flat spectrum to the original input, we also took 369 reference
spectra with the SLM set to maximum throughput.
For the measurements with the FTS, we activated the intensity cross cal-
ibration correction and used the 5-6 bitplane setting of the SLM due to the
sensitivity of the FTS to intensity modulations. As with the earlier FTSmeasure-
ments, we used the 100m multimodefiber connecting the laser laboratory
with the FTS and evactuated the FTS (see Sec. 3.5).
To investigate how this affects the noise caused by the SLMmodulation (see
Sec. 6.4.1), we recorded interferograms at different sampling rates ranging
from 5 to 40 kHz with active spectral flattening. In all other respects, the same
measurement parameters as described in Sec. 5.2 were used.
In a second measurement set, with the same parameters as above, we used
an FTS sampling rate of 40 kHz sincewe learned that this reduces the impact of
the intensity modulation caused by the SLM. We recorded 18 interferograms.
The SLM was set to maximum throughput for the first four and last four
measurements, while the control loop with the intensity cross-calibration was
active for the ten measurements in between.
6.10.1 Results - Spectrometer
With the active control loop we were able to flatten a spectral region from 739
to 922 nm to a set point at about −17 dB with respect to the maximum spectral
intensity (see Fig. 6.31) for the 18-6 bitplane. The control loop is stable over
time. For a measurement duration longer than 4.5 hours, over 94% of the
spectral region stayed within 1 dB of the set point (see Fig. 6.35a). No deviation
larger than 8 dB from the set point was detected in this spectral region (see
Fig. 6.32). The largest deviation was in the region around 773 nm where the
initial intensity is 23 dB lower than the maximum of the unflattened spectrum.
Fig. 6.31 and Fig. 6.33 show that the variability of the spectral envelope
influences the stability of the controlled spectrum. The flattened spectrum
exhibits less fluctuations in regions where the initial spectrum is smoother, i.e.,
from about 740 to 770 nm and to a lesser extent from about 850 to 885 nm.
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Figure 6.31: Measured LFC spectrum with control disabled (blue dotted line) and
control enabled (red solid line) with the 18-6 bitplane. The spectrum with control
enabled was averaged over a measurement time of over 4.5 h.

















Figure 6.32: Maximum deviation from the set point throughout the measurement.
When we compare this with the results from measurements with the spec-
trum control setup settings optimized for FTS measurements, i.e., the 5-6
bitplane and the intensity cross calibration, both the dynamic range and the
stability are reduced (see Fig. 6.34). In these measurements, 90% of the spec-
tral range from 777 to 977 nm are within 3 dB of the set point of −14.4 dB (see
Fig. 6.35b).
Comparing the two different control setup settings (see. Figs. 6.35, 6.36),
we see that the 18-6 bitplane setting without cross calibration outperforms
the 5-6 bitplane with the activated intensity cross calibration. A larger fraction
of the spectrum stays closer within the set point and the spectral intensity
variations are lower due to the higher achievable contrast. In the regions
where good control was achieved, e.g., around 815 nm or around 826 nm,
however, the 5-6 bitplane achieves a slightly better stability (see Fig. 6.36).
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Figure 6.33: The deviation of the controlled LFC spectrum from the set point over the
course of the measurement.













Figure 6.34: Measured LFC spectrum with control disabled (blue dotted line) and
control enabled (red solid line) with the 5-6 bitplane and activated intensity cross
calibration. To make the results more comparable with the 18-6 bitplane measure-
ments (see Fig. 6.31) the spectra are corrected with the cross calibration function.
The spectrum with control enabled was averaged over a measurement time of over
45 minutes.
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Figure 6.35: The fraction of the output spectrumwhich stayed within a range of±1 dB
(red) and±3 dB (blue) of the set point for the different bitplane settings.
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Figure 6.36: Comparison of the standard deviation of the intensity over the course
of the measurement between the 18-6 bitplane setting (blue solid line) and the 5-6
bitplane setting with activated intensity cross calibration (red dash-dotted line).
6.10.2 Results - Fourier transform spectrograph
Impact of spatial light modulator
As discussed in Sec. 6.4.1, the SLM causes an intensity modulation pattern
with a frequency of 60Hz or 240Hz depending on the bitplane sequence. The
pattern also depends on the gray value. In the case of the activated control
loop, each pixel column with a different gray value will imprint a different
modulation pattern onto the corresponding wavelength range. The overall
intensity is then the superposition of all modulated wavelength ranges. This
means that themean intensity term in the interferogram equation (see Eq. 3.4)
is no longer constant, but modulated with a superposition of approximately
triangular waveforms.
We observe these patterns in all our interferograms recorded with the
spectrum control setup (see e.g., Fig. 6.37). In the interferogram, the amplitude
caused by the SLM modulation exceeds that of the modulation caused by
the scanning of the interferometer except in small regions around the bursts.
Comparedwith an interferogram recordedwithout the SLM (see Fig. 5.1), there
is an increasedmodulation amplitude between the bursts (see Fig. 6.37a). Even
at zero optical pathlength difference (OPD), the interferometric modulation is
only about a factor of seven stronger than the modulation caused by the SLM
(see Fig. 6.37b). In between two bursts, the interferometric modulation is not
visible at all and completely hidden by the SLM modulation (see Fig. 6.37c).
To gain insight on the impact the modulation has on the spectrum, we can
approximately describe the modulation as a superposition of triangular waves.







(−1)k(2k + 1)−2 sin(2π ft(2k + 1)t), (6.28)
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(b) Zoom to central burst









(c) Zoom between two bursts
Figure 6.37: Interferogram with SLM induced modulation. Panel (a): The full interfero-
gram, showing the large modulation band between the bursts. Panel (b): The central
burst which is deformed by the distinct triangular-modulation. Panel (c): A region
between two bursts, where the signal is completely dominated by the triangular
modulation pattern.
with the fundamental frequency of the triangular wave ft and the mode
number k. This function has infinite harmonics, although they decrease in
amplitude for the higher modes. Each mode will thus cause a peak in the
spectrum calculated from the interferogram.
Calculating the Fourier transform of the measured interferograms, we ob-
serve exactly this behavior. The peaks caused by the SLM modulation are
apparent in spectral regions with low optical intensity (see Fig. 6.38b) but are
not immediately obvious in regions with higher optical intensity (see Fig. 6.38).
However, the SLM peaks still affect the line shapes of the comb lines if they
overlap in regions with optical intensity (see Fig. 6.38c).
Furthermore, the amplitude of the modulation is stronger at intermediate
gray values and becomes weaker for gray values close to the maximum or zero
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(b) Zoom to region with SLM induced peaks









(c) Zoom to a single SLM peak in optical spectrum
Figure 6.38: LFC spectrum with peaks caused by the SLM modulation. Panel (a): The
full spectrum, seemingly unaffected. Panel (b): A region with lower intensity, showing
many small peaks at periodic intervals caused by the SLM. Panel (c): Zoom to the level
of individual comb lines, with the lineshapes around 780.0225 nm being deformed
by the SLM induced peak.
(see Fig. A.1). When the control loop is activated, a large number of pixels are
set to an intermediate gray value and thus the strength of the modulation is
increased. The noise caused by the SLM modulation is therefore higher when
the control is enabled than when the SLM is set to maximum throughput.
A comparison of an interferogram sampled with 5 kHz and one with 40 kHz
shows that the frequency of the SLM modulation decreases compared to the
optical modulation for higher sampling rates (see Fig. 6.39a). Due to the lower
frequency and the power of the modes scaling with the mode number k−2
(see Eq. 6.28), the power of the modes in the optical regime is reduced (see
Fig. 6.39b). The number of modes, however, is increased, because the lower
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fundamental frequency also means that the modes are spaced more closely.
For the 5 kHz sampling, themeasured intensity of the SLMmodes exceeds that
of the optical spectrum by factors of more than 20. For the 40 kHz sampling,
the intensity of the SLM modes is at levels corresponding to half the optical
intensity.
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Figure 6.39: Comparison between a measurement at 5 kHz samplerate (blue line)
and 40 kHz samplerate (red line). Panel (a): Parts of the respective interferograms.
Panel (b): Parts of the respective spectra. The intensity axis was clipped to show the
comparably low strength of the SLM modes in the wavelength region from 700 to
730 nm.
The SLM modulation also heavily affects the phase spectrum as the modu-
lation introduced by the SLM causes a strong asymmetric component in the
interferogram. This leads to erratic phase strings shown in Fig. 6.40. The fitting
of the individual phase strings often fails and it is not feasible to perform the
phase correction algorithm for LFC spectra (see Sec. 3.3.2). Therefore, we only
computed simple power spectra for our subsequent analysis.
Regardless of the SLM setting, i.e., active control loop or maximum through-
put, the SLMmodulation disturbs the algorithm tomeasure frep and fCEO from
the interferogram (see Sec. 5.1). The average precisions are 267 Hz and 37MHz
respectively, factors of 26 and 13 worse than in the results shown in Ch. 3
when the spectrum control setup was not used. Also, the fCEO measurement
on average is off by 176MHz or 55%. Therefore, we did not attempt to use the
interferogram retrieval algorithm on the interferograms with the spectrum
control setup.
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(b) Flattened envelope
Figure 6.40: Typical phase spectrum when the spectrum control setup is used (re-
sulting from the interferogram treatment to obtain individual phase strings outlined
in Sec. 3.3.2). Panel (a): Phase spectrum from a measurement with the SLM set to
maximum throughput. Panel (b): Phase spectrum from a measurement with the
control loop activated.
Spectrally flattened comb
To evaluate the improvement of the dynamic range by the flattening of the
spectral envelope, we compare the results from an interferogram recorded
with the control loop activated and an interferogram recorded with the SLM
set to maximum throughput (see Fig. 6.41). The flattening results in a highly
reduced dynamic range of the spectrum. 90% of the spectral range are within
3 dB of the set point.
In the corresponding spectrometer measurements 96% are within 3 dB of
the set point. With the higher resolution of the FTS, more variability of the
spectral envelope becomes apparent. The regions where the spectrometer
measures small constant deviations from the set point, correspond to regions
with very steep slopes in the spectral envelope. These slopes are unresolved
in the spectrometer measurements.
Line fitting
In the FTS measurements, we can detect 3% more comb lines in the flattened
spectra compared to the unflattened spectra (see Fig. 6.42a). Theoretically, a
maximum increase of about 11 % in the number of detected lines is possible.
This full potential is not reached as there are still regions with too little light
generated in the supercontinuum. As we have to use the 5-6 bitplane in the
FTS measurements, we are limited in contrast and cannot set the spectrum to
a lower overall intensity to decrease the dynamic range further.
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Figure 6.41: Ameasurement of the LFCwith control disabled (blue) and control enabled
(red). The thick lines are spectrometer measurements, the thin weak lines are the
FTS measurements. The resolving power of the FTS measurement was reduced to
R = 100.000 in order to only show the spectral envelope and not the individual
comb lines. The spectrometer measurements are scaled with the cross-calibration
function for better comparison (see Sec. 6.7.2).
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(b) Line fit uncertainty
Figure 6.42: Panel (a): Number of fitted comb lines for control of the spectral envelope
disabled (red) and enabled (blue) as well as the theoretical limit of comb lines in the
spectral range. Panel (b): Histogram of the line fit uncertainty of spectra with control
disabled (blue) and enabled (red). For better visibility the histogram was truncated at
200m s−1. The number of observations at higher uncertainties are Nenabled = 6180
and Ndisabled = 5485, about 6% of the overall observations in each set.
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The increased SLM modulation amplitude of the activated control leads
to an 8% lower line center fit precision in the flat spectra compared to the
maximum throughput spectra (see Fig. 6.42b).Wedid not attempt a calibration
of the spectra since the lower line fit precisionwill lead to aworse performance
than the one demonstrated by Huke et al. (2019b).
Spectral envelope stability
Overall, the spectra becomemore stable in timewhen the control is active.We
plotted a histogram of the deviation from the mean intensity in each sample
point for data sets with active control and with the SLM set to maximum
throughput in Fig. 6.43. The comparison between spectra with control enabled
and disabled shows that systematic drifts are eliminated by the control loop.
While there is still fluctuation around a mean value over the measurements,
this is now symmetrically distributed and does not exhibit systematic drifts in
time. Without stabilization, only 50.2% of the values fall within 25% of the
mean intensity. With active control of the spectrum 83.6% of the intensity
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Figure 6.43: Histogram of the deviation from the mean intensity in each sample point
of stabilized (red) and unstabilized (blue) LFC spectra.
6.11 Discussion
The control of the spectrum is stable and stays within 1 dB of the set point
for about 95% in the spectral region from 739 to 922 nm in the spectrometer
measurements when using the 18-6 bitplane. The main limit here is the large
initial dynamic range of the LFC spectrum. Overall, the spectral flattening is
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an improvement from the initial state, reducing the dynamic range by almost
two orders of magnitude.
The direct comparison shows that spectrum control setup worked much
better when the 18-6 bitplane was used instead of the 5-6 bitplane. The 18-6
bitplane allows a higher contrast ratio and thus a better control. Another
reason for the differing performance in the FTS measurements is the applied
cross calibration function. This also leads to an effective reduction of the
achievable contrast. When applying the cross calibration function the intensity
is reduced for higher wavelengths and increased at lower wavelengths (see
Sec. 6.7.2). The spectral contrast of the spectrum control setup is lowest at high
wavelengths (see Sec. 6.9.1). Thus, the control loop only has a low dynamic
range to work with in this spectral region and constantly operates near a gray
value of zero leading to the strong deviations from the set point. For this
reason, the flattening level could only go down to −14.4 dB instead of −17 dB.
In regions where good control was achieved, such as around 815 nm or
around 826 nm, the variability seems to be lower when using the 5-6 bitplane
(see Fig. 6.36). This could be due to the fact that the SLM modulation occurs
on timescales of only 4ms instead of 16ms when using the 18-6 bitplane. The
exposure time we use with the activated control is typically 5ms, with an
averaging over 20 frames. Therefore, the measured variability in regions with
stable control could actually be caused by the SLM modulation.
In some spectral regions oscillatory patterns emerge, typically on scales
of 2 nm. Regions which exhibit these oscillatory patterns, typically are those
where the initial LFC spectrum ismore variable. Thismay havemultiple reasons.
First of all, these patterns typically emerge in the spectral region from 900
to 950 nm where the contrast of our setup is low (see Fig. 6.27) reducing
the control capabilities of the SLM. Secondly, our wavelength calibration has
residuals larger than 0.5 pixels (see Fig. 6.25), which can cause such oscillations
to emerge due to the control loop acting on the wrong pixels. The third and
main reason is the limited resolution of the spectrometer, which broadens
spectral features to a large extent, corresponding to about ten SLM pixels
(see ILS). This also causes the control loop to act on wrong pixels, since the
measured intensity is attributed to the wrong wavelength and thereby the
wrong pixel.
The biggest improvement to this setup would therefore be a spectrometer
with a resolution of 0.5 nm or better. This should simultaneously improve
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and simplify wavelength calibration and most importantly the control loop
stability.
Another improvement would be a designed nonlinear fiber which could
deliver a smoother initial LFC spectrum. This would eliminate a majority of
the instabilities in the control loop. Additionally, a smoother LFC spectrum
would also increase the output power when flattening is enabled, as less light
has to be discarded by the control loop.
The FTS measurements confirmed that the spectrum control setup is work-
ing and that we are able to flatten the LFC spectrum. Despite the additional
noise caused by the SLM modulation, more comb lines could be fitted in the
flattened spectra. Furthermore, we could show that the stability of the spec-
tral envelope is enhanced and the remaining scatter follows a well defined
distribution as opposed to systematic drifts. Thus, the goal of creating more
usable comb lines by reducing the dynamic range and the goal of stabilizing
the spectral envelope was achieved. The intensity cross calibration functions
as intended as well. However, some challenges also became apparent.
The measurements also clearly show that the spectrometers resolution is
too low to fully take advantage of the setups capabilities. Using a spectrometer
with a higher resolution of 0.5 nm or better, the control should be fine enough
to deal with the spectral intensity variations of our current LFC setup.
To reduce the impact of the modulation caused by the SLM, we can increase
the sample rate of the FTS to 40 kHz, which improves the results slightly. Since
the SLM modulations are not in phase over different measurements, the
noise can be reduced by the square root of the number of measurements by
averaging the interferograms. However, this leads to the disadvantage that
drifts occurring throughout a measurement set cannot be corrected.
Unfortunately, we cannot improve calibration performance by using this
spectrum control setup in conjunction with the FTS. This is due to the mod-
ulation caused by the SLM. The additional noise and phase errors degrade
the overall quality of the spectra to a point, where it is better to use the LFC
without the spectrum control setup instead. A way to mitigate the effect of the
SLMmodulation would be the use of a balanced detection, i.e., also recording
the second output of the FTS (see Sec. 3.3.3). Instead of using a true balanced
detection, another possibility would be to split off a fraction of the LFC light
and measure it using a photodiode which is triggered by the HeNe-reference
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laser fringes. This should then mirror the mean intensity recorded in the inter-
ferogram and could be used to correct the noise caused by the SLM. While the
FTS in our setup does not provide the possibility of measuring the negative
interferogram, the signal of its reference laser is accessible via an output port.
While it is not trivial to implement, we are confident that such a scheme can
improve the calibration performance of the flattened LFC.
For use with an echelle spectrograph, the results from our spectral flatten-
ing setup are very promising. The SLM intensity modulation does not affect
dispersive spectrographs to the same extent. This is because in each mea-
surement that is longer than a few modulation periods, the intensity flicker is
automatically averaged in each spectral bin. Since the intensity modulation is
not an issue, the better performing 18-6 bitplane could be used in an echelle
spectrograph. The 18-6 bitplane performs better in all aspects except the in-
tensity modulation, i.e., it leads to a smoother spectral envelope and a lower
remaining dynamic range. However, there is slight evidence that the 18-6
bitplane—maybe due to the intensity flicker—causes slightly higher intensity
noise in the spectrometer measurements (see Fig. 6.36). It should be inves-
tigated if this impedes calibration. However, this is unlikely since averaging
times in astronomical applications are usually much longer than the 40ms
used in our spectrometer measurements. Therefore, our spectrum control
setup could improve the calibration of an echelle spectrograph with an LFC.
7
CONC LU S I ON
Laser frequency combs (LFCs) have many characteristics which make them
ideal calibration light sources for high resolution spectrographs but technolog-
ical challenges prevent a routine use. One major issue limiting the calibration
precision is the instability and high dynamic range of the spectral envelope.
The present work explored three different paths aimed at mitigating or cir-
cumventing this issue. The first idea is to generate a more stable and flat
spectral envelope from the start by designing a tapered nonlinear fiber. Addi-
tionally, we tried to circumvent the problems caused by the spectral envelope
in Fourier transform spectrograph (FTS) calibration via retrieving the calibra-
tion parameters directly from the interferogram rather than the spectrum.
Furthermore, we aimed to improve the stability and reduce the dynamic range
of the spectral envelope by building an optical setup to control the spectral
envelope.
The LFC at the Institute for Astrophysics in Göttingen offers good stability of
both the repetition rate and the offset frequency. A weak phase modulation
is present in the data of the stabilized frequencies, but it is unclear whether
this is a measurement artifact. Even in a worst case scenario, this modulation
only leads to a comb line broadening to about 50 kHz (50mms−1 in terms of
radial velocities). Thus, it will not influence any calibration measurements in
the optical or near infrared regime. However, the instability and high dynamic
range of the spectral envelope limit the calibration precision.
To achieve a stable, flat and broad spectral envelope, we designed a tapered
nonlinear fiber. We created a grid of simulations of different taper geometries
and defined several parameters which can serve as quality factors in an eval-
uation of the results. The designed fiber was manufactured and we devised
a setup for its use. While we were unable to obtain measurement results in
time for this work, we expect a significant improvement in the characteristics
of the supercontinuum based on the simulations.
To simplify the calibration of the FTS and to circumvent the issue of spec-
tral envelope instability, we developed a scheme to retrieve the repetition
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rate and the offset frequency directly from the interferogram. We verified
that the method works both on measured and on simulated interferograms.
The measurements show systematic phase differences between the measure-
ment of the offset frequency and the repetition rate, hinting at systematic
instrumental errors of the FTS. The simulations enabled an identification of
key measurement effects responsible for reducing measurement precision,
namely the change of the spectral envelope from burst to burst, the limited,
frequency-dependent coherence, the beam splitter phase, random measure-
ment noise and the systematic phase errors of the FTS. The method is more
susceptible to measurement noise than the established method of calibration
using line fits of phase corrected spectra, even when accounting for the sys-
tematic effects. Correspondingly, the interferogram calibration has a lower
precision than the spectrum calibration. Therefore, more work is required to
eliminate the measurement errors and make the interferogram calibration
competitive.
To extend the capabilities of controlling LFC supercontinuum spectra to the
near infrared, we constructed a spectrum control setup. Based on previous
work, we developed a compact and cost-efficient spectrum control setup. The
setup achieves continuous, stable control of the spectral envelope, mitigating
temporal fluctuations and reducing the dynamic range. Measurements of a
spectrally controlled LFC with an FTS confirm that the dynamic range and
temporal stability of the comb spectrum are improved also at high resolu-
tion. In these measurements, more comb lines could be detected and the
spectral envelope was more consistent over the measurements, compared to
measurements without active control. This indicates that the setup should
improve calibration of high resolution spectrographs. However, these mea-
surements also showed that the intensity modulations caused by the spatial
light modulator (SLM) driving scheme leads to increased noise in the FTS mea-
surements, preventing an improvement of the calibration of the FTS. One issue
reducing the spectrum control setup performance is that the spectrometer
used for the control loop does not reach its specified resolution. This reduces
the resolution of the control which leads to increased dynamic range and im-
pedeswavelength calibration, which in turn reduces the stability of the control.
At the current state none of our attempts lead to an improvement in the
calibration performance of the FTS. However, this work can be a starting point
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in improving LFC calibration of high resolution spectrographs in general. Each
of the approaches show potential with different possible next steps that could
be taken.
The designed tapered nonlinear fiber, once in use, should immediately
provide improved characteristics of the spectral envelope and thus improve
calibration precision. Furthermore, the parameter space of the grid simulations
could be explored further. This might lead to even better geometries. For this,
not only could the parameter space of the fiber geometry be expanded, but
also the laser parameters such as pulse length and power could be included.
Due to the long computing times, an optimization algorithm instead of a grid
simulation could make this a more feasible course of action.
To improve the interferogram retrieval method, more theoretical work is
necessary. Most importantly, the nature of the discrepancies to the conven-
tional method should be understood to achieve an equally good calibration. A
more stable spectral envelope may make this easier since it would remove a
major source of measurement noise.
The spectrum control setup could be improved by using a spectrometer with
a higher resolution, reducing both residual instabilities and further reducing
the dynamic range of the controlled spectrum. Using a spectrum control setup
with an FTS is only beneficial if the SLM modulation is removed from the
FTS interferogram with a balanced detection. Then, a spectrum control setup
may lead to an improved calibration. The SLM modulation would not cause
issues in echelle spectrographs, where the setup can provide an increased
calibration precision. Thus, this setup could be used in future instruments,
such as ELT-HIRES.
To conclude, LFCs are promising calibration light sources for high resolution
spectrographs. While more work is necessary to further improve the calibra-
tion precision, especially in the light of instabilities of the spectral envelope, a
resolution of these problems is feasible.
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(a) 18-6 bitplane
(b) 5-6 bitplane
Figure A.1: Measurements of the characteristics of the two different bitplanes. Par-ticularly relevant are the mean (blue) curve, which shows the maximum achievablephase shift at 633 nm and the peak-to-peak (green) curve, showing how strongly thephase deviation varies over a single frame (Measurements from Holoeye).
161
162 MANUFAC TUR ER MEA SUR EMENT S
Figure A.2: Spectral efficiency of the ruled grating for the two polarization directionsand unpolarized light in Littrow-configuration (Measurements from Thorlabs).
Figure A.3: Spectral extinction ratio for the transmission direction of the polarizingbeam splitter PBS252 (Measurements from Thorlabs).
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(a) Reflectance
(b) Transmission
Figure A.4: Measurements of the typical reflectance and transmission values of the90:10 beam splitter plate BSN11 for different polarization directions (Measurementsfrom Thorlabs).
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Figure A.5: Reflectance of the anti-reflection coating of the cylindrical lens ACY254-075-B (Measurements from Thorlabs).
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