ABSTRACT The speed of mobile robots moving in corridors is important for the efficiency of material transportation. This paper proposes a novel control method based on the viability theory for optimizing the flexibility of robots passing through narrow corridors. The viability theory can take both environmental constraints and robot dynamical limitation into account simultaneously. The viability of a straight corridor is first analyzed. Then, this analysis is extended to the corner. With these two typical environments, a general corridor working scenario for a mobile robot can be formulated. Through the viability analyses, the largest safety area of the corridor is provided with respect to the robot traveling at a high speed. Furthermore, with the facility of viability, a flexibility optimized control is derived by modifying a general model predictive control framework. The simulation results validate that the proposed flexible control method is secure, accurate, efficient, and lower computational burden. With these properties, this method can also be applied in the area of autonomous vehicle control.
I. INTRODUCTION
High transportation speed is important for logistics robots applied in industry. In the industry scenario, such as the factory, warehouse, hospital, etc., the moving space of robots is limited because they are generally working in the form of corridors with lots of corners. The traditional robot control methods require deceleration for safety, when the robot encountering the corner or obstacles (one can regard the corner as a static obstacle, where the robot should turn for avoiding). This would reduce the efficiency of material transportation. The main reason for corner deceleration is that the traditional methods do not perfectly combine complexity of the environment with the dynamic of the robot, which would affect the efficiency of obstacle avoidance.
There are considerable literatures for the topic of obstacle avoiding in the robotic area. If the avoidance method does not consider the model of the robot, it is called the non-model method, which includes Artificial Potential Fields (APF) [1] , Vector Field Histogram (VFH) or the modified method VFH+ [2] . Fuzzy control is also widely used as a non-model method, which is based on human behaviors [3] . Since the robot model is not needed, these methods are applied widely. But the performances of these methods are conservative,
The associate editor coordinating the review of this manuscript and approving it for publication was Liang Hu.
because they cannot guarantee the dynamics of the robot conform to the feature of the environment.
Thus, In order to control the robot to avoid obstacles in a higher speed, the dynamic model must be taken into account for the robot trajectory forecasting [4] . The trajectory forecasting method is usually based on stochastic or deterministic models. The stochastic model forecasts the trajectory of the robot with hazard control, which includes the stochastic switched auto regressive model [5] , the hidden Markov model [6] , the neural network [7] , the Bayesian network [8] , the Support Vector Machine [9] , and the Gaussian Mixture Model (GMM) [10] . These models are trained by robot running data, such as velocity, acceleration, orientation angle, etc., and can be used flexibly for robot control. Nonetheless, if the training data is difficult to cover the necessary states space, especially for the dangerous states of the robot, these methods might cause serious accidents when controlling the robots for obstacle avoidance. Alternatively, the deterministic model is built by equations with physical meanings of the robot [11] , so that it can predict the trajectories of the robot in all circumstances. Obstacle avoidance methods based on deterministic models include Curvature Velocity Method (CVM) [12] , Dynamic Window Approach (DWA) and Lane Curvature Method [13] , etc. However, for deterministic model, due to the diversity of the control input, the forecasted robot trajectory would have multiple possibilities. Hence considering all aspects of driving behavior during obstacle avoidance would leads to huge computation load, such as DWA * [14] , Control Lyapunov Function (CLF) [15] , path planning [16] , etc. These methods are based on searching or optimizing process, which can predict multiple trajectories by means of the robot models in the local area. Then search the most suitable one for the local environment, which is acquired by the robot sensor. Apparently, a qualified control method should fit the dynamical evolution of the robot into the environment with the ability to select the optimized control in the control space. Model Predictive Control (MPC) can consider the constraints of the environment, limitation of the robot control and the robot dynamics simultaneously, then provides the optimized control signals, which has aroused widespread concern of the researchers today [17] . A common MPC structure for mobile robot moving in an obstacles environment can be represented by the following Constrained Finite Time Optimal Control (CFTOC) problem [21] :
subject to the following constraints:
where the subscript k |t represents k steps after the current time t, while k + 1 |t is the next step. (1b) is the dynamical equation of the robot, where x k and u k denote the kth states and control of the robot respectively. The vector d k represents the noise of the model. E [v] in (1a) means the expected value of v. Equation (1c) is the control limitation, (1d) is the robot state constraint. For example, the robot position must be constrained in (1d) for obstacle avoidance. The turning speed can also limited in (1d) to avoid side slips. Furthermore, the robot acceleration is vital for transported material, which should be restricted under a proper value in (1d). The numerical solution of MPC problems is optimized at each time step for a prediction horizon T . As a result, a set of robot controls u k|t is acquired, which minimize (1a) and satisfy all constraints. Solving problem (1) of MPC needs two steps: the state prediction and the numerical solution. For the first step, before using (1b) to predict the robot states, the uncertainty d k must be translated into deterministic values [18] . For instance, [19] proposed a robust method to address the uncertainty d k . This method computes the maximum deviation of the system states from the normal. After dealing with the uncertainty, the next step is to solve the optimization problem.
For optimizing, all the possible controls and robot states should be considered, which are difficult to treat in two aspects. One difficulty is the complexity of the environments, such as non-convex and non-differentiable, such as a corner of the robot working corridor. Hence using a suitable environmental model is essential for the MPC computing, which will reduce the difficulty of the complex environment. Therefore, this issue is extensively investigated by using different representations to interpret the environment. For instance, [19] represented the environment by ellipses to change the non-convex environment to the convex constraints. A chanceconstrained approach is applied in [20] to analyze the obstacles of the environment. Liu et al. [4] solved the problem by representing the safe environment as line segments. On the other hand, another difficulty for optimazition is on the all possible robot control inputs which would produce a variety of trajectories for mobile prediction. The control of the robots are generally in a continuous range, which will generate considerable trajectories. It would cost too much computing resources, if choose the optimized trajectory among all possible ones.
Due to these difficulties, applying the MPC method faces two serious problem, which are the feasibility and the stability. Feasibility of MPC means at least one solution should exist for problem (1) . Because the solution of the former iteration may deteriorate the solution of the latter one. In some extreme cases, there would be no feasible solution for the latter literation [18] . One can use softening constraints [22] methods to avoid this problem or constrains the final prediction states in a predefined invariance set [23] for maintaining the feasibility. But the problem of MPC is still challenging, because above methods are not precise to guarantee the feasibility. On the other hand, many works have been done in the literature around the stability of MPC. Among these works, Lyapunov method is a common tool for analyzing MPC stability [24] - [26] . But it is difficult to use Lyapunov method for a complex environment with all possibilities of the system input.
Therefore, if a permanent safe sub-area of the environment (1d) can be pre-computed by considering the ability of the robot with the dynamics of (1b) and the input limitation of (1c), where at least one control exists to guarantee the recursive feasibility of the CFTOC problem. Then, with the information of this permanent safe area, the solution of problem (1) will be simplified and easy to guarantee the feasibility and stability properties. This permanent safe sub-area extracted from the original condition of problem (1) is the key point for MPC, which can represent the fitness between the environment and the robot dynamics. However, it is difficult to compute this permanent safety information, because of the complexity of dynamic model (1b) with the constraints of (1c) and (1d). The viability theory offers a theoretical framework to analyze this permanent information, which would supply a precise method to grantee the safety of the robot MPC control.
Viability was first introduced by Aubin [27] to describe the dynamical adaptation of an evolutionary systems to the environment, which is wildly used for dynamical safety control, [28] - [32] . The viable domain is defined as [33] : Consider a states set K and a system, as shown in Fig.1 , if the system is static, all states in K is variable. If the system is dynamic, the viable domain would shrink from K to a subset of K . There exists the largest viable domain Viab(K ) ⊂ K that is called viability kernel, see the green part of Fig. 1 . If the system evolves out of Viab(K ), it must leave K . For instance, a system which initializes from x 1 , must leave K inevitably, because x 1 is outside Viab(K ). While, a system, which evolves from x 0 , has ability to maintain itself in K forever. However, if the system accidentally exceeds Viab(K ), it must be outside K in the future. So Viab(K ) represents the permanent safety area of the original environment K with respect to the dynamical system, Because of the complexity of the viability computation, there are only a few literatures to apply the viability theory in mechanical control. For instance, A sailing robot is controlled by viability theory in a complex wind environment [28] . However the performance is conservative, because the control loop time is over 1 minute, which is not suitable for indoor robot application. A support vector machine is used to judge the road viability kernel in [11] . But this paper just uses some concepts of viability and cannot be applied directly for mechanical control. Viability kernel is applied in submarine camera control to solve the complexity of underactuated system [29] . A viability control method for linear systems is proposed in [30] . This work was based on the viability domain rather than viability kernel. So the control performance is conservative. We successfully use viability theory to control wheeled robots for high speed obstacle avoidance in [31] . But we did not use the viability kernel directly control the robot because of the complexity of the kernel calculation. Liniger and Lygeros [34] applied viability kernel in the path planning problem for autonomous 1:43 scale cars, and achieved high speed for racing car. But the viability computation of this work is time costing, which is just suitable for indirect safety guidance rather than on-line control.
One common problem of these viability application is the computational complexity. For example, the viability kernel algorithm used by Vandanjon et al. [11] and Liniger and Lygeros [34] was based on discretization of states, which was not efficient due to the dimensionality curse. In [34] , it took over 12 hours to compute the viability kernel with respect to a simplified model in a low dimension state space. And this low dimensional kernel was only suitable for the path planning rather than directly control. Moreover, The traditional algorithms for viability analysis are computed in convex set [11] , [33] , [35] . However, the robot working conditions are always non-convex and non-smooth. Our previous work can deal with this complexity of the environment with solid arguments [21] , but did not use the viability kernel to directly control the unmanned vehicle. Based on this previous work, in this paper, we propose a novel model predictive control method based on viability kernel, which can flexibly guide a car-like robot running in the corner of corridors without deceleration.
The sections are listed as follows: viability kernel and capture basin are introduced in section 2. The robotic model for logistics is described in section 3. Section 4 establishes the viability kernel analyses based on the proposed model. Then the flexibility optimized control based on viability with a framework of MPC is achieved in Section 5. Finally, we draw the discussion and conclusions.
II. RELATED NOTIONS OF VIABILITY THEORY
Some notions of viability is introduced in this section. Please refer to [27] , [33] - [35] for more details. Consider a control systemẋ
where x is state, u is control, and f : R n → R n is Lipschitzian. The viability theory is analyzed on set-valued map, which is defined as
Therefore, the system of (2) can be defined as the following differential inclusion:ẋ
Definition 1 [21] :
. K ⊂ R n is said to be locally viable under a differential inclusion of (4). Furthermore, if for all x 0 ∈ R n , there exits T > 0 and a solution x(t) : [0, T ] → R n of (4) with x(0) = x 0 which is viable in K ⊂ R n , then K is said to be viable for T = ∞ in the above. Whether one set is viable or not under a system depends on the contingent cone of the set. The contingent cone of the set K is defined as follows:
Definition 2 [21] : Let K ⊂ R n and x ∈ K . The contingent cone of K at x is defined by:
where d K (y) is the distance of a point y ∈ R n to the set K . VOLUME 7, 2019
is a set of v ∈ R n , which exists a sequence of real numbers t k ≥ 0, k = 1, 2, · · · , converging to 0 and a sequence of v k ∈ R n , k = 1, 2, · · · , converging to v that satisfies
The tangent plane is a special case of contingent cone for smooth conditions. With the concept of contingent cone, the viability condition is given as follows: Theorem 1 [32] : The closed set K ⊂ R n is viable for the system (4) if and only if
where ∅ is an empty set. Given a set K for the system (4). There may exist unviable parts of K with respect to this dynamical system. For instance, the area nearby the obstacles is usually unviable. Hence, there are a series of subsets in K can be computed as viability. These viable subsets are defined as the viability domain.
Definition 3 [21] : J is a viability domain if
In set K , there are many different shapes of viability domains. The largest one of these domains is the viability kernel of K , denoted as Viab(K ). Definition 4 [21] : The viability kernel Viab(K ) is defined as follows:
Although viability kernel can illustrate the largest permanent safety area of a set. Under some special circumstances, the objective of the dynamical system is to reach a target C ⊂ K safely in finite time rather than to keep the state in a set permanently. In this case, the capture basin tool in viability theory is more useful.
Definition 5 [36] : The capture basin of C ⊂ K for system is the set
Based on viability theory, one can replace the dynamic evolution of a robot by a static set of states-capture basin or viability kernel. Therefore, with the information of the viability, viable controls can guarantee the security of the robot with respect to the obstacles. Hence we can take advantage of viability kernel or capture basin to formulate the regulatory function or regulation map for the robot, i.e., the function can let the system (4) belong to the viability kernel or capture basin in the control horizon. 
Definition 6:
The viability regulation map R v (x) from Viab(K ) or Capt(K , C) in x is defined as follows:
is not empty. Hence, if we use Viab(K ) or Capt(K , C) as (1d) constraint for MPC problem, or following a path inside the two sets as the cost function, the optimized solution R v (x) would guarantee the feasibility and close loop stability.
III. THE ROBOT MODEL AND CONSTRAINTS
Our work focuses on the logistic mobile robot worked in the industry environments for material transportation, such as Auto Guided Vehicle (AGV), which is usually designed as a car-like robot with four wheels. The kinetic and dynamic model of this type robot is generally analyzed as a twowheeled bicycle model [21] , see Fig. 2 . α represents sideslip angle between the velocity V and robotic longitudinal axis, ψ denotes the heading angle. a 1 (a 2 ) are the distances between the gravity O and the front (rear) wheels. β is the steering angle. Due to the similarity between the AGV robot and the vehicle, the dynamic model of the robot can be represented [11] as follows:
where V is the velocity, M is the mass. D 1 (D 2 ) is the front (rear) stiffness. Equation (12) represents the speed control. I zz is the moment of inertia. δ 1 and δ 2 represent the front and rear sideslip angles, respectively. These two parameters are calculated as follows:
A
. STATE-SPACE MODEL OF ROBOT
The model (10) (11) (12) (13) (14) can be treated as state space model as follows:
This model is based on the robot coordinate with the origin set at the gravity center of the robot. The robot position model is defined on the coordinate of environment as follows:
where X and Y are the positions along with the corridor and lateral coordinate of the corridor. Due to the heading angle and the sideslip angle are small, that means cos(ψ + α) ≈ 1, sin(ψ + α) ≈ 0. So we combine (15) and (16) as the following model:
In order to improve the efficiency of transportation, the navigation speed of the robot should be kept high during the process of passing through the corner. Thus, we keep V as a constant value, which means γ = 0. The research in [37] proved that it is more efficient to avoid obstacles by steering than breaking. Furthermore, setting γ = 0 with a constant speed of V is useful for simplifying the viability analyses of model (17) . So in this paper we consider only the strategy of steering robot for efficient corner passing.
B. SYSTEM CONSTRAINTS
By setting constant speed, the control of the robot only depends on the steering angle β. Due to the mechanical constraint, the steering angle of a robot can be defined as follows:
where the positive and negative limitation of steering angle are represented by β max and β min , respectively. A typical working corridor of AGV robot can be partitioned into two parts: one part is the straight corridor, another one is the corner. For calculating the trajectories of system (17) in a corridor, we use a Cartesian coordinate attached the corridors to represent the robot position. In this coordinate, the X-axis is always along with the longitudinal direction of the corridor, and the Y-axis is the lateral position of the corridor, which is limited by the corridor boarder as follows:
where Y min and Y max represent positions of the side walls in the corridor. Since X-axis is always along with the corridor, it does not need constraint on X-axis position. Hence, we can set the constraint of X as a segment whose ends are the turning corners, as in the following:
where X corner1 and X corner2 are the two corner X coordinate of the straight corridor. Robot model (17) needs small heading and sideslip angle assumption for approximation. Therefore, these angles should be constrained as follows:
where α min and α max are the minimum and maximum limitation of sideslip angle, ψ min and ψ max are the minimum and maximum limitation of heading angle. We also constrained the angular velocity of heading angle byψ min anḋ ψ max , which are the minimum and maximum limitation. This constraint can limit the speed of the steering control. A valid state space of the robot can be constructed by the constraints (19) (20) (21) (22) (23) , which comprehensively considers the viable running space of the robot. This space can be described as a set K . If the robot states can always be hold in this set before running out of the legal outlet, the safety control should be related with both constraints and dynamical model. Furthermore, other constraints can also be considered for the facility of the robot manipulating, such as position limitations caused by the contour of the robot, constraints of angular velocity for avoiding sideslip. The viability theory can consider all kinds of states and input constrains by inequality form.
IV. THE FLEXIBILITY ANALYSIS
With the basic information of the robot dynamic model and static constraints, one can use the flexibility analysis to describe the fitness between the above two aspects based on viability. If there are more selections of the control to keep the VOLUME 7, 2019 dynamical system states in the static constraints, the system has more flexibility. For example, if the robot, has more control choices to keep it safe in an obstacle environment, meanwhile these choices are all in the input limitation, then it can be said that the robot is more flexible. Flexibility can be accessed by the viability kernel or capture basin of the environment under the system dynamic. To compute viability kernel or capture basin by the existed algorithms, one should first discretize the model of the robot.
By Euler method, the robot model (17) can be discretized as follows:
T . U is the control input range limited by (18) . K represents the permitted set, which is composed of the states inside the constrains (19) (20) (21) (22) (23) . The viability kernel under the system (24) can be computed by Saint Pierre's algorithm, the detailed iteration formula is shown as below. [21] , [35] :
where
Formula (25) can be rewritten by the backward reachable set operation. The one-step discrete-time backward-reachable set is defined as
Theorem 2: Viab(K ) can be computed by the interactive formula as follows.
Proof: Consider (25), the set {x ∈ K n |K n ∩ F(x) = ∅} can be derived as follows:
And K n+1 = K 0 ∩ Backward 1 (K n ) by the following reasons:
Q.E.D.
Therefore, the viability kernel can be computed by K 0 ∩ Backward 1 (K n ) instead of K n ∩ Backward 1 (K n ), because K 0 never changes during iteration than K n . We introduce the algorithm for computing viability kernel in Appendix A.
The computation of sets intersection and backwardreachable set Backward 1 (·) is important for Algorithm 1.
Algorithm 1 Viability Kernel Computing for Straight Corridor
Input: Environment set, maximum iteration times.
Output:
The viability kernel of set in finite or infinite horizon 01: K 0 ← K 02: n ← 0 03: While n < N do 04: If K n = ∅ then 05: 
: n ← n + 1 14: End while Backward 1 (·) needs dynamical transformation of a set. This operation is profoundly complicated for the nonlinear system. As we illustrating before, we set V = V h and γ = 0. The robot model (17) is linearized and then discretized as follows:
where u k ∈ U , x k ∈ K . For the linear system (28), one-step backward-reachable set can then be calculated by
where A −1 in the inverse matrix of A. The ⊕ represents the set Minkowski sum. We can divide one-step backward-reachable operation (29) into the following three set operations: set transformation, set intersection, and set Minkowski summation. Since the polyhedron is suitable for the computation of the three operations, we change the robot states set as a polyhedron P ⊂ R 5 . The vertex representation of polyhedron is defined by a set of vertex points v 1 , · · · , v k as follows:
Another representation for a polyhedron is an intersection of half spaces
(31) is known as H representation, which can be changed to the vertex representation, see [38] . The liner system transformation under a polyhedron set by matrix A can be calculated by vertex representation:
The intersection of P 1 ∩ P 2 can be calculated as follows:
The Minkowski sum of polyhedrons can be calculated by vertex representation: (34) where v i and u j are the vertex points of P 1 and P 2 , respectively.
A. FLEXIBILITY ANALYSIS OF THE STRAIGHT CORRIDOR
Since the working corridor of the robot contains two base elements, one is straight corridor, another is the corner. Here, we first analyze the flexibility of a straight corridor.
For the equation (17), due to small angle approximation, the derivative of X is always kept as a constant speed V . Since X-axis lays along with the straight corridor, the robot would keep moving along the corridor with a constant speed on the X-axis independently of other states and finally move out of this corridor into a corner. Hence, for straight corridor, only computing the viability kernel in the space Y ψψ α T is enough for flexibility analysis.
We use parameter values of the robot in Table 1 . The robot keeps a constant speed of 8m/s. The sampling period of our algorithm is 0.1s. The states constraint of Y ψψ α T in Table 1 formulate a box polyhedron space where the robot states are safe. The limitation of Y is the width of the corridor. For instance, in Fig.3 , the width of the corridor is 10 meters. process is shown by the polyhedrons with gradual darkening colors. Finally, the shrinking process is converged to stable, that means K 16 and K 17 are equivalent. The viability kernel is the polyhedron in the center shown in the darkest red color in Fig. 4 . We now analyze the flexibility of the straight corridor. In Fig.4 , the robot position is located at Y = 5, the viable heading angle ψ should be negative, as illustrated in Fig.3 . Although the boundary of the viable kernel is invisible, it can be computed by the proposed algorithm for safety. When the robot states are out of this kernel, whatever control operation it chooses, it will bump into the side wall inevitably with the constant velocity 8 m/s. Moreover, the states on the boundary of viability kernel is critical, because there may be only one feasible control is available to keep the robot safe or the robot is already on the physical boundary. Therefore, the robot has less flexibility when it gets closer to the boundary of the viability kernel. 
B. FLEXIBILITY ANALYSIS OF THE CORNER OF THE CORRIDOR
We then analyze the flexibility of the robot in the corner, where two straight corridors are linked. As the flexibility analysis of the straight corridor, we first analyze the viability of a corner. Taking a vertical corner as an instance, see Fig 5. The corner connects 2 straight corridors, which are Entrance and the Exit respectively. Fig. 5 is at top view of the X-Y coordinate, where the orientation angle of the Entrance is −90 degree and the Exit is 0 degrees. If add one dimension of orientation angle to the corner environment, the 3D view of the corner is shown in Fig. 6 . We can analyze the viability of Exit and Entrance separately as straight corridor by Algorithm 1. But for a Corner, the connection of the Entrance and the Exit becomes nonconvex, which cause Algorithm 1 out of the application condition. Consequently, we divides the corner into three parts as convex environments: the Entrance, the Exit, and the corner facet sandwiched between Entrance and Exit. So the viability kernel of each corner part can be analyzed separately in its own coordinate, see Appendix B.
Due to the complexity of the nonconvex environment, the corner facet in the middle is important for viability analysis, see Fig. 6 and Fig. 7 . We set the robot parameters as Table 1 , and keep the robot speed at 8m/s. the Entrance orientation angle is lower than the Exit one, so x in Fig. 7 is   FIGURE 7 . Viability analysis on the corner facet at speed 8m/s.
at the bottom, while y of Fig.7 is on the top. Part z in Fig. 7 is the intersection between x and y , which is the common space of both Entrance and Exit. In Exit y, we firstly compute its viability kernel { via Algorithm 1. The area { is vital for dynamical robot, because the robot should keep its states (in high dimension) inside { after it running into the Exit. So the common part between viability kernel { and intersection z is the Target |. This target place is the only safe area for the robot, when it runs into a corner. Before moving cross a corridor, the Target | should be calculated first. Then, the robot must drive its states inside this area. Or else, it would inevitable crush into the side wall during corner turning.
The algorithm for analyzing the viability of the corner needs to estimate the forward reachable set of the robot. For the Exit, the reachable space of Exit corridor initialized from the target set can be computed by iterating one step forward reachable operation from target set. The notation Forward 1 (K ) represents the forward reachable set of set K over a single time step for system (28) , which is defined as follows:
Then the forward reachable set at each sample times in Exit corridor can be calculated by means of (35)
where Q is the Exit set of the corner, T is the target set.
Here F i , 1 < i < N is the skeleton of the reachable set in Exit with N iterations calculated by (35) . On the other hand, for the Entrance, the robot must enter into the target set in finite times, which constructs the capture basin of the Entrance for viability. With the following equation, the skeleton of the capture basin C i , 0 < i < M in Entrance can be numerically computed as follows:
where T is the target set. E is the Entrance set.
Theorem 3: C n in (37) is the subset of Capt(E, T ) for system (28) .
Proof:
All the system states in C n+1 can reach a subset of C n by one sampling period T . Then by 2 T , the system states from C n+1 can reach the a subset of C n−1 . Finally, by (n+1) T the system states from C n+1 can reach the subset of C 0 , which is the target set T . So C n+1 is a subset of the capture basin Capt(E, T ).
Q.E.D.
Connecting the skeleton of reachable set in the Exit and the capture basin in the Entrance, the safety and flexibility of the corner can be analyzed. As shown in Fig. 5 and Fig. 6 , the transparent grey area is the safety set of the corner, where the vertexes are supported by F i in (36) and C j in (37) . This union set is the static space for dynamical robot safety with the constant velocity, which is about 30 kilometers per hour (8m/s). So we name it as the viable space of the corridor. The viable space we computed is precise, for instance, in Fig.5 , the constant speed robot must maximally turn right at point A of the Entrance to pass the corner point with the largest left turning. On the other hand, the constant velocity robot must maximally turn left at point B in Fig. 5 for avoiding the collision of the bottom Exit wall. The viability space in the corner shrinks significantly, see Fig. 7 . That means the flexibility of the robot reduces significantly in this area.
C. FLEXIBILITY CONTROL OF THE CORNER
With the viability information of the corner, the steering control with high constant speed can be optimized by maximizing the flexibility of the robot. In Fig.5 and Fig.6 , the transparent grey area is the viable space of the robot. There exists a lot of trajectories in this space. Among them, the central trajectory (the red central line in Fig.5 and Fig. 6 ) of the viable space is more flexible than others, especially the ones at the viable space boundary. This central trajectory can be computed by connecting each mean points of the sets F i and C j .
If the objective is to track the central path in the viable space, we can formulate the Model Predictive Control problem of the robot passing through the corridor as equation (1) based on viability theory. Furthermore, we can ignore the environment constraint of (1d) because all paths in the viable space are feasible, where the robot states can be dynamically reached without any environmental collision. Meanwhile, the robot have the ability to keep its states on the demanded trajectories, which means the close loop control is stable.
By projecting the viable space border and central trajectory to the X-Y plane, three feasible paths are achieved: the Inner Border, Outer Border and Central path, as shown in Fig 8. Set the cost function (1a) as tracking errors of these three paths. Using nonlinear model (15) and (16) Fig 9, the steering angle does not achieve the minimum value at −0.2. The reason is that we apply the liner approximation model (17) to compute viability, while using nonlinear model (15) and (16) to solve and to simulate the MPC. Under the same steering angle, the trajectory of model (17) is straighter than (15) and (16) . Therefore, the viable space is more constative and less curvature. However, for safety analysis, it is reasonable to analyze viability by more constative model and the real system has more ability to turn a larger curve for safety. For the Outer Border tracking, the robot turn extreme left near B point in Fig 8. The B point in Fig 9 illustrates the steering angle reaches the upper boundary of the control limitation. By contrast, the Central path tracking trajectory is safer in Fig 8, because the trajectory is far from the corridor wall. And in Fig 9, the control value of steering angle is far from the limitation. That means the robot has more choices to manipulate the steering when passing through the corridor. Hence, the flexibility of the robot control can be optimized by means of tracking the central path of the viable space.
V. DISCUSSION
We present a flexibility control method for mobile robot running in a corridor with high constant speed based on viability. The control method is under the MPC framework. By analyzing the viability of the corridor, the flexibility optimized control is derived without considering the environment constraints. The viable space is the vital for the feasibility and close loop stability analysis of the MPC problem. This information allows us to set the objective function for flexibility optimization as solving the MPC problem to track the central path of the viable space. Meanwhile, the control limitation and environment constraints can be ignored because the central path of the viability space can ensure the path tracking while satisfying both control limitation and environmental constraints. Furthermore, ignoring these constraints can accelerate the speed of solving the MPC problem, which is vital for online application of robot control. The central path tracking in the viable space provides the robot more flexible choice of the steering when passing through the corridor, which means the robot are safer under high speeds in complex environments.
Compared with other literatures of the viability control on mobile agents, our method is more precise and determinative in numerical computing while costing less computation load. For instance, Vandanjon et al. only use viability kernel notions to analyze the road safety in [11] , but the method is far from real time control. Liniger and Lygeros [34] computed the viability kernel of indoor racing track for small racing car. The viability kernel was just used as constraints in a dynamic path planning optimization framework. The dynamic model for viability computing was simplified by reducing the dimensions of the system, which was not accurate enough for direct robot control. Furthermore, both literatures [11] , [34] adopted spatial and time discretization for viability kernel computing, which is not efficient due to the dimensionality curse, see table 2. The proposed flexibility control method can also be applied in the autonomous field of unmanned vehicle. The flexibility of the vehicle is essential for Advanced Driving Assistance System (ADAS), which has now drawn much attentions in intelligent transportation system research agenda. ADAS is used to warn the dangerous situation to the driver in advance. When the viability path is vanished because of an extremely high speed, keeping the vehicle safe on the road with acceptable control would be no longer possible. Our method has the ability to compute the viable space in real time and predicts the flexibility in a local environment, which is vital for autonomous driving.
The shortage of the method is that we only consider the system as a point, but both robots and cars have rigid bodies. For safety movement in small corridor of road, this fact should be taken into account. So the topic of our future work is the viability control for the dynamic system with rigid body.
VI. CONCLUSION
This paper has proposed a novel method for flexibility control of mobile robot based on the viability theory. The flexibility of the robot is strongly related to the viability space. We introduced polyhedron and its operation to compute the viable space of the corridor environment and then optimized the flexibility of the mobile robot passing the corridor by a MPC framework. The experiment results showed that, the central path of the viable space has more flexibility than the boarder paths, though all the paths in the viable space are safe. The developed methods can also be applied to the intelligent transportation system areas in the future, because of the similarity between mobile robots and unmanned vehicles.
APPENDIX A
See Algorithm 1.
APPENDIX B
For a corner, the Entrance and Exit corridors are composed of a rectangle and a triangle area. These two corridors are analyzed separately based on its own cartesian coordinate. Then, the viability kernels of each part are connected together by correcting the orientation angles of the Entrance and Exit, see Fig. 5 and Fig. 10 .
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