Introduction and Preliminary Results
Let Ω be an open, connected subset in R N . Consider the Schrödinger Operator H −Δ V . If Hu 0, and if u vanishes of infinite order at one point x 0 ∈ Ω see definitions in Section 3 imply that u ≡ 0 in Ω, then H has the Strong Unique Continuation Property S.U.C.P . If, on the other hand, Hu 0 in Ω, and u 0 in Ω , an open subset of Ω, imply that u ≡ 0 in Ω, we say that H has the Weak Unique Continuation Property W.U.C.P . In 1939 Carleman 1 showed that H −Δ V has the S.U.C.P whenever V ∈ L ∞ loc R 2 . In order to prove this result he introduced a method, the so-called Carleman estimates, which has permeated almost all the subsequent works in the subject. For instance, Jerison and Kenig 2 showed that if n > 2, p N/2 and V ∈ L p loc , then H has the S.U.C.P.; Fabes et al. in 3 gave a positive answer for a radial potential V to Simon's conjecture, which stated that for a potential V in the Stummel-Kato class and u ∈ H 1 Ω then H has the S.U.C.P. Other results were obtained by de Equations involving variable exponent growth conditions have been intensively discussed in the last decade. A strong motivation in the study of such kind of problems is due to the fact that they can model with high accuracy various phenomena which arise from 
For p ∈ C Ω , we introduce the variable exponent Lebesgue space:
endowed with the so-called Luxemburg norm:
which is a separable and reflexive Banach space. For basic properties of the variable exponent Lebesgue spaces we refer to 20 . If 0 < |Ω| < ∞ and p 1 , p 2 are variable exponents in 
If u n , u ∈ L p · Ω then the following relations hold:
since p < ∞. For a proof of these facts see 20 . Spaces with p ∞ have been studied by Edmunds et al. 21 .
Next, we define W
The space W 1,p x 0 Ω , · p x is a separable and reflexive Banach space. We note that if The bounded variable exponent p is said to be Log-Hölder continuous if there is a constant C > 0 such that
for all x, y ∈ R N , such that |x − y| ≤ 1/2.
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A bounded exponent p is Log-Hölder continuous in Ω if and only if there exists a constant C > 0 such that
for every ball B ⊂ Ω 23, Lemma 4.1.6, page 101 . As a result of the Log-Hölder continuous condition we have 
On Fefferman's Type Inequality
, c log p holds we refer to 24 for notations and proofs . Nevertheless, the modular inequality 
In 27 Fefferman proved the following inequality: We stress out that it is not possible to compare the assumptions f ∈ L r,N−pr R N , the Morrey class, and f ∈ S R N , the Stumel-Kato class. All the mentioned results were obtained for fixed p. The theory for a variable exponent spaces is a growing area but Modular Fefferman-type inequalities are more scarce than Poincaré inequalities in variable exponent setting. In 31 Cuadro and López proved inequality 2.6 for variable exponent spaces. We use such inequality in order to prove S.U.C.P. We include the proof for the convenience of the reader. 
Ω the function w x : 
where
2.9
Now the Divergence Theorem implies B x 0 ,r div |u| p x w x 0, and so
2.10
Set
2.11
Now we estimate I 2 by distinguishing the case when |u x | ≤ 1 and |u x | > 1. Notice that the relations sup 0≤t≤1 t η log t < ∞ 2.12
hold for η > 0. Let Ω 1 : {x ∈ B r : |u x | ≤ 1} and Ω 2 : {x ∈ B r : |u x | > 1}, then for 2.12 and 2.13 we have
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We can choose
for n > k. The Lebesgue Dominated Convergence Theorem implies
For
2.17
n > k , and x ∈ Ω 2 . Since u ∈ L p x * B x 0 , r 23, Theorem 8.3.1 we may use the Lebesgue Theorem again to obtain
Given that p ∈ MPIC Ω we have
2.19
Now we estimate I 1 by using the modular Young's inequality 24, equation 3.2.21 :
Again, since p ∈ MPIC Ω we obtain
Finally, recalling that div w x NV x we get
which leads to the claim of the theorem. 
Strong Unique Continuation
Consider the equation
A weak solution of 3.1 is the function u ∈ W 1·p x loc Ω such that
Ω . The main interest of this section is to prove a unique continuation result for solutions of 3.1 according to the following definition.
Ω has a zero of infinite order in the p x -mean at a point
Recall that Ω ⊂ R N is a bounded open set. We want to prove estimates' independency of p for bounded solutions. For this purpose we assume throughout this section that 1 < p − ≤ p < ∞ and p is Lipschitz continuous. In particular, p is Log-Hölder continuous. The new feature in the estimate is the choice of a test function which includes the variable exponent. This has both advantages and disadvantages: we need to assume that p is differentiable almost everywhere, but, on the other hand, we avoid terms involving p , which would be impossible to control later, see 24 .
Before proving Theorem 3.5 which is the main result of this paper we require the following Lemmas.
Lemma 3.2. Let p be a Log-Hölder continuous exponent with 1 < p x < N, and p
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So taking t sufficiently big, we get the desired inequality. Proof. Take η ∈ C ∞ 0 Ω , with sup pη ⊂ B 2r , 0 ≤ η ≤ 1 such that η x 1 for any x ∈ B r and |∇η| ≤ C/r. We want to use as test function ψ η p x u. To this end we show first that 
V η p x |u| p x dx.
3.10
We can estimate I 1 by
|∇u| η p x −1 |u| ∇η p aL dx
where the Young-type inequality
was used in the last inequality. Moreover, Now we are ready to prove the main result in this paper. Proof. We know that almost every point of E is a point of density, let x 0 be such a point, that is, 
3.22

