A major challenge in many superresolution fluorescence microscopy techniques at the nanoscale such as stochastic / single marker switching (SMS) microscopy lies in the correct alignment of long sequences of sparse but spatially and temporally highly resolved images. This is caused by the temporal drift of the protein structure, e.g. due to thermal fluctuations of the object of interest or its supporting area during the observation process. We develop a simple semiparametric model for drift correction in SMS microscopy. Then we propose an M-estimator for the drift and show its asymptotic normality. This is used to correct the final image and it is shown that this purely statistical method is competitive with state of the art calibration techniques which require to incorporate fiducial markers into the specimen. Moreover, a simple bootstrap algorithm allows to quantify the precision of the drift estimate and its effect on the final image estimation. We argue that purely statistical drift correction is even more robust than fiducial tracking rendering the latter superfluous in many applications. The practicability of our method is demonstrated by a simulation study and by an SMS application. This serves as a prototype for many other typical imaging techniques where sparse observations with highly temporal resolution are blurred by motion of the object to be reconstructed.
Introduction
Optical fluorescence imaging is an important tool in the life sciences for studying biological molecules at subcellular level. Until 20 years ago the Abbé diffraction barrier stood for more than hundred years as a physical limitation of spatial resolution for any kind of light microscopy. This amounts to a resolution level of about 250 nm (approx. half the wave length of visible light) in lateral and 500 nm in axial direction. The diffraction barrier is attributable to the fact that two features that are closer than the resolution level cannot be distinguished in a light micrograph because they merge into one another. Meanwhile, this barrier has been overcome by imaging features that are within such a diffraction limited area not simultaneously but consecutively by changing their ability to generate contrast in time [32] . In the case of fluorescence microscopy, this means changing the fluorophore's ability to send out a fluorescence photon or to change the properties of the emitted fluorescence photon, e.g. its color. This switching has been implemented by several techniques [30, 5, 47, 34] which has initiated a revolution in cell imaging. Nowadays, biological molecules can even be viewed "at work" at a resolution level down to 10 -20 nm which gives entirely new insights into the signalling and transport processes within cells (see e.g. [55, 4, 39, 37] , to mention a few). State of the art nanoscale microscopy can be roughly divided into two distinct categories: In the targeted mode (ensemble based), the fluorophores (markers) are switched at a known (precisely defined) coordinate, whereas in the stochastic mode, the fluorophores are switched at random (initially unknown) locations. The first includes techniques such as stimulated emission depletion (STED) [33, 40, 49] , saturated patterned excitation microscopy (SPEM) [29] or saturated structured illumination microscopy (SSIM) [27] , and reversible saturable optical fluorescence transitions (RESOLFT) [35, 30] . Due to the direct targeting the acquisition time of these techniques is usually relatively short and the sample drift is not a major source of blurring.
In contrast, in its stochastic switching (or single marker switching, SMS) mode, fluorescence microscopy is performed by illuminating the whole sample but with a low switching light intensity, assuring that with high probability only a few (random) markers are in their fluorescent state at any time. These techniques are being developed rapidly during the last years and they include stochastic optical reconstruction microscopy (STORM) [47, 36] , photoactivated localization microscopy (PALM) [5] , fluorescence photoactivation localization microscopy (FPALM) [34] , and PALM with independently running acquisition (PALMIRA) [24, 17] and [31] for a survey.
Given the fact that in SMS microscopy a sufficient number of marker molecules has to be imaged in order to generate a representative view of the sample, SMS experiments provide a huge number (e.g. in the range of several tens of thousands) of highly time resolved images (frames), each of which contains very little but sparse information. In this setting, methods have recently been developed which make explicit use of this sparseness for image reconstruction, e.g. using a sparsity enforcing penalty or prior, see [3, 15, 36, 58, 45] . The unknown marker positions are usually determined by calculating the centroid of their observed diffraction patterns. Obviously, this physically enforces spatial sparseness and the localization accuracy can be √ N times better than the initial resolution of the microscope, where N is the average number of detected photons within the individual diffraction patterns [51] . The markers localized within each frame are then registered in highly time and space resolved position histograms (see Figure 1) , the overlay of which represents the final SMS-image.
A major motivation for this paper is, however, that the measurement process in SMS microscopy typically takes several minutes. Hence, the image is blurred if the object drifts over significant distances during this time. As can be seen in Figure 2 (left upper display) this drift is the major source of blurring. The issue of correcting for the, per se unknown, motion of the object in the sparse position histograms is well known and it is therefore current practice to incorporate fiducial markers (e.g. bright fluorescent microspheres) into the sample in order to register subsequent frames. This is technically demanding and expensive. Often the fiducials also outshine relevant parts of the image, hence it would be an important achievement to develop methods which allow to estimate the drift of the sample without incorporation of fiducials into the sample.
A first attempt has been made in [23] , who suggested a heuristic correlation method to align subsequent frames properly. In this paper we will treat this problem in a statistically rigorous way. We argue that a parametric model for the drift function is often appropriate and we suggest an M-estimator for it. See the right hand side of Figure 2 for the image of the recordings of the β-tubulin network within a mammalian cell, which was obtained after drift correction with our estimator. We will show the asymptotic normality of our estimator as the acquisition time increases, and we argue that this is the "right asymptotics" in SMS microscopy due to relatively long acquisition times which inherently come along with this technique. This makes it substantially different to many other image alignment and registration methods where at each time step data from the full image is observed and hence asymptotics concerns the number of pixels tending to infinity. From this asymptotics we obtain simple bootstrap confidence bands for the drift function and finally improved estimates of the image together with a measure to access the statistical uncertainty of the aligned images. This is compared in real world applications from SMS microscopy with calibration using a fiducial marker and we show that our method is at least as competitive revealing the incorporation of fiducials as not necessary in the analysis and processing of SMS images.
A simple drift model for SMS microscopy. The data acquisition process in SMS microscopy is a two step process (on-switching of marker molecules and subsequent read-out of their fluorescent signal) and we refer for details to [23] . However, as the data represents single photon counts recorded with an array of photodetectors, a spatial (thinned) Poisson process (possibly corrupted by some background noise) with unknown intensity seems to be the natural choice. The unknown intensity λ of the Poisson process is linked to the unknown marker density f , say, by a convolution K which is determined by the optical system, λ = K * f . In ensemble based microscopy the focal spot is scanned through the sample. This requires an additional deconvolution step which is indispensable to obtain sufficient resolution (see [53, 50, 43, 13, 2, 57, 21, 7] for several Poisson deconvolution methods). In contrast, in SMS microscopy as considered in this paper, the center of each spot can already be used as the location estimate of the marker molecule which is valid because of the enforced sparsity. Therefore, we adopt current practice, and a sophisticated deconvolution step can be simply replaced by using the center of each spot as the location estimate of a marker, which is done throughout this paper.
As you may draw from Figure 2 , indeed the major source of blurring in SMS microscopy comes from sample drift, rather than from optical blurring as the technique is designed to be physically sparse.
The second simplification is motivated from the fact, that since the number of localized marker molecules in SMS experiments is usually quite high we restrict to use a Gaussian model as an approximation to the Poisson model for large intensity f in the following. We nevertheless did some simulations with a suitable Poisson model warranting that approximation appropriate (see Section 3). Hence, an approximate model for the above SMS scenario is thus given by (possibly after a variance stabilizing transformation [10] and an offset correction)
with a common noise level σ > 0. Here, for each time point t ∈ T := 0,
(T > 0 is the total number of frames) one observes Z j l (t),t at (relatively few) locations x j l (t) (l ∈ {1, · · · , n t }). It is assumed that these locations are randomly selected from an equidistant grid of size n = N 2 of equally spaced pixels in the unit square [0, 1]
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(the image domain), i.e. j 1 (t), . . . , j nt (t) ∈ {1, . . . , N 2 }. The underlying unknown true marker intensity f which is assumed to be square integrable is shifted by an unknown drift function δ t and has to be estimated together with δ t . Note that the errors j l (t),t (t ∈ T, l ∈ {1, · · · , n t }) are supposed to be independent for different time points t 1 , t 2 ∈ T, t 1 = t 2 , even if the indices j l (t 1 ), j l (t 2 ) and thus the pixel locations x j l (t 1 ) , x j l (t 2 ) are identical (this explains why we use the second index t in j l (t),t and subsequently in Z j l (t),t ). As elaborated before, in the low energy stochastic switching scenario we assume that only very few and sufficiently distant pixel locations are selected by the switch-on process. In consequence, the errors j l (t),t can be assumed to be independently distributed. In contrast to the usual asymptotics in imaging, where the pixel number n tends to infinity as the discretization level increases, we consider here the novel scenario where the total pixel number is high but fixed while the number of time frames T tends to infinity. In SMS nanoscopy, T typically ranges from 10,000 to 40,000, corresponding to a time resolution of several milliseconds. Actually, in model (1) f has to be replaced by w t := f · n t / t∈T n t because the intensity of the images scales with n t . This will be suppressed in the following, however, as any estimate of f x j l (t) can be rescaled with this number. Furthermore, the variance σ 2 of the error also scales with this value. However, all experiments are performed in practice s.t. w t is constant over time by different physical reasons. Hence, we may further assume that σ 2 is constant.
The Fourier drift model. For the unknown image and its drift we propose a Fourier type cutoff-estimator. Therefore, in the following it is convenient to rewrite (1) in terms of the spectral observations, i.e. the discrete two-dimensional Fourier transform at every time point t ∈ T 
. This allows to exploit the two-dimensional shift property
If the total observation time is long enough (T → ∞), it is reasonable that we observe a big enough part of the image so that the averages over T of the Fourier coefficients f t k are good approximations for the f k . A typical number in SMS microscopy is T ∈ {20, 50, 100} (also chosen in our simulations) which is achieved by binning subsequent frames accordingly, and considering this average as a new single frame.
Assuming this, the model (2) simplifies to the following model underlying all of the theoretical considerations of this paper.
2 -periodic image f the Fourier drift model of SMS microscopy is given by
with i.i.d. complex standard normals
where we assume that j,t 
Relation to the literature. Although strongly simplified, the asymptotics considered still require rather intrigued computations and notably, they are different from various approaches and asymptotics in the literature. Note, that n t in model (1) is typically small in our setting (as it is the core in SMS microscopy) and does not tend to infinity. Hence, our approach is different from time dynamic imaging [20, 38, 44, 16, 1, 19, 12, 54, 41] where in each time step a (rather) complete sample of the entire image has to be recorded. This is in strict contrast to SMS microscopy which provides only a few markers in each time frame. Therefore, this situation is also different from [22] as well as from [8] although we borrow the idea of a Procrustes type estimator based on minimizing a suitable contrast functional, cf. [26] . While the two afore mentioned recent references consider a finite number of images perturbed by Gaussian noise, each of which comes with an individual unknown similarity transform constant over time (more specifically, translated to our setup, [22] consider one-dimensional images each subject to a one-dimensional translation whereas [8] consider two-dimensional images each subject to a two-dimensional similarity transformation), they show that the transformations of interest can be consistently estimated with asymptotic normality when the number of pixel observations n tends to infinity corresponding to an increasing signal-to-noise ratio for each image. Motivated by SMS microscopy, in our work, we have to swap the asymptotics as the time T goes to infinity and, while not considering the full similarity group, we additionally allow for a time dependent drift. Since we consider drifts only, in contrast to [8] , our method readily extends to higher dimensions, e.g. to three-dimensional images given by voxel locations. We note that the shift property of the Fourier transform which has motivated our approach is crucial in many related methods based on FFT [46, 8] .
At this point we conclude the methodological part of the introduction by noting that our work goes far beyond SMS microscopy and can be potentially used for other purposes, such as noisy object or particle tracking, when only small parts of the object are registered at each time step as it is the case for heavily undersampled magnetic resonance imaging [41] . Extensions to nonparametric drifts are possible and will be the topic of subsequent research. Finally, in a sense our work is complementary to the issue of testing in fluorescence microscopy whether a protein structure has significantly changed in time as in [9] . This paper is organized as follows. In Section 2 we present our main theoretical results. In particular, in Section 2.1 we provide for the main assumptions on the model, propose an estimator for the parameter of the drift model in Section 2.2 and derive consistency and asymptotic normality in Section 2.3 under mild assumptions. In Section 7 3 we illustrate the proposed method in a simulation study. Finally, we apply our method to SMS nanoscopy data in Section 4 and give a detailed discussion of the results including bootstrapping of confidence regions in Section 5. Most of the proofs are deferred to the Appendix.
2 Drift Estimation in a Sequence of Sparse Images: Theory
Basic Assumptions for the Fourier Drift Model
In view of the Fourier methods employed we identify the two-dimensional image domain
For a point x ∈ R 2 we have the real coordinates (x) 1 , (x) 2 and identify (x) 1 , (x) 2 with
For a complex vector z ∈ C k , Re(z) and Im(z) ∈ R k denote the corresponding real and imaginary parts and |z| denotes the absolute value of z or equivalently the Euclidean norm of
Compactness is assumed for technical reasons. We mention that this can be relaxed with some additional effort. The parameter ϑ 0 ∈ Θ of the true shift t → δ ϑ 0 t is unknown. In order to avoid boundary effects, we assume that f is supported on a compact subset D ⊂ (0, 1) 2 and that
Moreover, in order to apply the estimation method below based on Fourier transforms, we assume that f is extended 1-periodically into the two spatial directions. Also, we assume that f has no period length strictly smaller than 1.
Example 2.2. Clearly, the choice of the parametric drift model is crucial for the model (4) . As a prime example we consider the linear drift model:
This can easily be extended to a polynomial drift model
In the SMS data presented in Section 4 the linear, quadratic and cubic models (d ∈ {1, 2, 3}) will be applied.
It is easy to see that the drift models as defined above are not identifiable per se, since the intercept β can either be made explicit or absorbed into the function f . Because at the initial time t = 0 we do not expect any drift we may assume δ 0 (ϑ) ≡ 0. For the drift models proposed this results in the standard restriction β = 0. In general, we require the identifiability of ϑ from the parametrized drift δ ϑ t , i.e. δ ϑ t = δ ϑ 0 t for all t implies ϑ = ϑ 0 . Moreover, recall that we exclude that f be periodic with period length < 1, for otherwise δ t were only well defined modulo the period length.
A Fourier Based M-Estimator
Recall the Fourier drift model (4) with i.i.d. standard normal complex Gaussian noise W if the noise level σ tends to zero (recall that this corresponds to a fixed σ and n → ∞ in (1)). Motivated by this observation (cf. also [22] ) we define the empirical contrast functional
The threshold condition |k| < ξ T with ξ T > 0 suitably chosen will ensure convergence of the right hand side of (6). Our first result provides for a suitable choice of ξ T . We note that more subtly than thresholding, one could follow [22] who sum over all Z 2 and use suitable spectral weight functions ω T (k, t). Introducing the abbreviation
9 where M 0 T does not depend on ϑ. Similarly, we have the population contrast functional
where M 0 is a constant in ϑ. Note that while the population contrast involves the unknown true image f and true parameter ϑ 0 , the empirical contrast only involves the data and the model. This gives rise to the following estimator.
Definition 2.3. For given T > 0 and choice of ξ T > 0 define an estimator for the parameter of the drift function byθ
and the corresponding estimator for the image f aŝ
Obviously, the proposed estimator is closely related to the concept of M-estimators. To derive the asymptotics below, we will equivalently maximize − M T (ϑ) as well as − M (ϑ) since their difference is constant in ϑ.
Main Results
Recall the definition of a Sobolev space of order ρ > 0, e.g. [18, p.245] .
Additionally to Assumptions 2.1 on image and drift we require the following assumptions for consistency of the estimatorθ T .
The following assumption that there be combinations of indices which are relatively coprime with non-vanishing Fourier coefficients allows to deduce uniqueness of the minimizer in (8) .
Remarks 2.5.
1. We need the property f ∈ H 1 ([0, 1] 2 ) for the asymptotic normality of the estimatorθ T . For the consistency ofθ T it is sufficient to have
is injective and continuous w.r.t. the norm |δ
Moreover for each ϑ the drift δ ϑ t as a function in t is continuous at t = 0 and of bounded total variation in both components with bound T V (δ 
Theorem 2.8. Suppose that Assumptions 2.1, 2.4 and 2.6 hold. If we choose ξ T such that
If additionally Assumption 2.7 holds, then also
The proof of this theorem is deferred to the Appendix.
Remark 2.9 (Estimating the variance).
To estimate the variance σ 2 in (1) one can use standard estimates (see [42] ). An interesting extension of the model (4) is given if we allow σ in (4) to vary with t. In this case, one might consider a weighted version of M T with weights σ −2 t . A reasonable assumption in this model would be that σ t is sufficiently smooth and bounded away from zero, then an estimator of σ 2 t can be obtained from a nonparametric variance estimator (see [11] and the references given there), and Theorem 2.8 can then be proved along the same lines.
Requiring a little more than Sobolev 1-smoothness of the image and bounded variation as well as Lipschitz continuity for the drift allowed to derive strong consistency of the estimators. Twice differentiability of the drift yields asymptotic normality under a suitably lowered cutoff rate.
2 ) and assume that there exists a neighborhood
If Assumption 2.10 is satisfied the following matrix is well defined. Here grad ϑ k, δ ϑ 0 t denotes the gradient evaluated at ϑ 0 and grad ϑ k, δ ϑ 0 t denotes its transpose.
Theorem 2.11. Under Assumption 2.10 with the notation from (7) as T, ξ T → ∞ with
tends asymptotically to a d-variate normally distributed random vector with zero mean and covariance matrix 16π 2 σ 2 Σ.
(
Theorem 2.12. Under Assumptions 2.4, 2.6 and 2.10 ifθ T →ϑ 0 a.s. and
Proof. Under Assumption 2.10, standard expansion arguments from M-estimation can be used as follows. Since M T (ϑ) is twice continuously differentiable for ϑ near ϑ 0 andθ T converges a.s. to ϑ 0 , we have that
where ϑ * lies suitably between ϑ 0 andθ T . The continuity of the second derivatives gives thatθ T − ϑ 0 and grad ϑ M T (ϑ 0 ) are of the same asymptotic order since Hess ϑ M T (ϑ 0 ) → 8π 2 Σ a.s. holds by (ii) of Theorem 2.11. Hence
which in conjunction with (i) of Theorem 2.11, yields both asymptotic assertions.
Remarks 2.13.
For linear drift δ
If det(Σ) = 0 (which depends on f ), we can calculate Σ −1 and get
as T → ∞.
2. In particular,θ T − ϑ 0 has the parametric rate T −1/2 if ξ T is chosen to be fixed, although the nuisance parameter f (see Assumption 2.4) is infinite dimensional. This can be interpreted in the sense that a finite number of Fourier coefficients are sufficient for detection of the drift parameter, which reduces the problem to finite dimensions, a well known phenomenon from semiparametric estimation [48, 6, 52] . It is a challenging problem to derive the semiparametric efficient estimator for δ t in model 1 and its asymptotic distribution. One reason for the Fourier based approach adopted here is that a time shift simply results in a multiplication in the Fourier domain (see (3)) which simplifies the statistical analysis. However, we expect that our estimator will not be semiparametrically efficient, although the √ T rate of convergence appears to be optimal.
3 Simulations
To investigate the finite sample properties of the proposed method we conduct a simulation study with images of size n t = n = N 2 pixels with N = 256 and different numbers T ∈ {20, 50, 100} of image acquisition time points. We consider the model (1) 
We use the test image displayed in Figure 3 , with image intensity f ranging from zero to one (the average image intensity is about 0.045), and apply three error models. We aim to apply our method to SMS microscopy and therefore, following the model (1), introduce a randomness of the selected pixel locations at each time point, such that every pixel of the original image contributes information exactly once. For every pixel location x j = (x j,1 , x j,2 ), j ∈ {1, . . . , N 2 }, we randomly select a time point t j via the uniform distribution on {0, 1/T, . . . , (T − 1)/T } (such that the t j are independent). Then we observe the (noisy) value f (x j ) at time t and location x j +δ t (ϑ 0 ) if and only if t = t j , otherwise we observe nothing (i.e. the value 0) at that time and pixel location. First a Gaussian error model (see (1))
with σ > 0 and i.i.d. standard normal random variables j,t .
Secondly, in order to illustrate robustness of our estimation method against outliers, we assume that the j,t are i.i.d. t-distributed with 2 degrees of freedom.
Finally, we simulate a Poisson error model, where the Z j,t are mutually independent and (given that t = t j ) Poisson distributed with intensity f (x j ). As mentioned in the Introduction, we use a variance stabilizing transformation Z j,t + 1/4. We minimize the discretized version of the contrast functional (6) and use fast Fourier transform (FFT) which can be performed in O(N 2 · 2 log(N )) steps. The unique minimizer (cf.
Step I of the proof of Theorem 2.8 which is detailed in the Appendix) is evaluated by a standard Nelder-Mead-type algorithm as implemented in the statistical software R. We specify the parameters as follows: σ = 0.1 (Gaussian and t 2 -distributed errors), ξ T = √ T . As start value for the minimization algorithm we choose 0 ∈ R d , where d is the dimension of the drift parameter ϑ 0 .
Polynomial drift models have been described in Example 2.2. In the linear drift model we have δ t (ϑ) = ϑt. For the x 1 -direction we choose (ϑ 11 , ϑ 12 , ϑ 13 ) = (50/256, 0, 10/256), in x 2 -direction (ϑ 21 , ϑ 22 , ϑ 23 ) = (0, 10/256, 50/256). The results of one estimate are reported in Table 1 , the averages of 100 simulations in Table 2 . As recorded in Table 3 , with increasing degree of the polynomials, the mean squared error increases. Still for the cubic drift model, visual inspection of the estimated images in Figure 4 exhibits good reconstruction quality.
To evaluate our drift correction we use a version of the motion blur measure m 2 proposed in [56] which is based on the work of [14] . It is defined as
Here, J(k) := N 2 j=1 ∆f (x j,1 , x j,2 ) k 2 is the average squared directional derivative of the image f in direction cos(k), sin(k) , k min is the motion direction, k max is the direction perpendicular to k min , and > 0 is a (small) constant preventing division by zero. An advantage of m 2 is that (for small ) it does not depend on the scale of the image. The log is used to bring the values to a more manageable level which we find not necessary in our case and, hence, will omit it. In [14] , k min is selected as a minimizer of the functional J. The idea is that the image is blurred in the direction of the motion and thus the image intensity f changes little in this direction (on average), while it varies much more in the perpendicular direction. The minimizer is obtained as follows: T from 100 simulations each. Table 1 . Third row: The same with T = 50 noisy shifted images. The second and fourth rows show the correspondingly reconstructed images.
Gaussian noise
We get the minimum value of J by
The motion direction is then determined by
The J(k max ) also keeps the blur measure value low in the case of an image that is (almost) constant over wide areas (where the directional derivative is small in any direction). Since we already know the true drift δ t (ϑ), we choose the average drift direction 1 0 ∂δ t (ϑ)/∂t dt = δ 1 (ϑ) as the motion direction (after normalization). Hence, we get the motion blur measurẽ
where || · || 2 is the Euclidean norm and
is the rotation through π/2. We chose = 10 −10 and calculated an approximation of grad x f as follows (see e.g. [25] ). Let I be a pixel image of size M × N . For every pixel location (i, j), i ∈ {1, . . . , M }, j ∈ {1, . . . , N }, the gradient of I is defined as ∇I(i, j) := G x (i, j), G y (i, j) with
where we extend the image periodically, i.e. I(0, j) := I(M, j), I(M + 1, j) := I(1, j), I(i, 0) := I(i, N ), and I(i, N + 1) := I(i, 1) and so on. Here, S x and S y are the Sobel masks
Often, especially if I is noisy, it is beneficial to smooth the image first, e.g. with a Gauss
This means that we replace every I(i, j) with the weighted averagē
of the 3 × 3 pixel area centred on it. Because our images are very noisy, we repeat that procedure once more.
The motion blur values of the superimposed images and the corresponding estimated images are reported in Table 4 . The estimated image (i.e. with drift correction) is always less blurry than the superimposed image.
Drift model with jump. Finally, in order to analyse the robustness of our method, e.g. when a smooth drift abruptly jumps due to an external shock, we consider a piecewise linear drift model with a jump at an unknown time.
with ϑ 0 = (ϑ 11 , ϑ 12 , ϑ 13 , ϑ 21 , ϑ 22 , ϑ 23 , t 0 ) ∈ Θ ⊂ R 7 , i.e. the drift function jumps to the point (ϑ 13 , ϑ 23 ) at the unknown time point t 0 . As mentioned before, this type of drift does not meet our assumptions, e.g. the Lipschitz property in Assumption 2.7 is not fulfilled as one can easily see by perturbing the parameter t 0 . For the simulation, we choose (ϑ 11 , ϑ 21 ) = (80/256, 80/256), (ϑ 12 , ϑ 22 ) = (80/256, 40/256), (ϑ 13 , ϑ 23 ) = (40/256, 60/256), and t 0 = 0.5. We estimate ϑ 0 and t 0 by the estimator with the smallest contrast value. Once again, we use the Gaussian noise, the t-distributed noise with 2 degrees of freedom, and the Poisson model. The overlaid shifted images as well as their reconstructions are visualized in Figure 5 . In the ultimate column of Table 1 the estimation results are summarized.
Note that the average drift direction used to determine the motion blur (11) in the case of a drift function with jump is (before normalization) t 0 δ t 0 (ϑ) + (1 − t 0 ) δ 1 (ϑ) − lim t t 0 δ t (ϑ) instead of just δ 1 (ϑ). The resulting blur values are reported in Table 4 .
Our simulations show that the proposed estimation method works well and significantly reduces blurring. This has been demonstrated for a polynomial drift even if we observe just a small part of the shifted image at every time point. It also provides for a good reconstruction if we leave the Gaussian setting and use t 2 -distributed noise or a Poisson model. Finally, we studied the case of a piecewise linear drift with a jump at an unknown time point, i.e. a discontinuous drift. Although Assumption 2.7 is not satisfied in this case, it is evident that even in this setting our estimator performs quite well.
SMS Nanoscopy Data
We demonstrate how the estimation method proposed in Section 2.2 can be used to process SMS nanoscopy data. In particular, we address suitable choices for the drift model δ t (ϑ) as well as computational issues.
We used a standard SMS-setup for this study (modified from [23] ) which was equipped with a home-built stable sample holder ensuring that the sample drift is well below the expected average localization accuracy. The excitation and switching light beams were provided by continuous wave lasers running at 532 nm (HB-Laser, Germany) and 371 nm (Cube 375-16C, Coherent Inc, USA). The excitation power density in the sample plane was 5 kW/cm 2 . If necessary the power density of the switching light was ramped up from 0 to a few 10 W/cm 2 . The objective was a NA 1.2 60x water immersion lens (UPLSAPO 60XW, Olympus Deutschland GmbH, Germany) and the camera was an EMCCD camera (Ixon X3 897, Andor Technology, Northern Ireland). The microtubule network (β-tubulin) of fixed Vero-cells was immuno-labelled with the caged fluorescent dye Abberior Cage 552 (Abberior GmbH, Germany) according to standard protocols. The fiducial markers (FluoSpheres, Invitrogen, USA) were incorporated into the sample by spincoating a polyvinyl alcohol-fluosphere solution. For image acquisition a series of T = 40, 000 frames was taken with a frame exposure time of 15 ms, resulting in a total image acquisition time of about 10 minutes. During this time an experimental drift was applied by moving the sample with respect to the objective lens with two linear positioners (SLC-17, SmarAct GmbH, Germany) in steps of 1 nm in a controlled manner. The lateral positions of the fluorescent markers were then calculated from the single frames by a mask-fitting of the respective Airy spot [51] . These locations were tabulated together with the respective time of detection t ∈ {1, . . . , T }.
We analyse two data sets from Abberior Cage 552-labeled β-tubulin networks in fixed vero-cells. The position histogram of the first data set is shown in Figure 2 . It contains 1,077,909 positions recorded in 40,000 frames, which are distributed over an area of about (9.5 µm)
2 . The second dataset (see Figure 7) contains 5,373,442 positions recorded in 40,000 frames, of which 80,629 positions were assigned to two fiducial markers. As nearby fluorosphores cannot be discerned from the fiducials, this number slightly deviates from one registered position per frame per fiducial. The data of this set are distributed over an area of about 51 µm × 24 µm. The positions of the fiducials were used to compare the quality of our method to the current state of the art of drift correction.
To analyse the data with our method we create T = 2000 position histograms of n = N 2 = 256 2 bins of the first data set and T = 2000 position histograms of n = N 2 = 512
bins of the second data set, i.e. in both cases, we look at T = 2000 position histograms which are composed of the data points of T /T = 20 frames each (cf. Figure 1 ). Note that, in particular, we made the positions histograms of the second dataset quadratic, compressing them in the x 1 -direction. Our empirical analysis shows that the estimates are not strongly influenced by the choices of T and N , however too small values circumvent the registration of small movements and for large values computational problems arise in terms of speed. This is in accordance with our previous simulation results. Figure 6 : Number of data points (registered markers) n t per frame
As exemplarily demonstrated in Figure 6 for the second data set shown in Figure 7 , the number of recorded markers n t varies as the experiment continues, possibly temporarily following a truncated exponential distribution. Since switched on markers bleach after emitting light, one has to increase the switching laser intensity occasionally to get a roughly constant number of observations per frame. This is why the n t in Figure 6 increase drastically every now and then. The variation of the number of recorded positions implies that the uncertainty in the position histograms varies over time. Our method can easily account for this fact by maximizing a weighted version of M T (ϑ),
with weights ω t = n t / t n t for t ∈ {1, . . . , T } and ξ T = 0.2N .
Note that experiments have been performed such that a fiducial marker has been included into the sample, i.e. a persistent fluorescence source, which enables us to track the drift easily, for testing purposes. We stress that this is currently state of the art technology to align SMS images over time (see the Introduction). In order to investigate the validity of our method, we delete the data originating from the fiducial markers from the observed sample and use it for verification only. The visual inspection of the fiducial indicates a slight overall upward drift by 15 pixels i.e. ∼715 nm (cf. Figure 7 ). Tables 5 and 6 , to both datasets we apply four different drift models and choose the one with the smallest motion blur m 2 (cf. (10)) to work with (once again, we omit the log). Since we do not know the true drift function (as was the case in the simulation study), we determine the motion direction via minimization of J (see Section 3 for details). In particular in Table 6 we report the m 2 -value for the correction via fiducial tracking, too. We track the fiducial marker by estimating its location at time t ∈ {1, . . . , T } with the average of its data in the t-th position histogram. The result indicates that our estimation method actually corrects the images better than the tracking of the fiducial movement. This may be caused by a drift that is non-isotropic throughout the image or by the fiducial marker being subject to position fluctuations itself. The reconstructions of the image for fiducial tracking and linear-quadratic drift are compared with one another in Figure 8 .
As reported in
drift models Table 5 : Estimation results for the Abberior Cage 552-labelled β-tubulin network in the fixed Vero-cell shown in Figure 2 for several drift models.
drift models Table 6 : Estimation results for the Abberior Cage 552-labelled β-tubulin network in the fixed control Vero-cell with fiducial markers, cf. Figure 7 , for several drift models. Note that the stated motion blur values are for the respective images with fiducial markers removed. t,i , i ∈ {1, 2} using the method described in [28] which we found particularly useful in our context. Here, we give a short summary of that method with our application to drift functions in mind. For notational simplicity following (1), we index the spatial location by a single index j ∈ {1, . . . , J}.
First we consider the standardized difference ∆ t := (δθ Figure 10 : Bootstrap confidence bands for the drift functions in x 1 -direction (dashed red) and x 2 -direction (blue) with the respective estimated drift functions subtracted (cf. Figure  9 ). Because the distribution of the residuals has a high skewness of about 35 and because we chose confidence bands with minimized vertical width, the one in x 2 -direction is highly non-symmetric. We proposed a method for drift estimation and correction in sparse dynamic imaging and derived its asymptotic distributional properties. On the one hand, sparse acquisition is beneficial for improved spatial resolution and an important feature of any SMS microscopy. On the other hand, we have seen that this provides a significant burden as it is well known that the specimens drift over time due to thermal fluctuations inside the sample and external systematic movements of the optical device. This raises a particular challenge for image registration as sparse acquisition and time drift provide a conflicting situation. Currently, this is solved by technically incorporating a bright fiducial marker into the specimen and registering its track (drift). We claim that this can be completely discarded and it is sufficient to apply the proposed statistical method to estimate the drift and finally to obtain the image from model (1). The proposed method has been investigated in simulations and empirical data sets from SMS microscopy and even shown to outperform fiducial tracking. In general, reconstructions are quite satisfying. In particular, the results show the computability of the proposed estimator and a certain degree of stability w.r.t. parameter choices, especially the number of frames T . Consistency and asymptotic normality of the proposed estimator has been established which allows to qualify the statistical error of the drift estimate and the final image. To this end, simple bootstrap methods can be used.
It remains to further work to investigate higher order properties of the proposed estimator as well as properties of closely related nonparametric estimators, for example if δ t is estimated by a spline. In this case the rate of convergence of δ t would be of interest as the rates of jump discontinuity estimates for the discussed model. However also semiparametric kernel based methods could be adapted to this problem as in single-index-modelling. Also an alteration of our method could be beneficial if one switches from the regression to a density viewpoint by looking at the Fourier transforms of the observed positions directly. Note that the proposed method can in principle be applied to higher dimensions, in particular three dimensional measurements. However, computationally this appears to be much more demanding.
To derive the desired uniform convergence we will show for the deterministic part that A T → M uniformly in ϑ while the random parts B T and C T converge to zero uniformly a.s. Considering 
which converges to zero a.s. since ξ
Introducing the independent normal vectors A k := (A t k ) t∈T , B k := (B t k ) t∈T each with independent components as well as the unit vector e := (1) t∈T / √ T and the vector a k = (a t k ) t∈T and denoting the transpose of a k by a k etc., we obtain
To tackle the first term introduce a unit vector b k orthogonal to e such that a k = α k e+β k b k , α k , β k ∈ R and define a matrix U = U k ∈ SO(T ) having e and b k as the first two columns. Then, with the independent normal vectors A k = U A k , B k = U B k with independent components, each with zero mean and variances of each t-th component summing up to one, In consequence, with the first components A
(1)
k and second components A
k , B
k of A k and B k ,
k − e k α k B
k + e k (α k B
At this point we note that (21) 
