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 1 
1 Introduction 
 
1.1 Radiation therapy  
 
Nowadays cancer is the second ranked cause of death with 7.6 million lethal outcomes and 
12.3 million new cases worldwide in 2007 [Dun2007]. An early stage diagnostics and proper 
therapeutic procedures are extremely important for a successful treatment of a cancer. In the 
European Union 58 % of cases are detected in localized non-metastatic stage and about 45 % are 
successfully cured by means of surgery (49 %), radiation therapy (RT) (26 %), chemotherapy 
(11 %), or combination of these techniques (14 %) [Cre2006a]. A high potential of RT is 
distinguished in the World Cancer Report 2003 [Ste2003] which estimates that 50 % of all patients 
worldwide would currently benefit from this method either of curative or palliative intent.  
The principle of RT is damaging of the most critical part of the tumor cell, the 
deoxyribonucleic acid (DNA) molecule, via radiation induced break of its chain. More than 100 
years of experience with RT have shown that a maximum effect can only be achieved by killing all 
malignant cells together with sparing surrounding normal tissue as much as possible. A dose of 
radiation is typically divided into small daily fractions and delivered over a period of time. Such 
fractionation schemes allow to reduce radiation induced injury to healthy tissue and improve tumor 
radiation response [Tha1987]. One of the important characteristics of RT is the physical selectivity 
of irradiation which is defined as the ratio of the dose applied to the target (tumor cells) relative to 
the dose applied to the surrounding normal tissues. This ratio can be improved by varying the nature 
and energy of the radiation beams as well as their parameters such as size, shape, and direction. 
Photons, electrons, neutrons, protons or heavier ions may be used as a source of external radiation.  
High energy photons are the most widely used type of radiation in RT. Photons may be 
delivered from radioactive nuclides, e.g. 60Co (mean beam energy of 1.25 MeV, consisting of 
photons with energy of 1.173 and 1.332 MeV) or via rapid deceleration of previously accelerated 
electrons in a target material (bremsstrahlung). Modern electron linear accelerators (e--linac) 
produce the bremsstrahlung photon beams with energy up to about 20 MeV (energy of accelerated 
electrons) and deliver dose rates up to 1 Gy per minute. It is possible to produce a wide range of 
depth dose distributions and different shapes of photon beams using modulators, collimators, and 
compensators. The variety of shapes and energies of the beam allows to create irradiation schemes 
with the high physical selectivity. Because of the higher efficiency, e--linac systems have replaced 
the cobalt units within the last decade. In 2004 there were 356 e--linac systems and only 34 cobalt 
units in Germany while in 1994 an equal number of e--linacs and cobalt units were in operation 
(around 185 of each type) [Sta2006]. Further developments of the e--linac systems resulted in the 
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state-of-the-art methods of dose delivery such as intensity modulated RT (IMRT) and image-guided 
RT (IGRT) which allow to reduce significantly a damage to healthy tissue [She2005, Zel2000]. 
Radiotherapy with electrons is usually prescribed for treatment of superficial or semi-deep-
seated tumors to the skin surface because the dose produced by electron beams decreases rapidly 
below the irradiated tissue side.  
Very optimistic experimental results were achieved using neutron therapy because neutrons 
cause much greater biological damage in comparison with the same dose delivered by photons. 
However, clinical results indicated a high level of mortality for irradiated patients because of the 
increased side effects [Jon2008].  
Radiotherapy with heavy charged particles such as protons or light nuclei (from He up to Ne) 
provides a unique possibility to treat deeply located tumors and also tumors near to the organs at 
risk (very radiosensitive organs e.g. spinal cord, optical nerve, or bone marrow). The curve 
representing the dose depth distribution of heavy charged particles has a pronounced maximum 
(Bragg peak) immediately before the particles come to rest (figure 1-1). Such energy distribution of 
accelerated heavy charged particles allows more precise targeting of tumors surrounded by normal 
tissue than in case of photons (figure 1-2). Additionally, RT with light ions shows 3-5 times higher 
relative biological effectiveness (RBE) in comparison with photons [Wey2003]. Up to now more 
than 48 000 patients have been treated in 25 proton and 3 carbon ion facilities worldwide 
[Sch2007]. 
 
 
Figure 1-1: Depth dose profiles for photons and carbon ions with different energies [Kra2000]. 
 
The experimental carbon ion therapy was established on the basis of the heavy ion synchrotron 
SIS at Gesellschaft für Schwerionenforschung (GSI) Darmstadt, Germany in scope of the German 
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heavy ion therapy project. Since 1997 more than 400 patients mostly suffering from head-and-neck 
cancer have been treated there. Optimistic results of this study [Sch2007] provided a basis for 
building the dedicated clinical irradiation facility - Heidelberger Ionenstrahl-Therapie (HIT) at the 
University Hospital Heidelberg, Germany which is expected to start clinical operation in 2009. 
 
 
Figure 1-2:  Comparison of dose conformity with 9 portals of IMRT (left) and 2 portals of carbon 
ions (right) for the same patient. After [Wey2003]. 
 
Despite the above described advantages, irradiation with heavy particles must be applied very 
accurately because any shift of the Bragg peak may significantly damage healthy tissue or may lead 
to underdose in the tumor region. This shift may occur mainly due to an inexact patient positioning 
or incomplete immobilization of a patient and changes in density or in structure of irradiated tissue 
during treatment. Therefore, an independent system for monitoring the irradiation process is highly 
desirable for heavy particles therapy. 
 
 
1.2 Monitoring of radiotherapy using positron emission tomography  
 
Positron Emission Tomography (PET) is widely used in functional medical diagnostics 
[Val2003]. The principle of PET is to simultaneously detect pairs of γ-rays in coincidence following 
positron-electron annihilation in the target. The detected data are further reconstructed and 
distribution of annihilation points in the target is imaged. The implementation of PET for 
monitoring of radiotherapy was first performed at the former heavy ion therapy facility at Lawrence 
Berkeley National Laboratory (LBNL), Berkeley, USA [Lla1988]. A small limited angle PET 
scanner was used for verification of the treatment plans by delivering a beam of positron-
radioactive ions. The experiments at LBNL resulted in high resolution PET images, however, in-
beam PET imaging using radioactive beams was not transferred to the clinical routine due to a high 
detector activation probably caused by secondary particles produced by passive beam shaping 
devices. At the Heavy Ion Medical Accelerator at Chiba (HIMAC), Japan an in-beam positron 
camera is used at the radioactive beam line for the range verification, whereas 3D PET 
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measurements are performed after the irradiation by means of a conventional nuclear medicine PET 
scanner [Ise2003].  
First and still unique on-line in-beam PET monitoring of clinical treatment at stable ion beams 
(12C) has been implemented at the experimental irradiation facility at GSI. The dual-head PET 
scanner BASTEI (Beta Activity Measurements at the Therapy with Energetic Ions) built by 
Forschungszentrum Dresden-Rossendorf (FZD), Germany, was fully integrated into the treatment 
facility [Paw1997] (figure 1-3). All patient treatments were monitored using in-beam PET. The 
method for reconstruction of spatial activity distributions from measured data [Lau1999, 
Pön2003b], suppressing random coincidences caused by the beam [Cre2005] as well as the 
workflow for evaluation of the images [Pön2003a] were developed for in-beam PET. The 
considerable experience gathered from treating more than 400 patients has demonstrated a positive 
clinical impact of PET monitoring [Eng2004a]. In-beam PET is able to detect deviations in 
maximum particle range, the effect of anatomical modifications during fractionated irradiation on 
the dose distribution in-vivo, to support the accuracy of the beam portal position, and to provide the 
radiotherapist with an estimation of the dose difference [Eng2004b]. 
 
 
Figure 1-3: In-beam PET scanner BASTEI installed at the experimental irradiation facility at GSI. 
Positioning of a patient is performed with rotation, vertical, and horizontal movements of the couch 
(1). The individual patient immobilization mask (2) is fixed on the couch. The irradiation beam 
comes from the center of the window (3). The PET scanner consists of two fixed heads (4a and 4b).  
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1.3 Aim and outline of this work  
 
In-beam PET is a system for monitoring high precision RT which is in the most cases applied 
to the tumors near organs at risk. High quality and fast availability of in-beam PET images are, 
therefore, extremely important for successful verification of the dose delivery. Two main problems 
make an in-beam PET monitoring a challenging task. Firstly, in-beam PET measurements result in a 
very low counting statistics (several orders of magnitude less than for conventional PET). Secondly, 
an integration of the PET scanner into the treatment facility requires significant reduction of the 
sensitive surface of the scanner and leads to a dual-head form resulting in imaging artifacts. The aim 
of this work is to bring the imaging process by means of in-beam PET to optimum quality and time 
scale. This thesis contributes to the following topics: 
1) analysis of image quality for in-beam PET;  
2) image reconstruction;  
3) solutions for building, testing, and integration of a PET monitoring system into the 
dedicated treatment facility.  
1) Any optimization process, whether optimizing a position of the scanner, its geometry, or 
reconstruction algorithm, usually results in several possible solutions. These solutions should be 
then compared with each other and one with the best imaging characteristics must be chosen. 
Criteria for evaluation of imaging capabilities of an in-beam PET system are proposed to make such 
a comparison.  
2) Reconstruction algorithm for in-beam PET was introduced in [Lau1999]. This is an adaption 
of maximum likelihood - expectation maximization (ML-EM) algorithm [She1982] for a fully 3D 
low statistics reconstruction. Following optimizations, improvements, and innovations of the 
reconstruction process are proposed in this study:  
- fast reconstruction method based on ordered subsets - expectation maximization (OS-EM) 
algorithm [Hud1994]; 
- a novel method for precise system matrix calculation; 
- evaluation of the influence of the quality of the system matrix on the image quality; 
- integration of time-of-flight (TOF) information into the iterative reconstruction routine; 
- direct TOF reconstruction algorithm; 
- optimization of sizes of the element of the image space (voxel). 
3) A number of new proton and heavy ion therapy facilities are built or planned [Wei2008, 
Sie2008a]. Successful exploitation of in-beam PET at GSI rises an interest of manufacturers in 
incorporating a PET monitoring system into new facilities [Boh2007]. A workflow for building up a 
PET system and testing its imaging potential for a particular irradiation facility has been developed. 
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This part of work has been performed in collaboration and under support of Siemens AG, Health 
Care, Erlangen, Germany.  
The thesis is organized as follows: subsequent to the introduction, the second chapter gives a 
detailed review of principles of in-beam PET starting from interaction between beam and irradiated 
tissue and production of positrons to reconstruction and analysis of the PET images. The objective 
of this work is specified in the last section of the second chapter. Criteria for evaluation of the 
image quality for in-beam PET are studied in the third chapter. The fourth chapter describes the 
optimized and novel reconstruction algorithms and introduces a method for precise system matrix 
calculation. The fifths chapter shows a process of analyzing the manufacturer requirements and 
steps for planning and evaluating a PET monitoring system. The conclusions are summarized and 
discussed in the last sixth chapter. 
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2 Fundamentals of in-beam PET monitoring 
 
2.1 Irradiation routine at GSI 
 
Patients are irradiated with 12C ions at the experimental irradiation facility at GSI. The standard 
treatment for the head-and-neck tumors includes 20 fractions applied at 20 consecutive days 
resulting in a total dose of 60 - 70 GyE (Gray-Equivalent) [Sch2003]. Irradiation of prostate 
carcinomas is usually performed in 6 boost fractions following conventional radiotherapy with 
photons at the University Hospital, Heidelberg. 
At GSI an active beam delivery technique is implemented. The intensity controlled rasterscan 
system (figure 2-1) provides an excellent 3D beam conformity [Hab1993]. The whole target volume 
is divided into layers of equal beam energies. The irradiation starts with the minimum energy Emin 
which corresponds to the first, nearest layer of the target. The beam is moved within the layer by the 
fast magnetic system. When the irradiation of the layer is finished the beam is switched to the 
neighboring layer by increasing the energy. The accelerator SIS (Schwerionen-Synchrotron) 
provides a wide range of energies from 80 to 430 AMeV corresponding to ranges in water between 
2 and 30 cm, respectively.  
 
 
Figure 2-1: Beam scanning system at GSI. The beam with defined intensity, focus, and energy 
comes through dipole magnets which deflect it in the vertical and horizontal directions. The 
intensity and position of the beam is verified via ionization chambers (IC) and multiwire 
proportional chambers (MWPC), respectively. By varying vertical and horizontal directions, 
irradiation of a single slice is performed. By varying the energy from Emin to Emax, the beam is 
switched from slice to slice. After [Hab1993]. 
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The time structure of the beam delivered by the synchrotron consists of less than 2 s particle 
extraction (spill) followed by approximately 3 s extraction pause. This results in a fixed repetition 
cycle of 5 s. The parameters of the beam (energy, intensity, and diameter) can be changed from spill 
to spill. The beam delivery system allows to select a combination from 252 beam energies, 15 
intensity levels, and 7 focuses of the beam. 2 · 106 to 200 · 106 ions may be delivered in one spill. 
The width of the beam may vary from 2 to 10 mm full width at half maximum (FWHM). Larger 
width can be used for the fast irradiation of big tumors with no nearby organs at risk, whereas a 
precisely focused beam must be used for tumors located very close to the critical structures. The 
beam delivery is verified by two multiwire proportional chambers measuring the position of the 
beam and three ionization chambers measuring the intensity of the beam [Bad1997]. The measured 
values of the beam intensity and position are compared with the proper values from the treatment 
plan in real time. The beam is switched off within 0.5 ms when unexpected deviations are detected. 
The computation of the control data for accelerator (beam energy, focus, intensity, and lateral 
position) from the prescribed dose is performed with the inverse treatment planning model 
[Krä2000a] on the basis of the patient’s CT scan. This model includes complex calculation of 
biological effectiveness of 12C ions depending on particle range, dose, and tissue type [Krä2000b]. 
The calculated treatment plan is verified for each patient by small volume ionization chambers in 
water phantom prior to the first irradiation [Kar1999].  
A patient is immobilized for irradiation using an individual mask which is fixed on the couch. 
The couch is moved into the position calculated in the treatment plan. The position is verified with 
the 2D X-ray system. In spite of such a comprehensive control of positioning and the precise 
planning, undesirable and unpredictable changes may occur during the treatment, e.g. changing size 
and consistence of tissue in region of interest, filling of previously empty cavities with mucus, light 
movements of a patient inside the mask, or mask mispositioning. This might cause under- or 
overdose in some regions and may be a subject for preventive measures, e.g. treatment plan 
recalculation of the basis of a new CT scan, prescription of medicaments, correction of the mask. 
Therefore, a monitoring of the dose application in-situ and in-vivo is highly desirable. In-beam PET 
is used to perform this monitoring at GSI. 
 
 
2.2 Positron emitters in heavy ion therapy 
 
In conventional PET positrons appear in the body of a patient from the injected radiotracer. In 
contrast, in in-beam PET positrons appear as a result of interactions of the incoming beam with 
irradiated tissue. Firstly, a beam projectile, e.g. 12C with kinetic energy from 80 to 430 MeV per 
nucleon (AMeV) causes fragmentation reaction with target nuclei of the irradiated tissue, e.g. 16O: 
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Additionally direct reactions of nucleon exchange take place: 
 
n    N   H    C 127
1
1
12
6 +→+                                                           (2-2) 
  
Unstable isotopes (11C, 15O, and 12N) further decay into stable nuclides emitting positrons and 
electron neutrinos )(ν e : 
 
 B    ν   e    C 115e
11
6 ++→ +                                                       (2-3) 
N    ν   e    O 157e
15
8 ++→ +                                                      (2-4) 
C    ν   e    N 126e
12
7 ++→ +                                                      (2-5) 
 
The half-lives of 11C, 15O, and 12N are 20.4 min, 2.0 min, and 11 ms, respectively. Rates of the main 
positron emitters are shown in figure 2-2 (right).  
 
 
Figure 2-2: Left: profiles of dose and positron (β+-activity) distributions produced by the positron 
emitters in polymethylmethacrylate (PMMA) phantom irradiated with 212 AMeV 12C beam. β+-
activity curve deviates substantially from the dose. Right: relative amounts of different positron 
emitters produced by 212 AMeV 12C beam in PMMA. In this case 106 incoming 12C ions produce 
around 3·105 positron emitters. 
 
After emission from the nucleus, the positron travels through the matter losing kinetic energy 
and eventually combines (annihilates) with an electron. The average distance between emission and 
annihilation points depends on the initial energy of the positron. It varies from 1 to 3 mm in water 
for in-beam PET relevant positron emitters [Val2003]. As a result of annihilation, usually two 
photons with the energy 511 keV are emitted at 180 ± 0.5º apart from each other and recognized as 
a valid event by the PET scanner under several conditions (figure 2-3). The amount of β+-activity 
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induced by the irradiation of PMMA phantom has been estimated to be 1600 Bq cm-3 Gy-1 for the 
12C beam [Pri2008]. For the patient irradiation this amount reduces to 200 Bq cm-3 Gy-1 for doses 
from 0.3 to 1 Gy per portal due to metabolic processes which wash out the activity [Eng2004a]. 
Thus, the amount of β+-activity induced by the 12C ions irradiation is significantly less than          
104 – 105 Bq cm-3 induced by the invasive radiotracers in conventional PET.   
 
 
Figure 2-3: A positron is emitted from the nucleus, travels through the matter, and annihilates with 
an electron. Two γ-rays are produced and further reach the surfaces of detectors. If the energy of γ-
rays and the time of their registration satisfy predefined conditions, a valid coincidence event is 
generated. 
 
The distribution (position and quantity) of emitted positrons depends not only on dose but also 
on the type of projectiles and properties of the irradiated target. There is no exact correlation 
between the dose and β+-activity distributions (figure 2-2 left). Therefore, there is no possibility to 
directly compare the dose and β+-activity measured by in-beam PET in order to make conclusions 
about the conformity of the irradiation. The solution is to simulate an expected β+-activity 
distribution from the prescribed dose and compare it with the measured one (section 2.5). 
 
 
2.3 Detecting of coincidence events 
 
To be recognized as a valid event, both single photons of one pair should be registered by 
detectors of the PET scanner. A schematic view of the process of photon detection is presented in 
figure 2-4. The incoming photon hits the scintillation crystal in which a light flash is produced. This 
light further meets the photocathode where it is converted to the electrons. After passing through the 
focusing electrode, electrons are multiplied by several dynodes and finally collected by the anode. 
The created voltage is then amplified and discriminated by means of a pulse height analyzer. If the 
voltage corresponds to the given energy window (for the BASTEI scanner it is 250 – 850 keV) the 
incoming photon is recognized as valid. 
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There are four main properties of scintillation detector which are important for its application 
in PET [Val2003]:  
- the stopping power of 511 keV photons; 
- signal decay time; 
- light output; 
- the intrinsic energy resolution. 
 
 
Figure 2-4: Photons detection using scintillation crystal and photomultiplier tube (PMT).  
 
The stopping power is characterized by the mean distance (attenuation length) traveled by the 
photon before it deposits its energy within the scintillation crystal. The shorter the distance, the 
better the efficiency in stopping of photons. The signal decay time affects timing characteristics of 
the scanner. A short decay time is desirable to distinguish individual signals at high counting rates. 
A higher light output of the scintillator helps to reach better spatial resolution by increasing the 
number of resolution elements (crystals) with respect to the number of photodetectors and to 
enhance the energy resolution. Good energy resolution is required to efficiently reject events 
scattered in the patient’s body before entering the detector. Only photons with energy within the 
predefined range are accepted. If two detectors register both photons with acceptable energy and 
within the coincidence time window (12 ns for the BASTEI scanner) a valid (prompt) event is 
reported. The properties of scintillation crystals applicable in PET are summarized in [Cre2007]. 
For minimization of space and costs the scintillation crystals are grouped into blocks.  
Figure 2-5 illustrates the detector block consisting of 8 × 8 crystal matrix and 4 PMT. Using a 
slotted lightguide and equations (2-6) the coordinates of a particular hit crystal are calculated using 
signals coming from 4 PMT (A, B, C, and D). 
All types of events except the true ones introduce uncertainties between the real position of 
annihilation point and the position of the channel which registers the corresponding event       
(figure 2-6). Additionally, a photon beam is attenuated while travelling through the target volume. 
Because the target volume has usually inhomogeneous density, photons are attenuated differently in 
different directions. Photons traveling through the tissue with a high density have a smaller chance 
to be registered within the acceptable energy or even to reach the surface of a detector. Taking into 
account these sources of errors, corrections are applied during the measurement (for random and 
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partially for scatter events) and the reconstruction process (for attenuation, scatter events, and the 
parallax error). The corrections applied during the reconstruction are discussed in chapter 4. 
 
 
Figure 2-5: The standard detector block design from the side (left) and looking down through the 
crystals (right). Slotted lightguide technique allows to address the single elements of a 8 × 8 crystal 
matrix using only 4 PMT (A, B, C, and D). After [Val2003]. 
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Figure 2-6: Types of events. A: true events, B: random events – two photons although not belonging 
to the same annihilation are registered within the same time window, C: scattered events – one or 
both γ-rays are scattered during travelling through the matter, D: events registered by the neighbor 
crystal – one γ-ray transfers more energy to the nearby crystal than to one it initially arrives 
(contributes to the parallax error). 
 
In conventional PET random events are excluded from the measured data using the delayed 
coincidence window method. Firstly, pairs of photons are registered within a coincidence time 
window τ (e.g., 12 ns) resulting in a number of prompt events P which includes true (T) and random 
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(R) events (under the assumption that there are no scatter events), P = T + R. Secondly, photon 
pairs are measured within the same time window τ but with some delay (e.g., 128 ns). This results 
in a set of so called delayed events (D). There are no true events in this set because of delayed time 
window. It indicates that the set of delayed events includes only random events. Assuming that the 
rate of random events for a particular channel remains constant for both time windows, the number 
of random events R can be taken equal to the number of delayed events D. In this case the number 
of true events for the channel is T = P – R = P – D. The same implies for in-beam PET if 
measurements are performed only between the spills because a significant amount of random events 
arrives during the beam extraction. Measurements during beam pauses reduce already low in-beam 
PET statistics. This is the reason why the microstructure of the beam has been studied and a method 
for suppression of random events caused by beam extraction has been developed [Cre2005]. It has 
been found that γ-rays leading to the high number of random events are only produced during short 
intervals (micropulses) of the beam duty. Exact timing characteristics of these intervals are recorded 
from the accelerator and all events measured during these intervals are ignored. 
 
 
2.4 The in-beam PET scanner BASTEI 
 
The in-beam PET scanner BASTEI installed at the GSI facility relies on the adaption of the 
PET technology originally designed for radiotracer imaging. The two detector heads with an area of 
420 × 210 mm2 each, disposed on a portion of a sphere of about 830 mm in diameter, have been 
assembled from components of the ECAT EXACT PET scanner (CTI PET Systems Inc., Knoxville, 
TN, USA) (figure 2-7).  
 
 
Figure 2-7: Upper head of the in-beam PET scanner BASTEI without covering box (left) and a view 
of the detectors surface of the same head (right). The picture of the whole scanner is shown in 
figure 1-3. 
 
The measuring position of the heads is fixed above and below a patient in supine irradiation 
position. Rotation of the scanner has been implemented for irradiating sitting patients and is used 
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for service works. Each head consists of 8 × 4 position sensitive scintillation detector blocks of 
bismuth germanate (BGO) of 20 mm depth and 54 × 54 mm2 front face, further subdivided into 
8 × 8 crystal matrix [Cas1986]. Only crystals belonging to different heads may be in coincidence. 
The detector heads form in total (8 × 4 × 8 × 8)2 = (2048)2 ≈ 4 × 106 crystal pairs (channels or tubes 
of response - TOR). 
The data acquisition system is based on the standard solution of the manufacturer [Jon1986] 
with modifications required for in-beam measurements (figure 2-8). The scanner built-in electronics 
include detectors (scintillation crystals and PMT) and electronic boards (figure 2-7 left top). These 
electronic boards perform amplification and discrimination of the signals coming from the 
detectors, identification of a hit crystal, and the timing resolution.  
 
 
Figure 2-8: Principal scheme of in-beam PET data acquisition at GSI. After [Eng2004a]. 
 
The detectors of each head are grouped into 4 buckets which can work in parallel. Signals 
coming from the electronic boards of the scanner heads are further analyzed by means of the 
coincidence processor. Each time the coincidence processor decides for a valid event, a 32 bit 
coincidence data packet is sent via a fiberglass cable to the coincidence input of the PET data 
acquisition system, which is located at the therapy control room. The packet includes information 
about identification numbers of hit crystals as well as type of coincidence (prompt or delayed). The 
data acquisition system additionally receives information about the beam status and parameters 
from the accelerator and the beam control. Time labels are inserted into the measured data stream in 
intervals of 10 ms. Due to the relatively low number of channels (around 4 million) and low 
counting statistics - (30 - 500) × 103 events - it is possible to organize a histogram and list-mode 
memories which can save all coincidence data for a single irradiation without any rebinning. The 
histogram memory has a fixed address for each channel pointing the 16 bit memory sector. This 
allows to store up to 64 535 events for a single channel. Filling of the histogram is performed by the 
real time sorter. It resolves the identification numbers of hit crystals to a memory address and 
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increases a counter stored at this address. The sorter also allows to store separately delayed 
coincidences and coincidences measured during the beam extraction time. The list-mode data (lmd) 
memory stores events in the same order they arrive. In this case it is possible to retrieve information 
about the time of registration of a particular event. When the irradiation is finished the measured 
data are transferred to the primary data server. The consistence of data is checked by the PET 
operator and the data are further transferred for the reconstruction (discussed in chapter 4) and 
analysis (discussed in section 2.5). The start and stop of the PET data acquisition can be performed 
automatically from the treatment console with the start and shortly after finishing the irradiation or 
manually from the PET control workstation. 
 
 
2.5 Analysis of in-beam PET data 
 
Measured in-beam PET data are reconstructed and a 3D image of the β+-activity distribution is 
created. The quality of performed irradiation is evaluated via analysis of the reconstructed image. 
Any significant deviations between expected treatment (represented by the dose) and actually 
applied treatment (represented by the measured β+-activity) must be recognized and reported.  
As mentioned in section 2.2, the direct comparison of the dose and the measured β+-activity is 
not possible. Therefore, a comprehensive simulation based on the PosGen Monte Carlo code is 
performed in order to calculate the β+-activity distribution expected from the given dose distribution 
[Pön2004]. Firstly, the program simulates the interactions of ions of the incoming beam with the 
target. This step is based on the calculated dose represented by the energy, intensity, focus of the 
beam for each rasterscan point taken from the treatment plan, and the time course of the irradiation. 
As a result, a simulated β+-activity distribution is created. Secondly, positron-electron annihilations 
and registration of coincidences are simulated. Finally, the simulated data are reconstructed by the 
same algorithm as the measured data and imaged. At this stage, the direct comparison of two β+-
activity distributions (measured and predicted by the simulation) is possible (figure 2-9). 
The simulation of β+-activity reflects relatively precisely the physical model of irradiation. 
However, it does not cover biological processes which appear in the patient’s body during the 
irradiation. Among them, the blood flow is the most important because it leads to transport and 
washout of β+-activity. In areas of large veins or arteries the activity can completely vanish within a 
few minutes from the places it initially appeared. This leads to non ideal conformity of simulated 
images with the measured ones. Non correctable artifacts of reconstruction caused by low counting 
statistics and the dual-head geometry of the PET scanner bring additional difficulties to the image 
analysis. A good knowledge of the physical and biological processes that take place during the 
irradiation, human anatomy as well as weaknesses of the in-beam PET reconstruction is required to 
distinguish acceptable deviations in the measured images from the ones which must be addressed. 
2 FUNDAMENTALS OF IN-BEAM PET MONITORING  
 16
 
Figure 2-9: Evaluation of quality of irradiation using in-beam PET. Reconstruction of the 
measured β+-activity distribution is compared with reconstruction of the predicted β+-activity 
distribution. If no significant deviations are found the next fraction is applied as planned, otherwise 
corrections in the treatment are requested.  
 
 
2.6 Clinical cases of in-beam PET monitoring 
 
As mentioned previously, two main challenges of the imaging by means of in-beam PET exist: 
a very low counting statistics and the dual-head geometry of the scanner leading to the missing γ-
ray sums in certain directions. The degradation of the reconstructed image quality compared with 
the reference β+-activity distribution is presented in figure 2-10. Strong elongation artifacts are 
observed in transversal and sagittal views of the reconstructed image. Therefore, the frontal view is 
the most representative for the analysis. In particular, it is possible to evaluate the maximum particle 
range using this view.  
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Figure 2-10: Degradation of the image quality for the reconstructed β+-activity distribution 
(bottom row) compared with the reference distribution (upper row). The beam comes from the left 
side of the picture (frontal and transversal views). The β+-activity distributions are superimposed 
onto the patient CT as isolines: 5 % of maximum corresponds to the deep blue isoline, 95 % of the 
maximum corresponds to the deep red isoline. 
 
At the beginning of the clinical exploitation of the in-beam PET scanner at the carbon ion 
therapy facility it was extremely important to verify the physical beam model used in the treatment 
planning [Krä2000a]. Analysis of the first in-beam PET images showed several millimeters 
overrange for the measured β+-activity distribution compared with the predicted one (figure  
2-11 left). The precise measurements of the ion range and correction of the Hounsfield unit-range 
correlation in the treatment planning led to the good agreement between measured and predicted β+-
activity distributions [Rie2007] (figure 2-11 right). 
The position of the patient is verified by means of a 2D X-ray system every day before 
irradiation. However, minor movements of a patient inside the mask are still possible. These 
movements can be detected in in-beam PET images. The landmarks of high activity in skull base 
and low activity in cavities or in soft tissue are used to detect the patient’s movement. In figure 2-12 
(right) the red arrow marks an area of high activity which should match the skull base, and the black 
arrow indicates a recess in the activity distribution suggesting a change in the density in the beam 
path. Because the high activity landmark (red arrow) does not exactly correspond to the skull base 
and low activity area (black arrow) does not correspond to the soft tissue it is possible to conclude 
that a minor rotation of the patient appeared during the irradiation. 
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Figure 2-11: Comparison of measured and predicted β+-activity. Left: overrange of several 
millimeters arising from an inaccurate Hounsfield unit-ion range correlation. Right: improvement 
of correspondence between the predicted and measured particle ranges caused by precise 
measurements of the ion ranges as a function of the Hounsfield unit. 
 
 
Figure 2-12: Prediction of β+-activity vs. in-beam PET measurement. The measurement indicates a 
small rotation of the patient counterclockwise.  
 
In-beam PET is capable of detecting modifications in tissue appeared during the fractionated 
irradiation. Figure 2-13 illustrates such an example. The in-beam PET image and the MRI scan 
corresponding to fraction 5 indicate the emptiness of the cavity near Sinus sphenoidalis (red arrow 
and red circle). Two days later (fraction 7) the in-beam PET measurement indicated a filling of this 
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Figure 2-13: The detection of anatomical changes in the target volume by means of in-beam PET. 
 
cavity and a corresponding reduction in the range (marked by the yellow arrow) confirmed by the 
MRI scan taken at the same day. 
Another example of filling of the cavity is shown in figure 2-14 (left). For Patient A the first 
measurement shows significant activity in the right nasal cavity (red arrow) compared with the 
prediction. This difference results in distal reduction of activity. An intake of an expectorant 
explains the absence of activity in the next day measurement. The suggestions to intake an 
expectorant clearing the cavities have been made on the basis of in-beam PET images in around 
30 % of all irradiation monitoring. This happens especially in winter when patients with low 
immunity usually get a cold. 
The measured and predicted β+-activities differ even in case of completely correct irradiation. 
This difference appears because not all functional processes of the irradiated tissue have been 
reflected in the simulation. The most significant process which is omitted in simulation is activity 
transport and washout due to blood flow. Figure 2-14 (right) illustrates a significant washout effect 
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in the measured images for Patient B (area inside the red circle). Washout may differ from day to 
day. For example, it is much stronger in measurement 1 than in measurement 2.  
 
 
Figure 2-14: Filling of the cavity (left) and washout effect (right) in in-beam PET images.  
 
Summarizing the presented clinical cases, in-beam PET enables to detect patient 
mispositioning, anatomical modifications of irradiated tissue, and inaccuracies of the physical beam 
model in the treatment planning system. Moreover, any mistakes or incidences during treatment 
planning or the irradiation can also be recognized if the planning CT, dose, predicted and measured 
β+-activity distributions do not correspond. The analysis of the in-beam PET images is a challenging 
task because of the relatively low image quality (only the frontal view is not distorted by the 
elongation artifact) and deviations caused by the metabolic processes omitted in the simulation of a 
predicted β+-activity distribution. The observer must distinguish unexpected deviations which 
should be addressed (e.g. filling of the cavities, mispositioning) and the deviations which are 
acceptable and well explained (e.g. activity washout or reconstruction artifacts).  
 
 
2.7 Specification of the objective of this work 
 21
2.7 Specification of the objective of this work 
 
In the previous sections the current state of the in-beam PET monitoring method is described. 
Based on the experience of exploitation of this method at GSI gathered during more than 10 years 
the directions for improvement of the currently implemented system can be defined and the 
elaborate solution can be developed. As for all medical systems, modifications in in-beam PET 
method must lead to a better patient treatment in terms of outcome and safety. The objective of an 
in-beam PET monitoring system is fast delivery of the images containing sufficient information for 
the evaluation of the radiotherapy session. This determines two main improvement tasks:  
1) reducing the time of in-beam PET image delivery and 2) increasing its quality.  
First task - fast delivery of the PET images – could be even more challenging: It is highly 
desirable to produce PET images simultaneously with the patient irradiation for the real time 
monitoring of the dose delivery. This issue should be addressed by a very fast reconstruction 
algorithm which processes registered PET data immediately after their arrival. It might be possible 
because of relatively low count rate in in-beam PET (around 100 counts per second for the BASTEI 
scanner). All parameters of the chosen reconstruction method should be optimized in order to 
achieve the highest speed.  
Second task – improvement of the image quality – should deal with two issues causing 
significant degradation of PET images: a low counting statistics and limited angle geometry of the 
in-beam PET scanner. Less noisy and artifact-free in-beam PET images will allow for a very 
precise, quantitative evaluation of the irradiation. Because of different tasks, image quality criteria 
used in conventional nuclear medicine PET cannot be used for in-beam PET. Therefore, criteria 
which examine specific properties of in-beam PET images should be developed. Image quality can 
be improved by increasing the counting statistics and/or solid angle coverage. This might be 
achieved by using modern PET detectors with better efficiency and measuring additional data (e.g., 
time-of-flight – TOF). Form, size, and measuring position of the PET scanner influence the image 
quality significantly [Cre2006b]. An optimized geometry of the scanner may lead to the higher 
counting statistics and to a better coverage of the solid angle. However, the spatial compatibility of 
the equipment of an irradiation room and the proposed scanner must be taken into account. 
Summarizing the tasks above, this work should propose a system solution for in-beam PET 
which:  
- provides a very fast (ideally real time) reconstruction of the PET images; 
- has high image quality in terms of specially developed in-beam PET image quality 
criteria; 
- can be installed at a particular particle therapy facility taking into account the spatial 
compatibility with the irradiation and patient handling equipment. 
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3 Image quality for in-beam PET 
 
3.1 Motivation 
 
Each specific area of imaging has its own requirements for image quality. For example, in the 
field of tumor detection with conventional PET the general requirement is the ability to correctly 
recognize a small tumor within the patient’s body. Based on such global requirements specific 
criteria for evaluation of the image quality should be developed. Such criteria may be related, for 
example, to contrast recovery, resolution of the images or sensitivity and specificity of the system in 
general including not only the imaging part but also methods for the image analysis.  
For in-beam PET the imaging process is similar to the one in conventional PET, however the 
image analysis includes a comparison of measured results with expected and not just investigation 
of the single image. In in-beam PET it is very important to recognize differences within two images; 
the absolute image quality is of less importance. Therefore, well developed and widely utilized 
criteria for conventional PET [NEM2001, NEM2007] do not completely satisfy the needs of in-
beam PET. Obviously, a higher absolute quality means better recognition of differences between 
two images, however, even with poor absolute image quality the ability to recognize important 
deviations still exists. Special criteria taking into account the specific requirements of in-beam PET 
must be developed for the valuable evaluation of the quality of an in-beam PET system. 
 
 
3.2 Introduction to image quality 
 
The aim of any imaging system like photo camera, microscope, radar, or PET scanner is to 
visually represent some known or unknown object. Obviously, it is impossible to exactly reproduce 
a continuous object. Any imaging system introduces inaccuracies during visualization and analysis 
processes. A complex approach for assessment of imaging quality of a system is required either for 
optimizing parameters of the system or proving its capabilities in some specific kind of tasks. 
Following four key elements are important for evaluation of the image quality [Bar1990]: 
- specification of the task; 
- description of the object classes and imaging process leading to a description of the data; 
- definition of observer; 
- figure of merit. 
There are two main groups of tasks in image analysis: classification and estimation. 
Classification task means that the image should be referred to one of a finite number of alternative 
classes according to the number of hypotheses to be distinguished. The simplest case of the 
classification is the detection task (also known as a binary decision problem) which means finding 
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an object (e.g. a tumor) within the image. In the detection task there are only two classes 
(hypotheses): object present and object absent. A more complex task is the estimation of parameters 
describing the object or the background. There are also hybrid classification-estimation tasks. For 
example, in conventional PET a tumor may first be detected (binary classification task) and then 
tumor parameters such as size, type, or hypoxic fraction are estimated (estimation task). In in-beam 
PET usually classification tasks take place. First, any sufficient deviations between expected and 
measured activity distributions should be detected and then the criticality of the deviations should 
be classified. Additionally, an estimation of difference between applied and expected doses should 
be done when it is possible. 
The evaluation of an imaging system should take into account the physical and statistical 
properties of objects to be imaged. For in-beam PET it means that one should look, for example, 
whether cavities which are empty on a CT scan of a patient are filled with activity on the PET 
image or if maximal ranges of the expected and measured β+- activity distributions differ. To have a 
reliable evaluation of the image quality one should know exactly which properties and specificities 
to evaluate in the imaged object. It is also possible to use simulated or real phantoms with some 
highlighted properties as imaged objects. This helps to formalize the evaluation process and avoid 
variability often caused by the patient data which may differ significantly from patient to patient. 
After defining the task and the object properties it is required to define a strategy of analysis 
(or observer). In-beam PET observers are one or more experienced specialists. Despite of obvious 
advantages of using human observers some disadvantages exist. For instance, additional variability 
in results may be introduced because of different level of attention and concentration for the same 
person during different moments of time (intra-observer variability) and different level of 
experience for different observers (inter-observer variability). These factors may significantly 
influence the results of evaluation. For the phantom objects, specific numeric observers 
(quantitative criteria) evaluating the dedicated properties of the phantom may be used.  
A figure of merit for the whole process which includes the task, the imaging system, and the 
observer must also be defined. For the binary tasks it may include receiver operating characteristic, 
specificity, and sensitivity [Bar2004]. For the estimation tasks it may be variance and bias of the 
estimated parameter. The figure of merit answers the question how good the whole system 
including the imaging part and the analysis by observers performs.  
 
 
3.3 Quality criteria in in-beam PET 
 
Simulated objects are mostly used for evaluation of an in-beam PET system. Simulations of the 
patient data are performed by means of the PosGen Monte Carlo code [Pön2004]. The simulations 
include generation of the β+-activity distribution based on the real treatment plan, propagation of 
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annihilation photons, and their detection by the PET scanner. As a result, a reference distribution of 
annihilation points and simulated in-beam PET data are created. These data are further 
reconstructed and the reconstructed image is compared with the reference distribution. As a 
generalized quantitative criterion the root mean square error (RMSE) is used: 
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where N is a number of elements (pixels for 2D or voxels for 3D) of the image, jx  is the reference 
value of activity, and ∗jx  is the reconstructed activity value at element j. The ensemble root mean 
square error (ERMSE) integrates the RMSE for several objects: 
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where RMSEi is the RMSE for i-th object and P is the number of objects. The RMSE is not sensitive 
to particular object details [Bar2004] but it gives an overall estimation of difference between the 
original and imaged objects. 
In order to evaluate the capability of the in-beam PET imaging to correctly reproduce areas 
with no activity or high activity within the background a special phantom has been simulated. It is 
an adaption of the image quality NEMA (National Electrical Manufacturers Association) 
phantom [NEM2001] for in-beam PET. The in-beam PET phantom consists of an outer cylinder 
filled with the background activity. Six spheres of different diameters are positioned in the middle 
plain of the cylinder, four spheres are filled with high activity and two spheres are empty. There is 
also an empty inner cylinder positioned at the centre of the outer cylinder (figure 3-1).  
 
 
Figure 3-1: Schematic view of the NEMA phantom for in-beam PET (up, middle, and bottom slices) 
(left). Central slices of the ideal (center) and simulated (right) NEMA phantoms. The simulated 
phantom consists of annihilation points distributed according to the predefined concentrations  
(4 : 1 : 0 for hot, background, and cold areas, respectively) . 
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Two sizes of the phantom are proposed according to the usual volumes of big pelvic and small 
head-and-neck irradiation fields (table 3-1). Because the dual-head scanner is a space variant 
imaging system, two positions of a phantom inside the scanner are used for the evaluation  
(figure 3-2). 
 
Table 3-1: Properties of the standard and small NEMA phantoms. 
Phantom property Standard phantom 
Small     
phantom 
Phantom height, mm 90 50 
Phantom radius, mm 90 45 
Central inner cylinder radius, mm 25 12 
Radiuses of hot spheres, mm 5, 6.5, 8.5, 11 3, 5, 7, 9 
Radiuses of cold spheres, mm 14, 18.5 11, 13 
Activity rate, hot:background:cold 4:1:0 4:1:0 
 
 
Figure 3-2: Schematic view of the phantom which is positioned inside the scanner in two different 
ways. The plane containing hot and cold spheres is perpendicular to the Z (A) and Y axes (B). This 
schematic view does not represent real proportions between elements of the scanner and the 
phantom. 
 
The phantom allows to evaluate the contrast recovery of the imaging system as well as the ability to 
resolve hot and cold volumes within the background. The following test statistics are created for the 
local contrast recovery (LCR) calculation: 
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where  
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LCRHi is local contrast recovery ratio for the high activity areas (four hot spheres: i = 1, …, 4),   
LCRCj is local contrast recovery ratio for the areas of no activity (two cold spheres and the 
central cylinder: j = 1, 2, 3).  
MHi, MBi, and MCi are median values for activity inside hot spheres, background, and cold 
areas, respectively.  
The median value for the background is calculated locally near each cold or hot area (figure 3-3). In 
the ideal case MHi = 4MBi, MCi = 0 and LCRHi = LCRCi = 100 %. In the worst case MHi = MCj = 
MBi (hot area and cold areas are not distingushed from the background) and LCRHi = LCRCi= 0 %.  
 
 
Figure 3-3: Areas for calculation of the local contrast recovery. The median values for the hot and 
cold volumes are calculated using all voxels of a proper sphere, for example, H1. Median 
background activity is calculated in the restricted area around a proper sphere only (limited by 
white circles). For example, for the smallest hot sphere the background activity is calculated in B1 
area only. 
 
A five point source phantom is used for the daily quality assurance test of the BASTEI scanner 
during radiotherapy at GSI (figure 3-4). The 22Na point sources are fixed on the plain Z = 0 (exactly 
at the half distance between the heads of the scanner). The 3 min scan followed by the simple 
backprojection is performed daily before starting the irradiation. Counting statistics as well as 
position of the points on reconstructed image are verified.  
 
 
Figure 3-4: The point source phantom is positioned on the patient couch at the therapy facility at 
GSI. The heads of the PET scanner (not shown) are located above and below the phantom. 
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Additionally the phantom is used to calculate spatial resolution of the PET scanner. For the 
BASTEI scanner it is around 5 mm (FWHM) in X and Y directions and around 10 mm (FWHM) in 
Z direction [Lau1999]. 
It is very important to study the performance of the system with the tasks which are as close as 
possible to real clinical situations. For in-beam PET any deviations from norm, e.g. changes in the 
structure of the irradiated tissue or mispositioning of the patient, usually cause a deviation in the 
maximum particle range. An algorithm performing simulations of such deviation has been 
developed on the basis of the simulation routine for generation of expected β+-activity from the 
treatment plan [Sko2007, Fie2008b]. The algorithm reduces (or enlarges) the range taken from the 
treatment plan by removing (or adding) a frustum of points representing the dose to the rasterscan 
plan which represents the dose (figure 3-5). The height of the pyramid corresponds to 6 energy steps 
of the beam (6 mm in water). The base of the pyramid has 4 cm side size. The top is 2 × 2 cm. 
Based on the modified plan the simulation routine produces the annihilation points distribution as 
well as the proper in-beam PET list-mode data which are further reconstructed and the image 
corresponding to the modified range is obtained. The task for an observer is now to distinguish the 
image with the modified range and detect the direction of the modification (reduction or 
enlargement) comparing this image with the image corresponding to the unmodified range. 
A large study for the evaluation of the BASTEI scanner using the described simulations has 
been performed [Sko2007, Fie2008b]. For each selected treatment plan four images were produced: 
the reference image with the unmodified range and three images for the evaluation: one with the 
reduced range, one with the enlarged range, and one with the unmodified range. An observer must 
correctly recognize the presence and the direction of the range modification from the comparison of 
each of the three images with the reference image. 81 clinical treatment plans were included in the 
study. Each of the six observers evaluated all 81 cases. The sensitivity and specificity for the 
enlarged range detection were 90.7 % and 95.9 %, respectively, and for the reduced range detection 
92 % and 96 %. The interobserver coefficient of variation was between 3 % and 8 % [Fie2008b]. 
However, it is not feasible to conduct such a big study for evaluating, for example, the change 
of a single parameter of the reconstruction algorithm. To evaluate dedicated parameters of the 
imaging system the range modification is performed for typical treatment plans. Then the ability of 
the system to restore the range modification is analyzed for each value of the parameter under 
evaluation. Together with the other criteria (RMSE and the contrast recovery) the recognition of the 
range modification forms a good figure of merit for the image quality of in-beam PET. 
Additionally, a simple visual inspection of the images is very useful. It allows for a quickly finding 
distortions or artifacts which are difficult to recognize by the quantitative criteria. The criteria for 
the evaluation of the imaging quality of in-beam PET are summarized in table 3-2. 
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Figure 3-5: Schematic view of the range modification (left). Simulations of the β+-activity 
distribution in PMMA phantom (centre) and using the patient data (right). (a) corresponds to 
unmodified range, (b) – to enlarged range, and (c) – to reduced range. After [Sko2007]. 
 
 
Table 3-2: Summary of the criteria for the evaluation of the quality of in-beam PET images. 
Name Properties Application 
Visual 
inspection 
Subjective, however helps to find 
obvious problems, errors, and 
artifacts. 
Usually used before any other criterion 
for the elimination of images with 
unsatisfactory quality. 
RMSE, 
ERMSE 
Show an integral difference 
between reconstructed and 
reference images, not sensitive to 
particular image details. 
Rough analysis of the image noise. 
Cannot be used as the only criterion. 
NEMA 
phantom 
(simulation) 
Shows how good the imaging 
system recovers a predefined 
contrast ratio between hot, cold, 
and background activity areas. 
Precise analysis of the contrast recovery.  
Five points 
phantom 
(physical) 
Shows the ability of the system to 
precisely image the point sources 
at predefined regions.  
Daily quality assurance test of the 
resolution, the positioning of the scanner 
and the performance of the detectors. 
Range 
modification 
simulations 
Simulates real clinical situations. 
Evaluates the performance of the 
imaging system and human 
observers. Global figure of merit.  
A large study involving a lot of data is 
feasible for the evaluation of the whole 
system. A small study including only few 
typical treatment cases can be used to 
optimize a particular parameter of the 
system. 
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Two representative patients were selected for the presentation of the image quality in this work 
(table 3-3). Patient 1 (figure 3-6) is a typical head-and-neck case. The beam comes from the right 
side of the head and passes through the skull base. There are two nasal cavities within the beam 
path. Patient 2 (figure 3-7) is a pelvic irradiation case. The beam enters the patient from the left and 
deposits the dose maximum in prostate region. The characteristics of the treatment plans for the 
selected patients are summarized in table 3-3. 
 
Table 3-3: Characteristics of the patient data 
 Location Diagnosis Maximum dose, Gy 
Patient 1  Head-and-neck Chondrosarcoma 0.368 
Patient 2 Pelvic Prostate carcinoma 0.524 
 
 
Figure 3-6: Patient 1 (frontal, transversal, and sagittal views). Upper row: dose distribution, 
bottom row: corresponding reference β+-activity distribution. 
 
 
Figure 3-7: Patient 2 (frontal, transversal, and sagittal views). Upper row: dose distribution, 
bottom row: corresponding reference β+-activity distribution. 
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4 Reconstruction of in-beam PET data 
 
4.1 Motivation 
 
The goal of tomographic reconstruction is to restore the original β+-activity distribution from 
the measured data. Such a restoration meets a lot of uncertainties. Firstly, positrons travel some 
distance before they annihilate. Secondly, photon pairs are not always emitted exactly at 180° apart 
from each other. Additionally, they are corrupted by the interaction with the tissue before arriving to 
the detectors surface (e.g., by attenuation and incoherent scattering). Thirdly, not all photon pairs 
are caught by a PET scanner and recognized as valid events and not all events recognized as valid 
are really a pair of photons representing an annihilation point. Therefore, the aim of reconstruction 
is not only to recover the original object from the measured data but also to correct these data for 
the uncertainties taking into account the properties of the object and a PET scanner.    
In-beam PET imaging has two additional challenges which make the reconstruction process 
different from that in conventional PET. These are a very low counting statistics and the dual-head 
geometry of the scanner. Additionally, the in-beam PET workflow requires fast availability of 
results which is not very critical in conventional PET. These are the reasons why in-beam PET 
requires its own approach for the reconstruction process. The in-beam PET reconstruction 
algorithms must be adapted for the low statistics, perform very fast, and possibly reduce artifacts 
caused by the dual-head geometry. In order to propose the best reconstruction strategy a number of 
parameters and methods which influence the reconstruction results have been investigated and 
discussed in this chapter. 
 
 
4.2 Reconstruction basics 
 
The reconstruction process can be described either in continuous (analytic reconstruction) or in 
discrete (algebraic reconstruction) spaces. In the analytic reconstruction the measured data and the 
object are defined in the continuous space and the reconstruction problem is solved with analytic 
transforms. The advantage of this technique is low computational costs. However, analytic models 
represent an idealized approach and the measured data cannot be easily corrected to satisfy the 
requirements of analytic reconstruction algorithms [Zen2007]. Algebraic reconstruction considers 
the object and the projection data in discrete space. Additionally, a statistical approach is used for 
the description of PET imaging which is considered as a system with numerous stochastic 
processes, e.g. annihilation, attenuation, scattering, detection, etc. This approach allows to model a 
PET system very close to reality and, therefore, to solve precisely the reconstruction problem. The 
main disadvantage of algebraic reconstruction algorithms is high computational costs.  
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4.2.1 Analytic reconstruction 
 
Generally, the task of reconstruction in continuous space is to recover the n dimensional object 
from its n-1 dimensional projections. This problem was first solved by Radon [Rad1917] as early as 
in 1917. In the 2D case the Radon transform describes the relationship between the unknown object 
f(x, y) and its projections p(s, φ). Figure 4-1 shows the integration of the object function f(x, y) along 
line l which results in projection function p(s, φ). The line l is defined by the following equation: 
 
SsSsyx <≤−<≤=−+ ,0,0sincos πφφφ ,                             (4-1) 
 
where s is the perpendicular distance from a line to the origin and φ is the angle formed by the 
distance vector. The projection function p(s, φ) is defined by the Radon transform: 
 { } '))',,(),',,(())',,(),',,((),( 2 dyysyysxfysyysxfsp
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∫=ℜ= φφφφφ               (4-2) 
 
 
Figure 4-1: Projection of the object f(x,y) along the line l with the distance s to the origin and angle 
φ  with the y axis results in the function p(s, φ). This function can also be interpreted as a sum of 
coincidences within the channel formed by the detector crystals (d1, d2). 
 
The relationship between the coordinate systems {x’, y’} and {x, y} is defined as: 
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Equation (4-2) can be rewritten in the following form using the Dirac delta distribution: 
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or in a short form: 
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fp 2ℜ= ,                                                              (4-5) 
 
where p is the projection function, f is the β+-activity distribution, and 2ℜ  is the forward projection 
operator. Equation (4-5) describes the PET imaging process under idealized conditions (no 
scattered, attenuated and random events, detectors of ideal spatial resolution).  
The inverse Radon transform may be used to find the unknown distribution f from the known 
projections p: 
 
pf 12
−ℜ=                                                             (4-6) 
 
Different techniques can be used to solve this equation. The standard method is the filtered 
backprojection algorithm (FBP) [Nat2001] which is based on the Fourier slice theorem. The 
theorem states that the 1D frequency spectrum of the projection function p(s, φ = φ 0) equals to the 
slice of the 2D frequency spectrum of the original object f under the angle φ 0 . The object f can be 
found using the inverse Fourier transform if p(s, φ) is defined for all [ ]πφ ,0∈ : 
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where the filtered projections pF are calculated as: 
 
∫
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and the ramp filter kernel h is defined as the inverse 1D Fourier transform of the ramp filter 
function |v|: 
 
∫
∞
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Two properties of the Radon transform (4-5) should be stressed [Val2003]: 
1) invariance for translation: ),sincos)((),)(( 22 φφφφ yxt ttsfsf −−ℜ=ℜ , where 
),(),( yxt tytxfyxf −−= ; 
2) invariance for rotation: ),)((),)(( 22 θφφθ +ℜ=ℜ sfsf , where 
)cossin,sincos(),( θθθθθ yxyxfyxf +−= . 
These two invariance properties and also algorithms for the calculation of  the inverse Radon 
transform (4-6), e.g. FBP (4-7), are only valid when the scanner measures all line integrals crossing 
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the object, i.e. p(s, φ) is defined for all pairs [ ] [ ]πφ ,0,),( ×−∈ SSs . When this condition is not 
satisfied the inverse problem is called incomplete data problem. This happens for any dual-head 
geometry of the scanner which is the only feasible solution for in-beam PET. It is possible to apply 
analytic reconstruction algorithms, e.g. FBP, even in this case by estimating missing projections. 
Such estimation works well only for the small gaps between the scanner heads [Kar1988]. 
Therefore, it was suggested [Lau1999, Zen2007] to use algebraic reconstruction techniques instead 
of analytic algorithms.  
 
 
4.2.2 Algebraic reconstruction 
 
In algebraic approaches the imaging process is described by the equation: 
 
Afp = ,                                                              (4-10) 
 
where f is the vector representing the object, p is the projection (measured data) vector, and A is the 
system matrix. For PET in 3D case f is sampled from a continuous β+-activity distribution f(x, y, z): 
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where  
 
),,{( zyxVklm = ,xkk vxxx +<≤ ,yll vyyy +<≤ }zmm vzzz +<≤  
         
is a voxel with dimensions ),,( zyx vvv  with left bottom back corner located at the point (xk, yl, zm).   
f has dimensions M × 1 where M = Mx × My × Mz corresponds to the object size in voxels.  
The projection vector p indicates the number of coincidences measured for each pair of 
crystals (channel): p = {pi}, i = 1,…,N. N is the number of all allowable combinations of pair of 
crystals. 
A is the N × M system matrix (also known as projector). Each element of the matrix represents 
a relationship between a voxel of an object and a channel. This relationship means a probability that 
a photon pair produced by annihilation at a particular voxel j is registered by a particular channel i: 
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p, f, and A by definition have only nonnegative elements: 
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 [ ] [ ]MjNiafp ijji ,1,,1,0,0,0 ∈∀∈∀≥≥≥ .                            (4-13) 
 
Because the matrix A is usually not quadratic several transformations of (4-10) are performed 
[Lla1982]:  
1) multiplication of both parts of (4-10) with TA : AfApA TT = ; 
2) substitution of variables: pApAAA TT ',' == . 
Equation (4-10) now can be written as: 
 
fAp ''= ,                                                             (4-14) 
 
where A' is M × M quadratic matrix (also known as blurring matrix). It is necessary to solve 
equation (4-14) for f in order to find the unknown β+-activity distribution. The direct inversion of 
the system is impractical because of the following reasons: 
- the system is ill-conditioned: the condition number of A' significantly exceeds 1 [Val2003]. 
Therefore, the solution is unstable, i.e. a small deviation ∆p' in the projection vector results 
in a large deviation ∆f in the solution vector: 
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- the blurring matrix is very large, e.g. for M = 106  it consists of around 1012 elements. 
For the BASTEI scanner these problems become even more relevant because of low counting 
statistics and very high condition number k = 2048 pointing to a very ill-conditioned system 
[Lau1999]. Therefore, the direct algebraic solution is not feasible. 
 
 
4.2.3 Iterative statistical reconstructions 
 
The other approach to solve the reconstruction problem is to introduce a cost function: 
 
),( pfQQ =                                                           (4-16) 
 
The task is to find the estimation f * of the unknown object f by maximizing the cost function: 
 
),(maxarg* pff
f
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4 RECONSTRUCTION OF IN-BEAM PET DATA  
 36
An optimization algorithm is required to calculate f *. The aim of the algorithm is to produce a 
sequence of images f (n) which should converge to f * [Val2003]: 
 
*)(lim ff n =∞→n                                                             (4-18) 
 
The convergence should be stable, independent from the initial choice of f (0), and monotonic: 
Q(f (n+1), p) ≥ Q(f (n), p). When the cost function is differentiable and a nonnegative solution is 
required f * must satisfy the Karush-Kuhn-Tucker conditions [Val2003]: 
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ML-EM algorithm 
In statistical approaches PET measurement is considered as a stochastic process. Data 
measured by each particular channel represents an independent random variable. This variable 
under some assumptions [She1982] can be assumed as Poisson distributed: 
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where ip  is the mean number of coincidences expected in the channel i. With regard to the 
definition of the system matrix (4-12): 
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Equation (4-21) is called a forward projection for the channel i. The probability to measure vector 
p* with the given annihilation point distribution f equals: 
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This equation may be taken as the cost function: 
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Maximization of Q means maximization of the probability to measure vector p* through all possible 
β+ -activity distributions f, i.e. finding distribution f which most likely results in a projection vector 
p*. Maximizing the function in this case means the same as maximizing its logarithm: 
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The log-likelihood function is defined as: 
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and finally, using (4-21): 
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L(f) is concave [Var1985] and follows the Karush-Kuhn-Tucker conditions [She1982] for 
maximization: 
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Equation (4-27) can be rewritten in iterative form [She1982]: 
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The iterative equation (4-28) is called maximum likelihood - expectation maximization (ML-EM) 
algorithm.  
The main properties of ML-EM algorithm are [Val2003]: 
- the cost function increases monotonically at each iteration: Q(f  (n+1), p*) ≥ Q(f (n),  p*); 
- f  (n) converges monotonically to f * which maximizes the log-likelihood function; 
- all estimates f (n) are nonnegative if f (0) is nonnegative; 
- the algorithm can be easily implemented for list-mode data. 
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4.2.4 Subsets driven iterative algorithms 
 
Although the ML-EM algorithm (4-28) delivers images with a good quality, its application 
requires high computational efforts and the convergence is slow even with standard acceleration 
techniques [Kau1987]. Therefore, an algorithm, which processes the data in ordered subsets has 
been developed [Hud1994]. It is known as ordered subsets - expectation maximization (OS-EM) 
algorithm. Instead of updating the reconstructed image iteratively after processing a whole dataset 
(ML-EM approach), the OS-EM algorithm updates the image each time after processing just a 
subset of the data (figure 4-2). This technique sufficiently increases the convergence and in some 
cases improves the image quality. The OS-EM algorithm results in the following changes in the 
equation (4-28): 
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where St is a subset of events and NS is the number of subsets. 
The way of forming the subsets from the measured data is free of choice. However, it should 
follow the balance condition, i.e. the activity of each voxel should contribute equally to any subset: 
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For instance, the subsets can be selected from the list-mode data in chronologic order [Lev2001] or 
in geometric domain [Pop2004]. However, in the case of in-beam PET there are several restrictions 
for subsets selection in order to satisfy the balance condition (4-30). Subsets cannot be selected 
chronologically (for example, 1-st subset corresponds to events collected during the 1-st minute of 
irradiation and so on), because different regions of a tumor are irradiated at different moments of 
time (figure 2-1) and the balance condition is not satisfied (activity of voxels irradiated at the 1-st 
minute contributes more to the 1-st subset). The limited-angle geometry of the in-beam PET scanner 
does not allow to select subsets in a geometric domain. Therefore, subsets of the same size filled by 
a random extraction of events from the complete list-mode dataset are chosen for in-beam PET data: 
 
ssmtmtmit NNmNtrrieS /,,..,1},,..,|{ )1(1)1( ==== +−+− ,                (4-31) 
 
where ie  is the i-th event of list-mode data, r1,..,rN are N non-recurring random numbers selected in 
the range ],1[ N , N is the size of the list-mode dataset, and m is the subset size. Since the numbers 
r1,..,rN are non-recurring, each event hits one and only one subset. The method is named randomly 
filled subsets – expectation maximization (RFS-EM). It has two free parameters: number of subsets 
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in particular iteration and the total number of iterations. The optimization of these parameters for 
the reconstruction of in-beam PET data is discussed in section 4.5. 
 
 
Figure 4-2: Schematic view of workflow of ML-EM and OS-EM algorithms. The ML-EM algorithm 
processes a whole dataset and updates the reconstruction image once per iteration. The OS-EM 
algorithm processes subsets of data and updates the reconstructed image several times within a 
single iteration.  
 
 
4.3 Implementation of iterative algorithms for in-beam PET 
 
The main issue for realization of the iterative algorithm (4-28) is the correct and complete 
definition of the system matrix A. Ideally, this matrix should include all physical and geometric 
properties of the system. The most important components are: 
- random coincidences; 
- detector efficiency; 
- attenuation of photons in the matter; 
- scattering of photons; 
- geometric form of the detector heads; 
- parallax error; 
- size and position of the image space. 
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It is not feasible to directly calculate the matrix because of its large size (around 1012 elements) and 
the dependence of some matrix properties on the imaged object (i.e. attenuation and scattering) 
which implies a complete recalculation of the matrix for each patient. Therefore, the components of 
the system matrix are calculated and applied separately.   
 
Correction for the random coincidences. Random coincidences (R) are excluded from the 
prompt coincidences (P) during the measurement by subtracting delayed coincidences (discussed in 
section 2.3). In this case the number of true coincidences T = P - R does not follow the Poisson 
distribution. Several algorithms use a shifted Poisson model [Li2006] or the incorporation of the 
correction for random coincidences into the reconstruction [Lla1993, Pol1991]. For in-beam PET 
the number of random coincidences does not exceed 1 % for typical irradiation field. Therefore, the 
implementation of the standard Poisson model does not lead to a significant loss of quality 
[Lau1999]. 
 
Correction for the detector efficiency. Each detector of a PET system has its own efficiency. 
For an equal number of photons with the same characteristics different detectors register different 
number of counts. This happens because, e.g. of inhomogeneity of scintillation crystals, deviation in 
characteristics of PMT for different detectors, manufacturing related fluctuations like differences in 
light coupling or homogeneity of the reflecting surfaces. For the BASTEI scanner differences in 
detector efficiency are measured with the 22Na scan [Lau1999]. The scan provides a possibility to 
distribute a certain amount of activity equally between all channels. Using differences in measured 
counts the coefficients of efficiency are calculated for each channel. These coefficients are later 
applied to the measured data. 
 
Attenuation correction. Attenuation correction in conventional PET is usually based on a 
transmission scan using line sources of a positron emitter rotating around the object. For each 
channel an attenuation correction factor is calculated as the ratio of the count number of the blank 
scan to the count number of the scan with an object. This method cannot be utilized for in-beam 
PET because it is impossible to implement a system for transmission scan under the conditions of 
an irradiation facility. Therefore, a method for calculation of attenuation coefficients based on a CT 
scan of the patient has been developed [Pön2003a, Pön2003b]. It closely follows the approaches of 
PET/CT. However, whereas in PET/CT the coregistration of the attenuation map and the PET data 
is straightforward since both imaging modalities are mounted on one and the same gantry, a more 
sophisticated approach is necessary for in-beam PET. Here the stereotactic coordinates used for 
patient positioning and the table angle from the treatment plan are also utilized for coregistrating the 
PET images with the CT taken at a remote CT scanner. Because a part of the patient couch is 
located in the field of view (FOV) of the scanner it is first necessary to build a united CT image 
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combining all objects within the FOV (figure 4-3). For each voxel of the united CT image the 
densities of the tissue are calculated using Hounsfield unit (HU) – density calibration curve  
(figure 4-4).  
 
 
Figure 4-3: Left: FOV of the scanner (limited by red arrows) includes not only the patient’s mask 
(a) but also a part of the table support (b). Right: a CT scan of the patient within the mask (a) is 
combined with a CT scan of the support (b). The resulted CT image (a + b) includes all information 
for calculation of attenuation map. After [Pön2003b]. 
 
 
Figure 4-4: Calibration curve for the conversion of the Hounsfield units of the CT scanner 
(Siemens Somatom plus 4 of the DKFZ Heidelberg) into density at 120 kV tube voltage [Lau1999]. 
The symbols (+) correspond to measured values obtained from tissue substitute materials. After 
[Pön2003b]. 
 
According to the mass attenuation coefficients (μ/ρ [cm2 g-1]) the tissue is subdivided into three 
groups: air (HU = [−1000, −200]), soft tissue (HU = (−200, 200]), and bone (HU = (200, 3071]). 
Then the linear attenuation coefficient (LAC) of a particular voxel can be calculated as: 
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where (μ/ρ)soft is the mass attenuation coefficient for the soft tissue and ρ is the density of the tissue 
within the voxel. To obtain the LAC for each channel a summation over all voxels of the channel is 
performed: 
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Scatter correction. The correction for scattered events for in-beam PET has been developed 
[Pön2003b] on the basis of single scatter simulation (SSS) approximation [Wat1995]. Firstly, a 
sample of around 7000 scatter points is randomly distributed through the scatter volume (figure  
4-5). For each scatter point S there are two distinct contributions to the single scattered coincidences 
depending on side (Q1 or Q2). The scatter contribution to the channel AB is calculated according to: 
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where μ(E, s) and μ(E ', s) are the LAC calculated before and after scattering, respectively. The 
photon energy E ' corresponds to the scatter angle θ, Ωd
dPsc )(θ  is the Compton scatter probability 
calculated by the Klein-Nishina equation. The factors WA and WB are the solid angles of the detector 
crystals A and B, respectively as seen from the scatter point S. Finally, the scatter fraction of each 
channel is normalized:  
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where Nscatt is the global number of scatter events calculated by additional Monte-Carlo simulation 
taking into account the total number of registered coincidences. 
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Figure 4-5: Trajectories of scattered photons that undergo single Compton interaction at S are 
detected in the channel AB. After [Pön2003b]. 
 
Geometric component and correction for the parallax error. The geometric component of the 
system matrix describes the probability that a straight line (representing a γ-ray pair) going through 
a certain point of the image space (representing the annihilation point) crosses the surfaces of both 
crystals of a channel (figure 4-6). This probability depends on the position of a point relative to the 
channel and on the angle between the surfaces of the crystals. Methods for the calculation of a 
geometric component are discussed in section 4.4.  
 
 
Figure 4-6: Geometric component of the system matrix. Left: three lines cross the point A, however, 
only the line l3 crosses the surfaces of the both crystals. The probability that a line of a randomly 
chosen direction containing the point A crosses the surfaces of the both crystals represents the 
geometric component of the system matrix. Right: the geometric component of the system matrix 
depends on the position of a point within the channel. For the point C the geometric component is 
much lower than for the point B. 
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The parallax error appears when a photon arrives on the surface of one crystal but is registered 
by the neighbor crystal (figure 4-7 left). This effect appears because a photon does not immediately 
convert to visible light when entering the scintillation crystal. Normally, it travels some distance, 
called depth of interaction (DOI), within the scintillation material before turning into visible light. 
DOI is distributed according to the Lambert-Beer law:  
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where d(x, λ) is the probability that a photon travels a distance x within the crystal and λ is the mean 
DOI of 511 keV photons for a specific scintillation material. For the BGO crystal λ = 18 mm and 
0 ≤ x ≤ 20 mm [Lau1999]. The DOI value is computed as: 
 
)ln(ξλ−=x ,                                                       (4-37) 
 
where ξ  is a random variable distributed uniformly within the interval [exp(-xmax/ λ), 1]. Monte 
Carlo simulation for the DOI is included into the calculation of the geometric component of the 
system matrix (figure 4-7 right). 
 
 
Figure 4-7: Parallax error (left). One of the photons caused by annihilation at point A crosses the 
surface of the crystal 2. However, it travels further and finally contributes to the crystal 1. In this 
case the coincidence is registered in the channel formed with the crystals 1 and 4. This causes 
uncertainty in reconstruction because the original annihilation point A lies outside the channel 
which registers the coincidence. Simulation of the DOI (right). Both ends of the original 
coincidence line (solid black) are prolonged with sections x1 and x2 (dashed black) calculated 
according to the equation (4-37). The new ends are projected back onto the crystal surfaces and a 
new coincidence line (red) is built. 
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Correction for image size. Ideally, the image space must cover exactly an area where activity 
appears. However, in practice the size of the image is chosen to cover the area of the expected 
activity which does not always fully agree with the area where activity actually appears. Therefore, 
there is activity outside the image space as well as there are some areas inside the image with no 
activity. Additionally, the channels of the PET scanner have different intersection volumes within 
the image. This leads to reconstruction artifacts at the edges of the region of interest (ROI) (figure 
4-8). The correction coefficient is calculated for each channel of the scanner as integrated geometric 
contribution of all voxels of the image space to this channel: 
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j
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where aij represents the geometric component of the system matrix. 
 
 
Figure 4-8: Schematic view of the image space and several detector crystals of the scanner (a). 
Channels crossing central voxels of the image have a higher track within the image space compared 
with channels crossing the edges of the image. For example, the channel formed by the crystals 1 
and 10 crosses 10 voxels of the image space, whereas the channel formed by the crystals 4 and 10 
contributes to 4 voxels only. When two point sources (b) are reconstructed without correction for 
the channel length, it causes significant edge activation (c). The correction coefficients applied to 
each channel result in an appropriate reconstruction (d). 
  
Filtering. It is absolutely necessary to filter the reconstructed image after each iteration 
because the low number of registered events leads to a very inhomogeneous distribution of activity 
within the reconstructed image. High frequencies in this inhomogeneous distribution are amplified 
within the next iterations and the reconstructed image converges to just several points with 
extremely high activity (figure 4-9). A 3D median filter is proposed [Lau1999] to address this 
problem. Each internal voxel of the image is replaced by a median value calculated through a set of 
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27 voxels: the voxel itself and its 26 neighbor voxels. For the boundary voxels the number of 
neighbor voxels reduces. The median filter smoothes the image and enormously removes high 
frequencies (spikes) without smoothing edges. 
 
Figure 4-9: Reconstructed images after 5 iterations of the ML-EM algorithm without (left) and with 
median filtering (right). 
 
Taking into account all the corrections introduced above the equations of ML-EM (4-28) and 
RFS-EM (4-29) algorithms can be rewritten as following: 
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where )()( delayedi
promt
i pp −  is the correction for the random coincidences, wi is the correction for the 
image space, μi is the attenuation correction, and aij are elements of the system matrix which include 
the geometric component and the correction for the parallax error. 
 
 
4.4 Methods for the calculation of the geometric component of 
the system matrix 
 
There are two main classes of techniques for computing the geometric component of the 
system matrix: on-the-fly and precalculation. On-the-fly techniques compute the system matrix each 
time during the reconstruction whereas in precalculation techniques the system matrix is calculated 
once and stored. On-the-fly methods avoid the storage of a huge matrix compromising, however, 
between computational time and accuracy [Bee2002, Hue2000, Kud2002, Lau2000]. Precalculation 
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techniques allow to very precisely compute the system matrix. The main challenge of these 
algorithms is, however, to compactly store around 1012 elements of the matrix and provide fast 
access to them during the reconstruction. Numerous schemes of indexing and compaction can be 
used in order to reduce the storage size of the system matrix [Joh1995, Oll1996, Raf2003, Sel2000, 
Wor2004]. 
Two methods have been developed for the calculation of the geometric component of the 
system matrix for in-beam PET. The on-the-fly technique [Lau1999] provides fast and rough 
calculations simultaneously with reconstruction, whereas the spline approximation method 
[Sha2007b] uses very precise precalculation, compact storage, and further retrieving of necessary 
elements during reconstruction. 
 
 
4.4.1 On-the-fly method 
 
The on-the-fly method calculates the system matrix values within the channels for which at 
least one event was measured. The volume of each such channel is sampled by a number of lines 
(usually, not more than ten) whose endpoints are randomly distributed over the crystal surfaces 
(figure 4-10). The system matrix value for the particular voxel of the image space is defined as the 
number of lines crossing this voxel. The total number of lines used for the system matrix calculation 
for one channel is called level of the method. The higher the level, the more accurate and slower the 
calculation. 
 
 
Figure 4-10: Schematic diagram of the on-the-fly algorithm (2D case). Five randomly selected 
lines connect two crystals. The value of the system matrix ai is defined as the number of lines 
crossing the i-th pixel of the image space: a1 = a3 = a6 = a9 = 1, a4 = a7 = 2, a2 = a5 = a8 = 3. 
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4.4.2 Spline approximation method 
 
The spline approximation method consists of two parts. The first part includes the 
precalculation of the system matrix elements in a continuous image space using Monte Carlo 
simulations and the compact storage of the system matrix. This step has to be performed only once 
and depends only on the geometry of a PET scanner. The second part is performed during the 
reconstruction. It includes the loading of the system matrix into the memory and the calculation of 
required elements. The first part consists of the following steps: 
- definition of the system symmetries and selection of channels for which the calculation of 
the system matrix is required; 
- definition of the points within the image space for each selected channel and computing the 
system matrix values at these points by means of Monte Carlo simulations; 
- approximation of the calculated system matrix values using splines; 
- compact storage of the coefficients of the splines.  
The second part consists of loading the spline coefficients into the memory and approximating the 
system matrix values for points and channels required by reconstruction.  
 
Monte Carlo simulations for the calculation of the geometric component of the system matrix at a 
certain point 
To calculate the probability that an annihilation which occurred at a certain point P is 
registered by the dedicated pair of crystals (crystal1, crystal2) (figure 4-11), the following Monte 
Carlo algorithm is proposed:  
1. Generate random numbers [ )πϕ ,0∈  and [ ]1,1cos −∈φ .  
2. Create a line passing through the point P using )cos,sinsin,cos(sin φϕφϕφ  as the 
direction vector (figure 4-11 right). 
3. If the line crosses the surfaces of both crystals, increment a counter. 
4. Repeat steps 1–3 (104 times for the BASTEI scanner). 
5. Take the probability equal to the counter. 
Figure 4-11 (right) shows two events: event 1 generated with )11 ,( φϕ is not registered by both 
crystals and rejected; event 2 generated with )( 22 ,φϕ  is registered by both crystals and increments 
the counter for point P. Since the angle φ  does not exceed a certain value maxα  (figure 4-11 left) 
for any registered event for any channel and any point, it is possible to reduce the segment for 
generation the φcos  from [-1, 1] to [ )arccos(),arccos( maxmax αα− ] only and, therefore, the 
number of repetitions required by the Monte Carlo algorithm (step 4) is reduced by a factor of 
max2/ απ  without any accuracy loss. To have comparable values of probability for the different 
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points and different channels (tubes of response – TOR) the same random sequence )cos,( φϕ  is 
used in all calculations.  
 
 
Figure 4-11: Monte Carlo algorithm for calculation of the geometric component of the system 
matrix. Left: a maximum acceptance angle αmax. Right: display of the workflow for the calculation 
of the system matrix value at the point P for the channel “crystal 1 – crystal 2”. By generating 
random values of the direction vector a set of events is created. Some of the events are registered by 
both crystals and accepted (e.g. event 2), others are rejected (e.g. event 1). Different points 
depending on their intra-TOR position have different numbers of accepted events for the same 
random sequence of the direction vectors and, therefore, a different value of the system matrix. 
 
Intra-TOR coordinate system and net of key points 
An intra-TOR coordinate system (XTOR, YTOR, ZTOR) is used to simplify navigation inside a TOR 
(figure 4-12). The ZTOR axis coincides with a base line of the TOR which connects the centers of the 
crystals forming the TOR. XTOR and YTOR are chosen to cross the centers of the corresponding side 
planes which form the TOR. Additionally, XTOR, YTOR, ZTOR form acute angles with the appropriate 
axes of the main coordinate system (CS) X, Y, Z. Conversion between coordinates of a point in the 
intra-TOR CS and in the main CS is performed by the following formula: 
 
TORTORTOR oppT −= ,                                                    (4-42) 
 
where TTOR is 3 × 3 matrix transforming the coordinates of the basis vectors of the intra-TOR CS 
into the main CS, pTOR is the vector of the coordinates of the point in the intra-TOR CS, p is the 
vector of the coordinates of a point in the main CS, and oTOR is the vector of the coordinates of the 
origin of the intra-TOR CS in the main CS. 
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The space inside the TOR is covered by a net of key points (NKP) which consists of h slices, 
w  ×  l points in each slice (figure 4-12) and is defined by the formula: 
zyxijkijk kjiPPhkljwiPNKP eee +++===== 0},,..,1;,..,1;,..,1|{ ,          (4-43) 
 
where P0 is the initial point of the NKP and has minimal coordinates among all NKP points, 
)( zyx e,e,e  are the vectors which are collinear with the proper intra-TOR axes (XTOR, YTOR, ZTOR). 
 
 
Figure 4-12: Intra-TOR coordinate system and the net of key points (NKP). 
 
Pre-calculation of the system matrix for a particular TOR 
For each point of the NKP a value of the system matrix 
ijkP
a is calculated using the described 
Monte Carlo method. The points of the NKP are grouped into w × l lines of key points (LKP) with 
},..,1|{ hkPLKP ijkij ==  which are parallel to the ZTOR axis. For each LKP an approximation is 
built by means of the least squares method. Four splines are used as basis functions. This basis 
provides a precise approximation of the values of the system matrix for a single LKP (figure 4-13). 
The coefficients of the splines are stored into a binary file. 
 
System symmetries 
There are many TOR which have the same system matrix values for the points with the same 
absolute values of the intra-TOR coordinates. This can be used to reduce the number of TOR for 
which the system matrix calculation is required. The position of any crystal of a PET scanner is 
completely defined by a center point and a direction vector. Therefore, the TOR is defined by four 
triplets: centers and direction vectors of both crystals: 
 [ ] [ ]{ }),,(),,,(,),,(),,,(},{ 22222211111121 uzuyuxzyxuzuyuxzyxcrystalcrystalTOR ==   (4-44) 
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Figure 4-13: Curve of number of registered events for one LKP calculated using Monte Carlo 
method and its approximation by means of four splines basis. 
 
The TOR are divided into non-overlapping sets using values of direction vectors and deviations in 
crystal positions along the X and Y axes (figure 4-14): 
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The calculation of the system matrix for the NKP and the approximation with splines is 
performed for only one TOR in each set. 
 
Calculation of the system matrix value for a particular point using pre-calculated splines 
For the calculation of the system matrix value for a particular voxel-TOR pair first the system 
matrix values for all eight corner points of the voxel are calculated and then an average value is 
found. In order to calculate the system matrix value for particular point-TOR pair, the following 
steps are performed: 
- the coordinates of the point are transferred into the intra-TOR coordinate system; 
- the four nearest LKP are found; 
- the coefficients of the proper approximation splines are retrieved; 
- the system matrix value is calculated using the values of the four nearest points from the 
proper LKP and bilinear interpolation (equation 4-46 and figure 4-15). 
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Figure 4-14: Example of a symmetry set (schematic 2D view). The symmetry set consists of 4 
channels: 1-7, 2-8, 3-5, 4-6. The common characteristics for all channels are: the same deviation in 
crystal positions ∆y and the same absolute values of direction vectors.  For the 3D case the 
direction vectors have 3 components and the deviation in crystal positions is measured in 2 planes 
(∆y and ∆x). On this schematic view the distance between the heads, sizes of the heads and detector 
crystals are not proportional to the original components of the scanner. 
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Figure 4-15: Computation of a system matrix value for a point P(x, y, z) is done by the bilinear 
interpolation of the approximation spline values calculated at the points ai+1k(z), aik (z), ai k+1 (z), and 
ai+1 k+1(z). 
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Workflow of the method 
Based on the described techniques for the calculation of the system matrix for a particular TOR 
and for creation of the symmetry sets, the method results in a workflow including the following 
steps performed only once: 
1. Division of the whole set of TOR of a PET scanner into symmetry sets. 
2. For one TOR of each set: 
  - creation of the NKP; 
  - Monte Carlo simulation for each point of the NKP; 
  - calculation and storage of the coefficients of the approximation splines.  
The computation of the system matrix value for a particular point-TOR pair includes the following 
steps performed during the reconstruction for each point-TOR pair: 
- finding a symmetry group corresponding to the TOR; 
- retrieving the coefficients of approximation splines; 
- calculating the system matrix value using the bilinear interpolation of the 4 nearest LKP.  
The described method has been applied to the in-beam PET scanner BASTEI (table 4-1). 
 
Table 4-1: Numeric characteristics of the BASTEI scanner, time and memory resources required 
for a system matrix processing. Calculations have been performed on a single Intel Xeon 2.83 GHz 
processor. 
Number of TOR (without symmetries) 4 194 304 
Number of TOR (with symmetries) 26 072 
Symmetry compression factor, % 99.4 
Size of one crystal, width × length × height, mm 6.7 × 6.7 × 20 
NKP size for TOR, w × l × h, points  9 × 9 × 100 
Total number of points for which Monte Carlo simulation of probability is 
required 2.1 × 10
8 
Time required for the Monte Carlo simulation at 26072 × 9 × 9 × 100 = 
2.1 × 107 NKP points, hours 204 
Memory required to store coefficients of approximation splines for all TOR, 
MByte 272.4 
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4.4.3 Comparison of the on-the-fly and spline approximation methods 
 
By definition, the system matrix value for a particular point-TOR pair is the probability that an 
event coming from the point is registered by the pair of crystals which form the TOR. This value 
can be calculated by Monte Carlo algorithm in a straightforward manner, i.e. one can emit a 
significant number of events from the point (histories), observe how many of these events are 
registered within the TOR, and calculate the system matrix value as the number of registered events 
divided by the total number of emitted events. If the total number of histories is the same for all 
point-TOR pairs, the division operation can be omitted and the system matrix value can be taken 
simply as the number of registered events. The system matrix values for the NKP are calculated 
using this technique in the spline approximation method. Since this calculation is performed only 
once, it is possible to calculate the system matrix values at the NKP with a rather high number (104) 
of histories for each point, i.e. very accurately. The inaccuracy of the method is introduced by the 
further approximation by means of the basis splines and the bilinear interpolation. Contrary to the 
calculation of the system matrix by definition, the on-the-fly technique is "TOR driven", i.e. the 
events are determined by pairs of crystals and increase the system matrix value for voxels they cross 
(figure 4-10). As elements of the system matrix are calculated during the reconstruction in the on-
the-fly algorithm, the number of histories within a TOR (level) is taken low (from 1 to 10) to save 
computing time. Notwithstanding the different approaches, both methods converge to the system 
matrix calculated by definition. For this the number of points in the NKP together with the number 
of splines (for the spline approximation method) and the level (for the on-the-fly method) have to be 
increased.  
The accuracy of both methods for the system matrix calculation (on-the-fly and spline 
approximation) was studied by analyzing the normalized mean square error (NMSE): 
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where ia is the system matrix value calculated for a particular point-TOR pair by definition using a 
very high number of histories (108) compared with 104 histories used for calculating the system 
matrix values at the NKP with the spline approximation method, ∗ia is the corresponding value of 
the system matrix calculated for the same point-TOR pair by the different approximation methods, 
and N is the total number of point-TOR pairs selected for the error calculation. To make this study 
feasible in terms of computer workload, the calculation of NMSE was restricted to 106 randomly 
chosen point-TOR pairs over the whole image space. The method with spline approximation 
achieves high accuracy (NMSE = 0.00047) and runs with the same speed as the on-the-fly method 
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with the level equal to 50. The calculations of NMSE were also performed for the on-the-fly method 
with the different levels (figure 4-16 left). For a visual comparison of the accuracy all system matrix 
values were calculated for one TOR with two different methods (figure 4-16 right).  
 
 
Figure 4-16: NMSE for the on-the-fly method with different levels compared with spline 
approximation method (left). Central slice of one TOR filled with system matrix values calculated 
by means of the on-the-fly method with the level equal to 5 (a), 10 (b), 20 (c), 100 (d), 1000 (e) and 
the spline approximation method (f). 
 
The advantages of the spline approximation method are its precision and stability. Once the 
spline coefficients have been calculated the method returns constant (non-stochastic) results. In 
contrast, the on-the-fly method produces stochastic results each time it calculates system matrix 
values for a TOR during forward- or backprojection of a single event. Although the spline 
approximation method is 5 times slower than the on-the-fly method with level = 10, the NMSE is 
for the spline approximation method 2 100 times lower. Therefore, the speed to error ratio for the 
spline approximation method is 420 times better than for the on-the-fly method.  
 
 
4.5 Optimization of reconstruction parameters 
 
In this section two reconstruction algorithms for in-beam PET are evaluated: ML-EM (4-39) 
and RFS-EM (4-40). The following parameters are optimized for these algorithms:  
- size of the image element (voxel); 
- reconstruction scheme for the RFS-EM algorithm; 
- method for calculation of the system matrix (on-the fly or spline approximation). 
Both algorithms with optimized parameters are compared with each other. This comparison and the 
optimization of the parameters are performed based on the image quality criteria (chapter 3). Firstly, 
the quality of images reconstructed with different values of parameters is evaluated with the NEMA 
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phantoms. Secondly, the best values of parameters are used to reconstruct the simulated patient 
data. The reconstructed images are evaluated visually. Additionally, the RMSE is analyzed. Finally, 
the range modification test is performed. Data of eight patients have been used for evaluation in the 
study. Images of two typical cases (head-and-neck and pelvic fields) (figures 3-6 and 3-7) are 
presented in this work. The ML-EM algorithm (4-39) with the standard parameters [Lau1999] (table 
4-2) is exploited in the clinical routine at GSI since 1997. Ten years of experience as well as results 
of test of the sensitivity of the algorithm to range modifications [Sko2007, Fie2008b] have proven 
sufficient quality of the images produced with this standard ML-EM algorithm. The aims of the 
optimization process are mainly to increase performance of the reconstruction keeping the quality 
on the level of the standard ML-EM method and to improve the image quality by reducing the 
reconstruction artifacts caused by the limited geometry of the scanner and extremely low counting 
statistics. 
 
Table 4-2: Parameters of the standard ML-EM algorithm  
Number of iterations 50 
Voxel size, width × length × height, mm3 1.6875 × 1.6875 × 1.6875 
Method for system matrix calculation on-the-fly, level = 10 
 
 
4.5.1 Size of image element 
 
The size of the image element (voxel) influences significantly the quality of the image. Small 
voxel size increases the resolution but produces high fluctuations of the signal (noise). In contrast, 
large voxel produces homogeneous images, however, with low resolution. The size of the voxel is 
always a compromise between suppressing signal fluctuations due to lowly populated bins (so 
called “salt and pepper” noise) which requires larger voxel size, and recovering small imaging 
details which requires smaller voxel size. The present voxel side-length used for the BASTEI 
scanner, 1.6875 mm, is exactly 1/4 of the crystal width [Lau1999]. This 1/4 relation between voxel 
and crystal sizes follows the proposal made in [Bro1979, Her2005] for 3D imaging tomography 
which assumes data sets of high statistics (orders of magnitude superior to in-beam PET) and a full 
ring geometry. Increasing the voxel size may allow to speedup the reconstruction keeping the image 
quality on the acceptable level under the condition of a very low counting statistics and quality 
requirements of in-beam PET. Reconstruction with different voxel sizes were first performed with 
the two types of NEMA phantom (table 3-1). Taking into account the low spatial resolution in the 
direction perpendicular to the head of the in-beam scanner (ZPET) [Lau1999] additional increasing of 
the voxel size in this direction might be feasible. Optimum voxel volumes were selected by means 
of the analysis of the image quality by visual inspection, contrast recovery, and the RMSE. Then the 
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reconstructions of the patient data were performed with different voxel sizes in order to prove the 
previously selected optimum volumes of voxel . 
The NEMA phantoms were simulated according to the parameters presented in table 3-1. 
Information about counting statistics is summarized in table 4-3. The phantoms were positioned 
inside the scanner as shown in figure 3-2 A. Reconstructions have been performed with the standard 
ML-EM algorithm, i.e. all the parameters except the voxel size were fixed as given in 
table 4-2. Figure 4-17 presents central slices of the phantoms reconstructed with the different voxel 
sizes. 
 
Table 4-3: Characteristics of the simulated NEMA phantoms. 
Type of 
phantom 
Number of 
annihilation 
points 
Concentration of 
annihilation points in hot 
activity zones, mm-3 
Concentration of 
annihilation points in 
background, mm-3 
Number of 
registered 
events 
Standard 
NEMA 2.25 × 10
6 4.18 1.04 94 626 
Small 
NEMA 1.35 × 10
6 17.8 4.45 84 040 
 
 
 
Figure 4-17: Standard (left) and small (right) NEMA phantoms. The distributions of annihilation 
points are presented in images (A) and (a). The standard ML-EM reconstructions were performed 
for the following voxel sizes (mm3): 1.6875 × 1.6875 × 1.6875 (B), 2 × 2 × 2 (C), 3 × 3 × 3 (D), 
3 × 3 × 4 (E), 3 × 3 × 5 (F), 4 × 4 × 4 (G), 4 × 4 × 6 (H), 5 × 5 × 5 (I), 1.6875 × 1.6875 × 1.6875 
(b), 1.6875 × 1.6875 × 2 (c), 1.6875 × 1.6875 × 3 (d), 2 × 2 × 2 (e), 2 × 2 × 3 (f), 3 × 3 × 3 (g), 
4 × 4 × 4 (h), 5 × 5 × 5 (i). 
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Strong reduction in background variability with increasing voxel size is observed. At the same time, 
too large voxels lead to complete smoothing of the small hot activity spheres as well as to filling of 
the cold spheres with activity (e.g., figures 4-17 I and 4-17 i). The local contrast recovery (figure  
4-18 left) was calculated using the equations (3-3) and (3-4). The best contrast recovery is achieved 
with the smallest voxel. For the standard NEMA phantom there is no strong correlation between the 
size of the hot spot and its contrast recovery, e.g. sphere 2 is almost not distinguishable from the 
background, but for sphere 1 the contrast recovery achieves 90 %. For the small NEMA phantom 
the bigger the hot spot the higher the contrast recovery. Such a difference between behavior for the 
standard and small phantoms is explained by the different sizes of the phantoms and the different 
counting statistics which lead to four times lower concentration of annihilation points for the 
standard NEMA phantom (table 4-3).  
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Figure 4-18: Contrast recovery and the root mean square error (RMSE) for reconstructions of the 
standard (top) and for the small (bottom) NEMA phantoms with different voxel sizes (in mm3). 
Spheres are numbered from the smallest to the largest as shown in figure 4-17 (A). The first four 
spheres represent hot spots, the last two spheres represent cold spots. 
 
The analysis of the RMSE (figure 4-18 right) points to the biggest voxel as optimum. It 
smoothes well reconstructed images and, therefore, reduces RMSE. Compromising between a 
homogeneity of the image and a good contrast recovery and taking into account the results of the 
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visual inspections 3 × 3 × 3 mm3 (figure 4-17 D) and 2 × 2 × 3 mm3 (figure 4-17 f) voxels are 
selected for the standard and small NEMA phantoms, respectively. 
Two patient cases (chapter 3, table 3-3) illustrate the analysis of reconstruction with different 
voxel sizes. The counting statistics is summarized in table 4-4. Relative counting statistics (number 
of coincidence events per cubic millimeter of the image space) is more than two times lower for 
Patient 2 as compared with Patient 1 (0.006 events/mm-3 against 0.015 events/mm-3 , respectively).  
 
Table 4-4: Characteristics of the simulated patient data 
Number of registered events Patient Reconstruction 
field type 
Image space size, 
mm3 underrange normal range overrange
Patient 1  Head-and-neck 190 × 122 × 122 42 238 42 578 43 611 
Patient 2 Pelvic 398 × 152 × 136 50 576 50 593 51 137 
 
Requirements for the evaluation of the head-and-neck and pelvic patients are different. For 
examination of head-and-neck cases information about activity in the cavities must be available in 
the reconstructed images. It is generally required to have high resolution images for the head-and-
neck cases due to the presence of very radiosensitive organs at risk (e.g., optical nerves, spinal cord) 
and small bone structures which are used as markers for position verification. For the pelvic 
irradiation the main requirement is a good agreement with the reference image of annihilation 
points for verifying the maximum of the range. Organs at risk at the pelvic region are rather big 
(e.g. rectum, bladder). Therefore, pelvic cases do not require high resolution images. 
Reconstructions with the different voxel sizes are presented in figures 4-19 (Patient 1) and 4-20 
(Patient 2).  
 
  
Figure 4-19: Patient 1. Annihilation points distribution (A), reconstruction performed with the 
voxels 1.6875 × 1.6875 × 1.6875 mm3 (B), 1.6875 × 1.6875 × 2 mm3 (C), 2 × 2 × 2 mm3 (D), 
2 × 2 × 3 mm3 (E), and 3 × 3 × 3 mm3 (F). 
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Visual analysis suggests 2 × 2 × 3 mm3 voxel for Patient 1 being an optimum, because 
reconstruction with the bigger voxel (3 × 3 × 3 mm3) leads to smoothing the activity in the cavity 
(figure 4-19 F). For the Patient 2, the 3 × 3 × 3 mm3 voxel (figure 4-20 D) seems to be the optimum. 
Behavior of the RMSE is the same as for the NEMA phantoms: the bigger the voxel, the smaller the 
RMSE. The RMSE for Patient 2 is almost two times higher than for Patient 1, because in the case of 
Patient 2 relative counting statistics is two times lower. 
 
 
Figure 4-20: Patient 2. Annihilation points distribution (A), reconstruction performed with the 
voxels 1.6875 × 1.6875 × 1.6875 mm3 (B), 2 × 2 × 3 mm3 (C), and 3 × 3 × 3 mm3 (D). 
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Figure 4-21: RMSE for the Patient 1 (left) and the Patient 2 (right). 
 
The final and most important part of the evaluation is the test of sensitivity of the 
reconstructions with different voxel sizes to the range modification discussed in chapter 3. Results 
of this test are presented in figures 4-22 (Patient 1) and 4-23 (Patient 2). The range is usually 
characterized by the slope of the tangent line (shown in green for the normal range and in red for the 
modified ranges) to the middle value isolines. The higher the slope the shorter the range. According 
to this definition, the tangent line for underrange (overrange) should lie below (above) the tangent 
line for the normal range. Additionally, 1D profiles of the reconstructed images are used to detect 
the range modifications. The profile analysis is easier and more illustrative compared with the 
4.5 Optimization of reconstruction parameters 
 61
drawing of the tangent lines. However, the profile illustrates activity along a single line only, 
whereas the tangent line analysis involves the whole 2D slice and is, therefore, more representative.  
 
 
XCT / mm
200 300 400
Ac
tiv
ity
 / 
a.
u.
0.0
0.2
0.4
0.6
0.8
1.0
Underrange
Normal range
Overrange
Beam direction
ML-EM
(1.6875 mm)3 voxel
XCT / mm
200 300 400
Ac
tiv
ity
 / 
a.
u.
0.0
0.2
0.4
0.6
0.8
1.0
Underrange
Normal range
Overrange
Beam direction
ML-EM
2 x 2 x 3 mm3 voxel
 
Figure 4-22: Patient 1. Range modification trial. The reconstructions performed with the voxels 
1.6875 × 1.6875 × 1.6875 mm3 (upper row) and 2 × 2 × 3 mm3 (middle row), and the normalized 
1D profiles (bottom row) taken along the scull base (black dotted line on the CT images). 
Deviations in the maximum particle range could be observed inside the black ellipses. 
 
The reconstructed images for Patient 1 with the standard voxel size (figure 4-22, upper row) 
and with the voxel size under evaluation (figure 4-22, middle row) passed the test. As expected, for 
the underrange (figure 4-22, left column) the red tangent lines lie below the green line 
characterizing the normal range. For the overrange (figure 4-22, right column) the red lines lie 
above the green one. These results are confirmed by the profile analysis (figure 4-22, bottom row). 
The maximum particle range in areas inside the black ellipses is smallest for the underrange case 
and highest for the overrange case. 
For the pelvic case (figure 4-23) it is more difficult to recognize the range modification for any 
voxel size because the range is modified by 6 energy steps (equivalent to 6 mm shift in water) only 
(chapter 3). This light modification is poorly seen in large pelvic fields. Furthermore, 3 × 3 × 3 mm3 
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voxels (figure 4-23 right column) almost completely smooth information about the overrange. 
Therefore, the optimum voxel size should be decreased to 2 × 2 × 3 mm3 for the Patient 2. The 
corresponding 1D profiles are depicted in the figure 4-23 (bottom row). The range modifications 
can be detected only in the small areas marked by the black ellipses.  
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Figure 4-23: Patient 2. Range modification trial. Reconstructions performed with the voxels 
1.6875 × 1.6875 × 1.6875 mm3 (left column) and 2 × 2 × 3 mm3 (middle column), and 3 × 3 × 3 
mm3 (right column) and the corresponding profiles taken along the horizontal yellow lines. 
 
Summary 
The process of optimization of the voxel size consists of the following steps: 
- testing a large number of different voxel sizes with the NEMA phantoms (including visual 
evaluation, contrast recovery, and the RMSE analysis); 
- visual inspection of the patient data reconstructions with the selected voxel sizes; 
- testing of sensitivity of the reconstructions to the range modification. 
In all these steps the standard reconstruction (table 4-2) is used as a reference. 2 × 2 × 3 mm3 voxels 
are selected as optimal for the reconstruction of typical in-beam PET cases. With this size the 
number of voxels in the image space is reduced by a factor of 2.5 in comparison with the standard 
voxel size of (1.6875 mm)3. Such optimization also allows to reduce reconstruction time almost by 
a factor of two and results in smoothed images which nevertheless include all important information 
required for the analysis. The proposed voxel size of 2 × 2 × 3 mm3 was tested for reconstruction of 
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data of other patients. Whereas β+-activity distributions for some patients allow even larger voxels 
because of homogeneous field without small cavities, the proposed voxel satisfies all the cases.  
 
 
4.5.2 ML-EM algorithm and the system matrix 
 
In this section the sensitivity of the ML-EM algorithm to the quality of the system matrix is 
studied. The same list-mode data for both patients were reconstructed using the ML-EM algorithm 
with the on-the-fly and spline approximation methods for the calculation of the system matrix 
(figure 4-24). No sufficient differences are observed between the reconstructed images. This 
conclusion is also supported by the analysis of the RMSE which is only slightly better for the spline 
approximation method compared with the on-the-fly (figure 4-25). 
 
  
Figure 4-24: Reconstructions with the on-the-fly (top row) and spline approximation (bottom row) 
methods for the calculation of the system matrix.  
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Figure 4-25: RMSE for the data of Patient 1 (P1) and Patient 2 (P2) reconstructed with the ML-EM 
algorithm with the different methods for the system matrix calculation. 
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Taking into account that the spline approximation method delivers a system matrix with 2 100 
times lower NMSE than the on-the-fly method, it is possible to conclude that the ML-EM algorithm 
for in-beam PET is robust to the uncertainties in the geometric component of the system matrix. 
This behavior of the ML-EM algorithm can be explained particularly by the filtering of the 
reconstructed image applied after each iteration [Cre2006a]. This regular filtering does not allow 
propagation of high frequencies caused for instance by a rough on-the-fly calculation of the 
geometric component of the system matrix. However, it was shown using small simulated phantoms 
that the level for the on-the-fly method should be not less than four in order to achieve a robust 
reconstruction [Cre2006a]. 
 
 
4.5.3 Reconstruction scheme for the RFS-EM algorithm 
 
For the RFS-EM algorithm (equation 4-40) the number of iterations and the number of subsets 
in each iteration must be defined. The reconstruction scheme of the algorithm is described by the 
sequence S1-…-SN, where N is the number of iterations and Si, i=1, ..., N is the number of subsets in 
iteration i. The number of events in a subset equals to Ntotal / Si, where Ntotal is the total number of 
the events. The higher the number of subsets in a particular iteration, the smaller the subset. For 
example, scheme “4-3-2-1” means that there are four subsets in the first iteration (each contains one 
fourth part of the whole list-mode data), three subsets in the second iteration, etc. Such schemes 
with decreasing number of subsets from iteration to iteration are proposed in [She2004]. They allow 
for reconstructing high frequency components in the first iteration steps and then gradually 
recovering low frequencies of the image. In contrast to the ML-EM method, the RFS-EM algorithm 
is sensitive to the quality of the geometric component of the system matrix [Sha2007b]. Therefore, 
the evaluation was performed using both methods for the system matrix calculation – on-the-fly and 
spline approximation.  
More than fifty different reconstruction schemes for RFS-EM algorithm have been tested 
[Sha2008a]. Some of them, showing the best image quality, are presented in figure 4-26. The 
reconstructions performed with only a single pass through the list-mode data which are subdivided 
into the 8 subsets show a very inhomogeneous background (figure 4-26 A, B). Further sequential 
application of larger subsets leads to the background smoothing (figure 4-26 C, D). The 
reconstructions performed with the spline approximation method for system matrix calculation for 
the standard NEMA phantom are smoother than those performed with the on-the-fly method. For 
the small NEMA phantom the differences between the reconstruction schemes do not appear to be 
essential. Images reconstructed with the scheme “8-6-4-2” (figure 4-26 c, d) seem to be slightly 
better than others. This is also confirmed by the RMSE calculation (table 4-5).  
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Figure 4-26: NEMA phantoms reconstructed with different schemes of RFS-EM algorithm. The 
standard NEMA phantom reconstructed with schemes “8” (A, B) and “8-6-4-2” (C, D). The small 
NEMA phantom reconstructed with schemes “8” (a, b),”8-6-4-2” (c, d), and “4-2-1” (e, f). The 
system matrix was calculated on-the-fly for the reconstructions (A), (C), (a), (c), and (e) and with 
the spline approximation method for other cases. The reconstructions have been performed with the 
3 × 3 × 3 mm3 voxels for the standard NEMA phantom and with the 2 × 2 × 3 mm3 voxels for the 
small NEMA phantom. 
 
Table 4-5: RMSE for RFS-EM reconstructions. 
RFS-EM scheme System matrix Standard NEMA 
Small 
NEMA Patient 1 Patient 2 
“8”  on-the-fly 1.42 2.01 1.91 3.73 
“8”  spline approx. 1.37 1.92 1.79 3.45 
“8-6-4-2”  on-the-fly 1.22 1.69 1.59 3.45 
“8-6-4-2”  spline approx. 1.18 1.57 1.47 3.13 
“4-2-1”  on-the-fly 1.35 1.99 1.79 3.40 
“4-2-1”  spline approx. 1.32 1.90 1.66 3.15 
 
The contrast recovery statistics (figure 4-27) shows similar results as for the ML-EM algorithm 
(the average contrast recovery is about 40 %). 
Figure 4-28 represents the reconstructions of the patient data with the RFS-EM algorithm 
(reconstruction scheme: “8-6-4-2”). The ML-EM reconstructions (figure 4-28 A and B) are used as 
a reference. The RFS-EM algorithm produces the images with at least the same visual quality as the 
ML-EM method. The emptiness of the cavities is well observed for Patient 1, the shape of activity 
conforms to the one reconstructed with the ML-EM. However, the on-the-fly method for the 
calculation of the system matrix does not provide sufficient quality for the RFS-EM reconstruction 
of the large field in case of Patient 2 and results in distal hot spot artifact (figure 4-28 D). This 
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artifact disappears when the calculation of the system matrix is performed with the high quality 
spline approximation method (figure 4-28 F). 
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Figure 4-27: Contrast recovery for the standard (left) and the small (right) NEMA phantoms 
reconstructed with different schemes of the RFS-EM algorithm and the different methods of the 
system matrix calculation. 
 
 
Figure 4-28: Reconstructions for Patient 1 (left) and Patient 2 (right) performed with the ML-EM 
algorithm (A, B) and the RFS-EM algorithm (reconstruction scheme: “8-6-4-2”) with the system 
matrix calculated on-the-fly (C, D) and with the spline approximation method (E, F). 
 
The reconstructions with the modified range are shown in figure 4-29. In both patient cases the 
range modifications are well recognized. For Patient 2 the overrange is even better detected 
compared with the ML-EM reconstruction (figure 4-23). 
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Figure 4-29: Range modification trials for Patient 1 (left) and Patient 2 (right). Reconstructions 
performed with the RFS-EM algorithm (scheme“8-6-4-2”). For Patient 1 the system matrix was 
calculated on-the-fly, whereas the spline approximation method was used for the Patient 2.  
 
Summary 
The RFS-EM algorithm with the reconstruction scheme “8-6-4-2” delivers images with the 
similar quality as 50 iterations of the ML-EM algorithm. The RMSE is higher for the RFS-EM 
algorithm compared with the ML-EM. This points to a higher noise in images reconstructed with 
the RFS-EM method. However, the recovery of contrast for the NEMA phantoms and the detection 
of the range modifications show the same results for the RFS-EM and ML-EM methods. The time 
required for performing the RFS-EM algorithm with this scheme is almost the same as the time 
required for 4 iterations of the ML-EM method. For large fields with low statistics, e.g. pelvic, a 
precise calculation of the system matrix is required. The RFS-EM algorithm can be started only 
after completion of the measurement because a full list-mode dataset is required for a subsets 
formation. 
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4.6 Reconstruction using time-of-flight information 
 
Modern detectors and electronics utilized in PET do not only detect photons interacting with 
the detector material and decide for a coincidence photon pair but also measure the time of the 
photon-detector interaction with high precision which is the precondition for the time-of-flight 
(TOF) technology. Difference between times of photons detection (ΔTOF) can be utilized during 
the reconstruction. However, there is uncertainty in time detection caused by scintillation material 
of detectors and capability of electronics. Currently commercially available detectors, i.e. lutetium 
oxyorthosilicate (LSO), have the time resolution of 1.2 ns full width at half maximum (FWHM). It 
corresponds to 36 cm distance for a photon traveling with the speed of light. Recent developments 
in scintillation materials have already achieved the time resolution below 100 ps [Glo2006], 
however, systems with such timing resolution are still not commercially available. As discussed in 
chapter 2, the in-beam PET scanner BASTEI is build from the BGO block detectors, which do not 
allow TOF measurements. In order to investigate an advantage of TOF for in-beam PET system 
assuming that it is built from TOF capable detectors, two algorithms have been developed: 1) for 
the commercially available time resolution of 1.2 ns (FWHM) a TOF component was integrated 
into the iterative ML-EM and RFS-EM algorithms [Sha2007a] and 2) a direct TOF algorithm 
(dTOF) has been developed for detectors with the assumed time resolution below 200 ps (FWHM) 
[Cre2007]. 
Measured TOF information is used to redistribute activity between voxels according to their 
distance to the most probable annihilation point (figure 4-30) which is defined by: 
 
2/TOFcMA Δ⋅⋅+= vr ,                                                 (4-48) 
 
where M is the center of the basis line of a channel, vr  is the normalized direction vector from one 
crystal to another, ΔTOF is the measured time difference for a coincidence event, and c is the speed 
of light. For each voxel belonging to the TOR the TOF coefficients are calculated as: 
 ( )CjAtij −= σϕ ,0 ,                                                       (4-49) 
 
where jCA − is the distance between the most probable annihilation point A and the center Cj of 
the voxel j, )(,0 xσϕ is the probability density function of the Gaussian distribution with mean 0 and 
standard deviation σ: 
 
2ln222ln22
cFWHMFWHM sm ⋅==σ ,                                           (4-50) 
 
where FWHMm and FWHMs describe resolution of the system in length and time, respectively. 
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Figure 4-30: Reconstruction without TOF (top) and with TOF (bottom). With the reconstruction 
without taking into account TOF the activity is distributed equally between all voxels of a channel. 
With the TOF reconstruction the most probable point of annihilation A is defined using the time 
difference information (ΔTOF). Each voxel receives a TOF coefficient according to its distance to 
the point A. 
 
The TOF information is included into the iterative algorithms described by equations (4-28) and 
(4-29) in the following way: 
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where tij are the TOF coefficients calculated using equation (4-49). 
If the time resolution of the system is less than 200 ps (FWHM), the calculation of the TOF 
coefficients (4-49) may be restricted to a single voxel only: 
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In this case the forward- and backprojection steps of the iterative algorithms are simplified to the 
processing of a single voxel for each event of the list-mode data, i.e. each event is assigned directly 
to a single voxel using the TOF information. Only a single pass through the list-mode data is 
required: 
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Equation (4-54) defines the dTOF algorithm [Cre2007]. Due to the minor number of calculations 
this algorithm can be performed simultaneously with the irradiation and it provides the 
reconstructed images in real time. 
In order to study the influence of the TOF information on the quality of in-beam PET images 
the standard evaluation procedure including the reconstruction of the simulated NEMA phantoms 
and the patient data with the TOF iterative algorithms (4-51) and (4-52) as well as with the dTOF 
algorithm (4-54) has been performed. The main advantage of the TOF reconstruction algorithms for 
in-beam PET is reduction of elongation artifacts caused by the dual-head geometry of the scanner 
[Cre2006a, Cre2006b, Cre2007, Sha2007a]. In order to illustrate these artifacts the NEMA 
phantoms were placed into the scanner as shown in figure 3-2 (B).  
Significant elongation and smearing of activity is observed in figure 4-31 (images A, E, a, e). 
These images correspond to the reconstructions without TOF. The elongation is reduced for the 
TOF ML-EM and TOF RFS-EM reconstructions with time resolution 1.2 ns (figure 4-31 B, F). 
 
  
Figure 4-31: Standard and small NEMA phantoms (position B – figure 3-2) reconstructions: 
 No TOF 1.2 ns 0.2 ns 0.1 ns 
ML-EM, 50 iterations A, a B, b - - 
RFS-EM, “8-6-4-2” E, e F, f - - 
Direct TOF - - C, c D, d 
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For the small NEMA phantom TOF with time resolution 1.2 ns does not significantly influence the 
image quality (figure 4-31 b, f). The dTOF method with time resolution of 0.1 and 0.2 ns produces 
almost elongation free images for the standard NEMA phantom (figure 4-31 C, D). For the small 
NEMA phantom it is only possible to detect the cold spheres with the dTOF method and time 
resolution of 0.1 ns. The corresponding contrast recovery statistics is presented in figure 4-32. For 
the standard NEMA phantom the dTOF method demonstrated the highest contrast recovery for 
almost all spheres. For the small NEMA phantom the contrast recovery statistics produced by the 
examined reconstruction methods do not differ significantly from each other. 
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Figure 4-32: Contrast recovery for the standard (left) and the small (right) NEMA phantoms. 
 
The reconstructions of the patient data are presented with transversal slices (figure 4-33) in 
order to demonstrate the influence of TOF on elongation artifacts (in contrast to usually shown 
frontal slices). Significant reduction of elongations is observed for TOF reconstructions compared 
with the respective reconstructions without TOF. The dTOF algorithm produces images of good 
quality (figure 4-33 C) just in a single pass through the list-mode data. The noise in the pelvic case 
(figure 4-33 C right) is caused by a low statistics and a single median filtering in contrast to 50 
filtering (after each iteration) for the ML-EM algorithm. A reduction of the RMSE (table 4-6) is 
observed for all TOF reconstructions compared with the respective reconstructions without TOF. 
 
Table 4-6: RMSE for the TOF reconstructions.  
ML-EM             RFS-EM              
TOF  no TOF TOF  no TOF 
Direct TOF            
(time resolution 0.2 ns) 
Patient 1  0.88 1.11 1.22 1.59 0.72 
Patient 2  1.58 2.29 2.55 3.13 1.84 
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Figure 4-33: Transversal view of images for Patient 1 (left column) and Patient 2 (right column). 
ML-EM reconstruction without TOF (A), with TOF resolution 1.2 ns (B), direct TOF reconstruction 
with TOF resolution 0.2 ns (C), RFS-EM reconstruction without TOF (D), and with TOF resolution 
1.2 ns (E).  
 
Summary 
Utilization of TOF information in reconstruction algorithms reduces the elongation artifacts 
caused by the dual-head geometry of in-beam PET scanner and, therefore, reduces the image noise. 
Even a relatively moderate time resolution of 1.2 ns brings a visible improvement of the in-beam 
PET image quality. The same conclusion has been made for a limited angle, dedicated breast, TOF 
PET scanner [Sur2008]. The dTOF algorithm delivers images of acceptable quality just in a single 
iteration. This is the only algorithm which can reconstruct in-beam PET data simultaneously to the 
acquisition during the patient irradiation and provide distribution of β+-activity in real time.  
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4.7 Performance of the reconstruction algorithms 
 
The ML-EM, RFS-EM, and dTOF algorithms have been implemented by means of the C++ 
programming language and compiled using Intel C++ Compiler 9.0. Performance tests have been 
executed on a single Intel Xeon 2.83 GHz processor. The results are summarized in table 4-7. The 
time of calculation of the scatter fraction is excluded from these results because it is the same for all 
algorithms (takes additionally 0.5 - 2 min depending on the ROI size). 
 
Table 4-7: Execution times for different reconstruction algorithms and parameters. 
Execution time, s Reconstruction 
algorithm 
Number of 
iterations 
System 
matrix 
Voxel size, 
mm3 Compact field 
(Patient 1) 
Large field 
(Patient 2) 
ML-EM  50 on-the-fly (1.6875)3 375 550 
ML-EM  50 on-the-fly 2 × 2 × 3 200 250 
ML-EM  50 spline approx. 2 × 2 × 3 715 953 
RFS-EM: 
“8-6-4-2”  4 on-the-fly 2 × 2 × 3 19 31 
RFS-EM: 
“8-6-4-2”  4 
spline 
approx. 2 × 2 × 3 78 125 
TOF ML-EM  50 on-the-fly 2 × 2 × 3 550 700 
TOF RFS-EM: 
“8-6-4-2”  4 on-the-fly 2 × 2 × 3 27 70 
TOF RFS-EM: 
“8-6-4-2”  4 
spline 
approx. 2 × 2 × 3 81 245 
dTOF 1 - 2 × 2 × 2 < 1 < 1 
 
The best time is achieved by the dTOF algorithm. However, this algorithm represents a concept 
only, because detectors with timing resolution below 200 ps (FWHM) are not commercially 
available yet. The best among algorithms without TOF is the RFS-EM. More time is required for 
the reconstruction of the large field, especially for RFS-EM where the precise spline approximation 
method for the system matrix calculation must be used. For the future minimization of the execution 
time the following techniques might be suggested: 
- Parallelization of some reconstruction operations. Forward- and backprojection operations 
for different coincidence events can be done in parallel. Additionally, the number of 
operations with images (summation, division, multiplication) can also be parallelized. 
Several interfaces and directives allowing straightforward high level parallelization are 
available, e.g. OpenMP interface [Eig2008, Jon2006]. 
- Real time forming of subsets for the RFS-EM algorithm. When a new event is measured 
during the data acquisition it can be immediately addressed to one of the subsets. In this 
way, the reconstruction can be started immediately after finishing data acquisition because 
all subsets have been already formed.  
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- Reconstruction can be optimized for a dedicated type of processor. This includes a certain 
size of data structures, specific data types, and dedicated instructions for mathematical 
operations [Ram2008]. 
- Recent studies proved the possibility to perform most time consuming operations such as 
forward- and backprojections using graphic processor units (GPU) widely utilized in 
computer graphic cards [Bin2006, Xu2005] or field programmable gate arrays (FPGA) 
[Gac2008]. 
 
 
4.8 Summary 
 
In-beam PET data are characterized by a very low counting statistics and missing ray sums in 
certain directions because of the dual-head geometry of the scanner. Therefore, the analytic 
reconstruction methods are not feasible for in-beam PET and iterative algorithms are used. In order 
to avoid any loss of information fully 3D reconstruction techniques without any rebinning are 
utilized. Implementations of the ML-EM [Lau1999] and the subsets based RFS-EM [Sha2007b, 
Sha2008a] algorithms have been developed for in-beam PET. CT-based attenuation and scatter 
corrections [Pön2003a, Pön2003b] as well as corrections for the image space and parallax error 
[Lau1999] have been implemented. Two methods for the calculation of the geometric component of 
the system matrix have been proposed: a fast but rough on-the-fly method [Lau1999] and a slower 
but very precise spline approximation technique [Sha2007b]. Several parameters of reconstruction, 
e.g the voxel size and the reconstruction scheme for the RFS-EM algorithm, have been optimized 
[Sha2008a, Sha2008b]. For future installations of in-beam PET scanners a benefit from TOF data 
has been studied for commercially available TOF detectors with time resolution of 1.2 ns (FWHM) 
[Sha2007a] and for prospective very fast scintillation crystals allowing time resolution below 200 ps 
(FWHM) [Cre2007]. The RFS-EM algorithm with the scheme “8-6-4-2” and the voxel size of 
2 × 2 × 3 mm3 is suggested for the reconstruction of in-beam PET data because of suitable image 
quality and the best performance (5 – 20 times faster than the standard ML-EM algorithm 
depending on the method for the system matrix calculation). The TOF information must be utilized 
by the reconstruction algorithm if it is available (in case of the scanner geometry similar to the 
BASTEI scanner). Even a relatively moderate time resolution of 1.2 ns (FWHM) leads to the 
significant reduction of noise and reduces elongation artifacts caused by the double-head geometry 
of the scanner. The dTOF algorithm will allow real time reconstruction simultaneously with 
irradiation when detectors with time resolution below 200 ps are available.  
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5 Construction of an in-beam PET monitoring system 
 
5.1 Motivation 
 
A number of new proton and heavy ion therapy facilities are built or planned [Wei2008, 
Sie2008a]. The successful exploitation of in-beam PET at GSI rises an interest of manufacturers to 
incorporate a PET monitoring system into new therapy units [Boh2007]. Therefore, it is highly 
desirable to revise more than 10 years experience of clinical exploitation of the BASTEI scanner at 
GSI and to develop proposals for an in-beam PET system of the next generation. Since in-beam 
PET is an integral component of the therapy facility, the design and operation of an in-beam PET 
scanner is depending on the construction and equipment of the irradiation room. Therefore, the 
BASTEI solution installed at GSI cannot be directly transferred to any other therapy facility. 
Furthermore, the BASTEI scanner has a very limited solid angle which results in strong artifacts in 
the reconstructed images and low counting statistics. Thus, it is highly desirable to have larger solid 
angle coverage for in-beam PET scanners of the next generation [Cre2006b]. However, increasing 
the effective area of a scanner might be limited by several requirements for the equipment of 
irradiation cave. Possible solutions for a prospective in-beam PET system as well as a mechanism 
for the evaluation of concurrent designs of the scanner taking into account the requirements of a 
therapy facility are discussed in this chapter.  
 
 
5.2 Solutions for a prospective in-beam PET system 
5.2.1 Requirements for in-beam PET 
 
The most important issue for the installation of an in-beam PET scanner is to precisely 
correlate its position and mechanical trajectories with the beam delivery and with the patient 
movement system. Recent developments of particle therapy facilities propose the following 
configurations of the beam delivery:  
- a single fixed horizontal beam nozzle (similar to the solution at GSI) [Eic2005]; 
- two fixed beam nozzles (horizontal and semivertical or horizontal and vertical) [Möl2006] 
(figure 5-1 left);  
- a rotated gantry [Kop2004] (figure 5-1 right). 
Vertical and semivertical directions of the beam delivery allow irradiation of the thorax and other 
regions from the top (e.g., lung and liver tumors) and increase the flexibility of the treatment for 
delicate head-and-neck cases. However, the installation of in-beam PET in irradiation rooms 
equipped with two beam nozzles or a gantry system is a significantly more challenging task 
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compared with a single horizontal beam facility. Additionally, for any type of the beam delivery the 
in-beam PET scanner installation should meet the following common requirements [Cre2006a]: 
- fast accessibility of the medical personnel to the patient at any time; 
- collision free solution concerning beam nozzles; 
- collision free solution concerning the patient table with a maximum deviation angle 
±100° relative to the horizontal beam direction;  
- collision free solution concerning the incoming and outgoing particle fluxes; 
- volume minimized scanner due to integration reasons;  
- state-of-the-art detectors providing an optimum γ-ray detection efficiency as well as high 
energy and time resolutions; 
- maximum effective area of the scanner in order to increase the counting statistics; 
- utilization of front-end components used in conventional PET. 
 
 
Figure 5-1: Design of treatment rooms proposed by Siemens Particle Therapy. The beam is 
delivered by two nozzles, horizontal and semivertical (left); or by a rotating gantry (right). Courtesy 
of Siemens AG, Health Care.  
 
 
5.2.2 State-of-the-art detectors and their arrangements 
 
The BASTEI scanner was assembled from BGO block detectors. Nowadays, state-of-the-art 
scintillation crystals (e.g. Lutetium Oxyorthosilicate - LSO) provide significantly better detection 
characteristics which can be utilized by in-beam PET (table 5-1). The main advantage is the 
possibility to utilize significantly higher amount of crystals per detector block and the total number 
of detector blocks compared with the BASTEI solution and, therefore, to increase the counting 
statistics and resolution.  
Each head of the BASTEI scanner consists of 8 × 4 detector blocks. For the LSO based in-
beam PET scanner up to 96 detector blocks per head can be utilized. These 96 detector blocks may 
be arranged as following geometries: 12 × 8, 16 × 6 or 24 × 4 (figure 5-2). The 24 × 4 geometry 
represents a full ring scanner. The detector area of the scanner increases from 1704 cm2 for the 
BASTEI geometry to 5192 cm2 for the prospective LSO based geometries. Because all prospective 
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geometries have the same number of crystals, their detection areas have the same size and differ 
only in shape. 
 
Table 5-1: Comparison of the BASTEI scanner based on the BGO detector blocks and a 
prospective in-beam PET scanner composed of the LSO detector blocks. After [Cre2007, Sie2008b, 
Val2003]. 
Characteristics BASTEI (BGO) Prospective (LSO) 
Relative light output, % 15 75 
Crystal surface size, mm2 6.45 × 6.45 4 × 4 
Crystals per detector block  8 × 8 = 64 13 × 13 = 169 
Total number of detector blocks  64 up to 192 
Total number of crystals 4096 up to 32448 
 
 
 
 
Figure 5-2: Configurations of in-beam PET scanners.(a) the BASTEI scanner installed at GSI (2 
heads, 8 × 4 detector blocks per head, 64 detector blocks in total). (b) – (d) Configurations of the 
prospective in-beam PET scanners composed of the 192 LSO detector blocks. Dual-head 
configurations: 12 × 8 (b), 16 × 6 (c) detector blocks per head. Full ring: 48 × 4 detector blocks 
(or 24 × 4 detector blocks per “head”) (d).  
 
 
5.2.3 Collision study with a dedicated software tool 
 
It is highly desirable to eliminate scanner geometries which are not compatible with the 
particular irradiation room before any comprehensive analysis of the scanner design is started. For 
this a 3D collisions studying tool has been developed using the C++ programming language and the 
OpenGL technology. It includes the following 3D objects: beam nozzle(s), a rotating table with a 
patient, and a PET scanner with sufficient degrees of freedom (figure 5-3). The software provides a 
3D view of the irradiation room. Objects can be observed from any angle and zoomed in or out. 
5 CONSTRUCTION OF AN IN-BEAM PET MONITORING SYSTEM 
 78
Using this tool the parking and measuring positions for each geometry of the scanner are selected 
depending on the configuration of the beam delivery.  
 
 
Figure 5-3: Outline of the collision studying tool. The patient is schematically shown as 
combination of two regions of interest: head-and-neck (dark green, size 210 × 210 × 260 mm3) and 
body (light green, size 680 × 450 × 350 mm3). The patient table can be rotated around a vertical 
axis by ± 100° relatively to the X axis (horizontal beam direction). The scanner has the following 
degrees of freedom: rotation around the X axis (A), rotation around the Y axis (B), rotation around 
the Z axis (C), movement along the X axis (D), and movement of the heads to or from each other 
(E).  
 
Room with a single fixed horizontal beam  
 
The proposal of an in-beam PET system for the horizontal beam is shown in figure 5-4. The 
space above and below the beam nozzle can be used by the dual-head geometries for the parking 
purposes. The full ring scanner can be parked around the nozzle. Two cases were analyzed for the 
measuring positions: i) patient table is not rotated (0°) and (ii) it is rotated by the maximum angle. 
The measuring position of the scanner does not depend on the direction of the table rotation (100° 
or -100°) because of the system symmetries. Measuring positions for the dual-head geometries are 
the same as for the BASTEI scanner, i.e. above and below the patient. The full ring can only be 
used when the patient table is rotated by small angles (not more than ± 20°). If the table is rotated 
by a higher angle it is not possible to position the full ring scanner without collisions. It collides 
either with the particle beam or with the patient. The full ring scanner cannot be used for in-beam 
measurements, because the measuring position must be provided for any table angle. However, the 
scanner can be mounted separately in the irradiation room or outside and measurements can be 
performed off-line soon after irradiation. Several studies showing the feasibility of such off-line 
PET measurements after the irradiation have been performed [Nis2006, Par2007]. The limitation of 
off-line PET is that β+-activity distributions measured after irradiation are distorted because of 
washout and transport of activity via blood flow during the time between irradiation and 
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measurement [Fie2008a]. Additionally, the counting statistics is reduced due to the decay of the β+-
emitters. Nevertheless, the information from the off-line PET images can still be used to evaluate 
performed irradiation. Another disadvantage of the off-line PET is an increased treatment time per 
patient, because PET measurements are not performed simultaneously with the irradiation. If 
irradiation of several fields is performed in one session the off-line PET measurements must be 
taken after irradiation of the first field. Otherwise the β+-activity distributions of both irradiated 
fields are mixed in one image and it is not possible to make conclusions about the range of 
performed irradiation in case of opposing fields. The full ring geometry is considered by this study 
as a standalone off-line PET scanner allowing fast measurement immediately after irradiation of 
each field. 
 
 
Figure 5-4: Parking and measuring positions for 12 × 8, 16 × 6, and full ring positron cameras for 
the irradiation room equipped with a fixed horizontal beam nozzle. The full ring scanner cannot be 
used for measuring if the table is rotated by -100° (right bottom picture) because of collision with 
patient body  
 
Dual beam irradiation room and rotating gantry  
 
The dual beam irradiation room can be equipped with fixed semivertical and horizontal, or 
fixed vertical and horizontal beam nozzles. In the gantry room the beam nozzle can be rotated 
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around the patient. This rotation can be imagined as a rotation of a horizontal beam nozzle around 
the Y axis (figure 5-3) with two boundary positions (horizontal and vertical) and one intermediate 
position (semivertical). The measuring positions of a PET scanner for the boundary and 
intermediate locations of the gantry beam nozzle can be easily extrapolated to any other position of 
the beam. Therefore, it is only necessary to define measuring positions of a PET scanner for vertical 
and semivertical beam nozzles (the horizontal beam nozzle is already discussed above). The parking 
and measuring positions of in-beam PET scanner for the room equipped with horizontal and 
semivertical beam nozzles are shown in figure 5-5. The same parking positions can be used in the 
room equipped with horizontal and vertical beam nozzles. Therefore, only the measuring positions 
are shown for this configuration of the irradiation room in figure 5-6.  
 
 
Figure 5-5: Parking and measuring positions for 12 × 8 and 16 × 6 positron cameras for the 
irradiation room equipped with fixed horizontal and semivertical beam nozzles. 
 
In summary, both dual-head geometries (12 × 8 and 16 × 6) can be used for in-beam PET 
measurements for all types of the irradiation room (with a single horizontal beam nozzle, with a 
combination of horizontal and semivertical or vertical beam nozzles, and with a rotating gantry). 
However, the full ring geometry can be used only as a standalone scanner for off-line PET 
measurements performed immediately after irradiation because of its spatial incompatibility with 
some positions of the patient table. The output of the collision studying software tool is the defined 
measuring positions for each geometry of the in-beam PET scanner and for each type of the beam 
delivery. The measuring position is defined as a table with coordinates of all crystals and direction 
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vectors to the crystal surfaces. This table is used further for the simulation of the data required by 
the image quality criteria. 
 
 
Figure 5-6: Measuring positions for 12 × 8 and 16 × 6 positron cameras for the irradiation room 
equipped with fixed horizontal and vertical beam nozzles. The parking positions can be the same as 
for the horizontal and semivertical beam nozzles case (figure 5-5). 
 
 
5.2.4 Mechanical movement system for an in-beam PET scanner 
 
The main requirement for a movement system is to be able to move the PET scanner from the 
parking to the measuring position avoiding collisions with other equipment of the irradiation room. 
For the room with a single horizontal beam nozzle the solution for the movement system may 
follow the one for the BASTEI scanner (figure 5-7). The scanner heads are mounted on supports, 
which allow rotation and movement of the heads to or from each other. These supports are mounted 
on rails for moving the whole system to the measuring position. This solution allows for irradiation 
of a patient with table angles in the interval [-100°, 100°]. The scanner heads are not influenced by 
the particle flux, the patient can easily be evacuated in case of emergency.  
Three concepts of the PET movement system have been studied for the irradiation room 
equipped with rotated gantry: 
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- PET scanner at the beam nozzle (figure 5-8) [Kop2004]; 
- PET scanner on the patient table (figure 5-9) [Cre2006a]; 
- PET scanner on the separate gantry (figure 5-10) [Eng2003]. 
 
 
Figure 5-7: Mechanical movement system for a PET scanner in a room equipped with a single 
horizontal beam: parking (left) and measuring (right) positions. The measuring position is shown 
for the patient table angle of -90°. After [Cre2006a]. 
 
A proposal for a PET moving system at the beam nozzle was developed at GSI for a dual-head 
tomography [Kop2004]. A support ring of the PET scanner is rotated around the nozzle (figure 5-8).  
 
 
Figure 5-8: Solution for a PET mechanical movement system at the beam nozzle. A support ring 
can be rotated around the nozzle and holds two arms that position each of the PET detector heads 
at the isocenter. After [Cre2006a]. 
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Two mechanical arms fixed on the support ring hold and position the PET detector heads. This 
movement system allows for emergency access to the patient by opening the arms. Figure 5-8 
shows the full ring tomograph consisting of two detector heads. The implementation of the full ring 
within such movement system is possible but restricted to certain angles of the patient table. The 
dual-head configurations can be implemented without restrictions. 
 
 
Figure 5-9: Solution for a PET mechanical movement system at the patient couch. A dual-head 
scanner is fixed on the patient couch with its axis parallel to that of the patient table. The detector 
heads rotate, based on their support ring, allowing the aperture between them to be positioned 
along the beam. After [Cre2006a]. 
 
In the second solution the PET scanner is fixed on the patient table by means of the support 
ring (figure 5-9). The support ring can be moved along the patient table for positioning the scanner 
around the region of interest. Additionally, the scanner can be rotated on the support allowing the 
beam to pass through the gaps between the scanner heads. Two main disadvantages of this system 
have to be noticed: (i) the emergency evacuation of the patient is difficult because of the support 
ring and (ii) the support ring may be influenced by the particle flux.  
The third concept relies on the independent construction of the PET scanner (figure 5-10) 
[Eng2003]. The PET detector heads are mounted on a double C-arm gantry allowing for their 
rotation. The PET gantry is positioned on a rail system with a telescopic arm. All required degrees 
of freedom are delivered by moving the system on rails, moving-out and rotating the telescopic arm 
as well as rotating the detector heads on the double C-arm gantry. This solution satisfies all the 
requirements of the PET scanner. The double C-arm construction may also be used for mounting 
the PET scanner in rooms equipped with two beam nozzles. For this the telescopic arm must be 
replaced by a rotated platform installed on rails. 
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Summarizing all three concepts for the PET moving system, the most attractive solution 
appears to be PET on a separate gantry. This concept can be implemented for dual beam rooms as 
well as for rooms with a rotated gantry. The solution of second choice is PET on a beam nozzle. It 
can only be implemented in rooms with a rotated gantry. The solution assuming PET mounted on 
the patient couch does not follow all requirements, i.e. it does not allow fast evacuation of the 
patient in emergency cases and some construction details of the PET system are supposed to be 
under the particle flux. For rooms with a fixed horizontal beam the solution similar to one 
implemented for the BASTEI scanner at GSI is the optimum. 
 
 
Figure 5-10: Solution for a PET mechanical movement system on a separate gantry. A dual-head 
scanner is fixed on a separate gantry, positioned inside the treatment room and opposite to the 
patient couch. The patient is first positioned for treatment, followed by the positioning of the dual-
head scanner. After [Cre2006a]. 
 
 
5.3 Evaluation of different PET scanner geometries 
 
In section 5.2 three different solutions for a prospective PET scanner were proposed. In order 
to select the optimum solution evaluation of the image quality must be performed taking into 
account geometry and measuring position of the PET scanner for each configuration. In this section 
the workflow of such an evaluation is discussed and the solutions proposed in section 5.2 are 
examined. 
 
 
5.3.1 Evaluation workflow 
 
The scheme of the evaluation workflow is presented in figure 5-11. The evaluation starts with 
defining the exact crystal coordinates of the PET scanner. For the prospective geometries of the 
PET scanner these coordinates are obtained from the 3D collision studying software (section 5.2.3). 
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For the BASTEI scanner the coordinates of the crystals are obtained from a predefined lookup table. 
In parallel, the simulation data are prepared. The aim of the simulation is to produce a distribution 
of annihilation points based on the shape of the phantoms and based on the treatment plans for the 
patient data. The simulated distribution of annihilation points is used as a reference image and is 
later compared with the reconstructed one. For each annihilation point the γ-ray pair with a random 
direction is simulated. If both γ-rays reach the surface of a PET scanner the coincidence event is 
registered. The registered events form a list-mode data file. After simulation the reconstruction is 
applied to the stored list-mode data. Finally, the reconstructed image is analyzed based on image 
quality criteria (chapter 3).  
 
 
Figure 5-11:  Evaluation workflow for a PET scanner and reconstruction algorithm. 
 
There are two free parameters in this evaluation workflow (shown in red in figure 5-11): (i) the 
geometry and position of a PET scanner and (ii) the reconstruction algorithm. It is possible to 
compare different values of these parameters and choose the optimum using this workflow. For this 
the same simulation data must be reconstructed using different reconstruction algorithms (the 
scanner geometry is fixed) or list-mode data must be produced using different geometries of the 
PET scanner and further reconstructed (the reconstruction algorithm is fixed). In chapter 4 the 
optimization of the reconstruction parameters on the basis of the image quality criteria was 
discussed for a fixed geometry of the PET scanner (BASTEI). In this chapter a study of different 
geometries of the PET scanner (section 5.2) is performed. In this case parameters of the 
reconstruction algorithm are fixed but the process of registration of coincidence events is performed 
by means of the different detector arrangements of the PET scanner (figure 5-12). The list-mode 
data simulation includes the following steps: Firstly, the sequence of annihilation points Ai(x, y, z) is 
created for each object required by the image quality criteria (NEMA phantoms, patients). 
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Secondly, the position and size of detector crystals are retrieved from the 3D collision studying tool 
(section 5.2.3) for each geometry of the PET scanner under evaluation. Thirdly, for each 
annihilation point a γ-ray pair is emitted. Finally, if both γ-rays of the pair reach the surface of the 
scanner with a particular geometry, the identification numbers of hit crystals are saved in the 
corresponding list-mode data file. As a result, for each geometry of the PET scanner the list-mode 
data file is produced. These list-mode data are different for each of scanner geometries but 
correspond to the same sequence of annihilation points, i.e. the same measured object (NEMA 
phantom or patient), and the reconstructions of these list-mode data illustrate the same object. 
Therefore, this workflow allows for evaluating the changes in reconstructed images exclusively 
caused by changes in the PET scanner geometry. 
 
 
Figure 5-12:  Simulation workflow for list-mode data. 
 
 
5.3.2 Evaluation of PET scanner geometries 
 
In section 5.2 three geometries of a prospective PET scanner based on the LSO detectors have 
been proposed: the dual-head configurations (with 12 × 8 and 16 × 6 detectors per head) and the full 
ring geometry. It has previously been discussed that the full ring scanner is not feasible for in-beam 
PET due to possible collisions with the beam nozzle or the patient table under numerous irradiation 
angles. Despite of this it is still reasonable to take the full ring scanner under consideration as a 
standalone device assuming PET measurements are performed immediately after therapeutic 
irradiation. However, the delay between irradiation and PET measurement causes reduction of the 
counting statistics. The number of registered events is estimated to be two times lower for three 
minutes of off-line measurement starting one minute after the irradiation compared with in-beam 
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measurement. Therefore, only half of the registered events are taken into consideration during 
simulation of the counting statistics for the full ring geometry. 
The evaluation of the different PET geometries has been performed using the standard scheme 
of the image quality evaluation proposed in chapter 3. In brief: firstly, list-mode data and the 
reconstructed images were created for the standard and small NEMA phantoms in two positions 
(figure 3-2) and contrast recovery statistics were calculated. Secondly, the list-mode data and the 
reconstructions of the patient data (table 3-3) were obtained. The counting statistics for the different 
PET scanner geometries are summarized in tables 5-2 and 5-3 (the number of registered events for 
the BASTEI scanner is also given as a reference). The counting statistics is 2.5 – 3 times higher for 
the prospective dual-head geometries compared with the BASTEI. The full ring geometry, for 
which a 50 % reduction of counting statistics has been taken due to the movement of the patient 
from the irradiation to the standalone PET scanner, still registered 25 – 40 % more events than the 
BASTEI scanner. This increase of counting statistics is explained by three times larger detection 
area of the prospective geometries of the PET scanner compared with the BASTEI scanner. 
 
Table 5-2: Counting statistics for the NEMA phantoms in different positions (according to figure  
3-2) for BASTEI and three prospective geometries of the PET scanner. For the full ring geometry 
only half of the registered events are counted in order to simulate the off-line measurement.   
Standard NEMA phantom Small NEMA phantom Scanner 
geometry Position A Position B Position A Position B 
12 × 8 290 868 291 866 205 096 204 622 
16 × 6 292 831 317 598 211 601 216 563 
Full ring 137 321 136 700 113 604 113 282 
BASTEI 94 626 118 627 84 040 90 071 
 
 
Table 5-3: Counting statistics for simulations of patient data (table 4-4) for BASTEI and for three 
prospective geometries of the PET scanner. For the full ring geometry only half of the registered 
events are counted in order to simulate the off-line measurement. 
Patient 1 Patient 2 Scanner 
geometry Underrange Normal range Overrange Underrange
Normal 
range Overrange 
12 × 8 100 885 103 057 114 779 135 709 135 829 137 731 
16 × 6 107 170 109 021 110 507 152 450 153 307 155 106 
Full ring 55 838 56 750 57 390 84 012 84 556 85 247 
BASTEI 42 238 42 578 43 611 50 576 50 593 51 137 
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The simulation routine resulted in 12 list-mode data files for the NEMA phantoms (3 
geometries of the scanner, 2 types, and 2 positions of the phantom) and 18 files for the patient data 
(3 geometries of the scanner, 2 patients, and 3 types of the range). These list-mode data were 
reconstructed using the RFS-EM algorithm with the scheme “8-6-4-2” and the voxel size of 
2 × 2 × 2 mm3. The reconstruction results for the NEMA phantoms are presented in figure 5-13. For 
position A (figure 3-2) of the phantoms the reduction of background noise is observed for 16 × 6 
and the full ring geometries, especially for the small NEMA phantom. For position B the strong 
reduction of elongation artifacts is observed for the full ring geometry. All reconstructed images in 
figure 5-13 look substantially better than the corresponding reconstructions of data measured with 
the BASTEI scanner (figures 4-17, 4-26, and 4-31). This is explained by the higher counting 
statistics and a larger coverage of the solid angle for the prospective geometries. For the phantoms 
in position B the full ring geometry brings images free of elongation artifact with significantly 
better visual quality. 
 
 
Figure 5-13: Reconstructed images for the standard and small NEMA phantoms for two positions 
inside the PET scanner and three scanner geometries. 
 
The contrast recovery statistics is presented in figure 5-14. The statistics averaged over all 
spheres of the both phantoms in the both positions equals 41.32 %, 39.25 %, and 47.20 % for 
12 × 8, 16 × 6, and the full ring geometries, respectively. These values are higher than 35.76 % 
produced by the BASTEI scanner. The RMSE statistics (table 5-4) demonstrate an advantage of the 
full ring scanner, especially when phantoms are in position B. For the reconstructions of the patient 
data the RMSE is always lower for the full ring geometry. In case of the large field of Patient 2 the 
RMSE is two times lower for the full ring than for the prospective dual-head geometries and three 
times lower than for the BASTEI scanner.  
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Table 5-4: RMSE for reconstruction with different geometries of the PET scanner. 
Standard NEMA Small NEMA Scanner 
geometry Position A Position B Position A Position B 
Patient 1 Patient 2 
12 × 8 1.15 1.20 1.10 1.12 0.81 1.98 
16 × 6 1.16 1.22 1.08 1.14 0.81 2.03 
Full ring 1.12 0.93 1.06 1.01 0.71 1.06 
BASTEI 1.22 1.54 1.69 1.77 1.59 3.13 
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Figure 5-14: Contrast recovery statistics for the standard and small NEMA phantoms for two 
positions inside the PET scanner and four scanner geometries. Spheres are numerated according to 
figure 4-17 
 
Reconstructions of the patient data are presented in figures 5-15 – 5-18. The range deviations 
can be detected in both patient cases. The frontal views (figures 5-15 and 5-16) do not show any 
significant differences between images corresponding to 12 × 8, 16 × 6, and the full ring 
geometries. The transversal views (figures 5-17 and 5-18) illustrate a considerable reduction of 
elongation artifacts for the full ring scanner. This reduction allows to extract more reliable 
information from transversal slices. For example, the elongation artifact (a deep blue isoline,  
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figure 5-17) depicted on the transversal view of the image reconstructed with the 12 × 8 geometry 
gives an impression of residual activity in the eyes region. The respective reference image of the 
annihilation point distribution (figure 3-6) shows no activity in the eyes region. In contrast to the 
dual-head geometries the reconstruction performed for the full ring scanner does not have this 
artifact, and the eyes are completely free of activity as in the reference image. The range 
information can also be extracted from transversal slices for all proposed prospective geometries. 
The anterior-posterior shift of activity (in direction of the beam) is observed in transversal slides for 
the normal range and for the overrange compared with the images illustrating the underrange 
situation.  
Summarizing the image quality, the full ring geometry brings better images even with reduced 
counting statistics compared with the dual-head scanners. This fact supports the statement that the 
completeness of the ring of the scanner is more important for the image quality than increasing the 
counting statistics [Cre2006b]. 
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Figure 5-15: Reconstruction of Patient 1 data with different geometries of the PET scanner and 
range modifications. Frontal view. The 1D profiles illustrate detection of the range deviations 
(inside the black ellipses). 
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Figure 5-16: Reconstruction of Patient 2 data with different geometries of the PET scanner and 
range modifications. Frontal view. 
 
 
Figure 5-17: Reconstruction of Patient 1 data with different geometries of the PET scanner and 
range modifications. Transversal view. 
5 CONSTRUCTION OF AN IN-BEAM PET MONITORING SYSTEM 
 92
 
Figure 5-18: Reconstruction of Patient 2 data with different geometries of the PET scanner and 
range modifications. Transversal view. 
 
 
5.3.3 TOF for the prospective PET scanner geometries 
 
In section 4.6 the influence of TOF information on the reconstructions performed with the 
BASTEI scanner has been studied. It has been shown that TOF data reduce significantly the 
reconstruction artifacts caused by the dual-head geometry of the BASTEI scanner. For the 
prospective geometries of the PET scanner the elongation artifacts are reduced compared with 
BASTEI because of a larger detection area and a better coverage of a solid angle. It is important to 
investigate whether the TOF can bring an advantage as for the BASTEI scanner when 
reconstructions are performed with the prospective geometries proposed in section 5.2. In table 5-5 
the RMSE for data of the two patients reconstructed with and without TOF information are 
summarized for the prospective geometries. The RMSE for the BASTEI scanner is given for a 
comparison. TOF information was simulated with time resolution of 1.2 ns (FWHM) which is 
currently achievable with the commercially available LSO detectors. This time resolution brings 
very little or no reduction of the RMSE (the reduction is given in the “TOF enhancement” columns) 
depending on the geometry, whereas for the BASTEI scanner 23 % reduction was achieved. The 
corresponding reconstructed images are presented in figures 5-19 and 5-20. A slight reduction of 
elongation is observed for TOF reconstructions. This reduction is higher for dual-head geometries 
compared with the full ring, and for Patient 2 compared with Patient 1.  
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Table 5-5: RMSE for reconstructions without and with TOF for different geometries of the PET 
scanner. 
Patient 1 Patient 2 Scanner 
geometry No TOF TOF TOF enhancement No TOF TOF 
TOF 
enhancement
12 × 8 0.81 0.78 3 % 1.98 1.86 6 % 
16 × 6 0.81 0.79 2 % 2.03 1.86 8 % 
Full ring 0.71 0.71 0 % 1.06 1.05 1 % 
BASTEI 1.59 1.22 23 % 3.13 2.55 19 % 
 
 
Figure 5-19: Transversal view of reconstructions of Patient 1 data with different geometries of the 
PET scanner with and without TOF information. Time resolution is 1.2 ns (FWHM) for TOF 
reconstructions.  
 
 
Figure 5-20: Transversal view of reconstructions of Patient 2 data with different geometries of the 
PET scanner with and without TOF information. The time resolution is 1.2 ns (FWHM) for TOF 
reconstructions.  
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5.4 Summary 
 
The requirements for a prospective in-beam PET monitoring system have been given and 
analyzed in this chapter. Three geometries of the PET scanner composed of state-of-the-art 
detectors (LSO) have been proposed: two dual-head systems (12 × 8 and 16 × 6 detectors per head) 
and a full ring scanner. All these geometries may be assembled from the standard components used 
in conventional PET. The compatibility of the proposed designs of the PET scanner have been 
evaluated for four types of the beam delivery system: a fixed horizontal beam nozzle, dual beam 
nozzles (horizontal and semivertical or horizontal and vertical), and a rotated gantry. The full ring 
system does not fulfill all requirements concerning collisions with the beam and the patient table. 
Therefore, this configuration of a PET monitoring system can only be used for off-line 
measurements soon after the completion of irradiation. 
A fully automated workflow for the evaluation and comparison of several geometries of the 
PET scanner has been proposed. It includes the following steps: 
- positioning of the scanner with a dedicated geometry inside the treatment room by means 
of a 3D collision studying software tool; 
- simulations enabling a parallel generation of the list-mode data for several geometries of 
the scanner using the same source of annihilation points (phantom or patient data). The 
geometries of the scanner are defined by the crystal coordinates retrieved from the 3D 
software tool; 
- reconstructions of the list-mode data corresponding to the evaluated geometries of the 
PET scanner; 
- calculation and comparison of the numerical statistics (RMSE and contrast recovery) for 
the reconstructed images. 
All these steps are performed automatically. Only the geometry and position for each type of 
the PET scanner must be defined at the beginning of the evaluation process and a visual analysis of 
the reconstructed images must be performed at the end.  
This workflow has been used for the evaluation of the three prospective geometries of the PET 
scanner: dual-head in-beam systems (12 × 8 and 16 × 6 detectors per head) and the full ring system 
assuming off-line measurements with 50 % reduction in counting statistics. All three geometries 
demonstrated significant improvement of the image quality compared with the BASTEI system. 
Among the prospective geometries the full ring scanner demonstrated the best image quality. 
However, the full ring scanner assumes off-line measurements which are not applicable for some 
irradiation scenarios, e.g. hypofractionation with probing irradiation of critical points in the target 
and irradiation of moving targets. Moreover, the off-line measurement requires minimum five 
minutes of additional time per patient. This might be a problem for facilities planned for a high 
number of patients per day.  
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The improvement of the image quality caused by the TOF information at a currently available 
resolution of 1.2 ns (FWHM) for 12 × 8 and 16 × 6 geometries is less significant compared with the 
BASTEI scanner and almost negligible for the full ring PET system.  
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6 Summary 
 
The objective of this work is to provide a solution for the in-beam PET system which is able to 
rapidly (ideally, simultaneously to the irradiation) produce the in-beam PET images of high quality 
and are suitable for installation at radiotherapy facilities without causing collisions with other 
equipment.  
It is important to know how to evaluate different systems taking into account requirements for 
in-beam PET monitoring. Therefore, the first issue addressed in this study is the image quality of in-
beam PET. Due to the specific evaluation technique of in-beam PET images (comparison of 
measured and expected β+-activity distributions) the standard image quality criteria used in 
conventional PET cannot fully satisfy the requirements for in-beam PET images. A set of image 
quality criteria for the evaluation of in-beam PET images has been developed. These criteria include 
numeric statistics (RMSE, contrast recovery for a NEMA phantom), visual evaluation of the 
reconstructed images, and a specific technique based on the detection of simulated range 
modifications applied to the real treatment plans. While numeric statistics allow for a quick, 
automatic but rather unspecific evaluation of the images, the range modification trials control the 
important feature of the imaging system, namely, the sensitivity to the deviations in maximum 
particle range, and require more time and experienced human observers.  
Several improvements have been proposed in order to achieve high reconstruction speed 
without quality loss. The optimized voxel size for the BASTEI scanner (2 × 2 × 3 mm3) is almost 
2.5 times larger than the standard (1.6875 mm)3 voxel. This optimization brings a 50 % reduction of 
the reconstruction time. A fast subsets based OS-EM algorithm has been adapted for in-beam PET. 
A special way of subsets selection (randomly filled subsets – RFS) and a reconstruction scheme, 
which defines the total number of iterations and the number of subsets used in each iteration, have 
been developed. The RFS-EM algorithm is executed almost 10 times faster than ML-EM applied to 
the same data. However, a solution for real time delivery of the in-beam PET images has not been 
found for the currently available PET detectors. The reason for this is a specific, time dependent 
structure of the list-mode in-beam PET data caused by irradiation of different parts of a tumor at 
different moments of time. Therefore, it is impossible to form subsets chronologically and perform 
the reconstruction simultaneously with the data acquisition. The RFS-EM algorithm requires full 
data acquisition prior to reconstruction and cannot be executed in real time. However, if PET 
detectors and acquisition electronics will allow to measure time-of-flight information with 
resolution of 200 ps (FWHM) or higher the direct TOF reconstruction algorithm can be used. This 
algorithm updates the PET image in real time after each registered event. 
For a stable work of the RFS-EM algorithm in case of large irradiation fields and low counting 
statistics a precise method for calculation of the geometric component of the system matrix based 
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on the spline approximation technique has been developed. This algorithm shows 420 times higher 
speed to error ratio than the originally used on-the-fly method. The ML-EM algorithm and the RFS-
EM algorithm for small fields showed a robust behavior and good image quality even if the 
geometric component of the system matrix was calculated on-the-fly with a poor quality. This 
stability is supported particularly by the median filter applied to the image after each iteration. The 
RFS-EM algorithm requires precise calculation of the system matrix only in case of a large ROI 
(e.g. in case of the pelvic irradiation) when a very low number of registered events of a single 
subset must be backprojected into a large volume of the image space. 
The image quality is highly dependent on the size and form of the PET scanner. Three detector 
arrangement schemes (two dual-head and one full ring) based on the LSO PET detectors have been 
studied. Because of better solid angle coverage it is possible register 2.5 - 3 times more events using 
these arrangements than using the BASTEI scanner. The full ring system however cannot be 
installed in-beam because of collisions with the patient table or with the beam nozzle. Nevertheless, 
the full ring system is still feasible considering off-line PET measurement of a patient immediately 
after irradiation. The off-line PET measurement results in loss of 50 % counting statistics because 
of decay of positron emitters and biological washout of activity. Even so, the full ring system 
registers 25 – 40 % more events as compared with the BASTEI scanner. Higher statistics and better 
solid angle coverage of the prospective detector arrangement schemes reflect on the image quality. 
For instance, the full ring geometry results in disappearing of the elongation artifact and therefore 
enables a better examination of transversal and sagittal views of the reconstructed image. The LSO 
detectors in commercially available PET systems provide possibility to measure TOF with 
resolution of 1.2 ns (FWHM). This precision of TOF measurements improves the image quality for 
in-beam PET due to reduction of elongation artifacts caused by the dual-head geometry. However, 
the influence of TOF with 1.2 ns time resolution reduces with decreasing the width of the gaps 
between the heads of the scanner. For the full ring geometry the influence of TOF on the image 
quality becomes negligible.  
Figure 6-1 summarizes the improvements which have been performed in this work for 
speeding up the PET method and enhancing its quality. The abscissa shows the relative 
effectiveness for the different PET systems. This parameter is a non-quantitative, empirical value 
which includes the image quality and the conformity of the measured PET data. For example, 
despite of the high image quality for the full ring scanner, the off-line measurements are of less 
relevance, because the measured activity is strongly affected by the biological washout and 
chronological order of the registered events does not correspond to the chronological sequence of 
the beam delivery. Figure 6-1 shows that in case of in-beam PET the improvements in 
reconstruction algorithms lead mainly to reduction of reconstruction time. The relative effectiveness 
of the system can only be improved using new hardware solutions, for instance, state-of-the art 
detectors and enhanced detector arrangement schemes. 
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Figure 6-1: Reconstruction time and relative effectiveness for the different PET systems. 
 
The supplementary products of this work are the workflow for the simultaneous evaluation of 
several detector arrangement schemes and a 3D OpenGL based software tool for validation of 
spatial compatibility of the PET scanner and an irradiation room. These products are universal and 
can be used for evaluation of further concepts for radiotherapy monitoring, for example, Compton 
camera or Single Photon Emission Tomography. 
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