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Abstract 
In this note we prove the existence and uniqueness of the solution to an elliptic SPDE with 
and additive white noise reflected at zero. The proof is based on the existence and uniqueness of 
a strong solution for a class of elliptic variational inequalities. 
Keywords: Stochastic partial differential equations; Variational inequalities; Superharmonic 
functions 
1. Introduction 
In this paper we will consider the following elliptic equation with Dirichlet bound- 
ary condition on a bounded omain D of R k, k = 1, 2, 3, 
-Au(x )  + f (x ,  u(x)) = l/¢(x) + r/, x ~ D, 
where {VC(x), x e D} is a white noise in D. The solution is a pair (u, r/) where u is 
a nonnegative continuous random field on D and r/is a random measure satisfying 
~o u dr/= 0. This condition implies that on the set {u(x) > 0} the process u solves the 
above stochastic elliptic equation without he term r/, and, on the other hand r/pushes 
u upward to remain nonnegative. 
A similar reflected problem for the heat equation has been studied by Nualart and 
Pardoux (1992) when the diffusion coefficient is constant, and by Donati-Martin and 
Pardoux (1993) in the case of a general diffusion coefficient. The case of a parabolic 
equation perturbed by a Hilbert-valued Brownian motion has been considered by 
Haussman and Pardoux (1989). 
In the present paper we will make use of the technique developed in Nualart and 
Pardoux (1992). More precisely, the above stochastic elliptic equation is transformed, 
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by means of a translation, into a deterministic problem with reflection along an 
irregular boundary, of the type studied by Bensoussan and Lions and other authors 
(see Bensoussan and Lions, 1982 and the references therein). As in Nualart and 
Pardoux (1992) the boundary function of the translated problem is not smooth and 
our strong existence and uniqueness result is not covered by the deterministic theory 
of variational inequalities. The uniqueness i  established by means of potential theory 
arguments. 
We remark that in the parabolic ase with general diffusion coefficient (cf. Donati- 
Martin and Pardoux, 1993) the uniqueness of solution is an open problem, and in the 
case of a Hilbert-valued Brownian motion (cf. Haussman and Pardoux, 1989) one has 
used completely different methods. 
2. Statement of the main result 
Let D be an open bounded subset of R k, with k s {1, 2, 3}. Consider a Gaussian 
family of random variables {W = W(B), B ~ ~(D)}, where ~(D) is the Borel a-field 
on D, defined in a complete probability space (f2, ~-, P) and such that E(W(B)) = 0 
and 
E(W(A)W(B)) -- tAnBI ,  
where IAnBI denotes the Lebesgue measure of the set AnB.  We want to study 
a nonlinear stochastic elliptic equation with Dirichlet boundary condition of the type 
-du(x)  + f(x,  u(x)) = W(x) + ~1, x ~ D, 
Ur~D = 0, (1) 
where l~(x) is the formal derivative of W with respect o the Lebesgue measure, and 
f :  D × • ~ • is a measurable function. 
We will assume the following hypotheses on f: 
(HI) The function f i s  locally bounded, continuous and nondecreasing asa func- 
tion of the second variable. 
The symbol A denotes the Laplace operator on L2(D) and cgff(D) denotes the set of 
infinitely differentiable functions on D with compact support included in D. We will 
denote by ( ' , -)  the scalar product in L2(D), and by I1"11 ® the supremum norm on D. 
We will also denote by f(u) the function f(u)(x) =f(x,  u(x)). 
The solution to Eq. (1) will be a pair (u, ~/) such that u = {u(x), x ~/73} is a non- 
negative, continuous tochastic process on / )  which satisfies Eq. (1) in the sense of 
distributions, and r/(dx) is a random measure on D which forces the process u to be 
nonnegative. More precisely, a rigorous definition of the solution to Eq. (I) can be 
given as follows: 
Definition 2.1, A pair (u, r/) is said to be a solution to Eq. (1) if: 
(i) {u(x), x e/)} is a nonnegative, continuous tochastic process on /), with 
U18 D : 0 a.s. 
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(ii) t/(dx) is a random measure on D such that t/(K) < ~ for all compact  subset 
KcD.  
(iii) For  all q~ e ~gff(D) we have 
-lu, (flut, fo fo (xl (d l 
(iv) ~o u(x)tl(dx) = O. 
The main result of this paper is the following. 
Theorem 2.1. Assume that f satisfies (H1). Then there exists a unique solution (u, tl) 
of Eq. (1). 
By means of a change of variables we will transform this problem into a determinis- 
tic one. To do this let us first introduce some notation. We will denote by Go the 
fundamental solution of the Poisson equation with Dirichlet boundary conditions. 
That is, for any ~p ~ L2(D), 
g(x) = fD Go(x, y)q~(y)dy 
is the unique solution of 
-Ag(x )  = q~(x), x ~ D, 
glad = O. 
We can define the Gaussian random field 
v(x) = fo Go(x, y) W(dy). 
It is shown in Buckdahn and Pardoux (1990) that v has a version which is c~-H61der 
continuous on D (~ < 3 ifk = 3, ~ < 1 ifk = 2 and a = 1 ifk = 1). Moreover,  v satisfies 
the stochastic elliptic equation 
--Av(x) = I/¢(x), x e D, 
lilt3 D = 0 
in the distribution sense. That means, for every 4~ e rg~(D), 
Aq~) = fo c~(x)W(dx) a.s. 
Making the change of variable z = u - v, Theorem 2.1 is easily shown to be a conse- 
quence of the next deterministic result: 
Theorem 2.2. Let v be a continuous function on D such that vloo = O. There exist 
a unique pair (z, 17) such that: 
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(i) z is a continuous function on b such that zle o = 0 and z >>. -v .  
(ii) q is a measure on D such that q(K) < oo for any compact set K c D. 
(iii) For every c~ ~ c£~(~), we have 
Adp) + ( f ( z  + v), ~b) = Jo ~b(x)q(dx). 
( iv)  ~o(z(x) + v(x))n(dx) = O. 
3. Proof of Theorem 2.2 
3.1. Existence of  a solution 
As in Nualart and Pardoux (1992), we shall construct a solution by means of the 
penalization method. We will describe the main features of this method in the next 
lemmas. 
Lemma 3.1. For any e > 0 let z ~ ~ L2(D)~ c~(/)) be the unique solution (see Bensoussan 
and Lions, 1982, p. 174, Theorem 1.2) of the equation 
-Az~(x)  + f ( z  ~ + v)(x) = _1 (z ~ + v)-(x), x e D, 
Then, 
z~o = O. 
(2) 
(A) z~(x) increases as e decreases to O. 
(B) I f  z ~ and ~ are the solutions to (2) associated with the functions v and ~, then 
Itz ~ - ~11oo ~ IIv - ~11o~. 
Proof. Let us first prove statement (A). Let 0 < el < e2. Denote by F~, i = 1, 2, the 
functions 
1 
Fi(z) =f (z )  - - z - ,  
/3 i
where z -= max( -z ,  0). These functions are nondecreasing and FI ~ F2. Set 
q /= z ~ - z '2. We want to show that ~ ~< 0. The function ~O satisfies ~leo = 0 and 
-A~ + F2(z ~ + v) - F l ( z  ~' + v) = 0. (3) 
Multiplying (3) by ~b + in L2(D) we obtain 
- (A  ~,, ~ +) + (F2 (z '~ + v) -- Fl (z" + v), ~9 +) = 0. (4) 
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We are going to show that both summands in (4) are nonnegative. The first one can be 
written as 
--(Aq,, q,+) = (V~, V~ +) = (Vq, +, Vq, +) 
ii Vq~+ 2 = I[L2(D) /> 0. 
When ~, + # 0 we have z ~' + v < z ~2 + v, and by the monotone properties of F~, we 
deduce 
F1 (z ~' + v) ~</:1 (z ~2 + v) ~< F2 (z ~2 + v). 
Consequently, the second term of (4) is also positive, which implies that 
ii V~,+ 2 IIL~O) = O. Hence, by the boundary condition ~bl~ D = 0 we get @ + = O, and thus 
~,~<0. 
To get result (B), set first k = I I v -~ l l~  and ~(z )=f (z ) - (1 /~)z - .  On D, the 
functions z ~" and ~' satisfy 
-A (z  ~ - Y )  + F~(z ~ + v) - F~(i ~ + ~) = O. 
Thus, if we set again w = z ~ - ~ - k and multiply the above equality by w + we obtain 
- (Aw,  w +) + (F~(z ~ + v) - ~(~ + ~), w +) = O. 
The same arguments as in the proof  of (A) lead to - (Aw,  w +) >t O. Moreover, if 
w ÷ # 0, then z ~ + v > ~ + 13, and by the monotonicity of F~, we have 
(F~(z ~ + v) - F~(Y + ~3), w +) ~> 0. 
Hence, as in the proof  of (A) we obtain z ~-  2~< k. By symmetry, we have that 
Y - z ~ ~< k, which leads to the result. [] 
The preceding lemma allows us to construct he solution by a limit procedure: 
Lemma 3.2. Define z(x) = sup~>oZ~(x) for  any x ~ D. Then z ~ (g(D). 
Proof. Let v. be a sequence of functions such that {v.; n6  ~} =cg~(D) and 
v.(x) ~ v(x) uniformly on D. Let z~ be the solution of Eq. (2) corresponding to v.. 
Property (B) of Lemma 3.1 yields 
I Iz~- z~,ll~ ~ IIv - v. lt~. (5) 
For a fixed n, if e J, 0, by property (A) of Lemma 3.1 we have z~, T z,. Thus we can let e + 0 
in Eq. (5) and we get 
I I z - z .  ll~ ~< IIv- v. ll~, 
which means z, ~ z uniformly on/9. As v. is a smooth function, by Bensoussan and 
Lions (1982, p. 186, Corol lary 1.2), we have z, ~ cg(/3). Consequently, z ~ c((/)). []  
Let us prove now that the random field z defined above satisfies the desired 
properties. 
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Lemma 3.3. The function z defined in Lemma 3.2 satisfies conditions (i)-(iv) of 
Theorem 2.2. 
Proof. 
Step 1: Taking the limit in the relation Z[OD = 0 yields Z,OD = O. 
Step 2: From Eq. (2) we have, for each e > 0, and for each ~, e ~ff(D), 
- ( z  ~, zlO) + ( f (z  ~ + v), O) = _1 ((z~ + v)-, ~k). (6) 
Let us denote by r h the measure on D 
th(dx) = _1 (z~(x) + v(x))- dx. 
f being a continuous function in the second variable, the left-hand side of (6) 
converges as e decreases to zero for any ~ e cg~(D). Therefore, the measures q, con- 
verge to a distribution ~/as e tends to zero. Moreover,  r/f> 0 because (z ' + v)- ~> 0. 
Hence q is a measure on D such that for any ¢ ~ cgff(D), 
-(z,  A~O) + (f(z + v), ~k) = fD ~k(x)q(dx). (7) 
Step 3: For  any compact set K c D, we can find a nonnegative function ~ e cg~°(D) 
such that O(x) = 1 if x e K. This implies that q(K) < ~.  
Step 4: Multiplying (6) by e and letting e+0, we obtain, for any ~ E cg~(D), 
((z + v)- ,  g,) = 0. 
This implies that z(x) + v(x) >>. 0 on all D because z and v are continuous. 
Step 5: Let e > 0 and set A~ = {z ' + v ~< 0}. We have Supp(q,) c A,. The functions 
z ' increase, so the sets A~ decrease as ~+0. Hence, for any ~ > 0, Supp(q)c  A~. 
Consequently, ~o(Z'(X) + v(x))q(dx) <<. O, and by monotone convergence 
~o(z(x) + v(x))q(dx) <~ O. Taking into account that z + v >~ 0 we obtain finally 
o(Z(X) + v(x))tl(dx ) = O. [] 
3.2. Uniqueness of the solution 
In order to prove the uniqueness, we will need the following result: 
Lemma 3.4. Let h be a continuous function on D such that hlo o = 0, h ~< 0, and 
(h, A f )  <~ O for any f e c~(D) with f ~ O. Then h is the null function. 
Proof. We shall first prove that h is a superharmonic function. We denote by S(1; 0) 
the sphere centered at the origin and with radius 1 in R k, a(dy) is the uniform 
probabil ity distribution on S(1; 0), Sk is the area surface of S(1; 0), and B(1; 0) is the 
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unit ball in Rk. Let 6 > 0, and set K6 = {x e D: d(x, OD)t> 6}. Let us consider 
a nonnegative infinitely differentiable function f whose support is included into K6. 
For r e (0, 6) we set 
l(r)=(h, fs(,~o)f('+rY)~(dY) )" 
Then, using Green's formula we have 
d(h, fs(1;of('+rY)a(dY) ) I' (r) = rr 
=(h, is(1;o)[Af('+ry)'Y]a(dY) ) 
=r--(h'fnsk ,,; o) Af('+ry)dy) 
r f (h, A f( + ry))dy. 
Sk JB(1; 0) 
With the choice of fand  r we have made, for any y e B(1; 0) the function f(. + ry) 
belong to c#~(D), and thus 
(h, A f(. + ry)) <<. O. 
Consequently, I(r) is a decreasing function of r in (0, 6). Moreover, by continuity of 
h and dominated convergence, we have 
,401im(h'fs (1; o) f(.+ry)~(dy))=(h,f). 
Therefore, 
(h, fs(1;o)f('+rY)a(dY))<~(h,f), 
and consequently, 
(fs(1;o)h(. +ry)~r(dy),f)<<.(h,f) 
for any smooth nonnegative function fwi th support in K~. This implies that for any 
x e Ka and r e (0, 6) we have h(x) >>. Ss(1;o)h(x + ry)~(dy), that is, h is a superharmonic 
function. But we know (see Port and Stone, 1978) that a continuous uperharmonic 
function on a bounded open set D attains its minimum on ~?D. Therefore, the function 
h must be identically zero, and this completes the proof. [] 
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We turn now to the proof of the uniqueness. Let (z, q) and (f, 4) be two solutions. 
We set ~ = z - f. For any 0 • ffff(D), we have 
--;D ~(x)AO(x)dx + fe [ f  (z(x) + v(x)) -- f (~.(x) + v(x))]O(x)dx 
= fD O(x)rl(dx) - fD O(x)fl(dx). (8) 
We are going to approximate ~ by functions of cg~ (D) and substitute this approxima- 
tion in Eq. (8). 
Step 1: Let e be an infinitely differentiable function with support included in 
[ -1 ,1 ]  k, which is the kernel of a nonnegative integral operator, and 
St- 1,1]k e(x) dx = 1. Consider the approximation of the identity e.(x) = nke(nx). Fix 
6 > 0, let K~ as in Lemma 3.4, and for x • Ka and 1/n < 6 set 
Let ~o be an infinitely differentiable function whose support is contained in K6 and set 
0.  = (¢~ * ,.)~o, 
that is, for x • K~, 
O.(x)=(fD¢(Y)q(Y)e.(x--y)dy)~p(x), 
and 0.(x) --- 0 otherwise. As 0. • cg~ (D), we can replace 0 by 0. in (8) and study the 
asymptotic behaviour of the different erms when n tends to infinity. 
Step 2: 
lim f O.(x)~l(dx)- foO.(x)O(dx) 
?1~ o0 
= fD ~(x)tp2(x)rl(dx) - fD ~(x)q)2(X)gl(dx) 
= fD[z(x) + v(x) -v(x)-i(x)]qZ(x)q(dx) 
=-fo 
[z(x) - e(x) - v(x) + v(x)]tp2(x)q(dx) 
[z(x)+v(x)]~e(x)q(dx)-fD[Z(X)+V(X)]~Z(x)~(dx)~O 
by properties (i) and (iv). 
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Step 3: 
lim [ [ f(z(x) + v(x)) - f (~(x)  + v(x))] ~b.(x) dx 
n ~ ct3 do 
= fo [f(z(x) + v(x)) --f(~(x) + v(x))](z(x) - .~(x) ) tp2(x)dx  ~> 0, 
because f is nondecreasing and, hence, [f(z(x) + v(x) ) - f ( i (x )  + v(x))] and 
(z(x) - ~(x)) have the same sign. 
Step 4: Suppose that 4 is a function in ~(D) .  We can write the following equalities 
- (A0 . ,  4) = (v [ (4~o.  ~.)~o], V4)L2~O;Rk~ 
= ([ V(4~o). 5.] ~o, V4)L2~o~k~ + ([(4~o) * 5.]  V~o, V4)~2~D;.~ 
= In + I2 + I3, 
where 
11 = ([q~ 174] * ~., ~o 174)L2~o;R~, 
h = ([4 V~o] • 5., ~o v4)L~o;~, 
13 = ([(~¢P) * ~;n] [7¢p, V4)L2(D;~k). 
Let us study the sign of 11. We set, for i e {1 .. . . .  k}, f~ = (04/Ox~)q~. Then 
In = ~ fi(x) fi(y)e.(x -- y)dxdy >~ 0 
i=n . 2 
because ~ is nonnegative definite. It follows that, if 4 is a smooth function, 
-(Ate., 4) >>- In + Iz. 
With the classical relation 
div(a~) = ( Va, ~> + a div ~" 
and the fact that (f* ~., g) = (f, g • 5.) because 5. is symmetric, we obtain 
I3 = - (div{[(4(o)*~.] Vcp}, 4) 
= - ( [~o]  • ~,, 4A~o) - ([~o V4]  * ~., 4 VU,)L~o;.k~ 
- ([4 Vqq • ~., 4 V~o)L~o;~ 
= - i f&o]  .~ . ,  4A~o) - 12 --  ([4 V~o] *~.,  4V~o),.~o:.~, 
and consequently 
- (A~0. ,  4 ) />  - ([¢~o] • ~., 4~o)  - ([~ V~o] • ~., ~ V~o)~o;~. 
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This formula still holds for any continuous function ¢, by approximation. Thus, 
liminf -(A~,., ¢) >/ - (¢2 ~A~o + (V(~0, V(D) ) 
n~ct3  
= _ ½(¢2 ,  A o2). 
As a conclusion, if we let n tend to infinity in (8) with ~b replaced by ft, we get 
(¢2, ~o2) ~< 0 
for any ~o ~ cg~(D). Setting z = - ¢2, and applying Lemma 3.4, we obtain that z = L 
Eq. (8) implies that q = 4, which completes the proof of the uniqueness. [] 
References 
A. Bensoussan and J.L. Lions, Applications des in6quations variationnelles n controle stochastique 
(Dunod, Paris, 1978; English translation, North-Holland, Amsterdam, 1982). 
R. Buckdahn and E. Pardoux, Monotonicity methods for white noise driven SPDEs, in: M. Pinsk, eds., 
Diffusion Processes and Related Problems in Analysis, Vol. I (Birkh~iuser, Basel, 1990) pp. 219-233. 
C. Donati-Martin and E. Pardoux, White noise driven SPDEs with reflection, Probab. Theory Rel. Fields 
95 (1993) 1-24. 
U.G. Haussman and E. Pardoux, Stochastic variational inequalities ofparabolic type, Appl. Math. Optim. 
20 (1989) 163-192. 
D. Nualart and E. Pardoux, White noise driven quasilinear SPDEs with reflection, Probab. Theory Rel. 
Fields 93 (1992) 77-89. 
S. Port and C. Stone, Brownian Motion and Classical Potential Theory (Academic Press, New York, 1978). 
