Abstract. We study the approximation of a multiscale reactiondiffusion system posed on both macroscopic and microscopic space scales. The coupling between the scales is done via micro-macro flux conditions. Our target system has a typical structure for reaction-diffusion-flow problems in media with distributed microstructures (also called, double porosity materials). Besides ensuring basic estimates for the convergence of two-scale semi-discrete Galerkin approximations, we provide a set of a priori feedback estimates and a local feedback error estimator that help in designing a distributedhigh-errors strategy to allow for a computationally efficient zooming in and out from microscopic structures. The error control on the feedback estimates relies on two-scale-energy, regularity, and interpolation estimates as well as on a fine bookeeping of the sources responsible with the propagation of the (multiscale) approximation errors. The working technique based on a priori feedback estimates is in principle applicable to a large class of systems of PDEs with dual structure admitting strong solutions.
Introduction
Reaction-diffusion systems posed on multiple spatial scales became recently a powerful modelling and simulation tool [16, 20, 17] . Conceptually, multiscale models are very much linked to physical scenarios where averaging procedures (like multiple scales asymptotic expansions, periodic/stochastic homogenization, REV-based methods, renormalization) fail to bring information in a consistent trustful way up to observable macroscopic scales. Often, either due to special geometric sub-structures (cf. [2] , e.g.), to separated fast-slow characteristic times (cf. [21, 6, 9] , e.g.) or to a suitable combination of both such effects, balance laws of extensive physical quantities must be posed on geometries with separated tensor-product space-scale structures (cf. [22, 18, 15] ).
By zooming in and out at the position of a continuum collection of material points, such models allow for a significant enrichment of a usually rough/coarse macroscopic information from a detailed microscopic picture. Such new multiscale modelling possibilities also open a set of fundamental questions that must be addressed mathematically so that these multiscale models not only get a well-posedness theory, but also are easily accessible through computations. This is the place where our paper contributes.
We present a two-scale Galerkin approach for a particular class of multiscale reaction-diffusion systems with linear coupling between the microscopic and macroscopic variables. Exploiting the special structure of the model, the functions spaces used for the approximation of the solution are chosen as tensor products of spaces on the macroscopic domain and on the standard cell associated to the microstructure. Uniform estimates for the finite dimensional approximations allow us to ensure the convergence of the Galerkin approximates. However, since the zooming in/out must be in principle done for a large number of spatial points of the macroscopic domain to ensure a good quality of the approximation, and moreover, the physics at the microscopic level is quite complex, we are wondering whether we can build mesh refinement strategies in an a priori fashion to reduce drastically the computational effort up to a minimum level, absolutely needed to trust the simulation output.
In the context of finite element methods, so called adaptive mesh refinement strategies have been used for a long time. The idea is very natural: starting from a coarse mesh, one computes the approximate solution and a quantity measuring (in some sense) the local error. One then subdivides those elements of the mesh with large local errors. Practical experience suggest that iterations of such adaptive refinements generally converge. This was first shown rigorously in the onedimensional case by Babuška and Vogelius [1] using a priori feedback estimates. Inspired by [1] , there has been a lot of work on a posteriori analysis of adaptive finite element methods in higher dimensions (see the survey [19] and the references therein).
The aim of this paper is to develop a feedback scheme in the vein of [1] for systems of reaction-diffusion equations posed on multiple scales. As discussed above, such an approach is motivated by the desire to avoid 'zooming into' the micro-structure too often.
The main problem we have to overcome is the fact that the errors of approximation on the two scales are coupled, and it is not clear from the outset how this effects the total error. Our main insight is the fact that the errors on the microscopic scale are in some sense controlled by the macroscopic error. This allows us to develop a feedback refinement scheme based on a priori errors on the macroscopic scale that ensures convergence of our approximate solutions. We note however that we do not obtain any specific rate of convergence for the approximates. This is to be expected due to the fact that we consider completely general meshes without any special a priori imposed structure.
Finally, we want to mention the connection to nonlinear approximation matters. Indeed, Galerkin approximation on adaptively generated meshes is an instance of a nonlinear approximation scheme. It is intuitively clear that an adaptive mesh refinement scheme yields a sequence of meshes where the local errors are, roughly speaking, increasingly 'equidistributed'. In this direction, see the discussion in [19] and the papers [3, 4] .
1.1. Notations. For the convenience of the reader, we introduce some standard notation that we shall use.
Below D 1 ⊂ R m and D 2 ⊂ R n will be arbitrary connected domains. For (x, y) ∈ D 1 ×D 2 we denote by ∇ x , ∇ y the gradients and ∆ x , ∆ y the Laplace operators with respect to the indicated variables. Generally we omit the index of the first variable: we shall write ∇ = ∇ x and ∆ = ∆ x . Denote by L 2 (D 1 ) the space of measurable functions on
The Sobolev space H k (D 1 ) consists of all functions with all k-th order weak partial derivatives in
We shall frequently use function spaces with mixed norms (also called Bochner spaces) of different types. To be as general as possible, let (B, · B ) and (X, · X ) denote Banach spaces of functions defined on the domains D 1 , D 2 respectively. We say that a function f (x, y) defined on the set D 1 × D 2 belongs to the space X(D 1 , B) if We assume that Y is partially filled with water and partially with gas. Denote by Y ⊂ Y be the wet region of the microstructure (light gray in Figure 1 ) and Y g the gas-filled part (dark gray in Figure 1 ). Set Γ = ∂Y and denote Γ R the gas-liquid interface (boundary between light and dark gray in Figure 1 ). We consider a chemichal species A 1 penetrating Ω through the air-filled part of the pore and dissolves into the water along Γ R . In water, A 1 transforms to A 2 and reacts with the species A 3 , producing water and other products (typically salts).
We denote by U the macroscopic mass concentration of A 1 and by v, w the microscopic mass concentrations of A 2 , A 3 respectively. This particular micro-macro structure of the model equations has been rigorously derived by mean of periodic homogenization arguments in [13] . See also [14] for a related setting involving freely evolving reaction interfaces inside the periodic microstructure.
Denote by S = (0, T ) for a given T > 0. The concentrations (U, v, w) satisfy the following system of equations
Above, n y is the unit normal of Γ R and dσ y is the surface measure on Γ R . We impose the following boundary conditions
and initial conditions
It is worth noting that the coupling between the macroscopic scale and the microscopic scale takes place at two prominent places: On one hand, the coupling is present in the source/sink term in the mass balance equation governing the evolution of U , while on the other hand it appears explicitly in the micro-macro flux condition. The parameter α > 0 tunes the transport of mass across air-water interfaces, while the parameter γ > 0 ensure the conservation of mass when the information is transmitted between the micro and macro scales and vice versa.
List of assumptions.
In this subsection we collect all assumptions on the data given above.
(1) The domain Ω is convex and ∂Ω is Lipschitz; 
the initial values and their Galerkin projections satisfy estimates of the type
, and
for χ ∈ {v, w}, (see Section 3.2 below for an explaination of the previous notation).
We will make some remarks on the assumptions. To be able to lift the spatial regularity in the macroscopic domain, we assume that Ω is convex and ∂Ω is Lipschitz (see e.g. [8] ). Likewise, to lift regularity in the micro-domain, we either need Y to be convex with Lipschitz ∂Y , or Y can be taken arbitrary but in that case ∂Y must be smoother, e.g. ∂Y ∈ C 2 . Note that if later on in future approaches ∂Y will be freely evolving in time, then the convexity assumption on Y is not anymore realistic.
The assumption (7) only states that the initial values may be wellapproximated, which we can always assume by taking them smooth enough.
2 is called a weak solution of (2.1) if for a.e. t ∈ S the equations
2 , and
Existence and uniqueness of the weak solution to the system (2.4)-(2.6) was proved in [15] . We state this result here.
Theorem 2.1. There exists a unique weak solution
We also have the following regularity lift.
Theorem 2.2. Assume that the initial values of (2.1) satisfy (6) . Then the weak solutions (U, v, w) of (2.1) satisfy
We give the proof of the above theorem in Appendix A.
Preliminaries

Auxiliary results.
For the reader's convenience, we collect in this subsection a few standard inequalities that we shall need.
The following very elementary inequality will be very useful. Let ε > 0 be an arbitrary parameter, then
Further, we have the following interpolation-trace inequality: assume that Y is a Lipschitz domain and that f ∈ L 2 (Ω, H 1 (Y )), then for any given parameter ρ > 0 we have
3.2. Galerkin approximation. We shall discuss briefly the finitedimensional approximation to (2.1). The discussion will intentionally be rather terse. We will use piecewise polynomial functions. Let D ⊂ R 2 be a polygonal domain (the assumption D ⊂ R 2 is not necessary, it only makes the terminology simpler). A partition T = {∆} of D is a finite collection of convex polygonal sets with disjoint interiors such that
We denote by S 0 (T ) the set of all functions s such that s ∈ H 2 (D) and the restriction of s to any ∆ is a polynomial of degree at most k for some fixed pre-specified k ∈ N. Clearly S 0 (T ) is a finite-dimensional space. For more details on the finite element method, see e.g. [5] .
A partition T is said to be a refinement of T if for each ∆ ∈ T there is unique subset Λ ⊂ T such that
Let T Ω = {∆} and T Y = {∆ } be partitions of Ω and Y . Define
where diam(E) = sup x,y∈E |x − y|. Consider S 0 (T Ω ) and S 0 (T Y ) and let
(Ω) and {ψ j } ⊂ H 2 (Y ) be bases for these spaces respectivelty. Define S(T Ω ) and S(T Y ) the set of all functions of the forms
and
The Galerkin projections of U, v, w are the functions
that satisfy [15] for an argument that carries over to our slightly different setting.
On
we consider the inner products
Given a subspace V ⊂ H 1 (Ω), denote by V ⊥ the orthogonal complement of V with respect to ·, · H 1 (Ω) , and similarly for any subspace
Basic a priori error estimates
In this section we obtain our main error estimates. Throughout, we assume that the initial values U I ∈ H 1 (Ω) and v I , w I ∈ L 2 (Ω, H 1 (Y )) in order to ensure that (2.7) holds. 4.1. Convergence rates. Let T Ω , T Y be arbitrary partitions. Let U ∈ S(T Ω ) and v, w ∈ S(T Ω )×S(T Y ) be the Galerkin projections (3.4)-(3.6) and define
Note that
where S(T Ω ) ⊥ and S(T Y ) ⊥ denote the orthogonal complements in H 1 (Ω) and H 1 (Y ), respectively (the inner products are defined by (3.10)) and (3.11)). We may write ⊥ and
T Y be arbitrary partitions and assume that the weak solution (U, v, w) satisfies
where C is an absolute constant.
Proof. We prove (4.2) first. For a.e. t ∈ S we have
Then it follows from standard estimates on elliptic projections (see e.g. [11, p.65] ) that for a.e. t ∈ S there holds
where C is independent of t. Integrating the previous estimate gives (4.2). Due to the tensor product structure of our spaces, the proof for R v , R w is very similar; we sketch the proof for
(Ω), every s ∈ S(T Y ) and a.e. t ∈ S we have
It easily follows that for a.e. x ∈ Ω and a.e.
and we again use estimates on elliptic projections to obtain
where C is independent of t, x. Integrating over S × Ω yields (4.3).
Error of Galerkin approximation.
We need the following result on continuity with respect to data.
with boundary conditions
to (4.4) with data U 1 , U 2 respectively and the same initial conditions
Proof. The weak form of (4.4) is
Consider (4.7) and (4.8) for U 1 , U 2 and set
Subtracting the weak formulations, we obtain
Testing the previous equations with (ϕ, φ) = (e v , e w ) yields
We proceed to estimate the righthand side of (4.9).
Using (3.2) with parameter ρ > 0, we get
Using the Lipschitz continuity of η, we have
Hence, it holds
Putting (4.10) and (4.11) into (4.9) and rearranging the terms, we
, then (4.12) can be written as
Since µ(t) > 0, Grönwall's inequality and the fact that Ξ(0) = 0 implies that
Further, we get
Using the above observations, we finally obtain
which concludes the proof. Remark 4.3. Existence of weak/strong solutions to (4.4) is obtained in the same way as for (2.1), see [15] , while uniqueness is a direct outcome of (4.6).
The next theorem states that the microscopic errors can be estimated by the macroscopic error. 
2 , we have
(4.14)
be the functions given by Proposition 4.1 associated to v 1 , w 1 . We shall test the equations (4.14) and (4.15) with (ψ, φ) = (R v 1 − v, R w 1 − w). Note that we have
and the same for the equation related to w 1 . By adding the equations and rearranging, we obtain
We proceed to estimate I 1 , ..., I 6 . Clearly we have
Using (3.1) with parameter ρ > 0 and (4.3), we get
By the same token,
Further, (3.2) with parameter ρ > 0 leads to the following estimates
Finally, using the Lipschitz continuity of η, it is not difficult to see that
. Taking all estimates (4.16)-(4.22) into consideration, we obtain the estimate
Choosing ρ = 1/C 2 and denoting
we obtain
By Grönwall's inequality, we get
By (5.9) below, we have
This together with (4.3) yields
and we obtain
Using the previous two inequalities, we also get
Consequently, Remark 4.6. Our final result in this section shows that we can control the error in U by its projection onto the orthogonal complement S(T Ω ) ⊥ .
Proposition 4.7. Let T Ω , T Y be arbitrary partitions and set
Proof. Subtracting (3.7) from (2.4) we obtain
where we used that ∂ t e 1 U ∈ S(T Ω ) and e 2 U ∈ S(T Ω ) ⊥ . Hence,
For the first term of (4.25), we have
Further, the second term of (4.25) can be estimated by applying again (3.1) with parameter ρ > 0 and (3.2)
where we used the inequality
By (4.26) and (4.27) we rearrange (4.25) to
and, by Grönwall's inequality, we have for all t ∈ [0, T ]
From (4.28), we first get
It also follows from (4.28) that
Adding (4.29) and (4.30) integrating over [0, T ] yields
By (4.13), we may choose ρ sufficiently small to have
This concludes the proof. 
Given any dyadic square Q, we denote by C(Q) its four children obtained by bisecting each side of Q.
A dyadic partition T = {Q} is a finite set of nonoverlapping dyadic squares such that We define the error indicator at Q ∈ T as
We shall now describe a way of generating a sequence {T i } of dyadic partitions via feedback. Our discussion follows [1] closely. Assume that at some stage we have T 1 , T 2 , ..., T i . To generate T i+1 from T i = {Q k }, we set
for some β ∈ (0, 1). In other words, we mark the squares of T i where the error indicator (5.1) is large. Note that at least one square will always be marked. Clearly the effect of the refinement scheme is to equidistribute the error.
The marked squares {Q k : k ∈ J i } are subdivided to give T i+1 , i.e.
where C(Q) denotes the children of Q. Proof. Since T i+1 is a refinement of T i , we have
It was observed previously that for a.e. t ∈ S, R
U,N is the orthogonal projection of U onto S(T N ) with respect to ·, · H 1 (Ω) . Therefore, we also have
for every s ∈ S(T N ). Denote by P N the operator of orthogonal projection onto S(T N ), so that R N U = P N U . Further, let P denote the operator of orthogonal projection onto
We want to show that (I − P )U = 0. For each m ∈ N, denote by Q m one of the squares divided in the transition from T m to T m+1 (there is at least one). Since
only contains a finite number of different squares with larger areas than a given positive quantity, and, since we exclude repetitions in { Q m }, it follows that
By the fact that e
Further, since Q N was subdivied, we must have
Assume for a contradiction that there exists x 0 ∈ Ω and an interval (t 0 , t 1 ) ⊂ (0, T ) such that (I − P )U (t, x 0 ) = 0 for all t ∈ (t 0 , t 1 ) . For each N denote by Q 0,N ∈ T N the square that contains x 0 . Then there exists a M ∈ N such that for all N ≥ M
At the same time, using the inequality
(see [10] ), we get
But (5.7) contradicts (5.6), hence (I − P )U = 0 and
Let {T i } be as above, T Y an arbitrary partition of Y and U i , v, w be associated Galerkin projections. Then we have the following convergence result.
Theorem 5.2. With the notation above, we have
where lim N →∞ ε N = 0.
Proof. It follows from (4.23) and (5.3) that 
To simplify notation, we define the function
for any function g = g(t, x, y) which is well-defined and Lebesgue integrable on Ω × Γ R . Testing with (∂ t U , ∂ t v, ∂ t w) ∈ S(T Ω ) × S(T Y ) 2 in (3.7)-(3.9) and adding the equations, we obtain We estimate the right-hand side of (5.11). By (3.1) with ε > 0 and (3.2) with ρ = 1/2, we have
In the same way,
Finally, using the Lipschitz continuity of η, the last term of (5.11) can be estimated
In summary, by choosing ε = (4|Γ R |) −1 in (5.12) and (5.13) and by using estimates (5.11)-(5.14), we have
2 L 2 (Ω×Y ) + Θ(t) and
, then estimating Θ using (3.2), we obtain that for all t ∈ S Υ(t) + Ξ (t) ≤ CΞ(t) + Cµ(t). In other words, we have
Using the strong convergence in L 2 of ( U , v, w), we get (∂ t U , ∂ t v, ∂ t w) (∂ t U, ∂ t v, ∂ t w) ∈ L 2 (S,
as max(h Ω , h Y ) → 0.
