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In this study, an efﬁcient fuzzy logic system (FLS) based on triangular type-2 fuzzy sets is
designed. In detail, this paper provides a new method for computational complexity reduc-
tion in t-norm operations extended on triangular type-2 fuzzy sets. It is demonstrated that
our approximate extended t-norms for arguments with triangular membership functions
(MFs) satisfy axiomatics of the type-2 t-norm. A new efﬁcient approximate iterative proce-
dure based on the K–M type-reduction is proposed in order to develop triangular type-2
FLSs. The utility of triangular type-2 FLSs in approximate reasoning is illustrated by numer-
ical examples.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Recently, type-2 fuzzy sets have been inscribed into approximate reasoning due to their ability of capturing uncertainties
in fuzzy rules. Such fuzzy sets are characterized by classical (type-1) fuzzy sets in [0,1] as their membership grades [20].
These type-1 fuzzy subsets of [0,1], known as fuzzy truth values, describe a character of the uncertainty by so called second-
ary membership functions (MFs). Since t-norms model intersection of fuzzy sets by operating on their membership grades,
fuzzy extensions of t-norms, called extended t-norms, model intersection by operating on fuzzy membership grades with
secondary membership functions. In the design of fuzzy logic systems (FLSs), also a fuzzy extension of a defuzziﬁcation
method, called type-reduction, is of great importance. The type-reduction transforms an aggregated conclusion, which is
a type-2 fuzzy set, into a type-1 fuzzy set.
The general structure of type-2 FLSs, presented by Karnik and Mendel in [8], consists of an enormous number of embed-
ded type-1 FLSs. To date, the lack of a computationally efﬁcient type-reduction algorithm dedicated for the type-2 fuzzy sets
characterized by triangular secondary MFs has been setting up a barrier to developing triangular type-2 fuzzy logic systems.
Only interval type-2 fuzzy sets (with normal, rectangular secondary MFs) have been used to construct many concrete work-
ing designs of FLSs [1,5,9,12,17,19]. For the interval type of uncertainty, the K–M type-reduction method has been well
established in fuzzy logic [7,8]. In [19], Wu and Tan proposed quite efﬁcient type-reduction strategies, which supposedly
might be extended for triangular type-2 fuzzy sets. Besides, Sepulveda et al. [13] reduced the computational complexity
of the type-reduction algorithm. A fast deffuziﬁcation algorithm dedicated to the interval type-2 fuzzy sets were proposed
by Melgarejo [11]. Coupland and John [2,3] presented a method for geometric type-2 defuzziﬁcation. However, without the-
oretical explanation its applicability to type-2 fuzzy sets is still an open question, especially that calculating gravity of hyper-
planes contradicts with the type-reduction based on the extension principle, since wide intervals of uncertainty in spite of
their greater gravity have less importance in the corresponding type-reduced set.. All rights reserved.
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cient type-reduction for non-interval type-2 fuzzy sets precluded the design of systems other than interval type-2 FLSs. To
break through this limitation, we present a new design of FLS when triangular type-2 fuzzy sets are employed. The main
original contributions to the paper may be summarized as follows:
(1) an efﬁcient method which calculates approximate extended t-norms for fuzzy sets with triangular MFs,
(2) a theorem that the approximate extended t-norm is a type-2 t-norm,
(3) a very efﬁcient approximate type-reduction method for triangular type-2 fuzzy sets.
For general MFs, even exact analytical formulae such as the well known Karnik–Mendel formula for the meet operation
under minimum t-norm [6] or the recent Starczewski formulae for calculating continuous extended t-norms [14], are still
computationally expensive in practical realizations of FLSs. The ﬁrstly mentioned efﬁcient method, which calculates approx-
imate extended t-norms for fuzzy sets with triangular MFs, reduces calculations of extended t-norms to the triple use of an
arbitrary classical t-norm. The generalization of this method to the operation on trapezoidal MFs is straightforward.
The proof that the approximate extended t-norm is a type-2 t-norm guarantees proper application of the approximate
extended t-norms as the basis for approximate reasoning.
The last main contribution to this paper is an efﬁcient type-reduction method for triangular type-2 fuzzy sets outlined in
[15]. This method is an extension of the well known K–M iterative type-reduction [7]. On the other hand, the method relies
on the three-node linear interpolation of the general result for centroid type-reduction. Recently, as an independent
approach, Liu proposed an efﬁcient centroid type-reduction strategy for general type-2 fuzzy sets by multiple use of K–M
algorithm for several a-planes [10]. This strategy is in fact a generalization of our previously introduced method [16]. In
the Liu’s centroid type-reduction, assuming decomposition of a triangular type-2 fuzzy set into only two a-planes: 1-plane
and 0-plane, the classical defuzziﬁcation together with the K–M algorithm are performed to obtain 1-cut and 0-cut, which
coincides with our triangular type-reduction method. The proposed method allows for decomposition of triangular type-2
FLSs into three type-1 fuzzy reasoning blocks shown in Fig. 1.
A great researchers’ interest in applications of interval type-2 fuzzy logic started when the K–M type-reduction algorithm
was published [8]. However, the interval approach suffers from uniform uncertainty in the secondary membership function.
Overcoming this limitation through our methods of interpolative reasoning based on triangular type-2 fuzzy sets hopefully
will bring new possibilities in the fuzzy logic modeling. Up to now, due to the computational complexity of the general type-
2 FLS, no applications employ systems other than interval FLSs.
2. Extended triangular norms
Before introducing a mathematical notion of type-2 sets, let the set of all fuzzy subsets of the unit interval [0,1] be de-
noted byFð½0;1Þ. The type-2 fuzzy set in the real line R, denoted by eA, is a set of pairs fx;leAðxÞg, denoted in the fuzzy union
notation eA ¼ Rx2R leAðxÞ=x, where x is an element of the fuzzy set associated with the fuzzy membership function
leA : R!Fð½0;1Þ. The values of leA are fuzzy membership grades leAðxÞ being classical fuzzy subsets of the unit interval
[0,1], i.e.,leA xð Þ ¼
Z
u2 0;1½ 
fx uð Þ=u;where fx : ½0;1 ! ½0;1.
The MF fx of each fuzzy membership grade is called a secondary MF. Fuzzy membership grades are fuzzy truth values
since their domain is the truth interval [0,1].Fð½0;1Þmay comprise a special kind of fuzzy truth values, so-called fuzzy truth
numbers. A fuzzy truth number (FTN) is a fuzzy subset of [0,1] which is normal for unique element, i.e., 9!u 2 ½0;1 such that
fxðuÞ ¼ 1, and convex, i.e., 8u1; u2; k 2 ½0;1, fxðku1 þ ð1 kÞu2ÞP minðfxðu1Þ; fxðu2ÞÞ. Requiring normality for single elements
makes the overall results restrictive. These elements, however, reﬂect the principal type-1 fuzzy set embedded in the
type-2 fuzzy set, while the supports of the secondary MF relate to the largest interval type-2 set embedded in the type-2
fuzzy set [8,12]. Thus, the triangular secondary MFs rationally merge the advantages of the type-1 and interval type-2 fuzzy
sets approaches to fuzzy reasoning. Accordingly, in this paper triangular type-2 fuzzy sets are applied, i.e., whose secondary
MFs are triangular FTNs.
Since the Zadeh extension principle [20] fuzziﬁes the classical t-norm, both the extended t-norm and its arguments are
actually fuzzy truth values. Consequently, having fuzzy truth values F and G, with their membership functions f and g,Fig. 1. The key idea for construction of triangular type-2 FLSs.
J.T. Starczewski / International Journal of Approximate Reasoning 50 (2009) 799–811 801respectively, and arbitrary t-norms T and T, an extended operation T based on T according to the generalized extension
principle is expressed aseTT F;Gð Þ wð Þ ¼ Z
w2 0;1½ 
sup
T u;vð Þ¼w
T f uð Þ; g vð Þð Þ=w: ð1ÞThis formula is however useless for the majority of applications due to a huge computational effort. Note that the resul-
tant membership grade is the maximal value of Tðf ðuÞ; gðvÞÞ for all equivalent pairs fu;vg, i.e., for which t-norm T gives the
same element w. Commonly, we are persuaded to discretize domains of u and v, and this way we achieve a tabularized func-
tion at values not-uniformly distributed in [0,1] instead of an explicit parameterized function of w 2 ½0;1. In formula (1),
only certain combinations of MFs, t-norms T and T allow us to obtain exact analytical formulae for extended t-norms.
The unique analytical formulae are the extended minimum for FTNs [4,6] and some extended continuous t-norms [14].
The importance of extended t-norms arises from the fact that they are able to model the intersection of type-2 fuzzy sets.
Consider two type-2 fuzzy sets denoted by eA ¼ Rx2R Ru2½0;1 fxðuÞ=u=x and eB ¼ Rx2R Rv2½0;1 gxðvÞ=v=x. The intersection of eA andeB, for all x 2 R, is given byleA\eB xð Þ ¼ eT leA xð Þ;leB xð Þ  ¼
Z
w2 0;1½ 
sup
T u;vð Þ¼w
T fx uð Þ; gx vð Þð Þ=w:If the arguments of eT are deﬁned on different domains then the extended t-norm forms a type-2 fuzzy relation, i.e.,
leR x; yð Þ ¼ eT leA xð Þ;leB yð Þ  ¼
Z
w2 0;1½ 
sup
T u;vð Þ¼w
T fx uð Þ; gy vð Þ
 
=w;where eB ¼ Rx2R Rv2½0;1 gyðvÞ=v=y.
2.1. Approximate extended t-norms for triangular FTNs
In this subsection, we demonstrate that extended t-norms on triangular FTNs may be approximated by FTNs of the tri-
angular shape. Let the arguments, Fn, of the approximate extended t-norm be characterized by triangular MFs
fnðuÞ ¼max 0;min ulnmnln ; rnurnmn
 h i
, n ¼ 1; . . . ;N. For such FTNs, we propose the approximate extended t-norm be deﬁned
by its MFslTNn¼1Fn uð Þ ¼max 0;min
u l
m l ;
r  u
r m
  	
; ð2Þwhere center m, left margin l, and right margin r are expressed bym ¼ T
N
n¼1
mn;
l ¼ T
N
n¼1
ln;
r ¼ T
N
n¼1
rn:Actually, the proposed method relies on the interpolation of the exact MF by means of a piecewise linear function. Three
most characteristic points, in which the MF takes its maximum and boundary values, are selected as the interpolation nodes.
The exact extended t-norm is a FTN with its MFlTNn¼1Fn uð Þ ¼
Z
w2 0;1½ 
sup
TNn¼1un¼w
T
N
n¼1
fn unð Þ=w;which is equal to 1 when membership grades of all arguments are equal to 1, i.e., 8n ¼ 1; . . . ;N, fnðunÞ ¼ 1, hencem ¼ TNn¼1mn.
The bounds of the resultant MF may be determined identically as bounds of an extended t-norm for interval fuzzy sets [6],
i.e., l ¼ TNn¼1ln and r ¼ TNn¼1rn.
Remark 1. Obviously, the approximate extended t-norm is presented in its multi-argument form (2), since the resultant MF
always preserves triangular shapes of the arguments.
Regarding the application of the approximate extended t-norm to fuzzy reasoning, we can observe that:
Remark 2. This method reduces calculations of the type-2 intersection to computing only the three characteristic functions:
principal, upper and lower instead of three-dimensional discretized functions in the general approach.2.1.1. Approximate extended t-norms as t-norms of type-2
From the algebraic point of view we are convinced of the validity of the approximate method, since approximate ex-
tended t-norms for triangular MFs satisfy following axiomatics. Let the two fuzzy truth values F and G be represented as
F ¼ Ru2½0;1 f ðuÞ=u and G ¼ Rv2½0;1 gðvÞ=v . Then a relation ordering these fuzzy truth values can be deﬁned as in [18], i.e.,
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and gmax F;Gð Þ ¼ G; ð4Þwhere gmin is deﬁned by gminðF;GÞ ¼ supminðu;vÞ¼w minðf ðuÞ; gðvÞÞ and gmax is deﬁned by gmaxðF;GÞ ¼
supmaxðu;vÞ¼wminðf ðuÞ; gðvÞÞ.
Recall that the power set of fuzzy truth values is denoted byFð½0;1Þ, the lack of a membership for a fuzzy truth value by
0 ¼ 1=0, and the true membership value by 1 ¼ 1=1. Then an axiomatic notation of triangular norms of type-2 can be for-
mulated as follows:
Deﬁnition 3. A t-norm of type-2 is a function of two variables eT :Fð½0;1Þ Fð½0;1Þ !F ([0,1]) that satisﬁes:
(1) monotonicity: eT ðF;HÞ v eT ðG;HÞ if F v G,
(2) commutativity: eT ðF;GÞ ¼ eT ðG; FÞ,
(3) associativity: eT ðeT ðF;GÞ;HÞ ¼ eT ðF; eT ðG;HÞÞ,
(4) existence of the unit element: eT ðF;1Þ ¼ F,
while F;G;H 2Fð½0;1Þ.
It can be easily veriﬁed that only fuzzy truth values of the same height can satisfy the order relation given by both (3) and
(4). Since triangular FTNs are normal, the above deﬁnition can be applied to any extended t-norm as well as to the approx-
imate extended t-norm given by (2).
The following theorem substantiates the application of our method in triangular type-2 fuzzy systems.
Theorem 4. The function given by (2) operating on triangular and normal fuzzy truth values is a type-2 t-norm.
For the proof see Appendix A. It is quite interesting that a t-norm which is not an extended t-norm, but only an approx-
imation of it, satisﬁes all axioms of a type-2 t-norm. This outcome opens new possibilities of searching for explicit formulae
for MFs in approaches different than that based on the extension principle.
In Appendix B), we analyze approximation properties of the simpliﬁed extended t-norm calculation.
Remark 5. The approximate extended minimum, product and Łukasiewicz t-norms are close to the results derived by the
extension principle. Only in few and unusual cases, the centroid error takes evident values but always lower than 12%.3. General type-2 FLS
The typical FLS of type-2 [8], depicted in Fig. 2, consists of the type-2 fuzzy rule base, the type-2 fuzziﬁer, the inference
engine modiﬁed to deal with type-2 fuzzy sets and the defuzziﬁer split into the type reducer and type-1 defuzziﬁer. Usually
in designing FLS, no fuzziﬁcation of inputs is used, i.e., eA0n ¼ ð1=1Þ=x0n for each input n ¼ 1; . . . ;N. Then, K rules compose the
rule base,eRk : IF x1 is eA1 and x2 is eA2 and    and xN is eAN THEN y is eB;
where eAn, is the nth antecedent fuzzy set of type-2, eB is the consequent type-2 fuzzy set, xn is the nth input variable,
k ¼ 1; . . . ;K . Fuzzy rules can be viewed as fuzzy relations deﬁned by extended t-norms. The inference engine produces
type-2 fuzzy conclusions by means of the extended sup-star composition [8] of the premise and the type-2 fuzzy relation,
i.e.,leB 0k yð Þ ¼ gsupx2X eT leA 0 xð Þ;leRk x; yð Þ
 
:For general type-2 FLSs, the extended supremum is replaced by the extended maximum in discrete X. The high density of
X brings about large computational complexity of the extended composition, which we will endeavor to avoid in triangular
type-2 FLSs.Fig. 2. General type-2 FLS.
J.T. Starczewski / International Journal of Approximate Reasoning 50 (2009) 799–811 803Taking advantage of the singleton form of fuzzy premises eA0n, the inference can be presented in much simpler wayFig. 3.
two row
type-2hk yð Þ ¼ leB 0k yð Þ ¼ leA 0 eAk\eBk  yð Þ ¼ eT leAk x0ð Þ;leBk yð Þ  ¼ eT eTNn¼1leAkn x0n ;leBk yð Þ
" #
ð5Þin which the t-norm combining multiple premises by the Cartesian product is not necessarily the same as the one used in the
inference.
The exemplary inference process is shown in Fig. 3. In shaded regions, the degree of blackness corresponds to a secondary
membership grade. Generally, the conclusions have to be aggregated by an extended t-conorm. Having an aggregated con-
clusion in the form of the triangular type-2 fuzzy set, the centroid type-reduction method transforms type-2 fuzzy conclu-
sions into a type-1 fuzzy set, see Fig. 4.
FL practitioners commonly use singleton consequents at each point yk. Then, (5) representing the ﬁring set may be sim-
pliﬁed as followshk ykð Þ ¼ leB 0k ykð Þ ¼ eTNn¼1leAkn x0n : ð6Þ
4. Efﬁcient triangular type-2 FLS
4.1. Approximate reasoning for sets with triangular secondary MFs
Suppose that we have a type-2 fuzzy set eA characterized by triangular FTNs as membership grades. A crisp MF bl consti-
tuted by elements for which the secondary MF is equal to unity is called a principal membership function, i.e.,blAðxÞ ¼ ujfxðuÞ ¼ 1. The upper MF, denoted lA, and lower MF, denoted lA, are created by upper and lower bounds of the fuz-
zy membership support, i.e., lAðxÞ ¼ supujfxðuÞ > 0 and lAðxÞ ¼ inf ujfxðuÞ > 0.
It is obvious that if each fx is normal and triangular then a fuzzy set of type-2 can be unequivocally deﬁned by its principal,
upper and lower MFs, see Fig. 5. For this representation, instead of (6) we may apply our formula for the approximate ex-
tended t-norm (2) with the triple use of an arbitrary classical t-norm,hk ykð Þ ¼ T
N
n¼1
lAkn x
0
n
 
; ð7Þ
h^k ykð Þ ¼ T
N
n¼1
l^Akn x
0
n
 
; ð8Þ
hk ykð Þ ¼ T
N
n¼1
lAkn x
0
n
 
: ð9ÞPictorial illustration of type-2 fuzzy inference based on triangular secondary MFs indicated by the grayscale; two rules computations presented in
s; crisp inputs and antecedent triangular type-2 fuzzy sets presented in two initial columns; activation fuzzy grades – 3rd column; consequent
fuzzy sets – 4th column; triangular type-2 fuzzy conclusions – last column.
0 10
0
1
Fig. 5. Upper, principal, and lower MFs (ordered from the top).
Fig. 4. Pictorial illustration of the general approach to the type-reduction; (a) the aggregated triangular type-2 fuzzy conclusion with the discrete set of
points; (b) quasi-triangular type-reduced set.
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lower, principal and upper. The remaining problem is to defuzzify the conclusions activated with the ﬁring sets.
4.2. Type-reduction for sets with triangular secondary MFs
This paper extends an approach for the efﬁcient type-reduction of triangular type-2 fuzzy sets outlined in [15]. The ap-
proach relies on the three-node linear interpolation of the general result for centroid type-reduction. The recently published
efﬁcient centroid type-reduction strategy for general type-2 fuzzy sets of Liu [10] is concurrent for the approximate trian-
gular type-reduction method when only 1-cut and 0-cut are considered.
In our approach, using the fact that ﬁring sets have triangular MFs, the type-reduced fuzzy set can be expressed byB0 ¼
Z
h2 0;1½ K
TKk¼1 max 0;min
hk  hkbhk  hk ;
hk  hk
hk  bhk
 !" # PK
k¼1ykhkPK
k¼1hk
,
: ð10ÞThe following observations are inspired by those presented in [7].
(1) If secondary MFs in (10) are discretized only in their three most signiﬁcant points, i.e., hk; bhk; hk, then the type-reduced
set has a triangular MF, uniquely speciﬁed by the left bound ymin, the middle point ypr and right bound ymax.
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erated by elements of unity secondary memberships, i.e. bhk; k ¼ 1; . . . ;K .
(3) Since the support of the conclusion fuzzy membership grade is ½hk; hk and the support of the type-reduced set MF is
also interval ½ymin; ymax, the procedure of calculating the centroid for interval type-2 fuzzy sets described by Karnik and
Mendel [7], known as the K–M algorithm, may be here adopted. According to their approach, ymax is obtained by max-
imization and ymin is obtained by minimization of
PK
k¼1ykhk=
PK
k¼1hk, both in boundaries ½hk; hk. The optimization, y
attains its maximal value whenhq ¼
hq for yq > y h1; . . . ;hkð Þ
hk for yq 6 y h1; . . . ;hkð Þ
(
and y attains its minimal value whenhq ¼
hq for yq < y h1; . . . ;hkð Þ
hk for yq P y h1; . . . ;hkð Þ
(
for all q ¼ 1; . . . ;K .
Consequently, the three-point linear interpolation leads to the following type-reduction algorithm restated here with our
notation.
Algorithm 1. Approximate type-reduction for triangular secondary MF Let the consequent values be ordered in the
following way y1 < y2 < . . . < yK .
(1) calculate principal output ypr as an average of yk weighted by bhk,
(2) set the initial values ymin ¼ ymax ¼ ypr,
(3) for each k ¼ 1;2; . . . ;K , if yk > ymax then hk ¼ hk, otherwise hk ¼ hk,
(4) ﬁnd nearest ynrst ¼mink¼1;...;Kyk : yk > ymax,
(5) calculate ymax as an average of yk weighted by new grades hk,
(6) if ymax 6 ynrst calculation is completed, else go to step 3,
(7) for each k ¼ 1;2; . . . ;K , if yk < ymin then hk ¼ hk, otherwise hk ¼ hk,
(8) ﬁnd nearest ynrst ¼maxk¼1;...;Kðyk : yk < yminÞ,
(9) calculate ymin as an average of yk weighted by new grades hk,
(10) if ymin P ynrst calculation is completed, else go to step 7.
In our approach, we always obtain a triangular MF of the type-reduced set. Thus, the overall defuzziﬁcation of this set is
obviously performed by the centroid calculation of the triangle, i.e.,y0 ¼ ymin þ ypr þ ymax
3
: ð11ÞThe following theorem shows that the presented algorithm gives the exact type-reduced set under a particular condition
(for the proof see Appendix C).
Theorem 6. If the following condition is satisﬁedXK
k¼1
bhk ¼XK
k¼1
hk ¼
XK
k¼1
hk ð12Þthen formula (10) represents a membership function of the type-reduced set by the centroid type-reduction method.
Condition (12) is not very restrictive. On the left hand side (LHS) of the condition, all principal ﬁring grades are summed.
Since hk are either upper ﬁring grades (for consequents greater than the output) or lower ﬁring grades (for consequents low-
er than the output), the right hand side may be only slightly different from the LHS of the condition. Consequently, the type-
reduction method for triangular type-2 fuzzy sets is close to the extended defuzziﬁcation. Fig. 6 presents a quite possible
case when condition (12) is exactly fulﬁlled. Moreover, our method coincides with the recent type-2 defuzziﬁcation strategy
of Liu [10] when only two a-planes are employed. Using the experiment of Liu, it can be outlined that the centroid error of
our method is less than 0.1%.5. Numerical examples
The utility of the triangular type-2 FLS in approximate reasoning is demonstrated on classiﬁcation problems. For studying
classiﬁcation abilities of triangular type-2 FLS, we chose two data sets from the UCI Repository of machine learning dat-
0 1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
y
h
|ymax
|ymin
Fig. 6. Possible distribution of discrete conclusions;4 – upper, – principal and5 – lower ﬁring grades; dashed lines connect the grades chosen in order to
compute ymin, ypr and ymax.
806 J.T. Starczewski / International Journal of Approximate Reasoning 50 (2009) 799–811abases: iris and wine. The iris dataset is composed of 150 patterns uniformly distributed among three classes. The wine data-
set contains 59 patterns for class 1, 71 patterns for class 2 and 48 for class 3.
We chose the typical modeling scheme, One-against-All, in which each of the pattern classes was trained against all other
classes in independent FLSs. Thus the number of the classifying single-output FLSs was equal to the number of classes. The
outputs of these systems were combined using the decision function of the maximum type.
For each problem, we compared the triangular type-2 FLS with the interval and type-1 FLSs. The rules (3 rules per class in
the Iris problem and only 2 rules per class in the Wine classiﬁcation problem) were generated by the classical FCM algorithm
(fcm function in the Matlab Fuzzy Logic Toolbox with fuzziness degree ¼ 2) basing on the patterns described by attributes
and class labels.
Principal membership functions were assumed to be of the following piecewise Gaussian form:Table 1
Classiﬁc
Problem
Iris
Winelpr xð Þ ¼
exp  xmrleft
 2 	
for x < m;
exp  xmrright
 2 	
otherwise;
8>><>>:
where m was the cluster center generated by FCM. The least squares ﬁtting method (nlinﬁt function in the Matlab Statistics
Toolbox) was used to ﬁt this function to the membership degrees of data to each cluster obtained from the FCM algorithm.
The same principal membership functions were used in the triangular type-2 and type-1 FLSs.
To model the type-2 uncertainties, each principal MF was used to separate the cluster memberships. The cluster mem-
bership grades situated above the principal MF were applied to ﬁt an upper MF with an additional parameter pP 1, i.e.
lupperðxÞ ¼minð1; plprðxÞÞ. The memberships situated below the principal MF were used to ﬁt a lower MF with a height
parameter h 2 ½0;1, i.e. llowerðxÞ ¼ hlprðxÞ. These upper and lower MFs were employed both in the interval and the triangular
type-2 FLSs.
Every run of the proposed FCM-based algorithm was performed on randomly chosen training patterns (75 patterns in the
Iris problem, 89 patterns in the Wine classiﬁcation) and the rest of patterns were used for testing the systems. Table 1 pre-
sents the best, the worst as well as the average classiﬁcation results of the type-1, interval and triangular type-2 FLSs for 10
independent runs of the training algorithm. In the type-1 FLS, the Cartesian product was realized by the algebraic product t-
norm and the approximate extended product t-norm in the type-2 case. Comparing the overall outputs of the systems, the
triangular type-2 FLS performs not worse and sometimes even signiﬁcantly better than interval and type-1 systems.
Obviously, the classiﬁcation accuracy could be improved using other learning methods. However, the aim of this simu-
lation was just to demonstrate that triangular uncertainty of memberships brings beneﬁts of both the interval type-2 fuzzy
logic and the classical type-1 fuzzy reasoning. Incorporating a type-1 FLS as the principal subsystem into the interval type-2
fuzzy subsystem guarantees an improved or at least not worsened performance of the composed triangular type-2 FLS over
its components.ation accuracy of the type-1, interval and triangular type-2 FLSs after 10 independent runs of the FCM algorithm.
Result Type-1 FLS (%) Interval FLS (%) Triangular type-2 FLS (%)
Best 97.33 97.33 97.33
Worst 68.00 62.67 70.67
Average 84.00 76.27 84.94
Best 91.01 83.15 92.13
Worst 58.43 59.55 60.67
Average 76.52 68.31 77.53
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In this paper, a new efﬁcient triangular type-2 FLS has been developed. For this purpose, we have derived sufﬁciently good
approximations of extended t-norms for triangular FTNs and we have modiﬁed the K–M type-reduction method for triangu-
lar type-2 fuzzy sets. From the algebraic point of view, the use of approximate extended t-norms is strictly justiﬁed, since
they fulﬁll type-2 t-norm axioms for triangular FTNs. With regard to the new type-reduction method, we have demonstrated
that the three-point interpolation of the reduced type-1 fuzzy set may be successfully applied in FLSs instead of using the
general type-reduction at an excessive computational cost.
Simulations shows that the efﬁcient triangular type-2 FLS takes the advantage of all informations involved in uncertain-
ties whenever degrees of membership uncertainty is different for separate rules. Using triangular membership uncertainties
brings together beneﬁts of the interval type-2 fuzzy reasoning and the classical type-1 fuzzy reasoning in classiﬁcation prob-
lems. On the other hand, when all rules are equi-uncertain triangular type-2 systems offer the same functionality as interval
type-2 and type-1 FLSs. Therefore, we consider the triangular type-2 FLS as a very powerful tool for solving some complex
problems. However it would be worthwhile to formalize the class of problems to be investigated using triangular type-2
FLSs.
Appendix A. Proof of Theorem 4
Proof. Inclusion of triangular FTNs, denoted F v G, means that lF 6 lG, mF 6 mG and rF 6 rG. For every FTN H, lFH ¼ TðlF ; lHÞ
and lGH ¼ TðlG; lHÞ, the inequality TðlF ; lHÞ 6 TðlG; lHÞ is satisﬁed by the property of any non-extended t-normwhenever lF 6 lG;
similarly mFH 6 mGH and rFH 6 rGH. Therefore, monotonicity is proved.
Commutativity and associativity of the type-2 t-norm are satisﬁed since non-extended t-norms are commutative and
associative.
The unit element does not change FTN F since mF ¼ mF  1, rF ¼ rF  1 and lF ¼ lF  1. hAppendix B. Validation of the triangular approximation of extended t-norms for triangular MFs
For comparison, we deﬁne a centroid error criterion as the difference between the centroid of the extended t-norm and
the centroid of the approximate t-norm,Fig. B.1
(dashede ¼ C  Capx: ðB:1ÞThe centroid error criterion seems to be an adequate comparison method, since the type-reduction method is actually an
extended centroid (Section III-B).
B.1. Extended minimum
We apply the analytical formula for the extended minimum on FTNs presented in [6]. When triangular FTNs have similar
shapes, the approximate extended minimum and the exact result are identical, i.e., the centroid error is equal to zero. How-
ever, the most distinct situation when the exact result differs markedly from the approximation is illustrated in detail in
Fig. B.1a and b. In this case, the centroid of the approximate extended minimum is expressed by:Capx ¼
R 1
0 l wð ÞwdwR 1
0 l wð Þdw
¼
R l
0
w2
l dwþ
R r
l
rw
rl wdwR l
0
w
l dwþ
R r
l
rw
rl dw
¼ lþ r
3
; ðB:2Þwhile the exact result is calculated in the following way:0 1
0
1
(a)f,g
u,vl r 0 1
0
1
(b)
wl r 0
0.5
1
0
0.5
1
0
0.05
0.1
l
(c)
r
. Critical approximation case for the extended minimum: (a) argument MFs with parameters l and r indicated, (b) the exact (solid) and approximate
) extended minimum, (c) centroid error as the two place function eðl; rÞ.
Fig. B.2
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1
r
R l
0 w
2dwþ 11l
R r
l 1wð Þwdw
1
r
R l
0 wdwþ 11l
R r
l 1wð Þdw
¼
1
3 2l
3  2l4 þ 3r3  2r4  3l2r þ 2l3r
 
l2  l3 þ 2r2  r3  2lr þ l2r
: ðB:3ÞConsequently, the centroid error for the approximation of the extended minimum is expressed by:e ¼ 1
3
 l
3  l4 þ r3  r4  2l2r þ 2l3r  l2r2 þ lr3
l2  l3 þ 2r2  r3  2lr þ l2r
: ðB:4ÞThe absolute maximum value of the centroid error, whose surface is shown in Fig. B.1c, is ejmaxjðl; rÞ ﬃ eð0:27;
0:75Þ ﬃ 0:092.
B.2. Extended product
Considering the extended algebraic product, it is irrelevant which pair of arguments generates the resultant MF. Hence-
forth, without loss of generality we assume that both arguments have the same MFs, as it is shown in Fig. B.2a. In order to
derive the exact result we apply our formula for the extended strict t-norm Ts based on the minimum on continuous FTNs
[14].leT s minh i F;Gð Þ wð Þ ¼
w1 wð Þ if w 2 Ts lF ; lGð Þ; Ts mF ;mGð Þð Þ
w1 wð Þ if w 2 Ts mF ;mGð Þ; Ts rF ; rGð Þ½ Þ
0 otherwise;
8><>: ðB:5Þ
wherew lð Þ ¼ T f1 lð Þ; g1 lð Þ
 
ðB:6Þ
w lð Þ ¼ T f1 lð Þ; g1 lð Þ ; ðB:7Þwith l 2 ½0;1 and f , g, f , g are deﬁned by
f uð Þ ¼ f uð Þ if u 2 lF ;mF½ Þ ðB:8Þ
g vð Þ ¼ g vð Þ if v 2 lG;mG½ Þ ðB:9Þ
f uð Þ ¼ f uð Þ if u 2 mF ; rF½  ðB:10Þ
g vð Þ ¼ g vð Þ if v 2 mG; rG½ : ðB:11ÞApplying this result to the product t-norm and triangular MFs, we getl ¼
ml wð Þð Þ2
  1½ 
¼
ﬃﬃﬃ
w
p
m ; w 2 0;m2
 
m 1ð Þl wð Þ þ 1ð Þ2
 
¼
ﬃﬃﬃ
w
p 1
m1 ; w 2 m2;1
 
:
8><>: ðB:12Þ
Thus, the centroid of the set described by the above MF is expressed byC ¼
Rm2
0 mw
1
2wdwþ R 1m2 w121m1 wdwRm2
0 mw
1
2dwþ R 1m2 w121m1 dw ¼
3
10
 4m
6  4m4 þm3 þm2 þmþ 1
2m4  2m2 þmþ 1 : ðB:13ÞThe centroid of the approximate extended product is expressed byCapx ¼ m
2 þ 1
3
: ðB:14ÞFinally, the centroid error becomes0 1
0
1
(a)f,g
u,va 0 1
0
1
(b)
wa2 0 0.5 1
-0.08
-0.06
-0.04
-0.02
0
0.02
(c)
a
. Critical approximation case for the extended product: (a) duplicate argument MFs with parameter a indicated, (b) the exact (solid) and
imate (dashed) extended product, (c) centroid error eðaÞ.
0 1
0
1
(a)f,g
u,vr1 r2 0 1
0
1
(b)μ
wρ
1/(ρ+1) −
Fig. B.3. First critical approximation case for the extended Łukasiewicz t-norm: (a) argument MFs with parameters r1 and r2 indicated, (b) exact (solid) and
approximate (dashed) results.
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30
 16m
6  36m4 m3 þ 19m2 m 1
2m4  2m2 þmþ 1 : ðB:15ÞWe search for the value of a in order to obtain the maximal difference between the exact and the approximate result.
According to the error plot in Fig. B.2b, ejmaxj ¼ eð1Þ ¼ 1=15 ¼ 0:06ð6Þ.
B.3. Extended Łukasiewicz t-norm
In the most typical use cases of the extended Łukasiewicz t-norm, there is no approximation error. Two critical cases illus-
trated in Figs. B.3 and B.4 are caused by clipping the exact extended t-norm with the membership axis.
The classical (non-extended) Łukasiewicz t-norm is a composition of the undifferentiatable outer function and the linear
two parameters inner functionT r1; r2ð Þ ¼ T qð Þ  q r1; r2ð Þ ¼max 0;qð Þ  r1 þ r2  1ð Þ: ðB:16Þ
Generally there is a lot of equivalent pairs fr1; r2g producing the same q value – the only parameter of TðqÞ. That is why in
part (a) of the ﬁgure only q is signiﬁcant, while r1 and r2 are exemplary realizations, i.e., r1 þ r2  1 ¼ q such that q 2 ½0;1.
If we consider only the linear inner function in part (b) of Fig. B.3 then its lower bound may be negative, e.g.
w ¼ uþ v  1 ¼ 0þ 0 1 ¼ 1. From the clipping property of the outer function, the actual lower bound is equal to 0. In
our approximation approach, the lower bound is the vertex of the MF triangle shown in Fig. B.3b. In this way, we found
the ﬁrst discrepancy between the exact extension and the approximate extension. Analyzing Fig. B.3b, we easily calculate
the centroidC ¼
q
2  qqþ1þ 2q3  q
2
2 qþ1ð Þ
q
qþ1þ q
2
2 qþ1ð Þ
¼ 1
3
 2q
2 þ 3q
qþ 2 : ðB:17ÞThe centroid of the approximate MF is given byCapx ¼ 2q3 : ðB:18ÞFinally, we get the centroid error:e ¼ 1
3
 q
qþ 2 < 0; ðB:19Þwhich is always negative and decreasing with q. Therefore, the absolute error is maximal when q ¼ 1, ejmaxjðqÞ ¼
eð1Þ ¼ 1=9 ¼ 0:1ð1Þ. Since q ¼ r1 þ r2  1, both r1 ¼ 1 and r2 ¼ 1.
In Fig. B.4, the second case of extreme discrepancy is shown. The limit of the exact MF with w tending to 0 from the right
may be signiﬁcantly less than unity, limw!0þlðwÞ ¼ kkþ1 < 1, while the approximate triangular function has the limit equal to
unity, limw!0þlapxðwÞ ¼ 1. Despite the difference in shapes, the functions have the same centroid, C ¼ Capx ¼ k=3. Therefore,
in the second critical situation, although there is an evident difference between the exact and the approximate result, the
centroid error is equal to zero.
Appendix C. Proof of Theorem 6
Proof. We know that the secondary MF of the kth ﬁring grade is triangular, i.e.,l ¼max 0;min hk  hkbhk  hk ;
hk  hk
hk  bhk
 !" #
:
0 1
0
1
(a)f,g
u,vl1 l2 0 1
0
1
(b)μ
wλ
λ/(λ+1) −
Fig. B.4. Second critical approximation case for the extended Łukasiewicz t-norm: (a) argument MFs with parameters l1 and l2 indicated, (b) exact (solid)
and approximate (dashed) results.
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hk;low ¼ hk 1 lð Þ þ bhkl; ðC:1Þ
hk;upp ¼ hk 1 lð Þ þ bhkl: ðC:2ÞThe K–M algorithm, in order to obtain the right slope of the type-reduced set, selects one of these functions for each k. We
denote the selected functions with the uniﬁed notationhk ¼ hk 1 lð Þ þ bhkl; ðC:3Þ
where hk stands for either hk or hk depending on the K–M selection. Consequently, the maximal output value is expressed byymax ¼
PK
k¼1yk
hkPK
k¼1
hk
ðC:4Þand the principal output is weighted by the principal ﬁring grades, i.e.,ypr ¼
PK
k¼1yk
bhkPK
k¼1
bhk : ðC:5ÞThe exact output value with the use of (C.3) is expressed byy ¼
PK
k¼1ykhkPK
k¼1hk
¼
PK
k¼1yk
hk þ l
PK
k¼1yk
bhk  hk PK
k¼1
hk þ l
PK
k¼1
bhk  hk  : ðC:6ÞFrom (C.6) it follows thatl ¼
PK
k¼1yk
hk  y
PK
k¼1
hk
y
PK
k¼1
bhk  hk PKk¼1yk bhk  hk  : ðC:7ÞThe approximate MF (10) in ½ypr; ymax is a linear function of y, i.e.,lapx ¼
ymax  y
ymax  ypr
: ðC:8ÞSubstituting (C.4) and (C.5) into the (C.8), we getlapx ¼
PK
k¼1yk
hk  y
PK
k¼1
hkPK
k¼1yk
hk 
PK
k¼1
hkPK
k¼1
bhkPKk¼1ykbhk
: ðC:9ÞSince the numerators in RHS of formulae (C.7) and (C.9) are equal, it remains to prove that under the condition assumed
in the theorem, i.e.,
PK
k¼1
bhk ¼PKk¼1hk, the denominators are also equal, i.e.,XK
k¼1
ykhk 
PK
k¼1
hkPK
k¼1
bhk
XK
k¼1
ykbhk ¼XK
k¼1
ykhk 
XK
k¼1
ykbhk ¼ XK
k¼1
yk bhk  hk  ¼ yXK
k¼1
bhk  hk XK
k¼1
yk bhk  hk :
Identical calculations can be performed for y 2 ½yminypr. h
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