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HALL-LITTLEWOOD POLYNOMIALS AND A HECKE ACTION ON
ORDERED SET PARTITIONS
JIA HUANG, BRENDON RHOADES, AND TRAVIS SCRIMSHAW
Abstract. We construct an action of the Hecke algebra Hn(q) on a quotient of the polynomial
ring F [x1, . . . , xn], where F = Q(q). The dimension of our quotient ring is the number of k-block
ordered set partitions of {1, 2, . . . , n}. This gives a quantum analog of a construction of Haglund–
Rhoades–Shimozono and interpolates between their result at q = 1 and work of Huang–Rhoades at
q = 0.
1. Introduction
In this paper we construct a quantum deformation of a recently introduced module [9] over the
symmetric group Sn with connections to the Delta Conjecture [8] in the theory of Macdonald
polynomials. We define and study a graded module R
(q)
n,k over the Hecke algebra Hn(q) that inter-
polates between a construction of Haglund–Rhoades–Shimozono [9] at q = 1 and a construction of
Huang–Rhoades [10] at q = 0. We describe the graded isomorphism type of R
(q)
n,k and realize R
(q)
n,k
as a quantum-deformed instance of the point-orbit method of Garsia-Procesi [6] for constructing
Sn-actions on quotients of polynomial rings.
Let q be a formal parameter; we work over the field F = Q(q). The (Iwahori-)Hecke algebra
Hn(q) is a deformation of the group algebra of the symmetric group Q[Sn]. It is defined as the
F -algebra generated by T1, T2, . . . , Tn−1 subject to the relations
(1.1)


(Ti + 1)(Ti − q) = 0 for 1 ≤ i ≤ n− 1,
TiTj = TjTi for |i− j| > i,
TiTi+1Ti = Ti+1TiTi+1 for 1 ≤ i ≤ n− 2.
When q = 1 this is the Coxeter presentation of the symmetric group algebra Q[Sn]. The algebra
Hn(q) has F -dimension n! and a linear basis {Tw : w ∈ Sn}, where Tw := Ts1 · · · Tsℓ if w = s1 · · · sℓ
is a reduced expression. For q generic (not zero or a root of unity), as it will be in this paper,
the F -algebra Hn(q) is semisimple and has irreducible representations indexed by partitions λ ⊢ n.
Hecke algebras naturally arise and play significant roles in many places, such as automorphic forms,
combinatorics, quantum groups, and the representation theory of symmetric groups and general
linear groups [4]. Finding Hecke deformations of actions of the symmetric group is a pervasive
theme in algebraic combinatorics (see, e.g., [2, 3]).
As an ungraded module, our Hecke deformation can be described using ordered set partitions.
A k-block ordered set partition of size n is a sequence (B1 | · · · | Bk) of k nonempty subsets of
[n] := {1, . . . , n} such that we have the disjoint union B1 ⊔ · · · ⊔Bk = [n]. Let OPn,k be the family
of k-block ordered set partitions of size n. For example, (25 | 1 | 34) ∈ OP5,3. We may identify
OPn,n with Sn.
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Let F [OPn,k] be the F -vector space with basis OPn,k. The algebra Hn(q) acts on F [OPn,k] by
the rule
(1.2)
Ti.σ =


qsi(σ) + (q − 1)σ if i+ 1 appears in a block to the left of the block containing i in σ,
si(σ) if i+ 1 appears in a block to the right of the block containing i in σ,
qσ if i+ 1 appears in the same block as i in σ,
for σ ∈ OPn,k. Here si(σ) is the ordered set partition obtained by interchanging i and i+ 1 in σ.
This interpolates between the natural action of Sn on Q[OPn,k] at q = 1 and a ‘bubble sorting’
action of the 0-Hecke algebra Hn(0) on Q[OPn,k] at q = 0 (see [10]). For example, we have
T1.(25 | 1 | 34) = q(15 | 2 | 34) + (q − 1)(25 | 1 | 34),
T2.(25 | 1 | 34) = (35 | 1 | 24),
T3.(25 | 1 | 34) = q(25 | 1 | 34).
We also construct a graded refinement of this action of Hn(q).
2. Results
We recall the standard action of Hn(q) on the polynomial ring F [xn] := F [x1, . . . , xn]. For
1 ≤ i ≤ n− 1, the adjacent transposition si acts on polynomials by swapping xi and xi+1:
(2.1) si.f(x1, . . . , xi, xi+1, . . . , xn) = f(x1, . . . , xi+1, xi, . . . , xn).
The divided difference operator ∂i acts on F [xn] by the rule
(2.2) ∂i.f(xn) :=
f(xn)− si.f(xn)
xi − xi+1
.
The isobaric divided difference operator pii is the operator on F [xn] given by composing multipli-
cation by xi with ∂i:
(2.3) pii.f(xn) := ∂i.[xif(xn)].
We will need a modified version of the pii given by pii := pii − 1. If m is a monomial not containing
xi and xi+1, then
(2.4) pii(mx
a
i x
b
i+1) =


m(xa−1i x
b+1
i+1 + x
a−2
i x
b+2
i+1 · · ·+ x
b
ix
a
i+1), if a > b,
0, if a = b,
−m(xai x
b
i+1 + x
a+1
i x
b−1
i+1 + · · ·+ x
b−1
i x
a+1
i+1 ), if a < b.
Finally, the generator Ti of Hn(q) acts on F [xn] by
(2.5) Ti.f(xn) := qsi.f(xn) + (1− q)pii.f(xn).
A direct computation shows that the Ti satisfy the relations of Hn(q).
Let Λ be the algebra of symmetric functions in the variable set x = (x1, x2, . . . ). For any partition
λ ⊢ n, let
mλ(x), eλ(x), hλ(x), sλ(x), Pλ(x; q)
be the associated monomial , elementary , (complete) homogeneous, Schur , and Hall-Littlewood
P -function; we refer the reader to [11] for their definitions. We will use mλ(xn), eλ(xn), etc. to
denote the restriction of these symmetric functions to the variables xn = (x1, . . . , xn). The following
quotient ring is the main object of study in this paper.
HALL-LITTLEWOOD POLYNOMIALS AND A HECKE ACTION ON ORDERED SET PARTITIONS 3
Definition 2.1. Let k ≤ n be positive integers. Let I
(q)
n,k ⊆ F [xn] be the ideal
I
(q)
n,k := 〈Pk(x1; q), Pk(x1, x2; q), . . . , Pk(x1, x2, . . . , xn; q), en(xn), en−1(xn), . . . , en−k+1(xn)〉
and let
R
(q)
n,k := F [xn]/I
(q)
n,k
be the corresponding quotient.
When q = 1 we have Pk(x1, . . . , xi; 1) = x
k
1 + · · ·+ x
k
i , so that
I
(1)
n,k = 〈x
k
1 , x
k
1 + x
k
2 , . . . , x
k
1 + x
k
2 + · · ·+ x
k
n, en(xn), en−1(xn), . . . , en−k+1(xn)〉
= 〈xk1 , x
k
2 , . . . , x
k
n, en(xn), en−1(xn), . . . , en−k+1(xn)〉
reduces to the ideal In,k ⊆ Q[xn] constructed by Haglund–Rhoades–Shimozono [9]. When q = 0,
we have Pk(x1, . . . , xi; 0) = hk(x1, . . . , xi), so that
I
(0)
n,k = 〈hk(x1), hk(x1, x2), . . . , hk(x1, x2, . . . , xn), en(xn), en−1(xn), . . . , en−k+1(xn)〉
is the ideal Jn,k studied by Huang–Rhoades in the context of the 0-Hecke algebra Hn(0) [10].
The ideal I
(q)
n,k is homogeneous, so R
(q)
n,k has the structure of a graded F -vector space. When
k = n, the ideal I
(q)
n,n is the classical invariant ideal generated by the space F [xn]
Sn
+ of Sn-invariant
polynomials with vanishing constant term, and R
(q)
n,n = F [xn]/〈F [xn]
Sn
+ 〉 is the classical coinvariant
algebra Rn of the symmetric group Sn. There is a well-known action of the Hecke algebra Hn(q)
on Rn [2]; we prove that the same is true for R
(q)
n,k.
Proposition 2.2. Let k ≤ n be positive integers. The ideal I
(q)
n,k is stable under the action of Hn(q)
on F [xn]. The quotient ring R
(q)
n,k is therefore a graded Hn(q)-module.
The proof of Proposition 2.2 is a slightly tedious computation and will be postponed to Section 3.
Since our Hecke parameter q is generic, the F -algebra Hn(q) is semisimple with irreducible
representations W λ indexed by partitions λ ⊢ n [11]. If V is any finite-dimensional Hn(q)-module,
there exist unique nonnegative integers cλ such that V ∼=Hn(q)
⊕
λ⊢n cλW
λ. The Frobenius image of
V is the symmetric function Frob(V ) :=
∑
λ⊢n cλsλ(x). More generally, if V =
⊕
d≥0 Vd is a graded
Hn(0)-module with each graded piece Vd finite-dimensional, the graded Frobenius image of V is
grFrob(V ; t) :=
∑
d≥0 Frob(Vd) · t
d. We wish to determine grFrob(R
(q)
n,k; t); to do this, we employ a
quantum deformation of the point-orbit method.
Pioneered by Garsia-Procesi [6] in the context of the Tanisaki ideals, the point-orbit method gives
a systematic way for producing interesting graded modules over the symmetric group Sn (or more
generally any finite matrix group G) from a finite set Y of points in an n-dimensional space which
is closed under the group action. We recall their construction.
Let Y ⊆ Fn be a finite point set. We denote by
(2.6) I(Y ) := {f ∈ F [xn] : f(y) = 0 for all y ∈ Y }
the ideal of polynomials vanishing on Y . The ideal I(Y ) is usually not homogeneous; to produce a
homogeneous ideal we consider
(2.7) T(Y ) := 〈τ(f) : f ∈ I(Y )− {0}〉.
Here if f ∈ F [xn] is any nonzero polynomial and f = fd + · · · + f1 + f0, where fi is homogeneous
of degree i and fd 6= 0, we let τ(f) := fd be the highest degree component of f . The ideal T(Y ) is
homogeneous by definition. We have
(2.8) |Y | = dimF (F [xn]/I(Y )) = dimF (F [xn]/T(Y )).
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Let G ⊆ GLn(F ) be a finite matrix group. The group G acts on F [xn] by linear substitutions.
If a finite point set Y ⊆ Fn is closed under the action of G, we have isomorphisms of G-modules
(2.9) F [Y ] ∼=G F [xn]/I(Y ) ∼=G F [xn]/T(Y ),
where F [Y ] is the permutation representation of G on Y . This has been used to produce a number
of interesting graded G-modules:
• For G = Sn, and Y a single Sn-orbit in Q
n, Garsia–Procesi showed that T(Y ) is the
Tanisaki ideal which governs the cohomology of a Springer fiber [6].
• For G = Sn, the point-orbit method was used in [9] to study the ring R
(1)
n,k. After fixing
distinct field elements α1, . . . , αk ∈ F , the point set Y in this case is
Y =
{
(y1, . . . , yn) ∈ F
n : {y1, . . . , yn} = {α1, . . . , αk}
}
.
There is an evident bijection between Y and OPn,k.
• Let r ≥ 2 and G = G(r, 1, n), the group of n× n monomial matrices whose nonzero entries
are rth roots of unity in C. For k ≤ n, Chan–Rhoades [5] used the point-orbit method
(over the field C) to produce a quotient RGn,k of C[xn] whose dimension equals the number
of k-dimensional faces in the Coxeter complex attached to G. If α1, . . . , αk are distinct
positive real numbers, the point set Y is
Y = {(y1, . . . , yn) ∈ C
n : {yr1, . . . , y
r
n} = {α1, . . . , αk} or {0, α1, . . . , αk}}.
In the work of Huang–Rhoades on an action of the 0-Hecke algebra on ordered set partitions [10],
the acting algebraic object was not a group but rather the 0-Hecke algebra Hn(0). Despite this,
in [10] it is proven that if we let Y be the point set
Y =
{
(y1, . . . , yn) ∈ F
n : y1, . . . , yn distinct, {α1, . . . , αk} ⊆ {y1, . . . , yn}, yi ∈ {α1, . . . , αk+i−1}
}
where F is an arbitrary field and α1, α2, . . . , αn+k−1 ∈ F are distinct field elements, the ideal T(Y ) is
closed under the action of Hn(0) on F[xn] by isobaric divided difference operators and the quotient
F[xn]/T(Y ) may be identified with a natural 0-Hecke action on F[OPn,k]. The point locus Y used
in this paper is as follows.
Definition 2.3. Let α1, . . . , αk ∈ Q be distinct rational numbers. Let Y
(q)
n,k ⊆ F
n be the set of
points (y1, . . . , yn) such that
• yi ∈ {q
j · αr : j ≥ 0, 1 ≤ r ≤ k} for all 1 ≤ i ≤ n,
• the coordinates y1, . . . , yn are distinct,
• {α1, . . . , αk} ⊆ {y1, . . . , yn}, and
• if yi = q
j · αr for some 1 ≤ i ≤ n, j > 0, and 1 ≤ r ≤ k, there exists i
′ < i such that
yi′ = q
j−1 · αr.
The point set Y
(q)
n,k is in bijective correspondence with OPn,k. Indeed, given σ = (B1 | · · · | Bk),
we have a point ϕ(σ) = (y1, . . . , yn) ∈ Yn,k given by the rule yi = q
j ·αr if i is the (j+1)
st-smallest
letter in the block Br of σ. As an example, we have
ϕ : (5 | 146 | 23) 7→ (α2, α3, q · α3, q · α2, α1, q
2 · α2).
Definition 2.3 is designed so that the map ϕ : OPn,k → Y
(q)
n,k is a bijection.
When q = 1, the point set Y
(1)
n,k gives the labeling of ordered set partitions used to study the
Sn-module R
(1)
n,k in [9]. When q = 0, the point set Y
(0)
n,k becomes ‘degenerate’ when k < n; there
are fewer points in Y
(0)
n,k than there are ordered set partitions in OPn,k. The point set in [10] used
to study the 0-Hecke structure of R
(0)
n,k looks very different from Y
(0)
n,k . As it turns out, the point set
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Y
(q)
n,k gives rise to the quotient R
(q)
n,k and in this way is a quantum deformation of the point set used
in [9].
Theorem 2.4. Let k ≤ n be positive integers. We have T(Y
(q)
n,k ) = I
(q)
n,k, so that we have the
identification of quotients F [xn]/T(Y
(q)
n,k ) = R
(q)
n,k.
We will prove Theorem 2.4 in Section 3.
The quantum deformation involved in Definition 2.3 can be used to define graded Hn(q)-modules
in a broader context. In particular, let Y ⊂ Qn be any finite point set which is closed under the
action of Sn. Given any point y = (y1, . . . , yn) ∈ Y , consider the point y
(q) = (y
(q)
1 , . . . , y
(q)
n ) ∈ Fn
given by y
(q)
i = q
j−1·yi, where i is the j
th occurrence of the rational number yi in the list (y1, . . . , yn).
As an example, if α1, α2, α3 ∈ Q are distinct rational numbers and y = (α2, α1, α2, α2, α3, α1), then
y(q) = (α2, α1, q ·α2, q
2 ·α2, α3, q ·α1). We consider the new point set Y
(q) := {y(q) : y ∈ Y } ⊂ Fn,
so that (for example) if
Y = {(α1, α1, α2), (α1, α2, α1), (α2, α1, α1)},
for α1 6= α2, then
Y (q) = {(α1, q · α1, α2), (α1, α2, q · α1), (α2, α1, q · α1)}.
The point set Y can be recovered from the point set Y (q) by setting q = 1, but the quantization
Y ❀ Y (q) has the effect of breaking Sn-symmetry; the homogeneous ideal T(Y
(q)) ⊂ F [xn] is
usually not Sn-stable. On the other hand, Kyle Meyer (personal communication) proved that
T(Y (q)) is stable under the action of Hn(q) on F [xn], so that F [xn]/T(Y
(q)) is a graded Hn(q)-
module of dimension |Y |. Therefore, any graded Sn-module constructed by the point-orbit method
has a natural companion graded Hn(q)-module. Although there are examples where the graded
dimensions (i.e. the Hilbert series) of Q[xn]/T(Y ) and F [xn]/T(Y
(q)) are different, this does not
happen in our context; to prove this, we will describe the Gro¨bner basis of I
(q)
n,k.
The Gro¨bner theory of the ideal I
(q)
n,k is a straightforward q-analog of the corresponding theory
for In,k. We consider the term order < on monomials in F [xn] given by x
a1
1 · · · x
an
n < x
b1
1 · · · x
bn
n
if there exists 1 ≤ i ≤ n with ai < bi and ai+1 = bi+1, . . . , an = bn. Following the notation of
SageMath [13], we call this term order neglex.
Recall that a shuffle of two sequences (a1, . . . , ar) and (b1, . . . , bs) is an interleaving (c1, . . . , cr+s)
of these sequences which preserves the relative order of the a’s and the b’s. An (n, k)-staircase is
a shuffle of the sequences (k − 1, . . . , 1, 0) and (k − 1, k − 1, . . . , k − 1), where the second sequence
has n− k copies of k − 1. For example, the (5, 3)-staircases are
(2, 2, 2, 1, 0), (2, 2, 1, 2, 0), (2, 2, 0, 1, 2), (2, 1, 2, 2, 0), (2, 1, 2, 0, 2), and (2, 1, 0, 2, 2).
The (n, k)-Artin monomials An,k are those monomials x
a1
1 · · · x
an
n in the variables x1, . . . , xn whose
exponent sequences (a1, . . . , an) are componentwise ≤ some (n, k)-staircase. These are ‘reverse to’
the (n, k)-Artin monomials as defined in [9].
If γ = (γ1, . . . , γn) is a weak composition with n parts, we let κγ(xn) ∈ F [xn] be the corresponding
Demazure character ; see [9] for its definition. If S = {s1 < · · · < sr} ⊆ [n] is any subset, we consider
the skip composition γ(S) = (γ1, . . . , γn) defined by
γi =
{
sj − j + 1 if i = sj ∈ S,
0 if i /∈ S.
We will also need the reverse γ(S)∗ = (γn, . . . , γ1) of this weak composition. As an example, if
n = 6 and S = {2, 5, 6} then γ(S) = (0, 2, 0, 0, 4, 4) and γ(S)∗ = (4, 4, 0, 0, 2, 0).
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Corollary 2.5. Let k ≤ n be positive integers and give monomials in F [xn] the term order neglex.
The standard monomial basis for the ideal I
(q)
n,k is the set An,k of (n, k)-Artin monomials. A Gro¨bner
basis for the ideal I
(q)
n,k is given by the Hall-Littlewood P -functions
Pk(x1; q), Pk(x1, x2; q), . . . , Pk(x1, x2, . . . , xn; q)
together with the Demazure characters
κγ(S)∗(xn) for all S ⊆ [n− 1] such that |S| = n− k + 1.
If k < n, this Gro¨bner basis is minimal.
Proof. It is well known (see, e.g., [9, Lem. 3.5]) that the neglex-leading monomial of the Demazure
character κγ(S)∗(xn) is x
γn
1 · · · x
γ2
n−1x
γ1
n for any subset S ⊆ [n− 1] with |S| = n− k + 1 and γ(S) =
(γ1, . . . , γn). The neglex-leading monomial of the polynomial Pk(x1, . . . , xi; q) is the variable power
xki .
By [9, Thm. 4.9], the number of monomials in F [xn] which are not divisible by any of the leading
monomials in the above paragraph equals |OPn,k|. Moreover, [9, Lem 3.4] (and in particular [9,
Eqn. 3.4]) shows that the Demazure characters appearing in the statement of the corollary actually
lie in the ideal I
(q)
n,k, so that the leading monomials in the above paragraph are actually all leading
monomials of polynomials in I
(q)
n,k. Theorem 2.4 implies dim(R
(q)
n,k) = |OPn,k|, so that the polyno-
mials in the statement of the present corollary form a Gro¨bner basis of I
(q)
n,k. The statement about
minimality when k < n comes from the forms of the leading monomials in the above paragraph.
The claim about the standard monomial basis of R
(q)
n,k being An,k is obtained from [9, Thm. 4.13]
by reversing the variable order (x1, . . . , xn)❀ (xn, . . . , x1). 
Given a permutation w ∈ Sn with one-line notation w = w1 . . . wn, the associated Garsia-Stanton
monomial is gsw :=
∏
wi>wi+1
xw1xw2 · · · xwi . Since Pk(x1, . . . , xi; q) has the form
Pk(x1, . . . , xi; q) = x
k
i + other homogeneous degree k terms involving x1, . . . , xi,
the proof of [10, Lem. 4.2] (see also [10, Cor. 4.3]) goes through directly to show that the generalized
GS monomials
(2.10) GSn,k := {gsw · x
i1
w1
xi2w2 · · · x
in−k
wn−k : w ∈ Sn, k − des(w) > i1 ≥ i2 ≥ · · · ≥ in−k ≥ 0}
also descend to a basis for R
(q)
n,k; we omit the details.
Let SYT(n) be the set of standard Young tableaux with n boxes. For a tableau T ∈ SYT(λ),
let sh(T ) ⊢ n be the partition given by the shape of T . An index 1 ≤ i ≤ n− 1 is a descent of T if
i appears above i + 1 in T (drawn in the English notation). Let Des(T ) be the set of all descents
of T , let des(T ) := |Des(T )| be the number of descents of T , and let maj(T ) :=
∑
i∈Des(T ) i be the
major index of T . We use the following t-analogs of numbers, factorials, and binomial coefficients:
(2.11) [n]t := 1 + t+ · · ·+ t
n−1, [n]!t := [n]t[n− 1]t · · · [1]t,
[
n
k
]
t
:=
[n]!t
[k]!t[n− k]!t
,
with the understanding that
[
n
k
]
t
= 0 if n < k or k < 0.
Corollary 2.6. Let k ≤ n be positive integers. The graded Frobenius image of the Hn(q)-module
R
(q)
n,k has Schur expansion
(2.12) grFrob(R
(q)
n,k; t) =
∑
T∈SYT(n)
tmaj(T )
[
n− des(T )− 1
n− k
]
t
ssh(T )(x).
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Proof. For λ ⊢ n, let Sλ be the corresponding irreducible representation of the symmetric group
Sn. If we fix a basis for any Hn(q)-irreducible W
λ, it is well known (see, e.g., [7, Thm. 8.1.7]) that
the representing matrix for any generator Ti acting on W
λ specializes to a representing matrix for
the adjacent transposition si = (i, i + 1) acting on the corresponding Sn-irreducible S
λ at q = 1.
By Proposition 2.2, the quotient R
(q)
n,k is a graded Hn(q)-module. Since Hn(q) is semisimple,
for any degree d there exist unique integers cλ ≥ 0 such that the d
th graded piece (R
(q)
n,k)d de-
composes into irreducibles as (R
(q)
n,k)d
∼=Hn(q)
⊕
λ⊢n cλW
λ. By Corollary 2.5 and [9, Thm. 4.14],
the modules R
(q)
n,k and R
(1)
n,k have the same Hilbert series, so that dim(R
(q)
n,k)d = dim(R
(1)
n,k)d. We
may therefore consider the representing matrices for the action of Sn on (R
(1)
n,k)d (defined over Q)
as the q = 1 specializations of the corresponding representing matrices (defined over F ) for the
action of Hn(q) on (R
(q)
n,k)d. The above paragraph implies that we have a Sn-module decompo-
sition (R
(1)
n,k)d
∼=Sn
⊕
λ⊢n cλS
λ involving the same multiplicities cλ. The result follows from the
calculation of grFrob(R
(1)
n,k; t) in [9]. 
For example, we have
grFrob(R
(q)
4,2; t) = t
0
[
3
2
]
t
s(4)(x) + (t
3 + t2 + t1)
[
2
2
]
t
s(3,1)(x) + t
2
[
2
2
]
t
s(2,2)(x).
Adin, Brenti, and Roichman [1] studied a refinement of the classical coinvariant ring Rn = Rn,n
indexed by all possible partitions λ with ≤ n parts which is finer than the degree grading and
whose module structure is governed by descent sets of tableaux T ∈ SYT(n). Meyer [12, Thm. 1.4]
extended this result to the quotients Rn,k for k ≤ n. It may be interesting to refine Corollary 2.6
to obtain a quantum analog of Meyer’s results.
The quotient R
(q)
n,k gives a graded refinement of the action of Hn(q) on F [OPn,k].
Corollary 2.7. Let k ≤ n be positive integers. We have R
(q)
n,k
∼=Hn(q) F [OPn,k] as ungraded Hn(q)-
modules.
Proof. The argument given in the proof of Corollary 2.6 reduces us to proving the q = 1 specializa-
tion R
(1)
n,k is isomorphic as an Sn-module to the standard permutation action of Sn on Q[OPn,k];
this was accomplished in [9]. 
The statements of Corollaries 2.6 and 2.7 interpolate between results of [9] at q = 1 and [10] at
q = 0. Since the 0-Hecke algebra Hn(0) is not semisimple, the proofs of these corollaries do not go
through to give the corresponding q = 0 results of [10].
3. Proofs
The Hall-Littlewood polynomials Pd(x1, . . . , xi; q) have the following generating function (see [11,
p. 209]), which we take as the definition of Pd(x1, . . . , xi; q):
(3.1)
∑
d≥0
(1− q)Pd(x1, . . . , xi; q) · t
d =
i∏
j=1
1− qxjt
1− xjt
.
We will need the following well known expansion of Pd(x1, . . . , xi; q) into the monomial basis of
symmetric functions.
Lemma 3.1. For any nonnegative integer d, the Hall-Littlewood polynomial Pd(xi;u) expands in
terms of the monomial symmetric functions mλ(xi) as
(3.2) Pd(x1, . . . , xi; q) =
∑
λ⊢d
(1− q)ℓ(λ)−1mλ(x1, . . . , xi).
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Proof. Starting with Equation (3.1) we have
∑
d≥0
(1− q)Pd(x1, . . . , xi; q) · t
d =
i∏
j=1
1− qxjt
1− xjt
=
i∏
j=1
[
1− q
1− xjt
+ q
]
=
i∏
j=1
[1 + (1− q)xjt+ (1− q)x
2
j t
2 + · · · ]
=
∑
d≥0
∑
λ⊢n
(1− q)ℓ(λ)mλ(x1, . . . , xi)t
d.
(3.3)
Dividing both sides by (1− q) and taking the coefficient of tk gives the result. 
We will also need the following version of the Leibniz rule for the action of the generator Ti of
the Hecke algebra Hn(q) on products of polynomials in F [xn].
Lemma 3.2. Let 1 ≤ i ≤ n− 1 and f, g ∈ F [xn]. We have
(3.4) Ti.(fg) = (si.f)(Ti.g) + (1− q)(pii.f)g.
Proof. Using the ‘Leibniz’ Rule pii.(fg) = (pii.f)g + (si.f)(pii.g) we have
Ti.(fg) = q(si.f)(si.g) + (1− q)(pii.f)g + (1− q)(si.f)(pii.g)
= (si.f)(Ti.g) + (1− q)(pii.f)g.

We are ready to prove Proposition 2.2.
Proof of Proposition 2.2. Let 1 ≤ i ≤ n − 1. By Lemma 3.2, it suffices to show that for any
generator g of I
(q)
n,k we have Ti.g ∈ I
(q)
n,k. For then if f ∈ F [xn] is arbitrary we have Ti.(fg) =
(1− q)xi+1(∂i.f)g + (si.f)(Ti.g), and both terms on the right hand side lie in I
(q)
n,k.
If g ∈ F [xn] is symmetric in xi, xi+1 then pii.g = 0 so that Ti.g = q(si.g) = qg. The generators
en(xn), en−1(xn), . . . , en−k+1(xn), as well as the generators Pk(x1, . . . , xj ; q) for j 6= i, are symmetric
in xi, xi+1 so that if g is any of these generators we have Ti.g = qg ∈ I
(q)
n,k.
We are reduced to proving Ti.Pk(x1, . . . , xi; q) ∈ I
(u)
n,k. This would be a consequence of
(3.5) Ti.Pk(x1, . . . , xi; q) = Pk(x1, . . . , xi+1; q)− Pk(x1, . . . , xi; q) + qPk(x1, . . . , xi−1; q),
where we interpret Pk(x1, . . . , xi−1; q) to be 0 when i = 1, since the right hand side of Equation (3.5)
clearly lies in I
(q)
n,k.
To prove Equation (3.5) we compare the coefficients of monomials m on both sides, making use
of Lemma 3.1. Our analysis breaks up into four cases depending on whether xi or xi+1 appears in
m with a positive exponent. Let p be the total number of variables appearing in m with positive
exponent.
Case 1: Neither xi nor xi+1 appears in m. The term corresponding to m on the left hand side
of Equation (3.5) is (1 − q)p−1Ti.m = q(1 − q)
p−1m. The term corresponding to m on the right
hand side of Equation (3.5) is
(3.6) (1− q)p−1m− (1− q)p−1m+ q(1− q)p−1m = q(1− q)p−1m.
Case 2: xi appears in m, but xi+1 does not. Write m = m
′xai where m
′ is a monomial in
x1, . . . , xi−1. Since the coefficient of m in pii(m) is 0 by Equation (2.4), the monomial m does not
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appear on the left hand side of Equation (3.5). The term corresponding to m on the right hand
side is
(3.7) (1− q)p−1m− (1− q)p−1m+ 0 = 0.
Case 3: xi+1 appears in m, but xi does not. Write m = m
′xbi+1 where m
′ is a monomial in
x1, . . . , xi−1. The coefficient of m on the left hand side of Equation (3.5) is the coefficient of m in
Ti.((1− q)
p−1m′xbi ), which is (1− q)
p−1[q+ (1− q)] = (1− q)p−1. The term corresponding to m on
the right hand side is (1− q)p−1m− 0 + 0 = (1− q)p−1m.
Case 4: Both xi and xi+1 appear in m. Write m = m
′xai x
b
i+1 where m
′ is a monomial in
x1, . . . , xi−1. The coefficient of m on the left hand side of Equation (3.5) is the coefficient of m in
Ti.((1 − q)
p−2m′xa+bi ), which is (1− q)(1 − q)
p−2 = (1− q)p−1. This is also the coefficient of m on
the right hand side of Equation (3.5). 
By either Corollary 2.6 or Corollary 2.7, we know dim(R
(q)
n,k) = |OPn,k|. This puts us in a good
position to prove Theorem 2.4.
Proof of Theorem 2.4. We show that the generators of I
(q)
n,k arise as highest degree components
of certain polynomials in I(Y
(q)
n,k ), where the point set Y
(q)
n,k is defined in terms of distinct rational
numbers α1, . . . , αk satisfying certain conditions (see Definition 2.3). To start, let n−k+1 ≤ d ≤ n.
We claim
(3.8)
d∑
i=0
(−1)d−iei(xn)hd−i(α1, . . . , αk) ∈ I(Y
(q)
n,k ),
so that taking the top component gives ed(xn) ∈ T(Y
(q)
n,k ). To see (3.8), notice that the alternating
sum
∑d
i=0(−1)
d−iei(xn)hd−i(α1, . . . , αk) is the coefficient of t
d in the rational function
(3.9)
(1 + x1t)(1 + x2t) · · · (1 + xnt)
(1 + α1t)(1 + α2t) · · · (1 + αkt)
.
Since the numbers α1, . . . , αk must appear as coordinates of points in Y
(q)
n,k , when (x1, . . . , xn) ∈ Y
(q)
n,k
the factors in the denominator cancel with k factors in the numerator, yielding a polynomial in t
of degree n− k < d. Thus the coefficient of td evaluated at (x1, . . . , xn) ∈ Y
(q)
n,k must be zero.
Next, let 1 ≤ i ≤ n. We need to show Pk(x1, . . . , xi; q) ∈ T(X
(q)
n,k). To do this, we will use the
generating function for the Pk(x1, . . . , xi; q) provided by Equation (3.1).
We claim that
(3.10)
k∑
j=0
(−1)k−j(1− q)Pj(x1, . . . , xi; q)ej(α1, . . . , αk) ≡ (−1)
k · qi · α1 · · ·αk on Y
(q)
n,k .
To see this, notice that by Equation (3.1) the left hand side of Equation (3.10) is the coefficient of
tk in the expression
(3.11)

 i∏
j=1
1− qxjt
1− xjt

 · (1− α1t)(1− α2t) · · · (1− αkt).
Consider a typical ordered set partition σ = (B1 | · · · | Bk) ∈ OPn,k and the corresponding point
ϕ(σ) = (y1, . . . , yn) ∈ Y
(q)
n,k . Let ij be the number of entries in the block Bj of σ which are ≤ i; we
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have i1 + · · · + ik = i. Upon specialization to ϕ(σ), the expression (3.11) equals
(3.12)

 k∏
j=1
1− qijαjt
1− αjt

 · (1− α1t) · · · (1− αkt) = (1− qi1α1t) · · · (1− qikαkt).
For example, the expression (3.11) with i = 3 evaluated at ϕ(5 | 146 | 23) = (α2, α3, q · α3, q ·
α2, α1, q
2 · α2) equals
(1− qα2t)(✘✘✘
✘1− qα3t)(1− q
2α3t)
(
✘
✘
✘
✘1− α2t)(✘✘✘
✘1− α3t)(✘✘✘
✘1 − qα3t)
(1− α1t)(✘✘✘
✘1 − α2t)(✘✘✘
✘1− α3t).
Taking the coefficient of tk in this polynomial gives
(−1)k · qi1+···+ik · α1 · · ·αk = (−1)
k · qi · α1 · · ·αk,
proving the assertion (3.10).
As an immediate consequence of (3.10) we have
(3.13) (−1)k+1 · qi · α1 · · ·αk +
k∑
j=0
(−1)k−j(1− q)Pj(x1, . . . , xi; q)ej(α1, . . . , αk) ∈ I(Y
(q)
n,k ).
Taking the highest degree component gives
(3.14) (1− q)Pk(x1, . . . , xi; q) ∈ T(Y
(q)
n,k ).
Since we are working over F = Q(q), we have 1− q 6= 0 so that Pk(x1, . . . , xi; q) ∈ T(Y
(q)
n,k ).
So far we have demonstrated the inclusion I
(q)
n,k ⊆ T(Y
(q)
n,k ). On the other hand, we have
dim(F [xn]/T(Y
(q)
n,k ) = |Y
(q)
n,k | = |OPn,k| = dim(F [xn]/I
(q)
n,k),
where the last equality follows from Corollary 2.7. This forces I
(q)
n,k = T(Y
(q)
n,k ). 
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