Abstract. Liapunov's direct method is a standard and effective approach to computing the domain of stability (or region of attraction) of an autonomous ordinary differential equation. In this paper the author investigates domains of stability of integral manifolds of solutions generated by nonlinear mechanical and electrical oscillatory systems with many degrees of freedom. These manifolds are families of solutions that exhibit stronger stability properties than individual solutions. The problem of estimating the domain of stability of an asymptotically stable integral manifold is reduced to computing the domain of stability of an associated autonomous system of differential equations. This is done by applying the method of averaging to the system generating the integral manifold thus removing angular and time dependences. The stability region of this associated system is then computed and a result is established showing that this region is contained in the stablity region of the original system. Several examples, including a coupled van der Pol system of oscillators, are considered.
1.
Introduction. An integral manifold of solutions for an n-dimensional system of differential equations is represented geometrically as a hypersurface in (n + 1)-dimensional space with the property that if some value of a solution of the differential equation lies on the hypersurface then the entire solution will also lie on the hypersurface. The study of integral manifolds of solutions arises in the analysis of nonlinear oscillatory systems with tn degrees of freedom of the form (1.1) 5i -F co2i xi e.Xi(t, x1, x m, 1, "'", m), where e > 0, and co > 0, for 1, ..., m. Local asymptotic stability of integral manifolds has been studied by a number of authors, for example, Bogoliubov and Mitropolsky [2, pp. 428-534], Hale [5, pp. 113-169], Hale and Stokes [7] . In this paper the author considers the question of nonlocal stability of integral manifolds and approaches the problem by Liapunov's direct method of estimating domains of stability in state space.
LaSalle and Lefschetz [10, pp. 56-71] have shown that Liapunov functions can be used eftctively to compute the domains of stability of equilibrium points for autonomous differential equations. Zubov [15, pp. 196-223] has shown how to directly construct Liapunov functions in the neighborhood of asymptotically stable periodic solutions. The stability properties of an integral manifold for some n-dimensional systems can be studied, however, by introducing an appropriate polar-type change of coordinates to isolate the angular and radial behavior of the system. Under certain conditions the angular behavior of the system can then be "averaged" out and the system decoupled. One of the resulting lower order systems is autonomous. Bogoliubov and Mitropolsky [2, p. 501] and Hale [6] have shown that the stability of integral manifolds for the original system can be related to the stability properties of equilibrium points of the autonomous subsystem. The author shows here, furthermore, that the domains of stability of these equilibrium points are related to, and can be used to estimate, the domains of stability of integral manifolds for the unaveraged system. These results extend to the case of integral manifolds some results due to Loud and Sethna [11] , Sethna [12] , and Sethna and Moran [13] . Let Let E E E k U V
[0, %], where U", V" are domains in E", E", respectively, e o > 0 is fixed, and let Co(E be the set of continuous vector-valued functions f(t, 0, x, y, e) on E. Two subclasses of functions will also be introduced. Let Remark. Assumption H2 implies that (R), X, K e Lip (0, x, y; 2(e)) for some function of 2(e). This assumption can be weakened, but for the purposes of this paper H2 is sufficient. For further discussion the reader is referred to Hale [6] for results with weaker assumptions. [11] , Sethna [12] , and Sethna and Moran 13] have proved some results that relate the domains of stability of asymptotically stable equilibrium points of (2.11)to the domains of stability of periodic and almost periodic solutions of (2.5) . It is these results the author wishes to extend to the case of integral manifolds of (2.7). A comparison theorem will be proved in the next section which will be the fundamental tool. The motivation of the theorem was the formulation of Theorem 2.4, and in particular system (2.9). Ixl > a, F(n/2)n(n + 2)(n + 4) 16 7T, n/2an and 3 n2(n + 2)(n + 4)
Proof. The first problem is to compute A a. To do this note that fE f f{ Aa(x dx F(n/2)n(n + 2)(n + 4)' where repeated use has been made of the recurrence formula F(1 + z) zF(z), with z n/2. 
Define the following function of (t, 0, x, y)" G(e) (1 + klk + mI' + nP,)F(e),
The main theorem can now be proved. THEOREM 3.5. Let p > 0 be a given constant, and (dp(t, e), (t, e), rl(t, e)) be a solution of (3.1) defined for all > 0 such that there exist constants p > O, L > 0 with the property that S,+,(((t, e), rl(t, e)); p) D U V" jbr 0 <= <= Lie and 0 < e <= e o. Then there exists e* > 0 such that if 0 < e <= e* and (O(t, e), x(t, e), y(t, e)) is the solution of (2.7) with 0(0, e) rk(O, e), x(O, e) ( [11] and, in particular, if system (2.7) does not have the 0 and y equations the results are identical to those of Sethna and Moran [13] .
Returning to system (4.1), introduce the change of variable w x Xo and rewrite (4.1) Let (x(t), y(t)) be a solution of (4.1) such that (X(to), y(to)) O, for some o. Then w(t) x(t) x o and y(t) are solutions of (4.9) such that (W(to), y(to) f-,.
Therefore, since ,.9)(w, y) < 0 in l, V(w(t), y(t)) <= V(w(to), y(to)) < 1- (4.10)(X) W(x) + dp(x)TAx + xTAdp(x).
Let tk(x) have the special form (4.14)
where H(x) (hij(x)) for some functions hij(x) of the vector x. Then one can write (4.15) 
The Jacobian of (p/2)(1 p2/ Consider v(r) r. Then 5.6)(r) 2rP -(er/4)(r + 2) x (r + 4) which satisfies .6)(r) < 0 iff r > -2, r 0. Let be a real number such that (Po 2) < I. (6.3) . The averaged system of(6.4) is then (6.5) dx exx [2(2 g eFo(x). From (6.5) it is clear that the origin x x2 0 is the only equilibrium point for (6.5) (6.4) which in this case is an almost periodic solution of (6.4) with basic frequencies x/, x/, since the 0 equation is missing. In this case the results are equivalent to those obtainable by the methods of Sethna and Moran [13] .
Case (b). g(A, B) < 2. The averaged system (6.5) now has a family of nonisolated equilibrium points given by x2 + x 2(2 go)-Furthermore (0, 0) is also an equilibrium point of (6.5) but not of (6.4 The last two equations (7.5b) have been decoupled from the first two, (7.5a), which allows one to investigate the set of equilibrium points of (7.5b 8 2
Both of these inequalities are satisfied provided 0 < <_* 7.88 x 10-5.
These estimates point out rather graphically that the results obtained are for truly "small" parameter problems. It would be an interesting problem to compute hard estimates for all of the inequalities in the proofs to determine the extent to which they could be used for numerical approximations. Even if the computational efficiency might be determined to be questionable this would be a worthwhile fact to know.
