Abstract. Given a fiber bundle Z → M → B and a flat vector bundle E → M with a compatible action of a discrete group G, and regarding B/G as the noncommutative space corresponding to the crossed product algebra, we construct an analytic torsion form as a non-commutative deRham differential form. We show that our construction is well defined under the weaker assumption of positive Novikov-Shubin invariant. We prove that this torsion form appears in a transgression formula, from which a non-commutative Riamannian-Roch-Grothendieck index formula follows.
Introduction
The basic philosophy of non-commutative geometry is to regard some non commutative algebras as (smooth, continuous, measurable) functions on a space, and then extending geometric concepts like topological invariants to these algebras [6] . One of such classes of topological invariants that has been particularly successfully generalized to "non-commutative spaces" is that of index theory (see [6, Chapter 2] for an introduction).
In this paper, we turn to construct another important invariant, namely, the Bismut-Lott analytic torsion form, for the non-commutative transformation groupoid convolution algebra. Our approach is based on the non-commutative super-connection formalism of [7, 11] , developed for local index theory.
Recall that the Bismut-Lott analytic torsion form was constructed as a higher analogue of the Ray-Singer torsion [3] . Let Z → M π − → B be a fiber bundle with connected closed fibers Z x := π −1 (x), x ∈ B and let E → M be a complex vector bundle with flat connection ∇ E and Hermitian metric g E . Fix a splitting T M = V ⊕ H into vertical and horizontal bundles. Let D t be the rescaled Dirac operator. The Bismut-Lott analytic torsion form is defined as [3, (3. 118)]:
(1)
where
The Bismut-Lott analytic torsion form appears in a transgression formula, hence a Riemannian-Roch-Grothendeick index formula follows. This construction was extended to general foliations with Hausdorff holonomy gropoids by Heistech and Lazarov [10] , using Haefliger cohomology. When the fiber of the bundle is some non-commutative space B (i.e. a smooth sub-algebra of some C * -algebra), Lott [13] defined the analytic torsion as Necessarily, our definition is formally the same as (2) . However, we instead regard the base space as some non-commutative space (the transformation groupoid convolution algebra). Correspondingly, we replace the deRham complex (with coefficient) by the non-commutative deRham complex, and we use the non-commutative Bismut superconnection and the trace defined [7] . By some standard arguments, we obtain a transgression formula and a non-commutative Riemannian-Roch-Grothendieck index theorem. Thus our work again verifies the power of the super-connection formalism, as pointed out in [7] and [5] .
In order to adapt the standard construction, there is, however, a major technical difficulty we need to overcome -the integral (2) may not converge as t → ∞. In [13] , the author made a very strong additional assumption that the Laplacian has a spectral gap at 0. This assumption is obviously true for a compact fiber bundle, but usually false in the non-compact case. At this point our technical approach differs from [13] . In [1] , Azzali, Goette and Schick proved that the integrand defining the L 2 analytic torsion form, as well as several other invariants related to the signature operator, decays polynomially provided the Novikov-Shubin invariant is positive. In [16] , we proved that its derivatives also satisfy similar estimates (and as a corollary the L 2 analytic torsion form is smooth). In this paper, we use similar arguments to prove that the non-commutative terms and their derivatives in the analogue of (2) also decay polynomially under, the same condition that the Novikov-Shubin invariant being positive . Therefore the non-commutative analytic torsion form is well defined and smooth.
The main theme of this paper is thus extending the technical results of [16] to the non-commutative case. In Section 2, we review the main construction of [16] , namely the Sobolev type norms · HS m for kernels, and the operator norms. The main result is Corollary 2.18, which concerns the compatibility of the two norms. In Section 3, we begin with reviewing the non-commutative differential forms and the Bismut super-connection [7, 13] . Then we extend the norms constructed in [16] to the non-commutative case (it is essentially ℓ 2 in the dg (k) components), and generalize Corollary 2.18 to non-commutative forms. In Section 4, we mainly follow Section 4 of [1] to compute the large time limit of the non-commutative heat kernel. Here, a major difficulty is that the non-commutative Bisumt super-connection is not flat, unlike the commutative case, and which is a major assumption in [1] . However, we discover that one can express the bracket involving the connection term of the Bismut super-connection as a product of bounded, fiber-wise operators. Finally in Section 5, we write down the relevant character forms, compute their short time limit (with rather standard techniques) and prove our transgression and index formulas. In the last section, we give some more remarks and highlight some open problems. Notation 1.1. Throughout the paper, given two real valued expressions f 1 , f 2 we will write f 1≤ f 2 if there exists some constant C ≥ 0 such that f 1 ≤ Cf 2 .
Sobolev norms on the fibered product groupoid
In this section, we review the construction of norms and Sobolev spaces in [16] .
2.1. The geometric settings. Let Z → M π − → B be a fiber bundle with connected fibers Z x := π −1 (x), x ∈ B. We assume B is compact, however, M is, in general, non-compact. Denote the vertical tangent bundle by V := Ker(dπ) ⊂ T M .
We suppose that there is a finitely generated discrete group G acting on M from the right freely and properly discontinuously. We also assume that G acts on B such that the actions commute with π and M 0 := M/G is a compact manifold. Since the submersion π is G-invariant, M 0 is also foliated and denote such foliation by V 0 . Fix a distribution H 0 ⊂ T M 0 complementary to V 0 . Fix a metric on V 0 and a Ginvariant metric on B. Then one obtains a Riemannian metric on M 0 as g V 0 ⊕ π * g B on T M 0 = V 0 ⊕ H 0 .
Since the projection from M to M 0 is a local diffeomorphism, one gets a Ginvariant splitting T M = V ⊕ H. Furthermore this local diffeomorphism induces G-invariant metrics on V and M . Denote by P V , P H respectively the projections to V and H.
Given any vector field X ∈ Γ ∞ (T B), denote the horizontal lift of X by X H ∈ Γ ∞ (H) ⊂ Γ ∞ (T M ). By our construction,
Denote by µ x , µ B respectively the Reimannian measures on Z x and B.
Definition 2.1. We will consider several connections on the tangent bundle. Denote by ∇ B , ∇ M respectively the Levi-Cevita connection on B and M . Define the connection ∇ M/B on the vertical bundle V → M by [2, p.322] We assume that E is endowed with a G-invariant metric g E , and a G-invariant connection ∇ E (which is obviously possible if E is the pullback of some bundle on M 0 ). In particular, for any invariant section s of E, |s| is an invariant function on M . Let (∇ E ) ′ be the adjoint connection of ∇ E with respect to g E .
In the following, for any vector bundle E we denote its dual bundle by E ′ .
Recall that the "infinite dimensional bundle" over B in the sense of Bismut is a vector bundle with typical fiber Γ ∞ c (E| Zx ) (or other function spaces) over each x ∈ B. We denote such Bismut bundle by E ♭ . The space of smooth sections on E ♭ is, as a vector space,
In other words, one defines a section on E ♭ to be smooth, if the images of all x ∈ B fit together to form an element in
we recall the defintion of the Bismut super-connection in the commutative case. To shorten notations we denote
Definition 2.3. The Bismut super-connection is an operator of the form
is the fiber-wise DeRham differential, and ι Θ is the contraction with the V -valued horizontal 2-form Θ defined by
Here, we recall that the operator D B is just the DeRham differential operator [2, Proposition 10.1]. However, the grading and the identification
On the Bismut bundle one has the standard metric on Γ ∞ c (E ♭ ) given by
The adjoint connection of ð B with respect to ·, · E ♭ , which is defined by the relation
See [3, Proposition 3.7] and [12] for explicit formulas for (L
V (we use the superscript ′ to denote adjoint connections and * to denote adjoint operators). Recall that D ′ B is also flat, i.e. (D ′ B ) 2 = 0.
Note that the operators∇ E ♭ and∂ V are just respectively the (0, 1) and (1, 0) parts of the usual covariant derivative operator. Since M is locally isometric to a compact space M 0 , it is a manifold with bounded geometry (see [15, Appendix 1] for an introduction). On any manifold with bounded geometry one constructs various standard Sobolev spaces [15 
, and consider:
c (E), we define its m-th Sobolev norm by
Denote by W m (E) be the Sobolev completion of Γ ∞ c (E) with respect to · m . Definition 2.6. We say that a differential operator A is C ∞ -bounded if in normal coordinates, the coefficients and their derivatives are uniformly bounded.
Example 2.7. Any invariant connection ∇ E is a C ∞ -bounded differential operator, because by G-invariance the Christoffel symbols of ∇ E and all their derivatives are uniformly bounded. It follows that using normal coordinate charts and parallel transport with respect to ∇ E as trivialization, one sees that E is a bundle with bounded geometry.
2.3. The fibered product. Definition 2.8. The fibered product of the submersion M → B is defined to be the manifold
The manifold M × B M is a fiber bundle over B, with typical fiber Z × Z. One naturally has the splitting [9, Section 2]
where V s := Ker(dt), V t := Ker(ds). Denote by P Vs , P V t the projections onto V t and V s .
Note that V s ∼ = s * V and V t ∼ = t * (V ). As in Section 1.1, we endow M × B M with a metric by lifting the metrics on H 0 and V 0 . Then M × B M is a manifold with bounded geometry. Notation 2.9. With some abuse in notations, we shall often write elements in M × B M as triples (x, y, z), where x ∈ B, y, z ∈ Z x . Using these notations s(x, y, z)
Let E → M be a contravariant G-vector bundle and E ′ be its dual. We will consider
be the tensor of the pullback connections. Similar to Definition 2.4, we define the covariant derivative operators on
Note that∂ s and∂ t are essentially∂ V for the fiber bundle M × B M → M with s (resp. t) as the projection.
For any (x, y, z) ∈ M × B M , let d x (y, z) be the Riemannian distance between y, z ∈ Z x . We regard d as a continuous, non-negative function on M × B M . Definition 2.11. (See [14] ). As a vector space,
The convolution product structure on Ψ −∞ ∞ (M × B M, E) is defined by
Now we introduce a Sobolev type norm on Ψ
We may further assume χ 1 2 is smooth. 
We say A is smooth if A(Γ ∞ c (E)) ⊆ Γ ∞ (E). A smooth fiber-wise operator A is said to be bounded of order m if A can be extended to a bounded map from W m (E) to itself.
Denote the operator norm of A :
Note that
Example 2.
15. An example of smooth fiber-wise operators is
Notation 2.16. For the fiber-wise operator operator A : Γ ∞ c (E ♭ ) → W 0 (E) which is of the form given by Example 2.15, we denote its kernel by A(x, y, z). We will write
where B = α B α is a finite open cover (since B is compact), and
On M α × Z the source and target maps are explicitly given by
For such trivialization, one has the natural splitting
where H α and V α are respectively H and V restricted to M α × {z}, z ∈ Z. It follows from (9) that
Given any vector field X on B, let X H , XĤ be respectively the lifts of X to H and H. Since dt(XĤ ) = ds(XĤ ) = X H , it follows that
Corresponding to the splitting T (M α × Z) = H α ⊕ V α ⊕ T Z, one can define the covariant derivative operators. Let ∇ T Mα be the Levi-Civita connection on M α and ∇ T Z be the Levi-Civita connection on Z. Define for any smooth section Let A be any smooth fiber-wise operator on Γ ∞ c (E ♭ ). Then A induces a fiber-wise
Note thatÂ is independent of trivialization since A is fiber-wise, and for any α, β and z ∈ Z, the transition function
} as the identity diffeomorphism. For any smooth fiber-wise operator A and g ∈ G, define
It is easy to check that g * A is still a smooth fiber-wise operators. We will denote the corresponding operator induced on Γ ∞ c (Ê ♭ ) by g * A.
Note that S is finite since the G action is proper. With these preparations, we state the main result of this section, which is a slight generalization of [16 
Proof. Fix a partition of unity {θ α } ∈ C ∞ c (B) subordinate to {B α }. We still denote by {θ α } its pullback to M and M × B M . Fix any Riemannian metric on Z and denote the corresponding Riamannian measure by µ Z . Then one writes
for some smooth positive function J α . Moreover, over any compact subsets on B α ×Z, 1 Jα is bounded.
On M α × Z, define differential operators as in [16, Equations (9) , (10), (11)]:
the theorem clearly follows from the inequalities
op 0 ψ 2 HS 1 (g). Let Z = λ Z λ be a locally finite cover. Then the support of χθ α lies in some finite sub-cover. Let χ α be the characteristic function
Without loss of generality we may assume E ′ | Z λ are all trivial. For each λ fix an orthonormal basis {e λ r } of E ′ | Bα×Z λ , and write
One directly computes (c.f. [16, Lemma 2.9]):
Integrating and using the same arguments as the proof of [16, Theorem 2.17], one gets the estimate
Equation (16) hence follows from
Using the same arguments with∂ α in place of∇ α , one gets the Equation (15) . As for the last inequality, since t * E| Mα×{z} and the connection (x −1 α ) * ∇ s * E is trivial along exp tZ 0 , it follows thaṫ
)), and from which Equation (16) 
The non-commutative Bismut bundle over the transformation groupoid convolution algebra
Let B be a compact manifold without boundary, G be a discrete group acting on B from the right. One defines the transformation groupoid B ⋊ G ⇒ B = B × G with groupoid operations
, where ⊗ here denotes algebraic tensor product. Hence elements in C * c (B ⋊ G) can be written as a finite sum
Equip C * c (B ⋊ G) with multiplication and involution:
3.1. Non-commutative differential forms. Following [7] , we enlarge C * c (B ⋊ G) and consider the algebra of forms.
with multiplication
Notation 3.3. To shorten notations, we denote k-tuples by g (k) := (g 1 , · · · , g k ) ∈ G k , and write
Definition 3.4. The (compactly supported) non-commutative DeRham differential forms is the vector space
, equipped with multiplication and involution
Then it is easy to see that
We also need ℓ 2 and
. We may assume that for any differential forms,
(B ⋊ G) with the norm
with the topology induced by degree-wise convergence, and Ω • ℓ 2 (B ⋊G) with the natural inductive limit topology.
be the subspace spanned by graded commutators and consider
, where the over-line denotes the closure. Observe that the bi-grading of
It follows the derivation property that the differential (
Following [13] , we also consider a further quotient of
We shall denote the cohomologies of (
Remark 3.7. In this paper, we will construct the torsion form and prove the transgression formula in Ω • ℓ 2 (B ⋊ G) Ab . Note that in [7] , the authors consider the smooth subalgebra of super-exponential decay (with respect to the length function defined by some generators), and prove that the trace of the heat kernel lies in that space. Thus their result is stronger than ours. However we need to consider the t → ∞ behavior of the heat kernel.
3.2. The vector representation. Let E → B be a (possibly infinite dimensional) contravariant vector bundle.
The vector representation extends naturally to a left action of
Here, we write down the action explicitly. Denote Ω
Observe that
Moreover the action is given by ν(
We specialize to the case of the Bismut bundle E ♭ → B. We define an ℓ ∞ version of Ω k e (E ♭ ⋊ G):
Clearly by extending the vector representation Ω
In this section, let E ♭ → B be the Bismut bundle, induced from the fiber bundle M → B and vector bundle E → M , with compatible G-action, as described in Section 2.1.
We begin with writing down some necessary conditions for a Ω • c (B ⋊ G)-linear map K. We may assume K is of the form
where K g (k) are C-linear maps. For the moment we regard K and Ks as formal sums. Then one has for any f ∈ C ∞ (B)
Therefore
are fiber-wise operators. Comparing ν(g ′ )Ks with K(ν(g ′ )s) for arbitrary g ′ ∈ G, using Equation (18), one finds
Comparing terms in (20) and (21) not beginning with dg ′ , we get
It follows that
for some (fiber-wise) mapsK (g 2 ,··· ,g k ) .
The upshot of Equation (22) is that it is necessary to consider infinite sums. Here we consider the simplest example where Equation (19) makes sense. Example 3.11. Suppose thatK (g 2 ,··· ,g k ) in Equation (22) are compactly supported tensors, and such that only finitely manyK (g 2 ,··· ,g k ) differ from zero. Then for any s ∈ Γ ∞ c (E) there are at most finitely many g 1 ∈ G such that (g *
1K
(g 2 ,··· ,g k ) )s = 0. In other words, K is a well defined map from Γ ∞ c (E) to itself. It is clear that K furthermore extends to Ω • ℓ ∞ (E ♭ ⋊ G). Specializing to the case k = 1. Comparing the dg ′ term in (20) and (21) and using Equation (22), one gets (23)
Note that one gets the same equation for all g ′ . Thus a concrete example for a Ω • c (B ⋊ G) is given byK = dχ, where χ ∈ C ∞ c (G) is defined in Equation (7).
Then the composition is well defined. It is explicitly given by
Remark 3.12. In this paper, we will mainly consider the sub-algebra of operators generated by Ψ −∞ ∞ (M × B M, E) G and tensors as in Example 3.11.
In this section, we expand the (semi)-norm in Definition 2.12.
Also, we denote
Here we derive a formula for · HS m . Write
Clearly · HS m is positive definite, therefore it defines a norm on Ψ
Moreover, there are constants C m,l > 0 such that
Proof. Since A is G-invariant, one has
The first inequality follows immediately from Corollary 2.18. As for the second inequality, we use Equation (25) to get
and observe that one can interchange the roles of y and z in the last line.
Similar to Theorem 3.14, we have
Moreover there exists C ′ m > 0 (depending only on F ) such that
Proof. We only prove the first inequality. The second is similar. Since we have
The integrand is bounded by
for some compactly supported functionχ ≥ 0, which depends only on the support of F (g 2 ,···g k ) . Therefore g g * χ is bounded. Our inequality then follows from (25).
3.5. Trace class operators.
We say that K is of trace class if for all m (26)
For a trace class operator, we define
where tr is the point-wise trace (c.f. [7, (3.22 
)]).
Remark 3.17. Using similar arguments as the proof of Lemma 3.19 below, one can show that tr Ψ does not depend on χ.
If E • is a Z graded vector bundle, define the super-trace str Ψ as in (27) with tr(·) replaced by the super-trace str(·).
It is well known that tr Ψ is indeed a trace.
Also one has the identity:
Proof. For simplicity we only prove the case when k = 1, the other cases are similar. It is well know that
We must prove the second integral vanishes. The operator
Summing over all g ∈ G, g 1 ∈ G \ {e} and using (23), it follows that
On the other hand, it is straightforward to compute
Hence the lemma.
To construct examples of trace class operators, one uses the following lemma:
Proof. We use similar arguments as the proof of [16, Theorem 4.6] . For simplicity we only consider k = 1. The general cases are similar. Denote byθ the characteristic function of support ofF , and write
Then by the Cauchy-Schwarz inequality
Sum over all g and then g ′ (k ′ ) , and using the fact that for each g ′ (k ′ ) fixed, the support of (g ′ (k ′ ) g) * F is a locally finite cover of M , one gets
HS 0 . We turn to estimate its derivative. Differentiating under the integral sign, one gets
where L ♭ is the (1, 0) component of D B in Definition 2.3 (with E trivial), which is a C ∞ (B) connection. Since |L ♭ µ x (z)| equals |µ x (z)| multiplied by some bounded function, it follows that
Similarly, write
Lastly, by the Leibniz rule, we have
Adding these estimates together, we have proven that
HS 1 . Clearly, the same arguments for Equation (28) can be repeated for all derivatives, and one gets for any m,
HS m , for some finite sets S m . By the Sobolev embedding theorem (for Sobolev spaces on the compact manifold B), it follows that for any m ′ , there exists m such that
3.6. The Bismut super-connection over B ⋊ G. In this section, we generalize the Bismut super-connection to the convolution algebra. Let E → M be a flat G-contravariant vector bundle with a flat connection ∇ E . One regards E ♭ as a contravariant vector bundle over B. Hence one has a C * (B ⋊ G) module Γ ∞ c (E ♭ ) by Definition 3.8.
Definition 3.21. Let χ ∈ C ∞ c (M ) be as in Equation (7). Define the operator
Proof. It suffices to check
The G-invariant inner product , E on E ♭ defined in Equation (3) induces a C * (B ⋊ G) valued inner product on Γ ∞ (E ♭ ) by the formula
Note that for any s 1 , s 2 ∈ Γ ∞ c (E ♭ ), s 1 , (g * s 2 ) E ♭ (x) = 0 for all but finitely many g. This new inner product , E ♭ ⋊G defines a pre-Hilbert C * c (B ⋊ G) module structure. More precisely:
Proof. Equation (33) is equivalent to
Hence one verifies the first formula:
As for the second equality, it suffices to verify for any
Relabeling g 2 = g 0 g 1 yields the desired result.
One extends naturally the inner product , E ♭ ⋊G to Ω e (E ♭ ⋊ G), and defines the notion of adjoint connection by Equation (4) (with , E ♭ ⋊G in place of , E ♭ ).
Lemma 3.24. For any sections
u 1 , u 2 ∈ Γ ∞ c (E • ♭ ), we have (34) (d B + d) u 1 , u 2 = (D B + ∇ G )u 1 , u 2 − u 1 , (D ′ B + ∇ G )u 2 .
In other words, the adjoint connection of D B + ∇ G with respect to the
C * (B ⋊ G) valued inner product , E ♭ ⋊G is D ′ B + ∇ G .
Proof. Since the DeRham differential d B commutes with pull-back, it suffices to check
Summarizing the results in this section, we define: its adjoint connection is
3.7. The bundle Ker(∆). Define the (fiber-wise) Laplacian operator
Since ∆ is fiber-wise, its kernel, Ker(∆) is a module over C ∞ (B). One may also regard Ker(∆) as a fiber bundle with typical fiber Ker(∆| Zx ). Since ∆ is G-invariant, Ker(∆) is a contravariant vector bundle. Denote also respectively by Rg(
Recall [12] that one has Hodge decomposition The Bismut super-connection D B induce a connection on Ker(∆). Namely, it is straightforward to verify that
are both flat connections on Ker(∆) as a C ∞ (B) module (c.f. [3, Section 3(f)]).
Hence by the same arguments as above,
is a connection on Ker(∆) as a C * c (B ⋊ G) module. We compute the curvature of ∇ Ker(∆) (r). Define
The Chern-Simon form for the Ker(∆) bundle is defined to be
Large time limit of the heat kernel
Denote by N and N Ω respectively the grading operator on E • := E ⊗ ∧ • V ′ and the total horizontal grading on Ω • e (E • ⋊ G). Let D t be the rescaled Bismut superconnection
Its adjoint connection is
Also, for convenience, we will denote
Note that D(r) 2 = r(1 − r)∆. By Duhamel's expansion, we have
and e −r(1−r)t∆ is the usual fiber-wise heat operator. Note that the coefficient of each dg (k) on the right hand side of (37) is determined by a finite number of terms.
Remark 4.1. Note that we regard the heat operator and the projection operator Π 0 as kernels, as described in Example 2.15.
The Novikov-Shubin invariant.
Definition 4.2. We say that M → B has positive Novikov-Shubin invariant if there exist γ > 0 and C 0 > 0 such that for sufficiently large t,
∆ − Π 0 is non-negative, selfadjoint and (e
Hence our definition of having positive Novikov-Shubin is equivalent to that of [1] . Our argument here is similar to the proof of [4, Theorem 7.7] .
In this paper, we will always assume M → B has positive Novikov-Shubin invariant. From this assumption, it follows by integration over B that (38) e −t∆ − Π 0 HS 0 < Ct −γ , as t → ∞.
4.2.
A degree reduction trick. Rearranging Equation (36), one has
Moreover, observe that Ω is a tensor (see [3, Proposition 3.7] and [12] for explicit formulas for L E • ♭ and Ω) and (
* is an elliptic operator. As a first application of Equation (39) 
for all m ∈ N as t → ∞.
Recall that in [1] , the main observation is that
Since the r.h.s. is a fiber-wise operator, one can estimate the size of the rescaled heat kernel, using known results on fiber-wise estimates. Here D(r) is not flat. Instead we have the following important lemma, which is another consequence of Equation (39):
Lemma 4.5. One has the identity:
where we denoted
Proof. One directly computes
By Equation (39), one has
and since both D B and
The lemma clearly follows by combining these equations.
The key observation from Lemma 4.5 is that Ω 0 , Ω 1 , Ω 2 are all smooth fiber-wise operators with respect to the foliation M → B. For all 0 ≤ r ≤ 1,r(t) < r < 1, t >t,
Proof. To prove the first equality, write
, and both commute with ∆. Therefore D(r) c e −r ′ r(1−r)t∆ can be written as sum of the form
where k = 0, · · · , c. The first inequality then follows form [12] . The second inequality is [16, Theorem 3.13] .
To prove the third inequality one writes
, then take the · op ′ m norm for the first factor, and · HS m for the second.
We furthermore observe that the arguments leading to the main result [1, Theorem 4.1] still hold if one replaces the operator and · τ norm respectively by · op ′ m and · HS m for any m.
The arguments in [1, Section 4] are elementary, so we will only recall some key steps. First, one splits the domain of integration Σ n = I ={0,··· ,n} Σ n r,I , where Σ n r,I := {(r 0 , · · · , r n ) : r i ≤r, ∀ i ∈ I, r j ≥r, ∀ j ∈ I}. Then from Equation (37) and grouping terms involving D(r) together, one has e −Dt(r) 2 = K(t, n, I, c 0 , · · · c n ; a 1 , · · · a n ), where K(t, n, I, c 0 , · · · c n ;a 1 , · · · a n ) := (41)
for c i = 0, 1, 2, a j = 0, 1, 2. We follow the proof of [1, Proposition 4.6] (see also [16, Lemma 4.3] ) to estimate K(t, n, I, c 0 , · · · c n ; a 1 , · · · , a n ).
Remark 4.7. Note that the integrand in (41), in particular ∇ G is not Ω • c (B ⋊ G) linear. However, ∇ G still satisfies the condition (22). Observe that all results in Sections 3.4 and 3.5 only uses (22), therefore they still hold for K, provided we abuse notation and define K HS m as in Equation (24) 
Proof. We generalize the proof of [16, Lemma 4.2] . First suppose I = ∅, c q ≥ 1 for some q. We take the · HS m norm of the (t 1 2 D(r)) cq e −rqr(1−r)t∆ term. Since Ω a i are C ∞ bounded tensors with bounds independent of t by Theorem 3.14 and Lemma 3.15, · HS m of the integrand in (41) is bounded, for some constants C a i independent of t, by
Integrating, we have the estimate
which is O((r(1 − r)t) −ε ) with ε = γ(1 − n+2γ n+2+2γ ). Next, suppose I = ∅ and c i = 0 for all i. Write e −r i tr(1−r)∆ = (e −r i tr(1−r)∆ −Π 0 )+ Π 0 , and split the integrand in (41) into 2 n+1 terms. If any term contains a e −r i t∆ −Π 0 factor, similar arguments as in the first case shows that it is O((r(r(1−r)t) −γ ). Hence the only term that dose not converge to 0 is
Since the volume of Σ n r(t),I converges to 1 n! as t → ∞, the claim follows. It remains to consider the case when I is non-empty. For t sufficiently large
); while the integral over the variables
If there is some c kq ≥ 1, we take the · HS m norm of the (t
c kq e −r kq r(1−r)t∆ term, and the claim follows by similar arguments as the first case.
One then turns to the case when some c i = 2. If I and J are disjoint subsets of {0, · · · , n} with I = {i 1 , · · · , i s }, and {0, · · · , n} \ (I ∪ J) =: {k 0 , · · · , k q } = ∅, denote by Σ n r,I,J := {(r 0 , · · · , r n ) ∈ Σ n r,I : r j =r(t), whenever j ∈ J}, and define for any smooth, bounded
Suppose for some i p ∈ I, c ip = 2, then one has the integration by parts formula [1, Equation (4.17)]:
We remark that the proof of [1, Equation (4.17)] does not involve any norm, therefore we omit the details here. On the other hand one has the following straightforward generalization of 
Thus the term K(t, n, I, c 0 , · · · c n ; a 1 , · · · a n ) converges to 0 unless c i = 0 whenever i ∈ I, c i = 2 whenever i ∈ I.
Whenever c i = 2 and i ∈ I, the corresponding part of the integrand in such a term is of the form By Equation (42) and Lemma 4.9, for each fixed 0 < r < 1,
One then proceeds as [1, Section 4.5] to compute the limit of e −Dt(r) 2 as t → ∞. Since K(t, n, I, c 0 , · · · c n ; a 1 , · · · a n ) is of non-commutative degree at least n − dim B, therefore given any degree, e −Dt(r) 2 is determined by a finite number of terms. Moreover, we have seen K(t, n, I, c 0 , · · · c n ; a 1 , · · · a n ) converge to its limit with an error of O((r(1 − r)t) −εn ) (note that the rate of convergence depends on n).
To simplify notation, we denote Notation 4.10. Given a sequence of positive numbers {γ n }, and a family of kernels
if the degree n component of ψ is O(t −γn ) in the · HS m norm for all m.
Summing over all K(t, n, I, c 0 , · · · c n ; a 1 , · · · a n ), one gets:
Lemma 4.11. For all 0 < r < 1, as t → ∞,
for some sequence {ε n }.
Next, we turn to study the large time limit of
From Equation (37) one has
for c i = 0, 1, 2, a j = 0, 1, 2. For 0 < r < 1, write
It is clear that K ′ is essentially of the same form as K, therefore the same arguments as above apply. We conclude that K ′ (t, n, I, c 0 , · · · c n ;
where for i ≥ 1, c i = 0 whenever i ∈ I, c i = 2 whenever i ∈ I. One has
Lemma 4.12. For all 0 < r < 1, as t → ∞,
The case for
is similar. We simply state the result:
Lemma 4.13. For all 0 < r < 1, as t → ∞, 
Theorem 4.14. As t → ∞,
Proof. We begin with str Ψ (e −Dt(r) 2 ). Write
Denote by P k the projection to (total) degree k component, k = 0, 1, 2, · · · . By the same arguments as in the proof of Lemma 3.20 (in particular Equation (31)), one estimates the C m norms (for Ω • ℓ 2 ,m (B ⋊ G)):
for some m ′ . By Lemma 4.11,
The first estimate follows.
As for the second estimate, we have
and the claim follows by the same arguments above and applying Lemma 3.14.
The non-commutative torsion form and characteristic classes
We follow [13] and [2] to study the r → 0, r → 1 and t → 0 behavior of the heat kernel. We first need a more explicit description of the curvature of the Bismut super-connection. Notation 5.1. Let τ α be a local basis of π * (T * B) and let Λ α denote exterior multiplication by τ α . Let {e j } dim Z j=1 be a local orthonormal basis of V , with dual basis {τ j } dim Z j=1 . Let Λ j denote exterior multiplication by τ j and let ι j denote interior multiplication by e j . Put
We will use the Einstein summation convention freely. Denote the Chirstoffel symbols by
e J , and the twisting curvature by
Let ∇ T Z⊗E,u be the tensor of ∇ M/B and ∇ E,u , and R ∈ C ∞ (M ) be the scalar curvature of the fibers. For t > 0, put
♭ is a G-invariant tensor, which in particular anti-commutes with ∇ G , we have by direct computation the Lichnerowicz formula (cf. [13, (6.29 
Its heat kernel is just
, which is the unique solution of
One can solve (47) using the Levi parameterix method as in [2, Chapter 2] . It follows in particular that one has asymptotic expansion ast = rt → 0:
whereΦ i can be computed explicitly as in [2, Theorem 2.26]. Namely, in normal coordinates around arbitrary z ∈ Z x , y = exp z y,
Observe thatΦ i is at most of non-commutative degree i. Therefore one can rescale and obtain the asymptotic expansion for fixed t > 0 and r → 0:
in the sense that the coefficients of each dg (k) is an asymptotic expansion. Differentiating Equation (50), one gets for fixed t > 0, r → 0
5.1. The Chern character and Chern-Simon form. Consider the point-wise super trace of (51). From Equation (49), we observe that each Φ i is a sum of product of terms in (45) and their derivatives. Moreover, in order for (D t − D ′ t )Φ i to have non-zero point-wise super-trace it must have degree dim Z in both {Λ j } and {ι j }.
We write c j ,ĉ j in terms of ι j , Λ j . Note in particular that by [2, (3.16) ], the twisting curvature term i,j c i c j R(e i , e j ) is of the form i,
follows that each factor Λ i is multiplied by factor of r 1 2 (or higher power), therefore
2 ) as r → 0. The case for for r → 1 is similar. Hence it makes sense to define:
Consider Ch(ð t (r)) as r → 0. Again one considers the asymptotic expansion (50). By similar arguments as above, one concludes lim r→0 Ch(ð t (r)) exists, moreover if dim Z is odd lim r→0
Ch(ð t (r)) = 0 since the only non-commutative term involving Λ j is of O(r); If dim Z is even then modulo
It follows that in both cases
Hence, our construction implies
Ch(ð t (r)) = 0.
5.2.
The analytic torsion form and transgression formula. Consider the fiber bundle M × R + → B × R + , with G acting trivially on the R + factor. Define the super-connection
The adjoint connection of D with respect to the metric s, s
One has
By Duhamel's formula
Consider the Chern-Simon form
We compute its dt term:
, by Equation (52), it follows that Proof. The proof of the lemma is similar to [13, Proposition 22] . Consider a rescaling in which ∂ j → ε −1/2 ∂ j , c j → ε −1/2 E j − ε 1/2 I j , E α → ε −1/2 E α , c j → c j and ∇ G → ε −1/2 ∇ G . One finds from (45) that as ε → 0, in adapted coordinates the rescaling of ε(D 4 (r)) 2 approaches The claim follows since
Next, we turn to the t → 0 limit of the Chern-Simon class. The computation is similar to [13, Proposition 24] . 
Then we compute 
N e −(∇ Ker(∆) ) 2 .
By the same arguments as Theorem 4.14, the str Ψ of the above bracket vanishes.
As for the remainder, by the same arguments as Theorem 4.14 one sees that its trace is alsoȮ(t −{εn} ) in the C m norm. As for the second equality, observe that by Lemma 5.5, T 0 is the t → 0 limit of the family of closed forms − n 2 1 0 str Ψ e −(Dt(r)) 2 dr. Remark 5.9. In [13] it was furthermore proven that both T ∞ and T 0 are exact in Ω • ℓ 2 (B ⋊ G) Ab .
A non-commutative Riemann-Roch-Grothendieck index theorem immediately follows from Theorem 5.8, which can be stated as: 
Concluding remarks
In this paper, we generalized the Bismut-Lott analytic torsion form (Definition 5.7) to the non-commutative transformation groupoid convolution algebra, following the local index theory formalism established in [7] ; we showed that this torsion form satisfies a transgression formula (Theorem 5.8) -as expected for a torsion form. It should be straightforward, but still interesting, to generalize our torsion form to general Etale groupoids and holonomy groupiods (i.e. foliations), and compare with [10] .
