Abstract-In this paper, we study the problem of optimal trajectory generation for a team of heterogeneous robots moving in a plane and tracking a moving target by processing relative observations, i.e., distance and/or bearing. Contrary to previous approaches, we explicitly consider limits on the robots' speed and impose constraints on the minimum distance at which the robots are allowed to approach the target. We first address the case of a single tracking sensor and seek the next sensing location in order to minimize the uncertainty about the target's position. We show that although the corresponding optimization problem involves a nonconvex objective function and a nonconvex constraint, its global optimal solution can be determined analytically. We then extend the approach to the case of multiple sensors and propose an iterative algorithm, i.e., the Gauss-Seidel relaxation (GSR), to determine the next best sensing location for each sensor. Extensive simulation results demonstrate that the GSR algorithm, whose computational complexity is linear in the number of sensors, achieves higher tracking accuracy than gradient descent methods and has performance that is indistinguishable from that of a grid-based exhaustive search, whose cost is exponential in the number of sensors. Finally, through experiments, we demonstrate that the proposed GSR algorithm is robust and applicable to real systems.
I. INTRODUCTION
T O OPTIMALLY track a moving target under motion and process constraints is necessary in a number of applications such as environmental monitoring [1] , surveillance [2] , [3] , human-robot interaction [4] , as well as defense applications [5] . In most cases in practice, multiple static wireless sensors are employed in order to improve the tracking accuracy and increase the size of the surveillance area. Contrary to static sensors, whose density and sensing range are fixed, mobile sen-sors (robots) can cover larger areas over time without the need to increase their number. Additionally, their spatial distribution can change dynamically to adapt to the target's motion and, hence, provide informative measurements about its position. To select the best sensing locations is of particular importance especially when considering time-critical applications (e.g., when tracking a hostile target), as well as limitations on the robots' processing and communication resources.
In this paper, our objective is to determine optimal trajectories for a team of heterogeneous robots that track a moving target using a mixture of relative observations, including distanceonly, bearing-only, and distance-and-bearing measurements. Since to accurately predict the motion of the target over multiple time steps is impossible, we focus our attention to the case where the robots must determine their optimal sensing locations for one step ahead at a time. Specifically, we seek to minimize the uncertainty about the position of the target, which is expressed as the trace of the posterior covariance matrix for the target's position estimates, while considering maximumspeed limitations on the robots' motion. Additionally, in order to avoid collisions, we impose constraints on the minimum distance between any of the robots and the target. This formulation results in a nonconvex objective function with nonconvex constraints on the optimization variables (i.e., the robots' sensing locations).
The main contributions of this paper are the following. 1) We first investigate the case of a single sensor, and for the first time, we prove that the global optimal solution to the active target-tracking problem can be determined analytically for arbitrary target motion models. In particular, we show that depending on the distance between the robot and the target, two distinct cases must be considered, each corresponding to a different pair of polynomial equations in two variables, whose finite and discrete solution set contains the optimal solution. 2) We extend the aforementioned approach to the case of multiple heterogeneous sensors by employing the nonlinear Gauss-Seidel-relaxation (GSR) algorithm, whose computational complexity is linear in the number of sensors. Additionally, we compare the performance of the GSR algorithm to that of a grid-based exhaustive search (GBES), whose cost is exponential in the number of sensors, and show that GSR achieves comparable tracking accuracy at a significantly lower computational cost. Moreover, we demonstrate that the GSR algorithm outperforms gradientdescent-based approaches and is significantly better compared with the case where the sensors simply follow the target.
Following a brief review of related work in Section II, we present the formulation of the target-tracking problem in Section III. In Section IV, the global optimal solution for a single sensor is determined analytically, while the nonlinear GSR algorithm that is employed to solve the multiple-sensors case is described in Section V. Extensive simulation and real-world experimental results are presented in Sections VI and VII, respectively, while the conclusion of this paper and directions of future research are discussed in Section VIII.
II. LITERATURE REVIEW
Although target tracking has received considerable attention, in most cases, the sensors involved are static, and the emphasis is on the optimal processing of the available information (e.g., given communication constraints [6] ). In contrast with using static sensors, the deployment of mobile sensors (or robots) for tracking offers significant advantages. For example, a larger area can be covered without the need to increase the number of nodes in the sensing network. The idea of optimally choosing the mobile sensors' locations in order to maximize information gain (also known as adaptive sensing or active perception) has been applied to the problems of cooperative localization [7] , simultaneous localization and mapping [8] , parameter estimation [9] , [10] , and optimal sensor selection [11] , [12] . In what follows, we review single-and multirobot tracking approaches that use distance-only, bearing-only, or both distance and bearing measurements.
A. Active Target Tracking-Distance-Only Observations
Yang et al. [13] present an active sensing strategy using distance-only measurements, where both the trace and the determinant of the target-position estimates' covariance are considered as the objective functions. The authors propose a control law, with constant step size, based on the gradient of the cost function with respect to each sensor's coordinates.
In [14] , Martínez and Bullo address the problem of optimal sensor placement and motion coordination strategies for homogeneous sensor networks using distance-only measurements, where the emphasis is on the optimal sensor placement for (nonrandom) static target-position estimation. The objective is to minimize the determinant of the covariance matrix. The resulting control law requires that the sensors move on a polygon surrounding the target so that the vectors from the target to the sensors are uniformly (in terms of direction) spaced.
Recently, Stump et al. [15] investigated the problem of localizing a stationary target by processing distance-only measurements from mobile sensors. The objective is to select the sensing locations such that the time derivative of the determinant of the target-position estimates' information matrix (i.e., the inverse of the covariance matrix) is maximized. The proposed control law is based on the gradient of the cost function with respect to each sensor's coordinates and is implemented in a distributed fashion. Additionally, the expected distance measurements in the next time step are approximated by assuming that they will be the same as these recorded at the sensors' current locations.
B. Active Target Tracking-Bearing-Only Observations
In [16] , Le Cadre proposes an approximate tracking algorithm, in which a single mobile sensor attempts to minimize the target's location and velocity uncertainty over a finite time horizon, using bearing measurements. Under the assumption that the distance between the sensor and the target is always constant, the objective function [the determinant of the Fisher information Matrix (FIM)] is significantly simplified, and the resulting control law requires that the sensor switches its bearing rate between its upper and lower bounds.
In contrast with [16] , where the optimization is performed in the discrete time domain, Passerieux and Van Cappel [17] formulate the optimal trajectory generation for single-sensor target tracking using bearing measurements in continuous time. In this case, the target is constrained to move on a straight line with constant velocity, and the objective is to minimize the target's location and velocity uncertainty by maximizing the FIMs' determinant over a finite time horizon. The authors present the necessary condition for the continuous-time optimalsensor path based on the Euler equation.
In [18] , Logothetis et al. study the single-sensor trajectory optimization from an information theory perspective, where the sensor attempts to reduce the target's location and velocity uncertainty through bearing measurements. The authors employ the determinant of the target's covariance matrix over a finite time horizon as the cost function, and compute the optimal solution by performing a grid-based exhaustive search. To acknowledge that the computational requirements increase exponentially with the number of time steps, the authors present suboptimal solutions in [19] , where the grid-based minimization takes place over only one time step.
Recently, Frew [20] investigates the problem of single-sensor trajectory generation for target tracking using bearing measurements. In this case, motion constraints on the sensor's trajectory are explicitly incorporated in the problem formulation, and the objective function (determinant of the target's covariance matrix) is minimized over a finite time horizon using exhaustive search through a discretized set of candidate sensor headings.
C. Active Target Tracking-Distance-and-Bearing Observations
Stroupe and Balch [21] propose an approximate tracking behavior, where the mobile sensors attempt to minimize the target's location uncertainty using distance-and-bearing measurements. The objective function is the determinant of the target-position estimates' covariance matrix, and the optimization problem is solved by greedy search over the discretized set of candidate headings, separately for each sensor. Additionally, the expected information gain from the teammates' actions is approximated by assuming that their measurements in the next time step will be the same as these recorded at their current locations.
Olfati-Saber [22] addresses the problem of distributed target tracking for mobile sensor networks with a dynamic communication topology. The author tackles the network connectivity issue using a flocking-based mobility model and presents a modified version of the distributed Kalman filter algorithm to estimate the target's state. In this case, the sensors use both distance and bearing measurements to a target that moves in two-dimensional (2-D) with constant velocity driven by zeromean Gaussian noise, and seek to minimize their distances to the target, while avoiding collisions.
Chung et al. [23] present a decentralized motion-planning algorithm to solve the multisensor target-tracking problem using both distance and bearing measurements. The authors employ the determinant of the target's position covariance matrix as the cost function. The decentralized control law in this case is based on the gradient of the cost function with respect to each of the sensor's coordinates with constant step size of 1.
D. Summary
The main drawback of the previous approaches is that no physical constraints on the motion of the sensors are considered. The only exceptions are the works presented in [21] for distance-and-bearing observations and in [20] for bearing-only observations. However, in both cases, the proposed grid-based exhaustive search algorithm, when extended to the multisensor case, has computational complexity exponential in the number of sensors, which becomes prohibitive when the number of the sensors is large and/or the size of the grid cell is small. In addition, teams of heterogeneous sensors using mixed (i.e., distance and/or bearing) relative observations are only considered in [13] , whose gradient-based algorithm can only guarantee achieving local minimum, while its convergence rate is not addressed. Moreover, analytical solutions for a single sensor that tracks a moving target are provided only for the bearing-measurements case when the target is restricted either to be at a constant distance from the sensor [16] or to move on a straight line with constant velocity [17] . Finally, extensions of [16] and [17] to multisensor target tracking have not been considered.
Compared with our previous work [24] , where only distance observations were employed, in this paper, we address the most general case of active target tracking when processing a mixture of relative measurements (i.e., distance and/or bearing). 1 Specifically, we first address the problem of single-sensor target tracking where we explicitly consider constraints on the robot's motion by imposing bounds on its maximum speed, as well as on the minimum distance between the robot and the target. However, contrary to [16] and [17] , we require no particular type of target's motion. Our main contribution is that we derive the global optimal solutions for distance-only, bearing-only, and distance-and-bearing observations, analytically. Moreover, we generalize these results to the multisensor case by employing GSR that minimizes the trace of the target's position estimate covariance with respect to the motion of all sensors in a coordinate- 1 Our previous publication [24] and the current paper share some parts of the problem formulation. However, our current study generalizes the results in [24] (which are applicable solely to the case of distance-only measurements) by providing solutions to distance-only, as well as bearing-only and distance-andbearing observation models. Furthermore, for the single-sensor case, the solution strategies employed in [24] and in our current paper are fundamentally different. While the closed-form optimal solution in [24] is determined geometrically, our current study derives the optimal solution algebraically by solving the corresponding KKT optimality conditions analytically. descent fashion. Our algorithm applies to heterogeneous sensor teams using a mixture of observations that have computational complexity that is linear in the number of sensors and achieves tracking accuracy that is indistinguishable from that of an exhaustive search over all possible combinations of the sensors' locations. 2 
III. PROBLEM FORMULATION
Consider a group of mobile sensors (or robots) moving in a plane and tracking the position of a moving target by processing relative measurements, consisting of distance-only, bearingonly, and distance-and-bearing observations. In this paper, we study the case of global tracking, i.e., the position of the target is described with respect to a fixed (global) frame of reference, instead of a relative group-centered one. Hence, we hereafter employ the assumption that the position and orientation (pose) of each tracking sensor are known with high accuracy within the global frame of reference (e.g., from precise global positioning system and compass measurements).
Furthermore, we consider the case where each sensor moves in 2-D with speed v i , which is upper bounded by v imax , i = 1, . . . , M, where M is the number of sensors. Therefore, at time step k + 1, sensor-i can only move within a circular region centered at its position at time step k with radius v imax δt, where δt is the time step (see Fig. 1 ). In order to avoid collisions with the target, we also require that the distance between the target and sensor-i to be greater than a threshold ρ i , i.e., sensori is prohibited to move inside a circular region centered at the 2 A preliminary version of this paper was presented in [25] , where all sensors can measure both distance and bearing to the target. This paper extends the results in [25] by providing a unified framework to characterize the solutions for the three different measurement models (i.e., distance-only, bearing-only, and distance-and-bearing) and is applicable to heterogeneous sensor teams which collect a mixture of observations. target's position estimate 3 at time step k + 1 with radius ρ i (see Fig. 1 ). 4 Note also that since the motion of the target can be reliably predicted for the next time step only, our objective is to determine the next best sensing locations for all sensors at one time step ahead.
In the next two sections, we present the target's state propagation equations and the sensors' measurement models.
A. State Propagation
In this paper, we employ the extended Kalman filter (EKF) to recursively estimate the target's state x T (k). This is defined as a vector of dimension 2N , where N − 1 is the highest order time derivative of the target's position described by the motion model, and can include components such as position, velocity, and acceleration
(1) We consider the case where the target moves randomly and assume that we know the stochastic model describing the motion of the target (e.g., constant acceleration, constant velocity, etc.). However, as it will become evident later on, our sensing strategy does not depend on the particular selection of the target's motion model.
The discrete-time state propagation equation is
where w d is a zero-mean white Gaussian noise process with covariance
The state transition matrix Φ k and the process noise Jacobian G k that appear in (2) depend on the motion model used [26] . In our study, these can be arbitrary, but known, matrices, since no assumptions on their properties are imposed.
The estimate of the target's state is propagated by
wherex T ( |j) is the state estimate at time step , after measurements up to time step j have been processed. The error-state covariance matrix is propagated as
Ideally, the collision-avoidance constraints should be defined using the true position of the target. However, since true target position is unavailable, we instead use the estimated target position and appropriately increase the safety distance to account for the uncertainty in this estimate. 4 As explained in Section IV-E, our problem formulation can be extended to handle additional motion constraints such as those imposed by obstacles or the sensors' kinematics, e.g., maximum turning rates imposed on the sensors' motion directions. The effect of these will change the shape of the feasible set from a circular disk to an area determined by the turning-radius constraints. Note, however, that this new region can also be described by polynomial constraints, since the kinematics of a mobile robot involves sine and cosine functions. 5 In the remainder of this paper, the "hat" symbolˆdenotes the estimated value of a quantity, while the "tilde" symbol˜represents the error between the actual value of a quantity and its estimate. The relationship between a variable x and its estimatex isx = x −x. Additionally, " " and " " denote the matrix inequality in the positive definite and positive semidefinite sense, respectively. 0 m ×n and I n represent the m × n zero matrix and n × n identity matrix, respectively.
where P |j is the covariance of the errorx T ( |j) = x T ( ) − x T ( |j) in the state estimate.
B. Measurement Model
Let us denote the complete set of the sensor team as M = {1, . . . , M}, where M is the number of the sensors. At time step k + 1, based on the type of the measurement that each sensor collects, M can be partitioned into M 1 ∪ M 2 ∪ M 3 , where M 1 denotes the set of sensors that have access to both distance and bearing observations; M 2 comprises sensors that measure only bearing; and M 3 consists of sensors that record distanceonly measurements. In what follows,
T denote the positions of the target and the ith sensor, respectively, expressed in the global frame of reference. Furthermore, to simplify the notation, we introduce the following quantities
1) Distance-and-Bearing Observation Model:
At time step k + 1, sensor-j (j ∈ M 1 ) records its distance-and-bearing observations [d j (k + 1) and θ j (k + 1)] to the target, as shown in Fig. 1 . The measurement equation is
with
where φ j (k + 1) is the orientation of sensor-j, and
T is the noise in the jth sensor's measurements, which is a zero-mean white Gaussian process with covariance
) and independent of the noise in other sensors, i.e., E[n j (k + 1)n
The measurement of sensor-j is a nonlinear function of the state variable x T [see (5)]. The measurement-error equation for sensor-j, which is obtained by linearizing (5), is
wherê
Note that the measurement matrix in (8) has a block column structure, which is given by the following expression:
where 2N is the dimension of the state vector, and
where J = C (−π/2) and C(·) is the 2 × 2 rotational matrix.
2) Bearing-Only Observation Model: At time step k + 1, sensor-( ∈ M 2 ) only has access to its bearing measurement θ (k + 1) toward the target [see (7)], and the measurement and measurement-error equations are
where n (k + 1) = n θ (k + 1) is the zero-mean white Gaussian measurement noise with variance
, which is independent of the noise in other sensors. As before, the measurement matrix H ( ) k +1 has the following structure:
3) Distance-Only Observation Model: At time step k + 1, sensor-ι (ι ∈ M 3 ) only measures its distance d ι (k + 1) to the target [see (6) ], and therefore, the measurement equation is
and the corresponding measurement-error equation is
where
is the noise in the ιth sensor's distance measurement, which is a zero-mean white Gaussian process with variance
, and independent of the noise in other sensors. Additionally, (15) is given by the following expression:
4) Linearized Measurement-Error Equation:
The overall measurement-error equation at time step k + 1, which is obtained by stacking all measurement-error equations corresponding to each sensor [see (8) , (12) , and (15)], is
and [see (9) , (13) , and (16)]
where H e,k+1 is the block element of the measurement matrix corresponding to the target's position
where h i (k + 1), i = 1, . . . , M are defined based on the type of the observations considered [see (10), (14), and (17)]. Note also
. . , M, because of the independence of the noise in each sensor.
C. State and Covariance Update
Once the measurements, z i (k + 1), i = 1, . . . , M, from all the sensors are available, they are transmitted and processed at a fusion center (e.g., one of the robots in the team), and the target's state estimate and its covariance are updated aŝ
k +1 is the Kalman gain, and
Our objective in this paper is to determine the active-sensing strategy that minimizes the uncertainty for the position estimate of the target. In order to account for the impact of the prior state estimates on the motion of the sensors, we first present the following lemma.
Lemma 1: The posterior (updated) covariance for the target's position estimate depends on 1) the measurement submatrix corresponding to the target's position and 2) the prior (propagated) covariance submatrix of the target's position
−1 (20) where H e,k+1 is defined in (18) , and P |j,11 denotes the 2 × 2 upper diagonal submatrix of P |j [see (19) ] corresponding to the covariance in the position estimates.
Proof: The proof is shown in [27] . The importance of this lemma is that the optimization algorithms presented in Sections IV and V can be derived based on (20) for the position covariance update-instead of (19) for the entire state covariance update-regardless of the stochastic process model that is employed to describe the target's motion.
Exploiting the fact that R is diagonal, and substituting (18) into (20), we obtain the following expression for P k +1|k +1,11 :
In order to encapsulate all three measurement models (see Section III-B) into a unified framework, we introduce two binary variables κ d i ∈ {0, 1} and κ θ i ∈ {0, 1} for sensor-i, i = 1, . . . , M. κ d i = 1 if sensor-i can measure relative distance at time step k + 1; otherwise, κ d i = 0. Similarly, κ θ i = 1 if sensor-i is capable of taking a bearing observation at time step k + 1; otherwise, κ θ i = 0. Following this convention, we have 3 . Using this convention, (21) can be written as
Remark 1: Note that ∀i ∈ M 2 , the term σ
is irrelevant, i.e., σ
can be set to any positive real number, since
Remark 2: When sensor-i is unable to detect the target and hence records neither distance nor bearing observations at time step k + 1, the corresponding κ d i and κ θ i in (22) are set to zero. In this case, the target's position posterior covariance is independent of the variable p i . However, we still require that sensor-i minimizes its distance ( p i ) to the estimated target location, while adhering to its motion and collision-avoidance constraints so as to increase its probability of redetecting the target in the following time steps. The updated estimate of the target's statê x T (k + 1|k + 1) is communicated to sensor-i by those sensors that are able to detect and take relative measurements at time step k + 1. In case none of the robots can detect the target, i.e., κ d i = κ θ i = 0, ∀i ∈ M, then all robots propagate the previous state estimate [see (3) ] and plan their motions to minimize their distances from the predicted target's location.
In the next section, we formulate the sensors' one-step-ahead optimal motion strategy as a constrained optimization problem and discuss its properties.
D. Problem Statement and Reformulation
As is evident from (4) and (22), after each update step, the target's position covariance matrix will depend, through p i , on all the next sensors' positions
T . At time step k + 1, its position p S i (k + 1) is confined within a circular region centered at p S i (k), because of the maximum-speed constraint, but outside a circular region centered atp T (k + 1|k) to avoid collisions (see Fig. 1 ), i.e.,
Substituting p i [see (4) ] in the aforementioned two inequalities yields
Thus, the feasible region of p i is inside a circle of radius r i centered at p S i (k) −p T (k + 1|k) and outside a circle of radius ρ i centered at the origin [0 0] T . Note that the estimatep T (k + 1|k) [see (3) ] is shared among all sensors and can be treated as a constant at time step k + 1. Hence, once p i , i = 1, . . . , M, is determined, the location of sensor-i at time step k + 1, p S i (k + 1), i = 1, . . . , M can be obtained through (4) .
The problem we address in this paper is that of determining the sensors' optimal motion strategy, i.e., the set {p i , i = 1, . . . , M}, that minimizes the trace of the target's position estimate covariance matrix [see (22) ], under the constraints specified in (25) and (26) .
Optimization problem 1 (Π 1 ):
In what follows, we apply a coordinate transformation (see Lemma 2) to convert the objective function of Π 1 into (28), in which Λ is a diagonal matrix.
Lemma 2: Assume P k +1|k,11 0 2×2 is nondiagonal, and consider the eigendecomposition P −1
where (27) , employing the equality C(−ϕ 0 )J = JC(−ϕ 0 ) which holds since both are 2 × 2 rotational matrices, and noting that the trace operation is invariant to similarity transformations results in (28) .
Note also that the similarity transformation does not change the norm of a vector; thus, constraint (25) is equivalent to
, and constraint (26) is equivalent to s i ≥ ρ i . Therefore, Π 1 is equivalent to the following optimization problem.
Optimization problem 2 (Π 2 ):
Once the optimal solution {s i , i = 1, . . . , M} is obtained, the best sensing location for sensor-i at time step k + 1, p S i (k + 1), can be calculated through p i = C(ϕ 0 )s i and (4).
Remark 3: The optimization problem Π 2 is a nonlinear programming problem since both the objective function [see (29) ] and constraints [see (30) and (31) ] are nonlinear functions with respect to the optimization variable s = s
Moreover, Π 2 (and equivalently, Π 1 ) is not a convex program since the objective function (29) is nonconvex with respect to s, and the feasible set defined by constraint (31) is not convex.
Remark 4: As shown in [24] , given distance-only observations, the corresponding optimization problem, when considering maximum-speed constraints, is NP-hard. Thus, the more general problem addressed in this paper (of which [24] is a special case) is also NP-hard in general.
The previously stated remark establishes the fact that the problem of optimal trajectory generation for multiple sensors with mobility constraints that track a moving target using mixed relative observations (i.e., distance and/or bearing) is NP-hard in general. Hence, to find the global optimal solution for Π 1 or Π 2 is extremely challenging. Ideally, the optimal solution can be determined if one discretizes the feasible set of all sensors [see (30) and (31)] and performs an exhaustive search. This approach, however, has computational complexity exponential in the number of sensors, which is of limited practical use given realistic processing constraints.
In order to design algorithms that can operate in real time, appropriate relaxations of Π 2 become necessary. In what follows, we first derive the analytic solution for the single-sensor case (see Section IV), and based on that, we propose a GSR to solve the general problem of multiple sensors (see Section V), which has computational complexity linear in the number of sensors.
IV. SINGLE-SENSOR ACTIVE TARGET TRACKING:
ANALYTICAL SOLUTION For M = 1, the optimization problem Π 2 described by (29)- (31) is simplified to the following optimization problem. 6 Optimization problem 3 (Π 3 ):
In order to solve Π 3 , we proceed as follows. We first determine all critical/stationary points (i.e., those points that satisfy the Karush-Kuhn-Tucker (KKT) necessary optimality conditions [28, Ch. 3] ) analytically and evaluate their objective values. Then, as optimal solution for Π 3 , we select the critical point whose objective value is smallest.
To proceed, we first construct the Lagrange function [28] Based on the KKT necessary conditions, the critical points s * , and the associated Lagrange multipliers μ * and ν * , must satisfy
Clearly, (36) and (37) are third-degree multivariate polynomial equations in the unknowns s * , μ * , and ν * . Furthermore, as shown in [27] , both f 0 and its derivative ∇f 0 are rational functions with respect to s * , and thus, (35) can be transformed into a polynomial equality in s * , μ * , and ν * . Therefore, computing all critical points of Π 3 is equivalent to solving the polynomial system defined by (35)-(37). Moreover, it is worth mentioning that unlike linear systems, in general there exist multiple solutions for the aforementioned polynomial system. In order to efficiently solve (35)-(37), we first prove the following lemma.
Lemma 3: AssumeΩ = Ω ∪ ∂Ω is a compact and connected set 7 in 2-D, and the origin O = [0 0] T / ∈Ω. For any s ∈ Ω, the line segment that connects s and the origin will intersect ∂Ω at one or multiple points. Let s ‡ ∈ ∂Ω denotes the closest intersection to the origin (see Fig. 2) ; then, f 0 (s ‡ ) ≤ f 0 (s). Proof: Based on the construction of s ‡ , we have s ‡ = { s, with { ∈ (0, 1), and thus Remark 5: Lemma 3 establishes the fact that the global optimal solution for Π 3 , when optimizing over the feasible setΩ (see Fig. 2 ), is always on its boundary ∂Ω, which is defined by (33) and (34), i.e., s * satisfies either s * − c = r or s * = ρ. Moreover, by applying the same argument as before (see Fig. 2 ), it can be easily shown that f 0 (s
, wheres ‡ is any other intersection point in the direction of s ‡ . Therefore, the global optimal solution s * resides only in the portion of ∂Ω facing the origin, denoted as Θ (see Fig. 2 ). 8 As shown in Fig. 3(a)-(d) , depending on the values of the parameters c, r, and ρ, there exist four cases that we need to consider for the feasible setΩ of Π 3 . In what follows, we analytically solve the KKT conditions (35)-(37) for each of the first three cases [see Fig. 3(a)-(c) ], while for the fourth 8 It is straightforward to extend and generalize Lemma 3 to the multisensor case and conclude that the global optimal solution {s * i , i = 1, . . . , M } for Π 2 is also always on the boundary of the feasible sets defined by (30) and (31) 
A. Case I: 0 < ρ ≤ c − r
As shown in Fig. 3(a) , the only active constraint for Case I is the maximum-speed constraint [see (33) ]. Based on Lemma 3 and setting v = v max , the optimal solution s * must reside in the arc ADB, where A and B are two tangent points, whose Cartesian coordinates are computed later on [see (53)]. Since the collision-avoidance constraint (34) is inactive, its corresponding Lagrange multiplier ν * = 0, and the system of (35)-(37) is simplified to
Clearly, (39) is a second-order polynomial equation in the variables x and y, i.e.,
Since we aim to transform (38) into a polynomial equation that only contains x and y, we eliminate μ * by multiplying both sides of (38) with (s * − c) T C (π/2), which yields
Note that (41) is equivalent to the following bivariate polynomial equation [27] : To solve f 1 = f 2 = 0 analytically, we first treat x as a parameter and rewrite (42) as a sum of y-monomials in decreasing order [27] for the specific expressions of χ i , i = 0, . . . , 7) .
Similarly, (40) can be rewritten as
Thus, the Sylvester matrix of f 1 and f 2 with respect to y, which is denoted as Syl(f 1 , f 2 ; y), is the following 9 × 9 matrix Note also that we only need to consider the real solutions of (46). Once x is determined, y is computed from (40), which can have at most two real solutions for every real solution x. In addition, from Lemma 3, we only need to consider those critical points belonging to the arc ADB. Thus, the setΞ 1 that consists of all critical points s * = [x y] T has at most 20 elements. The final step is to evaluate the objective function f 0 (s) [see (32) ] at all the critical points inΞ 1 and select the one with the smallest objective value as the global optimal solution of Π 3 , for the case κ d = κ θ = 1, λ 1 > λ 2 , and ρ ≤ c − r.
2) Bearing-Only Observation: When only a bearing measurement is available, i.e., κ d = 0, κ θ = 1, it can be shown [27] that β 3 = α 8 = α 7 = 0, and β 2 > 0. Thus, f 1 (x, y) [see (42)] can be simplified into the following sixth-order bivariate polynomial: Similarly to the case of distance-and-bearing observations, we rewrite f 1 as
where ζ i , i = 0, . . . , 5 are coefficients expressed in terms of
θ , and x [27] . The Sylvester matrix of f 1 and f 2 [see (40) and (48)] with respect to y is the following 7 × 7 matrix, where η 0 , η 1 , and η 2 are defined in (45):
The resultant of f 1 and f 2 with respect to y is a sixth-order univariate polynomial T falling on the arc ADB are included in the setΞ 1 , which has at most 12 elements.
Finally, we evaluate the objective function f 0 (s) [see (32) ] at all the critical points inΞ 1 and select the one with the smallest objective value as the global optimal solution of Π 3 , for the case
3) Distance-Only Observation: When the sensor can only measure its distance to the target, i.e., κ d = 1, κ θ = 0, it can be shown [27] that the coefficients appearing in f 1 (x, y) [see (42)] are
Therefore, (42) can be simplified into the following eigthorder bivariate polynomial:
Since Δ = x 2 + y 2 > 0 and β 3 < 0, the roots of f 1 must satisfy either one of the following two polynomial equations:
Thus, the set of all the critical points given a distance-only measurement isΞ 1l ∪Ξ 1r , whereΞ 1l = {(x, y)|ξ 1 (x, y) = f 2 (x, y) = 0}, andΞ 1r = {(x, y)|ξ 2 (x, y) = f 2 (x, y) = 0}. Note although that the set of possible global minimaΞ 1 contains only the critical points that belong to the arc ADB (see Lemma 3) , and thus,Ξ 1 is a subset ofΞ 1l ∪Ξ 1r .
In order to determine the elements ofΞ 1l , we note that (geometrically) ξ 1 [see (51)] and f 2 [see (40)] describe two circles in the plane whose intersection points belong toΞ 1l . In [27] , it is shown thatΞ 1l contains exactly two real elements, which correspond to the two tangent points A and B, shown in Fig. 3(a) . The Cartesian coordinates of A and B are [27] 
where [see Fig. 3(a) ]
Next, we focus onΞ 1r . It is straightforward to conclude from 
where sign(x) is the sign function of a real variable x. Note that the number of the real solutions that satisfy ξ 2 = f 2 = 0 depends on |c 1 |, |c 2 In summary,Ξ 1 , which contains all the critical points in the arc ADB, is a subset ofΞ 1l ∪Ξ 1r , which has at most six elements (A, B, I, I , J, J ). The final step is to evaluate the objective function f 0 (s) [see (32) ] at all the critical points inΞ 1 , and select the one with the smallest objective value as the global optimal solution of Π 3 , for the case
In the previous sections, we have analyzed and presented the solutions for the three observation models under the assumption λ 1 > λ 2 . We hereafter consider the special case λ 1 = λ 2 = λ, i.e., Λ = λ −1 I 2 . In [27] , we show that for single-sensor target tracking with bearing-only or distance-and-bearing observations, f 1 On the other hand, as shown in [27] , the objective function f 0 (s) in (32) remains a constant and is independent of s for single-sensor target tracking with distance-only measurements. In other words, ∇f 0 (s) = 0 2×1 when κ d = 1, κ θ = 0, and λ 1 = λ 2 . Thus, the sensor can move anywhere within Ω. However, in order to increase the probability of target redetection at the following time steps, we require the sensor to move to D, which is the closest to the target point ofΩ.
In summary, if λ 1 = λ 2 , the best sensing location, regardless of the employed observation model, is D [see Fig. 3(a) ], i.e.,
B. Case II:
As shown in Fig. 3(b) , and based on Lemma 3, the only active constraint for Case II is the collision-avoidance constraint (34), while the maximum-speed constraint (33) is inactive, and hence, its corresponding Lagrange multiplier is μ * = 0. Thus, (35)-(37) are simplified into
Clearly, (55) is a second-order polynomial equation in the variables x and y, i.e.,
Applying the same technique as in Case I to eliminate ν * from (54) yields
Further analysis shows that if 1)
(which is automatically satisfied for the distance-only and bearing-only measurement models, as well as holding true if ρ = σ d /σ θ for the distance-and-bearing observation model), then (57) is equivalent to the following second-order bivariate polynomial f 4 [27] :
It is easy to verify that the four real solutions that satisfy f 4 [see (58) 
Hence, the set Ξ 2 that contains all the feasible critical points has at most two elements. Specifically, if both (59) and (60) are satisfied,
T }; when neither (59) nor (60) is satisfied, Ξ 2 = Ø, which corresponds to the case that is shown in Fig. 3(b) .
Since the curve EGF is an arc of the circle defined by (55), it is also necessary to consider the objective value attained at the two boundary points E and F , or equivalently, the intersection points of the two circles: s − c = r and s = ρ [see Fig. 3(b) ], whose Cartesian coordinates are [27] 
where [see Fig. 3(b) ]
Therefore, the set Ξ 2 is augmented intoΞ 2 = Ξ 2 ∪ {E, F }, which can have two, three, or at most four elements. The global optimal solution of Π 3 in Case II is selected as the s * ∈Ξ 2 with the smallest objective value f 0 (s * ). Note that the sensor is not necessarily required to move at its maximum speed v max in Case II.
Remark 6: The preceding derivations follow the assumption that 1) λ 1 > λ 2 and that 2)
θ . In [27] , we also address the special cases where 1) λ 1 = λ 2 , 2) κ d = κ θ = 1 and ρ = σ d /σ θ , and show that f 0 (s) remains constant along the curve EGF [see Fig. 3(b) ] if either one of these two conditions is satisfied. This means that any point belonging to the curve EGF is a global optimal solution. In such cases, we require the sensor to move to the location G [see Fig. 3(b) ], which is the closest point of the arc EGF to C, i.e., s * = s G = c c ρ.
As shown in Fig. 3(c) , and based on Lemma 3, the optimal solution s * ∈Ω must reside on the curve AEGF B, which is composed of three segments, i.e., Θ = Θ 1 ∪ Θ 2 ∪ Θ 3 . Θ 1 and Θ 2 are because of the maximum-speed constraint (33) , and Θ 3 is because of the collision-avoidance constraint (34) .
To obtain the critical points for Case III, we proceed as follows. We first ignore the collision-avoidance constraint (34) and calculate all critical points of Π 3 under the maximum-speed constraint (33) following the same process as for Case I (see Section IV-A). Note, however, that we only need to consider those critical points that reside in Θ 1 and Θ 2 , which is a subset Ξ 3 ofΞ 1 . Then, we ignore the maximum-speed constraint (33) and apply the same method as for Case II (see Section IV-B) to compute the optimal solution s † of Π 3 over the set Θ 3 . Following the aforementioned strategy, the setΞ 3 of all the critical points for Case III isΞ 3 = Ξ 3 ∪ {s † }. The final step is to evaluate the objective function f 0 (s) at all the critical points inΞ 3 , and select the one with the smallest objective value as the global optimal solution of Π 3 .
D. Case IV: c + r ≤ ρ
From the geometry of Fig. 3(d) , we immediately conclude that there exists no real solution that satisfies both (33) and (34) simultaneously, i.e., the feasible setΩ for Π 3 is empty. In this case, regardless of the measurement model, we require the sensor to move to D , as shown in Fig. 3(d) , which ensures that 1) the sensor maintains the largest possible distance from the target so as to avoid collision and that 2) it satisfies the maximum-speed constraint (33) . Thus, the solution of Π 3 in Case IV is [see Fig. 3(d) ]
E. Extension to Obstacle Avoidance and Additional Kinematic Constraints
Our approach to determine the global optimal solution for single-sensor target tracking, as described previously, can be readily extended to include more complicated motion constraints, such as limitations on the sensor's kinematics and constraints imposed by obstacles. To proceed, we can employ one or multiple polynomials to describe (exactly or approximately) the obstacles' boundaries 9 or simply seek the minimal circle that encloses the obstacles. From Lemma 3, the global optimal solution must be on the boundary of the feasible set. In other words, if the obstacle-avoidance constraint is active and its associated Lagrange multiplier is nonzero, the global optimal solution must satisfy the polynomial equation that describes the boundary of the obstacles, which is denoted as 10 c(s * ) = 0. Thus, the corresponding KKT necessary condition, similar to (38) 
Note that the only difference between (63) and (41) is that it contains the term ∇c(s * ) instead of s * − c. Therefore, we can apply the same process that is described in Section IV-A to transform (63) into a polynomial equation f (x, y) = 0 and solve the corresponding polynomial system f (x, y) = c(x, y) = 0 by employing the Sylvester resultant and the companion matrix. In fact, our approach can be generalized to solve any optimization problem with two optimization variables (i.e., 2-D sensor motion), while only requiring that the objective function and all constraints are expressed as rational functions with respect to the two variables.
V. MULTIPLE-SENSOR ACTIVE TARGET TRACKING: GAUSS-SEIDEL RELAXATION
Motivated by the simplicity of the analytic-form solution for the single-sensor optimal target tracking (see Section IV), a straightforward approach to solve the optimization problem Π 2 is to iteratively minimize its objective function [see (29) ] for each optimization variable separately. Specifically, the solution of Π 2 is acquired by employing the cyclic coordinate descent method, which is also referred to as nonlinear Gauss-Seidel algorithm [31, Ch. 3] and requires the solution of the following optimization problem at each step.
is positive definite and, in general, nondiagonal. However, based on Lemma 2, through a similarity transformation, the optimization algorithm employed for a single sensor can be readily applied to solve Π 4 .
The optimization process in the aforesaid GSR algorithm (sequentially optimizing over s 1 , s 2 , . . . , s M ) is repeated until the maximum allowed number of iterations is reached (here set to 4), or the change in the objective function [see (29) ] is less than 1%, whichever occurs first. Note that since the optimization process in the GSR algorithm is carried out sequentially for each variable s i , its computational complexity is only linear in the number of sensors, i.e., O(M ). Furthermore, it is easily implemented, has low memory requirements, and as demonstrated in Section VI, it achieves the same level of tracking accuracy as the exhaustive search approach.
VI. SIMULATION RESULTS
In order to evaluate the presented constrained optimal motion strategy, GSR, we have conducted extensive simulation experiments and compared the performance of GSR to the following methods.
1) Grid-based exhaustive search (GBES):
In this case, we discretize the feasible set of all sensors and perform an exhaustive search over all possible combinations of these to find the one that minimizes the trace of the posterior covariance matrix for the target's position estimates [see (27) ]. Ideally, the GBES should return the global optimal solution, and it could be used as a benchmark for evaluating the GSR, if the grid size is sufficiently small.
However, this is difficult to guarantee in practice since its computational complexity is exponential in the number of sensors. Hence, implementing the GBES becomes prohibitive when the number of sensors M increases and/or when the size of the grid cells decreases. Throughout the simulations, we discretize the curve Θ [see Fig. 3 der to compare GSR with the methods proposed in [13] and [23] , we implemented the steepest-descent algorithm [28, Ch. 1] with the same step size α = 50 as in [13] . However, both [13] and [23] do not address the sensors' motion constraints. Therefore, to account for mobility constraints, we project each solution s * i generated by GDC back into the sensor-i's feasible regionΩ i , if
This is a modification of an intuitive strategy that would require the sensors to move toward the target. In this case, however, and in order to ensure that the sensors do not converge to the same point, we require that at every time step sensor-i (i = 1, . . . , M) selects its heading direction with uniform probability toward points within the curve Θ [see Fig. 3 (a)-(c)].
A. Simulation Setup
For the purposes of this simulation, we adopt a zeroacceleration target motion model 
T is a zero-mean white Gaussian noise vector with covariance E w(t)w T (t ) = qI 2 δ(t − t ), q = 1, and δ(t − t ) is the Dirac delta. In our implementation, we discretize the continuous-time system model [see (66) T . This can be obtained by processing the first measurements from the sensors at time step zero. At the beginning of the experiment, the sensors are randomly distributed within a circle of radius 5 m, which is at a distance of about 20 m from the target's initial position. The maximum speed for each sensor is set to 12 m/s, i.e., the largest distance that a sensor can travel during any time step is 1.2 m. The minimum distance between the target and sensors is set to ρ = 2 m. The duration of the simulations is 5 s (i.e., 50 time steps). At every time step, we employ the methods that are described (i.e., GBES, GDC, GSR, and RM) to calculate the next sensing location of each sensor. 
B. Target Tracking with Two Sensors (Homogeneous Team)
We first investigate the scenario where two identical sensors track a moving target with distance-and-bearing observations (i.e., κ d i = κ θ i = 1, i = 1, 2). The noise variances of the measurements are
and σ
The time evolution of the trace of the target's position covariance in a typical simulation is shown in Fig. 5 . As expected, the performance of GSR and GBES is improved compared with the case of GDC, and is significantly better than that of the nonoptimized case RM. Additionally, the uncertainty in the target's position estimates (trace of the covariance matrix) achieved by the proposed GSR motion strategy is indistinguishable from that of the GBES, at a cost linear, instead of exponential, in the number of sensors. These results are typical for all experiments conducted and are summarized, for 50 trials, in Fig. 6 . Fig. 7 (a)-(d) depicts the actual and estimated trajectories of the target, along with the trajectories of the two sensors, when employing as motion strategies GBES, GDC, GSR, and RM, respectively. As evident, the accuracy of the target's position estimates for GSR is better than the case of GDC or RM and almost identical to that of GBES. Additionally, the EKF produces consistent estimates for GSR; in other words, the real target's position is within the 3σ ellipse centered at the target's estimated position.
C. Target Tracking with Three Sensors (Heterogeneous Team)
We, hereafter, examine the performance of the GSR motion strategy for a heterogeneous team of three sensors tracking a moving target with a mixture of relative observations. In this case, sensor-1 can measure both distance and bearing to the target (κ d 1 = κ θ 1 = 1), and its measurement noise covariance is set to R 1 = diag(σ Fig. 9 (a)-(d) depicts the actual and estimated trajectories of the target, along with the trajectories of the three sensors, when employing as motion strategies GBES, GDC, GSR, and RM, respectively. As evident, the accuracy of the target's position estimates for GSR is better than that of GDC or RM, and almost identical to that of GBES. Furthermore, the EKF estimates for the sensors that employ the GSR motion strategy are consistent.
Interestingly, in this case for both the GBES and GSR motion strategies, sensor-2, which only measures relative bearing, immediately starts following the target, and attempts to minimize its distance to it. The reason for this is the following: As shown in Lemma 3, although the information contributed by a distance measurement (i.e., the term (1/σ 2 d )(ss T /s T s) in the proof of Lemma 3) is independent of the relative distance s between the target and the sensor, the information from a bearing measurement (i.e., the term (1/σ 2 θ )(Jss T J T / s T s 2 ) in the proof of Lemma 3) increases as the relative distance s decreases. Therefore this prompts sensor-2 to approach the target as close as possible. Finally, we note that the time evolution of the trace of the target's position covariance matrix is similar to that of the twosensor case, as illustrated in Fig. 8 .
VII. EXPERIMENTAL RESULTS
We hereafter describe one of the experiments that is performed to validate the performance of our proposed GSR algorithm. Our experimental setup is shown in Fig. 10 , where a team of three Pioneer II robots are deployed in a rectangular region of size approximately 4 m × 3 m. In Fig. 10 , the target is shown at the bottom right, while the other two Pioneers are acting as tracking sensors. An overhead camera is employed to provide ground truth to evaluate the estimator's performance. To do so, rectangular boards with specific patterns (see Fig. 10 ) are mounted on top of the Pioneers, and the pose (position and orientation) of each Pioneer, with respect to a global frame of reference, is computed from the captured images.
In the experiment, we adopt a zero-acceleration target motion model, where the target moves with constant speed of T , respectively. The maximum speed for each sensor is set to 0.12 m/s, and the minimum distance between the target and sensors is ρ = 1 m. We consider the scenario where each sensor measures both relative distance and bearing to the target (i.e., κ d i = κ θ i = 1, i = 1, 2). These relative measurements are generated synthetically by adding noise to the relative distance and bearing calculated from the Pioneers' pose estimates using the overhead camera. In this experiment, the standard deviations of the distance and bearing measurement noise are set to σ d i = 0.05 m and σ θ i = 0.05 rad, i = 1, 2, respectively.
The duration of the experiment is 30 s (i.e., 60 time steps). At every time step, we employ the GSR method to calculate the next best sensing location of each sensor. Fig. 11 depicts the time evolution of the trace of the target's position covariance, which shows that at steady state, the standard deviation of the estimation error along each direction is around 0.02 m. The real estimation error, which is computed as the 2-norm between the target's estimated and true position (obtained from the overhead camera) is shown in Fig. 12 . As evident, the estimation error, when employing the GSR-based motion strategy, is immediately reduced from 0.28 to 0.04 m, and is less than 0.05 m for most of the remaining time steps. for GSR, i.e., the real target's position is within the 3σ ellipse centered at the target's estimated position. This validates that our proposed GSR algorithm is robust and applicable to real systems.
VIII. CONCLUSION
In this paper, we have addressed the problem of constrained optimal motion strategies for heterogeneous teams of mobile sensors that track a moving target using a mixture of relative observations (i.e., distance-only, bearing-only, or distance-andbearing). In particular, our objective is to determine the best locations that the sensors should move to at every time step in order to collect the most informative measurements, i.e., the observations that minimize the trace of the target's position covariance matrix. In our formulation, we have explicitly considered motion constraints on the robots (maximum speed and minimum distance to the target), and we have shown that this nonconvex constrained optimization problem is NP-hard in general.
In order to derive a computationally efficient solution, we first investigated the optimal trajectory generation problem for single-sensor target tracking. Despite the fact that the constrained optimization problem is nonconvex even for the singlesensor case, we derived its global optimal solution analytically by 1) transforming the associated KKT optimality conditions into a system of bivariate polynomial equations and 2) directly solving it using algebraic geometry methods. Furthermore, and in order to provide a real-time solution for the multisensor case, we leveraged the single-sensor result by relaxing the original NP-hard problem. Specifically, we introduced an iterative algorithm, GSR, whose computational complexity is significantly lower, compared with that of a GBES method (linear versus exponential in the number of robots). Simulation studies show that the GSR algorithm achieves the same level of tracking accuracy as GBES, while it outperforms gradient-descent-based approaches. Furthermore, we performed experiments using a team of two mobile robots that demonstrate the applicability of the GSR algorithm to real systems.
In our future work, we plan to extend our current approach and address the cases when the robots' poses are uncertain and when multiple targets are present. Finally, we intend to investigate distributed implementations of the GSR algorithm that account for limitations on the sensors' communication bandwidth (by transmitting only quantized functions of their measurements [6] , [32] ) and range (by explicitly considering the time-varying communication topology when designing the estimator [33] , [34] ).
