Abstract-In such processes as wafer-grinding and LPCVD, the variation within a group of measurements is traceable to various causes, and therefore, needs to be decomposed into relevant components of variation for an effective equipment monitoring and diagnosis. In this article, an LPCVD process is considered as an example, and control charting methods are developed for monitoring various fixed and random components of variation separately. For this purpose, the structure of measurement data (e.g., thickness) is described by a split-unit model in which two different sizes of experimental units (i.e., the wafer location as a whole unit and the measurement position as a split unit) are explicitly recognized. Then, control charts are developed for detecting unusual differences among fixed wafer locations within a batch and fixed measurement positions within a wafer. Control charts for the overall process average and random error variations are also developed, and the proposed method is illustrated with an example.
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I. INTRODUCTION

C
ONTROL charts are widely used in production processes to detect the occurrence of assignable causes so that corrective actions may be taken before many defective items are produced. In a standard control charting method, a subgroup of units is regarded as a random sample from a homogeneous process, and the within-subgroup variation is supposed to represent all variation attributable to common causes. However, in many practical situations, this notion of standard control charting method is not adequate, and the within-subgroup variation needs to be decomposed into relevant components of the common-cause system for more meaningful and effective control charting. For instance, Roes and Does [1] dealt with a wafer-grinding process in which wafers are ground to a target thickness. A batch of 31 wafers is processed at a time with the wafers being positioned on frits on a grinding table and located under the grindstone. A subgroup consists of thickness measurements on the wafers on five different positions per batch. They observed that major sources of variation in thickness included not only the random fluctuations in batch means but also the fixed differences among the positions within a batch. That is, Manuscript received April 24, 1997; revised November 30, 1998. This work was supported by MOST.
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Publisher Item Identifier S 0894-6507(99)03860-9. the fixed positional difference, which is process-inherent, is a relevant component of the within-subgroup variation. If standard control charting methods are applied to this example without considering the fixed differences among the positions, control limits are calculated simply by using an estimate of the standard deviation or range of the five measurements. Consequently, the resulting charts may not be sensitive enough to detect the occurrence of unusual positional differences, as was illustrated by Roes and Does [1] . As another example, consider an LPCVD process that grows a thin layer on the surface of a wafer. In such a process, many wafers are processed per run (or batch) with the wafers being located vertically at very close spacing, and, due to depletion effects, deposition rates are usually higher on wafers placed near the inlet end of the tube. Even under temperature ramping for compensating the reactant gas depletion, some fixed differences in deposition rates may still exist among the wafer locations. In addition, deposition rates are usually higher in the periphery than at the center of a wafer since gases may not easily move to the center. For a subgroup to capture these potential variations in thickness, two wafers from both ends of the tube, or three wafers, including an additional one in the middle of the tube, may be taken. Then, thickness measurements are made at the three points on each selected wafer as in Fig. 1 or on the five points as in Fig. 2 . This may be considered as a rational sampling method which is purposely not random and designed to capture such components of variation in the common-cause system as the fixed differences among the wafer locations in a batch and among the measurement positions in a wafer. At least two types of models appear in the literature for considering relevant components of variation of the commoncause system. One is the nested random-effects model by Woodall and Thomas [2] and Yashchin [3] among others, and the other is the mixed-effects model by Roes and Does [1] . This article is concerned with such processes as described in the second example and presents a split-unit model [4] in which two different sizes of experimental units (i.e., the wafer location as a whole unit and the measurement position as a split unit) are explicitly recognized. To the best of the authors' knowledge, control charting methods in the case of a split-unit structure of data have not appeared in the literature. More specifically, we develop control charting methods for the overall process average, for such random components as batch-to-batch variation, wafer-to-wafer variation (i.e., wholeunit error variation), and spatial variation within in a wafer (i.e., split-unit error variation), and finally, for the fixed differences due to the wafer location, measurement position, and interaction between the two.
The idea of control charting the fixed components of variation was originated by Roes and Does [1] . For the wafergrinding example introduced earlier, Roes and Does [1] suggest to construct a control chart for each meaningful linear combination of positional means. Such a linear combination is called a contrast [5] . If there exist more than one contrast, it is advantageous to choose them orthogonally since statistical inferences for the contrasts in an orthogonal set can be made independent of each other [5] . The Roes and Does approach, however, tends to increase the number of control charts to maintain since a control chart is constructed for each contrast. If we adopt the Roes and Does approach for the LPCVD example mentioned earlier, we need to construct a control chart for each orthogonal contrast related with wafer locations, measurement positions, and interactions. In the case where a subgroup consists of two wafers per batch and five measurements per wafer, we have one contrast for the wafer location, four orthogonal contrasts for the measurement position, and four orthogonal contrasts for the interaction, and therefore, we need to maintain nine control charts for only the fixed differences.
To avoid the problem of maintaining many control charts when orthogonal contrasts are directly monitored, we propose an alternative approach in which the fixed differences due to the wafer location, measurement position, and interaction are aggregated into the respective sums of squares, resulting in only three control charts to maintain for the fixed components of variation. Only when an out-of-control status is indicated in a chart are the corresponding orthogonal contrasts examined separately to identify the detailed sources of variation. That is, a hierarchical use of control charts is proposed for each type of fixed components.
In the following, the proposed method is described in terms of the LPCVD example for a more concrete illustration. However, the basic idea can be extended to similar cases.
II. DEVELOPMENT OF CONTROL CHARTS
A. Model
The whole control charting procedure consists of two phases. In the set-up phase, batches are taken from the process presumed to be in statistical control, wafers are selected from fixed locations within each batch, and the quality characteristic (e.g., thickness of a layer) is measured at fixed positions on each wafer. In the operational phase, batches are taken from the process to form a subgroup and, for each batch, measurements are made on each of wafers as in the set-up phase. Assume that can be described by the following split-unit model when the process is in "statistical control" [4] : (1) where NID or NID NID and "NID" stands for "normally and independently distributed." In model (1), represents the overall process average, is the random effect of the th batch (i.e., batch-to-batch variability), is the fixed effect of the th wafer location, is a whole-unit error which represents wafer-to-wafer variability, is the fixed effect of the th measurement position, is the fixed interaction effect of the th measurement position at the th wafer location, and is a split-unit error (i.e., spatial variability within a wafer). The wafer-to-wafer and the spatial variability are those that may already exist before starting the current process to be monitored. For instance, the wafer-to-wafer variability may result from the previous process steps where wafers in a batch are processed separately. We further assume that , , and are independent. Due to the whole-unit error term in model (1), or the subgroup size must be greater than or equal to two so that all relevant components of variation may become estimable.
In the present investigation, we develop a scheme to monitor all components of model (1) separately by decomposing the total sum of squares for into the respective sums of squares for all components.
B. Control Charts for Random Components
In this section, we develop control charts for such random components as split-unit error variation ( ), whole-unit error variation ( ), and batch-to-batch variation ( ). The statistics to be monitored are denoted by , , and , respectively.
Assume that a subgroup consists of batches. Then, the total sum of squares for a subgroup can be decomposed as follows [5] : (2) where the "dot" and "bar" notations imply summation over the subscript that it replaces and the average of the given observations, respectively. For example, implies , the average of the observations in batch . The six sums of squares on the right hand side of (2) are, respectively, due to batches, wafer locations, whole-unit errors, measurement positions, interactions between the wafer location and the measurement position, and split-unit errors. Let these sums of squares be denoted by , , , ,
, and , respectively. If the process is in statistical control, the expected value of each sum of squares is given by [5] Define Then, is Chi-square distributed with degrees of freedom [5] . We therefore have where is the predetermined one-sided false-alarm rate when the process is in statistical control. This results in the upper control limit (UCL) for as UCL
Since is usually unknown in practice, it is estimated using the data obtained in the set-up phase. Suppose that, in the set-up experiment, batches are sampled and the quality characteristic is described by model (1). Then, an unbiased estimator of is given by based on batches in the set-up phase (4) which is substituted for in (3). If falls above UCL , we may suspect that the split-unit error variation might have changed.
Now consider the control chart for . An estimate of based on the batches can be determined as follows. First, let
Then, an estimate of is given by By Satterthwaite's formula [6] , , the degrees of freedom for , is approximated as (5) and is approximately distributed as . Therefore, the UCL for is given by UCL (6) where is defined as usual. To calculate , we first note that when the process is in statistical control. Then, and are estimated using the data in the set-up phase as follows:
based on batches in the set-up phase based on batches in the set-up phase (7) which can be used to calculate . Finally, in (6) is estimated as If falls above the UCL , we may suspect that the whole-unit error variation might have changed.
In a similar manner, an estimate of based on the batches can be determined as where By Satterthwaite's formula, , the degrees of freedom for , is given by (8) and is approximately distributed as . Therefore, the UCL for is given by UCL
When the process is in statistical control, which can be respectively estimated as based on batches in the set-up phase based on batches in the set-up phase
Then, in (8) can be calculated by substituting and for and , respectively. in (9) is estimated as If is greater than UCL , we may suspect that the batch-tobatch variability might have changed.
For a practical application, we need to consider the validity of the above approximations. A poor approximation of is indicated when it becomes negative. To have a good approximation, the probability of being negative needs to be small. For this purpose, it is required that [7] (11) Similarly, it is required that (12) where is a probability that is negative. Since and in (11) and (12) are predetermined, a critical decision is the choice of subgroup size . In this article, we choose by the smallest integer that meets (11) and (12) simultaneously. If and , then the above approximations are fairly good for small . For example, assume that , , and . If and , then (11) and (12) are simultaneously satisfied when is equal to two.
C. Control Chart for the Process Average
In this section, we develop a control chart for the process average in (1) . The statistic to be monitored for the process average is . The upper control limit, the central line, and the lower control limit for are denoted by UCL , CL , and LCL , respectively.
When the process is in statistical control, the sample mean of a subgroup is given by In addition, is normally distributed with the following mean and variance: Therefore, if , , , and are known, CL , UCL , and LCL for are, respectively, given by CL UCL LCL where is a constant for determining the width of the control limits. Usually is set to three, or to , the percentile of the standard normal distribution, where is the predetermined two-sided false-alarm rate when the process is in statistical control. Since , , , and are usually unknown in practice, these are estimated using the data obtained in the set-up phase. That is, an unbiased estimator of is given by
and an unbiased estimator of is given by in (10). Since is Chi-square distributed with degrees of freedom [5] , an unbiased estimator of is given by , where [8] (14)
Thus, in the case where the mean and variances are unknown, the central line and the control limits for are given by CL UCL LCL (15)
D. Control Charts for Fixed Differences
In this section, we develop control charts for fixed differences due to the wafer location, measurement position, and interaction between the two.
In Section II-B, the total sum of squares was decomposed into several sums of squares, and control charts for variance components were constructed based upon , , and/or . However, setting up control charts for the fixed differences based upon , , and is undesirable since , , or does not follow a Chi-square distribution, but follows a noncentral Chi-square distribution which is complicated to deal with. We therefore define a new characteristic variable as
and decompose the total sum of squares for a subgroup as follows:
where , , , and are, respectively, equal to , , , and in the previous section. For the fixed differences due to the wafer location, measurement position, and interaction, the statistics to be monitored are , , and , respectively. If the process is in statistical control, the expected value of is given by (18) and is Chi-square distributed with degrees of freedom (see Appendix A for derivation). We therefore have where is the predetermined one-sided false-alarm rate when the process is in statistical control. This results in the upper control limit for as
An unbiased estimate of is given by where is defined in (7). To make the above procedure operational, the , , and need to be estimated. Unbiased estimators of 's, 's, and 's can be obtained from the data in the set-up phase as follows:
If is greater than UCL , it indicates that the fixed effects among the wafer locations might have changed. In the case of an LPCVD process, this indicates that something might have gone wrong along the length of the tube. In this case, contrasts proposed by Roes and Does [1] may help in finding the assignable causes. For example, we may consider the following contrast:
where If two wafers are selected from a batch, each from both ends of the tube, then the contrast with and can be used to detect an unusual (i.e., out-of-control) status of the mean difference between the two wafer locations. If three wafers are selected from a batch, each from the front, middle, and rear of the tube, then two orthogonal contrasts with the following 's can be constructed:
Note that contrast (23) represents the mean difference between the front and rear wafers, while contrast (24) represents the difference between the mean of the middle wafer and the overall mean of the front and rear wafers. The two contrasts are orthogonal since . Under the assumption that the process is in statistical control, the mean and variance of contrast (22) In the above control chart, may be set to three, or to , where is the predetermined two-sided false-alarm rate when the process is in statistical control.
If the contrast in (23) falls outside the control limits, this implies that the fixed mean difference between the front and the rear wafers might have changed. Similarly, if the contrast in (24) falls outside the control limits, this implies that the fixed difference between the mean of the middle wafer and the overall mean of the front and rear wafers might have become either larger or smaller than is usually expected under the in-control status.
Control charts for the fixed differences among the measurement positions can be constructed in a similar manner. First, if the process is in statistical control, then the expected value of is given by and follows a Chi-square distribution with ( ) degrees of freedom. This result can be proved in a similar manner as was done for . We therefore have where is the predetermined one-sided false-alarm rate when the process is in statistical control. Then, the upper control limit for is obtained as follows by replacing with its unbiased estimator in (4):
If falls above UCL , we may suspect that the fixed differences among the measurement positions might have changed and trace its cause by examining the contrasts individually. Suppose that as shown in Fig. 2 . Then, we can construct four orthogonal contrasts as shown in Table I and may be set to three or to if the predetermined two-sided false-alarm rate when the process is in statistical control is given by . If a contrast falls outside the control limits, then we may suspect that the corresponding fixed difference might have changed [see Table I(a)] .
In a similar manner, and the upper control limit for is obtained as UCL
If falls above UCL , we may suspect that the fixed differences among the measurement positions for different wafer locations might have changed and trace its cause by examining the following contrasts individually:
The mean and variance of are, respectively, given by III. EXAMPLE Suppose that we have an LPCVD process that grows a thin layer. As previously stated, there may exist various fixed differences due to the wafer location and the measurement position as well as random components. Assume that in the set-up phase, 80 batches are taken from the process which is supposed to be in statistical control. To capture the potential fixed differences, two wafers from both ends of the tube are selected in each batch and thickness measurements are made at the five fixed positions on each wafer as shown in Fig. 2 . Part of the hypothetical thickness measurement data from these samples are shown in Table II . The results of the analysis of variance for model (1) using the data in Table II  are shown in Table III . In Table III , the whole-unit error is tested against the split-unit error, the wafer location effect is tested against the whole-unit error, and the measurement position or the interaction effect is tested against the split-unit error. Table III shows that the whole-unit error is statistically significant, and so are the effects of the wafer location and the measurement position (see multivari charts in Figs. 3 and 4) . However, interaction effects between the wafer location and the measurement position are not significant, and therefore, we may assume that for all and . From (20) and (21), estimates of 's and 's are obtained as follows:
From Table III, and are estimated as and , respectively. If , then the smallest integer that simultaneously satisfies (11) and (12) is determined as four (see percentage points of the distribution [5] ). That is, a subgroup consists of four batches.
A. Control Charts for Random Components
When setting up the control charts for various components, it is desirable to begin with the control charts for random components. This is because the control limits for the fixed differences or the process average depend on some or all of the variance components, and therefore, these limits may not be meaningful unless the relevant variance components are in statistical control. From Table III, , an unbiased estimate of , is obtained as 22.686. If we set to 0.0027, which corresponds to the false-alarm rate allowed in conventional control charting, then the upper control limit for is given by [see (3)]
UCL
The control chart for is shown in Fig. 5 , which shows that all values in the set-up phase are within the control limit. From (5) and (8), estimates of and are calculated as 2.391 and 2.371, respectively. If we set to 0.0027, control limits for and are, respectively, given by [see (6) and 
B. Control Chart for the Process Average
Since the control charts for the variance components show that all variance components are in statistical control, we may proceed and construct the control chart for the process average. From the data in Table II , we obtain and [see (13) and (10) The control chart for the process average is shown in Fig. 8 , in which no indication of an out-of-control status is observed.
C. Control Charts for Fixed Differences
Since all variance components are in statistical control, we may construct the control charts for the fixed differences. From (7) , and values obtained in the set-up phase are within the control limits. , , and were calculated based on the adjusted data where .
D. Operational Phase
In the operational phase, additional subgroups are selected from the process, and thickness measurements are made as in the set-up phase. For the purpose of illustration, assume that five subgroups are formed from the process one by one. The data from these new samples are shown in Table IV .
Note from Figs. 5-11 that , , , process averages, ,
, and for subgroups 21-25 are in statistical control except that, for subgroup 25, is out of control. This suggests that an assignable cause for unusual fixed differences among the measurement positions might have occurred for subgroup 25. To identify the detailed sources of this variation, each contrast in Table I (a) needs to be examined. Table V , we note that contrast three is out of control. That is, is above its upper control limit, 9.11. We may therefore conclude that the suspected unusual fixed difference among the measurement positions is due to the unusual difference between the means at positions 1 and 5 [see Table I (a) and Fig. 2] , the cause for which needs to be identified for correction.
IV. DISCUSSIONS
In the proposed approach, it is assumed that the fixed differences due to the wafer location and measurement position as well as random variations are inherent to the process monitored. In other words, these variations are assumed to be very difficult or impossible to remove even after one makes a serious effort for improvement.
In examining the control charts for various components, the control chart for should be considered first. The reason is that the control limits for all other components depend on , and therefore, the increase in may result in signals from other control charts. If is in statistical control, the control charts for , , and are then examined. If is also in statistical control, the control charts for and are next examined since their control limits depend on and . Finally, the control chart for the process average is examined if is also in statistical control since control limits for the process average depend on , , and .
Performances of the proposed and other approaches for control charting can be compared in terms of the probability of not detecting an out-of-control status (i.e., Type II error probability) or the average run length (ARL) for a given false-alarm rate . For the purpose of illustration, consider the proposed sum-of-squares control chart and the orthogonal-contrast charts for the fixed differences among the measurement positions.
Assume that the fixed effects of measurement positions change from to for where is the effect of the th measurement position when the process is in control. Let be the false-alarm rate for the sum-of-squares control chart for . Then, the Type II error probability is given by (33) where is a noncentral Chi-square random variable with degrees of freedom ( ) and noncentrality parameter . In addition, the average number of runs taken before the changes are detected (i.e., the ARL) is given by . If the orthogonal-contrast approach is employed, then ( ) control charts need to be maintained. Let be the false-alarm rate for the th orthogonal-contrast chart where . Then, the corresponding Type-II error probability is given by (34) where denotes the standard normal cumulative distribution function and , , are the coefficients of the th orthogonal contrast. Finally, , the overall Type-II error probability for the orthogonal contrast approach is given by Derivations of (33) and (34) are available from the authors upon request.
To compare the above two approaches on an equal basis, , the overall false-alarm rate of the orthogonal-contrast approach, is set to , and is set to for . Then, the overall Type-II error probabilities for the two approaches are calculated for randomly generated 1000 sets of 's when , ,
, and where 's are standard normal random deviates. As shown in Table VI,  and  are the same when , and, for greater than two, the orthogonal-contrast approach is inferior to the sum-of-squares approach in detecting changes in the fixed differences among the measurement positions. This trend is more prominent as increases. We observed similar results for different values of and . Since the ARL is given by , the orthogonalcontrast approach has a larger ARL than the sum-of-squares approach for greater than two. Since several charts are involved in the proposed approach, the signal rate (false-alarm rate) for each chart needs to be made relatively small to avoid an unnecessarily large false- where is the number of charts and is the desired falsealarm probability for the entire group of charts. On the other hand, the Type-II error probability increases if is too small. Therefore, a more rigorous analysis based on some cost model is necessary to achieve a balance between and for each chart. We are currently working on this problem.
In the proposed approach, the number of batches in a subgroup needs to be at least two due to the split-unit structure of measurement data. If the analysis of variance results indicate that the whole-unit variation and the interaction between the wafer location and measurement position are not significant, then model (1) reduces to and, even with a single batch in a subgroup, control charts for random error ( ), process average, and fixed differences among wafer locations and measurement positions can be constructed in a similar manner.
APPENDIX A PROPERTIES OF
From (1) and (16) From (17) By definition, For a given subgroup, is constant and NID Therefore, using a lemma in Graybill [9] , Since , we obtain the result in (18).
APPENDIX B DERIVATIONS OF AND in (22) can be rewritten as follows:
Since each has mean zero and variance , each has mean zero and variance , and and are assumed to be independent, and are, respectively, given by (25) and (26).
