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Abstract
This paper presents a Graphics Processing Units (GPUs) acceleration method of an iterative scheme for
gas-kinetic model equations. Unlike the previous GPU parallelization of explicit kinetic schemes, this work
features a fast converging iterative scheme. The memory reduction techniques in this method enable full
three-dimensional (3D) solution of kinetic model equations in contemporary GPUs usually with a limited
memory capacity that otherwise would need terabytes of memory. The GPU algorithm is validated against
the DSMC simulation of the 3D lid-driven cavity flow and the supersonic rarefied gas flow past a cube with
grids size up to 0.7 trillion points in the phase space. The performance of the GPU algorithm is assessed
by comparing with the corresponding parallel CPU program using Message Passing Interface (MPI). The
profiling on several models of GPUs shows that the algorithm has a medium to high level of utilization of
the GPUs’ computing and memory resources. A 190× speedup can be achieved on the Tesla K40 GPUs
against a single core of Intel Xeon-E5-2680v3 CPU for the 3D lid-driven cavity flow.
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1. Introduction
The dominant numerical method for rarefied gas flows remains to be the Direct Simulation Monte-
Carlo (DSMC) method [1, 2]. However, with the significantly improved computing power nowadays, the
deterministic methods including the discrete ordinate methods (DOM) and the discrete velocity method
(DVM) which are proposed long before[3, 4] to solve the Boltzmann equation or its model equations directly
are rapidly gaining their popularity [5, 6]. Compared with the DSMC method, these deterministic methods
are free from statistic noise, thus are particularly preferable for low speed flows [5, 7–11]. More importantly,
the deterministic approach has greater flexibility in designing efficient numerical schemes, e.g., asymptotic-
preserving schemes [12–20], implicit schemes [21–26] and high-order schemes [27–30].
However, even with the advanced numerical algorithms and simplified kinetic models, direct simulations
of practical 3D problems by DVM are still computationally expensive regarding both the floating point
operations and the memory requirement, due to the sheer number of grid points in the phase space (physical
space and molecular velocity space). In most practical simulations especially involving high speed flows,
massively parallel supercomputing facilities are indispensable [31, 22, 32–37]. Various techniques have been
proposed to reduce the grid points, e.g., the adaptive local refinement for the spatial and velocity grids [38–
42]. However, efficient parallelization on such non-regular grids can be a challenge especially for dynamic
adaptive mesh refinement (AMR), where sophisticated load-balancing techniques are necessary.
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The enormous computing cost of deterministic solvers for the gas-kinetic equations makes the adoption
of emerging heterogeneous parallel computing platforms such as GPU and Intel Phi co-processors appealing.
Programs executed on such platforms are written with specialized programming frameworks such as CUDA
and OpenCL. Computational intensive parts of the algorithms are off-loaded to the accelerators which have
onboard memory, and the computed results are copied back to the CPU memory. GPU, in particular,
has achieved great success in the grid-based lattice Boltzmann method [43–47] (a simplified DVM) and
particle-based DSMC method [48–50]. For more general DVM simulations, GPUs have not been fully
exploited[51–57]. Frezzotti et al. reported a parallelization of a BGK-equation solver using an explicit DVM
scheme and evaluated its performance on a Nvidia GTX-260 GPU that was released in 2009 [51]. The
reported speedup is over 300 compared with a serial program on a contemporary CPU for the 2D lid-driven
cavity flow with 3D velocity grid (2D3V configuration). However, the maximum grid size is limited to
1602 × 203 as there is only 896 MB memory on that GPU. Later, they extended the implementation to
the full Boltzmann equation, achieving a speedup over 400 [52] on the same device with the grid size up to
1922×183. Kloss et al. reported a GPU accelerated solver for the full Boltzmann equation with a conservative
projection method and achieved a speedup up to 150 with a maximum grid size of 1602×203 [54]. Overstays
and Crocke presented a similar GPU implementation that also solves the Boltzmann equation achieving an
overall speedup around 50 on a low-end GPU [57] with the maximum grid size being 128× 64× 18× 18× 9.
Zabelok et al. demonstrated a GPU acceleration of a 3D3V DVM module in their Unified Flow Solver
(UFS) with the grid size up to 20000 × 323 on a single GPU with the help of AMR in 3D physical space,
and reported speedup of 20 ∼ 50 [56]. The above literature reveals that except Zabelok’s work [56], all of
the implementations are restricted to 2D problems, and the reason is the limited memory size on a single
GPU.
Even though the global memory capacities on contemporary GPU devices have been growing, they
are still relatively small (4 ∼ 16 GB) compared with the CPU nodes offering much fewer FLOPS. The
memory size restriction can be technically mitigated with multi-GPU implementations, but the high-volume
data transfer between multiple GPU devices may lead to new difficulties [58]. Another common feature
of the above implementations is that they all use explicit discretization schemes for the convection term,
which makes stencil computation well suited on GPUs. However, for steady-state rarefied gas flows, we
usually prefer an implicit or iterative DVM scheme which can reduce the computational time dramatically.
For an implicit/iterative scheme, the data dependence in the physical space poses a new challenge for its
parallelization, especially for the massively fine-grained parallel computing model like on GPU.
Here, we propose a GPU acceleration algorithm to solve a Boltzmann model equation [59] with memory
reduction techniques, aiming to address the two issues discussed above, i.e., the GPU memory size barrier
and the difficulty in parallelizing the iterative/implicit scheme on a GPU. In our algorithm, the memory
requirement is reduced for both the molecular velocity and physical spaces. In the molecular velocity
space, we employ the memory reduction technique proposed in Ref. [60]. For a serial implementation of
the scheme, we can only allocate the memory for a single discrete velocity and use it repeatedly for every
other discrete velocity. For a parallelized implementation with decomposition in the molecular velocity
space, each processor allocates storage for one discrete velocity, and the total memory occupation will be
proportional to the number of parallel processors [60, 61]. However, as the latest released GPUs contain
several thousands of cores, the total memory occupation is still massive when parallelizing in the molecular
velocity space, so we propose to further reduce the storage of physical space from 3D to 2D by employing the
upwind character of this scheme. With these two techniques, the required memory space can be significantly
reduced. In addition, the parallelization for the iterative scheme can be avoided by parallelizing in the
molecular velocity space with each GPU core mapped to one discrete velocity, which is different from all the
previous implementations [51, 56].
The remaining of the paper is organized as follows. In Section 2, we will solve one of the Boltzmann
model equation, i.e., the Shakhov equation [59] to demonstrate our algorithm and explain how the memory
occupation can be dramatically reduced in both the molecular velocity and physical spaces. In Section 3 we
give a simple introduction to the GPU programming paradigm using the CUDA framework and present the
algorithms with the two main kernel functions. In Section 4, the implemented GPU programs are verified
with two 3D cases, i.e., the lid-driven cavity flow and the supersonic flow past a cube. In Section 5, the
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parallel performance of the GPU programs is profiled on several different GPU models, and the speedup is
compared with an MPI parallelization. The performance bottlenecks in various conditions are also identified.
Finally, Section 6 concludes with our main findings and discussions for further development.
2. Implicit kinetic scheme with the memory reduction technique
2.1. Shakhov equation
The parallel implementation is based on an iterative scheme for steady state Boltzmann model equation.
In this study, we use the Shakhov model [59] to demonstrate our implementation which is also applicable to
other model equations. The governing equation of the velocity distribution function f(x, ξ) reads as
ξ ·∇f = −f − f
S
τ
, (1)
where τ is the relaxation time and is related to the local viscosity µ and pressure p by τ = µ/p to recovery
the correct viscosity [62]. fS is defined as
fS = fM
[
1 + (1− Pr) c · q
5pRT
(
c2
RT
− 5
)]
, with fM =
ρ
(2piRT )3/2
exp
(
− c
2
2RT
)
, (2)
where Pr is the Prandtl number and c = ξ − U is the peculiar velocity with U being the hydrodynamic
velocity. For a monatomic gas, Pr equals to 2/3. The macroscopic variables such as the density ρ, velocity
U , temperature T , and heat flux q can be calculated from the moments of the distribution function,
ρ =
∫
fdξ, ρU =
∫
ξfdξ, ρE =
1
2
∫
ξ2dξ, q =
1
2
∫
cc2fdξ, (3)
where ρE = 1/2ρU2 + CvT is the total energy with Cv being the heat capacity [(3/2)R for monatomic
gases]. The pressure is related to the density and temperature by p = ρRT .
In DVM, the molecular velocity space is first discretized with a chosen 3D velocity grid {ξα|α =
1, 2, ...,M}. The discrete form of the governing equation is then expressed as
ξα ·∇fα = −1
τ
[fα − fSα ], (4)
where fα is the distribution function of ξα and f
S
α is the Shakhov-corrected equilibrium. The macro variables
(moments) are evaluated by taking numerical integrations of fα as follows,
ρ =
∑
α
wαfα, ρU =
∑
α
wαξαfα, ρE =
1
2
∑
α
wα(ξ
2
α,x+ξ
2
α,y+ξ
2
α,z)fα, q =
1
2
∑
α
wαcα
(
c2α,x + c
2
α,y + c
2
α,z
)
fα,
(5)
where wα are the coefficients for the numerical quadratures.
2.2. Iteration scheme with memory reduction technique
Here we use a recently developed iteration scheme [60] to discretize the discrete-velocity version of the
governing equation, i.e., Eq. (4). The advantage of this scheme is that we only need to store the distribution
function value field of one discrete velocity, thus dramatically reducing the memory requirement from 6D
to 3D for a full 3D problem. In the following, we first introduce the iterative scheme and then discuss its
favorable parallelization approaches.
Equation (4) is solved using the following iterative scheme,
ξα ·∇fn+1α = −
1
τn
[fn+1α − fS,nα ], (6)
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where n denotes the index of iteration steps. The equilibrium part fSα calculated from macro variables is
treated explicitly. Given fS,nα or equivalently the moments at the nth iteration step, and assuming the spatial
gradient is evaluated with an upwind scheme, the fn+1α can be updated by a spatial sweeping sequentially
along the characteristic direction for each discrete velocity [60]. In the original paper, the authors proposed
to rewrite the above formula in a delta form and use a central scheme to attain a second-order accuracy[60],
while introducing an inner sub-iteration loop in each iteration to recover the old distribution function.
Introducing of the inner sub-iteration loop increases the overall computing time, and the more complex
stencil computation makes the method more difficult to parallelize. In this work, we employ a first order
upwind scheme for the gradient discretization. The accuracy of the first order scheme will be evaluated in
Sec. 4.
At the beginning of the iteration, fS,0α is set to the equilibrium state based on the initial (usually uniform)
macro fields. Then the spatial field of the distribution function value of each discrete velocity is updated
in a spatial sweeping manner on a Cartesian grid. The computational stencil is determined by signs of
the discrete velocity components. For example, assuming we are currently process the discrete velocity ξα
with ξα,{x,y,z} > 0, when the spatial sweeping approaches to an inner cell with spatial index (i, j, k), the
distribution function fn+1α,i,j,k is updated from the following first order upwind discretization formula:
ξα,x
(
fn+1α,i,j,k − fn+1α,i−1,j,k
∆xi
)
+ ξα,y
(
fn+1α,i,j,k − fn+1α,i,j−1,k
∆yj
)
+ξα,z
(
fn+1α,i,j,k − fn+1α,i,j,k−1
∆zk
)
= − 1
τni,j,k
(
fn+1α,i,j,k − fS,nα,i,j,k
)
.
(7)
Because the same sweeping procedure for each discrete velocity can be executed individually without in-
teraction with other discrete velocities, we can allocate the memory space for a single discrete velocity and
process all the discrete velocities one by one using the same storage space. Once the whole filed of the distri-
bution function of a specific discrete velocity is updated, its contributions are added up to the moments of
the new iteration step. In this way, the same memory space is used repeatedly for all the discrete velocities.
After all the discrete velocities have been processed, the updating of new moments are also completed. The
iteration can be repeated until it converges by monitoring the changes of moments. Boundary conditions
are processed when the sweeping starts or approaches the domain boundaries.
By analyzing the data dependence of the algorithm, we can find the best parallelization strategy. Clearly,
due to the directional spatial sweeping, each cell’s stencil computation depends on its upwind cell informa-
tion, so it is not straightforward to parallelize the sweeping in the physical space. In the traditional multi-core
CPU approach, the classical domain decomposition in the physical space (multi-block parallelization) can
partially solve this problem as the deterioration of convergence caused by the asynchronization between
blocks is negligible due to the coarse granularity of the decomposition [22, 37]. But with the fine-grained
GPU architecture, the asynchronization can dramatically deteriorate the convergence rate. One possible
strategy is to decompose the domain among the diagonal sweeping wavefront but this approach requires care-
ful consideration for load balance and the parallelism is limited by the relative small wavefront size [63–65].
As the sweeping of each discrete velocity is independent of each other, the parallel computing in the molec-
ular velocity space is much simpler. The communication only occurs at the stage for calculating moments.
The parallelization in the molecular velocity space with Message Passing Interface (MPI) is straightforward
in the same way as reported in Refs. [60, 61]. The total memory will be increased with the number of paral-
lel processes or threads. For MPI with distributed memory (multi-node) parallelization, the total memory
requirement will not be an issue. However, for GPU parallelization with several thousands of tiny threads,
the total memory occupation can be considerable and may exceed the memory capacity. We will show a
memory reduction technique in the following section to tackle this problem.
4
3. Parallel implementations using CUDA C
3.1. Brief introduction to GPU programming and overall considerations of the parallel implementation
GPU enables massively parallel computing by supported by the advances in both hardware and soft-
ware. A single GPU board nowadays contains thousands of light-weight streaming processors (SPs) or cores
grouped into dozens of streaming multiprocessors (SMs) that can provide several teraflops computing power.
It also comes with a hierarchical system of memories, registers, and caches to enable high-bandwidth and
low-latency data feeding to the processors. Meanwhile, there are application programming interface (API)
models that support general purpose computing on GPU devices by extensions of the currently popular
programming language such as C++. The most widely adopted GPU programming API model is Nvidia’s
CUDA, the others include Khronos Group’s OpenCL and Microsoft’s DirectCompute). Since in this work
we implement our algorithm using CUDA, here we briefly explain the related concepts in the CUDA envi-
ronment.
CUDA employs a hierarchical thread organization structure in which the fine-grained computing tasks
are mapped to a logical grid of threads which are grouped into thread blocks. Each thread blocks contains
the same number of threads and are dynamically scheduled to the SMs. The threads execute specially
defined functions called kernels on the streaming processors. To realize the full potential of GPU computing
power, the data/thread organization and kernel function implementation have to follow some principles,
including:
• keeping memory access aligned in a half-thread wrap (consecutive 16 threads),
• avoiding frequent data transfer between the CPU and GPU ends,
• using the on-chip shared memory to make the threads in a thread block work together effectively,
• limiting the usage of registers and shared memory in the kernels to ensure that enough thread blocks
can reside on SMs (quantified as SM occupancy commonly).
The major floating-point operations in the iterative scheme described in Sec. 2 come from the spatial
sweeping and moment-evaluation procedures, i.e., Eqs. (7) and (5) respectively. For each procedure, we
implement a kernel function, which is explained below.
3.2. Spatial-sweeping kernel and further memory reduction in the physical space
As explained above, the spatial sweeping procedure is intrinsically sequential in the physical space while
each discrete velocity is independent of other discrete velocities in the molecular velocity space. So for the
sweeping procedure, we map each thread to one discrete velocity. The thread grid size can be set to be a
fraction of the total number of discrete velocity as we can process the discrete velocities with a batch-by-
batch manner (see Fig. 1 and the main iteration procedure in Algorithm 1). But it should still be large
enough to make sure there are enough thread blocks to populate the SMs, which requires the grid size at
least multiples of the number of SMs. One natural choice of the batch size is an octant of the discrete
velocity grid as there are eight sweeping directions from the eight corners of the domain. The required
memory is proportional to the thread grid size which may exceed the single GPU global memory capacity as
modern GPU contains several thousands of cores. For example, for the Nvidia’s Tesla K40 GPU which has
2880 cores and 12GB memory, when simulating a problem with the physical grid size of 1283 using single
precision float, the modest estimation of the memory size exceeds 1283 × 2880× 4/230 = 22.5GB > 12GB.
So it is necessary to reduce the memory occupation further.
To this end, we propose to store the distribution function of only two-slices of cells by noticing the fact
that when updating each cell’s newer-step distribution function using a first order upwind scheme, all the
stencil points are residing in the current and preceding slices. The storage space holds two successive slices
of distribution function marching along the Z-direction as illustrated in Fig. 2. Such a configuration reduces
memory consumption regarding the physical space dramatically from 3D to 2D. Together with the memory
reduction technique described in Sec. 2, the current approach reduces the memory (single precision) from
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4N3M3 to 8N2PQ, where N and M stand for the physical and molecular velocity space grid numbers in
one dimension respectively, and P is the number of cores in a single GPU card, and Q > 1 is a factor means
the thread grid size is Q times of the number of cores P . In this work, the thread grid size (batch size)
is set to be an eighth of the discrete velocity set, which is a natural choice considering that the sweeping
directions in the eight-octant discrete velocities are different. But for the simulation with a huge discrete
velocity set, the thread grid size can be even smaller to keep the overall memory within the GPU global
memory limit. The layout of the thread grid is illustrated in Fig. 3 and the kernel function implementation
is detailed in Algorithm 2.
𝜉𝜉𝑥𝑥
𝜉𝜉𝑦𝑦
𝜉𝜉𝑧𝑧
Figure 1: The layout of the moment-evaluation kernel.
Algorithm 1 Main iteration procedure
function Iteration
for d← 0, 7 do . Loop through 8 discrete velocity groups
Setting parameters for dth velocity group
if d > 3 then . Velocity groups above the ξz = 0 plane in the molecular velocity space
for k ← 1, NZ do . Sweeping along the Z+ direction
sweep kernel(d, k, fSliceA, fSliceB, momentsOld, . . . )
moment kernel(d, k, fSliceA, fSliceB, momentsNew, . . . )
end for
else . Velocity groups below the ξz = 0 plane in the molecular velocity space
for k ← NZ, 1 do . Sweeping along the Z− direction
sweep kernel(d, k, fSliceA, fSliceB, momentsOld, . . . )
moment kernel(d, k, fSliceA, fSliceB, momentsNew, . . . )
end for
end if
end for
swap moment kernel(momentsOld, momentsNew ) . Swap the moments variables
end function
3.3. Moment-evaluation kernel
Each time after updates the distribution function of one slice of the cells, the moment-evaluation kernel
adds up the contribution of these distribution functions to the temporary moment variables. As the summa-
tions are local operations in the physical space, we map each thread block to a single cell in the 2D slice, and
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15
𝑍𝑍 𝑋𝑋
𝑌𝑌
slice 𝑘𝑘
slice 𝑘𝑘 − 1
Figure 2: Illustration of the spatial sweeping with the distribution functions of only two slices. The sweeping direction is
(0, 0, 0) → (X+, Y +, Z+). The highlighted cell in yellow color is the current cell being updated and the green cells are the
upwind stencil cells (colorful online). The two slices are marching along the 0→ Z+ direction.
Block 1 Block 2 Block 3 Block Ndv/Nb
Cell 1
Cell 2
Cell 3
Cell Ncell
Figure 3: The layout of the spatial-sweeping kernel, in which, Ncell is the number of the cells in a 2D slice of the XY plane,
i.e., Ncell = Nx ×Ny , Nθdv (0 < θ < 8) is the number of discrete velocities in the θth batch, and Nb is the size of the thread
blocks.
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Algorithm 2 Spatial-sweeping kernel function for the cavity flow.
function sweep kernel(d, k, fSliceA, fSliceB, momentsOld, . . . )
tid← threadId.x . Thread id.
Define shared memory variables for moments densL[NX2], vxL[NX2], vyL[NX2], vzL[NX2], ...
switch d do . Different entry points for 8 discrete velocity groups.
case 0 . For discrete velocity group 0, i.e., with ξx < 0, ξy < 0, ξz < 0
if k==NZ then . The slice near the boundary
for j ← 1, NY do
for i← 1, NX do
Update fSliceA[j][i][tid] as Maxwell boundary
end for
end for
end if
for i← 1, NX do . The shaft near the boundary
Update fSliceB[NY+1][i][tid] as Maxwell boundary
end for
for j ← 1, NY do
if tid < NX + 2 then
Collaboratively load moment variables from momentsOld to densL[], vxL[], ... .
end if
Update fSliceB[j][NX+1] as Maxwell boundary . The cell near the boundary
for i← NX, 1 do . Stencil computation
Calculate equilibrium distribution function feq using the moments in the shared memory.
Calculate geometric, discrete velocity and τ related coefficients as a, b, c, d, e
fSliceB[j][i][tid] = (- a*fSliceB[j][i+1][tid]] - b*fSliceB[j+1][i][tid]
- c*fSliceA[j][i][tid] + d[i]*feq ) * e
end for
end for
case 1 . For discrete velocity group 1, i.e., with ξx > 0, ξy < 0, ξz < 0
Do similar loops as case 0.
. . . . For discrete velocity groups 2→ 6.
case 7 . For discrete velocity group 7, i.e., with ξx > 0, ξy > 0, ξz > 0
Do similar loops as case 0.
end function
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the threads in one block work collaboratively using the shared memory to execute the binary reductions,
i.e., sum up the distribution functions. The layout of the thread grids and blocks is shown in Fig. 4 and the
outline of the moment-evaluation kernel is listed in Algorithm 3 in which the reduction operation using the
shared memory is given in details.
Block 1,1
Block 1,2
Block 1,3
Block Ny, Nx
1 2 3 Nθdv/Nb
add add add
Figure 4: The layout of the moment-evaluation kernel. Each thread block is mapped to one cell in the 2D slice. The threads
in each block collaboratively add up the distribution function of all discrete velocities of the currently processed batch to the
temporary moments. Nθdv (0 < θ < 8) is the number of discrete velocities in the θth batch. Nb is the size of the thread blocks.
3.4. Boundary condition
For the internal and external flows presented in the next section, we use the Maxwell diffuse boundary
condition for the solid wall and the free-stream boundary condition for the external boundary. Due to
relatively simple geometries, in our implementation, the boundary condition treatments are embedded in
the spatial-sweeping and moment-evaluation procedures. In the Maxwell diffuse boundary, the velocity
distribution function of the emitting (reflected) particles is:
fn+1α,w =
ρnw
(2piRTw)3/2
exp
[
− ξ
2
α
2RTw
]
, (8)
where ρnw is the density determined by non-penetration condition:
ρnw = −
√
2pi
RTw
∑
ξα·nw<0
fnαξα · nw. (9)
Note that ρnw is calculated using the last step (n) value of the distribution function of the particles coming
to a wall because it’s not possible to get other discrete velocities distribution functions at the newer step
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Algorithm 3 Moment-evaluation kernel function for the cavity flow.
function moment kernel(d, k, fSliceA, fSliceB, momentsNew, ...)
tid← threadId.x
i← blockIdx.x . Physical cell index in X direction.
j← blockIdx.y . Physical cell index in Y direction.
Allocate shared memory for moments as mom[8][BLK SIZE] and initialize to zeros
for b← 1, dvGrpSize/BLK SIZE do . Add BLK SIZE discrete velocities per time.
dvId = b * BLK SIZE + tid
fTmp = fSliceB[j][i][dvId]
fSliceA[j][i][dvId] = fTmp
Accumulate fTmp’s contribution to mom[0][tid], . . . , mom[7][tid]
end for
for s← BLK SIZE/2, 0 do . Parallel reduction with sequential addressing.
if tid < s then
for m← 0, 7 do
mom[m][tid] += mom[m][tid+s]
Synchronize threads
end for
end if
end for
if is thread 0 then . Only one thread writes the data from the shared memory to the global memory.
momentsNew← mom[][0]
end if
if i, j or k near boundary then
Update solid boundary information . Extrapolate the wall densities needed for the next iteration
step.
end if
end function
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with the current iterative scheme. For an internal flow, the total mass in the domain will change slightly
due to the mismatch of the iteration level in Eq. 8. Thus we scale the density of the whole field so that
the total mass is unchanged. For the free streaming boundary condition, the distribution function of the
particles entering into the computational domain is set to be the equilibrium distribution based on the free
stream gas state. When the spatial sweeping starts from a boundary, the upwind cells’ distribution function
is determined by above-mentioned method. When it reaches to a wall, the discrete velocity’s contribution
to the density flux is accumulated in the moment-evaluation procedure.
4. Validation of GPU implementation
In this section, we validate our GPU algorithm implementations on two 3D cases, i.e., the lid-driven flow
in a cubic cavity and the supersonic gas flow past a cube. We first make sure the GPU programs give the
identical results as the CPU versions, then we only compare the results of our GPU programs’ results with
the DSMC solutions obtained by the open source dsmcFoam solver[66]. The main purpose is to assess the
relative accuracy of the first order DVM scheme compared with the DSMC method which can also be viewed
as a first order accurate method. In all of the simulations, the gas media is Argon, and its viscosity changes
with the temperature as µ = µref(T/Tref)
ω with ω = 0.81. The reference viscosity µref at the reference
temperature Tref is calculated as
µref =
15
√
piprefλref
(5− 2ω)(7− 2ω)√2RTref
, (10)
where p and λref are the reference pressure and mean-free-path. All the solid walls are assumed to be fully
diffuse boundaries described by Eq. (8) and (9).
4.1. Lid-driven rarefied flow in a cubic cavity
The first case is the lid-driven rarefied gas flow in a cubic cavity as illustrated in Fig. 5. The inner walls
are maintained at a uniform temperature of Tw = 273.15K. The lid (upper wall) of the cavity moves in the
X+ direction with a constant velocity of Uw = 0.1
√
2RTw. Based on the initial constant pressure and the
side length of the cavity, the Knudsen is 1.0. For this case, we use the same uniform Cartesian grids with
643 cells in the physical space for both DVM and DSMC simulations. In the DVM, the velocity grid has
643 points uniformly distributed in the range of [−4√2RTw, 4
√
2RTw]
3, and the trapezoidal rule is used for
the evaluation of moments. The convergence criteria of the iteration in DVM is that the L2 normal of the
relative changes of the density, momentum components, and energy fields between two successive iteration
steps are less than 10−9. The DVM simulation takes 41 minutes with 36 iteration steps on the Tesla K40
GPU. In the DSMC simulation, there are 20 particles in each cell on average. The DSMC simulation is run
without sampling in the initial 20,000 steps and then run with sampling for further 600,000 steps to output
the results with takes 141 hours with 128 CPU cores.
Figure 6 compares the temperature iso-surfaces from the DVM and DSMC solutions. We can observe
overall good agreement between the two sets of results even though there are still significant noises in the
DSMC solution. The temperature field in the X-Y symmetric plane is shown in Fig. 7(a) which confirms
the overall agreement between the DVM and DSMC solutions regarding the temperature field. Figure 7(b)
shows the X/Y - component velocity profiles along the vertical/horizontal central line of the cavity. The
velocity profile obtained with a finer mesh (1283) has also been included for comparison. The minor difference
between the profiles with two grid resolutions suggests that the first order DVM with a physical grid size of
643 can already give a mesh independent velocity field at Kn = 1.
4.2. Rarefied gas flow past a cube
The second case is a supersonic rarefied gas flow past a cube with Ma = 2 and Kn = 1. The cube’s size
is 13 while the computational domain’s size is 14 × 12 × 12. The center of the cube is located at (0, 0, 0)
while the computation domain is given by Fig. 9. The surface of the cube is maintained at 273K. In the
DVM simulation, the whole domain is solved for convenience, while in the DSMC simulation, we simulate
11
𝑈𝑤
𝑌
𝑋𝑍 𝑂
Figure 5: Illustration of the three dimensional lid-driven cavity flow. The lid (top wall) moves in the X+ direction with a
constant velocity Uw. All of the walls are maintained at a uniform temperature of 1.
Figure 6: Comparison of the temperature iso-surfaces predicted by the GPU accelerated DVM and the DSMC method. Spatial
grid in both the DVM and DSMC are 643, the velocity grid in the DVM simulation is 643, and Kn is 1.
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Figure 7: Temperature distribution on the Z-symmetric plane of the cavity flow predicted by the GPU accelerated DVM and
the DSMC method.
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Figure 8: Horizontal velocity (Ux) profiles along the vertical central line (a) and vertical velocity (Uy) profiles along the
horizontal central line (b) predicted by the DSMC and the GPU accelerated DVM simulation with different physical grid size.
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only a quadrant of the domain due to the two-fold symmetry. The full mesh size is 181×181×191. The cell
size expands with a cell-by-cell ratio of 1.02 in the front and lateral sides of the cube and 1.03 at the rear
of the cube. The velocity grid size is uniform with 483 points in the range of [−4√2RTw, 4
√
2RTw]
3 and a
trapezoidal rule is used to calculate the moments. The DVM simulation takes approximately 20 hours with
41 iteration steps on the Tesla K40 GPU. In the DSMC simulation, each cell has 50 particles on average
and the time step size is 2.0e-7s. The sampling begins from 1,000 steps and continues for 68,000 steps which
takes 128.5 hours on 128 CPU cores.
The temperature iso-surfaces are presented in Fig. 10, from which an overall agreement between the
DVM results and the DSMC solutions can be found. Figure 11 shows the detailed comparisons of the
temperature, density and velocities distributions on the symmetry plane of the computation domain. The
overall agreement indicates that the DVM prediction near the surface of the cube is satisfactory.
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Figure 9: Schematic diagram of the rarefied gas flow past a cube.
(a) (b)
Figure 10: Temperature iso-surfaces predicted by the GPU accelerated DVM simulation and the DSMC simulation.
5. Performance profiling and comparison with MPI parallelization strategy
In this section, we analyze the parallel computing efficiency and scalability of our GPU algorithm. We
also compare the speedups with an MPI parallel implementation of the same iterative scheme on a cluster of
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Figure 11: Comparison of the temperature (a), X-component (b), Z-component velocity (c) and density (d) distributions in
the symmetry plane. The dashed red lines denote the DVM result. The colored background and the solid white lines represent
the DSMC solution.
CPU nodes. All of the testings are based on the 3D lid-driven cavity flow with single precision computations.
The GPU cards used in the platform include a Tesla K40 GPU, a Tesla K80 GPU and a Quadro M2000 GPU.
The major specifications of the three GPU models are listed in Table 1. Quadro M2000 GPU is based on a
newer architecture called Maxwell while K40 and K80 are based on the older Kepler architecture. Quadro
M2000 GPU has less streaming cores, but the multiprocessors can operate at a much higher frequency than
K40/K80 GPU so it can also offer over a teraflops for single precision operations. The commercial Tesla
K80 GPU card actually contains two GK201 GPUs, while in this study we only use a single GPU on it and
all the data listed in Table 1 are the values of a single GK201 GPU. Our program is developed with CUDA
C++ and is compiled using the Nvidia CUDA Toolkit (version 9.2) without the aggressive optimization
flags such as -prec-div=false, -prec-sqrt=false or -use fast math. The host compiler is Intel’s C++
compiler (version 15.0).
In order to investigate the relative computing speed of the GPU program, we developed a CPU program
parallelized with MPI and written in C++. The MPI-CPU program is compiled with the same compiler
and Intel MPI library with compiling flag -xHost which will enable advanced arithmetical instructions such
as AVX2 and FMA. The program runs on an in-house cluster equipped with a 56Gbps InfiniBand network
and each node comprises two Xeon E5-2680v3 (Haswell) @2.5GHz CPU. The MPI-CPU program employs
the domain decomposition in the molecular velocity space, which is straightforward to implement based on
a serial program as the only data communication occurs at the moment-evaluation stage which can be easily
implemented using the MPI Allreduce subroutine.
5.1. Parallel speedups and comparison with the MPI CPU program
Firstly, we investigate the overall speedup of the GPU algorithm on different GPU devices. The average
computing time for a single iteration step of the cavity flow case with the various grid size of physical and
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molecular velocity space is measured on different platforms. The results are presented in Table 2, and the
corresponding speedups against the MPI 1-core are shown in Fig. 12. The measured GPU global memory
consumptions are also listed in Table 2 to demonstrate the advantage of our memory reduction techniques.
For the two largest grids, i.e., 643× 1283 and 643× 1283, the global memory occupations are over 4 GB and
therefore unable to run on the M2000 GPU. It should be remarked that if we don’t use the memory reduction
techniques above, for the two cases the most conservative estimation (storing only one float variable on each
grid point in the phase space) of the memory occupation can be as high as 1283 × 643 × 4/1012 = 2.2 TB.
Several interesting patterns can be observed from the table and chart. Firstly, when the velocity grid is
643 or larger, both K40 and K80 achieve speedups around 190. It is much higher than the cases with the
323 velocity grid which is only around 100. This contrast can be easily explained. As there are over two
thousand cores on K80/K40 GPUs, when simulating the cases with the 323 velocity grid, the thread grid
size of the sweepSlice kernel is only 163 = 4096, meaning that there is simply not enough parallelism for
the GPUs to fulfill their computing potential. Secondly, comparing speedups among three GPUs, we can
found that K40 is about 20% faster than K80 GPU, this is reasonable as the number of cores and memory
bandwidth of K40 are relatively higher than those of K40, while their other configurations are almost the
same. M2000 GPU performs better than the other two for the cases with the 323 velocity grid even though it
has much less streaming processors and smaller global memory bandwidth. This means that for these cases,
the computing power and high memory bandwidth on K40/K80 are not well used. Lastly, we consider the
MPI CPU program performance. When running with 96 CPU cores, the MPI parallelization can achieve a
speedup about 70, which means the strong scaling parallel efficiency is around 73%, which is typical for the
collective communications of the MPI Allreduce when reducing a large chunk of data.
Table 1: Specifications of the three different GPUs used in the performance evaluation. For all of the GPUs, the GPU auto-
boost feature is turned off and the fixed SM frequencies are sustainable in all the workloads. The measured global memory
accessing bandwidth is obtained from the bandwidthTest program in the NVIDIA CUDA SAMPLES. * The parameters for
K80 GPU card are for a one of its two GK201 GPUs inside.
GPU Model Number Device SM Bandwidth Peak single Max shm Max reg
of SP memory frequency theoretical precision per SM per SM
Quadro M2000 768 4 GB 1088 MHz 106 GB/s 1.786 TFLOPS 96 KB 64 K
Tesla K40 2880 12 GB 745 MHz 288 GB/s 4.29 TFLOPS 48 KB 64 K
Tesla K80* 2496 12 GB 745 MHz 240 GB/s 4.11 TFLOPS 112 KB 128 K
Table 2: Average computing time (s) for a single iteration step and GPU global memory occupations on different platforms for
the lid-driven cavity flow case. The last two cases on the M2000 GPU are not available due to its insufficient global memory
capacity.
Physical Velocity CPU MPI Program GPU Program GPU
grid M grid N 1 core 96 cores M2000 K40 K80 memory
323 323 53.50 s 0.68 s 0.48 s 0.55 s 0.57 s 75 MB
323 643 424.56 s 4.92 s 3.29 s 2.15 s 2.52 s 347 MB
643 323 429.32 s 6.20 s 3.77 s 4.33 s 4.42 s 206 MB
643 643 3097.39 s 43.29 s 26.33 s 16.57 s 19.80 s 1205 MB
643 1283 24366.40 s 358.41 s — 127.56 s 132.84 s 9242 MB
1283 643 25020.61 s 371.02 s — 131.04 s 156.47 s 4703 MB
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Figure 12: Speedup for the lid-driven cavity flow case with various grid sizes. The data of the M2000 GPU on the two largest
grid sizes are not available due to insufficient global memory.
5.2. Kernel performance analysis
We now analyze the performance of the two major kernels, i.e. sweepSlice and momentSlice (Algo-
rithms 2 and 3), in the GPU program using the lid-driven cavity flow as an example. The Nvidia visual
profiler (nvvp) [67] is employed to measure various runtime metrics of the kernels on different GPUs when
simulating the lid-driven cavity flow. The general metrics are shown in Table 3 for the case with the grid
sizes of 643×643, 1283×643 and 643×1283. These metrics indicate how efficient the various GPU resources
are being used by the kernel functions, and reveal the performance limiters, e.g. memory bandwidth band,
compute band or instruction/memory latencies. The relative runtime in the table is the ratio the kernel
execution time to the overall computing time for a single iteration step.
The results in Table 3 show that for the 643 velocity grid size, the sweepSlice kernel takes slight longer
time than the momentSlice kernel. While the situation reverses for the velocity grid size of 1283. This
means the momentSlice kernel does not scale equally well as the sweepSlice kernel.
The sweepSlice kernel’s SM occupancy on M2000 and K40 is around 61% while it is 96% on the K80
GPU. The relative lower occupancy on M2000 and K40 GPU is due to the fewer registers available on their
SM (64K as opposed to 128K on K80, see Table 1). The profiling shows that the GPU performance on
M2000 and K40 is limited by the instruction and memory fetch latencies, but when we restrict the kernel
to use fewer registers via compiler flag, the achieved occupancy can be increased to 69% but the overall
computing time actually increases due to severer instruction and memory dependencies. The sweepSlice
kernel’s performance on K80 is bounded by the computing, i.e., the instruction execution speed. A further
investigation using the profiler reveals that the load/store and arithmetic function units utilizations on the
K80 GPU already reach a medium to high level.
In the momentSlice kernel, each thread only requires 32 registers but each thread block needs 8208 bytes
of share memory. On the K40 GPU, The SM occupancy is limited by the share memory size which only
has 48 KB per SM. While on the M2000 and K80 GPUs, which have more share memory (see Table 1), the
SMs are almost fully occupied. On K40 and K80, the performance is limited by shared memory bandwidths
measured at 1.5 TB/s and 1.3 TB/s respectively, which are close to the devices’ limits.
We also investigate the effect of workload on the kernels’ performance on K40 and K80 with larger grid
sizes: 643 × 1283 and 1283 × 643. Although a velocity grid size as large as 1283 is too expensive for most
practical applications and should be avoided with more sophisticated velocity grids such as non-uniform and
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adaptive velocity grids, and conservative moment-evaluation procedures, we use the large velocity grid as
an extreme case to explore the performance limit of the kernel functions under the condition of sufficiently
abundant parallelism. For example, with a velocity grid size of 1283, each SM on the K40 GPU can be
populated with at least 68 thread blocks which would be enough to keep the SMs busy and minimize the
trail effect (some SMs get one thread block less than others due to the round-robin scheduling policy and
the number of SM not dividing the total number of thread blocks).
Table 3: Utilization metrics of GPU resource for the sweepSlice and momentSlice kernels. The data are retrieved from Nvidia
Visual Profiler (nvvp). The test case is the lid-driven cavity flow with the grid size of 643 × 643. The latency in the table
stands for instruction and memory latencies.
Kernel GPU Achieved Compute Memory Device memory Performance Relative
model occupancy utilization utilization throughput limiter runtime
grid size 643 × 643
sweepSlice
M2000 60.1% 64% 55% 53.4 GB/s latency 58.0%
K40 61.6% 65% 38% 112.5 GB/s latency 51.6%
K80 95.5% 78% 46% 90.4 GB/s compute 53.9%
momentSlice
M2000 99.7% 42% 56% 52.5 GB/s latency 42.0%
K40 61.3% 30% 78% 84.2 GB/s memory 48.4%
K80 98.4% 31% 76% 73.7 GB/s memory 46.1%
grid size 1283 × 643
sweepSlice
K40 61.6% 59% 47% 128.8 GB/s latency 51.4%
K80 95.6% 79% 46% 91.6 GB/s compute 53.6%
momentSlice
K40 61.4% 31% 75% 84.0 GB/s memory 48.6%
K80 98.4% 30% 76% 73.8 GB/s memory 46.4%
grid size 643 × 1283
sweepSlice
K40 62.4% 58% 48% 143.1 GB/s latency 48.0%
K80 98.7% 78% 58% 139.4 GB/s compute 43.1%
momentSlice
K40 62.1% 29% 78% 163.3 GB/s memory 52.0%
K80 99.4% 30% 77% 157.8 GB/s memory 56.9%
6. Conclusion and discussions
In summary, an efficient memory-reduced GPU accelerated iterative DVM for kinetic model equations
has been developed. Different from previously reported GPU accelerations of explicit kinetic schemes, the
current implementation is based on a fast converging iterative scheme. The memory reduction techniques in
both the molecular velocity and physical spaces reduce memory requirements significantly from terabytes to
gigabytes. The test cases including a supersonic rarefied flow past a cube with the grid points of the phase
space up to 0.7 trillion demonstrated the capability of the proposed GPU algorithm in simulating large-scale
3D flows on a single GPU. The performance profiling on different GPUs show the implementations of our
GPU kernel functions have good utilization levels of GPU resources which can achieve nearly a two-hundred
speedup on a Tesla K40 against its serial CPU counterpart.
The performance of the current implementation benefits from a large velocity grid as 643 or more, where
there is enough parallelism to realize the full potential of high-end Tesla series GPUs with thousands of cores.
However, the current trend in the latest released GPUs is that the number of cores is increasing even more,
e.g., 5120 on the V100 GPU released in 2017. In such case, to fully utilize the improved computing power in
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the future, more parallelism in the algorithm should be applied other than using only the molecular-velocity-
space parallelization. Another possible improvement in the future is to extend the first order upwind scheme
to second order by storing three consecutive slices of cell’s distribution functions.
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