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Structure preserving condensed forms for pairs of Hermitian




The study of matrix pairs or pairs of matrix valued functions is often motivated
by applications from linear differential-algebraic equations. In many applications from
mechanics or control theory the underlying matrices are symmetric or Hermitian. We
study structure preserving condensed forms for pairs of Hermitian matrices and pairs
of Hermitian matrix functions. Furthermore, we show how we can derive a structure
preserving equivalent strangeness-free system from differential-algebraic equations using
the derivative array approach.
1 Introduction
The study of matrix pairs is often motivated by the analysis of initial value problems for
linear differential-algebraic equations (DAEs) [12] with variable coefficients
E(t)ẋ(t) = A(t)x(t) + f(t), t ∈ [t0, t1], (1)
with E,A ∈ C([t0, t1], Cm,n) and f ∈ C([t0, t1], Cn) together with an initial condition
x(t0) = x0 ∈ Cn. (2)
Here, Ck([t0, t1], Cm,n) denotes the set of k-times continously differentiable functions from
the interval [t0, t1] to the complex vector space Cm,n. Based on canonical forms of the under-
lying matrix pair one gets existence and uniqueness results for linear differential-algebraic
equations. In many applications from mechanics or control theory the coefficient matrices
E(t) and A(t) are structured, e.g., they are symmetric or Hermitian [1, 6, 14, 18, 19]. Thus,
in this paper we study structure preserving condensed forms for pairs of Hermitian matrices
(E,A) and pairs of Hermitian matrix functions (E(t), A(t)), arising in differential-algebraic
systems with Hermitian coefficient matrices. We show that in certain cases it is possible
to preserve the symmetry of the system matrices during the transformation process and
to obtain structure preserving condensed forms. To achieve this, we cannot use general
equivalence transformations, but have to restrict to congruence transformations in order to
preserve the Hermitian structure of the system.
There are several reasons why it is important to consider symmetric systems and structure
preserving canonical forms. Usually, the structure of the matrices reflects a physical prop-
erty of the system that should be preserved. For example, the algebraic structure of the
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problem forces the eigenvalues to lie in certain regions in the complex plane (e.g., on the
unit circle or on the real axis) or to occur in different kind of pairings. If we operate on
such a system with the usual equivalence transformations which destroy the structure, these
physical properties are obscured and if we use numerical methods for the solution of such
problems, then we might get physically meaningless results as rounding errors can cause
eigenvalues to wander out of their required region, see [4]. Another important aspect is the
fact that linear system solvers for structured systems have a much better performance than
for general un-symmetric systems. So, preserving known structures is always advantageous.
In the analysis of linear differential-algebraic equations (1) an approach based on computing
the invariants of the underlying matrix pair under equivalence transformations is used, see
[12]. In this approach a property called the strangeness and the strangeness index are of
special importance. The index of a DAE describes the degree of difficulty to solve the
DAE analytically as well as numerically and is needed to determine the smoothness that
is required for the inhomogeneity to guarantee the existence of a classical solution. Using
the so-called derivative array approach it is possible to derive an equivalent strangeness-
free system, i.e., a system consisting only of decoupled differential and algebraic equations
having a strangeness index 0.
The paper is organized as follows. In Section 2 we will consider pairs of constant Hermitian
matrices arising from linear differential-algebraic equations with constant coefficients and
derive structure preserving condensed forms. In Section 3 we then extend the results as
far as possible to pairs of Hermitian matrix valued functions arising in variable coefficient
systems. We will see that it is only possible to obtain a structure preserving condensed
form if certain additional assumptions hold and that a structure preserving strangeness-
free system only exists if the strangeness index is µ ≤ 1. Finally, in Section 4 we present
a structure preserving derivative array approach to derive an equivalent strangeness-free
differential-algebraic systems for constant coefficient systems.
2 Structure preserving condensed forms for matrix pairs
In this section we study the case of Hermitian matrix pairs
(E,A), (3)
or equivalently matrix pencils αE − βA, as they arise in the analysis of linear differential-
algebraic systems with constant Hermitian coefficients
Eẋ(t) = Ax(t) + f(t), t ∈ [t0, t1], (4)
where E,A ∈ Cn×n are Hermitian, i.e., E = EH and A = AH and f ∈ C([t0, t1], Cn). Here,
AH denotes the conjugate transpose of a matrix A. We want to give a canonical form for
the matrix pair (3) under structure preserving congruence transformations.
Definition 1. [9] Two pairs of Hermitian matrices (Ei, Ai), i = 1, 2, with Ei, Ai ∈ Cn,n
are called (strongly) congruent if there exists a nonsingular matrix P ∈ Cn,n, such that
E2 = PHE1P, A2 = PHA1P. (5)
Clearly this defines an equivalence relation. The canonical form for matrix pairs under
general equivalence transformations is the well-known Kronecker canonical form, see e.g.
[5]. In the Hermitian case we have a Hermitian version of the Kronecker canonical form
under congruence transformations.
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Theorem 2. Let E,A ∈ Cn,n be Hermitian. Then there exists a nonsingular matrix P ∈
Cn,n such that
PH(αE − βA)P = diag(∆δ1 , . . . ,∆δp ,Θη1 , . . . ,Θηq ,Λρ1 , . . . ,Λρv ,Ψσ1 , . . . ,Ψσw), (6)
where















. . . . . .
. . . 0
1




. . . . . .
. . . 1
0
,
(b) Θηj is an ηj × ηj-bidiagonal block, ηj ∈ N0 with sign ε ∈ {−1, 1} of the form
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λj 1
,
corresponding to a Jordan block for a real eigenvalue λj,











, with Z, Ĵ(λj) as in (b), corresponding to
a pair of complex conjugate eigenvalues,














associated with the eigenvalue ∞.
Proof. See [17].
The numerical computation of this canonical form is an ill-conditioned problem as small
rounding errors can radically change the kind and number of the Kronecker blocks. However,
if we restrict perturbations to be symmetric then the sensitivity with respect to structured
perturbations may be much smaller than with respect to unstructured perturbations, see
[2, 8].
Example 3. Consider the matrix A =
[
1− ε 0
0 1 + ε
]
with small ε, eigenvalues λ1,2 = 1±ε
















only varies the eigenvalues slightly, but does not change the eigenspace of









has a Jordan block for the double eigenvalue λ = 1 with eigenvector v1. One of the
orthogonal eigenvectors of the original matrix A has vanished. Thus, a small perturbation
can radically change the eigenspace of the matrix.
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We can give another condensed form for pairs of Hermitian matrices which is easier to
compute numerically using rank decisions based on orthogonal transformations (e.g., sin-
gular value decomposition or rank revealing QR-decompositions [7]). To derive this new
condensed form we use the following factorizations for Hermitian matrices, namely the sin-
gular value decomposition (SVD), the inertia revealing factorization due to Sylvesters Law
of Inertia and the Echelon form of an Hermitian matrix, see e.g. [7, 5, 13].
Lemma 4. Let A ∈ Cn,n be Hermitian with rank A = r. Then







with nonsingular and diagonal Σ ∈ Cr,r,
2. there exists a nonsingular matrix V ∈ Cn,n such that
V HAV =
Irp 0 00 −Irn 0
0 0 0
 , (8)
where (rp, rn, n−r) denotes the inertia of A, i.e., the number of positive, negative and
zero eigenvalues with r = rn + rp,







is in Echelon form.
Proof. For the first two factorizations see e.g. [7, 13]. To prove the third part we first





















where P is unitary and W = PQ is nonsingular.
Now, we can derive a condensed form for pairs of Hermitian matrices. At first, we will allow
only unitary transformations.
Theorem 5. Let E,A ∈ Cn,n be Hermitian and let
T be a basis of kernel E,
T ′ be a basis of cokernelE,
V be a basis of corange (THAT ).
Then there exists a unitary matrix P ∈ Cn,n such that the matrix pair (E,A) is strongly
congruent to an Hermitian matrix pair of the form

E11 E12 0 0 0
EH12 E22 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

A11 A12 A13 Σs 0
AH12 A22 A23 0 0
AH13 A
H
23 Σa 0 0
Σs 0 0 0 0















is nonsingular and the
quantities
(a) r = rankE,
(b) a = rank (THAT ),
(c) s = rank (V HTHAT ′),
(d) d = r − s,
(e) u = n− r − a− s
are invariant under the congruence relation (5).
Proof. To derive the condensed form (10) we use the following sequence of congruence












Σr 0 00 0 0
0 0 0
 ,






E11 E12 0 0 0
EH12 E22 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

A11 A12 A13 Σs 0
AH12 A22 A23 0 0
AH13 A
H
23 Σa 0 0
Σs 0 0 0 0
0 0 0 0 0

 .
If we also allow non-unitary but nonsingular transformations, then we can reduce the matrix
pair further.
Theorem 6. Let E,A ∈ Cn,n be Hermitian and let
T be a basis of kernel E,
T ′ be a basis of cokernelE,
Z be a basis of cokernel (THAT ′).
Then there exists a nonsingular matrix P ∈ Cn,n such that the matrix pair (E,A) is strongly
congruent to an Hermitian matrix pair (Ẽ, Ã) of the form

Isd 0 0 0 0 0 0 0 0 0 0 0
0 −Isd 0 0 0 0 0 0 0 0 0 0
0 0 Iwp 0 0 0 0 0 0 0 0 0
0 0 0 −Iwn 0 0 0 0 0 0 0 0
0 0 0 0 Idp 0 0 0 0 0 0 0
0 0 0 0 0 −Idn 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0





0 0 0 0 0 0 0 0 Isd 0 0 0
0 Ã22 0 0 Ã25 Ã26 0 0 Isd 0 0 0
0 0 0 0 0 0 0 0 0 Iwp 0 0
0 0 0 0 0 0 0 0 0 0 Iwn 0
0 ÃH25 0 0 Ã55 Ã56 0 0 0 0 0 0
0 ÃH26 0 0 Ã
H
56 Ã66 0 0 0 0 0 0
0 0 0 0 0 0 Iap 0 0 0 0 0
0 0 0 0 0 0 0 −Ian 0 0 0 0
Isd Isd 0 0 0 0 0 0 0 0 0 0
0 0 Iwp 0 0 0 0 0 0 0 0 0
0 0 0 Iwn 0 0 0 0 0 0 0 0





(a) r = rankE (rank)
(b) ap (number of pos. eigenvalues of THAT )
(c) an (number of neg. eigenvalues of THAT )
(d) a = an + ap = rank (THAT ) (algebraic part)
(e) wp (number of pos. eigenv. of ZH(T ′)HET ′Z)
(f) wn (number of neg. eigenv. of ZH(T ′)HET ′Z)
(g) sd (number of zero eigenvalues of ZH(T ′)HET ′Z)
(h) s = sp + sn (strangeness)
(i) d = dn + dp = r − s (differential part)
(j) u = n− r − a− s (undetermined part)
with wp = sp− sd, wn = sn− sd and u is the width of the last column in (11), are invariant
under the congruence relation (5).
Proof. The proof is constructive by the following sequence of congruence transformations.
First, we perform an inertia revealing factorization (8) of E, where (p, q, n−r) is the inertia
of E and r = p + q is the rank of E
(E,A) ∼
Ip 0 00 −Iq 0
0 0 0
 ,
A11 A12 A13A21 A22 A23
A31 A32 A33
 .
Next, we perform an inertia revealing factorization of A33 with inertia (ap, an, n − a) and




Ip 0 0 0 0
0 −Iq 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

A11 A12 A13 A14 A15
A21 A22 A23 A24 A25
A31 A32 Iap 0 0
A41 A42 0 −Ian 0






Ip 0 0 0 0
0 −Iq 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

A11 A12 0 0 A15
A21 A22 0 0 A25
0 0 Iap 0 0
0 0 0 −Ian 0
A51 A52 0 0 0

 .
Now, we transform A15 to Echelon form, i.e. we determine U15 unitary and V15 nonsingular
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Ip0 0 0 0 0 0 0
0 Ip−p0 0 0 0 0 0
0 0 −Iq 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0




A11 A12 A13 0 0 Ip0 0
A21 A22 A23 0 0 0 0
A31 A32 A33 0 0 A36 A37
0 0 0 Iap 0 0 0
0 0 0 0 −Ian 0 0
Ip0 0 A63 0 0 0 0






Ip0 0 0 0 0 0 0
0 Ip−p0 0 0 0 0 0
0 0 −Iq 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0




0 0 0 0 0 Ip0 0
0 A22 A23 0 0 0 0
0 A32 A33 0 0 A36 A37
0 0 0 Iap 0 0 0
0 0 0 0 −Ian 0 0
Ip0 0 A63 0 0 0 0




Next, we transform A37 to Echelon form, i.e., we determine U37 unitary and V37 nonsingular









Ip0 0 0 0 0 0 0 0 0
0 Ip−p0 0 0 0 0 0 0 0
0 0 −Iq0 0 0 0 0 0 0
0 0 0 −Iq−q0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0




0 0 0 0 0 0 Ip0 0 0
0 A22 0 A24 0 0 0 0 0
0 0 0 0 0 0 0 Iq0 0
0 A42 0 A44 0 0 A47 0 0
0 0 0 0 Iap 0 0 0 0
0 0 0 0 0 −Ian 0 0 0
Ip0 0 0 A74 0 0 0 0 0
0 0 Iq0 0 0 0 0 0 0




Further, we transform A47 to Echelon form, i.e., we determine U47 unitary and V47 nonsin-
7









Ip1 0 0 0 0 0 0 0 0 0 0 0
0 Ip0−p1 0 0 0 0 0 0 0 0 0 0
0 0 Ip−p0 0 0 0 0 0 0 0 0 0
0 0 0 −Iq0 0 0 0 0 0 0 0 0
0 0 0 0 −Ip1 0 0 0 0 0 0 0
0 0 0 0 0 −Iq−q0−p1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0




0 0 0 0 0 0 0 0 Ip1 0 0 0
0 0 0 0 0 0 0 0 0 Ip0−p1 0 0
0 0 A33 0 A35 A36 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 Iq0 0
0 0 A53 0 A55 A56 0 0 Ip1 0 0 0
0 0 A63 0 A65 A66 0 0 0 0 0 0
0 0 0 0 0 0 Iap 0 0 0 0 0
0 0 0 0 0 0 0 −Ian 0 0 0 0
Ip1 0 0 0 Ip1 0 0 0 0 0 0 0
0 Ip0−p1 0 0 0 0 0 0 0 0 0 0
0 0 0 Iq0 0 0 0 0 0 0 0 0








Ip1 0 0 0 0 0 0 0 0 0 0 0
0 −Ip1 0 0 0 0 0 0 0 0 0 0
0 0 Ip0−p1 0 0 0 0 0 0 0 0 0
0 0 0 −Iq0 0 0 0 0 0 0 0 0
0 0 0 0 Ip−p0 0 0 0 0 0 0 0
0 0 0 0 0 −Iq−q0−p1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0




0 0 0 0 0 0 0 0 Ip1 0 0 0
0 A22 0 0 A25 A26 0 0 Ip1 0 0 0
0 0 0 0 0 0 0 0 0 Ip0−p1 0 0
0 0 0 0 0 0 0 0 0 0 Iq0 0
0 A52 0 0 A55 A56 0 0 0 0 0 0
0 A62 0 0 A65 A66 0 0 0 0 0 0
0 0 0 0 0 0 Iap 0 0 0 0 0
0 0 0 0 0 0 0 −Ian 0 0 0 0
Ip1 Ip1 0 0 0 0 0 0 0 0 0 0
0 0 Ip0−p1 0 0 0 0 0 0 0 0 0
0 0 0 Iq0 0 0 0 0 0 0 0 0




and with sd = p1, wp = p0 − p1, wn = q0, dp = p − p0, dn = q − q0 − p1 the form (11)
follows.
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The relationship between the invariants of the Kronecker canonical form (6) and the invari-
ants of the form (10) can be seen if we first transform to Kronecker canonical form and then
treat the single blocks separately. Then we can determine the invariants for each block.
Lemma 7. Consider a matrix pair (E,A) in Kronecker canonical form (6). Then we have
the following characteristic quantities for the different Kronecker blocks.
1. Kronecker block ∆δ:
r = 2δ − 2, a = 0, s =
{
1 for δ 6= 1
0 for δ = 1
, d =
{
2δ − 3 for δ 6= 1
2δ − 2 for δ = 1
, u =
{
0 for δ 6= 1
1 for δ = 1
.
2. Kronecker block Θη: r = η, a = 0, s = 0, d = η, u = 0.
3. Kronecker block Λρ: r = 2ρ, a = 0, s = 0, d = 2ρ, u = 0.
4. Kronecker block Ψσ:
r = σ − 1, a =
{
1 for σ = 1
0 for σ 6= 1
, s =
{
0 for σ = 1
1 for σ 6= 1
, d =
{
σ − 1 for σ = 1
σ − 2 for σ 6= 1
, u = 0.











fore, we get T = e(2δ−1)1 as basis of kernel E and T
′ = (e(2δ−1)2 , . . . , e
(2δ−1)
2δ−1 ) as basis of
cokernelE and V = [1] as basis of corange (THAT ).
2. For Kronecker blocks Θη we have (E,A) = (Z, Ĵ(λj)). Therefore, we get T = ∅ as
basis of kernelE, T ′ = Iη as basis of cokernelE and V = ∅ as basis of corange (THAT ).
Thus, we have r = η, a = 0, s = 0, d = η and u = 0.











T = ∅, T ′ = I2ρ and V = ∅.















Thus, we get T = e(σ)1 , T
′ = (e(σ)2 , . . . , e
(σ)
σ ), THAT =
{
[1] for σ = 1




∅ for σ = 1
[1] for σ 6= 1
and V HTHAT ′ =
{
∅ for σ = 1[
0 . . . 0 1
]
for σ 6= 1
.
The following example illustrates how the characteristic quantities of a matrix pair in Kro-
necker canonical form (6) can be obtained from the characteristic quantities of each block.




0 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 1
0 0 0 1 0
 ,

0 0 1 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 1




in Kronecker canonical form (6) consisting of a block ∆2 and a block Θ2 (with eigenvalue




0 0 1 0 0
0 −1 0 0 0
1 0 0 0 0
0 0 0 1 0
0 0 0 0 0
 ,









1 0 0 0 0

 ,
in condensed form (10) with characteristic values r = 4 = 2 + 2, a = 0, s = 1 =
1 + 0, d = 3 = 1 + 2, u = 0. The complete characteristic values are given as the sum of
the characteristic values of the two separate blocks.
3 Structure preserving condensed forms for pairs of matrix
functions
In this section we consider pairs of Hermitian matrix functions
(E(t), A(t)), (13)
as they arise in linear differential-algebraic systems with variable coefficients (1), where
m = n and E,A ∈ C([t0, t1], Cn,n) are Hermitian.
In [9] it has been posed as an open problem to derive a canonical form for system (1),
where E(t), A(t) are Hermitian. Here, we will show that it is possible to derive a structure
preserving condensed form under certain extra assumptions.
For the numerical solution of differential-algebraic equations it is usually important to
consider local quantities which are numerically computable and which give information on
the global behavior of the solution in the neighborhood of a fixed point t̂ ∈ [t0, t1]. Thus,
local equivalence is the basis for global equivalence and therefore we first like to have a local
condensed form for pairs of Hermitian matrix functions (13) at a fixed point t̂. To study
local equivalence, we modify the definition of congruence.
Definition 9. [9] Two pairs of Hermitian matrices (Ei, Ai), Ei, Ai ∈ Cn,n, i = 1, 2 are
called (locally) congruent if there exist matrices P,B ∈ Cn,n, with P nonsingular such that
E2 = PHE1P, A2 = PHA1P − PHE1B, (14)
and E2, A2 are again Hermitian.
We can observe that not any matrix B in (14) will lead again to an Hermitian pair. In
order to obtain an Hermitian matrix pair we have to demand that PHE1B = BHE1P , e.g.,
we can choose B such that E1B vanishes.
A condensed form under congruence transformation (14) restricting to unitary transforma-
tions is given in the following Theorem.
Theorem 10. Let E,A ∈ Cn,n be Hermitian and let
T be a basis of kernel E,
T ′ be a basis of cokernelE,
V be a basis of corange (THAT ).
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Then there exists a unitary matrix P ∈ Cn,n and a matrix B ∈ Cn,n, such that the matrix
pair (E,A) is locally congruent to an Hermitian matrix pair of the form

E11 E12 0 0 0
EH12 E22 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

0 0 A13 Σs 0
0 0 A23 0 0
AH13 A
H
23 Σa 0 0
Σs 0 0 0 0
















(a) r = rankE,
(b) a = rank (THAT ),
(c) s = rank (V HTHAT ′),
(d) d = r − s,
(e) u = n− r − a− s
are invariant under the congruence relation (14).






. Following the proof of Theorem 5 by choosing B = 0 in
every step we get
(E,A) ∼
Σr 0 00 0 0
0 0 0
 ,
A11 A12 A13AH12 Σa 0
AH13 0 0
 .
If we now choose P = I and B =




Σr 0 00 0 0
0 0 0
 ,






E11 E12 0 0 0
EH12 E22 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

0 0 A13 Σs 0
0 0 A23 0 0
AH13 A
H
23 Σa 0 0
Σs 0 0 0 0
0 0 0 0 0

 .
If we also allow non-unitary but nonsingular transformations we can reduce the matrix pair
further, see also [9].
Theorem 11. Let E,A ∈ Cn,n be Hermitian and let
T be a basis of kernel E,
T ′ be a basis of cokernelE,
Z be a basis of cokernel (THAT ′).
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Then there exist matrices P,B ∈ Cn,n, with P nonsingular such that the matrix pair (E,A)
is locally congruent to an Hermitian matrix pair of the form

Isd 0 0 0 0 0 0 0 0 0 0 0
0 −Isd 0 0 0 0 0 0 0 0 0 0
0 0 Iwp 0 0 0 0 0 0 0 0 0
0 0 0 −Iwn 0 0 0 0 0 0 0 0
0 0 0 0 Idp 0 0 0 0 0 0 0
0 0 0 0 0 −Idn 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0




0 0 0 0 0 0 0 0 Isd 0 0 0
0 0 0 0 0 0 0 0 Isd 0 0 0
0 0 0 0 0 0 0 0 0 Iwp 0 0
0 0 0 0 0 0 0 0 0 0 Iwn 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 Iap 0 0 0 0 0
0 0 0 0 0 0 0 −Ian 0 0 0 0
Isd Isd 0 0 0 0 0 0 0 0 0 0
0 0 Iwp 0 0 0 0 0 0 0 0 0
0 0 0 Iwn 0 0 0 0 0 0 0 0





(a) r = rankE (rank)
(b) ap (number of pos. eigenvalues of THAT )
(c) an (number of neg. eigenvalues of THAT )
(d) a = an + ap = rank (THAT ) (algebraic part)
(e) wp (number of pos. eigenv. of ZH(T ′)HET ′Z)
(f) wn (number of neg. eigenv. of ZH(T ′)HET ′Z)
(g) sd (number of zero eigenvalues of ZH(T ′)HET ′Z)
(h) s = sp + sn (strangeness)
(i) d = dn + dp = r − s (differential part)
(j) u = n− r − a− s (undetermined part)
with wp = sp− sd, wn = sn− sd and u is the width of the last column in (16), are invariant
under the congruence relation (14).
Proof. The proof is similar to the proof of Theorem 6 only that the matrix B allows to
eliminate the entries Ãij , i, j = 1, . . . , 6 in the upper 6× 6-block of Ã in (11). If we choose
P = I and B =

A11 A12 0 0 0
−AH12 −A22 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 after the third transformation step in the proof
12





Ip 0 0 0 0
0 −Iq 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

A11 A12 0 0 A15
AH12 A22 0 0 A25
0 0 Iap 0 0
0 0 0 −Ian 0
A51 A52 0 0 0
−

A11 A12 0 0 0
AH12 A22 0 0 0
0 0 0 0 0
0 0 0 0 0






Ip 0 0 0 0
0 −Iq 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

0 0 0 0 A15
0 0 0 0 A25
0 0 Iap 0 0
0 0 0 −Ian 0
A51 A52 0 0 0

 .
Then we proceed as in the proof of Theorem 6.
We can now apply the local condensed form (15) or the local canonical form (16), respec-
tively, to the matrix pair (13) for each fixed value t̂ ∈ [t0, t1]. Then we obtain integer valued
functions d, a, s, u : [t0, t1] → N0 and we assume that the regularity assumptions
d(t) ≡ d, a(t) ≡ a, s(t) ≡ s, u(t) ≡ u, for all t ∈ [t0, t1] (17)
hold. To derive a global condensed form for pairs of Hermitian matrix functions we need
the concept of global congruence.
Definition 12. Two pairs of Hermitian matrix functions (Ei(t), Ai(t)), with Ei, Ai ∈
C([t0, t1], Cn,n), i = 1, 2 are called (globally) congruent if there exists a pointwise non-
singular matrix function P ∈ C1([t0, t1], Cn,n) such that
E2(t) = PH(t)E1(t)P (t), A2(t) = PH(t)A1(t)P (t)− PH(t)E1(t)Ṗ (t), (18)
and E2(t), A2(t) are again Hermitian.
We can observe that the matrix pair (E2(t), A2(t)) in (18) is only Hermitian again if
PH(t)E1(t)Ṗ (t) = ṖH(t)E1(t)P (t).
This condition holds for example in the special case where E1(t)Ṗ (t) = 0. Further, we have
the following factorization for Hermitian matrix functions.
Lemma 13. Let E ∈ Ck([t0, t1], Cn,n), k ∈ N0 ∪ {∞} be Hermitian, with rank E(t) = r for
all t ∈ [t0, t1]. Then there exists a pointwise unitary (and therefore nonsingular) function






with pointwise nonsingular and Hermitian ∆ ∈ Ck([t0, t1], Cr,r).
Proof. See [12, 15, 16].
To derive a global condensed form, we additionally need the following Assumption and
Lemma.
13
Assumption 1. Let E ∈ C1([t0, t1], Cn,n) be Hermitian, with rank E(t) = r for all t ∈
[t0, t1]. There exists a matrix Q ∈ Cn,r (time-independent) such that the columns of Q form
an orthogonal basis of range E.
Lemma 14. Let E ∈ C1([t0, t1], Cn,n) be Hermitian, with rank E(t) = r for all t ∈ [t0, t1]







with pointwise nonsingular and Hermitian ∆ ∈ C1([t0, t1], Cr,r) (see Lemma 13). If As-
sumption 1 hold and
kernel E ⊆ kernel Ė,
then we have
E(t)Ṗ (t) = 0.




with U ∈ C1([t0, t1], Cn,r) and V ∈ C1([t0, t1], Cn,n−r).
The columns of U and V form orthogonal bases of range E and corange E = kernelEH =
kernel E, respectively. As the basis of range E is time-independent due to Assumption 1




EV̇ + ĖV = 0
for all t ∈ [t0, t1]. Thus, it holds that
EV̇ = 0 ⇔ ĖV = 0.
As V is a basis of kernel E and kernelE ⊆ kernel Ė it follows that ĖV = 0.
Then we get the following global condensed form for pairs of Hermitian matrix functions.
Theorem 15. Let the pair (E(t), A(t)) be sufficiently smooth and Hermitian with
rank E(t) = r for all t ∈ [t0, t1] and suppose that Assumption 1 hold and kernel E ⊆ kernel Ė.
Further, suppose that the regularity assumptions (17) hold. Then the pair (E(t), A(t)) is
(globally) congruent to a pair of Hermitian matrix functions of the form

E11(t) E12(t) 0 0 0
EH12(t) E22(t) 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

0 0 0 ∆Hs (t) 0
0 A22(t) 0 0 0
0 0 ∆a(t) 0 0
∆s(t) 0 0 0 0














, ∆s(t) and ∆a(t) are pointwise nonsingular.
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Proof. We give a constructive proof using Lemma 13 and Lemma 14. First, we determine
a pointwise unitary matrix function P1, such that






where ∆r(t) ∈ C([t0, t1], Cr,r) is Hermitian and pointwise nonsingular and E(t)Ṗ1(t) = 0.
Then






As rankA22(t) = a is constant in [t0, t1], we can determine a pointwise unitary ma-





, with ∆a ∈ C([t0, t1], Ca,a)






from the left and P2(t) from the right yielding
E2(t) := PH2 (t)E1(t)P2(t) =
∆r(t) 0 00 0 0
0 0 0

A2(t) := PH2 (t)A1(t)P2(t)− PH2 (t)E1(t)Ṗ2(t) =
A11(t) A12(t) A13(t)AH12(t) ∆a(t) 0
AH13(t) 0 0
 ,
where E1(t)Ṗ2(t) = 0. We can now eliminate the blocks A12(t) and AH12(t) with a transfor-
mation
PH3 (t) =
Ir −A12(t)∆a(t)−1 00 Ia 0
0 0 In−r−a
 from the left and P3(t) from the right yielding
E3(t) := PH3 (t)E2(t)P3(t) =
∆r(t) 0 00 0 0
0 0 0

A3(t) := PH3 (t)A2(t)P3(t)− PH3 (t)E2(t)Ṗ3(t) =
A11(t) 0 A13(t)0 ∆a(t) 0
AH13(t) 0 0
 ,
where again E2(t)Ṗ3(t) = 0. As rankA13(t) = s for all t ∈ [t0, t1], we can find pointwise








pointwise nonsingular ∆s(t) ∈ C([t0, t1], Cs,s) and we set PH4 (t) =





E4(t) := PH4 (t)E3(t)P4(t) =
Q̂4(t)∆r(t)Q̂H4 (t) 0 00 0 0
0 0 0
 ,
A4(t) := PH4 (t)A3(t)P4(t)− PH4 (t)E3(t)Ṗ4(t)
=
Q̂4(t)A11(t)Q̂H4 (t) 0 Q̂4(t)A13(t)P̂H4 (t)0 ∆a(t) 0
P̂4(t)AH13(t)Q̂
H
4 (t) 0 0
−
Q̂4(t)∆r(t) ˙̂QH4 (t) 0 00 0 0
0 0 0
 .





is nonsingular and because kernel E ⊆ kernel Ė
implies that kernel∆r ⊆ kernel ∆̇r it follows from Lemma 14 that ∆r(t) ˙̂QH4 (t) = 0. Thus,
the resulting pair is again Hermitian. We write the system as

E11(t) E12(t) 0 0 0
EH12(t) E22(t) 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

A11(t) A12(t) 0 ∆Hs (t) 0
AH12(t) A22(t) 0 0 0
0 0 ∆a(t) 0 0
∆s(t) 0 0 0 0
0 0 0 0 0

 ,
and eliminate certain blocks to get

E11(t) E12(t) 0 0 0
EH12(t) E22(t) 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

0 0 0 ∆Hs (t) 0
0 A22(t) 0 0 0
0 0 ∆a(t) 0 0
∆s(t) 0 0 0 0
0 0 0 0 0

 .
Under the assumptions of Theorem 15 we can now transform the Hermitian pair (13)
into global condensed form (19). In order to obtain a strangeness-free normal form as
in the non-symmetric case, we would have to eliminate the ’strange’ coupled parts. This
means that we would have to use the derivative of certain algebraic equations associated
with the fourth block row of (19) to eliminate certain derivatives arising in the first and
second block row of (19). In general, a structure preserving strangeness-free formulation for
variable coefficient systems only exists if the strangeness index µ ≤ 1. In the following we
distinguish two different cases. In the first case we assume that the system is strangeness-
free (corresponding to a strangeness index µ = 0), i.e., s = 0 in the global condensed form
(19). Then the differential-algebraic system reduces to the Hermitian system
E22(t)ẋ1(t) = A22(t)x1(t) + f1(t),
0 = ∆a(t)x2(t) + f2(t),
0 = f3(t).
As second case we assume that µ = 1, i.e., s > 0 in the global condensed form (19). The
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matrix pair can be written as differential-algebraic system
E11(t)ẋ1(t) + E12(t)ẋ2(t) = ∆Hs (t)x4(t) + f1(t),
EH12(t)ẋ1(t) + E22(t)ẋ2(t) = A22(t)x2(t) + f2(t),
0 = ∆a(t)x3(t) + f3(t),
0 = ∆s(t)x1(t) + f4(t),
0 = f5(t).
(20)
If we use the derivative of the forth equation in (20) to eliminate the terms with ẋ1 in the
first two equations of (20) we get
E12(t)ẋ2(t) = ∆Hs (t)x4(t) + f̃1(t),
E22(t)ẋ2(t) = A22(t)x2(t) + f̃2(t),
0 = ∆a(t)x3(t) + f3(t),
0 = ∆s(t)x1(t) + f4(t),
0 = f5(t),

















If E22(t) is invertible then all informations concerning existence and uniqueness are given
and no further steps are needed, which is the case in a system with strangeness index µ = 1.
Therefore, we assume that E22(t) is invertible. Then we can eliminate the block E12(t) and
get the following system
0 = ∆Hs (t)x4(t)− E12(t)E−122 (t)A22(t)x2(t) + f̃1(t),
E22(t)ẋ2(t) = A22(t)x2(t) + f̃2(t),
0 = ∆a(t)x3(t) + f3(t),
0 = ∆s(t)x1(t) + f4(t),
0 = f5(t).
(21)
As we have assumed that the strangeness index µ is equal to 1, it follows that
E12(t)E−122 (t)A22(t) = 0 (there should be no coupling between differential and algebraic
equations anymore) and we get the strangeness-free system
0 = ∆Hs (t)x4(t) + f̃1(t),
E22(t)ẋ2(t) = A22(t)x2(t) + f̃2(t),
0 = ∆a(t)x3(t) + f3(t),
0 = ∆s(t)x1(t) + f4(t),
0 = f5(t),
which is again Hermitian. Rearanging and renaming the matrices and vector-valued func-
tions finally yields the strangeness-free Hermitian system
˙̂x1(t) = Â11(t)x̂1(t) + f̂1(t),
0 = x̂2(t) + f̂2(t),
0 = f̂3(t).
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Theorem 16. If E22(t) in (19) is nonsingular then the system (1) has strangeness index
µ ≤ 1.
Proof. The Theorem follows from the previous discussion.
For systems with strangeness index µ > 1 either E−122 (t) does not exist or the block
E12(t)E−122 (t)A22(t) in (21) does not vanish identically. Thus, in general we cannot preserve
the symmetry of the strangeness-free system in this case. From the previous discussion we
get some more results.
Corollary 17. Consider a linear differential-algebraic equation (1) with Hermitian co-
efficient matrices (E(t), A(t)), where E(t) is positive semidefinite. Then the system has
strangeness index µ ≤ 1.






in (19) is positive definite and thus E22(t) is positive definite
and therefore nonsingular.













in an interval [t0, t1] with t0 > 0 and characteristic values µ = 1, dµ = 1, aµ = 2, uµ = 0.
The system is already in global condensed form (19). Further transformations yield the pair1 0 00 t 0
0 0 0
 ,
0 0 t0 1 0
t 0 0
 ,
where E22(t) = t is nonsingular for all t 6= 0. The differentiation-and-elimination step










 f1f2 + 1t ḟ3 − 1t2 f3
f3
 .
4 A Structure Preserving Derivative Array Approach
In the numerical solution of differential-algebraic equations it was suggested in [3, 11, 10, 12]
to transform the system into an equivalent strangeness-free differential-algebraic system. In
this section we show how this can be done in a structure preserving way using the so-called
derivative array approach.
In the general approach described in [12] we consider a linear differential-algebraic system
(1) with well-defined strangeness index µ. Then it is possible to determine an equivalent
strangeness-free differential-algebraic system using derivative arrays. The idea is to write
the original DAE together with the first µ derivatives into a large system and then choose
suitable projectors of the right dimension to extract the differential and the algebraic parts.
The derivative arrays or inflated differential-algebraic equations are defined by
Mlżl(t) = Nlzl(t) + gl(t), l = 0, . . . , µ, (22)
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A(i−j−1), i, j = 0, . . . , l,
[Nl]i,j :=
{
A(i) for i = 0, . . . , l, j = 0,
0 otherwise,
[zl]j := x(j),
[gl]i := f (i).
(23)
For differential-algebraic systems (1) with well-defined strangeness index µ and uµ = 0
(i.e., the initial value problem for consistent initial conditions has a unique solution), it was
shown in [11] that the pair (E(t), A(t)) satisfies the following theorem.
Theorem 19. There exist integers µ, aµ, and dµ such that the inflated pair (Mµ,Nµ)
associated with (E,A) has the following properties:
1. For all t ∈ [t0, t1] it holds that rankMµ = (µ + 1)n − aµ, such that there exists a
smooth matrix function Z2 with orthonormal columns and size ((µ+1)n, aµ) satisfying
ZH2 Mµ = 0.
2. For all t ∈ [t0, t1] it holds that rank ZH2 Nµ
[
In 0 . . . 0
]H = aµ, such that there
exists a smooth matrix function T2 with orthonormal columns and size (n, dµ), dµ =
n− aµ, satisfying ZH2 Nµ
[
In 0 . . . 0
]H
T2 = 0.
3. For all t ∈ [t0, t1] it holds that rank ET2 = dµ, such that there exists a smooth matrix
function Z1 with orthonormal columns and size (n, dµ) yielding that ZH1 E has constant
rank dµ.
Using this Theorem it is possible to derive an equivalent strangeness-free system by using
only local information from the inflated pair (Mµ,Nµ).
In the variable coefficient case a structure preserving strangeness-free formulation only ex-
ists if µ ≤ 1. To obtain a strangeness-free formulation in this case we can use the procedure
described in Section 3. For the constant coefficient case we can use the derivative ar-
ray approach and modify the procedure described in [12] to obtain a structure preserving
strangeness-free system from the inflated pair.
In the case of constant coefficient systems of the form (4), the inflated system (22) has the
form
E 0 · · · · · · 0
−A E 0 · · · 0
0 −A E . . .
...
...
. . . . . . 0










A 0 · · · · · · 0
0 0 0
0

























with Z2,1 and Z2,2
























Multiplication of ZH2,1A with Z2,1 from the right does not change the rank and we have
rank(ZH2,1AZ2,1) = aµ. In this way we can obtain the complete set of algebraic equations
and the symmetry can be preserved. Next, we must get dµ differential equations which
complete these algebraic equations to a strangeness-free differential-algebraic system. Thus,
we have to determine a nonsingular matrix T2 of size n× dµ such that
ZH2,1AT2 = 0, rank(ET2) = dµ.
It follows that also rank(TH2 ET2) = dµ and we can choose Z1 = T2 in order to preserve












with entries Ê11 = ZH1 EZ1, Â11 = Z
H
1 AZ1, Â22 = Z
H
2,1AZ2,1. Setting f̂1 = Z
H
1 f and
f̂2 = ZH2 gµ and transforming the unknown vector x accordingly, i.e., x̂1 = Z
H
1 x, x̂2 = Z
H
2,1x




















which is Hermitian and has the same size as the original pair.
Example 20. Consider the symmetric system
1 0 0 0
0 1 0 0
0 0 0 0









0 0 0 0
0 0 −1 0
0 −1 0 0




























where the integration constant c can be determined by assigning an initial value. The system




1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 1 0 0
0 1 0 0 0 0 0 0




0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0











 0 0 1 0 0 0 0 00 0 0 1 0 0 0 0
0 1 0 0 0 0 −1 0






. Then we get
the new strangeness-free system
1 0 0 0
0 0 0 0
0 0 0 0









0 0 0 0
0 0 0 −1
0 0 −1 0














which is again symmetric.
5 Conclusions
We have presented structure preserving condensed forms for pairs of Hermitian matrices and
pairs of Hermitian matrix functions associated with linear differential-algebraic equations
with constant and variable coefficients, respectively. We have seen that it is only possible to
obtain a structure preserving condensed form for pairs of matrix functions if certain addi-
tional assumptions hold. In addition, for variable coefficient differential-algebraic systems a
structure preserving strangeness-free formulation only exists if the strangeness index µ ≤ 1.
Further, we have presented a way to derive an equivalent structure preserving strangeness-
free formulation using derivative arrays in the case of constant coefficient systems.
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