Abstract. The objective of this manuscript is to present an improved aggregator operator by taking into account the e ect of an unknown degree (hesitancy degree) in an IntervalValued Intuitionistic Fuzzy Sets (IVIFSs) environment. For this, rstly, the shortcomings, of the existing operators are addressed and, then, some improved operational laws on IVIFSs have been introduced. Based on these laws, aggregation operators, namely, an Interval-Valued Intuitionistic Fuzzy Hamacher Interactive Weighted Averaging (IV-IFHIWA), Ordered Weighted Averaging (IVIFHIOWA), and Hybrid Weighted Averaging (IVIFHIHWA), have been proposed. Various properties related to these operators are also investigated. Furthermore, based on these operators, an approach to deal with MultiCriteria Decision Making (MCDM) problem is developed. Finally, a practical example is provided to illustrate the decision making process.
Introduction
With the growing complexities of the systems day by day, it is di cult for the decision maker to take a decision within a reasonable time by using uncertain, imprecise and vague information. Intuitionistic Fuzzy Sets (IFS) [1] theory is one of the most permissible theories to handle the uncertainties and impreciseness in the data in comparison to the crisp or probability theory [2] [3] [4] [5] [6] . But, in some situations, it is di cult to give the preference of an object in terms of a point value and, therefore, it is convenient to express the decision makers information/preferences in the form of interval values, hence called Interval-Valued Intuitionistic Fuzzy Sets (IVIFSs) [7] . Nowadays, decision making is one of the most signi cant and omnipresent human activities in business, service, manufacturing, selection of products, etc. It is understandable that the di erent criteria in the decision problem are likely to play di erent roles in reaching a nal decision; thus, the primary objective in the phase of decision making is the information aggregation process. For this, Yager [8] proposed the Ordered Weighted Average (OWA) operator by giving some weights to all the inputs according to their ranking positions. Based on this pioneering work, many extensions have appeared. As IVIFSs are much easier to handle the fuzzy decision information up to the desired degree of accuracy, some researchers have applied the interval-valued intuitionistic fuzzy set theory to the eld of decision making. For instance, Xu and Chen [9] , and Xu [10] developed some arithmetic and geometric aggregation operators, namely, interval-valued intuitionistic fuzzy weighted averaging operator and geometric operator, respectively, for aggregating the interval-valued intuitionistic fuzzy information. Furthermore, Xu and Chen [11] , and Wei and Wang [12] , respectively, developed ordered weighted and hybrid weighted geometric aggregator operators in the interval-valued intuitionistic fuzzy environment. Wang and Liu [13, 14] investigated these aggregation operators by using Einstein operations. Later on, Wang and Liu [15, 16] extended these operators from IFSs to the IVIFSs environments. Wei and Zhao [17] proposed induced hesitant and Zhao et al. [18] developed some hesitant triangular aggregation operators under interval-valued Einstein operations. Apart from that, various researchers have paid more attention to decision-making process for aggregating the di erent alternatives using di erent aggregation operators [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] and their corresponding references.
Almost all the above studies are reliable under the restriction that the grade of membership or nonmembership of Interval-Valued Intuitionistic Fuzzy Numbers (IVIFNs) is non-zero. For instance, consider two IFSs or IVIFSs, A and B, such that either A = 0 and B 6 = 0 or A = 0 and B 6 = 0; then, based on an aggregated operator proposed by Xu [3] , Wang and Liu [13, 15] , Zhao [18] , Zhang [23] and Liu [25] . The overall aggregated grade of either membership or nonmembership values is zero, respectively, for geometric or an averaging aggregated operator. In other words, we can say that the e ects of the other grades of either membership or non-membership on a corresponding geometric or an averaging aggregator operator do not play any signi cant role during the aggregation process. Furthermore, it has been concluded from the above aggregation process that the grades of overall membership (non-membership) functions are independent of their corresponding grades of non-membership (membership) functions. Thus, changing any values in the grades does not a ect the overall aggregation process. Therefore, the corresponding results are undesirable and get an unreasonable preference order of the alternatives. Hence, there is a need to modify the existing operations by properly considering the degrees of membership functions.
Thus, the objective of this manuscript is to present some series of averaging aggregation operators in an IVIFSs environment. For it, a new operational law on di erent IVIFNs has been proposed by taking the interaction between the pair of membership and non-membership functions. Based on these new operational laws, weighted aggregated operators, namely Interval-Valued Intuitionistic Fuzzy (IVIF) Hamacher Interactive Weighted Aggregation (IVIFHIWA), IVIF Hamacher Interactive Ordered Weighted Aggregation (IVIFHIOWA), and IVIF Hamacher Interactive Hybrid Weighted Aggregation (IVIFHIHWA), have been proposed by properly handling the shortcoming of the existing operators. The main signi cance of these operators is that the in uence of the degree of nonmembership function is less than that of the membership functions and, hence, these operators, are more optimistic than the others existing in the literature, especially when one of the non-membership degrees is zero. Furthermore, these operators have been tested on the problem of MCDM, where the most desirable alternative is computed under the set of di erent criteria. Finally, the computed results are compared with the results of the existing operators for showing the optimistic nature of the operation.
The rest of the manuscript is organized as follows. In Section 2, some basic de nitions related to IVIFSs and their corresponding aggregation operators are summarized along with their shortcomings. In Section 3, some new operational laws are de ned and, then, we develop some averaging aggregation operators, namely, IVIFHIWA, IVIFHIOWA, and IVIFHIHWA. Desirable properties corresponding to these operators, such as idempotency, boundedness, commutativity, homogeneity, etc., are also discussed in this section. In section 4, a method based on the proposed operators for solving MCDM problems, where individual assessment is provided as IVIFNs, is presented. An illustrative example has been provided related to MCDM problem, and comparison of the results with the existing methods is given in Section 5. Finally, some concrete conclusion of the paper has been summarized in section 6. where A (x) and A (x) are respectively the grades of membership and non-membership of an element x with the conditions that 0 A (x); A (x) 1 and A (x) + A (x) 1, while an interval-valued intuitionistic fuzzy set (IVIFSs) is de ned as [7] :
where
Clearly, for every x 2 X, if:
In order to compare the two Interval-Valued Intuitionistic Fuzzy Numbers (IVIFNs), Xu [3] 
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Hamacher t-norm and t-conorm
T-norm (t) and t-cornorm (T ) are used to de ne the union and intersection of two IFSs (IVIFSs), A and B, as follows:
A [ B =fhx; T ( A (x); B (x)); t( A (x); B (x))i j x 2 Xg:
Hamacher [36] proposed a more generalized tnorm and t-conorm by de ning:
t(x; y) = xy + (1 )(x + y xy) ;
and:
T (x; y) = x + y xy (1 )xy 1 (1 )xy ;
respectively. It is clearly seen from these norms that when = 1, the equations are reduced to algebraic t-norm and t-cornorm, t(x; y) = xy and T (x; y) = x + y xy. Similarly, when = 2, they are respectively reduced to Einstein t-norm and t-cornorm as t(x; y) = xy 1+(1 x)(1 y) and T (x; y) = x+y 1+xy . Based on these norms, di erent aggregation operators have been proposed by Liu [25] for aggregating the di erent IVIFHWA( 1 ; 2 ; : : : ; n )=! 1 1 ! 2 2 : : :
The Interval-Valued Intuitionistic Fuzzy Hamacher Ordered Weighted Averaging (IVIFHOWA) operator is calculated as follows:
IVIFHOWA( 1 ; 2 ; : : : ; n )
where ( (1); (2); : : : ; (n)) is a permutation of (1; 2; : : : ; n) such that (i 1) (i) for all i = 1; 2; : : : ; n. 
where _ (i) is the ith largest weighted intuitionistic fuzzy value _ i ( _ i = nw i i ; i = 1; 2; : : : ; n).
Shortcomings of the existing work
The following shortcomings have been observed in the operators, which prevent the existing operators from giving the su cient information in the phase of the aggregation process.
Example 2.1. From these results, it is seen that the degree of non-membership is zero and is independent of the parameter . Furthermore, this degree is independent of the degree of the other non-memberships (those which are nonzero in i 's), which hence play an insigni cant role during the aggregation process. it is seen that the degree of non-membership values of aggregator IVIFN becomes independent of the change of the degree of membership values. Therefore, it is inconsistent and, hence, does not give correct information to the decision maker.
Therefore, the existing operators, as proposed by Liu [25] , are invalid to rank the alternative and, hence, there is a necessity to pay more attention to these issues.
Improved operational laws for intuitionistic fuzzy Hamacher aggregation operators
Here, we de ne some new operational laws for IVIFNs, which overcome the shortcomings of the existing operators as follows.
De nition 3.1. 2) be a collection of the IVIFNs and > 0 be a real number; then, the new operational rules for these IVIFNs are de ned as follows:
(1 a i )
(ii):
( As it is clearly observed from the above de nition, the sum of IVIFNs becomes more optimistic than the existing sum because the non-membership degree of 1 2 contains the pairs of membership and nonmembership, i.e., a i c i and b i d i , while membership function does not. Hence, the attitude is more inclined towards the membership function than the non-membership one; therefore, the decision is more optimistic. Now, based on these operations, averaging aggregation operators have been proposed as follows. 
Proof
When n = 1 and ! 1 = 1, we have:
IVIFHIWA ( 
Then, when n = k + 1, we have:
Thus results are true for n = k + 1; hence, by the principle of mathematical induction, results are true for all n 2 Z + . Lemma 3.1 [3] Let i , ! i > 0 for i = 1; 2; : : : ; n and
which equality holds if and only if 1 = 2 = : : : = n . where that equality holds if and only if 1 = 2 = : : : = n . Therefore, it has been concluded from Corollary 3.1 that the proposed IVIFHIWA operator shows the decision maker's attitude more optimistically than the existing IVIFHWA operator [25] during the aggregation process. 
(1 a i ) !i 1:
Also:
(1 a i ) ! i 0:
Thus, 0 a p 1. On the other hand:
(1 a i ) ! i 1:
(1 a i ) !i 0:
Thus 0 c p 1. Moreover:
( (1 a 0 ) ; 
(1 a i ) !i a i;max :
(2) Similarly:
On the other hand, let g(y) = ( 1) 
(1 a i ) ! i c i;min : (4) Similarly: (1 a i ) (1 a ) (1 a i c i )(1 a c )  (1 + ( 1)a i )(1 + ( 1)a ) + ( 1)(1 a i )(1 a ) ;
Box I Therefore: IVIFHIWA( 1 ; 2 ; : : : ; n ) 
(1 a i ) ! i
(1 a ) ; Proof By using the properties 3.1, 3.5, and 3.6, we get the required proof; therefore, it is omitted here.
Interval valued intuitionistic fuzzy Hamacher interactive ordered weighted averaging operator
In this section, we intend to take the idea of OWA into IVIFHIWA operator and propose a new operator called an IVIF Hamacher interactive ordered weighted averaging (IVIFHIOWA) operator. In the following, we rst introduce the concept of IVIFHIOWA operator and then illustrate it with a numerical example.
De nition 3. (
The proof of this theorem is similar to that of Theorem 3.1 and, hence, it is omitted here. (ii) Boundedness:
min IVIFHIOWA( 1 ; 2 ; : : : ; n ) max ; where min = minf 1 ; 2 ; : : : ; n g and max = maxf 1 ; 2 ; : : : ; n g. The proof of these properties is similar to that of IVIFHIWA operator properties and hence, it is omitted here. 
The proof is similar to that of Theorem 3.1; thus, it is omitted here. 4. MCDM method using the proposed operators MCDM is one of the most trustful approaches for nding the best alternative among the set of some feasible criteria. Assume that a set of di erent alternatives A = fA 1 ; A 2 ; : : : ; A m g exists to be considered by the decision makers whose target is to nd the best alternative. These alternatives have to be evaluated by the decision maker(s) according to the di erent criteria G = fG 1 ; G 2 ; : : : ; G n g, for which there is a linear ordering G 1 G 2 : : : G n (indicating that the attribute G i has a higher priority than G j , if i < j) prioritization. The evaluation of these alternatives under the di erent criteria is performed by the decision makers in the form of IVIFSs and the procedure for computing the best alternative is summarized in the following steps: (1), (6), and (7), respectively, and the overall value of r i is obtained. 
Numerical example
In this section, an example for multi-criteria fuzzy decision making problems of alternatives is used as a demonstration of the applications and the e ectiveness of the proposed decision making method. The aim of this problem is to provide a panel who wants to invest money on four possible alternatives, namely, car, food, computer, and arm companies, respectively denoted by A 1 ; A 2 ; A 3 , and A 4 with a decision. The panel takes the decision according to the three criteria given by C 1 in risk analysis; C 2 is the growth analysis and C 3 is the environmental impact analysis. The weight vector corresponding to each criterion is given by the committee as ! = (0:25; 0:45; 0:3) T . These four possible alternatives, A i (i = 1; 2; 3; 4), are to be evaluated using the interval-valued intuitionistic fuzzy information by the decision-maker under the above three criteria, as listed in the decision matrix D 4 3 (x ij ) as shown in Box V.
Since C 1 is the cost criterion, and C 2 and C 3 are bene t criteria, the interval-valued intuitionistic fuzzy decision matrix D = ( ij ) 4 3 can be transformed into the following normalized matrix R = (r ij ) 4 Therefore, the ranking of the four alternatives is A 4 A 2 A 3 A 1 , i.e. arms company food company computer company car company; thus, A 4 (i.e., arms company) is the most desirable one and A 1 (i.e., car company) is the least desirable one. However, for di erent values of , say = 1; 2; 3, the score functions and an overall aggregated IVIFN for alternatives are given in Table 1 by the existing and proposed operators. From these results, it can be concluded that the results of the proposed operators coincide with the results of the existing methodologies and the obtained aggregated IVIFN is more optimistic than the aggregated values of the existing methodologies for taking a decision.
On the other hand, if we aggregate these di erent IVIFNs by IVIFHIHWA operator, then, rstly we nd _ ij = (3w j ) ij as: Therefore, the ranking order of the four alternatives is A 2 A 4 A 3 A 1 , i.e., food company arms company computer company car company; thus, A 2 (i.e., food company) is the most desirable one and A 1 (i.e., car company) is the least desirable one.
In order to compare the ranking of these alternatives with the rankings in other aggregating operators, namely, IVIFWA [3] , IVIFEWA [14] , and IVIFHWA [25] , by properly assigning the value of to a desired number, their corresponding score values and an overall aggregated IVIFN for alternatives are given in Table 2 by the existing and proposed operators. From these results, it can be concluded that the results of the proposed operator coincide with results of the existing methodologies and the obtained aggregated IVIFN is more optimistic than the aggregated values of the existing methodologies for taking a decision.
To analyze the e ect of on the most desirable alternatives in the given attributes, we use di erent values of in the proposed approach to rank the alternatives. The corresponding score values and their ranking order are summarized in Table 3 . From this table, it can be seen that the aggregation results by using di erent values of are di erent, but the corresponding rankings of the alternatives are the same. 
