| EMULATION GOALS AND EMULATOR MODELS

| Simulators
For this exposition, a simulator is a deterministic smooth function f : K → that maps from K input parameters to scalar outputs. K is typically in the many dozens or hundreds. We treat the simulator as a black box function that can be evaluated (expensively) at specific input values. Typically, a baseline set of values z * ∈ K has been specified for the simulator through data analysis, calibration, or expert knowledge.
While this setup is not the most general case for which we could present our algorithm, it is not as restrictive as it appears for the following reasons: (i) Many simulators in health that are not smooth are Lipschitz-continuous (i.e. have no "extreme" changes in the output given a marginal change in input) and, for the precision demanded in practice and for our purposes, can be treated as if they were smooth functions. (ii) Simulator outputs can be random variables, e.g., if some inputs are random variables, but we are usually interested in expectations of outcomes, which marginalize over the random input variables and result in deterministic mappings. (iii) Most simulators have multidimensional outputs, but, often, we are interested in one critical or composite outcome or are willing to consider one outcome at a time. (iv)
Finally, we treat the simulator as a black box and do not attempt to exploit its analytical form. Often the analytical form is not available, or, when it is, its theoretical analysis may severely test our mathematical ability or be intractable.
With reference to more general setups for emulator development, in Section 6.2 we argue that extensions of our work to stochastic simulators and to simulators with multidimensional outputs require only minor modifications of the adaptive design algorithms that we present below.
| Goal of emulation
We aim to develop an emulator f * (·) that statistically approximates the simulator's input-output mapping over the domain X ⊆ k of the simulators' input parameters, where 1 ≤ k ≤ K [8] . We seek
where x are values for the k inputs whose mapping we wish to emulate, w * ∈ K −k are values for the remaining inputs of the simulator that are kept equal to their corresponding elements in the baseline-values vector z * , and the symbol " ∼ =" means "either equal or close enough for the purpose of the application". From now on we will be writing f (x) instead of f (x, w * ) to ease notation. We assume that X is a polytope, i.e., a convex polyhedron in k , which is most often the case in applications.
Approximating the behavior of the emulator over all vectors in X is a reasonable goal when we wish to gain insights about the behavior of the simulator or for sensitivity and uncertainty analysis. For different tasks, e.g., for calibration of input variables to external data it may suffice to approximate the simulator in the neighborhood of the set of optimal values [20] .
To fit f * (·), we need a design that specifies the set of n points in X at which we will evaluate the simulator.
Let X n = {x 1 , . . . , x n } be a set of distinct vectors in X that includes the extreme vectors of X, so that all vectors in X are convex combinations of vectors in X n . Then, with some abuse of terminology, we will call the vectors in D n = {(x T , f (x)) T : x ∈ X n } the design vectors or design points. We further simplify notation by writing (x, f (x)) instead of (x T , f (x)) T for each vector in D n .
| Choice of emulator model
We follow others in requiring that the emulator be an exact interpolator [8, 4, 11, 7, 10] . Specifically, we demand that 1. f * (x) = f (x) for x ∈ X n , that is, the emulator's prediction should agree with the simulator's output value at the design points because the simulator is deterministic.
2.
At all other input vectors, the emulator must provide an interpolation of the simulator output value, whose uncertainty decreases when closer to a design point, so that it becomes 0 at the design points.
3.
The emulator should be orders of magnitude faster to evaluate than the simulator.
Despite the fact that practically all statistical and machine learning models are fast to evaluate, i.e., they satisfy criterion 3, approaches such as linear regressions and neural networks do not satisfy the first two criteria, whereas kernel-based methods such as Gaussian Processes (GPs), do. Figure 1 helps build intuition. Therefore, despite its popularity in the literature in part due to its simple form and familiarity by researchers [21, 7] , regression is not a preferred emulator type in this context. We use GP-based emulation, also referred to as kriging in other fields [8, 4, 11, 7, 10] . We review GPs briefly in Appendix A. F I G U R E 1 Two emulator models. Two emulator functions predict the output of a simplistic model (grey curve). The input is a single variable (X1, horizontal axis). The 10 grey points represent the data ("design points") used to fit the emulators. The solid blue curves are the emulators' predictions, and the areas between the red dashed curves are the associated 95% prediction intervals. The prediction from the linear regression emulator (a) passes near, but not through, all design points. Further, the prediction uncertainty is not zero at the design points. The Gaussian Process emulator (b) passes through all design points, and the uncertainty of its predictions has the desired pattern. 
| Experimental designs for developing emulators
The most common experimental designs for emulators are space-filling designs and sequential designs. Space-filling designs such as LHS and its variants choose B input points from X ensuring that pre-specified intervals of each input variable are sampled. Space filling designs sample points regardless of an input variable's influence on the output variable [22, 23, 24] . Alternatively, sequential designs make use of the estimated relationship between inputs and outputs in the simulator [11, 7, 25] . Broadly, these approaches fit an emulator based on an initial set D n 0 of n 0 design points and then choose an additional new design point based on pre-established criteria related to the emulator's fit or uncertainty.
When a new design point is chosen, it is added to the current set of design points and the emulator is refit with this new
Start with a seeding set X n 0 of n 0 input vectors. At least one vector in the set is in the interior of the polytope of X n 0 . Call D n 0 the set of corresponding design points.
For each iteration t = 0, 1, . . . until criteria are met:
0. Fit an EMULATOR f * (·) to all n 0 + t design points in D n 0 +t 1. For the i -th interior input vector x i :
Obtain a set C t of candidate input vectors (see Appendix B) 
where T S E is a predefined threshold: -Add design point (c * * t , f (c * * t )) to D n 0 +t and return to Step 0. ELSE: END set of n 0 + 1 design points. The process repeats until pre-established stopping criteria are met.
LHS and other space-filling designs are easy to implement and are available in many software packages (e.g., the lhs package [26] in R). The number B of design points is fixed in advance in the form of a computational budget; however, there is little guidance on pre-determining the adequate number of points. Furthermore, although LHS performs well when the simulator behaves similarly across the input domain, it may approximate poorly when the simulator behaves qualitatively differently in an input subdomain that is not sampled [27] . By contrast, sequential designs do not require the user to specify the number of design points in advance, but rather allow them to continue to add design points until the stopping criteria are met. They may be more efficient in that they may require fewer design points than fixed designs like LHS [7, 28] . However, sequential designs may be computationally expensive due to the re-estimation of the emulator's parameters after each additional design point [29] .
| AN ACTIVE LEARNING ALGORITHM
The proposed active learning (AL) algorithm (Box 1: ALGORITHM 1) adopts aspects of sequential designs from the current literature [7] . The algorithm seeks to select design points in the regions where (i) the simulator output changes quickly and (ii) the emulator has high predictive uncertainty. The first goal is pursued through a resampling procedure which successively removes existing design points from the complete set of design points, refits emulators using each of the resulting subsets of design points, and then identifies the "candidate" input vectors with the largest range in predictions obtained using this series of emulators. Candidate input vectors are those input vectors that have not yet been evaluated with the simulator. With this resampling procedure, the regions where the simulator is "fast-changing" are likely to have larger ranges in predictions than in regions where the simulator is relatively flat [18] . For example, removing a design point from a region where small changes in a PSA threshold value produce large changes in life-years saved will likely change the prediction of a nearby PSA threshold value. If the resampling procedure does not identify any "fast-changing" regions (towards satisfying the first goal above), then the second goal is pursued by examining the regions with large variance in the emulator's prediction. Choosing additional design points in these regions will reduce the emulator's overall predictive uncertainty. Details of the algorithm's process are described below, and Figure   2 illustrates the steps of the algorithm using a simplistic 1-dimensional example.
To start, the algorithm requires an initial set X n 0 of n 0 input vectors, which includes the n * extreme vertices of the input space X and a non-empty set of n 0 − n * input vectors which are in the interior of the polytope of X (Figure 2 (a)). The initial input vectors are paired with their output values evaluated in the simulator f (·) to obtain the set (Figure 2 (b) ). An emulator f * (·) is then fit to D n 0 (Step 0, Figure 2 (c)). Next, for each interior input vector x i , the corresponding design point (x i , f (x i )) is removed from the complete set of design points (Step 1.1) and a new emulator f *
. A set C of candidate input vectors with "large" prediction errors from the current emulator are then obtained (Step 2). We describe a simple algorithm for selecting candidate points in Appendix B. For each candidate input vector c ∈ C, predictions are estimated using the emulator f * (·) and each re-fit emulator f * (−i ) (·) from Step 1.2.
(Step 3.1, Figure 2 (e)); the range R (c) of these predictions is obtained (Step 3.2, Figure 2 (f)). The "winning" candidate input vector c * ∈ C is the one with the largest range in predictions (Step 4). If the range from this candidate input vector is above a pre-specified threshold (i.e., R (c * ) ≥ T r es ampl e ), the new design point (c * , f (c * )) is added to the set of existing design points and we return to Step 0 (Step 5, Figure 2 (g)).
Step 0 to Step 5 are repeated until the range of predictions for c * is below the threshold T r es ampl e (Figure 2 (h)). Then, the standard error of the predictionsŜ E (f * (c)) with emulator f * (·) is estimated for each candidate input vector (Step 5.1, Figure 2 (i)), and the candidate input vector c * * ∈ C with the largest prediction error is identified (Step 5.2). If the prediction error for this candidate input vector is above a pre-specified threshold (i.e.,Ŝ E (f * (c * * )) ≥ T S E ), then the new design point (c * * , f (c * * ))) is added to the set of existing design points and we return to Step 0 (Step 5.3). The process repeats until both criteria are satisfied.
| Implementation
The AL algorithm is implemented in R and uses a modified version of the GPfit package [30] for fitting GP emulators.
When refitting emulators during iterations of the active learning algorithm, we used the initial values of previously fit emulators as initial values. We use the geometry package [31] to obtain the tesselation of X n that is required for the algorithm in Appendix B that identifies the candidate points at each iteration of the active learning algorithm, and the package lhs to generate LHS designs [26] .
| APPLICATION
| The PSAPC model
The PSAPC microsimulation model accounts for the relationship between PSA levels, prostate cancer disease progression, and clinical detection [32, 2] . The model, its estimation approach, its calibration, and its comparison with other F I G U R E 2 1-dimensional example of ALGORITHM 1. Blue points: interior design points; Grey points: design points corresponding to extreme vertices; Grey curve: simulator; Blue curve: emulator prediction. Red dashed curve: emulator's 95% prediction intervals. prostate cancer models have been described in detail elsewhere [2, 3, 33, 34] . Here, we treat the PSAPC model as a "black box". Using the PSAPC model described above, we aimed to estimate the expected life-days saved with PSA-based screening versus no screening for policy-relevant screening strategies that used age-specific PSA thresholds. We considered all annual PSA screening strategies that used PSA positivity thresholds between 0.5 and 6.0 ng/mL and used four age-specific PSA positivity thresholds (k = 4): one for men aged 40-44 years (P S A 40−44 ), a second for men aged [45] [46] [47] [48] [49] years (P S A 45−49 ), a third for men aged 50-54 (P S A 50−54 ), and a fourth for men aged 55-74 (P S A 55−74 ). Because PSA levels increase with increasing age [35] , we assumed "policy-relevant" strategies consist of those with age-specific PSA positivity thresholds being constant in each age-group, where the PSA positivity threshold value for a given age group was at least as high as the value in the preceding age group. In sensitivity analyses, we also considered each of k = 1, 2, 3
age-specific PSA positivity thresholds.
To obtain results with the PSAPC model with negligible Monte Carlo error, we simulated cohorts of 100 million men aged 40 in the year 2000 who were screened annually from age 40 to age 74.
| The PSAPC emulators
A series of GP emulators of the PSAPC model were developed to predict the expected life-days saved with screening versus no screening using as predictors the PSA-positivity thresholds in each age-group. The parameter values for the emulators' initial set-up and the selection of subsequent design points are outlined in Table 1 . Briefly, an initial seeding set of n 0 = 3k or n 0 = 10k PSA positivity threshold values was sampled over the k -dimensional input space, which included the n * extreme vertices of the input space and additional n 0 − n * randomly sampled interior vectors. Because the location of the seeding design points can affect the fit of the initial emulator, one emulator was fit to each of 10 initial seeding sets. The mean function m(·) for the GP-based emulators was a constant. Overall, there were 8 cases governing the initial set-up of the emulators (Table 1 ).
For each of the 8 initial cases, the GP emulators were developed using the proposed active learning algorithm (AL approach) and using a LHS space-filling design (LHS approach). The AL algorithm in Section 3 was applied for each of the 10 initial seeding sets of design points. The stopping criteria were 0.2 or 0.5 life-days gained for the resampling threshold (T r es ampl e ) and 0.5 life-days gained for the predictive uncertainty threshold (T S E ), because we judged that a precision in the order of 1 day was good enough for policy making in this application. The stopping criteria needed to be met for up to 5 consecutive iterations. With the LHS approach, sequential batches of 5 points (P = 5) were repeatedly sampled across the input space, evaluated in the PSAPC simulator, and added as design points to the previous set until 100 design points were obtained. Because LHS is a randomized routine, 10 LHS-based emulators were developed using different random seeds for each of the 10 initial seeding sets resulting in a total of 100 LHS-based emulators (10 replications of 10 random initial sets) for each of the 8 initial cases.
TA B L E 1 Set-up for emulators developed with the AL and LHS approaches.
Parameter for emulator development Values
Initial set-up (both approaches)
Number of input variables (k ) {1, 2, 3, 4}
Number of initial design points (n 0 ) {3k , 10k } Number of initial seeding sets of design points {10}
Emulator mean function (m(·)) {constant}
AL approach
Resampling threshold in life-days (T r es amp ) {0.2, 0.5}
SE threshold in life-days (T S E ) {0.5}
Number of consecutive iterations meeting threshold criteria {1, 2, 3, 4, 5}
LHS approach
Number of seeds per initial set of design points {10}
Number of LHS samples per iteration (P ) {5}
Final number of design points* (B) {100}
AL: active learning algorithm; LHS: Latin hypercube sampling.
*The LHS approach stopped selecting design points when 100 points had been selected. For n 0 = 3k , the final number of design points with LHS was 103 (k = 1),
, and 102 (k = 4).
| Performance metrics
To assess each emulator's "closeness" to the PSAPC simulator, the following metrics were estimated by evaluating the PSAPC simulator over a fine grid of M k PSA positivity threshold values: (i) the square-root mean squared error 2 , where m = 1, . . . , M k , which averages discrepancies over the whole input domain; and (ii) the maximum difference between the emulator prediction and the PSAPC simulator output, M AX k = max m |f * (x m )−f (x m ) |. For both metrics, a lower value indicates better performance (i.e., closer to the PSAPC simulator).
PSA positivity threshold values ranged from 0.5 to 6 ng/mL, with the PSA positivity threshold value for a given age group at least as high as the value in the preceding age group as described above. For k = 4, the number of evaluations was M 4 = 11, 616. comparisons is available elsewhere [20] . Table 2 Across all analyses, there were gains in the performance of the AL-trained emulators versus the LHS-trained emulators with comparable numbers of design points when using more stringent stopping criteria (e.g, a lower resampling threshold or higher number of consecutive iterations).
| RESULTS
| DISCUSSION
Our AL algorithm appears to be a reasonable choice for many emulation problems, because (i) it is self-stopping and (ii) it is efficient, in that it requires only a limited number of simulator evaluations to achieve a close-enough approximation to the simulator. The self-stopping attribute is important, because there is little guidance in selecting the total number of design points for GP emulators. "Rules of thumb" based on simulation testing suggest that trying about 100 points may be sufficient for a few input variables [36, 27] . Others have needed up to 400 points for emulators with 28 to 30 input variables [37] . By contrast, in all analyses, the AL algorithm self-terminated to yield well-performing emulators.
We believe (but have not proven) that for smooth simulators, the AL algorithm will always terminate, because GPs converge to the underlying simulator with increasing number of design points [38] . Therefore, we believe that this work responds to the call by the Second Panel for Cost-Effectiveness in Health and Medicine for future research on "practical approaches to efficiently develop well-performing emulators" of mathematical models in healthcare [15, 13, 39] .
Our results are consistent with the literature, which also suggests that sequential designs can approximate simulators with predictive accuracy that is at least comparable to or better than that of conventional space-filling designs [18, 40] . The efficiency of the AL algorithm is an important consideration for simulators that require substantially more computational resources compared to the PSAPC, such as the physiology-based chronic disease TA B L E 2 Overview of performance results for k = 4 and a constant mean function. n is the number of design points used to fit the emulators. For the active learning algorithm approach, the n in brackets is the range of design points when stopping criteria were met for 1, 2, 3, 4, or 5 consecutive iterations. model Archimedes [41, 42] or detailed modeling of the biomechanics of red blood cells [43] . In our case, we chose a computationally tractable simulator so as to quantify the evolution of RMSE and MAX metrics for emulators developed with different designs and to demonstrate computational efficiencies. Such calculations would be impractical with mathematical models that take hours or days, rather than minutes, to evaluate.
| Limitations
Several of the limitations pertain to the fact that we use GPs for emulation, which do not scale well to many inputs, do not extrapolate well, and can themselves be expensive to fit [38] . O'Hagan suggests that that GPs may be practical for up to 50 input dimensions [8] . If a large number of inputs must be emulated, one should explore whether developing several lower-dimensional emulators suffices. Knowing the analytic specification of the underlying model could offer insights about the feasibility of this simplification. GPs are interpolators and should not be used to extrapolate outside the input polytope. If such extrapolations are required, other types of emulators should be used, as the emulation problem has different goals that those described in Section 2.2.
The computational cost of learning GPs is about O (n 3 ) [38] in the number n of design points, and for large n, fitting GPs becomes computationally expensive. The AL algorithm requires successively fitting a large number of GPs.
However, it fits GPs that have one less or one more design point than an already fitted GP. Re-fitting in a minimally reduced or augmented dataset can be sped up by using previously-estimated parameter values as starting values for the fitting algorithm (as was done here), and with other approximations [44] .
GPs trained with the AL algorithm are not guaranteed to converge to the simulator, whereas GPs trained with LHS will eventually do so [23] . Asymptotic convergence would probably be achieved by modifying step 5 in the AL algorithm to also allow choosing, with some probability, a set of random design points in an "exploration" step. However, this might undercut the AL algorithms' efficiency gains.
| Extensions
In some applications, we may be interested in both the expectation and the variance of the simulator output. The AL algorithm could be used by substituting stochastic GPs for the deterministic GPs that we have used here. Stochastic
GPs model the error in the observation [38, 8, 7] . If a stochastic GP is used, some care is needed to avoid setting too stringent a resampling or SE threshold in the stopping criteria. For example, if the T S E threshold is smaller than the simulator's prediction uncertainty, the AL algorithm will never terminate.
For emulating multivariate simulator outputs a multivariate GP can be used, which can also model correlations between the multiple outputs [38, 16, 45] . If multivariate emulators are to be used, the stopping criteria for the AL algorithm would also need to be modified, e.g., T r es ampl e and T S E should be be met for each output, or for some function of the outputs. However, in practice, for a large class of models, there appears to be little gain attempting to learn multivariate emulators compared to several univariate ones [46, 47, 48] .
The AL algorithm can be used with different types of emulators, including regression or neural network learners, although we have not examined this case in an example. We have also not explicitly discussed the case of linked emulators, that are used to approximate systems of computer simulators, or equivalently, distinct modules of a modular simulator, where the results of one module are used by other modules to yield the output of the overall simulator [48, 49] . This result suggests that we should be able to fit separate emulators for each simulator module with our AL algorithm. Finally, elsewhere, we build on this work to develop AL algorithms that train emulators to a target accuracy, albeit at an increased computational cost [20] .
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R E F E R E N C E S
and covariance function
We write the notation f * (·) ∼ G P m(·), k (·, ·) .
In practice, a simulator f (·) is evaluated n times to obtain a set of design points, D n = {(x, f (x)) : x ∈ X n }. Typically, the inputs x are transformed so that their domain is the unit cube. A Gaussian Process emulator model approximates the simulator f (·) with Gaussian Process and hence may require fewer design points for a "good" model fit [8] .
The "behavior" of the zero-mean Gaussian Process δ(·) is determined by the covariance function k (·, ·). Many choices for the covariance function exist; see [38] for a discussion. A common class of functions assumes a stationary covariance process, i.e., that the relationship between any two points depends only on their distance and not their location. Within this class, a typical choice for the covariance function is the squared exponential or radial basis function
where σ 2 is the variance of the process, Θ = diag(θ 1 , . . . , θ k ) a diagonal matrix of k non-negative roughness parameters, and c(·, ·) the implied correlation function. Note that c(f (x i ), f (x i )) = 1, and that the correlation between x i , x j is positive and decreases with the distance between x i and x j [50, 38] . The roughness parameters θ = (θ 1 , . . . , θ k ) determine how quickly the correlation decreases in each dimension. A large value suggests a low correlation for a given dimension, even when two points are close.
Let y = (y 1 , . . . , y n ) = (f * (x 1 ), . . . , f * (x n )) be a vector of observations modeled with a Gaussian Process. From the definition of the Gaussian Process, these observations are modeled as following an n-dimensional multivariate normal distribution. The parameters β, σ 2 , and θ of the mean function and the covariance function can be obtained by optimizing the likelihood of the observations [7, 38, 30] . For example, for a constant mean function m(x) = µ, the mean µ and the variance σ 2 of the Gaussian Process can be expressed in closed form as a function of the roughness parameters µ = 1 R −1 y 1 R −1 1 , and σ 2 = (y − 1µ) R −1 (y − 1µ) n , where 1 = (1, . . . , 1) and R is a n × n symmetric positive definite correlation matrix in which the correlation between the i -th and j -th observations is c(f (x i ), f (x j )). The negative profile log likelihood L θ −2log(L θ ) ∝ log( |R |) + nlog[(y − 1µ) R −1 (y − 1µ)] is a function of the roughness parameters θ because µ, σ 2 , and R are functions of θ. In the equation above, |R | is the determinant of R. Optimizing the likelihood yields estimatesθ for θ, and thus estimates for µ, σ 2 and the correlation matrix R.
The best linear unbiased predictor of the output value at a new input vectorx is [7, 38] f * (x) = µ + r R −1 (y − 1µ)
where r is a n-vector of correlations betweenx and the n input vectors from the design points, such that the i -th element of r is c(f (x), f (x i )). The prediction error is [7, 38] 
The maximum likelihood estimateθ is used to obtain r and R in the two prediction formulas above.
B | Algorithm for candidate points
The identification of the set C of candidate input vectors noted in ALGORITHM 1 is outlined in ALGORITHM 2 (Box 2). A second example is provided in Figure B .1 to illustrate this algorithm with a more complex 2-dimensional example, where the steps can be illustrated more clearly than in the 1-dimensional case. To start, the algorithm requires a set D n of design points ( Figure B .1 (a)), with X n denoting the corresponding set of input vectors, and an emulator f * (·) fit with D n .
First, a triangulation of X n is obtained (Step 1, Figure B.1 (b) ). The triangulation T (X n ) = ∪S j partitions X n in k −dimensional simplexes S j using all x ∈ X n as vertices. The partitioning is such that S j ∩ S l for j l is either the empty set or a lower-dimensional simplex (a shared extreme point, line, or facet).
Any triangulation would do. For relatively small numbers of points (in the few hundreds), and few dimensions (say, less than 10), it is practical to use a Delaunay triangulation, for which many routines exist [51] . Within each returned simplex, we identify the vector s * j that maximizes the standard error of the predictionsŜ E (f * (c)) with emulator f * (·), for all s j ∈ S j (Step 1.1 in ALGORITHM 1, Figure B.1 (c) ). The set C of unique s * j are selected as the candidate input vectors to be exploited in ALGORITHM 1. The triangulation gives the 6 simplexes T (X 6 ) = {S AD E , S C D E , S C E F , S BC F , S AE F , S ABF } defined by the blue line segments. 
