Abstract. For each k > 0 we find an explicit function f k such that the topology of S inside the ball B S (p, r) is 'bounded' by f k (r) for every complete Riemannian surface (compact or noncompact) S with K ≥ −k 2 , every p ∈ S and every r > 0. Using this result, we obtain a characterization (simple to check in practical cases) of the Gromov hyperbolicity of a Riemann surface S * (with its own Poincaré metric) obtained by deleting from one original surface S any uniformly separated union of continua and isolated points.
Introduction.
This paper has two parts. In the first one we give a result bounding the topological complexity of metric balls in terms of the geometry. The bound we obtain is quite precise, and as an application we show in the second part some useful criteria for Gromov hyperbolicity of the Poincaré metric on a Riemann surface. In particular (Theorem 6.4), if S is a surface with finite genus and we remove from S any 'uniformly separated' closed set E, then the Poincaré metric on the deleted surface S \ E is hyperbolic if and only if S was hyperbolic with its own Poincaré metric.
Bounding the topology in terms of the geometry is a natural topic of research; to mention a few examples see [16] , [18] , [19] . More concretely, it is shown in [16] that the fundamental group of a compact n-manifold M with sectional curvature verifying K ≥ −k 2 can be generated with less than C elements, where C is a constant which just depends on n, k and the diameter of M . Theorem 2.3 below is the noncompact analogue for surfaces; it bounds the number of generators of the fundamental group of a metric ball B(p, r ′ ) by a constant times the gap between the two sides of the classical comparison inequality: (1.1) length ∂B(p, r) ≤ 2π k sinh(kr) , where r is slightly larger than r ′ . The result is sharp: when the bound in Theorem 2.3 is an equality the metric ball is a topological disk and its curvature is constant. An essential ingredient in the proof of this Theorem is a second order differential inequality (2.8) relating the area and Euler characteristic of a metric ball, as functions of the radius.
In Sections 5 and 6 we apply this result to the theory of Gromov hyperbolicity. A geodesic metric space is called hyperbolic (in the Gromov sense) if geodesic triangles are thin. This means that there exists an upper bound (the hyperbolicity constant) for the distance from every point in a side of any geodesic triangle to the union of the other two sides (see Definition 3.3).
Gromov hyperbolic spaces are a useful tool for understanding the connections between graphs and Potential Theory on Riemannian manifolds (see e.g. [3] , [10] , [14] , [24] , [25] , [40] ). Besides, the concept of Gromov hyperbolicity grasps the essence of negatively curved spaces, and has been successfully used in the theory of groups (see e.g. [15] , [17] and the references therein). 
The topology of balls.
In this Section we give upper bounds, in terms of the radius, for the growth of the topological complexity of distance balls in a surface endowed with a Riemann metric. Unlike the rest of the paper, we allow the Gaussian curvature to be zero or positive somewhere.
Given a surface S, the topological complexity within S of each distance ball B(p, r) will be measured using the integer n(r) defined as follows: (2.2) n(r) := minimal number of generators for π 1 B(p, r) , p .
Given r 0 , we are going to bound n(r ′ ) for some r ′ > r 0 not far from r 0 . This seems unavoidable because n(r) is not always a monotonic function of r. Figure 1 describes metric balls B r such that n(r) goes up and down as r takes on three values r 1 < r 2 < r 3 . The starting ball B r1 (leftmost in the figure) is diffeomorphic with a disk but its frontier in S is a curve with three points of self-tangency; it has n(r 1 ) = 0. The ball B r2 has n(r 2 ) = 3 but one of its boundary components (a 'spurious hole') bounds a triangular disk in S. When r = r 3 the triangular hole has disappeared and then n(r 3 ) = 2. In general, we need to go from B r0 to some larger B r ′ with fewer spurious holes. -The open ball B(p, R) is not all of S. Thus for each r < R the boundary ∂B(p, r) has positive length. -Every geodesic issuing from p continues up to length R. In particular, B(p, R) is compact. Definition 2.2. For each r ≥ 0 let ℓ(r) denote the length of the boundary ∂B(p, r). This inequality is also valid if n(r ′ ) is defined using the fundamental group of the closed metric r ′ -ball, and it is strict unless the ball B p , r 0 + c k is an injective image of the exponential map (hence a disk) and has K ≡ −k 2 .
In particular n(r ′ ) ≤ sinh(kr 0 + c) sinh c < 1 1 − e −2c e kr0 . Any general bound for the fundamental group must grow exponentially with the radius: consider copies of a fixed Y -piece with K = −k 2 ; if we paste them together following the combinatorial design of a binary tree, we obtain an example where n(r) is asymptotically equal to c 0 e c1r for some constants c 0 , c 1 > 0. Using Theorem 2.3 one can improve the constant in [33, Theorem 3 .1], a result which says that Balls of small radius (depending on the Gauss curvature bound) are simply or doubly connected.
Remark 2.4. For analytic metrics, and for those satisfying K ≤ 0, we are going to see that, as r increases from 0 to R, the topology of the distance ball changes only at values of r which make up a discrete set in [0, R). For all other values of r the inclusion B(p, r) ֒→ B(p, r) is a homotopy equivalence. The function d(p , ·) thus behaves like a Morse function.
The present Section is organized as follows. We first examine in depth the pertinent properties of the cut and conjugate loci. Then we establish the regularity of the function ℓ(r) from Definition 2.2, and give a formula for its derivative. After these preliminaries we prove Theorem 2.3, for which we shall use a differential inequality (2.8) which relates area and Euler characteristic of metric balls.
Let Exp p : T p S → S be the exponential map. The boundary ∂B(p, r) is some closed subset of the following image
which is usually a complicated curve on S with many self-intersections. In particular, some parts of this image will lie interior to the ball B(p, r), not on its boundary.
Definition 2.5. The tangential cut locus of p is the set of vectors v ∈ T p S such that Exp p (tv) defines a minimizing segment for t ∈ [0, 1] and not for t ∈ [0, T ] if T > 1. The cut locus of p in S is the image of the tangential cut locus under Exp p , and its points are called cut points.
The tangential first conjugate locus of p is the set of vectors v ∈ T p S such that Exp p has nonzero jacobian at each tv with t ∈ [0, 1) and zero jacobian at v. We then say that Exp p (v) is the first conjugate point of p along the geodesic with initial data p, v. The set of all such points, equal to the image of the tangential first conjugate locus under Exp p , is called first conjugate locus of p in S.
We work in a ball B(p, R) which is the exponential image of the tangential ball
Denote by Cut We base our discussion of these sets on the work of Myers [28] and [29] , the reader may also see [27] and [31] . If non-empty, the tangential loci are described inside T p S as polar graphs:
where R 1 (θ) is smooth and R 2 (θ) is continuous. For i = 1, 2 the domain of R i (θ) is either the whole unit circle in T p S, in which case the polar graph is a closed curve, or a finite union of closed arcs in the unit circle, in which case the polar graph is a finite union of embedded arcs with all the endpoints on the outer circle ∂B T R . These polar graphs are compact and so are their exponential images Cut p and Conj p . Lemma 2.6. If the metric is real analytic and B(p, r) = S, then Cut p ∩ Conj p ∩ B(p, r) is a finite set.
Proof. It is proved in [28, Lemma 10] that any cut point for p which is also a conjugate point must be the exponential image of a vector which is a local minimum for the norm · in Conj T p . We claim that the norm has finitely many local minima in Conj The results in [28] and [29] describe the cut locus of a point on a surface and how it is reached by minimizing geodesic arcs starting at such point (this second part is what most interests us here). Under our hypothesis (analytic metric or K ≤ 0) the set Cut p is an embedded graph in S with finitely many vertices and finitely many edges in each ball B(p, r) not equal to S. The points on this graph can be of three kinds:
• Vertices of multiplicity 1, i.e. points at which only one edge arrives. These are conjugate points for p , and so they do not exist if K ≤ 0 and they are finite in number if the metric is analytic. Each of these vertices is joined to p by only one minimizing geodesic arc.
• Points of multiplicity 2. These are the points on the interior of the edges.
• Vertices of multiplicity m ≥ 3, i.e. points at which three or more edges arrive. Each edge is an embedded arc in S, and it follows from [28, Lemma 11] that it is smooth except perhaps at the conjugate points that it may contain. Thus each edge is smooth except perhaps at finitely many points. It is proved in [29, page 97 ] that every interior point of an edge, smooth or non-smooth, is joined to p by exactly two minimizing geodesic arcs (of course, having the same length). The same argument proves that if infinitely many edges arrived at some cut point q then there would exist infinitely many minimizing geodesic arcs, all of the same length r, joining p to q (which must then be conjugate to p). If K ≤ 0 this does not happen because there are no conjugate points. If the metric is real analytic then Exp p would be a real analytic map taking an infinity of tangent vectors at p , all with norm equal to r, to the single point q. This would imply S = B(p, r). Therefore a ball B(p, r) not equal to S does not contain any vertex of infinite multiplicity. Once vertices of multiplicity 1 are finite in number and vertices of infinite multiplicity do not exist, the total number of vertices and edges is finite due to topological reasons.
Let γ(t), 1 ≤ t ≤ 1, be a geodesic with γ(0) = p and v = γ ′ (0) a vector which is a local minimum for r in the tangential first conjugate locus, then q = γ(1) = Exp p (v) is a first conjugate point of p along γ. Figure 2 shows the behavior near q of the geodesics which start at p with initial velocity close to v. Consider a circular arc C 0 ⊂ T p S centered at 0 and containing v as midpoint. Figure 3 shows the exponential image Γ q of C 0 as well as orthogonal trajectories of the geodesics displayed in Figure 2 , which trajectories are subsets of the exponential images of circular arcs centered at 0. If γ is the only minimizing path from p to q then the orthogonal trajectories shown in Figure 3 lie on the boundaries of balls centered at p ; in this case the part of the cut locus on Figures 2 and 3 will be the dotted line. If there are more minimizing paths from p to q then some part of the orthogonal trajectories will lie on the boundary and another part will lie in the interior of the corresponding ball; in this case the cut locus will have, in addition to the dotted line shown, other branches ending at q. Remark 2.7. Since the geodesics in Figure 2 meet in pairs making an angle which tends to zero as the cut point tends to q, the image Γ q = Exp p (C 0 ) is of class C 1 at the point q, but not of class C 2 . In fact the geodesic curvature of Γ q at q (defined as limit of the curvatures at points close to q) is a positive infinite multiple of γ ′ (1) because small arcs of Γ q around q are supported by distance circles of arbitrarily small radius centered at points of the dotted line.
We next define a type of point which is of great importance in our context. Definition 2.8. A middle point is a cut point q at which two minimizing geodesic arcs (of equal length) issued from p meet 'head on', i.e. the velocities of the two geodesic arcs at q are each a negative multiple of the other.
If γ 1 and γ 2 are those two minimizing arcs, then γ 1 followed by reversed γ 2 defines a geodesic loop based at p and having q as middle point, hence the name. Proof. Suppose that, on the contrary, there is an infinity of such points. Then there is an infinite sequence
. . are lengths bounded by the number r, so that the points Exp p (L n v n ) are all middle points of loops based at p. Therefore we have Exp p (2L n v n ) = p for all n. Since {L n } is bounded we extract a subsequence,
We prove first that this cannot happen for an analytic metric. There is an ε > 0 such that for every unit vector v close enough to v 0 the geodesic segment
is small and very close to p. Fix one such ε > 0 and consider the function:
Once ε is fixed, for v close enough to v 0 this distance is attained at a point interior to the segment Γ(v), hence f is analytic in a small enough neighborhood C of v 0 in the unit circle. At the same time f vanishes on an infinite sequence of points of C converging towards v 0 , which forces f ≡ 0. The circular arc C thus determines a 1-parameter family of geodesic loops based at p, which must all have the same length by Gauss' Lemma. It follows that for all v ∈ C we have Exp p (2Lv) = p while the entire loop of length 2L with initial data p, v is contained in B(p, L). By analytic prolongation, we obtain that the exponential image B of the tangential disk { v ≤ 2L} is contained in B(p, L) ⊆ B(p, R) and that Exp p maps the tangential circle { v = 2L} to p . But then we would have B = S = B(p, L), and B(p, r) would be all of S because r ≥ L.
We now do the proof for a metric with K ≤ 0. Assuming the middle points Exp p (L n v n ) to be pairwise distinct, the vectors L n v n are pairwise distinct and may be assumed to be all different from their limit. Then the sequence of vectors w n = 2L n v n has a subsequence {w n k } which converges tangentially to w = 2Lv 0 . This means that not only is w the limit of {w n k }, but the unit vectors (w n k − w)/ w n k − w also have a limit u ∈ T p S. Then u is a unit vector whose image under the differential of Exp p at w is zero, thus causing p = Exp p (w) to be conjugate to itself which is impossible if K ≤ 0.
We want to describe the geometry of the boundaries of metric balls centered at p, for a metric which is analytic or satisfies K ≤ 0. Any q ∈ ∂B(p, r) which is not a cut point is joined to p by a unique geodesic arc of length r, along which q is not conjugate to p, and the boundary is smooth (analytic) near q; also q is not a self-intersection point of the image Exp p { v ∈ T p S ; v = r} . Thus the only special points the boundary can have are the points it shares with the cut locus. We see in Figure 3 that the boundary develops a corner when it hits an endpoint of the cut locus graph, but its topology does not change. For a short while after that moment, the corner angle varies but otherwise the geometry of the boundary remains unchanged.
We are going to see that, as r increases, the geometry of the boundary ∂B(p, r) changes only when said boundary hits a cut point which is either a conjugate point, a middle point of multiplicity 2, or a vertex of higher multiplicity in the cut locus graph. For the moment let us see what happens when the boundary hits a middle point of multiplicity 2. Let γ 1 , γ 2 be the two minimizing geodesic arcs with γ 1 (0) = γ 2 (0) = p, γ 1 (1) = γ 2 (1) = q, and γ If Γ 1 and Γ 2 curve away from each other toward γ 2 and γ 1 respectively, then as r increases the boundaries ∂B(p, r) evolve near q as in Figure 4 . If Γ 1 and Γ 2 curve away from each other toward γ 1 and γ 2 respectively, then as r increases the boundaries ∂B(p, r) evolve near q as in Figure 5 . Proof. In this case there are no conjugate points. The exponential map at p is a local diffeomorphism T p S → S which pulls the metric on S back to a metric g on the tangent space. If (r, θ) are orthonormal polar coordinates in T p S \ {0}, then g = dr 2 + λ(r, θ) 2 dθ 2 where λ is a positive smooth function with lim r→0 λ = 0, lim r→0 λ r = 1, and −λ rr /λ equal to the Gaussian curvature of g. This yields λ rr ≥ 0 and λ r ≥ 1. The unit tangent vector to any Euclidean circle in T p S centered at 0 is t = (1/λ)∂ θ and one easily computes g ∇ t t , ∂ r = −λ r /λ < 0, hence said circle curves strictly inward with respect to g. Therefore the boundary of any ball centered at p in S also curves strictly inward at every non-corner point, and when it hits a middle point of multiplicity 2 the only possible local geometry is the one shown in Figure 5 , with the two colliding fronts having finite non-zero curvature.
The situation in Figure 4 occurs in particular when q is conjugate to p along both γ 1 and γ 2 . If q is conjugate to p along only one of these arcs, say γ 1 to fix ideas, then Γ 1 curves towards γ 2 with infinite curvature at q, while Γ 2 has finite curvature at q. The topology is then as in Figure 4 but there are several possibilities for the geometry. One possibility is Figure 4 . Another possibility is the first image in Figure 6 (where Γ 2 curves toward γ 2 ) with the shrinking hole now in the shape of a crescent moon. Other possibilities (not depicted) correspond to Γ 2 having zero curvature at q. If q is neither conjugate to p along γ 1 nor along γ 2 , and the metric is real analytic, then Γ 1 , Γ 2 are real analytic arcs tangent at q. If they had a contact of infinite order at q, then they would coincide and all of (1) Figure 6 . If Γ 1 crosses Γ 2 tangentially at q then the geometry is equal or very similar to that in Figure 7 : the boundary containing q has a cusp at q, while the nearby boundaries contain a corner whose branches make a nonzero angle.
Figure 7.
We briefly discuss now higher multiplicity vertices of the cut locus graph. Myers shows in [28] and [29] that a vertex of multiplicity m is joined to p by exactly m minimizing geodesic arcs. For example, Figure 8 describes how the minimizing geodesic arcs issued from p reach a Y -shaped part of the cut locus; we see three geodesic arcs ending at the triple point. If two of the minimizing geodesics reaching the triple point make flat angles when they meet (thereby making the triple point a middle point as well) then the situations described in the second and third images in Figure 8 are the only possible ones, because middle points are isolated.
If the situation is as in the first or second image in Figure 8 then the boundary evolves toward the triple point as shown in Figure 9 : we see a triangular hole decreasing in size until it disappears. In the case represented by the third image in Figure 8 the boundary evolves as shown in Figure 10 : it has 3 − 1 = 2 corners before hitting the triple point, one cusp when hitting said point, and a single corner afterwards.
The last image in Figure 8 occurs when two minimizing geodesics make a concave angle at the triple point (measured without going through the other geodesic). In this case the boundary evolves almost like in Figure 10 , the only difference being that it also has a corner when hitting the triple point and so no cusp is created in this case. Definition 2.11. The interior angle at a corner point of ∂B(p, r) is the angle between the two boundary branches ending at that point, measured through the interior of B(p, r).
We now list together all possibilities when the boundary ∂B(p, r) touches an interior point q of an edge of the cut locus, i.e. a point of multiplicity 2. We then have exactly two minimizing geodesic arcs joining p to q, both of length r. In particular, this is a self-intersection point of the image Exp p { v ∈ T p S ; v = r} and out of the four branches of this image that reach q only two branches are part of the boundary. We split this case into two subcases:
• If q is not a middle point then the part of B(p, r) inside a small neighborhood of q is the union B ′ ∪ B ′′ of two pieces whose boundaries near q are at least C 1 (recall the phenomenon in Figure 3 ) and non-tangent at q. It follows that in such a case ∂B(p, r) has a corner at q and the interior angle at this corner is a concave angle α ∈ (π, 2π). By Remark 2.7, if q is also a conjugate point then at least one of the two branches of the boundary has infinite curvature at q.
• If q is a middle point then the boundaries of the two pieces B ′ , B ′′ are tangent at q, and one of the three phenomena described in Figures 4, 5, 6 , 7 occurs at q. One phenomenon (see Figure 4 and the first image in Figure 6 ) consists on the boundary losing a small connected component with two corners; the interior angles at the corners remain inside (π, 2π) during this process but both tend to 2π as the hole's size tends to 0. Another phenomenon (see Figure 5 and the last two images in figure 6 ) is an increase in the connectivity of the ball; the interior angles at the created corners are both in (π, 2π) except at the instant when they are created. The third possible phenomenon (see Figure 7 ) is a cusp point on the boundary when it touches q and a single corner before and after that instant; the topology remains unchanged during this process.
Next we describe in detail what happens when the boundary ∂B(p, r) touches a point q of multiplicity m ≥ 3 in the cut locus. This happens only for a finite number of values of the radius r when the metric is analytic or with K ≤ 0, because there is only a finite number of multiple points in such cases. The minimizing geodesics from p to q make up a family G with m elements, all with the same length. Two cases are possible:
• The angles at q between consecutive geodesics in the family G are all convex angles. Then ∂B(p, r) has a m-sided polygonal component which shrinks down to the point q and then disappears. See Figure 9 for the m = 3 case. (This multiple point will be a middle point if two non-consecutive geodesics in G make flat angles).
• There is a consecutive pair of geodesics in the family G making a flat angle (in which case q will be a middle point) or a concave angle at q. Then all other consecutive pairs must make convex angles at q. In this case the boundary ∂B(p, r) either has an m-sided polygonal component shrinking to q ( Figure 9 shows this for m = 3) or its topology remains unchanged during the process: m − 1 corners before hitting q, one cusp or one corner at q when hitting it, and a single corner after hitting q ( Figure 10 shows this for m = 3).
Remark 2.12. A careful examination of the above study shows that the boundary ∂B(p, r) has corners, in each connected component of positive length, forever after hitting the cut locus of p . The right-hand side of (1.1) is the obvious estimate for the length of the exponential image of the r-circle on T p S. If ∂B(p, r) has corners then said exponential image has parts lying interior to B(p, r). If the inequality K ≥ −k 2 is strict somewhere in B(p, r) then the exponential image will have length smaller that (1) the right-hand side of (1.1). Therefore (1.1) can be an equality only if B(p, r) is disjoint from the cut locus of p and K ≡ −k 2 inside B(p, r).
Let R be the radius in Remark 2.1. In B(p, R) we consider the set N which comprises all conjugate points in the cut locus, all middle points of multiplicity 2 in the cut locus, and all vertices of multiplicity 3 or greater of the cut locus. By the above discussion, if the metric is analytic or satisfies K ≤ 0 then the set N is finite inside each ball B(p, r) with r < R, and as r increases the boundary ∂B(p, r) gains (or loses) corners only by touching this set. This implies finiteness of the number of corner points on each ball boundary. Since the set N is finite in each B(p, r) with r < R, the distances from the points in N to p can be arranged into an increasing sequence: r 1 < r 2 < r 3 < · · · which either is finite or converges to R (the latter can only occur if B(p, R) = S). If r < R is different from these values then ∂B(p, r) is a finite disjoint union of simple closed curves, each having the corner geometry just described, and the interior angle α at each corner lies in the open interval (π, 2π) and can thus be written as α = π + 2β for some β ∈ (0, π 2 ). Also, for such r the inclusion B(p, r) ֒→ B(p, r) is a homotopy equivalence as claimed in Remark 2.4. Lemma 2.13. If the metric is real analytic or satisfies K ≤ 0, then the function ℓ(r) from Definition 2.2 is continuous for all r ∈ [0, R) and smooth at r ∈ [0, R) \ { r 1 , r 2 , r 3 . . . }.
Proof. In the case of a finite sequence r 1 , . . . , r s , let I be one of the following intervals
In the case of an infinite sequence, let I be (0, r 1 ) or any interval (r j , r j+1 ). In either case the number of connected components and the corner geometry of the boundary ∂B(p, r) do not change while r ranges over I. Let N I be the number of maximal smooth segments in the boundary for r ∈ I. These segments are the exponential images of r · C 1 (r), . . . , r · C NI (r) where C 1 (r), . . . , C NI (r) are disjoint closed circular arcs in the tangential unit circle in T p S (the rest of the tangential circle of radius r is mapped by Exp p into the interior of the metric ball of radius r). The endpoints of the C i (r) are functions v j (r), j = 1, . . . , 2N I , with domain I. For r ∈ I the number ℓ(r) is the integral of a smooth integrand over C 1 (r) ∪ · · · ∪ C NI (r), hence the smoothness of ℓ(r) is equivalent to the smoothness of the endpoints v j (r) of those circular arcs. Since r · C 1 (r) ∪ · · · ∪ r · C NI (r) is disjoint with the tangential first conjugate locus, the functions v j (r) are smooth if and only if the boundary corner points Exp p r · v j (r) depend smoothly on r, which we next prove to be the case.
For each
is still disjoint with the tangential first conjugate locus. Then b i (r) = Exp p r · C ′ i (r) is a smooth embedded arc in S such that the boundary corner points corresponding to C i (r) are the two intersection points defined by b i (r) ∩ Cut p . Since no boundary corner point is in N , the cut locus is a smooth embedded curve near them and so b i (r) ∩ Cut p will depend smoothly on r if b i (r) meets Cut p transversally at these two corner points. The formula for first variation of arc length implies that if q is any smooth point of the cut locus then said locus bisects the directions of the two minimizing geodesic segments joining p to q. The boundary ∂B(p, r) that goes through q has two corner directions at q which are the orthogonal directions to those two minimizing geodesic segments, hence the boundary has a direction tangent to the cut locus at q if and only if q is a middle point (of multiplicity 2). Since for r ∈ I no corner point of ∂B(p, r) is a middle point, the smooth segment b i (r) meets the cut locus transversally. This implies that the boundary corner points are smooth functions of r for r ∈ I and, as explained above, that ℓ(r) is smooth in I.
The continuity of ℓ(r) at the special values r 1 , r 2 , . . . follows by examination of Figures 4 to 10 and the analysis that we made for each of them. For example, in Figure 4 we see a contribution to ℓ(r) which has negative derivative for r < r k , has derivative equal to −∞ at r = r k , and equals 0 for r ≥ r k . Moreover this defines a Hölder continuous function of r near r = r k because we proved that the two fronts whose motion gives rise to Figure 4 either have different curvatures at the special point (one of them infinite) or have only a finite order contact at such point. Similar arguments apply to the other Figures.
We shall now give a formula for ℓ ′ (r). Let k g denote the geodesic curvature of the boundary, taken with positive sign where the boundary is curving towards the metric ball and with negative sign where the boundary is curving away from the metric ball. The integral ∂B(p,r) k g ds is the contribution to the derivative ℓ ′ (r) by the smooth segments of the boundary. To determine the contribution from the corners it is sufficient to consider the case of two straight segments lying on the Euclidean plane and making an angle α = π + 2β. We see in Figure 11 that this corner contributes −2 tan β to ℓ ′ (r). The formula for the derivative of ℓ(r) is:
where the index i runs over the corners of the boundary ∂B(p, r) and α i = π + 2β i are the respective interior angles at those corners. Definition 2.14. A surface is of finite type if its fundamental group is finitely generated. Let S be a connected surface of finite type, either non-compact or compact with non-empty boundary; for such surfaces the Euler-Poincaré characteristic is the number χ(S) = 1 − rank H 1 (S). Assume further that ∂S is either empty or a disjoint union of simple closed curves; then χ(S) coincides with 2 − 2g − n, where g is the genus of S and n is the sum of the number of connected components of ∂S plus the number of ends of S that are homeomorphic with S 1 × [0, ∞) (with the curve corresponding to S 1 × {0} lying interior to S).
Proof of Theorem 2.3. Define the integer-valued function χ(r) as follows:
We have three reasons for assuming that B p , r 0 + c k meets the conditions of Remark 2.1. The first reason is that formula (2.4) can then be used for 0 < r < r 0 + c k . The second reason is that, once the balls B(p, r) have non-empty boundary for that range of values of r, we can apply Definition 2.14 to these balls. The third is to ensure that the group π 1 B(p, r) , p is free in n(r) generators; then H 1 B(p, r) , being the abelianization of π 1 B(p, r) , p , is isomorphic with Z n(r) and we have:
In view of this, we seek an estimate for 1 − χ(r). For r / ∈ { 0, r 1 , r 2 , r 3 . . . } we can use the Gauss-Bonnet formula:
which we rewrite as follows:
From β i ∈ 0, π 2 we infer β i < tan β i , which together with formulas (2.4) and (2.6) leads to 
The first consequence is that formula 2.7 yields the following differential inequality:
which is strict whenever B(r, p) contains a cut point of p . The second consequence is the well-known bound (1.1) for boundary length in terms of the corresponding length in a hyperbolic plane with curvature −k 2 . The third consequence is the bound for area:
Lemma 2.15. Let u(r), u(r) be functions on an interval r 0 ≤ r < R, smooth in the complement of a discrete set Z ⊂ [r 0 , R), which satisfy:
If the following inequalities hold f (r) ≤ f (r) for all r / ∈ F , (2.10)
Proof. Make the ansatz u(r) ≡ e kr c(r). Then the conditions imposed on u(r) are equivalent to the following:
The function c ′ (r) ≡ e −kr u ′ (r) − ku(r) is continuous on [r 0 , R) and smooth for r / ∈ Z. Since Z is discrete, it follows that c ′ (r) is given at every r ∈ [r 0 , R) by the formula:
We have the analogous formula for the derivative of the function c(r) given by u(r) ≡ e kr c(r). Then, in view of (2.10), the inequality c ′ (r) ≤ c ′ (r) holds on all of [r 0 , R) if it holds at r = r 0 , which is the case thanks to (2.12). Now c(r 0 ) ≤ c(r 0 ) is equivalent to (2.11), and c(r) ≤ c(r) follows by integration.
The claimed inequalities follow by multiplying c(r) ≤ c(r) and c ′ (r) ≤ c ′ (r) by e kr .
Remark 2.16. The above proof gives u ′ (r) < u ′ (r) if we have f < f in some non-trivial interval contained in [r 0 , r].
Consider the interval I 0 = r 0 , r 0 + c k and the constant:
There is an r ′ ∈ r 0 , r 0 + c k such that χ 0 equals the Euler characteristic of both B(p, r ′ ) and B(p, r ′ ). Inequality (2.3) is equivalent to the inequality:
Another property that the constant χ 0 has is that if we define the following two functions on I 0 :
then a is everywhere smooth, and by (2.8) it satisfies:
for all r ∈ I 0 \ {r 1 , r 2 , . . . } , the inequality being strict if B(p, r) contains some cut point of p . We have adjusted a to satisfy a(r 0 ) = a(r 0 ) and a ′ (r 0 ) = a ′ (r 0 ); then Lemma 2.15 tells us that:
with strict inequality unless B(p, r) contains no cut point of p . Computing a ′ (r) from the explicit formula that defines a, and using (1.1) and (2.9), one finds:
Combining (2.14) and (2.15), we get for all r ∈ I 0 :
Taking the limit as r → r 0 + c k , and using the following fact: lim
we deduce (2.13). Suppose (2.13) is an equality. Since χ 0 = χ B(p, r ′ ) , the ball B(p, r ′ ) must then be disjoint from the cut locus of p , hence diffeomorphic to a disk, and so n(r ′ ) = 0. But then (1.1) is an equality at r = r 0 + 3. Background on Gromov spaces.
In our study of hyperbolic Gromov spaces we use the notations of [15] . We give now the basic facts about these spaces. We refer to [15] for more background and further results. Definition 3.1. Let us fix a point w in a metric space (X, d). Define the Gromov product of x, y ∈ X with respect to the point w as
We say that the metric space
for every x, y, z, w ∈ X. When we do not want to specify the value of δ, we say that X is Gromov hyperbolic.
It is convenient to remark that this definition of hyperbolicity is not universally accepted, since sometimes the word 'hyperbolic' refers to negative curvature or to the existence of a Green function. However, in this paper we only use the word hyperbolic in the sense of Definition 3.1. Examples:
(1) Every bounded metric space X is (diam X)-hyperbolic.
(2) Every complete simply connected Riemannian manifold with sectional curvature bounded from above by −k 2 , with k > 0, is hyperbolic. (3) Every tree with edges of arbitrary length is 0-hyperbolic. We refer the reader to [8] , [15] and [12] for further examples.
Definition 3.2.
A metric space X is a geodesic metric space if any two points x, y ∈ X can be joined by a path whose length equals d(x, y). In general metric spaces, the length L(γ) of a path γ : [a, b] → X is defined as sup
, taken over all partitions a = t 0 < t 1 < · · · < t n = b. Definition 3.3. In a general metric space X a metric geodesic is a path γ(t) such that d(γ(t), γ(s)) = L(γ| [t,s] ) = |t − s| for every s, t ∈ [a, b], i.e. γ is minimizing and parametrized by arclength. We relax this condition for a closed path: it only has to minimize length in its free homotopy class.
If T is a metric geodesic triangle (i.e. its sides J 1 , J 2 , J 3 , are metric geodesics) we say that T is δ-thin if for every x ∈ J i we have that d(x, ∪ j =i J j ) ≤ δ. The space X is δ-thin (or satisfies the Rips condition with constant δ) if every geodesic triangle in X is δ-thin.
A basic result is that hyperbolicity is equivalent to the Rips condition: (1) If X is δ-hyperbolic, then it is 4δ-thin.
(2) If X is δ-thin, then it is 4δ-hyperbolic.
From the next Section onwards, all spaces will be 2-dimensional Riemannian manifolds (with or without boundary) and length will be defined as the obvious integral. Given such a surface S, its distance function d S is defined by minimizing length of paths in S. This turns S into a geodesic metric space.
Definition 3.5. For a sub-surface X ⊂ S we have two choices: -The extrinsic distance, which is just d S acting only on pairs (x, y) ∈ X × X.
-The intrinsic distance d S | X , defined by minimizing d S -length of paths contained in X. When there is no risk of confusion we shall denote it d X . Likewise we have the extrinsic diameter diam S (X) and the intrinsic diameter diam X (X).
Obviously d S ≤ d X and diam S (X) ≤ diam X (X). Notice also that X is always a geodesic metric space with the intrinsic distance, not always with the extrinsic one.
Next we introduce a useful notion and use it to state Theorem 3.7, which will be important for the proof of Theorem 5.5 below and was also used in the proofs of two results, Theorems 4.10 and 4.16, which are quotes from the previous work [34] . Definition 3.6. Let (X, d) be a metric space, and let X = ∪ n X n where {X n } n is a family of connected geodesic metric spaces such that η nm := X n ∩ X m are compact sets. Further, assume that for any n = m with η nm = ∅ the set X \ η nm is not connected, and that the connected components of X \ η nm containing X n \ η nm are all different from those containing X m \ η nm . We say that {X n } n is a k-tree decomposition of X if for each n we have m diam Xn (η nm ) ≤ k.
If we define a graph with one vertex v n for each piece X n , and one edge e nm joining v n to v m if η nm = ∅, we obtain a tree. Hence the name. Let us consider a metric space X and a family of geodesic metric spaces {X n } n ⊆ X which is a k-tree decomposition of X. Then X is δ-hyperbolic if and only if there exists a constant c such that X n is c-hyperbolic for every n. Furthermore, δ (respectively c) is a universal constant which only depends on k and c (respectively k and δ).
Definitions and previous results on Riemann surfaces.
In the following, Gaussian curvature is the constant −1. In this Section we collect some definitions and facts concerning Riemann surfaces which will be referred to afterwards.
An open non-exceptional Riemann surface S is the following two things:
(1) Conformally, it is a Riemann surface whose universal covering space is the unit disk D = {z ∈ C : |z| < 1}. (2) As a Riemannian manifold, it is endowed with its own Poincaré metric, i.e. the metric obtained by projecting the Poincaré metric of the unit disk ds = 2|dz|/(1 − |z| 2 ) down to S by the covering map. (2) There are infinitely many metrics in the conformal class of S with constant curvature −1, but the Poincaré metric is the only complete one. In fact, a surface with a Riemann metric satisfying K ≡ −1 has the unit disk as universal cover if and only if the Riemann metric is complete.
(3) The only Riemann surfaces which are left out are the sphere, the plane, the punctured plane and the tori. It is easy to study the hyperbolicity of these particular cases.
A bordered non-exceptional Riemann surface is a connected 2-dimensional Riemannian manifold S with boundary, subject to the following restrictions:
(1) It is the complement S = R \ U of an open set U in an open non-exceptional Riemann surface R, and the Riemann metric on S is the one induced from the Poincaré metric of R. (2) Mild border regularity conditions: the border of S is locally Lipschitz and any ball in R intersects at most a finite number of connected components of U.
We say that R contains S isometrically. Since S is a closed subset of R, it is geodesically complete.
Remark 4.2. If instead of removing an open set we delete a closed set E from an open non-exceptional
Riemann surface R, then we consider R \ E also as an open non-exceptional Riemann surface, with its own Poincaré metric which has also constant curvature −1 but is longer than the (incomplete) Riemannian metric induced from R.
Not every 2-dimensional Riemannian manifold S with K ≡ −1 embeds isometrically into an open nonexceptional Riemann surface. For such isometric embedding to exist, the following necessary condition must be satisfied: if S is the universal cover of S, then any Riemann metric g on S with K ≡ −1 induces a local isometry Φ : S → D that is unique up to isometries of D, and if g is induced by an embedding into an open non-exceptional Riemann surface then Φ must be injective. Let S be an abstract closed disk, and take any non-injective immersion f : S → D; then f pulls the Poincaré metric back to a metric g on S that has K ≡ −1; but (S, g) does not embed isometrically into any open non-exceptional Riemann surface, because for this g one has Φ = f . On the other hand int S is an open non-exceptional Riemann surface (with the conformal structure defined by g) and the corresponding Poincaré metric is isometric with D, quite different from the incomplete metric g| int S . Remark 4.3. In this paper we only consider bordered non-exceptional Riemann surfaces whose boundary components are (simple) closed curves. Proof. Take any open non-exceptional Riemann surface R containing S isometrically. Consider the fundamental group π 1 (R) and the subgroup G ⊆ π 1 (R) defined by loops contained in S. The group G is either trivial or infinite cyclic. Consider also the covering map D → R.
If G is trivial then S has a lift S ′ ⊂ D which projects homeomorphically to S under the covering map. This S ′ is isometric with S and thus provides an isometric embedding of S into the unit disk. If G is an infinite cyclic group µ , then S lifts to some region S ′ ⊂ D and the restriction S ′ → S of the covering projection is equivalent to the quotient map S ′ → S ′ / φ , where φ is the isometric action of µ ∈ π 1 (R) on D. The composition S ≈ S ′ / φ ֒→ D/ φ is an isometric embedding. The isometry φ cannot be elliptic, as it is induced by µ ∈ π 1 (R). If φ is a hyperbolic isometry, then D/ φ is an annulus. If φ is parabolic, then D/ φ is a cusp. are called generalized funnels, as well as any bordered non-exceptional Riemann surface isometric to any of these. A funnel is a generalized funnel whose boundary curve is a geodesic. If R is a complete cusp and γ ⊂ R is an essential simple closed curve, then the closures S 1 , S 2 of the connected components of R \ γ behave as follows:
(1) On S 1 the curves freely homotopic to γ become shorter as they run away from γ. We call S 1 narrow cusp end, as well as any surface isometric with it. We associate with S 1 an ideal point q (the puncture) such that the conformal structure of S 1 extends to S 1 ∪ {q}. (2) On S 2 the curves freely homotopic to γ get longer as they run away from γ. We call S 2 , and any isometric surface, wide cusp end. A Jordan curve γ ⊂ D bounds two closed subsets in the unit disk: a simply connected one and a doubly connected one. We call the latter a disk end, as well as any bordered non-exceptional Riemann surface isometric to it.
Lemma 4.4 implies that if a bordered non-exceptional Riemann surface S is homeomorphic with S 1 ×[0, ∞) then it is isometric with one of the following: a generalized funnel, a narrow cusp end, a wide cusp end, or a disk end (note that S is geodesically complete by definition).
Given a simple closed geodesic γ, we call the domain {p ∈ S : d S (p, γ) < d} the collar of width d about γ if it is a tubular neighborhood of γ with fibres the geodesics orthogonal to γ. The Collar Lemma [36] , [9, Chapter 4] says that there exists a collar about γ of width d 0 , where cosh d 0 = coth(L S (γ)/2) (the shorter the curve, the thicker the collar). We shall use it in the proof of Theorem 6.8. We next show that wide cusp ends and disk ends happen very rarely. Lemma 4.6. Let S be a non-exceptional Riemann surface, open or bordered. If S has a wide cusp end, then it can only embed isometrically into a cusp. If S has a disk end, then it can only embed isometrically into the unit disk.
Proof. Suppose R is an open non-exceptional Riemann surface containing S isometrically. Then R shares with S an end S 0 which is either a wide cusp end or a disk end. The essential simple closed curves in S 0 do not give rise to a non-constant geodesic in R, because then S 0 would be part of a funnel end. By Remark 4.5, these curves must be freely homotopic in R either to a puncture, which forces R to be a cusp, or to a point, which forces R to be the unit disk.
We call compact annulus any non-exceptional bordered Riemann surface homeomorphic with S 1 × [0, 1]. Applying Lemma 4.4 to these surfaces we obtain the following result, which will be essential in the proof of Theorem 5.5. Proposition 4.7. Let S be any bordered non-exceptional Riemann surface. There is a canonical choice R S of an open non-exceptional Riemann surface with the following properties: (1) S embeds isometrically into R S , (2) R S has the same genus as S, and (3) χ(R S ) ≥ χ(S).
Proof. Let γ be any connected component of ∂S and take a compact annulus A ⊂ S bounded by γ and another simple closed curve η ⊂ S. When one applies Lemma 4.4 to A, there are five possibilities:
(1) We find an isometric embedding f : A → D and f (γ) lies in the interior of f (η). In this case we can glue the bounded component of D \ f (η) to S by overlapping A \ η with itself, thereby producing a larger Riemannian surface that has S isometrically embedded inside it and has one less boundary component than S. (2) We find an isometric embedding f : A → D and f (η) lies in the interior of f (γ). Then we glue, with overlapping, the doubly connected component of D \ f (η) to S and produce a surface (open or bordered) which contains S isometrically and has a disk end. By Lemma 4.6 the latter surface, and hence also S, embeds isometrically into the unit disk. (3) A embeds isometrically into a cusp R 0 , so that γ is the boundary of the narrow end of R 0 \ int S and η is the boundary of the wide end. Then we can glue, with overlapping, the narrow end of R 0 bounded by η to S; this produces a surface that contains S isometrically and has the boundary curve γ replaced with a puncture. (4) A embeds isometrically into a cusp R 0 , so that γ is the boundary of the wide end of R 0 \ int S and η is the boundary of the narrow end. Then we glue, with overlapping, the wide end of R 0 bounded by η to S; we thus obtain a surface that contains S isometrically and has a wide cusp end. This and Lemma 4.6 imply that S embeds isometrically into a cusp, so that γ is an essential curve in that cusp. This forces π 1 (S) to be non-trivial. (5) A embeds isometrically into an annulus. Then we find a generalized funnel which we can glue to S with overlapping, and thus produce a surface that contains S isometrically and has the boundary curve γ replaced with a funnel end.
If one boundary curve of S is in case (2) we take R S = D. If one boundary curve of S is in case (4) we make R S equal to the cusp that contains S isometrically; in this case χ(R S ) = 0 ≥ χ(S) because π 1 (S) is non-trivial. Suppose now that cases (2) and (4) do not occur for any connected component of ∂S. The boundary ∂S consists of a sequence γ 1 , γ 2 , . . . of simple closed curves, and we can choose the corresponding compact annuli A 1 , A 2 , . . . pairwise disjoint. Then we do, simultaneously for all γ i , the gluing that corresponds to each of them (described in the odd-numbered cases), and we obtain a surface R S which is geodesically complete, with K ≡ −1, with empty boundary, and with the same genus as S. Moreover, R S contains S isometrically inside it and satisfies χ(R S ) ≥ χ(S), with strict inequality if case (1) has occurred at least once. It is easy to see that R S does not depend on the choice of the pairwise disjoint sequence {A i } i .
Definition 4.8. Let us consider a non-exceptional Riemann surface S of finite type (open or with compact border) with χ(S) ≤ 0. An outer loop in S is either the boundary geodesic of a funnel or the minimizing curve in the free homotopy class of some connected component of ∂S. We consider punctures as outer loops of zero length. Definition 4.9. Fix a non-negative integer a and a positive real number l. We denote by F (a, l) the set of non-exceptional Riemann surfaces of finite type S verifying the following properties:
(1) S has no genus and 0 ≥ χ(S) ≥ −a, equivalently 0 ≤ n − 2 ≤ a, where n is the number from Definition 2.14. (2) If χ(S) = 0, then the unique outer loop has length less than or equal to l. If χ(S) < 0 then every outer loop, except perhaps one of them, has length less than or equal to l.
We denote by S(a, l) the set of Riemann surfaces S ∈ F (a, l) verifying that every outer loop has length less than or equal to l. Notice that S(a, l) and F (a, l) coincide only for a = 0. 11. An N -normal neighborhood of a subset F of a Riemann surface S is a compact, connected, bordered Riemann surface without genus V such that F ⊂ V ⊂ S, and ∂V is the union of at most N simple closed curves, i.e. χ(V ) ≥ 2 − N .
A set E = ∪ n E n in an open non-exceptional Riemann surface S, with each E n compact, is called (r, s, N )-uniformly separated in S if for every n we can choose an N -normal neighborhood V n of E n such that V n \ E n is connected, d S (∂V n , E n ) ≥ r, and L S (∂V n ) ≤ s, and the whole sequence {V n } n can be chosen so that d S (V n , V m ) ≥ r for every n = m. Remark 4.12. As each V n has zero genus by definition, it is V n ∈ S(N − 2, s) ⊂ F (N − 2, s) independently of r. Also, Alexander duality implies that if E n and V n \ E n are connected, then E n is simply connected.
The uniformly separated sets play a central role in many topics in Complex Analysis, such as interpolation in the unit disk D (see [11] ), harmonic measure (see [30] ) and the study of linear isoperimetric inequalities in open Riemann surfaces (see [1, Theorem 1] and [13, Theorems 3 and 4] ). Definition 4.13. Let S be an open non-exceptional Riemann surface, E = ∪ n E n an (r, s, N )-uniformly separated set in S and S * := S \ E. For each choice of {V n } n we define 
is a geodesically complete Riemannian manifold (the points of E are at infinite d S * -distance of the points of S * ; in fact, S * is an open non-exceptional Riemann surface).
The following results show the relevance of D S * ({V n } n ) (see also Theorem 6.1).
Proposition 4.15. ([34, Proposition 5.1]) Let
S be an open non-exceptional Riemann surface, E = ∪ n E n an (r, s, N )-uniformly separated set in S and S * := S \ E. Let us assume also that we can choose the sets 
Furthermore, if D S * ({V n } n ) is finite and V n \ E n is k-hyperbolic for every n, then δ * (respectively δ) is a universal constant which only depends on r, s, N, k, D S * ({V n } n ) and δ (respectively r, s, N, D S * ({V n } n ) and δ * ).
In the above theorem {V n \E n } n is a family of bordered non-exceptional Riemann surfaces, all isometrically embedded into S * , and this family is required to be uniformly hyperbolic. This uniform hyperbolicity condition will be removed in Section 5.
If S has no genus, then the set in which we take the supremum that defines D S * is the empty set. Hence, we deduce the following direct consequence.
Corollary 4.17. Let S be an open non-exceptional Riemann surface with no genus, and E = ∪ n E n an (r, s, N )-uniformly separated set in S. Then, S * := S \ E is δ * -hyperbolic if and only if S is δ-hyperbolic and V n \ E n is k-hyperbolic for every n (with d S * | Vn\En ).
Furthermore, if V n \ E n is k-hyperbolic for every n, then δ * (respectively δ) is a universal constant which only depends on r, s, N, k and δ (respectively r, s, N and δ * ).
Finally we include a technical result about the Poincaré metric. 
Stability of hyperbolicity.
The leading idea in this Section is that some quantitative information that seems to influence hyperbolicity of a surface actually is irrelevant, let us see an example. If S is an open Riemann surface and p 1 , p 2 ∈ S, then several conformal invariants of S * = S \ {p 1 , p 2 } (e.g. the exponent of convergence, the first eigenvalue of the Laplace-Beltrami operator and the isoperimetric constant) degenerate when p 2 tends to p 1 ; in contrast, the hyperbolicity constant stays bounded (stable) as p 1 approaches p 2 .
In this Section we only consider surfaces without genus, so that in particular the number D S * from Definition 4.13 is zero. We begin by proving Theorem 5.1 as a surprising consequence of Theorem 2.3 (on the topology of balls). Then Corollary 5.4, an immediate consequence of Theorem 5.1, is used to prove Theorem 5.5.
In its turn, Theorem 5.5 is fundamental for the proof of the main Theorem in Section 6.
Theorem 5.1. Let us consider a δ-hyperbolic non-exceptional Riemann surface S with no genus, and pairwise disjoint simply connected compact sets {E n } N n=1 in S. We define S * := S \ ∪ N n=1 E n . Assume that for each n = 1, . . . , N, there exists a simple closed curve g n 'surrounding just E n ' with L S * (g n ) ≤ l. Then there exists a constant δ * , which only depends on δ, N and l, such that S * is δ * -hyperbolic.
Remark 5.2. By g n 'surrounding just E n ' we mean that g n is homotopically trivial in S, g n surrounds E n and g n does not surround E k for k = n (g n is 'freely homotopic' to E n ). Note also that
Proof. First we prove the case N = 1.
The curve g 1 surrounds a simply connected open set D ⊂ S with E 1 ⊂ D; then we can lift D toD ⊂ D and given z, w ∈D, we consider the infinite geodesic η in D joining z, w; the geodesic η meets ∂D in z
Let us fix any p ∈ E 1 ; then
is a union of simple closed curves and
We define V 1 as the closure of the ball
. The boundary ∂V 1 has at most 1 + 2e l connected components, moreover V 1 has no genus because the ambient surface S has zero genus by hypothesis. All this implies that V 1 is an (1 + 2e l )-normal neighborhood of E 1 in S, and E 1 is therefore an (l/2, 2π sinh(l + 1), 1 + 2e l )-uniformly separated set in S. We check now that V *
Each component of ∂V 1 = ∂V * 1 gives rise to an outer loop in V * 1 . If E 1 is a single point then V * 1 has a puncture at E 1 ; otherwise V * 1 has one additional outer loop freely homotopic to g 1 . In any case the sum of the number of outer loops plus the number of punctures in V * 1 is at most 2 + 2e l . The S * -length of the outer loops coming from ∂V 1 is less than or equal to 2π sinh(l + 1) coth(l/4).
Since L S * (g 1 ) ≤ l, if E 1 is not a puncture then the outer loop in V * 1 homotopic to g 1 has length less than or equal to l < 2π sinh(l + 1) coth(l/4) (since g 1 is contained in V * 1 ). Consequently V * 1 ∈ S(2e l , 2π sinh(l + 1) coth(l/4)), and Theorem 4.10 says that there exists a constant δ 1 , which only depends on l, such that V * 1 is δ 1 -hyperbolic. The hypothesis of S having genus zero allows us to use Corollary 4.17, hence there exists a constant δ * 1 , which only depends on δ 1 and l, such that S * is δ * 1 -hyperbolic. This finishes the proof in the case N = 1. Now we prove the result by induction on N . We have proved it for N = 1. Assume that it holds for N − 1 (note that we also have L S\(E1∪···∪EN−1) (g n ) < L S\(E1∪···∪EN ) (g n ) ≤ l for n = 1, . . . , N − 1). Consequently, S \ (E 1 ∪ · · · ∪ E N −1 ) is δ N −1 -hyperbolic, where δ N −1 only depends on δ, N and l.
Since g N is a simple closed curve surrounding just E N , with L S * (g N ) ≤ l, the result for N = 1 gives that S * is δ * -hyperbolic, with δ * a constant which only depends on δ, N and l.
In Theorem 6.8 we shall extend Theorem 5.1 to the case of infinitely many sets E n . It needs an extra hypothesis: that the E n 's get neither too small nor too large as n → ∞.
Since any puncture can be surrounded by arbitrarily short closed curves, we deduce the following result: Corollary 5.3. Let us consider a δ-hyperbolic non-exceptional Riemann surface S with no genus, and points {p n } N n=1 in S. We define S * := S \ {p 1 , . . . , p N }. Then there exists a constant δ * , which only depends on δ and N , such that S * is δ * -hyperbolic. 
Assume that for each n = 1, . . . , N, there exists a simple closed curve g n surrounding just E n with L D * (g n ) ≤ l. Then there exists a constant δ * , which only depends on N and l, such that D * is δ * -hyperbolic.
Finally we prove the following improvement of Theorem 4.10. It is surprising since we do not require anything about one of the outer loops.
Theorem 5.5. For each a and l, there exists a constant δ, which just depends on a and l, such that every S ∈ F (a, l) is δ-hyperbolic.
Remark 5.6. It is interesting to note that it is not possible to obtain a similar result to Theorem 5.5 if all the outer loops except two have bounded length, as the following example shows: if Y t is the Y -piece with simple closed geodesics
Proof. We first prove the result for open surfaces.
If S ∈ S(a, l), then Theorem 4.10 gives the result; this happens in particular when a = 0. Therefore, we can assume that χ(S) < 0, that an outer loop γ 0 satisfies L S (γ 0 ) > l, and that any other outer loop
For open surfaces the conformal structure and the Riemann metric determine each other, so we can consider one structure or the other to our convenience. Having zero genus, S can be represented as a plane domain S ⊂ C with S = Ω \ E 1 ∪ · · · ∪ E N , Ω a simply connected open set, E 1 , . . . , E N simply connected compact sets, such that γ 0 surrounds E 1 ∪ · · · ∪ E N and γ j surrounds just E j (j = 1, . . . , N ). The hypothesis L S (γ 0 ) > l implies that γ 0 is not a puncture and that Ω = C; then, by the Riemann mapping Theorem, we can assume that S = D \ E 1 ∪ · · · ∪ E N . Since we have N ≤ a + 1 and L S (γ j ) ≤ l (j = 1, · · · , N ), by Corollary 5.4 there exists a constant δ, which just depends on a and l, such that S is δ-hyperbolic.
We now prove the result for bordered surfaces. The idea of the proof is to see a bordered surface in F (a, l) as a subset of an open surface in F (a, l), and then make use of Theorem 3.7.
Given the bordered surface S, consider the open surface R S from Proposition 4.7. If R S is the unit disk then it is log(1 + √ 2 )-thin (see e.g. [4, p.130] ). Assume now that R S is not the unit disk. Outer loops in S are metric geodesics (recall Definition 3.3), perhaps not Riemannian geodesics, but they give rise in R S to Riemannian outer loops of no greater length (including punctures), or they just shrink to points in R S . Hence R S ∈ F (a, l), and by the open case there is a constant δ 1 , just depending on a and l, such that R S is δ 1 -hyperbolic.
The closure of R S \ S is the union of simply or doubly connected bordered surfaces R 1 , . . . , R s , with s ≤ a + 2, and the condition L S (∂S) ≤ l implies that {S, R 1 , . . . , R s } is an l-tree decomposition of R. Then, by Theorem 3.7, there exists a constant δ that depends only on a and l and such that S is δ-hyperbolic.
Main results on hyperbolicity
Now, taking advantage of all the tools developed in the previous Sections, we present the main results on hyperbolicity of the paper. The first Theorem we present improves Theorem 4.16 by removing the uniform hyperbolicity hypothesis, which is usually the hardest one to check.
Theorem 6.1. Let S be an open non-exceptional Riemann surface and E = ∪ n E n a (r, s, N )-uniformly separated set in S, with E n simply connected for every n. Then, S * := S \ E is δ * -hyperbolic if and only if S is δ-hyperbolic and the number D S * ({V n } n ) from Definition 4.13 is finite.
Furthermore, δ * (respectively δ) is a universal constant which only depends on r, s, N, D S * ({V n } n ) and δ (respectively δ * ). Finally we shall prove Theorem 6.8, a complementary result to Corollary 6.3 with very different hypotheses. It is also the N = ∞ analogue of Theorem 5.1. Removing an infinity of sets E n from the initial surface S can ruin hyperbolicity if the E n become too small or too large as n → ∞. One idea is to reduce to the case S = D and then use annuli, instead of curves, to 'surround' the sets E n . More concretely, the condition that the domain D \ E must satisfy is having uniformly perfect boundary, which we define below. We also quote some results, about the Poincaré and quasihyperbolic metrics of a domain, that are used in the final proof. Definition 6.5. A generalized annulus Ω is a doubly connected open subset of the complex plane which is not the plane minus a point; then its complement (in the Riemann sphere) has two connected components.
Given any generalized annulus Ω, there exists a conformal mapping of Ω onto {z ∈ C : 1 < |z − a| < R}, for some 1 < R ≤ ∞. We define the modulus of Ω as mod Ω := 1 2π log R .
We say that a generalized annulus Ω separates a closed set E if Ω does not intersect E and each connected component of the complement of Ω intersects E. We say that E is uniformly perfect if there exists a constant c 1 such that mod Ω ≤ c 1 for every generalized annulus separating E (see [6] ).
Two useful properties of the modulus are the following: (A) If γ is the simple closed geodesic for the Poincaré metric in Ω, then mod Ω = π/L Ω (γ) (if Ω has a puncture we can see γ as the puncture and then L Ω (γ) = 0 and mod Ω = ∞).
(B) If Ω 1 ⊆ Ω 2 , then mod Ω 1 ≤ mod Ω 2 . A domain with one or more punctures is never uniformly perfect. If we remove from the unit disk D a sequence of straight segments whose lengths converge to zero, then the resulting domain is not uniformly perfect. This example leads to the hypothesis diam S E n ≥ c in the statement of Theorem 6.8.
Uniformly perfect sets verify the following interesting property: (1) There exists a positive constant c 2 with
for every z ∈ Ω (2) ∂Ω is uniformly perfect. Furthermore, if ∂Ω is uniformly perfect then the constant c 2 just depends on the uniformly perfect constant of ∂Ω.
If we define, as usual, the quasihyperbolic length of a curve γ as in S with diam S E n ≥ c for every n. We define S * := S \ ∪ ∞ n=1 E n . Assume that for each n there exists a simple closed curve g n surrounding just E n with L S * (g n ) ≤ l. Then S is δ-hyperbolic if and only if S * is δ * -hyperbolic. Furthermore, δ * (respectively δ) is a universal constant which only depends on c, l and δ (respectively δ * ).
Remark 6.9. The conclusion of Theorem 6.8 does not hold if we remove either the hypothesis diam S E n ≥ c or L S * (g n ) ≤ l.
Proof. For each n there exists a simple closed geodesic γ n surrounding just E n (freely homotopic to g n ) with L S * (γ n ) ≤ L S * (g n ) ≤ l (γ n can not be a puncture since diam S E n ≥ c implies that E n is not an isolated point).
Claim: there exists a positive constant ε 0 , which just depends on c and l, such that d S (E n , γ n ) ≥ ε 0 for every n.
We prove the Theorem assuming this claim. Let V n be the closure of the simply connected open subset of S surrounded by γ n . Then V n is a 1-normal neighborhood of E n . Furthermore,
Given n = m, we have L S * (γ n ), L S * (γ m ) ≤ l, and by the Collar Lemma (see [36] ) there are collars in S * around γ n and γ m of width Arccosh coth(l/2). These collars are pairwise disjoint, as explained in Remark 4.5. Then we deduce that d S * (γ n , γ m ) ≥ 2 Arccosh coth(l/2). Now Lemma 4.18 gives:
d S (V n , V m ) = d S (γ n , γ m ) > tanh(ε 0 /2)d S * (γ n , γ m ) ≥ 2 tanh(ε 0 /2) Arccosh coth(l/2) .
If we define r := min{ε 0 , 2 tanh(ε 0 /2) Arccosh coth(l/2)}, then {E n } n is a (r, l, 1)-uniformly separated set in S.
Corollary 6.3 states that S is δ-hyperbolic if and only if S * is δ * -hyperbolic, with the appropriate behaviour of the constants. This finishes the proof if the claim holds. Now we are going to prove the claim.
We prove first that without loss of generality we can assume S = D: Let π : D −→ S be a universal covering map. We consider F := π Now, by Theorem 6.6, there exists a constant c 1 , which just depends on c, such that L D * (γ) ≥ c 1 k D * (γ) for every curve γ ⊂ D * . Let us consider a fixed n and the simple closed geodesic γ n in D * surrounding just E n (freely homotopic to g n ) with L S * (γ n ) ≤ L S * (g n ) ≤ l. Take p ∈ E n and q ∈ γ n with ε := d D (E n , γ n ) = d D (p, q). Since d D (0, a) = 2 Arctanh a, using a Möbius map if it is necessary, we can assume without loss of generality that
