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In today’s global market, it is crucial for enterprises, especially the Small and 
Medium-size Enterprises (SME), to form a Virtual Enterprise (VE) focusing their 
core competencies and respond better to business opportunities. Partner selection 
problem is the key issue related to the success of a VE. Besides, in order to 
succeed in the competitive global market, fully utilizing the machining resources 
in the enterprise alliance as well as inside the enterprise itself is also essential, 
especially as the manufacturing processes become more complex, dynamic and 
distributed. Thus, generating effective and efficient schedules definitely has great 
significance. Job shop scheduling problems (JSSPs) have been studied extensively 
and most instances of JSSP are NP-hard, which implies that there is no 
polynomial time algorithm to solve them. As a result, many approximation 
methods have been explored to find near-optimal solutions within reasonable 
computational efforts. 
 
The developments in optimization methodologies and the behavior of foraging 
ants and water drops have inspired the current studies to select the best group of 
candidate enterprises to form a VE, as well as generate schedules for both single 
optimization objective and multiple optimization objectives to better plan the 
resources.  
 
The optimization mechanism for solving the partner selection problem is realized 
through the enhancement of an algorithm titled Ant Colony Optimization (ACO). 
viii 
 
Experiments have been conducted to evaluate the enhanced ACO algorithm. The 
results show that the enhanced ACO algorithm can obtain better results with better 
search accuracy and computation time. The enhanced ACO optimization 
algorithm can be used as a black box, where the decision maker only needs to 
define his/her preference through specifying the search objectives, constraints and 
weights to confine the search, and the algorithm can be used to obtain the optimal 
set of partners. 
 
The methodology for solving the single objective JSSP and multi-objective JSSP 
is achieved through proposing five improvement schemes for a newly developed 
meta-heuristic called the Intelligent Water Drops Algorithm (IWD). Experiments 
were carried out to identify the effectiveness and efficiency of the modified 
algorithm named EIWD. The experimental results show that EIWD can 
outperform other approaches for both the single objective JSSP and 
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Competition is continually growing in today’s global market. This drives the 
companies to produce customized products in smaller batches faster with higher 
quality, greater varieties and lower cost. At the same time, customers’ needs change 
over time. As a result, it is crucial for the enterprises, especially the Small and 
Medium-size Enterprises (SME), to form an alliance focusing their core 
competencies and respond better to business opportunities. Besides, in order to 
succeed in the competitive global market, fully utilizing the machining resources 
in the enterprise alliance as well as inside the enterprise itself is essential, 
especially as the manufacturing processes become more complex, dynamic and 
distributed. Thus, generating effective and efficient schedules definitely has great 
significance.   
 
1.1 Partnership Selection in Virtual Enterprises 
A Virtual Enterprise (VE) is a dynamic, temporary and logical alliance of 
enterprises that collaborate with each other to exploit fast changing market 
opportunities or cope with specific needs. It is a special organization that has 
emerged in the global economy for enterprises to better satisfy their customer needs 
with lower prices. Their operation is achieved by a coordinated sharing of skills, 
resources, information and knowledge, as well as risks and benefits (Drissen-Silva 
and Rabelo 2009). This new form of production entity allows member enterprises 
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to cooperate and make full use of their core strengths to survive.  
 
As a temporary enterprise consortium, VE is characterized with frequent 
reconfiguration, and this distinguishes a VE from other long-term organizations, 
such as supply chains or extended enterprises. Besides, the entities need to 
negotiate and cooperate with each other across the entire VE networks, while each 
entity has its own autonomy and capability to finish the local tasks.  
 
A VE is of importance in the age of globalization and outsourcing. Many 
companies do not manufacture all the components in-house but outsource certain 
parts to other companies. When this network of manufacturing is established to 
produce parts, a VE is formed. A VE forms and disbands dynamically depending 
on the parts to be produced, the costs of production, logistics constraints, 
manufacturing constraints, etc.  
 
A VE is a temporary network of independent companies to realize a specific 
product and it will be disbanded after the task has been completed. The VE is a 
logical entity existing based on contracts. One enterprise may become a member of 
several VEs. A VE may have enterprises with different production types and at 
different geographical locations. 
 
It is important for SMEs to form a VE for the following two reasons. 
(1) Faster response to job opportunities 
When a market opportunity arrives, the SMEs may not always have the ability 
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to complete the tasks required. However, they have to respond swiftly in order 
to be profitable. If they try to extend their capacity by building new factories 
and buying more machines, it is often too late for them to secure the jobs. 
Hence, the most feasible approach is to find partners and use the partners’ 
capacities to respond to the opportunities.  
(2) Meeting the requirements of mass customization 
Mass customization is a new production trend, where products are produced in 
smaller batches and with larger varieties. As a result, the enterprises, 
especially the SMEs, which usually do not have the capabilities to meet the 
requirements of mass customization, will need to cooperate to achieve this. 
With increasing market pressure, more enterprises collaborate with other 
factories to from a VE in order to manufacture products at a lower cost and in 
a shorter time with greater varieties. 
 
Two types of enterprises are distinguished in the VE concept in this research, viz., 
dominant enterprises and member enterprises as shown in Figure 1.1. 
(1) Dominant enterprises: A dominant enterprise owns the end-product in a 
VE. It outsources or sub-contracts one or more activities of a process and 
charges for the manufacturing process. There is only one dominant enterprise 
in a VE. 
(2) Member enterprises: A member enterprise performs the outsourced or 
sub-contracted processes and tasks from the dominant enterprise. A member 
enterprise in one VE can become a dominant enterprise in another VE if it 
outsources or sub-contracts its activities. 






















Figure 1.1 The structure of the enterprises in a VE 
 
1.2 Scheduling 
Scheduling is an optimization process of allocating limited resources or machines 
over time to perform a set of tasks while satisfying multiple constraints and goals. 
It is widely used in many organizations and systems, such as power generation 
systems, hospitals, military transportation systems, bus crew scheduling systems, 
as well as grid computing systems (Cheng and Gupta 1989). Scheduling plays an 
important role in the manufacturing realm. It can be used by high level production 
planning systems to check their capacity; it also provides visibility of future plans 
in the job shops for the suppliers and customers to adjust their actions; it can be 
Chapter 1 Introduction 
-5- 
 
used to evaluate the performance of job shop personnel and management; besides, 
it can provide greater degrees of freedom to avoid future problems (Aytug et al. 
2005). Scheduling is well recognized by the academia as well as the practitioners, 
and it has been extensively studied in recent years.  
 
A schedule that is generated from a scheduling procedure can be represented as a 
Gantt chart. Gantt charts are useful tools for representing the scheduling results. It 
is a 2D chart representing the duration of the operations and the inter-relationships 
of these operations, where the horizontal axis represents time and the vertical axis 
represents the resources. Each block on the chart represents an operation of a job.  
 
Manufacturing environments can be categorized into five types, namely, job shops, 
project shops, cellular systems, flow lines and continuous systems. In a job shop 
(Figure 1.2), machines or resources are structured according to the processes they 
perform, where machines with the same or similar material processing capabilities 
are grouped together to form work-centers. The machines are usually 
general-purpose machines that can accommodate a large variety of part types. A 
part moves through different work-centers based on its process plan. In a project 
shop, the position of a product remains fixed during manufacturing because of its 
size and/or weight and materials are brought to the product as needed. In a cellular 
system, the equipment or machinery is structured according to the process 
combinations that occur in the families of parts. Each cell contains machines that 
can produce a certain family of parts. In a flow line, the machines are ordered 
according to the process sequences of the parts to be manufactured. Each line is 
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typically dedicated to one type of parts. Finally, a continuous system produces 
liquids, gases, or powders in a continuous production mode. One lot of jobs refers 
to a batch of jobs that are simultaneously released to a manufacturing shop floor 
and the lot size directly affects the inventory and the scheduling. Normally, job 















Machines/Resources are grouped 
according to the process they perform
 
Figure 1.2 Schematics of a job shop (Chryssolouris 2006) 
 
There are many advantages of job shop processing and these advantages become 
more obvious when there is greater variety in the jobs and these jobs have 
different processing sequences. This research focuses on job shop scheduling. The 
advantages of job shop scheduling are as follows: 
(1) Each operation can be assigned to a machine to achieve the best production 
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rate or the best quality; 
(2) The load can be distributed to the machines evenly; and  
(3) It is easier to accommodate machine breakdowns. 
 
1.2.1 Objectives and Criteria in Scheduling 
The objectives of scheduling are to maximize the throughput and resource 
utilization in a timely and cost-effective manner. Even small improvements in 
scheduling can lead to considerable profit and thus an increase in the 
competitiveness of an enterprise. The criteria that are most commonly used in job 
shop scheduling literature are discussed next. 
 
A. Performance measures based on completion times 
Mean flow time ( F )  







  . 
 
This criterion implies that the cost is directly related to the average time to process a 
single job. 
 
Flow time ( iF )  
This is also referred to as the cycle time. It is the amount of time job iJ  spends in 
the shop floor. It is the time interval between the release time ir  and the 
completion time iC  of job iJ : iF = iC - ir  
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Throughput (TP )  
This is the average output of a production process per unit time (e.g., parts per 
hour). 
 
Work-In-Process (WIP )  
WIP  represents all the unfinished jobs in a production line. A low WIP is desired 
as it indicates a lower inventory in the shop floor. A lower WIP leads to a lower 
possibility of congestion, thus saving cost in the shop floor. 
 
B. Performance measures based on utilization 
Makespan ( maxC )  
This is the time interval between the time at which the schedule begins and the time 
at which the schedule ends. Thus, the makespan of a schedule is equal to max  iC , 
where i = 1, …, m.   
 
Mean number of jobs waiting for machines ( wN )  




Tardiness ( iT )  
The tardiness iT  of a job iJ  is the non-negative amount of time by which the 
completion time exceeds the due date di, max[0, ( )]i i iT C d  . 
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Mean tardiness ( iT )  







  . It is 
appropriate to minimize this performance measure when early jobs do not bring any 
rewards and penalties are incurred for the late jobs. 
 
Number of tardy jobs ( Tn )  
This is the number of jobs that are not completed by their corresponding due dates. 
 
1.2.2 The Complexity of Job Shop Scheduling 
In job shops, the flow of raw materials and unfinished goods are random. Job shop 
scheduling is often referred to as production scheduling. It is difficult and 
time-consuming to find an optimal solution due to the large and wide solution 
space.  
 
Using the classical job shop problem as an example, in which a set of jobs 
{ / 1, 2... }iJ J i n   and a set of machines { / 1, 2... }jM M j m   are considered. There 
are n jobs to be processed on m machines; each job has a sequence of operations 
{ / 1, 2... }kO O k l  . No job splitting is involved, and the operations are not 
pre-emptible, which means temporary interruption of an operation is not allowed 
after it has started. Each machine can only process one job at a time, and each job 
can only be processed once on one machine. The objective of this well-known 
problem is to find the minimum completion time for the entire batch of jobs. 
Considering only the machines and jobs in this typical example, there are generally 
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(n!)m different alternatives for sequencing n jobs on m machines. The solution 
space is even larger when other elements are considered. For instance, if k 
operators are added, the total number of possible alternatives is ((n!)m) k. This 
problem definition involves many assumptions, and to generate a dynamic and 
feasible schedule, processing time, release time, due date, completion time, 
tardiness, earliness, and the flow time of jobs are essential issues to be considered.  
 
Considering machine alternatives and resource flexibility, the classical model has 
been extended. It has evolved from flexible job shop scheduling to multi-mode 
job shop scheduling and multi-resource shop scheduling (Kis 2003). When all 
these issues are considered in the scheduling problem, the solution space would 
become very large. 
 
The scheduling problem is proven to be typically NP-hard; the computation time 
increases exponentially with the problem size. It is time-consuming to search for 
an optimal solution in the huge solution space, especially when the problem is 
complex. Therefore, job shop scheduling is among the most difficult (Reza and 
Saghafian 2005).  
 
1.3 Research Motivations and Objectives   
In today’s production environment where product mix, production batch sizes and 
technology could often change, responsiveness to dynamic market changes in a 
cost-effective manner is becoming a key success factor for any manufacturing 
system. VE has been introduced to react quickly and effectively to such competitive 
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market demands. A VE is a temporary alliance of enterprises that come together 
sharing costs, resources and skills to enhance their competence in the fast changing 
global economy. Unlike traditional enterprises, a VE is a special organization of 
manufacturing units and enterprises, and it can make full use of its member 
enterprise’s strengths, thus achieving product design and manufacturing efficiently 
with high quality. VE is logical, but may not be physical. A VE defines the 
grouping of enterprises by contact. Therefore, a VE may not be physically 
identifiable as a fixed physical enterprise. VE is most suitable in production 
environments that experience frequent changes in product mix. This new concept 
of manufacturing entity is also becoming one of the most promising paradigms for 
the SME to better respond to business opportunities. In the formation of VE, 
selecting the best partners is essential to the success of VE. This research will 
address the partner selection in a VE. 
 
As mass customization becomes one of the main trends in manufacturing today 
leading to more complex and dynamic manufacturing and production, generating 
feasible schedules capable of realizing the full potential of production systems 
becomes crucial, especially as the manufacturing process becomes more complex, 
dynamic and distributed. It is of great value to improve the schedules which will be 
used in the production line.  
 
1.4 Research Goals and Methodologies 
Partner selection for the VE is studied in this research. Besides, job shop 
scheduling with single objective and multiple objectives are investigated. The 
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research goals and methodologies are listed below: 
1) Increasing global competition drives the enterprises, especially the SME, to 
collaborate in order to respond faster to the customer needs, reduce operating 
costs, increase capacity and produce customized products to reach the market 
quicker. VE is an important manufacturing paradigm to meet this trend in the 
dynamic global economy. Partner selection is a key issue tightly coupled to the 
success of a VE coalition, and due to its complexity, it is considered as a 
multi-attribute optimization problem. In this research, an enhanced Ant Colony 
Optimizer (ACO) is proposed to address the partner selection problem. Five 
attributes (namely, cost, time, quality, reputation and risk) considering both 
qualitative and quantitative aspects have been investigated to evaluate the 
candidate partners. Experiments have been conducted to validate the 
performance of the enhanced ACO algorithm. 
2) Job shop scheduling is a typical NP-hard problem which has drawn continuous 
attention from researchers. In this research, the Intelligent Water Drops (IWD) 
algorithm proposed by Shah-Hosseini (2007), which is a new meta-heuristics, 
is customized for solving job shop scheduling problems. Five schemes are 
proposed to improve the original IWD algorithm and the improved algorithm is 
named the Enhanced IWD algorithm (EIWD) algorithm. The optimization 
objective is the makespan of the schedule.  
3) Multi-objective job shop scheduling (MOJSS) is a typical NP-hard problem. In 
this research, the IWD algorithm has been customized to solve the MOJSS 
problem. The optimization objective of MOJSS in this research is to find the 
best compromising solutions (Pareto non-dominance set) considering multiple 
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criteria, namely, the makespan, tardiness and mean flow time of the schedules. 
MOJSS-IWD, which is a modified version of the original IWD algorithm, is 
proposed to solve the MOJSS problem. A scoring function that gives each 
schedule an aggregate score based on its scores for the multiple criteria is 
embedded into the local search process in MOJSS-IWD. Experimental 




Chapter 2 first introduces the partner selection problem and the issues involved in 
a VE and the literature for partner selection and the methodologies that have been 
applied in partner selection followed immediately. The proposed solution of 
employing ACO is presented next. The formal formation of the partner selection 
for VE is presented, followed by the analysis of the weights of the criteria and the 
qualitative variables considered. After that, an enhanced ACO is described in 
detail to give insights of the methodology used in the current research. 
Experiments are next conducted to evaluate the effectiveness of the methodology, 
and followed by the conclusion for the work of partner selection for the VE.  
 
Chapter 3 exploits the job shop scheduling problem considering the single 
objective-makespan. An introduction of the job shop scheduling problem is first 
given, and a job shop scheduling problem is modeled and a disjunctive graph 
representation of the job shop scheduling problem is presented. An overview of 
the original IWD algorithm is given in order to pave the way for the introduction 
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of the five schemes of improvement. A case study is presented and conclusion is 
made for achieving optimal job shop scheduling solutions (single-objective).  
 
Chapter 4 modifies the IWD algorithm introduced in Chapter 3 to study the 
multi-objective scheduling problem, which considers makespan, tardiness and 
mean flow time of the schedule. It discusses the additional optimization criteria as 
well as different approaches to address the multi-objective scheduling problem. 
The modified algorithm is called MOJSS-IWD, and it is cast for multi-objective 
JSSP, and a Pareto Non-dominated solution generating method is also discussed. 
Experiments are conducted to test the algorithm and conclusions are made.  
 
Chapter 5 proposes a multi-agent based integrated total solution framework to 
encapsulate the three research issues solved in Chapter 2, Chapter 3, and Chapter 
4 together.  This proposed concept has three levels of system structures: 1) An 
agent-based service management platform to enable the dominant enterprise to 
select the best set of member enterprise efficiently. 2) A multi-agent based single 
objective and multiple objective scheduling methodology is proposed at the 
member enterprise level. 3) Machine monitoring is done at the job shop level to 
obtain real time machine status.   
 
Chapter 6 concludes the work, highlights the contributions, and identifies a 
number of recommendations for future works. 
 
 








As competition among enterprises is continuously increasing in the global market, 
the enterprises, especially the SME, need to cooperate with each other in order to 
enhance their capability and capacity. A VE is an important manufacturing 
paradigm for enterprises to collaborate with each other. VE is a dynamic, 
temporary and logical alliance of enterprises that collaborate with each other to 
exploit fast changing market opportunities or cope with specific needs. Their 
operation is achieved by a coordinated sharing of skills, resources, information 
and knowledge, as well as risks and benefits (Drissen-Silva and Rabelo 2009). 
VEs offer new opportunities to companies in a global business environment to 
better satisfy their customer needs with lower pricing by allowing member 
enterprises to cooperate and make full use of their core strengths to survive.  
 
There are four phases in the life cycle of a VE, namely, the creation, operation, 
evolution and dissolution phases (Wu and Su 2005, Drissen-Silva and Rabelo 
2009).  
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When a dominant enterprise cannot finish a task by itself, it will search for potential 
partners or coordinators, and negotiate with them to form a VE. After contracts 
between them have been signed, a VE is created. The newly-formed VE will 
coordinate the resources of its member enterprises to manufacture the products. 
Evolutions happen during the operation of a VE. When the mission of the VE is 
fulfilled, the VE will be dissolved eventually.  
 
The success of a VE is strongly dependent on its composition. Thus, this research 
focuses on the VE creation phase. In the creation phase, the selection of partners 
is the most crucial issue, as selecting proper partners involves multiple selection 
criteria and constraints, and a poor selection may result in higher manufacturing 
time and cost and less competitive products. Partner selection can be viewed as a 
multi-criteria decision making problem where the decision makers assess the 
trade-offs between conflicting tangible and intangible criteria, and indicate their 
preferences based on incomplete or non-available information. In general, this is a 
very complex problem due to the large number of alternatives and different types 
of criteria (quantitative, qualitative and stochastic) (Crispim and de Sousa 2010).  
 
Although many factors should be considered in the partner selection process, the 
key factors addressed in the literature are mainly cost and time. However, partner 
selection decisions should not be based only on least cost and due date or delivery 
time; other factors should be incorporated in the decision-making process. Five 
factors, namely, time, cost, quality, risk and reputation are categorized and 
considered in the selection process in the research reported in this thesis. Among 
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them, time, cost and quality are quantitative factors which can be represented by 
crisp numbers, while risk and reputation are qualitative aspects which cannot be 
quantified easily in mathematical models and optimization methods. These factors 
are analyzed and studied, and an enhanced Ant Colony Optimizer (ACO) is 
proposed for partner selection in this research project.  
 
The rest of Chapter 2 is organized as follows. Section 2.2 presents a literature 
review on the latest research on partner selection in a VE. Section 2.3 presents the 
partner selection problem formulation and the factors involved in this process. In 
Section 2.4, the weights of the criteria and the qualitative variables are analyzed. 
Section 2.5 presents an enhanced ACO solution methodology for the partner 
selection problem. Experiments to test the performance of the algorithm are 
presented in Section 2.6. Section 2.7 summarizes the research for partner selection. 
 
2.2 Literature Review 
The issue of partner selection has continuously drawn the attention of researchers, 
and much work has been studied on this topic recently. Partner selection is complex, 
and its mathematical model is in general nonlinear. Although many researchers 
have been developing new methods, the partner selection problem remains a 
challenge to the VEs and this is an active area of academic research (Zhao et al. 
2008).  
 
The methodologies that have been applied in partner selection can be grouped into 
four categories, namely, (1) exact algorithms, such as the Branch and Bound 
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algorithm (Ip et al. 2004, Zeng et al. 2006), (2) mathematical modeling and 
programming, e.g., goal programming (Hajidimitriou and Georgiou 2002, 
Famuyiwa et al. 2008), integer programming (Wu and Su 2005), and enhanced 
integer programming (Jarimo and Salo 2009), (3) fuzzy decision making and 
Multi-Attributive Decision making (MADM) algorithms, e.g., analytic network 
process (ANP) (Chen et al. 2008), analytical hierarchy process (AHP) (Sari et al. 
2008), Fuzzy-AHP approach (Chan et al. 2008), Technique for Order Preference by 
Similarity to Ideal Solution (TOPSIS) (Ye and Li 2009), fuzzy preference 
programming (Wang and Chen 2007), etc., and (4) heuristic and meta-heuristic 
algorithms, e.g., Genetic Algorithms (GA) (Ip et al. 2003, Wang et al. 2009), ACO 
(Fischer et al. 2004), Particle Swarm Optimization (PSO) (Bu et al. 2008, Zhao et 
al. 2008, Che 2010), Tabu Search (TA) (Crispim and Pinho de Sousa 2009, Crispim 
and de Sousa 2010), etc. The partner selection problem cannot be solved 
efficiently using the first two categories. Besides, satisfactory solutions cannot be 
obtained using exact algorithms in a reasonable computation time for large 
problems. During the evaluation of the enterprises, uncertainty and vagueness are 
commonly found in the data, and the lack of information usually occurs. Due to 
these reasons, the selection process cannot be defined precisely from the start. To 
cope with these problems, fuzzy decision making algorithms are needed. The most 
commonly used combination is that of fuzzy numbers with AHP.  
 
Heuristic and meta-heuristic algorithms are promising approaches for the partner 
selection problem, especially the new generations of meta-heuristics. A 
meta-heuristic is a set of algorithmic concepts that can be used to define heuristic 
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methods which can be applied to a wide set of different problems. In other words, it 
is a general purpose algorithmic framework that can be applied to different 
optimization problems with relatively few modifications (Dorigo et al. 2006). This 
new generation of heuristics shows good characteristics for solving the 
optimization problems. Meta-heuristics therefore plays an important role in 
solving the multi-criteria partner selection problems.  
 
ACO is a newly emerged meta-heuristics. ACO adopts Artificial Intelligence (AI) 
related techniques to select the best solution. In addition, the most promising 
characteristic of ACO is that it is able to provide satisfactory solutions to 
large-scale problems.  
 
Some research studies have been conducted using ACO to solve the partner 
selection problem. Fischer et al (2004) developed a VE model based on small 
performance units to improve the competitiveness of SMEs; they used ACO to 
select the partners automatically. They applied the AHP method to cope with the 
social factors and economic parameters. In their research, the Max-Min Ant 
system was adopted in the local pheromone updating process to limit the upper 
and lower bounds of the pheromone value. Yao et al.(2009) integrated the GA into 
a max-min ACO to optimize the partner selection problems. Their experiments 
demonstrated that the hybrid algorithm is feasible for partner selection, and in some 
aspects the hybrid algorithm is superior to GA and ACO. The basic idea of their 
research is to enhance the search speed and accuracy by taking advantage of the 
rapid convergence of GA in the initial search period, and the ACO uses the initial 
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solution provided by GA as the initial pheromone. The research in this PhD thesis is 
different from the approach by Yao et al. (2009). In this research, the ACO is 
improved to solve the partner selection problem by generating more dispersed 
solutions and modifying the scheme for updating the trail intensity.  
 
Although ACO can be applied to obtain reasonable results for partner selection, 
there are some common problems associated with this population-based algorithm. 
The ACO is prone to be trapped in local optimal solutions. Hence, it cannot perform 
rigorous searches to obtain the global optimal solution when it is trapped in a local 
optimum. Two methods can be adopted to solve this problem. The first method uses 
specially designed algorithms to guide the search process for values outside the 
local optimum. The second method uses an initial population with higher quality or 
larger variety. In this research, an enhanced ACO optimizer is proposed. The 
enhanced ACO takes the advantage of the original ACO and special mechanisms 
are provided to guide the search to improve the search efficiency and precision.  
 
2.3 Partner Selection Formulation 
The short life cycle a VE is strongly market opportunity driven. When an 
opportunity arises in the market, if the company does not have the capability to 
complete a large project by itself and wishes to focus on its own core business 
competence, reduce technical costs, acquire advanced technology and expertise, it 
would need to invite bidders to cooperate in order to complete the project. The 
enterprise that initiates the bidding is called the dominant enterprise, and the other 
enterprises participating in the VE are the member enterprises. The dominant 
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enterprise is the decision-maker to take the responsibility of selecting and 
coordinating the partners, and it owns the end product. The dominant enterprise 
invites bids, and the potential member enterprises bid for the project. The dominant 
enterprise selects the candidates by evaluating their performances based on five 
criteria. The entire project P  can be divided into n  sub-projects 
1 2{ , ,.... }nP p p p , as illustrated in Figure 2.1. For each sub-project ip , there are 
ica  candidates bidding for the jobs, and these ica  candidates form an enterprise 
set iNS  accordingly. Thus, there are n  sets of enterprises grouped corresponding 
to the n  sub-projects. The candidates can be presented as 1 2{ , ,.... }nCA ca ca ca , 
and 1 2, ... ...i nca ca ca ca  are the number of enterprises in each set.  
 
 
Figure 2.1 n  enterprise sets for n  sub-projects 
 
The relationships of the sub-projects and sets are illustrated in Figure 2.1. Each 
enterprise is associated with an index i
r
NSE  which represents the thr  enterprise 
belonging to an enterprise set iNS . For each sub-project ( 1, 2... )ip i n , the 
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corresponding partner must be selected from the ica  enterprises bidding for the 
sub-project. The objective of partner selection is to select one enterprise i
r
NSE  from 
each enterprise set iNS  for every sub-project ip  to optimize the various 
objectives given by the decision maker while satisfying different constraints. 
 
In this research, five aspects are considered in the partner selection process, 
namely, cost CT , time TE , quality QT , risk RK  and reputation RP , and 
they form the main criteria. The main criteria are further analyzed and evaluated 
using their corresponding sub-criteria according to their different characteristics 
and related factors. The main criteria and their corresponding sub-criteria are 
















































Figure 2.2 The five main criteria and their corresponding sub-criteria 
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Among the five main criteria considered, cost, time and quality are conflicting 
quantitative factors. When selecting a partner, cost is largely based on a number of 
cost components (sub-criteria), and its sub-criteria include operational cost OC , 
delivery cost DC , material cost MC  and logistic overhead LC . The time criterion 
can be further described by sub-criteria, namely, the project duration duT , time 
sequence sqT , delivery time deT , due date EDT  and processing time ptT . Quality 
can be reflected by the sub-criteria, namely, the candidates’ technological level TL , 
performance of the candidate enterprise PF , the service level of the candidate 
enterprise SV , etc. Quantitative information can be expressed as numbers, 
percentages, performance indices or numerical scales, and modeled easily in the 
partner selection optimization process. On the other hand, risk and reputation are 
typical qualitative factors that cannot be represented easily by unambiguous 
numbers or percentages. Risk is highly related to the political stability of the 
candidate enterprise PS , the economic status of the region of the candidate 
enterprise ES , the financial health FH  of the candidate enterprise, market 
fluctuations MF  and the competency of the candidate enterprise CP ; these 
factors form the sub-criteria of risk. Reputation is related to the sub-criteria, namely, 
the enterprise’s past performance PP , the financial status FS , the image of the 
enterprise EI  and the cooperation history of the candidates and the dominant 
enterprise CH . The modeling and analysis of the qualitative factors is a 
challenging research issue. These qualitative factors can be described in linguistic 
terms to facilitate the expression of the decision maker’s preferences. Subsequently, 
fuzzy numbers can be used to handle the vagueness of the preferences. Through this 
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process, the qualitative terms can be incorporated in the mathematical model of the 
partner selection process.  
 
Considering , , ,CT TE QT RK and RP , the core issue is to select the best set of n  
candidates for the sub-project ( 1, 2,3.... )ip i n  minimizing the cost, risk and 
delivery time while maximizing the quality and reputation of the candidates. For 
the dominant enterprise, the selected best set of candidates should have the lowest 
cost and risk and the minimum delivery time while having the best quality and 
reputation. This is an NP-hard multi-objective optimization problem, and the 
optimization goals are as follows: 
min ( , , , )O D M LCT f C C C C ,  
min ( , , , , )du sq de ED ptTE f T T T T T ,  
max ( , , )QT f TL PF SV ,  
    min ( , , , , )RK f PS ES FH MF CP , and 
   max ( , , , )RP f PP FS EI CH . 
 
,  ,  ,   and CT TE QT RK RP
 
 are formed based on the components and factors as 
shown in Figure 2.2, which have been discussed and evaluated in the partner 
selection process. The various objectives 
{min ,min ,max min ,max }CT TE QT RK RP  can be rewritten as 
{min ,min , min ,min , min }CT TE QT RK RP  , i.e., 
min { , , , , }CT TE QT RK RP  .  
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In this research, min { , , , , }CT TE QT RK RP   can be evaluated by adding 
weights to each objective to simplify the problem, and the synthetic goal (the 
fitness function to be minimized later) can be derived as: 
     
   





( , , , ) ( , , , , )
( , , ) ( , , , , )
( , , , )
O D M L du sq de ED pt
Y CT TE QT RK RP
f C C C C f T T T T T
f TL PF SV f PS ES FH MF CP
f PP FS EI CH
































































when the candidate j is chosen for sub project p
H
when the candidate j is not chosen for sub project p
      
 
A constraint of the problem is 1 2 3 4 5 1         . Different weights will 
lead to different solutions. These weights can affect the solutions significantly. For 
the multi-objective optimization problem, there is no single optimal choice, and the 
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best solutions form a set.  
 
For the time sequence and the duration of the sub-projects, the following 
constraints are implemented. 
(1) The actual start time ist  of each sub-project ip  should not be earlier than 
the planned start time ST  of the entire project: , 1, 2,...,i nst ST i p   . 
(2) The end time ied  of each sub-project ip  should not be later than the 
planned end time ED  of the entire project: , 1, 2,...,i ned ED i p   . 
(3) The relation between the end time ied , the start time ist  and the processing 
time ipt  is as follows: i i ied st pt  . 
(4) The time sequence of the sub-projects should be satisfied: 1i ied st  . 
 
If 1ijH   and , 1, 2,...,i i nst CST i p   , , 1,2,...,i i ned CED i p   , the actual 
start time ist  and end time ied  of each sub-project ip  should fall in the same 
time slot [ , ]i iCST CED  provided by the candidates.  
 
This research problem is a typical multi-objective optimization problem, and the 
solutions to multi-objective optimization problems are in the form of alternative 
trade-offs with respect to the solution proximity and diversity. 
 





This research considers partner selection for a VE as a multi-criteria 
decision-making problem. Five factors, namely, , , ,CT TE QT RK and RP  form 
the main criteria, and they are further divided into corresponding sub-criteria 
illustrated in Figure 2.2.  
 
Two issues are addressed to analyze the relationships between the main criteria and 
their corresponding sub-criteria. The first issue is the relative importance of the 
main criteria and the sub-criteria, and the second is to describe the candidate 
enterprises numerically in the mathematical model considering the qualitative 
aspects. These two issues involve qualitative aspects. The assessment of the relative 
importance of the criteria and the numerical descriptions of the qualitative aspects 
are typically subjective and imprecise. In normal practice, a group of experts is 
formed by the dominant enterprise to handle these issues using linguistic 
representations. Linguistic representations are not numbers but words or sentences 
in a natural language; these terms are required to be transformed into numeric 
values for further processing. In this research, the fuzzy set theory is applied to 
obtain the numeric values of the linguistic representations.  
 
The fuzzy set theory was first introduced by (Zadeh 1965); it can mimic human 
reasoning in using approximate information and uncertainty to generate decisions. 
As a mathematical tool, the fuzzy set theory provides a proper way to handle the 
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uncertain and vague linguistic representations systematically and constructively. 
Using this theory, the linguistic variables are transformed into crisp numbers. 
 
2.4.1 Representation  of  the  Linguistic  Terms  using  Positive 
Triangular Fuzzy Numbers 
In fuzzy set theory, the triangular fuzzy number (TFN) technique is the most widely 
adopted technique to represent fuzzy numbers as it is easier to understand and use, 
and can be mapped easily to real situations to deal with ambiguity. A linguistic term 
can be expressed by a positive triangular fuzzy number (PTFN), M . 
1 2 3( , , )M f f f , where 1 2 3,    and  f f f  are the least possible values, the most 
possible value and the largest possible value respectively (Buyukozkan 2004, Chan 
et al. 2008, Percin 2008). When 1 2 3= f f f , it is a non-fuzzy number.  
 
The triangular fuzzy number technique is adopted in this research in the following 
aspects:  
(1) The representation of the linguistic terms to deal with the vagueness in the risk 
and reputation criteria, as well as the criteria comparison. 
(2) The evaluation of the qualitative assessments of the enterprises with respects 
to the criteria of risk and reputation. 
(3) Obtaining the weights of the main criteria and the weights of the sub-criteria. 
 
2.4.1.1 Representation of Main Criteria 
The criteria (  ,  ,  ,  and CT TE QT RK RP ) are compared with each other to obtain 
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their relative importance. The relative importance of the criteria with respect to 
each other is evaluated based on a 7-point scale, namely, ‘absolutely important’, 
‘very important’, ‘fairly important’, ‘equal’, ‘almost equal’, ‘fairly unimportant’, 
‘very unimportant’ and ‘absolutely unimportant’. These linguistic terms are 
numerically represented by the fuzzy numbers in Table 2.1 (Chan et al. 2008). The 







Figure 2.3 Triangular fuzzy number representation of the relative importance of 
the criteria (Chan et al. 2008) 
 


































Risk and reputation are the two important criteria for the evaluation of the 
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candidates. Similar to the representation of the main criteria discussed in Section 
2.4.1.1, the various aspects to evaluate the risk of cooperation and the reputation of 
an enterprise can be described using linguistic variables.  
 
The linguistic variables describe the qualitative aspects using words or sentences 
in a natural language. However, the linguistic variables are not directly operable 
mathematically. To cope with this difficulty, each linguistic variable is associated 
with a fuzzy number. The fuzzy number characterizes the meaning of each generic 
verbal term. In linguistics, fundamental atomic terms are often modified with 
adjectives (nouns) or adverbs (verbs) like barely, mostly, very, low, slight, 
more-or-less, fairly, slightly, almost, roughly, etc. These modifiers can be called 
‘linguistic hedges’ and the singular meaning of an atomic term can be modified or 
hedged from its original interpretation using these linguistic hedges (Zimmermann 
1991).  
 
In this research, the fundamental atomic terms to describe an enterprise can be 
defined by a set ( )x . ( )x  can represent good past performance, good financial 
status, good enterprise image and satisfactory cooperation history of the candidates 
and the dominant enterprise. It can also represent good political stability, good 
economy status of the region, good financial health, low market fluctuations and 
good competency of the candidate enterprise. The operations of the modifiers on 
the fundamental atomic terms   to represent different meanings are defined as 
follows:  6.5,7,7.5  , [Weakly very ] 1   , [very ] 2   , 
[Absolutely very ] 3   , [Weakly ] 1   , 
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[Weakly not ] 1 2     , [ ]not    , [Weakly not very ] 1   , 
[Very ] 2not     , [Absolutely  very ] 3not     . Hence, 
 ,   good x bad x     ( )x  represents the bad situations of all the listed terms. 
Thus, the triangular fuzzy conversion scale in Table 2.2 and Figure 2.4 can be 
obtained.  
 




worse Worse Weakly worse Bad Weakly bad 
PTFN scale (0.5, 1, 1.5) (1.5, 2, 2.5) (2.5, 3, 3.5) (3.5, 4, 4.5) (4.5, 5, 5.5) 
Linguistic 
scale Weakly good Good Weakly better Better Absolutely better 








Figure 2.4 The linguistic scale of the triangular numbers 
 
2.4.2 Synthetic Evaluation and Defuzzification 
To determine the relative importance (weights) of the main criteria and their 
corresponding sub-criteria, the various criteria have to be compared. Pairwise 
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comparison of these criteria is carried out in this research. The results of the 
pairwise comparison are stored in a matrix which is called the C matrix. The C 
matrix (a fuzzy matrix in this research) is used to represent the relative importance 
(weights) of the criteria. The C matrix can be evaluated by synthesizing the 
individual elements and components into an aggregate form to obtain the final 
weights of the main criteria and the sub-criteria(Timothy 2010).  
 
Let 1 2{ , ,..., ,..., }l oOS os os os os  represent an object set, 1, 2...l o . Besides, let 
1 2{ , ,..., ,..., }k gGS gs gs gs gs  be the goal set, 1, 2...k g . Each object los  can 
be used to perform an extent analysis against each goal in the goal set; next the g  
extent analysis values for object los  can be obtained as 
,1 ,2 ,, ,... 1, 2.., , .l l l gN N N l o . ,l kN  represents the value of the evaluation of the 
thl  object for the thk  goal. For the 
thl  object, the value of the fuzzy synthetic 
extent can be derived based on the method proposed by Chang (Chang 1996), 
given in Equation (2.7). 1 2 3( , , )





, , ,1 1 1
3 2 1
1 1 1 1 1 1
[ ]
1 1 1( , , ) ( , , )
g go
l l k l k
k l k
g g g
l k l k l k
g g go o o
l k l k l kk k k











     
  (2.7) 
 
In this research, the relative importance of the five main criteria, the relative 
importance of the four sub-criteria for reputation and the relative importance of 
the five sub-criteria for risk can be obtained using the synthetic evaluation process. 
Consider the five main criteria as an example, the elements in the object set 
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represent the five main criteria, and the elements in the goal set are also the main 
criteria. Each criterion in the object set will perform an extent analysis against 
each goal (it is also the main criterion) in the goal set respectively. Here, 
5o g  . Therefore, one can obtain five extent analysis values for the thl  
criterion, ,1 ,2 ,5, ,..., , 1, 2...5l l lN N N l  .  
 
According to Equation (2.7), 
5 5 5
, , ,
1 2 3 5 5 5 5 5 5
, , ,1 1 1
3 2 1
1 1 1 1 1 1
1 1 1( , , ) ( , , )l l k l k l k
l k l k l kk k k
l k l k l k
F n n n
n n n  
     
      
,
 for the 
sub-criteria under reputation and risk, 4o g   and 5o g   respectively. The 
same process can be applied to obtain lF .  
 
After the synthesized fuzzy number lF  has been obtained, its fuzzy value can be 
transformed into a non-fuzzy value using the centroid method (Yager 1980, 
Timothy 2010). The centroid method is also called the centre of area or centre of 
gravity method. It generates the centre of gravity of the possibility distribution. By 













, where a fuzzy 
set M  is the function ( )M x  that carries M  into [0,1]. For the triangular fuzzy 
number lF , the numeric value after defuzzification is given as Equation (2.8).  
 1 2 3( ) / 3
l l l lF f f f          (2.8) 
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After the defuzzification process, the non-fuzzy weights of the criteria are 
1 2 3( , , ... )g TW F F F F . The weights are normalized using Equation (2.9).   
 1 2 3
1
( , , ... ) 1, 2,3,....gg T k
k
NW F F F F F k g      (2.9) 
 
After normalization, the elements in NW  represent the weights of the criteria. In 
this research, the weights of the main criteria (cost, time, quality, risk and 
reputation) are determined through this process. In addition, the weights of the 
sub-criteria under each of the main criteria are also determined using the same 
method.  
 
To demonstrate this proposed method, an example is given next to illustrate the 
determination of the weights of the sub-criteria under the main criterion of risk, and 
the determination of the evaluation data of the candidates considering the 
sub-criteria of risk. As discussed earlier, the risk criterion consists of five 
sub-criteria. First, the linguistic expression of the relative importance of each 
sub-criterion against each other is obtained. The details are shown in Table 2.3. 
Next, the C matrix of the sub-criteria with respect to each other is obtained using 
the fuzzy numbers in Table 2.1, and this is shown in Table 2.4. 
 
According to Equation (2.7), 
1 1(5.56,6.66,7.80) (40.33,33.74,27.9) (0.14,0.20,0.28)RKF
    
2 1(8.90,10.5,12.17) (40.33,33.74,27.9) (0.22,0.31,0.44)RKF
    
3 1(5.07,6.50,8.17) (40.33,33.74,27.9) (0.13,0.19,0.29)RKF
    
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4 1(2.75,3.33,4.24) (40.33,33.74,27.9) (0.07,0.10,0.15)RKF
    
5 1(5.62,6.75,7.95) (40.33,33.74,27.9) (0.14,0.20,0.28)RKF
    
 
Table 2.3 Linguistic expressions of sub-criteria of risk with respect to each other 
Objective PS  ES  FH  MF  CP  
PS  Equal Very unimportant Fairly important Very important Very unimportant 
ES  Very important Equal Fairly unimportant Fairly important Absolutely important 
FH  Fairly unimportant Fairly important Equal Almost equal Fairly important
MF  Very unimportant Fairly unimportant Almost equal Equal Fairly unimportant 
CP  Very important Absolutely unimportant Fairly unimportant Fairly important Equal 
 
Table 2.4 C matrix of the sub-criteria of risk with respect to each other 
Objective PS  ES  FH  MF  CP  Weight 
PS  (1.0, 1.0, 1.0) (0.28, 0.33, 0.4) (1.5, 2.0, 2.5) (2.5, 3.0, 3.5) (0.28, 0.33, 0.4) 0.20 
ES  (2.5, 3.0, 3.5)  (1.0, 1.0, 1.0) (0.4, 0.5, 0.67) (1.5, 2.0, 2.5) (3.5, 4.0, 4.5) 0.30 
FH  (0.4 ,0.5, 0.67) (1.5, 2.0, 2.5) (1.0, 1.0, 1.0) (0.67, 1.0, 1.5) (1.5, 2.0, 2.5) 0.19 
MF  (0.28, 0.33, 0.4) (0.4, 0.5, 0.67) (0.67, 1, 1.5) (1.0, 1.0, 1.0)  (0.4, 0.5, 0.67) 0.11 
CP  (2.5, 3.0, 3.5)  (0.22, 0.25, 0.28) (0.4, 0.5, 0.67) (1.5, 2.0, 2.5) (1.0, 1.0, 1.0) 0.20 
 
Using Equation (2.8), the weights are 1 0.21,RKF   2 0.32,RKF   3 0.20,RKF   
4 0.11,RKF   and 5 0.21RKF  . After normalization using Equation (2.9), the final 
weight vector to evaluate the risk of selecting an enterprise is 
(0.21,0.32,0.20,0.11,0.21) (0.20,0.30,0.19,0.11,0.20)
(0.21 0.32 0.20 0.11 0.21)
T
TNW      , where 
1 2 3 4 50.20, 0.30, 0.19, 0.11, 0.20
RK RK RK RK RKw w w w w     .  
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To evaluate the candidates considering the sub-criterion of risk, the triangular fuzzy 
conversion scale in Table 2.2 is used. In this example, it is assumed that there are 
three candidates bidding for the sub-project 1p . The linguistic evaluation of the 
candidates is shown in Table 2.5, and the corresponding fuzzy number 
representation is listed in Table 2.6. 
 
Table 2.5 The linguistic evaluation of the candidates bidding for project 1p  
based on sub-criteria of RK  
Candidates PS  ES  FH  MF  CP  
P11 Weakly worse Worse Absolutely 
worse 
Worse Weakly bad 
P12 Absolutely 
worse 
Worse Bad Weakly worse Worse 
P13 Weakly worse Bad Good Weakly bad Weakly better 
 
Table 2.6 The fuzzy representation of the candidates bidding for project 1p  
based on sub-criteria of RK  
Candidates PS  ES  FH  MF  CP  
P11 (2.5,3,3.5) (1.5,2,2.5) (0.5,1,1.5)  (1.5,2,2.5) (4.5,5,5.5) 
P12 (0.5,1,1.5) (1.5,2,2.5) (3.5,4,4.5)  (2.5,3,3.5) (1.5,2,2.5) 




ACO optimization is an AI technique. It is a search-based algorithm for solving 
NP-hard combinatorial optimization problems (Dorigo et al. 1996, Dorigo et al. 
1999). The first form of ACO, namely, the Ant System (AS) (Colorni et al. 1992) is 
based on the foraging behavior observed in a real ant colony. The cooperation of 
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ants and the way they find the shortest routes efficiently have been formulated into 
an algorithm to solve combinatorial optimization problems.  
 
To adopt this algorithm for partner selection, each path in the ACO followed by an 
ant is associated with a candidate solution for the given criteria. Each ant deposits 
its pheromone on the path it follows; the amount of pheromone deposited is 
proportional to the quality of the corresponding candidate solution for the problem. 
The ants are prone to choose path(s) with a larger amount of pheromone. Thus, the 
ants will converge to a shorter path, which is expected to be the optimum or 
near-optimum solution for the target problem after several iterations.  
 
During a search process, each ant finds a route according to the probability in 
Equation (2.10).  
 
_
1[ ] [ ]















        (2.10) 





















ijd Y . 
 
( )tijp k  is the probability for an ant to travel from node i to node j at 
tht  iteration; 
i jd  is the heuristic distance between nodes i and j; ρ is the evaporation coefficient, 
which is a real number between 0 and 1.0; ti j  is the quantity of the pheromone on 
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the edge connecting nodes i and j at the tht  iteration; ti j  is the quantity of the 
increased pheromone on the edge connecting nodes i and j at the tht  iteration; 
( )tij k  is the quantity of the increased pheromone on the edge connecting nodes i  
and j  at the tht  iteration by the ant k ; Q  is a constant representing the total 
quantity of the pheromone on a route; tY  is the fitness function of the partner 
selection;   is the relative importance of the trial, 0  ;   is the relative 
importance of the visibility, 0  . 
 
2.5.2 Enhanced ACO for Partner Selection 
The moving sequence of the ant as follows: firstly, the ant k  at time t  chooses 
one enterprise in the enterprise set iNS ; next, it chooses another enterprise to visit 
in the enterprise set jNS  according to the probability i jp . Many constraints are 
involved in this moving process:  
1) For each sub-project ( 1, 2... )ip i n , the corresponding partner must be selected 
from the ica  enterprises bidding for the sub-project.  
2) One enterprise may bid for more than one sub-project, and it is assumed that 
one enterprise can only work on one sub-project at one time. Special attention 
must be made to ensure the availability of the enterprise. If one enterprise has 
been chosen for sub-project ip , it cannot be selected for another sub-project 
jp  unless sub-project ip  has been completed. 
 
There are two check lists that have been designed to ensure the correct movement 
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of the ants to fulfill the above two requirements. They are NSikCheck  and 
( )NSikCheck r . These check lists force each ant to satisfy the constraints while 
visiting all the n different enterprise sets and choose only one enterprise in each 
enterprise set. NSikCheck  consists of all the sets already visited by ant k at time t , 
and the maximum length of this check list is n . When one enterprise in set iNS  
has been chosen, the ants can skip this set and move to the next one; at the same 
time, the index number of the set is put in NSikCheck . After the ant finishes one tour, 
NSi
kCheck  is emptied to begin the next round. This mechanism forbids the ants to 
visit this set again before a tour has been completed. ( )NSikCheck r  consists of all 
the enterprises chosen by ant k  at time t , and its maximum length is also n . 
When selecting one enterprise, the ant first checks ( )NSikCheck r  to ensure the time 
constraints and the capacity are not violated as an enterprise cannot be chosen again 
before it completes the earlier sub-projects. After being chosen, the enterprise index 
is added to ( )NSikCheck r . The check list ( )
NSi
kCheck r  is also used to mark the 
chosen enterprises for evaluating the objective function. After a tour has been 
completed, the trail intensity can be updated to guide the next tour; the two check 
lists are emptied and the ant is free again to choose in the next cycle.  
 
2.5.3 The Need to Improve ACO 
Although ACO has good ability to solve large-scale partner selection problems, it 
is prone to converge in the early stage and become trapped in the local optimum. 
After the search process, the solutions obtained should be of good proximity and 
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diversity. Good proximity means that the algorithm can obtain good solutions that 
are near optimum. Good diversity means that the algorithm is capable of obtaining 
solutions that are diversely distributed.  
 
2.5.3.1 Fixed Moving Sequence 
Several constraints are added to guide the tour of the ants. The moving sequence of 
the ants is fixed based on the numerical order of the sub-projects. First, the ant 
chooses one bidder from an enterprise set 1NS  for sub-project 1 according to the 
probability defined in Equation (2.10). Next, it selects one bidder for sub-project 2 
in set 2NS . The ants continue to travel until one bidder is selected for each of the 
sub-projects. During the search process, instead of randomly putting the ants in the 
sub-projects, all the ants accumulate in one set to evaluate the candidates in each 
step; the choice of ant k  in set jNS  is dependent on ( )
t
ijp k . The probability 
( )tijp k  is obtained through the positive feedback of the choices of the ants and their 
tours. Thus, it is likely to happen that one candidate is being selected all the time 
while the other candidates have no chance to be selected. Thus, the diversity of the 
choices should be guaranteed.  
 
2.5.3.2 Strong Dependence on the Parameters 
There are several parameters in the original ACO, such as ,  ,  ,  Q   . The values 
of these parameters greatly affect the performance of ACO. For example, if the 
effect of one parameter dominates the entire search process, its effect can be 
strengthened rapidly through the positive feedback mechanism. This phenomenon 
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may affect the algorithm such that it cannot search thoroughly and the solution is 
trapped in the local optima. To achieve a good performance, the effects of these 
parameters should be balanced. Therefore, one crucial requirement is that no 
singular parameter should dominate the search process.  
 
Assigning balanced values to the parameters is of crucial importance. However, the 
tuning of values of these parameters is not straightforward in real situations. A good 
approach to improve the search accuracy of ACO is to weaken its dependence on 
the parameter values. Two methods are proposed to improve the ACO to obtain 





In the original ACO,
 
each ant finds a route according to the probability calculated 
based on tij  and tij , and the parameters   and   control the relative 
importance of the trail versus visibility. The probability of choosing candidates for 
the projects is a trade-off between the visibility and the trail intensity of the ants at 
time t. The smaller the costs, the higher are the probabilities of the candidates being 
chosen. The more times the ants have been chosen in the earlier tours, the higher is 
the probability of the candidates being selected again. Thus, ACO is a typical 
greedy constructive heuristic. A situation may exist where the probability of 
choosing one candidate is much higher than the other candidates, and the 
probability is strengthened with positive feedback, such that the local optima occur. 
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One modification is to include randomness in the probability so as to generate 
dispersed solutions.  
 
The modified probability can be calculated according to Equation (2.11).  
 
_
1[ ] [ ]






i jj allowed nodes
d









ijd Y   (2.11) 
 
In Equation (2.11), (0,1)U  is the uniformly distributed pseudo-random numbers 
which values are between 0 and 1. ww  is the randomness coefficient. jca  is the 
total number of candidates for the thj  sub-project. Selection is made after adding 













. ( )tij k  is 
the quantity of the increased pheromone on the edge connecting sub-projects i  and 
j  at the tht iteration of the ant k ; Q  is a constant representing the total quality of 
the pheromone on a route. ( )tij k  is greatly affected by the constant Q . Thus, it 
is important to monitor the effect of Q . The modified intensity updating scheme is 
directly related to the mean pheromone trail on a particular route, and this can 
decrease the effects of the parameter Q  as shown in Equation (2.12).  
























  is the mean of the pheromone trail from sub-project i to sub-project j. 
s  is a coefficient representing the effects of the mean of the pheromone trail, and 
0 1s  .  
 
2.6 Experiments 
Two experiments have been designed and conducted to evaluate the performance of 
the enhanced ACO. The entire procedure is shown in Figure 2.5. In the first 
experiment, the enhanced ACO is applied to a large scale partner selection problem. 
The aim is to test the ability of the enhanced ACO for solving large scale problems 
and determine the suitable number of ants to be used in the enhanced ACO. In the 
second experiment, the effect of the total number of candidates on the performance 
of the enhanced ACO is evaluated, and the suitable number of ants found in the first 
experiment is used.  
 
Three types of information are obtained first in order to conduct the experiments:  
(1) The quantitative factors: The quantitative information, such as cost, quality and 
time, is expressed as numbers. In this research, the experimental data for cost, 
quality and time are uniformly distributed pseudo-random numbers generated by 
the computer within the range of [1,10]. The data range is designed as [1,10] 
Chapter 2 An Enhanced Ant Colony Optimizer for Multi-Attribute Partner Selection in Virtual Enterprises  
-44- 
 
because the least possible value 1f  and the largest possible value 3f used for 





















































ct P1 P2 P3 P4 
Candidat
e 1 2 3 1 2 3 1 2 3 4 5 1 2 3 
Cost 6.2 6.7 8.7 6.2 4.5 8.1 6.9 3.9 7.2 5.7 6.1 5.7 4.5 9 
Time 9.4 8.2 7.2 8.3 5.6 6.6 5.8 6.4 3.4 6.7 3.3 6.2 4.8 5.1 

































ct P5 P6 P7 
Candidat
e 1 2 3 4 1 2 3 4 5 1 2 3 4 5 
Cost 6.2 6.7 8.7 5.8 7.2 4.5 8.1 9.3 4.4 9.4 6.9 8 4.7 6.3 
Time 9.4 8.2 7.2 7.7 8.3 5.6 6.5 3.3 8.2 7 6.4 3.4 6.7 4.9 













































Objective P11 P12 P13 P21 P22 P23 P31 
PS  (2.5,3,3.5) (0.5,1,1.5) (2.5,3,3.5) (0.5,1,1.5) (5.5,6,6.5) (2.5,3,3.5) (2.5,3,3.5) 
ES  (1.5,2,2.5) (1.5,2,2.5) (3.5,4,4.5) (7.5,8,8.5) (7.5,8,8.5) (1.5,2,2.5) (1.5,2,2.5) 
FH  (0.5,1,1.5) (3.5,4,4.5) (6.5,7,7,5) (6.5,7,7,5) (9.5,10,10 ) (3.5,4,4.5) (1.5,2,2.5) 
MF  (1.5,2,2.5) (2.5,3,3.5) (4.5,5,5.5) (3.5,4,4.5) (8.5,9,9.5) (4.5,5,5.5) (4.5,5,5.5) 
CP  (4.5,5,5.5) (1.5,2,2.5) (7.5,8,8.5) (5.5,6,6.5) (8.5,9,9.5) (1.5,2,2.5) (1.5,2,2.5) 
PP  (4.5,5,5,5) (7.5,8,8.5) (7.5,8,8.5) (8.5,9,9.5) (7.5,8,8.5) (0.5,1,1.5)  (4.5,5,5.5) 
FS  (2.5,3,3.5) (6.5,7,7.5) (8.5,9,9.5) (9.5,10,10 ) (8.5,9,9.5)  (3.5,4,4.5) (7.5,8,8.5) 
EI  (3.5,4,4.5) (6.5,7,7.5) (7.5,8,8.5) (8.5,9,9.5) (9.5,10,10 ) (5.5,6,6.5) (5.5,6,6.5) 
CH  (4.5,5,5.5) (7.5,8,8.5) (2.5,3,3.5) (7.5,8,8.5) (2.5,3,3.5) (7.5,8,8.5) (6.5,7,7,5) 
Objective P32 P33 P34 P35 P41 P42 P43 
PS  (0.5,1,1.5) (3.5,4,4.5) (0.5,1,1.5) (5.5,6,6.5) (2.5,3,3.5) (7.5,8,8.5) (6.5,7,7,5) 
ES  (3.5,4,4.5) (7.5,8,8.5) (1.5,2,2.5) (6.5,7,7,5) (3.5,4,4.5) (4.5,5,5.5) (6.5,7,7,5) 
FH (2.5,3,3.5) (2.5,3,3.5) (2.5,3,3.5) (7.5,8,8.5) (1.5,2,2.5) (5.5,6,6.5) (2.5,3,3.5) 
MF  (1.5,2,2.5) (4.5,5,5.5) (1.5,2,2.5) (9.5,10,10 ) (4.5,5,5.5) (1.5,2,2.5) (5.5,6,6.5) 
CP  (0.5,1,1.5) (5.5,6,6.5) (2.5,3,3.5) (3.5,4,4.5) (1.5,2,2.5) (0.5,1,1.5) (1.5,2,2.5) 
PP  (6.5,7,7,5) (0.5,1,1.5) (8.5,9,9.5) (4.5,5,5.5) (6.5,7,7,5) (1.5,2,2.5) (3.5,4,4.5) 
FS  (7.5,8,8.5) (1.5,2,2.5) (9.5,10,10 ) (5.5,6,6.5) (7.5,8,8.5) (2.5,3,3.5) (5.5,6,6.5) 
EI  (7.5,8,8.5) (2.5,3,3.5) (8.5,9,9.5) (6.5,7,7,5) (2.5,3,3.5) (1.5,2,2.5) (7.5,8,8.5) 
CH  (3.5,4,4.5) (1.5,2,2.5) (5.5,6,6.5) (3.5,4,4.5) (7.5,8,8.5) (1.5,2,2.5) (2.5,3,3.5) 
Objective P51 P52 P53 P54 P61 P62 P63 
PS  (8.5,9,9.5) (0.5,1,1.5) (0.5,1,1.5) (9.5,10,10 ) (0.5,1,1.5) (2.5,3,3.5) (2.5,3,3.5) 
ES  (5.5,6,6.5) (2.5,3,3.5) (1.5,2,2.5) (8.5,9,9.5) (1.5,2,2.5) (5.5,6,6.5) (5.5,6,6.5) 
FH  (3.5,4,4.5) (0.5,1,1.5) (3.5,4,4.5) (9.5,10,10 ) (2.5,3,3.5) (7.5,8,8.5) (4.5,5,5.5) 
MF  (6.5,7,7,5) (1.5,2,2.5) (6.5,7,7,5) (7.5,8,8.5) (4.5,5,5.5) (6.5,7,7,5) (3.5,4,4.5) 
CP  (8.5,9,9.5) (1.5,2,2.5) (1.5,2,2.5) (8.5,9,9.5) (1.5,2,2.5) (7.5,8,8.5) (1.5,2,2.5) 
PP  (2.5,3,3.5) (0.5,1,1.5) (7.5,8,8.5) (9.5,10,10 ) (7.5,8,8.5) (8.5,9,9.5) (1.5,2,2.5) 
FS  (3.5,4,4.5) (4.5,5,5.5) (4.5,5,5.5) (8.5,9,9.5) (4.5,5,5.5) (6.5,7,7,5) (4.5,5,5.5) 
EI  (5.5,6,6.5) (5.5,6,6.5) (5.5,6,6.5) (8.5,9,9.5) (5.5,6,6.5) (3.5,4,4.5) (5.5,6,6.5) 
CH  (0.5,1,1.5) (0.5,1,1.5) (6.5,7,7,5) (7.5,8,8.5) (2.5,3,3.5) (6.5,7,7,5) (3.5,4,4.5) 
Objective P64 P65 P71 P72 P73 P74 P75 
PS  (0.5,1,1.5) (2.5,3,3.5) (0.5,1,1.5) (7.5,8,8.5) (1.5,2,2.5) (8.5,9,9.5) (3.5,4,4.5) 
ES (0.5,1,1.5) (0.5,1,1.5) (2.5,3,3.5) (4.5,5,5.5) (2.5,3,3.5) (9.5,10,10 )  (8.5,9,9.5) 
FH (0.5,1,1.5) (1.5,2,2.5) (4.5,5,5.5) (5.5,6,6.5) (1.5,2,2.5) (7.5,8,8.5) (8.5,9,9.5) 
MF  (3.5,4,4.5) (2.5,3,3.5) (6.5,7,7,5) (9.5,10,10 ) (3.5,4,4.5) (9.5,10,10 ) (6.5,7,7,5) 
CP  (0.5,1,1.5) (0.5,1,1.5) (5.5,6,6.5) (7.5,8,8.5) (5.5,6,6.5) (8.5,9,9.5) (7.5,8,8.5) 
PP  (3.5,4,4.5) (7.5,8,8.5) (6.5,7,7,5) (2.5,3,3.5) (6.5,7,7,5) (6.5,7,7,5) (7.5,8,8.5) 
FS  (1.5,2,2.5) (6.5,7,7,5) (5.5,6,6.5) (1.5,2,2.5) (2.5,3,3.5) (9.5,10,10 ) (6.5,7,7,5) 
Performance data of qualitative 
objectives in TFNs






Objective O1 Cost  O2 Time O3 Quality O4 Risk O5 Reputation Weight 
O1 (1.0,1.0,1.0) (2.5,3.0,3.5) (1.5,2.0,2.5) (2.5,3.0,3.5) (2.5,3.0,3.5) 0.35 
O2 (0.28,0.33,0.4) (1.0,1.0,1.0) (1.5,2.0,2.5) (1.5,2.0,2.5) (3.5,4.0,4.5) 0.28 
O3 (0.4,0.5,0.67) (0.4,0.5,0.67) (1.0,1.0,1.0) (0.67,1.0,1.5) (1.5,2.0,2.5) 0.15 
O4 (0.28,0.33,0.4) (0.4,0.5,0.67) (0.67,1,1.5) (1.0,1.0,1.0) (1.5,2.0,2.5) 0.14 
O5 (0.28,0.33,0.4) (0.22,0.25,0.28) (0.4,0.5,0.67) (0.4,0.5,0.67) (1.0,1.0,1.0) 0.08 
 Objective PS  ES  FH  MF  CP  Weight 
PS  (1.0,1.0,1.0) (0.28,0.33,0.4) (1.5,2.0,2.5) (2.5,3.0,3.5) (0.28,0.33,0.4) 0.20 
ES  (2.5,3.0,3.5)  (1.0,1.0,1.0) (0.4,0.5,0.67) (1.5,2.0,2.5) (3.5,4.0,4.5) 0.30 
FH  (0.4,0.5,0.67) (1.5,2.0,2.5) (1.0,1.0,1.0) (0.67,1.0,1.5) (1.5,2.0,2.5) 0.19 
MF  (0.28,0.33,0.4) (0.4,0.5,0.67) (0.67,1,1.5) (1.0,1.0,1.0)  (0.4,0.5,0.67) 0.11 
CP  (2.5,3.0,3.5)  (0.22,0.25,0.28) (0.4,0.5,0.67) (1.5,2.0,2.5) (1.0,1.0,1.0) 0.20 
 
Objective PP   FS  EI  CH  Weight 
PP  (1.0,1.0,1.0) (2.5,3.0,3.5) (1.5,2.0,2.5) (2.5,3.0,3.5) 0.39 
FS  (0.28,0.33,0.4) (1.0,1.0,1.0) (1.5,2.0,2.5) (2.5,3.0,3.5) 0.27 
EI  (0.4,0.5,0.67) (0.4,0.5,0.67) (1.0,1.0,1.0) (3.5,4.0,4.5) 0.26 






































































































Time sequence/duration considered 
 All criteria 
included










Project 1 3 3 1 1 3 1 
Project 2 5 6 6 5 5 5 
Project 3 8 8 10 10 8 10 
Project 4 13 14 13 13 13 13 
Project 5 18 17 17 15 15 17 
Project 6 19 22 19 19 19 22 
Project 7 27 27 27 27 24 27 
MinY 20.687 4.166 8.04 27.804 15.862 24.985 
Time sequence/duration excluded 
   All criteria 
included
 CT   
excluded 
TE   
excluded 
QT   
excluded 
RK   
excluded 
RP   
excluded 
Project 1 2 2 2 2 1 2 
Project 2 5 6 5 5 6 5 
Project 3 9 9 9 9 10 8 
Project 4 13 12 13 13 13 13 
Project 5 18 17 16 15 16 16 
Project 6 19 22 20 20 23 20 
Project 7 27 27 28 14 27 25 
MinY 19.954 4.133 7.709 27.337 14.622 24.155 
 
Selected partners
Performance data for 
quantitative objectives
 
Figure 2.5 The experimental procedure 
 
(2) The qualitative aspects: The qualitative aspects are described in linguistic 
terms as discussed in Section 2.4.1.2. To generate the fuzzy numbers for the risk 
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and reputation criteria, uniformly distributed random integers ranging [1,10] are 
generated to represent the most feasible value 2f . Using Table 2.2, the triangular 
numbers can be found.  
 
(3) The relative importance of the criterion over another: Based on TFN in Table 
2.1, a comparison matrix of the relative importance is generated, then the results 
of this matrix is synthesized by aggregating each individual element and 
component into an aggregate form. After the centroid method has been applied, 
and after the normalization, the crisp weights can be obtained. 
 
2.6.1 Parameter Selection 
Several parameters have to be defined in order to validate the enhanced ACO. The 
parameters used in the enhanced ACO algorithm are summarized in Table 2.7, and 
the enhanced ACO algorithm is executed using these values. The trail and visibility 
are of equal importance, i.e., 1    and the trail persistence   is set as 0.5 
(Dorigo et al. 1996). The range of each parameter ww  and s  is obtained 
approximately based on the meanings they represent, and their values are obtained 
as follows.  
 
When selecting a candidate from the sub-project set jNS , the value of the 
probability ( )tijp k  has a magnitude of ( 1/ jca ). Thus, when randomness is 
introduced to the probability, it should be of the same magnitude (1/ jca ) in order to 
have a direct effect on ( )tijp k . Here, jca  is the total number of candidates for the 
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thj  sub-project. 
(1) Given (0,1) [0,1]U   and [0,10]ww , ww  is changed from 1, 2, 3 … to 10. 
It was found that when 2ww  , the best results are generated. 
(2) s  represents the effects of the mean of the pheromone trail, and determines 
the percentage of the mean pheromone trail adopted to affect ( )tij k , and 
0 1s  . When s  is changed from 0.1, 0.2, 0.3 … to 1.0, it is found that 
when 0.2s   and 2ww  , the best results can be obtained in the shortest 
time.  
 
Table 2.7 The parameters in the enhanced ACO algorithm 
Parameter       ww  s  
Value 1 1 0.5 2 0.2 
 
2.6.2 First Experiment 
In this experiment, 20 sub-projects are considered, and there are a total of 130 
candidates bidding for these sub-projects. This is a large-scale problem that cannot 
be solved easily due to its complexity. The performance data of each candidate are 
generated randomly using computers. This same set of data is used in the original 
ACO and the enhanced ACO algorithms. The parameters and the input data are the 
same for both the original and enhanced ACO algorithms, while the number of ants 
is changed to find the most suitable number to be used.  
 
The results of the experiments are shown in Figure 2.6, Figure 2.7, Figure 2.8 and 
Figure 2.9, where the performance of the original ACO as well as the enhanced 
ACO for five ants and ten ants are plotted. The tour length of each ant is plotted 
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against the number of cycles (NC). The dashed curves of different colors show the 
tours of the different ants. The black line shows the minimum tour length found 
by the ant population during each cycle. It can be observed from the graphs that 
the ants can find the best set of candidates for the sub-projects using the enhanced 
ACO while the original ACO can be trapped easily in local optima. The search 
was much slower in the case when five ants were used as compared to that of ten 
ants in the enhanced ACO. In the enhanced ACO algorithm, when five ants were 
used, the ants needed about 300 cycles to converge to steady state, while it took 
about 160 cycles for ten ants to converge in the same tour. This is because when 
the number of ants is small, more time is required to accumulate the pheromone. It 
can be concluded that as the number of ants increases, the search time will 
decrease. The optimal number of ants is analyzed in the subsequent paragraphs.   




Figure 2.6 Performance of the original ACO (5 ants, 130 candidates) 
 
Figure 2.7 Performance of the original ACO (10 ants, 130 candidates) 




Figure 2.8 Performance of the enhanced ACO (10 ants, 130 candidates) 
 




Figure 2.9 Performance of the enhanced ACO (10 ants, 130 candidates) 
 
Figure 2.10 and Figure 2.11 show the results of the enhanced and original ACO 
algorithms when the number of ants was increased to 20. The results show that the 
enhanced ACO algorithm can successfully find the best tour and the search speed 
is much faster as compared to those in Figure 2.8 and Figure 2.9. However, the 
original ACO algorithm can be trapped easily in the local optima and converges to 
local optima in the early stage.  
 




Figure 2.10 Performance of the original ACO (20 ants, 130 candidates) 
 
The number of ants was increased to 30, and the corresponding results are shown in 
Figure 2.12 and Figure 2.13. The results in Figure 2.12 and Figure 2.13 show that 
the enhanced ACO algorithm can find the best set of candidates while the original 
ACO fails to do so.  
 




Figure 2.11 Performance of the enhanced ACO (20 ants, 130 candidates) 
 
The effect of the number of ants on the convergence speed is shown in Figure 2.14. 
It can be seen that the number of ants greatly affect the search efficiency. When the 
number of ants increases, the convergence speed increases. However, there is a 
limit. It can be seen from Figure 2.14 that 20 ants is the pivotal point. If the number 
of ants is less than 20, the search speed can be rapidly increased through increasing 
the number of ants. However, when the number of ants is larger than 20, the search 
speed does not improve significantly with the increase in the number of ants. 
 




Figure 2.12 Performance of the original ACO (30 ants, 130 candidates ) 
 




Figure 2.13 Performance of enhanced ACO (30 ants, 130 candidates ) 
 
 
Figure 2.14 Effect of number of ants on the convergence speed (130 candidates) 
 




The main objective of the second experiment is to explore the effect of the project 
complexity on the original and the enhanced ACO algorithms. When the number of 
candidates increases, the project becomes more complicated. The parameters are 
the same as that used in the first experiment, and the number of ants is fixed at 20. 
In this experiment, the enhanced ACO algorithm can find the best set of solutions. 
Since the data used in the experiments remains the same, the ants can find the same 
best point eventually although different ants may choose different tours at the 
earlier stage. The effect of the number of candidates on the convergence speed (20 
ants) is shown in Figure 2.15. When the complexity of the problem increases, more 
time is needed for the ants to find the best tour. 
 
 
Figure 2.15 Effect of number of candidates on the convergence speed (20 ants) 
 
 




This thesis focuses on the VE creation phase. A general and flexible process to 
select partners for different partner selection scenarios is presented in this research. 
Specifically, an enhanced ACO method is proposed for the dominant enterprise to 
choose its partners. The enhanced ACO takes advantage of its own strengths with 
special requirements. Five aspects are considered for evaluating the candidates, 
namely, time, cost, quality, reputation and risk. The decision maker can tune the 
criteria, objectives and constraints of the project to obtain a satisfactory solution 
according to his/her preference. Experiments have been conducted to evaluate the 
enhanced ACO algorithm. The results show that the enhanced ACO algorithm can 
obtain results with better search accuracy and computation time. Several 
observations can be drawn from the experimental results. 
(1) With a fixed project complexity, the number of ants greatly affects the search 
efficiency of the enhanced ACO. When the number of ants increases, the 
convergence speed increases. However, the convergence speed tends to taper 
off after exceeding a certain number of ants, and in this case, it is around 20.  
(2) When the complexity of the problem increases, more time is needed for the 
ants to find the best tour. 
 
The enhanced ACO optimization algorithm can be used as a black box, where the 
decision maker only needs to define his/her preference through specifying the 
search objectives, constraints and weights to confine the search, and the algorithm 
can be used to obtain the optimal set of partners. 
 







Before partnership selection is conducted, master schedules should be generated 
first to plan the subprojects. Guided by this project master schedule, the dominant 
enterprise initiates auction and bidding processes to select the partners considering 
five criteria (Cost, Quality, Time, Risk and Reputation), and the requirements 
stated in the master schedule formulate the “Time” criterion. After selecting the 
best set of enterprises, a VE is formed, and the jobs are dispatched to each 
member enterprise. Next, generating effective and efficient schedules to realize 
the full potential of the resources in each member enterprise is essential. Therefore, 
scheduling methodology is explored in this chapter. 
 
3.1. Introduction 
Scheduling aims to allocate resources (such as machine tools) optimally to a set of 
tasks while meeting multiple constraints and objectives. The Job Shop Scheduling 
Problem (JSSP) is a type of scheduling problem that has been well studied since 
1960s in both the academia and the industry. JSSP aims to formulate an optimal 
schedule, which is an assigned order of all the operations on the production 
equipment. In a job shop, machine tools are structured according to their 
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functionalities, where machines with similar or same functionality are grouped to 
form work-centers. Usually, the machines in a job shop are general-purpose 
equipment that can perform a large variety of operations.  
 
JSSP is a typical NP-hard optimization problem which is difficult to find the exact 
solution within a reasonable computation time (Garey et al. 1976). There are two 
widely used approaches for solving JSSP, namely, the exact methods and the 
heuristic methods. Exact methods, such as mathematical approaches and dynamic 
programming, are computationally intensive and can only solve small-scale 
problems. Heuristic methods are used to find near-optimal solutions within limited 
computational time. They usually aim to find a “good” solution instead of an 
optimal one. Meta-heuristics are high-level heuristics. For solving difficult 
combinatorial optimization problems, meta-heuristics has been proven to be one of 
the most powerful heuristic approaches (Hartmann and Kolisch 2000). The most 
popular meta-heuristics used to solve the JSSP in recent years include the Tabu 
Search method (TS) (Pezzella and Merelli 2000), Genetic Algorithm (GA) (Vilcot 
and Billaut 2008, Hong et al. 2009, Pan and Han-Chiang 2009, De Giovanni and 
Pezzella 2010), Simulated Annealing (SA) (Suresh and Mohanasundaram 2006), 
Ant Colony Optimizer (ACO) (Blum and Sampels 2004, Seo and Kim 2010), 
Shifting Bottleneck (SB) (Balas and Vazacopoulos 1998), Artificial Neural 
Networks (ANN)(Adibi et al. 2010) and Particle Swarm Optimization (PSO) (Ge 
et al. 2008, Zhang et al. 2009, Lin et al. 2010, Sha and Lin 2010).  
 
In 2007, another promising meta-heuristics called Intelligent Water Drops (IWD) 
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algorithm was proposed (Shah-Hosseini 2007). IWD algorithm is the most recent 
swarm-based nature-inspired optimization algorithm. IWD algorithm has found 
successful applications in several optimization problems, such as the Travelling 
Salesman Problem (TSP) (Shah-Hosseini 2007, Shah-Hosseini 2009a), robot path 
planning problem (Duan et al. 2008, Duan et al. 2009), n-queen puzzle 
(Shah-Hosseini 2009a) and the Multi-dimensional Knapsack Problem (MKP) 
(Shah-Hosseini 2009b, Shah-Hosseini 2009a). The experimental results of these 
research work demonstrate that the IWD algorithm is very promising for solving 
optimization problems, and more research is required to improve its efficiency 
or/and adapt it to other engineering problems.  
 
In this research, the original IWD algorithm is successfully customized to solve the 
JSSP problem. To the best of the author’s knowledge, it is the first research work on 
the application of the IWD algorithm to solve JSSP. In this research, the original 
IWD algorithm is improved through five schemes, namely, (1) Diverse soil and 
velocity initialization is employed to increase the diversity of the solution space; (2) 
Conditional probability computation scheme is designed to further improve the 
diversity of the solution space; (3) Bounded local soil update is proposed to make 
full use of the guiding information and control the convergence rate of finding a 
path; (4) Elite global soil update is proposed to retain the good information of the 
results obtained; and (5) A combined local search is used for improving the search 
quality. The enhanced IWD algorithm is employed to solve the JSSP. The quality 
and the efficiency of the enhanced IWD algorithm are tested in the experiments.  
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The rest of Chapter 3 is organized as follows. The JSSP formulation as well as its 
disjunctive graph representation is presented in Section 3.2. An overview of the 
original IWD algorithm is presented in Section 3.3. The enhanced IWD algorithm 
is presented in Section 3.4. The experimental evaluation of the proposed algorithm 
in JSSP is given in Section 3.5. A summary of Chapter 3 is presented in Section 3.6. 
 
3.2. JSSP Formulation and Representation 
In a JSSP problem, a set of machines { | 1,2,..., }jM M j m   and a set of 
jobs { | 1,2,..., }iJ J i n   are considered. Each job has a sequence of operations 
{ | 1,2,..., }kO O k l  , and these n jobs (i.e., all the operations of these n jobs) 
have to be processed on m machines. Job splitting is not allowed, and the operations 
are non-pre-emptible, which means temporary interruption of an operation is not 
allowed after it has started. Each machine only performs one operation at a time, 
and each operation is performed only once on one machine. JSSP aims to find a 
feasible assignment (schedule) of all the operations on the given machines with 
optimized objectives. Depending on the goals of the decision makers, different 
objectives are used. This research aims to minimize the makespan of the schedules. 
Here, the makespan refers to the completion time of processing all the jobs.  
 
A disjunctive graph , ,disG N C D   can be used to represent a JSSP (Balas 1969, 
Yamada 2003). A disjunctive graph disG  has a node set N , a disjunctive edge set 
D  and a conjunctive edge set C . Each operation has a corresponding node in the 
node set N . Besides, N contains two dummy operations (source node and sink 
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node) with zero processing time. For the conjunctive edge set C , it contains 
directed edges connecting the neighbor operations of the same job. Such edge links 
can represent the precedence constraints of the l  operations of the same job. The 
disjunctive edge set D  contains undirected edges which connect consecutive 
operations processed on the same machine. These edges are undirected ones against 
each other, which represent the unsolved precedence of the operations. Both the 
disjunctive edges and conjunctive edges emanate from the operation nodes, and 
their lengths represent the processing times of the operations where they emanate. 
Thus, the lengths of the outgoing edges from the same node are the same.  
 
In the schedule construction process, one direction of the disjunctive edge pairs 
should be determined in order to change each undirected disjunctive edge to a 
directed conjunctive edge. In this research, the IWDs will follow the next node 
using the probability of the next node that is calculated using Equation (3.1). The 
processing order of all the conflicting operations that require the same machine is 
determined by fixing the directions of all the disjunctive edges and a complete 
schedule is obtained. The resulting graph is acyclic, i.e., without any cyclic patterns. 
The optimization objective, which is the makespan, is the length of the longest path 
(critical path) in the newly constructed graph. This path is acyclic with the source 
node as the start node and the sink node as the ending node. For a 3×3 job indicated 
in Table 3.1 and Table 3.2, its disjunctive graph representation is shown in Figure 
3.1. There are two dummy nodes, namely, s and t, which represent the source node 
and the sink node respectively. Each operation is represented by a node, and the 
nodes in one row form a job, e.g., the nodes in the first row (node 11, node 12 and 
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node 13) represent job 1, and the node (operation) with number 12 (O12 for ease of 
representation) represents the second operation of job 1. The operations belonging 
to the same job are connected by the conjunctive edges according to their 
processing order. The first operation of each job is connected to node s while the 
last operation of each job is connected to node t. The operations which are 
performed on the same machine are connected by disjunctive edges. For example, 
O12, O23 and O31 are connected by disjunctive edges as they are performed on 
machine 3.  
 
Table 3.1 The processing time (in unit time) for each operation (3×3 job) 
 1st operation 2nd operation 3rd operation 
Job 1 86  60  10 
Job 2 68 28 38 
Job 3 33 67 96 
 
Table 3.2 The machine to process each operation (3×3 job) 
 1st operation 2nd operation 3rd operation 
Job 1 2 3 1 
Job 2 2 1 3 
Job 3 3 1 2 
 





















Figure 3.1 Disjunctive graph for the 3×3 job described in Table 3.1 and Table 3.2 
 
In this research, the objective is to solve the JSSP depicted in the disjunctive graph 
using the IWD algorithm. The disjunctive graph depicts the environment for the 
IWDs and the IWDs flow on the edges of the graph. Each IWD travels on the graph 
gradually along the edges from source to sink. After the completion of the iterations, 
all the IWDs will reach the sink. The solutions are represented by the edges that the 
IWDs have visited. 
 
3.3. Overview of the Original IWD Algorithm 
The IWD algorithm is inspired by the movement of natural water drops which flow 
in rivers, lakes and seas. It is a population-based meta-heuristics where the IWDs 
construct a better solution through cooperation with each other. This algorithm can 
be applied to solve optimization problems (Shah-Hosseini 2009a). As pointed out 
by Shah-Hosseini, a stream can find an optimum path considering the conditions of 
its surroundings to reach its ultimate goal, which is often a lake or a sea. In the 
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process of reaching for the destination, the water drops and the environment react 
to each other as the water drops move through the river bed. The water drops can 
change the environment (river beds) in which they are flowing; the environment 
can also influence the moving directions of the water drops. The gravitational 
force of the earth powers the IWDs moving toward the destination. If there are no 
barriers or obstacles, the IWDs will move in a straight path to the destination. 
However, in the real scenario, as there are different types of obstacles when IWDs 
are forming their paths, the real path of the IWDs may be different from the ideal 
path. In a river path, many twists and turns (meanders) can be observed. However, 
by considering the distance to the destination and the environmental constraints, 
the constructed path seems to be an optimal one (Duan et al. 2008, Duan et al. 
2009).  
 
In the original IWD algorithm, the IWDs are associated with two attributes, namely, 
the amount of soil and the velocity of the IWDs. The velocity enables the water 
drops to transfer soil from one place to another. Faster water drops can gather and 
transfer more soil from the river beds. Besides, the velocity of the IWDs is also 
affected by the path condition. The amount of soil in a path has impact on the 
IWDs’ soil collection and movement. A path with less soil allows the IWDs to 
move faster along that path and the IWDs can attain a higher speed and collect 
more soil from that path while a path with more soil is the opposite.  
 
In the IWD algorithm, the movement of IWDs from the source to the destination is 
performed in discrete finite-length time steps. When an IWD moves from one 
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location to the next one, the increase in its velocity is proportional (non-linearly) to 
the inverse of the soil of the path between the two locations, and the soils of the 
IWDs increase because the IWDs remove some soil from the path they travel. The 
soil increase is in inverse proportion to the time needed for the IWDs passing 
between the two locations. The time duration to travel from one location to the 
second location depends on the distance between these two locations and the 
velocity of the IWDs. In the original IWD algorithm, the undesirability of a path is 
reflected by the amount of soil in the path. When an IWD has to choose a path 
among several candidate paths, it would prefer an easier path, i.e., a path with less 
soil than with more soil. The IWDs select a path based on a probabilistic function. 
The IWD algorithm uses a parameterized probabilistic model to construct 
solutions, and the values of the parameters are updated in order to increase the 
probability of constructing high quality solutions.  
 
The IWD algorithm has been tested using several standard optimization benchmark 
problems. It can find good solutions for TSP (Shah-Hosseini 2007, Shah-Hosseini 
2009a), and it can also solve robot path planning (Duan et al. 2008, Duan et al. 
2009), the n-queen puzzle (Shah-Hosseini 2009a) and the MKP (Shah-Hosseini 
2009b, Shah-Hosseini 2009a) with optimal or near-optimal solutions.  
 
In this research, the original IWD algorithm is further improved with five schemes; 
the rationale behind the proposed schemes is to increase the diversity of the solution 
space as well as improve the search quality of the IWDs. The detailed description of 
the schemes is given in Section 3.4.  




In this section, an Enhanced IWD algorithm, EIWD, which is customized for JSSP 
is proposed. An overview of the EIWD algorithm is given in Section 3.4.1. The 




To facilitate the operation of the EIWD algorithm, the JSSP is represented as a 
disjunctive graph disG  which resembles rivers as in the original IWD algorithm. 
The entire procedures of the EIWD are shown in ALGORITHM 1. As shown in 
ALGORITHM 1, the EIWD algorithm contains NIWD_iter iterations (Line 3 - Line 
21). In each iteration, NIWD IWDs travel from the source node to the sink node in 
disG . The path of an IWD can produce a feasible solution (schedule). The soils on 
the edges where the IWDs pass, the soils of the IWDs and the velocities of the 
IWDs are updated during the travelling of the IWDs (Line 6 - Line 10). After each 
iteration, the soils on Nelite IWDs’ paths are updated (Line 13 - Line 15). Next, a 
group of best solutions SBD are chosen and a combined local search is performed to 
further improve these solutions (Line 16 - Line 17). After a local search, a best 
iteration solution IBS  is identified and the global best solution TBS  is updated 
(Line 18 - Line 19). After all the iterations, another local search is performed on 
TBS  (Line 22). The brief descriptions of the functions in ALGORITHM 1 are 
presented next.  
 




ALGORITHM 1 EIWD for single objective JSSP (JSSP disjunctive graph disG ) 
 1: Initialize an IWDs group A , // A population of IWDs 
 2: initialization (); //scheme 1 
 3: while (k < NIWD_iter) do 
 4:   for (each time step t) do  
 5:    for (each gIWD A  which feasible solution has not been discovered) do 
 6:        ( , )i j = selectNextEdge( gIWD ); //scheme 2 
 7:        gIWDVel =updateVelocity( gIWDVel ); 
 8:       ( , )soil i j = computeDeltaSoil( ( , ), gi j IWD ); 
 9:        ,  soil i j  = updateEdgeSoil( ( , ), ( , )i j soil i j ); //scheme 3 
 10:    gIWDsoil = updateIWDSoil( , ( , )gIWDsoil soil i j ); //scheme 3 
 11:   end for  
 12:  end for 
 13: for ( eliteN IWDs) do 
 14:    globalSoilPropagation(); //scheme 4 
 15: end for 
 16: BDS  =setupBestSolutionGroup (); 
 17: IBS =combinedLocalSearch( BDS ); //scheme 5 
 18: updatePathSoil( IBS ); 
 19: update( TBS ); 
 20: k++; 
 21: end while 
 22: TBS = combinedLocalSearch( TBS ); 
 
1) initialization (): This function initializes the static and dynamic parameters, such 
as the soil of each edge and the velocity of each IWD. A scheme (scheme 1) is 
proposed to increase the diversity of the initial solution space, and it will be further 
discussed in Section 3.4.2. 
 
2) selectNextEdge ( gIWD ): For the g-th IWD, choose the next node to visit in the 
schedule operation list according to the probability calculated. A conditional 
probability computation scheme (scheme 2) is designed to replace the probability 
computation part in the original IWD algorithm (Section 3.4.2). 




3) updateVelocity ( gIWDVel ): For the g-th IWD moving from node i  to node j  on 
the disjunctive graph, update its velocity as follows: 
  2( ) * (1 , )g g vv v
IWD IWD atvel t v





    
 
 1gIWDvel t   is the velocity of the gIWD  after updating, ( , )soil i j  is the soil on 
the edge linking node i  and node j , and av, bv and cv are the updating parameters 
to ensure that the value of the velocity is increased in the same scale of magnitude 
as the original velocity. If the value of the velocity increase is too big, the IWDs 
may be trapped in the local optima; if the value of the velocity increase is too small, 
the IWDs may need more time to obtain a schedule. Besides, bv also guarantees that 
the equation is not divided by 0. 
 
4) computeDeltaSoil ( ( , ), gi j IWD ) For the g-th IWD, calculate the amount of soil 
that it loads from the edge ( , )i j  as follows: 
  2, * ( , ; )gs IWDs s
asoil i j
b c time i j vel
    
 







p jtime i j vel
max vel  is the time taken for an IWD to travel on the 
edge ( , )i j  with the velocity gIWDvel , and ( )tp j  is the processing time of 
operation j. 0.0001ve =  guarantees that the equation is not divided by 0. as, bs and 
cs are the updating parameters to ensure that the value of the soil is increased in the 
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same scale of magnitude as the original soil. If the value of the soil is increased 
significantly, the IWDs may be trapped in the local optima; if the value of the soil is 
increased marginally, the IWDs would need more time to obtain a schedule. 
Besides, bs also guarantees that the equation is not divided by 0. 
 
5) updateEdgeSoil ( ( , ), ( , )i j soil i j ) and updateIWDSoil ( , ( , )gIWDsoil soil i j ): 
For the g-th IWD, update the soil of the edge it traverses and the soil contained in 
the IWD. Scheme 3 is proposed to utilize the guiding information, i.e., the amount 
of soil on the path, and control the convergence rate (Section 3.4.2). 
 
6) globalSoilPropagation (): Update the soils of the edges included in the current 
elite IWDs’ solutions ( eliteN elite IWDs). This is scheme 4 and will be discussed in 
Section 3.4.2. 
 
7) setupBestSolutionGroup (): This is used for local search; a solution group SBD 
is set up for recording the best NBD solutions during the local search process. The 
local search is described in details in Section 3.4.2 as scheme 5, which is a 
combined local search. 
 
8) combinedLocalSearch (): This is a local search method (scheme 5) which 
combines breadth search and depth search schemes in the search neighborhood. 
The input of this function can be a group of solutions (as SBD) or a single solution 
(as TBS ), and the output is an improved solution. 
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9) updatePathSoil ( IBS ): To update the soil of the path associated with the best 
iteration solution IBS .  
 
10) update ( TBS ): Update the global best solution TBS  by the best iteration 
solution IBS  using 
      ( )








. ()q  is a quality function 
which is defined as the makespan of the given schedule. A schedule with a smaller 
makespan is a better quality schedule.  
 
3.4.2 Schemes for Improving the Original IWD Algorithm 
Meta-heuristic algorithms often suffer from the following problems, namely, (1) 
earlier convergence, and (2) the initial solution and the diversity of the solution 
space often affect its search quality. In this section, five schemes are proposed to 
improve the IWD algorithm from different aspects. 
 
1) Scheme 1: Diverse soil and velocity initialization. 
In the original IWD algorithm, all the edges are set with the same amount of initial 
soil and all the IWDs have the same initial velocity. In the EIWD algorithm, the 
initial amount of soil of each edge is randomly set and the initial velocity of every 
IWD is also randomly chosen. This different initial soil and velocity setting 
provides the EIWD algorithm with a diverse initial solution space. 
 
2) Scheme 2: Conditional probability computation. 
When an IWD is at node i  in the disjunctive graph, the probability of choosing 
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node j  is represented by  IWDip j . The original IWD algorithm computes this 
probability based on the soil on the edges. In the EIWD algorithm, to increase the 
convergence speed of the IWDs, namely, the speed of finding a best path, the 
probability is computed based on the soil of the edges and the processing time 
 tp j  of the candidate nodes (operations). To further improve the diversity of the 
search process, a piecewise function (Equation (3.1)) is employed to determine this 
probability (conditional probability computation). A random number (0,1)dec   
is used to determine the method to be used for computing the probability. dec  is 
compared with 0 0.5  ; the probability of choosing node j  is determined by 
comparing the results of dec  and 0 . (0,1)rn  is a random number to add 
randomness to the probability.   is a variable which represents the relative 
importance of the soil of the edge to the processing time of the next operation, its 
default value is 1, which indicates these two variables are equally important. The 
rationale behind the conditional probability computation lies in broadening the 
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    
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              (3.1) 
where    1,
( ( , ))s
f soil i j
g soil i j  , and  
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soil i j if soil i j
g soil i j
soil i j soil i j else


     
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0.01s  is to prevent a possible division by 0. By repeatedly applying the above 
rule, each IWD builds its own path.  
 
3) Scheme 3: Bounded local soil update.  
The soil updating model is one of the most important components of an IWD 
algorithm. To make full use of the guiding information and controlling the 
convergence rate of finding a path, a bounded soil updating model is proposed. This 
model differs from the soil updating model in the original IWD algorithm by 
applying a lower and an upper bound to the soil updating process. Let maxsoil  
and minsoil  be the upper and lower bound values of the soil changes when the 
IWDs pass through any edge in the disjunctive graph. The lower bound (a small 
positive constant) prevents the algorithm from slow convergence, while the upper 
bound prevents the algorithm from getting to the local optima too quickly. More 
precisely, the edge (i, j) soil updating and IWD soil updating use the following 
formulas:  
 
     
     
     
1 * , ,
, 1 * , i, j
1 * , ,
L L min min
L L max max
L L
soil i j soil if soil i j soil
soil i j soil i j soil if soil soil

















soil soil if soil i j soil
soil soil soil if soil i j soil
soil soil i j otherwise
            
 (3.3) 
 
IWDsoil  represents the soil that an IWD carries. 0.9L   is the local soil updating 
parameter. The upper bound and the lower bound of the soil updating are set based 
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on the value of the soil on the edge and the soil in the IWDs. 
 
4) Scheme 4: Elite global soil update.  
In the original IWD algorithm, only the soil in the best iteration solution IBS  is 
updated. In the EIWD algorithm, the path of the best iteration schedule IBS  
updated and the paths corresponding to the IWDs in an elite IWD group are also 
updated. By doing so, better information in each iteration is retained. This elite 
group contains eliteN  IWDs which solutions are among the best eliteN  in all IWDs. 
The number of elite IWDs is determined by a coefficient α% , and the number of 
elite IWDs, eliteN  is calculated as %elite IWDN N  . When an iteration is 
completed, the soil on the disjunctive graph is updated using Equation (3.4).  
       1, 1 * , , [1., .. ]
( 1)
keliteIWD
IWD IWD k elitesoil i j soil i j soil i j S k Nl
      
     
(3.4) 
 
In Equation (3.4), IWD  is a global soil updating parameter, and l is the number of 
operations in each job. For the k-th IWD in the elite group, IWDksoil  is the soil it 
carries and keliteS  is its corresponding schedule.   is set by the author; a larger 
  leads to more information being retained on the path of the IWDs. Through this 
scheme, more information of the latest iteration can be used to increase the search 
efficiency.  
 
5) Scheme 5: Combined local search.  
After each iteration, all the IWDs can find feasible schedules. A scheme, which is a 
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local search that combines both breadth and depth searches, is proposed to improve 
the obtained feasible schedules.  
 
a. Selection of IWDs for performing the local search 
After each iteration in the EIWD algorithm, the schedules generated using the 
IWDN  IWDs are chosen to conduct the local search; these are chosen either 
randomly or based on the quality of the IWDs, where schedules of IWDs with the 
top quality are selected. Here, the quality of an IWD is determined by the 
makespans of the schedules that it can produce, and the IWDs which paths can 
result in a shorter makespan have a higher quality. A random number ' (0,1)dec   
is used in the selection of the IWDs. 'dec  is compared with 0 ' 0.5  . 0 '  is set 
as 0.5 as two IWD selection methods are provided. If 0' 'dec  , BDN  IWDs are 
randomly picked up to conduct the local search, otherwise, the top BDN  IWDs are 
chosen. The parameter BDN  is set by the author; a larger BDN  leads to more 
IWDs being selected to conduct the local search. 
 
b. Performing the local search 
After the IWDs for the local search have been selected, a local search is performed 
on these IWDs. As mentioned above, after each iteration in the EIWD algorithm, 
BDN  IWDs are chosen to conduct the local search. To facilitate the local search, the 
neighborhood structure and the Tabu list designed by Nowicki and Smutnicki (1996) 
are adopted, where the operations in the critical path are exchanged. The iteration 
number Niter_LS and the Tabu list size Nsize_tabu can be specified by the decision 
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makers based on the size of the job. A global solution group SBD is maintained, 
which keeps the best BDN  solutions (one for each IWD) discovered during the 
local search. The initial solutions in BDS  come from the solutions of the above 
mentioned BDN  IWDs. Within each iteration in the combined local search, for 
each solution xs  solution in BDS , its neighborhood is searched using two search 
schemes, namely, the breadth search and the depth search. The neighborhood is 
generated by swapping the first two and the last two operations in a block except the 
first and the last block on the critical path. For the first block on the critical path, 
only the first two operations are swapped; and for the last block on the critical path, 
only the last two operations are swapped. Every block on the critical path consists 
of operations being processed on the same machine, and the two consecutive blocks 
contain operations being processed on different machines. There are 'DepthN  of 
rounds of depth search, and 'BreadthN  neighbors of the solution xs  are identified 
within each round, and the best one is used to update xs . After the combined local 
search is completed, the best solution in SBD is used to update IBS . The value of 
'DepthN  and 'BreadthN  are determined based on experiments; too large or too small a 
value will result in low quality results.   
 
3.4.3 Applying the EIWD Algorithm to JSSP   
The basic idea of the IWD algorithm is to set up a graph and let the IWDs travel 
through the graph. IWDs travel from a start node to a destination node. During the 
travel, the soils of the edges are modified as the IWDs pass through these edges. 
The soil and velocity of the IWDs are modified as well. To apply the EIWD 
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algorithm to JSSP, a modified disjunctive graph is used. Figure 3.2 shows the 
modified disjunctive graph for the 3×3 job described in Table 3.1and Table 3.2.  
 
Besides the edges in a standard disjunctive graph (as shown in Figure 3.1), new 
edges are added (shown as dash edges). For each node (operation) Ox, all the 
operations that are possible subsequent to Ox in the schedule are identified. Dash 
edges are formed to connect Ox and the potential subsequent operations in the 
schedule. For example, the possible subsequent operations of O22 in a schedule are 
{O11, O12, O13, O23, O31, O32, O33}, O22 are connected to O31, O11, O12 and O33 by 
dash edges (for the rest of the operations, no dash edges are formed as they are 
already connected to O22.). Figure 3.3 shows the dash edges of O22. 
 
 
Figure 3.2 Modified disjunctive graph for the 3×3 job in Table 3.1 and Table 3.2 
 

































Figure 3.3 Modified disjunctive graph for the 3×3 job in Table 3.1 and Table 3.2 
(dash edges for 22O ) 
 
In the modified disjunctive graph, two soil values are attached to each disjunctive 
edge, one for each direction. The IWDs choose the next edge to visit based on the 
probability calculated from Equation (3.1) using the soil on the path and the 
processing time. In the EIWD algorithm, a group of IWDs is used. In each iteration, 
each IWD starts from node s and visits every node in the modified disjunctive graph 
until it reaches node t. The path an IWD has passed produces a schedule. The 
visiting sequence of the nodes in the path corresponds to the order of the operations 
in a schedule. Each IWD will find its path on the modified disjunctive graph.  
 
For an IWD to select the next node to visit, the algorithm which is called G&T 
algorithm proposed by Giffler and Thompson (1960) is used, and scheme 2, i.e., the 
conditional probability computation scheme described in Section 3.4.2, is 
employed for priority computation. The G&T algorithm is used to ensure an active 
schedule is obtained.  
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Assume IWD1 starts from node s. The set of operations that can be scheduled is   
{O11, O21, O31}. O31 will be scheduled as it is the only operation which meets the 
requirement of the G&T algorithm. O31’s successor O32 will be added and   
becomes {O11, O21, O32}. O21 has the smallest finishing time and thus all the 
operations that are performed on machine 2 and with start time less than O21’s 
finishing time will be the candidates. The candidate operations are {O11, O21}. The 
priority (probability) of each candidate operation will be determined using scheme 
2. The priority of an operation Ox (either O11 or O21) is correlated with: (1) the soil 
on the edge between the latest scheduled operation (O31) and Ox; and (2) the 
processing time of Ox. Assume O11 is selected, the soil of edge (O31, O11) will be 
updated using the scheme 3, i.e., the bounded local soil update described in Section 
3.4.2. The velocity and soil of IWD1 will be updated as well. From O11, IWD1 
continues its path (select next node to visit, update soil and velocity) until it reaches 
the sink node. Figure 3.4 shows the flow chart of EIWD. 






All IWDs found 
schedules?
(i, j)= selectNextEdge(IWDg); //scheme 2
VelIWDg = updateVelocity(VelIWDg);
Δsoil(i, j)= computeDeltaSoil((i, j), IWDg);
soil(i, j)= updateEdgeSoil((i, j), Δsoil(i, j));//scheme 
3
soilIWDg = updateIWDSoil(soilIWDg, Δsoil(i, j));//
scheme 3

















Figure 3.4 Flow chart of EIWD algorithm for JSSP 





The EIWD algorithm is implemented on a PC with an Intel Core 2 Duo L7700 
1.8GHz CPU and 2GB RAM. Experiments have been conducted on the benchmark 
data for JSSP in the OR-Library (Beasley 1990). In this research, 43 instances are 
tested. Among these 43 instances, three instances (FT06, FT10, FT20) are 
designed by Fisher and Thompson (Fisher and Thompson 1963) and 40 instances 
(LA01-LA40) are designed by Lawrence (Lawrence 1984). The parameters (with 
their values) used in the experiments are listed in Table 3.3. For the parameters, 
through experiments and theoretical study, some observations can be obtained. 
For IWDN , NIWD_iter , 'BreadthN , 'DepthN  and BDN , a larger value will result in better 
solutions but longer computation time. Trade-off values are obtained based on 
experiments for these parameters. For Nsize_tabu, experiments show that a Tabu list 
that is too large or too small will result in low quality results. Niter_LS is set to be 
3000 as experiments showed that for most cases where the value is larger than 3000, 
the results will not improve further but the computational time is increased. The 
parameters in the last two rows of Table 3.3 ensure that the values of the velocity 
updated and the soil updated are changed in the same scale of magnitude as the 
original velocity and the original soil.  
 
The EIWD algorithm is compared with the TS algorithm (Pezzella and Merelli 
2000), GA algorithm (Gonçalves et al. 2005) and the PSO algorithm (Ge et al. 2008, 
Lin et al. 2010). The results of FT and LA instances are shown in Table 3.5. In Table 
3.5, the instance column indicates the test instance name, and the size column 
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indicates the instance size ( n jobs, m machines). The DEVIATION column 
indicates the percentage of the deviation with respect to the best known solution for 
the EIWD algorithm. TSSB, HGA-Param, HIA and MPSO are the names of the 
algorithms from Pezzella and Merelli (2000), Goncalves et al. (2005), Ge et al. 
(2008) and Lin et al. (2010) respectively. The makespan of TSSB, HGA-Param, 
HIA and MPSO are the best solution of each algorithm. Table 3.5 shows that EIWD 
can find 37 best known solutions among the 43 instances, and the optimal results 
are better than that of TSSB, HGA-Param, HIA and MPSO.  
 
Table 3.3 Parameters in the experiments 
Parameter Value Parameter Value Parameter Value Parameter Value
IWDN  20 NIWD_iter 100 'BreadthN  50 'DepthN  200 
s  0.01 v  0.0001 maxsoil  90 minsoil  10 
Nsize_tabu 10 Niter_LS 3000 BDN  10   
av 1 Bv 0. 01 Cv 1 as 1 
bs 0.01 Cs 1 L  0.9 IWD  0.9 
 
Table 3.4 shows the comparison results for FT and LA test instances. In this table, 
the Relative Average Deviation represents the ratio of the average deviation for 
TSSB, HGA-Param, HIA and MPSO with respect to that of EIWD. From Table 3.4, 
it can be seen that the results of EIWD is closest to the best known solutions. Its 
deviation is about 1.74 times smaller than TSSB, 6.70 times smaller than 
HGA-Param, 5.39 times smaller than HIA, and 2.36 times smaller than MPSO. 
Thus, EIWD can find better results as compared with the TS Algorithm (Pezzella 
and Merelli 2000), GA (Gonçalves et al. 2005), and PSO (Ge et al. 2008, Lin et al. 
2010). It does not only find more Best Known Solutions (BKS), but also results 
with a smaller average deviation.  
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Table 3.4 Computational results of FT and LA test instances 
TSSB HGA-Param HIA MPSO 





Ge et al. 
(2008) 
Lin et al. 
(2010) 
Average 








37/43 36/43 31/43 32/43 35/43 
 
Table 3.5 Computational results of FT and LA test instances 
Size Best IWDLBE TSSB HGA-Param HIA MPSO
nXm Known Makespan  Pezzella Goncalves Ge Lin 
 Solutions Best DEVIATION and Merelli et al. et al. et al.
Instance 
 (BKS)   (2000) (2005) (2008) (2010)
FT06 6X6 55 55 0 55 55 55 55
FT10 10X10 930 930 0 930 930 930 930
FT20 20X5 1165 1165 0 1165 1165 1165 1165
LA01 10X5 666 666 0 666 666 666 666
LA02 10X5 655 655 0 655 655 655 655
LA03 10X5 597 597 0 597 597 597 597
LA04 10X5 590 590 0 590 590 590 590
LA05 10X5 593 593 0 593 593 593 593
LA06 15X5 926 926 0 926 926 926 926
LA07 15X5 890 890 0 890 890 890 890
LA08 15X5 863 863 0 863 863 863 863
LA09 15X5 951 951 0 951 951 951 951
LA10 15X5 958 958 0 958 958 958 958
LA11 20X5 1222 1222 0 1222 1222 1222 1222
LA12 20X5 1039 1039 0 1039 1039 1039 1039
LA13 20X5 1150 1150 0 1150 1150 1150 1150
LA14 20X5 1292 1292 0 1292 1292 1292 1292
LA15 20X5 1207 1207 0 1207 1207 1207 1207
LA16 10X10 945 945 0 945 945 945 945
LA17 10X10 784 784 0 784 784 784 784
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LA18 10X10 848 848 0 848 848 848 848
LA19 10X10 842 842 0 842 842 842 842
LA20 10X10 902 902 0 902 907 902 902
LA21 15X10 1046 1047 0.0009560 1046 1046 1046 1046
LA22 15X10 927 927 0 927 935 932 932
LA23 15X10 1032 1032 0 1032 1032 1032 1032
LA24 15X10 935 939 0.0042785 938 953 950 941
LA25 15X10 977 977 0 979 986 979 977
LA26 20X10 1218 1218 0 1218 1218 1218 1218
LA27 20X10 1235 1236 0.0008097 1235 1256 1256 1239
LA28 20X10 1216 1216 0 1216 1232 1227 1216
LA29 20X10 1157 1167 0.0086430 1168 1196 1184 1173
LA30 20X10 1355 1355 0 1355 1355 1355 1355
LA31 30X10 1784 1784 0 1784 1784 1784 1784
LA32 30X10 1850 1850 0 1850 1850 1850 1850
LA33 30X10 1719 1719 0 1719 1719 1719 1719
LA34 30X10 1721 1721 0 1721 1721 1721 1721
LA35 30X10 1888 1888 0 1888 1888 1888 1888
LA36 15X15 1268 1268 0 1268 1279 1281 1278
LA37 15X15 1397 1407 0.0071581 1411 1408 1415 1411
LA38 15X15 1196 1196 0 1201 1219 1213 1208
LA39 15X15 1233 1233 0 1240 1246 1246 1233
LA40 15X15 1222 1226 0.0032733 1233 1241 1240 1225
 
The computational times of the EIWD algorithm in the experiments are listed in 
Table 3.6. For the LA instance, an average computational time is shown for the 
instance of the same size. Table 3.6 shows that the EIWD algorithm has a smaller 
computational cost, and the computational time becomes longer in general when 
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Table 3.6 Computational times of EIWD for the FT and LA instances 
Problem Size (nXm) Computational Time (Second) 
FT06 6X6 9.66 
FT10 10X10 137.77 
FT20 20X5 53.54 
LA01-05 10X5 21.77 
LA06-10 15X5 40.22 
LA11-15 20X5 56.92 
LA16-20 10X10 124.59 
LA21-25 15X10 247.57 
LA26-30 20X10 40.22 
LA31-35 30X10 380.09 




A promising optimization algorithm named EIWD is presented and applied to solve 
JSSP in this research. The EIWD algorithm is obtained by customizing and 
improving a new type of meta-heuristics called the IWD Algorithm. In this research, 
the original IWD algorithm is improved by introducing five schemes, viz., (1) 
Diverse soil and velocity; (2) Conditional probability computation; (3) Bounded 
local soil; (4) Elite global soil update; and (5) A combined local search. The quality 
and the efficiency of EIWD are tested in the experiments using 43 instances from 
the OR-Library. The experimental results are compared with TSSB, HGA-Param, 
HIA and MPSO algorithms. The results show that EIWD can generate better results; 
it does not only find more best known solutions, but can also generate schedules 
with a smaller deviation from the best known solutions.  
 







The job shop scheduling problem (JSSP) is an important research issue in a wide 
range of application domains. The purpose of JSSP is to allocate resources (such 
as machine tools) to a set of tasks while satisfying several constraints and 
objectives. JSSP can be divided into single-objective JSSP and multi-objective 
JSSP. The commonly addressed objectives for single-objective JSSP include 
makespan, due date, work-in-process, lateness, etc. The most well-studied 
objective is makespan. However, merely considering one objective is not sufficient 
for the real job shop scheduling situations; multiple objectives should be taken into 
consideration. In real practice, in order to exploit the full potential of the machines, 
the decision makers would normally consider more than one objective when 
planning the resources. Multi-objective job shop scheduling involves generating 
schedules to allocate the operations to the different machines considering more than 
one objective. Multi-objective job shop scheduling (MOJSS) is an extension of the 
typical JSSP, and it is difficult to solve MOJSS problems optimally. It is proven to 
be NP-hard which means it is not possible to find the optimal solutions in 
polynomial time. The optimization goal for MOJSS is not to generate a single 
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optimum, but to find a set of best compromising solutions, which are in the form of 
alternative trade-offs. The set of best compromising solutions related to the criteria 
in consideration is known as the Pareto-optimal set and the corresponding 
objective values are called the Pareto front. 
 
Many methodologies have been proposed to solve the MOJSS problem, such as 
enumeration, linear programming, dispatching rules, as well as some generic 
optimization algorithms, which can be used for a wide range of optimization 
problems, such as the shifting bottleneck, Tabu search, genetic algorithm (GA), 
simulated annealing (SA), particle swarm optimization (PSO) algorithm, ant 
colony algorithm, etc. These methods have also been used in the single objective 
JSSP. The application of these algorithms for the MOJSS problem is quite 
different from the single objective JSSP. Simultaneous consideration of several 
objectives in the scheduling generation process changes the employment of the 
optimization algorithms approaches. These algorithms have to be customized to be 
employed in the MOJSS problem as the schedules generated for the MOJSS 
problem need to be evaluated using at least two objectives, and obtaining 
individual optimal solutions of each objective is usually different.  
 
In this research, the MOJSS problem is to find the Pareto optimal set in the large 
solution space considering three objectives, namely, Makespan ( maxC ), Tardiness 
( iT) and Mean flow time (F ). The Intelligent Water Drops (IWD) algorithm is 
employed to solve the problem. The original IWD algorithm is successfully 
customized to solve the MOJSS problem and the newly proposed algorithm is 
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referred to as MOJSS-IWD. To the best of the author’s knowledge, it is the first 
research work on the application of the IWD algorithm to solve MOJSS. A scoring 
function based on multiple criteria is embedded into the local search process in the 
original IWD algorithm. The quality and the efficiency of the MOJSS-IWD 
algorithm based on the scoring function are tested in the experiments. 
 
The rest of this chapter is organized as follows. A brief literature review of the 
MOJSS is presented in Section 4.2. The MOJSS problem formulation is presented 
in Section 4.3. The rationale behind the original IWD and an improved version of 
IWD algorithm (MOJSS-IWD) for MOJSS problem are presented in Section 4.4. 
The experimental evaluation of the proposed algorithm for the MOJSS problem 
and discussions are given in Section 4.5. The conclusion of this chapter is 
presented in Section 4.6. 
 
4.2 Literature Review on the MOJSS Problem 
The objective of MOJSS is to generate feasible schedules that attempt to optimize 
several objectives, and these schedules form the Pareto optimal solution set. 
Different objectives have been studied for the MOJSS problem, and the techniques 
to handle multiple objectives can be classified into two categories: 
1) Transform the multi-objective problem into a mono-objective problem by 
aggregating the different objectives into a weighted sum. The weighted 
combination of several scheduling objectives serves as the performance 
criterion. For the generated schedule s , the weighted sum fitness function F  
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F w F s

 . ( )iF s  is the thi  criterion of schedule s , 
and iw  is the weight of the thi  criterion. It is possible that the weights among 
the criteria are known before generating the schedules, and these weights are 
usually given by the decision-makers according to the situations when decisions 
are required. 
 
Adibi et al. (2010) investigated the dynamic job shop problem considering random 
job arrivals and machine breakdowns. Makespan and tardiness are the objectives 
considered. In their research, the total work content is used to generate the due date 
for each job. The fitness function is an aggregate of the two objectives, and neural 
network with variable neighbourhood search is adopted to solve this problem. The 
weights of the objectives are known and are kept constant in this research. Sha and 
Lin (2010) studied the MOJSS problem considering the makespan, total tardiness 
and total idle time, and they combined these three objectives into a weighted sum 
fitness function with randomly generated weights. They used the PSO to solve this 
problem, by improving the PSO through modifying the particle position 
representation, particle movement and particle velocity. Benchmark cases from the 
OR-Library are tested. Zhang et al. (2009) explored the multi-objective flexible 
JSSP considering the maximal completion time, maximal machine workload, and 
total workload of the machines. These three objectives are transformed into one 
objective. The PSO and Tabu search (TS) are hybridized to address this problem 
with several conflicting and incommensurable objectives. 
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2) Converge towards the Pareto front while achieving diversified solutions 
scattered all over the Pareto front. For the MOJSS problem, some basic 
concepts are introduced to discuss the solution methodologies:  
a) Pareto dominance: A feasible solution 1x  is said to Pareto dominate over 
another feasible solution 2x , denoted as 1 2x x , if and only if  
1 2{1,2,..., }, ( ) ( )j jj n f x f x    
1 2{1,2,..., }, ( ) ( )k kk n f x f x    
b) Pareto optimal solution: A feasible solution 1x  is said to be a Pareto 
optimal solution if and only if there is no feasible solution 2x  satisfying 
2 1x x . 
c) Pareto optimal set: The set containing all the Pareto optimal solutions is 
defined as the Pareto optimal set.  
d) Non-dominated solution set: The set containing all non-dominated solutions 
obtained from a certain algorithm is defined as the non-dominated solution 
set. 
e) Optimal Pareto front: The optimal Pareto front (in the objective space) is 
formed by those objective vectors corresponding to the solutions in the 
optimal Pareto set. 
 
The best trade-off schedules preferred in the literature are the solutions in the Pareto 
optimal set. The decision-makers can choose the schedules in the Pareto optimal set 
at the time of decision making. Vilcot and Billaut (2008) studied the general JSSP 
in the printing and boarding industry considering the makespan and lateness. The 
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aim of their research is to find an approximation of the Pareto frontier. A fast and 
elitist GA is used to generate the schedules; the initial solution for the GA is 
generated either randomly or partially from TS. Suresh and Mohanasundaram 
(2006) studied the JSSP minimizing the makespan and the mean flow time of the 
jobs. Pareto archived SA is proposed to discover the non-dominated solution sets. 
 
4.3 Problem Definition 
In a MOJSS problem, the basic setting is the same as the JSSP problem where a set 
of machines { | 1, 2,..., }jM M j m   and a set of jobs { | 1,2,..., }iJ J i n   are 
considered. Each job has a sequence of operations { | 1,2,..., }kO O k l   and these 
n jobs (i.e., all the operations) have to be processed on m machines. Job splitting is 
not allowed, and the operations are non-pre-emptible, which means temporary 
interruption of an operation is not allowed after it has started. Each machine can 
only perform one operation at a time, and each operation is performed only once on 
one machine. JSSP aims to find a feasible assignment (schedule) of all the 
operations on the given machines with optimized objectives. Depending on the 
goals of the decision-makers, different objectives are used. In the single objective 
JSSP problem, only one criterion (objective) is considered, while multi-objectives 
are considered in the MOJSS problem. This research aims to minimize the 
makespan, the tardiness and the mean flow time of the schedules. These three 
objectives considered are as follows. 
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 Makespan ( maxC ) : This is the time interval between the time at which the 
schedule begins and the time at which the schedule ends. Thus, the 
makespan of a schedule is equal to max  iC , where  1,  ,i m  .   
 Tardiness ( iT ) : The tardiness iT  of a job iJ  is the non-negative amount of 
time by which the completion time exceeds the due date di, 
max[0,( )]i i iT C d  . The difference between the completion time and due 
date for each job. 
 Mean flow time ( F ) : This is the average flow time of a schedule, and it is 







  . This criterion implies that the cost is 
directly related to the average time to process a single job. The flow time 
( iF ) is also referred to as the cycle time. It is the amount of time job iJ  
spends in the shop floor. It is the time interval between the release time ir  
and the completion time iC  of job iJ : i i iF C r  . 
 
The purpose of the MOJSS problem is to identify the non-dominated schedules 
among all possible schedules.  
 
4.4 IWD Algorithm based on Scoring Function     
In this section, the original IWD algorithm is customized to meet the characteristics 
and requirements of MOJSS, and a Pareto schedule checking process is embedded 
into the customized IWD algorithm, which is referred to as MOJSS-IWD. A brief 
description of the disjunctive graph is first given in Section 4.4.1 as the IWD 
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algorithm for scheduling is represented on the disjunctive graph in this research. An 
overview of the proposed MOJSS-IWD algorithm is presented in Section 4.4.2, and 
a detailed description is presented in Section 4.4.3. The MOJSS-IWD algorithm is 
based on the original IWD algorithm and a scoring function is embedded into its 
local search process. The pareto non-dominated solution set generating method is 
presented in Section 4.4.4. 
 
4.4.1 Disjunctive Graph for MOJSS 
A MOJSS problem can be represented as a disjunctive graph , ,disG N C D  , 
where disG  has a node set N , a disjunctive edge set D  and a conjunctive edge set 
C . Each node in the node set N  represents an operation. The node set N includes 
two dummy operations (source node and sink node) with zero weights. Conjunctive 
edge set C  contains directed edges connecting the adjacent operations of the same 
job. Each edge link represents the precedence constraints of the operations of the 
same job. The disjunctive edge set D  contains undirected edges which connect 
consecutive operations processed on the same machine. These edges are undirected 
ones against each other, which represent the unsolved precedence of the operations. 
Both the disjunctive edges and conjunctive edges emanate from the operation nodes, 




The original IWD algorithm is modified to solve the MOJSS problem. The 
modified algorithm, MOJSS-IWD, is shown in Algorithm 2. In MOJSS-IWD, a 
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global Pareto set P is maintained. For each objective considered, an external 
iteration cycle is executed to select the best schedules. In this iteration cycle, an 
internal iteration cycle with _IWD iterN  iterations is executed (Line 6 - Line 26). 
Each internal iteration contains two steps, namely, (1) identification of the initial 
schedules, and (2) a Pareto local search on the schedules identified in Step (1). In 
Step (1), IWDN  IWDs travel from the source node to the sink node in disG . The 
path generated by an IWD is a feasible solution (schedule). The soils on the edges 
where the IWDs travel, the soils of the IWDs and the velocities of the IWDs are 
updated during the travel of the IWDs (Line 9 - Line 13). Next, the soils on Nelite 
IWDs’ paths are updated (Line 16 - Line 18). After these updates, a group of good 
solutions SBD are chosen and a Pareto local search is performed to further improve 
these solutions (Line 19 - Line 20). After the execution of the Pareto local search, 
the best solution IBS  is identified among the group of good solutions SBD, a 
dominance check is conducted, and the global best solution TBS  is updated (Line 
22 - Line 24). After the completion of the internal iteration cycle, a new Pareto local 
search is performed on TBS  (Line 27). The Pareto local search in MOJSS-IWD is 
based on a scoring function. The schedule that yields the lowest value based on this 
scoring function is selected during the local search. After this Pareto local search, a 
dominance check is performed on TBS  to check whether it can be added into the 
Pareto set P . Next, the Pareto set P  is updated and reported as the final results. 
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ALGORITHM 2 MOJSS-IWD (disjunctive graph disG ) 
 1: Initialize a Pareto set P; // A population of IWDs 
 2: for each optimization objective do 
 3     Initialize an IWDs group A ; 
 4:     initialization ();  
 5:     k:=0; 
 6:     while (k < NIWD_iter) do 
 7:       for (each time step t) do  
 8:        for (each gIWD A  which feasible solution has not been discovered) do 
 9:             ( , )i j = selectNextEdge( gIWD );  
 10:         gIWDVel = updateVelocity( gIWDVel ); 
 11:           ( , )soil i j = computeDeltaSoil( ( , ), gi j IWD ); 
 12:            ,  soil i j  = updateEdgeSoil( ( , ), ( , )i j soil i j );  
 13:          gIWDsoil = updateIWDSoil( , ( , )gIWDsoil soil i j );  
 14:       end for  
 15:      end for 
 16:     for ( eliteN IWDs) do 
 17:        globalSoilPropagation();  
 18:     end for 
 19:    BDS  =setupBestSolutionGroup (); 
 20:    IBS =ParetoLocalSearch( BDS );  
 21:    updatePathSoil( IBS ); 
 22:    dominanceChecking( IBS ); 
 23:    update(P); 
 24:    update( TBS ); 
 25:    k++; 
 26:   end while 
 27:   TBS = ParetoLocalSearch ( TBS ); 
 28:   dominanceChecking( TBS ); 
 29:  update(P); 
 30: end for 
 31: return P; 
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Figure 4.1 Flowchart of the MOJSS-IWD algorithm 
Initialization
K<NIWD_iter




?soil(i, j)= computeDeltaSoil((i, j), IWDg);
 soil(i, j)= updateEdgeSoil((i, j), ?soil(i, j));
 soilIWDg = updateIWDSoil(soilIWDg, ?soil(i, j));


















Initialize a Pareto Set P
Return Pareto set P
Find a new solution
dominanceChecking(STB)
update(P);
Still has optimization objective?
NO
YES
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4.4.3 Details of the MOJSS­IWD Algorithm 
The various functions in the MOJSS-IWD algorithms are described in this section. 
1) initialization (): This function initializes the parameters used in the algorithm. 
To increase the diversity of the initial solution space, unlike in the original IWD 
algorithm, the initial amount of soil on each edge is a random number and the initial 
velocity of every IWD is also chosen randomly in MOJSS-IWD.  
 
2) selectNextEdge ( gIWD ): This function chooses the next node for the gIWD  to 
visit in its scheduled candidate pool according to the probability of the candidate 
node  jIWDip  calculated. A conditional probability computation is designed for 
gIWD  to choose the next edge as opposed to the probability computation in the 
original IWD algorithm. In this function, the soil on the edges and the processing 
time  tp j  of the candidate nodes (operations) are employed to compute the 
probability. A piecewise function (Equation 4.1) is employed in the conditional 
probability computation to determine the probability so as to improve the diversity 
of the search process. A random number (0,1)dec   is used to determine the 
method to be used for computing the probability. dec  is compared with 0 0.5  , 
and the probability of choosing node j  is determined by comparing the results of 
dec and 0 . (0,1)rn  is a random number to add randomness to the probability. 
  is a variable which represents the relative importance of the soil of the edge to 
the processing time of the next operation; its default value is 1 which indicates these 
two variables are equally important.  
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where    1,
( ( , ))s
f soil i j
g soil i j  , and 
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scheduable





soil i j if soil i j
g soil i j
soil i j soil i j else


     
 
0.01s   prevents a possible division by 0. By repeatedly applying the above rule, 
each IWD builds its own path. 
 
3) updateVelocity ( gIWDVel ): For the g-th IWD, i.e., gIWD  moving from node i  
to node j  on the disjunctive graph, update its velocity as follows: 
  2( ) * (1 , )g g vv v
IWD IWD atvel t v





    
 
 1gIWDvel t   is the velocity of gIWD  after updating, ( , )soil i j  is the soil on the 
edge linking node i  and node j , and va , vb  and vc  are the updating parameters 
to ensure that the value of the velocity is increased in the same scale of magnitude 
as the original velocity.  
 
4) computeDeltaSoil ( ( , ), gi j IWD ): For the g-th IWD, the amount of soil that it 
loads from the edge ( , )i j  is calculated as follows: 
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  2, * ( , ; )gs IWDs s
asoil i j
b c time i j vel
    
 







p jtime i j vel
max vel  is the time taken for gIWD  to travel on the 
edge ( , )i j  with the velocity gIWDvel , and ( )tp j  is the processing time of 
operation j. 0.0001ve =  guarantees that the equation is not divided by 0. as, bs and 
cs are the parameters to ensure that the value of the soil is increased in the same 
scale of magnitude as the original soil.  
 
5) updateEdgeSoil ( ( , ), ( , )i j soil i j ) and updateIWDSoil ( , ( , )gIWDsoil soil i j ): 
For the g-th IWD, update the soil of the edge it traversed and the soil contained in 
the IWD. A bounded soil update model is proposed. This model applies a lower and 
an upper bound to the soil update process, which is different from the original IWD 
algorithm. Let maxsoil  and minsoil  be the upper bound and the lower bound 
values of soil changes when the IWDs pass through any edge in the disjunctive 
graph. The edge (i, j) soil updating and IWD soil updating use the following 
formulas: 
 
     
     
     
1 * , ,
, 1 * , i, j
1 * , ,
L L min min
L L max max
L L
soil i j soil if soil i j soil
soil i j soil i j soil if soil soil

















soil soil if soil i j soil
soil soil soil if soil i j soil
soil soil i j otherwise
            
    (4.3) 
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IWDsoil  is the soil the IWD carries. 0.9Lr =  is the local soil update parameter. 
The upper bound and the lower bound of the soil updates are set based on the soil on 
the edge and the soil in the IWDs.  
 
6) globalSoilPropagation (): This function updates the soils of the edges in the 
current elite IWD solutions ( eliteN  elite IWDs). In the original IWD algorithm, only 
the soil in IBS  is updated. In the MOJSS-IWD algorithm, the path of the best 
schedule IBS  in an iteration is updated and the paths corresponding to the IWDs in 
an elite IWD group are also updated. eliteN  IWDs which solutions are among the 
best eliteN  in all IWDs form the elite group. The number of elite IWDs is 
determined using a coefficient α% , and the number of elite IWDs. eliteN  is 
calculated as α%*elite IWDN N . After an iteration is completed, the soil on the 
disjunctive graph is updated using the following equation. 
 
       1, 1 * , , [1., .. ]
( 1)
keliteIWD
IWD IWD k elitesoil i j soil i j soil i j S k Nl




IWD  is a global soil updating parameter, and l is the number of operations in each 
job. For the k-th IWD in the elite group, IWDksoil  is the soil it carries and k
elites  is 
its corresponding schedule.  
 
7) setupBestSolutionGroup (): This function sets up a solution group SBD for 
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recording the best NBD solutions during the Pareto local search process.  
 
8) ParetoLocalSearch (): The Pareto local search combines a breadth search 
scheme with a depth search scheme to search the solution space, where the search is 
based on a scoring function to evaluate the schedules. For each schedule, the sum of 
the three objective values is computed, and this sum serves as the score to rank the 
schedules.  
a. Selection of IWDs for performing the local search 
The Pareto local search is conducted for a group of solutions BDS  (line 20 in 
Algorithm 2) ( IBS =ParetoLocalSearch ( BDS )) and a single solution TBS  (line 21 
Algorithm 2) ( TBS = ParetoLocalSearch ( TBS )). In case when the input of the 
Pareto local search is a group of solutions (schedules) BDS , the schedules are 
selected randomly or based on the scores of the schedules from the scoring function 
where schedules with the smallest value (a smaller score means a higher quality) 
are selected. To select schedules, a random number ' (0,1)dec   is used. 'dec  is 
compared with 0 ' 0.5  . If 0' 'dec  , BDN  schedules will be randomly 
selected for the local search. Otherwise, the top BDN  schedules are selected. 
BDN is a number determined by the decision maker.  
  
b. Performing the local search 
After all the schedules have been selected, a local search is carried out. The 
neighbourhood structure and the Tabu list designed by Nowicki and Smutnicki 
(1996) are adopted. A neighbourhood is formed by exchanging the operations in the 
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critical path. Based on the size of the job, the decision-maker specifies the iteration 
number _iter LSN  and the Tabu list size _size tabuN . During the local search, a global 
solution group SBD is maintained to keep the good BDN  solutions (one for each 
IWD) discovered. For each solution xs  in SBD during the iterations of the Pareto 
local search, two search schemes are used to search its neighbourhood, namely, a 
breadth search and a depth search. To generate the neighbourhood, the first two and 
the last two operations in a block are swapped except the first block and the last 
block on the critical path. Every block on the critical path consists of operations 
being processed on the same machine, and two consecutive blocks contain 
operations being processed on different machines. Only the first two operations in 
the first block on the critical path and the last two operations in the last block are 
swapped. There are 'DepthN  rounds of depth search, and 'BreadthN  neighbours of 
the solution xs  are identified within each round, with the best solution being used 
to update xs . After the Pareto local search, the best solution in SBD is used to update 
IBS . Based on experiments, the value of 'DepthN  and 'BreadthN  are determined; too 
large or too small a value will result in low quality results.   
 
9) updatePathSoil ( IBS ): This function updates the soil of the path associated with 
IBS .  
 
10) update ( TBS ): This function updates the global best solution TBS  by the best 
solution in an iteration IBS  using the following equation. 
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      ( )










()q  is a quality function and it is defined as the value of the scoring function of a 
given schedule. A schedule with a smaller score is a better quality schedule.  
 
4.4.4 Pareto Non­dominated Solution Set Generating Method 
The makespan ( maxC ), tardiness ( iT ) and mean flow time ( F ) are the objectives 
considered in this research. The aim is not to generate a single optimum, but to find 
a set of solutions which are in the form of alternative trade-offs. A Pareto set P  is 
maintained to store the non-dominated schedules. During the execution of the 
MOJSS-IWD algorithm, whenever a new schedule s  is generated, this new 
schedule is checked to determine whether (a) it is dominated by any existing 
schedule in P  or (b) it dominates any existing schedule in P . For (a), s  is 
rejected, and for (b) those dominated schedules in P  are removed. When checking 
the new schedule, its scoring function is called. The value of the scoring function is 
used to conduct the dominance checking. Thus, the newly generated schedule s  
will be stored in the Pareto set P  when it is not dominated by any schedule in the 




The MOJSS-IWD algorithm is implemented on a PC with an Intel Core 2 Duo 
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L7700 1.8GHz CPU and 2GB RAM. Experiments have been conducted on the 
benchmark data for JSSP in the OR-Library (Beasley 1990). In this research, 43 
instances have been tested. Among these 43 instances, three instances (FT06, 
FT10, FT20) were designed by Fisher and Thompson and 40 instances 
(LA01-LA40) were designed by Lawrence (Lawrence 1984). The parameters 
(with their values) used in the experiments are listed in Table 4.1. The values of 
the parameters are set based on trial and error experiments and theoretical study. 
 
Table 4.1 Parameters in the experiments 
Parameters Value 
IWDN  
Number of IWDs 50 
IWDN  
Number of IWDs 50 
_IWD iterN  Number of iterations in algorithm MOJSS-IWD 100 
'BreadthN  
Number of neighbours (schedules) generated in a single round of 
breadth local search 
50 
'DepthN  
Number of rounds of breadth search in depth local search 200 
s  A parameter prevents a possible division by 0 0.01 
v  A parameter prevents a possible division by 0 0.0001 
maxsoil  Upper bound for soil changes in any edge (i,j) 90 
minsoil  Lower bound for soil changes in any edge (i,j) 10 
Nsize_tabu Tabu list size 40 
Niter_LS The iteration number of local search 3000 
BDN  
The number of good solutions chosen to conduct a Pareto local search 10 
va  IWD velocity updating parameters 1 
vb  IWD velocity updating parameters 0. 01 
vc  IWD velocity updating parameters 1 
sa  IWD soil updating parameters 1 
sb  IWD soil updating parameters 0.01 
sc  IWD soil updating parameters 1 
L  Local soil updating parameter 0.9 
IWD  Global soil updating parameter 0.9 
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The research results are compared with the research conducted by Suresh and 
Mohanasundaram (2006). They used the Pareto archived simulated annealing 
(PASA) to solve the multi-objective JSSP with the objectives of minimizing the 
makespan and the mean flow time of the jobs. The makespan ( maxC ), tardiness ( iT), 
and the mean flow time ( F ) are considered in the experiments in this research. 
These three objectives are conflicting, and achieving good results with respect to 
one objective may degenerate the results with respect to the other objectives. The 
schedules generated by PASA does not consider the tardiness ( iT) objective. In 
addition, simultaneous consideration of the three objectives in this research is more 
challenging than considering two objectives in the case of PASA.  
 
The experimental results of the FT and LA test instances are shown in Table 4.2 to 
Table 4.7. The Pareto set generated for each instance is shown in the tables; for each 
feasible schedule, the value of its corresponding makespan maxC , tardiness iT  and 
mean flow time F  are calculated. The values shown in Table 4.2 to Table 4.7 are 
the sum of the makespan maxC  and the mean flow time F ( maxC F ) for each 
corresponding schedule (the data for PASA are obtained from the paper published 
by and Suresh and Mohanasundaram (2006)). In addition, the values of ‘ maxC F ’ 
for different schedules in the Pareto optimal set are summed up for the test instances 
which number of schedules in the Pareto optimal set obtained from MOJSS-IWD is 
no less than that obtained from PASA. The sum ‘ maxC F ’ is shown in Table 4.8. 
In Table 4.8 ‘N.A.’ means ‘not applicable’ and it indicates those cases where the 
number of schedules in the Pareto optimal set obtained by MOJSS-IWD is less than 
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that obtained by PASA. There are a total of six test instances among all the 43 
benchmark instances in the category that ‘the number of schedules in the Pareto 
optimal set obtained from MOJSS-IWD is less than that obtained from PASA’. For 
the rest of the 43 benchmark test instances (37 in total), their schedules are summed 
up and shown in Table 4.8 and the original data are highlighted using font style 
‘bold italic’ in Table 4.2 to Table 4.7. Among the 37 instances in Table 4.8, the 
MOJSS-IWD algorithm outperforms the PASA algorithm for 27 test instances in 
terms of the quality of the Pareto non-dominated set; note that MOJSS-IWD 
outperforms PASA when the sum ‘ maxC F ’ for the Pareto non-dominated set 
generated from MOJSS-IWD is smaller than that generated from PASA. The PASA 
performs better than MOJSS-IWD for 10 test instances.  
 
In general, the MOJSS-IWD algorithm proposed in this research can generate better 
results than that of PASA. When three objectives (makespan maxC , tardiness iT  
and mean flow time F ) are considered such that the problem becomes more 
challenging, it becomes more obvious that MOJSS-IWD is a promising approach 
for solving the multi-objective scheduling problem. 
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Table 4.2 Computational results of FT test instances (FT06, FT10, FT20) 
FT06 FT10 FT20 
MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA 
105.17 105.17 1790.10 1727.00 1926.60 1943.15 
105.50 106.50 1738.50 1725.90 1928.95 1943.40 
105.83 104.67 1803.70 1729.60 1928.95 1920.85 
106.17 105.00 1811.10 1730.30 1929.45 1897.50 
106.33 108.17 1818.60 1734.00 1929.75 1898.25 
106.50  1828.80 1734.80 1931.00 1898.65 
108.17  1745.10 1740.20 1931.10 1888.60 
112.50  1851.10 1742.60 1932.70 1887.75 
113.83  1853.90 1740.60 1932.95 1895.20 
119.50  1854.80 1738.70 1934.05 1904.90 
123.33  1860.60 1738.80 1934.40 1906.20 
124.17  1882.40 1741.30 1935.60 1907.45 
128.67  1844.80 1769.70 1936.40 1907.30 
109.67  1851.80 1782.20 1964.00 1906.50 
107.67  1873.00 1791.30 1971.80 1923.30 
105.00   1803.70 1976.25 1929.30 
   1810.00 1987.85 1928.65 
   1821.00 1989.55 1969.20 
   1862.50 1999.05 1970.00 
     1972.45 
     1974.25 
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     1974.55 
 
Table 4.3 Computational results of LA test instances (LA01-LA08) 
LA01 LA02 LA03 LA04 LA05 LA06 LA07 LA08 
MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA 
1170.2 1161.3 1150.8 1128.5 1073.2 1067.5 1051.2 1058.9 1027.9 1015.7 1548.73 1517.2 1465.53 1454.93 1404.2 1434.8 
1171.1 1168.3 1154.8 1135.1 1077.3 1076.2 1058.6 1061.3 1030.1 1016.5 1556.67 1549.73 1467.67 1452.73 1465.67 1435.73 
1174.9 1169.1 1160.2 1145 1083.2 1076.7 1064.1 1062.2 1030.5 1018.1 1562.87 1569.07 1475.67 1453.73 1474.67 1435.6 
1177.9 1171 1160.9 1146 1087 1078.2 1068.8 1063 1032.7 1021.2 1566.33 1573.53 1483.2 1454.6 1477.47 1436.73 
1179.6 1171.1 1162.9 1149.1 1087.1 1078.8 1075 1063.6 1033.9 1052.1 1614.13 1650.27 1490.53 1461.27 1492.2 1434.8 
1201.9 1172.1 1164.1 1151.7 1087.6 1078.8 1076 1075.1 1034 1056.3 1633.33 1668.4 1494.2 1460.87 1505.53 1434.2 
1222.2 1176.8 1164.2 1156.6 1088.7 1078.9 1077.7 1076 1039.9 1063.2 1658.07  1494.4 1458.6 1508.8 1434.27 
1225.5 1235.7 1166.2 1166.6 1088.9 1084.5 1078.8 1077.1 1040.6  1683.4  1503.07 1518.33 1509.73 1440.27 
1230.6 1249.3 1166.3 1167.3 1088.9 1086.5 1081.6 1078.7 1044.7  1774.73  1508.47 1584.47 1516.2 1435.93 
1233.1 1420.2 1166.9 1177.3 1090.4 1087.3 1082 1081 1061.6    1519.4 1648.8 1517.13 1436.47 
1268.9  1166.9 1194.9 1090.8 1090.3 1082.4 1082.8 1063.3    1522.07  1521.8 1441.33 
1281.9  1167.1 1313.8 1091.4 1090.3 1084.6 1084.3 1065.6    1523.47  1525.8 1444.47 
1289.2  1167.3  1092.6 1091.3 1086.1 1111.9     1539  1547.13 1451.4 
1299.8  1167.5  1093.3 1094.7 1088.4      1561  1547.53 1452.2 
1301.9  1167.7  1095.6 1098.1 1090.1      1562.33  1552.87 1452.73 
1307.7  1171.9  1097 1102.1 1091.1      1562.6  1555.07 1451.73 
1311.2  1172.7  1097.1 1106.5 1091.2      1563.33    
1336.5  1172.9  1097.1 1124.5 1091.6      1566.73    
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  1173  1097.1 1125.6 1092.1      1567.93    
  1173.3  1097.5  1092.3          
  1175  1098  1093.6          
  1184.7  1098.7  1096.2          
  1187.7  1098.8  1107.3          
    1099.5  1111.1          
    1099.9            
    1106.6            
    1107            
 
Table 4.4 Computational results of LA test instances (LA09-LA16) 
LA09 LA10 LA11 LA12 LA13 LA14 LA15 LA16 
MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA 
1563.33 1571.07 1607.47 1566.40 1971.85 1958.70 1719.85 1657.90 1911.65 1872.10 2093.65 2048.30 1950.55 1955.05 1784.50 1808.50 
1577.07 1583.47 1609.87 1572.13 1982.60 1965.45 1720.70 1659.30 1912.00 1873.40 2097.85 2076.40 1953.05 1957.65 1785.80 1771.30 
1577.07 1585.27 1615.93 1583.13 2012.80 1982.05 1729.10 1679.80 1912.80 1881.60 2098.00  1959.45 1958.90 1786.30 1790.20 
1579.80 1584.67 1617.07 1588.67 2013.75 1983.15 1738.35 1686.50 1918.10 1883.75 2099.45  1962.05 1960.85 1790.40 1781.30 
1610.93 1584.87 1655.13 1634.20 2014.90 2039.05 1738.50 1687.90 1919.95 1906.30 2101.05  1964.70 1966.20 1790.40 1785.20 
1613.07  1689.07 1635.47 2027.05 2039.95 1739.70 1691.10 1920.50 1918.00 2101.90  1984.30 1986.55 1790.70 1781.60 
1613.20  1691.20 1638.80 2027.45 2041.80 1741.25 1719.45 1923.45 1920.30 2109.15  2025.00 1988.85 1791.40 1754.80 
1623.33   1691.47 1641.07 2071.25  1742.05 1744.20 1923.45 1929.75 2127.70  2065.80 1990.30 1791.50 1747.30 
1626.53   1697.27    1747.35 1765.25 1925.60 1945.30 2130.75   2011.95 1793.30 1757.50 
1627.00   1698.67    1748.50  1926.65 1955.40 2147.25   2015.65 1793.70 1751.20 
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1648.13   1700.67    1788.55  1927.60 1962.85 2148.80   2037.05 1794.90 1747.50 
1648.80   1733.27    1791.60   1929.95 1995.40 2150.50   2064.10 1801.20 1752.90 
1650.80   1747.00    1792.45   1930.35 2000.65 2154.90   23893.10 1803.50 1772.50 
1651.93   1750.47    1797.00   1930.60  2157.95    1806.00 1776.40 
  1752.93    1797.95   1938.20  2160.70    1807.30 1789.30 
      1798.10   1939.95  2162.70    1807.70 1790.50 
      1799.75   1940.00  2166.60    1815.70 2018.07 
        1940.15  2170.60    1815.90 2019.67 
        1954.10  2177.50    1820.30 2029.93 
          2207.80    1821.20 2038.73 
          2256.35    1823.90 2054.40 
          2394.95    1824.00 2154.53 
              1824.30  
              1825.00  
              1825.20  
              1830.10  
 
Table 4.5 Computational results of LA test instances (LA17-LA24) 
LA17 LA18 LA19 LA20 LA21 LA22 LA23 LA24 
MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA 
1498.90 1518.20 1614.50 1610.20 1585.80 1594.70 1698.70 1705.00 1962.73 1975.73 1808.80 1779.53 1824.27 1909.93 1824.27 1821.13 
1503.70 1509.50 1619.90 1604.30 1610.40 1593.60 1701.80 1684.10 1983.80 1964.87 1810.60 1776.40 1834.67 1914.07 1834.67 1793.00 
1504.60 1508.50 1621.30 1605.80 1612.30 1581.90 1705.20 1684.60 1984.33 1966.00 1811.67 1776.93 1835.80 1915.60 1835.80 1780.87 
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1506.20 1502.00 1627.10 1589.50 1615.80 1578.70 1706.20 1684.00 1991.93 1963.73 1811.80 1790.87 1836.07 1921.27 1836.07 1781.93 
1512.70 1504.60 1629.20 1597.40 1620.00 1673.50 1707.80 1959.87 2014.07 1786.00 1811.80 1921.93 1838.53 1775.93 1838.53 1849.80 
1517.40 1500.00 1629.50 1601.40 1620.40 1702.50 1709.20 1955.27 2025.20 1790.80 1813.40 1920.00 1839.73 1779.47 1839.73 1847.33 
1518.00 1488.90 1631.10 1667.00 1621.30 1698.50 1717.10 1955.20 2039.20 1795.67 1813.87 1781.00 1840.80 1844.07 1840.80  
1518.20 1491.50 1631.50 1678.20 1622.60 1956.80 1717.50 1798.20 2040.20 1842.27 1814.53  1843.93  1843.93  
1518.50 1497.20 1634.00 1715.00 1623.20 1956.60 1718.30 1826.27 2041.80 1842.07 1818.47  1846.13  1846.13  
1518.50 1489.70 1634.00 2000.87 1625.00 1845.07 1719.20 1845.27 2043.73  1819.07   1848.13   1848.13  
1520.30 1508.80 1635.10 2006.13 1626.40 1848.13 1719.90 1847.67 2174.93  1819.40   1862.60   1862.60  
1520.60 1510.10 1647.50 2015.33 1627.40 1851.20 1721.80 1853.13 2283.67  1821.93   1874.40   1874.40  
1520.80 1509.70 1652.50 2017.67 1630.10 1855.33 1722.60 1853.93 2294.07  1822.27   1881.53   1881.53  
1521.20 1525.90 1664.80 2016.33 1634.90 1859.80 1727.70 1873.73 2353.13  1822.73   1881.53   1881.53  
1522.40 1699.20 1665.50 2016.20 1655.70 1875.60 1732.00  2368.40  1824.27   1897.93   1897.93  
1532.60 1725.40 1666.30 2017.13 1663.70  1738.40  2376.33    2027.00     
1537.30  1672.20  1876.20  1755.80       2027.60     
1537.40  1679.60    1756.90           
1544.20   1694.20     1765.60           
1545.10   1696.40     1797.80           
  1698.90               
  1703.00               
  1712.90               
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Table 4.6 Computational results of LA test instances (LA25-LA32) 
LA25 LA26 LA27 LA28 LA29 LA30 LA31 LA32 
MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA 
1866.93 1888.47 2219.00 2295.10 2367.10 2374.75 2315.25 2302.50 2248.55 2244.10 2311.90 2418.90 3102.27 3085.37 3304.73 3304.07 
1868.80 1885.33 2220.90 2293.40 2385.85 2385.00 2316.45 2303.10 2252.30 2237.75 2323.15 2420.35 3103.63  3305.97 3305.37 
1872.00 1882.53 2226.45 2290.55 2387.60 2379.85 2317.75 2305.85 2252.50 2240.95 2333.80 2412.55 3274.97  3306.63 3308.33 
1873.33 1873.73 2227.30 2297.55 2388.10 2378.50 2323.30 2307.80 2253.75 2220.55 2356.90 2412.50 3317.00  3314.73 3300.03 
1880.73  2253.10 2300.70 2388.35 2376.05 2324.15 2300.30 2254.05 2221.80 2449.85 2404.90 3190.87   3299.80 
1882.47  2318.25 2300.95 2389.20 2385.45 2324.45 2306.00 2256.50 2234.00 2450.95 2410.30    3286.93 
1886.33  2320.05 2300.25 2389.85 2365.70 2325.20 2306.90 2256.75 2235.25 2452.30 2397.45    3298.30 
1891.47  2323.60 2304.80 2390.55 2366.30 2325.80 2302.40 2258.40 2279.10 2455.65 2389.95    3298.47 
1892.93  2334.80 2305.45 2398.05 2436.65 2326.65 2300.45 2263.45 2291.35 2457.55 2422.25    3305.37 
1896.47  2507.30 2302.40 2398.25 2439.35 2328.15 2301.40 2268.45 2313.95 2457.80 2440.05    3305.93 
1898.87  2642.95 2303.50 2399.00  2328.20 2351.85 2269.85 2317.10 2458.10 2448.30    3307.57 
1899.60  2644.15 2297.75 2399.35  2328.25 2362.80 2270.20 2307.00 2459.30     3327.53 
1900.53  2659.75 2296.35 2402.35  2328.40 2365.05 2276.20 2348.75 2461.10     3373.93 
1901.13   2284.40 2403.60  2329.45 2371.10 2285.45 2345.05 2462.05     3383.67 
1901.87   2301.70 2405.60  2329.65 2386.95 2289.95 2370.25 2462.45      
1902.53   2339.15 2408.30  2330.30 2386.50 2290.85 2401.20 2463.10      
1902.73   2342.25 2408.50  2330.90  2291.75 2430.65 2465.85      
1902.93   2336.70 2410.00  2335.55  2294.70 2434.55 2468.55      
1908.13   2336.60 2417.00  2337.95  2304.00  2471.05      
1908.47   2367.30 2417.05  2337.95  2314.80  2476.10      
1910.40   2393.70 2417.85  2350.90  2315.60  2477.00      
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1917.33    2418.25  2351.20  2317.35  2592.45      
1918.87    2420.10  2351.75  2320.05  2597.35      
1929.33    2425.35  2353.15  2409.40  2754.30      
1934.40    2432.05  2354.85  2495.25  2758.50      
1939.13    2447.20  2408.70  2499.40        
2024.53    2458.90  2425.10  2501.85        
        2501.90        
 
Table 4.7 Computational results of LA test instances (LA33-LA40) 
LA33 LA34 LA35 LA36 LA37 LA38 LA39 LA40 
MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA MOJSS-IWD PASA 
3035.77 3038.47 3132.57 3109.83 3313.07 3233.13 2519.47 2506.27 2717.60 2694.13 2386.13 2421.60 2413.00 2351.27 2379.80 2328.90 
3047.93 3032.30 3133.90 3108.40 3314.13 3263.03 2519.73 2485.27 2719.47 2694.07 2388.00 2422.27 2413.07 2352.67 2381.67 2320.10 
3046.07 3020.87 3134.63 3109.03 3314.43 3263.57 2523.13 2472.93 2727.47 2693.60 2389.47 2406.33 2418.27 2350.33 2382.67 2304.80 
3037.93 3026.73 3135.53 3109.47 3349.37 3265.40 2531.87 2476.87 2746.33 2700.00 2391.40 2382.33 2418.47 2353.20 2383.60 2405.10 
3038.70 3038.20 3136.27 3104.40 3350.13 3266.60 2536.33 2478.07 2751.20 2701.67 2392.93 2382.40 2614.73 2344.53 2384.00 2436.90 
 3030.30 3158.23 3106.23 3358.73 3280.53 2550.93 2479.33 2755.73 2692.87 2394.47 2381.93 2644.53 2338.60 2387.67 2446.80 
 3027.67 3159.63 3107.13 3361.00 3309.23 2551.33 2479.67 2758.00 2687.53 2397.33 2382.20 2661.33 2379.07 2388.33 2500.30 
 3032.03 3164.70 3119.20 3363.77 3300.50 2554.60 2515.13 2758.27 2692.53 2397.47 2415.13 2703.00  2390.00  
 3042.20 3165.73 3119.40 3364.87  2554.93 2521.67 2764.53 2689.53 2398.40  2771.60  2391.00  
 3098.00 3166.10 3114.37 3365.40  2555.07 2529.73 2770.67 2689.73 2398.53  2432.47  2394.67   
 3099.63 3166.43 3094.93 3372.70  2557.00  2772.87 2694.27 2398.73     2394.73   
 3101.97 3167.67 3100.77 3374.20  2558.33  2779.33 2689.93 2400.87     2396.33   
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  3168.23 3116.70 3374.93  2564.53  2780.40 2680.07 2401.07     2397.27   
  3168.67 3150.43 3378.17  2570.27  2781.00 2692.53 2401.20     2401.73   
  3173.80 3170.40 3382.97  2575.40  2781.07 2695.47 2402.07     2402.60   
  3178.03 3171.67 3384.03  2575.93  2781.60 2694.13 2402.33     2403.20   
  3185.87 3209.20 3387.53  2581.67  2781.93  2403.07     2407.47   
  3187.53 3333.93 3398.10  2589.13  2782.27  2432.80     2410.07   
  3187.93 3419.60 3398.97  2592.60  2787.13  2407.00     2416.33   
  3194.27 3409.53 3400.03  2677.67  2791.53  2407.27        
  3204.20  3400.23  2783.67  2792.20  2420.40        
  3211.07  3400.33  2818.07          
  3213.87  3400.80  2818.47          
  3214.00  3401.03  2823.53          
  3217.03  3402.30  2832.80          
  3233.37  3402.47  2833.07          
 
Table 4.8 Computational results of FT and LA test instances 
Instance FT06 FT10 FT20 LA01 LA02 LA03 LA04 LA05 LA06 LA07 LA08 
PASA maxC F  529.51 N.A N.A 12094.9 14031.9 20716.8 13975.9 7243.1 9528.2 14948.33 24526.53 
MOJSS-IWD maxC F  529 N.A N.A 11987 13951.3 20704.3 13966.9 7229 9482.07 14902.13 25722.6 
Instance LA09 LA10 LA11 LA12 LA13 LA14 LA15 LA16 LA17 LA18 LA19 
PASA maxC F  7909.35 12859.87 14010.15 15291.4 25044.8 4124.7 N.A 40673.33 24489.2 28758.46 26471.93 
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MOJSS-IWD maxC F  7908.2 13177.2 14050.4 13869.5 24982.05 4191.5 N.A 39639.6 24254.6 26203.8 24331.3 
Instance LA20 LA21 LA22 LA23 LA24 LA25 LA26 LA27 LA28 LA29 LA30 
PASA maxC F  25526.24 16927.14 12746.66 13060.34 10874.06 7530.06 N.A 23887.6 37260.95 41473.35 26577.5 
MOJSS-IWD maxC F  23993 18083.27 12681.94 12849.87 11009.07 7481.07 N.A 23882.9 37201.4 40833.65 26507.95 
Instance LA31 LA32 LA33 LA34 LA35 LA36 LA37 LA38 LA39 LA40 
PASA maxC F  3085.37 N.A N.A 63284.62 26181.99 24944.94 43082.06 19194.19 16469.67 16742.9 
MOJSS-IWD maxC F  3102.27 N.A N.A 63265.73 26724.63 25397.4 44145.53 19137.2 17583.4 16687.73
N.A.: 6 
EIWD excels PASA:27 
PASA excels EIWD:10 
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4.5.2 Discussion 
The proposed methodology has both merits and demerits. The merit of the 
MOJSS-IWD solution methodology is that it can solve the MOJSS problem with 
satisfactory results. It outperforms PASA in 27 test instances among the 37 
comparable test instances. Besides, the solution methodology can be employed 
easily in solving MOJSS with different optimization criteria. There are demerits 
accompanied with the MOJSS-IWD algorithm. The parameters used in the 
MOJSS-IWD algorithm can affect its performance. As there are many parameters 
involved, using experiments or the trial and error method to tune these parameters 
does not maximize the performance of the algorithm. A systemic way of 
determining these parameters should be explored to provide guidelines on the 
selection of the most suitable set of parameters.  
 
4.6 Summary 
MOJSSP with the consideration of three objectives, namely, the makespan, 
tardiness and mean flow time, has been studied in this research. The research goal is 
to find a set of solutions in the form of alternative trade-offs in the Pareto optimal 
set, and a new method is proposed to generate the Pareto non-dominance set. A 
promising optimization algorithm named MOJSS-IWD is presented and applied to 
solve the multi-objective JSSP. The MOJSS-IWD algorithm is obtained by 
customizing and improving the original IWD Algorithm. A scoring function and a 
Pareto schedule checking process are embedded in the MOJSS-IWD algorithm. 
The quality and the efficiency of MOJSS-IWD are validated through experiments 
using 43 instances from the OR-Library. The experimental results are compared 
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with the PASA algorithm. The research results show that the MOJSS-IWD can 
generate better results in general. When the three objectives (makespan maxC , 
tardiness iT  and mean flow time F ) are considered such that the problem 
becomes more challenging, MOJSS-IWD is a more promising approach for solving 
the multi-objective scheduling problem. 







An agent can be viewed as a software entity that can act autonomously towards its 
goal. Agent technology has emerged as a promising and competent approach to 
cope with different production problems. Agent-based approaches have already 
achieved successful results in the last two decades. An agent has certain excellent 
features, e.g., autonomy, interaction, flexibility and scalability. All these features 
are suitable for handling dynamic events in a job shop, especially when the 
environment is complex.  
 
As VE is a new organization concept for enterprises, the production activities, 
especially partnership selection and scheduling, in this new environment need to be 
carefully planned. A flexible system for partner selection can facilitate the 
dominant enterprise to find the best set of member enterprises swiftly. An efficient 
VE scheduling system becomes essential to make full use of the member 
enterprises’ resources. A multi-agent based framework is proposed to encapsulate 
the three tightly related issues (partner selection, single objective JSSP and 
multiple objective JSSP) solved in the previous chapters together, so as to provide 
an integrated total solution for the enterprises, especially the SMEs to perform 
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better in today’s global market.  
 
In this chapter, a multi-agent based integrated total solution (MITS) framework for 
a VE environment is proposed. The rest of this chapter is organized as follows. 
Section 5.1 gives a brief overview of the proposed MITS system. Section 5.2 
introduces MITS Level 1 structure: the agent service management platform for 
VE. The level 2 structure of the MITS, namely, the agent-based approaches for 
scheduling is presented in Section 5.3. Section 5.4 presents the Level 3 of the 
MITS for internet-based manufacturing resource availability monitoring. Section 
5.5 discusses the features of this MITS and Section 5.6 concludes this chapter. 
 
5.1 Overview of MITS 
To facilitate partner selection and scheduling in a VE environment and consider 
the dynamic status of each job shop in the member enterprise, a three-level system 
design (MITS) is proposed, namely the VE level, the member enterprise level and 
the job shop level (Figure 5.1). In the VE level, an agent service management 
platform is introduced for the dominant enterprise to select potential partners, 
check and coordinate the progress of each partner, and for the partners to bid for 
tasks. The enhanced ACO optimizer is encapsulated in the agent service 
management platform to select the best set of partners. Before selecting the best 
partners, a master schedule is generated by the dominant enterprise to make an 
overall plan of the project. The member enterprises (partners) may be 
geographically dispersed, thus a multi-agent based scheduling methodology 
(Level 2) is proposed to generate feasible schedules for jobs obtained after the 
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bidding process. In the job shop (Level 3), the machining resources are monitored 
to obtain the real-time status of these resources, in order to provide the real-time 
machine information to the scheduling system.  
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Level 1 Agent service 
management for VE
 
Figure 5.1 The three-level design of dynamic scheduling system for a VE 
 
The single objective and multiple objective scheduling solution methodology 
EIWD and MOJSS-IWD described in Chapter 3 and Chapter 4 can be employed 
both at the VE level and the member enterprise level: 1)At the VE level: 
employing the schedule generating methodology, the dominant enterprise can 
generate master schedules to select partners considering project duration, project 
completion time, etc; 2) At the member enterprise level: EIWD or/and 
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MOSS-IWD can generate satisfactory schedules for each member enterprise to 




An agent service management platform has been proposed for the level 1 of MITS 
to facilitate the cooperation and coordination among the dominant enterprise and 
its member enterprises (Figure 5.2). In this platform, the dominant enterprise and 
the member enterprises are modeled as Enterprise Agents. These Enterprise 
Agents coordinate with each other through cooperation protocols to share 
information, update status, etc. The Enterprise Agents representing the dominant 
enterprise firstly generates the master schedule to plan the subprojects. After that, 
guided by the master schedule, it announces the tasks and the Enterprise Agents 
representing the member enterprise bidding for these tasks. Once the task 
assignment has been completed, the dominant enterprise agent in the VE system 
controls the production process, checks the status and results, and provides 
feedbacks and suggestions to its member enterprises. The member enterprises 
agent generate the schedules of the jobs for processing, share their knowledge and 
information, and update the results and progress to the dominant enterprise agent. 
Figure 5.3 shows the sequence of the activities in the proposed agent service 
management platform. In the proposed system framework, if a particular member 
enterprise cannot finish the project on time when facing dynamic situations, it can 
initiate another round of auction/bidding process through the platform to form a 
new VE under its supervision, and that particular enterprise can then become a 
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dominant enterprise. This auction/bidding is open to the existing alliance, as well 
as the other enterprise registered on the platforms. Based on the agent service 
management platform, member enterprises provide their schedules, report 
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Figure 5.2 The service management platform for a VE 
 
Single objective and multiple objective job shop scheduling is carried out after the 
dispatching of jobs to each member enterprise, which will be explained in Section 
5.3. The machine availability information in the machine resource repository and 
continuous job arrival will be considered in the scheduling process, and this part is 
illustrated in detail in Section 5.4.  
 




Figure 5.3 The events sequence of agent service management platform 
 
5.3 MITS Level 2:    Agent­based Approaches for 
Scheduling 
In this section, multi-agent based scheduling within each member enterprise is 
introduced. The EIWD and MOJSS-IWD introduced earlier is employed and 
encapsulated to solve the single and multiple job shop scheduling problem. Agent 
encapsulation is one of the core issues in agent-based applications. In general, 
agents can be encapsulated in two ways, namely, the functional decomposition 
approach and the physical decomposition approach (Shen et al. 2006). 
Corresponding to these two types of agent encapsulation, two kinds of 
agent-based manufacturing scheduling systems can be distinguished (Shen 2002). 
For the first type, each agent represents a single resource, and the agents are 
responsible for maintaining the schedules of the machines they represent. 
Schedules of the manufacturing system are achieved through negotiation between 
the agents. Most literature on agent-based scheduling systems adopts this 
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approach. In the second type, the agents function as local incremental searches 
that aim to match their orders with proper resources. Scheduling is considered as 
an incremental search process that is similar to centralized scheduling. Functional 
and physical decomposition approaches are integrated in this research to design 
the agent-based single and multiple job shop scheduling system.  
 
5.3.1 Three Types of Multi­agent System Architectures 
In agent-based job shop scheduling systems, the agent architecture plays an 
important role. Studies on multi-agent architecture demonstrate that the agent 
technology can be deployed to solve complex scheduling problems effectively 
(Khoo et al. 2001). There are three types of architecture, namely, hierarchical, 
heterarchical and hybrid. A comparison of the strengths and drawbacks of these 
three architectures is listed in Table 5.1. 
 
In a hierarchical architecture, the highest hierarchy controller sets the system goals 
for the next lower level, and these goals are sent to the lower levels. The agents at 
the lower levels refine the plans, add more details, and execute the tasks. This 
architecture is suitable for a mass production or a static environment (Leung 2006). 
In the heterarchical architecture, there is no master/slave relationship, and the local 
autonomous agents are distributed (Reaidy et al. 2003). However, there are 
disadvantages in both hierarchical and heterarchical architecture. The hybrid 
architecture, which is a combination of hierarchical and heterarchical architecture, 
overcomes these disadvantages through combining the positive aspects of both 
architectures (Zhang et al. 2007). Supervisory higher level agents exist for the 
global optimization while agents of the same level can still communicate and 
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cooperate in a “peer-to-peer” mode, such that both horizontal and vertical 
interactions can co-exist (Choi et al. 2000). 
 
Table 5.1 Comparison of the hierarchical, heterarchical and hybrid control 
frameworks. 
Type Strengths Drawbacks 
Hierarchical 
architecture 
Can achieve system global goals and can be managed 
easily  
Strict master/slave relationship, and each controller 
holds a certain control authority within its realm 
Difficult to remove or 
add new resources 




Agents have full local autonomy and communicate 
peer-to peer 
Reduce the system complexity 
New devices and machines can be added or removed 
with ease without changing the entire system 
Respond to changing situations more quickly and stay 
robust 
Decisions can be made locally when facing dynamic 
events 








More flexible and robust in handling complex 
situations 
Have mediation/coordination to enhance the global 
performance 
Deadlock can be easily resolved with the help of 
higher level agents 
Complex to build 
 
5.3.2 Multi­agent Based Dynamic Scheduling Methodology 
A multi-agent based scheduling methodology (Figure 5.4) is proposed to carry out 
dynamic schedule in each member enterprise, in order to generate schedules for the 
jobs that have arrived at these enterprises. This multi-agent based scheduling 
methodology is based on the JATLite framework. There are several types of entities 
in the scheduling methodology, namely, the machines, work-centers, job shops, 
jobs, scheduler, and an overall monitoring client. These entities are encapsulated as 
six types of agents, namely, the overall monitoring agent (OMA), the scheduler, the 
job shop agent (JSA), work-centre agent, job agents (JA) and the machine agent 
(MA). Figure 5.4 illustrates their relationships, where entities located at a higher 
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level of the hierarchy will have a wider view of the system. Entities such as 
machines or jobs are grouped and monitored by a higher level supervisor. For 
example, a group of machines is monitored by their work-centre manager and the 
state of the work-centre is monitored by the job shop monitor. A job can be 
monitored by either a work-centre manager or the job shop monitor depending on 
whether it stays in a work-centre or travels on a material transportation device.  
 
 
Job-shop agent Scheduler Job agent
















Member enterpriseOverall monitoring agent
Level 2 An agent based scheduling methodology for member 
enterprise 
 
Figure 5.4 Relationships among different types of components in the scheduling 
system 
 
The OMA is located at the top of the hierarchy for the overall planning of the 
machining resources. The OMA is not a part of a physical job shop but it monitors 
the entire system. The JSA represents a general job shop, which is physically made 
up of several work-centers, a receiving/shipping station, and material transportation 
devices. After the bidding process, the tasks will be dispatched to the job-shops that 
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are successful in the bidding process, and the scheduler will generate a new 
schedule for these tasks. The scheduling generating methodologies introduced in 
Chapter 3 and Chapter 4 are encapsulated in the scheduler. The work-center agent 
monitors the status of the machine and coordinates message passing in their 
domains. The MAs are at the lowest level of the hierarchy. Each machine is 
monitored by a camera to allow any authorized shop-floor manager, contractor or 
even the potential customers to watch the machine in operation. The system planner 
can observe the machines and the status of these machines easily through the MAs 
via Internet. Sensors are installed on the machines to obtain real-time information. 
The sensor data of a machine is processed locally in order to reduce the load of data 
transmission. Only changes in the machine status will be updated and displayed to 
the higher level entities in the system. This approach facilitates efficient data 
distribution to their most relevant locations. The functions of each agent are listed 




In MITS, machine monitoring via the Internet is critical in order to obtain 
real-time information of the machines. A machine resource repository (Figure 5.5) 
is designed to store the machine information, represented by the machine agents. 
The machine agents are provided with static and dynamic information of the 
machines. The static information encapsulated in the agent includes the machine 
type, capacity, accuracy, etc., while the dynamic information of the machine is 
obtained through camera monitoring and sensor data processing. 




Table 5.2 Functions of each agent in member enterprise. 
Name Functions 
OMA Monitor the scheduling activity in member enterprise 
Initiate the scheduling process 
Decide the start time of the next simulation period 
Contact the scheduler, JSA and MA to decide when to reschedule 
Communicate with the dominant enterprise to get information of new jobs, and 
update progress/status 
JSA Update the scheduling status of the machines 
Execute the dispatched jobs from the scheduler 
Record the jobs entering the job shop/the completed ones to track and monitor the 
job shop 
An interface for OMA to monitor the machines with the dispatched schedules 
Scheduler Generate new schedules 
EIWD and MOJSS-IWD algorithm are encapsulated in the Scheduler to generate 
schedules 
Communicate with JA, JSA, and the OMA to generate new schedules 
Reschedule after receiving the command from OMA  
Update the new schedules to JSA 
JA Receive and record the newly arrived jobs 
Receive specific information: operation sequence, processing time, start time, due 
time, etc.  




Form the Machine Resource Repository where the machines are monitored 
Collect information on the status of machines and update to the higher level JSA  
Monitor the status of the machine and coordinate the messages passing in its 
domain 
MA Execute the dispatched jobs from the scheduler 
Represent a real machine in the job shop with its health conditions. 
Use cameras to monitor a machine in operation 
Provide the real-time status of machines (i.e., idle, processing, breakdown or 
deterioration) to the OMA  
Locally process the sensor data 
 
Sensors and cameras are installed to obtain data on the real-time status of these 
machines. Sensors are used to monitor the machine operating status, such as 
machining forces, vibration, etc. In this research, a three-component piezo-electric 
dynamometer (Kistler 9265 B) is used to monitor the machining forces while the 
Kistler accelerometer 8728A500 is used for measuring vibration. Data transmission 
is implemented based on a TCP/IP client/server structure using Java. A server 
socket is created to send out signals from the sensors in real-time, while a socket is 
coded in the JATLite agent of an MA to wait for the signals from the machine. 
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Figure 5.5 The machine resource repository 
 
Besides sensors, cameras are used in this research. In the shop-floor, a camera is 
installed on each machine. The camera serves two purposes. Firstly, the images 
from the camera can be transmitted to the corresponding machine agent through the 
Internet, to allow the planners to monitor the machines via the machine agents. 
Secondly, the status (operating or idling) of the machine can be tracked using the 
camera. To detect the status of the machine, the main moving part, such as the 
spindle can be tracked and analyzed from the images captured by the camera. When 
the main spindle stops, a message will be sent to the operator. Upon receiving the 
message, the machine operator will check the machine to determine whether the 
machine has completed an operation or broken down. If the machine has broken 
down, the operator will update the status of the machine with the estimated repair 
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time, and the changing of the machine status will trigger the rescheduling process. 
 
5.5 Discussion 
The research reported in this chapter is devoted to designing a multi-agent based, 
efficient and effective, integrated, total solution framework for an enterprise to 
select the best set of partners to form a VE in order to respond quickly to the job 
opportunities, as well as to coordinate and plan the resources within the VE 
effectively. A three-level system design, namely, VE level, member enterprise 
level, and job shop level is proposed. A comprehensive scheduling system for a 
VE environment has been formulated, and real-time information on the resource 
availability will be updated in the scheduling process to make the scheduling more 
dynamic and reactive. The features of the proposed scheduling system are: 
(1) Reconfigurable 
The proposed MITS framework is logically reconfigurable: 
a) The partner selection methodology is logically reconfigurable and it can be 
used as a black box, where the decision maker only needs to define his/her 
preference through specifying the search objectives, constraints and weights to 
confine the search, and the algorithm can be used to obtain the best set of partners. 
b) The optimization model developed for the multi-objective scheduling is 
reconfigurable by tuning the scheduling criteria, e.g., minimum completion time, 
lowest cost, etc.   
 
(2) Distributed scheduling 
The proposed multi-agent system is capable of performing distributed scheduling. 
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Scheduling agents are designed for the planning of machining resources. The 
resources will be modeled as agents and are Internet-enabled. They can be 
distributed in a number of factories or even in overseas factories. The users can 
choose workshops in different locations, e.g., near the raw material suppliers or the 
final destination of the products, to form a VE. Agent technology can be deployed 
to address the dynamic requirements in the scheduling process. 
 
(3) Real-time information 
Real-time machine information can be considered in the proposed MITS 
framework during scheduling. The information of a machine consists of two 
components, namely, the static and dynamic information. Sensors will be installed 
on the machines to obtain certain dynamic information of the machines, such as 
cutting forces, vibration, etc. Machine maintenance schedules, tool-life and cutting 
force monitoring will either be obtained directly from the sensors or modeled based 
on historical data. Such information will be very useful to allow real-time schedules 
to be planned and the allocation of the machining resources to machine the parts. 
Assuming all the specifications are met, which include the static and dynamic 
information of the machines, schedules can be generated according to different 
criteria, such as the minimum cost or shortest delivery time. When the planner 
generates a schedule, the dynamic information of a machine is taken into 
consideration at that time instant. This aspect aims to make the schedule highly 
robust and reactive since studying and monitoring the main dynamic events is more 
useful than increasing the complexity of the optimization algorithms. 
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(4) Real-time re-scheduling 
The proposed MITS system can operate in real-time. It is capable of generating and 
re-generating schedules in real-time in order to respond to dynamic events and 
disturbances quickly. In this research, schedules are generated as and when they are 
needed according to changes in the manufacturing system. The scheduling system 




This chapter presents a framework called MITS, where an agent service 
management platform for VE environment,  a multi-agent based scheduling 
methodology for the scheduling processes in the VE, real time machine monitoring 
are integrated.  MITS is proposed to be developed based on the Internet and agent 
technologies, consists of three levels, namely, the VE level, the member enterprise 
level and the job shop level. The agent service management platform allows the 
dominant enterprise to select potential partners, and check and coordinate the 
progress of each member enterprise. For each member enterprise, multi-agent 
based scheduling is carried out to generate feasible schedules for the jobs obtained 
after the bidding process. In each job shop, online monitoring is conducted to obtain 
the real-time status of the machines, and this machine information is provided to the 
scheduling system to generate the schedules.






This chapter first summarizes the research in this thesis in Section 6.1. Section 6.2 
highlights the contributions and the conclusions made in the previous chapters. 
Finally, recommendations are outlined in Section 6.3 
 
6.1 Research Summary 
This thesis aims to solve three tightly related problems which need high attention 
especially as today’s global market requires high production and lower cost, etc. 
The thesis first presents a general background of VE, partner selection involved in 
the VE formation process, as well as job shop scheduling and the objectives and 
criteria in scheduling. The state-of-the-art of partner selection, single objective job 
shop scheduling and multiple objective scheduling are reviewed. Thereafter, 
methodologies to solve these issues are explained in detail. An enhanced ACO is 
proposed and applied to solve the partner selection in VE, and a new type of 
meta-heuristics, IWD, is improved to solve the single objective and 
multi-objective JSSP respectively. Extensive experiments have been carried out to 
validate the effectiveness and efficiency of the proposed methodologies in solving 
the partner selection problem, single objective job shop scheduling problem and 
multiple objective scheduling problems. A multi-agent based integrated total 
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solution framework is proposed and discussed to encapsulate the partner selection, 
single and multiple objective job shop scheduling issues. 
 
6.2 Contributions   




A novel approach, namely, an enhanced ACO for multi-attribute partner selection 
in VE has been proposed in this research, and the details are presented in Chapter 
2. ACO is a general optimizer and it can be applied to many optimization 
problems. In this research, it is applied to the partner selection problem through 
controlling the way each ant travels. The enhanced ACO takes advantage of its 
own strengths with special requirements. Experiments have been conducted to 
evaluate the enhanced ACO algorithm. The results show that the enhanced ACO 





Focusing on the VE creation phase, a general and flexible process to select 
partners for different partner selection scenarios is presented in this research. Five 
aspects are considered to evaluate the candidates, namely, time, cost, quality, 
Chapter 6 Conclusions and Recommendations 
 134
reputation and risk. Both the qualitative objectives and quantitative objectives in 
multi-objective decision making process are considered. Fuzzy set theories are 
employed to obtain the weights of the criteria, and the linguistics and fuzzy 
numbers are used to transform the qualitative aspects into numerical numbers used 
in the optimization model. The decision maker can tune the criteria, objectives and 




The IWD algorithm, which is a new meta-heuristics, is customized for solving JSSP. 
Five schemes are proposed to improve the original IWD algorithm and the 
improved algorithm is named the Enhanced IWD (EIWD) algorithm. The 
optimization objective is the makespan of the schedule. Experimental results show 
that the EIWD algorithm is able to find better solutions for the standard benchmark 
instances than the existing algorithms. This approach has made a contribution in 
two aspects: (1) To the best of the author’s knowledge, this research is the first to 
apply the IWD algorithm to JSSP. This work can inspire further studies of applying 
the IWD algorithm to other scheduling problems, such as open shop scheduling and 
flow shop scheduling; and (2) This research further improves the original IWD 
algorithm by employing five schemes to increase the diversity of the solution space 
as well as the solution quality.  
 
6.2.4 A New Methodology to Solve the Multi­objective JSSP   
The original IWD algorithm is also improved and customized to solve the 
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multi-objective JSSP. The modified algorithm is called MOJSS-IWD in which a 
scoring function and a Pareto schedule checking process are embedded. The 
optimization objective is to find the best compromise solutions considering the 
makespan, the tardiness and mean flow time of the schedule. In MOJSS-IWD, a 
new approach of generating Pareto non-dominated set is proposed. Experimental 
results show that the MOJSS-IWD algorithm is able to identify the Pareto 
non-dominated solution set. Compared with PASA algorithm, MOJSS-IWD can 
find better results in general considering a more challenging issue is studied.   
The optimization model developed for the multi-objective scheduling in this thesis 
is reconfigurable by tuning the scheduling criteria, e.g., minimum completion time, 
lowest cost, etc.  
 
6.2.5 Proposal  of  a  Multi­agent  based  Integrated  Total 
Solution  (MITS)  Framework  for  Virtual  Enterprise 
Environment   
MITS is proposed and presented. It encapsulates the solution methodologies for 
partnership selection, single and multiple job shop scheduling problems to help an 
enterprise to select the best set of partners, and better plan the resources within the 
VE established through the auction and bidding process. An agent service 
management system, a comprehensive scheduling system for each member 
enterprise, and real-time resource availability in the scheduling process to make 
scheduling more dynamic and reactive are discussed. 
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6.3 Recommendations 
A number of areas can be explored to improve the contributions made in this 
research.  
 
6.3.1 Extension  of  the  Enhanced  ACO  Algorithm  to  More 
Complex Partner Selection Problems 
The life cycle of a VE is short, and rapid configuration is a feature of this kind of 
alliance. The research in this thesis focus on the VE creation phase in its life cycle 
and many complicated situations exist when the enterprises form an alliance. For 
instance, the candidate enterprises considered in this research are independently 
bidding for the sub-projects with only availability affects their bidding in the 
auction and bidding process, and the prices for each sub-project are fixed. 
However, in real situations, one candidate enterprise may bid for more than one 
sub-projects and offer different price packages for different combination of 
sub-projects. The proposed approach in Chapter 2 can be further improved and 
employed to study these more challenging and complicated scenarios. 
 
6.3.2 Study  the  Effect  of  Weights  and  Different  Types  of 
Criteria on the Partner Selection Results 
In the partnership selection process, weights are employed to indicate the relative 
importance of one criterion over another. For the same set of data evaluating the 
enterprises, changing of the weights does not influence the search efficiency; 
however it does affect the search results. When the initial data to evaluate the 
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enterprise changes, the search result is expected to change, for example, if more 
qualitative data is involved, it needs more time to generate the finial results as 
additional time is required to process the initial data. More research work can be 
done to explore how the types of criteria influence the partner selection outcome, 




JSSP and MOJSSP are typical NP-hard optimization problems and they can be 
solved by customizing general optimizer IWD. Coding and decoding is 
extensively involved in each cycle wherever a solution is obtained, and they play 
an important role by affecting the performance of the optimization algorithm. 
Efficient and effective approaches to code and decode the JSSP and MOSSP 
problems can greatly improve the overall performance of the proposed solution 
methodology EIWD and MOJSSP-IWD. Further studies can be carried out to 




MITS is a novel concept of generating an integrated total solution for enterprises, 
however it is a concept without implementation at this stage. Future studies can be 
carried out to implement this agent-based system, and find massive data to test 
this system. The data can either be real company data or generated using 
computers. The research on this issue is considered to be meaningful. 
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