ABSTRACT Internet of Things applications can greatly benefit from accurate prediction models. The performance of prediction models is highly dependent on the quantity and quality of their training data. In this paper, we investigate the creation of a dynamic ensemble from distributed deep learning models by considering the spatiotemporal patterns embedded in the training data. Our dynamic ensemble does not depend on offline configurations. Instead, it exploits the spatiotemporal patterns embedded in the training data to generate dynamic weights for the underlying weak distributed deep learners to create a stronger learner. Our evaluation experiments using three real-world datasets in the context of the smart city show that our proposed dynamic ensemble strategy leads to an improved error rate of up to 33% compared to the baseline strategy even when using 1 3 of the training data. Moreover, using only 20% of the training data, the error rate of the model slightly increased by up to 2 in terms of mean square error. This increase is 82% less than the 11.3 increase seen in the baseline model. Therefore, our approach contributes to the reduced network traffic while not hindering the accuracy significantly.
I. INTRODUCTION
The Internet of Things (IoT) utilizes a wide range of advanced technologies including embedded devices and sensors, communications technologies, Internet protocols, and artificial intelligence to provide smart services for more livable communities. The true realization of this vision, beyond the many advanced technologies, depends highly on the quantity and quality of collected IoT data. Particularly, the quantity and quality of data is affected by malfunctions, errors and delays during the collection, transmission, and processing phases.
In recent years, deep learning (DL) models have drawn the attention of researchers in many areas including the Internet of Things and smart services. Even though the complexity and computational intensiveness of DL models impede their use on IoT devices, many attempts are ongoing to facilitate their use on such resource-constrained devices [1] .
Currently, many IoT applications utilize DL models on the cloud for analytic/prediction purposes. These models are typically responsible for providing suggestions to end-users. To produce models that achieve higher accuracy, learning models ought to exploit the hidden spatio-temporal patterns that are embedded in the training data. Such hidden patterns might be hard to discover by the learning models themselves. For example, in a smart home application, the Heating, Ventilation and Air Conditioning (HVAC) controller should be able to set the temperature to a certain level based on the inferred activities of the household (e.g., sleeping, exercising, etc.) and other parameters (e.g., windows are open, oven is on, etc.). In this scenario, the HVAC controller should predict the optimal temperature based on its raw input data as well as other indicators that convey the extent to which predictions align with previously captured sensors' data (i.e., historical patterns).
IoT systems have to operate in environments that are continually evolving over the time. Therefore, their learning mechanisms should be flexible and adaptive to cope with changes in their environment. In our example on smarthome applications, if the house is sold to a new household, the HVAC controller should perform in a different way based on the preferences of the new occupants since their activity patterns and temperature preferences might be different from those of the previous occupants. This is where Machine Learning (ML) algorithms shine as they can adapt to the new conditions and change their predictions accordingly.
IoT applications present several challenges for learning mechanisms:
• IoT applications and sensor devices generate a lot of high dimensionality data. The high dimensionality of such data hardly can be handled by shallow learning models such as Support Vector Machines (SVM) or K-Nearest Neighbors (KNN). Utilizing Deep Neural Networks allows for the creation of accurate predictors that benefit from the availability of IoT big data.
• Producing continuous streams of data that are bound to specific locations is another unique property of IoT applications. This property can be utilized to exploit the spatio-temporal patterns in training data to identify the typical patterns seen in the output of a prediction model.
• IoT sensors may stop data sensing, collection, or reporting due to malfunctions. Sensor malfunctions might be due to dead batteries, loss of connectivity, damaged sensors, etc. Such malfunctions might lead to limitations in the availability of training data which in turn limits the performance of the generated prediction models.
• There are many practical scenarios that require the data pertaining to IoT applications to be kept privately, and not be exposed to the public. In such scenarios, sending training data to a centralized learning agent might raise privacy and security concerns [2] . Instead, such sensitive data can be used to build a local prediction model. Multiple local prediction models can then be utilized to create an ensemble that is stronger than its underlying local prediction models. To tackle these challenges, we propose to develop an ensemble of DL models that utilizes the spatio-temporal patterns embedded in the training data. The spatial and temporal patterns are usually implicitly available in data [3] . Based on the time span of the spatio-temporal patterns, we weigh the individual models to create an ensemble output. Historical data with spatio-temporal dependencies of various time spans are stored in Bloom Filters (BFs). The proposed approach is self-adaptive and does not depend on offline parameter configurations. Instead, it relies on the output of the individual learning models and the extent to which they match previously observed patterns (i.e., ground truth training data) that are stored in the BFs. The extent of this match determines the weight of the underlying prediction model in the ensemble's output. The weight of each prediction model participating in the ensemble might evolve over time depending on its ability to generate outputs that match the ground truth observed in the training data. Conventional ensemble approaches such as majority voting or averaging methods have to be pre-configured offline with static weights. On the other hand, our proposed approach weighs the prediction models based on the alignment of their outputs with the training data.
A. MOTIVATIONS
In this research, a spatio-temporal pattern refers to a sequence of predictions of an agent that pertain to a specific spatial location. Figure 1 illustrates the concept of spatio-temporal patterns. Each prediction model is associated with a specific geographic region. The following considerations motivate us to investigate the use of spatio-temporal patterns to create a dynamic ensemble of deep learning agents:
• Models that are trained on a portion of the training data lead to weak learners. In an ensemble model, the weak learners complement each other to create a single stronger model.
• Time plays an important role in IoT data, as most of the IoT generated data is time-stamped. Also, location is a major factor in IoT data as data are identified by their origination point in space (e.g., GPS coordinates). Therefore, ignoring such important features might lead to less accurate predictions. In this study, we are set to explore the answer to the following research question: Does the use of spatio-temporal patterns embedded in IoT training data help in the creation of dynamic ensemble models that outperform models that require prior static configuration?
• Massive IoT deployments can benefit from adaptive and self-reconfiguring ensemble models. Such ensemble models should work with a variety of time and geographically stamped data, including electricity load demand forecasting, fault prediction, anomaly detection VOLUME 6, 2018 (e.g., driving anomaly), etc. They should also be applicable to video analysis where image frames are sequentially dependent.
B. CONTRIBUTIONS
The contributions of this research are as follows:
• We propose a new algorithm that creates an ensemble of machine learning models that utilizes the spatiotemporal patterns embedded in the training data.
• Our proposed approach does not rely on offline configurations. Furthermore, it outperforms models that require prior static configuration.
• We showcase the proposed approach to different IoT applications, including electricity demand forecasting, traffic volume prediction, and localization in smart buildings. The rest of the paper is organized as follows. Section II introduces several research attempts related to our research study. Section III reviews some of the background used in the proposed work, including deep learning, Bloom filters, and ensemble learning. Section IV formally introduces the problem formulation behind our research work and our proposed approach. In Section V, we showcase several use cases that can benefit from the proposed approach. In Section VI, experimental results are presented and discussed. Section VII discusses the efficacy of the proposed approach in different deployment scenarios. Finally, Section VIII concludes this study.
II. RELATED WORK
Although ensemble methods have been proposed and used for deep learning models in recent years, most of the literature does not benefit from the spatio-temporal patterns embedded in the training data to obtain better prediction results. The intuition is that a single Deep Neural Network (DNN) prediction model is constructed based on a local optimum solution during the training phase. Having several DNNs that are constructed based on different local optima can collectively cooperate to converge to better prediction results [4] . In this section, we review some of the recent research attempts that have used an ensemble technique to aggregate deep learning outputs.
Qiu et al. [5] proposed an ensemble of deep belief networks (DBN) for regression and time-series forecasting. In their proposed model, the authors generate different prediction models by training the same DBN architecture over different number of epochs. Having 20 DBN prediction models, the outputs of these models constitute the input for a Support Vector Regression (SVR) model to predict the final output. They evaluated their model on three regression datasets related to electricity load demand forecasting and one time-series dataset. The results show improvements over the baseline approaches. However, compared to our work, their work utilizes the whole training dataset for each model. Instead, our approach utilizes different parts of the training data to create multiple prediction models. Also, our approach utilizes spatio-temporal information to generate an ensemble output.
In another recent study, Qiu et al. [6] used an ensemble model to aggregate the predictions of DBNs using the Empirical Mode Decomposition (EMD) algorithm. Their approach relies on a pre-process stage that prepares the data for the underlying models. The ensemble algorithm then is the aggregate of the individual outputs of the underlying models.
Recurrent Neural Networks (RNNs) and Long Short-Term Memory neural networks (LSTMs) have been used widely for temporal and time-series analysis. Liu et al. [7] have extended LSTM to support spatio-temporal data for human activity recognition based on a human skeletal dataset. Their spatio-temporal LSTM (ST-LSTM) network aims to model the temporal dependencies of consecutive frames as well as the spatial dependencies among different joints in one frame. Each body joint is represented by an LSTM unit which is fed by hidden features of its own joint from the previous time step as well as the hidden features of its previous joint at the current time step. Their experimental results illustrate the effectiveness of adding spatio-temporal dependencies analysis to the accuracy of human activity recognition. Our work is different from this approach since in RNN and LSTM based approaches, a fixed length temporal dependency is utilized in the network while our approach dynamically determines the best length of spatial and/or temporal dependencies in the training data.
Ortiz et al. [8] experimented with an ensemble of DBNs with several voting schemes to diagnose the Alzheimer's disease based on brain images. They experimented with majority voting, weighted voting, weighting individual classifiers based on SVM training, and fusion using a DBN. Based on their results, SVM-based ensembles outperform other schemes while DBN-based ensembles were the least effective. A problem with the voting scheme is that it considers all of the underlying models to be equally contributing to the final output and does not weigh individual predictors.
The work of Wang et al. [9] also uses a probabilistic ensemble scheme. Their underlying deep learning models are Convolutional Neural Networks (CNNs) to extract features from wind power frequencies. The ensemble method is based on the probabilistic distribution of wind power data that are statistically formulated and are in charge of filtering uncertain model outputs. Their evaluation on wind farm data demonstrates the efficacy of the proposed approach.
Most of the works on distributed deep learning focus on improving the training time of the neural network by partitioning the execution of a complex DNN among several CPUs [10] , GPUs [11] - [13] , or a distributed computing hierarchy [14] . From a communications perspective, these approaches need to transfer DNN parameters over the network. Based on the size of the DNN, the transferred parameters may induce a considerable amount of network traffic. In the IoT ecosystem, IoT devices or edge nodes may have their own local learning agents. These agents can benefit from a learning agent that aggregates their outputs. This direction has not been investigated much in the literature. This paper explores the potential to utilizing distributed deep learning in support of IoT applications. Recently, Zheng et al. [15] developed a system that utilizes deep ensemble learning for video classification. In their work, two CNNs are used to extract spatial and temporal features for complementary feature representations. An ensemble of classifiers is trained on the random subspaces of features and the results are combined during backpropagation. Although this work utilizes spatio-temporal features in an ensemble approach, it does not use the embedded patterns in such data to dynamically adjust the weights of individual models in the ensemble.
The optimization of weighting strategy has been used in other machine learning-related works including dimensionality reduction and ranking problem. For example, Li et al. [16] investigate a dimensionality reduction technique and use weighted harmonic mean of trace ratios for discriminant analysis. Luo et al. [17] explore the use of cross-modal learning to rank and learn an optimal multi-modal embedding space based on non-linear mapping functions. Table 1 summarizes the algorithms and techniques that have been utilized in the aforementioned research works and shows the position of this work compared to these studies. As shown in this table, our proposed architecture utilizes the strength of several approaches that are suitable for IoT data analytics to generate better prediction capabilities.
III. BACKGROUND
In this section, we review a brief overview of the fundamental components utilized in our proposed approach.
A. DEEP LEARNING
Artificial Neural Network (ANN) techniques have been developed to imitate the functionality of human brain and neurons to process sensory signals. Deep learning algorithms have been developed on top of traditional ANNs by addressing several limitations. ANNs do not perform good when the number of layers is increased. Small-size training data also caused the trained models to be overfitted. Hardware limitations inhibited the implementation of efficient deeper ANNs. The latest advancements in computational capabilities in general and the development of Graphics Processing Units (GPUs) has helped to lift up these computation limitations. More importantly, DL techniques are indebted to the advancements and improvements in training algorithms including: the introduction of Rectified Linear Units (ReLUs) as the activation function in neurons, the introduction of dropout methods to reduce the volume of computations in each layer, the change in the initialization procedures for the weights of the network, the introduction of residual learning networks to address the problem of degradation of training accuracy, and addressing the vanishing and exploding gradient problems by introducing and enhancing LSTM networks [1] . In addition to the aforementioned advantages of DL techniques compared to the traditional ANNs, DL algorithms can learn hidden features from the raw data, and using multiple layers, represent a hierarchy of features. Figure 2 shows the structure of a typical DNN.
B. BLOOM FILTER
Bloom filters serve as an efficient data structure in terms of time and space complexity to store a set of elements. The Bloom filter and its variations have been widely used in distributed systems [18] and have drawn the attention of network researchers in recent years, especially in the IoT area [19] . A significant property of Bloom filters is that they can examine whether an element belongs to a set in a constant time. False positives, on the other hand, are the main drawback of this data structure. Considering the impact of false positives in the underlying application, we can stick to the Bloom filter principle: When the effect of false positives can be discounted, Bloom filters can be used instead of ordinary sets or lists [20] .
The structure of a Bloom filter to represent a set of n elements can be implemented using an array of m bits. All bits are initialized to 0. The Bloom filter uses k independent hash functions h 1 , ..., h k that generate uniform random numbers in the 1, ..., m range.
The probability of a false positive can be formulated as (1 − p ) k , where p is the probability of a bit to be 0:
In this work, Bloom filters are used to find the maximum length of spatio-temporal patterns between the output of a prediction model and the training data that is stored in VOLUME 6, 2018 a Bloom filter. For example, a Bloom filter of length 3 stores training tuples of three consecutive time slots t, t − 1, and t − 2. This Bloom filter is queried and the output of the query is utilized in the inference process of our proposed ensemble model.
C. ENSEMBLE LEARNING
The idea behind ensemble learning is to create a stronger predicting model with an arbitrarily low error, using an ensemble of inferior predictors that have an error rate that can only be better than that of a random guess (i.e., their error rate is better than 50%) [21] . However, it is worth mentioning that an ensemble prediction model is not guaranteed to reach a prediction accuracy that is better than the best model in the ensemble. Instead, it can help to decrease the chance of selecting a weak predictor as the final output [22] . 
IV. SPATIO-TEMPORAL ENSEMBLE LEARNING METHOD

.). Given a sequence of ground truth values
as the set of sub-sequences of length l of sequence G starting from time step t. We also define L to represent the maximum value that l can assume.
As in the case of many search applications, our approach assumes a tolerance value δ > 0 that serves as a quantization level. All values that are hashed by v δ × δ to the same value are stored in the same cell of the Bloom filter. For example, with a Bloom filter that stores 3.55 as a ground truth value, a query for a value of 3.54 returns true when δ is set to 0.02). However, a Bloom filter only checks if an exact value is present in the set. We resolve this issue by storing quantized values in the Bloom filters using δ such that δ ∈ D = {δ 0 , δ 1 ..., }. Any value in the range [ŷ,ŷ + δ) is hashed toŷ which is in turn stored in the Bloom filter. The value ofŷ is calculated as follows: Table 2 lists all the constants and variables used in our approach.
Our proposed ensemble learning problem can be expressed as a multi-objective programing problem (MOPP) [23] that attains the following objectives for each model M i at each time step t:
Objective 2: such that
in whichŷ i t is the quantized value of the prediction of M i at time t, and l i t = ||γ i,t ||. We refer to the kth element of γ i,t by γ i,t k . Objective 1 obtains the sub-sequence of the longest match from the training data stored in B i while objective 2 wants to utilize the smallest quantization level. Both objectives must respect Constraint (5) to retrieve a match between the predictions and the training data.
B. THE PROPOSED ALGORITHM
There is no single global solution for a MOPP to optimize both objectives at the same time [23] , [24] . To solve the aforementioned problem, we devised a heuristic algorithm that returns one Pareto optimal solution from the set of possible Pareto optimal solutions.
In our ensemble method, we use several Bloom filters to track the historical spatio-temporal patterns with different lengths. In this regard, ground truth values at each time step from the training datasets along with various consecutive past observations are quantized by different values of δ and grouped together to be stored in the Bloom filters. In the inference phase, each prediction and its l − 1 predecessors are also quantized and grouped together to be queried against the corresponding Bloom filters to check if such pattern of items exists or not (i.e., length 3 is queried against the Bloom filter that keeps three consecutive items).
Based on the length of the longest match in a Bloom filter (i.e., l) and δ, the weight of the contribution of each model to the ensemble's output is adjusted. Smaller δ and larger Bloom filter match l, lead to a higher weight for a given model. Precisely, the weight of model i at time t is updated by: Figure 3 illustrates the high level diagram of the proposed approach and figure 4 shows the mechanism of filling and querying Bloom filters with historical data at each time step. There are situations where none of the model outputs match values stored in the Bloom filters. In such case, a deep learning model in the ensemble is trained such that the individual models' predictions are fed to it in order for it to provide the ensemble output. Albeit it does not benefit from the spatiotemporal patterns in the training data, we use this mechanism since in such a case the model will end up with equal weights in the ensemble of models which is not fair for the best performing models. Algorithm 1 lists the pseudo-code of our proposed spatio-temporal ensemble learning method. for l = L to 2 in B i do 13: for δ in {δ 0 , δ 1 ..., } do 14 k ≥ 2, and F j (x) < F j (x * ) for at least one j ∈ {1, 2, ..., k}, where X is the set of feasible decision (design) space, and F i is an objective function [23] .
Algorithm 1
where Z is the feasible criterion space. F o is not always feasible. The next best solution would be the one that is called a compromise solution and is as close as possible to the utopia point. The closeness can be computed through a distance measure such as Euclidean distance. Such a solution is Pareto optimal [25] .
Proposition 1: When a Pareto optimal solution exists to the MOPP problem, our proposed algorithm returns that solution.
Proof: Considering objectives 1 and 2, and based on definition 2, the utopia (ideal) point for our MOPP is where (l, δ) = (L, δ 0 ). The algorithm starts from such an ideal point to search for a solution by matching the predictions of the individual models to the Bloom filters. If that point leads to a solution (i.e., a match to the Bloom filter), then the proposition is proved. Otherwise, the algorithm tries the next closest point in the space (compromise solution) until such a point is found. That is, the algorithm at least finds a compromise solution if any. So, based on the definition of compromise solution, the result of the algorithm is considered Pareto optimal and the proposition is proved. VOLUME 6, 2018 2) TIME COMPLEXITY Given n ground truth values, the time complexity of Algorithm 1 during the training phase is O(nmL||D||) as it stores spatio-temporal patterns of all possible lengths while using all quantization levels. The time complexity for the ensemble prediction of a given input during the inference phase is O(mL||D||). The best case requires a time complexity of O(m) as the longest spatio-temporal length with the lowest quantization level leads to a match to the Bloom filter (c.f. loop at lines 12 -13).
V. USE CASES
Several use cases can benefit from the proposed approach. In this section, we highlight the role of the proposed approach in three IoT and smart city application domains.
A. SMART GRID
Saving energy and preserving the environment are the main drivers for energy providers to monitor consumers' energy usage profiles and provide suitable feedback to them to decrease the high-peak power load. Modern electricity meters (i.e., smart meters) are installed on customers premises for power monitoring and billing purposes. The two-way communications between smart meters and a central management system enables the smart meters to send real-time or periodical data to the electric utilities [26] . The reported data typically include measured consumption, quality of power, and power outage alerts. This data, in conjunction with other third-party sensor data like weather and traffic data, can lead to more accurate energy usage forecasts [27] .
To deploy a large-scale Smart Grid (SG) infrastructure, scalable data and software platforms are needed to integrate and analyze data streams from a myriad of smart meters, to predict power usage and to react to operational events [28] . The proposed approach can be utilized in such a context to create an ensemble learning model for a region within a city based on the spatio-temporal data of several families that live in the region.
B. SMART TRANSPORTATION
Smart transportation applications are an important aspect of the IoT and a prominent enabler for smart cities. Smart transportation can improve the safety and efficiency of traditional transportation systems and contribute to a sustainable environment [29] . A key functional component of Intelligent transportation systems (ITS) is online vehicular traffic flow prediction. In ITS, roads and highways are equipped with sensors to count the vehicles and report traffic flows. Online vehicular traffic flow prediction systems heavily rely on the history of past observations and the real-time traffic data collected from specific road segments [30] . Such systems enable travelers to make efficient route decisions. They also provide appropriate information and guidelines to the authorities for the overall administration and maintenance of the transportation system [31] .
Online vehicular traffic flow prediction applications can highly benefit from the spatio-temporal patterns embedded in their training data. Limitations in traffic volume training data (e.g., existence of gaps and missing data) are common which in turn degrade the prediction accuracy [32] . The proposed ensemble approach can be used in such applications to deliver more accurate predictions by utilizing the spatio-temporal patterns that are hidden in the traffic volume data of road segments.
C. SMART BUILDING
The importance of smart buildings in the context of a smart city is highlighted by the fact that citizens spend more than 80% of their time indoor for a variety of purposes such as work, shopping, and education [33] . Equipping such indoor environments with smart services to meet the needs of their occupants is a beneficial investment. One necessary service is offering fine-grained localization to the occupants and providing adequate information for wayfinding and path planning. There is a growing interest in the potential use of low-cost wireless communications infrastructure such as existing wireless networks or BLE beaconing technology combined with users' smartphones or wearable devices to deliver location-aware services.
Localization is also a task in which spatio-temporal patterns affect the accuracy [34] ; i.e., a person at position p t at time t is more likely to have been in a nearby position at time t − 1. Our proposed ensemble approach can be applied to such applications to learn the spatio-temporal patterns in a sequence of positions typically traveled by users.
VI. PERFORMANCE EVALUATION AND ANALYSIS
In this section, we first describe three different datasets associated with the use cases described in Section V. Then the settings and configurations of the proposed model are detailed followed by the experimental results.
A. DATASETS 1) ELECTRICITY DEMAND
We use the electricity load demand dataset from Australian Energy Market Operator (AEMO) [35] . We used the monthly datasets of year 2013. Specifically, we used the first nine months for training and the last three months for testing [5] . Data points in this dataset are gathered in 30 minute intervals. The features that we use include, date and time, and the power demand. Each Australian state has 17472 samples.
2) VEHICLE TRAFFIC VOLUME
The vehicle traffic volume dataset is obtained from the CityPulse Dataset Collection [36] , [37] that is provided by the city of Aarhus in Denmark. Data is sampled every five minutes. We aggregated them to every 30 minutes. The features that we use include: road segment, date and time,and traffic count. For this experiment, data of a specific segment from February 2014 -June 2014 with 5426 samples is used.
3) INDOOR LOCALIZATION USING BLE RSSI
This dataset is based on the Relative Signal Strength Indicator (RSSI) readings from an array of 13 iBeacons deployed at Waldo Library, Western Michigan University [33] , [38] . Data collection was performed during the operational hours of the library. The input data contains a timestamp, 13 RSSI readings, and two label features for the actual location (i.e., x and y coordinates) such that consequent samples create a trajectory. The dataset contains 1420 labeled samples.
B. SETTINGS
For all the experiments, we use predictions of m = 3 individual deep learning models. In this work, we utilize feedforward DNNs with four hidden layers and one output layer. The number of neurons at each layer is 120, 10, 5, 3, and 1, respectively. Each layer uses ReLU as the activation function and the Mean Absolute Error is used as the loss function along with Adam as the optimizer. This configuration was obtained by the best result of a grid search over the number of layers and the number of neurons and is used for the three datasets. As a preprocessing step, the values of the past 24 hours are used as the input features for electricity and traffic models. These input features are selected based on the autocorrelation function (ACF) as has been reported in [39] . For the localization model, we use the past three observations as the input features.
The maximum length of a spatio-temporal pattern in the ensemble algorithm is set to L = 4. That is, we used three Bloom filters to store the spatio-temporal patterns of lengths 2, 3, and 4. The quantization levels are in {1, 2, 3, 4}.
C. RESULTS
This section presents the empirical results obtained using the proposed ensemble algorithm. We compare the accuracy of the ensemble model with the accuracy of the individual models as well as a simple average method. The simple average method only takes the mean of the outputs of all models at each time step.
1) ACCURACY OF THE SPATIO-TEMPORAL ENSEMBLE MODEL
We compare the accuracy of the models, in terms of cumulative error rate, to show the improvement of the ensemble model over time. We also show the average error rate of the models over the whole time of the experiments. We show the cumulative error in a short time frame (e.g., 24 hours) to better demonstrate the mechanism utilized by our proposed ensemble method and its use of Bloom filters to adjust the weights. We also show the cumulative error in a longer time frame (e.g., one week) to highlight the performance of different models in the long term.
We use the Mean Absolute Percentage Error (MAPE) to measure the accuracy of the electricity demand predictions. For the traffic volume count and localization use cases, we use the Mean Squared Error (MSE). These two metrics are defined as follows.
where y i is the ground truth value andỹ i is the prediction value. The choice of these metrics is based on the underlying dataset. That is, the electricity data has a wide range and the difference between the predictions and the ground truth values reflects the error. While for the two other cases, the MAPE is unsuitable as it might result in division by zero when the ground truth value is zero.
2) ELECTRICITY DEMAND FORECASTING Figure 5 (a) shows the performance of the ensemble model for the electricity dataset in terms of cumulative error rate compared to three individual learners and the simple average method. The figure shows that the individual models perform differently in various time spans. At the beginning, M 2 is the best model, then M 3 becomes superior at hour 4. At hours 18 and 19, M 1 performs slightly better than the other individual models. The ensemble model, however, strives to benefit from all the models. Consequently, it is more stable overall compared to the individual models and its error rate is always less than that of the individual models. Compared to the simple average method, the ensemble is also superior overall. Figure 5 (b) depicts the change of weights over time for each individual model of the ensemble. This indicates that the ensemble changes the weights among the models based on their past performance to compute the best output. Changing the weights is instantaneous as this is computed based on matching the sequence of predictions with the Bloom filters. Figure 5 (c) shows the usage of various Bloom filters by the ensemble. This figure shows that the results of matching predictions against the set of Bloom filters change over time. These changes directly affect the weighing mechanism as demonstrated in figure 5(b) . When there is only one model that matches the set of Bloom filters, that model gets the whole weight for the final output. In scenarios that do not result in a model matching a Bloom filter, the final output is obtained from the deep learning model. Figure 6 shows the average error rate of the ensemble compared to the individual models as well as the simple average method. The figure illustrates that the ensemble model outperforms the other approaches. Although the simple average method shows a better performance compared to the individual models, the ensemble outperforms it since the ensemble approach is capable of achieving better weighting based on the spatio-temporal patterns embedded in the training data; instead of utilizing fixed weights for the models. Figure 7 shows the performance of the ensemble over a period of one week. 
3) VEHICULAR TRAFFIC VOLUME PREDICTION
In our vehicular traffic dataset experiment, the ensemble model almost follows the best model which is M 1 as illustrated in Figure 8(a) . The weighting trend, as demonstrated in Figure 8(b) , shows a minor change in weights until hour 14, then the weights remain unchanged for the rest of the day. This trend is based on the pattern of Bloom filters' matches as shown in Figure 8(c) . Although the changes of matching to the Bloom filters are insignificant, these changes contribute to the overall performance of the ensemble model. If all the underlying models show a similar matching pattern, the resulting weighting mechanism will be a simple average. However, Figure 8 (a) shows that our proposed spatiotemporal ensemble method often results in superior error rate compared to the simple average method. Figure 9 shows the average error rate of the models for the vehicular traffic volume. The figure clearly shows that, on average, our ensemble method performs better than all the underlying models. Figure 10 asserts this improvement over a period of one week.
4) INDOOR LOCALIZATION
In our localization experiment, model M 2 always performs better than the other models as shown in Figure 11 (a). Since the simple average method considers the output of the weaker models (i.e., M 1 and M 3), it does not achieve an accuracy as good as that of the ensemble model. Here, our ensemble approach results in a higher weight for model M 2 since it shows the long and steady spatio-temporal patterns in the Bloom filters as illustrated in figures 11(b) and 11(c). Figure 12 also shows the average performance of the models which highlights the superiority of the ensemble model over the individual models as well as the simple average model. The longer cumulative error rate for 48 steps is depicted in Figure 13 that confirms the superiority of the ensemble model. Table 3 summarizes the percentage of the improvement that the ensemble method has obtained compared to the simple average method as well as the individual models in the experiment. The improvement is computed by (e ensm − e base )/e base , where e ensm is the average error rate of the ensemble model and e base is the average error rate of the baseline model with which we are comparing (i.e., the individual models or the simple average model).
5) THE EFFECT OF MISSING DATA ON ENSEMBLE PERFORMANCE AND NETWORK OVERHEAD
In this section, we measure the effect of missing data on the accuracy of the ensemble model. For this evaluation, we trained the individual models on part of the data. From the whole dataset, 70% of records were used for training. Figure 14 demonstrates the accuracy of the ensemble model when the individual models are trained by data with different data missing rates (e.g., with 80% missing rate, only 20% of the training set is used for model training). Results assert that higher data missing rates result in higher prediction error rates. However, as the results indicate, when the training dataset is large, high data missing rates do not contribute to significant increases in error rates, as the remaining available data is still large enough to produce the desired accuracy given the learning capacity of the employed machine learning model. This is highlighted in the electricity and vehicular traffic datasets. In real world distributed deployments where large training datasets need to be transferred over the network, depending on the size of the training dataset, the required error rate and the learning capacity of the learning model, VOLUME 6, 2018 it might be imperative to consider the transfer of smaller datasets for model training. Specifically, the increases of error rate when the training data missing rate varied from 0% (whole data) to 80% are 0.78 (MAPE), 0.33 (MSE), and 2.0 (MSE) for electricity, traffic and localization datasets, respectively. However, the extent to which the data missing rate can be tolerated is determined by the model's learning capacity; However, this is beyond the scope of this research and can be investigated in future research.
VII. DISCUSSIONS AND INSIGHTS
Our three experiments show that the spatio-temporal ensemble model is versatile and it can be employed in a variety of scenarios to improve the accuracy of the model. The algorithm adapts the weights of the learning models in the ensemble based on the spatio-temporal patterns embedded in the training data. Table 4 summarizes the insights obtained from our experiments and the benefit of the proposed ensemble method in various application scenarios. Based on our experiments, the performance of the proposed method varies depending on the application scenario. Overall, we classify application scenarios to two broad categories; namely, scenarios in which the relative performance of the learning models changes significantly over time and scenarios in which the relative performance of these models does not change significantly over time.
A. MODELS' RELATIVE PERFORMANCE CHANGES SIGNIFICANTLY
For such scenarios, as in case of the electricity demand dataset, there are significant changes in the weights of the underlying models. The ensemble method contributes to better performance in terms of error rate (Cf. Figure 7) , compared to the individual and simple average models.
B. MODELS' RELATIVE PERFORMANCE DOES NOT CHANGE SIGNIFICANTLY
For such scenarios, as in the case of the vehicular traffic and localization datasets, exploiting the saptio-temporal patterns embedded in the training data does not lead to significant performance improvements in short-term intervals. While our proposed approach does not yield benefits in short-term intervals, it should be noted here that in many application scenarios the relative performance changes between the models are observed in long-term intervals.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel ensemble method that benefits from the spatio-temporal patterns embedded in the training data to adjust the weight of the individual models of the ensemble. Our idea relies on the use of Bloom filters to store the spatio-temporal patterns embedded in the training data. To devise an adaptive algorithm, we formulated a multiobjective programing problem that finds the longest match of spatio-temporal patterns that is stored in the Bloom filters. The proposed approach leads to improved accuracy of the predictions that ranges from 5% to 33% compared to the individual and simple average models. Moreover, the proposed approach contributes to reduced network traffic to transfer the training data without a significant negative impact on prediction accuracy. Our evaluation on three real-world datasets including power consumption forecasting, vehicular traffic volume prediction, and indoor localization asserts the efficiency of the proposed model in terms of prediction accuracy. The results show that matches between the output of a model and the spatio-temporal patterns embedded in the training data enable learning models to be weighted intelligently to contribute to better predictions within an ensemble of models.
Utilizing the output of different training models (e.g., a mix of LSTM, DBN, CNN, etc.) in the ensemble method is a possible future work. Such research effort can lead to a better understanding of the effect of the spatio-temporal patterns embedded in the predictions of these models on the accuracy of ensemble methods. In another research direction, it would be interesting to deep dive into the architecture of the individual deep learning models and investigate the effects of spatial and temporal features at different layers. Also, the proposed approach can be used in the context of mobile learning agents that temporarily contribute to an ensemble model (e.g., smart connected vehicles temporarily participate in an ensemble model that includes Road Side Units). His research interests include the use of machine learning in general and deep learning in particular in support of the data-driven and self-driven management of large-scale deployments of IoT and smart city infrastructure and services, wireless vehicular networks, cooperation and spectrum access etiquette in cognitive radio networks, and management and planning of software-defined networks. He is an ABET Program Evaluator. He serves on editorial boards and technical program committees for multiple international journals and conferences.
