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Abstract
Recently it was shown (by the author) that every graph of size q (the
number of edges) and minimum degree δ is hamiltonian if q ≤ δ2 + δ − 1
(arXiv:1107.2201v1). In this paper we present the exact analog of this
result for dominating cycles: if G is a 2-connected graph with q ≤ 8 if
δ = 2 and q ≤ (3(δ − 1)(δ + 2)− 1)/2 if δ ≥ 3, then each longest cycle in
G is a dominating cycle. The result is sharp in all respects.
Key words: Dominating cycle, size, minimum degree.
1 Introduction
Only finite undirected graphs without loops or multiple edges are considered.
We reserve n, q, δ and κ to denote the number of vertices (order), the number of
edges (size), the minimum degree and the connectivity of a graph, respectively.
A good reference for any undefined terms is [1].
The earliest sufficient condition for a graph to be hamiltonian was developed
in 1952 due to Dirac [2] and is based on the natural idea that if a sufficient num-
ber of edges are present in the graph on n vertices (by keeping the minimum
degree at a fairly high level) then a Hamilton cycle will exist.
Theorem A [2]. Every graph with δ ≥ 12n is hamiltonian.
A direct link between the number of edges and Hamilton cycles was estab-
lished in 1959 due to Erdo¨s and Gallai [3].
Theorem B [3]. Every graph with q ≥ 12 (n
2 − 3n+ 5) is hamiltonian.
Recently it was proved a little surprising and, in fact, a contrary statement
ensuring the existence of a Hamilton cycle if the number of edges is less than
δ2 + δ.
Theorem C [5]. Every graph with q ≤ δ2 + δ − 1 is hamiltonian.
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In this paper we present the exact analog of Theorem C for dominating cy-
cles.
Theorem 1. Let G be a 2-connected graph. If
q ≤
{
8 if δ = 2,
3(δ−1)(δ+2)−1
2 if δ ≥ 3,
then each longest cycle in G is a dominating cycle.
To show that Theorem 1 is sharp, suppose first that δ = 2. The graph
K1 + 2K2 shows that the connectivity condition κ ≥ 2 in Theorem 1 can not
be relaxed by replacing it with κ ≥ 1. The graph with vertex set {v1, v2, ..., v8}
and edge set
{v1v2, v2v3, v3v4, v4v5, v5v6, v6v1, v1v7, v7v8, v8v4},
shows that the size bound q ≤ 8 can not be relaxed by replacing it with q ≤ 9.
Finally, the graph K2 + 3K1 shows that the conclusion ”each longest cycle in
G is a dominating cycle” can not be strengthened by replacing it with ”G is
hamiltonian”. Now let δ ≥ 3. The graph K1+2Kδ shows that the connectivity
condition κ ≥ 2 in Theorem 1 can not be relaxed by replacing it with κ ≥ 1.
Further, the graph K2 + 3Kδ−1 shows that the size bound q ≤ (3(δ − 1)(δ +
2)− 1)/2 can not be relaxed by replacing it with q ≤ 3(δ− 1)(δ+2)/2. Finally,
the graph Kδ + (δ + 1)K1 shows that the main conclusion ”each longest cycle
in G is a dominating cycle” can not be strengthened by replacing it with ”G is
hamiltonian”. So, Theorem 1 is best possible in all respects.
The following theorems are useful.
Theorem D [2]. Every 2-connected graph either has a Hamilton cycle or has
a cycle of length at least 2δ.
Theorem E [4]. Let G be a graph, C a longest cycle in G and P a longest
path in G\C of length p. Then |C| ≥ (p+ 2)(δ − p).
Theorem F [6]. Let G be a graph on n vertices and d(x) + d(y) ≥ n for each
nonadjacent vertices x, y. Then G is hamiltonian.
2 Notations and preliminaries
The set of vertices of a graph G is denoted by V (G) and the set of edges by
E(G). For S a subset of V (G), we denote by G\S the maximum subgraph
of G with vertex set V (G)\S. For a subgraph H of G we use G\H short for
G\V (H). The neighborhood of a vertex x ∈ V (G) will be denoted by N(x). Set
d(x) = |N(x)|. Furthermore, for a subgraph H of G and x ∈ V (G), we define
NH(x) = N(x) ∩ V (H) and dH(x) = |NH(x)|.
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A simple cycle (or just a cycle) C of length t is a sequence v1v2...vtv1 of
distinct vertices v1, ..., vt with vivi+1 ∈ E(G) for each i ∈ {1, ..., t}, where vt+1 =
v1. When t = 2, the cycle C = v1v2v1 on two vertices v1, v2 coincides with the
edge v1v2, and when t = 1, the cycle C = v1 coincides with the vertex v1. So,
all vertices and edges in a graph can be considered as cycles of lengths 1 and
2, respectively. A graph G is hamiltonian if G contains a Hamilton cycle, i.e. a
cycle of length n.
Paths and cycles in a graph G are considered as subgraphs of G. If Q is a
path or a cycle, then the length of Q, denoted by |Q|, is |E(Q)|. We write Q
with a given orientation by
−→
Q . For x, y ∈ V (Q), we denote by x
−→
Qy the subpath
of Q in the chosen direction from x to y. For x ∈ V (Q), we denote the h-th
successor and the h-th predecessor of x on
−→
Q by x+h and x−h, respectively. We
abbreviate x+1 and x−1 by x+ and x−, respectively.
Special definitions. Let G be a graph, C a longest cycle in G and P = x
−→
P y
a longest path in G\C of length p ≥ 0. Let ξ1, ξ2, ..., ξs be the elements of
NC(x) ∪NC(y) occuring on C in a consecutive order and let
Ii = ξi
−→
C ξi+1, I
∗
i = ξ
+
i
−→
C ξ−i+1 (i = 1, 2, ..., s),
where ξs+1 = ξ1.
(∗1) We call I1, I2, ..., Is elementary segments on C induced by NC(x) ∪
NC(y).
(∗2) We call a path L = z
−→
Lw an intermediate path between elementary
segments Ia and Ib if
z ∈ V (I∗a), w ∈ V (I
∗
b ), V (L) ∩ V (C ∪ P ) = {z, w}.
(∗3) Denote by M(Ii1 , Ii2 , ..., Iit) the set of all intermediate paths between
elementary segments Ii1 , Ii2 , ..., Iit .
Lemma 1. Let G be a graph, C a longest cycle in G and P = x
−→
P y a longest
path in G\C of length p ≥ 1. If |NC(x)| ≥ 2, |NC(y)| ≥ 2 and NC(x) 6= NC(y)
then
|C| ≥
{
3δ +max{σ1, σ2} − 1 ≥ 3δ if p = 1,
max{2p+ 8, 4δ − 2p} if p ≥ 2,
where σ1 = |NC(x)\NC(y)| and σ2 = |NC(y)\NC(x)|.
Lemma 2. Let G be a graph, C a longest cycle in G and P = x
−→
P y a longest
path in G\C of length p ≥ 0. If NC(x) = NC(y) and |NC(x)| ≥ 2 then for each
elementary segments Ia and Ib induced by NC(x) ∪NC(y),
(a1) if L is an intermediate path between Ia and Ib then
|Ia|+ |Ib| ≥ 2p+ 2|L|+ 4,
(a2) if M(Ia, Ib) ⊆ E(G) and |M(Ia, Ib)| = i (i ∈ {1, 2, 3}) then
|Ia|+ |Ib| ≥ 2p+ i+ 5.
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Lemma 3. Let G be a graph, S a cut set in G and H a connected component
of G\S of order h. Then
qH ≥
h(2δ − h+ 1)
2
,
where qH = |{xy ∈ E(G) : {x, y} ∩ V (H) 6= ∅}|.
Lemma 4. Let G be a 2-connected graph. If δ ≥ (n− 2)/3 then either
q ≥
{
9 if δ = 2,
3(δ−1)(δ+2)
2 if δ ≥ 3,
or each longest cycle in G is a dominating cycle.
3 Proofs
Proof of Lemma 1. Put
A1 = NC(x)\NC(y), A2 = NC(y)\NC(x), M = NC(x) ∩NC(y).
By the hypothesis, NC(x) 6= NC(y), implying that
max{|A1|, |A2|} ≥ 1.
Let ξ1, ξ2, ..., ξs be the elements of NC(x) ∪ NC(y) occuring on C in a con-
secutive order. Put Ii = ξi
−→
C ξi+1 (i = 1, 2, ..., s), where ξs+1 = ξ1. Clearly,
s = |A1| + |A2| + |M |. Since C is extreme, |Ii| ≥ 2 (i = 1, 2, ..., s). Moreover,
if {ξi, ξi+1} ∩M 6= ∅ for some i ∈ {1, 2, ..., s} then |Ii| ≥ p + 2. In addition, if
either ξi ∈ A1, ξi+1 ∈ A2 or ξi ∈ A2, ξi+1 ∈ A1 then again |Ii| ≥ p+ 2.
Case 1. p = 1.
Case 1.1. |Ai| ≥ 1 (i = 1, 2).
It follows that among I1, I2, ..., Is there are |M | + 2 segments of length at
least p + 2. Observing also that each of the remaining s− (|M | + 2) segments
has a length at least 2, we get
|C| ≥ (p+ 2)(|M |+ 2) + 2(s− |M | − 2)
= 3(|M |+ 2) + 2(|A1|+ |A2| − 2)
= 2|A1|+ 2|A2|+ 3|M |+ 2.
Since |A1| = d(x) − |M | − 1 and |A2| = d(y)− |M | − 1, we have
|C| ≥ 2d(x) + 2d(y)− |M | − 2 ≥ 3δ + d(x) − |M | − 2.
Recalling that d(x) = |M |+ |A1|+ 1, we get
|C| ≥ 3δ + |A1| − 1 = 3δ + σ1 − 1.
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Analogously, |C| ≥ 3δ + σ2 − 1. So,
|C| ≥ 3δ +max{σ1, σ2} − 1 ≥ 3δ.
Case 1.2. Either |A1| ≥ 1, |A2| = 0 or |A1| = 0, |A2| ≥ 1.
Assume w.l.o.g. that |A1| ≥ 1 and |A2| = 0, i.e. |NC(y)| = |M | ≥ 2 and
s = |A1|+ |M | . Hence, among I1, I2, ..., Is there are |M |+1 segments of length
at least p+2 = 3. Taking into account that each of the remaining s− (|M |+1)
segments has a length at least 2 and |M |+ 1 = d(y), we get
|C| ≥ 3(|M |+ 1) + 2(s− |M | − 1) = 3d(y) + 2(|A1| − 1)
≥ 3δ + |A1| − 1 = 3δ +max{σ1, σ2} − 1 ≥ 3δ.
Case 2. p ≥ 2.
We first prove that |C| ≥ 2p+ 8. Since |NC(x)| ≥ 2 and |NC(y)| ≥ 2, there
are at least two segments among I1, I2, ..., Is of length at least p+2. If |M | = 0
then clearly s ≥ 4 and
|C| ≥ 2(p+ 2) + 2(s− 2) ≥ 2p+ 8.
Otherwise, since max{|A1|, |A2|} ≥ 1, there are at least three elementary seg-
ments of length at least p+ 2, i.e.
|C| ≥ 3(p+ 2) ≥ 2p+ 8.
So, in any case, |C| ≥ 2p+ 8.
To prove that |C| ≥ 4δ − 2p, we distinguish two main cases.
Case 2.1. |Ai| ≥ 1 (i = 1, 2).
It follows that among I1, I2, ..., Is there are |M | + 2 segments of length at
least p+ 2. Further, since each of the remaining s − (|M | + 2) segments has a
length at least 2, we get
|C| ≥ (p+ 2)(|M |+ 2) + 2(s− |M | − 2)
= (p− 2)|M |+ (2p+ 4|M |+ 4) + 2(|A1|+ |A2| − 2)
≥ 2|A1|+ 2|A2|+ 4|M |+ 2p.
Observing also that
|A1|+ |M |+ p ≥ d(x), |A2|+ |M |+ p ≥ d(y),
we have
2|A1|+ 2|A2|+ 4|M |+ 2p
≥ 2d(x) + 2d(y)− 2p ≥ 4δ − 2p,
implying that |C| ≥ 4δ − 2p.
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Case 2.2. Either |A1| ≥ 1, |A2| = 0 or |A1| = 0, |A2| ≥ 1.
Assume w.l.o.g. that |A1| ≥ 1 and |A2| = 0, i.e. |NC(y)| = |M | ≥ 2 and
s = |A1|+ |M |. It follows that among I1, I2, ..., Is there are |M |+1 segments of
length at least p+ 2. Observing also that |M |+ p ≥ d(y) ≥ δ, i.e. 2p+ 4|M | ≥
4δ − 2p, we get
|C| ≥ (p+ 2)(|M |+ 1) ≥ (p− 2)(|M | − 1) + 2p+ 4|M |
≥ 2p+ 4|M | ≥ 4δ − 2p.
Proof of Lemma 2. Let ξ1, ξ2, ..., ξs be the elements of NC(x) occuring on C
in a consecutive order. Put Ii = ξi
−→
C ξi+1 (i = 1, 2, ..., s), where ξs+1 = ξ1. To
prove (a1), let L = z
−→
Lw be an intermediate path between elementary segments
Ia and Ib with z ∈ V (I∗a) and w ∈ V (I
∗
b ). Put
|ξa
−→
C z| = d1, |z
−→
C ξa+1| = d2, |ξb
−→
Cw| = d3, |w
−→
C ξb+1| = d4,
C′ = ξax
−→
P yξb
←−
C z
−→
Lw
−→
C ξa.
Clearly,
|C′| = |C| − d1 − d3 + |L|+ |P |+ 2.
Since C is extreme, we have |C| ≥ |C′|, implying that d1 + d3 ≥ p+ |L|+2. By
a symmetric argument, d2 + d4 ≥ p+ |L|+ 2. Hence
|Ia|+ |Ib| =
4∑
i=1
di ≥ 2p+ 2|L|+ 4.
To proof (a2), let M(Ia, Ib) ⊆ E(G) and |M(Ia, Ib)| = i (i ∈ {1, 2, 3}).
Case 1. i = 1.
It follows that M(Ia, Ib) consists of a single intermediate edge L = zw. By
(a1),
|Ia|+ |Ib| ≥ 2p+ 2|L|+ 4 = 2p+ 6.
Case 2. i = 2.
It follows that M(Ia, Ib) consists of two edges e1, e2. Put e1 = z1w1 and
e2 = z2w2, where {z1, z2} ⊆ V (I
∗
a) and {w1, w2} ⊆ V (I
∗
b ).
Case 2.1. z1 6= z2 and w1 6= w2.
Assume w.l.o.g. that z1 and z2 occur in this order on Ia.
Case 2.1.1. w2 and w1 occur in this order on Ib.
Put
|ξa
−→
C z1| = d1, |z1
−→
C z2| = d2, |z2
−→
C ξa+1| = d3,
|ξb
−→
Cw2| = d4, |w2
−→
Cw1| = d5, |w1
−→
C ξb+1| = d6,
C′ = ξa
−→
C z1w1
←−
Cw2z2
−→
C ξbx
−→
P yξb+1
−→
C ξa.
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Clearly,
|C′| = |C| − d2 − d4 − d6 + |{e1}|+ |{e2}|+ |P |+ 2
= |C| − d2 − d4 − d6 + p+ 4.
Since C is extreme, |C| ≥ |C′|, implying that d2 + d4 + d6 ≥ p + 4. By a
symmetric argument, d1 + d3 + d5 ≥ p+ 4. Hence
|Ia|+ |Ib| =
6∑
i=1
di ≥ 2p+ 8.
Case 2.1.2. w1 and w2 occur in this order on Ib
Putting
C′ = ξa
−→
C z1w1
−→
Cw2z2
−→
C ξbx
−→
P yξb+1
−→
C ξa,
we can argue as in Case 2.1.1.
Case 2.2. Either z1 = z2, w1 6= w2 or z1 6= z2, w1 = w2.
Assume w.l.o.g. that z1 6= z2, w1 = w2 and z1, z2 occur in this order on Ia.
Put
|ξa
−→
C z1| = d1, |z1
−→
C z2| = d2, |z2
−→
C ξa+1| = d3,
|ξb
−→
Cw1| = d4, |w1
−→
C ξb+1| = d5,
C′ = ξax
−→
P yξb
←−
C z1w1
−→
C ξa,
C′′ = ξa
−→
C z2w1
←−
C ξa+1x
−→
P yξb+1
−→
C ξa.
Clearly,
|C′| = |C| − d1 − d4 + |{e1}|+ |P |+ 2 = |C| − d1 − d4 + p+ 3,
|C′′| = |C| − d3 − d5 + |{e2}|+ |P |+ 2 = |C| − d3 − d5 + p+ 3.
Since C is extreme, |C| ≥ |C′| and |C| ≥ |C′′|, implying that
d1 + d4 ≥ p+ 3, d3 + d5 ≥ p+ 3.
Hence,
|Ia|+ |Ib| =
5∑
i=1
di ≥ d1 + d3 + d4 + d5 + 1 ≥ 2p+ 7.
Case 3. i = 3.
It follows that M(Ia, Ib) consists of three edges e1, e2, e3. Let ei = ziwi
(i = 1, 2, 3), where {z1, z2, z3} ⊆ V (I∗a) and {w1, w2, w3} ⊆ V (I
∗
b ). If there
are two independent edges among e1, e2, e3 then we can argue as in Case 2.1.
Otherwise, we can assume w.l.o.g. that w1 = w2 = w3 and z1, z2, z3 occur in
this order on Ia. Put
|ξa
−→
C z1| = d1, |z1
−→
C z2| = d2, |z2
−→
C z3| = d3,
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|z3
−→
C ξa+1| = d4, |ξb
−→
Cw1| = d5, |w1
−→
C ξb+1| = d6,
C′ = ξax
−→
P yξb
←−
C z1w1
−→
C ξa,
C′′ = ξa
−→
C z3w1
←−
C ξa+1x
−→
P yξb+1
−→
C ξa.
Clearly,
|C′| = |C| − d1 − d5 + |{e1}|+ p+ 2,
|C′′| = |C| − d4 − d6 + |{e3}|+ p+ 2.
Since C is extreme, we have |C| ≥ |C′| and |C| ≥ |C′′|, implying that
d1 + d5 ≥ p+ 3, d4 + d6 ≥ p+ 3.
Hence,
|Ia|+ |Ib| =
6∑
i=1
di ≥ d1 + d4 + d5 + d6 + 2 ≥ 2p+ 8.
Proof of Lemma 3. Put
V (H) = {v1, ..., vh}, |N(vi) ∩ S| = βi (i = 1, ..., h).
Observing that h ≥ d(vi)− βi + 1 ≥ δ − βi + 1 for each i ∈ {1, 2, ..., h}, we
have βi ≥ δ − h+ 1 (i = 1, 2, ..., h). Therefore,
qH = q(H) +
h∑
i=1
βi =
1
2
h∑
i=1
dH(vi) +
h∑
i=1
βi
=
1
2
h∑
i=1
(dH(vi) + βi) +
1
2
h∑
i=1
βi =
1
2
h∑
i=1
d(vi) +
1
2
h∑
i=1
(δ − h+ 1)
≥
1
2
hδ +
1
2
h(δ − h+ 1) =
h(2δ − h+ 1)
2
.
Proof of Lemma 4. Let C be a longest cycle in G and P = x1
−→
P x2 a longest
path in G\C of length p. If |V (P )| ≤ 1 then C is a dominating cycle and we
are done. Let |V (P )| ≥ 2, that is p ≥ 1. By the hypothesis,
|C|+ p+ 1 ≤ n ≤ 3δ + 2. (1)
Let ξ1, ξ2, ..., ξs be the elements of NC(x1)∪NC(x2) occuring on C in a consec-
utive order. Put
Ii = ξi
−→
C ξi+1, I
∗
i = ξ
+
i
−→
C ξ−i+1 (i = 1, 2, ..., s),
where ξs+1 = ξ1. LetQ be a longest path inG withQ = ξ
−→
Qη and V (Q)∩V (C) =
{ξ, η}. Since C is extreme, we have |ξ
−→
Cη| ≥ |Q| and |η
−→
C ξ| ≥ |Q|, implying
that
|C| = |ξ
−→
Cη|+ |η
−→
C ξ| ≥ 2|Q|. (2)
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Case 1. δ = 2.
Since κ ≥ 2 and p ≥ 1, we have |Q| ≥ 3. By (2),
|C| = |y
−→
C z|+ |z
−→
Cy| ≥ 2|Q| ≥ 6,
implying that q ≥ |C|+ |Q| ≥ 9.
Case 2. δ = 3.
If n ≥ 10 then
q ≥
nδ
2
≥ 15 =
3(δ − 1)(δ + 2)
2
.
Let
n ≤ 9. (3)
Case 2.1. p = 1.
By (1) and (3),
|C| ≤ n− p− 1 ≤ 7. (4)
Since p = 1 and δ = 3, we have |NC(xi)| ≥ 2 (i = 1, 2). If NC(x1) 6= NC(x2)
then by Lemma 1, |C| ≥ 3δ = 9, contradicting (4). Let NC(x1) = NC(x2).
Further, since C is extreme and p = 1, we have |Ii| ≥ 3 (i = 1, 2, ..., s). If s ≥ 3
then |C| =
∑s
i=1 |Ii| ≥ 3s ≥ 9, contradicting (4). Let s = 2. If M(I1, I2) 6= ∅
then by Lemma 2, |C| = |I1| + |I2| ≥ 2p + 6 = 8, contradicting (4). Thus,
M(I1, I2) = ∅, implying that G\{ξ1, ξ2} is disconnected. Let H1, H2, ..., Ht be
the connected components of G\{ξ1, ξ2}. Clearly, t ≥ 3. Put
hi = |V (Hi)|, qi = |{xy ∈ E(G) : {x, y} ∩ V (Hi) 6= ∅}| (i = 1, 2, ..., t). (5)
Assume w.l.o.g. that V (I∗i ) ⊆ V (Hi) (i = 1, 2) and V (H3) = {x1, x2}. It means
that hi ≥ 2 (i = 1, 2, 3). If hi ≥ 4 for some i ∈ {1, 2} then
|C| ≥ h1 + h2 + |{ξ1, ξ2}| ≥ 8,
contradicting (4). Let 2 ≤ hi ≤ 3 (i = 1, 2, 3). By Lemma 3,
qi ≥
hi(2δ − hi + 1)
2
=
hi(7− hi)
2
≥ 5 (i = 1, 2, 3).
Hence
q ≥
3∑
i=1
qi ≥ 15 =
3(δ − 1)(δ + 2)
2
.
Case 2.2. p ≥ 2.
By (1) and (3), |C| ≤ n− p− 1 ≤ 6.
Case 2.2.1. There is a cycle in G\C.
Let C′ be a cycle in G\C. Since κ ≥ 2, there are two disjoint paths connect-
ing C′ and C, implying that |Q| ≥ 4. By (2), |C| ≥ 2|Q| ≥ 8, contradicting (4).
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Case 2.2.2. G\C is acyclic.
It follows that
|NC(xi)| ≥ |N(xi)| − 1 ≥ δ − 1 = 2 (i = 1, 2).
Hence |Q| ≥ p+ 2 ≥ 4. By (2), |C| ≥ 2|Q| ≥ 8, contradicting (4).
Case 3. δ = 4.
If n ≥ 14 then
q ≥
nδ
2
≥ 28 >
3(δ − 1)(δ + 2)
2
.
Let
n ≤ 13. (6)
Case 3.1. p = 1.
By (1) and (6),
|C| ≤ n− p− 1 ≤ 11. (7)
Since p = 1 and δ = 4, we have |NC(xi)| ≥ 3 (i = 1, 2). If NC(x1) 6= NC(x2)
then by Lemma 1, |C| ≥ 3δ = 12, contradicting (7). Let NC(x1) = NC(x2).
Further, since C is extreme and p = 1, we have |Ii| ≥ 3 (i = 1, ..., s). If s ≥ 4
then |C| ≥ 3s ≥ 12, contradicting (7). Thus s = 3.
Case 3.1.1. M(I1, I2, I3) = ∅.
It follows that G\{ξ1, ξ2, ξ3} is disconnected. Let H1, H2, ..., Ht be the con-
nected components of G\{ξ1, ξ2, ξ3}. Clearly, t ≥ 4. Assume w.l.o.g. that
V (I∗i ) ⊆ V (Hi) (i = 1, 2, 3) and V (H4) = {x1, x2}. Using notation (5), we have
hi ≥ 2 (i = 1, 2, 3) and h4 = 2. If hi ≥ 5 for some i ∈ {1, 2, 3} then clearly
|C| ≥
3∑
i=1
hi + |{ξ1, ξ2, ξ3}| ≥ 12,
contradicting (7). Let 2 ≤ hi ≤ 4 (i = 1, 2, 3). By Lemma 3,
qi ≥
hi(2δ − hi + 1)
2
=
hi(9 − hi)
2
≥ 7 (i = 1, 2, 3, 4).
So,
q ≥
4∑
i=1
qi ≥ 28 >
3(δ − 1)(δ + 2)
2
.
Case 3.1.2. M(I1, I2, I3) 6= ∅.
Assume w.l.o.g. that M(I1, I2) 6= ∅, i.e. there is an intermediate path L
between I1 and I2. By Lemma 2,
|I1|+ |I2| ≥ 2p+ 2|L|+ 4 = 2|L|+ 6.
If |L| ≥ 2 then |I1|+|I2| ≥ 10 and hence |C| = |I1|+|I2|+|I3| ≥ 13, contradicting
(7). Otherwise, |L| = 1, implying that M(I1, I2, I3) ⊆ E(G). If |M(I1, I2)| ≥ 2
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then by Lemma 2, |I1|+|I2| ≥ 2p+7 = 9 and |C| =
∑3
i=1 |Ii| ≥ 12, contradicting
(7). So, |M(I1, I2)| = 1. By Lemma 2, |I1|+ |I2| ≥ 2p+ 6 = 8. Since |I3| ≥ 3,
we have |C| =
∑3
i=1 |Ii| ≥ 11. By (1), n ≥ |C|+ p+ 1 ≥ 13. Combining n ≥ 13
and |C| ≥ 11 with (6) and (7), we get
n = 13, |C| = 11, |I1|+ |I2| = 8, |I3| = 3, V (G) = V (C ∪ P ). (8)
Since |I1| + |I2| = 8 and |Ii| ≥ 3 (i = 1, 2), we can assume w.l.o.g. that
either |I1| = |I2| = 4 or |I1| = 3, |I2| = 5. If |I1| = |I2| = 4 then by Lemma 2,
M(I1, I3) =M(I2, I3) = ∅, implying that |M(I1, I2, I3)| = 1. Further, if |I1| = 3
and |I2| = 5 then by Lemma 2, M(I1, I3) = ∅ and |M(I2, I3)| ≤ 1, implying
that |M(I1, I2, I3)| ≤ 2. So, in any case,
1 ≤ |M(I1, I2, I3)| ≤ 2. (9)
Let e ∈ M(I1, I2, I3) and e = zw. Put G′ = G\e. Form a graph G′′ in the
following way. If d(z) ≥ δ = 4 and d(w) ≥ δ = 4 in G′ then we take G′′ = G′.
Next, we let d(z) = δ−1 = 3 and d(w) ≥ δ = 4 in G′. If {ξ1, ξ2, ξ3} ⊆ N(z) then
clearly d(z) ≥ 4 in G′, contradicting the hypothesis. Otherwise, zv 6∈ E(G′) for
some v ∈ {ξ1, ξ2, ξ3} and we take G′′ = G′ + {zv}. Finally, if d(z) = d(w) = 3
then as above, zv 6∈ E(G′) and wu 6∈ E(G′) for some v, u ∈ {ξ1, ξ2, ξ3} and we
take G′′ = G′+{zv, wu}. Clearly, δ(G′′) = δ(G) = 4 and q = q(G) ≥ q(G′′)−1.
Furthermore, deleting step by step all edges from M(I1, I2, I3) and adding at
most two appropriate new edges against each deleting edge, we can form a graph
G∗ with δ(G∗) = δ(G) = 4 and q(G) ≥ q(G∗) − |M(I1, I2, I3)|. By (9), q(G) ≥
q(G∗)− 2. In fact, G∗ = (G\M(I1, I2, I3)) + E∗, where E∗ consists of at most
2|M(I1, I2, I3)| appropriate new edges having exactly one end in common with
{ξ1, ξ2, ξ3}, implying that G∗\{ξ1, ξ2, ξ3} is disconnected. Let H1, H2, H3, H4 be
the connected components of G∗\{ξ1, ξ2, ξ3} with V (Hi) = V (I∗i ) (i = 1, 2, 3)
and V (H4) = {x1, x2}. Put
hi = |V (Hi)|, qi = |{xy ∈ E(G
∗) : {x, y} ∩ V (Hi) 6= ∅}| (i = 1, 2, 3, 4).
Since |I1| + |I2| = 8, we have either |I1| ≥ 4 or |I2| ≥ 4. Assume w.l.o.g. that
|I1| ≥ 4, that is h1 ≥ 3. As in Case 3.1.1, 2 ≤ hi ≤ 4 (i = 1, 2, 3, 4). By Lemma
3,
q1(G
∗) ≥
h1(2δ − h1 + 1)
2
=
h1(9− h1)
2
≥ 9,
qi(G
∗) ≥
hi(2δ − hi + 1)
2
=
hi(9− hi)
2
≥ 7 (i = 2, 3, 4).
Hence q(G∗) ≥
∑4
i=1 qi(G
∗) ≥ 30, implying that
q(G) ≥ q(G∗)− 2 ≥ 28 >
3(δ − 1)(δ + 2)
2
.
Case 3.2. p = 2.
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Put P = x1x3x2. By (1) and (6),
|C| ≤ n− p− 1 ≤ 10. (10)
Since δ = 4 and p = 2, we have |NC(xi)| ≥ 2 (i = 1, 2). If NC(x1) 6= NC(x2)
then by Lemma 1, |C| ≥ 4δ−2p = 12, contradicting (10). LetNC(x1) = NC(x2).
Recalling that C is extreme and p = 2, we conclude that |Ii| ≥ 4 (i = 1, 2, ..., s).
If s ≥ 3 then |C| ≥ 4s ≥ 12, contradicting (10). Let s = 2, implying that
x1x2 ∈ E(G). By symmetric arguments, we can state that NC(x1) = NC(x2) =
NC(x3).
Case 3.2.1. M(I1, I2) = ∅.
Let H1, H2, ..., Ht be the connected components of G\{ξ1, ξ2}. Assume
w.l.o.g. that V (I∗i ) ⊆ V (Hi) (i = 1, 2) and V (H3) = {x1, x2, x3}. Using
notation (5), we have hi ≥ 3 (i = 1, 2, 3). If hi ≥ 6 for some i ∈ {1, 2}, then
|C| ≥ h1 + h2 + |{ξ1, ξ2}| ≥ 11, contradicting (10). Let 3 ≤ hi ≤ 5 (i = 1, 2, 3).
By Lemma 3,
qi ≥
hi(2δ − hi + 1)
2
=
hi(9− hi)
2
≥ 9 (i = 1, 2, 3).
Hence
q ≥
3∑
i=1
qi ≥ 27 =
3(δ − 1)(δ + 2)
2
.
Case 3.2.2. M(I1, I2) 6= ∅.
By the definition, there is an intermediate path L between I1 and I2. By
Lemma 2,
|I1|+ |I2| ≥ 2p+ 2|L|+ 4 = 2|L|+ 8.
If |L| ≥ 2 then |C| = |I1| + |I2| ≥ 12, contradicting (10). Otherwise, |L| = 1
and therefore, M(I1, I2) ⊆ E(G). If |M(I1, I2)| ≥ 2 then by Lemma 2,
|C| = |I1|+ |I2| ≥ 2p+ 7 = 11,
contradicting (10). Now let |M(I1, I2)| = 1, i.e. M(I1, I2) consists of a single
edge e. By Lemma 2,
|C| = |I1|+ |I2| ≥ 2p+ 6 = 10,
and by (1), n ≥ |C|+ p+1 ≥ 13. Combining n ≥ 13 and |C| ≥ 10 with (6) and
(10), we get
|C| = |I1|+ |I2| = 10, n = 13, V (G) = V (C ∪ P ). (11)
Put G′ = G\e and let H1, H2, H3 be the connected components of G′\{ξ1, ξ2}
with V (Hi) = V (I
∗
i ) (i = 1, 2) and V (H3) = V (P ). Since |I1| + |I2| = 10,
we can assume w.l.o.g. that |I1| ≥ 5. Using notation (5) for G
′, we have
h1 ≥ |I1| − 1 ≥ 4 and hi ≥ 3 (i = 2, 3). If hi ≥ 6 for some i ∈ {1, 2} then
12
|C| ≥ h1 + h2 + |{ξ1, ξ2}| ≥ 11, contradicting (11). Let 4 ≤ h1 ≤ 5 and
3 ≤ hi ≤ 5 (i = 2, 3). If δ(G′) = δ(G) then we can argue as in Case 3.2.1.
Otherwise, as in Case 3.1.2, we can form a graph G∗ by adding at most two new
edges in G′ such that δ(G∗) = δ(G) and G∗\{ξ1, ξ2} has exactly three connected
components. Recalling that 4 ≤ h1 ≤ 5 and using Lemma 3, we get
q1(G
∗) ≥
h1(2δ − h1 + 1)
2
=
h1(9− h1)
2
= 10,
qi(G
∗) ≥
hi(2δ − hi + 1)
2
=
hi(9− hi)
2
≥ 9 (i = 2, 3).
So, q(G∗) ≥
∑3
i=1 qi(G
∗) ≥ 28, implying that
q(G) ≥ (G∗)− 1 ≥ 27 =
3(δ − 1)(δ + 2)
2
.
Case 3.3. p = 3.
By (1) and (6),
|C| ≤ n− p− 1 ≤ 9. (12)
Since δ = 4 and p = 3, we have |NC(xi)| ≥ 1 (i = 1, 2). If |NC(xi)| ≥ 2 for
some i ∈ {1, 2} then |Q| ≥ p+ 2 = 5 and by (2), |C| ≥ 2|Q| ≥ 10, contradicting
(12). Let |NC(xi)| = 1 (i = 1, 2). If NC(x1) 6= NC(x2) then again |Q| ≥ 5 and
|C| ≥ 10, contradicting (12). Thus, NC(x1) = NC(x2). It follows that G[V (P )]
is complete. Since κ ≥ 2, there are two disjoint paths connecting G[V (P )] and
C, implying that |Q| ≥ 5 and |C| ≥ 10, contradicting (12).
Case 3.4. p = 4.
Put P = x1x3x4x5x2. By (1) and (6),
|C| ≤ n− p− 1 ≤ 8. (13)
Case 3.4.1. x1x2 ∈ E(G).
Put C′ = x1x2x5x4x3x1. Since κ ≥ 2, there are two disjoint paths connect-
ing C′ and C. Since |C′| = 5, we have |Q| ≥ 5 and by (2), |C| ≥ 2|Q| ≥ 10,
contradicting (13).
Case 3.4.2. x1x2 6∈ E(G).
As in Case 3.3, it can be shown that
NC(x1) = NC(x2), |NC(x1)| = |NC(x2)| = 1.
Since δ = 4, we have {x1x4, x1x5, x2x3, x2x4} ⊂ E(G). Hence, x1x4x5x2x3x1 is
a Hamilton cycle in G[V (P )] and we can argue as in Case 3.4.1.
Case 3.5. p ≥ 5.
If |C| = n then C is a dominating cycle. Otherwise, by Theorem D,
|C| ≥ 2δ = 8. On the other hand, by (1) and (6), |C| ≤ n − p − 1 ≤ 7, a
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contradiction.
Case 4. δ ≥ 5.
If C is a Hamilton cycle then we are done. Otherwise, by Theorem D,
c ≥ 2δ. (14)
By (1), p ≤ 3δ − |C|+ 1 ≤ δ + 1. So,
1 ≤ p ≤ δ + 1. (15)
We distinguish two main cases, namely 1 ≤ p ≤ δ − 3 and δ − 2 ≤ p ≤ δ + 1.
Case 4.1. 1 ≤ p ≤ δ − 3.
It follows that
(p+ 2)(δ − p) = (p− 1)(δ − p− 3) + 3δ − 3 ≥ 3δ − 3.
By Theorem E,
|C| ≥ 3δ − 3. (16)
By (1) and (16), p ≤ 3δ − |C|+ 1 ≤ 4. So,
1 ≤ p ≤ 4. (17)
Case 4.1.1. p = 1.
It follows that |NC(xi)| ≥ δ− 1 > 2 (i = 1, 2). By (1), |C| ≤ 3δ+1−p = 3δ.
Combining this with (16), we have
3δ − 3 ≤ |C| ≤ 3δ.
Case 4.1.1.1. 3δ − 3 ≤ |C| ≤ 3δ − 1.
If NC(x1) 6= NC(x2) then by Lemma 1, |C| ≥ 3δ, contradicting the hypoth-
esis. Let NC(x1) = NC(x2). Since C is extreme and p = 1, we have |Ii| ≥ 3
(i = 1, ..., s). If s ≥ δ then |C| ≥ 3s ≥ 3δ, again contradicting the hypothesis.
Let s ≤ δ − 1. On the other hand, s = |NC(x1)| = d(x1)− 1 ≥ δ − 1, implying
that s = δ − 1.
Claim 1. M(I1, I2, ..., Is) ⊆ E(G) and |M(I1, I2, ..., Is)| ≤ δ − 2.
Assume first that 3δ − 3 ≤ |C| ≤ 3δ − 2. If M(Ia, Ib) 6= ∅ for some two
elementary segments Ia and Ib then by Lemma 2, |Ia| + |Ib| ≥ 2p + 6 = 8,
implying that |C| ≥ 3δ − 1, a contradiction. Otherwise, |M(I1, I2, ..., Is)| =
0 < δ − 2. Now let |C| = 3δ − 1. If M(I1, I2, ..., Is) = ∅ then we are done.
Let M(I1, I2, ..., Is) 6= ∅, i.e. M(Ia, Ib) 6= ∅ for some elementary segments Ia
and Ib. By the definition, there is an intermediate path L between Ia and Ib.
If |L| ≥ 2 then by Lemma 2, |Ia| + |Ib| ≥ 2p + 2|L| + 4 = 10, implying that
|C| ≥ 3δ, a contradiction. Otherwise, M(I1, I2, ..., Is) ⊆ E(G) and by Lemma
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2, |Ia|+ |Ib| ≥ 2p+6 = 8, i.e. |C| ≥ 3δ− 1. Recalling that |C| = 3δ− 1, we can
state that
|Ia|+ |Ib| = 8 and |Ii| = 3 for each i ∈ {1, 2, ..., s}\{a, b}.
If |Ia| = |Ib| = 4 then by Lemma 2, M(Ii, Ij) = ∅ if {i, j} 6= {a, b}, i.e.
|M(I1, I2, ..., Is)| = 1 < δ − 2. Otherwise, assume w.l.o.g. that |Ia| = 5 and
|Ib| = 3, i.e. |Ia| = 5 and |Ii| = 3 for each i ∈ {1, 2, ..., s}\{a}. As above,
|M(Ia, Ii)| ≤ 1 for each i ∈ {1, 2, ..., s}\{a}. Observing also that M(Ii, Ij) = ∅
for each distinct i, j if a 6∈ {i, j}, we conclude that |M(I1, I2, ..., Is)| ≤ s − 1 =
δ − 2. Claim 1 is proved. ∆
Put G′ = G\M(I1, I2, ..., Is). As in Case 3.1.2, we can form a graph G∗
by adding at most 2|M(I1, I2, ..., Is)| new edges in G′ such that δ(G∗) = δ(G),
G∗\{ξ1, ξ2, ..., ξs} is disconnected and q(G) ≥ q(G
∗) − |M(I1, I2, ..., Is)|. By
Claim 1,
q(G) ≥ q(G∗)− δ + 2. (18)
Let H1, H2, ..., Hs+1 be the connected components of G
∗\{ξ1, ξ2, ..., ξs} with
V (I∗i ) ⊆ V (Hi) (i = 1, 2, ..., s) and V (Hs+1) = {x1, x2}. Using notation (5) for
G∗, we have hi ≥ 2 (i = 1, 2, ..., s+ 1). If hi ≥ 6 for some i ∈ {1, 2, ..., s} then
n ≥ 3δ + 3, contradicting (1). Let 2 ≤ hi ≤ 5 < 2δ − 1 (i = 1, 2, ..., s + 1). It
follows that (hi − 2)(2δ − hi − 1) ≥ 0 which is equivalent to
hi(2δ − hi + 1)
2
≥ 2δ − 1 (i = 1, 2, ..., s+ 1).
By Lemma 3, qi(G
∗) ≥ 2δ − 1 (i = 1, 2, ..., s+ 1), implying that
q(G∗) ≥
s+1∑
i=1
qi(G
∗) ≥ (s+ 1)(2δ − 1) = δ(2δ − 1).
By (18),
q ≥ (G∗)− δ + 2 ≥ 2(δ2 − δ + 1) ≥
3(δ − 1)(δ + 2)
2
.
Case 4.1.1.2. |C| = 3δ.
Case 4.1.1.2.1. NC(x1) 6= NC(x2).
It follows that max{σ1, σ2} ≥ 1, where
σ1 = |NC(x1)\NC(x2)|, σ2 = |NC(x2)\NC(x1)|.
If max{σ1, σ2} ≥ 2 then by Lemma 1, |C| ≥ 3δ+1, contradicting the hypothesis.
Let max{σ1, σ2} = 1. Clearly s ≥ δ and |Ii| ≥ 3 (i = 1, 2, ..., s). If s ≥ δ + 1
then |C| ≥ 3s ≥ 3δ + 3, a contradiction. Let s = δ, implying that |Ii| = 3
(i = 1, 2, ..., s). By Lemma 2, M(I1, I2, ..., Is) = ∅. Let H1, H2, ..., Hs+1 be the
connected components of G\{ξ1, ξ2, ..., ξs} with V (Hi) = V (I∗i ) (i = 1, 2, ..., s)
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and V (Hs+1) = {x1, x2}. Using notation (5), we have hi = 2 (i = 1, 2, ..., s+1).
By Lemma 3,
qi ≥
hi(2δ − hi + 1)
2
= 2δ − 1 (i = 1, 2, ..., s+ 1),
implying that
q ≥
s+1∑
i=1
qi ≥ (s+ 1)(2δ − 1) = (δ + 1)(2δ − 1) >
3(δ − 1)(δ + 2)
2
.
Case 4.1.1.2.2. NC(x1) = NC(x2).
Clearly, s ≥ δ − 1. If s ≥ δ then we can argue as in Case 4.1.1.2.1. Let
s = δ − 1. If |Ii| + |Ij | ≥ 10 for some distinct i, j ∈ {1, 2, ..., s} then |C| ≥
10 + 3(s− 2) = 3δ + 1, contradicting the hypothesis. Hence
|Ii|+ |Ij | ≤ 9 for each distinct i, j ∈ {1, 2, ..., s}. (19)
Claim 2. M(I1, I2, ..., Is) ⊆ E(G) and
(∗1) if maxi |Ii| ≤ 4 then |M(I1, I2, ..., Is)| ≤ 3,
(∗2) if maxi |Ii| = 5 then |M(I1, I2, ..., Is)| ≤ δ − 1,
(∗3) if maxi |Ii| = 6 then |M(I1, I2, ..., Is)| ≤ 2(δ − 2).
Proof. If M(I1, I2, ..., Is) = ∅ then we are done. Otherwise, M(Ia, Ib) 6= ∅
for some distinct a, b ∈ {1, 2, ..., s}. By the definition, there is an intermediate
path L between Ia and Ib. If |L| ≥ 2 then by Lemma 2,
|Ia|+ |Ib| ≥ 2p+ 2|L|+ 4 ≥ 10,
contradicting (19). Otherwise, |L| = 1 andM(I1, I2, ..., Is) ⊆ E(G). By Lemma
2, |Ia|+ |Ib| ≥ 2p+ 6 = 8. Combining this with (19), we have
8 ≤ |Ia|+ |Ib| ≤ 9. (20)
Furthermore, if |M(Ia, Ib)| ≥ 3 then by Lemma 2, |Ia| + |Ib| ≥ 2p + 8 = 10,
contradicting (20). So,
1 ≤ |M(Ii, Ij)| ≤ 2 for each distinct i, j ∈ {1, 2, ..., s}.
Put r = |{i | |Ii| ≥ 4}|. If r ≥ 4 then |C| ≥ 3(s− 4)+16 = 3δ+1, contradicting
the hypothesis. Further, if r = 0 then by Lemma 2, M(I1, I2, ..., Is) = ∅. Let
1 ≤ r ≤ 3.
Case a1. r = 3.
It follows that |Iai | ≥ 4 (i = 1, 2, 3) for some distinct a1, a2, a3 ∈ {1, 2, ..., s}
and |Ii| = 3 for each i ∈ {1, 2, ..., s}\{a1, a2, a3}. Since s = δ−1 and |C| = 3δ, we
have |Ia1 | = |Ia2 | = |Ia3 | = 4, i.e. max |Ii| = 4. By Lemma 2, |M(Iai , Iaj )| ≤ 1
for each distinct i, j ∈ {1, 2, 3}. Moreover, we have |M(Ii, Ij)| = 0 if either
i 6∈ {i1, i2, i3} or j 6∈ {i1, i2, i3}. So, |M(I1, I2, ..., Is)| ≤ 3.
16
Case a2. r = 2.
It follows that |Ia| ≥ 4 and |Ib| ≥ 4 for some a, b ∈ {1, 2, ..., s} and |Ii| = 3
for each i ∈ {1, 2, ..., s}\{a, b}. By (20), we can assume w.l.o.g. that either
|Ia| = |Ib| = 4 or |Ia| = 5, |Ib| = 4.
Case a2.1. |Ia| = |Ib| = 4.
It follows that maxi |Ii| = 4. By Lemma 2, |M(Ia, Ib)| ≤ 1 andM(Ii, Ij) = ∅
if {i, j} 6= {a, b}, implying that |M(I1, I2, ..., Is)| ≤ 1.
Case a2.2. |Ia| = 5, |Ib| = 4.
It follows that maxi |Ii| = 5. By Lemma 2, we have |M(Ia, Ib)| ≤ 2 and
|M(Ia, Ii)| ≤ 1 for each i ∈ {1, 2, ..., s}\{a, b} and M(Ii, Ij) = ∅ if a 6∈ {i, j}.
Thus, |M(I1, I2, ..., Is)| ≤ δ − 1 .
Case a3. r = 1.
It follows that |Ia| ≥ 4 for some a ∈ {1, 2, ..., s} and |Ii| = 3 for each
i ∈ {1, 2, ..., s}\{a}. By (20), 4 ≤ |Ia| ≤ 6.
Case a3.1. |Ia| = 4.
It follows that max1 |Ii| = 4. B Lemma 2, M(Ia, Ii) = ∅ for each i ∈
{1, 2, ..., s}\{a}, implying that |M(I1, I2, ..., Is)| = 0.
Case a3.2. |Ia| = 5.
It follows that maxi |Ii| = 5. B Lemma 2, |M(Ia, Ii)| ≤ 1 for each i ∈
{1, 2, ..., s}\{a} and M(Ii, Ij) = ∅ if a 6∈ {i, j}, that is |M(I1, I2, ..., Is)| ≤ δ− 2.
Case a3.3. |Ia| = 6.
It follows that maxi |Ii| = 6. By Lemma 2, |M(Ia, Ii)| ≤ 2 for each i ∈
{1, 2, ..., s}\{a} and M(Ii, Ij) = ∅ if a 6∈ {i, j}, that is |M(I1, I2, ..., Is)| ≤
2(δ − 2). Claim 2 is proved. ∆
Put G′ = G\M(I1, I2, ..., Is). As in Case 3.1.2, we can form a graph G∗
by adding in G′ at most 2|M(I1, I2, ..., Is)| new edges such that δ(G∗) = δ(G),
G∗\{ξ1, ξ2, ..., ξs} is disconnected and
q(G) ≥ q(G∗)− |M(I1, I2, ..., Is)|. (21)
Let H1, H2, ..., Hs+1 be the connected components of G
∗\{ξ1, ξ2, ..., ξs} with
V (I∗i ) ⊆ V (Hi) (i = 1, 2, ..., s) and V (Hs+1) = {x1, x2}. Using notation (5) for
G∗, we have hi ≥ 2 (i = 1, 2, ..., s+ 1). If hi ≥ 6 for some i ∈ {1, 2, ..., s} then
n ≥ 3δ + 3, contradicting (1). Let 2 ≤ hi ≤ 5 < 2δ − 1 (i = 1, 2, ..., s + 1). It
follows that (hi − 2)(2δ − hi − 1) ≥ 0 which is equivalent to
hi(2δ − hi + 1)
2
≥ 2δ − 1 (i = 1, 2, ..., s+ 1). (22)
Case 4.1.1.2.2.1. maxi |Ii| ≤ 4.
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By (22) and Lemma 3, qi(G
∗) ≥ 2δ − 1 (i = 1, 2, ..., s+ 1). Hence
q(G∗) ≥
s+1∑
i=1
qi(G
∗) ≥ (s+ 1)(2δ − 1) = δ(2δ − 1).
Using (21) and Claim 2, we have
q ≥ q(G∗)− 3 ≥ δ(2δ − 1)− 3 ≥
3(δ − 1)(δ + 2)
2
.
Case 4.1.1.2.2.2. maxi |Ii| = 5.
Assume w.l.o.g. that maxi |Ii| = |I1| = 5, i.e. 4 ≤ h1 ≤ 5. By (22) and
Lemma 3, qi(G
∗) ≥ 2δ − 1 (i = 2, ..., s+ 1) and
q1(G
∗) ≥
h1(2δ − h1 + 1)
2
≥ 2(2δ − 3).
Hence
q(G∗) ≥ s(2δ − 1) + 2(2δ − 3) = 2δ2 + δ − 5.
By (21) and Claim 2,
q ≥ q(G∗)− (δ − 1) ≥ 2δ2 − 4 >
3(δ − 1)(δ + 2)
2
.
Case 4.1.1.2.2.3. maxi |Ii| = 6.
Assume w.l.o.g. that maxi |Ii| = |I1| = 6, that is h1 = 5. By (22) and
Lemma 3, qi(G
∗) ≥ 2δ − 1 (i = 2, ..., s+ 1) and
q1(G
∗) ≥
h1(2δ − h1 + 1)
2
= 5(δ − 2).
Hence
q(G∗) ≥ s(2δ − 1) + 5(δ − 2) = 2δ2 + 2δ − 9.
By (21) and Claim 2,
q ≥ q(G∗)− 2(δ − 2) ≥ 2δ2 − 5 >
3(δ − 1)(δ + 2)
2
.
Case 4.1.2. p = 2.
Put P = x1x3x2. It follows that |NC(xi)| ≥ δ − 2 > 2 (i = 1, 2). By (1),
|C| ≤ 3δ + 1− p = 3δ − 1. Combining this with (16), we have
3δ − 3 ≤ |C| ≤ 3δ − 1. (23)
If NC(x1) 6= NC(x2) then by Lemma 1, |C| ≥ 4δ − 2p = 4δ − 4. By (23),
4δ − 4 ≤ |C| ≤ 3δ − 1, a contradiction. Let NC(x1) = NC(x2). Since C is ex-
treme, we have |Ii| ≥ 4 (i = 1, 2, ..., s). If s ≥ δ− 1 then |C| ≥ 4s ≥ 4δ− 4 ≥ 3δ,
contradicting (23). Hence s ≤ δ − 2. Recalling also that s = |NC(x1)| ≥ δ − 2,
we get s = δ − 2. It follows that x1x2 ∈ E(G). By a symmetric argument,
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NC(xi) = NC(x1) (i = 2, 3).
Claim 3. |M(I1, I2, ..., Is)| ≤ 1.
Proof. If M(I1, I2, ..., Is) = ∅ then we are done. Otherwise, |M(Ia, Ib)| ≥ 1
for some a, b ∈ {1, 2, ..., s}, i.e. there is an intermediate path L between Ia and
Ib. If |L| ≥ 2 then by Lemma 2,
|Ia|+ |Ib| ≥ 2p+ 2|L|+ 4 ≥ 12.
This yields
|C| ≥ 12 + 4(δ − 4) = 4δ − 4 ≥ 3δ + 1,
contradicting (23). Otherwise, |L| = 1 andM(I1, I2, ..., Is) ⊆ E(G). By Lemma
2, |Ia|+|Ib| ≥ 2p+6 = 10, implying that |C| ≥ 10+4(δ−4) = 4δ−6. Combining
this with (23), we get 4δ − 6 ≤ |C| ≤ 3δ − 1, i.e. δ ≤ 5. Since δ ≥ 5, we have
δ = 5, s = 3, |C| = 3δ − 1 = 14, |Ia|+ |Ib| = 10,
|Ii| = 4 for each i ∈ {1, 2, ..., s}\{a, b}.
Assume w.l.o.g. that a = 1 and b = 2. By Lemma 2, |M(I1, I2)| = 1 and
M(I1, I3) =M(I2, I3) = ∅, i.e. |M(I1, I2, ..., Is)| = 1. Claim 3 is proved. ∆
Put G′ = G\M(I1, I2, ..., Is). As in Case 3.1.2, form a graph G∗ by adding
in G′ at most 2|M(I1, I2, ..., Is)| appropriate new edges such that δ(G∗) = δ(G),
G∗\{ξ1, ξ2, ..., ξs} is disconnected and
q(G) ≥ q(G∗)− |M(I1, I2, ..., Is)|.
Let H1, H2, ..., Hs+1 be the connected components of G
∗\{ξ1, ξ2, ..., ξs} with
V (I∗i ) ⊆ V (Hi) (i = 1, 2, ..., s) and V (Hs+1) = {x1, x2, x3}. Using notation (5)
for G∗, we have hi ≥ 3 (i = 1, 2, ..., s + 1). If hi ≥ 6 for some i ∈ {1, 2, ..., s}
then
|C| ≥ 6 + 3(s− 1) + |{ξ1, ξ2, ..., ξs}| = 4δ − 5 ≥ 3δ,
contradicting (23). Let 3 ≤ hi ≤ 5 (i = 1, 2, ..., s+ 1). By Lemma 3,
qi(G
∗) ≥
hi(2δ − hi + 1)
2
≥ 3(δ − 1) (i = 1, 2, ..., s+ 1),
implying that
q(G∗) ≥
s+1∑
i=1
qi(G
∗) ≥ 3(s+ 1)(δ − 1) = 3(δ − 1)2.
By Claim 3,
q ≥ q(G∗)− 1 ≥ 3(δ − 1)2 − 1 >
3(δ − 1)(δ + 2)
2
.
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Case 4.1.3. p = 3.
Put P = x1x4x3x2. It follows that |NC(xi)| ≥ δ − 3 ≥ 2 (i = 1, 2). By (1),
|C| ≤ 3δ + 1− p = 3δ − 2. Combining this with (16), we have
3δ − 3 ≤ |C| ≤ 3δ − 2. (24)
If NC(x1) 6= NC(x2) then by Lemma 1,
|C| ≥ 4δ − 2p = 4δ − 6 ≥ 3δ − 1,
contradicting (24). Let NC(x1) = NC(x2). Clearly, |Ii| ≥ 5 (i = 1, 2, ..., s). If
s ≥ δ− 2 than |C| ≥ 5s ≥ 5δ− 10 > 3δ− 1, contradicting (24). Hence s ≤ δ− 3.
Observing also that s = |NC(x1)| ≥ δ − 3, we get s = δ − 3. It follows that
x1x2 ∈ E(G). By symmetric arguments, NC(xi) = NC(x1) (i = 2, 3, 4).
Claim 4. M(I1, I2, ..., Is) = ∅.
Proof. Assume to the contrary, i.e. M(I1, I2, ..., Is) 6= ∅. It means that
M(Ia, Ib) 6= ∅ for some distinct a, b ∈ {1, 2, ..., s}. By Lemma 2,
|Ia|+ |Ib| ≥ 4δ − 2p = 4δ − 6,
implying that |C| ≥ (4δ − 6) + 5(s − 2) = 9δ − 31. Combining this with (24),
we get 9δ − 31 ≤ |C| ≤ 3δ − 2, a contradiction. Claim 4 is proved. ∆
By Claim 4, G\{ξ1, ξ2, ..., ξs} is disconnected. Let H1, H2, ..., Hs+1 be the
connected components of G\{ξ1, ξ2, ..., ξs} with V (I∗i ) ⊆ V (Hi) (i = 1, 2, ..., s)
and V (Hs+1) = V (P ). By notation (5), we have hi ≥ 4 (i = 1, 2, ..., s+ 1). If
hi ≥ 8 for some i ∈ {1, 2, ..., s} then
|C| ≥ 8 + 4(δ − 4) + s = 5δ − 11 ≥ 3δ − 1,
contradicting (24). Let 4 ≤ hi ≤ 7 (i = 1, 2, ..., s+ 1). By Lemma 3,
qi ≥
hi(2δ − hi + 1)
2
≥ 2(2δ − 3) (i = 1, 2, ..., s+ 1).
Hence
q ≥
s+1∑
i=1
qi ≥ 2(s+ 1)(2δ − 3)
= 2(δ − 2)(2δ − 3) ≥
3(δ − 1)(δ + 2)
2
.
Case 4.1.4. p = 4.
Put P = x1x5x4x3x2. By (1), |C| ≤ 3δ + 1 − p = 3δ − 3, and by (16),
|C| ≥ 3δ − 3. It follows that
|C| = 3δ − 3, n = 3δ + 2, V (G) = V (C ∪ P ). (25)
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If δ ≤ 6 then
q ≥
nδ
2
=
(3δ + 2)δ
2
≥
3(δ − 1)(δ + 2)
2
.
Let δ ≥ 7, implying that |NC(xi)| > 2 (i = 1, 2). If NC(x1) 6= NC(x2) then by
Lemma 1,
|C| ≥ 4δ − 2p = 4δ − 8 ≥ 3δ − 2,
contradicting (25). Let NC(x1) = NC(x2). Clearly, |Ii| ≥ 6 (i = 1, 2, ..., s). If
s ≥ δ − 3 then
|C| ≥ (p+ 2)s ≥ 6(δ − 3) ≥ 3δ − 2,
contradicting (25). Let s ≤ δ − 4. On the other hand, s ≥ |N(x1)| − p ≥ δ − 4,
implying that s = δ−4. It follows that x1x2 ∈ E(G). By symmetric arguments,
NC(xi) = NC(x1) (i = 2, 3, 4, 5). If M(Ia, Ib) 6= ∅ for some distinct elementary
segments Ia, Ib, then by Lemma 2,
|Ia|+ |Ib| ≥ 4δ − 2p = 4δ − 8.
Hence
|C| ≥ 4δ − 8 + 6(s− 2) = 10δ − 44 ≥ 3δ − 2,
contradicting (25). Otherwise, M(I1, I2, ..., Is) = ∅, i.e. G\{ξ1, ξ2, ..., ξs} is dis-
connected. LetH1, H2, ..., Hs+1 be the connected components ofG\{ξ1, ξ2, ..., ξs}
with V (I∗i ) ⊆ V (Hi) (i = 1, 2, ..., s) and V (Hs+1) = V (P ). By notation (5),
hi ≥ 5 (i = 1, 2, ..., s+ 1). If hi ≥ 6 for some i ∈ {1, 2, ..., s} then
|C| ≥ 6 + 5(s− 1) + s = 6δ − 23 ≥ 3δ − 2,
contradicting (25). So, hi = 5 (i = 1, 2, ..., s+ 1). By Lemma 3,
qi ≥
hi(2δ − hi + 1)
2
= 5(δ − 2) (i = 1, 2, ..., s+ 1),
implying that
q ≥
s+1∑
i=1
qi ≥ 5(s+ 1)(δ − 2) = 5(δ − 3)(δ − 2) >
3(δ − 1)(δ − 2)
2
.
Case 4.2. δ − 2 ≤ p ≤ δ + 1.
Case 4.2.1. p = δ − 2.
It follows that |NC(xi)| ≥ 2 (i = 1, 2). By (1),
|C| ≤ 3δ + 1− p = 2δ + 3. (26)
If NC(x1) 6= NC(x2) then by Lemma 1, |C| ≥ 4δ − 2p = 2δ + 4, contradicting
(26). Let NC(x1) = NC(x2). If s ≥ 3 then |C| ≥ s(p+ 2) ≥ 3δ ≥ 2δ + 4, again
contradicting (26). Let s = 2. It follows that x1x2 ∈ E(G). By symmetric argu-
ments, NC(y) = NC(x1) = {ξ1, ξ2} for each y ∈ V (P ). Clearly, |Ii| ≥ p+ 2 = δ
(i = 1, 2).
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Case 4.2.1.1. M(I1, I2) = ∅.
It follows that G\{ξ1, ξ2} is disconnected. Let H1, H2, ..., Ht be the con-
nected components of G\{ξ1, ξ2} with V (I∗i ) ⊆ V (Hi) (i = 1, 2) and V (P ) ⊂
V (H3). Since G[V (P )] is hamiltonian, we have V (H3) = V (P ). By notation
(5), hi ≥ |Ii| − 1 ≥ δ − 1 (i = 1, 2) and h3 = δ − 1. If hi ≥ δ + 3 for some
i ∈ {1, 2} then
|C| ≥ (δ + 3) + (δ − 1) + |{ξ1, ξ2}| = 2δ + 4,
contradicting (26). So, δ − 1 ≤ hi ≤ δ + 2 (i = 1, 2, 3). By Lemma 3,
qi ≥
hi(2δ − hi + 1)
2
≥
(δ − 1)(δ + 2)
2
(i = 1, 2, 3).
Hence,
q ≥
3∑
i=1
qi ≥
3(δ − 1)(δ + 2)
2
.
Case 4.2.1.2. M(I1, I2) 6= ∅.
By the definition, there is an intermediate path L between I1 and I2. If
|L| ≥ 2 then by Lemma 2,
|C| = |I1|+ |I2| ≥ 2p+ 2|L|+ 4 ≥ 2δ + 4,
contradicting (26). Otherwise, M(I1, I2) ⊆ E(G). Further, if |M(I1, I2)| ≥ 3
then by Lemma 2,
|C| = |I1|+ |I2| ≥ 2p+ 8 = 2δ + 4,
contradicting (26). Thus |M(I1, I2)| ≤ 2.
Case 4.2.1.2.1. |M(I1, I2)| = 1.
Put G′ = G\M(I1, I2). As in Case 3.1.2, form a graph G∗ by adding at
most two new edges in G′ such that δ(G∗) = δ(G), G∗\{ξ1, ξ2} is disconnected
and q(G) ≥ q(G∗) − 1. Let H1, H2, ..., Ht be the connected components of
G∗\{ξ1, ξ2} with V (I∗i ) ⊆ V (Hi) (i = 1, 2) and V (P ) = V (H3). Using notation
(5) for G∗, as in Case 4.2.1.1, we have δ − 1 ≤ hi ≤ δ + 2 (i = 1, 2, 3). By
Lemma 2, |I1| + |I2| ≥ 2p + 6 = 2δ + 2. It means that maxi |Ii| ≥ δ + 1, i.e.
maxi hi ≥ δ. Assume w.l.o.g. that h1 ≥ δ. By Lemma 3,
q1(G
∗) ≥
h1(2δ − h1 + 1)
2
≥
δ(δ + 1)
2
,
qi(G
∗) ≥
hi(2δ − hi + 1)
2
≥
(δ − 1)(δ + 2)
2
(i = 2, 3),
implying that
q(G∗) ≥
δ(δ + 1)
2
+ (δ − 1)(δ + 2).
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Hence,
q ≥ q(G∗)− 1 ≥
δ(δ + 1)
2
+ (δ − 1)(δ + 2)− 1 ≥
3(δ − 1)(δ + 2)
2
.
Case 4.2.1.2.2. |M(I1, I2)| = 2.
By Lemma 2,
|C| = |I1|+ |I2| ≥ 2p+ 7 = 2δ + 3.
By (26), |C| = 2δ + 3 and V (G) = V (P ∪ C). Put G′ = G\M(I1, I2). As
in Case 3.1.2, form a graph G∗ by adding at most four new edges in G′ such
that δ(G∗) = δ(G), G∗\{ξ1, ξ2} is disconnected and q(G) ≥ q(G∗) − 2. Let
H1, H2, H3 be the connected components of G
∗\{ξ1, ξ2} with V (Hi) = V (I∗i )
(i = 1, 2) and V (H3) = V (P ). Using notation (5) for G
∗, we have as in Case
4.2.1.1, δ−1 ≤ hi ≤ δ+2 (i = 1, 2, 3). Since |Ii| ≥ δ and |C| = |I1|+|I2| = 2δ+3,
we can assume w.l.o.g. that either |I1| = δ+2, |I2| = δ+1 or |I1| = δ+3, |I2| = δ.
Case 4.2.1.2.2.1. |I1| = δ + 2, |I2| = δ + 1.
It follows that h1 = δ + 1, h2 = δ and h3 = δ − 1. By Lemma 3,
qi(G
∗) ≥
hi(2δ − hi + 1)
2
=
δ(δ + 1)
2
(i = 1, 2),
q3(G
∗) ≥
h3(2δ − h3 + 1)
2
=
(δ − 1)(δ + 2)
2
.
Hence
q ≥
3∑
i=1
qi(G
∗)− 2 =
3(δ − 1)(δ + 2)
2
.
Case 4.2.1.2.2.2. |I1| = δ + 3, |I2| = δ.
Let M(I1, I2) = {e1, e2}, where
e1 = y1z1, e2 = y2z2, {y1, y2} ⊆ V (I
∗
1 ), {z1, z2} ⊆ V (I
∗
2 ).
If y1 6= y2 and z1 6= z2 then by Lemma 2,
|I1|+ |I2| ≥ 2p+ 8 = 2(δ − 2) + 8 = 2δ + 4,
contradicting (26). Let either y1 6= y2 and z1 = z2 or y1 = y2 and z1 6= z2.
Case 4.2.1.2.2.2.1. y1 6= y2 and z1 = z2.
Assume w.l.o.g. that y1, y2 occur on I1 in this order. If y2 = y
+
1 then
|C| ≥ |ξ1
−→
Cy1z1y2
−→
C ξ2x2
←−
P x1ξ1| = 2δ + 4,
contradicting (26). Let y2 6= y
+
1 , i.e. |y1
−→
C y2| ≥ 2. Put
C′ = ξ1
−→
Cy2z1
←−
C ξ2x2
←−
P x1ξ1,
C′′ = ξ1
←−
C z1y1
−→
C ξ2x2
←−
P x1ξ1.
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Clearly,
|C| ≥ |C′| = |ξ1
−→
C y1|+ |y1
−→
Cy2|+ 1+ |ξ2
−→
C z1|+ p+ 2,
|C| ≥ |C′′| = |ξ1
←−
C z1|+ |y1
−→
C y2|+ |y2
−→
C ξ2|+ 1 + p+ 2.
By summing, we get
2|C| ≥ (|ξ1
−→
Cy1|+ |y1
−→
Cy2|+ |y2
−→
C ξ2|+ |ξ2
−→
C z1|+ |z1
−→
C ξ1|) + |y1
−→
Cy2|+ 2 + 2δ
= |C|+ |y1
−→
Cy2|+ 2δ + 2 ≥ |C|+ 2δ + 4.
Hence |C| ≥ 2δ + 4, contradicting (26).
Case 4.2.1.2.2.2.2. y1 = y2 and z1 6= z2.
Assume w.l.o.g. that z2, z1 occur on I2 in this order.
Case 4.2.1.2.2.2.2.1. δ ≥ 6.
If |ξ1
−→
Cy1| ≥ δ−1 and |y1
−→
C ξ2| ≥ δ−1 then |I1| ≥ 2δ−2 ≥ δ+4, contradicting
the hypothesis. Thus, we can assume w.l.o.g. that |ξ1
−→
Cy1| ≤ δ − 2. If y
−
1 = ξ1
then
|ξ1
←−
C z2y1
−→
C ξ2x2
←−
P x1ξ1| ≥ 2δ + 5,
contradicting (26). Let y−1 6= ξ1, that is y
−
1 ∈ V (I
∗
1 ). Since |M(I1, I2)| = 2,
we have N(y−1 ) ⊂ V (I1). If N(y
−
1 ) ∩ V (y
+
1
−→
C ξ−2 ) = ∅ then |N(y
−
1 )| ≤ δ − 1, a
contradiction. Otherwise, y−1 w ∈ E(G) for some w ∈ V (y
+
1
−→
C ξ−2 ). Put
R = ξ1
−→
Cy−1 w
←−
C y1
C′ = ξ1
−→
Ry1z1
←−
C ξ2x2
←−
P x1ξ1,
C′′ = ξ1
←−
C z2y1
−→
C ξ2x2
←−
P x1ξ1.
Clearly, |R| ≥ |ξ1
−→
C y1|+ 1 and
|C| ≥ |C′| = |R|+ 1 + |z1
←−
C ξ2|+ (p+ 2) ≥ |ξ1
−→
Cy1|+ |z1
←−
C ξ2|+ δ + 2,
|C| ≥ |C′′| = |ξ1
←−
C z1|+ 2 + |y1
−→
C ξ2|+ (p+ 2).
By summing, we get
2|C| ≥ (|ξ1
−→
Cy1|+ |y1
−→
C ξ2|+ |ξ2
−→
C z1|+ |z1
−→
C ξ1|) + 2δ + 4 = |C|+ 2δ + 4.
Hence |C| ≥ 2δ + 4, contradicting (26).
Case 4.2.1.2.2.2.2.2. δ = 5.
It follows that
|I1| = δ + 3 = 8, |I2| = δ = 5, |C| = 2δ + 3 = 13.
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If either |ξ1
−→
C y1| ≤ δ − 2 = 3 or |y1
−→
C ξ2| ≤ δ − 2 = 3 then we can argue as in
Case 4.2.1.2.2.2.2.1. Otherwise, |ξ1
−→
Cy1| = |y1
−→
C ξ2| = 4. If |z1
←−
C ξ2| ≥ 4 then
|ξ1
−→
C y1z1
←−
C ξ2x2
←−
P x1ξ1| ≥ 14 > |C|,
a contradiction. Let |z1
←−
C ξ2| ≤ 3. Analogously, |ξ1
←−
C z2| ≤ 3, implying that
I2 = ξ1z
+
1 z1z2ξ
+
2 ξ2. If z
+
1 z2 ∈ E(G) then
|ξ1
−→
Cy1z1z
+
1 z2
←−
C ξ2x2
←−
P x1ξ1| = 14 > |C|,
a contradiction. So, N(z+1 ) ⊆ {ξ1, ξ2, z1, ξ
+
2 }, again a contradiction, since
|N(z+1 )| ≥ δ = 5.
Case 4.2.2. p = δ − 1.
By (1),
|C| ≤ 3δ + 1− p = 2δ + 2. (27)
It follows that |NC(xi)| ≥ 1 (i = 1, 2).
Case 4.2.2.1. |NC(xi)| ≥ 2 (i = 1, 2).
If NC(x1) 6= NC(x2) then by Lemma 1, |C| ≥ 2p+8 = 2δ+6, contradicting
(27). Let NC(x1) = NC(x2). If s ≥ 3 then
|C| ≥ s(p+ 2) ≥ 3(δ + 1) > 2δ + 2,
contradicting (27). Let s = 2. It follows that
|C| = 2δ + 2, |I1| = |I2| = δ + 1, V (G) = V (C ∪ P ).
Assume that yz ∈ E(G) for some y ∈ V (P ) and z ∈ V (C)\{ξ1, ξ2}. Assume
w.l.o.g. that z ∈ V (I∗1 ). Since p = δ − 1 ≥ 4, we can assume w.l.o.g. that
|x1
−→
P y| ≥ 2. If x2w ∈ E(G) for some w ∈ {y−, y−2} then
|ξ1
−→
C z| ≥ |ξ1x1
−→
P wx2
←−
P yz| ≥ δ.
Observing also that |z
−→
Cξ2| ≥ 2, we have |I1| ≥ δ+2, a contradiction. Otherwise,
d(x2) ≤ δ− 1, a contradiction. So, NC(y) ⊆ {ξ1, ξ2} for each y ∈ V (P ). On the
other hand, by Lemma 2, M(I1, I2) = ∅ and hence G\{ξ1, ξ2} is disconnected.
Let H1, H2, H3 be the connected components of G\{ξ1, ξ2} with V (Hi) = V (I∗i )
(i = 1, 2) and V (H3) = V (P ). By notation (5), hi = δ (i = 1, 2, 3). By Lemma
3,
qi ≥
hi(2δ − hi + 1)
2
=
δ(δ + 1)
2
(i = 1, 2, 3),
implying that
q ≥
3∑
i=1
qi ≥
3(δ2 + δ)
2
>
3(δ − 1)(δ + 2)
2
.
Case 4.2.2.2. Either |NC(x1)| = 1 or |NC(x2)| = 1.
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Assume w.l.o.g. that |NC(x1)| = 1. It follows that V (P )\{x1} ⊂ N(x1).
Put NC(x1) = {y1}.
Case 4.2.2.2.1. NC(x2) 6= NC(x1).
It follows that x2y2 ∈ E(G) for some y2 ∈ V (C)\{y1}. Clearly, |y1
−→
Cy2| ≥
δ + 1 and |y2
−→
Cy1| ≥ δ + 1. Hence
|y1
−→
C y2| = |y2
−→
Cy1| = δ + 1, |C| = 2δ + 2, V (G) = V (C ∪ P ). (28)
If s ≥ 3 then there are at least two elementary segments on C of length at
least δ + 1. It means that |C| > 2δ + 2, contradicting (28). Let s = 2, i.e.
NC(x1) ∪ NC(x2) = {y1, y2} = {ξ1, ξ2}. Assume that zw ∈ E(G) for some
z ∈ V (P ) and w ∈ V (C)\{y1, y2}, and assume w.l.o.g. that w ∈ y1
−→
C y2. Since
V (P )\{x1} ⊂ N(x1), we have x1z+ ∈ E(G). Further, since C is extreme,
|w
−→
C y2| ≥ |wz
←−
P x1z
+−→P x2y2| ≥ δ + 1.
Hence, |C| > 2δ+2, contradicting (28). Thus, N(z) ⊆ {y1, y} for each z ∈ V (P ).
On the other hand, by Lemma 2, M(I1, I2) = ∅. Further, we can argue as in
Case 4.2.2.1.
Case 4.2.2.2.2. NC(x2) = NC(x1) = {y1}.
It follows that
N(xi) = (V (P )\{xi}) ∪ {y1} (i = 1.2).
Since κ ≥ 2, there is a path R = z
−→
Rw such that z ∈ V (P ) and w ∈ V (C)\{y1}.
Since NC(x1) = NC(x2) = {y1}, we have z 6∈ {x1, x2}. Then
|y1x1
−→
P z−x2
←−
P zw| = δ + 1,
and we can argue as in Case 4.2.2.2.1.
Case 4.2.3. p = δ.
By (1), |C| ≤ 3δ+1−p = 2δ+1. If |Q| ≥ δ+1 then by (2), |C| ≥ 2|Q| ≥ 2δ+2,
a contradiction. Let
|Q| ≤ δ. (29)
Case 4.2.3.1. x1x2 6∈ E(G)
It follows that |NC(xi)| ≥ 1 (i = 1, 2). If |NC(xi)| ≥ 2 for some i ∈ {1, 2}
then clearly |Q| ≥ p+2 = δ+2, contradicting (29). Let |NC(x1)| = |NC(x2)| =
1. Further, if NC(x1) 6= NC(x2) then again |Q| ≥ δ+2, contradicting (29). Let
NC(x1) = NC(x2) = {z1} for some z1 ∈ V (C). Since κ ≥ 2, there is a path
L = yz2 connecting P and C such that y ∈ V (P ) and z2 ∈ V (C)\{z1}. Clearly,
y 6∈ {x1, x2}. If x2y− ∈ E(G) then
|Q| ≥ |z1x1
−→
P y−x2
←−
P yz2| = δ + 2,
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contradicting (29). Let x2y
− 6∈ E(G). Further, if y− 6= x1 then recalling that
x2x1 6∈ E(G), we conclude that |NC(x2)| ≥ 2, a contradiction. Otherwise,
y− = x1 and |Q| ≥ |z1x2
←−
P yz2| = δ + 1, contradicting (29).
Case 4.2.3.2. x1x2 ∈ E(G).
Put C′ = x1
−→
P x2x1. Since κ ≥ 2, there are two disjoint paths L1, L2 con-
necting C′ and C. Further, since P is extreme, |L1| = |L2| = 1. Let L1 = y1z1
and L2 = y2z2, where, y1, y2 ∈ V (C′) and z1, z2 ∈ V (C). Since C′ is a Hamilton
cycle in G[V (P )] and |C′| ≥ δ + 1 ≥ 6, we can assume that P is chosen such
that x1 = y1 and |x1
−→
P y2| ≥ 3. If x2v ∈ E(G) for some v ∈ {y
−1
2 , y
−2
2 } then
|Q| ≥ |z1x1
−→
P vx2
←−
P y2z2| ≥ δ + 1,
contradicting (29). Otherwise, |NC(x2)| ≥ 2, implying that x2z3 ∈ E(G) for
some z3 ∈ V (C)\{z1}. Then
|Q| ≥ |z1x1
−→
P x2z3| ≥ δ + 2,
again contradicting (29).
Case 4.2.4. p = δ + 1.
By (1), |C| ≤ 3δ + 1− p = 2δ. Recalling (14), we get |C| = 2δ and V (G) =
V (C ∪ P ). If |Q| ≥ δ+ 1 then by (2), |C| ≥ 2|Q| ≥ 2δ+ 2, a contradiction. Let
|Q| ≤ δ. (30)
Case 4.2.4.1. x1x2 ∈ E(G).
Put C′ = x1
−→
P x2x1. Since κ ≥ 2, there are two disjoint edges z1w1 and z2w2
connecting C′ and C such that z1, z2 ∈ V (C
′) and w1, w2 ∈ V (C). Since C
′
is a Hamilton cycle in G[V (P )] and |C′| ≥ δ + 2 ≥ 7, we can assume w.l.o.g.
that P is chosen such that z1 = x1 and |x1
−→
P z2| ≥ 4. If x2v ∈ E(G) for some
v ∈ {z−12 , z
−2
2 , z
−3
2 } then
|Q| ≥ |w1x1
−→
P vx2
←−
P z2w2| ≥ δ + 1,
contradicting (30). Now let x2v 6∈ E(G) for each v ∈ {z
−1
2 , z
−2
2 , z
−3
2 }. It follows
that |NC(x2)| ≥ 2, i.e. x2w3 ∈ E(G) for some w3 ∈ V C)\{w1}. But then
|Q| ≥ |w1x1
−→
P x2w3| = δ + 3, contradicting (30).
Case 4.2.4.2. x1x2 6∈ E(G).
If dP (x1) + dP (x2) ≥ |V (P )| = p+2 then by Theorem F, G[V (P )] is hamil-
tonian and we can argue as in Case 4.2.4.1. Otherwise,
dC(x1) + dC(x2) ≥ δ − 1 ≥ 4. (31)
Assume w.l.o.g. that dC(x1) ≥ dC(x2).
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Case 4.2.4.2.1. dC(x2) = 0.
It follows that N(x2) = V (P )\{x2}. By (31), dC(x1) ≥ 4. Put C′ =
x+1
−→
P x2x
+
1 . Since κ ≥ 2, there is a path L = z
−→
Lw connecting C′ and C such
that z ∈ V (C′)\{x+1 } and w ∈ V (C). If x1 ∈ V (L), i.e. x1z ∈ E(G), then
x1
−→
P z−x2
←−
P zx1 is a Hamilton cycle in G[V (P )] and we can argue as in Case
4.2.4.1. Let x1 6∈ V (L). Since V (G) = V (C ∪ P ), we have L = zw. Further,
since dC(x1) ≥ 4, we have x1w1 ∈ E(G) for some w1 ∈ V (C)\{w}. Hence,
|Q| ≥ |w1x1
−→
P z−x2
←−
P zw| = δ + 3,
contradicting (30).
Case 4.2.4.2.2. dC(x2) = 1.
Let NC(x2) = {w1}. By (31), dC(x1) ≥ 3, i.e. x1w ∈ E(G) for some
w ∈ V (C)\{w1}. Hence
|Q| ≥ |wx1
−→
P x2w1| = δ + 3,
contradicting (30).
Case 4.2.4.2.3. dC(x2) ≥ 2.
Since dC(x1) ≥ dC(x2), we have dC(x1) ≥ 2. Hence |Q| ≥ p + 2 = δ + 3,
contradicting (30).
Proof of Theorem 1. Let G be a 2-connected graph, C a longest cycle in
G and P = x1
−→
P x2 a longest path in G\C of length p. If p = 0 then C is a
dominating cycle and we are done. Let p ≥ 1.
Case 1. δ = 2 and q ≤ 8.
Since κ ≥ 2 and p ≥ 1, there exist a path Q = ξ
−→
Qη such that |Q| ≥ 3
and V (Q) ∩ V (C) = {ξ, η}. Further, since C is extreme, we have |C| =
|y
−→
C z| + |z
−→
Cy| ≥ 2|Q| ≥ 6 and therefore, q ≥ |C| + |Q| ≥ 9, contradicting
the hypothesis.
Case 2. δ ≥ 3 and q ≤ (3(δ − 1)(δ + 2)− 1)/2.
Since
q =
1
2
∑
u∈V (G)
d(u) ≥
δn
2
,
we have δn/2 ≤ (3(δ − 1)(δ + 2)− 1)/2, which is equivalent to
δ ≥
n− 2
3
−
1
3
+
7
3δ
.
If n = 3t for some integer t, then
δ ≥
3t− 2
3
−
1
3
+
7
3δ
= t− 1 +
7
3δ
,
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implying that δ ≥ t = n/3 > (n− 2)/3. If n = 3t+ 1 for some integer t, then
δ ≥
3t− 1
3
−
1
3
+
7
3δ
= t−
2
3
+
7
3δ
,
implying that δ ≥ t = (n − 1)/3 > (n − 2)/3. Finally, if n = 3t + 2 for some
integer t, then
δ ≥
3t
3
−
1
3
+
7
3δ
= t−
1
3
+
7
3δ
,
implying that δ ≥ t = (n− 2)/3. So, δ ≥ (n− 2)/3, in any case. By Lemma 4,
each longest cycle in G is a dominating cycle.
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