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QUANTUM REPRESENTATIONS
AND THE ORBIT METHOD
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Abstract. J. M. Souriau has suggested an a priori characterization of the
unitary representations ‘attached’ to a given coadjoint orbit of a Lie group.
When the group is compact, we show that his condition effectively selects
the expected representation within sections of the line bundle over the orbit.
When the group is noncompact we find many unexpected representations,
but we show how Souriau’s condition can be refined so as to either recover
the traditional theory for exponential groups, or characterize some new dis-
continuous representations in which states can be ‘localized’ on lagrangian
submanifolds of the orbit.
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0. Introduction
The idea of a correspondence between the unitary representations of
a Lie group, G, and the symplectic manifolds on which G acts, can be
traced to the early days of quantum mechanics (‘correspondence principle’).
As formalized by Kirillov, Kostant, and Souriau during the 1960s, it has
brought geometrical understanding into much of harmonic analysis. Thus
the following two-step scheme for producing a representation from a sym-
plectic G-manifold X has become familiar [K66, S66]:1
(0.1) Prequantization : Construct over X a hermitian line bundle with con-
nection, L, whose curvature is the given symplectic form. When an equi-
variant momentum map exists, G lifts to act on L and one obtains a unitary
G-module of sections, H(L), which however is ‘too large’.
(0.2) Polarization : Somehow extract a smaller module H
.
(L) from H(L).
This usually involves looking at sections constant along a lagrangian sub-
bundle of TXC, or at the cohomology of such sections; H
.
(L) should be
largely independant of the subbundle, unitarizable, and irreducible when G
is transitive on X—i.e. when X is, up to covering, a coadjoint orbit of G.
Step (0.1) is quite well understood. WhenX isR2n it goes back to Sophus
Lie [L90, p. 270]; in general the existence of L requires certain integrality
conditions, and when nonunique L seems to be just the extra structure
needed to specify a representation.
1The outline (0.1–2) is perhaps abrupt; definitions and examples are forthcoming.
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In contrast, (0.2) only gives principles which all suffer exceptions and
require debated exegesis. Suitably implemented, they do indeed attach
almost all known irreducible unitary representations to coadjoint orbits
[B54, K62, A71, D84, V87], sometimes in many ways. But a few represen-
tations especially prominent in physics, like the metaplectic, still escape the
picture, and altogether the established correspondence remains somewhat
‘magic’ [V87]; we have an eclectic book of answers but . . . to what ques-
tion exactly? Is there, in general, something like the Stone-von Neumann
characterization of the Schro¨dinger representation?
With an eye on these and other problems, J.M. Souriau [S88, S92] started
a quite different attack on the whole matter. Rather than pursue the spell
of (0.1–2), he proposed to write down minimal intrinsic properties that a
representation should have to be ‘attached’ to a given coadjoint orbit, X.
He arrived at the following definition: a quantum representation (for X) is
a unitary G-module H such that, for each unit vector ϕ in H, the matrix
element m(g) = (ϕ, gϕ) satisfies
∣∣∣
n∑
j=1
cjm(exp(Zj))
∣∣∣ ≤ sup
x∈X
∣∣∣
n∑
j=1
cje
i〈x,Zj〉
∣∣∣ (0.3)
for any given complex numbers cj and commuting Zj in the Lie algebra of G.
Such functions m are called quantum states, and are the basic object of
study. As we will show in (2.9), the inequality can be interpreted as requir-
ing that
the quantum spectrum of ‘commuting observables’
is concentrated on their classical range, suitably compactified. (0.4)
Our purpose here is to investigate the consequences of this principle, and
determine its relation with known orbit constructions in a reasonably wide
range of cases. We emphasize from the outset that one should not expect
to directly recover the traditional theories from (0.3), be it only because
this definition, originally made with infinite-dimensional groups in mind,
does not impose any continuity property. Therefore we shall concurrently
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also study two successively stronger variants of it, to be called 0-quantum
representations (wherein one simply forgets about the compactification in
(0.4), which among other things ensures continuity) and∞-quantum repre-
sentations (which builds in a certain recursivity with respect to ‘reduction
by commuting integrals’).
* * * *
Notation. All manifolds and Lie groups in this paper are understood to
be Hausdorff and countable at ∞; they may be disconnected. If G is a Lie
group, we reserve the corresponding german letter for its Lie algebra, g. If
G acts on a manifold, X, so that we have a morphism g 7→ gX of G into
the diffeomorphisms of X (with gX(x) a C
∞ function of the pair (g, x)), we
define the corresponding infinitesimal action
Z 7→ ZX , g→ vector fields on X (0.5)
by ZX(x) =
d
dt exp(tZ)X(x)
∣∣
t=0 . This is a morphism of Lie algebras, pro-
vided we define the bracket of vector fields with minus its usual sign. When-
ever possible, we drop the subscripts to write g(x) and Z(x), instead of
gX(x) and ZX(x). We use
G(x), g(x), Gx, gx, (0.6)
to denote respectively the G-orbit of x, its tangent space at x, the stabilizer
of x in G, and the stabilizer of x in g.
It will be convenient to have a concise notation concerning the translation
of tangent and cotangent vectors to the group; thus for fixed g, q ∈ G we
will let
TqG
v
→
7→
TgqG
gv,
resp.
T ∗qG
p
→
7→
T ∗gqG
gp
(0.7)
denote the derivative of q 7→ gq, respectively the transposed map so that
〈gp, v〉 = 〈p, g−1v〉. Likewise we define vg and pg with 〈pg, v〉 = 〈p, vg−1〉.
Finally we recall the coadjoint action, g(x) = gxg−1, on g∗ = T ∗eG; in-
finitesimally it gives Z(x) = 〈x, [ · , Z]〉.
It became imperative for me to brush up
my knowledge of Poisson brackets.
—P. A. M. Dirac
1. Preliminaries
1.1 Preliminaries on symplectic manifolds
A. Hamiltonian vector fields. Let X be a symplectic manifold—a man-
ifold with a nondegenerate, closed 2-form σ. A vector field η on X is called
symplectic if its flow preserves the 2-form: £(η)σ = 0. By Cartan’s formula
for the Lie derivative, £(η)σ = i(η)dσ + di(η)σ, this holds iff the 1-form
i(η)σ = σ(η, ·) is closed. When this 1-form is actually exact, so that there
is a function H on X with
i(η)σ = −dH, (1.1)
we say that η is hamiltonian, η ∈ Ham(X), and we write η = dragH
(‘symplectic gradient’). The field η determines H up to a local additive
constant, so if X has c connected components we have an exact sequence
0 −→ Rc −→ C∞(X) drag−→ Ham(X) −→ 0. (1.2)
This is a central extension of Lie algebras when C∞(X) is endowed with
Poisson bracket: {H,H ′} = σ(dragH ′, dragH).
B. Hamiltonian G-spaces. The σ-preserving action of a Lie group G on
X is called hamiltonian if (0.5) takes its values in Ham(X); or in other
words, if there is a momentum map, Φ : X → g∗, such that
i(ZX)σ = −dHZ where HZ = 〈Φ(·), Z〉. (1.3)
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The momentum map is called equivariant, and the pair (X,Φ) a hamiltonian
G-space, if Φ intertwines the action of G on X with the coadjoint action
on g∗. Infinitesimally this means that Z 7→ HZ is a morphism:
{HZ , HZ′} = H[Z,Z′]. (1.4)
(As one knows, this requirement is no true restriction; it can always be met
by passing to a central extension of g by Rc (1.2).) This morphism pulls the
first two terms of (1.2) back to ideals of g which we shall often encounter
and denote
o = Ker(Z 7→ HZ), c = Ker(Z 7→ dragHZ). (1.5)
C. Basic examples. (a) If G acts on a manifold Q, we get an action on
X = T ∗Q which preserves the canonical 1-form $ = “〈p, dq〉” and σ = d$.
In this case, i(ZX)d$+ di(ZX)$ = 0 shows that a momentum map, which
one can see is equivariant, is given by E.Nœther’s formula: HZ = i(ZX)$,
i.e.,
〈Φ(p), Z〉 = 〈p, Z(q)〉, p ∈ T ∗qQ. (1.6)
(b) If X is an orbit in g∗ for the coadjoint action of G, then the 2-form
defined on it by σ(Z(x), Z ′(x)) = 〈Z(x), Z ′〉 makes (X,X ↪→ g∗) into a
homogeneous hamiltonian G-space. Conversely (Kirillov-Kostant-Souriau)
every such space covers a coadjoint orbit:
1.7 Theorem. Let (X,Φ) be a hamiltonian G-space, and suppose that G
acts transitively on X. Then Φ is a symplectic covering of its image, which
is a coadjoint orbit of G.
By symplectic covering we mean of course that Φ pulls the symplectic struc-
ture of the orbit back to the given one on X; this is just a restatement of
(1.4). That Φ is a covering (has discrete fibers) follows from the first of two
informative consequences of (1.3), valid for any momentum map:
Ker(DΦ(x)) = g(x)σ, Im(DΦ(x)) = orth(gx). (1.8)
Here the superscript means orthogonal subspace relative to σ, and if (·) is
a subset of either g or g∗, orth(·) denotes its annihilator in the other.
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D. Symplectic induction. A symplectic version of Mackey’s unitary in-
duction process was introduced by Kazhdan, Kostant and Sternberg [K78].
Given a closed subgroup H of G and a hamiltonian H-space (Y, Ψ), it pro-
duces a hamiltonian G-space (IndGH Y, Φind) as follows. (We use the notation
(0.7).)
First endow N = T ∗G× Y with the symplectic form ω = d$+ τ , where
$ is the canonical 1-form on T ∗G and τ the given 2-form on Y ; and let H
act ‘diagonally’ on N by h(p, y) = (ph−1, h(y)). This is hamiltonian, with
momentum map ψ:
ψ(p, y) = Ψ(y)− q−1p|h (1.9)
for p ∈ T ∗qG. Here the second term denotes the restriction to h of q−1p ∈ g∗;
it comes from (1.6) with Z(q) = −qZ. The induced manifold is now defined
as the Marsden-Weinstein reduction of N at zero, i.e.,
IndGH Y := ψ
−1(0)/H. (1.10)
In more detail: the action of H is free and proper (because it is free and
proper on the factor T ∗G, where it is the right action of H regarded as a
subgroup of T ∗G [B60, ch. III, p. 106]); so ψ is a submersion (1.8b), ψ−1(0)
is a submanifold, and (1.10) is a manifold; moreover ω|ψ−1(0) degenerates
exactly along the H-orbits (1.8a), so it comes from a uniquely defined sym-
plectic form, σind, on the quotient.
To make (1.10) into a G-space, we let G act on N by g(p, y) = (gp, y).
This action commutes with the diagonal H-action and preserves ψ−1(0).
Moreover it is hamiltonian and its momentum map φ : N → g∗, given by
(1.6) with now Z(q) = Zq:
φ(p, y) = pq−1, p ∈ T ∗qG, (1.11)
is constant on the H-orbits. Passing to the quotient, we obtain the required
G-action on IndGH Y and momentum map Φind : Ind
G
H Y → g∗.
We record a few elementary properties of the construction. First of all,
(1.10) has dimension dim(N)− dim(h∗)− dim(H), i.e.,
dim(IndGH Y ) = 2 dim(G/H) + dim(Y ). (1.12)
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Secondly we have Im(Φind) = φ(ψ
−1(0)), which can be read as follows: if
W is a coadjoint orbit of G, then
W intersects Im(Φind) ⇔ W|h intersects Im(Ψ) (1.13)
(‘Frobenius reciprocity’). Third we have the ‘stages theorem’: if K is an
intermediate closed subgroup, then
IndGK Ind
K
H Y = Ind
G
H Y. (1.14)
Indeed, the left-hand side is by construction a space of K×H-orbits within
T ∗G × T ∗K × Y , and it is not hard to verify that an isomorphism from
left to right is obtained by sending the K ×H-orbit of (p, p′, y), p′ ∈ T ∗q′K,
to the H-orbit of (pq′, y).
1.2 Preliminaries on positive-definite functions
A. Positive-definite functions; states. Let G be a group, with identity
element e. A complex-valued function m on G is called positive-definite if
the sesquilinear form
(c, d)m :=
∑
g,h∈G
cgdhm(g
−1h), (1.15)
defined on C[G] = {complex-valued functions with finite support on G}, is
positive: (c, c)m ≥ 0. If further m(e) = 1, then m is called a state of G.
We can identify each function m on G with the linear functional on C[G]
defined by m(δg) = m(g), where δg denotes the basis function which is one
at g and zero elsewhere; then (1.15) writes
(c, d)m = m(c
∗ · d), (1.16)
where we are using the ∗-algebra structure of C[G]: δg·δh = δgh, δg∗ = δg−1 ;
so states are the same as normalized positive linear functionals on C[G].
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They are covariant objects: the pull-back, m ◦ α, of a state m by a group
morphism α, is a state. Conversely, if α is onto and m ◦ α is a state, then
m is a state.
B. Remarkable inequalities. Any state gives rise to a Cauchy-Schwarz
inequality, |(c, d)m|2 ≤ (c, c)m(d, d)m. Three inequalities of Herglotz, Kre˘ın,
and Weil [H63]:
|m(g)| ≤ 1, (1.17)
|m(g)−m(h)| ≤
√
2Re(1−m(g−1h)), (1.18)
|m(gh)−m(g)m(h)| ≤
√
1− |m(g)|2
√
1− |m(h)|2, (1.19)
follow for all g, h in G by taking the pair c∗, d to be δe, δg; resp. δe, δg− δh;
resp. δg −m(g)δe, δh −m(h)δe. Because of (1.19), the equation m(h) = 1
defines a subgroup H of G, on whose cosets m is constant; so m comes from
a function m˙ on G/H (which is a state when H is normal).
C. States and representations. States arise from unitary representa-
tions and conversely (Gel’fand-Na˘ımark-Segal):
1.20 Theorem. A function m on G is a state iff there are a unitary G-
module H, and a unit vector ϕ in H, such that m(g) = (ϕ, gϕ).
Sufficiency is immediate. Conversely if m is a state, one observes that the
form (1.16) onC[G] is invariant under the regular action, gc = δg·c ; dividing
out null vectors and completing, one gets a unitary G-module Hm in which
the stated identity holds with ϕ the class of δe.
A practical way to complete here is to take the antidual [S62]: we realize
Hm as the space of all antilinear functionals f on C[G], such that the
quantity
‖f‖2 := sup
c∈C[G]
|f(c)|2
(c, c)m
is finite. (1.21)
(We understand that the numerator must vanish when the denominator
does, so that f factors through the null vectors.) Each c ∈ C[G] defines an
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element ec = ( · , c)m ∈ Hm; these are dense in Hm, and are also character-
ized by
f(c) = (ec, f) ∀ f ∈ Hm. (1.22)
We will abbreviate f(δg) to f(g) and eδg to eg. In this way Hm is a Hilbert
space of functions on G, with cyclic vector ee = m, in which the norm is
given by (1.21) and G acts by (gf)(g′) = f(g−1g′).
This realization is especially well suited to discuss intertwining operators:
if m˜ is another state, each bounded intertwining operator J : Hm → Hm˜
will be characterized by the single function Jee. More precisely, writing H∨m
for the image of Hm under f 7→ f∨ := f(·−1), we have
1.23 Proposition. J 7→ Jee is an injection HomG(Hm,Hm˜)→ H∨m∩Hm˜.
Proof. By hypothesis the function j = Jee is in Hm˜ and satisfies gj = Jeg.
Thus, by (1.22), the adjoint of J is given by (J∗f)(g) = (eg, J∗f) = (gj, f).
In particular it maps the cyclic vector e˜e of Hm˜ onto j∨. Therefore j∨ is in
Hm, and determines J just as above: (Jf)(g) = (gj∨, f). q.e.d.
D. Application: discrete induction. As an example to be used later,
we compute the space Hm when χ is a character of a subgroup H ⊂ G and
m(g) = χ•(g) :=
{
χ(g) if g ∈ H,
0 otherwise.
(1.24)
This is a state, as one sees by splitting the sum (1.15) over the cosets of H.
We claim that Hm is the induced representation indGH χ, where G and H
are regarded as discrete groups.2 In other words:
1.25 Proposition. Hχ• consists exactly of all f : G→ C such that
(a) f(gh) = χ(h)f(g) for all h ∈ H;
(b) ‖f‖2? :=
∑
gH∈G/H |f(gH)|2 is finite.
2‘ind’ will always denote the induction functor for discrete groups, as opposed to the
usual ‘Ind’ when G already has another topology.
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Proof. Suppose that f satisfies (1.21). If we take c = δgh − χ(h)δg there,
we obtain (c, c)χ• = 0; therefore f(c) = 0, whence (a). On the other hand
if we take c =
∑
g∈Γ f(g)δ
g where Γ is a finite subset of G with at most
one point in each H-coset, then the quotient in (1.21) equals
∑
g∈Γ |f(g)|2.
Therefore we have ‖f‖2? ≤ ‖f‖2, which proves (b).
Conversely assume that f satisfies (a, b). Then a short computation gives
f(c) = (ec, f)?, whence ‖f‖2 ≤ ‖f‖2? by Cauchy-Schwarz. q.e.d.
1.26 Remarks. (a) This Proposition, implicit in [G49], is much generalized
in [B63]. For instance we can replace χ in (1.24) by any state n of H, and
again Hn• is isomorphic to indGH Hn (under f 7→ F , F (g)(h) = f(gh)).
(b) (1.25a), which means that we are really dealing with sections of an as-
sociated bundle, remains true with the same proof even when χ is extended
by something nonzero outside H. For an example see (6.13).
(c) Given a character η of another subgroup K ⊂ G, (1.23) and (1.25)
combine to give the Mackey-Shoda bounds on intertwining numbers [M51]:
1.27 Proposition. The dimension of HomG(Hχ• ,Hη•) is bounded by the
number of double cosets D = HaK such that
(a) χ(h) = η(a−1ha) for all h ∈ H ∩ aKa−1;
(b) D projects onto finite sets in both G/K and H\G.
Proof. By (1.23), this dimension does not exceed that of H∨χ• ∩Hη• , whose
members j satisfy j(h−1ak) = χ(h)η(k)j(a) by virtue of (1.25a).
Such a function is determined by one value per double coset D = HaK.
This value must vanish when (a) fails: try k = a−1ha ; also when (b) fails:
indeed |j|2 is constant in D, and this constant occurs ](D/K) times in the
series for ‖j‖2, resp. ](H\D) times in the series for ‖j∨‖2 (1.25b). q.e.d.
E. The abelian case. Suppose that G is a locally compact abelian group,
and let Gˆ denote its dual, i.e. the group of all continuous characters χ
of G with the topology of uniform convergence on compact sets. Bochner’s
Theorem [H63] asserts that the Fourier transform µ 7→ m,
m(g) =
∫
Gˆ
χ(g) dµ(χ), (1.28)
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gives a bijection between all continuous positive-definite functions m on G,
and all positive bounded Radon measures µ on Gˆ. Likewise, Stone’s Theo-
rem [F88] asserts that the continuous unitary representations U of G corre-
spond to all projection-valued measures (p.v.m.) E on Gˆ under
U(g) =
∫
Gˆ
χ(g) dE(χ). (1.29)
Here we recall that a p.v.m. on a locally compact space X is a ∗-representa-
tion E of the ∗-algebra C0 = {continuous functions on X vanishing at ∞}
(pointwise operations) in a Hilbert space H, such that E(C0)H is dense in
H. Then (ϕ,E(·)ϕ) is a positive bounded Radon measure for each ϕ ∈ H,
which allows us to extend E to all Borel functions. Finally
∫
X
f(x) dE(x)
is another notation for E(f). (See [F88], pp. 125, 387, 116.)
We shall refer to µ and E as the spectral measures of m and U .
1.30 Remark. This correspondence is covariant: if α is a continuous mor-
phism H → G with dual β : Gˆ→ Hˆ, the spectral measure of m ◦α is β(µ).
Likewise U ◦ α has spectral measure β(E), where β(E)(f) = E(f ◦ β).
F. Concentration of spectral measures. We keep the above notation.
Following [B65], we say that µ is concentrated on a set M (written µ bM)
if its complement M c is locally µ-null. For a positive bounded µ this means
that inf{µ(Ω) : Ω open, M c ⊂ Ω} = 0. (See [B65], ch. IV, cor. 1 p. 172.)
Likewise we say that E is concentrated on M if (ϕ,E(·)ϕ) is for all ϕ,
and we call m or U concentrated on M (in Gˆ) when its spectral measure is.
We collect here what we shall need concerning this notion. First we have
some facts from [B65], ch. V, pp. 70, 125, 109, 59:†
1.31 Proposition. Let β : X → Y be a continuous map of locally compact
spaces, ν a positive measure on Y , and N a subset of Y .
(a) If ν = β(µ) for some positive µ on X, then ν b N ⇔ µ b β−1(N).
(b) If X is countable at∞, then ν b β(X)⇒ ν = β(µ) for some positive µ.
†Voir aussi l’Annexe A.
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(c) If ν is the vague limit of measures νn b N , then ν b closure(N).
(d) If N is closed, then ν b N ⇔ supp(ν) ⊂ N .
Of course we have corresponding statements for projection-valued measures.
Secondly we will need:
1.32 Proposition. Let E be a projection-valued measure on X and M a
subset of X. Then HM := {ϕ ∈ H : (ϕ,E(·)ϕ) is concentrated on M } is a
closed linear subspace of H.
Proof. By definition ϕ is in HM iff given ε > 0 we can find an open set
Ω, containing M c, such that (ϕ,E(Ω)ϕ) = ‖E(Ω)ϕ‖2 < ε. Clearly HM is
stable under scalar multiplication. It is stable under addition, because if
ϕ = ϕ1 + ϕ2 and Ω = Ω1 ∩ Ω2 then ‖E(Ω)ϕ‖ ≤ ‖E(Ω1)ϕ1‖ + ‖E(Ω2)ϕ2‖.
Finally it is closed, for if ϕ lies in its closure then we can find ψ in HM with
‖ϕ− ψ‖ < ε and Ω with ‖E(Ω)ψ‖ < ε, whence ‖E(Ω)ϕ‖ < 2ε. q.e.d.
W.HEISENBERG introduced the matrix elements
as the quantum mechanical analogues of the
Fourier amplitudes of classical mechanics.
—W.Pauli
2. Quantum states
From now on, X denotes a coadjoint orbit of a Lie group G with Lie algebra
g. Thus X is a symplectic manifold, and we have a morphism Z 7→ HZ of
g into the smooth functions on X under Poisson bracket:
HZ(x) = 〈x, Z〉, {HZ , HZ′} = H[Z,Z′]. (2.1)
2.1 What is a quantum state?
We start with the following heuristic consideration. If we think of X as
describing some classical dynamical system, then a statistical state is sim-
ply a probability measure, µ, on X. We can regard µ as a measure on g∗,
and characterize it by a state (as in § 1.2) of the additive group g, namely
its Fourier transform
µˆ(Z) =
∫
g∗
ei〈x,Z〉dµ(x). (2.2)
So statistical mechanics on X can be formulated in terms of states of g.
Together with (1.20), this may suggest that ‘quantum mechanics on X’
should be the study of appropriate states of G itself. Here is the class of
states proposed in [S88, S92]:
2.3 Definition. A quantum state for X is a state m of G such that, for all
choices of n ∈ N, c1, . . . , cn ∈ C and Z1, . . . , Zn ∈ g with {HZj , HZk} = 0,
we have ∣∣∣
n∑
j=1
cjm(exp(Zj))
∣∣∣ ≤ sup
x∈X
∣∣∣
n∑
j=1
cje
i〈x,Zj〉
∣∣∣. (2.4)
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2.5 Remark. This definition is actually slightly stronger than Souriau’s
(0.3): we require the inequality whenever the hamiltonians HZj commute,
rather than the Zj themselves; this is more natural, as (2.25) will show. To
help us think modulo the “extraneous” ideal o = orth(X) = Ker(Z 7→ HZ)
(1.5, 2.1), which is what this change amounts to, we will call a subalgebra
a of g
X-abelian if [a, a] ⊂ o, X-central if [g, a] ⊂ o. (2.6)
We note also that a choice of units and of
√−1 is implicit in the definition;
many authors would replace i by −i (or −i/}) in all our formulas.
2.2 A geometrical criterion
The statistical states (2.2) were concentrated on X, in the sense of § 1.2F.
In this section, we want to substantiate the idea that Definition 2.3 means
something similar. More precisely, if a is X-abelian and m is a quantum
state for X, we are going to see that the function
m ◦ exp|a (2.7)
is a state of the additive group a, and is concentrated somewhere.
To make sense of this, we need a topology on a. Implicitly we already have
the usual one, for which the dual group may—and will—be identified with
a∗ by letting p ∈ a∗ stand for the character ei〈p,·〉 of a. But these continuous
characters are not enough to deal with our possibly discontinuous states;
rather than a∗ we must use its Bohr compactification aˆ:
aˆ = {all characters of a } = dual of the discrete group a. (2.8)
This is a compact group, in which a∗ is dense [H63]. Likewise we define gˆ and
regard g∗ as a dense subgroup; in doing so we must be careful to distinguish
between usual closure in g∗ and closure in gˆ, which we shall denote by
X → bX, for Bohr closure or compactification.
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Fig. 1 Projection of X in the dual of an X-abelian subalgebra.
Now restricting characters defines a continuous projection gˆ→ aˆ (Fig. 1),
and we can assert:
2.9 Proposition. A state m of G is quantum for X iff for each X-abelian
a ⊂ g, m ◦ exp|a is a state concentrated on bX|a (in aˆ).
Proof. First we reassure ourselves that the notation bX|a is unambiguous,
i.e. (bX)|a = b(X|a): the projection of bX lies in the closure of X|a by
continuity; moreover it is compact and so contains this closure.
Assume that m is quantum for X, and let a be X-abelian. We must first
verify that m ◦ exp|a is a state. This is clear for abelian a, but in general
we must argue as follows: Let m˜ denote the pull-back of m to the universal
covering G˜ of the identity component of G, and O˜ the closed [B60] subgroup
of G˜ generated by o (2.6). Taking (c1, Z1, c2, Z2) = (1, Z,−1, 0) in (2.4) gives
∣∣m˜(exp(Z))− 1∣∣ ≤ sup
x∈X
∣∣ei〈x,Z〉 − 1∣∣ = 0 ∀Z ∈ o. (2.10)
So m˜ is trivial on O˜, and consequently comes from a state m˙ of G˙ = G˜/O˜
(§ 1.2B). Writing a˙ for the (abelian) projection of a in g/o, we obtain a
diagram
a
exp−−−−→ G˜ −−−−→ Gy y ym
a˙ −−−−→
exp
G˙ −−−−→
m˙
C.
(2.11)
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This exhibits m ◦ exp|a as the pull-back of m˙ by a morphism (a→ a˙→ G˙)
and hence as a state, as claimed. Now by Bochner’s theorem (1.28) applied
with the discrete topology on a, this state has a spectral measure ν:
(m ◦ exp|a)(Z) =
∫
aˆ
χ(Z) dν(χ). (2.12)
So (2.4) says that ∣∣∣∫
aˆ
f(χ) dν(χ)
∣∣∣ ≤ sup
χ∈X|a
|f(χ)| (2.13)
for all trigonometric polynomials f(χ) =
∑
j cjχ(Zj) with cj ∈ C, Zj ∈ a.
By Stone-Weierstrass, these are uniformly dense in the continuous functions
on aˆ, so therefore (2.13) still holds for all continuous f . In particular if f
vanishes on bX|a then ν(f) = 0, which is to say that
supp(ν) ⊂ bX|a, (2.14)
or in other words, that ν is concentrated on bX|a (1.31d).
Conversely let cj and Zj be given as in Definition 2.3. Then o and the
Zj span an X-abelian subalgebra a of g, and f(χ) =
∑
j cjχ(Zj) defines a
continuous function on aˆ. Assuming (2.14) for a, the mean value inequality
gives us (2.13) and hence (2.4). q.e.d.
2.15 Remark. As the proof shows, it would be equivalent to consider only
maximal X-abelian subalgebras in (2.9).
2.16 Interpretation. (2.14) means that the spectral measure ν looks as if
it came from a measure on X, or perhaps bX (cf. 1.31b); thus X allows us
to ‘statistically interpret’ the state as saying, for any given a, in which fiber
of the projection pi : X → X|a the point x lies (Fig. 1). Aptly, the need for
such an interpretation is the main reason why each quantum system must
have an underlying classical system. Note that:
(a) Our use of the Bohr closure bX|a, embedded in aˆ, suppresses here the
need for the generalized probabilities and statistical spaces of [S88, S92]; it
essentially adds ‘fibers at ∞’.
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(b) The most that ν might tell us, according to this interpretation, is
that x lies in a given fiber of pi. The ‘uncertainty principle’ finds its expres-
sion then in the fact that the fibers above regular values are coisotropic:
Ker(Dpi(x))σ ⊂ Ker(Dpi(x)) (cf. 1.8); in particular they have at least half
the dimension of X.
(c) We can tentatively rephrase the interpretation of ν as follows: If a
function H on X factors through a continuous function h on aˆ (Fig. 1), we
regard the image h(ν) as the probability distribution of the variable H(x)
in the state m. By (2.14) this measure only depends on h via H, as it
should; it might depend on the particular a used in factoring H, although
we hope not.
2.3 0-quantum states
The main lesson of (2.9) is that our states are the ‘quantum analogues’ of
probability measures on bX, rather than X. This will result in a much
looser correspondence than usual (see e.g. (4.10c)), and suggests that we
also study a more restrictive definition, omitting the ‘b’ in (2.9):
2.17 Definition. A 0-quantum state for X is a state m of G such that, for
each X-abelian a ⊂ g, m ◦ exp|a is a state concentrated on X|a (in aˆ).
Clearly 0-quantum ⇒ quantum; but in general the converse will fail
unless X is compact (so that bX = X). Indeed we shall meet discontinuous
quantum states, whereas we have:
2.18 Proposition. 0-quantum states are automatically continuous. (In
particular, if X is compact, all quantum states for X are continuous.)
Proof. For m to be 0-quantum means that the measure ν of (2.12) is
concentrated on X|a (in aˆ), for each X-abelian a. By (1.31), it is equivalent
to say that ν is the image of a measure µ concentrated on X|a (in a∗). So
we have
(m ◦ exp|a)(Z) =
∫
a∗
ei〈p,Z〉 dµ(p), (2.19)
which shows that m ◦ exp|a is continuous (1.28). The continuity of m at
g ∈ G follows by writing g as a direct sum of lines a1, . . . , an and using the
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chart (Z1, . . . , Zn) 7→ g exp(Z1) · · · exp(Zn), together with the inequality
∣∣m(gg1 · · · gn)−m(g)∣∣ ≤√2Re(1−m(g1))+· · ·+√2Re(1−m(gn)) (2.20)
which is obtained from (1.18) by induction on n. Finally if X is compact
then bX = X; so quantum ⇔ 0-quantum, and the above applies. q.e.d.
In accordance with (2.5) and (2.9), we have used X-abelian subalgebras
rather than just abelian ones in Definition 2.17. Let us, however, take note
of a situation where this makes no difference:
2.21 Proposition. When g is reductive, it is enough to verify the condi-
tions of (2.9) [resp. (2.17)] for abelian subalgebras only.
Proof. Assume that the conditions hold for every abelian subalgebra, and
let a be X-abelian. Since g is reductive, we can write g = g0 ⊕ g1 where
g0 = o and g1 ' g/o is a supplementary ideal. If Z = Z0 + Z1 accordingly,
then (2.10) and (1.19) give m(exp(Z)) = m(exp(Z1)). This shows that
m ◦ exp|a = m ◦ exp|a1 ◦pi1 (2.22)
where pi1 denotes the projection of a onto its (abelian) image a1 in g1.
Writing pi∗1 for the dual injection aˆ1 ↪→ aˆ, we conclude from (1.30), (1.31a)
and our assumption that (2.22) is a state concentrated on pi∗1 (X|a1) = X|a
[resp. on pi∗1 (bX|a1) = bX|a]. q.e.d.
2.4 Functoriality
Suppose that pi is a morphism of G onto another Lie groupH. Then the dual
injection pi∗ : h∗ ↪→ g∗ makes each coadjoint orbit Y of H into a coadjoint
orbit of G; and we should expect a similar relation between quantum states.
Indeed, assuming that Ker(pi) is connected, we have:
2.23 Proposition. (Notation as above.) The following are equivalent:
(a) m is a [0-]quantum state for X = pi∗(Y );
(b) m = n ◦ pi where n is a [0-]quantum state for Y.
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Proof. The relation X = pi∗(Y ) implies that orth(X) is the preimage of
orth(Y ) under the derived map p˙i : g→ h. In particular it contains Ker(p˙i).
Since Ker(pi) is connected, it follows by (2.10) that quantum states for X
are trivial on it, and hence are pulled back from states of H (§ 1.2B).
So suppose that n is any state of H and m = n ◦pi, and let a ⊂ g project
onto b = p˙i(a). From orth(X) = p˙i−1(orth(Y )) we see that a is X-abelian
iff b is Y -abelian. Now in this situation we have
m ◦ exp|a = n ◦ exp|b ◦ p˙i|a. (2.24)
Writing j for the injection bˆ ↪→ aˆ dual to p˙i|a, we conclude from this and
(1.30–31a) that m ◦ exp|a is a state concentrated on X|a iff n ◦ exp|b is a
state concentrated on j−1(X|a) = Y|b; and likewise with X, Y replaced by
bX, bY . q.e.d.
2.25 Remark. This natural property would fail if Definition 2.17 used
abelian subalgebras only. Indeed, assume for simplicity that the subgroup
O of G generated by o = orth(X) is closed. Taking H = G/O and Y = X
regarded as an H-orbit in orth(o) ' h∗, we are in the setting of (2.23).
Now, revising the definition changes nothing for Y , since orth(Y ) = {0}
by construction. So if (2.23) remained true, then (2.21) would hold for non-
reductive g as well. But this is ruled out by the following counterexample.
2.26 Example : Free fall orbits. Let G be the simply connected nilpo-
tent group whose Lie algebra g has a basis (e1, . . . , e5) with nonvanishing
brackets
[e5, e4] = −e3, [e5, e3] = −e2, [e4, e3] = e1. (2.27)
Denote each element of g∗ by the 5-tuple of its components in the dual
basis, and let X = G(1, 1, 0, 0, c). This orbit is identified with (R2, dp∧ dq)
by the map Φ :
Φ(p, q) =
(
1, 1, p, q, 12p
2− q + c). (2.28)
(X is a homogeneous symplectic manifold of the Galilei group G/center(G);
it describes a particle of mass 1 and rest energy c in a field of force 1.)
Further, let c¯ > c and let m be a 0-quantum state for X¯ = G(1, 1, 0, 0, c¯)
(such states exist (4.34)). We claim that m ◦ exp|a is concentrated on X|a
for each abelian a ⊂ g, but not for each X-abelian a.
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Proof of claim. The first part is because we have X¯|a ⊂ X|a for each abelian a ⊂ g.
Indeed, suppose otherwise. Then a must contain a vector e? having a nonzero component
along e5. As the commutant of such a vector is spanned by e1, e2 and itself, it suffices
to consider the case a = span(e1, e2, e?) with e? = e5 + αe4 + βe3. But then X¯|a ⊂ X|a
since (2.28) gives, in the dual basis of a∗,
X|a =
{ {
(1, 1, x?) : x? ∈ R
}
when α 6= 1,{
(1, 1, x?) : x? ≥ c−
1
2
β2
}
when α = 1.
(2.29)
The subalgebra a = span(e1−e2, e3, e4+e5), on the other hand, is bothX- and X¯-abelian;
indeed [a, a] = R(e1 − e2) annihilates both orbits. Moreover (2.28) gives
X|a =
{(
0, p, 1
2
p2+ c
)
: p ∈ R
}
. (2.30)
So X|a and X¯|a are disjoint parabolas, and m ◦ exp|a cannot be concentrated on both.
2.5 The mean value
Formal differentiation of (2.19) under the integral sign exhibits 〈 1iDm(e), Z〉
as the mean value of the variable 〈x, Z〉 in the statem, in the sense of (2.16c).
So we may think of the derivative 1iDm(e), when it exists, as a kind of mean
value of x. This suggests the
2.31 Proposition. Let m be a 0-quantum state for X, twice differentiable
at e. Then 1iDm(e) lies in the closed convex hull of X.
Proof. Suppose that X lies in a half-space {x ∈ g∗ : 〈x, Z〉 ≤ c}, and put
a = RZ. Since m ◦ exp|a has two derivatives at the origin, we know from
[L77, p. 212] that (2.19) may indeed be differentiated under the integral sign.
This gives
〈 1iDm(e), Z〉 =
∫
a∗
〈p, Z〉 dµ(p) ≤ c (2.32)
since µ is concentrated on X|a ⊂ {p ∈ a∗ : 〈p, Z〉 ≤ c} by hypothesis. Thus,
any half-space which containsX also contains 1iDm(e). But the intersection
of these half-spaces is precisely the closed convex hull of X. q.e.d.
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2.33 Remarks. (a) The ‘same’ fact has been known for some time in spe-
cific cases of geometric quantization [W89, A92, N95].
(b) It would fail if m was merely assumed quantum for X; this will follow
from (4.10c) applied, for instance, to the orbits (2.26).
(c) The states m subject to the hypotheses of (2.31) make a convex set
of functions; so their images under m 7→ 1iDm(e) make a convex set in g∗.
Any two or more states may be superposed
to give a new state. —P. A. M. Dirac
3. Quantum representations
3.1 Definition and elementary properties
We continue with X a coadjoint orbit of the Lie group G.
3.1 Definition. A nonzero unitary G-module H, or the representation U
of G in it, is quantum [resp. 0-quantum] for X if, equivalently:
(a) for each unit vector ϕ ∈ H, the state m(g) = (ϕ, gϕ) is quantum
[resp. 0-quantum] for X;
(b) for each X-abelian subalgebra a of g, U ◦ exp|a is a representation
concentrated on bX|a [resp. on X|a].
The equivalence (a) ⇔ (b) is clear from (2.9), (2.17) and our definitions
in § 1.2F. Likewise the properties (2.15, 2.18, 2.21, 2.23) of quantum states
have immediate translations, which we leave for the reader to formulate.
As a new feature we have
3.2 Proposition. In (3.1) it is actually enough to verify either
(a) condition (3.1a) for one cyclic ϕ ∈ H; or
(b) condition (3.1b) for one X-abelian subalgebra per conjugacy class.
Proof. (a): Suppose that m(·) = (ϕ, ·ϕ) is [0-]quantum for X, where ϕ is
cyclic (i.e., its orbit Gϕ spans a dense subspace of H). Applying (2.23) to
inner automorphisms of G, we see that
mg(·) = (gϕ, · gϕ) is a [0-]quantum state for X, ∀ g ∈ G. (3.3)
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In particular mg is trivial on the subgroup O generated by orth(X) (2.10).
Since ‖ogϕ− gϕ‖2 = 2Re(1−mg(o)), it follows that O acts trivially on Gϕ
and hence on H. From this we infer as in (2.11) that U ◦ exp|a is a repre-
sentation whenever a is X-abelian. Now (1.32), (3.3) and the cyclicity of ϕ
show that this representation is concentrated on bX|a [resp. X|a].
(b): Suppose that the condition holds for U◦exp|a and that b = Ad(g)(a).
Putting U = V ◦ pi with pi(h) = ghg−1, we deduce exactly as in (2.24) that
V ◦ exp|b, and hence also the unitarily equivalent representation U ◦ exp|b,
is concentrated on bX|b [resp. X|b]. q.e.d.
3.4 Corollary. A state m of G is [0-]quantum for X iff the Gel’fand-Na˘ı-
mark-Segal module Hm (1.20) is.
3.5 Interpretation. In the setting of (2.16c), the mean value of H(x) in
a state (3.1a) is (ϕ,E(h)ϕ), where E is the spectral measure of U ◦ exp|a.
So we may—again tentatively—regard E(h) as an operator ‘quantizing’ the
function H = h ◦ pi. This prompts a few remarks:
(a) In the 0-quantum case, we can replace aˆ by a∗ throughout (cf. 2.19)
and thus enlarge our class of ‘quantizable’ functions. (Only almost periodic
functions on a∗ factor through aˆ.) But the class remains small if G is!
(b) We always have E(f(h1, . . . , hn)) = f(E(h1), . . . , E(hn)), where the
right-hand side is defined by the functional calculus of commuting operators.
So question (8) of [B91] would be settled.
(c) The fact that E(h) only depends on h ◦ pi reflects computations ac-
tually done in physics. Thus if G is the Poincare´ group, a the space-time
translations, and h the quadratic form on a∗ usually denoted p20−p21−p22−p23,
then h◦pi is a constant usually denoted m2 and we obtain the Klein-Gordon
equation, E(p20)− E(p21)− E(p22)− E(p23) = m21; etc.
3.6 Example : point-orbits. Suppose that G is connected andX consists
of a single point, {x}. Applying (3.1b) with a = g, we see that any quantum
representation must be a multiple of a character χ given by
χ(exp(Z)) = ei〈x,Z〉. (3.7)
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Such a character exists iff x is integral, in the sense that ei〈x,Z〉 = 1 whenever
exp(Z) = e; otherwise there is no quantum representation for X.
3.2 Mackey theory
Suppose that G contains a normal X-abelian subgroup A, i.e., a normal
closed connected subgroup whose Lie algebra is X-abelian. Then we can
draw immediate consequences from (3.1b). Indeed, we have an action of G
on a∗ which makes the projection g∗ → a∗ equivariant, so X|a is a G-orbit:
X|a = G(p) = G/H, (3.8)
where we have fixed an x ∈ X and written H for the stabilizer of p = x|a.
(Note that A ⊂ H.) If the spectral measure of U ◦ exp|a is concentrated
on (3.8), it defines a transitive system of imprimitivity based on G/H; so
Mackey’s little group theorem [F88, p. 1284] applies† and gives:
3.9 Proposition. (Notation as above.) If U is a 0-quantum representation
for X, then there is a unique continuous unitary representation T of H such
that
(a) U = IndGH T, (b) T ◦ exp|a = ei〈p,·〉1.
We shall later make an industry out of the fact that this would fail without
the crucial prefix ‘0-’; so it is perhaps appropriate to give the simplest
illustration of its role:
3.10 Example 1 : Irrational rotation orbits. Let G ' Z n C (resp.
g ' C) consist of all matrices of the form
g =
(
ein c
0 1
)
, resp. Z =
(
0 γ
0 0
)
, (3.11)
with n ∈ Z and c, γ ∈ C. We identify g∗ with C so that 〈x, Z〉 = Re(x¯γ),
and we consider the orbit X = G(1) = {ein : n ∈ Z}. Then (3.9), applied
†Voir aussi l’Annexe B.
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using a = g, asserts that the 0-quantum representations for X are exactly
all multiples of IndGC
(
eiRe(·)
)
, which is the representation acting in `2(X) by
(gϕ)(p) = eiRe(p¯c)ϕ(e−inp). (3.12)
Countless other possibilities arise, in contrast, if the representation is only
assumed quantum for X; for instance (3.12) in L2 of any G-invariant mea-
sure ν on bX, which is the unit circle; or the same with the right-hand side
multiplied by some cocycle s(n, p). Simple examples are s(n, p) = pne−in
2/2
and ν = arc length, but there are many others [B84].
Of course, another reason why (3.9) rests on the ‘0-’ is that (3.9a) is
always continuous, whereas quantum representations need not be. Think,
for instance, of the representation of the euclidean group E(2) in `2(circle)
obtained by allowing n ∈ R in (3.11) and (3.12).
3.13 Example 2 : Galilean orbits. Our second example really illustrates
a slight extension of (3.9): even when A is not normal, its normalizer, or a
closed subgroup E thereof, may happen to be transitive on X|a. Then (3.1b)
implies that the spectral measure of U ◦ exp|a gives a transitive system of
imprimitivity for U|E , which is consequently induced.
This applies when X is a massive particle orbit of the extended Galilei
group [S92, § 3.1],† A = {center}×{boosts}, E = {euclidean displacements}.
Moreover our system of imprimitivity is precisely of the kind postulated
in [W62]: X|a is R3 with the usual affine action of E. In other words
Definition 3.1 contains Wightman’s localizability axioms, and their conse-
quences, in this case.
It no longer applies when X is a photon orbit [S92]: here X|a is still R3,
but the action of E reduces to the linear part, which is not transitive.
(For another example of interest, let X be a twistor orbit of SU(2, 2),
E the Poincare´ subgroup, and A the space-time translations.)
3.3 ∞-quantum representations
To proceed from (3.9), we need to know more about the representation T .
What ought to be true is suggested by the following Proposition which is,
†Voir aussi l’Annexe C.
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in effect, the symplectic analogue of (3.9). It is proved and further discussed
in the Appendix at the end of this paper.
3.14 Proposition. In the setting of (3.8) there is a unique coadjoint orbit
Y of H, namely Y = H(x|h), such that
(a) X = IndGH Y, (b) Y |a = {p}
(symplectic induction). Moreover Y is also the reduced space pi−1(p)/A,
where pi is the projection X → a∗.
This—especially the last statement—suggests that the T of (3.9) should
not only exist, but also in turn be 0-quantum for Y . As this is unfortunately
not automatic (see (4.38)), we are led to consider the following inductive
definition, starting with n = 0:
3.15 Definition. A representation U of G is (n+1)-quantum for X if it is
n-quantum for X and, whenever A is a normal X-abelian subgroup of G,
the representation T of (3.9) is n-quantum for the orbit Y of (3.14).
If this holds for all n, we say that U is ∞-quantum for X.
We can, of course, introduce ∞-quantum states by making the analogue of
(3.4) into a definition. Ideally the property should come as the consequence
of some more direct definition, perhaps also having a ‘compactified’ version;
but meanwhile (3.15) will suffice for our purposes.
3.16 Example : Poincare´ orbits. The contents of (3.14–15) are perhaps
best illustrated by the classical case of the Poincare´ group. Taking for A the
subgroup of space-time translations, (3.14) classifies the coadjoint orbits in
terms of the possible orbits X|a and Y , thus as follows:
(a) X|a is a timelike hyperboloid and Y an orbit of SO(3),
(b) X|a is a half-cone and Y an orbit of the euclidean group E(2),
(c) X|a is a spacelike hyperboloid and Y an orbit of SL(2,R),
(d) X|a is the origin and Y (= X) an orbit of the Lorentz group.
In each case Y may be a point-orbit: 1-quantum representations (if any)
must then, by (3.6) and (3.9), be the ‘expected’ ones described in [S69]. But
Y can also be a spin sphere in case (a), a cylinder in case (b), etc. The
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cylinder is dealt with by going to 2-quantum if necessary; the sphere is a
matter for Chapter 5.
3.17 Technical remarks on (3.14). The following observations will be
of use in the systematic application of Proposition 3.14. Fig. 1 illustrates
them well when G = E(2), A = translation subgroup, H = A.
(a) (3.14a) means that the map Φind of § 1.1D is an isomorphism onto X;
thus X is the only orbit whose projection meets Y (1.13). In particular, h
automatically satisfies the Puka´nszky condition, x+ orth(h) ⊂ X.
(b) (3.14b) implies that A acts trivially on Y , which is therefore really a
homogeneous symplectic manifold of H/A; we have, in fact, already taken
this into account in Example 3.16.
(c) Introducing the notation e⊥ = orth(e(x)), we have a ⊂ a⊥= h ⊃ h⊥
and
dim(G/H) = dim(a(x)), dim(Y ) = dim(h/h⊥).3 (3.18)
Thus, Y will be zero-dimensional just when H happens to be a polarization
(h = h⊥).4 At the other extreme we see that for connected G, (3.14) will
boil down to X = IndGGX just when A acts trivially on X, i.e., when the
X-abelian ideal a is X-central (2.6); in particular, such is always the case
when g is reductive.
3.19 Synopsis. This concludes two lengthy chapters of generalities. To
sum up, we now have three notions related by
∞-quantum ⇒ 0-quantum ⇒ quantum. (3.20)
In Chapter 4 we will see that both implications are strict, and that only
∞-quantum gives back the Kirillov-Bernat theory of exponential groups.
For compact connected groups, on the other hand, all three notions coincide
by our remarks in (2.17) and (3.17c); we treat this case in Chapter 5.
3Hint: when f normalizes e, the stabilizer of x|e in f is e⊥∩ f; apply this to the pairs g, a
and h, h.
4This is how all the polarizations of [S69] arise: see pp. 364–365 and 379, footnote.
He compared induction to high finance. “If you
don’t borrow enough, you have cash flow prob-
lems. If you borrow too much, you can’t pay the
interest.” —R. Herb
4. Exponential groups
In this Chapter we assume that G is an exponential Lie group. This means
that exp : g→ G is a diffeomorphism, or equivalently [B60] that
(a) G is connected, simply connected, and solvable; and
(b) ad(Z) has no purely imaginary eigenvalues for Z ∈ g.
As before X denotes a coadjoint orbit of G. Moreover we fix a point x ∈ X
throughout, and we write ξ for the function defined on G by
ξ(exp(Z)) = ei〈x,Z〉. (4.1)
Following [K62], we say that a closed subgroup H of G is subordinate to x if
H is connected and ξ|H is a character; this means that x|h is a point-orbit
of H, or in other words that h ⊂ h⊥ (notation 3.17c).
4.1 The Kirillov-Bernat correspondence
A. Orbits and representations. Let Gˆ denote the set of equivalence
classes of continuous irreducible unitary representations of G, and g∗/G the
set of coadjoint orbits. Kirillov’s method, as extended to exponential groups
in [B72], gives a canonical bijection
Q : g∗/G→ Gˆ. (4.2)
Using Proposition 3.14 we can give the following ‘classical’ description of Q.
As long as X is not a point-orbit, a lemma of Takenouchi [B72, p. 123]
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ensures that we can find an X-abelian ideal a in g which is not X-central.
By (3.14), X = IndGG1X1 where G1 is the stabilizer of x|a and X1 = G1(x|g1).
Moreover G1 has smaller dimension than G (3.17c) and is again exponential
[B72, p. 4]. So we may iterate the process to obtain decreasing Gi such that
X = IndGG1· · · IndGi−1Gi Xi = IndGGi Xi where the dimension of Xi = Gi(x|gi)
decreases at each step (1.12, 1.14). Ultimately we arrive at a point-orbit of
H = Gn say, so that X = Ind
G
H{x|h}. Then ξ|H is a character (4.1), and we
can define
Q(X) = IndGH ξ|H . (4.3)
The theory shows that the right-hand side depends indeed on X only, and,
‘quantizing’ the above argument, that the Q(X) exhaust Gˆ.
4.4 Remarks. (a) The subgroupH is a polarization satisfying Puka´nszky’s
condition. Indeed h ⊂ h⊥ since {x|h} is a point-orbit, and this inclusion is
an equality by dimension (1.12); moreover it follows inductively from (3.17a)
that all gi satisfy x+ orth(gi) ⊂ X.
So we have an algorithm to obtain such polarizations. Put algebraically
it runs as follows, starting with g0 = g: if g
⊥
i = gi, we are done; else, pick
an ideal ai of gi such that ai ⊂ a⊥i 6⊃ gi, put gi+1 = gi ∩ a⊥i , and repeat.
This method gives more polarizations than M.Vergne’s, but still not all
Puka´nszky polarizations; for instance it gives the h of [B72, p. 88],5 but not
the b1 of [B90, p. 313].
6
(b) We will need the following elementary fact, found e.g. in [A71, I.5.13].
Let pi be the projection of G onto a quotient group and pi∗ the dual injection,
as in (2.23). Then Q(pi∗(Y )) = Q(Y ) ◦ pi.
B. Geometric quantization. We recall how (4.3) fits into the scheme
(0.1–2), following [K70, §5.7]. Using the character χ = ξ|Gx of the stabilizer
5In the notation there, choose a0= span(x3, x5) and then a1= span(x1, x3, x5) (= h).
6Benoist’s b1 contains no noncentral ideal (‘b1 ∩ C2(g) ⊂ C1(g)’), whereas our h always
contains a0; in fact, taking orthogonals in the relation h ⊂ gi+1 ⊂ a
⊥
i shows that we have
ai ⊂ h ⊂ a
⊥
i and g
⊥
i ⊂ h ⊂ gi for all i.
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Gx, we can form the associated line bundle L = G ×GxC pi−→ X,7 and
endow it with the connection 1-form $ whose pull-back to G×C× is
[ · ]∗$ = α+ dz
iz
where α = 〈x, g−1dg〉. (4.5)
The curvature σ, defined by d$ = pi∗σ, is precisely the orbit’s 2-form.
Sections of L are the same thing as functions f : G→ C such that f(ga) =
ξ(a−1)f(g) for all a ∈ Gx. Since h = h⊥, the cosets gH project inX = G/Gx
as the leaves of a lagrangian foliation, along which a section will be constant
just when the covariant derivative ∇f = df + ifα vanishes along the cosets:
df(gZ) + i〈x, Z〉f(g) = 0 ∀Z ∈ h, (4.6)
i.e. just when f(gh) = ξ(h−1)f(g) for all h ∈ H. But such functions, square
integrable for a quasi-invariant measure on G/H, constitute precisely the
space of (4.3) in Mackey’s realization [F88, p. 1151].
4.2 Quantum representations (nilpotent groups)
In this section we determine all quantum representations for X under the
additional assumption that G is nilpotent: ad(Z) is nilpotent for all Z ∈ g.
Then X is the image of a polynomial map g→ g∗, namely Z 7→ exp(Z)(x),
and therefore we know from [Z93]† that X has the same Bohr closure as its
affine hull:
4.7 Theorem. bX = b
_
X, where
_
X is the affine hull of X.
Thus the compactification can merge an orbit with many others, much as
in (3.10); and this shows at once that our ‘correspondence principle’ (0.4)
is quite a bit looser than usual. While this looseness can be remedied by
simply not compactifying orbits (see § 4.4), examples will show that it is in
a sense quite natural.
7Quotient of G×C by the equivalence relation with classes [g, z] = {(ga, χ(a)z : a ∈ Gx};
L projects onto X by pi([g, z]) = g(x).
†Voir aussi l’Annexe D.
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Let us first detail the consequences of (4.7). We have
_
X = x + orth(c),
where c is the ideal defined in (1.5); writing C = exp(c), we deduce (compare
[S69, p. 396]!):
4.8 Corollary 1. A state m of G is quantum for X iff m|C = ξ|C .
Proof. The condition means that m◦exp|c is a state concentrated on {x|c},
which is just X|c; so its necessity is clear from (2.9). To see the converse, let
a be any maximal X-abelian subalgebra of g. Then a contains c, and
_
X |a
is the preimage of x|c under the projection a∗ → c∗. Therefore (4.7) gives
bX|a = b
_
X |a = pi−1(x|c), (4.9)
where pi is the projection aˆ → cˆ. So we need only verify that m ◦ exp|a is
concentrated on pi−1(x|c), given that m◦exp|c is concentrated on {x|c}. But
this is clear from (1.30) and (1.31a). q.e.d.
4.10 Corollary 2.
(a) A unitary representation U of G is quantum for X iff U|C = ξ|C1.
(b) Such representations correspond one-to-one to all γ-representations
of G/C, where γ is the Mackey obstruction of ξ|C .
(c) Q(X ′) is quantum for X iff X ′ lies in the affine hull of X.
Proof. (a) is immediate from (4.8) and Definition 3.1a. (b) is a standard
reformulation of (a), as we now recall: By definition, the Mackey obstruction
of ξ|C is the central extension
γ : 1 → T → G×C T → G/C → 1 (4.11)
where T = U(1) and G×C T is the bundle associated to G→ G/C by ξ|C ,
with the group law for which the projection from G × T is a morphism; a
γ-representation is a projective representation, V : G/C → PU(H), which
pulls 1 → T → U(H) → PU(H) → 1 back to (4.11); and the claimed
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bijection between all such V , and all unitary representations U subject to
(a), obtains by requiring the commutativity of
G
U−−−−→ U(H)y y
G/C
V−−−−→ PU(H).
(4.12)
(c): Suppose that X ′ = G(x′) lies in the affine hull
_
X = x+ orth(c). Since
G stabilizes x|c = x′|c in c∗, conversely C stabilizes x′ in g∗. Therefore we
infer, mutatis mutandis in §4.1B, that C acts in Q(X ′) as required by (a):
(cf)(g) = f(c−1g) = f(gg−1c−1g) = ξ′(g−1cg)f(g) = ξ(c)f(g). (4.13)
Conversely, suppose that U = Q(X ′) is quantum for X. Then U is trivial
on O = exp(o) (2.10) and hence pulled back from G/O. By (4.4b) it follows
that X ′ is also pulled back and hence contained in orth(o). Since [g, c] ⊂ o
(cf. 1.4–5) we conclude that X ′ annihilates [g, c], which is to say that X ′|c
is a single point. But now U is also quantum for X ′, by the first part of
this proof. So U ◦ exp|c is concentrated on both points X|c and X ′|c, which
must therefore coincide. q.e.d.
Note that this Corollary reduces the classification of quantum represen-
tations to a ‘hopeless’ problem, since arbitrary γ-representations of G/C
are in general not type I [H81].
4.3 Discrete examples
The conclusion just drawn need not deter us from cultivating the luxuriant
category of quantum representations. As they need not be continuous, a
simple-minded way to capture new ones suggests itself: to strengthen the
topology in Kirillov’s construction, for instance by making it discrete. Thus
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we will replace ordinary induction by discrete induction (§ 1.2D) in (4.3),
considering instead
indGH ξ|H , (4.14)
which makes sense whenever H is subordinate to x. In other words we use
the same bundle but counting measure on G/H, taking `2 rather than L2
sections. The resulting representations are usually discontinuous (cf. 1.24),
but still measurable (cf. [H63, p. 348]).
One could as well go on to consider other invariant measures on G/H:
Radon measures for intermediate topologies (giving e.g. indGK Ind
K
H ξ|H for
some K), Hausdorff measures, etc. But as it is, (4.14) will already make
uncountably many irreducibles for most orbits, because (i) independence of
polarization breaks down entirely, and (ii)H need not even be a polarization
in order that (4.14) be irreducible. In more detail:
4.15 Theorem. Let G be nilpotent, and H subordinate to x. Then
(a) DH := indGH ξ|H is quantum for X iff H contains C (cf. 4.8).
(b) DH is irreducible iff H is maximal subordinate to x.
(c) DH and DK are inequivalent if H and K are different polarizations.
Proof. (a): We know that indGH ξ|H is quantum for X iff the state m equal
to ξ|H in H and zero outside is quantum for X (1.25, 3.4). According to
(4.8), this happens just when C ⊂ H.
(b): Suppose that H is not maximal, i.e., is strictly contained in another
subordinate subgroup K. Since K is nilpotent, the normalizer N of H in
K contains H strictly. Now, given s ∈ N −H, one verifies readily that
(Jf)(g) = f(gs) defines a unitary intertwining operator J : DH → DH
which is not scalar since (ee, Jee) = 0 (1.22–24). So DH is reducible.
Conversely, suppose DH is reducible. Then some double cosetD = HaH,
other than H, must satisfy the conditions of (1.27) with χ = η = ξ|H . But
then a must normalize H: indeed, if some h ∈ H were outside aHa−1, so
would be hn for all n 6= 0; so we would have hpaH 6= hqaH whenever p 6= q,
and so D/H would be infinite, contradicting (1.27b). Thus a normalizes H
and stabilizes ξ|H (1.27a). Since the normalizer and stabilizer in question are
connected [B60, B72] it follows that A = log(a) normalizes h and stabilizes
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x|h. Putting k = h⊕RA, we conclude that 〈x, [k, k]〉 = 0. So K = exp(k) is
subordinate to x, and H is not maximal.
(c): Let H and K be polarizations at x, and suppose there is a double
coset D = HaK satisfying the conditions of (1.27) with χ = ξ|H , η = ξ|K .
As above, it follows that H = aKa−1 and χ(h) = η(a−1ha) for all h ∈ H.
Thus we have ei〈x−a(x),h〉 = 1, or in other words, a(x) ∈ x+orth(h) = H(x)
[B72, pp. 69–70]. Since Gx ⊂ H, this forces a ∈ H and hence K = H = D.
Consequently, Proposition 1.27 says that HomG(DH ,DK) has dimension 1
if H = K, and 0 otherwise. q.e.d.
4.16 Remark. It follows from (1.22) and (1.25a) that the cyclic vector ee
of indGH ξ|H is an eigenvector under H: hee = ξ(h)ee. Thus the resulting
state m(g) = (ee, gee) has m ◦ exp|a concentrated on {x|a} for each X-
abelian subalgebra a of h, so that the statistical interpretation (2.16) leads
us to think of it as ‘localized’ on the preimage of x|h in X. Note again that
this preimage is coisotropic because of (1.8) and since h ⊂ h⊥.
4.17 Example 1 : Heisenberg’s orbit. The workings of ‘dependance on
polarization’ are already instructive in the commonest case. Namely, let G
(resp. g) consist of all triangular real matrices
g =
(
1 b a
1 c
1
)
, resp. Z =
(
0 β α
0 γ
0
)
; (4.18)
and let X be the orbit of the linear form x : Z 7→ −α. It is isomorphic with
(R2, dp ∧ dq) under the map Φ given by 〈Φ(p, q), Z〉 = p qβ γ − α. Here C is
the center {b = c = 0}, and ξ(g) = e−iaeibc/2.
Suppose at first we use ordinary induction, following the steps of §4.1B.
Trivializing the line bundle as L = X ×C with $ = p dq + dz/iz, sections
are just functions F (p, q) (related to the f ’s of §4.1B by f(g) = eiaF (b, c)),
on which G acts by
(gF )(p, q) = e−i(a+bq−bc)F (p− b, q − c). (4.19)
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The possible polarizations are theHt = {g : c+bt = 0} orH∞ = {g : b = 0},
thus parametrized by t ∈ R∪∞. Inducing fromH∞ means restricting (4.19)
to functions of the form F (p, q) = e−ipqϕ(p),8 which gives
(gϕ)(p) = e−iaeipcϕ(p− b) (4.20.∞)
in L2(R). Likewise, inducing from Ht means taking functions of the form
F (p, q) = eip
2t/2ψ(q + pt).9 Computing the resulting action on ψ, or on its
Fourier transform φ(p) =
√
2pi
−1
∫
eiprψ(r) dr, we obtain
(gφ)(p) = e−iaeipcei(bp−
1
2
b2)tφ(p− b) (4.20.t)
in L2(R). Clearly (4.20.∞) is equivalent to (4.20.0), and then to (4.20.t) as
the factor ei(bp−
1
2
b2)t is the coboundary, u(p− b)/u(p), of u(p) = e−ip2t/2.
What happens if we use discrete induction instead? All of the above
remains valid, provided we regard (4.20.∞) as acting in `2(R) and (4.20.t) in
L2 of the Bohr compactification Rˆ of R (i.e., in almost periodic functions),
using the Fourier transform φ(p) =
∑
eiprψ(r) appropriate to ψ ∈ `2(R).
So the inequivalences (4.15c) simply reflect the facts that the constant 1 is
not in `2, and that the factor ei(bp−
1
2
b2)t is no longer a coboundary because
u is not almost periodic.
4.21 Remarks. (a) In the new version of (4.20.0), the variable q is dis-
tributed according to |ψ(q)|2 times counting measure on R, and p according
to |φ(p)|2 times Haar measure on Rˆ. In particular the state can be ‘localized’
on a lagrangian submanifold q = const., but then p is uniformly distributed:
|φ(p)|2 ≡ 1. As we shall see in §6.2, this compliance with Heisenberg’s un-
certainty principle is no accident; it makes, in any case, the appearance of
Bohr compactification quite natural.
(b) It may come as a surprise to some readers that the reducible repre-
sentation (4.19) in L2(X) is quantum for X; indeed the statements can be
8∇F = dF + iFp dq vanishes along the leaves {p = const.} iff ∂F/∂q + ipF = 0.
9∇F vanishes along the leaves {q + pt = const.} iff ∂F/∂p = t(∂F/∂q + ipF ).
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found in the literature that irreducibility is ‘demanded by the uncertainty
principle’, and that (4.19) ‘would violate the uncertainty principle since
square integrable sections of L can have arbitrarily small support’. The
answer is, of course, that |F (p, q)|2 has nothing to do with the probability
densities of p or q, which must be computed by the rules (3.5). The reader
may then verify that the product of variances ∆p∆q increases from 12 to∞
when F shrinks to the origin.10
(c) Discretely induced representations of this G have already appeared
in the literature: When regarded as a projective representation of G/C =
R2 (4.10b), the `2 version of (4.19) is just the regular γ-representation,
much-studied as perhaps the simplest example of a type II representation
[B73, p. 311]. The `2 version of (4.20.∞) was considered in [E81], and is
the restriction of a projective representation of R× Rˆ discussed by Mackey
[F88, p. 1202]. Finally (4.20.t) appears up to notation in [B84, p. 265], with
the sole difference that G there is over the integers, so that t must be
a rational (written d1/d2 in lowest terms) and the representation acts in
2pid2-periodic instead of almost periodic functions.
4.22 Example 1 (continued). We can get yet another uncountable family
of irreducible quantum representations by ‘discretizing’ the Weil-Cartier-
Zak models of the Schro¨dinger representation [C66, Z67]. To describe these,
let us fix numbers B and C with BC = 2pi, and apply the Mackey analysis
[F88] to the cocompact normal subgroup Γ = {g ∈ G : (b, c) ∈ BZ × CZ}.
There results that (4.20.∞) is equivalent to IndGΓ χ, where χ(g) = e−ia
(g ∈ Γ; note that χ 6= ξ|Γ). This representation is naturally realized by
restricting (4.19) to the functions which satisfy the Bloch conditions
F (p+B, q) = F (p, q), F (p, q + C) = e−ipCF (p, q) (4.23)
for all p, q and are square integrable over any rectangle of size B × C; the
intertwining operator from (4.20.∞) is then F (p, q) =∑k∈p+BZ e−ikqϕ(k).
10For instance, F (p, q) = 1√
2piε
e−(p
2+q2)/4ε gives ∆p∆q = 1
2
√
1 + 1
4ε2
.
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Now consider instead
U = indGΓ χ, (4.24)
thus replacing integration by summation. An easy application of (1.27)
shows that U is irreducible; moreover, we claim that if UM := U ◦ ΘM
where ΘM is the automorphism of G defined by M ∈ SL(2,R):
ΘM
(
exp
(
0 β α
0 γ
0
))
= exp
(
0 β′ α
0 γ′
0
)
with
(
β′
γ′
)
=M
(
β
γ
)
, (4.25)
then UM ' UN iffM−1N has rational coefficients, so that we get a family of
irreducible quantum representations parametrized by SL(2,R)/SL(2,Q).
Proof of claim. We have UM = ind
G
ΓM
χM , where
ΓM = ΘM−1 (Γ) and χM = χ ◦ΘM (4.26)
[F88, p. 1172]. If M−1N is irrational, then every ΓM -orbit on the torus G/ΓN is infinite,
and so no double coset ΓMaΓN can satisfy the criterion (1.27b). If it is rational, on
the other hand, then the intersection ∆ of ΓM and ΓN has finite index in both, and, as
observed in [C66, eq. 73], there is an s ∈ G such that χN (δ) = χM (s
−1δs) for all δ ∈ ∆.
The double coset ΓMs
−1ΓN then gives rise to the explicit intertwining operator
(Jf)(g) =
∑
γ∆∈ΓN/∆
χN (γ)f(gγs) (4.27)
from UM to UN in the realization (1.25). Here as usual the notation implies that each
summand only depends on γ via its coset γ∆.
4.28 Example 2 : Bargmann’s orbit. The effects of compactification in
the previous example were still rather mild, insofar as X was equal to its
affine hull (cf. 4.7). So we move on to the next simplest example, where G
(resp. g) consists of all real matrices of the form
g =

 1 b
1
2
b2 a
1 b c
1 e
1

 , resp. Z =


0 β 0 α
0 β γ
0 ε
0

 . (4.29)
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We denote elements of g∗ as 4-tuples (m, p, q, h), paired to g according to
〈x, Z〉 = p qβ γ − hε−mα, and we consider the orbit of x = (1, 0, 0, 0); it is
isomorphic with (R2, dp ∧ dq) under the map Φ:
Φ(p, q) = (1, p, q, 12p
2). (4.30)
There is now a unique polarization, H∞ = {g : b = 0}, giving rise to the
quantum representation
(gϕ)(p) = e−iaei(pc−
1
2
p2e)ϕ(p− b) (4.31)
in L2(R). The statistical interpretation (3.5) is the familiar one: p is
distributed according to the measure |ϕ(p)|2 dp, the pair (p, h) according
to its image under p 7→ (p, 12p2), and the variable r := q + pt according
to |ψ(r, t)|2 dr where ψ(r, t) = √2pi−1∫ e−i(pr− 12p2t)ϕ(p) dp. The functions ψ
thus obtained make what has been called the Hilbert space of solutions of
the Schro¨dinger equation, iψt =
1
2ψrr, and G acts on them by
(gψ)(r, t) = e−iae−i{b(r−c)−
1
2
b2(t−e)}ψ((r − c)− b(t− e), t− e). (4.32)
As in (4.17, 4.21a), using discrete induction instead gives us the same picture
except that dp is to be replaced throughout by counting measure on R and
dr by Haar measure on Rˆ. This allows states which are localized in p but
then uniformly distributed in q, and produces another space of solutions of
Schro¨dinger’s equation, including e.g. ψ ≡ 1.
Things become more interesting if we induce from the subgroup H0 =
{g : c = e = 0}, which is maximal subordinate but not a polarization.
Whereas ordinary induction would then give the representation (4.32) but
in L2(R2), where it is is reducible, discrete induction gives it in `2(R2),
where it is irreducible by (4.15b). Moreover the statistical interpretation of
ψ is now quite different: for instance if ψ is the characteristic function of
the origin (0, 0), so that
m(g) = (ψ, gψ) =
{
e−ia if g ∈ H0
0 otherwise,
(4.33)
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one finds that q is distributed according to Dirac measure at the origin,
r = q+pt according to Haar measure on Rˆ as soon as t is nonzero, and (p, h)
according to Haar measure on Rˆ2. This is allowed because the parabola
{(p, 12p2) : p ∈ R} has the same Bohr closure as the whole plane (cf. 4.7),
and corresponds to the fact that the Schro¨dinger equation has evaporated
from (4.32).
Again we will see in Chapter 6 that this uniform distribution of (p, h) is
inescapable if we insist on fixing q. We can already make this plausible by
observing that the state (ϕ, gϕ) defined by ϕ(p) = ( α2pi )
1/4e−αp
2/4 in (4.31),
gives ∆q =
√
α
2 and tends to (4.33) pointwise as α tends to zero.
4.4 ∞-quantum representations
We now return to general exponential groups, and investigate what happens
if we forget about the compactification in (0.4) and consider 0-quantum
representations. The cleanest statement is in fact obtained if we go over
directly to ∞-quantum (cf. 3.20), for we recover then the Kirillov-Bernat
correspondence (4.2):
4.34 Theorem. Let X be a coadjoint orbit of the exponential group G,
and U a unitary representation of G. Then
U is ∞-quantum for X ⇔ U is a multiple of Q(X). (4.35)
Proof. A preliminary observation: Suppose that a is an X-abelian ideal in
g, and let Y be the unique coadjoint orbit of the stabilizer H of x|a such
that X = IndGH Y (3.14). Then it follows from induction in stages and from
the definition of Q as we described it, that
Q(X) = IndGH Q(Y ). (4.36)
⇐: We verify that Q(X) is n-quantum for X for all n. First let n = 0,
and let a ⊂ g be X-abelian. Then X|a consists entirely of point-orbits of
the subgroup A = exp(a), and H. Fujiwara [F91] has shown that Q(X)|A is
the direct integral of the associated characters, relative to the projection of
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(the class of) Liouville measure on X. Composing with exp|a, we conclude
that Q(X) ◦ exp|a is concentrated on X|a.
Now assume inductively that the assertion is true for n for all orbits of all
exponential groups. The first condition in the definition of n+ 1-quantum
(3.15) is then trivially fulfilled. Moreover, given an X-abelian ideal a in g,
(4.36) and the uniqueness statement in (3.9) show that with U = Q(X),
the T of (3.9) must be Q(Y ). As this is n-quantum for Y by the induction
hypothesis, the second condition in (3.15) is also fulfilled.
⇒: We actually prove the stronger assertion in which ∞ is replaced by
the number n = 12 dim(X) on the l.h.s. When n = 0, it is clear by (3.6).
Now assume it inductively for all orbits of dimension less than 2n of all
exponential groups. Pick an X-abelian, non X-central ideal a ⊂ g, and
let Y and T be the unique orbit and representation of the stabilizer of x|a
from which X and U are induced (3.9, 3.14). Since Y has lower dimension
than X (3.17c), it follows by the definition of n-quantum and the induction
hypothesis that T is a multiple of Q(Y ). Therefore we conclude by (4.36)
that U is a multiple of Q(X). q.e.d.
Our next objective is to show that ∞ cannot always be replaced by 0
in (4.35), even for nilpotent groups. The first step however is to observe
that it can often be replaced not only by 12 dim(X) as we have just seen,
but in fact by much less. More precisely, let us say that X is flat if it is an
affine subspace of g∗, and that X satisfies Corwin’s condition if there is an
X-abelian ideal a such that a⊥ normalizes a⊥⊥. (This appears as condition
(25) in [C90, p. 108].) We have then:
4.37 Proposition. Suppose that G is nilpotent. Then
(a) if X is flat, we can replace ∞ by 0 in (4.35);
(b) if X satisfies Corwin’s condition, we can replace ∞ by 1.
Proof. (a) is immediate from (4.10c). Next we recall from [C90, p. 99] that
X is flat iff G normalizes the stabilizer gx = g
⊥. (Indeed this means that
gx′ , and hence the tangent space g(x
′) = orth(gx′), is constant for x′ ∈ X.)
Likewise, the orbit Y of (3.14) will be flat just when H normalizes h⊥, or,
referring to (3.17c), when a⊥ normalizes a⊥⊥.
Thus, assuming Corwin’s condition, we can get a flat Y in (3.14). If U
4. Exponential groups 43
is 1-quantum for X, we conclude then by (a) that the T of (3.9) is multiple
of Q(Y ), and hence by (4.36) that U is a multiple of Q(X). q.e.d.
The main interest of Corwin’s condition is that, as Corwin himself stated
in Ref. 16 of [C90], ‘there does not appear to be an example in the literature
where it is not satisfied.’ Thus (4.37b) explains why we know of no nilpotent
example where 1-quantum would not imply ∞-quantum—although such
examples most probably exist. On the other hand we have:
4.38 Example : 0-quantum 6⇒ 1-quantum. We consider the simply
connected nilpotent group G whose Lie algebra g is defined on a basis
(e1, . . . , e6) by the nonvanishing brackets
[e6, e5] = −e4, [e5, e2] = −e1,
[e6, e4] = −e3, [e4, e3] = e1.
[e6, e3] = −e2,
(4.39)
Let us denote each element of g∗ by the 6-tuple of its components in the
dual basis, and let X be the orbit of x = (1, 0, 0, 0, 0, c). This is identified
with (R4, dp ∧ dq + de ∧ df) by the map Φ :
Φ(p, q, e, f) = (1, f, p, q, e, 12p
2−fq + c). (4.40)
Likewise let X¯ = G(1, 0, 0, 0, 0, c¯) where c¯ > c. We claim that Q(X¯) is
0-quantum, but not 1-quantum, for X.
Proof of claim. That Q(X¯) cannot be 1-quantum follows from (4.37b) because X sat-
isfies Corwin’s condition, as one sees by taking a = span(e1, e2, e3), getting a⊥ = a⊥⊥ =
span(e1, e2, e3, e6). On the other hand it is 0-quantum for X, because we have X¯|a ⊂ X|a
for each abelian subalgebra a of g. (Note that orth(X) = orth(X¯) = {0}, so that X-
abelian means abelian here.) Indeed, suppose that a is a maximal abelian subalgebra
with X¯|a 6= X|a . Then a must contain the center Re1, and also some vector e? having a
nonzero component along e6. In other words a contains a subalgebra a0 = span(e1, e?)
with, say,
e? = e6 + αe5 + βe4 + γe3 + δe2. (4.41)
If α 6= 0, then a0 is its own centralizer, so that we have a = a0; but then X¯|a = X|a , a
straight line in a∗. Next if α = 0, then a0 has centralizer a1 = span(e1, e2, e?), and we
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have a = a1. Now we can assume that δ = 0, and conjugate by exp(βe5 + γe4) to reduce
to the case e? = e6. Then (4.40) gives
X|a =
{
(1, f, 1
2
p2−fq + c) : f, p, q ∈ R
}
. (4.42)
This is the plane {(1, f, h) : f, h ∈ R} with the half-line {(1, 0, h) : h < c} removed. In
particular if c¯ > c then X¯|a ⊂ X|a , as claimed.
4.5 Two digressions
Before we end this Chapter, we digress to discuss two (nonexponential)
examples which throw some further light on §4.2. The first one suggests
that the phenomenon (4.7) and its corollaries might be true in much greater
generality; the second one balances this by showing that condition (0.4)
becomes much more stringent for certain ‘large’ groups.
A. The metaplectic orbit. Let G be any covering of Sp(2n,R), acting
on W = R2n \ {0} with its standard 2-form σ, and let X be the image of
the resulting momentum map Φ:
〈Φ(w), Z〉 = 12σ(w,Zw). (4.43)
The affine hull of this orbit is all of g∗; so the analogue of (4.7) reads:
4.44 Proposition. bX = gˆ.
Proof. We could rely on [Z93], but prefer to give a simplified proof based
on the same idea. We consider Gibbs measures µT = Φ(νT) on X, where
νT(f) =
(
1
2piT
)n∫
W
f(w)e−‖w‖
2/2Tdw, (4.45)
and let T → ∞. Then although µT has no limit as a measure on X or g∗,
we claim that it does tend vaguely to Haar measure η on gˆ. Note that the
claim implies the Proposition in view of (1.31a) and (1.31c).
But to prove the claim it suffices to observe that the Fourier transform
(2.2) of µT:
µˆT(Z) =
2n∏
j=1
1√
1− 2iTζj
(4.46)
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(ζj = coefficients of the quadratic form 〈Φ(·), Z〉 in principal axes) tends
pointwise to the characteristic function of 0 ∈ g, which is ηˆ. Thus we
have µT(f) → η(f) whenever f is a character of gˆ, and hence also for any
continuous f since linear combinations of characters are uniformly dense in
the continuous functions on gˆ. q.e.d.
It is tautological from (4.44) that any probability measure on gˆ is concen-
trated on bX, and by the same token, that any unitary representation of
G is quantum for X (3.1b). But at the same time the proof illustrates in
what sense even Haar measure on gˆ can arise from ‘physics on X’: namely,
for instance as an ‘infinite temperature state’. This is the kind of objects
that the compactification in (0.4) allows.
It would be interesting to know if all noncompact orbits of simple Lie
groups enjoy the density property (4.44); this can be verified for SL(2,R).
B. The prequantum representation in L2(R2). Whenever (4.7) holds,
our principle (0.4) will degenerate to its mere application to constant hamil-
tonians (cf. 4.10a). Yet, we should emphasize, this does not always happen.
Indeed counterexamples occur in compact groups (cf. 2.18), or e.g. in E(2)
(Fig. 1). Moreover they will occur in suitably chosen infinite-dimensional
groups, such as the following.
To describe it, we return to the plane X = (R2, dp∧dq) of (4.17) and let
G be the full automorphism group of the line bundle L = X × C over it.
Explicitly G consists of all diffeomorphisms g of the form
g(p, q, z) = (s(p, q), zeiS(p,q)) (4.47)
with dS = p dq − s∗(p dq). Its ‘Lie algebra’ of vector fields, g, is isomorphic
with C∞(X) (1.2) under H 7→ ηˆ:
ηˆ(p, q, z) = (η(p, q), iz`(p, q)) (4.48)
where η = dragH = (−∂H/∂q, ∂H/∂p) and ` = H − p∂H/∂p [L90, p. 270].
We can regard X as one of its coadjoint orbits by letting (p, q) stand for
the linear form H 7→ H(p, q), and make sense of Definition 2.3 here by
restricting attention to complete commuting ηˆj . (Such infinite-dimensional
cases are, in fact, included in the original definition of [S88].)
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Consider now the natural representation of G in square integrable sec-
tions of L. Regarding sections as functions F (p, q) as in (4.19), it is given in
L2(X) by
(gF )(p, q) = eiS(s
−1(p,q))F (s−1(p, q)). (4.49)
It is true by construction that this represents the center correctly, i.e., the
flow etηˆ(p, q, z) = (p, q, zeita) of a constant H ≡ a is represented by eita1.
Nevertheless,
4.50 Proposition. The representation (4.49) of G is not quantum for X.
Proof. We consider the function H(p, q) = sin p. It gives rise to an infini-
tesimal automorphism (4.48) whose flow writes
etηˆ(p, q, z) = (p, q + t cos p, zeit(sin p−p cos p)). (4.51)
Computing the resulting action (4.49) of this one-parameter subgroup on
F and on its partial Fourier transform G(p, k) =
√
2pi
−1
∫
eikqF (p, q) dq, we
obtain
(etηˆG)(p, k) = eit{sin p+(k−p) cos p}G(p, k) (4.52)
in L2(R2). This shows that the spectral measure of (F, etηˆF ) is the image
of |G(p, k)|2dp dk under (p, k) 7→ sin p + (k − p) cos p. Now if (4.49) were
quantum for X, this measure would be always concentrated on the range
[−1, 1] of H (2.9); but this is clearly not the case. q.e.d.
4.53 Remark. It may seem bold to wonder about quantum representations
of G for X. Yet we should emphasize that Van Hove’s Theorem [V51, p. 86]
does not forbid the existence of such things: rather it says that—under
certain technical hypotheses—they must be reducible when restricted to the
Heisenberg subgroup defined by the action g(p, q, z) = (p+b, q+c, ze−i(a+bq))
of (4.18) on L. But this need not worry us, since we have seen that quantum
representations of the Heisenberg group could very well be reducible (4.21b);
we understand the words ‘too large’ in (0.1) as referring to spectra rather
than reducibility. (Of course, such remarks will remain rhetorical until
someone comes up with a quantum representation of G for X.)
Three quarks for muster Mark!
—J. Joyce
5. Compact groups
In this Chapter, G is a compact connected Lie group. We fix a maximal
torus T ⊂ G throughout, and we write W for the resulting Weyl group,
W = Normalizer(T )/T . It is finite and acts on t and t∗ by conjugation.
In view of (2.18), we restrict attention to (unitary) G-modulesH in which
the action of G is continuous.
5.1 The Borel-Weil correspondence
A. Orbits and representations. Let us establish some standard nota-
tion. We will say that a form µ ∈ t∗ is integral if the character ei〈µ,·〉 of
t factors through the covering exp : t → T , and is a weight of H if the
resulting character of T occurs in the decomposition of H as a T -module;
we write this decomposition
H =
⊕
µ : weight
Hµ. (5.1)
Moreover, following [B60, p. IX.66], we let
(5.2) R consist of the nonzero weights of gC (adjoint action);
(5.3) C be a chosen connected component of t \⋃α∈RKer(α);
(5.4) ≤ be defined on t∗ by: λ ≤ µ iff µ− λ is nonnegative on C;
(5.5) D consist of those µ ∈ t∗ such that w(µ) ≤ µ for all w ∈W .
(R, C, D stand for roots, chamber, dominant.) Then C and D are funda-
mental domains for the action of W on t and t∗, and we have (ibid., pp. 67
and 14):
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5.6 Theorem (Cartan-Weyl).
(a) Every irreducible G-module H has a unique ≤-maximal weight λ,
which characterizes H and can be any integral point of D.
(b) Every coadjoint orbit X of G intersects t∗ in a W -orbit, and hence
D in a unique point µ.
In (b), we have assumed the canonical inclusion t∗ ↪→ g∗ which arises as
follows: being maximal abelian, t coincides with the space of all T -fixed
points in g; whence a canonical projection,
∫
T
Ad(t) dt : g → t, whose
transpose identifies t∗ with the T -fixed points of g∗.
Together (a) and (b) give a bijection
Q : (g∗/G)int → Gˆ (5.7)
between all integral coadjoint orbits (those through integral points of D)
and all equivalence classes of irreducible G-modules. This gives an intrinsic
reformulation of (5.6a), independant of the choice of T and C.
We recall below how geometric quantization realizes the map Q (without,
however, giving an independant proof of its existence).
B. Prequantization. Let X and H correspond under (5.7): λ = µ. Fol-
lowing [B54, T55] we describe a projective embedding X → P(H) which will
exhibit X both as a complex manifold and as the base of a line bundle (0.1).
To this end we consider the point λ ∈ P(H) defined by the maximal weight
space Hλ (which is 1-dimensional [B60]) and recall the
5.8 Theorem. The orbit X := G(λ) is a complex submanifold of P(H).
Proof. We can replace G and g by their images in End(H), and consider
the action of GC = exp(g ⊕ ig) on P(H). Let us show that gC(λ) = g(λ),
so that our compact orbit is both open and closed in the complex orbit.
We have gC =
⊕
α∈R∪{0} g
α with gα= {Z : [A,Z] = i〈α,A〉Z for A ∈ t},
and each α ∈ R is either > 0 or < 0 since it cannot change sign on C (5.3).
If α > 0, then gα(λ) = 0; indeed the relation AZϕ = [A,Z]ϕ+ ZAϕ shows
that gαHλ ⊂ Hλ+α, which is zero since λ is maximal. Likewise g0(λ) = 0
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since g0 stabilizes Hλ. Finally, suppose that Z ∈ gα, α < 0; then one
verifies that the adjoint Z∗ is in g−α and so acts trivially; thus Z has the
same effect on λ as Z − Z∗ which, being skew-adjoint, is in g. q.e.d.
The orbit X is known as the manifold of coherent states [O75].
To complete the construction, we regard P(H) as consisting of all rank 1
self-adjoint projectors p in H, and we consider over it the ‘tautological’
line bundle L = {(p, ϕ) : ϕ ∈ Im(p)}. It is associated with L×= H − {0},
and admits the connection
TϕL×= H = Ker(p)⊕ Im(p). (5.9)
Writing ‘hor’ and ‘vert’ for the projections on these summands, pi for the
projection L×→ P(H), and$ and σ for the connection and curvature forms
(defined by vert(δϕ) = iϕ$(δϕ) and d$ = pi∗σ), we find
$(δϕ) =
(ϕ, δϕ)
i‖ϕ‖2 , σ(δp, δ
′p) = Tr(δ′pJδp), (5.10)
where J is the complex structure of P(H): Jδp = 1i [p, δp]. Note that σ
is nondegenerate on any complex submanifold, for J is negative relative
to σ in the sense that σ(Jδp, δp) < 0 for any nonzero tangent vector δp.
In particular X is homogeneous symplectic, so (1.7) asserts that the result-
ing momentum map, computed as in (1.6):
〈Φ(x), Z〉 = $(Zξ) = (ξ, Zξ)
i‖ξ‖2 , ξ ∈ Im(x), (5.11)
covers a coadjoint orbit. But this orbit is X because we have Φ(λ) = λ
(equality in t∗ ⊂ g∗), and is simply connected because (co)adjoint stabilizers
are connected [B60, p. IX.10]. So Φ is a symplectic diffeomorphism X → X,
whose inverse is the sought embedding, x 7→ x.
Pulling L and J back to X now provides, canonically, a line bundle with
connection L → X whose curvature is the orbit’s 2-form, and a negative
G-invariant complex structure on X. We continue to write J for it, and $
for the connection form (5.10) on L×, which is thus naturally a complex
submanifold of H− {0}.
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C. Polarization. Sections of L can be viewed either as maps s : X → L
such that s(x) ∈ Lx, or as functions f : L× → C such that f(zξ) = zf(ξ),
the correspondence between the two being fixed by
s(x) =
ξf(ξ)
‖ξ‖2 , ξ ∈ L
×
x . (5.12)
Square integrable sections for Liouville measure on X make a unitary G-
module H(L) with (gf)(ξ) = f(g−1ξ). Writing H.(L) for the submodule in
which, equivalently,
(a) f is antiholomorphic,
(b) ∇f = df ◦ hor = df + if$ is complex antilinear,
(c) ∇s = vert ◦Ds vanishes on all +i-eigenvectors of J in TXC,
we have the
5.13 Theorem (Borel-Weil). H
.
(L) is isomorphic to H.
Proof. Sending ϕ ∈ H to the section given by f(ξ) = (ξ, ϕ) gives a nonzero
intertwining operator; so we need only see that H
.
(L) is irreducible.
Now [B48, p. 117] shows that H
.
(L) is a closed subspace of H(L) and that
the evaluation functionals f 7→ f(ξ) are bounded on it. So the reproducing
kernel argument of [K61] applies and gives the conclusion. q.e.d.
5.14 Remark. Using (5.13) to actually construct H requires an indepen-
dent description of the ingredients (L, J) which define H
.
(L).
(a) Concerning L, one observes that the isotropy action of Gλ in Lλ
defines a character χ of Gλ whose differential is iλ|gλ , as (5.11) shows. Thus
we know χ and can form the associated bundle with connection G ×GλC
as in (4.5); and this is isomorphic to L under [g, z] 7→ (g(λ), gzξ0), where
ξ0 is any given unit vector in Lλ.
(b) As for J , it is determined by its restriction to TλX, which is T -
invariant and so must preserve the decomposition of TλX as a T -module.
Now the proof of (5.8) exhibits this as ∼=⊕α<0 gα(λ), where the nonzero
summands are 2-planes because dimC(g
α) = 1 [B60]. So we need only pick
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in each plane, of the two existing rotation-invariant complex structures, the
one which is negative relative to the orbit’s 2-form. (Cf. [B58, p. 498].)
5.2 Quantum representations
Let H(λ) denote the irreducible module with maximal weight λ, and X(µ)
the coadjoint orbit with dominant element µ (5.6). We have:
5.16 Theorem. H(λ) is quantum for X(µ) iff λ ≤ µ.
Proof. Since all maximal tori of G are conjugate [B60], it suffices to apply
our criterion (3.1b) with a = t; cf. (3.2b, 2.21, 2.15). Moreover, we know
from Kostant’s convexity theorem that X(µ)|t is the convex hull of the Weyl
group orbit W (µ) [Z92].† Thus H(λ) will be quantum for X(µ) iff
{weights of H(λ)} ⊂ conv(W (µ)). (5.17)
If (5.17) fails, then some weight κ is separated from W (µ) by a hyperplane;
i.e., we can find Z ∈ t such that 〈w−1(µ) − κ, Z〉 = 〈µ − w(κ), w(Z)〉 < 0
for all w ∈W . Fixing w so that w(Z) ∈ C this says that the weight w(κ) is
not ≤ µ, whence λ 6≤ µ.
Conversely if λ 6≤ µ, then some Z ∈ C satisfies 〈µ − λ, Z〉 < 0, whence
also 〈w(µ)−λ, Z〉 < 0 for all w ∈W (5.4, 5.5). So λ is separated fromW (µ)
by a hyperplane, and (5.17) fails. q.e.d.
5.18 Remark. One can also prove that H(λ) is quantum for X(λ) without
using the convexity theorem: Given a weight κ, with eigenprojector E say,
we must find a point of X(λ) above κ; and this can be done by maximizing
the transition probability %(x) = Tr(Ex) over the orbit (5.8).
This Rayleigh-Ritz method (adapted from [G82, thm 5.3]) can actually
be used to prove the convexity theorem itself; see [Z92] for more details.
5.19 Example 1 : Fundamental orbits of U(n). Let E denote the
Hilbert space Cn, G its unitary group, and identify g∗ with the self-adjoint
†Voir aussi l’Annexe E.
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matrices by writing 〈x, Z〉 = 1iTr(xZ). Thus an orbit is a conjugacy class
of such matrices; it is integral iff their spectrum consists of integers. We
consider the Grassmannian of all rank k self-adjoint projectors, i.e. the orbit
X = X(pik) with
pik =
(
1 0
0 0
) }k
}n−k . (5.20)
This turns out to be a minimal dominant integral form in the order (5.4).11
So (5.16) asserts that there is a unique irreducible quantum module for X,
namely H = H(pik); this, as one knows, is just the kth exterior power ∧kE ,
the embedding X → P(H) being the Plu¨cker map x 7→ ∧k(x).
In particular for k = 1 we see that the only irreducible quantum module
for P(E) is E itself—in keeping with the idea that ‘quantum mechanics in
E ’ should correspond to ‘classical mechanics on P(E)’.
5.21 Example 2 : Hadron orbits. Specializing to U(3), Fig. 2 confirms
pictorially that the triangle with vertices
u =
(
1
0
0
)
, d =
(
0
1
0
)
, s =
(
0
0
1
)
, (5.22)
encloses no other integral points, so that C3 itself is the only irreducible
quantum module for X(u). On the other hand the projection of X(2u −
s) contains exactly three integral W -orbits, giving rise to three quantum
modules: H(2u− s), but also H(u) and H(u+ d− s).
11In u(n), we let t be the diagonal matrices and C = {diag(iϑ1, . . . , iϑn) : ϑ1 > . . . > ϑn};
the Weyl group is the symmetric group acting by permutation of the diagonal coefficients
and we have D = {diag(λ1, . . . , λn) : λ1 ≥ . . . ≥ λn}, the order (5.4) being given by
λ ≤ µ ⇔
{
λ1 + · · ·+ λj ≤ µ1 + · · ·+ µj ∀j,
λ1 + · · ·+ λn = µ1 + · · ·+ µn.
When µ = pik this implies λ1 ≤ 1, λn ≥ 0 and Σλi = k, whence necessarily λ = pik if
the λi are to be decreasing integers.
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Fig. 2 U(3)-orbits projected in the dual of the diagonal subalgebra.
5.3 Quantum representations within H(L)
The foregoing shows that our principle (0.4) is not enough to fix a single
representation for each orbit X, except in minimal cases like (5.19); but the
picture changes drastically if we borrow an idea from (0.1–2) and, assuming
that X is integral, restrict attention to submodules of H(L). Indeed:
5.23 Theorem. The only quantum submodule of H(L) is H
.
(L). In other
words, the state m(g) = (f, gf) defined by a normalized section (5.12) of L
is quantum for X iff f is antiholomorphic.
Proof. Write λ for the dominant element of X, and recall the identification
(5.14a) of L with the associated bundle G×GλC. In terms of sections this
means that
H(L) = IndGGλ χ (5.24)
where χ(exp(Z)) = ei〈λ,Z〉. By Frobenius reciprocity, [F88], the irreducible
module with maximal weight ν occurs in (5.24) with multiplicity
mult. of H(ν) in H(L) = mult. of χ in H(ν)|Gλ . (5.25)
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Since Gλ contains T , the right-hand side is bounded above by the multi-
plicity of λ as a weight of H(ν), which is certainly zero unless λ ≤ ν. On
the other hand we know that H(ν) is not quantum for X unless ν ≤ λ.
So the only quantum summands in the decomposition of (5.24) are those
isomorphic to H(λ); but since the multiplicity of λ in H(λ) is 1 there is just
one such summand, which (5.13) identifies as H
.
(L). q.e.d.
The question of why one should reject all summands of (5.24) except the
lowest one was already raised in [S66, pp. 333, 337] in the case of SU(2); see
also [S69, pp. 374-375]. We now see that (0.4) provides just the right prin-
ciple for doing this; it explains, in a way, the polarization step of geometric
quantization.
5.4 Another characterization of Q(X)
While (5.23) nicely motivates the restriction from H(L) to H
.
(L), it does
not say why we should be looking at sections of L in the first place. This
idea is quite heterogeneous to what we do, and one might prefer to deduce
the bound λ ≥ µ opposite to (5.16) from something ‘opposite to (0.3)’.
We note here—as a curiosity—that an inequality considered by B. Simon
[S80] precisely fits this purpose. Assuming H finite-dimensional it reads
1
dim(H)Tr(e
−HZ ) ≥ 1vol(X)
∫
X
e−HZ(x) dx (5.26)
where HZ is the self-adjoint generator of exp(tZ) acting on H, HZ is the
hamiltonian function (2.1), and dx is Liouville measure. We have then:
5.27 Proposition. IfX is integral, then there is a unique irreducible quan-
tum module for X which satisfies (5.26) for all Z ∈ g, namely H = Q(X).
Otherwise, there is no such module.
Proof. Write H = H(λ) and X = X(µ) as before. When λ = µ, the truth
of (5.26) was proved by Simon using the coherent state embedding x 7→ x,
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as follows:
1
vol(X)
∫
X
e−〈x,Z〉 dx = 1vol(X)
∫
X
e−Tr(xHZ) dx (5.28a)
≤ 1vol(X)
∫
X
Tr(xe−HZ ) dx (5.28b)
= 1dim(H)Tr(e
−HZ ). (5.28c)
Here (a) is just (5.11); (b) follows from the convexity of the exponential
map:
eTr(xHZ) = exp(
∑
cihi) ≤
∑
ci exp(hi) = Tr(xe
HZ ) (5.29)
whereHZ =
∑
hiEi is the spectral decomposition ofHZ and ci = Tr(xEi);
and (c) is by Schur’s lemma:
∫
X
x dx = vol(X)dim(H)1. To discuss the case λ < µ,
on the other hand, we note that for Z ∈ t one has
Tr(e−HZ ) =
∑
ν : weight
dim(Hν)e−〈ν,Z〉 (5.30)
while Harish-Chandra’s formula [B92] gives, with dx normalized as 1n!
(
σ
2pi
)n
(n = 12 dim(X)), ∫
X
e−〈x,Z〉 dx =
∑
p∈W (µ)
e−〈p,Z〉∏
α∈Rp 〈α,Z〉
(5.31)
where Rp is the set of weights of the isotropy representation of T in TpX.
12
Now if λ < µ, there is an A ∈ C such that 〈λ,A〉 < 〈µ,A〉; putting Z = −At,
we see that (5.30) grows like e〈λ,A〉t and (5.31) like t−ne〈µ,A〉t, so that (5.26)
fails for sufficiently large t. q.e.d.
One may ask if (5.26), thought of as an inequality between the classical
and quantum partition functions at cotemperature Z ∈ g (cf. [S66, p. 326]),
is true in any generality. We wish only to observe here that it requires the
12Explicitly Rp = {α ∈ R : 〈p, α∨〉 < 0} where α∨ denotes the unique element of [gα, g−α]
such that 〈α, α∨〉 = 2. (Cf. 5.14b.)
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non-inclusion of ‘half-forms’, ‘rho-shift’, ‘zero-point energy’, etc. Thus for
a harmonic oscillator the analogue of (5.26) would be
∞∑
n=0
e−βn ≥ 12pi
∫
R2
e−β(p
2+q2)/2dp dq. (5.32)
This inequality is indeed true for all β; but it would be reversed if n were
replaced by n+ 12 inside the sum. (Compare [S80], ineqs. (3.8) and (6.1).)
An eigenstate belonging to an eigenvalue
in a range is a mathematical idealization of
what can be attained in practice. All the
same such eigenstates play a very useful
role in the theory and one could not very
well do without them. —P. A. M. Dirac
6. Localized states
We have seen after (4.10) that quantum representations for a noncompact
orbit make a rather untractable class. On the other hand, we described in
(4.15–16) certain quantum representations in which states could be ‘local-
ized’ on coisotropic submanifolds of the orbit, thus solving in some cases,
in a rather unexpected way, what A. Weinstein [W82] once called the ‘fun-
damental quantization problem’: to attach quantum states to lagrangian
submanifolds.
It is natural to ask if such solutions are unique. We will show that this
is so in a number of cases, and that in fact the property of admitting an
eigenvector under a sufficiently large subgroup often characterizes a rep-
resentation entirely. This is somewhat reminiscent of the representation
theory of Lie algebras, where the classification of modules only becomes
manageable after one imposes the presence of eigenvectors [B90].
X continues to denote a coadjoint orbit of the Lie group G.
6.1 Definition
A reasonable definition in general would seem to be the following. Consider
a closed subgroup H ⊂ G, and a coadjoint orbit Y of H contained in X|h.
6.1 Definition. A quantum state for X is localized at Y ⊂ h∗ if the
restriction m|H is a quantum state for Y .
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We may also say by abuse that such a state is localized on pi−1(Y ), where
pi denotes the projection X → h∗. We recall from [K78] that this set is
generically a coisotropic submanifold of X. Note also from (2.23) that if
g ∈ G normalizes H, then its natural actions on h∗ and on quantum states
(cf. 3.3) are such that
m localized at Y ⇔ mg localized at g(Y ). (6.2)
We will mostly apply (6.1) when H is connected and Y is a point-orbit;
then m|H will be a character χ (by 3.6), and the cyclic vector ee = m of the
Gel’fand-Na˘ımark-Segal module Hm will be an eigenvector of type χ under
H (by 1.19).
6.2 Nilpotent groups
Here G is assumed nilpotent, connected, simply connected, H connected;
we fix x ∈ X and ξ as in (4.1), and recall that {x|h} will be a point-orbit
just when H is subordinate to x.
6.3 Theorem. Let H be maximal subordinate to x. Then there is a unique
quantum state for X localized at {x|h}, namely
m(g) =
{
ξ(g) if g ∈ H,
0 otherwise.
(6.4)
Proof. The fact that m must coincide with ξ in H is just (3.6). To see that
it must vanish outside H, we consider the sequence H = H0 ⊂ H1 ⊂ H2 . . .
where Hi+1 is the normalizer of Hi in G. Since G is nilpotent, the Hi are
connected and all equal to G after finitely many steps [B60, ch. III, p. 236];
so it is enough to show inductively that m vanishes in Hi+1 −Hi for all i.
Case i = 0. Let a ∈ H1 −H. Applying (1.19) twice, we get
ξ(h)m(a) = m(ha) = m(aa−1ha) = m(a)ξ(a−1ha) (6.5)
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for all h ∈ H. Thus, if m(a) was nonzero, a would both normalize H and
stabilize ξ|H , and we would conclude just as in the proof of (4.15b) that H
is not maximal subordinate to x.
Case i > 0. Let a ∈ Hi+1 −Hi. Then a normalizes Hi but not H, so we
can fix an h ∈ H such that a−1ha ∈ Hi −H. Putting gn = hna it follows
that g−1p gq ∈ Hi−H whenever p 6= q. The induction hypothesis then shows
that m(g−1p gq) = 0, which is to say that the δ
gn make an orthonormal set
relative to the sesquilinear form (1.16). Therefore Bessel’s inequality gives
∑
n
|m(gn)|2 =
∑
n
|(δe, δgn)m|2 ≤ (δe, δe)m = 1. (6.6)
Now this forces m(a) = 0, because we have |m(gn)| = |ξ(hn)m(a)| = |m(a)|
for all n. q.e.d.
6.7 Remarks. (a) Note that the condition that m be quantum for X has
not been used in the proof. Rather it comes as a bonus from (4.8).
(b) Referring back to Example 4.28, we now see that (4.33) is the unique
state localized at q = 0. In particular the uniform spread of (p, h) over the
compactified energy-momentum plane, irrespective of the relation h = 12p
2,
is a necessary consequence of this localization. Quite to the point, a main
ingredient in the proof was (1.19), which is really a version of the Heisenberg
inequalities: compare [F88, p. 529].
(c) One can read (6.3) as a Frobenius reciprocity theorem. In fact, given
an irreducible unitary G-module H, write HH,ξ for the subspace of H-
eigenvectors of type ξ|H . One has then a linear map
HomG(H, indGH ξ|H) −→ HH,ξ (6.8)
sending J to the vector ϑ = J∗ee, in the notation of (4.16). Frobenius’
Theorem asserts that similar maps are isomorphisms for finite groups, but
in general this need not a priori be so [M51]. Nevertheless, here
6.9 Corollary. (6.8) is an isomorphism.
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Proof. Injectiveness is because one recovers J from ϑ by (Jϕ)(g) = (gϑ, ϕ)
as in (1.23); this is perfectly general. To prove surjectiveness, suppose ψ is a
unit vector in HH,ξ. By (6.3) and (6.7a), the state m(g) = (ψ, gψ) must be
given by (6.4). Since H is irreducible, ψ is cyclic and so [F88,VI.19.8] asserts
thatH coincides with the Gel’fand-Na˘ımark-Segal moduleHm, which is just
indGH ξ|H (1.25). q.e.d.
Note added. D.Testard has pointed out that Theorem 6.3 was known in
the case of the Heisenberg group: [B74, thm 2.18]. This paper predates [E81]
(cf. 4.21c), and also has some overlap with Example 4.22.
6.3 Compact groups
Definition 6.1 turns out to be productive also in singular cases where the
preimage of Y in X is not coisotropic. For instance if G is compact con-
nected and H = T a maximal torus, the useful case to consider is when Y
is an extreme point of the polytope X|t, say the dominant element µ of X
(5.6b). We have then:
6.10 Theorem. If µ is integral, there is a unique quantum state for X(µ)
localized at {µ} ⊂ t∗, namely m(g) = (ϕ, gϕ) where ϕ is a maximal weight
vector in H(µ). Otherwise there is no such state.
Proof. Let Hm =
⊕
j H(λj) be a decomposition of the Gel’fand-Na˘ımark-
Segal module generated by m into irreducibles. As Hm is quantum for X
(3.4), all λj are ≤ µ (5.16). Moreover, as we saw after (6.2), the cyclic vector
ee is a weight vector of weight µ. So µ must be integral, and ee is orthogonal
to all summands of maximal weight λj < µ, which must therefore vanish
since ee is cyclic. Also it is orthogonal to all except the maximal weight
space in each remaining summand; so its decomposition writes ee =
∑
j cjϕj
where ϕj is a normalized maximal weight vector in H(λj) ' H(µ). Now we
have (ϕj , gϕk) = δjk(ϕ, gϕ) where ϕ is as in the statement of the Theorem,
and hence
m(g) = (ee, gee) =
∑
j,k
c¯jck(ϕj , gϕk) = (ϕ, gϕ). (6.11)
(Of course, it follows a posteriori that there was only one summand.) q.e.d.
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6.12 Remarks. (a) Thus we get a third characterization, after (5.23) and
(5.27), of H(µ) among irreducible quantum modules for X(µ): namely, it is
the only one to accomodate a state localized at {µ}.
(b) Letting the Weyl group act, (6.2) will give a unique quantum state
localized at any other extreme point of X|t.
6.13 Examples. Referring back to Example 5.19, the state defined by the
maximal weight vector ϕk = e1 ∧ · · · ∧ ek in H(pik) is the minor
mk(g) = (ϕk, gϕk) =
∣∣∣∣∣∣
g11 . . . g1k
. . . . . . . . . . . . .
gk1 . . . gkk
∣∣∣∣∣∣ . (6.14)
(Note that this illustrates (1.26b) with H = Gpik = U(k) × U(n − k).)
Likewise the state m`11 · · ·m`nn belongs to the module with maximal weight
`1pi1 + · · · + `npin; cf. [C13]. Specializing to U(3), (6.10) and (6.12b) give
for instance the following table (cf. Fig. 2):
name weight µ state m(g)
up quark u g11
strange antiquark −s (g11g22 − g12g21)/ det(g)
proton 2u+ d g11(g11g22 − g12g21)
xi− hyperon d+ 2s g33(g33g22 − g32g23)
pi+ meson u− d g11(g11g33 − g13g31)/ det(g)
omega− 3s g333.
Appendix: Proof of (3.14)
Proposition 3.14 is a corollary of [Z96], but does not require the full gen-
erality of that paper. We give here a direct proof along the lines of [G83],
where the case of certain semidirect products was already treated; cf. also
the related work in [R75] and [D92]. As we have learned to expect, the main
point will reside in the following:
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A.1 Lemma. In the setting of (3.8) one automatically has x+orth(h) ⊂ X
(‘Puka´nszky condition’). In more detail one has
(i) a(x) = orth(h);
(ii) A(x) = x+ orth(h);
(iii) H(x) = η−1(H(x|h)), where η is the projection g∗ → h∗.
Proof. (i) We have 〈a(x), Z〉 = 〈x, [a, Z]〉 = 〈p, [a, Z]〉 = 〈Z(p), a〉 for all
Z ∈ g. Consequently, orth(a(x)) = gp = h.
(ii) The relation 〈a(x), h〉 = 0 just established shows that a stabilizes x|h;
therefore so does A, which is to say that A(x) ⊂ x+orth(h). For the reverse
inclusion we note that since a is an ideal we have ad(Z)n(g) ⊂ [a, a] for all
Z ∈ a and all n ≥ 2. As a is X-abelian this implies that
〈 exp(Z)(x), Z ′〉 =
〈
x,
∞∑
n=0
(−)n
n!
ad(Z)n(Z ′)
〉
= 〈x, Z ′ − [Z,Z ′]〉
= 〈x+ Z(x), Z ′〉 (A.2)
for all Z ∈ a, Z ′ ∈ g. Thus we see that A(x) contains x+ a(x), as desired.
Finally (iii) follows by writing (ii) in the form A(x) = η−1(x|h) and letting
H act on both sides. q.e.d.
Proof of (3.14). We want to show that H(x|h) is the unique coadjoint
orbit Y of H such that, using the notation of § 1.1D,
(a) Φind is a symplectic diffeomorphism Ind
G
H Y → X;
(b) Y|a = {p}.
Assume that Y = H(x|h). Then (b) is clear, and A.1(iii) says that X is the
only coadjoint orbit of G whose projection meets Y ; hence Φind is onto X,
by (1.13). To see that it is one-to-one, it is enough by equivariance to show
that Φ−1ind(x) is one point, or in other words, that φ
−1(x) ∩ ψ−1(0) is one
H-orbit. Now the formulas for φ and ψ in § 1.1D exhibit the latter set as
{
(xq, q−1(x)|h) : q ∈ Q
}
, (A.3)
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where Q consists of all q ∈ G such that q−1(x) ∈ η−1(Y ). But then A.1(iii)
shows that Q = H, so that (A.3) is indeed a single H-orbit. Thus Φind is a
bijection onto X and hence, by (1.7), a symplectic diffeomorphism.
Conversely assume that Y satisfies (a, b). Then X lies in the image of
Φind, and therefore Y lies in X|h (1.13). So given y ∈ Y there will be some
g ∈ G such that y = g(x)|h. Projecting this relation in a∗ and using (b) we
deduce that p = g(p). Therefore g ∈ H, and Y = H(x|h).
To prove the remaining statement, we note that pi−1(p) = H(x) since pi
is G-equivariant, and that an A-orbit in this set is just a fiber of X → h∗:
A.1(ii) says this for one fiber, but it then follows for all because A is normal.
Thus we obtain pi−1(p)/A = H(x)|h = Y , as claimed. q.e.d.
. . . to fight the bourgeois concept of represen-
tation? But I wonder if this is not setting the
problem in academic terms. —J.-L. Godard
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0. Introduction
Kazhdan, Kostant et Sternberg ont introduit dans [K78] une construc-
tion destine´e a` jouer, en ge´ome´trie symplectique, le roˆle que tient l’induction
unitaire en the´orie des repre´sentations. Comme on sait, plusieurs me´thodes
dont le prototype est celle de Kirillov, associent des varie´te´s symplectiques
a` des repre´sentations unitaires; et l’ide´e que la correspondance puisse en-
trelacer induction symplectique et induction unitaire est manifestement une
des motivations de [K78].
Ceci sugge`re aussitoˆt l’existence d’une version symplectique de la the´orie
de Mackey (‘normal subgroup analysis’)—ce que nous de´velopperons ici.
L’entreprise n’est certes pas tre`s originale: sa possibilite´ transparaˆıt claire-
ment dans la plupart des articles cite´s en bibliographie, et de fait, la page 1
de [K66] mentionne de´ja`, parmi huit projets, celui de traiter symplectique-
ment ‘la the´orie de Mackey pour le cas des produits semidirects’; projet
dont il revient a` Rawnsley [R75] d’avoir donne´ une premie`re re´alisation.
Quoique ne´glige´e jusqu’ici, l’extension a` des cas plus ge´ne´raux peut se jus-
tifier au moins par la vision synoptique qu’on y gagne, chaque fois qu’on
applique la the´orie de Mackey aux repre´sentations associe´es a` des varie´te´s
symplectiques.
Mais notre motivation ve´ritable re´side ailleurs. C’est que la de´finition
meˆme de ces repre´sentations semble souvent dicte´e, a posteriori, par l’ide´e
d’entrelacement mentionne´e plus haut. Il est alors naturel de se demander si
on ne pourrait faire re´sulter cela de quelque principe ge´ne´ral—comme celui
de [S88, Z96], qui exige en substance que ‘le spectre quantique d’observables
qui commutent soit concentre´ sur l’ensemble de valeurs classique’. En effet,
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nous avons vu dans [Z96, 3.9] des cas ou` ce principe implique qu’a` une varie´te´
induite correspondent ne´cessairement des repre´sentations induites; et nous
verrons au §6 comment cela peut se ge´ne´raliser a` toute varie´te´ induite.
De ce point de vue, notre principale observation sera que l’imprimitivite´
se manifeste, en ge´ome´trie symplectique, par la pre´sence d’un certain type
d’alge`bre de fonctions en involution, auxquelles on pourra pre´cise´ment im-
poser le principe ci-dessus; et les §§ 1 a` 5 sont surtout destine´s a` montrer
l’e´tendue du domaine ou` ceci peut s’appliquer.
* * * *
Notation. Toutes les varie´te´s (et groupes de Lie) de cet article sont sup-
pose´es se´pare´es et de´nombrables a` l’infini. Si G est un groupe de Lie, alors
g est son alge`bre de Lie. Si G agit sur une varie´te´ X, de sorte qu’on a
un morphisme g 7→ gX de G dans les diffe´omorphismes de X, avec gX(x)
fonction C∞ de (g, x), on de´finit l’action infinite´simale
Z 7→ ZX , g→ champs de vecteurs sur X (0.1)
par ZX(x) =
d
dt exp(tZ)X(x)
∣∣
t=0 . C’est un morphisme d’alge`bres de Lie, si
on de´finit le crochet des champs de vecteurs avec l’oppose´ du signe habituel.
Chaque fois que ce sera possible, nous omettrons les indices et e´crirons g(x)
et Z(x), au lieu de gX(x) et ZX(x). Les notations
G(x), g(x), Gx, gx, (0.2)
de´signeront respectivement la G-orbite de x, son espace tangent en x, le
stabilisateur de x dans G, et le stabilisateur de x dans g.
Il sera commode d’avoir une notation concise pour l’action des transla-
tions sur les vecteurs tangents et cotangents au groupe; ainsi, si g, q ∈ G
nous e´crirons
TqG
v
→
7→
TgqG
gv, resp.
T ∗qG
p
→
7→
T ∗gqG
gp
(0.3)
pour la de´rive´e de q 7→ gq, resp. pour l’application transpose´e de´finie par
〈gp, v〉 = 〈p, g−1v〉. On de´finit de meˆme vg et pg avec 〈pg, v〉 = 〈p, vg−1〉.
Rappelons enfin l’action coadjointe, g(x) = gxg−1, sur g∗ = T ∗eG; infinite´-
simalement cela donne: Z(x) = 〈x, [ · , Z]〉.
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1. Rappels symplectiques
A. Champs de vecteurs hamiltoniens. Soit X une varie´te´ symplectique
—une varie´te´ munie d’une 2-forme non de´ge´ne´re´e et ferme´e σ. Un champ
de vecteurs η sur X est dit symplectique si son flot pre´serve la 2-forme:
£(η)σ = 0. D’apre`s la formule de Cartan pour la de´rive´e de Lie, £(η)σ =
i(η)dσ + di(η)σ, ceci a lieu ssi la 1-forme i(η)σ = σ(η, ·) est ferme´e. Si de
plus cette 1-forme est exacte, de sorte qu’on a
i(η)σ = −dH, (1.1)
pour une fonction H sur X, nous dirons que η est hamiltonien, η ∈ Ham(X),
et nous e´crirons η = dragH (‘gradient symplectique’). Le champ η de´termi-
ne H a` une constante additive locale pre`s, de sorte que si X a c composantes
connexes on a une suite exacte
0 −→ Rc −→ C∞(X) drag−→ Ham(X) −→ 0. (1.2)
C’est une extension centrale d’alge`bres de Lie si l’on munit C∞(X) du cro-
chet de Poisson: {H,H ′} = σ(dragH ′, dragH).
B. G-espaces hamiltoniens. L’action sur X d’un groupe de Lie G, pre´-
servant σ, est dite hamiltonienne si (0.1) est a` valeurs dans Ham(X); ou en
d’autres termes, s’il existe une application moment, Φ : X → g∗, telle que
i(ZX)σ = −dHZ ou` HZ = 〈Φ(·), Z〉. (1.3)
On dit que l’application moment est e´quivariante, et que le couple (X,Φ)
est un G-espace hamiltonien, si Φ entrelace l’action de G sur X et l’action
coadjointe sur g∗. Infinite´simalement cela signifie que Z 7→ HZ est un mor-
phisme:
{HZ , HZ′} = H[Z,Z′]. (1.4)
(Comme on sait, cette condition n’est pas vraiment restrictive; on peut
toujours la satisfaire en passant a` une extension centrale de g par Rc (1.2).)
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La notion d’isomorphisme de G-espaces hamiltoniens est claire:
HomG(X1, X2) (1.5)
de´signera l’ensemble des diffe´omorphismes X1 → X2 qui transforment σ1 en
σ2 et Φ1 en Φ2.
C. Exemples de base. (a) Si G agit sur une varie´te´ Q, on obtient une
action sur X = T ∗Q qui pre´serve la 1-forme canonique $ = “〈p, dq〉” et σ =
d$. Dans ce cas, i(ZX)d$ + di(ZX)$ = 0 montre qu’une application mo-
ment (e´quivariante) est donne´e par la formule d’E.Nœther: HZ = i(ZX)$,
i.e.,
〈Φ(p), Z〉 = 〈p, Z(q)〉, p ∈ T ∗qQ. (1.6)
(b) SiX est une orbite dans g∗ pous l’action coadjointe deG, alors la 2-forme
de´finie sur X par σ(Z(x), Z ′(x)) = 〈Z(x), Z ′〉 fait de (X,X ↪→ g∗) un G-
espace hamiltonien homoge`ne. Re´ciproquement (Kirillov-Kostant-Souriau),
un tel espace est toujours un reveˆtement d’orbite coadjointe:
1.7 The´ore`me. Soit (X,Φ) un G-espace hamiltonien, et supposons que G
agisse transitivement sur X. Alors Φ est un reveˆtement symplectique de son
image, qui est une orbite coadjointe de G.
Par reveˆtement symplectique on entend bien suˆr que Φ lie la 2-forme de
l’orbite a` celle de X; c’est une simple conse´quence de (1.4). Que Φ soit un
reveˆtement (ait des fibres discre`tes) re´sulte de la premie`re de deux conse´-
quences instructives de (1.3), valables pour toute application moment:
Ker(DΦ(x)) = g(x)σ, Im(DΦ(x)) = orth(gx). (1.8)
Dans ces formules, l’exposant σ signifie ‘sous-espace orthogonal relativement
a` σ’; et si (·) est une partie de g ou de g∗, orth(·) de´signe son annulateur
dans l’autre.
D. Induction symplectique. Nous pouvons maintenant rappeler la con-
struction de [K78]. Etant donne´ un sous-groupe ferme´ H de G, et un H-es-
pace hamiltonien (Y, Ψ), elle produit unG-espace hamiltonien (IndGH Y, Φind)
comme suit. (Nous utilisons la notation (0.3).)
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Munissons N = T ∗G × Y de la forme symplectique ω = d$ + τ , ou` $
est la 1-forme canonique de T ∗G et τ la 2-forme donne´e sur Y ; et faisons
agir H ‘diagonalement’ sur N par h(p, y) = (ph−1, h(y)). C’est une action
hamiltonienne, d’application moment ψ:
ψ(p, y) = Ψ(y)− q−1p|h (1.9)
pour p ∈ T ∗qG. Le second terme de´signe ici la restriction a` h de q−1p ∈ g∗; il
vient de (1.6) avec Z(q) = −qZ. La varie´te´ induite est alors de´finie comme
la re´duite de Marsden-Weinstein de N en ze´ro [M74], i.e.,
IndGH Y := ψ
−1(0)/H. (1.10)
C’est une varie´te´ de dimension 2 dim(G/H) + dim(Y ), qui admet une 2-
forme naturelle σind de´finie par la condition que son image re´ciproque dans
ψ−1(0) soit la restriction de ω. Pour en faire un G-espace, faisons agir G
sur N par g(p, y) = (gp, y). Cette action commute avec l’action diagonale
de H, et pre´serve ψ−1(0). De plus elle est hamiltonienne et son application
moment φ : N → g∗, donne´e par (1.6) avec maintenant Z(q) = Zq:
φ(p, y) = pq−1, p ∈ T ∗qG, (1.11)
est constante sur les H-orbites. Passant au quotient, on obtient l’action
induite de G sur IndGH Y , et son application moment Φind : Ind
G
H Y → g∗.
2. Le the´ore`me d’imprimitivite´
A. Syste`mes d’imprimitivite´. Soit X un G-espace hamiltonien, dont on
notera σ la 2-forme et Φ : X → g∗ l’application moment. L’action naturelle
de G sur l’alge`bre de Lie C∞(X) sera note´e: g(f) = f(g−1(·)); elle pre´serve
le crochet de Poisson.
2.1 De´finition. Un syste`me d’imprimitivite´ sur X est une sous-alge`bre
abe´lienne G-invariante f de C∞(X), telle que le champ hamiltonien drag f
soit complet pour toute f ∈ f.
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La terminologie peut se justifier ainsi: selon des principes consacre´s, toute
‘quantification’ de X doit fournir une repre´sentation U de G (resp. E de f)
par des ope´rateurs unitaires (resp. autoadjoints), avec naturellement la re-
lation d’e´quivariance E(g(f)) = U(g)E(f)U(g−1); d’ou` un syste`me d’impri-
mitivite´ au sens classique de Mackey.
Si f est un syste`me d’imprimitivite´, on notera f∗ son dual alge´brique,
et F l’ensemble f vu comme groupe additif. Alors G agit sur f∗ par con-
tragre´dience, 〈g(b), f〉 = 〈b, g−1(f)〉, et F agit sur X par exponentiation
des champs drag f . Bien que F ne soit pas en ge´ne´ral un groupe de Lie,
on pourra encore noter F(x) la F-orbite de x, f(x) = {(drag f)(x) : f ∈ f},
et conside´rer comme moment de cette action l’application
pi : X → f∗, 〈pi(x), f〉 = f(x). (2.2)
L’ensemble B = pi(X) s’appellera base de f. Comme (2.2) est visiblement
G-e´quivariante, B est en ge´ne´ral une re´union de G-orbites. D’ou`:
2.3 De´finition. Le syste`me d’imprimitivite´ f sera dit transitif si
(i) l’action de G sur la base B = pi(X) est transitive;
(ii) pi : X → B est C∞ pour la structure de varie´te´ G-homoge`ne de B.
2.4 Remarques. (a) C’est par exemple automatiquement le cas lorsque
l’action de G sur X est elle-meˆme transitive.
(b) La structure de varie´te´ dont il est question est bien de´finie, car le
stabilisateur de n’importe quel point b = pi(x) de B est ferme´. En effet, g ∈
Gb signifie qu’on a 〈g(b), f〉 = 〈b, f〉, i.e. f(g(x)) = f(x), pour toute f ∈ f;
or cette condition est ferme´e par continuite´ des applications g 7→ f(g(x)).
(c) Nous appellerons encore base de f tout G-ensemble muni d’une bi-
jection G-e´quivariante fixe´e avec B. Ceci permet de parler de syste`mes
d’imprimitivite´ de meˆme base.1
1Une diffe´rence formelle entre (2.1) et Mackey est que nous de´finissons la base en termes
de f, tandis que Mackey se la donne d’avance. Mais j’imagine, sans trop y avoir re´fle´chi,
que pour un G-module unitaire H on pourrait de´finir d’abord un syste`me d’imprimitivite´
comme une sous-alge`bre commutative G-invariante de End(H), et ensuite sa base comme
le spectre de cette sous-alge`bre.
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B. Le syste`me d’imprimitivite´ associe´ a` une varie´te´ induite. Suppo-
sons queX = IndGH Y , ou`H est un sous-groupe ferme´ deG et Y unH-espace
hamiltonien (§ 1D). On obtient alors une projection G-e´quivariante
piind : Ind
G
H Y → G/H (2.5)
en remarquant que l’application T ∗G× Y → G/H qui envoie T ∗qG× Y sur
qH passe au quotient (1.10) car elle est constante sur les H-orbites. Il en
re´sulte un syste`me d’imprimitivite´ canonique sur X:
2.6 Proposition. Si X = IndGH Y , alors find := pi
∗
ind(C
∞(G/H)) est un sys-
te`me d’imprimitivite´ transitif sur X, de base G/H.
Preuve. (On reprend les notations du § 1D.) Soit f ∈ C∞(G/H), et notons
encore f sa releve´e a` X, a` G, ou a` T ∗G×Y . Alors son gradient symplectique
sur ce dernier espace est le champ η de flot
etη(p, y) = (p− tDf(q), y) (2.7)
(p ∈ T ∗qG). En effet, de´rivant (2.7) en t = 0 dans une carte standard (pi, qi)
du cotangent, on obtient en coordonne´es η = (δpi, δqi, δy) = (−∂f/∂qi, 0, 0)
et donc
ω(η, ·) = δpidqi − δqidpi + τ(δy, ·) = −df, (2.8)
i.e. η = drag f . Le flot (2.7) est complet; comme d’autre part f est H-inva-
riante, on sait [M74, cor. 3] que ce flot passe au quotient X = ψ−1(0)/H
(1.10), ou` il est encore celui de drag f (calcule´ sur X). Ce dernier est donc
aussi complet. Si par ailleurs f ′ est une autre fonction de G/H, on voit
sur (2.7) qu’elle est constante le long du flot, de sorte qu’on a {f, f ′} = 0.
Enfin l’e´quivariance de (2.5) montre que ces fonctions constituent un es-
pace G-invariant. On a donc bien un syste`me d’imprimitivite´, dont la base
B s’identifie de fac¸on e´vidente a` G/H. q.e.d.
C. Le the´ore`me d’imprimitivite´. Le the´ore`me de Mackey [F88, p. 1194]
affirme que l’existence d’un syste`me d’imprimitivite´ transitif (au sens clas-
sique) caracte´rise les repre´sentations induites. Son analogue symplectique
consistera donc a` comple´ter (2.6) par une re´ciproque:
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2.9 The´ore`me. Soit (X,Φ) un G-espace hamiltonien admettant un syste`-
me d’imprimitivite´ transitif f, et notons H le stabilisateur d’un b ∈ pi(X).
Alors il existe un unique H-espace hamiltonien (Y, Ψ) tel que
(a) X = IndGH Y, (b) pi
−1(b) = pi−1ind(eH). (2.10)
Explicitement Y = pi−1(b)/F, i.e. Y est l’espace re´duit de X en b ∈ f∗.
Remarques. La condition (b) ne sert qu’a` assurer l’unicite´ de Y , qui s’en-
tend a` isomorphisme pre`s. De meˆme par (2.10) il faut bien suˆr entendre “il
existe un J ∈ HomG(X, IndGH Y ) qui envoie pi−1(b) sur pi−1ind(eH).”
La preuve de´taillera la structure de H-espace hamiltonien de pi−1(b)/F.
Preuve. 1. Le niveau Xb := pi
−1(b) est une sous-varie´te´ de X. En effet,
comme pi : X → B est e´quivariante, sa de´rive´e en x ∈ Xb (2.3ii) applique
g(x) sur g(b) = TbB. Donc pi est une submersion, d’ou` notre assertion.
2. Cette sous-varie´te´ est coisotrope, et plus pre´cise´ment, l’orthogonal
symplectique de TxXb est donne´ par
(TxXb)
σ = f(x) (2.11)
(qui est isotrope puisque f est abe´lienne). En effet, la suite exacte trans-
pose´e de 0 → TxXb → TxX → TbB → 0 montre d’abord que (TxXb)σ est
l’ensemble de valeurs de l’injection
jx : T
∗
b B ↪−→ TxX (2.12)
obtenue en composant T ∗b B ↪→ T ∗xX avec l’isomorphisme T ∗xX → TxX
fourni par la structure symplectique. D’autre part, chaque f ∈ f est par
construction la releve´e a` X d’une fonction f˙ sur B, qui est aussi C∞ puisque
pi est une submersion. Mais alors (1.1) dit que (drag f)(x) = jx(−Df˙(b)),
de sorte que prouver (2.11) revient a` voir que l’application
f → T ∗b B, f 7→ −Df˙(b) (2.13)
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est surjective. Or si Z ∈ g et que gt = exp(tZ), on a
Z ∈ h ⇔ 〈gt(b), f〉 = 〈b, f〉 ∀ f ∈ f, ∀ t
⇔ f˙(gt(b)) = f˙(b) ∀ f ∈ f, ∀ t
⇔ ddt f˙(gt(b)) = 0 ∀ f ∈ f, ∀ t
⇔ D(f˙ ◦ gt)(b)(Z(b)) = 0 ∀ f ∈ f, ∀ t
⇔ Df˙(b)(Z(b)) = 0 ∀ f ∈ f (2.14)
puisque f est G-invariante. Comme Z ∈ h e´quivaut aussi a` Z(b) = 0, ceci
montre que les Df˙(b) se´parent TbB; donc (2.13) est surjective, et (2.11) est
de´montre´.
3. L’espace d’orbites Y = Xb/F admet une unique structure de varie´te´
telle que Xb → Y soit une submersion. (Remarquons que (2.11) entraˆıne
que f(x) ⊂ f(x)σ = TxXb, de sorte que l’action de F pre´serve bien Xb.)
En effet, il re´sulte de ce qu’on a dit avant (2.13) que l’action de F sur Xb se
factorise en
F
(2.13)−−−−→ T ∗b B −−−−→ Diff(Xb)
f 7−−−−→ a 7−−−−→ eaˆ.
(2.15)
ou` aˆ de´signe le champ de vecteurs de´fini sur Xb par aˆ(x) = jx(a) (2.12).
Comme (2.13) est surjective, ceci montre que les F-orbites dans Xb sont en
fait les orbites d’une action du groupe de Lie additif T ∗b B. D’autre part,
(1.3) et la de´finition de aˆ donnent, pour tout Z ∈ g,
〈DΦ(x)(aˆ(x)), Z〉 = σ(aˆ(x), Z(x)) = 〈a, Z(b)〉 = 〈aˇ, Z〉 (2.16)
ou` a 7→ aˇ est la transpose´e de Z 7→ Z(b), donc une bijection T ∗b B → orth(h).
Ainsi Φ lie aˆ au champ constant aˇ, et entrelace donc l’action de T ∗b B sur Xb
avec une simple action par translations:
Φ(eaˆ(x)) = Φ(x) + aˇ. (2.17)
Celle-ci e´tant libre et propre, celle-la` l’est aussi par [B60, ch. III, § 4, prop. 5],
d’ou` notre assertion par [B90, ch. III, § 1, prop. 10].
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4. Y est naturellement un H-espace hamiltonien. En effet σ|Xb s’annule
pre´cise´ment le long des F-orbites (2.11), et provient donc d’une 2-forme
symplectique τ de Y [S69, p. 85]. De meˆme l’action de H, qui pre´serve Xb,
passe au quotient car elle normalise l’image de (2.15), f e´tant H-invariante.
Enfin (2.17) montre que l’action deH sur Y ainsi obtenue admet un moment
Ψ , de´fini par la commutativite´ de
Xb
Φ−−−−→ g∗
F(·)
y y
Y
Ψ−−−−→ h∗.
(2.18)
5. L’induite IndGH Y est isomorphe a`X en tant que G-espace hamiltonien.
Reprenons en effet les notations du § 1D, et conside´rons les applications ε
(resp. j) de G×Xb dans X (resp. dans T ∗G× Y ):
ε(q, x) = q(x), resp. j(q, x) = (qΦ(x),F(x)). (2.19)
Il re´sulte de (1.9) et de (2.15–17) que j est un diffe´omorphisme de G ×Xb
sur ψ−1(0). De plus, on ve´rifie sans peine que j envoie les fibres de ε sur
les H-orbites dans ψ−1(0); passant au quotient, on obtient donc un diffe´o-
morphisme J :
G×Xb j−−−−→ ψ−1(0) ⊂ T ∗G× Y
ε
y y(1.10)
X
J−−−−→ IndGH Y
(2.20)
qui visiblement est G-e´quivariant et envoie Xb sur pi
−1
ind(eH). Pour voir que
J est symplectique, conside´rons les variables qui apparaissent dans (2.19):
x˜ = q(x), y = F(x), m = Φ(x), n = (qm, y) (2.21)
comme fonctions de (q, x) ∈ G×Xb. Chaque vecteur (δq, δx) ∈ TqG×TxXb
donne alors par de´rivation un vecteur (δx˜, δy, δm, δn), ainsi qu’un e´le´ment
Z = q−1δq de g. Cela e´tant, la de´finition de la 2-forme ω = d$ + τ de
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T ∗G× Y , celle de τ ci-dessus, et les formules (1.3–4), donnent
ω(δn, δ′n) = 〈δm,Z ′〉 − 〈δ′m,Z〉+ 〈m, [Z ′, Z]〉+ τ(δy, δ′y)
= σ(δx, Z ′(x))− σ(δ′x, Z(x)) + σ(Z(x), Z ′(x)) + σ(δx, δ′x)
= σ(δx+ Z(x), δ′x+ Z ′(x))
= σ(δx˜, δ′x˜). (2.22)
Ceci montre que j∗ω = ε∗σ, d’ou` J∗σind = σ par (2.20) et par de´finition
de σind. Enfin il est clair sur (1.11) et (2.19) que J
∗Φind = Φ.
6. Reste a` e´tablir la proprie´te´ d’unicite´. Soit donc Y une solution quel-
conque du proble`me, de sorte qu’on a un diagramme commutatif G-e´quiva-
riant
X
J−−−−→ IndGH Y
pi
y ypiind
B −−−−→ G/H,
(2.23)
ou` les fle`ches horizontales sont des isomorphismes, celle du bas envoyant b
sur eH. Alors T ∗b B se trouve identifie´ a` (g/h)
∗ ' orth(h), et son action
(2.15) sur Xb a` une action de orth(h) sur pi
−1
ind(eH). Or les e´le´ments de cet
ensemble, vus comme H-orbites dans T ∗G×Y (1.10), ont chacun un unique
repre´sentant dans T ∗eG× Y , de sorte qu’on peut le voir comme la partie de
g∗ × Y constitue´e des (m, y) tels que m|h = Ψ(y) (1.9). Alors l’action de
orth(h) se fait par translation de m et la 2-forme se re´duit a` celle de Y , qui
s’identifie donc bien au quotient Xb/F. q.e.d.
2.24 Exemples. (a) Si X est une orbite coadjointe de G et A un sous-
groupe abe´lien invariant ferme´, les hamiltoniens HZ(x) = 〈x, Z〉 (Z ∈ a)
constituent un syste`me d’imprimitivite´ transitif sur X, et on retrouve la
proposition 3.14 de [Z96]. (Cf. aussi [K68, §2].)
(b) Le the´ore`me contient aussi l’e´galite´ T ∗(G/H) = IndGH{0}, vraie pour
tout sous-groupe ferme´ H de G.
(c) Si par contre on prive T ∗(G/H) de sa section nulle, le the´ore`me ne
s’applique plus car les gradients symplectiques des fonctions releve´es de la
base ne sont plus complets (cf. 2.7).
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2.25 Remarque. Lorsque G et H sont connexes et simplement connexes,
on peut aussi de´duire (2.9) du the´ore`me de Xu [X91, thm. 3.3] (de´montre´
aussi par Landsman [L95, thm. 5]). Dans ce cas en effet, la double fibration
T ∗Gα↙ β↘
h∗ g∗ ×G/H
(2.26)
(α(p) = q−1p|h, β(p) = (pq−1, qH), p ∈ T ∗qG) est un bimodule d’e´quivalence
au sens de Xu; d’autre part, un syste`me d’imprimitivite´ de base G/H fournit
une ‘re´alisation symplectique comple`te’ Φ×pi : X → g∗×G/H; enfin on peut
ve´rifier que l’e´quivalence de presque-cate´gories construite par Xu est ici,
comme il se doit, l’induction symplectique.
D. Le cas homoge`ne. Supposons que X soit homoge`ne, ou en d’autres
termes, un reveˆtement d’orbite coadjointe (1.7). Le crite`re d’inductibilite´
(2.6, 2.9) peut alors se traduire en termes essentiellement infinite´simaux,
comme suit:
2.27 Proposition. Soit (X,Φ) un G-espace hamiltonien homoge`ne, et H
un sous-groupe ferme´ de G. Alors X est induit par un H-espace hamiltonien
ss’il existe x ∈ X tel que, notant x˙ = Φ(x),
(a) H contient Gx;
(b) h est coisotrope en x˙ : orth(h(x˙)) ⊂ h;
(c) h satisfait la condition de Puka´nszky en x˙ : x˙+ orth(h) ⊂ G(x˙).
De plus, dans ces conditions, l’espace induisant (Y, Ψ) est aussi homoge`ne;
et si le reveˆtement Φ est injectif, alors Ψ aussi.
Preuve. Supposons que X soit induite de H, et notons B = G/H. Alors
on a un diagramme (2.23) et, d’apre`s la description de la fibre en b = eH
qui le suit,
Φ(Xb) = {m ∈ g∗ : m|h ∈ Ψ(Y )}. (2.28)
Soit x ∈ Xb. Comme G est transitif sur X, on a H(x) = Xb. Donc l’orbite
H(x˙) e´gale (2.28) et contient par conse´quent x˙+orth(h), d’ou` (c). De meˆme
son espace tangent h(x˙) contient orth(h), d’ou` (b). Enfin l’e´quivariance de
pi assure (a).
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Re´ciproquement, soit x ve´rifiant (a,b,c) et montrons que X admet un
syste`me d’imprimitivite´ de base B = G/H. Par (a), g(x) 7→ gH de´finit-bien
une submersion e´quivariante pi de X sur B, dont la fibre en b = eH est
l’orbite Xb = H(x). Posons f = pi
∗(C∞(B)). Alors on a les relations
h(x)σ ⊂ h(x), h(x)σ = f(x), f(x) ⊂ f(x)σ. (2.29)
La premie`re re´sulte de (b) et de ce que σ(h(x), Z(x)) = 〈h(x˙), Z〉 (cf. 1.7);
la seconde se de´montre comme (2.11), et la troisie`me s’ensuit. Cela dit, il
est clair par ‘transport de structure’ que la troisie`me relation vaut encore
pour tout x′ ∈ X, et les deux autres pour tout x′ dans la H-orbite Xb. Ceci
montre que f est une sous-alge`bre abe´lienne de C∞(X), dont les champs
hamiltoniens η sont tangents a` Xb. Reste a` voir alors que e
tη(x) existe pour
tout t. Or (2.16) montre que Φ lie η|Xb a` un champ constant aˇ ∈ orth(h),
dont par (c) la courbe inte´grale est dans Φ(X). Comme Φ est un reveˆte-
ment cette courbe se rele`ve a` X, d’ou` la conclusion. Enfin les deux dernie`res
affirmations re´sultent du lemme ci-dessous. q.e.d.
2.30 Lemme. Soit (Y, Ψ) un H-espace hamiltonien.
(a) Si G est transitif sur IndGH Y , alors H l’est sur Y .
(b) Si Φind est injective, alors Ψ l’est aussi.
Preuve. Soient y1, y2 ∈ Y , et choisissons desmi ∈ g∗ tels que Ψ(yi) = mi|h.
Alors les orbites [mi, yi] := H(mi, yi) sont dans la varie´te´ induite (1.10).
(a) Si G est transitif sur celle-ci, alors [m1, y1] = [gm2, y2] pour un g ∈ G;
et cela signifie en particulier que y1 est dans la H-orbite de y2.
(b) Si Ψ(y1) = Ψ(y2), on peut prendre m1 = m2. Comme Φind([mi, yi]) =
mi, l’injectivite´ de Φind entraˆıne alors que (m1, y1) = (m2h
−1, h(y2)) pour
un h ∈ H. Or cette e´galite´ exige h = e, et donc y1 = y2. q.e.d.
2.31 Exemple. Tout ceci peut s’appliquer lorsque G est fini ou discret.
Alors les conditions (2.27b, c) sont automatiquement ve´rifie´es, de sorte qu’un
espace G/K est induit de tout sous-groupe H contenant K: (2.27) dit sim-
plement que G/K = IndGH(H/K). En d’autres termes, on retrouve la notion
classique d’imprimitivite´. Cf. [H78, p. 151; Z78, ex. 2.3].
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2.32 Remarques. (a) La proposition 2.27 est implicite dans [D84], IV(17).
Sous ses hypothe`ses, Duflo montre en IV(11) que les repre´sentations asso-
cie´es a` X par sa me´thode sont pre´cise´ment induites de celles associe´es a` Y ;
dans certains cas, c’est meˆme vrai par de´finition.
(b) L’inclusion (2.27b) est une e´galite´ ssi h est une polarisation re´elle,
ssi Y est de dimension ze´ro. Plus ge´ne´ralement, les deux termes de (2.27b)
peuvent eˆtre les sous-alge`bres ‘d’ et ‘e’ associe´es a` une polarisation complexe;
dans ce cas (2.27) est essentiellement la proposition 3.12 de [D92].
(c) La varie´te´ Y construite ici est le quotient de H(x) par son feuil-
letage caracte´ristique (2.11), et un reveˆtement de l’orbite coadjointe H(x˙|h)
(cf. 2.18). Notons cependant que la proprie´te´ X = IndGH Y ne suffit pas a`
caracte´riser (Y, Ψ): c’est le roˆle de la condition (2.10b); cf. (2.36a).
E. Morphismes. On peut pre´ciser (2.30a) en montrant que l’homoge´ne´ite´
de Y sous H e´quivaut a` celle de IndGH Y sous l’action conjointe de G et Find
(2.6). C’est en un sens l’analogue d’un autre the´ore`me de Mackey [B62]—
mais en un sens limite´, car l’homoge´ne´ite´ n’est qu’un analogue tre`s-imparfait
de l’irre´ductibilite´ (cf. 2.36b).
La proposition suivante offre un meilleur analogue, et e´claire du meˆme
coup le roˆle de la condition (2.10b). E´tant donne´s des G-espaces hamil-
toniensX1, X2 munis de syste`mes d’imprimitivite´ de meˆme base B (cf. 2.4c),
convenons d’appeler HomB(X1, X2) l’ensemble des J ∈ HomG(X1, X2) tels
que
X1
J−−−→ X2
pi1
↘ pi2↙
B
(2.33)
commute.
2.34 Proposition. HomG/H(Ind
G
H Y1, Ind
G
H Y2) = HomH(Y1, Y2).
Preuve. Notons X1, X2 les varie´te´s induites par Y1, Y2, et pi1, pi2 leurs pro-
jections (2.5) sur G/H. Si j ∈ HomH(Y1, Y2), alors visiblement le diffe´o-
morphisme symplectique
id× j : T ∗G× Y1 → T ∗G× Y2 (2.35)
passe aux quotients (1.10), et y de´finit un e´le´ment J de HomG/H(X1, X2).
Re´ciproquement, tout J ∈ HomG/H(X1, X2) applique pi−11 (eH) sur pi−12 (eH)
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en respectant les 2-formes et donc leurs feuilletages caracte´ristiques. Il en
re´sulte un isomorphisme entre les espaces quotient qui, d’apre`s (2.9), ne sont
autres que Y1 et Y2. Enfin on ve´rifie sans peine que les correspondances ainsi
de´finies sont inverses l’une de l’autre. q.e.d.
2.36 Exemples. La proposition autorise HomG(Ind
G
H Y1, Ind
G
H Y2) a` eˆtre
strictement plus grand que HomH(Y1, Y2). Ainsi:
(a) Des espaces non isomorphes peuvent induire des espaces isomorphes.
Soit G = U(1)nC le groupe des de´placements du plan, et <,= les formes
line´aires ‘partie re´elle’ et ‘partie imaginaire’ conside´re´es comme orbites coad-
jointes du sous-groupe C. Alors IndGC < et IndGC = sont une seule et meˆme
orbite coadjointe de G (un cylindre).
Dans cet exemple, Y1 et Y2 sont au moins isomorphes comme G-varie´te´s
(en oubliant les applications moment); mais cela n’est pas meˆme ne´cessaire.
En effet, (2.31) fournira un contre-exemple chaque fois que G est un groupe
fini, H un sous-groupe invariant, et K1,K2 des sous-groupes de H con-
jugue´s sous G mais pas sous H. Ceci se re´alise facilement dans les matrices
triangulaires strictes sur Z/2Z.
(b) Un espace sans automorphismes peut induire un espace qui en a.
Soit G1 = R nC le reveˆtement universel du pre´ce´dent. Alors Ind
G1
C
< est
le reveˆtement universel du cylindre pre´ce´dent, dont l’homotopie fournit des
automorphismes non triviaux. Leur pre´sence refle`te le fait que la repre´senta-
tion IndG1
C
(
ei<
)
est re´ductible [B72, p. 189], bien que IndG1
C
< soit homoge`ne
sous G1.
3. Le the´ore`me du petit groupe
Pour appliquer le the´ore`me d’imprimitivite´, il nous faut des syste`mes d’im-
primitivite´ (transitifs). En the´orie des repre´sentations, l’observation fonda-
mentale de Frobenius et Mackey est que la de´composition de la restriction
d’une repre´sentation (irre´ductible) de G a` un sous-groupe ferme´ normal, N ,
fournit un tel syste`me.
L’analogue pour un G-espace hamiltonien X s’impose de lui-meˆme. Puis-
que N est normal, G agit naturellement dans n et n∗, et respecte la partition
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de n∗ en N -orbites. On a donc une action de G dans l’espace d’orbites n∗/N ,
et une suite d’applications G-e´quivariantes
X
Φ−→ g∗ −→ n∗ −→ n∗/N. (3.1)
On peut alors s’attendre a` ce que l’image de X tout a` droite soit la base
d’un syste`me d’imprimitivite´, et a` ce que l’application de (2.9) a` ce syste`me
donne l’analogue suivant du the´ore`me de Mackey [F88, p. 1284]. Dans cet
e´nonce´, ΦN de´signe la compose´e des deux premie`res applications (3.1).
3.2 The´ore`me. Soit (X,Φ) un G-espace hamiltonien homoge`ne, et N ⊂ G
un sous-groupe ferme´ normal. Soit W ∈ n∗/N une des orbites contenues
dans Φ(X)|n, et supposons que son stabilisateur H := GW est ferme´ dans G.
Alors N ⊂ H, et il existe un unique H-espace hamiltonien (Y, Ψ) tel que
(a) X = IndGH Y, (b) Ψ(Y )|n =W. (3.3)
Explicitement Y est le quotient de Φ−1N (W ) par son feuilletage caracte´risti-
que, i.e., c’est l’espace re´duit de X en W au sens de KKS [K78].
Preuve. L’inclusion N ⊂ H est claire, car N agit trivialement dans n∗/N .
Soit B l’image deX par (3.1). C’est une G-orbite dans n∗/N , et comme le
stabilisateur H du point b :=W est ferme´, c’est naturellement une varie´te´.
Notant pi la projection X → B, nous ve´rifierons ci-dessous que
pi∗(C∞(B)) est un syste`me d’imprimitivite´ sur X. (3.4)
Montrons d’abord comment le the´ore`me en de´coule. Pour l’existence, soit
(Y, Ψ) le H-espace hamiltonien que nous fournit le the´ore`me 2.9. Il satisfait
(a), et nous savons qu’il est le quotient de Xb := pi
−1(b) = Φ−1N (W ) par son
feuilletage caracte´ristique (2.11). De plus, le diagramme (2.18) montre que
Ψ(Y )|n = Φ(Xb)|h|n =W , d’ou` (b).
Re´ciproquement, soit (Y, Ψ) satisfaisant (a,b), et J ∈ HomG(X, IndGH Y ).
Alors la partie unicite´ re´sultera aussi du the´ore`me 2.9, si nous montrons
que J envoie ne´cessairement Xb dans pi
−1
ind(eH). Soit donc x ∈ Xb, et notons
x˙, w et (donc) W ses images successives par (3.1), de sorte qu’on a
x ∈ X, x˙ = Φ(x), w = x˙|n, W = N(w). (3.5)
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Soit d’autre part (p, y) ∈ T ∗qG×Y un point de laH-orbite qu’est J(x) (1.10).
Comme J∗Φind = Φ, les applications moment (1.11) et (1.9) prennent en ce
point les valeurs x˙ et 0, ce qui s’e´crit: pq−1 = x˙ et q−1p|h = Ψ(y). Substi-
tuant la premie`re de ces relations dans la seconde, il vient q−1(x˙)|h = Ψ(y).
Comme par hypothe`se x˙ et Ψ(y) se projettent tous deux surW , on en de´duit
que q−1(W ) =W et donc q ∈ H, ce qu’il fallait de´montrer (cf. 2.5).
Reste donc a` ve´rifier (3.4). Mais cela re´sultera de la preuve de (2.27), si
nous montrons que H satisfait les trois conditions de cette proposition; or
c’est ce qu’assure le lemme suivant. q.e.d.
3.6 Lemme [P78, Lemma 2]. Gardons les hypothe`ses du the´ore`me, et
soient x, x˙, w comme en (3.5). Alors
(a) H contient Gx,
(b) nw(x˙) = orth(h),
(c) N0w(x˙) = x˙+ orth(h),
ou` N0w est la composante neutre du stabilisateur Nw.
Preuve. (a) est clair par e´quivariance de (3.1). (b): Il re´sulte de la de´finiti-
on des stabilisateursH, Gw, Nw, et de calculs ensemblistes e´le´mentaires, que
i. H = NGw,
ii. gw = orth(n(x˙)),
iii. nw = {Z ∈ n : Z(x˙) ∈ orth(n)},
d’ou` orth(h)
i
= orth(n+ gw) = orth(gw)∩ orth(n) ii= n(x˙)∩ orth(n) iii= nw(x˙).
(c): La relation (b) dit que nw stabilise x˙|h. Donc N0w aussi, ce qui signifie
que N0w(x˙) ⊂ x˙+orth(h). Pour l’inclusion re´ciproque, remarquons que com-
me n est un ide´al on a ad(Z)n(g) ⊂ [nw, n] pour tout Z ∈ nw et tout n ≥ 2.
Puisque w = x˙|n s’annule sur [nw, n], ceci entraˆıne la formule
〈 exp(Z)(x˙), Z ′〉 =
〈
x˙,
∞∑
n=0
(−)n
n!
ad(Z)n(Z ′)
〉
= 〈x˙, Z ′ − [Z,Z ′]〉
= 〈x˙+ Z(x˙), Z ′〉 (3.7)
pour tous Z ∈ nw, Z ′ ∈ g. En particulier x˙ + nw(x˙) est bien contenu dans
N0w(x˙), ce qu’il fallait de´montrer. q.e.d.
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Le the´ore`me ci-dessus n’est pas tout a` fait aussi de´taille´ que le mode`le
de [F88] que nous avons invoque´. Pour comple´ter le paralle`le, on peut lui
adjoindre l’e´nonce´ suivant:
3.8 Proposition. Soit N ⊂ G un sous-groupe ferme´ normal, et W ∈ n∗/N
une orbite telle que H := GW soit ferme´. Alors Y 7→ X = IndGH Y de´finit
une bijection entre (classes d’isomorphisme de)
(a) G-espaces hamiltoniens homoge`nes (X,Φ) tels que W ⊂ Φ(X)|n;
(b) H-espaces hamiltoniens homoge`nes (Y, Ψ) tels que W = Ψ(Y )|n.
De plus, dans ces conditions, le reveˆtement Φ est trivial ssi Ψ l’est.
Preuve. Le the´ore`me 3.2 fournit un ‘inverse-a`-droite’ (a)→ (b) de l’induc-
tion symplectique, avec Φ trivial ⇒ Ψ trivial (2.30). Reste a` voir que cet
inverse est surjectif, et ⇐.
Soit donc (Y, Ψ) du type (b), et montrons que G est transitif sur IndGH Y .
Pour cela, choisissons y ∈ Y , posons w = Ψ(y)|n, et fixons un m ∈ g∗ tel
que m|h = Ψ(y). Appliquons alors le lemme 3.6 en y remplac¸ant la donne´e
(G,X,N,W ) par (H,Y,N,W ), resp. (G,G(m), N,W ). En tenant compte
du fait que Ψ est un reveˆtement, on obtient les relations
N0w(y) = {y}, resp. N0w(m) = m+ orth(h). (3.9)
Cela e´tant, soit (qm1, y1) ∈ T ∗qG × Y un repre´sentant d’un e´le´ment quel-
conque de la varie´te´ induite (1.10). Choisissons un h ∈ H tel que y1 = h(y),
et posons m2 = h
−1(m1). Alors (qhm2, y) est un autre repre´sentant du
meˆme e´le´ment. De plus, la nullite´ de (1.9) entraˆıne que m2|h = Ψ(y) = m|h,
et (3.9) montre alors que m2 = n(m) pour un n ∈ N0w ⊂ Hy. On en de´duit
que (qhnm, y) est un troisie`me repre´sentant du meˆme e´le´ment. Celui-ci est
donc l’image par g = qhn de celui de´fini par (m, y), d’ou` la transitivite´.
Supposons maintenant que le reveˆtement Ψ soit trivial, i.e., que l’inclusion
Hy ⊂ HΨ(y) soit une e´galite´. Notant [m, y] l’e´le´ment de IndGH Y dont on vient
de parler (et que Φind envoie visiblement sur m), il nous reste a` montrer que
l’inclusion G[m,y] ⊂ Gm est alors elle aussi une e´galite´. Or m a e´te´ choisi tel
que
m|h = Ψ(y) et m|n = w. (3.10)
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La deuxie`me relation implique que Gm ⊂ Gw ⊂ H, et la premie`re que de
plus Gm ⊂ HΨ(y) = Hy. On en conclut que si g ∈ Gm alors g([m, y]) =
[gm, y] = [mg, y] = [m, g(y)] = [m, y], d’ou` Gm ⊂ G[m,y]. q.e.d.
3.11 Exemples. (a) Lorsque N est abe´lien, ou que W est un point, (3.2)
se re´duit encore a` la proposition rappele´e en (2.24a). L’application aux cas
classiques des groupes d’Euclide et Poincare´ est de´taille´e dans [Z96, §3.3].
(b) SiG est re´soluble exponentiel, nous avons vu dans [Z96, §4.1] comment
on peut ite´rer (3.2) jusqu’a` ce que X apparaisse comme induite d’un point;
c’est l’analogue symplectique du the´ore`me de Takenouchi selon lequel les
repre´sentations unitaires irre´ductibles de G sont monomiales [B72, p. 140].
Cela rede´montre en somme l’existence, dans un tel groupe, de polarisations
re´elles ve´rifiant la condition de Puka´nszky (cf. 2.32b).
(c) L’hypothe`se de (3.2) et (3.8) selon laquelle GW est ferme´ n’est pas
gratuite, car n∗/N n’est pas force´ment se´pare´. De fait, elle est en de´faut
dans des cas bien connus comme le suivant: Soit G le groupe des matrices
de la forme
g =
(
a b
0 c
)
(3.12)
ou` a est prise dans le tore diagonal T ⊂ U(2), b diagonale dans gl(2,C), et
c dans une droite irrationnelle S ⊂ T . Si N de´signe le sous-groupe a = 1, et
W l’orbite de la valeur en l’e´le´ment neutre de la 1-forme Re(Tr(db)), alors
on trouve GW = {g ∈ G : a ∈ S}, sous-groupe dense de G.
3.13 Remarques. Lorsque N est le groupe additif d’un espace vectoriel, et
G un produit semidirect KnN ou` K agit line´airement dans N , le the´ore`me
3.2 est duˆ a` V. Guillemin et S. Sternberg [G83, §4].
Notons que le the´ore`me d’imprimitivite´ (2.9)—dont nous avons de´duit
(3.2)—rentre lui-meˆme formellement dans ce cadre si on conside`re le produit
semidirect GnF de´fini par l’action naturelle de G sur F (§2A). De ce point
de vue, toute varie´te´ induite l’est pour des raisons de ‘normal subgroup
analysis’; comparer a` ce propos la question pose´e dans [F88, p. 1371].
Par ailleurs, le lecteur pourra constater que des variantes du lemme 3.6
interviennent tre`s souvent dans la litte´rature consacre´e a` la me´thode des
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orbites; et qu’avoir alors a` l’esprit le the´ore`me du petit groupe est rarement
sans e´clairer la situation.
4. Questions de de´composition
Les repre´sentations d’un groupe H, dont la restriction a` un sous-groupe
normal N est multiple d’une irre´ductible donne´e S, s’obtiennent comme
suit: on e´tend S en une repre´sentation projective de H, et on tensorise avec
une repre´sentation projective de H/N qui ‘tue le cocycle’. C’est l’‘e´tape III’
de l’analyse de Mackey [F88, p. 1263].
La situation analogue se pre´sente en (3.8b): un H-espace hamiltonien
Y , dont l’image dans n∗ se re´duit a` une seule orbite W . Peut-on en tirer
un the´ore`me de structure pour Y ? Nous nous contenterons ici de quelques
remarques. La premie`re est que H agit naturellement sur W (puisqu’il la
stabilise dans n∗/N), et que H et meˆme H/N agissent sur l’espace d’orbites
Y/N (puisque H normalise N). On a donc un diagramme H-e´quivariant
Yα↙ β↘
Y/N W.
(4.1)
D’autre part, on de´duit sans peine de (1.8a) et (3.9a) que les fibres de α et β
sont des sous-varie´te´s symplectiques de Y , supple´mentaires et orthogonales
l’une de l’autre relativement a` la 2-forme de Y . Si Y/N est une varie´te´, elle
admettra une structure symplectique lie´e a` celles de Y et W par
σY = α
∗σY/N + β∗σW , (4.2)
et α×β fera de Y un reveˆtement symplectique du produit Y/N×W , chaque
fibre de α e´tant un reveˆtement deW et vice versa. Enfin, on peut ve´rifier que
l’action de H sur W pre´serve σW . Si elle est hamiltonienne, il en re´sultera
selon (1.2) une extension centrale de h (en fait de h/n), ne´cessairement
compense´e par Y/N dans (4.2). C’est, infinite´simalement, l’obstruction de
Mackey.
La de´composition barycentrique de [S69] est de ce type, en prenant pour
N un groupe de Heisenberg. Notons aussi que lorsque Y provient d’un
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G-espace hamiltonien comme en (3.8), le fibration de Y (re´duite KKS) en
reveˆtements de Y/N (re´duite de Marsden-Weinstein) a de´ja` e´te´ observe´e
dans [M76], [K78], et [G84, 26.6].
5. Groupes re´ductifs
L’analyse de Mackey ne s’applique gue`re aux groupes simples, qui n’ont pas
de sous-groupes normaux, ni plus ge´ne´ralement aux groupes semisimples
ou re´ductifs; et pourtant l’induction (‘parabolique’) joue un roˆle dans la
construction de leurs repre´sentations.
Voyons comment ceci se traduit ge´ome´triquement. Suivant Vogan [V87],
nous appellerons G re´ductif s’il y a un homomorphisme η : G→ GL(n,R)
de noyau fini et d’image Θ-stable, ou` Θ(g) = tg−1. Alors g s’identifie a` une
alge`bre de Lie de matrices, g∗ s’identifie a` g au moyen de la forme trace
〈Z,Z ′〉 = Tr(ZZ ′), et toute x ∈ g∗ a une unique de´composition de Jordan
x = xh + xe + xn, xh, xe, xn ∈ g∗, (5.1)
ou` la matrice xh est hyperbolique (diagonalisable a` valeurs propres re´elles),
xe elliptique (diagonalisable a` valeurs propres imaginaires) et xn nilpotente,
et ou` xh, xe et xn commutent entre elles. (Pour tout ceci, voir [V87].)
Cela e´tant, on a le
5.2 The´ore`me. SoitX = G(x) une orbite coadjointe du groupe re´ductif G.
Notons n la somme des espaces propres associe´s aux valeurs propres positives
de ad(xh), et P le normalisateur de n dans G. Alors on a
X = IndGP Y ou` Y = P (x|p). (5.3)
De plus on a Y |n = {0}, de sorte que Y provient d’une orbite du quotient
P/ exp(n).
Preuve. Ceci re´sultera de la proposition 2.27, et de la remarque 2.32c qui
la suit, si nous montrons que
(a) P contient Gx,
(b) n(x) = orth(p),
(c) N(x) = x+ orth(p), ou` N := exp(n).
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La premie`re relation est claire: si g ∈ Gx, alors η(g) commute avec x et donc
avec xh, par une proprie´te´ bien connue de la de´composition de Jordan; en
particulier g pre´serve les espaces propres de ad(xh) et donc n, d’ou` g ∈ P .
Pour les deux autres, il nous faut rappeler quelques e´le´ments de [V87].
Notons ga le sous-espace propre de g pour la valeur propre a de ad(xh).
Alors g =
⊕
a∈R g
a, et par de´finition n =
⊕
a>0 g
a. L’identite´ de Jacobi
montre que
[ga, gb] ⊂ ga+b, (5.4)
et l’invariance de la forme trace montre que 0 = 〈[xh, Z], Z ′〉+〈Z, [xh, Z ′]〉 =
(a+ b)〈Z,Z ′〉 pour (Z,Z ′) ∈ ga × gb. Donc
〈·, ·〉|ga×gb est
{
nulle si a+ b 6= 0,
non de´ge´ne´re´e si a+ b = 0.
(5.5)
Cela dit, il re´sulte de (5.4) que p, normalisateur de n, e´gale g0 ⊕ n, et (5.5)
montre alors que orth(p) = n. Donc (b) revient a` voir que n(x) = n, ou en
d’autres termes, que ad(x) envoie n sur n. En effet il l’envoie dans n par
(5.4) car x ∈ g0, et sur n car Ker(ad(x)) = gx ⊂ gxh = g0.
De (b) on de´duit d’abord que n stabilise x|p, d’ou` N(x) ⊂ x + orth(p),
et ensuite que N(x) est une sous-varie´te´ de dimension maximale et donc
ouverte de x + orth(p). Mais N est un groupe nilpotent, par (5.4); donc
N(x) est aussi ferme´e [B72, p. 7], d’ou` (c).
Quant a` la dernie`re assertion de l’e´nonce´, il suffit de noter que Y |n est la
P -orbite de x|n dans n∗, et que x|n = 0 par (5.5) puisque x ∈ g0. q.e.d.
5.6 Remarques. (a) P est un sous-groupe parabolique de G. Lorsqu’il est
minimal (sous-groupe de Borel), et que Y satisfait une certaine condition
de re´gularite´, notre the´ore`me est duˆ a` Guillemin et Sternberg [G83, §3], et
l’e´galite´ (c) ci-dessus a` Harish-Chandra [H54, Lemma 8].
(b) Le programme de la me´thode des orbites est, ici encore, de de´finir
les repre´sentations associe´es a` X comme induites de celles associe´es a` Y .
Cependant ces dernie`res ne sont actuellement connues, graˆce au foncteur de
Zuckerman, que dans le cas ou` xn = 0.
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6. Application aux repre´sentations quantiques
“Comme le Dieu des philosophes, l’ope´ration de
Hilbert est incompre´hensible et ne se voit pas;
mais elle gouverne tout, et ses manifestations sen-
sibles e´clatent partout.” —R. Godement
A. Prologue. Autorisons-nous une minute de spe´culation.
Tout se passe comme s’il existait un foncteur, qui a` toute varie´te´ sym-
plectique associerait une famille de repre´sentations projectives de son groupe
d’automorphismes. Le foncteur se manifesterait a` nous au travers de repre´-
sentations restreintes, qui seraient des multiples de celles qu’ont de´couvertes
Maxwell, Dirac, Kirillov . . .
Personne n’a jamais vu ce foncteur, et certains ont meˆme pre´tendu qu’il
n’existait pas. (C’est, selon d’autres, qu’ils exigeaient de lui des vertus un
peu exage´re´es.)
Mais supposons un instant qu’il existe, et qu’il ve´rifie l’axiome propose´
par J. M. Souriau dans [S88]—sous la forme le´ge`rement renforce´e de [Z96].
Prenons pour varie´te´ symplectique un G-espace hamiltonien, et supposons
qu’il soit induit d’un sous-groupe ferme´, H. Notons U la restriction a` G
d’une des repre´sentations obligeamment fournies par notre foncteur.
Alors U est aussi induite de H, et le but du chapitre est de le de´montrer.
La me´thode consistera a` adjoindre a` G le groupe F de´fini par le syste`me
d’imprimitivite´ associe´ (2.6), et a` tirer les conse´quences de l’axiome pour la
repre´sentation de F oG dont on peut supposer—si foncteur il y a—que U
est aussi la restriction.
B. Repre´sentations 0-quantiques. L’axiome en question s’exprime au
travers de la de´finition suivante. Soit (X,Φ) un G-espace hamiltonien,
et convenons d’appeler X-abe´liennes les sous-alge`bres a de g telles que
{HZ , HZ′} = 0 chaque fois que Z,Z ′ ∈ a (cf. 1.3).
6.1 De´finition. Une repre´sentation 0-quantique pour (X,Φ) est une re-
pre´sentation unitaire U de G, telle que pour toute sous-alge`bre X-abe´lienne
a de g, U ◦ exp |a soit une repre´sentation de (a,+) concentre´e sur Φ(X)|a.
Concentre´e est a` prendre au sens suivant. On regarde le dual a∗ comme
une partie du dual de Pontrjagin aˆ du groupe additif discret a, en identifiant
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p ∈ a∗ au caracte`re ei〈p,·〉 de a; et on demande que la mesure spectrale E
de´finie sur aˆ par le the´ore`me de Stone soit concentre´e sur Φ(X)|a, ce qui veut
dire que le comple´mentaire de cet ensemble est ne´gligeable pour la mesure
de Radon (ϕ,E(·)ϕ), quel que soit ϕ dans l’espace de la repre´sentation.
(Pour tout ceci, voir [Z96, §1.1F].)
Remarquons que nous ne supposons pas U continue a priori. Quant au
pre´fixe ‘0-’, il vient du fait que nous utilisons ici la de´finition de [Z96], qui
renforce un peu celle de Souriau. Cette dernie`re reviendrait en effet, comme
on l’a vu dans [Z96], a` supposer U ◦ exp |a concentre´e non pas sur Φ(X)|a
mais sur sa fermeture dans aˆ.
C. Repre´sentations 0-quantiques de F o G. Soit maintenant H un
sous-groupe ferme´ de G, et supposons que X soit induite d’un H-espace
hamiltonien: X = IndGH Y . On a donc sur X un syste`me d’imprimitivite´
f = find (2.6), dont nous avons note´ F le groupe additif sous-jacent (§2A);
et on peut former le produit semidirect F oG:
(f, g)(f ′, g′) = (f + g(f ′), gg′). (6.2)
Bien que FoG ne soit pas en ge´ne´ral un groupe de Lie, tous les ingre´dients
ne´cessaires pour appliquer la de´finition 6.1 sont re´unis: on a une action de
F oG sur X (§2E), et une application moment e´quivariante
pi × Φ : X → f∗ × g∗. (6.3)
Par ailleurs, toute repre´sentation de F oG s’e´crit (f, g) 7→ D(f)U(g) pour
une repre´sentation D de F et une repre´sentation U de G. Cela e´tant, on
peut e´noncer le
6.4 The´ore`me. Soit (D,U) une repre´sentation 0-quantique de FoG pour
X = IndGH Y , et fixons x ∈ X. Alors il existe une unique repre´sentation
unitaire continue T de H, telle que
(a) U = IndGH T, (b) (D(f)ϕ)(g) = e
if(g(x))ϕ(g). (6.5)
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Remarque. L’unicite´ de T s’entend a` e´quivalence unitaire pre`s. De meˆme,
par (6.5) il faut bien suˆr entendre que le couple (D,U) est unitairement
e´quivalent a` celui de´fini par (a, b); rappelons a` ce propos que la repre´senta-
tion induite agit dans un espace de (classes de) fonctions ϕ sur G.
Preuve. La repre´sentation U est continue par [Z96, 2.18]. Appliquons d’au-
tre part (6.1) a` la sous-alge`bre abe´lienne f (sur laquelle exp sera, bien en-
tendu, l’identite´ f → F). La mesure spectrale E de D ◦ exp |f = D est
de´finie par E(f∨) = D(f), ou` f∨ de´signe le caracte`re continu χ 7→ χ(f)
du groupe abe´lien compact fˆ. Comme (D,U) est une repre´sentation, on a
D(g(f)) = U(g)D(f)U(g−1) et donc
E(g(f∨)) = U(g)E(f∨)U(g−1). (6.6)
De plus, E est par hypothe`se concentre´e sur la base pi(X) ⊂ f∗ ⊂ fˆ de f. Par
conse´quent, le the´ore`me d’imprimitivite´ de Mackey [F88, p. 1194] s’applique,
et nous fournit une unique repre´sentation continue T de H telle que
(a) U = IndGH T, (b) (E(f
∨)ϕ)(g) = f∨(g(b))ϕ(g), (6.7)
ou` b = pi(x) vu comme e´le´ment de fˆ. Or ceci n’est autre que (6.5). q.e.d.
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Une proprie´te´ des mesures de Radon
Nous de´montrons ci-dessous la proposition 1.31b (p. 13). En effet, elle ne
semble se trouver que dans les exercices de Bourbaki [k], avec de surcroˆıt un
e´nonce´ errone´. (Il est trivialement en de´faut quand l’application pi conside´re´e
n’est pas surjective.) Voici un e´nonce´ correct:
Proposition. Soit pi : X → Y une application continue entre espaces lo-
calement compacts, ou` X est de´nombrable a` l’infini, et soit ν une mesure
positive sur Y . Si ν est concentre´e sur pi(X), alors il existe une mesure
positive µ sur X telle que ν = pi(µ).
On a besoin de cette proposition en (2.18), et dans l’annexe B ci-dessous.
L’hypothe`se de de´nombrabilite´ est essentielle, comme on le voit en prenant
X = Rdiscret, Y = R, ν = Lebesgue.
Preuve. Par hypothe`se, X est la re´union d’une famille de´nombrable de
compacts Vn. Remplac¸ant chaque Vn par un voisinage compact Wn, puis
par Xn = W1 ∪ · · · ∪Wn, on obtient une suite croissante de compacts Xn
dont les inte´rieurs recouvrent X. Posons Yn = pi(Xn), et
pin = l’application Xn → Yn de´duite de pi,
νn = ν|Yn, la mesure induite par ν sur Yn [c].
Lemme 1. Il existe une mesure positive µn sur Xn, telle que νn = pin(µn).
En effet, soit Fn = { g ◦ pin : g ∈ C(Yn)}, ou` C(Yn) de´signe les fonctions
continues sur Yn. Comme g◦pin de´termine g, il y a une unique forme line´aire
(positive) λn sur Fn telle que νn(g) = λn(g ◦pin). Par Hahn-Banach, ou [b],
on peut e´tendre λn par une forme line´aire positive µn sur C(Xn).
Lemme 2. On peut choisir les µn de sorte que µn|Xm = µm pour n ≥ m.
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Par re´currence, il suffit de voir que µ1 e´tant donne´e, on peut modifier µ2 de
sorte qu’elle induise µ1 sur X1. Pour cela, il suffit de remplacer µ2 par
µ˜2 = i(µ1) + φ.µ2,
ou` i est l’injection X1 ↪→ X2, et φ la fonction caracte´ristique de X2\pi−12 (Y1).
C’est bien de´fini, car i est propre et φ est µ2-inte´grable. Notant j l’injection
Y1 ↪→ Y2, et ψ la fonction caracte´ristique de Y2 \ Y1, on a pi2 ◦ i = j ◦ pi1 et
φ = ψ ◦ pi2. Par [f, i, j], on a donc encore
pi2(µ˜2) = j(ν1) + ψ.ν2 = ν2.
D’autre part, φ e´tant nulle sur X1, [h] et [i] donnent µ˜2|X1 = µ1 + 0 = µ1,
comme annonce´.
Cela dit, soit µ˙n l’image de µn par Xn ↪→ X. Si f est continue a` support
compact sur X, alors supp(f) est contenu dans un Xm. Par notre choix
des µn, cela entraˆıne que la suite des µ˙n(f) est une constante µ(f) a` partir
d’un certain rang. La forme line´aire positive µ ainsi de´finie est la borne
supe´rieure [a] des µ˙n,
µ = sup
n
µ˙n.
D’autre part, par construction des µn et par [i] on a pi(µ˙n) = χn.ν, ou` χn
est la fonction caracte´ristique de Yn. En particulier l’ensemble des pi(µ˙n)
est borne´ supe´rieurement, par ν; donc [g] et [e] assurent que pi est µ-propre
et que
pi(µ) = sup
n
pi(µ˙n) = sup
n
(χn.ν) = χ.ν,
ou` χ = supn χn. Mais ceci est la fonction caracte´ristique de pi(X); donc par
hypothe`se χ−1 est localement ν-ne´gligeable, et [d] donne χ.ν = ν. q.e.d.
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Le the´ore`me du petit groupe
Nous de´montrons ci-dessous la proposition 3.9 (p. 26). C’est bien suˆr essen-
tiellement un cas particulier du the´ore`me de Mackey [2, p. 1284]. Mais pas
tout a` fait, car ce the´ore`me est formule´ en termes de mesures sur Aˆ, qui
pour A non-abe´lien n’est pas force´ment localement compact, alors que nous
avons eu soin de ne parler que de mesures de Radon.
On pourrait bien suˆr traduire les hypothe`ses; mais il est au fond plus
simple de traduire la preuve de Blattner [1]. Sous les hypothe`ses de (3.8),
et e´tant donne´e une repre´sentation unitaire continue U de G, la proposition
a` e´tablir s’e´nonce:
Proposition. Si U ◦ exp|a est une repre´sentation concentre´e sur X|a, alors
il existe une unique repre´sentation unitaire continue T de H telle que
(a) U = IndGH T, (b) T ◦ exp|a = ei〈p,·〉1.
Preuve. Soit E la mesure spectrale de U ◦exp|a (dans a∗). Elle est unique-
ment de´termine´e par la relation (1.29):
(∗) E(ei〈·,Z〉) = U(exp(Z)) ∀Z ∈ a.
Comme par hypothe`se elle est concentre´e sur X|a, (1.31b) nous autorise a`
la conside´rer comme de´finie sur X|a = G/H, muni de la topologie quotient.
Appliquant (1.30) aux automorphismes par lesquelsG agit dans a, on obtient
par ailleurs E(f ◦ g−1
a∗ ) = U(g)E(f)U(g
−1) pour tout g ∈ G. Donc le the´o-
re`me d’imprimitivite´ [3] s’applique, et affirme qu’il existe une unique repre´-
sentation unitaire continue T de H, dans un espace HT , telle que le couple
(U,E) soit donne´ (a` une e´quivalence unitaire pre`s) par
(a) U = IndGH T , (b
′) (E(f)ϕ)(g) = f(g(p))ϕ(g).
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Rappelons que (a) signifie que la repre´sentation U se fait par translations
a` gauche dans un espace HU constitue´ de classes de functions mesurables
ϕ : G→ HT telles que ϕ(gh) = T \(h−1)ϕ(g) pour tout h ∈ H, ou` T \ est le
produit de T par le rapport de fonctions modules (∆G/∆H)
1/2, qui vaut 1
dans A [2, p. 243].
Reste a` voir que (b)⇔ (b′). Or pour a ∈ A on a (U(a)ϕ)(g) = ϕ(a−1g) =
ϕ(gg−1a−1g) = T (g−1ag)ϕ(g). Substituant ceci dans (∗) on conclut que (b′)
est e´quivalent a`
(b′′) T (exp(g−1Zg))ϕ(g) = ei〈g(p),Z〉ϕ(g) p. p.
(∀ϕ ∈ HU , ∀Z ∈ a). Cela dit, (b) entraˆıne clairement (b′′); pour voir la
re´ciproque, on applique (b′′) a` des fonctions continues de la forme
ϕ(g) =
∫
H
φ(gh)T \(h)ξ dh,
ou` ξ ∈ HT et ou` φ est une fonction continue a` support compact sur G. (Ces
ϕ sont dans HU .) Faisant g = e dans la formule obtenue, et faisant tendre
φ(h)dh vers la mesure de Dirac, on obtient T (exp(Z))ξ = ei〈p,Z〉ξ. q.e.d.
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Syste`mes e´le´mentaires galile´ens
Nous rappelons ci-dessous les de´finitions ne´cessaires a` la compre´hension de
l’exemple 3.13 (p. 27). Le groupe de Galile´e, G˙, est constitue´ des matrices
de la forme
g˙ =

A b c0 1 e
0 0 1

 , A ∈ SO(3),
b, c ∈ R3, e ∈ R.
Ce groupe agit sur l’espace-temps par g˙(r, t) = (Ar+bt+c, t+e). D’apre`s les
§§ 1.1B-C, ses varie´te´s symplectiques homoge`nes sont, a` d’e´ventuels reveˆte-
ments pre`s, les orbites coadjointes de son extension centrale universelle.
Celle-ci a e´te´ calcule´e par Bargmann [1]: c’est le groupe G des matrices
g =


1 bA 12‖b‖2 f
0 A b c
0 0 1 e
0 0 0 1


qui se projettent dans G˙ en oubliant la premie`re ligne et la premie`re colonne;
on a note´ b = 〈b, ·〉 (‘produit scalaire par b’), et f ∈ R. Son alge`bre de Lie
g est donc constitue´e de matrices de la forme
Z =


0 β 0 ϕ
0 j(α) β γ
0 0 0 ε
0 0 0 0


ou` j(α) = α× · (‘produit vectoriel par α’); et on peut voir g∗ comme un
espace de 5-tuples x = (`, g,p, E,m), mis en dualite´ avec g par
〈x, Z〉 = 〈`,α〉 − 〈g,β〉+ 〈p,γ〉 − Eε−mϕ.
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Dans ces variables, l’action coadjointe s’e´crit: g(x) = x?, avec


`? = A`+Ag×b+ c×Ap+mc×b,
g? = A(g − pe) +m(c− be),
p? = Ap+mb,
E? = E + 〈b, Ap〉+ 12m‖b‖2,
m? = m.
Un fait mentionne´ en (3.13) est ici en e´vidence: a` m fixe´, les de´placements
euclidiens (A, c) agissent sur le ‘moment de boost’ g par g? = Ag + mc.
Cela donne a` g (ou plutoˆt g/m) la ge´ome´trie affine d’une position lorsque
m est non nul, mais pas autrement.
Pour classer les orbites, nous appliquons la proposition 3.14 a` l’ide´al abe´-
lien a de´crit par (γ, ε, ϕ). Comme le montrent les trois dernie`res lignes
ci-dessus, G agit sur x|a = (p, E,m) avec trois types d’orbites selon que m,
et ensuite ‖p‖, est nul ou pas. Ceci donne lieu a` trois possibilite´s dans (3.14):
(a) X|a est un 3-parabolo¨ıde, et Y une orbite de SO(3),
(b) X|a est un 3-cylindre R× S2, et Y une orbite de E(2),
(c) X|a est un point, et Y (= X) une orbite de E(3).
Les orbites (c) sont simplement celles du groupe d’Euclide (qui intervient ici
en tant que groupe de Galile´e homoge`ne: {g˙ ∈ G˙ : c = e = 0}). Pour de´crire
les autres, notons e1, e2, e3 la base canonique de R
3.
Cas a : Particules massives. E´tant donne´s 3 nombres s, c,m avec s ≥ 0
et m 6= 0, l’orbite
X = G(se3,0,0, c,m)
de´crit une particule de masse m, spin s et e´nergie interne c. Lorsque s > 0,
elle s’identifie a` R6 × S2 au moyen de l’application Φ :
Φ(r,p,u) =
(
r×p+ su, mr, p,
‖p‖2
2m
+ c, m
)
,
ou` r,p ∈ R3 et u ∈ S2. Sa structure symplectique est la somme de dp∧ dr
sur R6, et s fois la 2-forme d’aire Ω sur S2. Meˆme chose lorsque s = 0, sauf
que la sphe`re disparaˆıt.
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Cas b1 : Particules de masse nulle. E´tant donne´s 2 nombres s et k > 0,
l’orbite
X = G(se3,0, ke3, 0, 0)
de´crit une particule de masse nulle de couleur k, spin |s| et he´licite´ signe(s).
Elle s’identifie a` TS2 ×R2 au moyen de l’application Φ :
Φ(r,u, t, E) =
(
r×p+ su, −pt, p, E, 0
)
,
ou` r ∈ TuS2 et p = ku. Sa 2-forme est dp∧dr−dE∧dt+sΩ, etG agit sur elle
via son action spatio-temporelle sur la droite (r+Ru, t): on peut interpre´-
ter le point ci-dessus comme le mouvement d’une particule qui parcourrait
instantane´ment la droite r +Ru, a` la date t, avec une e´nergie E.
Cas b2 : Autres orbites de masse nulle. E´tant donne´s 2 nombres posi-
tifs h et k, l’orbite
X = G(0, he1, ke2, 0, 0)
ne de´crit aucune particule connue. Elle s’identifie a` TSO(3)×R2 au moyen
de Φ :
Φ(L,U, t, E) =
(
`, n− pt, p, E, 0
)
,
ou` L = j(`)U ∈ TUSO(3) et (n,p) = (hUe1, kUe2). Sa 2-forme est la de´ri-
ve´e exte´rieure de − 12Tr(LdU)− Edt.
Remarques. Les de´tails de l’exemple 3.13 se ve´rifient facilement sur ces
formules. Notons qu’on aurait aussi pu appliquer la the´orie de Mackey sym-
plectique a` l’ide´al Heisenberg de´crit par (β,γ, ϕ); comme dans [2], les calculs
s’en trouvent meˆme simplifie´s.
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SUBSETS OF R/I WHICH BECOME DENSE
IN ANY COMPACT GROUP
FRANQOIS ZIEGLER
Abstract
A polynomial curve or variety, contained in no proper affine subspace,
becomes dense in the homomorphic image of R' in any compact group.
1. Introduction
Let M be a subset of Rn and let E denote the smallest amne subspace
containing M. We say that M is Bohr dense in E if P(M) is dense in
p(E) whenever P is a continuous morphism of Rn into some compact
group, Z. We say that M is a polynomial variety if it is the image of a
polynomial map P : R- ---' R'. We propose to prove the following:
Theorem. Let M c Rn be a polynomial variety. Then M is Bohr
dense in its afine hull E .
Thus a cone is Bohr dense in space, and so is a parabola in the plane; in
contrast we observe that a hyperbola is not. Functions ofthe form f o p ,
with p as above and f a continuous function on ?., are called almost
periodic; so we may restate the theorem as:
Corollary. Let M cRn be a polynomial variety, contained in no proper
afine subspace. Then every almost periodic function on Rn is determined
by its restriction to M .
2. Proof of the Theorem
Let all notation be as in the introduction. Translating everything so
that M contains the origin, we may assume thal E is a vector subspace
of Rn . Replacing Rn by this subspace and 7" by an abelian subgroup if
necessary, we may also assume that P(E): ?n. We must then prove that
f(M):T-
The idea is to show that the image of a "renormalized" Lebesgue mea-
sure under the given maps R- -- E -- Z coincides with Haar measure 4
Received July 2'l , 1992.
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on f . More precisely let L denote Lebesgue measure on the cube [0, 1]-
and let Fo be the image of ,t under the maps
[0, l]- -!-Rry -!- n -!- T,
where a stands for dilation by a factor d 
€ 
R; then we shall prove that
for every continuous function f on T one has
(*)  )*rr"U):  qU).
The theorem follows: for if / > 0 vanishes on B(M) then so does the
left-hand side and hence 4(/), which forces / to vanish everywhere.
Since linear combinations of characters are uniformly dense in the con-
tinuous functions on ?", it is enough to prove (x) when f isa character,
in which case 4(f) is I or 0 according as f : I or not. Since (x) is
clear when f  = l ,  i t  remains to show that p,( f) : l ( f  o p oPoa) 
-  
Q
as a+ m whenever /  isanontr iv ialcharacterof 7".  Butthen f  op is
a nontrivial character of E (because B(E') is dense in Z ), so
U 
" 
Bo p)(x)  -  r i \ r2 'P(x))
for a nonzero linear form p on E. Moreover the polynomial p(x) :
(q , P(x)) is not constant on R- , for M is contained in no proper affine
subspace of E . So matters are reduced to the following:
Lemma. If p is a nonconstant polynomial on R^ then
nn [  
" i t (ax) dx 
:0.
4-.m J[0,1] .
Proof. Since p is not a constant, it has degree k > I in at least one
of the variables, say xi : / . Writing y for the remaining x, and p(x) :
py(t), our integral 1o becomes the integral over [0, 1]--r of
Now consider the coefficient c(y) of tk in py(t): being a nonzero polyno-
mial in y, it is nonzero for all y in a conull set f c [0, l] '- ' . Likewise
c(ay) , for fixed y e Y, is a nonzero polynomial in a and therefore
nonzero forall a ina cofinite set A, C R. Forfixed (y , a) in Y xA, we
conclude that the ftth derivative k! c(ay) of poy is bounded away from
zero. By the generalized van der Corput lemma [, p. 1258] this implies
that
I  fu I  1k+l
I I et,avtt) atl s 
-J----.n 
va. u e R.
lJu l -  lk tc(ay) l '
Io(t): f ot , 'o",to') , : I f oo ,'o',Q) dt.
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Taking lu, ul:10, al and letting a ---+ @, it follows that Io0) 
- 
0 for
all y e Y, whence Io 
- 
0 by dominated convergence. This completes the
proof.
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ON THE KOSTANT CONVEXITY THEOREM 
FRANCOIS ZIEGLER 
(Communicated by Jonathan M. Rosenberg) 
ABSTRACT. A quick proof that the coadjoint orbits of a compact connected Lie 
group project onto convex polytopes in the dual of a Cartan subalgebra. 
1. INTRODUCTION 
Let G be a compact connected Lie group, T a maximal torus of G, g and 
t their Lie algebras and 7: g* - t* the natural projection. As usual we identify 
t* with the subspace of all T-fixed points in g* . Then every coadjoint orbit X 
of G intersects t* in a Weyl group orbit Qx [4], and in this setting B. Kostant 
[9] has proved: 
1.1. Theorem. 7r(X) is the convex hull of Qx. 
Alternative proofs and generalizations have appeared in [2, 5, 7, 8]; see the 
monograph [3]. Our purpose here is to show that representation theory and 
the projective embeddings of Borel-Weil-Tits [10, 12] allow for an elementary 
proof of Theorem 1.1, bypassing the Morse theoretic or asymptotic arguments 
of loc.cit. 
2. PROJECTIVE EMBEDDINGS 
If Ox lies in the weight lattice A = {w E t* : ei(w,Z) = 1 V Z E ker(explt)}, 
we say that X is integral; then Qx contains the highest weight w0 of a 
unique irreducible unitary G-module V [1]. The corresponding projective 
space P(V), regarded as the manifold of all rank one hermitian projectors p 
in V, carries canonical complex and symplectic structures J and a, defined 
on tangent vectors 3p, 3'p E TpP( V) by 
1 
JMP =[p 3Sp] a(3p, 3'p) = Tr(3'pJ3p). 
Writing Eo for the eigenprojector associated to wo, we know from [ 10, 12] that 
the G-orbit of Eo is a complex submanifold, X, of P(V). In particular X is 
homogeneous symplectic, with momentum map D: X --+g* readily computed 
Received by the editors January 1, 1991. 
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as 
(*) (?D(x), Z) = .Tr(xZ), 
where Z H-* Z is the differentiated representation of g on V. By Kirillov- 
Kostant-Souriau [11] D covers a coadjoint orbit of G, namely X since 
D(Eo) = wo. But X is simply connected [10], so D is actually a diffeomor- 
phism X *-+ X. 
3. PROOF OF THE THEOREM 
If Theorem 1.1 holds when Ox lies in A, it follows also for Qx in RA 
by rescaling, and then for the general Qx in t* = RA by a straightforward 
continuity argument. So it is enough to prove Theorem 1.1 when X is integral. 
Let, then, X c P(V) be as above; also let A c t* be the weight diagram of 
V, so that we have 
Z (w,Z)Ew VZet, 
wEA 
where Ew denotes the eigenprojector belonging to w E A. Substituting this in 
(*, exhibits r(D(x)) as a convex combination of elements of A; since A lies 
in the convex hull of Ox [1I so does, therefore, n (X) . 
For the converse inclusion we use a variational method inspired from [6]. Let 
{wj} be an enumeration of Qx and write Ej for the projectors f- l(wj) = 
E,w, . Given a convex combination Ej, j wj of the wj, we maximize the non- 
negative function 
p(x) = I| Tr(Ejx)Ij 
and compute its derivative Dp(x)(6x) in the tangent direction 
3x= J[Z, x], Z E t. 
Since X is compact p does attain its maximum, which is positive: if p van- 
ished identically, so would the product of the real analytic functions p}(x) = 
Tr(Ejx) and hence also one of the pj, whereas pj(Ej) = 1. Now we have 
I 
Dpj(x)(3x) = Tr(Ej3x) = . Tr(Ej [2xTr(xZ) - Zx - xZ}) 
= 2pj(x)(FD(x) - wj, Z), 
whence 
Dp(x),(x) = 2p(x) (D(x) - Ej 1jwj, Z= 0 VZ E t 
at the maximum. Thus 4>(x) projects to the given convex combination, and 
our proof is complete. 
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Abstract
This Thesis consists mainly of two papers.
1) Quantum representations and the orbit method. A major success
of group representers has been to fit much of their subject into the following
scheme: unitary representations of a Lie group correspond to the symplectic
manifolds on which the group acts. Yet, a statement like “this representation
corresponds to (or “quantizes”) that symplectic manifold” is usually true by
definition, rather than a theorem. Can we get these definitions from some
principle—which would generalize the hypothesis of the Stone-von Neumann
theorem?
J.M. Souriau has proposed to this effect a principle whose spectral nature
we first demonstrate (it essentially requires that commuting observables
have their quantum spectrum concentrated in their classical range, suitably
compactified), and whose relation with the traditional orbit method we then
describe.
When the group is compact, we show that our principle effectively selects
the expected representation within sections of the line bundle over the orbit.
When the group is noncompact, on the other hand, we find many unexpected
representations; but we show how the principle can be refined so as to, either,
recover the traditional theory for exponential groups, or in another direction,
characterize some new discontinuous representations in which states can be
“localized” on lagrangian submanifolds of the orbit.
2) The´orie de Mackey symplectique. Kazhdan, Kostant and Sternberg
introduced in 1978 a construction intended to play, in symplectic geome-
try, le role played by unitary induction in representation theory. In this
second paper, we show that a detailed analogue of all of Mackey’s theory
(imprimitivity theorem, normal subgroup analysis) can be developed in this
purely geometrical framework. In particular, every induced symplectic man-
ifold comes equipped with a distinguished abelian group of automorphisms
(system of imprimitivity).
Our main observation then is that the spectral principle of the first paper
can be imposed to the generators of this group, and that as a result, the
representations attached to an induced symplectic manifold are necessarily
induced from the same subgroup.
Five technical appendices complete the Thesis.
Re´sume´
Cette the`se se compose principalement de deux articles.
1) Quantum representations and the orbit method. Un des grands
succe`s de la the´orie des repre´sentations est de s’eˆtre presqu’entie`rement
coule´e dans le sche´ma suivant: les repre´sentations unitaires d’un groupe de
Lie correspondent aux varie´te´s symplectiques sur lesquelles ce groupe agit.
Pourtant, l’assertion que telle repre´sentation correspond a` (ou “quantifie”)
telle varie´te´ est en ge´ne´ral une de´finition, plutoˆt qu’un the´ore`me. Peut-on
faire re´sulter ces de´finitions de quelque principe—qui ge´ne´raliserait l’hypo-
the`se du the´ore`me de Stone-von Neumann?
J.-M. Souriau a propose´ a` cet effet un principe dont nous montrons
d’abord la nature spectrale (il exige en substance que le spectre quantique
d’observables qui commutent soit concentre´ dans leur ensemble de valeurs
classique, convenablement compactifie´), et dont nous de´terminons ensuite
la relation avec la me´thode des orbites traditionnelle.
Lorsque le groupe est compact, la condition se´lectionne bien la repre´sen-
tation attendue dans les sections du fibre´ en droites au-dessus de l’orbite.
Lorsque le groupe est non compact, nous trouvons par contre de nombreuses
repre´sentations inattendues ; mais nous montrons comment on peut ren-
forcer la condition de Souriau, soit de manie`re a` retrouver la the´orie tradi-
tionnelle pour les groupes exponentiels, soit de manie`re a` caracte´riser des
repre´sentations nouvelles, discontinues, qui admettent des e´tats “localise´s”
sur des sous-varie´te´s lagrangiennes de l’orbite.
2) The´orie de Mackey symplectique. Kazhdan, Kostant and Sternberg
ont introduit en 1978 une construction destine´e a` jouer, en ge´ome´trie sym-
plectique, le roˆle que tient l’induction unitaire en the´orie des repre´sentations.
Dans ce second article, nous de´taillons l’analogue de la the´orie de Mackey
(the´ore`me d’imprimitivite´, “normal subgroup analysis”) dans ce cadre pure-
ment ge´ome´trique. En particulier, toute varie´te´ symplectique induite se
trouve munie d’un groupe d’automorphismes abe´lien privile´gie´.
Appliquant a` ce groupe le principe spectral e´tudie´ dans l’article pre´ce´dent,
nous montrons alors qu’a` une varie´te´ induite doivent ne´cessairement corres-
pondre des repre´sentations induites.
Cinq annexes techniques comple`tent l’ensemble.
