Much research in computational linguistics has concentrated on treating the individual phenomena of natural language rather than on how these treatments can be made to work together. This paper discusses four respects in which processes embodying individual treatments must be made to co-operate with one another if anaphoric expressions are to be interpreted correctly. These are the coordination of (1) treatments of anaphoric and non-anaphoric ambiguity in a sentence; (2) treatments of di erent kinds of knowledge relevant to interpretation; (3) the resolution of several anaphors in one sentence; and (4) candidate referents arising from several sources. It is argued that a exible control structure based on numerical scoring allows the required co-operation to take place, whereas a more limited depth-rst architecture seems not to allow this. The discussion is grounded in comparisons between two very di erent implemented systems that resolve anaphors. The rst, SPAR, is an experimental system embodying the control structure argued for. The second, the SRI Core Language Engine, is a wide-coverage system intended for practical applications. Its control structure is, at the time of writing, depth-rst, but planned enhancements will allow the problems discussed in the paper to be tackled, resulting in the development of a powerful and widely-applicable natural language processor.
INTRODUCTION
To derive appropriate interpretations for its input, a natural language processing (NLP) system must take account not only of absolute constraints on possible struc-tures and meanings but also of preferences that serve not to rule out individual readings as inherently unacceptable, but to give priority to more acceptable readings over less acceptable ones. Such preferences operate at every linguistic level. Some instances are:
context-derived preferences for one sense of a word over another, as modelled, for example, in script-based processing (Schank and Abelson, 1977) and systems using marker passing or spreading activation (Alshawi, 1987; Hirst, 1987) ; syntactic preferences for one structure over another, such as right association and minimal attachment (Frazier and Fodor, 1979; Wilks, Huang and Fass, 1985) ; semantic preferences in the form of the expectations of some predicates for certain kinds of arguments (Wilks, 1975 , and much subsequent work); preferences for more focused or salient entities as the referents of pronouns and other anaphors (e.g. Sidner, 1979a; Alshawi, 1987) .
In NLP, it is important not only to implement solutions to the individual problems that arise (parsing, semantic interpretation, reasoning, etc.) but also to coordinate the application of those solutions. It is probably not an exaggeration to say that far more work has been published on the rst type of task than on the second. However, in a non-trivial system, it will often happen that one reading of a sentence will be preferable on, say, syntactic grounds, but another will allow easier pronoun resolution. In such situations, the system needs to make an intelligent choice; and the fact that preferences as well as absolute constraints must be considered makes this problem far from trivial.
The aim of this paper is therefore to examine the way in which the need to take account of preferences and coordination of solutions should in uence the design of an NLP system. (Throughout this paper, the word \coordination" is used to refer to this aspect of the control structure of a system, and not to the linguistic phenomenon of coordination by means of conjunctions). I will concentrate on the problem of anaphor resolution, showing how preferential phenomena complicate the task of coordinating the activities of various resolution subprocesses, and suggesting solutions to four speci c coordination problems. In each case, the solution involves balancing the competing claims of each subprocess, thereby ensuring as far as possible that each subprocess is allowed to contribute to the overall interpretation task as fully as it is able to, while not being forced to make decisions for which it, on its own, has insu cient evidence.
I will argue that such a balance is best achieved by a staged processing architecture in which a numerical score is associated with each alternative reading. Each stage of processing is able to contribute to the score of each reading. To achieve e ciency, pruning of low-scoring readings may take place at certain points without greatly a ecting the accuracy of the system.
An example of a system with such an architecture, which also implements solutions to the coordination problems mentioned above, is the SPAR system (Shallow Processing Anaphor Resolver; Carter, 1987a Carter, , 1987b . To provide a speci c context for the discussion of NLP system design that follows, I will contrast SPAR with the current version of the SRI Core Language Engine (CLE; Alshawi, 1990) , whose architecture, with respect to anaphor resolution and other problems, is at present quite di erent. An overview of each of these systems will therefore now be presented.
SPAR: SHALLOW PROCESSING ANAPHOR RESOLVER
The SPAR system was not intended for use in practical applications, but was written to test a speci c version of the hypothesis that a shallow processing approach to NLP, of relying heavily on linguistic knowledge and limiting the extent and use of world knowledge, can usually achieve accurate results in ambiguity resolution. The speci c version of this hypothesis tested by SPAR was for the problem of anaphor resolution in the task of paraphrasing simple English stories. SPAR processed stories sentence by sentence, resolving the ambiguities in each sentence, integrating the information in them into context, and outputting a paraphrase of the sentence, before moving on to the next one. For example, for a story beginning (1) John promised Bill that he would mend his car.
He took it to his friend's garage. He tried to persuade his friend that he should lend him some tools.
the system generated a paraphrase beginning (2) John promised Bill that John would repair Bill's car. To John's friend's garage, John conveyed the car. John attempted to convince John's friend that that friend should loan John some repair implements.
The paraphrase is intended to show not only what referents have been assigned to the anaphors, but also, by using near-synonyms and varying the syntactic structures, what lexical and structural choices have been made. SPAR was tested mainly on a corpus of 23 texts averaging nine sentences in length. About 93% of the 242 pronouns in these texts were resolved correctly. Much of the accuracy that SPAR achieved was due to its use of a staged, score-based, processing architecture.
The SPAR system and the issues it addresses are described in detail in Carter (1987a) . However, its operation can be summarized as follows.
SPAR's input was processed initially by a syntactic and semantic analyser (Boguraev, 1979 ) that resolved as much non-anaphoric (word-sense and structural) ambiguity as possible, leaving anaphors untouched, and constructing alternative case-labelled dependency structures when non-anaphoric ambiguities depended on contextual information for its resolution. For example, for the sentence \He picked up a jack", two structures would be produced, di ering in the sense of \jack" they contained (playing card or repair implement), but both containing a substructure representing the unresolved pronoun. One of them might be as follows:
Here, PICK-UP2, HE1 and JACK2 are word senses, GRASP, MAN and THING are additional de nitional information, and AGENT and OBJECT are semantic cases.
The readings output by Boguraev's analyser did not have any scores associated with them, although some preferential information was used internally in constructing interpretations. However, each stage of SPAR's processing could change the score of a reading, and readings could sometimes be discarded at intermediate stages. The processing stages, for each reading of each sentence in a text, were as follows.
The dependency structure representing the reading was converted into a network form, and enriched by con ating it with de nitional information associated with the word senses it contained. Points were awarded for where information was repeated; for example, for the sentence \I saw a man with a telescope", the reading where the prepositional phrase attaches to the verb would score more highly because \telescope" was de ned as a thing for seeing or looking with. In the network fragment for each reading of \He picked up a jack", there would be a node for each of \he", the jack and the speci ed action of picking up, and the links between these would be labelled by case names. Information such as givenness and anaphoric type was stored within nodes.
A set of anaphor resolution rules, based closely on those of Sidner (1979a) were applied to each possible anaphor in the reading. These rules suggested a sequence of candidate referents, arising from the context or the current sentence, according to the contents of a set of focus registers representing the current discourse focus, potential foci, and other items. Candidates might be suggested either one at a time or in batches. In either case, candidates were assessed for syntactic agreement and for semantic plausibility in the anaphor's sentential context. Points were deducted for every failed candidate or batch of candidates. As soon as one or more candidates were judged plausible, processing of that anaphor was suspended.
Con gurational constraints based on those of Reinhart (1983) were applied to the sets of candidates delivered by the preceding stage. This could result in one or more candidates surviving for each anaphor. Rarely, all the candidates for an anaphor were ruled out; when this occurred, more candidates were generated, as above.
At this point, all but the highest-scoring reading(s) were discarded. This produced a signi cant e ciency gain with negligible, if any, loss of accuracy.
If any ambiguity remained, either because multiple readings survived or because some anaphor had several surviving candidates, common-sense inference rules were invoked to look for a causal or other link between a proposition in the current sentence and one in an earlier one. Such a link, if found, would bind the anaphor to one of its candidates. Scores were awarded for links, with shorter (simpler) links scoring more highly.
If anaphoric ambiguities still remained, a set of very general, shallow heuristics, not described here, were invoked to resolve them. Similarly, a selection was made between multiple readings corresponding to non-anaphoric ambiguities by applying the syntactic preferences of Frazier and Fodor (1979) .
Anaphor resolution in the last four phases of processing was controlled by an arbitrator which compared the predictions made and decided what candidates were no longer plausible and when processing should terminate. A key point to note is that every stage of processing was able to a ect the score of a reading; thus for example, a reading that scored more highly during the rst (semantic con ation) phrase could later be overtaken by another which allowed easier reference resolution.
THE SRI CORE LANGUAGE ENGINE
The Core Language Engine (CLE) is a domain independent system under development at SRI International's Cambridge Research Centre. The rst version of the system, which will be referred to as CLE-1, was developed under the Alvey initiative between 1986 and 1989. A follow-on project is under way to develop a new version, CLE-2, having capabilities for reasoning and for cooperative response. The goals of the two stages of the work are signi cantly di erent; as well as incorporating reasoning, more attention will be paid to issues of control, coordination and robustness in CLE-2, building on the strengths of CLE-1 while tackling the inadequacies discussed in this paper.
CLE-1 is written in Prolog, and translates English sentences into formal representations of their literal meanings which are capable of supporting reasoning. These representations are in the form of a rst-order logic augmented with generalized quanti ers and operators for tense and other phenonema, as described in detail by . Unlike SPAR, CLE-1 is not self-contained, but is designed to be used as a major component of interactive systems such as interfaces to database management systems and diagnostic expert systems.
The main contribution of CLE-1 is substantial coverage of English constructions in both syntax and semantics that is well motivated and hence extensible; in contrast to SPAR, it was not built mainly with anaphor resolution in mind. CLE-1 has a modular architecture with well de ned interfaces between the various stages of linguistic processing. The system's linguistic knowledge is expressed by means of declarative rules and lexical entries. These are compiled from the human-readable form in which they are written to an internal form, allowing Prolog uni cation to be used as the mechanism for passing information and rule application in each of morphology, parsing, interpretation, and selectional ltering. Since uni cation is the fundamental operation in Prolog, considerable speed advantages result, in addition to the usual payo s of declarativeness in terms of modularity, extensibility and reversability.
A compact representation of local ambiguities is applied systematically in syntax and semantics, allowing the adoption of the modular staged approach without sacricing computational e ciency In this representation, local alternatives are \shared" by higher-level structures which themselves are not duplicated. Thus, very roughly, the cost in both space and time of parsing an sentence containing m independent n-fold syntactic ambiguities is more nearly proportional to m times n than to n m , the number of possible parses.
The processing stages are as follows.
Segmentation and morphological analysis. CLE-1 has a 1300-word core lexicon and includes a component that allows non-linguist domain experts to add new entries.
Syntactic analysis. Information about the syntactic and semantic properties of linguistic constituents is represented in CLE-1 using complex categories that include a principal category symbol and speci cations of constraints on the values of syntactic and semantic features. During parsing, these constraints operate by means of Prolog uni cation. The end result of syntactic analysis is the set of all parses of the sentence, held in a structure-shared representation that localizes ambiguities.
Semantic analysis. This follows the constituents identi ed by syntactic analysis, building up \quasi" logical forms (QLFs) in which quanti er scope and anaphora are not resolved. One QLF for \He picked up a jack" would be where the tense operator past and the existentially quanti ed variable A are bona de logical form, but the a_term and qterm structures represent unresolved references and scopings.
Sortal ltering. The logical representations constructed by the CLE contain no explicit sortal information. Nevertheless, in the system's lexicon, absolute constraints are speci ed on the sorts of constants and predicate arguments. During sortal ltering, sorts are associated with variables by applying these constraints, any logical form structures containing a variable to which no consistent sort can be assigned are ruled out. Thus the QLF structure above survives if and only if the constraints on the third argument of pick_up2 and on the only argument of jack2 are consistent.
Quanti er scoping. The scope of quanti ers is made explicit using a set of rules that describe the relative strengths of English quanti er expressions. These rules depend on quanti er order. In some cases, preferences are relatively weak, so that two ordered results are produced; in others, the preferences are so strong that a second result is not produced.
Reference resolution and plausibility checking. CLE-1 allows the application to take part in both of these phases, which are interleaved, as follows. Reference resolution consumes a scoped QLF produced by the quanti er scoping phase and generates, through both CLE-1 and application procedures for nding possible referents, a fully resolved LF which is passed to the plausibility phase. This phase tests whether the proposed LF obeys a set of constraints, both linguistic and non-linguistic. If the proposed LF fails to pass these tests then reference resolution will generate other resolved LFs for the QLF; if all such proposed LFs fail the tests, reference resolution consumes another scoped QLF, and so on. Once a resolved LF is accepted, CLE-1 updates its model of currently salient discourse entities used for resolving intersentential references. The representational and linguistic aspects of CLE-1's reference resolution are discussed in detail in Alshawi (1990) . If the constant john1 is salient when \He picked up a jack" is input, the resolved LF might be stating that there is a jack C such that in the past, there was an event A of John picking up C.
The control structure from the sortal ltering stage onwards is a relatively simple depth-rst one, implemented directly by means of Prolog's built-in backtracking mechanism. The system constructs a logical form by making a number of decisions in a xed order, and if the result is unacceptable, it is always later decisions that are altered rst. Thus, for example, in reference resolution, if the rst complete set of resolutions of the anaphors in a QLF is deemed implausible, other possible referents will be tried exhaustively for the last anaphor to be processed before any other changes are considered; and the second QLF, if any, will not be considered at all unless no plausible set of resolutions at all can be derived for the rst. See section 4 below for further discussion of this.
CLE-1 has far wider coverage than SPAR in almost every respect, and in general implements far more thorough and well-de ned solutions to the individual problems of language interpretation. However, the emphasis in the project so far has been on formulating these individual solutions rather than on coordinating them. The depthrst control structure of the later phases of the system is a consequence of this, and has some disadvantages, as we will see. From the point of view of an application system carrying out nal plausibility checks, CLE-1 logical forms emerge one at a time, with no scoring information attached, and the application must decide which one to accept using an essentially binary, absolute plausibility test. The ordering of the logical forms is therefore very important. However, within CLE-1, later processing stages have no opportunity to reverse an ordering between readings imposed by an earlier stage.
The development of CLE-2 will therefore involve attempting to solve the coordination problems by making the control structure more exible, incorporating numerical scores so that the di erent components can contribute fully without being overstretched. The result should be a language processing system that combines breadth of coverage and representational power with the ability to weigh up di erent factors in selecting interpretations. This is, as we have seen, important not just in anaphor resolution but in all aspects of language interpretation.
The need for a more balanced architecture, with readings being ordered not as a result of depth-rst search but according to numerical scores to which all system components can contribute, will now be argued in more detail by looking at four types of coordination problem occurring in anaphora resolution. They are: coordinating the interactions of multiple types of ambiguity; coordinating processes that encode di erent sources or types of knowledge; coordinating the resolution of several anaphors in one sentence; and coordinating the consideration of possible referents arising from the current sentence and from elsewhere.
MULTIPLE TYPES OF AMBIGUITY
Both SPAR and CLE-1 treat word sense, structural and anaphoric ambiguity. CLE-1, but not SPAR, also deals with quanti er scoping. All these kinds of ambiguity can interact. We look here at the interaction of anaphor resolution with word sense and with structural ambiguity resolution.
In CLE-1, as we have seen, non-anaphoric ambiguities give rise to an ordered list of scoped QLFs. Reference resolution accepts these QLFs one at a time, inserts possible referents, and backtracks to another set of referents if the result is deemed implausible. The second QLF, if any, will only be considered if none of the reference resolution possibilities for the rst is deemed acceptable. This e ectively gives a much smaller \weight" to reference resolution than to other parts of the system; two interpretations that di er only in the referents they assign to anaphors will be much closer together in the sequence of structures presented to the plausibility checker than two interpretations that di er only in some other respect, such as an alternation of word senses.
In SPAR, however, reference resolution is able to overturn any preferences applied at an earlier stage. SPAR uses a variant of Crain and Steedman's (1985) \principle of referential success", which states that a reading that succeeds in referring to an entity already established in the hearer's model of the domain of discourse is favoured over one that does not. Consider the processing of the two contrasting texts (3) John put a bowl on the oor.
He picked up some biscuits. He put the biscuits in the bowl on the oor.
(4) John picked up some biscuits.
He put them in a bowl. He put the biscuits in the bowl on the oor.
The last sentence of each of (3) and (4) is structurally ambiguous between putting some biscuits into a bowl which happens to be on the oor, and putting some biscuits, which happen to be in a bowl, on the oor. Boguraev's analyser therefore produces two structures for it. In each text, the rst two sentences set up a context that makes a di erent one of these two structures more plausible by allowing full referential success only for that one structure. In (3), SPAR is able to identify both some biscuits and a bowl on the oor, allowing both de nite noun phrases to be fully resolved; but it cannot nd any biscuits that are already in a bowl. In (4), there is a complementary di erence. The failure to nd a referent results in a numerical penalty being awarded to the reading for which it occurs. In each case, this results in the correct reading being selected. Context, mediated by anaphora, can a ect the resolution of lexical as well as structural ambiguity. SPAR is sensitive to di erent degrees of referential success, in that a reference to a focussed entity is deemed to be more \successful" than a reference to an unfocused one. Consider the text (5) John put the dog on the table.
He examined its legs.
Here, the word \leg" is (in SPAR's lexicon) represented as lexically ambiguous between the \body part" and \furniture component" senses 1 . This results in the analyser producing two readings for the second sentence. In each case, SPAR's focusing algorithm suggests rst the dog and second, if necessary, the table as referent for \its". The \body part" sense of \leg" allows the rst suggestion to be accepted, but the other sense does not. The \body part" reading therefore escapes being given a penalty point, and is accepted as being referentially more successful (see Carter, 1987a , for a fuller discussion). However, a depth-rst architecture like that of CLE-1 does not allow reference resolution to determine the resolution of other ambiguities in this way. In each of the examples in this section, the incorrect reading is plausible (although, obviously, less plausible than the correct one). Thus although it is preferable for a de nite noun phrase to be assigned a referent, a failure to do so does not justify rejecting the reading altogether (if that were done, then, for example, the initial sentence \John put a bowl on the oor" would be rejected as incoherent). Similarly, it is perfectly possible for John to have examined the legs of the table. This means that in CLE-1, choices of structure and of word sense in situations like this are determined purely by grammar rule orderings and lexical entry orderings respectively, and not by any referential factors. It is, nevertheless, possible for the application back end to which CLE-1 is connected to override this ordering. If all possible resolved logical forms are deemed implausible, CLE-1 nally hands to the plausibility checker a special symbol denoting that there are no more interpretations available. The application can, at this point, hand back any structure it chooses to, to serve as the nal output of CLE-1. It is therefore possible in principle for the application to keep track of the structures it is handed and to assign a score to each one behind the scenes, telling CLE-1 that each one is implausible. Then, when the special symbol arrives, it could hand back the resolved logical form with the highest score. However, this \back door" method places all the burden for scoring on the application, which is far from ideal. Since much of the information relevant to scoring is linguistic in nature, it is really best dealt with by the CLE.
MULTIPLE KNOWLEDGE SOURCES
For successful anaphor resolution, it is important to coordinate the contributions of system components embodying di erent types of linguistic and non-linguistic knowledge, such as con gurational constraints (in \He examined him", the two pronouns cannot corefer), sortal restrictions (in \She drank it", \it" must refer to some liquid if \drank" is interpreted literally), focusing (as in \He examined its legs" above) and reasoning (as in the second sentence of \John told the waiter he had no money. He made him wash dishes.").
Of the four coordination problems identi ed in this paper as important to anaphor resolution, that of coordinating multiple knowledge sources is certainly the one to which most attention has been given to date. One can identify two broad types of approach, which I will call the democratic and the consultative. In a democratic approach, all sources of knowledge are given similar roles in the control structure. When an anaphor is being resolved, each source can, at least in principle, propose new candidate referents, contribute, positively or negatively, to the score of each candidate referent, and in some cases rule candidates out altogether. In a consultative approach, one knowledge source, typically encoding some kind of focusing information, is given a special role. It alone can propose candidate referents; other knowledge sources are consulted as to the appropriateness of those referents, and the rst proposed candidate to be judged appropriate is accepted. The two types of approach are qualitatively quite di erent, because in the consultative case, the proposing knowledge source imposes a partial ordering on candidates, and other sources cannot alter this ordering, and must evaluate each candidate (or set of candidates) in order, without knowing what other, from their point of view better, candidates might be proposed later. A consultative approach is therefore inherently more restricted and theoretically more committed concerning the relationship between knowledge sources in anaphor resolution. Naturally, however, the more partial the ordering imposed by the proposing process, the closer a consultative approach comes to being democratic. This will be discussed below in terms of the interaction between the focusing and inference components of a system. The democratic approach is closely related to the more general idea of a blackboard architecture, as used in speech recognition (see e.g. Erman and Lesser, 1980 , on the HEARSAY-II system) and other tasks. A blackboard architecture is characterized by a number of distinct knowledge sources which interact by proposing and evaluating hypotheses stored in one or more common areas. The complexity and quantity of these hypotheses tends to make it impractical to de ne the control regime fully in terms of the knowledge sources alone; instead, the pattern of activity can be quite complex and unpredictable, with sources being invoked and suspended repeatedly on di erent parts of the problem, depending on the characteristics of the data being processed.
In the case of anaphor resolution, matters are in some ways simpler. The hypotheses tend to be more uniform, taking the form of information on the suitability or otherwise of particular candidate referents or sets of candidates. Also, the scale of the problems tends to be smaller; for example, there are, typically, far fewer anaphors than phonemes in a sentence, and fewer focused candidate referents for a pronoun than (in a large-vocabulary application) candidate words to be considered for a given portion of speech. These factors may account for the fact that the blackboard metaphor has not usually been used for anaphor resolvers, whose control structures are very often relatively simple, with di erent knowledge sources brought to bear in something like a predetermined order.
In work on anaphor resolution, the democratic approach seems to have originated with the non-computational work of Kantor (1977) , who de ned \concept activatedness" as the net e ect of a variety of di erent factors. Alshawi (1987) implemented a system that resolved anaphors (and other types of ambiguity) along similar lines, considering a wide range of di erent \context factors", work which seems to subsume that of Carbonell and Brown (1988) . Rich and LuperFoy (1988) , observing that no individual theory of anaphor resolution is complete, present a blackboard-like architecture (with a relatively simple control structure) into which implementations of di erent partial theories, each normally corresponding to one knowledge source, can be plugged for the purposes of evaluation. This exibility is a consequence of the relative theory-neutrality of the democratic approach.
Consultative approaches are represented by those of Grosz (1977) and Lockman and Klappholz (1980) , each of which used global discourse structure as the basis for tracking global focus and hence locating possible candidate referents for evaluation. Sidner (1979a,b) concentrated on local rather than global focus, arguing that a local focus-driven approach could signi cantly reduce problems of inference, and providing a detailed set of algorithms for applying focus in this way. Later work in this tradition, where the rules of application seem much less complex, although speci ed in less detail, includes that of Grosz, Joshi and Weinstein (1983) and Brennan, Friedman and Pollard (1987) .
SPAR and CLE-1 are both in the consultative camp as far as anaphor resolution is concerned. In both, it is an essentially focus-based component that suggests referents, and the other components that assess or choose between them. However, the ways in which this is done di er signi cantly in the two systems.
Let us consider here just the relationship between the focusing and reasoning components in a system of this general type, and restrict our attention for the moment to the case of one pronoun in a sentence in the absence of any non-anaphoric ambiguity. With these restrictions, anaphor resolution will consist of an alternation in which the focus process suggests one or more candidates at a time and the reasoner evaluates them, deciding whether they are plausible and, if there is more than one, which is the best. If the focus process suggests one candidate in an earlier \batch" than another, we can say that it is imposing a strong preference between those candidates; so strong that the second one will only be considered at all if the reasoner decides the rst is completely implausible. Correspondingly, between two candidates in the same batch there exists (at most) a weak preference; the reasoner can choose either, and focusing criteria will only determine the choice, if at all, when the reasoner expresses no preference. Sidner (1979a) refers to the inference required to approve or reject a single candidate as \normal mode" inference, and to that required to select between several candidates as \special mode". It is certainly the case that normal mode inference is computationally more tractable. However, for accurate results, it is important to achieve the right balance between focusing and reasoning. If all preferences are strong, so that only normal mode inference is ever performed, wrong choices will be made. Consider the resolution of the pronoun for each choice of verb in the second sentence of (6) The monkey picked a banana.
The elephant (ate/attacked) it.
If a strong focusing preference is imposed in either direction between the monkey and the banana then the wrong referent will be obtained for one of the alternative second sentences. If the monkey is strongly preferred, then the reasoner will need to evaluate the plausibility of elephants eating monkeys. While monkeys are not normal elephant food, it is conceivable that such an event could occur (or at least, it is hard, at the current state of the art, to envisage a reasoner that could reject this possibility without rejecting other, similar ones incorrectly). Conversely, if the banana is strongly preferred, the reasoner will have to decide whether elephants can attack bananas. This, too, seems conceivable. However, for both choices of verb, one of the reference candidates is much more acceptable than the other, and so it seems that in this case, only a weak preference should be imposed, with reasoning expected to make the decision. There are, however, cases where strong focusing preferences are appropriate. For the text (7) John left the window and drank the wine on the table.
It was brown and round, Hirst (1981, p55) reports that informants agreed that \it" could only refer to the wine, and not to the table. Clearly, though, the description of being brown and round ts a table much more easily than it does wine. In this case, to model human intuitions, a strong focusing preference of wine over table (or, more generally, of theme over optional sentence participants) seems to be required. SPAR, as noted earlier, uses a modi ed version of Sidner's focusing algorithm, which embodies both strong and weak preferences in ways appropriate for the examples discussed here 2 . CLE-1, however, always imposes strong preferences, because of the way that reference candidates are tried one at a time in a depth rst fashion, with backtracking to the next candidate taking place when, and only when, the logical form involving current one is deemed implausible. The system is therefore liable to su er from inaccuracies of the type discussed above. Again, we see the need for exibility in the control structure, with each component being given enough free rein to contribute fully, but not so much as to force it to take decisions for which it, on its own, has insu cient evidence.
MULTIPLE ANAPHORS IN A SENTENCE
The appropriate interaction of di erent system components becomes even more crucial for sentences that contain more than one anaphor. When a set of bindings of anaphors to possible referents is deemed implausible, the plausibility checker should be able to say, where appropriate, which binding (or subset of the bindings) is causing the problem, and the rest of the system should react to this information intelligently and make relevant changes.
However, interaction between anaphors can be a help as well as a complication. Typically, the reasoning component of the system will be more expensive and less reliable than the linguistic components, and constraints between anaphors can sometimes allow the system to avoid doing any non-linguistic reasoning at all. An example of this is the second sentence of (8) I took my dog to the vet on Friday.
He bit him in the hand.
It would be possible to resolve the pronouns here by reasoning that a dog biting a vet is much more likely than a vet biting a dog (or indeed, of either of them biting himself). However, as long as a system can recognize that this use of \in the hand" implies that the hand is part of \him", it can avoid this kind of reasoning altogether and adopt a constraint propagation method to resolve both pronouns. Since dogs have paws and not hands, \him" can only refer to the vet; and since, on con gurational grounds, \he" and \him" cannot corefer, \he" must refer to the dog. In SPAR, as we saw earlier, no common sense inference is carried out until the focusing rules (with sortal constraints) have been applied to all anaphors, and congurational constraints have been applied. In our example, when con gurational constraints are applied, both the dog and the vet have been provisionally approved as suitable candidates for \he". If anaphors were to be resolved one at a time and left to right, nothing would yet have been done about \him", so the con gurational contribution would be missed and reasoning would be inevitable. However, by propagating constraints as just outlined, SPAR is able to reduce the number of surviving candidates per anaphor to one before reasoning becomes necessary. Because strong focusing preferences are applied only when appropriate, there is no need even to check that the dog biting the vet is a plausible event, since on linguistic grounds, no other possibilities exist. This is in contrast to the case of CLE-1, where a set of bindings must be judged plausible (typically involving reasoning) even when no alternative exists.
Of course, the appropriate behaviour here depends on what is likely to be going on when no set of bindings seems plausible to the reasoner. SPAR's behaviour seems better if two conditions apply: that the reasoner is known to be less reliable than the linguistic part of the system, as it might be if the texts processed describe a relatively open domain; and that, as for example in a machine translation task, no further nonlinguistic processing will be carried out on the reading accepted. In other cases, e.g. for a closed domain and/or for a non-linguistic task such as database query, CLE-1's behaviour is probably preferable. Nevertheless, the principle of initiating reasoning only about readings that are linguistically acceptable seems sound in all cases.
SPAR's constraint propagation approach, where all anaphors are treated equally, contrasts with CLE-1's depth-rst control structure. Let us modify text (8) slightly to (9) I took my dog to the vet on Friday.
He bit him in the leg.
The pronoun \him" may now refer to either candidate, since both humans and animals have legs. In SPAR, common sense reasoning would need to be invoked, since there are no rm resolutions for con gurational constraints to propagate. SPAR's reasoner would look for explanations for either the dog or the vet biting himself or the other 3 . In the case of CLE-1, suppose that the focus ordering placed the dog before the vet. Then the rst set of bindings that the reference resolver would hand to the plausibility checker would involve the dog biting itself. This would be thrown out on con gurational grounds, causing backtracking. The reference resolver would then alter the binding of \he" from the dog to the vet, purely because the structure for the \he" pronoun comes rst in the logical form. The plausibility checker would then have to assess the idea of the vet biting the dog in the leg. While unlikely, this is not in principle altogether implausible, and so the wrong answer would be reached. The problem is that there is no good a priori reason to alter the binding of one pronoun before the other; both options should, ideally, be handed to the reasoner at once. Even when wrong answers are not accepted, the \blind" alteration of bindings in response to implausibility is likely to lead to ine ciency, as reasoning can be expensive. Consider the text (10) John took Bill's dog from Fred's house to the vet on Friday.
and suppose this time that the part-whole nature of the \in the hand" modi cation is not detected by semantic rules, but only by plausibility checking. Then the rejection of a reading where \him" is bound to the dog will cause CLE-1 and the reasoner to cycle through all of John, Bill, Fred and the vet as candidate referents for \he" before a change to the \him" binding is considered. This will happen even though the reasoner would, in principle, be capable of stating why it was rejecting each reading. Clearly, what is needed is a control structure where the plausibility checker either is allowed to say what part of a logical form it objects to, or (more preferably, given our remarks earlier about strong and weak preferences) is given a set of bindings for each anaphor and is allowed to weed out implausible ones.
MULTIPLE SOURCES OF CANDIDATE REFERENTS
The referent or antecedent of an anaphor may arise from the sentence in which the anaphor occurs or from an earlier sentence in the text 4 . It is important to coordinate the consideration of candidate referents from these sources.
Some existing treatments of anaphor resolution ignore this problem by only considering one of the sources of candidates; for example, the algorithms of Sidner (1979a) and the work of Grosz, Joshi and Weinstein (1983) seem to treat only intersentential anaphora, while much work in theoretical linguistics does not venture beyond sentence boundaries. Other treatments adopt an over-simple solution to the problem, always preferring one source to another; thus the algorithm of Hobbs (1976) looks at all intrasentential candidates before earlier sentences are considered at all, while Brennan et al (1987) prefer all candidates from the most recent sentence to ones from the current sentence. The default set of reference resolution rules in CLE-1 follows Hobbs' pattern, but this set can easily be respeci ed to re ect the ordering argued for below (or, indeed, to deal with the special circumstances that may arise in particular applications).
It is easy to show that no algorithm that always prefers one source to another can be adequate. There are situations when, at most, only a weak focusing preference exists between intrasentential and intersentential candidates. Consider the following text, from Sidner (1979b): (11) I want to have a meeting this week.
Bruce will be the guest lecturer. He will speak on slavery in ant colonies. Mike wants to read his report before the talk.
Here, the pronoun \his" refers to the intersentential referent, Bruce. However, if the last sentence is replaced by (12) Mike wants to invite his friends to the talk.
then Mike becomes more plausible as the referent. That the focusing preference here is at most a weak one is shown by the fact that in both cases, the wrong reading is still plausible, so the decision must be made on comparative, not absolute, grounds. An attempt was made in SPAR to re ect these factors by temporarily, during the application of the focusing rules to each anaphor, augmenting the existing focus registers with intrasentential candidates, ordered according to Hobbs' algorithm. The alternative approach of de ning one or more new registers was rejected because of the complexity it would have added to an already complex set of algorithms.
The e ect of this augmentation was essentially to impose the following set of preference levels on candidates:
1 Discourse focus (from earlier in the text) if any. 2 Intrasentential candidates occurring before the current anaphor. 3 Potential discourse foci (candidates from the previous sentence other than the discourse focus). 4 Intrasentential candidates occurring after the current anaphor. 5 Other contextual candidates (former, now stacked, discourse foci).
The preference between candidates at the same level or at neighbouring levels was weak, while that between candidates at more distant levels was strong.
This augmentation seemed to give the right behaviour on the texts that SPAR processed. However, a more thorough evaluation of some aspects of it is provided by Walker (1989) . Walker compared hand simulations of the predictions of the algorithms of Hobbs (1976) and Brennan et al (1987; BFP) on a set of naturally-occurring texts. In all cases, focus preferences were taken to be strong, so that a binary plausibility check, rather than \special mode" inference, was assumed. The performances of the two algorithms were roughly the same; of the 281 pronouns examined, Hobbs' algorithm correctly resolves 21 pronouns that the BFP algorithm does not, and BFP gets 11 that Hobbs does not.
However, Walker found that if the BFP algorithm was altered to re ect the rst three levels of SPAR's ordering given above, correct results were obtained by eight of the 21 pronouns resolved correctly by Hobbs but incorrectly by the original BFP. It is likely that many of the remaining 13 cases could also have been resolved if focusing preferences had been applied weakly when appropriate; in these cases, the discourse focus is typically a plausible referent, but is less plausible than one of the intrasentential candidates.
Walker also found that none of the 11 pronouns resolved correctly by the original BFP but not by Hobbs were made to fail when the alteration was made. This was because in all 11 cases, the referent was an established discourse focus. These results strongly suggest the appropriateness of the relative ordering of the rst three levels.
One consequence of augmenting the focus registers as in SPAR is that it becomes more common for candidates to be separated only by a weak focusing preference. This is perhaps unfortunate, because it throws more of a burden onto plausibility checking (and makes evaluations such as Walker's rather more di cult to carry out). However, it seems likely that this burden cannot be lightened without forcing too much of the decision-making task onto the focusing component of a system, with consequences such as those we saw earlier.
SUMMARY AND CONCLUSIONS
I have discussed four problems of coordination that must be solved in any attempt to develop a reasonably comprehensive anaphor resolver: those of coordinating ambiguity types, knowledge sources, multiple anaphors, and multiple sources of candidates.
Of these, only the problem of knowledge source coordination has to date received signi cant attention in terms of implemented systems. The SPAR system seems to represent the rst explicit attempt to work out solutions to all four problems. The ways in which SPAR and CLE-1 tackle the problems were compared, leading to pointers for the development of CLE-2, which is intended to combine CLE-1's wide coverage of individual linguistic phenomena with a more robust architecture that is sensitive to the interaction of di erent processes. This architecture will involve the use of numerical scores to encode the preferences of di erent system components, while still remaining \consultative" in the realm of anaphor resolution so as to achieve the right balance between focusing and other types of knowledge.
2] This is not to claim that SPAR could process these examples correctly. The system's reasoning component is geared more to detecting causal links than to the kind of similarity judgements required to decide whether monkeys or bananas are more typical food for elephants; and Boguraev's analyser does not cover conjoined sentences.
3] Assuming that this reasoning e ort was successful, SPAR would in fact reach the right answers in both examples even if the focusing preference for the dog over the vet were strong rather than weak. If it were strong, the vet would not even be considered for \he" in the \hand" example. In the \leg" example, the focusing rules would initially suspend with the dog as the only candidate for both pronouns; but con gurational constraints would reject this, and cause the rules to be restarted to look for further candidates. The net e ect would thus be the same. 4] For some modes of language use, referents may also arise from the non-textual, situational context. However, we concentrate on the rst two sources only. 
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