Nonregular fractional factorial designs can have better properties than regular designs, but their construction is challenging. Current research on the construction of nonregular designs focuses on two-level designs. We construct a novel class of multilevel nonregular designs by permuting levels of regular designs via the Williams transformation. The constructed designs can reduce contamination of nonnegligible interactions on the estimations of linear effects without increasing the run size. They are more efficient than regular designs for studying quantitative factors.
Introduction
Fractional factorial designs are widely used in various scientific investigations and industrial applications. These designs are classified into two broad types: regular designs and nonregular designs. Designs that can be constructed through defining relations among factors are called regular designs. Any two factorial effects in a regular design are either mutually orthogonal or fully aliased. All other designs that do not possess this kind of defining relationship are called nonregular designs. There are many more nonregular designs than regular designs. Good nonregular designs can either fill the gaps between regular designs in terms of various run sizes or provide better estimation for factorial effects.
The construction of good nonregular designs is important and challenging. Plackett & Burman (1946) first gave a collection of two-level nonregular designs whose run sizes are not a power of two. Other constructions of two-level designs include Deng & Tang (2002) , Xu & Deng (2005) , Fang et al. (2007) , and many others. Most of the constructions aim to find good designs under the generalized minimum aberration criterion proposed by Tang & Deng (1999) . The idea is to choose designs which sequentially minimize the overall aliasing between all k-factor effects and the general mean for k = 1, . . . , n, where n is the number of factors. While numerous constructions are available for two-level designs, constructions for designs of three or more levels rarely exist . This is because the number of multilevel nonregular designs is huge so that providing an efficient algorithm for searching the design space is super challenging. A systematic construction also seems impossible without a unified mathematical description.
This paper provides a class of multilevel nonregular designs via the Williams transformation. The Williams transformation was first used by Williams (1949) to construct Latin square designs that are balanced for nearest neighbors. Bailey (1982) and Edmondson (1993) used the transformation to construct designs orthogonal to polynomial trends. Butler (2001) used the transformation to construct optimal and orthogonal Latin hypercube designs under a second-order cosine model. Wang et al. (2018b) applied the transformation to good lattice point sets for constructing maximin Latin hypercube designs. Our purpose is different from theirs. We construct a class of nonregular designs by manipulating nonlinear level permutations on regular designs via the Williams transformation. While linear level permutations have been studied by Cheng & Wu (2001) , Xu et al. (2004) , Ye et al. (2007) for three-level designs, and by Tang & Xu (2014) to improve properties of regular designs, as far as we know, nonlinear level permutations have not been studied. Note that linearly permuted regular designs can be still considered as regular because they are just cosets of regular designs and share the same defining relationship.
Multilevel designs are often used for studying quantitative factors by fitting response surface models such as polynomial models. The generalized minimum aberration criterion, although was extended to multilevel designs by Xu & Wu (2001) , is not efficient for selecting such designs. Cheng & Ye (2004) showed an example where two designs perform the same under the generalized minimum aberration criterion, while having different D-efficiency when fitting a polynomial model with linear main effects and linear-by-linear interactions. A commonly accepted principle for polynomial models is that effects of a lower polynomial degree are more important than effects of a higher polynomial degree, while effects of the same polynomial degree are regarded as equally important. Based on this principle, Cheng & Ye (2004) proposed the minimum β-aberration criterion which sequentially minimizes the overall aliasing between all k-degree effects and the general mean. Specifically, given a desired design size N × n, the criterion is to find a design D = (x ij ) which sequentially minimizes β k (D)
given by
where
. . . , p q−1 (x)} is a set of orthonormal polynomials, and K = n(q − 1). Tang & Xu (2014) showed that this criterion also minimizes contamination of nonnegligible k-degree effects on the estimation of linear main effects for k = 2, . . . , t, where t is the strength of the design.
We show that the proposed construction via the Williams transformation can provide better designs than regular designs and linearly permuted regular designs in terms of the minimum β-aberration criterion. We develop a general theory on the construction and apply the theory to construct nonregular designs with five and seven levels.
Construction via Williams transformation
Given an integer q, let Z q = {0, 1, . . . , q − 1}. A design with N runs, n factors and q levels is denoted by an N × n matrix over Z q , where each row represents a run, and each column represents a factor. For x ∈ Z q , the Williams transformation is defined by
The Williams transformation is a permutation of
). The following example shows that we can get better designs from the Williams transformation. 
For example, the orthonormal polynomials for a 5-level factor are p 0 (x) = 1,
Example 1 shows that from a regular design, we can obtain a series of nonregular designs via linear permutations and the Williams transformation. This series of designs can provide better designs than the original regular design and linearly permuted designs. Generally, a regular q n−m design has n − m independent columns, denoted as x 1 , . . . , x n−m , which form a full factorial design (that is, all possible combinations of levels occur once across these columns), and m dependent columns, denoted as x n−m+1 , . . . , x n , which can be specified by m linear generators:
where c ij are constants in Z q for i = 1, . . . , m and j = 1, . . . , n − m. Given a regular q n−m design D defined by (3) and
and
We only consider permutations for dependent columns in (4) because linearly permuting one or more independent columns is equivalent to linearly permuting some dependent columns, which can be seen from ( we can search over all vectors b ∈ Z m q to find the best E b under the minimum β-aberration criterion.
For three-level designs, the class of designs E b are geometrically isomorphic to the class of designs D b , because any three-level design obtained from any nonlinear level permutations is geometrically isomorphic to a regular design or its coset (Tang & Xu, 2014) . Two designs are said to be geometrically isomorphic if one can be obtained from the other by row and column exchanges and possibly reversing the level order of some columns. Geometrically isomorphic designs have the same β k values for all k (Cheng & Ye, 2004) . However, with more than three levels, we will see that the class of E b can provide many better designs than the class of D b .
Theoretical results
We study properties of E b in this section. It is well known that a regular design D is an orthogonal array of strength t ≥ 2. An orthogonal array is a design in which all q t level combinations appear equally often in every submatrix formed by t columns. The t is called the strength of the orthogonal array, which is often omitted when t = 2. Because the Williams transformation is a permutation of {0, . . While we use designs of strength 2 in practice, Lemma 1 guarantees that
Then we want to minimize β 3 (E b ) in order to minimize the contamination of nonnegligible second-order effects on the estimation of linear main effects. The following theorem gives a permutation b theoretically such that β 3 (E b ) = 0. Theorem 1. For an odd prime q, let
Let D be a regular q n−m design defined by (3), and E b be defined by (5). Then β 3 (E b * ) = 0
Example 2. Consider a 7 3−1 design D with
and equation (7) gives b * 1 = 6. It can be verified that β 3 (E b * ) = 0 and β 4 (E b * ) = 0.0196.
Theorem 1 states that given a regular design D, we can always find an E b * such that
In the following, we give a sufficient condition for the E b * to be the unique design with β 3 = 0 among all possible q m E b 's. Clearly, a type-I recursive design is a type-II recursive design, which in turn is a type-III recursive design.
Example 3. Consider the 7 3−1 design D defined by x 3 = 2x 1 + 2x 2 in Example 2. Clearly, D is type-III recursive. Because x 3 = 2x 1 + 2x 2 , we have 2x 1 + 2x 2 + 6x 3 = 0 (mod 7), x 1 + x 2 + 3x 3 = 0 (mod 7) and x 2 = −x 1 + 4x 3 (mod 7). Then D is type-II recursive, if we
Example 4. Consider a 5 5−2 design D with x 4 = x 1 + x 2 and x 5 = x 1 + x 2 + x 3 . Take
design D with x 4 = x 1 + x 2 and x 5 = x 1 + 2x 2 + 2x 3 . This design is not recursive because x 5
is not involved in any word of length three. However, when one more column x 6 = x 1 + 2x 2 is added, it is type-II recursive.
For three-level designs, the three types of recursive designs are equivalent, while for designs with more than three levels, they are dramatically different. To see this, consider the commonly used regular designs with q 2 runs, which accommodate two independent columns and up to q − 1 dependent columns. By Definition 1, they are all type-III recursive by letting T 0 include the two independent columns and T 1 = D. The next theorem gives a sufficient condition for the E b * to be the unique design with Remark 2. We can show that if the number of levels is less than 13, Theorem 2 also holds for type-III recursive designs. That is, for a type-III recursive q n−m design D, if q ≤ 13, the E b * with b * defined in (7) is the unique design with β 3 = 0 among all E b 's. However, this is not the case for q ≥ 17. A counter example for q = 17 comes with a 17 3−1 design with
By (7), b * = 14. Then E 14 has β 3 = 0, while the design E 4 with columns x 1 , x 2 , and x 3 + 4 also has zero β 3 . That being said, as the number of columns increases, the number of non-type-II recursive regular designs decreases dramatically.
Example 5. Consider the design D given in Example 2. We showed in Example 3 that D is type-II recursive. For each b 1 = 0, . . . , 6, Table 3 shows β 3 (E b ). The E b * is the unique design with β 3 = 0 among all E b 's. Example 6. Consider a 7 8−6 design D with x 3 = x 1 + x 2 , x 4 = x 1 + 2x 2 , x 5 = x 1 + 4x 2 , x 6 = x 1 + 5x 2 , x 7 = 2x 1 + 5x 2 , and x 8 = 2x 1 + 6x 2 . There are 7 6 = 117, 649 E b 's, which makes it cumbersome, if not impossible, to do an exhaustive search for the best E b . Note that
and T 2 = {x 1 , . . . , x 8 } = D. Equation (7) gives b * 1 = 2, b * 2 = 4, b * 3 = 1, b * 4 = 3, b * 5 = 5, and b * 6 = 0. It can be verified that β 3 (E b * ) = 0 and β 4 (E b * ) = 9.677. By Theorem 2, E b * is the best design among all E b 's under the minimum β-aberration criterion.
By Theorem 2 and Remark 2, for a type-II recursive design or a type-III recursive design with no more than 13 levels, E b * is the best design among all E b 's, which is obtained without any computer search. To study the property of D b 's defined in (4), Tang & Xu (2014) defined the type-I recursive designs as simple-recursive designs, and showed that if D is simplerecursive, the design Db given bỹ
is the unique design with β 3 = 0 among all D b 's. As we have shown above, only a small amount of regular designs are type-I recursive. Therefore, results on type-I recursive designs are usually not applicable for designs with more than three levels. In contrast, Theorem 2 is more general and applies to the broader classes of type-II and type-III recursive designs. Example 7. Consider the design 7 3−1 design D defined by x 3 = 2x 1 + 2x 2 in Example 2.
Example 3 shows that it is type-II recursive, so by Theorem 2, E b * is the unique design with Theorem 3. For an odd prime q, let D be a regular q n−m design defined by (3), and E b be defined as (5). Then E b * with b * defined in (7) is mirror-symmetric. Tang & Xu (2014) showed that a design is mirror-symmetric if and only if it has β k = 0 for all odd k. By Theorem 3, the E b * has β k (E b * ) = 0 for all odd k. This guarantees that nonnegligible (k − 1)-degree polynomial effects does not contaminate the estimation of linear main effects for all odd k.
Comparisons and application
We apply our theoretical results to construct nonregular designs with q 2 runs and compare our designs with regular designs and linearly permuted regular designs. Designs with q 2 runs are widely used in practice due to their run size economy. A regular design with q 2 runs can study up to (q + 1) columns given by
The common choice of a design with q 2 runs and n columns is to use the first n columns of (10); see Wu & Hamada (2009) and Mukerjee & Wu (2006) . Denote such a design as D. We search over all q n−m regular designs with n − m = 2 to get the best Db and the best E b * , whereb and b * are defined in (9) and (7), respectively. To do this, we search over generators (c 1 , c 2 ) for the m = n − 2 dependent columns such that each column can be generated by
is a reflection of c 1 x 1 + (q − c 2 )x 2 , which leads to geometrically isomorphic designs, we only consider c 1 = 1, . . . , (q − 1)/2 and c 2 = 1, . . . , q − 1.
This leads to
q−1 n−2 · {(q − 1)/2} n−2 regular designs with strength t ≥ 2. Tables 4 and 5 show the comparisons of the standard regular design D, the best Db, and the best E b * with 25 and 49 runs, respectively, as well as the corresponding generators for the Db and E b * . We can see that the E b * always performs the best for any design size. where
are levels for the three factors, α 0 , α j , α jj , and α jk are the intercept, linear, quadratic and bilinear terms, respectively, and ε ∼ N (0, σ 2 ). For any design, let M denote the model matrix. Table 6 shows the information matrix M T M/25 for the design D. Because β 3 (D) = 0, each linear term is correlated with a bilinear term. While both Db and E b * have β 1 = β 2 = β 3 = 0, the intercept and all the linear terms are not correlated with the quadratic and bilinear terms and so they can be estimated independently. Table 7 shows part of the information matrix M T M/25 corresponding to the 3 quadratic and 3 bilinear terms: α 11 , α 22 , α 33 , α 12 , α 13 and α 23 for Db and E b * . It is easy to see that the terms for E b * are less correlated than that for Db. The variance-covariance matrix of the estimates of parameters for these terms is σ 2 (M T M ) −1 .
For Db, the variances of the estimates for quadratic terms (α 11 , α 22 and α 33 ) are 0.047σ 2 , 0.041σ 2 , and 0.047σ 2 , respectively, and for bilinear terms (α 12 , α 13 and α 23 ) are 0.051σ 2 , 0.050σ 2 , and 0.051σ 2 , respectively. For E b * , the variance of the estimate for each quadratic term is 0.040σ 2 , and for each bilinear term is 0.041σ 2 . Furthermore, the correlations between the estimates are smaller for E b * than Db. Therefore, E b * is better than both D and Db for fitting the polynomial model (11). proposed by Steinberg & Lin (2006) and Pang et al. (2009) , is to rotate a regular design to obtain a Latin hypercube design which inherits the orthogonality from both the rotation matrix and the regular design. Wang et al. (2018a) improved the method by rotating a linearly permuted regular design, that is, the Db withb defined in (9). Such generated Latin hypercube designs have β 3 = 0 thus can guarantee that nonnegligible quadratic and bilinear effects do not contaminate the estimation of linear main effects. With the results in this paper, rotating the E b * will lead to better Latin hypercube designs which have zero β 3 and smaller β 4 . When nonnegligible third-degree polynomial effects exist, these designs will provide better estimation for linear terms.
Appendix: Proofs
We need the following lemmas for the proofs. (7), and γ is defined as (6).
Proof. For D b , permuting all columns x j to x j − γ for j = 1, . . . , n is equivalent to keeping the independent columns unchanged while permuting the dependent columns x n−m+i + b i to 
Lemma 4. If x is a real number which is not an integer, then
Proof. It is known that 
Proof. For x ∈ (0, q), the Fourier-cosine expansion of x − q/2 is given by
Since for any integers k and x, cos (2kq + 2v + 1)π(x + 0.5)
we have
By Lemma 4 and (12), we have
Proof of Theorem 1. Denote e = b − b * and D e = (y ij ). By Lemma 3, D b is the same design
. By Lemma 5,
because cos {(2v + 1)π(W (x) + 0.5)/q} = cos {(2v + 1)π(2x + 0.5)/q} for any integer v. Then we have
where y 1 ,y 2 ,y 3 sums over all three different columns y 1 , y 2 , y 3 in D e , y j = (y 1j , . . . , y N j ) for j = 1, 2, 3, and components. Since D is type-II recursive, there exist three columns, say z 1 , z 2 , z 3 , in D such that z 3 = c 1 z 1 + c 2 z 2 , c 1 = 1 or −1, c 2 ∈ Z q , and z 1 , z 2 and z 3 + e 0 are three columns in D e , where e 0 is a nonzero component of e. We only consider c 1 = 1 below as the proof for c 1 = −1 is similar. Let d be the design formed by z 1 , z 2 , and z 3 + e 0 . By (13), we only need to show that β 3 (W (d)) = 0. Note that
where g(v) is defined in (12), and
By applying the product-to-sum identities twice, we have
sin 2π(t 1 z i1 − t 4 z i2 + (2v 3 + 1)e 0 ) q
sin 2π(t 2 z i1 + t 4 z i2 − (2v 3 + 1)e 0 ) q
sin 2π(t 1 z i1 + t 3 z i2 + (2v 3 + 1)e 0 ) q
where t 1 = 2(v 1 +v 3 )+2, t 2 = 2(v 1 −v 3 ), t 3 = 2(v 2 +v 3 c 2 )+c 2 +1, and t 4 = 2(v 2 −v 3 c 2 )−c 2 +1.
Let v 10 = q − 1 − v 3 and v 20 = v 3 c 2 + (c 2 − 1)(q + 1)/2 (mod q).
When v 1 = v 10 and v 2 = v 20 , t 1 = t 4 = 0 (mod q) and the first item in the right hand side of (15), N i=1 sin (2π(t 1 z i1 − t 4 z i2 + (2v 3 + 1)e 0 )/q), equals N sin(2π(2v 3 + 1)e 0 /q). When 
where v 20 is defined in (16). Applying g(q − 1 − v) = −g(v) again, we can simply (17) as 
By considering the Taylor expansion of g(v), we can see that the sum in (18) Then W −1 (q − 1 − W (x 1 , . . . , x n )) = 2γ − (x 1 , . . . , x n ). Hence, W −1 (q − 1 − W (x 1 , . . . , x n )) belongs to D b * . This completes the proof.
