ABSTRACT. We assume that Ω1, Ω2 ⊂ R n+1 , n ≥ 1 are two disjoint domains whose complements satisfy a uniform thickness condition and the intersection of their boundaries F has positive harmonic measure. Then we show that in a fixed ball B centered on F , if the harmonic measure of Ω1 satisfies a scale invariant A∞-type condition with respect to the harmonic measure of Ω2 in B, then there exists a uniformly n-rectifiable set Σ so that the harmonic measure of Σ ∩ F contained in B is bounded below by a fixed constant independent of B. A remarkable feature of our result is that the harmonic measures do not need to satisfy any doubling condition.
INTRODUCTION
In the current manuscript we study a quantitative version of the two-phase problem for harmonic measure proved by the authors in [AMT] , and the authors and Volberg in [AMTV] . We assume that we have two disjoint domains in R n+1 (i.e., open and connected 2010 Mathematics Subject Classification. 31B15, 28A75, 28A78, 35J15, 35J08, 42B37. M.M. was supported by IKERBASQUE and partially supported by the grant IT-641-13 (Basque Government), and the grant MTM2014-53850 of the Ministerio de Economía y Competitividad (Spain). X.T. was supported by the ERC grant 320501 of the European Research Council (FP7/2007 (FP7/ -2013 and partially supported by MTM-2016 -77635-P, MDM-2014 -044 (MICINN, Spain), 2014 , and by Marie Curie ITN sets) whose boundaries satisfy the capacity density condition (CDC) and have non-trivial intersection. If B is a ball centered at a point of their common boundary and the respective harmonic measures with poles in 1 2 B satisfy an A ∞ -type condition only at the top level B (see (1.2) for the precise definition), then we show that there exists a subset of the common boundary in B that captures a "big piece" of B in harmonic measure and is contained in a uniformly rectifiable set.
To state our results in more detail, we need now to introduce some further definitions and notation. Given an open set Ω R n+1 , n ≥ 1, we denote ω x Ω the harmonic measure in Ω with pole at x ∈ Ω.
We say that Ω has the capacity density condition (CDC) if, for all x ∈ ∂Ω and 0 < r < diam Ω, Cap(B(x, r) ∩ Ω c , B(x, 2r)) r n−1 ,
where Cap(·, ·) stands for the variational 2-capacity of the condenser (·, ·) (see [HKM, p. 27] for the definition).
A set E ⊂ R d is called n-rectifiable if there are Lipschitz maps f i : R n → R d , i = 1, 2, . . ., such that (1.1)
where H n stands for the n-dimensional Hausdorff measure.
A set E ⊂ R d is called n-AD-regular (or just AD-regular or Ahlfors-David regular) if there exists some constant C 0 > 0 such that C −1 0 r n ≤ H n (B(x, r) ∩ E) ≤ C 0 r n for all x ∈ E and 0 < r ≤ diam(E).
Note that any domain with n-AD-regular boundary is a CDC domain.
The set E ⊂ R d is uniformly n-rectifiable if it is n-AD-regular and there exist constants θ, M > 0 such that for all x ∈ E and all 0 < r ≤ diam(E) there is a Lipschitz mapping g from the ball B n (0, r) in R n to R d with Lip(g) ≤ M such that H n (E ∩ B(x, r) ∩ g(B n (0, r))) ≥ θr n .
The analogous notions for measures are the following. A Radon measure µ on R d is nrectifiable if it vanishes outside an n-rectifiable set E ⊂ R d and if moreover µ is absolutely continuous with respect to H n | E . On the other hand, µ is called n-AD-regular if it is of the form µ = g H n | E , where E is n-AD-regular and g : E → (0, +∞) satisfies g(x) ∼ 1 for all x ∈ E, with the implicit constant independent of x. If, moreover, E is uniformly n-rectifiable, then µ is called uniformly n-rectifiable.
We are now ready to state our main theorem. 
(B).
If ε ′ is small enough (depending only on n and the CDC constant), then there exist θ i ∈ (0, 1) and a uniformly rectifiable set Σ B ⊂ R n+1 such that
. This problem can be seen as the "two-phase" analogue of the "one-phase" free boundary problems for harmonic measure that have been extensively studied over the last few years in connection with uniform rectifiability. In particular, the usual standing assumptions are that the boundary of the domain is n-AD-regular and the domain satisfies the corkscrew condition. Then if harmonic measure satisfies an A ∞ -type condition with respect to the "surface measure" (in the same manner as in (1.2)) then the boundary of the domain is uniformly rectifiable. This was first proved by Hofmann, Martell and Uriarte-Tuero in [HMU] when the domain is also uniform and was further extended by Hofmann and Martell in [HM] 1 in the context described earlier. In the absence of any additional geometric assumption, the second and third named authors proved in [MT] that if harmonic measure satisfies a weak-A ∞ -type condition with respect to a Frostmann measure supported on the boundary of Ω, the Riesz transform is bounded from L 2 (µ) to L 2 (µ). This can still be considered as a rather quantitative piece of information, since if µ is AD-regular this implies that µ is a uniformly rectifiable measure by the work of the third author with Nazarov and Volberg [NToV1] . Although, in the absence of lower AD-regularity, it only shows that µ is n-rectifiable by [NToV2] . For elliptic operators, similar results have been proved in uniform AD-regular domains in [HMT] and under the abovementioned standing assumptions in [AGMT] .
Notice that in our results we do not assume that Ω is a corkscrew domain and we relax the n-AD-regularity of ∂Ω to just a 2-sided CDC of Ω. This is a big difference from previous results since by a deep theorem of Lewis [Lew] , it follows that Ω is a CDC domain if and only if there exists some ε > 0 and some R > 0 such that
for all x ∈ ∂Ω and all 0 < r ≤ R, where H s ∞ stands for the s-dimensional Hausdorff content. That is, we only require the complement to be large in some sense, while the domain could be very irregular.
On the other hand, in [KPT] , Kenig, Preiss and Toro studied the two-phase problem in NTA domains under rather qualitative assumptions, i.e., when ω Ω 1 and ω Ω 2 are absolutely continuous and showed that Hausdorff dimension of harmonic measure is exactly n. Recently, the three of us in [AMT] and in collaboration with Volberg in [AMTV] , we proved that in general, domains mutual absolute continuity of the two harmonic measures implies rectifiability. For more details concerning the history of such problems we refer for instance to the introduction of [AMT] . In the current paper we quantify the assumption of absolute continuity and obtain big pieces (in terms of harmonic measure) of uniformly rectifiable sets.
2. PRELIMINARIES 2.1. Harmonic measure and Green function. For a (possibly unbounded) domain Ω ⊂ R n+1 and f : ∂Ω → [−∞, ∞], we define the upper class U f of f to be the class of functions u such that u is superharmonic, bounded below, and lower semicontinuous for all points on ∂Ω. Similarly, we define the lower class L f of f to be the class of functions u such that u is subharmonic, bounded above, and upper semicontinuous for all points on ∂Ω. We define
is called resolutive if the upper and the lower Perron solutions of f coincide, and if we denote H f = H f = H f then it is harmonic in Ω. Notice that if the complement of Ω has positive capacity then every continuous function is resolutive.
Let E denote the fundamental solution for the Laplace equation in R n+1 , which is defined as
is a function with the following properties: for each x ∈ Ω, G Ω (x, y) = E(x − y) + h x (y) where h x is harmonic on Ω, and whenever v x is a nonnegative superharmonic function that is the sum of E(x − ·) and another superharmonic function, then v x ≥ G Ω (x, ·) ( [Hel, Definition 4.2.3] ).
An open subset of R n+1 having a Green function will be called a Greenian set. [AG] ). In particular, if a domain satisfies the CDC, then it is Greenian.
If Ω is a Greenian domain and y ∈ Ω, then if we denote u y (x) = H E(·−y) (x) for x ∈ Ω (since E(· − y) is resolutive), by [Hel, Definition 4.3 .14], we have that
Note that in [Hel] it is only stated for bounded domains Ω but it is enough for the complement of Ω to have positive capacity. For each x ∈ Ω, one can construct the harmonic measure ω x Ω (see e.g. [HKM, Section 11] , [AG, p. 172] , or [Hel, p. 217] ). In fact, if Ω is a Greenian domain, for any continuous function f , since the mapping f → H f is a positive linear functional, then by Riesz representation theorem, it is given by
where ∂ ∞ Ω = ∂Ω if Ω is bounded and ∂ ∞ Ω = ∂Ω ∪ {∞} otherwise. Remark that constant functions are continuous and since H 1 (x) = 1, for any x ∈ Ω, we have that ω x Ω (∂ ∞ Ω) = 1, for any x ∈ Ω.
Given a signed Radon measure ν in R n+1 we consider the n-dimensional Riesz transform
whenever the integral makes sense. For ε > 0, its ε-truncated version is given by
and we set R * ,δ ν(x) = sup
Notice that the kernel of the Riesz transform is
for a suitable absolute constant c n .
The following result, sometimes known as "Bourgain's estimate", also holds. For a proof see e.g. Lemma 11.21 in [HKM] .
, be an open set that satisfies the CDC, x ∈ ∂Ω, and 0 < r ≤ diam(∂Ω). Then
2 ), where c depends on n and the CDC constant.
The next result is also standard and follows from Lemma 2.1. For a proof see e.g. Lemma 2.3 in [AM] .
Lemma 2.2. Let Ω R n+1 , n ≥ 1, be an open set that satisfies the CDC and let x ∈ ∂Ω. Then there is α > 0 so that for all 0 < r < diam(Ω),
where α and the implicit constant depend on n and the CDC constant.
As a corollary of Lemma 2.2, maximum principle, and standard properties of harmonic functions, one can obtain the following lemma.
be an open set that satisfies the CDC. Let x ∈ ∂Ω and 0 < r < diam(Ω). Let u be a non-negative harmonic function in B(x, 4r) ∩ Ω and continuous
where C and α depend on n and the CDC constant. In particular, u is α-Hölder continuous in B(x, r).
Remark 2.4. Note that by Lemma 2.3, the Green function G Ω (x 0 , ·) can be extended continuously to all of R n+1 \{0} by setting G Ω (x 0 , x) = 0 for x ∈ Ω c . We will assume this throughout the paper.
The following lemma concerns the rate of decay at infinity of a bounded harmonic function vanishing outside a ball centered at the boundary. 
Both α and the constant implicit in the above estimate depend only on n and the CDC constant.
2.2. P-doubling. Given γ > 0, a Borel measure µ and a ball B ⊂ R n+1 , we denote
where
r(B) n . We also write
It is immediate to check that if µ < ∞, then P γ,µ (B) < ∞ for any ball B. Indeed, we just take into account that (2.8)
Given a, γ > 0, we say that a ball B is a-P γ,µ -doubling if
Note that by (2.7), if γ < 1 and B is a-P γ,µ -doubling, then it is also a-P µ -doubling.
Lemma 2.6. [AMT, Lemma 6.1] There is γ 0 ∈ (0, 1) so that the following holds. Let Ω ⊂ R n+1 be any domain and ω its harmonic measure. For all γ > γ 0 , there exists some big enough constant a = a(γ, n) > 0 such that for ω-a.e. x ∈ R n+1 there exists a sequence of a-P γ,ω -doubling balls B(x, r i ), with r i → 0 as i → ∞.
Monotonicity.
The following theorem contains the Alt-Caffarelli-Friedman monotonicity formula:
|∇u 2 (y)| 2 |y − x| n−1 dy .
Then J(x, r) is a non-decreasing function of r ∈ (0, R) and J(x, r) < ∞ for all r ∈ (0, R). That is,
We intend to apply the preceding theorem to the case when Ω 1 and Ω 2 are disjoint CDC domains, x ∈ ∂Ω 1 ∩ ∂Ω 2 , with u 1 , u 2 equal to the Green functions of Ω 1 , Ω 2 with poles at x 1 , x 2 being corkscrew points for the ball B(x, r) in Ω 1 and Ω 2 respectively, extended by 0
and so the assumptions of the preceding theorem are satisfied in any ball which does contain x 1 and x 2 .
The next lemma is shown in [AMT, Section 4] for n ≥ 2. The case n = 1 can be proved using arguments similar to the ones appeared in [AHM 3 TV, or [MT, .
Lemma 2.8. There is C 1 > 0 so that the following holds. Let
then for ξ ∈ ∂Ω and r < R/8,
and
where J(ξ, r) is defined by (2.9).
Limits of harmonic measures.
The following lemma will allow us to use compactness arguments with harmonic measures in CDC domains.
Lemma 2.9. Let Ω j ⊂ R n+1 be a sequence of uniformly CDC domains with the same CDC constants such that 0 ∈ ∂Ω j , and suppose there is a ball (3) and Ω x 0 ∞ is also a CDC domain with the same constants. Proof. Recall that
Thus, if we extend u j by zero in R n+1 \ Ω, for every ball B ⊂ R n+1 \B 0 we have that
By Lemma 2.3, the harmonicity of G Ω j (x 0 , ·) in Ω j \{x 0 }, and (2.13), one can show that the u j := G Ω j (x 0 , ·) form an equicontinuous family on each compact subset of R n+1 \{x 0 }. Indeed, if K is a compact subset of R n+1 we may cover it with a finite number of balls B so that x 0 ∈ 20B. Thus, it is enough to restrict ourselves to such balls. If x, y ∈ B, then there are a few cases:
Case 2: If x ∈ Ω j and y ∈ Ω j , if z ∈ [x, y] ∩ ∂Ω j , then by Lemma 2.3 and (2.13), and since x 0 ∈ B(z, 3r(B)), we have that
Case 3: Let x, y ∈ Ω j and suppose there is z ∈ Ω c j with dist(z, [x, y]) < 1 3 |x − y|. Without loss of generality we may assume that
Using the latter inequality and that x 0 ∈ 20B, if we denote c B the center of B, we have
In particular, if B ′ = B(z, 3r(B)), then x 0 ∈ 5B ′ . Thus, by Lemma 2.3 and (2.13),
Case 4: Let x, y ∈ Ω j and suppose that dist(z, [x, y]) ≥ 1 2 |x − y| for every z ∈ Ω c j . We just use the interior Lipschitz continuity of harmonic functions (since they are real analytic) and a Harnack chain argument. Since this holds for all such balls B, the functions u j form an equicontinuous family of functions on compact subsets of R n+1 \{x 0 }. This family is also pointwise bounded, by (2.13). So we may pass to a subsequence so that the u j 's converge uniformly on compact subsets to a function u ∞ .
Let Ω
, where h j is the harmonic extension of E(· − x 0 ) in Ω j . We may extend h j to be equal to E(· − x 0 ) in R n+1 \Ω j , and hence, the same identity holds in the whole R n+1 . Notice that h j is continuous in R n+1 . Therefore, for the same sequence that u j → u ∞ locally uniformly in R n+1 \{x 0 } we have that h j converges uniformly on compact subsets of R n+1 \{x 0 } to some continuous function h ∞ , that is,
Moreover, since h j is harmonic and bounded in Ω j , we may pass to a subsequence so that h j → h ∞ uniformly on compact subsets of
∞ , and so h ∞ (x) = E(x − x 0 ) on ∂Ω x 0 ∞ . Thus, since h ∞ is harmonic and continuous up to the boundary of Ω x 0 ∞ , and E(· − x 0 ) is bounded on ∂Ω x 0 ∞ , we infer that h ∞ = H E(·−x 0 ) (see e.g. [Hel, Theorem 3.6 .10]), and so by (2.2), u ∞ = G Ω x 0 ∞ (x 0 , ·) vanishing continuously on the boundary. In particular, this implies that Ω x 0 ∞ is Wiener regular and connected.
Since ω
is a probability measure, we can pass to a subsequence so that ω
Hence, ω x 0 ∞ is the harmonic measure for the domain Ω x 0 ∞ with pole at x 0 . Finally, let B(ξ, r) be a ball centered on ξ ∈ ∂Ω x 0 ∞ so that r < diam
= ∂Ω j (see Lemma 4.7 in [AAM] for the detailed proof),
and ω
, we know there exists ξ j ∈ ∂Ω j such that ξ j → ξ. Let (2.16)
Since Ω j has the CDC, by the results of [Lew] (as mentioned in the introduction), there are c > 0 and s ∈ (n − 1, n + 1) so that
and so y ∈ (Ω x 0 ∞ ) c . In particular, by a compactness argument, for every ε > 0, there is j 0 so that for j ≥ j 0 it holds
where (K) ε stands for the ε-neighborhood of a set K. Using this and the compactness of B(ξ, r)\Ω x 0 ∞ , it is not hard to show that
Since this holds for all such x ∈ ∂Ω x 0 ∞ and 0 < r < diam
One thing we would like to do below is compute a limit of the form ω j (B) where ω j is a convergent sequence of harmonic measures and B is a ball. This is only possible if we know the boundary of the ball is null with respect to the limiting measure. However, since we know the limiting measure is also harmonic measure, the next lemma will allow us to do this for essentially any ball.
Lemma 2.10. Let ω be harmonic measure for some domain Ω in R n+1 , n ≥ 1. Then there are at most countably many balls B 1 , B 2 , ... for which ω(∂B j ) > 0.
Proof. Suppose there was an uncountable set A of balls B for which ω(∂B) > 0. Then there is t > 0 so that if 
for an uncountable number of indices i ∈ I, then {D i } i∈I is a pairwise disjoint family of sets for which ω(D i ) > t and its union equals to i ∂B i . Hence,
which is a contradiction.
2.5. The weak-A ∞ (B) property for measures. Since the harmonic measures we will be dealing with have the weak-A ∞ (B) property, the following lemmas will be useful. Though we will use these results specifically for harmonic measure, we will state them more generally for Radon measures.
Definition 2.11. Let µ and ν be Radon measures. We say ν ∈ weak-A ∞ (µ, B) for some ball B if there exist ε, ε ′ ∈ (0, 1) so that, for all E ⊂ B,
Lemma 2.12. Let µ and ν be Borel measures in R n+1 . Let B ⊂ R n+1 be some ball such that µ(B) ∼ µ(2B) and ν(B) ∼ ν(2B), and assume that ν ∈ weak-A ∞ (µ, B), with comstants ε, ε ′ ∈ (0, 1). Then for A > 1 large enough (depending on ε and ε ′ ), there is a set G ⊂ B so that ν(B\G) < 2ε ′ ν(B), and
for all x ∈ G, 0 < r < r(B).
Proof. Without loss of generality, we may assume µ(B) = ν(B) = 1. We consider the truncated centered Hardy-Littlewood maximal operator
ν(B(x, r)) µ(B(x, r)) .
Recall that this is bounded from M (R n+1 ) to L 1,∞ (µ). Note also that
and thus µ(F 1 ) A −1 ν(2B) ∼ A −1 . We can pick A large enough so that µ(F 1 ) < ε. By the weak-A ∞ property, this implies ν(F 1 ) < ε ′ . Now let
Analogously, we get ν(F 2 ) A −1 , and by picking A large enough, we can guarantee that
If we set G = B\(F 1 ∪ F 2 ), then we clearly have ν(B\G) < 2ε ′ and G satisfies the conclusions of the lemma.
Remark 2.13. Under the assumptions of Theorem 1.1, from Lemma 2.1 and the fact that the corkscrew points x i belong to 1 4 B, we infer that ω
In particular, the ball B is doubling for both measures ω
2 , and the preceding lemma can be applied with µ = ω Lemma 2.14. Assume that µ j ⇀ µ, ν j ⇀ ν, and that B is a ball such that µ(∂B) = ν(∂B) = 0 and for all E ⊂ B compact,
Then for all E ⊂ B compact,
Proof. Let E be compact such that
µ(E) < εµ(B).
Notice that for all points x ∈ E, there are at most countably many radii r > 0 for which µ(∂B(x, r)) + ν(∂B(x, r)) > 0. Thus, by Vitali covering theorem and compactness, we may find finitely many open balls B 1 , ..., B N ⊂ B (recall B is open and E is compact) so that
Thus, εµ(B) > µ(F ) = µ(F ).
In particular, µ(∂F ) = ν(∂F ) = 0.
Recall from [Mat, Chapter 1, Exercise 9 ] that if A is a set so that µ(∂A) = 0 and µ j ⇀ µ, then µ j (A) → µ(A). Hence,
and so, for sufficiently large j, using the weak-A ∞ (µ j , B) property of ν j , we obtain
INITIAL REDUCTIONS
3.1. Reduction to poles that are corkscrew points. We will show that the CDC of the domains in Theorem 1.1 ensures that the poles x 1 and x 2 of the harmonic measures ω 1 and ω 2 are in fact corkscrew points for some appropriate ball. Proof. Let us first record that by taking complements in (1.2), we know that for E ⊂ B,
. We fix a ball B centered at F = ∂Ω 1 ∩ ∂Ω 2 with radius r, and for i = 1, 2, we let x i ∈ 1 4 B ∩ Ω i be the points given in Theorem 1.1 and ξ i ∈ ∂Ω i be the points for which
4 , and so ξ i ∈ 1 2 B ∩ ∂Ω i . Let η ≪ 1 to be chosen momentarily (depending on the constants in (2.5), the constant c in (2.4), ε and ε ′ ).
Note that if min{δ 1 (x 1 ), δ 2 (x 2 )} ≥ ηr(B), then there is nothing to show as x 1 and x 2 are already corkscrews with constant η, and so we will assume (3.2) min{δ 1 (x 1 ), δ 2 (x 2 )} < η r(B).
Claim: There are τ, M > 0 so that, if η ≪ τ /M (with M and τ depending also on ε and ε ′ ), then
Thus, by Lemmas 2.1 and 1.2,
, which is a contradiction for ε ′ < c. Thus, δ 2 (x 2 ) ≥ τ δ 1 (x 1 ). In particular,
Let M > 0 and assume that
Thus, for M large enough,
However, since
then, if M is sufficiently large, by Lemma 2.5 we have that
2 (B), which contradicts (3.4). Thus, (3.3) follows.
We claim now that, for some small ρ > 0 depending on ε and ε ′ , max{δ 1 (x 1 ), δ 2 (x 2 )} ≥ ρ |ξ 1 − ξ 2 |. Indeed, assume that
We denote B i := B(ξ i , d). Then, by Lemma 2.2, for ρ small enough, (3.5) ω
So if we apply (3.1) using (3.5) for i = 1, we infer that
Since d = |ξ 1 − ξ 2 |/2, we know that B 1 ∩ B 2 = ∅ and thus, by (3.5), and (3.6),
This is a contradiction and thus,
Set now m := max{δ 1 (x 1 ), δ 2 (x 2 )} and define B = B ξ 1 , 2ρ −1 m . If we choose the constants so that η ≤ ρτ 40M , then, since ξ 1 ∈ 1 2 B, it holds that
Also, by definition of m and taking ρ ≤ 1/2,
while by (3.7),
Therefore, by (3.3) and the above considerations, x 1 and x 2 are corkscrew points for B contained in B.
Recall now that we denoted F = ∂Ω 1 ∩ ∂Ω 2 . We will now show that there exists ξ ∈ B ∩ F . Assume on the contrary that this is not the case. Then, in light of (3.6) and B 1 ⊂ B, we have that ω
Notice also that if K = B ∩ (∂Ω 2 \ ∂Ω 1 ) ⊂ B, then it is clear that ω
2 (B). Therefore, we have that ω
Combining the latter two inequalities we reach a contradiction for ε ′ < 1 2 . Therefore, there exists ξ ∈ F ∩ B and if we set r = 8r( B), then x 1 and x 2 are corkscrew points for B(ξ, r) and are contained in B ⊂ 1 4 B(ξ, r) ⊂ 5 2 B. Next we verify (1.2) still holds for B(ξ, r) in place of B. Indeed, given E ⊂ B(ξ, r) such that ω
, then by (1.2) and that 4 B ⊂ B(ξ, r),
Since ε ′ is sufficiently small, ε ′ 1−ε ′ is sufficiently small as well.
3.2. Reduction to flat balls far away from the poles. Before we state our lemma we need to introduce some notation.
For a measure µ, ξ ∈ supp µ, L an n-plane, and r > 0, we define
where the infimum is over all n-dimensional planes L. Recall also that we have defined
To shorten notation, from now on we will also write ω i instead of ω
i , for i = 1, 2.
Lemma 3.2. Under the assumptions of Theorem 1.1, suppose also that x i is a corkscrew point in Ω i for the ball B. Then for any η, τ > 0, we may find a ball B ′ contained in B for which r(B) η,τ r(
, and
Proof. Recall that, by Remark 2.13 we have ω
. Then, by Lemma 2.10, we can replace B with a slightly concentric smaller ball for which ω 1 (∂B) = ω 2 (∂B) = 0 and (3.8) ω
i (B) ∼ 1 for i = 1, 2, and we will still have ω 2 ∈ weak-A ∞ (ω 1 , B) with slightly different constants. Since our balls are open, we can choose this ball close enough to the original so we still have x i ∈ 1 4 B. Without loss of generality, we may assume B = B.
Suppose instead that the statement in the lemma is false. Thus, there exist a sequence of
with j −1 < r(B) ≤ τ /10 at least one of the following holds:
It is not hard to see that we may pass to a subsequence so that x j i converges to another corkscrew point x 0 i ∈ Ω j i , for all j. Thus, by Harnack's inequality, it is enough to assume that the latter cases hold if we replace x j i with x 0 i . This and Lemma 2.9 imply that, by passing to a subsequence, there exists a CDC domain Ω ∞ i so that ω
, by (3.8). Therefore, for all open balls B ⊂ B centered on B ∩ ∂Ω ∞ 1 ∩ ∂Ω ∞ 2 , with ω ∞ i (∂B) = 0 and r(B) < τ /10, one of the following happens:
Note that by Lemma 2.14, ω ∞ 2 ∈ weak-A ∞ (ω ∞ 1 , B), and by Lemma 2.12, there is
e. x ∈ G, and so for such x, we must eventually have β n ω ∞ 2 ,1 (x, r) < η Θ n ω ∞ 2 (B(x, r)) for small enough r. But this means that for sufficiently small balls centered on G ∩ 5 6 B (and thus contained in B), neither (1'), (2'), or (3') can hold, and we obtain a contradiction. Proof. Let E ⊂ B ′ be such that ω 1 (E) < ε ω 1 (B ′ ) ≤ ε ω 1 (B). Then by (1.2) and Lemma 3.2, we have that there exists a constant C depending on η, τ , so that
BOUNDEDNESS OF THE RIESZ TRANSFORM ON G
For the sake of convenience, from now on we will be using the notation B and ε ′ for the ball B ′ and the constant C(η, τ )ε ′ obtained in Lemma 3.2 and Lemma 3.3 respectively.
Recall now that, with above convention, for fixed η, τ > 0 (to be chosen later), if c B is the center and r(B) is the radius of the ball B, we have that there exists a positive constant c 2 < 1 depending on τ and η such that
. Note that using (1), it follows that for i = 1, 2,
In the next lemma we prove some useful estimates on the good set G defined in Lemma 2.12.
Lemma 4.1. If G is the set of points in B obtained in Lemma 2.12 for µ = ω 1 and ν = ω 2 , then for i = 1, 2, there exist C 3 and C 4 positive constants depending on τ, η and A, such that
Proof. If we combine Lemma 2.8 and Theorem 2.7, along with (2.18) and the fact that for some τ ≪ 1, it holds r(B) τ |x i − c B |, then we have that
, for all x ∈ G and 0 < r ≤ 2r(B). Finally, (4.2) can be proven exactly as in [AMTV, Lemma 6.3] , since B is a P ω i ,γ -doubling ball. The proof of the lemma is now concluded. 
and for i = 1, 2 it holds
r n for all x ∈ R n+1 and all r > 0, and
Proof. The first equation of (4.3) follows from the application of Lemma 2.12 for µ = ω 1 and ν = ω 2 . Then from the same lemma, since A −1 ≤ dω 1 dω 2 ≤ A and ω 2 (B) > c 2 , we obtain the second inequality from the first one. The estimate (4.4) is an immediate consequence of (4.1). Lastly, using (4.2), once can prove (4.5) exactly as in the proof of Theorem 3.3 in [AMT, .
The next theorem is essentially shown in [NToV2, Theorem 2.1], although it is not stated as such there.
Theorem 4.3. There is C > 0 depending only on n such that for all p, q > 1 the following holds. Let ν be a measure supported in a ball B such that ν(B(x, r)) ≤ r n for all x ∈ R n+1 and r > 0, and define
The following lemma shows that F p,q captures a big piece of F p in ν-measure. 
Then we clearly have
If {B j } j is a Besicovitch subcovering from the collection {B(x, r x )}, then
Thus, for q large enough, ν(F p \F p,q ) < 1 2 ν(F p ), and so
For fixed ρ ∈ (0, 1) to be chosen later, we define
where bd and sd stand for "big density" and "small density" respectively. Fix now δ ∈ (0, 1) to be chosen later and assume that
for all r ∈ (0, 2r(B))}. Let B j be a Besicovitch covering from the collection of balls
For ρ ′ ≪ δ, this implies
Also, for x ∈ G ′ and 0 < r < r(B),
If we set ν =
and F p is the set defined in Theorem 4.3, then F p ⊃ G ′ with p = (ρ ′ ρ) −1 . By Lemma 4.2, we can apply Theorem 4.3 to infer that there is a Cρ q -ADregular measure σ so that σ| Fp,q = ν| Fp,q and R σ is bounded in L 2 (σ). Moreover, by the fact that F p,q ⊂ G bd ⊂ G ⊂ B, inequality (5.1) and Lemma 4.4, we have that
By the main results of [NToV1] , σ is a uniformly rectifiable measure with support Σ, and thus, by (5.2), we obtain
as desired.
6. CASE 2: G sd IS A VERY BIG PIECE OF B IN HARMONIC MEASURE Now we assume instead that
For δ < ε, by the weak-A ∞ property, we also know
Further, by Lemma 2.12, we have
and then, combining (6.2) and (6.3), since G bd = G\G sd , we conclude that
Recall now that η, τ > 0 are small constants to be chosen later and we have that
where c B stands for the center of the ball B.
Lemma 6.1. For x ∈ G sd , (6.8)
where 0 < ρ ≪ 1 is the constant in the definition of G bd and the implicit constant depends on n, a, A and the CDC constants.
Proof. This lemma is also essentially proven in [AMTV, Lemma 6.5] . We sketch its proof for the sake of completeness. Let ϕ : R n+1 → [0, 1] be a radial C ∞ function which vanishes on B(0, 1) and equals 1 on R n+1 \ B(0, 2), and for ε > 0 and z ∈ R n+1 denote ϕ ε (z) = ϕ z ε and ψ ε = 1 − ϕ ε . We set R ε ω 2 (z) = K(z − y) ϕ ε (z − y) dω 2 (y),
where K(·) is the kernel of the n-dimensional Riesz transform. For a fixed x ∈ G sd and z ∈ R n+1 \ supp(ϕ r (x − ·) ω 2 ) ∪ {x 2 } , consider the function v r (z) = E(z − x 2 ) − E(z − y) ϕ r (x − y) dω 2 (y), so that, by Remark 3.2 from [AHM 3 TV], (6.9) G Ω 2 (z, x 2 ) = v r (z) − E(z − y) ψ r (x − y) dω 2 (y) for m-a.e. z ∈ R n+1 . By (2.3) we have ∇v r (z) = c n K(z − p) − c n R(ϕ r (· − x) ω 2 )(z).
In the particular case that z = x we get ∇v r (x) = c n K(x − x 2 ) − c n R r ω 2 (x).
Let r j → 0 be a sequence of radii so that B j = B(x, r j ) is 2a-P ω 1 -doubling for every j and let r x be the largest ball for which ω 2 (B(x,rx)) r n x < ρ Θ ω 2 (B). Then, following the proof of [AMTV, Lemma 6 .5], we can prove that for r j ≤ r x /8, |∇v r j (x)| ω 2 (B(x, 4r j )) r n j a ω 2 (B(x, r j )) r n j ω 2 (B(x, r x )) r n x a,A ρ Θ ω 2 (B),
where in the second inequality we used that B j = B(x, r j ) is 2a-P ω 2 -doubling, in the third one Lemma 2.8, and in the last one the definition of r x . To conclude the lemma it suffices to take j → ∞.
The next lemma is also essentially proven in [AMTV, Lemma 6 .5]. ρ Θ ω 2 (B) + τ Θ ω 2 (B) = (ρ + τ )Θ ω 2 (B), From this, (6.10) follows. Now we conclude the proof. We wish to apply the following theorem which is a corollary of the main theorem in [GT] . Its proof can be found in [AMT, Section 3] . Then there exists some constant θ > 0 such that if δ 0 , τ 0 are small enough (depending on C 5 and C 6 ), then there is a uniformly n-rectifiable set Γ ⊂ R n+1 such that µ(G B ∩ Γ) ≥ θ µ(B).
The UR constants of Γ depend on all the constants above.
We set µ = ω 2 , and replace G B with G sd . By (6.5) and (6.6) we have that (a) and (b) are satisfied for B if we choose η small enough. By (4.1), (4.2), and (6.4), one can see that (c) is satisfied if ε ′ is small enough. Finally, (d) follows from Lemma 6.2 if we choose τ ≪ 1 and ρ ≪ 1 small enough. The conclusion of Theorem 6.3 now holds for µ = ω 2 , that is, there is a uniformly rectifiable set Σ so that ω 2 (Σ ∩ G B ) ω 2 (B).
Finally, recall that dω 1 dω 2 ∼ 1 on G sd ⊂ G, and so we also have
