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RESUMO
Este trabalho apresenta a aplicação de uma metodologia de
avaliação de utilidade de opiniões com o objetivo de identifi-
car quais caracteŕısticas exercem maior influência na quanti-
dade de votos de utilidade: básicas (ex. nota sobre o produto
e/ou serviço, data da publicação), textuais (ex. tamanho das
palavras, parágrafos) e semântica (ex. o significado das pa-
lavras do texto). A avaliação foi realizada em uma base de
dados extráıda do site TripAdvisor com opiniões sobre hotéis
escritas em português. Resultados mostram que os usuários
dão mais atenção a opiniões recentes com notas mais altas
para valor e localização do hotel e com notas mais baixas
para limpeza e qualidade dos quartos. Textos com valores
pequenos para inteligibilidade (mais dif́ıceis) recebem mais
votos do que textos com valores grandes de inteligibilidade.
Palavras-Chave
Mineração de opiniões, Utilidade da opinião, Qualidade da
opinião
ABSTRACT
This paper presents the application of a methodology for
evaluation of usefulness of opinions with the aim of iden-
tifying which characteristics have more influence on the amount
of votes: basic utility (e.g. ratings about the product and/or
service, date of publication), textual (e.g. size of words, pa-
ragraphs) and semantics (e.g., the meaning of the words of
the text). The evaluation was performed in a database ex-
tracted from TripAdvisor with opinions about hotels written
in Portuguese. Results show that users give more attention
to recent opinions with higher scores for value and location
of the hotel and with lowest scores for cleanliness and qua-
lity of rooms. Texts with small values for intelligibility (more
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difficult) receive more votes than texts with large values of
intelligibility.
Categories and Subject Descriptors
H.3.1 [Information Systems]: Information Storage and
Retrieval—Content Analysis and Indexing ; I.1.2 [Computing





Opinion mining, Opinion helpfulness, Opinion quality
1. INTRODUÇÃO
O grande número de opiniões geradas por usuários em
blogs, redes sociais, microblogs, lojas virtuais, sites especi-
alizados em avaliações de produtos e serviços, fez o antigo
”boca a boca” migrar para o mundo virtual, criando grandes
comunidades eletrônicas. O conteúdo gerado por usuários
não possui uma estrutura formal e tão pouco é simples de ser
processado automaticamente. No entanto, como o número
de opiniões cresce rapidamente, cada vez é maior o esforço
do usuário para encontrar a informação desejada [22, 16].
Esse excesso de informação pode sobrecarregar os usuários.
Além de numerosas, muitas das opiniões são fraudulentas,
não-informativas, incompletas ou repetitivas. Além disso,
opiniões úteis estão misturadas com um grande número de
opiniões sem utilidade.
Uma alternativa utilizada por algumas empresas (i.e. Ama-
zon.com, TripAdvisor, Booking.com) foi implementar um
sistema de avaliação onde seus usuários informam se a opi-
nião de outra pessoa foi útil ou não. Essa avaliação se dá
através da pergunta ”Esta opinião foi útil para você?”, ge-
ralmente posicionada na sequência do conteúdo da opinião
e somente com as opções ”Sim” ou ”Não” como resposta.
Além disso, o total de votos positivos e o total geral de vo-
tos também podem ser apresentados, sendo estes utilizados
no cálculo do ı́ndice de utilidade da opinião. Este ı́ndice é
usualmente um dos critérios de ordenação das opiniões dos
sites que utilizam esse sistema de votação [10].
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A tarefa mais importante quando se organiza um conjunto
de opiniões é determinar quais serão úteis para os usuários.
A maioria dos sites apresenta o conteúdo utilizando uma
ordenação por data ou pontuação (i.e. nota ou números de
estrelas atribúıdo pelo público) e também apresentam um re-
sumo da avaliação de todos que votaram, como por exemplo
”20 de 30 pessoas acham essa opinião útil” ou simplesmente
apresentam o número de votos de utilidade que a opinião
recebeu junto com o conteúdo do texto [11, 27]. No geral,
as opiniões são criadas por pessoas que possuem necessida-
des, pontos de vista e tiveram experiências diferentes sobre
um mesmo objeto e revelam quais atributos do produto ou
serviço são os mais importantes. O sistema de votação de
utilidade não resolve todos os problemas, pois a maior parte
das opiniões não recebe voto e sem isso, o mesmo não cumpre
o seu papel de indicar o conteúdo mais útil.
Portanto, a contibuição desta pesquisa é apresentar uma
aplicação da metodologia descrita no trabalho de [5] em ou-
tra ĺıngua (português), com opiniões no domı́nio de serviços
(hotelaria) e a utilização de métricas de inteligibilidade, a
fim de identificar entre caracteŕısticas básicas (ex. nota so-
bre o produto e/ou serviço, data da publicação), textuais
(ex. tamanho das palavras, parágrafos), semântica (ex. o
significado das palavras do texto) do conteúdo de opiniões
de serviços de hotel, escritas em português, quais possuem
maior influência nos usuários em sua avaliação de utilidade,
a fim de definir um modelo capaz de selecionar um conjunto
de opiniões que possuem maior probabilidade de receber vo-
tos.
O restante do artigo está organizado da seguinte maneira:
a Seção 2 apresenta os trabalhos correlatos; a Seção 3 apre-
senta a metodologia, a seção 4, os experimentos realizados e
os resultados obtidos; e as considerações finais na Seção 5.
2. TRABALHOS CORRELATOS
A revisão do estado da arte realizada a partir do estudo
de [16], resultou na descoberta do trabalho de [5], através
de buscas realizadas nas base de publicações cientificas do
IEEE, ACM, Cite Seer X, Web Of Knowledge, Periódicos
Capes, com palavras-chave relativas a mineração de opi-
niões, análise da qualidade, utilidade da opinião e qualidade
da opinião (e equivalentes em inglês1). A partir dos resulta-
dos encontrados, foram selecionados trabalhos relacionados
a qualidade da opinião no peŕıodo de 2006 à 2014 ordenados
por número de citações.
Na literatura, é posśıvel encontrar trabalhos [11, 29, 9, 17,
18, 21, 28, 6, 19] que têm por objetivo estimar automatica-
mente a qualidade das opiniões através do número de votos
de utilidade e outros atributos (ex. frequência de palavras,
classes gramaticais) capturados por meio de mineração de
dados e aprendizado de máquina, e baseadas no conteúdo
das opiniões que receberam pelo menos um voto de utili-
dade.
Também há uma linha de pesquisa [26, 5, 10, 12, 15, 27]
que tenta responder a pergunta: ”quais os fatores que influ-
enciam no número de votos que uma opinião recebe?”. Esses
trabalhos também utilizam técnicas de mineração de dados
e aprendizado de máquina, porém consideram todas as opi-
niões e procuram analisar o quanto as propriedades básicas,
textuais, erros de escrita, semântica, histórico de contribui-
1opinion mining, sentiment analysis, review quality, review
helpfulness e opinion quality.
ções de um mesmo autor e as opiniões fortemente polarizadas
(i.e. muito positivas ou negativas, de acordo com as notas
atribúıdas pelos usuários) influenciam na leitura e avaliação
das opiniões publicadas online.
Os artigos de [5] e [12] foram considerados pontos de par-
tida para este trabalho, pois, o primeiro utiliza somente o
conteúdo dispońıvel de forma pública no site CNETD Down-
load.com, sem a necessidade de informações restritas dos au-
tores das opiniões, interação em redes sociais entre usuários
e informações mais detalhadas das opiniões (i.e. análise de
subjetividade, polaridade, etc.) e o segundo utiliza métricas
de inteligibilidade da ĺıngua inglesa, a subjetividade das opi-
niões, os erros de escrita e o histórico de votos de utilidade
que o autor da opinião recebeu, com o objetivo de determi-
nar se essas caracteŕısticas dos textos têm influência sobre o
volume de vendas dos produtos analisados.
O trabalho de [12] afirma que testes de inteligibilidade
são utilizados para quantificar diferentes tipos de texto den-
tro das áreas da ciência da informação. Em sua pesquisa,
os autores aplicam quatro testes de inteligibilidade dispo-
ńıveis para a ĺıngua inglesa: a) Gunning’s Fog (FOG), b)
Flesh/Kincaid Reading (FK), c) Automated Readability-Index
(ARI), c) Coleman-Liau Index (CLI) e afirmam que as ca-
racteŕısticas textuais é que possuem maior influência na ava-
liação de utilidade das opiniões. Porém, em sua pesquisa [5],
chega a conclusão que as caracteŕısticas semânticas apresen-
tam maior influência.
Além das conclusões diferentes, os autores utilizaram me-
todologias diferentes em dois pontos: (i) o primeiro não uti-
liza a Análise de Semântica Latente (LSA, do inglês Latent
Semantic Analysis [13, 8]) e (ii) o segundo não utilizou mé-
tricas de inteligibilidade. Essa divergência cria uma lacuna
para a investigação efetiva de quais caracteŕısticas do texto
são consideradas pelos usuários quando lêem e avaliam uma
opinião como útil ou não. Contudo, as métricas de inteli-
gibilidade da ĺıngua inglesa não se aplicam a ĺıngua portu-
guesa [4, 25]. Surge dáı a pergunta: ”quais os fatores que
influenciam no número de votos que uma opinião escrita em
português recebe?”. Essa é a pergunta na qual se baseia este
trabalho.
3. MÉTODO ADOTADO
Os experimentos foram realizados seguindo a sequência
utilizada no trabalho de [5], porém adaptada para opiniões
escritas em português e do domı́nio de serviços (hotéis). Os
passos realizados foram: pré-processamento do texto para
separar as caracteŕısticas e realizar contagens textuais (ex.
números de palavras, número de sentenças), a análise sin-
tática, redução de termos através da LSA e a Análise de
Fatores.
Dessa forma, este trabalho estende a pesquisa de [5] de três
maneiras: (i) avaliar se é posśıvel chegar a resultados apro-
ximados, porém, utilizando opiniões no domı́nio de serviços
de hotéis no lugar de software de computador (i.e. produtos,
domı́nio utilizado em [5]); (ii) aplicar métricas de inteligibi-
lidade utilizando uma implementação da ferramenta Coh-
Metrix-Port de [25], para verificar se o ńıvel de dificuldade
de entendimento de textos influencia nos votos de utilidade;
e (iii) utilizar a ĺıngua portuguesa2 como idioma principal
na avaliação das caracteŕısticas textuais e semânticas das
2Esta pesquisa não distingue opiniões em Português do Bra-
sil de outras variações da Ĺıngua Portuguesa.
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opiniões.
3.1 Métricas de Inteligibilidade
Métricas de inteligibilidade, como as baseadas no número
de śılabas por palavra e na média de palavras por senten-
ças em parágrafos, nem sempre traduzem a complexidade
do texto. As técnicas de processamento de linguagem na-
tural (PLN) possuem ferramentas capazes de verificar a in-
teligibilidade e automatizar a tarefa de classificar um texto
de acordo com o ńıvel de escolaridade ou audiência [24].
Existem somente duas ferramentas de avaliação da inteligi-
bilidade para o Português, sendo estas, uma adaptação do
ı́ndice Flesh Reading Ease (Martins et al. (1996) apud [25])
e uma nova abordagem de análise da inteligibilidade base-
ada na simplificação de textos para pessoas com baixo ńıvel
de escolaridade [25].
A ferramenta Coh-Metrix (Graesser et al. (2004), Mc-
Namara et al. (2002), Crossley et al. (2007) apud [25]), é
utilizada para calcular os ı́ndices de coesão, coerência e a di-
ficuldade de compreensão de um texto (em inglês) por meio
de análise lingúıstica de diferentes tipos: léxico, sintático,
discursivo e conceitual. A coesão é definida por Graesser et
al. (2003) apud [25] como ”caracteŕısticas de um texto que,
de alguma forma, ajudam o leitor a conectar mentalmente
as idéias do texto”. Já coerência é definida pelo mesmo autor
como ”caracteŕısticas do texto (ou seja, aspectos de coesão)
que provavelmente contribuem para a coerência da represen-
tação mental”.
Devido a incompatibilidade das métricas de inteligibili-
dade da ĺıngua inglesa com a ĺıngua portuguesa, foi necessá-
rio utilizar um conjunto de métricas adaptadas para o por-
tuguês [4], o Coh-Metrix-Port, desenvolvido por [25].
3.2 Coleta de dados
Os dados para esta pesquisa foram coletados de opiniões
reais dos serviços de hotéis do site de viagens TripAdvisor,
que indexa entre outras informações, as opiniões dos via-
jantes de diversas cidades em mais de 40 páıses em todo o
mundo. As opiniões são exibidas em uma área pública do
site que também possui informações do hotel (i.e. endereço,
fotos, preços, avaliação geral), dispostas na forma de uma
lista (ordenada da mais recente para a mais antiga) e limi-
tada a 10 opiniões por página.
Aproveitando a escolha do Brasil para realização da Copa
do Mundo de 2014, foi coletada e utilizada uma amostra
aleatória com 10.920 opiniões de 2.457 hotéis das 12 cidades
sede selecionadas para o evento do futebol: Rio de Janeiro
(RJ), São Paulo (SP), Belo Horizonte (MG), Porto Alegre
(RS), Braśılia (DF), Cuiabá (MT), Curitiba (PR), Fortaleza
(CE), Manaus (AM), Natal (RN), Recife (PE) e Salvador
(BA). Apesar de domı́nios diferentes, em [5] foram utilizadas
3.460 opiniões e em [12], pouco mais de 36 mil opiniões. A
quantidade de opiniões (absoluta e porcentual) que os hotéis
de cada cidade da copa receberam é apresentada na tabela
1.
Conforme discutido no trabalho de [5], a maioria das opi-
niões não recebe voto de utilidade. O problema, que se re-
pete em outros trabalhos citados anteriormente, também foi
encontrado na distribuição de votos por opinião neste tra-
balho (Tabela 2). É posśıvel notar que quando a quantidade
de votos aumenta, o número de opiniões diminui expressi-
vamente. A quantidade de opiniões que nunca recebeu voto
ultrapassa 60% da base, enquanto a quantidade que recebeu
dez ou mais votos, não alcança 1% do total de opiniões.
3.2.1 Opinião dos usuários do TripAdvisor
A Figura 1 é um exemplo de uma opinião registrada no
TripAdvisor. No canto superior esquerdo abaixo do t́ıtulo
está a avaliação geral do hotel realizada pelo usuário, se-
guida pela data de publicação da opinião. Na sequência é
apresentada o texto livre da opinião. A data da hospedagem
no hotel e as avaliações das caracteŕısticas do hotel, quando
o usuário preenche esses dados, estão posicionados antes da
pergunta sobre a utilidade da opinião (circulado). O Tri-
pAdvisor apresenta somente o número total de votos que a
opinião recebeu, não havendo diferença entre votos positivos
ou negativos.
3.2.2 Características básicas das opiniões
As caracteŕısticas básicas podem ser extráıdas de forma
simples e sem a utilização de ferramentas de PLN (infor-
mações dispońıveis na Figura 1). Foram utilizados: 1) o
intervalo (em dias) entre a data da publicação da opinião
e a data da viagem, 2) o extremismo da avaliação, valor
estimado pela diferença entre a nota da opinião dada ao ho-
tel e média geral de todos os usuários. Além desses itens,
também foram utilizadas as notas em uma escala de 1 a 5
para as caracteŕısticas: 3) custo-benef́ıcio, 4) localização, 5)
qualidade do sono, 6) quartos, 7) limpeza e 8) atendimento.
Tabela 1: Quantidade de opiniões por cidade.
Cidade Hotéis (Qtd.) Opiniões (Qtd.) %
Belo Horizonte 159 608 5.57
Braśılia 87 673 6.16
Cuiabá 58 135 1.24
Curitiba 143 823 7.54
Fortaleza 219 903 8.27
Manaus 80 286 2.62
Natal 220 1038 9.51
Porto Alegre 111 536 4.91
Recife 98 552 5.05
Rio de Janeiro 529 2123 19.44
Salvador 246 831 7.61
São Paulo 507 2412 22.09
Total 2457 10920 100
3.2.3 Características textuais das opiniões
As caracteŕısticas textuais representam o estilo de escrita
do usuário e não podem ser extráıdas sem um pré-processamento
no conteúdo da opinião. Para este trabalho, foi implemen-
tada uma versão da ferramenta Coh-Metrix-Port, baseada
na documentação dispońıvel online3, somente com as con-
tagens básicas (i.e. cálculo do inteligibilidade, número de
sentenças, número de palavras, número de śılabas, média
de palavras por sentenças, número de verbos, número de
substantivos, número de adjetivos, número de advérbios e
número de pronomes).
O ı́ndice Flesch Reading Ease avalia superficialmente a
inteligibilidade de um texto. Esta métrica mede somente o
número de palavras em sentenças e o número de letras ou
śılabas por palavra sendo a única métrica que foi adaptada
para o português [4]. A sáıda da fórmula Flesch Reading
3http://www.nilc.icmc.usp.br:3000/index/info
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Ease é um número entre 0 e 100, e quanto mais alto o
ı́ndice, mais fácil a leitura [4, 25]:
206.835− (1.015×ASL)− (84.6×ASW ) (1)
onde, ASL é o tamanho médio de sentenças medido em
número de palavras (o número de palavras dividido pelo
número de sentenças) e ASW é número médio de śılabas
por palavra (o número de śılabas dividido pelo número de
palavras). Em português, a adaptação do Flesch Reading
Ease resultou na fórmula:
248.835− (1.015×ASL)− (84.6×ASW ) (2)
que corresponde à fórmula original salvo pela constante
248,835 que diferencia textos em inglês de textos em portu-
guês4. De acordo com [25], os valores desse ı́ndice variam
entre 100-75 (muito fácil), 75-50 (fácil), 50-25 (dif́ıcil) e 25-0
(muito dif́ıcil), que correspondem, respectivamente, às duas
subdivisões da educação fundamental (1-4 e 5-8), ensino mé-
dio (9-11) e ensino superior. A partir dessa implementação
simplificada do Coh-Metrix-Port, foi posśıvel extrair as ca-
racteŕısticas textuais, tais como: 1) ı́ndice de inteligibilidade
(em uma escala de 0 a 100) e as contagens de 2) sentenças,
3) palavras, 4) śılabas, 5) média de palavras por sentenças,
6) quantidade de verbos, 7) substantivos, 8) adjetivos, 9)
advérbios e 10) pronomes.
Tabela 2: Quantidade de opiniões por votos de uti-
lidade.











≥ 10 75 0.69
Total 10920 100
3.2.4 Características semânticas das opiniões
As caracteŕısticas semânticas representam a idéia princi-
pal da opinião e, segundo [5], causam grande influência no
voto de utilidade da opinião. Para capturar a ideia principal
das opiniões, foi utilizada a LSA, que é um método estat́ıs-
tico que explora a relação existente entre um conjunto de
termos e os documentos nos quais estes aparecem, a fim de
construir um padrão de relacionamento entre os termos e os
documentos [7].
3.3 Pré-processamento das opiniões
Na etapa de pré-processamento, foram eliminadas todas
as opiniões fora do intervalo de publicação definido entre 1o
4O número 42 é o valor de referência que, na média, dife-
rencia textos em inglês e português citado por Martins et al.
(1996) apud [25]
Figura 1: Exemplo de opinião de uma pousada situ-
ada em Bombinhas/SC. Fonte: Captura de tela do
site Tripadvisor.
de Janeiro e 1o de Agosto de 2014, com o intuito de abranger
um peŕıodo de tempo razoável antes e durante a Copa do
Mundo de Futebol 2014 (realizada entre 12 de Junho e 13
de Julho/2014) e selecionar uma amostra aleatória com no
máximo 10.920 opiniões5. Também foi calculado o intervalo
(em dias) entre a data da publicação da opinião e a data da
viagem e o ńıvel de ”intensidade”, estimado pela diferença
entre a nota da opinião dada ao hotel e a nota média de
todos os usuários. O processamento foi realizado utilizando
a linguagem R [23] em um servidor Linux Debian 7, 64 bits
com 120 GB de RAM, 2TB de disco e 24 núcleos (Intel Xeon
E5-2420 1.90GHz).
3.4 Análise sintática e redução de termos
Na etapa de análise sintática, foram realizadas as con-
tagens básicas da estrutura do texto (i.e. contagens de
sentenças, palavras, śılabas, média de palavras por senten-
ças, quantidade de verbos, substantivos, adjetivos, advér-
bios e pronomes) e o cálculo do ı́ndice de inteligibilidade.
Na sequência, foram feitas a remoção de stopwords6 e a re-
dução das palavras ao seu radical com o objetivo de agrupar
termos semelhantes, reduzindo a quantidade de palavras e
a ambiguidade do texto para a próxima etapa. A ferra-
menta Apache OpenNLP [3] em conjunto com algoritmos
próprios foi utilizada para realizar a classificação sintática
e identificação de palavras e sentenças (i.e. processamento
”part-of-speech”).
A filtragem de termos do texto resultou na construção da
matriz termos-documentos. Essa matriz, foi constrúıda uti-
lizando a TF-IDF (do inglês, Term Frequency–Inverse Do-
cument Frequency). Esse processo consiste na separação do
5Essa quantidade de opiniões é o triplo do número de opi-
niões que [5] utiliza em seu trabalho.
6Palavras que podem ser consideradas irrelevantes. Exem-
plos: as, e, os, de, para, com, sem, foi, etc
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conteúdo dos documentos (i.e. opiniões) em termos e a con-
tagem de suas frequências. O resultado deste processamento
gera uma matriz esparsa (conhecida com Bag of Words ou
BOW ) em que cada linha representa um documento e cada
coluna um termo, isto é, seja di a linha e tj a coluna da ma-
triz, o elemento da matriz Oij representa o número de vezes
que o termo j aparece no documento i. Foram identificados
7.976 termos, resultando em uma matriz 10.920x7.976.
3.5 Análise semântica das opiniões
Na sequência da redução de termos e criação da matriz
termos-documentos, [5] aplica a Decomposição de Valor Sin-
gular [14] (do inglês, Singular Value Decomposition ou SVD),
sendo esta a etapa principal da LSA. Através desta técnica
(SVD) são geradas três matrizes a partir da matriz termos-
documentos original, e então uma nova matriz é obtida do
produto destas três matrizes. A SVD é utilizada para lo-
calizar a informação semântica essencial em uma matriz de
co-ocorrência das palavras. O objetivo é obter um espaço se-
mântico condensado que representa a melhor relação entre
os termos e documentos.
3.6 Análise Fatorial
A Análise Fatorial (do inglês, Factor Analysis) é um pro-
cesso de mensuração que identifica variáveis similares em
uma mesma estrutura. A denominação ”Fatores SVD” é
utilizada por [5] para definir as colunas da nova matriz de
termos encontrada após à análise fatorial. Essa matriz re-
sume ainda mais a matriz-semântica das opiniões e repre-
senta o conjunto de caracteŕısticas semânticas que serão uti-
lizadas nos modelos, isto é, um número reduzido de palavras
que representam o conteúdo textual da opinião e que foram
encontradas devido similaridades matemáticas dos termos,
representando o ńıvel mais simplificado da matriz termos-
documento. A pesquisa de [5], utiliza conjuntos de 50, 100,
150 e 200 Fatores SVD, porém, o resultado apresentado para
fins de demonstração utiliza somente 100 fatores, o mesmo
número utilizado neste trabalho.
3.7 Definição dos modelos
A Regressão Loǵıstica Ordinal [20] [2], do inglês Ordinal
Logistic Regression ou OLR, é utilizada por [5] para inves-
tigar a relação entre as caracteŕısticas básicas, textuais e
semânticas das opinões e o número de votos de utilidade da
opinião. A OLR é uma extensão do modelo de regressão lo-
ǵıstica binária, onde a variável dependente pode acomodar
mais do que duas categorias de valores. A variável depen-
dente deste estudo é um ”ranking de utilidade” baseado no
número de votos que uma opinião recebeu. O modelo OLR
foi utilizado para determinar quais caracteŕısticas implicam
no aumento de votos de utilidade de uma opinião. As equa-
ções 3 e 4 definem a abordagem da OLR:
g(Pr(Y ≤ i|x)) = αi + β′x, i = 1, 2, ..., k (3)
onde Y é a variável resposta (dependente) com k catego-
rias codificadas em 1,2...k, α1, α2,...,αk, representa o parâ-
metro de localização para as k categorias da variável depen-
dente, β é o vetor de coeficientes de regressão (declives), β’
é o vetor β transposto e x é matriz das variáveis indepen-
dentes. A função g=g(µ) é a função de ligação que permite
(µ) assumir uma reposta linearmente relacionada as variá-
veis independentes. Pr(Y ≤ i|x) é a probabilidade de Y ser
Tabela 3: Descrição dos Modelos
Modelo Descrição das variáveis # variáveis
1 Básicas 8
2 Textuais 10
3 Semânticas (Fatores SVD) 100
4 Básicas + Textuais 18
5 Básicas + Textuais + Semânticas 118
menor ou igual a i, dado um valor de x. A escala de odds
proporcionais foi usada como função de ligação, conforme
definido na equação 4 [5]:




1− Pr(Y ≤ i|x)
= ln
1(x) +2(x) + · · ·+i(x)
1− (1(x) +2(x) + · · ·+i(x))
= αi + β
′x,
i = 1, 2, ..., k
(4)
onde i(x) é a probabilidade de se estar em uma classe
i dado x. Nesta pesquisa, Y é o número de votos de uti-
lidade das opiniões e estes foram agrupados de forma que
os valores de ”0” a ”9” representam estes valores neste in-
tevalo, enquanto ”10” agrega ”10 ou mais votos” em uma
mesma categoria. A distribuição dos votos foi apresentada
anteriormente na Tabela 2.
Para determinar como e quais caracteŕısticas de uma opi-
nião influenciam no número de votos de utilidade, foram
criados cinco modelos OLR com várias combinações entre
os três tipos de caracteŕısticas básicas, textuais e semânti-
cas seguindo a mesma combinação discutida no trabalho de
[5]. A Tabela 3 apresenta a descrição dos modelos e a quan-
tidade de variáveis independentes de cada um. Os três pri-
meiros modelos (i.e. modelos 1, 2 e 3) serão utilizados para
verificar a influência de cada caracteŕıstica separadamente.
O modelo 4 congrega caracteŕısticas básicas e textuais e o
modelo 5 engloba os três tipos de caracteŕısticas.
Alguns dos modelos possuem uma grande quantidade de
variáveis, o que pode aumentar o ajuste do modelo e di-
minuir sua capacidade de previsão. Por isso é utilizado o
método de seleção stepwise, que retira do modelo uma va-
riável com maior p-valor e verifica-se se houve diminuição no
ajuste do modelo. Caso não tenha ocorrido efeito no ajuste,
a variável é retornada para o modelo e o mesmo processo é
executado para a próxima variável. Esse processo é execu-
tado até que todas as váriaveis tenham sido testadas ou que
o modelo atinja seu ajuste mı́nimo. Para comparar os mode-
los, [5] utilizou três medidas de ajuste: taxa de classificação
incorreta (do inglês, misclassification rate), o critério de in-
formação de Akaike (i.e. Akaike’s information criterion, ou
AIC) e a razão de lift (i.e. lift ratio).
A taxa de classificação incorreta, é utilizada para calcular
o quanto uma classificação pode ser considerada incorreta.
É calculada através da proporção de classificações incorretas
sobre o total de classificações do modelo e quanto maior a
taxa de classificação incorreta do modelo, pior é o seu de-
sempenho. Criado por Akaike [1], o critério de informação
é utilizado para manter o compromisso entre a precisão do
modelo e sua complexidade. Seu cálculo penaliza a inclu-
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Tabela 4: Comparação dos Modelos
Modelo Taxa de Classificação Incorreta AIC Lift ratio
1 0,62344 24651,57 0,98
2 0,37595 24602,58 1,18
3 0,37546 24712,84 0,88
4 0,37568 24588,56 1,16
5 0,37445 24530,49 1,27
são de muitas variáveis no modelo enquanto procura manter
uma precisão razoável de maneira que, quanto menor o ı́n-
dice AIC, melhor o modelo. Esta métrica foi utilizada para
comparar os cinco modelos criados para esta pesquisa. A
razão de lift é utilizada para medir a performance de previ-
são de um modelo em um segmento aleatório da população.
Como regra geral, quanto maior, melhor será o desempenho
do modelo.
4. RESULTADOS OBTIDOS
Nesse estudo, chegou-se a uma conclusão semelhante a de
[5] em que as caracteŕısticas semânticas, ou seja, grupos de
palavras encontradas no texto da opinião, possuem influên-
cias positivas e negativas no número de votos de utilidade
que recebem. Complementar a essa conclusão, foi verificado
que as pessoas tendem a dar mais atenção para opiniões mais
recentes, que tenham notas mais altas em relação ao valor,
localização do hotel e que apresentam notas mais baixas em
relação à limpeza e qualidade dos quartos. Curiosamente,
textos de opiniões com mais palavras, menos adjetivos e ı́n-
dices de inteligibilidade mais baixos (i.e. maior dificuldade)
recebem mais votos do que opiniões sem estas caracteŕısti-
cas.
A Tabela 4 resume os resultados emṕıricos da comparação
dos cinco modelos OLR. Assim como no trabalho de [5], o
Modelo 5 (i.e. Básicas + Textuais + Fatores SVD), possui
a menor taxa de classificação incorreta e os melhores ı́ndices
AIC e lift, ou seja, obteve o melhor resultado entre os mode-
los. Esse resultado confirma que integrar as caracteŕısticas
semânticas junto com as caracteŕısticas básicas e textuais,
melhora o desempenho do modelo.
O Modelo 4 (i.e. Básicas + Textuais) possui o segundo
melhor AIC, mas fica com a terceira posição em duas ou-
tras métricas (taxa de classificação incorreta e lift). O Mo-
delo 2 (Textuais), com o terceiro melhor AIC, alterna entre
a segunda e terceira posição para os ı́ndices lift e taxa de
classificação incorreta. Os Modelos 1 (Básicas) e 3 (Fatores
SVD), possuem os piores resultados em duas métricas (AIC
e lift), o que pode indicar que caracteŕısticas básicas e se-
mânticas utilizadas isoladamente são os piores critérios para
estimular o voto de utilidade.
A Tabela 5, mostra o resultado final do Modelo 5 com as
variáveis selecionadas após a aplicação do método de seleção
de variáveis da OLR, suas estimativas, desvio padrão, teste
estat́ıstico Wald Chi-square e o p-valor. Este modelo possui
cinco variáveis básicas (intervalo, valor, quartos, limpeza,
localização), cinco variáveis textuais (́ındice Flesch Reading
Ease, número de palavras, número de substantivos, número
de adjetivos e número de advérbios) e 47 variáveis semânti-
cas (fatores SVD).
É importante notar que o p-valor de mais da metade das
variáveis é menor que 0,05, o que indica que são estatistica-
mente significativas com 95% de ńıvel de confiança. Porém,
uma variável básica (número de palavras) e quatro variá-
veis semânticas7 tiveram o p-valor menor que 0, 01, o que
demonstra que são estatisticamente significativas com 99%
de ńıvel de confiança. A maioria dos p-valores do Modelo 5
está no intervalo de 0, 05 e 0, 01 de significância estat́ıstica
com ńıveis de confiança entre 95% e 98% respectivamente.
Tabela 5: Estimativa dos parâmetros do Modelo
ORL 5 (Básicas + Estilo + SVD)
Parâmetro Coef. Erro Padrão Wald Chi-square Pr > ChiSq
Intervalo -0,0004 0,0002 6,72 0,0095
Valor 0,0512 0,0209 6,00 0,0143
Quartos -0,0419 0,0223 3,53 0,0603
Limpeza -0,0607 0,0236 6,59 0,0103
Localização 0,0305 0,0197 2,40 0,1210
Flesch R.E. -0,0022 0,0010 5,33 0,0209
N. Palavras 0,0112 0,0024 22,78 < 0, 0001
N. Substantivos -0,0156 0,0072 4,72 0,0298
N. Adjetivos -0,0164 0,0079 4,32 0,0376
N. Advérbios -0,0213 0,0099 4,60 0,0320
SVD 4 0,1002 0,0405 6,12 0,0134
SVD 6 0,1356 0,0714 3,61 0,0575
SVD 9 0,4612 0,1864 6,12 0,0133
SVD 12 -0,3343 0,1294 6,68 0,0098
SVD 20 -0,2316 0,1553 2,23 0,1358
SVD 24 0,4922 0,3125 2,48 0,1152
SVD 21 0,7037 0,2110 11,12 0,0009
SVD 25 0,4151 0,2541 2,67 0,1024
SVD 33 0,0871 0,0592 2,16 0,1413
SVD 34 -0,4320 0,2860 2,28 0,1309
SVD 32 0,1636 0,0465 12,35 0,0004
SVD 35 -0,4477 0,2823 2,52 0,1127
SVD 36 0,6797 0,3603 3,56 0,0592
SVD 44 0,1556 0,0793 3,85 0,0498
SVD 43 0,6344 0,3186 3,96 0,0465
SVD 57 -0,0425 0,0238 3,19 0,0742
SVD 50 1,1196 0,5226 4,59 0,0322
SVD 77 -0,0878 0,0389 5,10 0,0240
SVD 58 0,2821 0,1207 5,46 0,0194
SVD 99 -0,0565 0,0306 3,40 0,0651
SVD 82 -0,3221 0,2178 2,19 0,1392
SVD 69 -0,0334 0,0188 3,15 0,0760
SVD 84 -0,0533 0,0254 4,41 0,0357
SVD 86 -0,3533 0,1852 3,64 0,0565
SVD 67 0,7409 0,2480 8,92 0,0028
SVD 83 -0,9946 0,5425 3,36 0,0668
SVD 100 1,0611 0,4500 5,56 0,0184
Ao contrário do trabalho de [5], que chega a conclusão de
que palavras de até quatro letras em inglês, são mais sim-
ples de ler e podem significar mais votos para opinião, nesta
pesquisa o resultado encontrado foi positivo para número
de palavras e negativo para as outras variáveis textuais, ou
seja, uma grande quantidade de palavras e um menor ı́ndice
de inteligibilidade (i.e. mais dificil) com poucos substanti-
vos, adjetivos e advérbios possui maior influência no número
de opiniões. O intervalo de publicação da opinião e a data
efetiva da utilização do serviço é negativo, indicando que
quanto menor esse intervalo, maior a chance da opinião re-
ceber mais votos, isto é, opiniões inclúıdas pouco tempo após
a hospedagem no hotel podem ser consideradas mais úteis
devido ao fato da experiência com o serviço ser recente.
As opiniões ”extremamente negativas” podem não exercer
o mesmo efeito no domı́nio de serviços ou em outra cultura.
Ao contrário do resultado encontrado em [5], que observou
que as pessoas tendem a votar nas opiniões mais negativas,
o Modelo 5 deste trabalho não incluiu a variável relacionada
ao extremismo da opinião. A avaliação geral da nota pode
ter dado lugar a avaliações das caracteŕısticas espećıficas do
hotel, confome explicado a seguir. As variáveis contendo as
notas sobre ”valor”, ”quarto”, ”limpeza” e ”localização” são
7SVD 12: ”abertur”; SVD 21: ”abram”; SVD 32: ”abrind”;
SVD 67: ”aceit”.
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importantes para quantidade de votos de utilidade da opi-
nião, ou seja, são as váriáveis básicas que ajudam a diminuir
o ı́ndice AIC sem prejudicar o desempenho do modelo. Por
possuir uma estimativa positiva, os usuários tendem a votar
em opiniões com notas mais altas para ”valor” e ”localiza-
ção”.
Apresentando estimativas negativas, valores mais baixos
para ”limpeza” e ”quarto” atraem mais votos, o que indica
tendência de procura por serviços com conforto e higiene.
Estas quatro variáveis, podem indicar as caracteŕısticas dos
serviços de hotel que os usuários levam em consideração na
escolha da empresa que irão contratar e estão diretamente
ligadas ao domı́nio utilizado, isto é, certamente a utilização
de opiniões sobre restaurantes terá outras variáveis básicas.
Finalmente, os coeficientes de alguns fatores SVD (Seção
3.6) são positivos e outros negativos, o que indica que certas
palavras possuem influência positiva, atraindo mais votos e
outras palavras possuem o efeito contrário, desistimulando
que o usuário avalie a opinião.
5. CONCLUSÃO
Neste trabalho foram realizados os experimentos descri-
tos na pesquisa de [5] para encontrar quais caracteŕısticas
em um conjunto de opiniões pode influenciar a percepção
de utilidade de uma opinião e, consequentemente, na quan-
tidade de votos de utilidade que uma opinião pode receber.
Assim como no trabalho de [5], o objetivo foi explorar se as
caracteŕısticas semânticas possuem influência no número de
votos de utilidade. Foi posśıvel observar nos resultados em-
ṕıricos da pesquisa que essas as caracteŕısticas semânticas
efetivamente possuem impacto na avaliação de utilidade das
opiniões também em ĺıngua portuguesa e no domı́nio de ser-
viços da hotelaria. Curiosamente, a utilização do ı́ndice de
inteligibilidade revelou que opiniões mais complexas e que
possuem mais palavras são mais úteis do que opiniões com
poucas palavras e mais fáceis de ler.
Estendendo o experimento de [5] e considerando algumas
de suas limitações, foi posśıvel adaptá-lo à mudança da Ĺın-
gua Inglesa para a Portuguesa e aplicá-lo em outro domı́nio
(hotelaria). Assim como mencionado na conclusão de [5], as
caracteŕısticas semânticas são importantes para a percep-
ção de utilidade das opiniões, mas quais são efetivamente as
palavras que capturam a atenção dos leitores? Essa inves-
tigação pode levar a descoberta de padrões de textos que
potencializam as chances de leitura e mais votos em uma
determinada opinião.
As opiniões utilizadas são espećıficas para hotéis e pos-
suem suas caracteŕısticas próprias, como localização do ho-
tel, detalhes referentes aos quartos, atendimento dos fun-
cionários e outros, porém, a base de dados também possui
informações sobre opiniões de Restaurantes e Pontos Tuŕıs-
ticos das cidades escolhidas para a Copa do Mundo de 2014
e sendo posśıvel comparar em um trabalho futuro se os re-
sultados se mantêm, por exemplo, para opiniões sobre atra-
ções tuŕısticas. Além disso pode-se investigar a existência
de um indice de inteligibilidade ”recomendado” e que teria
um efeito semelhante na quantidade de votos de utilidade.
Outro trabalho futuro, seria retirar a limitação arbitrária de
100 Fatores SVD (utilizada no artigo de [5]) e investigar qual
o conjunto mı́nimo de fatores que melhoram o desempenho
do modelo penalizá-lo pela inclusão de um número excessivo
de variáveis.
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