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RbumC. On note A” le monoide de tous les mots finis et infinis sur un alphabet A. La code- 
compatibilite d’une paire (X, Y) de parties de A” est definie. Une condition necessaire et suffisante, 
qui est une gCn6ralisation du theortme de Sardinas et, Patterson, pour que (X, Y) soit code- 
compatible est Ctablie. 11 est d6montrC que la classe des sous-monoides de A” engendres par un 
code infinitaire est formde par l’intersection, et aussi que, pour tous codes infinitaires X et Y, 
X* n Y* = (X n Y)* ssi (X, Y) est code-compatible. 
Abstract. One denotes by A” the monoid of all finite and infinite words over an alphabet A. The 
code-compatibility of a pair (X, Y) of subsets of A” is here defined. A necessary and sufficient 
condition, which is a generalization of the Sardinas-Patterson theorem, for (X, Y) to be code- 
compatible is established. It is shown that the class of the submonoids of A” generated by an 
infinitary code is closed by intersection, and also that, for any two infinitary codes X and Y, 
X* n Y* = (X n Y)* iff (X, Y) is code-compatible. 
Introduction 
Etant donne un alphabet non-vide A on note A* le monoi’de libre engendre par 
A, i.e., l’ensemble de tous les mots finis sur A, y compris le mot vide note 1, muni 
de l’operation de concatenation. La longeur d’un mot f de A* est notee Ifl, et, pour 
tout n, 1 s n S Ijj, f( n) designe la n-ieme lettre du mot f: L’ensemble des mots infinis 
sur A est note A”. Chaque mot u de A” est une application u: Nt + A qu’on ecrit 
souvent sous la forme u = u( l)u(2) . . . . On pose A” = A* u A”, A+” = A” - { 1) et 
on appelle injinituire (respectivement jinitaire, purement injnitaire) toute partie X 
de A” (respectivement A*, A”). 
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On munit A” d’un produit prolongeant celui de A* de la man&e suivante: 
VUEA~V~EA* : ua=u, 
f(n) 
VJ~A*V~EA~ : (fu)(n)= , , I 
WW-VI) pour nWl. 
I1 n’est pas difficile de verifier que A” est alors un monoi’de. 
Pour chaque partie X de A” on note Xfi, = X n A* et Xi”‘= X n A” et d&nit 
x(O) = {l}, 
X(1) = X , 
x(i) = x 
fin 
x(i-1) 
, i 2 2. 
On appelle code injinitaire toute partie X de A” telle que, pour tous n, m 3 1 et 
pour tous x, . . . x, E X’“‘, xi . . . x& E X’“‘, l’egalite 
x, . . . x, =x; . . . x:, 
implique n=nz et Xi=X: (i=l,..., n). Les codes infinitaires ont eti consideris en 
[6,7]. Dans cette note, la code-compatibilite d’une paire (X, Y) de parties de A” 
est introduite. Une condition necessaire et suffisante, qui est une generalisation du 
thioreme de Sardinas-Patterson (cf. [4,3, 1,6]), pour qu’une paire (X, Y) de parties 
de A” soit code-compatible est etablie. 11 est demontre que la classe des sous- 
monoides quasi-libres i.e., des sous-monoi’des engendres par un code infinitaire, est 
fermie par intersection, et que, pour tous codes infinitaires X et Y, X* n Y” = 
(X A Y)* ssi (X, Y) est code-compatible. 
Dans la suite, sauf specification contraire, le mot ‘code’ designera un code 
infinitaire. Rappelons que pour toutes parties X et Y de A” les parties Y-‘X et 
XY-’ sont definis comme suit: 
1. Ensembles code-compatibles 
Y-‘X={cr~A”13/3~ Y:(pa~X)&(jpI=m+a=l)}, 
XY-’ = {a E A”13P E Y: c$ E X}. 
Soient X et Y deux parties de A”. On dit que la paire (X, Y) est code-compatible 
si, pour tous n, m Z 1 et pour tous x1 . . . x, E X (n) , y, . . . ym E Y (m), I’CgalitC 
x1 . . . Xn=Y1+-*Ym 
implique n=fn et xi=yj (i=l,...,n). 
Evidemment, une partie X de A” est alors un code ssi (X, X) est code-compatible. 
Exemple 1.1. Soient A = {a, b}, X = { a, ab, ba}, Y = {b, ab, ba}. 11 n’est pas difficile 
de verifier que (X, Y) est code-compatible quoique ni X ni Y ne soient des codes. 
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Exemple 1.2. Soient A = {a, b}, X = {a, ba}, Y = {a, ba}. Evidemment, X et Y sont 
des codes. Mais (X, Y) n’est pas code-compatible car u.bu = ub.u. 
Une paire (X, Y) de parties de A” est dit prifixe-compatible (sujixe-compatible) 
si aucun element de X n’est facteur gauche (droite) propre d’un element de Y et 
reciproquement. Une paire (X, Y) est biprf$xe-compatible si elle est a la fois 
prifixe-compatible et suffixe-compatible. On a Cvidemment la proposition suivante. 
Proposition 1.3. Toute puire prijxe-compatible (sufixe-compatible, biprt$xe-comput- 
ible) (X, Y) # (-W, W) es co t d e-compatible. En purticulier, toutepurtiepr$xe (sufixe, 
bipr@xe) X # { 1) es? un code. 
Proposition 1.4. Si (X, Y) es? code-compatible, ulors (X”, Y”) est aussi code compat- 
ible pour tout k B 1. En purticulier, si X est un code, ulors Xk est uussi un code pour 
tout ka 1. 
Preuve. Poson X’ = Xk, Y’ = Yk. Soient xi . . . XL E X’(“‘, Y’, . . . Yh E Yrcm) (n, m b 1) 
tels que 
x; . . . x:,=y;...y;. 
Soient ensuite 
XI=Xil...Xi, (i=l,..., n), 
Yi ‘Yjl - - - Yjs, (j = 1,. . . , m), 
OC xi,EX, Yjte Y (l<Zsri; lst<Sj; ISri,sjSk). Comme ~~,...,x~._~~x~,, 
v:, - - * , YL_~ E Yk,, on doit avoir rl = - - - = r,__, = s, = - - - = s,_~ = k. On a done 
x1, . . . Xlk.. . X,,-_l,, . . . x,-l,kx,, . . . x,, 
= 
YII * * . ylk * a . Ym-1,l * * * ym-1,kyml - - - Yms,, 
oii la partie gauche et la par-tie droite sont dans X((n-l)k+r~) et Y((m-l)k-tsm) respective- 
ment. Comme (X, Y) est code-compatible, on en deduit (n - 1) k + r, = (m - 1) k + s,, 
doncr,=sm,etparconsiquentn=metx,=yilpouri=1,...,n;t=1,...,ri,d’o~ 
x:=y: pour i= 1,. . . , n. Ainsi, (X”, Y”) est code-compatible. Cl 
Disons que (X, Y) est contenu dans (X’, Y’) et notons (X, Y) c (X’, Y’) si X E X’ 
et YE Y’. Soit maintenant 9 l’ensemble ordonne par G des parties code-compatibles 
contenant une paire code-compatible (X, Y), et soit % une cha?ne (i.e., partie 
totalement ordonnee) de 9’. 11 est facile de verifier que ( Ucx,, YI)E v X’, U,,,, Y,)E v Y’) 
est le plus petit majorant de %. D’apres le lemme de Zorn, 9 contient un element 
maximal. On a done la proposition suivante. 
Proposition 1.5. Toute paire code-compatible (X, Y) sur un alphabet A est contenue 
126 D.L. Van 
dans une paire code-compatible maximale sur A. En particulier, tout code X sur A est 
contenu dans un code maximal sur A. 
2. GC&alisation du thCor&me de Sardinas-Patterson 
Pour chaque paire (X, Y) de parties de A” on d&nit de la man&e suivante les 
ensembles Ui(X, Y), &(X, Y), Wi(X, Y), abreges par U, vi, Wi (i = 1,2, . . . ): 
u1= Y-lx -{l}, v, =x-‘Y-(l), 
Ui+r = Y-l Ui U VF’X, v;:+,=x-‘V&J u;‘y, 
Wi = Ui V Vi, i 2 1. 
Lemme 2.1. Pour tous X, Y G A+*: 
(i) Si n 2 2 est le nombre nature1 le plus petit tel que 1 E W,,, alors 
VkE{l,...,n}3i,j30: 
(3uE Uk: uX(‘)n Y’“#@,i+j+k=n,lul=~+i=O)v 
(~ZJE Vk=XCi)nuY.(j)#fl,i+j+k=n,lul=a+j=O). 
(ii) VnVkE{l,...,n}: 
[3i,jsO(3uE Uk: uX(‘)n Y(j’#fl, i+j+k=n,Ju(=a+i=O)v 
(3u~ V,: X”‘nuY~)#~,i+j+k=n,~u]=~+j=O)]+l~ W,. 
(2.1) 
Preuve. Les enon& se prouvent par recurrence descendente sur k Dans la suite, 
pour simplifier des notations on notera respectivement par (a) et (b) les expressions: 
(a) uX(I’)n Y”‘#&i+j+k=n,lul=m+i=O 
et 
(b) X”‘nuY(j)#@,i+j+k=n,lul=oo+j=O. 
(i) Supposons que n 3 2 soit le nombre nature1 le plus petit tel que 1 E W,. 
Si k = n, alors selon que 1 E U, ou 1 E V, on a bien (a) avec u = 1, i = j = 0 ou (b) 
avec v = 1, i = j = 0 respectivement. 
Supposons maintenant que n > k 2 1 et que l’enconce vrai pour n, n - 1, . . . , k + 1. 
Comme 1 E W,, il existe, d’apres l’hypothese de recurrence deux entiers i’, j’ et il 
existe ou bien U’E Uk+l tel que 
(a’) u’X(“)n Y”“#fj,i’+j’+k+l=n,lu’l=co+i’=O, 
ou bien ZI’ E V,,, tel que 
(b’) X(i’)nuY(j”#O,i’+j’+k+l=n,Jv’(=oO+j’=O. 
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Supposons, par exemple, (a) vrai (dans le cas ob (b) est vrai, le raisonnement se 
fait d’une faqon similaire). On a done x E Xci’), y E Yci” tels que 
u’x = y. 
Comme u’ E Uk+l, deux cas sont possibles: 
Cas 1. 1.4’ E Y-l Ui, i.e., il existe 2 E Y, u E Uk tels que 
u = eu’ , I4 =co+ u’= 1. 
On a done 
24x = zu’x = zy. 
Silu’l=oo,alorsi’=O,x=l,j’+k+l=n,(ul=oo,~EY,,etu=zy.D’o~uX’~’n 
Y(j’+l) # 0. Ainsi on a (a), et par conshquent (2.1), avec i = 0, j = j’+ 1. 
Si lu’l<oO et lul<oO, alors ZE Y,,. Done uX(“) n Y(j’+‘) # 0. On a alors (a), et 
par consbquent (2.1), avec i = i’, j = j’+ 1. 
Silu’l<Ooetlul=aJ,alorsu’= 1 et u = z. Les entiers i’ et j’ doivent alors en mgme 
temps hre 6gaux h 0 ou non. 
Si i’ = j’ = 0, alors k + 1 = n, L’igalitC u = z implique uX(‘) n Y(l) f 0. On a done 
(a), et par consiquent (2.1), avec i = 0, j = 1. 
Si i’, j’ # 0, alors k + 1 < n, ce qui n’est pas possible car on a 1 = u’ E Uk+l c W,,,. 
Cas 2. U’E VL’X, i.e., il existe 0 E Vk, z E X tels que 
z = vu’, ~v~=oo-+u’=l. 
On a alors 
zx = vu’x = vy. 
Si I u’l = 00, alors i’ = O,j’+k+l=n,zEX,,,,lul<~etz=vy.D’otiX”’nuYG”# 
0, i.e., on a (b), et par conskquent (2. l), avec i = 1, j = j’. 
Si Iu’I<aI et zEXfin, alors I VI < 00. L’Cgalit6 zx = vy implique Xti’+l) n vYci’) # 0. 
Ainsi on a (b), et par cons&quent (2.1), avec i = l’+ 1, j = j’. 
Si I u’l < CO et z E Xinf, alors u’ = 1 et z = v. Si i’ = j’ = 0, alors k + 1 = n. Comme 
z = v, on a X(‘)n vY(‘) # 0, i.e., on a (b), et par consbquent (2.1), avec i = 1, j = 0. 
Si i’, j’ # 0, alors k + 1~ n ce qui n’est pas possible parce que 1 = u’ E U,,, E W,,,. 
(ii) Soit k E { 1, . . . , n} et supposons 
Vi, j20: 
(3u~ Uk: uX(‘)n Y(j’#@,i+j+k=n,lul=~+i=O)v 
(EVE Vk:X”‘nvY”)#O, i+j+k=n, lvl=oo+j=O). 
On doit montrer que 1 E W,. Supposons qu’il existe u E U, tel que (a) soit satisfait 
(dans le cas oti il existe v E V, tel que (b) soit satisfait le raisonnement se fait d’une 
fagon similaire). 
Si k=n, alors i=j=O. D’oti u=l~ Uk= U,r W,. 
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Soit maintenant n > k 3 1 et supposons 1’CnoncC vrai pour n, n - 1, . . . , k + 1. 
Soit 
avec x1,..., Xi E Xti), y,, . . . , yj E Y(j). Deux cas sont possibles: 
Cus 1. IUI=~.Alorsi=O,j+k=n,j~letu=y,...y,.D’olu’=y,...y,E Uk+,. 
On a alors u’X(O) n Y(j-l) # 0,O + (j - 1) + (k + 1) = n. D’apres l’hypothese de recur- 
rence, 1 E W,. 
Cas 2. IuI<co. Sij=O, alors i=O, u=l, k=n. D’ou l=u~ Uk= U,= W,. 
Supposons j a 1. Si 1~12 (yl, disons u = yIu’, alors U’ E Uk+l et U'X, . . . xi = y2 . . . yj 
~~~~~~~~~~~ y(j-1) #&i+(j--l)+(k+l)=n,Iu’l=~+i=O.D’apresl’hypothese 
de recurrence on doit avoir 1 E W,. Si ( ul < 1~~1, disons y, = uv, alors v E Vk+, et 
x, . . . Xi = Vy2 * s * yp D'oc X+, vy(j-l) #@,i+(j-l)+(k+l)=n,Ivl=w+(j-l)- 
0. 
D’apres l’hypothese de recurrence on a 1 E W,. Cl 
ThCorkme 2.2. Soient X et Y deux parties de A+“. Alors (X, Y) est code-compatible 
ssi aucun des ensembles Wi( X, Y) ne contient le mot vide 1. 
Preuve. Si (X, Y) n’est pas code-compatible, il existe i, j 2 1, x1 . . . Xi E Xcijp 
Yl * - - Yj E Y(j) tels que 
x1 . . . Xj=yl.a. Yj avec X1 # Yl. 
Deux cas sont possibles: 
Cus 1. [xl1 > 1~~1. Alors x1 =y,u avec 1 # u E U,. 
Silxll=~,alorsi=1,Iy,l<oo,lul=~.Onadoncu=y2...yj,j~2.D’o~uX’o’n 
Y’j-” # 0. En vertu du Lemme 2.l(ii) on doit avoir 1 E Wo+(j_,,+l = Wj 
Si Jx~[ < 00, alors IuI < 00. On a done ux2. . . xi = y2 . . . yj, j 2 2. D’ou uX(‘-‘)n 
Y(j-‘)f 0. En vertu du Lemme 2.l(ii), 1 E W(i_l)+(j_1)+1 = Wi+j_l. 
Cas 2. lx11 < Iy,l. Alors x1 v = y1 avec 1 # v E V,. Le raisonnement se fait d’une 
facon similaire. 
Supposons maintenant qu’il existe des ensembles Wi qui contiennent le mot 
vide 1. Soit n b 2 le nombre nature1 le plus petit tel que 1 E W,. En vertu du 
Lemme 2.1 (i) il existe deux entiers i, j 2 0 tels que ou bien il existe u E U, tel que 
(a), ou bien il existe v E V, tel que (b). 11 suffit de traiter le premier cas. Soit 
avec x1 . . . Xi E Xci), Y1 a e a Yj E Y(j). 
Comme u E U,, il existe x E X, y E Y tels que 
x=yu, 
oti x#y car u# 1. 
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Si [U/-C 00, alors x E XC,, y E Yfin. On a done 
xx,... Xi = YUX~ . e m  Xi = yy, e . . yj 
avec x # y, ce qui montre que (X, Y) n’est pas code-compatible. 
Si (~1 = a, alors i = 0, x E Xinf, y E Yfin. Done 
avec x # y, ce qui montre egalement que (X, Y) n’est pas code-compatible. Cl 
Exemple 1.1 (suite). On a Ui(X, Y) ={a}, Vi(X, Y) ={b}, et par consequent 
Wi(X, Y) = {Cl, b}, pour tOUt i 2 1. En vertu du Theoreme 2.2, (X, Y) est code- 
compatible. 
Exemple 1.2 (suite). On a 
WX, Y) = 0, wx, y> = w, ww, Y) = u-4, 
WX Y) = W, VAX, Y) = 0, 4(X, Y) = bl, 
wx Y) = {ll, WC Y) = w, wx Y) = -91. 
En vertu du Thioreme 2.2, (X, Y) n’est pas code-compatible. 
Evidemment pour tout XC A”, Ui(Xy X) = &(X, X) = Wi(X, X), i= 1,2,. . . . 
Done Ui(X, X) note aussi par Ui(X) peut se recrire comme suit 
U,(X) = x-lx -{l}, 
Ui+r(X) = X-’ U,(X) U Ui(X)-‘X, i a 1. 
En vertu du Thioreme 2.2 on a done le corollaire suivant. 
Corollaire 2.3 (cf. [ 61). Pour toute partie X de A*, X est un code ssi aucurt des 
ensembles Ui(X) ne contient le mot vide 1. 
3. Intersection des sous-monoides de A” 
Proposition 3.1. La classe des sous-monoides de A*, A = {a, b}, qui ont un ensemble 
gkne’rateur minimum n’est pas ferme’e par l’intersection. 
Preuve. Soient 
X={a’bn’+‘bli= 1 (mod 2)) u (a’6 1 i = 1 (mod 6)) 
v (a’ba’+‘b.. .I i = 2 (mod 6)}, 
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Y = {aibai”bai+2b 1 i = 1 (mod 3)) u {aibai+‘b.. . ai+‘b 1 i = 1 (mod 6)) 
u(a’ba’+‘b.. .Ii=6(mod6)}. 
11 n’est pas difficile de verifier que X et Y sont des ensembles generateurs minimums 
des sous-monoides X* et Y* respectivement. 
Maintenant, si 2 est un ensemble generateur arbitraire de X* n Y*, alors 2 doit 
contenir {aibai+‘b. . . ai+’ 1 i = 1 (mod 6)) et aussi un nombre infini des elements 
aibai+‘b.. . , i = 1 (mod 6). Mais alors, en supprimant de 2 un nombre fini de ces 
derniers elements on a quand m2me un ensemble ginerateur de X* n Y*. Done 
X* n Y* n’a pas d’ensemble generateur minimum. El 
Pour tout sous-monoide M de A* on pose 
FiV=(Mfin-1)-(Mfin-1)29 1A4=Minf-FA4Minf9 
RM = Mi,,fn F$ et GM = FM u IM v RM. 
11 est montre dans [7] que GM est un ensemble generateur de M. 
Maintenant soit X une partie de A”. Soient z1 et z2 deux elements de (X*)inf. 
Disons que z1 est contenu dans z2, z1 > z2, s’il existe u E F$ = (X& - X&X&)+ tel 
que z1 = uz2. 
Lemme 3.2. Si X c A* est un code, alors toute chaine ascendante d’&ments de 
Cx*)inf, 
est jinie. 
Preuve. Supposons qu’il existe une chaine ascendante infinie d’elements de (X*)inf, 
Pour chaque n 2 2 il existe, par la definition de la relation “c”, des elements 
u1,**., u,,_~ de FG* tels que 
z1= u, . . . u,_,z,. 
Soient Z1 = Xl . . . X, E X”‘, Z, = Xi . . . X: E X’“’ avec X, Xi E Xinf* Soient Ui = 
Xi, a * s Xitiy XikEXen (iskst,i=l,..., n). Alors 
Z] = x1 . . . x, = x,1 . . . x11, . . . X,-l 1 . . . X,-l t _ x; . . . x:. rn 1 
Avec n assez grand on a evidemment 
Ix, . . . x,-11 < 1x1, * - * Xl,, * -. Xn-1,l - *. x”-*,t,_Ix; . . - &I, 
et, par consequent, z1 a deux factorisations differentes en elements de X, contraire- 
ment a ce que X est un code. Cl 
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Thkoritme 3.3. L’intersection d’une famille quelconque de sowmonoi’des quasi-libres 
de A” est aussi un sous-monoiiie quasi-libre. 
Preuve. Soit ( Mi)iEr une famille de sous-monoi’des quasi-libres de A” et soit M = 
ni,, M+ Notons par Xi la base de Mi (i E I) et par .&(I,,,, u &,,) l’ensemble des 
klkments maximaux de IM u RM ainsi dkfini: 
Posons 
2 = F&f u A(I, u R&j). 
Dkmontrons que M est quasi-libre avec la base 2. Tout d’abord comme GM est un 
ensemble gCn6rateur de M, en vertu du Lemme 3.2, 2 est aussi un ensemble 
g&rateur de M, 2” = M. 11 suffit de demontrer que 2 est un code. En effet, si 2 
n’est pas un code, il existe zl_. . . z, E Z”“, zi . . . zh E 2’“’ (n, m 3 1) tels que 
Zl . . . z, = z; . . . z:, 
avec z1 # zl,, disons jzlj> jz:I. Alors z1 = ziu pour un mot u f 1. Deux cas sont 
possibles: 
Cas 1. z1 E F,,,,. Alors z{ E FM. 
Soient Zj = Xjl . . . Xjrj, 2; = XL, . . . XL,, oii xjb X&E Xi pour i quelconque de I 
(l<Z<rj, l<tssk,j=l ,..., n, k=l,.., m). Alor; 
x11 . . . Xlr, . . . x,, . . . x,, =x:, . . . XiSl.. . x’,, . . . XL&. 
Comme Xi est un code, il en rkulte 
i rj = f  Sk et xl1 = xl,,, . . . , xnr, = xhsm. 
j=l k=l 
L’CgalittZ z1 = zl,u implique rl > s1 et u = x~,~,+~ . . . xlr,. Ca signifie que u E Mi pour 
tout i E I, i.e., u E M, contrairement & ce que z1 E FM. 
Cas 2. zl E JU(I~ u &). Alors n = 1, m 2 2, done 
z, = z; . . . zk, 
oti z;, . . . , d-1 E FM, Z;E A(IM u R,). Mais alors on a z1 < z: ce qui est en 
contradiction avec la maximalitk de zl. Ainsi, 2 doit &re un code. Cl 
Thiorime 3.4. Soient X et Y deux codes sur un alphabet A. Alors X* n Y* = (X n Y)* 
ssi (X, Y) est code-compatible. 
Preuve. Supposons que (X, Y) soit code-compatible. Soit z E X” n Y*. Alors il 
existe x1 . . . x, E X’“‘, y1 . . . ym E Y(“) (n, m 2 1) tels que 
2=x1 . ..xn=yl . ..ym. 
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De la code-compatibilitd de (X, Y) on en dkduit n = m et Xi = yi pour i = 1, . . . , n. 
Done z E (X n Y)*. Ceci montre que X* n Y” c (X n Y)*. L’inclusion inverse 
X* n Y” 2 (X n Y)* est triviale. Ainsi X* n Y* = (X n Y)*. 
Rkiproquement, supposons que X* n Y* = (X n Y)*. Soit ensuite 
Xl . . . *n=y1.**ym 
avec x1 . . . x, E X’“‘, y, . . . y,,, E Y’“’ (n, m z 1). Alors il existe z, . . . zI E (X n Y)(” 
tel que 
z1 . . . Z[ = x1 . . . x, = y1 . . . y,. 
Comme X est un code, on a I = n et Zi = Xi (i = 1, . . . , 2). D’autre part, comme Y 
est un code, on doit avoir Z=m et Zi=yi (i=l,...,Z). Done n=nz et Xi=yi 
(i=l,..., n), ceci montre que (X, Y) est code-compatible. Cl 
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