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SOMMAIRE
Le but de cette recherche appliquee est de trouver une methode pratique pour augmenter la
resolution des images de television entrelacees sans recourir a des changements radicaux dans la
transmission des signaux. II s'agit done ici de faire passer Ie signal entrelace a travers une serie de
filtres non lineaires et multidimensionnels. Ce processus, qualifie de «de-entrelacement d'une
sequence d'images entrelacees», produit des images progressives que 1'on peut ensuite
surconvertir en des formats de Television a Haute Definition (TVHD). Aussi faut-il concevoir un
nouveau systeme de conversion efficace et fonctionnant parfaitement en temps reel.
Apres un rappel des techniques de conversion existant actuellement, on aborde en
profondeur les principes et les caracteristiques du systeme propose.
Le systeme presente est original en ce qu'il applique en plus de trois methodes de
conversion de signal, a savoir la methode de detection de contour, celle de detection de mouvement
et la methode du filtrage adaptatif, les techniques des moyennes et surtout celles de renforcement de
decisions sequentielles.
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INTRODUCTION
Le monde assiste actuellement a une periode de transition et de changements dans Ie
domaine des telecommunications visuelles. En effet, la television evoluera progressivement vers la
haute definition (TVHD) au cours des prochaines annees.
Comme on ne peut pas changer radicalement les pastes d'emetteur et de recepteur pour
recevoir la TVHD, la periode de coexistence simultanee de deux systemes TVHD et NTSC sera
echelonnee sur au mains dix ans.
Entre temps, les chercheurs se concentrent sur des techniques de conversion et de traitement
d'images dans Ie but d'obtenir des images quasi-TVHD a partir des signaux NTSC. Ces techniques
resteront toujours utiles dans 1'avenir lorsque 1'on voudra convertir de vieux films ou de vieux
videos en images progressives.
Les systemes actuels presentent des faiblesses que 1'on peut regrouper en trois categories:
i) les limitations du monochrome, structure des lignes visibles (525 lignes,
entrelacement 1:2);
ii) la limitation du codage NTSC, specialement celle reliee a 1'interference entre la
luminance et les chrominances modulees;
iii) les problemes de GAMMA qui usurpent Ie principe de luminance constante [I],
[2], [3].
Le present travail s'oriente uniquement sur 1'amelioration de la resolution d'image, c'est-a-
dire que Ie traitement est fait a partir des signaux composants (la separation complete des signaux
de luminance et de chrominance est requise presumee). Dans ce cas, 1'interpolation est appliquee de
1
fagon independante pour les composantes de la luminance Y et des chrominances U, V. Les
signaux composes comme NTSC, PAL et SECAM necessitent alors un decodeur approprie.
Etant donne que 1'oeil est plus sensible aux signaux de luminance qu'a ceux des
chrominances, on travaille surtout avec la composante Y, si Ie systeme fonctionne bien, on peut Ie
generaliser pour les composantes U, V.
Le doubleur de lignes propose dans la presente etude est principalement base sur un
detecteur de contour, un detecteur de mouvement et des filtres adaptatifs a trois dimensions (3D).
En particulier, la detection de contour est basee sur les cinq directions les plus frequentes dans une
image. Elle intervient dans Ie choix des filtres appropries dans Ie domaine vertical-temporel.
Ce memoire comporte cinq parties. Apres une breve introduction du sujet, Ie chapitre 2 traite
des differentes techniques de conversion existantes et de 1'approche de Zenith pour la TVHD. Le
chapitre 3 presente Ie nouveau systeme propose ainsi que Ie principe et Ie fonctionnement de chaque
sous-systeme. Les cotes performance et pratique de ce systeme y sont mis en evidence. Le chapitre
4 est consacre a la conversion en formats TVHD de 1'image progressive obtenue avec Ie systeme
propose dans Ie chapitre 3. En plus, on y decrit la technique de filtrage non separable (V-T).
Enfin, Ie dernier chapitre expose les resultats de la simulation du systeme propose, ainsi que
ceux obtenus par des approches conventionnelles. Le lecteur ou la lectrice y aura 1'occasion
d'examiner les images prises directement a 1'ecran d'une station Sun.
LES TECHNIQUES DE CONVERSION EXISTANTES
Le standard nord americain de TVHD a ete defini recemment par Ie consortium «Grand
Alliance». Selon ce dernier, 1'image sera d'abord structuree en 787,5 lignes progressives et a long
terme en 1050 lignes progressives. II est done important de convertir des images video existantes
qui approchent la norme et la qualite des images TVHD. Dans la conversion de signal video
conventionnel a signal video TVHD, plusieurs chercheurs ont propose d'utiliser un doubleur de
lignes, suivi d'un interpolateur vertical d'un rapport approprie. La performance du doubleur de
lignes est primordiale; ainsi cette recherche est-elle orientee vers les techniques de conversion du
signal entrelace en signal progressif. Ces techniques impliquent essentiellement des operations
d'interpolation.
L'interpolation est en general un processus de reconstitution qui fait nattre une variable de
sortie Y inexistante a partir d'un ensemble de variables X. d'entree. En traitement d'image, elle est
equivalente a 1'operation qui cree des lignes manquantes dans Ie champ pair (ou impair) du signal
video. Les techniques d'interpolation retenues sont de deux categories: 1'interpolation par filtrage
lineaire et 1'interpolation par filtrage non lineaire.
2.1 Interpolation par filtrage lineaire
L'interpolation par Ie filtrage lineaire est bien connue dans la litterature du traitement du
signal. Elle se compose de deux operations successives. II s'agit de 1'echantillonnage sureleve
(upsampling) qui introduit des zeros entre deux echantillons existants et du filtrage passe-bas
lineaire pour supprimer les composantes a haute frequence dues a 1'echantillonnage sureleve. D'une
part, dans Ie traitement video en temps reel, les filtres con^us ne doivent pas etre complexes mais
efficaces. D'autre part, les filtres spatiaux doi vent etre lineaires de phase. Considerons maintenant
quelques filtres d'interpolation de lignes.
2.1.1 Interpolation par un filtre vertical
Les filtres verticaux sont tres faciles a concevoir et n'ont besoin que de peu de memoire du
systeme. Par contre, 1'interpolation verticale seule cause souvent 1'effet d'escalier lorsque Ie signal
original subit deja un sous echantillonnage severe.
2.1.1.1 Interpolation par un filtre vertical d'ordre zero ri51
Comme on sait que 1'image entrelacee est composee de deux champs ou demi-trames, la
decomposition doit se faire avant 1'interpolation. La figure 2.1 donne un exemple de ce processus.
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Figure 2.1 La decomposition d'une image entrelacee
En separant deux champs d'une image entrelacee, on se trouve avec deux images, dont
chacune contient des lignes inexistantes. La plus simple approche consiste a repeter la ligne
existante, comme Ie montre la figure 2.2.
A A
A
c
c
E
Champ pair Filtre d'ordre zero
Figure 2.2 L'interpolation par un filtre vertical d'ordre 0
Image resultante
L'image resultante de cette interpolation contient des defauts d'«aliasing» (effet de
repliement) sur Ie contour des objets.
2.1.1.2 Interpolation par un filtre vertical d'ordre 1 F 151
Ici, on calcule les moyennes de deux pixels de deux lignes adjacentes pour obtenir les
valeurs des niveaux de gris du pixel de la ligne manquante, comme Ie montre la figure 2.3.
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c
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Figure 2.3 L'interpolation par un filtre vertical d'ordre 1
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Image resultante
Cette approche reduit relativement 1'effet d'«aliasing» mentionne precedement mais, par
contre, elle produit une image visiblement plus floue.
2.1.1.3 Interpolation par un filtre vertical d'ordre superieur
Dans ce genre de filtre, on essaie de bien filtrer la haute frequence verticale d'image en
augmentant 1'ordre du filtre vertical. Ici, on prend en compte aussi la contribution des lignes
existantes plus ou moins proches de la ligne a interpoler.
La figure 2.4 presente un exemple type de cette categorie de filtre.
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0
37
64
37
1
64
0
Figure 2.4 Exemple d'un filtre vertical d'ordre 2
Des filtres d'ordre superieur coutent assez chers, mais ils ne resolvent pas de fa^on
satisfaisante Ie probleme de flou sur 1'image.
2.1.2 Interpolation par un filtre temporel d'ordre 1
Ici, Ie niveau de gris du pixel considere est la moyenne de celui des pixels des champs
adjacents comme Ie montre la figure 2.5.
Champ present
1/2
Champ passe
Figure 2.5 Filtre temporel d'ordre 1
1/2
Champ futur
Cette technique d'interpolation donne une tres bonne resolution verticale mais, par centre
elle produit une serieuse distorsion aux regions en mouvement. Elle est souvent accompagnee par
un detecteur de mouvement.
2.1.3 Interpolation par un filtre vertical-temporel fV-T)
A cause de 1'entrelacement, 1'information utile qui sert a interpoler des lignes manquantes se
trouve dans des champs differents, ce qui necessite 1'utilisation d'un filtre vertical-temporel. Ce
filtre bidimensionnel fait aussi intervenir les champs passes et les champs futurs du champ a
interpoler. La figure 2.6 donne un exemple de ce filtre.
Champ present
1
128
-16
0
32
0
-16
0
64
128
64
0
-16
0
32
0
-16
Champ passe Champ futur
Figure 2.6 Exemple d'un filtre vertical-temporel
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Un defaut possible de la technique V-T est la reduction de la resolution des composants
spatiaux (verticaux ou diagonaux) a haute frequence en cas de mouvement. Le filtre V-T sera etudie
plus en detail au chapitre 3 et 1'image generee par ce filtre sera presentee au chapitre 5.
2.2 Interpolation par filtrage non lineaire
L'interpolation par filtrage non lineaire fait intervenir aussi bien les techniques d'estimation
de mouvement et de detection de mouvement que celles de detection de contour. En general, ces
techniques ne se trouvent pas en meme temps dans un systeme. La detection de mouvement est
probablement la plus simple; sa raison d'etre sera presentee a la section 3.2.4. L'estimation de
mouvement est probablement la technique la plus complexe. Elle represente certains potentiels
appreciables, cependant elle n'est pas necessairement fiable a cause des mouvements multiples dans
1'image.
Dans la partie suivante, nous presentons une revue de la litterature la plus recente de trois
methodes d'interpolation par filtrage non lineaire.
2.2.1 Interpolation directionnelle utilisant les filtres orientables fsteerable filters) [71.
Cette approche consiste a utiliser quelques filtres correspondant a certains angles et a
interpoler parmi les reponses. On a besoin de savoir combien de filtres sont requis, puis comment
interpoler les reponses de fa9on appropriee. Avec Ie bon ensemble de filtres et la bonne regle
d'interpolation, il est possible de determiner la reponse d'un filtre dans des directions arbitraires
[7]. Le schema bloc suivant presente bien cette approche.
Groupe de
filtres de base
Gain
Image
d'entree
Image
traitee
Figure 2.7 Approche d'interpolation utilisant les filtres orientables [5], [6]
Ce type d'interpolation comprend les trois etapes suivantes:
- conception des filtres orientables;
- estimation du mouvement;
- interpolation.
2.2.1.1 Conception des filtres orientables [71
Toutes les fonctions a bande limitee en frequence angulaire sont orientables [7]. En
pratique, il est avantageux d'avoir moins de f litres de base.
Considerons la fonction bidimensionnelle circulaire gaussienne en coordonnees cartesiennes
(x,y)
G(x,y)= e,-(^+}'2) (2.1)
La derivee directionnelle est bien connue [4], [8], [9], [10], [11]
;2^-(x2+y2)
G?-sle^=(^-2)e-^
.60Gr =(16;c2-2)<
<120G^ =W-2)e
-(A-W)
-(A-2+.V2)
(2.2)
(2.3)
(2.4)
D'apres la reference [7], il suffit d'avoir trois fonctions de base qui satisfont la relation:
r i
J26
1 1 1
.(•20, j20, _ ,20,
w
k,W
k,W
(2.5)
ou les kj(0) sont des fonctions d'interpolation.
En egalant les parties imaginaires et les parties reelles de (2.5), on se trouve face a un
systeme de trois equations a trois inconnues. En choisissant 0^ = 0°, 6^ = 60° et 6^3 = 120°, cela
implique
i[l+2cos(2(0-0,))] (2.6)A;/0)=-[l+2cos(2(0-^))]
Et finalement, on a:
G^ = k,WGf +k^0)G?° +k^WG,120"2 (2.7)
H^ est trouve en faisant une transformee d'Hilbert de G^ .
G^ et H^ forment deux groupes en quadrature de fonctions de base des filtres orientables.
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2.2.1.2 Estimation de 1'orientation locale de contour F121
L'orientation du contour Ie long d'une direction perpendiculaire 0 est estimee par Ie carre
d'une paire de filtres passe-bande dirigee vers 1'angle 0. Si on denote Ie premier filtre de la paire
GQ et Ie second H° , «0riented energy» est defini comme:
EW=[Gef-[H°f (2.8)
En simplifiant equation (2.8) par une serie de Fourier, il ne reste que les frequences paires a
cause de 1'operation carree.
EW=C,+C^cos20+C^sm2e+C^cos40+--- (2.9)
L'orientation du filtre correspond a la reponse maximale du filtre. Elle est calculee par les
termes de plus basse frequence.
6^ = itan(C3 / C,) (2.10)
L'orientation locale du contour est perpendiculaire a 1'orientation du filtre.
Q _=e^.+^2 (2.11)
2.2.2.3 Interpolation directionnelle F121
L'intensite du pixel X montre a la figure 2.8 est interpolee de fa^on directionnelle comme
1'expression suivante:
4 - \(h + /.) (2.12)
ou 1^ et Ig sont des intensites du point A et du point B respectivement, dans lesquelles on a
interpole horizontalement avec 1'interpolation cubique de Key [13].
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A
t
A=l
t
1-1
-/
/+1
B
A=l
Figure 2.8 L'orientation locale du contour
Pour eviter les intersections et resoudre les problemes de coin, on fait la comparaison
smvante:
c+1
^,,,,,.= ^|/(>J-l)-/OJ+l)|
("=C-1
c+1
^,,,.,,»,,,.». - ^\I(i + ^(A)>< - D - /(' - d(P.),l + 1)|
ou J(A,)=-
,1(=C-1
0.5
tan^
Pour chaque position X interpolee comme Ie montre la figure 2.8:
Si ^erncal < D directionnelle ' k est interpolee verticalement comme:
(2.13)
(2.14)
(2.15)
7(c,/-l)+/(c,/+l) (2.16)
Ailleurs, I est interpolee selon la direction grace a 1'equation (2.12).
En somme, une fois les filtres de base selectionnes, 1'interpolation directionnelle utilisant les
filtres orientables devient mathematiquement simple a effectuer . Cette interpolation donne un tres
12
bon resultat. Seuls des points Ie long des lignes et ceux sur des contours horizontaux dans les
zones de hautes frequences spatiales necessitent une interpolation avec la compensation de
mouvement [12].
2.2.2 Interpolation adaptative selon la detection du mouvement et 1'orientation des contours F141
Recemment, Simonetti [14] a propose un algorithme base sur un detecteur de mouvement
simple et des f litres spatiaux adaptes a la direction de la plus forte correlation.
D'abord, on cherche a detecter Ie mouvement. S'il n'y en a pas, on calcule la moyenne du
champ passe et du champ futur pour Ie pixel a interpoler, tel que decrit a la section 2.1.3. La figure
2.9 montre les positions des pixels qui interviennent dans Ie calcul du pixel manquant.
Champ passe Champ present
Figure 2.9 Les pixels intervenant dans 1'interpolation du pixel X
Plus precisement, Ie pixel manquant est evalue par 1'expression suivante:
si \(\V-W\<h^)et(\' '^" -—1)<^)
Champ futur
alors X=(V + W)/2 (2.17)
13
ou \ et h^ sont des seuils de detection. Le premier est plutot bas (typiquement 16) afin de
verifier si Ie meme pixel d'un objet se trouve dans deux champs differents, tandis que Ie deuxieme
est plutot grand (environ 40) et utilise pour controler la correlation entre les pixels du meme champ.
S'il y a du mouvement, il faudra les filtres spatiaux et seul Ie champ present sera considere.
Dans ce cas, il sera important de tenir compte des contours en faisant une interpolation dans la
direction de forte correlation des donnees de luminance afin de conserver une bonne resolution
spatiale.
Les correlations sont prises dans une petite fenetre (3x3) centree sur X: une correlation
significative est dite existante entre deux pixels lorsque la difference absolue entre deux teintes de
gris prend une valeur plus basse que Ie seuil h^ . La presence d'une correlation peut indiquer la
presence d'un contour ou d'une ligne; dans ce cas, une interpolation lineaire est effectuee dans sa
direction. Cependant, a cause de la petite fenetre, seules les pentes qui ont 45 ou plus sont prises
en compte. Lorsque la presence d'un contour ou d'une ligne fine avec une pente de moins de 45
est soup9onnee, 1'analyse doit etre etendue a une fenetre 7x3 toujours centree sur X; aussi dans ce
cas, une interpolation lineaire doit-elle etre effectuee dans la direction du contour trouvee ou de la
ligne consideree. Un mode de reserve (fall-back), dans lequel un simple filtre vertical «Finite
Impulsion Response» (FIR) est utilise (c'est-a-dire, X=((B+E)/2), est aussi prevu pour les cas
critiques. Dans ce qui suit, 1'algorithme spatial utilise en cas de mouvement est decrit en detail.
D'abord, une fenetre 3x3 est consideree, a savoir les pixels A, B, C, D, E et F, et plusieurs
situations sont verifiees.
. La presence d'une frontiere verticale ou d'une ligne est detectee quand les couples BE et
AD ou BE et CF sont correles; dans ce cas, un filtre vertical est utilise. C'est-a-dire:
siKIB-Ek/z^etOA-D^)]
alors X = (B+E)/2 (2.18)
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Dans ce cas, en principe, seule la correlation entre les pixels B et E peut etre verifiee.
Cependant, il faut noter que deux couples dans la meme orientation, au lieu d'un seul, augmentent
1'efficacite de la detection par rapport au bruit dans 1'image. Cette approche est aussi suivie, lorsque
c'est possible, pour Ie reste de 1'algorithme.
. Une frontiere avec une inclinaison de 64° par rapport a 1'horizontale est supposee presente
si les couples BD et CE (ou symetriquement, AE et BF) sont correles; dans ce cas, X = (B + C + D
+ E)/4. Ce cas s'applique aussi a de vrais contours mobiles lisses (smooth moving edges); 1'aspect
lisse (smoothness) pourrait etre faible par exemple a cause de 1'effet d'integration temporelle
present dans les cameras videos.
Alors, les couples AF, BE, et CD sont pris en compte dans 1'ordre pour detecter la presence
de contours ou lignes mains fortes. Le nombre de couples correles est evalue; alors on procede de
la maniere suivante:
. Correlation zero: on s'attend a ce qu'un contour avec une pente de moins de 45° soit
present; une situation possible est montree a la figure 2.10.
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Figure 2.10 Exemple d'un contour flou d'une direction plus petite que 45°
Dans ce cas, 1'analyse se fait sur une fenetre de 7x3, et plusieurs correlations reliees aux
pixels G,H,L,M,N,P,QetS sont evaluees. Si un couple correle est repere, alors une
interpolation est effectuee dans cette direction. Plus precisement, on peut considerer les cas suivants
(ensemble avec les cas symetriques):
15
-si LD et CP sont correles, alors la pente est de 34° et X = (C + P + D + L)/4;
-si LP et MD ou LP et CN sont correles, alors la pente est de 27° et X =(L + P)/2 (ce
cas est montre dans la figure 2.11)
-si MP et LN sont correles, alors la pente est de 22° etX = (L+M+ N+ P)/4
-si MN est correle, alors la pente estde 18° etX = (M + N)/2
Si plusieurs couples sont correles, on choisit la direction qui montre la plus haute correlation
Contour reconstruit par un simple filtre vertical
Contour reconstruit par Ie filtre adaptatif
Figure 2.11 Exemple de la reduction d'effet d'escalier
II faut noter que cette solution evite I'effet d'escalier (serration effect) qui, autrement, serait
present si on utilisait un filtre vertical sur des contours ay ant une pente plus petite que 45° (Figure
2.11). Cependant, a cause de la dimension horizontale finie de la fenetre (7 pixels), 1'algorithme
n'est pas capable de reconstmire correctement les contours avec une pente de mains de 18°. Pour de
tels contours, Ie mode «fall-back» est utilise. Dans ce cas, I'effet d'escalier peut etre present, et on
observe:
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i) la presence d'une correlation: un contour ayant un angle de 90° (BE) ou 45 (AF ou CD)
par rapport a 1'horizontale a ete detecte. Dans ce cas, une interpolation est faite dans cette direction;
par exemple, si Ie couple correle est AF, alors X = (A + F)/2.
ii) la presence de deux correlations: ceci est une situation inhabituelle, qui peut etre
rencontree lorsqu'on traite des pixels qui appartiennent aux details tres fins d'une image. Dans ce
cas, Ie mode «fall-back» est utilise.
iii) la presence de trois correlations: ici, il est fort probable qu'une ligne a ete rencontree,
ainsi les pixels de la ligne et du fond (background) se trouvent-il correles. Le cas d'une ligne
blanche floue sur un fond noir est montre a la figure 2.12. II peut arriver qu'aucune information sur
la couleur et la pente de la ligne ne soit obtenue de 1'analyse de la fenetre 3x3. Dans ce cas, on
devrait poursuivre 1'analyse avec une fenetre de 7x3.
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Figure 2.12 Exemple d'une ligne fine floue avec une pente plus petite que 45°
Premierement, 1'arriere-plan (background) doit etre discrimine par rapport a la ligne. Sila
plus basse rangee de pixels est consideree dans la figure 2.12, on peut voir qu'il est suffisant de
considerer les deux triplets sur chacun des cotes: les trois pixels avec lesquels ils ont Ie plus
d'uniformite dans leurs teintes de gris vont appartenir au «background». Par exemple, en se
referant a la figure 2.12, on a:
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IF - Ql + IQ - SI</^<IN - Pl + IP -Dl (2.19)
Une fois Ie «background» connu, 1'orientation sommaire de la ligne est aussi identifiee.
Pour la figure 2.12, elle va du coin inferieur gauche vers Ie coin superieur droit. Puis, pour
reconstruire X avec precision, la pente de la ligne doit etre evaluee, en tenant toujours compte des
couples de pixels en position par rapport a X. Si IB - P\<h^ la pente est de 45° (Ie couple CD est
deja connu pour etre correle); alors X=(C+ D)/2. Autrement, la meme analyse utilisee pour la
reconstruction d'un contour est faite ici, et les quatre pentes (34°, 27°, 22° et 18°) sont considerees.
Notons que, dans Ie cas particulier d'une interpolation a ligne fine (thin line interpolation), il
est opportun de mettre en marche un precede de filtrage a posteriori (post-filtering process), afin
d'eviter des erreurs qui seraient tres visibles pour Ie spectateur. L'idee est de rendre 1'image plus
lisse (smooth) dans les cas ou un grand contraste est presente sur des pixels rapproches, lorsqu'il y
a possibilite d'une mauvaise reconstruction. Le pixel manquant est modifie de la fagon suivante:
X = (B + 2X +E)/4 (2.20)
2.2.3 Interpolation avec estimation de mouvement F151
Martinez a propose d'utiliser la notion d'estimation de mouvement dans 1'interpolation.
Cette idee a aussi ete aborde par Isnardi [3], [16]. Elle est basee sur un modele de decalage de
lignes dont Ie schema bloc se trouve a la figure 2.13.
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Figure 2.13 Schema de systeme d'interpolation par estimation de mouvement [15]
2.2.3.1 Modele de decalase de lisnes [151
Considerons une petite region d'image autour du point (Xo,yp) qu'on veut interpoler. Si la
region est suffisamment petite, on peut considerer que les lignes adjacentes sont liees
approximativement par un simple decalage horizontal. Ce decalage peut etre exprime par une vitesse
horizontale v en unite de pixels/ligne. Soit s(x,y), 1'intensite de luminance d'image; la relation entre
les lignes adjacentes peuvent etre representees par Ie modele suivant:
s(x,y)= ^(x-v(y-yo)) (2.21)
Dans cette expression, SQ^X) est 1'intensite d'image Ie long de la ligne a interpoler. Ce
modele est valide seulement dans la petite region autour du point (^,^0) Pour une vitesse constante
v. Si la derivee premiere partielle de s(x,y) existe, elle peut etre ecrite sous la forme:
8s 6s
8x 6y
(2.22)
L'algorithme d'interpolation est base sur 1'equation (2.22). II implique deux etapes:
i) Une estimation de vitesse v a partir de la fenetre d'image autour du point considere.
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ii) La vitesse estimee est projettee sur deux lignes adjacentes du point considere. L'intensite
du point considere est la moyenne de deux points correspondant aux lignes adjacentes.
Ce processus est illustre a la figure 2.14 ou v est quantifiee en un nombre entier de pixels
par ligne.
Ligne a
interpoler
Lignes
existantes
Figure 2.14 Interpolation avec la vitesse estimee v
2.2.3.2 Estimation de vitesse par Ie modele parametriaue n51
Supposons que 1'on puisse evaluer les derivees partielles d'image a un groupe de N points
P, pour i=l...N autour du point considere dont on veut estimer la vitesse. La technique des
moindres carres qui est introduite dans 1'equation (2.22) pour estimer v donne:
V/..&min<j ^ (v—"V"
7=1
6s
Sy
(2.23)
v =
v^i V&y
~^\~Sx^l[~Sy
vlsi} \
(2.24)
2i\Sx^i
Quand Ie denominateur est zero, Ie gradient d'image Ie long de la direction x est zero et
1'estimation de vitesse est impossible. Dans ce cas, on projette simplement une vitesse nulle.
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Pour trouver la vitesse estimee de 1'equation (2.24), il faut d'abord calculer Ie gradient
d'image a un groupe de points autour du point considere. II existe plusieurs methodes pour
determiner Ie gradient d'image. Ici, on utilise la methode qui est basee sur un modele parametrique
avec une relation lineaire entre les parametres et Ie signal. Ce modele est applique seulement sur une
petite region d'image autour du point a estimer. II conduit a la sommation suivante:
s(x,y)'- s (x,y) = y S^j{x,y)
7~i
(2.25)
Lesfonctions (f)j(x,y~) pourj=l...P sont des fonctions bidimensionnelles de base que 1'on
peut choisir arbitrairement et les {5'.} sont des parametres du modele.
Les echantillons du champ donne sont utilises pour estimer les parametres {^} et les
gradients sont calcules en differenciant s(x,y). Pour avoir un algorithme robuste en presence de
bruit, on utilise un modele surdetermine, c'est-a-dire qu'il y a plus d'echantillons de signal que de
parametres.
Pour chaque point ou la vitesse est a estimer, une fenetre de M echantillons est extraite. En
pratique, on utilise une grille de dix echantillons de deux lignes adjacentes (]V[=10). Les parametres
sont determines en minimisant Ie carre de 1'erreur entre Ie modele et les echantillons traites. Etant
donne la linearite du modele, 1'estimation des parametres se fait en resolvant 1'equation suivante:
M
mm <
{S,}
in<!X?".^-XW^^)i
^ |r-i\ 7~i
T A\-\ ATS=(A1A}-IA' b
ou A=
<M^yi)
^M.YM)
^p;Vi)
S(XM^M)
0p(^^l)
^P^M.VM)
et5'=
"Si
(2.26)
(2.27)
(2.28)
(2.29)
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Avec les fonctions polynominales de base (P=5)
<^(x,y)=l ^{x,y)=x ^{x,y~)=y ^(^,y) = x2 ^(x,y) = xy
La selection a tenu compte des facteurs suivants:
i) la tres petite dimension de la region du modele de 1'image.
ii) la surdetermination du modele. Ici on ne cherche pas a avoir une representation exacte de
la realite en presence de bruit dans 1'image.
iii) les echantillons sont limites a une petite region, done les polynomes constituent un
meilleur choix pour les fonctions de base.
Une fois les parametres {Sj} trouves, 1'equation (2.24) est reduite a:
~»T / /~iT
v =
-S\G^,)S
a s
(2.30)
[<^1
G.=
8x
s^
6^
8x
-^1
8x
8(f)p
a,=
Sy
s^
6x
^p
(2.31)
8y
Sy
S(f)p
Sy
(2.32)
Done, cette approche est basee sur deux modeles differents d'images spatiales. Elle produit
mains d'«aliasing spatial» et montre des contours beaucoup plus nets que ceux produits par un
filtre vertical d'ordre 1.
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2.3 Conversion a haute resolution [17]
La conversion a haute resolution se fait dans les conditions optimales, suivant la
recommendation no 601-1 du CCIR [18]. La portion video d'une ligne horizontale a une duree de
53,3 ^sec, echantillonnee a 13,5MHz, soit 720 echantillons par ligne. La duree d'une ligne de
sortie («output») du doubleur de lignes est la moitie de celle du signal video normal. Ainsi, doit-on
echantillonner a une frequence au moins du double de 13,5MHz, soit 27MHz. Vertical ement, un
champ video a 240 lignes actives qu'on double a 480 dans un cadre d'image. Ceci est presente dans
la figure 2.15-a.
Une image DSC-TVHD (Digital Spectrum Compatible-HDTV) a 720 lignes actives ayant
1280 pixels actifs par ligne. Notons ici qu'il s'agit d'un taux de 16 pixels par 9 lignes, Ie meme
taux que 1'aspect de 1'image, par consequent, Ie pixel du DSC-TVHD doit etre carre.
La tache du convertisseur developpe ici est de convertir une image entrelacee de 720*480 a
une image progressive de 1280*720. Etant donne la difference du taux d'aspect, 1'image video
existante peut couvrir seulement une partie du format d'image DSC-TVHD, les deux cotes des
panneaux resteront noirs.
En termes generaux, Ie processus de conversion se presente selon la figure 2.15.
Premierement, Ie nombre de lignes/image est triple a 1440 par interpolation (figure 2.15b). Ensuite,
on Ie diminue a 720. Les 720 pixels horizontaux par ligne sont emmagasines et lus dans un temps
qu'occupent normalement 960 pixels DSC-TVHD. L'image TVHD resultante a 960*720 pixels
actifs, correspondant aux taux original video; 160 pixels resteront noirs sur chaque cote. La
decimation resultante est presentee dans a la figure 2.15-c et Ie taux de conversion a la figure 2.15-
d. La figure 2.15-e presente 1'ecran TVHD avec les cotes vides des panneaux (la partie hachuree).
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Figure 2.15 Les etapes de surconversion avec 1'image video standard
De nos jours, il existe beaucoup de films presentant des taux d'aspect a 1'ecran DSC-
TVHD. Lorsqu'on considere les etapes d'introduction graduelle du DSC-TVHD, il est probable
que Ie taux d'aspect des cameras videos soit disponible ou bien que les cameras existantes soient
adaptees des la premiere etape.
720 720 720 1280
Video non-
entrelace
16:9
480 3*480=1440
1440/2
=720
Taux de ligne
=3Fn
720
Taux de
ligne = 2Fn
Figure 2.16 Les etapes de surconversion avec la video 16:9
La figure 2.16 presente schematiquement la conversion a partir de la video 16:9. Les figures
2.16-a, 2.16-b, 2.16-c presentent un processus identique a celui des figures 2.15-a, 2.15-b et
2.15-c. Dans la figure 2.16-d, les 720 echantillons par ligne sont emmagasines comme
precedemment a la figure 2.15, mais ici, il sont lus dans un intervalle de temps de 1280 pixels au
lieu de 960 dans Ie cas DSC-TVHD. L'image video agrandie 16:9 occupe tout 1'ecran TVHD.
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2.4 Conclusion
L'interpolation par Ie filtrage est interessante a cause de sa simplicite. Avec un filtre
bidimensionnel approprie, on peut obtenir une image acceptable a la sortie. Par contre, les tres
hautes frequences et les composantes diagonales en mouvement sont souvent mal filtrees, ce qui
introduit 1'effet d'escalier aux contours inclines et des ombres fictives sur les contours fins.
L'interpolation non lineaire avec Ie filtre de compensation de mouvement [19], [20] peut etre
une solution aux problemes generes par 1'entrelacement du signal video, notamment Ie
papillotement interligne, la ligne grouillante, 1'aliasing vertical. Cependant, les techniques
d'estimation de mouvement sont tres delicates et couteuses. En general, il est plus economique de
detecter seulement Ie mouvement au recepteur.
La combinaison de 1'estimation de 1'orientation locale de contour utilisant les filtres
orientables avec 1'interpolation spatiale directionnelle donne un tres bon resultat pour la majorite des
images traitees. Par contre, d'une part, il y a encore du flou dans les regions de tres hautes
frequences verticales et de la discontinuite sur les contours fins. L'utilisation de detecteur de
mouvement simple avec des filtres adaptatifs [14] ameliore visiblement la qualite de 1'image
resultante dans les zones fixes. D'autre part, la detection de contours par les techniques existantes
peut etre fragile ou parfois non consistante, ce qui produit occasionnellement Ie phenomene de
discontinuite et de papillotement.
Dans Ie chapitre suivant, nous presentons une configuration du doubleur de lignes qui se
caracterise principalement par:
- une detection fiable de contour et
- une interpolation adaptative spatio-temporelle
Nous mettons egalement 1'accent sur Ie developpement et 1'utilisation d'algorithmes
simples, materiellement realisables et efficaces.
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CONCEPTION D'UN DOUBLEUR DE LIGNES
Dans Ie domaine de traitement d'images, on a toujours observe des defauts inherents aux
images entrelacees. Parmi ces anomalies d'images, on peut citer Ie manque de nettete de 1'image du
notamment a la structure des lignes et Ie papillotement interligne apparaissant lorsque les lignes
paires et les lignes impaires sont suffisamment differentes.
En vue de remedier aux defauts mentionnes ci-dessus, nous presentons dans ce chapitre, Ie
resultat de la conception et du developpement d'un nouveau doubleur de lignes qui a pour objectif
de convertir Ie signal entrelace en signal progressif, tout en permettant de doubler la resolution
verticale de 1'image sans compromettre sa resolution temporelle.
Ce chapitre portant sur Ie de-entrelacement de sequence d'image entrelacee s'articule comme
suit. Apres une presentation de la configuration du doubleur de lignes propose, nous en presentons
son principe et son fonctionnement de base avec un accent particulier sur Ie detecteur de contour et
sa fortification. Nous developpons aussi divers types d'interpolation, a savoir: 1'interpolation
temporelle, 1'interpolation selon Ie contour, 1'interpolation spatio-temporelle. Une attention
particuliere est accordee au traitement de la detection de mouvement. Le chapitre se termine par une
conclusion presentant les merites et les limites de 1'algorithme developpe.
3.1 Configuration du doubleur de lignes propose
Le doubleur de lignes propose compte plusieurs blocs distincts dont chacun possede une
fonction precise dans Ie systeme global. Le schema bloc de ce doubleur de lignes se trouve a la
figure 3.1.
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Figure. 3.1 Doubleur de lignes propose
On voit que ce doubleur de lignes est constitue de six grands blocs: la detection de contour,
la fortification de la detection, 1'interpolation selon Ie contour, 1'interpolation temporelle, la
detection de mouvement et 1'adaptation spatio-temporelle.
Comme les defauts sont tres visibles sur les contours, ces demiers doivent etre detectes et
requierent un traitement special. Cette detection est realisee par Ie bloc de detection de contour et
consolidee par la partie de fortification.
La detection de mouvement a pour tache de classer les zones dynamiques et statiques dans
une image. En fait, 1'interpolation temporelle est meilleure dans la zone statique et 1'interpolation
selon Ie contour est tres bonne pour la zone dynamique ou pour Ie contour en mouvement.
Enfin, 1'adaptation spatio-temporelle calcule la contribution des deux interpolations dans Ie
resultat final selon Ie degre de mouvement.
3.2 Principe et fonctionnement
D'abord, 1'echantillon du signal entrelace est surechantillonne par un facteur 2. Get
echantillon est ensuite traite sur trois champs successifs F(n-2), F(n-l) et F(n).
La detection du contour est realisee sur Ie champ present F(n-l). Elle est rendue robuste et
consistante par la technique de renforcement des decisions sequentielles. A la sortie de la partie de
fortification de la detection, Ie signal du champ present contient 1'information des directions de
contour detectees. Cette information determine Ie choix des filtres V-T adaptatifs. Enfin, a la sortie
de ces flitres, on obtient une interpolation spatiale, bonne pour les images dynamiques.
Etant donne que Ie filtre temporel donne une meilleure interpolation pour 1'image statique, Ie
detecteur de mouvement produit deux facteurs a et 1 - a qui determinent la contribution des deux
interpolations spatiale et temporelle dans Ie resultat final.
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3.2.1 Detection de contour
Dans une image, 1'ensemble des changements bmsques du niveau de gris forme des
contours. Ainsi, pour un point donne, la detection du contour est determinee comme la direction ou
la variation du niveau de gris est la plus faible. S'il n'y a pas de difference notoire de variation dans
les directions, cela signifie que Ie point n'est pas sur Ie contour. Les figures 3.3a et 3.2b donnent
un exemple de ce fait.
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Figure 3.2 Exemple d'un contour incline: (a) une pyramide (b) son equivalent en valeur de pixel
L'interpolation selon la direction du contour va donner une valeur beaucoup plus exacte que
celle qui provient d'une direction quelconque qui peut rendre flou Ie contour. Sur la base de ces
observations, on va concevoir un detecteur de contour suivant les cinq directions statistiquement les
plus frequentes dans 1'image. Le schema de ce detecteur se trouve a la figure 3.3.
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Figure 3.3 Detecteur de contour du doubleur de lignes propose
Ce detecteur de contour est base sur des filtres spatiaux verticaux-horizontaux du champ
present qui contient toute 1'information necessaire a la definition du contour. Ces filtres restent
invariables dans Ie temps et ne sont pas influence par 1'effet de mouvement.
Le contour est detecte a partir de la direction dominante, a savoir, la direction ou la variation
de luminance est la plus faible. La priorite est donnee a la direction verticale (90 ), car cette
direction interpole Ie mieux les points en dehors du contour. La figure 3.4 montre une fenetre
d'image.
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Figure 3.4 Fenetre d'image du champ present
La fenetre d'image contient 18 pixels de 2 lignes existantes autour du point considere (a
determiner pour la direction du contour). Done, pour trouver la direction du pixel a interpoler, Ie
detecteur doit emmagasiner 1'information de la ligne precedente et celle de la ligne suivant la ligne a
interpoler. A_^ a A^ et A^ a A^ presentent des pixels qui vont intervenir dans la determination de
la direction du point P. Pour eviter 1'effet des bordures de 1'image, notre algorithme considere de
plus que 1'image traitee est pliee de haut en bas et de gauche a droite.
Pour cette fenetre, les filtres spatiaux des directions se definissent comme Ie montre la figure
3.5.
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Figure 3.5 Les filtres verticaux-horizontaux du champ present
Le detecteur de contour con^u detecte les quatre directions statistiquement les plus
frequentes et la direction verticale predominante.
Algebriquement, on a:
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X9o° = l(A_2+A_i+A+Ai+4)-(A'.2+A^+A1 +A;+^)1
X o = l(A_i + A +4 +4 + A3) - (A^ + A^ + ALi + A' + A;)l
X^, = 1(A +A,+^+A3+A4)-(AL4+At3+A^+A^+AI)l
X_^ = l(A_4+A_3+A_2+A_i+A)-(A'+A;+4+A3+A4)l
Z^o = 1(A_3 + A_2 +A_i + A + 4) - (A^ +A' +A; +4 + A^)l
(3.1)
(3.2)
(3.3)
(3.4)
(3.5)
L'utilisation des blocs de 5 pixels permet d'eviter les fausses detections causees par Ie bmit.
Les cinq valeurs calculees selon les directions (X^o, ^450 ,X^o, X_^o, X o) se sont
comparees pour identifier la valeur la plus petite. C'est grace a la direction de cette derniere que Ie
contour est detecte.
U^e = Min{X, /=90",45",30",-30",-450 _A<0. (3.6)
Le processus se repete pour les deux pixels voisins du pixel en question avec la fenetre
d'image decalee a gauche et a droite d'une colonne. Pour ne garder que des contours qui sont bien
solides et bien distingues, les directions de ces deux pixels voi sins doi vent etre les memes que celle
du pixel considere, afin que la direction de ce pixel soit retenue. C'est un test de 3/3 ou de «majorite
absolue». Si Ie test n'est pas satisfaisant, la direction verticale (90°) est retenue. La figure 3.6
montre un exemple de ce processus de selection non recursif.
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45°
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Avant Ie test 3/3 Apres Ie test 3/3
Figure 3.6 Exemple de processus de selection
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Ce processus peut etre represente par la relation suivante:
f^/;cafcK/e("/!>"v) " ^;ca/cu/e("/i -l."v)=A;ca/cu/e("/? +l>"v)=^;ca/cufe'("/!."v) o^ /= 45° ,30°,-30°,-45°Drete,^h^)-\ —" "• " —••" " • " —^ ^ " •"
(3.7)
On peut finalement avoir:
fl si D,^(n/,,n,)=D,(n,,n,) OM z =45°, 30°,-30°,-45°
4,,,,«»(»»,"v)-f " -—"'•••"" ~"Q"""^ • •- •" • " • - (3.8)
Les contours detectes d'une image critique sont illustres par les figures 3.7, 3.8, 3.9, 3.10
pour des directions respectives 45°, 30°,-30°,-45°. Les contours detectes sont presentes par des
points blancs. On voit qu'il y a de la discontinuite sur les contours et il existe beaucoup de points
isoles. Ces derniers presentent des faux contours ou des contours fragiles.
La partie de fortification de detection va consolider les vrais contours et eliminer les faux
contours.
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Figure 3.7 Image «Flower» avec les contours de 45° detectes avant la fortification
a) la composante Y b) la composante U c) la composante V
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Figure 3.8
Image «Hower» avec les contours de 30° detectes avant la fortification
a)]acomposanteY b) la composante U c) la composante V
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Figure 3.9 Image «Flower» avec les contours de -30° detectes avant la fortification
a) la composante Y b) la composante U c) la composante V
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Figure 3.10 Image «Rower» avec les contours de -45° detectes avant la fortification
a) la composante Y b) la composante U c) la composante V
38
3.2.2 Fortification de la detection
Les directions detectees par Ie detecteur de contour vont subir une autre operation de filtrage
qui a pour effet non seulement d'enlever les discontinuites dans les contours mais aussi d'eliminer
les points isoles. Ainsi, les contours fragiles ou les faux contours sont elimines et les vrais contours
sont consolides. II est a noter que la direction verticale detectee n'a pas besoin de passer par cette
etape. Le schema de la partie de fortification est presente a la figure 3.11.
Signal des
directions
retenues
Fenetre des
directions
retenues
45C
jo^
-30?
Test
2/3
Signal des
directions
finales
Selecteur de filtre
Figure 3.11 Schema de la partie de fortification
La fenetre d'image compte trois lignes des directions retenues soit 45 ,30 ,-30 ,-45 et
deux lignes existantes comme Ie montre la figure 3.12.
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Figure 3.12 La fenetre des directions retenues
39
Le selecteur de filtre envoie les directions retenues a leurs filtres appropries. Dans cette
section, 1'on s'en tient seulement aux lignes des directions. Les filtres 2D des directions se
definissent comme Ie montre la figure 3.13
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Figure 3.13 Les filtres verticaux-horizontaux selon les directions a consolider
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Algebriquement, on a les fonctions de transfert suivantes:
fl pour (^,^)=(0,0);(2,-2);(-2,2)
/z45°(n/,A)=<! ^ N'" ^ !.„„.'„„' "^ '' (3-9)
0 ailleurs
fl pour (7^)=(0,0);(4,-2);(-4,2)
^300(^^v)=<! A ^'" ^ l.nj.^' "^ '' (3-10)
0 ailleurs
r\ pour (7^)=(0,0);(-4,-2);(4,2)
0 ailleurs
;"'V/ — \^?^/?\ •5 ~/»\ •»
^-300(^A)=<! ^ v "'^ „,„_„„ ' '" ' ' (3-n)
-1 pour (72/,,^)=(0,0);(-2,-2);(2,2)
0 ailleurs
"/} ?'"v^ — \W5^/?\ •"» -"/»\-"?
^5°(Vv)=<! x ^"'^ !.„_„ ' '" ' ' (3-12)
Tous les filtres ont trois coefficients non nuls. Si la reponse a un de ces filtres a plus de
deux valeurs non nulles, la direction du filtre en question sera choisie. Si aucune direction n'est
choisie, on impose la direction verticale au point considere. II arrive parfois que plus d'une
direction passe Ie test 2/3; dans ce cas, on donne la priorite a la direction qui a Ie plus grand degre
(par exemple, dans 1'ordre hierarchique 45 ,30 ,-30 ,-45 ). Ce processus est non recursif. II va
remplacer et eliminer des directions retenues en meme temps. II est a noter qu'a 1'exterieur des
contours inclines, 1'interpolation en direction verticale donne Ie meilleur resultat. La regle d'usage
est qu'on donne la priorite a cette direction. Bref, ce processus est represente par les relations
smvantes:
5'=S ^,(n,,n,)d,,.,.,,,,(n,,,n,) oil i = 45-, 30°,-30°,-45- (3.13)
"A=^"»=-2
SiS^^l^oYsD^^D^
Sinon et si 530° >- 2 alors D^ = D^a
Sinon et si S_^ s 2 alors D^ = D_^y
Sinon et si S^y ^ 2 alors D^ = ^450
SmonD^^D^ (3.14)
Les figures 3.14, 3.15, 3.16, 3.17 montrent les contours detectes apres 1'operation de
fortification. On voit que la detection est bien localisee sur des contours distincts. Ces contours
seront interpoles avec des filtres 3D adaptes a leurs directions.
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Figure 3.14 Image «Flower» avec les contours de 45° detectes apres la fortification
a) la composante Y b) la composante U c) la composante V
42
itnagf <t(* (lecistoti dp U apws la fortjfication 3U | 5 i image de derision de V apres la fortifiration 30
Figure 3.15 Image «Flower» avec les contours de 30° detectes apres la fortification
a) la composante Y b) la composante U c) la composante V
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Figure 3.16 Image «Flower» avec les contours de -30° detectes apres la fortification
a) la composante Y b) la composante U c) la composante V
44
im<«»c (tf ilt'< ision ilc U Aprps 1;< fin-titir.ition imaae dp dRcision de V apn?s la fortiftcation -^
Figure 3.17 Image «Flower» avec les contours de -45° detectes apres la fortification
a) la composante Y b) la composante U c) la composante V
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3.2.3 Interpolation selon Ie contour detecte
Pour interpoler un point donne, on se base sur 1'information provenant de trois champs
consecutifs et de la direction estimee finale de ce point. Cette direction va determiner quel filtre il
faut utiliser. La figure 3.18 montre Ie schema de cette partie.
Champ passe
Champ present
avec les directions
J^J-- -!.£
Champ futur
-^
Filtre d'interpolation
3D suivant la direction
de 30°
Filtre d'interpolation
3D suivant la direction
de 45°
Filtre d'interpolation
2D suivant la direction
de 90°
Filtre d'interpolation
3D suivant la direction
de -45°
Filtre d'interpolation
3D suivant la direction
de -30°
Signal
interpole
selon Ie
contour
Figure 3.18 Schema du systeme d'interpolation selon Ie contour
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3.2.3.1 Filtre a phase lineaire de type FIR
Un filtre h(n^n^) est a phase lineaire (dans ce cas, Ie filtre est a phase nulle) lorsque sa
reponse frequentielle H(w^,w^ est une fonction reelle [21].
H(^,w,)=H^w,,w,) (3.15)
Ce type de filtre est fortement utilise dans Ie traitement d'image en raison de la sensibilite de
1'oeil a la distortion spatiale de phase.
II est facile de concevoir un filtre a phase lineaire. Selon 1'equation (3.15), dans Ie domaine
spatial, on obtient:
h{n^n^) == h*(-n^-n^~) (3.16)
Etant donne que H(w^ ,w^) est une fonction reelle, cela implique
h(n^n^) = h(-n^-n^) (3.17)
Le filtre a phase lineaire est done symetrique a 1'origine et, d'apres la definition de la
transformee de Fourier, H^,w^) peut s'exprimer comme suit:
00 00
,-,"2^2H(w,,w,)= ^ ^h(n,,n,)e-me-1'
n^=-oo^=-c
00 00
=S ^2/<np?22)cos(m+w2^)-/<0.0) (3-18)
«1 =0 /I; =0
Comme h(n^,n^) = h^-n^n^ = h(n^-n^ = h(-n^,-n^, il reste done seulement un quart
des points de h{n^n^) a calculer.
3.2.3.2 Conception des filtres vertico-temporels
L'objectif d'utilisation du filtre V-T est de supprimer les composantes spectrales non
desirables dans Ie domaine frequentiel. Get usage equivaut a 1'interpolation des lignes manquantes a
partir de 1'information disponible dans Ie domaine spatial.
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Le signal a 1'entree du filtre est un signal entrelace surechantillonne par 2 et Ie resultat est un
signal progressif a la sortie. Le filtre V-T doit notamment eliminer 1'effet de recouvrement (aliasing)
du signal d'entree. La figure 3.19 montre Ie spectre a 1'entree et a la sortie du filtre.
w/
Jt
Jt
2jt
W,^ 3T 2JT W, ^
Figure 3.19 Le spectre a 1'entree et a la sortie du filtre V-T ideal
En examinant les figures 3.19, on peut conclure que Ie filtre V-T doit etre un filtre passe-bas
vertical et passe-tout temporel. Pour reduire 1'effet des trainees de mouvement dues au filtrage
temporel, la reponse impulsionnelle de ce filtre dans Ie domaine du temps doit etre equivalente a une
impulsion, et ce, au mains pour les composants verticaux a basse frequence. Cela revient a dire que
1'interpolation a basses frequences verticales est transparente a tout mouvement.
De plus, Ie filtre V-T doit supprimer les composantes de frequences situees a (Jt,?r), (3T,-3t),
(-TC,JT) et (-jr,-jr) dans Ie plan Wy,W^ normalise.
La figure 3.20 donne une allure ideale de ce filtre dans Ie domaine spectral.
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-3jt/4
-jr/4
-jr -JT/2
x/4
?r/2 3T w,
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?w,
Figure 3.20 La presentation de contour du filtre ideal
On limite Ie nombre des coefficients du filtre a 4 pour des raisons economiques. Ces
coefficients sont presentes sur la figure 3.21.
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Figure 3.21 La presentation des coefficients du filtre V-T
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La valeur du coefficient presente Ie pourcentage de contribution de niveau de gris du pixel
pris par rapport a celui qu'il faut interpoler. Rappelons que plus la ligne contenant des pixels
connus est eloignee de la ligne a interpoler, mains son influence est importante.
La fonction de transfert de ce filtre est donnee par 1'equation (3.18)
00 00
H(w^w^=^ ^2h(n^n^cos(w^+w^)-h(Q,0) (3.18)
n, =o n, =0
En rempla9ant les coefficients non nuls a chercher et en substituant w,,w pour w^,w^
respectivement dans 1'equation (3.18), on obtient:
H(Wf,Wy) =l+2a^cosw^ + Iby cos w^ +2a^ cos 3-Wy +4^cos2w,,cosw^ (3.19)
En imposant des contraintes appropriees a la fonction de transfert du filtre, on peut trouver
ses coefficients. Void les contraintes qu'on a soigneusement choisies et qui respectent les criteres
principaux du filtre:
i) Un gain parfait sur 1'axe temporel veut dire
H(yv^ ,0) = 2 (car 2 phases)
1 +2a^ + 2a^ + cosw^lb^ + 4^) = 2
Ce qui implique
2ai+2a3=l (3.20)
2^+4^=0 (3.21)
ii) Un gain mil a (TT,JT) ne donne pas une nouvelle equation
iii) Developpement en serie de Taylor dans la direction verticale
Soit w^ = 0 et Wy = x
On a cosw^ = 1-—-+•••
Substituant dans 1'equation (3.19), on obtient
H(0,x) = OQ + 2a^ +2a^+ Ib^ + 4^
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-x2(a^ +9a^ +8^)
+••• (3.22)
D'ou, on peut tirer une autre equation
a^+9a^ +8^=0 (3.23)
iv) L'attenuation -2,5dB a (0,jt/2) (Ie compromis fait a 1'aide de Matlab) donne:
1+2^=1,5 (3.24)
Les equations (3.20), (3.21), (3.23), (3.24) forment un systeme d'equations lineaires que
1'on resoud et qu'on quantifie a un facteur de 128. Les coefficients obtenus sont:
a,= 56/128
^3= 8/128
b^= 32/128
b^= -16/128
Ce filtre fixe, appele aussi TSARCRIQ a ete anterieurement developpe dans Ie cadre d'un
projet conjoint entre Miranda-CRIQ-Agence Spatiale du Canada pour 1'interpolation d'image. Ce
filtre nous a ete communique par Ie Dr. Chon Tam Le Dinh.
On constate que ces coefficients respectent bien Ie standard de conversion [22]; c'est-a-dire
que la somme des contributions dans les deux colonnes externes de h{n^n^) doit etre egale a 0. Les
images serontfloues si on ne respecte pas ce critere.
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Presentation en 3D du filtre V-T trouve
Gain
-JT
Jt
^e^P0'
Figure 3.22 La reponse en frequence du filtre trouve
Comme on peut Ie constater (figures 3.22 et 3.23), Ie filtre V-T coupe bien les frequences
sur 1'axe vertical et a un gain parfait sur 1'axe temporel. Par contre, il faut signaler que les
frequences diagonales (hautes frequences verticales et hautes frequences temporelles) ne sont pas
bien filtrees. Cela va introduire 1'effet d'escalier sur les regions critiques si Ie filtre n'est pas adapte
a la direction du contour.
Figure 3.23 Contours isopotentiels V-T
0
Temporel
3T
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3.2.3.2 Adaptation du filtre 2D selon les directions du contour
Le signal sortant du fortificateur de detection contient les lignes existantes du champ present
qui alternent avec les lignes d'indication des directions du contour. Ces demieres indiquent au
selecteur de filtre de choisir Ie filtre d'interpolation approprie pour interpoler un point donne.
Vu que les cinq directions necessitent des filtres d'interpolation adaptes a leur usage, Ie filtre
a quatre coefficients qu'on vient de trouver convient parfaitement bien a la direction verticale (90°).
Pour les directions inclinees, on utilise les derives du filtre a trois coefficients, car on veut diminuer
Ie nombre de lignes requises. La figure 3.24 presente Ie filtre simplifie de base en trois champs
distincts.
0 -16 0
000
0 32 0
000
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0 64
0 0
0
0
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?'erticale
,128
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0 -16 0
000
0 32 0
000
0 -16 0
champ futur
,128
Figure 3.24 Le filtre de base pour les contours inclines
L'adaptation a la direction estimee du contour se fait en inclinant Ie filtre de base d'une fa9on
appropriee; et on peut ainsi deduire les configurations du filtre d'interpolation dans les directions
45°,30°,-45°,-30° telles que Ie presente la figure 3.25.
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Figure 3.25 Les filtres d'interpolation de quatre directions choisies
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Ces filtres ne sont plus V-T, ils sont alors spatio-temporels dans Ie sens strict.
3.2.4 Detection de mouvement et interpolation temporelle
Dans une image ordinaire, il y a des regions statiques et des regions dynamiques. Le
detecteur de mouvement decele 1'etat du signal de 1'image d'entree. II produit un facteur a qui tend
vers 1'unite si Ie signal de 1'image d'entree est estime en mouvement et un facteur a qui tend vers
zero si Ie signal de 1'image d'entree est fixe. Le facteur a peut etre defini comme Ie degre de
mouvement qui determine la contribution de 1'interpolation selon Ie contour dans Ie resultat final.
3.2.4.1 Structure et principe du detecteur de mouvement
On a utilise la valeur absolue de la difference des images successives pour evaluer Ie degre
de mouvement d'une image a 1'autre. Le schema du detecteur de mouvement est presente a la figure
3.26.
Mouvement en phase
r
champ futur
1~1 ~3hamp^pass6
I L
^ /_ II a
Rectificateur
champ
I present
Mouvement en quadrature
Figure 3.26 Schema de la partie de la detection de mouvement
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Les trois champs successifs du signal entrelace permettent de calculer Ie mouvement en
phase et en quadrature. La somme de ces deux signaux represente Ie mouvement total qui entre
dans Ie classificateur. Ce dernier va determiner Ie degre de mouvement a variant de 0 a 1 selon
deux seuils M^ et M^ traites au point 3.2.4.4 dans cette etude.
3.2.4.2 Mouvement en phase
La difference entre Ie champ passe et Ie champ futur d'une sequence d'images entrelacees
est consideree comme un mouvement en phase [23]. Supposons que 1'on veut detecter Ie
mouvement en phase du pixel considere appartenant au champ present de la figure 3.27:
F(n-2)
0
+
0
c
0
+
0
champ
F(n-l)
+
0
a
•
b
0
+
champ
present
F(n)
0
+
0
d
0
+
0
chai
futu
point considere
point mexistant
0 du a 1'entrelacement
point existant
Figure 3.27 Les trois champs d'une sequence d'image entrelacee
Le mouvement en phase de ce pixel est evalue par la valeur absolue de la difference de
luminance des pixels "c" et "d" du champs passe et du champs futur respectivement.
Mphase I.-I. (3.25)
3.2.4.3 Mouvement en auadrature fou en 90°)
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Tonge [24] a introduit un autre type de mouvement appele mouvement en quadrature, dont
1'interet est de tenir compte des mouvements entre deux champs adjacents. Ce mouvement peut
facilement echapper a un detecteur de mouvement conventionnel. C'est Ie cas, par exemple, du
mouvement d'une barre qu'on observe souvent lors du defilement des titres electroniques sur ecran
TV. Considerons une barre verticale qui se deplace horizontalement comme 1'illustre la figure 3.28.
--7-m------*^/
^yr
1^_ _ _ _ _ _ _^?
~̂
^
Horizontal ^
7(^
.^
Figure 3.28 Une barre verticale se deplace horizontalement a travers trois champs
On voit qu'il n'y a pas de difference de luminance entre Ie champ passe et Ie champ futur du
point considere. Pourtant, la barre est en mouvement. Elle passe a travers Ie champ present. Ceci
montre 1'absense de detection de deux mouvements, un mouvement entre Ie champ passe et Ie
champ present et 1'autre entre Ie champ present est Ie champ futur. II est done important de
decomposer Ie detecteur de mouvement en phase et en quadrature.
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Comme la valeur de luminance du point considere est inexistante, il faut d'abord 1'interpoler
par un filtre vertical d'ordre 1. Puis on doit calculer la valeur absolue de difference entre la
luminance du point considere et celle du champ passe. A 1'aide de la figure 3.27, on a:
M,qiiadratiire
/.+/.
-/. (3.26)
3.2.4.4 Classificateur de mouvement
Le classificateur est une fonction non lineaire qui determine Ie facteur a a partir du
mouvement total calcule My. La figure 3.29 montre cette relation.
;L_-_-___
0
M ^2 M^
Figure 3.29 La fonction non lineaire
Le classificateur classe Ie mouvement total calcule My en trois regions:
i) La premiere region M^< M^: II n'y a pas ou tres peu de mouvements. Le classificateur
produit un facteur a qui tend vers zero.
ii) La deuxieme region M^< My< M^ : II y a un faible mouvement. Dans ce cas, Ie facteur de
mouvement a suit une fonction lineaire tel que:
MT- MI
a =
^2-Ml
(3.27)
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oil M^ et M^ sont des seuils convenables que 1'on a soigneusement choisis a 1'aide de
1'histogramme de 1'image en mouvement.
iii) La troisieme region M^< M^ : II y a un fort mouvement. Quand Ie mouvement depasse
Ie seuil M^, Ie classificateur impose Ie facteur a a 1.
3.2.4.5 Interpolation temporelle
Tel que souligne precedemment, Ie filtre temporel donne une meilleure interpolation pour
une image statique. Quand il n'y a pas de mouvement, la moyenne de luminance du champ passe et
du champ futur donne exactement la luminance du champ present. Theoriquement, il n'y a pas de
difference entre Ie champ passe et Ie champ futur; on aurait pu remplacer directement la valeur du
champ passe dans Ie champ present. En pratique, on doit prendre la moyenne pour attenuer les
erreurs dues aux bruits. D'apres la figure 3.27,1'interpolation temporelle du point considere se
calcule comme suit:
Ipo ^considers = (/c + zrf)/2 (3 -28)
3.2.5 Adaptation SDatio-temporelle
L'adaptation entre 1'interpolation selon Ie contour et 1'interpolation temporelle se fait a 1'aide
de deux operateurs arithmetiques simples (multiplication et sommation) comme Ie montre la figure
3.30.
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Interpolation P
selon Ie contour
a
1-a
Interpolation
temporelle
Signal
progressif
-^-
Adaptation spatiotemporelle
Figure 3.30 Adaptation entre deux interpolations
Le detecteur de mouvement fournit les facteurs a et 1 - a qui determinent la contribution
de 1'interpolation selon Ie contour et la contribution de 1'interpolation temporelle dans Ie resultat
final.
Cette relation peut s'exprimer mathematiquement comme suit:
point _considere mterpolation_selon ^ ^interpolation
!e_contour temporelle
(3.29)
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3.3 Conclusion
Les techniques que 1'on a utilisees dans la conception de doubleur de lignes sont plutot
visuelles et intuitives qu'analytiques. La pratique permet a choisir des filtres appropries. Les
resultats de la simulation du systeme propose sont presentes au chapitre 5. On a vu qu'il existe
beaucoup de theories sur 1'interpolation basees sur de belles equations mathematiques; qui toutefois
ne peuvent etre appliquees ici ou elles marchent mal.
Le present doubleur de lignes est limite a cinq directions. Par consequent, il ignore certains
contours. Pour les contours dont la direction est proche de 90 , les erreurs de detection n'affectent
pas beaucoup 1'interpolation. Par centre, pour les contours dont la direction est proche de zero, les
erreurs changent enormement les valeurs interpolees.
Dans la partie de fortification de la detection, on aurait du definir des filtres d'elimination et
de remplissage de fa^on independante, ce qui rendrait plus efficace chaque operation de filtrage. Par
ailleurs, on pourrait elargir la fenetre des directions retenues pour aussi tenir compte de pixels plus
eloignes.
Tel que vu precedemment, chaque bloc du systeme est simple et fonctionne de fa9on
independante. On a effectue des tests et des essais sur chaque bloc. En general, chacun donne de
bons resultats comme illustrent les figures 3.14 - 3.17. Si on accepte de prendre un certain risque
avec Ie raisonnement que 1'oeil n'est pas sensible a la direction temporelle, on peut utiliser
seulement deux champs au lieu de trois, F(n) etant Ie champ present et F(n-l) etant Ie champ passe
et champ futur.
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CONVERSION A HAUTE RESOLUTION
La conversion en haute resolution d'un signal entrelace peut se faire par une approche
directe ou indirecte. Une approche directe possible est basee sur un filtre lineaire vertical-temporel a
polyphase travaillant sur Ie signal entrelace. L'approche indirecte, plutot basee sur Ie doubleur de
lignes qui lui procure un signal progressif, interpole par filtrage lineaire separable en haute
resolution. Cette deuxieme approche est fortement recommandee car elle donne un meilleur resultat.
En effet, 1'interpolation est non lineaire et elle est rendue adaptative par Ie doubleur de lignes.
Dans Ie present travail, on aborde les deux approches, d'abord la methode indirecte et
ensuite la methode directe.
4.1 Conversion a TVHD d'un signal progressif (methode indirecte)
Comme 1'image a 1'entree du convertisseur est une image progressive, on n'a besoin que
d'interpolation spatiale, c'est-a-dire d'inserer des zeros entre deux echantillons existants et de faire
du filtrage passe-bas lineaire pour supprimer des composantes a hautes frequences. Les filtres ID
de Kaiser constituent les elements de base de la conversion faite ici, comme Ie montre la figure 4.1.
Ici, Ie signal progressif de 525 lignes est converti au standard nord-americain de TVHD; soit
787,5 lignes, soit 1050 lignes. Cependant, dans Ie cas present, on a choisi Ie format de 1050 lignes
de 1920 pixels par image. En fait au moment de la presente recherche, les standards TVHD
n'etaient pas encore bien definis.
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787,5 lignes
progressives
de 1280 pixels
m̂
0
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progressives
de 1920 pixels
Conversion a haute resolution horizontale Conversion a haute resolution verticale
Fig. 4.1 Schema des systems de conversion a haute resolution d'un signal progressif
Le format D-l de la recommandation 601-1 du CCIR specific que la largeur de bande des
signaux 625/50 ou 525/60 est approximativement de 6 MHz pour la luminance et de 3 MHz pour
les signaux de chrominance [25]. La conception des filtres necessaires illustres par la figure 4.1
doit tenir compte de ces specifications.
II est a noter que la qualite d'image TVHD obtenue depend fortement de la performance du
doubleur de lignes utilise.
4.1.1 Interpolation horizontale
L'interpolation horizontale est basee principalement sur Ie filtre passe-bas qui doit respecter
des criteres specifiques de CCIR 601 tels que presentes sur la figure 4.2.
Gain
(dB)
0
-20
-40
t ^ 0.05dB
40dB
0 5.5 6.75 8.0 Frequence(MHz)
Figure 4.2 Les criteres de la reponse en frequence du filtre ID horizontal
Numeriquement, on a:
a =0,05dB; c^=40dB
fbande = 6,75 MHz
fp= 5,50MHz
fa= 8,00MHz
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Comme un signal surechantillonne d'ordre 8 se trouve a 1'entree du filtre horizontal, ce
dernier doit comporter de huit phases separables impliquant beaucoup de coefficients. Ce filtre peut
etre con^u facilement par la fenetre de Kaiser [26]. Sa reponse en frequence simulee est illustree
dans la figure 4.3 et les calculs impliques se trouvent en annexe B.
-120 h
-140^' ' ' ' ' ' ' MHz
0 10 20 30 40
Figure 4.3 La reponse en frequence du filtre horizontal trouve
4.1.2 Interpolation verticale
II n'y a pas de critere specifique pour Ie filtre vertical. Comme 1'interpolation verticale est
mains exigeante que 1'interpolation horizontale, on peut utiliser les memes criteres que ceux du
filtre horizontal et on obtient des resultats plus que satisfaisants.
Ce filtre vertical ne comporte que de deux phases et necessite peu de coefficients par rapport
au filtre horizontal. Ses coefficients quantifies a un facteur de 128 et transposes sur 1'axe horizontal
sont presentes au tableau 4.1.
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Tableau 4.1 Les coefficients du filtre vertical d'ordre superieur
Ce type de filtre 0011911 similairement a celui vu au chapitre 2, est maintenant applique a un
signal progressif ou il a produit de tres bons resultats.
4.2 Conversion en TVHD d'un signal entrelace (interpolation directe)
Au debut de notre etude, on a tente la conversion directe bidirectionnelle (V-T). L'objectif
poursuivi etait de convertir Ie signal de 525 lignes entrelacees directement au signal 787,5 lignes
progressives (TVHD). Des recherches ont ete entreprises pour trouver un filtre bidimensionnel a
polyphase. Le schema bloc d'un tel systeme est montre a la figure 4.6.
525 lignes
entrelacees
525
787,5 lignes
progressives
787,5
Interpolation verticale
Figure 4.4 Le systeme d'interpolation directe
Interpolation horizontale
Normalement, 1'interpolation horizontale se fait sans probleme. Toute 1'information
necessaire se trouve dans Ie meme champ; done avec un filtre unidimensionnel de Kaiser on peut
tres bien trailer Ie signal. Ce filtre est identique a celui qu'on a vu precedemment.
Dans Ie cas de 1'interpolation verticale, on a besoin d'interpoler des lignes manquantes se
trouvant dans des champs differents, ce qui fait intervenir un filtre vertical-temporel. Ce filtre
bidimensionnel n'a pas de specification precise a respecter sauf qu'il doit minimiser Ie brouillage
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des mouvements. De plus, il est tres limite a cause des contraintes de cout: on se limite a un filtre de
3 champs.
Puisque 1'interpolateur fait intervenir un surechantillonneur, un filtre bidimensionnel a phase
lineaire de type FIR et un sous-echantillonneur, on va rappeler brievement les definitions de ces
concepts pour ensuite elaborer sur la conception du filtre V-T.
2.2.1 Surechantillonnase et sous-echantillonnase
Dans Ie domaine temporel [27], Ie surechantillonnage d'ordre 6 d'un signal x(n) consiste a
inserer cinq echantillons de valeur zero entre tous les echantillons originaux successifs de x(n)
(Tableau 4.2a). Dans Ie domaine frequentiel, la presentation spectrale du signal a la sortie du
surechantillonneur est un deploiement du spectre du signal d'entree dont la periode est reduite d'un
facteur 6 par rapport a celle du signal d'entree (Tableau 4.2b).
Signaux originaux Signaux apres un surechantillonnage
d'ordre 6
Domaine
temporel I J
Domaine
frequentiel
WN
0 7r 2jr JT
WN
2jt
Tableau 4.2 Exemple d'un surechantillonnage d'ordre 6
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Le sous-echantillonnage est un processus inverse de celui du surechantillonnage. Dans ce
cas, on precede a la suppression d'echantillons au lieu de 1'insertion d'echantillons dans Ie domaine
temporel et la periode est augmentee plutot que reduite. II est a noter que ce faisant, il y a perte
d'information. Les tableaux 4.3a et 4.3b montrent un sous-echantillonnage d'ordre 2 dans les
domaines temporel etfrequentiel.
a
b
Domaine
temporel
Domaine
frequentiel
Signaux originaux
•
(
I
<
I
I
< I
< >
( I
J
^_
TC
Signaux apres un sous-echantillonnage
d'ordre 2
•
t
I
I
< I
1
WN
2JT
\\ ^ 1[.
It
WN
2jr
Tableau 4.3 Exemple d'un sous-echantillonnage d'ordre 2
2.2.3 Conception du filtre vertical-temporel
La conception du filtre V-T polyphase est similaire a celle qu'on a vue au chapitre 3. Sauf
qu'elle est beaucoup plus complexe et qu'elle exige davantage de compromis. Ici, il ne s'agit plus
d'une ligne a interpoler mais de cinq a la fois. Done, ce filtre compte 6 phases distinctes. La figure
4.7 montre Ie spectre vertical-temporel normalise a 1'entree et a la sortie du filtre.
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0
525
1050
1575
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1050
1575
30Hz 60Hz
Lignes +
Figure 4.5 Le spectre V-T a 1'entree et sortie du filtre ideal
En examinant la figure 4.5, on peut conclure que ce filtre V-T n'est autre qu'un filtre passe-
bas vertical et passe-tout temporel. Ce filtre ideal doit reussir a enl ever des composantes spectrales
non desirables qui causent souvent de 1'interference.
Dans Ie plan temporel-vertical, les coefficients du filtre sont montres a la figure 4.6. Ici, Ie
nombre des coefficients est limite arbitrairement a 21. La valeur du coefficient presente Ie
pourcentage de contribution de niveau de gris du pixel pris par rapport a celui a interpoler.
Rappelons que plus la ligne contenant des pixels connus est proche de la ligne a interpoler plus son
influence est importante sur cette derniere.
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Figure 4.6 La presentation des coefficients du filtre V-T en question
La fonction de transfert de ce filtre est donnee par 1'equation (3.18)
00 00
T-^WpW^) = y y 2/i(^ ,n^)cos(w^ + w^) - ^(0,0)
7^=0 712=0
En rempla9ant les coefficients non nuls a chercher et en substituant w^,w^ par w^,Wy dans
1'equation (3.18), on a:
H(w^w^) = 1 +2{a^cosw^ +a^cos2w^ +a^cos3w^ +<34Cos4Wy
+ a^ cos 5w^ + a^ cos7Wy + <3g cos 8u\, + flg cos 9v^,
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+ a^ coslOw,, + a^ cos 1 IWy}
+ 2^o cos w^
+ 2{ ^ cos(^ + Wy) + fc, cos(w^ + 2w^) + ^4 cos(w, + 4w^)
+ b^ cos(w^ + 5Wy) + b^ cos(w, + 6w^) + b^ cos(^ + 7Wy)
+ b^ cos(w, + 8Wy) + b^ cos(w, + lOw,,)
+b^cos{w, +llw^+b^cos(Wf +12w „) } (4.1)
En utilisant 1'identite trigonometrique appropriee, on obtient:
H( w^,w ) = 1 +2{a^ cosw + a^ cos2w + a^ cos3w + a^ cos4Wy
+ a^ cos 5w + a^ cos7w + Og cos8w + 09 cos9w
+ a^o coslOw,, + a^ cos 1 IWy}
+ 2 by cos w,
+ 2 cos w^{ \ cos w + b^ coslWy + b^ cos 4w + ^5 cos 5w
+ b^ cos6w^ + b^ cos7Wy + ^g cos 8w^ + b^ coslOWy
+b^ easily + b^ cosl2w^ } (4.2)
La conception du filtre V-T se fait dans Ie domaine spectral. En imposant des contraintes de
fa^on appropriee dans sa reponse frequentielle (eq. 4.2), on obtient un systeme d'equations
lineaires a resoudre.
Par exemple, en imposant
H(Wf ,0) = 6 , pour avoir un gain parfait sur 1'axe temporel
on peut en tirer 2 equations:
<3i +(22 +(33 +^4 + flf5 +a7 +a8 +<39 +al0 +all = 2'5 (4.3)
et —by +b^+b^+b^+b^+bQ+b^+bQ+ b^ + b^ +b^=0 (4.4)
Voici les contraintes que 1'on a soigneusement choisies pour H(v^,v^,)
^(w,,Jt)=0 (4.5)
7^,3t/3)=0 (4.6)
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H(w,,K/2~)=0 (4.7)
H(w,,5n/6)=0 (4.8)
H(w,,57t 112) = 0 (4.9)
7:Z(^,7jr/12)=0 (4.10)
H(w,,9n/12)=0 (4.11)
^(^,1W12)=0 (4.12)
Pour aplatir Ie spectre partout a partir de w^ = JT / 3, on a impose les huit contraintes
precedentes, ce qui donne seize equations.
^(0,?r/12)=6 (4.13)
^'(0,3t ,12) =6 (4.14)
^(0,jt/6)=4 (4.15)
Ces trois dernieres contraintes sont imposees pour avoir un gain parfait autour de 1'origine.
Le choix des contraintes est tres important. Afin d'eviter la dependance et 1'incoherence
entre les equations, on commence par les contraintes prioritaires et on impose d'autre contraintes au
systeme d'equations au fur et a mesure. En examinant Ie dessin 3D de la reponse en frequence des
coefficients obtenus, on a une idee de la direction a prendre et celle de la contrainte qui doit etre
imposee.
La forme matricielle de ce systeme d'equations est:
AX=B
=>X=A~1B (4.16)
A 1'aide de Matlab, on a pu trouver les inconnues, i.e les 21 coefficients du filtre. Ces
coefficients sont quantifies en fractions de 512 comme Ie montre Ie tableau 4.4.
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512
al
464
bO
146
a2
342
bl
124
a3
192
b2
68
a4
68
b4
-52
a5
4
b5
-74
a7
30
b6
-64
a8
60
b7
-36
a9
64
b8
-11
alO
42
blO
-4
all
4
bll
-14
bl2
-10
Tableau 4.4 Les coefficients du filtre V-T a polyphase
En substituant les coefficients trouves dans 1'equation (4.2), on obtient la reponse
frequentielle H(w^,w,,) en 3D de la figure 4.7. II est bon de noter que la caracteristique «passe tout»
est respectee, au moins pour les basses frequences verticales.
Gain
^^ox<
Figure 4.7 La presentation 3D du filtre V-T trouve
Le contour et les attenuations du filtre V-T avec la frequence verticale variant de -787,5/2
cph (cycle par hauteur) a 787,5/2 cph et avec la frequence temporelle variant de -60/2 Hz a 60/2 Hz
sont illustres en figure 4.8.
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Figure 4.8 Contours isopotentiels du filtre V-T polyphase
4.3 Conclusion
De fa^on pratique, Ie probleme majeur de conversion provient de 1'entrelacement du signal;
1'approche indirecte est conditionnee par la performance du doubleur de lignes.
Quant a la conversion directe, elle est basee sur un filtre V-T polyphase dont la phase
centrale est la plus favorable. En rearrangeant Ie filtre polyphase, on peut voir que cette phase n'est
pas autre chose que Ie filtre V-T du doubleur de lignes. Cela veut dire que si on n'arrive pas a
obtenir une bonne image avec Ie filtre V-T du doubleur de lignes, on n'arriverajamais a en obtenir
une avec un filtre polyphase. La performance d'une telle conversion est toujours inferieure a celle
d'un doubleur de lignes non lineaire et adaptatif en fonction de la direction du contour.
En terminant, on aurait du concevoir un filtre polyphase adaptatif, mais une telle conception
augmenterait enormement la complexite et risquerait d'introduire beaucoup d'erreurs. II nous parait
fort avantageux d'utiliser la methode du doubleur de lignes du chapitre 3 suivie par deux
interpolations verticale et horizontale appropriees.
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EXPERIMENTATIONS, RESULTATS ET COMPARAISONS
Nous avons utilise Ie langage C++ en tant qu'outil de programmation, ce qui nous a permis
de simuler notre systeme sur 1'ordinateur. La simulation est faite sur des images critiques, statiques
et dynamiques. Les resultats obtenus sont presentes dans ce chapitre.
Un algorithme a ete developpe pour simuler Ie traitement.
5.1 L'algorithme de simulation
a-Decomposition et de-entrelacement de 1'image originale
D'abord chaque image a traiter a ete decomposee en trois composantes Y, U, V. Ensuite on
a de-entrelace les champs pairs et les champs impairs. Enfin, on a surechantillonne ces champs en
ajoutant des lignes noires entre les lignes d'image.
b-Detection de contours
La detection de contour a ete faite separement pour chaque composante d'un champ. On a
calcule la variation de niveau de gris pour chacune des cinq directions choisies puis on a fait une
comparaison quantitative pour trouver celle de plus faible valeur. La direction donnant la plus faible
valeur de variation est celle qui englobe Ie contour.
c-Fortification de la decision
Ici, on a cherche a consolider les vrais contours et a eliminer les faux contours. La technique
de renforcement des decisions sequentielles a ete appliquee selon la direction du contour. En
d'autres termes, il faut avoir au moins deux points sur trois inclines dans la meme direction pour
que la direction du point au milieu soit retenue. Sinon, on retient la direction verticale.
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d-Interpolation selon Ie contour
A chaque point a interpoler, on a adapte Ie filtre V-T dans sa direction de contour.
L'adaptation des filtres V-T de base selon les directions du contour a produit cinq filtres distincts.
Chaque point a ete interpole avec son filtre approprie, la priorite etant accordee a la direction
verticale.
e-Detection de mouvement et adaptation sDatio-temporelle
La detection de mouvement est basee sur la difference des niveaux de gris de deux champs
adjacents. Si cette difference est inferieure a un certain seuil M^, on considere que la zone est
local ement immobile. Si cette difference est superieure a un certain seuil M^ on utilise
1'interpolation selon Ie contour. Si cette difference se situe entre M^ et M^, on prend la contribution
des deux interpolations selon une relation lineaire.
5.2 Resultats et comparaisons
A la fin du present chapitre, nous aliens presenter les images prises directement a 1'ecran
d'une station Sun de 1'Universite Sherbrooke. Elles ont ete simulees par notre algorithme et celui de
Tsarcriq. Elles sont comparees aux images originales que 1'on montre a titre de reference.
5.2.1 Cas des images dynamiques
Ici, nous traitons une sequence d'images «Flower» tres critique qui est entierement en
mouvement. Ainsi, les figures citees ci-dessous et presentees a la fin du chapitre montrent les trois
composantes Y, U, V des images traitees avec differents algorithmes:
- la premiere image entrelacee «Hower» (sans traitement) (Figure 5.1);
- la deuxieme image entrelacee «Flower» (sans traitement) (Figure 5.2);
- 1'image progressive «Flower» du champ pair traitee avec 1'algorithme de Tsarcriq
(Figure 5.3);
- 1'image progressive «Flower» du champ impair traitee avec 1'algorithme de Tsarcriq
(Figure 5.4);
76
- 1'image progressive «Flower» du champ pair traitee avec notre algorithme (Figure 5.5);
- 1'image progressive «Flower» du champ impair traitee avec notre algorithme
(Figure 5.6).
On peut facilement observer une nette amelioration du contour du tronc et de celui des
branches d'arbre sur 1'image simulee par notre algorithme par rapport aux autres images. De plus,
on note mains de papillotement dans les fleurs.
5.2.2 Cas des images statiques
Dans ce cas, nous utilisons une image tres critique «Poster» qui contient beaucoup de details
avec de tres hautes frequences verticales. Les trois composantes Y, U, V des images traitees avec
differents algorithmes sont representees sur les figures de la fin du chapitre:
- 1'image entrelacee «Poster» (sans traitement) (Figure 5.7);
- 1'image progressive «Poster» du champ pair traitee avec 1'algorithme de Tsarcriq
(Figure 5.8);
- 1'image progressive «Poster» du champ impair traitee avec 1'algorithme de Tsarcriq
(Figure 5.9);
1'image progressive «Poster» du champ pair traitee avec notre algorithme (Figure 5.10);
- 1'image progressive «Poster» du champ impair traitee avec notre algorithme
(Figure 5.11).
Comme il n'y a pas de mouvement dans Ie «Poster», 1'image entrelacee ne presente aucun
defaut. Pourtant, 1'image issue de notre algorithme (meme sans detecteur de mouvement) est
quasiment identique a celle-ci.
5.2.3 Cas des images TVHD
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La conversion aux formats TVHD s'est faite a partir du signal progressif de notre doubleur
de lignes. Les figures suivantes (a la fin du chapitre) montrent quelques images TVHD obtenues:
- format TVHD d'image dynamique a 1050 lignes (Figure 5.12);
- format TVHD d'image statique a 1050 lignes (Figure 5.13);
- format TVHD d'image dynamique a 787.5 lignes (Figure 5.14).
5.3 Conclusion
Compte tenu de la qualite de la prise des photos, les images montrees ne sont pas
parfaitement claires en ce qui nous concerne. Cependant, elles out pu demontrer la suffisance du
doubleur de lignes propose.
L'evaluation de la qualite perceptuelle d'images traitees a ete faite par des experts de ce
domaine. Des tests subjectifs semblent offrir Ie meilleur moyen pour evaluer la qualite des images
dynamiques. Quant aux images statiques, on a prefere une comparaison quantitative. Le resultat est
impeccable avec Ie detecteur de mouvement et tres acceptable sans detecteur de mouvement.
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Figure 5.1 La premiere image entrelacee «Flower» (sans traitement)
a) la composante Y b) la composante U c) la composante V
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Figure 5.2 La deuxieme image entrelacee «Rower» (sans traitement)
a) la composante Y b) la composante U c) la composante V
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Figure 5.3 L'image progressive «Flower» du champ pair traitee avec 1'algorithme
de Tsarcriq a) la composante Y b) la composante U c) la composante V
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Figure 5.4 L'image progressive «Flower» du champ impair traitee avec I'algorithme
deTsarcri a) la composante Y b) la composante U c) la composante V
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Figure 5.5 L'image progressive «Flower» du champ pair traitee avec notre algorithme
a) la composante Y b) la composante U c) la composante V
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Figure 5.8 L'image progressive «Poster» du champ pair traitee avec 1'algorithme
de Tsarcriq a) la composante Y b) la composante U c) la composante V
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Figure 5.10 L'image progressive «Poster» du champ pair traitee avec notre algorithme
a) la composante Y b) la composante U c) la composante V
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Figure 5.12 Format TVHD d'image dynamique «Flowen> a 1050 lignes
a) la composante Y b) la composante U c) la composante V
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a) la composante Y b) la composante U c) la composante V
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CONCLUSION
Ce memoire a couvert plusieurs approches de conversion du signal entrelace en signal
progressif. L'etude des techniques de conversion existantes a permis de proposer un nouveau
systeme efficace, simple, modulaire et realisable.
Le systeme propose se distingue par 1'utilisation de techniques des moyennes et de
renforcement des decisions sequentielles dans la detection de contour. De plus, 1'adaptation des
filtres spatio-temporels dans la direction du contour reduit 1'effet d'escalier dans les contours
inclines. Par consequent, 1'image resultante du systeme propose est beaucoup plus nette que
1'originale et meme que celles produites par les autre autres approches considerees. Elle offre une
tres bonne resolution verticale avec un defaut residuel minime.
II faut souligner que 1'algorithme developpe a ete teste et les images produites ont ete
visualisees en temps reel au laboratoire CRC a Ottawa. Sa performance et sa simplicite y ont ete
reconnues et apprecies par des scientifiques en traitement d'images du CRC. Ajoutons que sa
realisation est possible avec des circuits integres a tres grande echelle.
De plus, une version amelioree de cet algorithme est exploitee commercialement par la
compagnie Miranda Technologies inc., sous Ie nom de produit Quartz. Sa version logicielle pour
une conversion de video en film est utilisee presentement dans les laboratoires de Buzz Video,
Softimage, etc.
En conclusion, la presente etude fut tres enrichissante pour son auteur qui souhaite surtout
qu'elle saura contribuer d'une fa9on ou d'une autre a faire avancer la recherche dans ce domaine.
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ANNEXE A
A-l PROGRAMME POUR CALCULER LES COEFFICIENTS ET DESSINER LE
SPECTRE 3D DU FILTRE V-T POLYPHASE
clear
dc
clg
w=0;
p=pl;
w2=2*w;w3=3*w;w4=4*w;w5=5*w;w6=6*w;w7=7*w;w8=8*w;w9=9*w;wl0=10*w;wll=ll
*w;
wl2=12*w;wl3=13*w;wl4=14*w;
Al=[cos(w);cos(w2);cos(w3);cos(w4);cos(w5);cos(w7);cos(w8);cos(w9);cos(wl0);
cos(wll)]';
Bl=[0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C1=[A1B1];
A2=[0;0;0;0;0;0;0;0;0;0;]';
B2=[l;2;2;2;2;2;2;2;2;2;2;2;2]';
C2=[A2B2];
w=p/3;
A3=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w*10);cos(w*ll)]';
B3=[0;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C3=[A3 B3];
A4=[0;0;0;0;0;0;0;0;0;0;]';
B4=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C4=[A4B4];
w=p/2;
A5=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w* 10);cos(w* 11)]';
B5=[0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C5=[A5B5];
A6=[0;0;0;0;0;0;0;0;0;0;]';
B6=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C6=[A6B6];
w=5*p/6;
A7=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w* 10);cos(w* 11)]';
B7=[0;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C7=[A7B7];
A8=[0;0;0;0;0;0;0;0;0;0;]';
B8=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C8=[A8B8];
w=p;
A9=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w* 10);cos(w* 11)]';
B9=[0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C9=[A9B9];
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A10=[0;0;0;0;0;0;0;0;0;0;]';
B10=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C10=[A10B10];
w=p/12;
All=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w*10);cos(w*ll)]';
Bll=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C11=[AHB11];
A12=[sin(w);2*sin(w*2);3*sm(w*3);4*sm(w*4);5*sin(w*5);7*sin(w*7);8*sm(w*8);
9*sm(w*9);10*sin(w*10);H*sin(w*ll)]';
B12=2*[0;sin(w);2*sin(w*2);4*sin(w*4);5*sin(w*5);6*sin(w*6);7*sin(w*7);
8*sin(w*8);10*sm(w*10);H*sin(w*H);12*sm(w*12);13*sin(w*13);14*sin(w*14)]';
C12=[A12B12];
w=5*p/12;
A13=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w* 10);cos(w* 11)]';
B13=[0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C13=[A13B13];
A14=[0;0;0;0;0;0;0;0;0;0;]';
B14=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C14=[A14B14];
w=7*p/12;
A15=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w* 10);cos(w* 11)]';
B15=[0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C15=[A15B15];
A16=[0;0;0;0;0;0;0;0;0;0;]';
B16=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C16=[A16B16];
w=9*p/12;
A17=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w* 10);cos(w* 11)]';
B17=[0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C17=[A17B17];
A18=[0;0;0;0;0;0;0;0;0;0;]';
B18=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C18=[A18B18];
w=ll*p/12;
A19=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
cos(w*10);cos(w*ll)]';
B19=[0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;0 ;]';
C19=[A19B19];
A20=[0;0;0;0;0;0;0;0;0;0;]';
B20=[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w*10);2*cos(w*ll);2*cos(w*12);2*cos(w*13);2*cos(w*14)]';
C20=[A20B20];
w=p/6;t=0;
A21=[cos(w);cos(w*2);cos(w*3);cos(w*4);cos(w*5);cos(w*7);cos(w*8);cos(w*9);
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cos(w* 10);cos(w* 11)]';
B21=cos(t)*[l ;2*cos(w);2*cos(w*2);2*cos(w*4);2*cos(w*5);2*cos(w*6);2*cos(w*7);
2*cos(w*8);2*cos(w* 10);2*cos(w* 1 l);2*cos(w* 12);2*cos(w* 13);2*cos(w* 14)]';
C21=[A21 B21];
D=[C1;C3;C5;C7;C9;C11;C13;C15;C17;C19;C2;C4;C6;C8;C10;C12;C14;C16;C18;C20;C21];
E=D(1:21,1:21);
e=det(E);
F=inv(E);
G=2*[640;-128;-128;-128;-128;640;-128;-128;-128;-128;0;0;0;0;0;0;0;0;0;0;636];
G1=G(1:21);
H=F*G1
cl=H(l,l);c2=H(2,l);c3=H(3,l);c4=H(4,l);c5=H(5,l);c6=H(6,l);c7=H(7,l);c8=H(8,l);c9=H(9
,l);clO=H(10,l);cll=H(H,l);cl2=H(12,l);cl3=H(13,l);cl4=H(14,l);
cl5=H(15,l);cl6=H(16,l);cl7=H(17,l);cl8=H(18);cl9=H(19);c20=H(20);c21=H(21);
Hl=[c21
c20
cl9
0
cl8
cl7
cl6
cl5
cl4
0
cl3
cl2
cll
cl2
cl3
0
cl4
cl5
cl6
cl7
cl8
0
cl9
c20
c21
;21 i
clO
c9
c8
c7
c6
0
c5
c4
c3
c2
d
512
d
c2
c3
c4
c5
0
c6
c7
c8
c9
clO
0
0 c21
c20
cl9
0
cl8
cl7
cl6
cl5
cl4
0
cl3
cl2
cll
cl2
cl3
0
cl4
cl5
cl6
cl7
cl8
0
cl9
c20
c21];
H2=H1(1:25,1:2);
W=zeros(40,40);
W(1:25,1:3)=(1/512)*H1;
S=fft2(W);
S=fftshift(abs(S));
%S=20*logl
V=[-3,
?10(S/6);
,-9,-i8,-36]
contour(S ,V)
mesh(S)
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A-2 PROGRAMME POUR CALCULER LES COEFFICENTS DES FILTRES
HORIZONTAL ET VERTICAL
%filtre de la conversion horizontale ou verticale
dc
clg
clear
%donnee
Ap=0.05;Aa=40;U=8;D=3;
fbande=6.75e6;
fp=5.50e6;
fa=8.00e6;
fs=2*U*6.75e6;
Ts=l/fs;
%debut
ai=(10A(.05*Ap)-l)/(10A(.05*Ap)+l);
32=10A(-.05*Aa);
a=min(ai,32);
A=-20*logl0(3);
if(A<21) alpha=0;end
if(A>=21 &A<=50) alpha=.58417*(A-21)A.4+.07886*(A-21);end
if(A>50) alpha=.1102*(A-8.7);end
if(A<=21) D=.9222;end
if(A>21) D=(A-7.95)/14.36;end
Bt=2*pi*abs(fa-fp);
^c=l/2*2*pi*(fa+fp);
wc=Oc*Ts;
wc/pi
pause
m=(2*pi/Ts)*(D/Bt);
M=ceil(m);
if(rem(M,2)==0) M=M+l;end
M
i=0;
%fenetre de kaiser
forn=-(M-l)/2:(M-l)/2
i=i+l;
beta=alpha*sqrt(l-((2*n)/(M-l))A2);
Ia=0;
Ib=0;
fork=0:8
Ia=Ia+(l/fact(k)*(alpha/2)Ak)A2;
Ib=Ib+(l/fact(k)*(beta/2)Ak)A2;
end
WK(i)=Ib/Ia;
end
% Calculer les resultats de la reponse ideale hD(n)
hD=[];
i=0;
forn=-(M-l)/2:(M-l)/2
i=i+l;
if n==0;
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hD(i)=wc/pi;
else
hD(i)=sin(n*wc)/(n*pi);
end
end
h=hD.*WK;
save coef_hor
[H,w]=freqz(h,l,512);
plot(0:fs/2/512:fs/2-fs/2/512,20*loglO(abs(H)))
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Les coefficients du filtre horizontale
aO
128
al5
-7
a30
-5
a45
-2
al
125
al6
0
a31
-2
a46
-1
a2
115
al7
6
a32
0
a47
-1
a3
100
al8
11
a33
2
a48
0
a4
81
al9
13
a34
4
a49
1
a5
60
a20
13
a35
5
a50
1
a6 a7 a8
38 17 0
a21
11
a36
5
a51
1
a22
8
a37
4
a52
1
a9
-13
a23
4
a38
3
a53
1
alO all al2 al3 al4
-22 -26 -25 -21 -15
a24
0
a39
1
a54
0
a25
-4
a40
0
a55
0
a26 a27
-6 -8
a41 a42
-1 -2
a56 a57
-1 -1
a28
-8
a43
-3
a58
0
a29
-7
a44
-3
a59
0
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ANNEXE B
PROGRAMME DE SIMULATION
^include <std.h>
^include <stdio.h>
#include <iostream.h>
#include <math.h>
#include <0ps/0ps.h>
#define paire 0
^define impaire 1
#define progr 1
#define facteur 2
#define nbfld 3
void showUseQ;
void doubler(char *fin, char *f out);
image *interpoler(const int a, const int b, const int c, char *fnm, char *t, int ind);
header *createheader(char *nm, definedType t, int seqlen, int intlc, int r, int c);
image *upsampling(mt factor, int noframe, char *seqname, char *comp, int imp);
pixel getpixel(image &im, int x, int y);
void showpixel(const image *im, char *msg, int top, int left, int bottom, int right);
image *filtreVT(const image *past, const image *pres, const image *futur, int imp);
float SNR(const image ^original, const image *im);
float abs(float Moy);
main(mt argc, char **argv)
{
char f entree [ 10], fsortie [ 1 0];
if((argc<3) II (argc>3)) showUseQ;
strcpy(f entree, argv[l]);
strcpy(fsortie, argv[2]);
printf("\nf entree = %s\n",f entree);
printf("fsortie = %s\n\n", fsortie);
doubler(f entree, fsortie);
void showUseQ
{
printf("\n\n Usage : doubler fichierl fichier2 \n");
printf("\n fichierl = fichier contenant image original.");
printf("\n fichier2 = fichier contenant image interpole.\n");
printf("\n\n\n");
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exit(l);
}
image *interpoler(const int a, const int b, const int c, char *fnm, char *t, int ind)
{
printf("interpoler composante %s\n", t);
image *fldl = upsampling(facteur, a, fnm, t, indAimpaire);
image *fld2 = upsampling(facteur, b, fnm, t, indApaire);
image *fld3 = upsampling(facteur, c, fnm, t, indAimpaire);
image *ret = filtreVT(fldl, fld2, fld3, indAimpaire);
delete fldl;
delete fld2;
delete fld3;
return ret;
void doubler(char *fin, char *f out)
{
header *h;
//calcul Ie nombre de sequence
header tmph = header(fin);
int nbseq;
if (tmph.length==l)
nbseq = 1; //sans mouvement (une seule sequence)
else
nbseq = (tmph .length) *2-nbfld+1; //avec mouvement
printf ("nbseq = %d\n", nbseq);
//filtrer
image *resultat;
int past=l, pres=l, fut=2, indice=0;
if(nbseq==l) {
if (strcmp(tmph.ftype,"Y")==0) {
resultat = interpoler(past, pres, past, fin, "Y", indice);
h = createheader(fout, Y, nbseq, progr,
resultat->rows, resultat->cols);
h->write(fout);
resultat->append(fout, 1);
delete h;
delete resultat;
}
if (strcmp(tmph.ftype,"YUV")==0) {
resultat = interpoler(past, pres, past, fin, "Y", indice);
h = createheader(fout, YUV, nbseq, progr,
resultat->rows, resultat->cols);
h->write(fout);
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resultat->append(fout, 1);
delete h;
delete resultat;
resultat = interpoler(past, pres, past, fin, "U", indice);
resultat->append(fout, 1);
delete resultat;
resultat = interpoler(past, pres, past, fin, "V", indice);
resultat->append(fout, 1);
delete resultat;
}
}
else {
for (int seq=l; seq<=nbseq; seq++) {
printf("\nseq = %d ", seq);
printf("past = %d ", past);
printf("pres = %d ", pres);
printfC'fut = %d \n",fut);
if(strcmp(tmph.ftype,"Y")==0) {
resultat = interpoler(past, pres, fut, fin, "Y", indice);
if(seq==l){
h = createheader(fout, Y, nbseq,
progr, resultat->rows, resultat->cols);
h->write(fout);
delete h;
}
resultat->append(fout, seq);
delete resultat;
}
if (strcmp(tmph.ftype,"YUV")==0) {
resultat = interpoler(past, pres, fut, fin, "Y", indice);
if(seq==l){
h = createheader(fout, YUV, nbseq,
progr, resultat->rows, resultat->cols);
h->write(fout);
delete h;
}
resultat->append(fout, seq);
delete resultat;
resultat = interpoler(past, pres, fut, fin, "U", indice);
resultat->append(fout, seq);
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delete resultat;
resultat = interpoler(past, pres, fut, fin, "V", indice);
resultat->append(fout, seq);
delete resultat;
}
//recalculer past, pres, fut
past = pres;
pres = fut;
fut = (past==pres) ? fut+1 : pres;
indice=indiceAl;
} //end for
} // end else
}
image *upsampling(int factor, int noframe, char *seqname, char *comp, int imp)
{
int x,y,z=0;
image *fld;
image *im = new image(noframe, seqname, comp);
image *ret = new image(im->rows*factor/2, im->cols);
if (imp) {
fld = im->deinterlace(0);
for (y=0; y<ret->rows; y++) {
if((y-factor/2)%factor==0) {
for (x=0; x<ret->cols; x++)
ret->bitmap [y] [x] = fld->bitmap [z] [x];
z+= 1;
}.
else
for (x=0; x<ret->cols; x++)
ret->bitmap[y][x] = 0;
}
}
else {
fld = im->deinterlace(l);
for (y=0; y<ret->rows; y++) {
if (y%factor==0) {
for (x=0; x<ret->cols; x++)
ret->bitmap[y][x] = fld->bitmap[z][x];
z+= 1;
}.
else
for (x=0; x<ret->cols; x++)
ret->bitmap[y][x] = 0;
}
}
delete im;
//delete fld;
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return ret;
}
pixel getpixel(image &im, int x, int y)
{
if (y<0 II y>im.rows-l)
return 0;
else
return im .bitmap [y] [x] ;
}
void showpixel(const image *im, char *msg, int top, int left, int bottom, int right)
{
cout« "\n" « msg « "\n";
for (int i=top; i<=bottom; i++) {
for (intj=left; j<=right; j++)
cout« getpixel(*im, j, i) « " ";
cout« "\n";
}
image *filtreVT(const image *past, const image *pres, const image *futur, int imp)
{
filter dirac(l);
inty,nbligne;
pixel X=0;
float DOO=0,D10=0,D20=0, D01=0,D11=0,D21=0, D02=0,D12=0,D22=0;
float D30=0,D31=0 ,D32=0,D40=0,D41=0,D42=0;
if (imp) {
y=.l;
nbligne = pres->rows-l;
}
else {
y.=0'
nbligne = pres->rows-2;
}
image *im00 = new image(pres->rows, pres->cols);
im00->copy(*pres);
image *im0 = new image(pres->rows, pres->cols);
im0->copy(*pres);
image *im = new image(pres->rows, pres->cols);
im->copy(*pres);
for (; y<=nbligne; y+=2)
for (int x=0; x<=im->cols; x++) {
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// DETECTION DU CONTOUR
D00=abs(pres->pixread(x-3 ,y-1 )+pres->pixread(x-2 ,y- 1 )+pres->pixread(x-1 ,y-1)
+pres->pixread(x,y-l)+pres->pixread(x+l,y-l)+pres->pixread(x+2,y-l)
+pres->pixread(x+3 ,y-l)-pres->pixread(x-3 ,y+l) -pres->pixread(x-2,y+l)
-pres->pixread(x-1 ,y+1 )-pres->pixread(x ,y+1 )-pres->pixread(x+1 ,y+1)
-pres->pixread(x+2 ,y+1 )-pres->pixread(x+3 ,y+ 1));
DO 1 = abs(pres->pixread(x-4,y-1 )+pres->pixread(x-3 ,y- 1 )+pres->pixread(x-2,y-1)
+pres->pixread(x-l,y-l)+pres->pixread(x,y-l)+pres->pixread(x+l,y-l)
+pres->pixread(x+2,y-l)-pres->pixread(x-4,y+l)-pres->pixread(x-3,y+l)
-pres->pixread(x-2,y+l)-pres->pixread(x-l,y+l)-pres->pixread(x,y+l)
-pres->pixread(x+1 ,y+ l)-pres->pixread(x+2 ,y+1 ));
D02=abs(pres->pixread(x-2 ,y-1 )+pres->pixread(x-1 ,y-1 )+pres->pixread(x ,y-1)
+pres->pixread(x+l ,y-l) +pres->pixread(x+2,y-l)+pres->pixread(x+3 ,y-l)
+pres->pixread(x+4,y-l) -pres->pixread(x-2,y+l)-pres->pixread(x-l,y+l)
-pres->pixread(x,y+1 )-pres->pixread(x+1 ,y+ l)-pres->pixread(x+2 ,y+1)
-pres->pixread(x+3,y+l)-pres->pixread(x+4,y+l));
D10=abs(pres->pixread(x-l,y-l)+pres->pixread(x,y-l)+pres->pixread(x+l,y-l)
+pres->pixread(x+2,y-l)+pres->pixread(x+3,y-l)+pres->pixread(x+4,y-l)
+pres->pixread(x+5 ,y- l)-pres->pixread(x-5 ,y+l)-pres->pixread(x-4,y+l)
-pres->pixread(x-3 ,y+l) -pres->pixread(x-2,y+l) -pres->pixread(x-l ,y+l)
-pres->pixread(x,y+l) -pres->pixread(x+l ,y+l));
Dll =abs(pres->pixread(x-2 ,y-1 )+pres->pixread(x- 1 ,y- l)+pres->pixread(x ,y-1)
+pres->pixread(x+1 ,y-1) +pres->pixread(x+2 ,y-1 )+pres->pixread(x+3 ,y-1)
+pres->pixread(x+4,y-l)-pres->pixread(x-6,y+l)-pres->pixread(x-5,y+l)
-pres->pixread(x-4,y+1 )-pres->pixread(x-3 ,y+1 )-pres->pixread(x-2 ,y+1)
-pres->pixread(x-1 ,y+1 )-pres->pixread(x ,y+1));
D12=abs(pres->pixread(x,y-l)+pres->pixread(x+l,y-l)+pres->pixread(x+2,y-l)
+pres->pixread(x+3 ,y-1 )+pres->pixread(x+4,y-l)+pres->pixread(x+5 ,y- 1)
+pres->pixread(x+6,y-l)-pres->pixread(x-4,y+l)-pres->pixread(x-3,y+l)
-pres->pixread(x-2,y+l) -pres->pixread(x-l ,y+l) -pres->pixread(x,y+l)
-pres->pixread(x+l ,y+l) -pres->pixread(x+2,y+l));
D20=abs(pres->pixread(x-5 ,y-1 )+pres->pixread(x-4,y-1 )+pres->pixread(x-3 ,y-1)
+pres->pixread(x-2,y-l)+pres->pixread(x-l,y-l)+pres->pixread(x,y-l)
+pres->pixread(x+1 ,y-1 )-pres->pixread(x+5 ,y+ l)-pres->pixread(x+4,y+1)
-pres->pixread(x+3,y+l)-pres->pixread(x+2,y+l)-pres->pixread(x+l,y+l)
-pres->pixread(x,y+l)-pres->pixread(x-l,y+l));
D21=abs(pres->pixread(x-6,y-l)+pres->pixread(x-5,y-l)+pres->pixread(x-4,y-l)
+pres->pixread(x-3 ,y-l)+ pres->pixread(x-2,y-l)+pres->pixread(x-l ,y-l)
+pres->pixread(x,y-l) -pres->pixread(x+4,y+l)-pres->pixread(x+3,y+l)
-pres->pixread(x+2,y+l)-pres->pixread(x+l,y+l) -pres->pixread(x,y+l)
-pres->pixread(x-1 ,y+l)-pres->pixread(x-2 ,y+l));
D22=abs(pres->pixread(x-4,y-l)+pres->pixread(x-3,y-l)+pres->pixread(x-2,y-l)
+pres->pixread(x-1 ,y-1 )+pres->pixread(x ,y-1 )+pres->pixread(x+1 ,y-1)
+pres->pixread(x+2,y-l)-pres->pixread(x+6,y+l) -pres->pixread(x+5,y+l)
-pres->pixread(x+4,y+l) -pres->pixread(x+3,y+l)-pres->pixread(x+2,y+l)
-pres->pixread(x+1 ,y+1) -pres->pixread(x ,y+1));
D30=abs(pres->pixread(x-2,y-l)+pres->pixread(x-l,y-l)+pres->pixread(x,y-l)
+pres->pixread(x+l,y-l)+pres->pixread(x+2,y-l)+pres->pixread(x+3,y-l)
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+pres->pixread(x+4,y-l)-pres->pixread(x-4,y+l)-pres->pixread(x-3,y+l)
-pres->pixread(x-2,y+l) -pres->pixread(x-l ,y+l) -pres->pixread(x,y+l)
-pres->pixread(x+l ,y+l) -pres->pixread(x+2,y+l));
D31=abs(pres->pixread(x-3,y-l)+pres->pixread(x-2,y-l)+pres->pixread(x-l,y-l)
+pres->pixread(x,y-l)+pres->pixread(x+l,y-l)+pres->pixread(x+2,y-l)
+pres->pixread(x+3 ,y- l)-pres->pixread(x-5 ,y+1 )-pres->pixread(x-4,y+ 1)
-pres->pixread(x-3 ,y+l) -pres->pixread(x-2,y+l) -pres->pixread(x-l ,y+l)
-pres->pixread(x,y+l) -pres->pixread(x+l ,y+l));
D32=abs(pres->pixread(x-l,y-l)+pres->pixread(x,y-l)+pres->pixread(x+l,y-l)
+pres->pixread(x+2 ,y-1 )+pres->pixread(x+3 ,y- 1 )+pres->pixread(x+4,y-1)
+pres->pixread(x+5,y-l)-pres->pixread(x-3,y+l)-pres->pixread(x-2,y+l)
-pres->pixread(x-l,y+l) -pres->pixread(x,y+l) -pres->pixread(x+l ,y+l)
-pres->pixread(x+2,y+l) -pres->pixread(x+3 ,y+l));
D40=abs(pres->pixread(x-2,y+1 )+pres->pixread(x-1 ,y+ 1 )+pres->pixread(x,y+1)
+pres->pixread(x+l,y+l)+pres->pixread(x+2,y+l)+pres->pixread(x+3,y+l)
+pres->pixread(x+4,y+l)-pres->pixread(x-4,y-l)-pres->pixread(x-3,y-l)
-pres->pixread(x-2,y-l) -pres->pixread(x-l ,y-l) -pres->pixread(x,y-l)
-pres->pixread(x+1 ,y-1) -pres->pixread(x+2 ,y-1));
D41 =abs(pres->pixread(x-3 ,y+1 )+pres->pixread(x-2 ,y+ 1 )+pres->pixread(x-1 ,y+l)
+pres->pixread(x ,y+ l)+pres->pixread(x+1 ,y+ l)+pres->pixread(x+2 ,y+1)
+pres->pixread(x+3 ,y+1 )-pres->pixread(x-5 ,y- 1 )-pres->pixread(x-4,y-1)
-pres->pixread(x-3 ,y-l) -pres->pixread(x-2,y-l) -pres->pixread(x-l ,y-l)
-pres->pixread(x,y-l) -pres->pixread(x+l ,y-l));
D42=abs(pres->pixread(x-1 ,y+1 )+pres->pixread(x ,y+1 )+pres->pixread(x+1 ,y+1)
+pres->pixread(x+2,y+l)+pres->pixread(x+3,y+l)+pres->pixread(x+4,y+l)
+pres->pixread(x+5,y+l)-pres->pixread(x-3,y-l)-pres->pixread(x-2,y-l)
-pres->pixread(x-l ,y-l) -pres->pixread(x,y-l) -pres->pixread(x+l ,y-l)
-pres->pixread(x+2,y-l) -pres->pixread(x+3 ,y-l));
{
if((D40<DOO && D40<D10&&D40<D30&&D40<D20)&&((D41<D01&&
D41<D11&&D41<D31&& D41<D21) &&(D42<D02 && D42<D12&&D42<D32&&D42<D22)))
im->pixref(x,y)=6;
else if((D30<DOO && D30<D20&&D30<D10&&D30<D40 )&&((D31<D01&&
D31<D21&&D31<D11&&
D31<D41)&&(D32<D02 && D32<D22&&D32<D12&&D32<D42)))
im->pixref(x,y)=l;
else if((D20<DOO && D20<D10&&D20<D30&&D20<D40)&&((D21<D01&&
D21<D11&&D2RD31&&
D21<D41) &&(D22<D02 && D22<D12&&D22<D32&&D22<D42)))
im->pixref(x ,y)= 186;
else if((D10<DOO && D10<D20&&D10<D30&&D10<D40 )&&((D11<D01&&
D11<D21&&D11<D31&&
D11<D41)&&(D12<D02 && D12<D22&&D12<D32&&D12<D42)))
im->pixref(x,y)=31;
else
im->pixref(x ,y)=0;
.}
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// FORTIFICATION DE LA DECISION
pixel p,q,r,s;
if (imp) y= 1;
else y = 0;
for (; y<=im->rows; y+=2)
for (int x=0; x<=im->cols; x++)
{
p=im->pixread(x,y)+im->pixread(x-4,y-2)+im->pixread(x+4,y+2); q=im->pixread(x,y)
+im->pixread(x+4,y-2)+im->pixread(x-4,y+2);r=im->pixread(x,y)+im->pixread(x-2,y
-2)+im->pixread(x+2 ,y+2); s=im->pixread(x ,y)+im->pixread(x+2 ,y-2)+im->pixread(x-
2,y+2);
if (372<=p) im0->pixref(x,y)=186;
if (62<=q&&q<=155) im0->pixref(x,y)=31;
if (12<=r&&r<=30) im0->pixref(x,y)=6;
if (2<=s&&s<=5) im0->pixref(x ,y)= 1 ;
}.
if (imp) y=l;
else y = 0;
for (; y<=im->rows; y+=2)
for (int x=0; x<=im->cols; x++)
{
p=im0->pixread(x,y)+im0->pixread(x-l ,y)+ im0->pixread(x+l ,y);
if (372<=p) im00->pixref(x,y)=186;
if (62<=p&&p<=155) im00->pixref(x,y)=31;
if (12<=p&&p<=30) im00->pixref(x,y)=6;
if (2<=p&&p<=5) im00->pixref(x,y)=l;
// INTERPOLATION SELON LE CONTOUR
pixel pl;
if (imp) y=l;
else y = 0;
for (; y<=im->rows; y+=2)
for (int x=0; x<=im->cols; x++)
{
p l=im00->pixread(x,y);
if(pl==186) X=
(32*(past->pixread(x, y) + futur->pixread(x, y)) +
64*(pres->pixread(x-2, y-1) + pres->pixread(x+2, y+1)) -
16*(past->pixread(x-4, y-2) + futur->pixread(x-4, y-2) +
past->pixread(x+4, y+2) + futur->pixread(x+4, y+2)))/128;
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else if(pl==31)X=
(32*(past->pixread(x, y) + futur->pixread(x, y)) +
64*(pres->pixread(x+2, y-1) + pres->pixread(x-2, y+1)) -
16*(past->pixread(x+4, y-2) + futur->pixread(x+4, y-2) +
past->pixread(x-4, y+2) + futur->pixread(x-4, y+2)))/128;
else if(pl==6) X=
(32*(past->pixread(x, y) + futur->pixread(x, y)) +
64*(pres->pixread(x-l, y-1) + pres->pixread(x+l, y+1)) -
16*(past->pixread(x-2, y-2) + futur->pixread(x-2, y-2) +
past->pixread(x+2, y+2) + futur->pixread(x+2, y+2)))/128;
else if(pl==l) X=
(32*(past->pixread(x, y) + futur->pixread(x, y)) +
64*(pres->pixread(x+l, y-1) + pres->pixread(x-l, y+1)) -
16*(past->pixread(x+2, y-2) + futur->pixread(x+2, y-2) +
past->pixread(x-2, y+2) + futur->pixread(x-2, y+2)))/128;
else X=
(32*(past->pixread(x, y) + futur->pixread(x, y)) +
56*(pres->pixread(x, y-1) + pres->pixread(x, y+1)) -
16*(past->pixread(x, y-2) + futur->pixread(x, y-2) +
past->pixread(x, y+2) + futur->pixread(x, y+2)) +
8*(pres->pixread(x, y-3) + pres->pixread(x, y+3)))/128;
im0->pixref(x,y) = X;
Y
delete imOO;
// CONVERSION EN FORMAT HDTV
// vertical
filter ver("cofHDTV21v.flt");
image *tmp=ver.i vertical *im0,2); // sur-echantillonage et
//filtrage.
delete imO;
image *out=dirac.vertical(*tmp,l); // decimation par 1
delete tmp;
// horizontale
filter hor("cofHDTV21.flt");
tmp=hor.ihorizontal(*out,2); // sur-echantillonage et
// filtrage.
delete out;
out=dirac.horizontal(*tmp,l); // decimation par 1
delete tmp;
// fin de horizontal
for (y=0; y<= 480; y+=l)
for (int x=0;x<= 720; x++)
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im->pixref(x,y) = out->pixread(x+360,y+240);
delete out;
return im;
}
header *createheader(char *nm, definedType t, int seqlen, int intlc, int r, int c)
{
header *h = new header(nm, t, seqlen, r, c);
h->interlace = intlc;
return h;
float SNR(const image *original, const image *im)
{
float S=0,N=0;
for (int i=0; i<im->rows; i++)
for (intj=0; j<im->cols; j++)
S = S + pow((getpixel(*original,j, i)),2);
image *tmp = new image(original->rows, original->cols);
tmp->copy(* original);
*tmp -= *im;
for (i=0; i<im->rows; i++)
for (intj=0; j<im->cols; j++)
N = N + pow((getpixel(*tmp,j, i)),2);
float resultat = 10*loglO(S/N);
return resultat;
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