Dirichlet process mixture (DPM) models tend to produce many small clusters regardless of whether they are needed to accurately characterize the data -this is particularly true for large data sets. However, interpretability, parsimony, data storage and communication costs all are hampered by having overly many clusters. We propose a powered Chinese restaurant process to limit this kind of problem and penalize over clustering. The method is illustrated using some simulation examples and data with large and small sample size including MNIST and the Old Faithful Geyser data.
Introduction
Dirichlet process mixture (DPM) models and closely related formulations have been very widely used for flexible modeling of data and for clustering. DPMs of Gaussians have been shown to possess frequentist optimality properties in density estimation, obtaining minimax adaptive rates of posterior concentration with respect to the true unknown smoothness of the density (Shen et al., 2013) . DPMs are also very widely used for probabilistic clustering of data. In the clustering context, it is well known the DPMs favor introducing new components at a log rate as the sample size increases, and tend to produce some large clusters along with many small clusters. As the sample size N increases, these small clusters can be introduced as an artifact even if they are not needed to characterize the true data generating process; for example, even if the true model has finitely many clusters, the DPM will continue to introduce new clusters as N increases (Miller & Harrison, 2013; Argiento et al., 2009; Lartillot & Philippe, 2004; Onogi et al., 2011; Miller & Harrison, 2014) .
Continuing to introduce new clusters as N increases can be argued to be an appealing property. The number of 'types' of individuals is unlikely to be finite in an infinitely large population, and there is always a chance of discovering new types as new samples are collected. This rationale has motivated a rich literature on generalizations of Dirichlet processes, which have more flexibility in terms of the rate of introduction of new clusters. For example, the two parameter Poisson-Dirichlet process (a.k.a., the Pitman-Yor process) is a generalization that instead induces a power law rate, which is more consistent with many observed data processes (Perman et al., 1992) . There has also been consideration of a rich class of Gibbs-type processes, which considerably generalize Pitman-Yor to a broad class of socalled exchangeable partition probability functions (EPPFs) (Gnedin & Pitman, 2005; Lijoi & Prünster, 2010; De Blasi et al., 2015; Bacallado et al., 2017; Favaro et al., 2013) . Much of the emphasis in the Gibbs-type process literature has been on data in which 'species' are observed directly, and the goal is predicting the number of new species in a further sample (Lijoi et al., 2007) . It remains unclear whether such elaborate generalizations of Dirichlet processes have desirable behavior when clusters/species are latent variables in a mixture model.
The emphasis of this article is on addressing practical problems that arise in implementing DPMs and generalizations when sample sizes and data dimensionality are moderate too large. In such settings, it is common knowledge that the number of clusters can be too large, leading to a lack of interpretability, computational problems and other issues. For these reasons, it is well motivated to develop sparser clustering methods that do not restrict the number of clusters to be finite a priori but instead favor deletion of small clusters that may not be needed to accurately characterize the true data generating mechanism. With this goal in mind, we find that the usual focus on exchangeable models, and in particular EPPFs, can limit practical performance. There has been some previous work on non-exchangeable clustering methods motivated by incorporation of predictor-dependence in clustering (Blei & Frazier, 2011; Ghosh et al., 2011; Socher et al., 2011) , but our focus is instead on providing a simple approach that tends to delete small and unnecessary clusters produced by a DPM. Marginalizing out the random measure in the DPM specification produces a Chinese restaurant process (CRP). We propose a simple powered modification to the CRP, which has the desired impact on clustering and develop associated inference methods. 
where z −i = (z 1 , z 2 , . . . , z i−1 , z i+1 , . . . , z N ) and N k,−i is the number of customers seated at table k excluding customer i. From the definition above, we can observe that the CRP is defined by a rich-get-richer property in which the probability of being allocated to a table increases in proportion to the number of customers already at that table.
In a CRP mixture model, each table is assigned a specific parameter in a kernel generating data at the observation level. Customers assigned to a specific table are given the cluster index corresponding to that table, and have their data generated from the kernel with appropriate cluster/tablespecific parameters. The CRP provides a prior probability model on the clustering process, and this prior can be updated with the observed data to obtain a posterior over the cluster allocations for each observation in a data set. The CRP provides an exchangeable prior on the partition of indices {1, . . . , N } into clusters; exchangeability means that the ordering of the indices has no impact on the probability of a particular configuration -only the number of clusters K N and the size of each cluster can play a role. The CRP implies that E[K N |α] = O(α log N ) (Teh, 2011) .
Powered Chinese restaurant process
Popular Bayesian nonparametric priors, such as the Dirichlet process (Ferguson, 1973; Blackwell & MacQueen, 1973; Antoniak, 1974) , Chinese restaurant process, Pitman-Yor process (Perman et al., 1992; Pitman & Yor, 1997) and Indian buffet process (Griffiths & Ghahramani, 2005; Thibaux & Jordan, 2007) , assume infinite exchangeability. In particular, suppose we have a clustering process for an infinite sequence of data points i = 1, 2, 3, . . . , ∞. This clustering process will induce a partition of the integers {1, . . . , N } into K N clusters of size N 1 , . . . , N K N , for N = 1, 2, . . . , ∞. For an exchangeable clustering process, the probability of a particular partition of {1, . . . , N } only depends on N 1 , . . . , N K N and K N , and does not depend on the order of the indices {1, . . . , N }. In addition, the probability distributions for different choices of N are coherent; the probability distribution of partitions of {1, . . . , N } can be obtained from the probability distribution of partitions of {1, . . . , N + 1} by marginalizing out the cluster assignment for data point i = N + 1. These properties are often highly appealing computationally and theoretically, but it is nonetheless useful to consider processes that violate the infinite exchangeability assumption. This can occur when the addition of a new data point i = N + 1 to a sample of N data points can impact the clustering of the original N data points. For example, we may re-evaluate whether data point 1 and 2 are clustered together in light of new information provided by a third data point, a type of feedback property.
We propose a new powered Chinese restaurant process (pCRP), which is designed to favor elimination of artifactual small clusters produced by the usual CRP by implicit incorporation of a feedback property violating the usual exchangeability assumptions. The proposed pCRP makes the random seating assignment of the customers depend on the powered number of customers at each table (i.e. raise the number of each table to power r). Formally, we have
where r > 1 and N k,−i is the number of customers seated at table k excluding customer i. More generally, one may consider a g-CRP to generalize the CRP such that
where g(·) : R + → R + is an increasing function and g(0) = 0. We achieve shrinkage of small clusters via a rich-get-(more)-richer property by requiring g(x) ≥ x for x > 1 to'enlarge' clusters containing more than one element. We require the g-CRP to maintain a proportional invariance property:
for any c, N 1 , N 2 > 0, so that scaling cluster sizes by a constant factor has no impact on the prediction rule in (3). The following Lemma 2.1 shows that the pCRP in equation (2) using the power function is the only g-CRP that satisfies the proportional invariance property.
for all x > 0 and some constant r ∈ R.
Proof of Lemma 2.1. It is easy to verify that g(x) = g(1) · x r for some r > 0 is a solution to the functional equation (4). We next show its uniqueness.
, which is the well known Cauchy functional equation and has the unique solution log f * (x) = rx for some constant r. Therefore, f (x) = f * (log(x)) = x r which gives g(cN ) = g(N )c r . We complete the proof by letting N = 1.
As a generalization of the CRP, which corresponds to the special case in which r = 1, the proposed pCRP with r > 1 generates new clusters following a probability that is configuration dependent and not exchangeable. For example, for three customers z 1 , z 2 , z 3 , p(z 3 = 2 | z 1 = 1, z 2 = 1) < p(z 3 = 1 | z 1 = 1, z 2 = 2), where z i = k if the i th customer sits at table k. This non-exchangeability is a critical feature of pCRP, allowing new cluster generation to learn from existing patterns. Consider two extreme configurations: (i) K N = N with one member in each cluster, and (ii) K N = 1 with all members in a single cluster. The probabilities of generating a new cluster under (i) and (ii) are both α/(N + α) in CRP, but dramatically different in pCRP: (i) α/(N + α) and (ii) α/(N r + α), respectively. Therefore, if the previous customers are more spread out, there is a larger probability of continuing this pattern by creating new tables. Similarly, if customers choose a small number of tables, then a new customer is more likely to join the dominant clusters rather than open a new table.
The power r is a critical parameter controling how much we penalize small clusters. The larger the power r, the greater the penalty. We propose a method to choose r in a datadriven fashion: cross validation using a proper loss function to select a fixed r.
Power parameter tuning
The proportional invariance property makes it easier to define a cross validation (CV) procedure for estimating r. In particular, one can tune r to obtain good performance on an initial training sample and that r would also be appropriate for a subsequent data set that has a very different sample size. For other choices of g(·), which do not possess proportional invariance, it may be necessary to adapt r to the sample size for appropriate calibration.
In evaluating generalization error, we use the following loss function based on within-cluster sum of squares:
where C k is the data samples in the kth cluster and x k is the mean vector for cluster k. The square root has an important impact in favoring a smaller nunber of clusters; for example, inducing a price to be paid for introducing two clusters with the same mean. In implementing CV, we start by choosing a small value of r (r = 1 + ) and then increasing until we identify an inflection point.
Posterior inference by collapsed Gibbs sampling
Although the proposed pCRP is generic, we focus on its application in Gaussian mixture models (GMMs) for concreteness. We develop a collapsed Gibbs sampling algorithm (Alg 3 in (Neal, 2000) and further introduced in (Murphy, 2012) ) for posterior computation. Our proposed pCRP can also be easily implemented via a non-collapsed Gibbs sampling algorithm ( (West & Escobar, 1993) , i.e. Alg 2 in (Neal, 2000) ). In addition, we permute the data at each sampling iteration to eliminate order dependence as in (Socher et al., 2011) .
Let X be the observations, assumed to follow a mixture of multivariate Gaussian distributions. We use a conjugate Normal-Inverse-Wishart (NIW) prior p(µ, Σ|β) for the mean vector µ and covariance matrix Σ in each multivariate Gaussian component, where β consists of all the hyperparameters in NIW. I.e. we will work with the following definition of Bayesian infinite Gaussian mixture model:
by taking the limit as K → ∞ (Rasmussen, 1999) , where N (·, ·) is the multivariate normal distribution, Multinomial(·) is the Multinomial distribution and Dirichlet(·) is the Dirichlet distribution. The process is illustrated in Figure 1 .
A key quantity in a collapsed Gibbs sampler is the probability of each customer i sitting with table k: p(z i = k|z −i , X , α, β), where z −i are the seating assignments of all the other customers and α is the concentration parameter in CRP and pCRP. This probability is calculated as follows:
where X k,−i are the observations in table k excluding the i th observation and the first term of the last equation above p(z i = k|z −i , α) is the proposed pCRP in equation (2). If z i = k is an existing component, the second term above p(x i |X k,−i , β) is calculated using the posterior predictive distribution at x i , where the posterior prediction distribution of the new data x given the data set X and the prior parameter β under the NIW prior is
When z i = k is a new component then we have:
which is just the prior predictive distribution and can be calculated by the posterior predictive distribution for new data p(x |X , β) under NIW prior but with X = {∅}.
Algorithm 1 Collapsed Gibbs Sampling for pCRP
Input: Choose an initial z, r, α, β; for T iterations do • Sample random permutation τ of 1, . . . , N ;
• Add x i 's statistics to the component z i = k new ;
• If any component is empty, remove it and decrease K. end for end for Algorithm 1 gives the pseudo code of the collapsed Gibbs sampler to implement pCRP in Gaussian mixture models.
Experiments
We conduct experiments to demonstrate the main advantages of the proposed pCRP using both synthetic and real data. In a wide range of scenarios across various sample sizes, pCRP reduces over-clustering of CRP, and leads to performances that are as good or better than CRP in terms of density estimation, out of sample prediction, and overall clustering results.
In all experiments, we run the Gibbs sampler 20, 000 iterations with a burn-in of 10, 000. The sampler is thinned by keeping every 5 th draw. We use the same concentration parameter α = 1 for both CRP and pCRP in all scenarios. In addition, we equip CRP with an unfair advantage to match the magnitude of its prior mean α log(N ) to the true number of clusters, termed CRP-Oracle. The power r in pCRP is tuned using cross validation. In order to measure overall clustering performance, we use normalized mutual information (NMI) (McDaid et al., 2013) and variation of information (VI) (Meilȃ, 2003) , which measures the similarity between the true and estimated cluster assignments. Higher NMI and lower VI indicate better performance. If applicable, metrics using the true clustering are calculated to provide an upper bound for all methods, coded as 'Ground Truth'.
Simulation experiments
We first use simulated data to assess the performance of pCRP in emptying extra components, compared to the traditional CRP. Figure 2 shows the true data generating density, which represent the two cases of well-mixed Gaussian components and shared mean Gaussian mixture coded as Sim 1 and Sim 2, respectively.
The oracle concentration parameters in CRP-Oracle are (0.52, 0.40) in Sim 1 and (0.52, 0.40) in Sim 2, which are all smaller than the unit concentration parameter used in CRP and pCRP. The sample sizes in the two simulation cases are respectively (300, 2000) . Figure 3 shows the cross validation curve to select r in pCRP using a training data set with 200 samples. The representative cases of inflection point described in Section 2.3 were observed: the loss curve for cross validation 'blows up' for one particular r value in both Sim 1 and Sim 2. We can find the first stage of Sim 2 is oscillating from 14.2595 to 14.2005 which is flatter than that of Sim 1 that oscillates from 15.5260 to 14.9020. This is because the components in Sim 2 are well separated. We choose this change point as the power r in either case. clusters, which is the ground truth. In contrast, CRP has higher posterior variance, systematic over-estimation of the number of clusters, and worse computational efficiency. The CRP-Oracle has better performance, but does clearly worse than p-CRP, and there is still a tendency for over-estimation. This demonstrates that one cannot simply fix up or calibrate the CRP by choosing the precision to be appropriately small. Figure 6 suggests that CRP will have larger probability on larger cluster numbers especially when the sample size increases, while pCRP tends to have larger probability on the true cluster number as the sample size increases. For example, in Sim 1, the probability of selecting three clusters increases from 0.55 to 0.68 in pCRP when N increases from 300 to 2000 and the probability for all the other cluster number decreases. However, the probability of finding four clusters stabilizes around 0.37 and 0.38 in CRP-Oracle when N increases from 300 to 2000. CRP has increased probability of selecting larger number of clusters (say 5, 6, 7, 8 clusters) when N increases from 300 to 2000. In fact, the proposed pCRP has the largest concentration probability on the true number of clusters among all the three methods including CRP-Oracle, and this observation is consistent between N = 300 and N = 2000. Table 1 provides numerical summaries of this simulation.
We can see all three methods lead to similar NMI, but pCRP consistently gives the highest value. Furthermore, pCRP leads to the lowest value of VI in most tests. The parsimonious effect of pCRP discussed above is further confirmed by the average and maximum number of clusters; see the columns K and K max in the table.
The posterior density plots in Figure 5 show that there is one small unnecessary cluster in CRP-Oracle and two small unnecessary clusters in CRP, while all three methods capture the general shape of the true density and thus provide good fitting performance. The over-clustering effect of CRP is much reduced by pCRP as seen in Figure 5 (c). 
Digits 1-4
In this experiment, we cluster 1000 and 3000 digits of the classes 1 to 4 in MNIST data set (LeCun et al., 2010) , where the four clusters are approximately equally distributed. Figure 7 . Results of clustering 3000 randomly sampled digits from 1 to 4 in spectral space. Observations in the same color represent the same digit. CRP-Oracle seems to over-fit the noise (the red cluster). We omit the result of CRP as it is similar to CRP-Oracle. and 0.5 (N = 3000). Figure 7 shows the clustering result of all the three methods for N = 3000. Both CRP and CRP-Oracle seem to overfit the data by introducing a small cluster (in red), while pCRP gives a cleaner clustering result with four clusters. This comparison is further confirmed by closer to the true situation by reducing the over-clustering effect, even compared to CRP-Oracle; see the columns of K and K max . All methods lead to similar NMI but pCRP gives lower VI.
Old Faithful Geyser
The Old Faithful Geyser data (N = 272) are widely used to illustrate the performance of clustering algorithms. We use a test sample of 100 in CV leading to the power value r = 1.11. We compare all methods on the other 172 data points. A manual clustering that consists of two Gaussian components is viewed as the ground truth. The concentration parameter is 0.39 in CRP-Oracle. Figure 8(b) shows the size of each component obtained from all methods and the manual clustering. We can see that there are two mixture components in CRP-Oracle and pCRP, and four mixture components in the CRP method. In this case where the sample size is relatively small, we again see that pCRP successfully suppresses small components and generates more parsimonious results than CRP. Table 2 . Comparison of CRP-Oracle, CRP and pCRP on a 4 digits subset of MNIST. K is the average number of discovered clusters. Kmax is the maximum number of clusters during sampling.
