This paper addresses the problem of linear unmixing for hyperspectral imagery. This problem can be formulated as a linear regression problem whose regression coefficients (abundances) satisfy sum-toone and positivity constraints. Two scaled gradient iterative methods are proposed for estimating the abundances of the linear mixing model. The first method is obtained by including a normalization step in the scaled gradient method. The second method inspired by the fully constrained least squares algorithm includes the sum-to-one constraint in the observation model with an appropriate weighting parameter. Simulations on synthetic data illustrate the performance of these algorithms.
INTRODUCTION
Hyperspectral and multispectral imagery have received considerable attention in the literature (see for instance [1] , [2] and references therein). Hyperspectral and multispectral data are collected in many spectral bands. As a consequence, each pixel of the image is characterized by a spectral signature which contains the measurements associated to the different frequencies contained in these spectral bands. Moreover, each pixel of the image can be modeled accurately as a linear mixture of different pure spectral components usually referred to as endmembers. Important problems result from this linear mixture model (LMM). First, it is important to estimate the spectral signatures associated to the endmembers. A very popular endmember extraction algorithm (EEA) is the N-finder (N-FINDR) algorithm proposed by Winter [3] . Another important problem is the linear unmixing of each pixel of the image. Linear unmixing consists of estimating the proportions of each endmember contained in a given pixel [4] . These proportions are referred to as abundances in hyperspectral imagery. The abundances have to satisfy sum-to-one and positivity constraints since they correspond to the fractions of the materials involved in the mixture. There are mainly two kinds of approaches which can be used to estimate the abundances. The first approach defines appropriate prior distributions for the abundances (satisfying the sum-toone and positivity constraints) following the principles of Bayesian inference [5] . However, the complexity of the parameter posterior distribution (due essentially to the constraints inherent to abundances) requires to develop sophisticated sampling algorithms to compute the Bayesian estimators. These algorithms include the Gibbs sampler or the Metropolis-within-Gibbs algorithm [6] . This approach was for instance advocated in [5] and provided interesting results. The price to pay with Bayesian unmixing algorithms is the high computational complexity resulting from the sampling strategy. The second approach consists of estimating the abundances by minimizing an appropriate cost function such as the least squares criterion under sum-to-one and positivity constraints. As explained in [7] , there is no analytical solution for this optimization problem because of the linear inequalities resulting from the positivity constraints. However, an efficient iterative algorithm referred to as fully constrained least square (FCLS) algorithm was proposed in [7] . The FCLS was applied successfully to the unmixing of hyperspectral images. One of its main advantages over the Bayesian estimators is its computational cost since few iterations are required to ensure convergence to a local minimum of the least-squares criterion. However, the convergence of this algorithm to a global minimum of the LS criterion is not guarantied which is its main drawback. This paper studies new constrained scaled gradient methods (SGM) for estimating the abundances of the LMM. It is organized as follows. Section 2 presents the standard LMM. Section 3 derived the SGM for linear mixing models satisfying positivity constraints. Two modified SGM allowing us to handle sum-to-one constraints are presented in Section 4. Simulation results are presented in Section 5. Conclusions are reported in Section 6.
LMM FOR HYPERSPECTRAL IMAGERY
The LMM assumes that a mixed pixel resulting from the observation in L spectral bands can be written as
where y = (y 1, . . . , yL) T is the observation vector, M is a L × R matrix formed by the R endmember spectra identified by an EEA (and thus assumed to be known), R is the number of endmembers involved in the mixture (with R L), α = (α1, ..., αR) T is the abundance vector and n = (n1, . . . , nL)
T is the noise vector. The linear unmixing problem considered in this paper consists of estimating α under positivity and sum-to-one constraints αr ≥ 0 and
A standard assumption related to the LMM defined in (1) is that the noise vector is distributed according to a Gaussian distribution with zero-mean and covariance matrix Σ = σ 2 IL, where IL is the L × L identity matrix, which will be denoted n ∼ N (0L, σ 2 IL). Note that this statistical model assumes that the noise variances are the same in all bands. This assumption has been used extensively in the literature (see for instance [8] or [9] ). Since the variance σ 2 can be easily estimated from the observation vector, it is assumed to be known in this paper. After removing the additive and multiplicative constants, the resulting negative log-likelihood function reduces to the following cost function
SGM FOR POSITIVITY CONSTRAINTS
This section studies an iterative method referred to as SGM for estimating the abundances under positivity constraints. In other words, we first do not consider the sum-to-one constraint which will be handled in the next section. Minimizing a convex cost function under inequality constraints is classically achieved by introducing an appropriate Lagrange function. The Lagrange function L associated to the linear unmixing problem with positivity constraints is
where λ = (λ1, . . . , λR) T contains the Lagrange multipliers, g(α) = (g(α1), . . . , g(αR))
T . The function g has to be chosen in order to express the positivity constraints. More precisely, g is an increasing function that must be positive for inactive constraints (αr > 0), and zero for active constraints (αr = 0). The Kuhn-Tucker conditions at the optimum α * , λ * express as follows
where ∇L is the gradient vector of L. The gradient vector of the cost function (2) can be easily computed
As a consequence, (3) leads to
where the notation [·]r is used for the rth component of a vector. Equivalently, the rth Lagrange multiplier can be expressed as
for r = 1, . . . , R. Equations (6) and (8) lead to
This last equation allows us to derive an iterative algorithm to estimate α under positivity contraints. A simple choice for g is g(α) = α. However, more generally the r th component of the descent direction can be chosen as follows
with f (α) a positive function scaling the gradient, leading to the SGM. Thus the SGM is defined as
where
is the descent step-size that must be adjusted to ensure convergence of the algorithm.
An
the algorithm convergence. The negative gradient of J(α) defined in (7) can be expressed as the difference between two positive vectors (i.e., vectors whose components are all positive)
For instance, when all elements of y are positive, the two positive vectors associated to (7) are
Choosing the scaling function as
and γ (k) r = 1, ∀r = 1, . . . , R, we obtain the classical image space reconstruction algorithm (ISRA) initially studied in [11] whose convergence has been proved in [12] . After replacing the expression of V (α (k) ) in (12), the following iterative algorithm is obtained
whose convergence is ensured providedα 0 r > 0, ∀r.
ALGORITHMS FOR POSITIVITY AND SUM-TO-ONE CONSTRAINTS

Normalized SGM
In the case where abundances are subjected to positivity and sum-toone constraints, we propose a normalized SGM defined as follows:
where P (.) is the projection operator associated to the sum-to-one constraint. In other words the abundances are normalized at each iteration similarly to the normalized nonnegativity constrained least squares algorithm [7] , except the scaled gradient descent is used instead of the standard descent scheme.
Fully constrained SGM
An alternative to the normalized SGM is to follow the strategy advocated in [7] yielding the FCLS algorithm. The FLCS algorithm considers the sum-to-one constraint as an additional noiseless measurement equation, i.e., the abundances are estimated using the following set of equations
T is a vector made of R ones. By defining an extended observation vector s = (δy, 1)
T and the mixing matrix
T we obtain a new linear regression problem which was solved in [7] using a nonnegativity constrained least squares algorithm. Note that the factor δ controls the impact of the abundance sum-to-one constraint with respect to the positivity constraint. By replacing the nonnegativity constrained least squares algorithm by the SGM proposed in this paper, we obtain a so-called fully constrained SGM (similar to FCLS). This algorithm referred to as FC-SGM consists of replacing the cost function defined in (2) by
The corresponding gradient can be easily computed
The opposite gradient can be decomposed as the difference between two positive functions given by
Choosing the scaling function as in (12) and γ (k) r = 1, ∀r leads to the following recursion for the abundance estimateŝ
Note that the projection operation of (14) is not applied here since the sum-to-one constraint has been considered as a penalization in the least-squares criterion (15).
SIMULATION RESULTS
Synthetic data
Many simulations have been conducted to validate the previous algorithm. The first experiment corresponds to a linear mixture of R = 3 endmembers with α = [0.3, 0.6, 0.1] T . The three endmembers used in this example have been extracted from the ENVI library [13] and correspond to the spectra of the construction concrete, green grass, and micaceous loam. The normalized SGM defined by (13) and (14) has been applied on these simulated data with a signal-tonoise ratio SNR = 15dB. Figure 1 shows an example of abundance estimates as a function of the number of iterations. The algorithm clearly converges after few iterations. Note that the initial values for the different abundances have been generated uniformly in the domain defined by the constraints. The mean and standard deviations of the estimated abundances averaged over 500 Monte Carlo runs are depicted in Fig. 2 as a function T . Figure 3 shows that the fully constrained SGM has to be preferred when the model contains endmembers which are absent in the observed pixel. Note that a similar observation was made in [7] for the normalized least-squares and fully constrained least-squares methods. 
Real data
The proposed algorithms have also been applied on a small real image that has been widely used in the remote sensing literature [5] . It consists of a lake shore area whose coastal part is mainly covered by soil and vegetation. The R = 3 corresponding endmember spectra (vegetation, water and soil) have been identified by the N-FINDR algorithm [3] and are represented in Figure 4 (top) for L = 413. The results obtained by the FC-SGM algorithm are summarized by the abundance maps depicted in the bottom figures. In these maps, white (resp. black) pixels denote the presence (resp. absence) of the corresponding endmembers. Figure 4 shows that the lake is accurately recovered by the the algorithm. The estimations of the soil and vegetation abundances are also in agreement with results previously obtained in the literature.
CONCLUSIONS
Constrained scaled gradient methods were initially derived for linear models subjected to positivity constraints. This paper studied two modified constrained scaled gradient methods referred to as "normalized constraint gradient" and "fully constrained gradient" for estimating the abundances of a linear mixing model under positivity and sum-to-one constraints. The performance of these methods obtained on synthetic hyperspectral images and real data is promising. Future investigations include the analysis of algorithms such as those developed in [14] [15] [16] for estimating jointly the endmembers and abundances.
