ABSTRACT. In this paper, we provide an empirical discussion of the differences among some scenario tree-generation approaches for stochastic programming. We consider the classical Monte Carlo sampling and Moment matching methods. Moreover, we test the Resampled average approximation, which is an adaptation of Monte Carlo sampling and Monte Carlo with naive allocation strategy as the benchmark. We test the empirical effects of each approach on the stability of the problem objective function and initial portfolio allocation, using a multistage stochastic chance-constrained asset-liability management (ALM) model as the application. The Moment matching and Resampled average approximation are more stable than the other two strategies.
INTRODUCTION
Stochastic programming (SP) is a branch of optimization, in which optimal decisions are made under uncertainty (Birge & Louveaux, 2011) . In general, real world problems are characterized by uncertain events modeled with random variables. We associate a collection of random events with a probability space containing a bundle of all possible events with their probabilities. From these concepts, we formalize a generic stochastic optimization problem, as denoted by Eq. (1)
where f is the objective function that is defined in terms of uncertainty, x is the decision variable defined over the feasible set X ⊂ R I , and ξ is a random variable defined by the continuous cumulative distribution function F : R I → [0, 1]. Furthermore, d F represents the probability measure of the probability space F for the underlying multivariate stochastic process.
As discussed by Pflug (2001) , continuous optimization problems become easier to solve if we reduce them to discrete-state multi-period optimization problems. This logical structure may be seen as a tree model with a non-anticipative decision process, in which dependence relies uniquely on this history and on the probabilistic specification (Dupačová et al., 2000; Escudero & Kamesam, 1995) . Thus, the decision functions reduce to large decision vectors and, as Löhndorf (2016) points out, it may be calculated numerically by either drawing a sample from F or by approximating F with a discrete distributionF. UsingF instead of F, we have the following maximization problem: max
whereφ(ξ ) is the probability of the mass point inF. If we suppose a uniform distribution forφ, the approach in Eq. (2) can be seen as sample average approximation (SAA). Stochastic approximation (SA) is another approach to obtain numerical convergence for stochastic optimization problems, which presents a random direction whose origin is usually an objective function's gradient with a step-size for each iteration (Shapiro et al., 2009).
As the scenario generation methodology becomes a key part of the stochastic optimization process, the main goal of this study is to compare the performance of different scenario sampling methods, in order to highlight which of them is more appropriated for designing a representative discrete-space model for asset-liability management (ALM) problems regarding the in-sample performance. This study compares the empirical results of distinct approaches to generating scenarios for ALM: Random sampling and Moment matching. We also test two Monte Carlo sampling variations: Resampled average approximation and Monte Carlo, using a naive allocation strategy as a benchmark. These sampling techniques were chosen among other well-known options, as cited above. We apply sampling methods from distinct perspectives. The Monte Carlo sampling-based algorithms are based on the uniform version of strong law of large numbers. It ensures that the optimal objective value of the SAA problem defined by Eq. (2) converges to the true value of the problem, according to the increase of the number of scenarios (Glasserman, 2003 The investment strategy is designed with three sets of variables. The here-and-now decisions that are taken before the information is revealed, denoted by X its . This is the position (shares) of asset i to hold in time period t and scenario s. The corrective actions, which are made after information revealing, are described by both B its and V its wait-and-see variables. They are, respectively, the position (shares) of i bought and sold during time t and scenario s.
The input data of the optimization model is determined by the continuous random variable ξ . This stochastic variable may be discretized by ξ it that defines the price of asset i at time t . Additionally, it can take a finite number, s ∈ 1, . . . , S, of realizations denoted by P its . As the asset returns are simulated by stochastic process, detailed in Section 4.1, the price realization P its is defined as a conditional sampling of the random variable ξ it . Therefore, the realizations for P its depend on P it−1s (Shapiro et al., 2009).
The scenario tree is comprised of scenarios ranging from the initial to the final period. A scenario k consists of a set of sequential realizations, {P i1s , P i2s , . . . , P iT s } ∀s ∈ S, of the random variable ξ it . They must be adapted to the non-anticipative constraints that drive the information unfolding process. For instance, the scenario k is a random vector, generated by a ξ it realization, which is described as λ k (ξ it ) = (P i1k , . . . , P itk ), , ∀i ∈ N . Table 1 presents a summary of the model's notations.
The model is a multistage stochastic programming model with chance constraints, described below:
s.t. : Price of asset i at time t and in scenario s P i0 Known initial (t = 0) price of asset i
The model maximizes the expected terminal value of the fund (3). The objective function reflects the fund manager's goal to reach the largest possible gains in the last period, while respecting the risk and liability payment constraints. At time t = 0, the constraint (4) is deterministic, so that the initial wealth Q is distributed among the asset classes. As the price P i0 of each asset is known and deterministic, we can rewrite X i0s as X i0 , ∀s. The number B i0 of shares bought is equal to the number X i0 (∀i) of shares kept at the end of the initial period. The linear equalities (5) are the share balance constraints. These specify that the number of shares X its of asset i during time t and scenario s is equal to the number of shares X i(t −1)s maintained in the previous period, augmented by the number of purchased shares B its minus those sold V its at time t .
The chance constraints (6) enforce the funding ratio requirements, which represent the long-term relationship between assets and liabilities. The actual funding ratio β ts of a fund during time t and scenario s is computed as:
where N i=1 P its X its is the current asset value of the pension fund in scenario s. L t and F t are, respectively, the present value of the future liabilities and contributions discounted by ρ:
A value of β less than 1 signals that the value of the assets may become insufficient to cover future liabilities, so the fund might run into solvency issues in the near future. The two parameters K and α t define the asset-liability management policy's risk-aversion. The constraints (6) can be viewed as some sort of VaR constraints, ensuring that the value of the fund is at least equal to K (L t − F t ) during each period t with a probability at least equal to α t . These maintain the fund's long-term solvency level.
The model cash flow balance is denoted by the equalities indicated by Eq. (7). The financial inputs are represented by the sales of assets and external contributions, while the financial outputs are payments of liabilities and purchases of assets. The constraint (8) stipulates that no asset can have a weight greater than an upper bound π. Multistage models have the so-called nonanticipativity condition. This determines that decisions are impacted only by the past, not by the future, i.e. two scenarios with a common history until the t th stage should result in the same decisions until this stage (Carøe & Schultz, 1999) . Constraint (9) guarantees that scenarios with the same history present identical asset allocation. A maximum admissible underfunding value is defined through the parameter M. Constraint (10) defines the non-negativity restriction on the decision variables.
SCENARIO GENERATION METHODS IN ALM
In this section, we explain the simulation algorithms for generating scenario trees for the multistage decision problems used in our study: Monte Carlo sampling, Moment matching and Resampled average approximation. They gather the stochastic processes into a multistage scenario tree to model uncertainty. Even though the Monte Carlo with naive allocation strategy is not a scenario generation method, its explanation is still kept in this section.
ALM with classical Monte Carlo sampling
The traditional method to generate a scenario tree for ALM is through Monte Carlo sampling, with uniformly distributed pseudo-random numbers transformed appropriately into a target distribution (Ubeda & Allan, 1994; Dempster et al., 2011) . This approach is an efficient way to represent multi-dimensional distributions (Zenios & Ziemba, 2006) . In this study, we generate W 1 , . . . , W I random vectors from the standard normal distribution. As Homem-de-Mello & Bayraksan (2014a) note, in this case, the vectors W 1 , . . . , W I are mutually independent; a detail that characterizes this sampling method.
As Monte Carlo is based on the volume of a set distribution for the definition of probability measure, an obvious way to deal with this problem is to increase the number of nodes in the randomly sampled event tree. However, the stochastic program might become computationally intractable due to the tree's exponential growth rate. This hypothesis is supported, not only by the law of large numbers that guarantees the convergence to a correct value as the number of draws increase, but also by the central limit theorem that offers information about the error magnitude after a finite number of simulations. Hence, the convergence and error estimation of the outputs is directly linked with the number of draws. Indeed, one of the features of Monte Carlo is the form of the standard error, which, for a generic function f , can be defined by σ f / √ n, with n being the number of draws, and σ f the sample standard deviation. The Monte Carlo sampling is also a good choice for integrals in high dimensions, because its convergence rate holds (O(n −1/2 )) for any dimension. Glasserman According to Kouwenberg (2001) , despite the intuitiveness of this approach, the mean and covariance matrix may not be correctly specified in most nodes of the tree, given that the states are randomly sampled. Thus, the optimizer might choose an investment strategy from erratic or misspecified parameters.
ALM with Moment matching sampling
The Moment matching approach aims to mitigate the impact of the inconsistencies in the specification, given that it is not possible to reach a full match with misspecified parameters. It also allows the decision maker to determine the output features based on the statistical distribution properties considered relevant.
Initially, as argued by Smith (1993) , and proposed by Høyland & Wallace (2001), the Moment matching sampling matches the statistical properties to minimize the error between the sampled data of the tree and the first two moments of a theoretical distribution. Therefore, the scenario tree keeps some statistical properties reflecting the same characteristics as the theoretical distribution. Since there are a finite number of moments m on a continuous distribution, in our case two, Dupačová et al. (2000) argue that there always exists a discrete probability with these same moments and its support has at most m + 2 points (see Prékopa, 1995, chapter 5 for the proof).
Furthermore, the literature presents examples in which higher order moments are matched (Høyland et al., 2003) . However, it may become very difficult to obtain a solution for non-linear constraints such as skewness and kurtosis. Kouwenberg (2001) and Zenios & Ziemba (2006) also adjust only the first two moments in their analysis. In this study, we construct an event tree that fits the mean and the covariance matrix of the underlying distribution.
In order to fit the first two moments, we use Cholesky decomposition in the same direction as in Høyland et al. (2003) . The first step is to generate random vectors from the standard normal distribution, as described in Section 3.1. Then, the I random vectors are transformed to show a given covariance matrix by multiplying the vectors by a lower triangular matrix L of the covariance matrix ,
where we can obtain L by applying Cholesky decomposition. In other words, as Kouwenberg (2001) states, we specify that the average of the disturbances should be zero, and they should have a covariance matrix equal to . Therefore, we denote this matching in Eqs. (13) and (14):
This methodology allows for the generation of different sample paths, which matches the first two moments since the disturbance compose the asset price modeling (see Equations 16 and 17). 
ALM with the Resampled average approximation
The Resampled average approximation is a simulation of many scenario trees, with the average of the initial portfolio taken as the solution (de Oliveira et al., 2017). When we consider several trees, we account for a wide spectrum of variability inherent to the parameters in the optimization problem. This technique has some similarities to the Resampled efficient frontier method proposed by Michaud & Michaud (2008) to construct portfolios of risky securities. With a mathematical definition similar to that for the Resampled efficient frontier method for mean-variance optimal portfolios, the ALM Resampled average approximation optimality is the expected value in the solution space of the Monte Carlo ALM financial plan, as presented in Section 3.1. Thus, it may be seen as a reshuffle of the classical Monte Carlo. This methodology could also be adapted to the Moment matching, but the volatility of its results has already been regulated through the adjustment of the second moment. In other words, it is a needless further procedure to mitigate the risk, which is supposedly one of the main advantages of the Moment matching when compared to the classical Monte Carlo sampling.
This sampling technique is applied and described in detail by de Oliveira et al. (2017) . Additionally, this approach can be viewed as a particular case of one of the algorithms discussed by Homem-de-Mello & Bayraksan (2014a), in which the stopping criteria is predefined by the number of runs. The ALM with the Resampled average approximation has four steps. First, we define the number of trees to solve for each parametrization (see e.g. Michaud & Michaud, 2008). The value of these outcomes must be sufficiently large to provide stable portfolio allocations, while being small enough to ensure that the approach does not become computationally prohibitive. After defining the number of instances, the second step is to generate the scenarios for each tree according to the ALM model. In
Step 3, we solve each corresponding optimization problem to optimality. In Step 4, we evaluate the results based on the optimal solutions of the trees. The average of the initial allocation portfolio of all simulations is then the model solution. It is distinguished from SAA because of the number of scenario trees that are solved. In the SAA, a unique scenario tree is generated and solved. In this case, the expectation is applied on the decisions from the next stage. Unusually, the Resampled average approximation gives origin and solves an arbitrary number of unrelated scenario trees with the same topology, but for distinct scenarios. After that, the expectation is taken from these independent instances.
ALM with the Monte Carlo with naive allocation strategy
The Monte Carlo with naive allocation strategy is generally a naive policy that is very often reported in the portfolio allocation literature, in contrast to mean-variance portfolio optimization We consider the 1/N naive policy version for our tests as the benchmark for other sampling methods. We define our naive allocation as an equally distributed portfolio, described in Eq. (15):
Therefore, we use this popular investment policy with the classical Monte Carlo sampling, defined in Section 3.1, in order to settle a comparative level to other methods simulated. Even with the investment policy defined, we have to guarantee that constraints (4)−(10) are respected in this strategy. Therefore, in the simulations executed at Section 4, we set the funding ratio to one. Thus, in the beginning of the simulation's time horizon, the pension fund has the all necessary wealth to afford the liabilities until the final time period.
SIMULATION
First we introduce, in Section 4.1, arbitrage-free continuous-time stochastic processes used to simulate prices at a discrete set of dates (Glasserman, 2003) . We adopt the Geometric brownian motion model (GBM) and the Cox-Ingersoll-Ross model (CIR), which is a single-factor term structure model. These stochastic processes are adapted to the scenario tree topology. Then, in Section 4.2, the scenario tree structure is described.
Generating sample paths
We generate the scenario trees by asset prices realization sampling. The asset prices follow correlated stochastic differential equations (SDEs). We use the GBM for stock prices (Neftci, 1996; Duffie, 2001):
Thus, there is a GBM for each stock. For the price of a fixed income asset, we use the CoxIngersoll-Ross term structure model (Cox et al., 1985) :
where ξ 2t is the interest rate and (α, μ, σ) are model parameters. The drift function α(μ − ξ 2t ) is linear and has a mean reverting property, i.e. the interest rate ξ 2t moves in the direction of its mean μ at speed α. The diffusion function ξ 2t σ 2 is proportional to the interest rate ξ 2t and ensures that the interest rate is always positive.
The total of succeding nodes for each scenario s at time t (defined by Table 2 ) are available to describe the conditional distribution of these random variables in a particular node at time t − 1. We define the disturbance W js as the realization in node s for the j th element of the vector W . The model maximizes the expected wealth of an ALM problem applied to a pension fund, as defined generically in Eq.
(1) respecting a set of restrictions.
We use only broad stock or bond indexes that cause arbitrage in cases of very poor approximation of the assets' underlying distribution on the stochastic programming tree (Kouwenberg & Zenios, 2006). We use just two stock broad indexes and a floating rate fixed income instrument with longonly positions, without any complex asset. We also present a large number of scenarios for each tree. Thus, in our study settings, the discussion of arbitrage is not critical.
The parameters used in GBM, Eq. (16) are estimated through historical time series data. Those used in CIR, Eq. (17), are estimated using maximum likelihood. These sampled paths are conditioned to non-anticipative constraints defined in Eq. (9), following the multistage stochastic framework integrated with the sampling algorithms. We simulate the classical Monte Carlo sampling, the Moment matching method, the Resampled average approximation and Monte Carlo with naive allocation, as explained in Section 3.
Scenario tree simulation
The simulation occurs prior to the optimization process; this methodology is known as the nonrecursive method, (see Pflug, 2012). In order to simulate the trees and to study the outputs of the sampling methods, we define three classes of scenario trees that are denoted by small, medium and large according to their number of periods. They have 4, 6 and 8 periods respectively. In each class, we determine a different topology, which produces a distinct number of nodes, scenarios, variables and constraints (Table 2) . In the large class, we test the behavior of scenario generation and optimization for two different topologies that present the same number of scenarios (11, 664) . The number of variables and constraints shown in Table 2 is defined by the deterministic linear equivalent problem, denoted through the Eqs. (3) - (10) . We compose each scenario with a discrete sequence of conditional distributions of stocks and fixed income assets, calibrated with historical data from January 2012 to November 2016.
We use data from the Brazilian capital market. Equation (16) defines the stock price models, which are calibrated with annualized daily return prices from the Bovespa index (the most liquid stocks in the country) and the Brazilian Small Cap BM&F Bovespa index (stocks with small capitalization). We also have a fixed income asset modeled with Eq. (17) and calibrated with data from the 1-month Brazilian LTN (similar to a T-Bill in the USA) as a proxy for the shortterm interest rate. In Table 3 , we show the parameters used in the model. The covariance matrix takes the variance and covariance among Fixed Income, Bovespa index, and Small Cap index as inputs for Eq. (12) in the Moment matching sampling. In Table 4 , we present the covariance matrix observed from the data. In the Monte Carlo with naive allocation approach, we take the initial wealth and allocate it uniformly between the financial assets, as defined in Eq. (4). This position is fixed until the last period. In each period, we calculate the financial value of the portfolio and discount its liabilities. Monte Carlo with naive portfolio is not rebalanced in any time period. Thus, the final expected value of wealth is the sum of the net financial value of the portfolio multiplied by its probability of occurrence, similar to Eq. (3). Even though the Monte Carlo with naive allocation is not a sampling method, we take it into account as an element of comparison for our analysis.
We performed 20 simulations for each sampling method, then estimated the average and standard deviation from both the objective function and the initial allocation for each methodology applied for each class. Unlike the Random sample and Moment matching, where each turn is comprised of only one scenario tree, we generated and optimized 300 unrelated scenario trees to compose each turn of Resample average approximation. This procedure was applied on all topologies shown in Table 2 . This analysis consists of 12, 280 runs, and evaluated 141, 426, 000 different scenarios. We designed the scenario generation in C++ and Matlab using AMPL and the CPLEX 12.6.1 solver to model and solve the optimization problems. We run it in a 64-bit desktop with
Intel Core i7-4510U 2GHz CPU and with 8GB of RAM. In Table 5 , we report each class and method's computational times (mean and standard deviation) in seconds to solve a single tree. Based on Table 5 , we notice that, on average, the computational time to solve a single tree is between 4 and 61 seconds. For the Resampled average approximation, the computational experiment can be taken from 7.5 to 51 hours to be completed: 6, 000 trees must be computed for each instance. For the other three methods, the average time has to be multiplied by 20, which is the number of simulations to finish each experiment. The Monte Carlo with naive allocation strategy is not considered on Table 5 because it does not demand much computational effort. Next, we present and describe the results from the simulations.
RESULTS
Our results focus on the stochastic programming in-sample stability (Kaut & Wallace, 2007) . The in-sample stability is evaluated by generating different scenarios for each tree and comparing how stable the problem's objective function and solution are. Thus, we analyze the stability of the sampling methods from two different perspectives: objective function and initial portfolio allocation. Dempster et al. (2011) argue that the initial portfolio allocation criterion is not often used in the literature, because of the potential for a flat plateau objective function. However, as our scenarios might have sampling error, we conducted the analyses from both perspectives. We focus on the expectation and volatility of both the objective function and initial portfolio allocation. The results of the objective function and initial portfolio allocation are presented in Tables 6 and 7 , respectively.
In Table 6 , we observe that objective function's standard deviation, of the Resampled average approximation, is the smallest for all classes and it is followed by the Moment matching. The Monte Carlo with naive approach and the Monte Carlo sampling present much larger standard deviations. In relation to the initial asset allocation (Table 7) , the investment in fixed income is quite similar for the Monte Carlo sampling, the Moment matching and Resampled average approximation. The main difference is that the Moment matching never allocates capital in the Small Cap index. The volatility of the Monte Carlo sampling and the Moment matching are also similar. The Resampled average approximation and Monte Carlo sampling present similar allocations, but very different allocation volatilities. However, given that the Resampled average approximation takes expectations from the Random sampling, the volatility of the allocation is close to zero. This is consistent with the methodology, as the Resampled average approximation mitigates volatility using the expected value from many trees, making the initial allocation smoother. Notice that, for the Monte Carlo with naive approach, by design, the initial allocation is constant among the assets, so we omit the results from Table 7 .
In terms of the stability of the objective function, the Moment matching and Resampled average approximation dominate both Monte Carlo sampling and with naive allocation strategy. The stability of the initial allocation is similar for the Monte Carlo sampling and the Moment matching. Furthermore, the initial allocation's low volatility, presented by the Resampled average approximation, is a result of taking an average of averages. Considering not only the mixed results obtained on the initial asset allocation stability but also the argument of Dempster et al. (2011) , that a flat plateau can make many different allocations, resulting in very close values of objective functions, we can focus on the objective function stability results. Then, clearly, the Moment matching and Resampled average approximation present more stable solutions.
CONCLUSIONS
In this study, we provided an empirical discussion of the differences among methods to generate scenario trees for stochastic programming in ALM. We examined Monte Carlo sampling, Moment matching, the Resampled average approximation and Monte Carlo with naive allocation strategy as the benchmarks.
Our empirical analysis approached financial scenario trees with three assets. We defined four distinct topologies, which were assigned in three classes (small, medium and large). We ran the simulations so that the model would be robust to represent a realistic environment, but we regarded the technological limitations. The number of assets is a key point for the size of financial scenario trees. It should be arranged so that it is smaller than or equal to the number of scenario tree branches in order to guarantee the absence of arbitrage conditions (Geyer et al., 2010) . Therefore, the model becomes computationally intractable very quickly when the number of assets rises, since they define a lower bound to number of branches, which can be used to calculate the exponential growth of scenario tree (Gülpinar et al., 2004).
The simulations are assessed by in-sample point of view. Thus, the best approximation is the one that minimizes the error between the "true" objective value and the optimal scenario generation method objective value ( 
