Generalized non-autonomous linear celullar automata are systems of linear difference equations with many variables that can be seen as convolution equations in a discrete group. We study those systems from the stand point of the Galois theory of difference equations and discrete Fourier transform.
Introduction
Natural science gives us many examples of dynamical systems in which the state variables interact in an ordered and homogeneous way. This kind of systems have been recently named coupled cell network systems. They admit discrete groups of symmetries, and this fact leads to some interesting results concerning synchronization and bifurcation theory, see for instance [3] .
In this article we study certain class of coupled cell network systems. Namely those whose underlying network can be seen as a group (truly, a torsor). These are the so-called generalized cellular automata in groups [2] . Inside this class there is the subclass of systems in which the transition function is a linear function. These are called generalized linear cellular automata in groups, and they are the main focus of this article.
First section is devoted to the presentation of the objects and some generalities on their spaces of solutions. In second section we study explicit formulas for the solutions obtained by means of discrete Fourier transformation. We explain in detail the case of finite groups, which is reduced by means of Peter-Weil theorem and then we give some results concerning the infinite case. Theorems 7 and 8 clarify the structure of the solutions with finite support and the sequences of numbers appearing therein. Theorem 9 details the sequences of numbers that may appear in periodic solutions. Third section is devoted to Galois theory. Theorem 12 interprets the Fourier transform, in the finite case, as a reduction of the structural group of the linear difference system. Then, in order to apply difference Galois theory to cellular automata in infinite groups we have to introduce some kind of extensions of infinite transcendent degree. Theorem 15 explains the structure of such extensions, being their Galois groups pro-algebraic groups.
1 Generalized cellular automata in Cayley graphs
Cayley graphs
The configuration space of a cellular automaton is the space of states -complex valued functions-of a network. This network is a directed graph (digraph) with a group of symmetries acting free and transitively on its nodes. This notion is captured by the definition of Cayley graph.
Definition 1 Let G be a discrete group and U = {u 1 , . . . , u n } be a finite subset of G. The cayley graph G = (G, U ) is the digraph satisfying:
(a) The set of nodes of G is G. 
Remark 1 Some elementary facts about Cayley graphs:
(i) The set of out-neighbours of g ∈ G is U −1 g.
(ii) The set of in-neighbours of g ∈ G is gU .
(iii) G is an homogeneous graph of in-degree and out-degree equal to n, the cardinal of U .
(iv) By composition on the right side G acts as a group of automorphisms of G.
(v) By composition on the left side the centralizer of U acts a as group of automorphisms of G.
(vi) A graph is isomorphic to some Cayley graph if and only if it admits a group of automorphisms acting transitively and freely on the set of nodes.
We denote by C(G, C) the set of functions from G to the field of complex numbers, and by C c (G, C) the set of complex functions with finite support. Note that C c (G, C) is isomorphic to the enveloping algebra C [G] , and coincides with C(G, C) for finite G. For s ∈ C(G, C) and g ∈ G we will denote by s g or s(g) the value of s at g, and we will term it the state of s at g.
The group G acts in C(G, C) naturally on the left and right side. In order to keep coherence with the classical convolution operators we will use the following notation:
(s ⋆ g) h : = s hg −1 .
From now on let us fix a Cayley graph G = (G, U ) with U = {u 1 , . . . , u n }.
Definition 2 A generalized cellular automaton in G is a map ϕ from C(G, C) to itself satisfying:
(a) It commutes with the right action of G, ϕ(s ⋆ g) = ϕ(s) ⋆ g.
(b) The state ϕ(s) g depends only of the states of s at the out-neighbours of g, s u
Remark 2
It is easy to see that definition 2 coincides with the classical notion of cellular automata when the group G is a regular lattice Z d or a quotient of this. In such case, the dimension of the automaton is d and its rank is the radius of the set U .
From conditions (a) and (b) it follows that ϕ is determined by a map f : C n → C satisfying:
). This map f is called the transition map of ϕ. The automaton ϕ is said to be polynomial if the transition map f is a polynomial map, and it is said to be linear if the transition map f is a linear map. From now on we will only consider cellular automata with transition functions f satisfying f (0, . . . , 0) = 0. This condition implies that the map ϕ preserves the subspace C c (G, C) and thus it makes sense to study the evolution of the automaton with finite support states. We are interested in determining the dynamics of the cellular automata. This is, to give a description of the sequences of states (s (t) ) t∈Z+ defined by the recurrence:
Non-autonomous generalized cellular automata
The difference equation (3) is autonomous in the following sense: the cellular automata ϕ does not depend explicitly on the step variable t. The theory shown in this article allows us to consider a broader class of recurrences of the form:
Let Seq(C) be the ring of sequences in C. This ring has a natural structure of σ-ring -also called difference ring -with the shift operator σ(x (t) ) = x (t+1) . The space C(G, Seq(C)) is the space of bivariate discrete functions from G × Z + to C. Within this space we denote by C c (G, Seq(C)) to the space of functions whose support is finite for any given t. The shift operator σ naturally extends to C(G, Seq(C)) and C c (G, Seq(C)) by letting σ(s)
. It is clear that a sequence of states s ∈ C(G, Seq(C)) is solution of the difference equation (3) if an only if it satisfies the functional equation:
A first definition of a non-autonomous generalized cellular automata would be an arbitrary sequence of transition laws f (•, t), defining automata ϕ(•, t) and functional equation (4) . However, this definition is too broad, since we are allowing any kind of sequence of transition laws. If we want to explore the link between the sequence f (•, t) of transition laws and the solutions of (4) we should not allow arbitrary sequences.
In order to see this link, we fix k, a σ-subring of Seq(C) whose field of constants is k σ = C. The σ-ring k is the ring of allowed sequences in the definition of our cellular automata.
Definition 3 Let f : k n → k be polynomial map satisfying f (0, . . . , 0) = 0, and let:
defined by:
n g ). We say that ϕ is a non-autonomous generalized polynomial cellular automaton in G with coefficients in k.
Note that, for k = C we obtain autonomous polynomial cellular automata. Note also that the transition map f naturally extends to any σ-extension of k, in particular to f : Seq(C) n → Seq(C). A solution of the cellular automata ϕ is s ∈ C(G, Seq(C)) satisfying (5) . To study the automaton ϕ from a difference algebra standpoint is to study the intermediate σ-extensions k ⊆ R ⊆ Seq(C) such that the automaton has some solutions s ∈ C(G, R). Thus, we may know the kind of sequences giving rise to solutions of the automaton. There is at least three σ-rings canonically attached to the automata s:
(a) The σ-ring k ⊆ L spanned by all the solutions of the automaton. It is the smallest σ-ring extension L of k in Seq(C)) such that all the solutions of the automaton are in C(G, L)
(c) Given a subgroup H ⊂ G, a sequence of states s ∈ C(G, Seq(C)) is called H-periodic if s g = s gh for all g ∈ G and h ∈ H. We consider the σ-ring L H−per spanned by all the H-periodic solutions, and the σ-ring L per spanned by all the H-periodic solutions for all normal subgroups of finite index of G.
For finite group G these three σ-extensions are the same. For infinite groups L tends to be the whole ring of sequences. The following result holds.
Proposition 1 Let us consider the topology of the coincidence along compact (and thus finite) subsets of Z + in Seq(C). The following statements are satisfied:
(b) The ring L per is dense in L if and only if G is a residually finite group.
Proof. (a) The ring L is spanned by the sequences
e for solutions s of (4) where s (0) ∈ C(G, C) variates among all the possible initial data. Any initial data s (0) can be approximated by finite support initial data. (b) Same consideration, taking into account that any initial data can be approximated by periodic initial data if and only if G is residually finite.
Linear generalized non-autonomous cellular automata
The classical convolution operator for functions from G to C naturally extends to functions in the group with values in any subring R ⊆ Seq(C).
in which the convolution is defined. It is clear that α or β with finite support is a sufficient condition for the existence of the convolution, and that the convolution is a R-linear associative operation whenever it is defined.
Let us denote by δ g the Dirac delta function at the point g ∈ G. We have the following formulae relating the convolution and the action of G:
Definition 4 A non-autonomous generalized linear cellular automaton in the Cayley graph G with coefficients in k is a non-autonomous generalized polynomial cellular automata whose transition function is a linear homogeneous polynomial:
n g , a i ∈ k. Therefore the non-autonomous generalized linear cellular automaton difference equation: s
can be seen as a difference convolution equation:
where α ∈ C c (G, k) is the function from G to k with support in U that maps each u j ∈ U to the sequence a j ∈ k.
Three solution spaces associated to a cellular automata
From now on, let us fix α ∈ C c (G, k) and consider the convolution equation (8) .
the space of solutions of in C(G, R). It is clear that Sol(α, R) is a vector space over C. By the associativity of the convolution, if s is a solution of (8) and g ∈ G then s ⋆ g = s ⋆ δ g is also a solution. Thus, the spaces Sol(α, R) are right Gmodules. As before, we have some distinguished subspaces of the total space of solutions.
(a) Sol(α, R) is the space of all solutions of (8) 
is the space of all finite support solutions of (8) 
(c) Given H ⊂ G let us denote Sol H−per (α, R) the space of al H-periodic solutions, and Sol per (α, R) the space of periodic H-solutions for all normal subgroups H of finite index. We have Sol
Definition 5
We call fundamental solution φ of (8) to the only solution satisfying: φ
Let H ⊂ G be a subgroup, we call fundamental H-periodic solution φ H of (8) to the only solution satisfying:
Note that φ H = h∈H φ ⋆ h, where this infinite sum of functions in G × Z + becomes a finite sum after evaluation in (g, t) ∈ G × Z + .
Periodic solutions and quotient cellular automata
Let H ⊳ G be a normal subgroup. Here we discuss how the H-periodic solutions of (8) can be seen as the solutions of a convolution equation in the quotient
, the quotient map and π * H the natural embedding:
Let us consider the sub-ring C H (G, R) consisting in functions with finite supports along co-sets:
, and this inclusion is an equality if and only if H is of finite index in G. We define the map,
Lemma 2 The maps π * H and r H are adjoint with respect to convolution in the following sense: let α be in C c (G, R) and s ∈ C(G/H, R), then
Proof. A direct computation yields:
Using that H is normal in G for h ∈ H we have h
We gather the terms in the above sum obtaining,
From lemma 2 is clear that π * H s is a H-periodic solution of (8) if and only if s is a solution of the convolution equation,
in G/H. We have proven the following result.
Proposition 3
The embedding π * H : C(G/H, R) → C(G, R) identifies the space Sol(r H α, R) with Sol H−per (α, R), for any σ-ring R. In particular, the image by π * H of the fundamental solution in G/H is the fundamental H-periodic solution in G.
Example 1 (Abel-Liouville theorem for cellular automata) The fundamental G-periodic solution can be easily computed and yields:
it follows that for any solution with finite support s ∈ Sol(α, L c ) the following holds:
g .
Approximation of solutions by periodic and finite support solutions
Here we give some remark about the topology of the space of solutions. In this section we consider in C(G, Seq(C)) the topology of the convergence along compact subsets of Z + × G.
Proposition 4
The following statements hold:
is union of finite dimensional G-modules, and admits a natural structure of G pro -module, where G pro denotes the profinite completion of G.
Proof. (c) Note that if H ⊂ F , then the space of F -periodic solutions is embedded into the space of H-periodic solutions. This proves that Sol
is of the form ([g i ]) i∈I , with [g i ] ∈ G/H i , where I indexes the set of normal subgroups of G of finite index. In particular, the component ofg in G/H is a certain class [g] represented by an element g ∈ G. The formula, s ⋆g = s ⋆ g extends the G-module structure of Sol(α, L per ) to a G pro -module structure.
Proposition 5
Proof. (a) and (b). As before, it is clear that to approximate a solution s
it suffices to approximate initial conditions s
g along arbitrary finite sets in G. The initial conditions can be approximated by compact support initial conditions in any case. The initial conditions can be approximated by periodic initial conditions only if G is residually finite. (c) If G is not finite for any non zero periodic solution the support for any given t is infinite. (d) If G is finite there is not difference between periodic, compact support or arbitrary initial data. The space of solutions is identified with the space of initial conditions which is
2 Fourier transform and linear cellular automata.
In this section we show how to reduce convolution equation (8) to its simplest form. Fourier transform diagonalizes convolution (see [8] for the finite Fourier transform and Peter-Weil theorem and [7] for the discrete abelian case) and it is a C-linear operator. Thus, the Fourier transform of a convolution equation will be a simpler linear difference system. Let us recall that the dual G of G is set of irreducible unitary representations of G, modulo G-isomorphisms. Two important facts are the following: the dual of a finite group is a finite set; the dual of discrete abelian group is a compact abelian group.
Finite groups
Let us consider G a finite group. We take representatives ρ 1 , . . . , ρ m of the irreducible unitary representations of G:
in such way that we can identify the G with the set {ρ 1 , . . . , ρ m }. Let us denote by O(Ĝ, C) the space:
This O(Ĝ, C) is seen as a space of matrix valued functions defined in G. Each element f ∈ O(Ĝ, C) is a function that assigns a matrix f (ρ k ) ∈ Mat(d k ×d k , C) to each irreducible representation ρ k . Peter-Weil theorem states that the Fourier transform in G is a C-linear isomorphism:
Its inverse map is given by the Fourier inversion formula:
Fourier transformation linearises convolution in the following sense. For any f and g in C(G, C) and any k = 1, . . . , m we have:
where the product in the right side of the above equation is a matrix product. Fourier transformation extends to C(G, Seq(C)) in a natural way by settinĝ s (t) = s (t) for any s ∈ C(G, Seq(C)). By construction it commutes with the shift operator σ. It maps C(G, k) onto the space:
Thus, the convolution equation (8) is transformed into a system of linear recurrences:ŝ
where the matricesα(
We have thus proven the following result. The linear homogeneous difference equations of first order that appear for rank one representations in the Fourier transform of a cellular automaton are solved in terms of k-hypergeometric sequences. A k-hypergeometric sequence x (t) ∈ Seq(C) is a sequence of the form x (t) = λ t−1 τ =0 a (τ ) with a (t) ∈ k. This is an ad-hoc definition allowing to solve all linear homogeneous first order difference equations. The name is motivated by the fact that the coefficients of the classical hypergeometric series are C(t)-hypergeometric sequences.
Example 2 Let us consider a generalized linear cellular automaton in a Cayley graph whose underlying group is the cyclic group Z T . The system of linear difference equations governing its evolution is written as follows:
If we rewrite it in matrix form it yields:
where A(t) is a circulant matrix of sequences. The matrix element a
Let us compute the Fourier transform of equation of (10) . The dual Z T is the multiplicative group S 1 T ⊂ C * of T -th roofs of unity. To each root µ ∈ S 1 T it corresponds an irreducible representation ρ µ :
The product in S
1
T is compatible with the tensor product of representations in the following way: ρ µ ⊗ ρ τ = ρ µτ . Note that S 1 T is a cyclic group isomorphic to Z T , but the isomorphism depends of the choice of a primitive T -th root of unity. Let us take ξ = exp(T −1 2πi). For f ∈ C(Z T , C) we havef ∈ (S 1 T , C). Let us writef k forf (ξ k ). The Fourier transform is written in matrix form as follows:
In particular we have:α
The system for the Fourier transformŝ of the state s in (10) yields,
Which consist on T decoupled linear homogeneous difference equations. Their solutions can be described in terms of k-hypergeometric sequences:
The fundamental solution φ is the solution of (10) with initial codition φ (0) = δ 0 . The Fourier transform δ 0 is the constant function 1 ∈ C(S 1 T , C). Thus,
We now apply the inverse Fourier transform to obtain the fundamental solution:
The σ-ring extension spanned by all solutions is:
are k-hypergeometric sequences.
Example 3 (Periodic Wolfram's 90) Let us consider the following difference equations corresponding to an automaton in G = (Z T , {−1, 1}):
When taking states in the finite field F 2 this is the well-known Wolfram's rule 90 (see [9] , page 29). We consider it as a cellular automaton with complex states. Its fundamental solution φ can be computed combinatorially. Let us denote |n| the distance from n to 0 in Z T . For t <
T −1 2 we have the following expression:
On the other hand, by application of Fourier transform in Z T -this is a particular case of the previous example (10) -we obtain a formula for its fundamental solution:
By comparison of both methods of resolution we obtain a trigonometric development for the combinatorial numbers:
that holds for all T > 2t + 1. Finally, the σ-ring extension associated to this automaton is:
Example 4 Let us consider a Cayley graph G = (S 3 , {(1, 3, 2), (1, 2)}) of fig.  3 (right). A generalized non-autonomous linear cellular automaton in G with coefficients in k is convolution equation (8) where the support of α ∈ C(S 3 , C) is contained in {(1, 3, 2), (1, 2)}. Let us denote α(1, 2, 3) = a (t) ∈ k and α(1, 2) = b (t) ∈ k. The evolution equations for solutions of the cellular automaton are:
The dual S 3 = {ι, ǫ, ̺}, consists of three elements (see, for instance, [8] page 264). Namely, the trivial representation ι g = 1, the parity ǫ g = (−1) g and the standard representation, ̺ g (e i ) = e g(i) defined in the plane e 1 − e 2 , e 1 − e 3 ≃ C 2 . The Fourier transform of α is:
The Fourier transform of the linear difference system (14) consist of three decoupled linear difference systems, of rank one, one and two respectively:
The σ-ring extension k ⊆ k[φ
g ] g∈S3 ⊂ Seq(C) spanned by solutions of (14) is:
11 , w
12 , w
21 , w
22 ] where,
.
Note that sequences u (t) and w (t) , corresponding to fundamental S 3 -periodic and A 3 -periodic solutions are k-hypergeometric. Sequences w (t) ij are not khypergeometric in general. We may compare graphs in fig. 3 . Linear cellular automata in the left graph are solved by k-hypergeometric sequences (example 2) but those in the right graph may have non-k-hypergeometric sequences in their general solution due to the non-commutativity of their underlying group.
Discrete abelian groups
Let us consider G a discrete abelian group. We will use additive notation for the operation in G, that fits with the classical notation of Fourier transform. All irreducible unitary representations of G are of rank 1. Its dual G is identified with the set of group homomorphisms from G to the unit circle S 1 ⊂ C * . The set G is endowed with a product -coming from the tensor product of representations or equivalenty from the product in S 1 -that makes it an abelian group. It is also endowed with the topology coming from the convergence in compact subsets of G of maps from G to S 1 . With these product and topology G is a compact abelian group (see [7] ).
As we have seen in example 2, the dual of the cyclic group Z T is the group S 1 T of T -th roots of the unity. The dual of the integer numbers Z is the unit circle S 1 . Each unitary complex number e iθ ∈ S 1 corresponds to an unitary representation:
Let us recall that function α in equation (8) has finite support. Thus, we consider the Fourier transform for finite support functions, avoiding the problem of convergence of Fourier series:
It is useful to introduce the following notation for the image F (C c (G, C) of the Fourier transform. For each morphism ρ ∈ G we write θ(ρ) = −i ln(ρ). In this way θ(ρ) : G → R/2πZ is the same homomorphism ρ but expressed in angle coordinates, and for each g ∈ G the function e igθ : G → C maps ρ to ρ(g). The image F (C c (G, C) ) is thus the ring of Fourier polynomials C[e igθ : g ∈ G]. The Fourier monomials satisfy the relations e igθ e ihθ = e i(g+h)θ , thus e i0θ = 1 and if g is a torsion element of order T then e igθ is a primitive T-th root of unity. The inverse of the Fourier transform is given by the Fourier inversion formula:
where dθ denotes the normalized Haar measure in G. Note that:
Now, we take formal Fourier series in C[[e igθ : g ∈ G]]. The space of formal Fourier series is not a ring. However, the product of a formal Fourier series and a Fourier polynomial is well defined, and thus the Fourier inversion formula. We have then an extension of the Fourier transform defined in the space C(G, C),
This Fourier transform swaps product and convolution and maps the convolution equation (8) onto an equation of the form,
whereα θ is a Fourier polynomial andŝ θ a formal Fourier series. For the fundamental solution φ (t) the initial data φ (0) g = δ 0 has finite support and then we easily compute a formula involving k-hypergeometric sequences and integration along G, proving the following result.
Theorem 7 Let G be a discrete abelian group and α ∈ C c (G, C). The fundamental solution to the convolution equation (8) is:
of finite support solutions is spanned by sequences obtained by integration along G of k[e igθ : g ∈ G]-hypergeometric sequences.
The action of G on C c (G, Seq(C)) is transported by means of the Fourier transform to the ring Seq(C)[e igθ : g ∈ G] of Fourier polynomials with sequence coefficients. This action is written as e igθ ⋆ h = e i(g+h)θ . We have the following result:
Proof. By proposition 4, the space Sol c (α, L c ) is the monogenous G-module spanned as by the fundamental solution φ (t) g . Hence:
The Fourier transform of φ
, finishing the proof.
Example 5 Let us consider now the following system of linear difference equations:
where α ∈ C(Z, k) has support in {−R, . . . , R}. This is a linear generalized cellular automaton in the Cayley graph (Z, {−R, . . . , R}) with coefficients in k.
Let us compute the space of solutions with finite support. The Fourier transform of α is the Fourier polynomialα ∈ k[e iθ , e −iθ ],
The 
By inverse Fourier transform we obtain an integral formula for the fundamental solution:
The σ-extension k ⊆ L c ⊂ Seq(C) spanned by finite support solutions is:
. .] And finally, we have an isomorphism of Z-modules:
Example 6 (Finite support Wolfram's 90) The following system is a particular case of example 5 analogous to example 3:
The fundamental solution is computed combinatorially:
On the other hand, by application of Fourier transform in Z we obtain another formula for the fundamental solution. Note that in this caseα θ = 2 cos(θ)
Thus, by comparison of both methods of resolution we obtain a trigonometric development for the combinatorial numbers:
Compare the above formulas with equations (12) and (13). Finally the σ-ring of sequences spanned by the finite support solutions is:
1 , . . .], and the Fourier transform:
Finally let us compute all periodic solutions of a linear cellular automaton in a discrete abelian group. Let us denote by Tor( G) the torsion part of G, that is the subgroup of G consisting of finite order elements. We have the following result:
Theorem 9 Let G be discrete abelian group, α in C c (G, C) and let us consider the convolution equation (8) . The σ-ring extension spanned by all periodic solutions is:
Proof. By definition L per = H⊆G L H−per where H runs over the set of finite index subgroups of G. Let us compute L H−per for any H ⊆ G of finite index.
The quotient map π : G → G/H induces an embeddingπ : G/H ֒→ G, and G/H is identified with the finite subgroup of the compact group G consisting of group morphisms θ : G → S 1 whose kernel contains H. We have the following commutative diagram relating the Fourier transforms in G and G/H:
The mapπ * H is simply the restriction of functions. In the notation of the angle variables θ, we haveπ *
From lemma 2 we have that the fundamental H-periodic solution (φ H )
g is given by:
The map π * H is the extension of functions from G/H to G and F G/H is a Seq(C)-linear isomorphism. Thus,
It is elementary to check that F
and then
Now, a representation θ ∈ G is of finite order if and only if its kernel is of finite index. Thus, we have the stated result.
Example 7 Let us consider the cellular automaton of example 5. The σ-ring extension spanned by the fundamental Z T -periodic solution is that of example 2. The σ-ring extension spanned by all periodic solutions is:
In the particular case of example 6 the σ-extension spanned by all periodic solutions is:
Difference Galois theoretic interpretation
Difference Galois theory deals with algebraic properties of difference equations. In this context, Picard-Vessiot-Franke (PVF) theory deals with systems of linear difference equations,
In order to apply PVF theory we need to consider a σ-field of coefficients, and σ should be a field automorphism. In order to make the shift operator σ into an automorphism the first step we do is to replace the σ-ring Seq(C) of sequences by the σ-ring Seq ∞ (C) of germs at infinity of sequences. That means that our considerations will only related to the eventual behaviour of sequences. From now on, k is a sub-σ-field of Seq ∞ (C) containing the complex numbers. The general PVF theory here summarized is exposed with detail [6] , chapter 1 and 2.
PVF extensions and Galois correspondence
The difference Galois theory assigns to each linear difference system a σ-ring containing its solutions.
Definition 6 A σ-ring extension k ⊂ L is called a PVF extension for the linear system if it satisfies:
(a) L is a simple σ-ring.
(b) The rank over the constants of the space of solutions of (21) in L d equal to the rank of the matrix A.
(c) L does not contain any proper σ-ring satisfying (a) and (b).
Remark 3 Condition (a) forces the PVF extension to be bigger that the extension spanned by the solutions. In order to have a simple σ-ring we need to add the inverse of the determinant of a fundamental matrix of solutions.
The PVF extension is unique up to σ-isomorphism, and it does not have new constants. The group of σ-automorphism Aut σ (L/k) is naturally endowed with a structure of linear C-algebraic group. In order to give a Galois correspondence we need to replace L by its total ring of fractions qL. The group of automorphisms Aut σ (qL/k) coincides with Aut σ (qL/k). The following result quotes Theorem 1.29 and Corollary 1.30 in [6] .
Theorem 10 Let F denote de set of intermediate σ-rings k ⊆ F ⊆ qL such that any non-zero divisor of F is a unit of F. Let G denote the set of algebraic subgroups of Aut σ (qL/k).
(a) For any F ∈ F the subgroup Aut σ (qL/F) of σ-automorphisms that fix F pointwise, is an algebraic subgroup of Aut σ (qL/k).
(b) For any algebraic subgroup H ⊆ Aut σ (qL/k) the fixed σ-ring qL H is in F.
(c) Let α : F → G and β : G → L denote de maps F → Aut σ (qL/F) and H → qL H = {a ∈ qL : ∀τ ∈ H τ (a) = a}. Then α and β are each other's inverses.
(d) The group H ∈ G is a normal subgroup if and only if F
Aut σ (F/k) = k where F is qL H . In such case Aut σ (F/k) ≃ Aut σ (qL/k)/H.
Splitting
Now we will give a geometric construction for the Galois group. In this section we assume that the matrix of coefficients A (t) in (21) is non degenerated. Thus, we can take a fundamental matrix of solutions -this can be done by taking representatives of the sequences in Seq(C) and the identity matrix as initial condition-U ⊂ GL(d, Seq ∞ (C)). Then the σ-ring L = k[U, U −1 ] spanned by the matrix elements of U and its inverse is a PVF extension of k for the equation (21). In terms of this matrix U we can construct a splitting morphism:
The kernel ideal of the splitting morphism turns out to be spanned by its restriction G to C[GL(d, C)]. The variety of G is a realization of Aut σ (L/k) as an algebraic subgroup of GL(d, C). The splitting morphism descends thus to an isomorphism:
This split isomorphism maps the Hopf algebra C[Aut σ (L/k)] to the ring of constants (L ⊗ k L) σ .
Gauge transformations
If we realize a linear change of variables in the equation (21) of the form,
we obtain a new linear difference system:
It is clear that the PVF extension and Galois groups for (21) and (22) coincide. Thus it is interesting to find the linear change of variables that reduces the linear difference system to its simplest form. We have the following result:
Theorem 11 Let us assume that H ⊂ GL(d, C) is an algebraic subgroup such that the matrix of coefficient A (t) of equation (21) is in H ⊗ C k. Then there is a fundamental matrix of solutions of (21) in H ⊗ C L and the splitting morphism realizes the Galois group of (21) as an algebraic subroup of H.
Thus, whenever a linear change of variables maps a linear difference system (21) to another (22) in which the matrix of coefficients takes values in a smaller algebraic subgroup H ⊂ GL(d, C), we say that (22) is a reduced form of (21) to H.
Cellular automata in finite Cayley graphs
The following results summarizes what Fourier transforms tell us about the Galois groups of generalized non-autonomous lineal cellular in finite Cayley graphs.
Theorem 12 Let G be a finite group, and α ∈ C(G, k). Let k ⊆ L be the PVF extension of the convolution equation (8) . Let G = {ρ 1 , . . . , ρ m } where rank(ρ i ) = d i . The following sentences hold: (a) Assume that the map s → α ⋆ s is injective in C(G, k). Then the Fourier transform of (8) is a reduced form to the group 
The difference Galois group of (23) is the group of diagonal matrices satisfying the same multiplicative resonances that the diagonal elements of the the matrix of coefficients, see [6] 2.2. Thus: 
Cellular automata in infinite Cayley graphs
Here we show the difference Galois structure of the periodic solutions. We consider a discrete infinite group G, and α ∈ C c (G, k).
For each H ⊳ G of finite index we consider the σ-extension
g ] g∈G spanned by the germ at t = ∞ of the H-periodic fundamental solution φ H of (8) . This extension k ⊂ L H−per is in fact a PVF extension of the finite dimensional linear difference system:
The σ-extension spanned by all periodic solutions is:
for H ⊳ G and |G/H| < ∞.
per induces a canonical exact sequence of algebraic groups:
Proof. By the Galois correspondence theorem 10 Aut σ (qL H1−per /qL H2−per ) is an algebraic subgroup of Aut σ (L H1−per /k) whose σ-ring of fixed elements is qL H2−per by definition. Now, qL H2−per is the total ring of fractions of a PVF extension of k and thus it satisfies condition (d) in theorem 10, which gives us the exact sequence of the statement. Thus, the set:
is a projective system of algebraic groups. We define the Galois group of L per /k as the projective limit:
Each element τ ∈ Gal(L per /k) is then a chain of compatible σ-ring automorphisms of the extensions k ⊆ L H−per , and thus τ defines a σ-ring automorphism of the union k ⊆ L per . We have thus a natural inclusion Gal(
Proof. We have to see that all automorphisms of L per /k come from a compatible family of automorphisms {τ H } with τ H ∈ Aut σ (L H−per /k). In other words, we have to check that for each H ⊳ G of finite index τ (L H−per ) = L H−per . First we extend τ to an automorphism of the total ring of fractions. Second, let ψ ∈ C(G, L) be the germ at infinity of a fundamental H-periodic solution of equation (8) . Then, since τ is a σ-ring automorphism, τ ψ is also H-periodic solution of (8) -satisfying the same no degeneracy conditions in order to span the whole space of solutions -and thus τ (qL
The group Gal(L per /k) is an affine pro-algebraic group. Its ring of regular functions is the direct limit of the rings of its algebraic quotients:
It is clear that k ⊆ L per is not a PVF extension. There are some broader extensions of Galois in which this particular case fits. An exposition of a very general theory that applies to our case is given in [1] .
Theorem 15 The σ-ring extension k ⊆ L per is a Hopf-Galois in the following sense. There is a σ-ring isomorphism:
Proof. Let H and F be normal subgroups of G of finite index, with H ⊂ F we have a projection π H,F : Aut σ (L H−per /k) → Aut σ (L F −per /k), and thus an embedding of Hopf algebras:
given by the Galois correspondence. This construction is compatible with that of the splitting morphisms of subsection 3.2, thus we have a commutative diagram:
Thus we have a directed system of isomorphism, that induces an isomorphism between the direct limits. The direct limit commutes with tensor products, so that, this is the isomorphism of the statement. Finally, from proposition 14 we have that the constants of the direct limit are also the direct limit of the constants.
Example 9 Let us assume that the group G is abelian. Then the construction of the Galois group Gal(L per /k) is rather simpler. The σ-ring is constructed by adjoining to k -in a compatible way -the solutions of all the difference equations:ŝ t+1 θ =α (t) θŝ (t) θ , θ ∈ Tor( G) Taking a representative of α in C(G, Seq(C) we solve those difference equations by means of k-hypergeometric sequences whose germs at t = ∞ we denote by ψ Here, the k-hypergeometric ψ (t) θ withα θ = 0 are eventually zero and thus not included. Now we can see the Galois group as a pro-algebraic subgroup of the infinite torus:
consisting the product of a copy of a multiplicative group C * for each element of Tor( G). For a given element λ ∈ T G we denote λ θ its θ-th component. Thus:
The equations of Gal(L per /k) inside T G are then:
λ θ = 1 for any θ withα θ = 0, and the rest of equations come from the finite dimensional diagonal equations that appear for ech H of finite order in G. Thus, following [6] it appears an equation of the form:
