A perceptual image hash function maps an image to a short binary string based on an image's appearance to the human eye. Perceptual image hashing is useful in image databases, watermarking, and authentication. In this paper, we de couple image hashing into feature extraction (intermedi ate hash) followed by data clustering (final hash). For any perceptually significant feature extractor, we pJOpose a polynomial-time heuristic clustering algorithm that auto matically determines the final hash length needed to satisfy a specified distortion. We prove that the decision version of our clustering problem is NP complete. Based on the proposed algorithm, we develop two variations to facilitate perceptual robustness vs. fragility trade-offs. We test the proposed algorithms against Stirmark attacks.
INTRODUCTION
An image hash function maps an image to a short binary string based on the image's appearance to the human eve.
In particular, a perceptual hash function should have the property that two images that look the same map to the same hash value, even if the images have small bit-level differences. This differentiates a perceptual hash from tra ditional cryptographic hashes, such as SHA-l and MD-5
(1]. SHA-l and IvID-5 hashes are extremely sensitive to the input data; i.e., a one bit change in the input changes the output dramatically.
A perceptual image hash function would facilitate com parisons and searches of images in large databases in which several "perceptually identical" versions of an image may exist. Other applications lie in the area of authentication [2] and watermarking [3, 4] .
We partition the problem of deriving an image hash into two steps, as illustrated in Fig. L The first step extracts a feature vector from the image, whereas the second stage compresses this feature vector to a final hash value. In the feature extraction step, the two-dimensional image is mapped to a one-dimensional feature vector. This feature vector must capture the perceptual qualities of the image. That is, two images that appear identical to the human visual system should have feature vectors that are close in some distance metric. Likewise, two images that are clearly distinct in appearance must have feature vectors that differ by a large distance. For the feature vector extraction, many algorithms could be used, e.g. [5, 6, 7, 8, 9] . For the rest of the paper, we will refer to this visually robust feature vector (or its quantized version) as the "intermediate hash [7J, [10] , no explicit attempt is made to ensure that perceptually iden tical images are compressed to the same hash value.
The second step will involve clustering between the in termediate hash vector of an input source (image) and the intermediate hash vectors of its perceptually identical ver sions. We develop a clustering algorithm based on the dis tribution of intermediate hash vectors to address exactly this problem. Another important issue is the length (or granularity) of the final hash required to cluster images within a specified distance. Underestimating this length can severely affect the perceptual qualities of the hash. A significant contribution of our work is that this length is determined naturally as an outcome of our proposed clus tering algorithm.
PROBLEM STATEMENT
Let V denote the metric space of intermediate hash vectors extracted at stage 1 of the hash algorithm in Fig. 1 
where 0 < f < O. C(lj) represent the clusters to which these vectors map after applying the cluster ing algorithm.
FORMULATION OF THE COST FUNCTION
In this section, we for mulate the cost function to be mini mized by the proposed clustering algorithm. First, we ana lyze several fundamental properties of our requirements of (1), (2), and the intermediate hash.
We say that an error is encountered when either (1) and/or (2) is not satisfied for any pair of vectors (ii, Ij).
The requirement in (1) is actually impossible to guarantee for every input pair. Intuitively, then, we must ensure that errors Occur for vectors that are less likely or that the clus tering must necessarily be dictated by the probability mass function of the vectors in V.
We now describe the construction of our clustering cost function. Let P be the joint distribution matrix of each pair ii, Ij) in the input space where Pij = p(i,j) = p(i)p(j). p(i), p(j) respectively denote the probability of occurrence of vectors ii, ii and T1 is the total number of vectors to be clustered.
Next, we define Cl as the joint cost matrix for violating
where Q > 0 and r > 1 are algorithm parameters. This con str uction follows intuitively because the cost for Violating (1) must be greater for smaller distances , i.e. if the vectors are really close and not clustered together.
Similarly, C2 is defined as the joint cost matrix for vi
In this case however, the cost is an increasing function of the distance between (li, lj). This is also natural as we would like to penalize more if vectors far apart (and hence perceptually distinct) are clUll tered together. The exponen tial cost ensures that errors associated with large distances are penalized severely.
Further, let matrices S 1 and S2 be defined as
Note, that Sl is different fmm C1 in the sense that the entries of S1 include the cost for all possible errors that can be committed, while C1 is the cost matrix for the errors actually made by the clustering algorithm. The same holds for S2 and C2• Then, we normalize the entries in C1 and C2 to define normalized cost matrices 61 and 62 such that
This normalization ensures that Cl (i,j), c2(i, j) E [0,1).
Finally, we define the total cost function given by
The expectation is taken over the joint distribution of (I" lj), i.e. (5) may be rewritten as
The two additive terms in (5) (I) and (2) respectively.
In particular, E[Cd can be interpreted as the expected cost of violating (1). Similarly, E[ C2 J signifies the expected cost incurred by violation of (2). Note for the particular case of
violating (1) and (2) respectively.
PROPOSED CLUSTERING ALGORITHMS
Finding the optimum clustering that would achieve a global minimum for the cost function in (5) is a hard problem. The decision version of the problem: "for a fixed number of cl us tel's k, is there a clustering with a cost less than a COl1.'3tant
?" is NP-complete. We sketch a proof of NP completeness in the appendix. NP hardness results for the search version, that actually finds the minimum cost solution, can be sim ilarly shown . In this paper, we present a polynomial-time greedy heuristic for solving the problem.
Approach 0
For the following discussion vectors in the input space V will be referred to as "data points". A step by step description of the algorithm follows.
2. Select the data point associated with the highest prob ability mass, label it /1 3. Make the first cluster by including all data points lj such that D(l l , Ij) < ¥ 4. k = k + 1. Select the highest probability data point lk amongst the unclustered points such that minsEc D(lk, S) 2 �£ where S is any cluster and C denotes the set of clus ters formed till this step of the algorithm. D(lk, S)
is calculated using the notion of distance from a set given by: D(x, S) = minYEs D(x, y) 
This is true because D(,.,) defines a metric. By virtue of
Steps 3 and 6 of the algorithm, D(li, llr) < �, D(lk, lj) < � and hence D(li, lj) < E. The algorithm therefore attempts to cluster data points within E of each other and in addition the cluster centers are chosen based on the strength of their probability mass function. This ensures that "more likely"
as we ll as "perceptually close" data points are clustered together. At this stage, we make the following observations:
• Each cluster is at least E away from any other cluster and hence there are no errors by vio lating (1), Step 4. of the algorithm guarantees this.
• Within each cluster the maximum distance between any two points is at most E, and because 0 < f < 0, there are no violations of (2)
• The data points that are left unclustered are less than �E 4. Repeat steps 1. through 3.
Step 3 of the algorithm looks for the set of clusters 55, such that each point in the cluster is less than 0 away from the unclustered data point l" under consideration.
Step 4 then computes the minimum cost cluster to which to assign /0.
In essence, this approach tdes to minimize the cost in (5) conditioned on the fact that there are no errorS by violating (2). This could be useful in authentication and security applications in which mapping perceptually distinct inputs to the same hash may be extremely undesirable.
Approach 2
1. Select the data point 1* amongst the unclustered points that has the highest probability mass 2. For each existing cluster Si, i = 1, 2, ... k defi ne to minimize an average or maximum distance value which is not an appropriate objective function for the perceptual hashing application. In standard VQ based compression ap proaches, the size of the codebook (here, the length of the hash) is decided in advance and optimization is performed to select the best codevectors. In our algorithm, the length of the hash (given by fjog2(k)1 bits) is determined adap tivel), for a given to, 0 and source distribution.
EXPERIMENTAL RESULTS

An intermediate hash vector extracted from an image I
will be referred to as fv (I) . Let Isim represent the class of images such that Isim looks the same as I. Likewise, a perceptually distinct image will be denoted by I diff. In the presented experiments, the intermediate hash vector was generated using the method by 110nga et. al in (9). They obtain a binary intermediate hash vector from a set of vi sually robust image feature points. Normalized Hamming distance was used as the distance metric. In particular, they determine by empiri cal tests D(fv(I), fv(Iei"')) < 0.2 DH(fv (I) , fV(Idiff)) > 0.3 In our clustering framework, € = 0.2 and J = 0.3.
(8) (9 )
In our experiments, we extract a binary intermediate hash vect or of length L = 240 bits from the image and hence the total number of vectors, n = 2 240 . Because of space and complexity constraints it is clearly impractical to apply the clustering algorithm to that large a data set. Hence, we take the approach commonly employed in space constrained VQ problems [12] I.e. we divide the intermedi ate hash vector into segments of a certain length M = .£ (where m is an integer) and apply the clustering on each segment separately. The resulting binary strings are con catenated to form the final hash. A similar approach for an irreversible compression of binary hash values was used by Venkatesan et. at in [7] . They employ error control decod ing using Reed-Muller codes (15) . In particular, they break the hash vector to be compressed into segments of length as close as possible to the length of codevectors in a Reed Muller error correct ing code. Decoding is then performed by mapping the segments of the hash vector to the nearest codeword using the exponential pseudo norm (EPN) [7] . Tables 1 and 2 , respectively, show values of the cost function in (5) by compressing the intermediate hash vec tor using our proposed clustering scheme vs. the error con trol decoding scheme as described in (7). We generated the results in Table 1 with trade-offs numerically quantified.
the error control decoding scheme, we use (8,4), (16, 5) and (16, 11) Reed-Muller codes. The clustering algorithm was also employed on segments of the same length to yield a meaningful comparison. Clearly, the val ues for expected cost by violating (1) and (2), i.e. E [Cd and E[C2] , are orders of magnitude lower using our clustering algorithm (even as we achieve better compression). Hence, we show that the codebook as obtained from using error correcting codes does not fare well for perceptual hash compression. Table 3 compares the value of the cost function in (5) for the two different clustering approaches. Note, for Approach 2 (rows 2 and 3 of Table 3 ) the value of E[Cd is lower than that for Approach 1. In particular, it can be shown that (via om clustering algorithm) the lowest value of the cost function is obtained using Approach 2 with f3 = t· Trade offs are facilitated in favor of (1) i.e. minimizing E[e)] by using Approach 2 with j3 E a,I) and in favor of (2) by employing Approach 1. For these results, the clustering algorithm was applied to segments of length /v[ = 20 bits. We applied the two-stage hash algorithm on a database of 50 images. The final hash length obtained was 46 bits. For each image 20 perceptually identical images were gener ated using the Stirmark software [16] , [17] . The attacks im plemented on the images included JPEG compression with quality factors varying from 10 to 80, additive white Gaus sian noise (AWGN) addition, contrast enhancement, non linear (e.g. median) filtering, scaling and random shearing and small rotation and cropping. The resulting hash values for the original image and its perceptually identical versions were same in over 95% cases. For other cases, the maximum bit-level difference was 4 bits. Then we compared hash val ues for all possible pairings of the 50 distinct images (1225 pairs). One collision case was observed. For all other cases the hash values (on a pairwise basis) were very far off. In general, the performance of our hash function is limited by the robustness of the feature detector.
In our experiments, we observed that some segments of the source vector exhibit very "skewed" distributions. In that case it is possible that trivial clusters be formed Le. only very low probability points would be included in the cluster. For efficient compression, it is important that the number of clusters formed in our algorithm accurately reflects the statistics of the source. A slight modification to the baliic algorithm ali presented in Section 4 can be used to achieve this. In particular, consider the algorithm at a stage when m clusters are formed with i points already clustered.
Note i < n and m < Ii where k is the number of clusters that results from the algol'ithm in Section 4. We can alisign the remaining data points i + 1, ... , n to the existing clusters in the same falihion ali the basic algorithm and then compute the cost function in (5) Finally, the clustering algorithm can be used to com press feature vectors that are close in a arbitrary distance metric. For real valued feature vectors, the number of data points n should be chosen large enough to sufficiently rep resent source (feature vector) statistics. A codebook (com prising of cluster centers) can then be derived from these data points using the proposed clustering and feature vec tors can be mapped to the nearest vector in the codebook based on a minimum cost decoding rule.
[17J "Fair evaluation procedures for watermarking systems," http://www . petitcolas. net jfabien j watermarkingj stirmark,
2000.
A. PROOF OF NP-COMPLETENESS
In this section, we prove that a decision version of the clustering problem that asks if it is possible to have a k clustering such that the cost function in (6) is below a cer tain constant is NP-complete. \lITe achieve this by a reduc tion (details skipped for brevity) from the decision version of the k-way weighted graph-cut problem [11] .
Proof. (Sketch) Let G = (V, WeE»� be a weighted graph where V is the set of vertices , E is the set of edges and WeE) denote the weights on the edges. It is useful to think of V as the set of points be clustered, and the weight W(e;j) on the edge eij between Vi and Vj as the distance between the points Vi and Vj. The k-way weighted graph cut problem asks if there is a subset C � E of edges with LeEc lV(e) ::; Ko, where Ko is a constant, such that the graph G' = (V, W(E\C») has k pairwise disjoint subgraphs.
We sketch a log-space reduction to the clustering problem in (6) for a fixed k. We construct a graph G = (V, W) from G as follows: Consider each possible vertex pair (Vi, Vj) with i, j = 1, ... , n. Denote Wij = W(eij). If Wij < f, Wij = K1C1(i,j), where c1(i,j) is as defined in section 3 with D(li,lj) = Wij, and K1 is a positive constant. If W'j > 5, W'j = -KZC2(i,j), where c2(i,j) is as defined in section 3 with D(li, ij ) = Wij, and K2 is a positive con stant. For E::; Wij ::; 8, Wij = 0. Consider the same k-way graph-cut problem on G. Let {; be a subset of the edges. For edges in {; with positive W;j, the sum of the weights, say 81, directly correspond to the sum of the Cl (i, j) terms in (6). For edges in 6 with negative weights, the sum of the weights, say 82 is negative. Let -N, N > 0, denote the sum of all negative weights in W. Now, N + 82 is the sum of the weights in TV \ (;, that exactly corresponds to the sum of the c2(i,j) terms in (6). Hence, N +81 + 82 corresponds to the cost function in (6) up to an additive constant, when the p(i) is uniform. Note that only const.ant number of in dices of t.he vertices, which need O{logn) space, must be maintained to complete the reduction. Hence, the k-way weighted graph-cut reduces to the clustering problem in log-space.
•
