Abstract. A polynomial preserving recovery technique is applied to an overpenalized symmetric interior penalty method. The discontinuous Galerkin solution values are used to recover the gradient and to further construct an a posteriori error estimator in the energy norm. In addition, for uniform triangular meshes and mildly structured meshes satisfying the ǫ-σ condition, the method for the linear element is superconvergent under the regular pattern and under the chevron pattern, while it is superconvergent for the quadratic element under the regular pattern.
1. Introduction. A posteriori error estimates based on recovery techniques have become standard in finite element methods and and attracted interests of many researchers from the fields of modern engineering and scientific computation. Two types of error estimates are known as the residual type [3, 5] and the recovery type [20, 22] . The most representative recovery type on error estimates is the Zienkiewicz-Zhu error estimator [23] , which is referred to the Superconvergence Patch Recovery (SPR) based on gradient recovery from the gradient of the finite element solution by local discrete least-squares fitting. It is well known that the robustness of the ZZ patch recovery is originated from its superconvergence under structured meshes. Generally speaking, if the recovered quantity better approximates the exact one, then it can be used in building asymptotically exact a posteriori error estimates (see [1] ). In another strategy, Naga and Zhang first introduced the Polynomial Preserving Recovery (PPR) by using the fitted solution values to recover the gradient and further to construct a posteriori error estimates in the energy 2010 Mathematics Subject Classification. Primary: 65N15, 65N30, 97N50. Key words and phrases. Symmetric interior penalty Galerkin method, PPR, discrete least-squares fitting, superconvergence, a posteriori error estimator.
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norm. The PPR keeps all known superconvergence properties of the ZZ patch recovery but outperforms the SPR in the cases of quadratic element at edge centers and linear element for the chevron mesh [19] . The PPR even superconverges in mildly structured grids.
While there is an amount of work on theoretical investments for residual type error estimates (see [1, 4, 7] and the references therein) and recovery type error estimates (see [18, 22, 24] ) in postprocessing continuous finite element solutions, there have been few theoretical results to postprocess discontinuous Galerkin finite element solutions for structured or unstructured grids in recovery type. We observe that for structured grids, the PPR implemented in discontinuous solutions is able to establish superconvergence order; moreover, when adaptive is used for some mildly structured meshes, locally structure in mesh refinement will improve astonishingly superconvergence results.
Let Ω ⊂ R 2 be a bounded polynomial domain. Setting the boundary of the domain ∂Ω composed by the union of two disjoint sets Γ D and Γ N , we denote n the unit normal vector to each edge of ∂Ω exterior to the domain. For f ∈ L 2 (Ω),
, and g N ∈ L 2 (Γ N ), we consider the following elliptic problem
where α is a nonnegative scalar function satisfying that α ∈ L ∞ (Ω), and K is a 2 × 2-matrix-valued function K(x) = (k ij (x)) that is symmetric positive definite.
The PPR will be applied into an Over-Penalized Symmetric Interior Penalty Galerkin method (OPSIPG) [16] to realize a gradient recovery. The OPSIPG method has some similar features as the Weakly Over-Penalized Symmetric Interior Penalty method (WOPSIP) presented by Brenner etc. in [6, 7] . A local discrete least-squares fitting can be used to discontinuous function values, while node patches can include all neighbor nodes one more times and best fits discontinuous finite element solutions at nodes in any patch.
Based on the PPR, we can consider a posteriori error estimats as they were shown in [24] . If the recovered gradient superconverges to the exact one, the corresponding a posteriori error estimator is asymptotically exact. This will be testified by our last example in this work.
The purpose of this paper is to propose and analyze superconvergence of the PPR in corporation with the OPSIPG method and testify an a posteriori error estimator. We advocate the PPR based on a DG formulation for two reasons:
(i) flexibility for discontinuous coefficients and singularity problems and hp-adaptivity (locally refined meshes available and different orders of polynomials used for different elements) by using the discontinuous Galerkin formulation (see [2, 6, 10] and the references therein). (ii) appreciation of the robustness of the PPR based on discontinuous function values and its superconvergence property for gradient recovery. Indeed, the least-squares fitting confirms uniqueness of recovery systems dependent on the numbers of nodes appearing in each patch instead of the times of nodes used.
The plan of this paper is organized as follows. In Section 2, the OPSIPG method is introduced and some known estimates are listed. Moreover, we simplify the diffusion term by a piecewise constant matrix approximating the diffusion matrix, and bound the difference between an interpolation of the exact solution and numerical solutions in the energy norm. Then we give a detailed description for the polynomial preserving gradient recovery in Section 3, and then show that the PPR recovery is superconvergent and prove asymptotic exactness of the recovery type error estimates in Section 4. At the end of the paper, some numerical examples are provided to practically show that as a postprocessing technique for the OPSIPG method, the PPR recovered gradient superconverges to the exact gradient.
If an edge e ∈ E e is on the boundary ∂Ω, we associate the unit normal vector n e = n exterior to Ω, and set
Let a real number s satisfy s ≥ 2. Under the above assumptions on K and α, we consider the symmetric bilinear form A :
where the penalty term is defined by
Here the penalty parameter σ e takes the positive constant value on the edge e and is bounded below by σ 1 , above by σ 2 and the power β is a positive number to be specified later. In general, the power β = 1 is taken in nonsymmetric and symmetric methods in many applications. Especially, we say that the DG method is over-penalized if β > 1. σ e is referred to as a superpenalty parameter. Define a linear form
The variational formulation of (1) based on the symmetric interior penalty method is:
Define the energy norm on D r (T h ):
Note that the threshold values in [10] are recovered by taking β = 1 for the estimates above. A priori energy error estimates for the problem with mixed boundary conditions were derived in [16] . In fact, it is also an error estimate for the OPSIPG method.
Definition 2.4. Condition A:
The approximation u I of the exact solution u can be chosen to be continuous. In addition, either the Dirichlet data g D is a continuous piecewise polynomial of degree k, or the whole boundary is a Neumann boundary (∂Ω = Γ N ). 
and
The estimates are valid if Condition A holds true and if β ≥ 1.
The proof of this theorem for a triangulation over the domain Ω is given in [16] . In the remainder of this work, A B is used instead of A ≤ CB, for some positive generic constant C independent of h, r and s.
2.2.
Simplification of the diffusion term. Take K 0 as a piecewise constant function such that on each element E ∈ T h ,
Now we define the following auxiliary terms
Therefore, we may shift our analysis to the terms a E (e h , v). Since K(x) is symmetric and positive define, so is K 0 | E . Then there exists an orthogonal matrix Q E such that
where
, and E z is obtained by rotating E. Therefore, we may mainly concentrate on the second order form
) and estimate the approximate bilinear term
By consistency (see Lemma 2.1), the error satisfies the orthogonality equation
For a continuous interpolation u I of u, denoting e I = u−u I , adding and subtracting u I in each term yields
Using (7) with taking v = u h − u I ∈ D r (T h ), we have
Note that the bilinear term A s (e I , v) has a little of difference from A(e I , v) about the matrix-valued function K on each element. Therefore, it is straightforward to show that
which means that one can shift the analysis to the approximate term A s (e I , v). We consider
2.3. The superconvergence of (17), we need to bound the three terms in (19) .
To bound term T 1 , we can use the known results in [21] (see (2.10) and (2.12) therein). Let S h,r be a C 0 polynomial finite element space of degree r (r = 1 or 2) over T h .
Definition 2.6. T h satisfies Condition (ǫ, σ) if T h can be separated into two parts
such that the following conditions exist:
1. Any two triangles that share a common edge in T 0,h form a convex quadrilateral which is an ǫ-perturbation from a parallelogram.
2. Ω 1,h has a small measure:
Notice that the test function v in the term T 1 is not in S h,r , but in the broken finite element space D r (T h ). We recall the so-called Oswald interpolation operator O s , which has been analyzed in [8, 14] . There exists a constant C r := r − 1 2 dependent only on r, such that, for all T ∈ T h , the following estimate holds
Denote by Q h the L 2 projection onto S h,r such that
By the fact that
and by inverse inequality,
which means that we can prove the following lemmas 2.7-2.8 by using the decomposition
By utilizing an integral identity for linear element on triangular elements, Zhang generalized the superconvergence result between the finite element solution and the linear interpolation in [21, Theorem 2.1 and (2.14)], while Huang and Xu proved the superconvergence result between the quadratic finite element solutions and its quadratic interpolation in [12, Theorems 4.2 and 4.3]. Consequently, we can directly apply these superconvergence results into the decomposition above and get the following lemmas 2.7 and 2.8.
the solution of the model problem and its Lagrange linear finite element interpolation, respectively. Assume that T h satisfies Condition (ǫ, σ). Then the error bound
T ∈T h T K 0 ∇e I · ∇vdx h 3/2 ( u 3,Ω + ǫ) + hǫ( u 2,Ω 0,h + ǫ) + h 2+σ 2 + h β+1 2 |u| 2,∞,Ω v E . (23) holds for all v ∈ D 1 (T h ). Here u 2 k,Ω 0,h := E∈T 0,h u 2 k,E . Lemma 2.8. (Quadratic finite element) Let u ∈ W 4,p (Ω) ∩ W 3,∞ (Ω) and u I ∈ D 2 (T h ) be
the solution of the model problem and its Lagrange quadratic finite element interpolation, respectively. (1) If the triangulation T h is uniform, then, for p, q ≥ 1 with
Here |v| 
(2) If the triangulation T h is strongly regular so that any two adjacent triangles form an O(h 2 ) approximate parallelogram, then
The superconvergence estimate can be obtained by taking α = 1. Especially, |v|
(3) Assume that T h satisfies Condition (ǫ, σ). Then the error bound holds
Next, for s ≥ r + 1, by Cauchy-Schwarz inequality and the standard approximation theory, we have
Using the trace inequality and Cauchy-Schwarz inequality, we bound the term T 3
Based on the definition of the broken energy norm · T h , and from Lemmas 2.7 and 2.8, (28)- (29), we derive the bound of |A
where the term F h has the following forms in the term T 1 :
(1) for piecewise linear finite element in D 1 (T h ),
(2) for piecewise quadratic finite element in D 2 (T h ),
Then from (17)- (18) and (19), we get the following superconvergence estimates for
) be the solution of the model problem (1) and its discontinuous Galerkin finite element approximation in (6), respectively. u I is assumed to be an r-th order Lagrangian interpolation of u.
If r = 1, and T h satisfies Condition (ǫ, σ), then
If r = 2, and T h is uniform or strongly regular, then
If r = 2, and T h satisfies Condition (ǫ, σ), then
Remark 1. It is observed that Theorem 2.9 shows superconvergence results under the condition β > 1, which means the symmetric interior penalty method as an overpenalized one. In the case for general grids, most pairs of triangles form an approximate parallelogram although the entire grid is not strongly regular. Here the condition on ǫ is weakened, even not to require every two adjacent triangles form an O(h 1+α ) parallelogram as discussed in [18, 24] .
3. Polynomial preserving gradient recovery. Following [19, 21] , we introduce a gradient recovery operator
where C ij are coefficients of some finite difference schemes. In some special situations, we refer to [20] for the choices of C ij . It means that the recovered gradient at z i is a linear combination of some nearby nodal values of the discontinuous finite element solution.
First, we present definition of the PPR for discontinuous approximations. Let z ∈ N h be a mesh vertex and let T h,z denote a patch of mesh elements around z. Set p z ∈ P r+1 be the polynomial that best fits discontinuous solutions u h at the mesh nodes in T h,z in the local discrete least-squares sense:
We call p z the least-squares polynomial approximation (LSPA) of u h at z. Then it is well defined by
We denote by N (T h,z ) the number of mesh nodes in the patch T h,z . For an internal mesh vertex z and an order r, there are
) nodes required in an element patch T h,z including the mesh vertex z i . To fit a polynomial of degree r + 1, in the least-squares sense, we select nodes distributed around z on the circle B h (z) = {x ∈ T h : |x − z| ≤ h}. If the number of nodes (including z) is less than m, we search further and select nodes in a larger circular domain B 2h (z), repeating this process until more than or identical to m nodes are found. Then the patch T h,z is well defined and must have at least m nodes distributed around z in a way that leads to a unique p z . Next, to define T h,z at a boundary mesh vertex z, we set
where z 0 is the closest internal vertex to z and L z,n0 is the union of mesh elements in the first n 0 ∈ Z + layers around z including the internal mesh vertex z 0 . This definition ensures the uniqueness of p z as shown in Lemma 3.6 of [13] .
Let h z be the length of the longest edge attached to z. Taking the local coordinates (x, y) with z as the origin, the fitting polynomial is
with a T = (a 1 , a 2 , · · · , a m ). With a scaling augment by h = h i , settinĝ
the fitting polynomial becomesp
The coefficient vectorâ is determined by the linear system
The uniqueness condition for the linear system (38) is Rank(A) = m, so it holds when n ≤ m and grid points are reasonably distributed. In order to demonstrate the difference between the present DG PPR and the classical PPR method, we shall discuss two examples in detail on uniform meshes. Example 1. Linear element on uniform triangular mesh. First, we consider the regular pattern in Figure 1 . We fit a quadratic polynomial in (ξ, η) coordinateŝ Denote e = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 
It is observed that
+ 3(u 7 + u 8 + u 9 + u 10 − u 11 − u 12 + u 13 + u 14 + u 15 + u 16 − u 17 − u 18 )]y; and ∂p 2 ∂y (x, y; z)
It is straightforward to verify that the recovered gradients ∂p2 ∂x and ∂p2 ∂y have a second order approximation to ∇u by the Taylor expansion. Comparing to the polynomial and derivatives of p 2 in [19] , the corresponding results above means an average representation for discontinuous solutions at the same node. In other words, when numerical solution u h is discontinuous, under the regular pattern, the least-squares fitting polynomial is constructed by the average of numerical solutions at a vertex, which means smoothness of the discontinuous solutions. Choosing (x, y) = (0, 0), we obtain the recovered gradient at a vertex (see Figure 1 ): Figure 1 shows the weights at the vertex, where each vertex is shared at least by two elements, excerpt for the central vertex shared by six elements. By linear interpolation and computation of G h u h in (39) at each vertex, we are able to form a recovered gradient field from numerical solutions. Then we have two means to get the recovered gradient: one is to directly use (39), the other one is to smoothen numerical solution by averaging technique first, and then use the formulae of the recovered gradient given in [19] . Then an analogous method has been used to get the recovered gradient G h u h at a vertex located at the center of a union Jack patch (see Figure 2 ): 1 12h 24 .
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For the chevron pattern, following the analogous procedure as the above, we set the 18 nodal values ξ = (0, 0, 0, 0, 0, 0, 1, 1, 0, 0, −1, −1, −1, −1, 0, 0, 1, 1) T , Then, we are able to get the weights of recovered gradient G h u h at a vertex located at the center of a chevron patch (see Figure 3) . We remark here that if a patch has symmetric elements, then at the same node, the function values have the same weights as indicated in Figures 1-3 . Especially, if an origin of a patch is coincide with its centroid, then at any node, its function values share the same weights and the average of the function values at the node has the same weights as conforming finite element solutions shared at this node (see Figures 1-2 ).
Example 2. Quadratic element on uniform triangular mesh. We need to fit a cubic polynomial
with respect to function values at 36 nodes, which include 18 vertices and 18 edge centers. Following the analogous procedure as in Example 1, we derive the recovered gradient at the vertex (i.e., the center of the mesh patch). Under the regular pattern, it is derived that Under the chevron pattern, it is derived that For simplicity, we shall skip the details and only show the first components of the weights, which means specified finite difference schemes for the x-derivatives from our recovery procedure. Under the regular pattern, Figure 4 shows the first components of the weights at the central vertex on uniform mesh, while Figure  5 shows the counterpart on chevron mesh. The PPR generates finite difference formulas for first order partial derivatives. By the Taylor expansion, the formulas generally have an (r + 1)-order accuracy, as well as the (r + 2)-order accuracy attained at a mesh symmetry center of involved nodes in a uniform grid with r being an even number. Especially, these formulas recover the exact derivatives of polynomials in P r+1 (Ω).
4. Superconvergence of the PPR and its error estimator. As mentioned before in many works, the following property holds analogously as in [19] . Polynomial preserving:
This fact is proved in [19] . Consequently, by Bramble-Hilbert Lemma, it has the approximating property
The reader can be referred to [9] for more details. Due to the appearance of discontinuity on function values, we cannot directly use the boundedness of the recovery operator G h like continuous finite element solutions. We need the following boundedness assumption on G h : When there are no two adjacent angles on an element patch adding up to exceed π, it is assumed that
Then the estimate (40) gives
which infers the following main theorem from Theorem 2.9.
and u h ∈ D r (T h ) be the solution of the model problem (1) and its discontinuous Galerkin finite element approximation in (6), respectively. We have the following results:
Consequently, it is now straightforward to prove asymptotic exactness of an error estimator based on the recovery operator G h . We naturally define a global error estimator by
And without loss of generality, the small quantity ǫ is assumed to be of O(h α ) with α > 0. Then we get the following result parallel to Theorem 5.1 in [24] . 
Then it holds
Proof. Applying Theorem 4.1 and (43) results in
where r = 1, 2. Remark 2. It is observed that the error estimator (42) based on the gradient recovery operator G h is asymptotically exact under the triangulation T h satisfying uniform, strongly regular, or Condition (ǫ, σ). Especially, Condition (ǫ, σ) is not restrictive in many cases. When some mildly structured grids are produced by any automatic mesh generators, they often satisfy this condition. The source term function f and the (homogenous) boundary condition are given by the exact solution. The relative L 2 -norm and H 1 -seminorm errors are given by
An inner domain Ω in = [0.1, 0.9] 2 has been chosen for the following computation. Under the regular pattern (see Figure 6 for the mesh used), Figures 8-9 compare the performance of the gradient recovery method implemented on the interior penalty discontinuous Galerkin method and the direct results from the interior penalty discontinuous Galerkin method. One may observe second-order convergent rates of the recovered gradient against approximately first-order convergent rates for the DG method without the use of the recovery technique. When the size of each patch is expanded to 4h, Figures 10-11 show their superconvergence rates are preserved.
Under the chevron pattern (see Figure 7 for the mesh used), the recovery method for Case 1 performs well with a 2.03rd order convergent rate in the inner region as in Figure 12 , while it also provides a superconvergent recovery of order 2.1 in the inner region in Figure 13 for Case 2. If the size of each patch is enlarged to 4h, one can observe that they even have superconvergence property with order 2 in Figures  14-15 . The numerical experiments demonstrated that the PPR-recovered gradient enjoys superconvergence. For the quadratic element under the regular pattern, Figures 16-17 illustrate the superconvergence of the PPR in Cases 1 and 2, respectively. Analogously, the PPR for the quadratic element under the chevron pattern is superconvergent for the first two Cases in Figures 18-19 . The gradient recovery seems better for the regular pattern than for the chevron pattern. 1 2 ), the exact solution is
and the Dirichlet boundary condition is imposed. Note that the solution in Case 3 has a corner singularity at the node (1/2, 1/2) with the reentrant corner of the interior angle 3π 2 . Therefore, the solution has the regularity u ∈ H convergent rate obtained with the polynomial degrees, we need to locally refine the mesh around the origin. Locally refined meshes from a distmesh programme in [15] have been considered. The domain is decomposed into two parts: one is the interior subdomain solution, we also find the errors in the energy norm on the discontinuous Galerkin solutions is up to order O(N −2/3 ). It is observed that the polynomial preserving recovery technique for the OPSIPG method produces a superconvergent recovered gradient.
In summary, based on the OPSIPG method, the PPR produces superconvergent results for linear element under the regular pattern and under the chevron pattern; while for quadratic element, the PPR is superconvergent under both the regular and the chevron patterns.
