An independent set I c is a critical independent set if |I c | − |N (I c )| ≥ |J| − |N (J)|, for any independent set J. The critical independence number of a graph is the cardinality of a maximum critical independent set. This number is a lower bound for the independence number and can be computed in polynomial-time. The existing algorithm runs in O(n 2.5 m/ log n) time for a graph G with n = |V (G)| vertices and m edges. It is demonstrated here that there is a parallel algorithm using n processors that runs in O(n 1.5 m/ log n) time. The new algorithm returns the union of all maximum critical independent sets. The graph induced on this set is a König-Egerváry graph whose components are either isolated vertices or which have perfect matchings.
Introduction
A new faster parallel algorithm is given for finding maximum critical independent sets and calculating the critical independence number of an arbitrary graph.
The following notation is used throughout: the vertex set of a graph G is V (G), the order of G is n = n(G) = |V (G)|, the set of neighbors of a vertex v is N G (v) (or simply N (v) if there is no possibility of ambiguity), the set of neighbors of a set S ⊆ V (G) in G is N G (S) = ∪ u∈S N (u) (or simply N (S) if there is no possibility of ambiguity), the set N [S] = N (S) ∪ S, and the graph induced on S is G [S] . All graphs are assumed to be finite and simple.
A set I ⊆ V (G) of vertices is an independent set if no pair of vertices in the set are adjacent. The independence number α = α(G) is cardinality of a maximum independent set (MIS) of vertices in G. An independent set of vertices I c is a critical independent set if |I c | − |N (I c )| ≥ |J| − |N (J)|, for any independent set J. A maximum critical independent set (MCIS) is a critical independent set of maximum cardinality. The critical independence number of a graph G, denoted α = α (G), is the cardinality of a maximum critical independent set. If I c is a maximum critical independent set, and so α (G) = |I c |, then clearly α ≤ α. The critical difference d is max{|I c | − |N (I c )| : I c is an independent set}.
Critical independent sets are of interest for both practical and theoretical reasons. By a theorem of Butenko and Trukhanov, any critical independent set can be extended to a maximum independent set [4] . Zhang and Ageev gave polynomial-time algorithms for finding critical independent sets [17, 1] . Thus, finding a critical independent set is a polynomialtime technique for reducing the search for the well-known widely-studied NP-hard problem of finding a maximum independent set in a graph [7] . Maximum critical independent sets are central in the investigation of the structure of maximum independent sets, a connection via the Independence Decomposition Theorem, recounted in the next section.
The existing algorithm for finding a MCIS and calculating α runs in O(n 2.5 m/log n) time [11] . It is demonstrated here that there is a parallel algorithm using n processors that runs in O(n 1.5 m/ log n) time. The new algorithm finds the set H of vertices which are in some maximum critical independent set, that is, the union of all MCISs. The graph induced on this set is a König-Egerváry graph whose non-trivial components each have a perfect matching.
1970s. The first author's Graffiti.pc program conjectured (number 329 in [5] ) a characterization in terms of the critical independence number: a graph G is a König-Egerváry graph if, and only if, α(G) = α (G). The conjecture was first proven by Larson in [12] . In [14] Levit & Mandrescu extended the statement of this result as follows. [14] ) The following are equivalent:
1. G is a König-Egerváry graph, 2. there is a maximum independent set of G that is a MCIS, 3. every maximum independent set of G is a MCIS, Figure 1 : The vertices I c = {a, b} form a (maximum cardinality) critical independent set; this set of vertices can be extended to a maximum independent set of the graph. According to Theorem 2.1 the sets X = I c ∪ N (I c ) = {a, b, c, d} and X c = V \ X = {e, f, g} induce a decomposition of the graph into a König-Egerváry subgraph G[X] and one, G[X c ], where every non-empty independent set of vertices I has more than |I| neighbors.
It will now be shown that the graph induced on the set H (the union of all MCISs) is König-Egerváry. This fact will be used in the proof of correctness of the parallel algorithm. While the class of König-Egerváry graphs contains all the bipartite graphs (by the König-Egerváry Theorem, [15] ) and subgraphs of bipartite graphs are bipartite, it is not true in general that subgraphs of König-Egerváry graphs are König-Egerváry. So it is worth noting that
The following results are required in the proof of Theorem 2.5.
Lemma 2.3. (The Matching Lemma, [11] ) If I is a critical independent set, then there is a matching from N (I) to I.
Let Ω = Ω(G) be the set of maximum independent sets in G. The core of a graph G, denoted core(G), is defined to be ∩{S : S ∈ Ω}, namely, the set of vertices which are in every maximum independent set; and ξ = ξ(G) = |core(G)|. This notation follows [3] . Theorem 2.5. If I c is a maximum critical independent set of a graph G, X = I c ∪ N (I c ), and H is the union of all maximum critical independent sets, then 
Proof. Let I c be a MCIS of a graph G and X = I c ∪ N (I c ). By Theorem 2.1 it follows that, for any MCIS
. By the Matching Lemma there is a matching from 
implies that G[X] is König-Egerváry. Then it is not difficult to see that the Matching Lemma implies that
µ(G[X]) = |N (I c )|. Finally, we have n(G[X]) = α(G[X]) + µ(G[X]) ≥ |I c | + |N (I c )| = |X| = n(G[X]).[H ]) + µ(G[H ]) = n(G[H ]). Since n(G[H ]) = 2µ(G[H ]), it follows that α(G[H ]) = 1 2 n(G[H ]) = 1 2 |H \ I 0 |. Finally α(G[H]) = |I 0 | + α(G[H ]) = |I 0 | + 1 2 |H \ I 0 |, proving 5.
A parallel MCIS algorithm
The criterion given for testing whether a vertex belongs to a critical independent set begins by passing to a certain bipartite graph. The computational speed of the following algorithm is due to the fact that the independence number of a bipartite graph can be computed in polynomial time.
Definition 3.1. For a graph G, the bi-double graph B(G) has vertex set V ∪V , where V is a copy of V . If V = {v 1 , v 2 , . . . , v n }, let V = {v 1 , v 2 , . . . , v n }. Then, (x, y ) ∈ E(B(G)) if, and only if, (x, y) ∈ E(G).
The bi-double graph B(G) of G can also be described as K 2 G, the cartesian product of K 2 and G. 
In fact, the proof of this corollary actually shows that a vertex v satisfying the specified condition is in some critical set. It is also shown in [11] that any critical independent set can be extended to a MCIS. These results are now combined in a form directly useful in the current context.
Theorem 3.3. (MCIS Criterion) A vertex v in a graph G is in some MCIS if, and only if, α(B(G)) = α(B(G)
The following algorithm results in the set of all vertices which are in some maximum critical independent set. Step 4 requires n iterations-but, due to the MCIS Criterion, these n tests can be run independently on n processors. This is where the parallelization takes place.
MCIS subgraph algorithm

Construct B(G).
a := α(B(G)).
3. H := ∅.
For each vertex
According to Theorem 3.3 these steps will result in the construction of a set H consisting of all vertices which are in some MCIS. This can be extended in various ways to find the following invariants or sets.
1. Find α . In order to calculate α , the remaining step is to identify the trivial and nontrivial components of H. Let I 0 be the isolated vertices in H. Then, by Theorem 2.5,
2. Find X. In order to calculate the decomposition guaranteed by the Independence Decomposition Theorem, it remains to find the neighbors of the vertices in H. Again by Theorem 2.5,
] will have the property that, for every non-empty independent set J, |N (J)| > |J|.
3. Find a MCIS I c of G. In order to find a MCIS, Theorem 2.5 implies that it suffices to find a maximum independent set I c in H. Then I c is a MCIS in G.
Since B(G) is a bipartite graph on 2n vertices, calculating a maximum matching of B(G) and, hence, calculating α(B(G)) requires O(n 1.5 m/ log n) operations, using the algorithm of Alt, et al. [2] . This algorithm will be run once and then a second time independently on each of n processors. So the total running time is still O(n 1.5 m/ log n). If M is a matching in a graph G and w is a vertex incident to an edge in M , let w be the vertex matched to w under M . The new algorithm can now be stated. The parallelism occurs in step 1.
The parallel MCIS algorithm 
Find a maximum matching M of G[H].
Let w
7. i := 1.
9. I := I i .
Theorem 3.4. If G is a graph then the set I produced by the Parallel MCIS algorithm is a maximum critical independent set of G.
Proof. Let G be a graph, H be the set of vertices in some maximum critical independent set of G, and M be the maximum matching of G The algorithm will first be described for the convenience of the reader. The first step is to identify the isolated vertices. These can be extended to a maximum independent set of G [H] . Then choose any vertex w among the remaining vertices. By the definition of the set H, there is a MCIS and, by Theorem 2.5, this is a maximum independent set of G[H]. So there is maximum independent set I of G[H] which contains w. The neighbors of this vertex cannot be in I but each of these vertices is incident to some edge in the perfect matching M of G[H] and, since one vertex from every edge of M must be in I, it follows that the vertices matched to N (w) under M must be in I. In general, having constructed an independent set J, the neighbors of J cannot be in the maximum independent set but, since one vertex from every edge in M must be in the maximum independent set, the vertices matched to N (J) under M must be in the set. If at some point there are no new vertices in N (J), but the vertices in the graph have not been used up, an arbitrary vertex can be selected from the remaining vertices, added to the independent set, and the process continued.
The set I 0 is an independent set, H 0 = I 0 , and there is a maximum independent set of G[H] containing I 0 . Assume that after the (k − 1)th iteration of the while loop, I k is an independent set and there is a maximum independent set of G[H] containing I k . It will be shown that I k+1 is an independent set and there is a maximum independent set of G[H] which contains I k+1 .
If H \ H k = ∅ after the (k − 1)th iteration of the while loop, then H = H k and I is a maximum independent set of G[H]. Assume then that H \ H k = ∅ after the (k − 1)th iteration of the while loop. H k is formed by (possibly) adding vertices to H k−1 , namely, N (I k−1 ) \ H k−1 together with the vertices matched to these under M . Either
In the first case, 
, and H i+1 = I i+1 ∪ N i+1 . By assumption I k is an independent set and there is a maximum independent set of G[H] containing I k . The vertices in I k+1 are the vertices in I k together with the vertices matched to the neighbors of I k under M . Let I be a maximum independent set of G[H] containing I k . It cannot contain any neighbor of I k . Since any maximum independent set I of G[H] must contain one vertex from each edge of M , I must contain the vertices matched to N (I k ) under M . Thus I k+1 is an independent set and it can be extended to a maximum independent set of G[H].
In the case where H k = H k−1 , the kth step in the while loop of the algorithm (step 8) works as follows: A vertex w is selected from from H \ H k . Since I k is independent and w / ∈ N (w), I k+1 = I k ∪ {w} is an independent set. By assumption there is a MCIS containing w and, following Theorem 2.5, there is a maximum independent set I containing w. Each edge in M must be incident to some vertex in I. Let I = (I \ H k ) ∪ I k . It remains to be shown that I is a maximum independent set of G [H] . Since H k = I k ∪ N (I k ) it follows that I is an independent set. It is now enough to show that, for every edge xy in M , either x or y is in I . Either x or y is in I. Assume x ∈ I. If x / ∈ I then x ∈ H k . But then by the construction of H k , y is matched to x under M and y is also in H k . But I k is a maximum independent set in G[H k ]. So either x or y must be in I k and, thus I . So I k+1 is contained in a maximum independent set. The MCIS Subgraph algorithm, which produces H, requires O(n 1.5 m/ log n) operations. Finding a maximum matching of G[H] requires the same order or of operations. The remaining steps only require finding the neighbors of sets of vertices. So the total running time of Parallel MCIS Algorithm is O(n 1.5 m/ log n).
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