Finding the Minimum Document Length for Reliable Clustering of Multi-Document Natural Language Corpora by Moisl H
Newcastle University e-prints  
Date deposited:  1st June 2011 [made available 24th August 2012] 
Version of file:  Author final 
Peer Review Status: Peer reviewed 
Citation for item: 
Moisl H. Finding the minimum document length for reliable clustering of multi-document natural 
language corpora. Journal of Quantitative Linguistics 2011, 18(1), 23-52. 
Further information on publisher website: 
http://www.informaworld.com 
Publisher’s copyright statement: 
This is an electronic version of an article published in Journal of Quantitative Linguistics, volume 18, issue 
1, 2011, pages 23-52.  
The definitive version is available online at:  
http://dx.doi.org/10.1080/09296174.2011.533588 
Always use the definitive version when citing.   
Use Policy: 
The full-text may be used and/or reproduced and given to third parties in any format or medium, 
without prior permission or charge, for personal research or study, educational, or not for profit 
purposes provided that: 
• A full bibliographic reference is made to the original source 
• A link is made to the metadata record in Newcastle E-prints 
• The full text is not changed in any way. 
The full-text must not be sold in any format or medium without the formal permission of the 
copyright holders. 
 
 Robinson Library, University of Newcastle upon Tyne, Newcastle upon Tyne.  
NE1 7RU.  Tel. 0191 222 6000 
Finding the minimum document length for reliable clustering of multi-
document natural language corpora 
 
Hermann Moisl 
University of Newcastle, UK1
                                                 
1
 Telephone: +44 (0)191 222 7781 
Fax: +44 (0)191 222 8708 
Address: School of English Literature, Language, and Linguistics, Percy Building, University of 
Newcastle, Newcastle upon Tyne NE1 7RU, UK 
Email: hermann.moisl@ncl.ac.uk 
Web: http://www.ncl.ac.uk/elll/staff/profile/hermann.moisl 
Abstract 
Cluster analysis is an important tool for data exploration in corpus linguistics. 
Data abstracted from a corpus may, however, have characteristics that can 
adversely affect the validity of clustering results, and these must be rectified 
prior to analysis. This paper deals with one that can arise when the aim is to 
cluster a document collection by the frequency of textual features and there is 
substantial variation in the lengths of the documents. The discussion is in 
three main parts. The first part shows why variation in document length can 
be a problem for frequency-based clustering. The second describes some 
data normalizations to deal with the problem and shows that these are 
ineffective where documents are too short to provide reliable probability 
estimates for data variables. The third uses statistical sampling theory to 
develop a method for identifying documents that are too short for 
normalization to be effective, and proposes that such documents be excluded 
from the analysis. 
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Introduction 
Cluster analysis has long been used across a wide range of science and 
engineering disciplines as a way of identifying interesting structure in data; 
see for example Gan et al (2007, ch. 18), Xu & Wunsch (2009) 8-12, and the 
extensive references to cluster analysis applications on the Web.  The advent 
of digital electronic natural language text has seen its application in text-
oriented disciplines like information retrieval (Manning et al 2008) and data 
mining (Feldman & Sanger 2007) and, increasingly, in corpus-based 
linguistics (Moisl 2009). In all these application areas, the reliability of cluster 
analytical results in any particular case is contingent on the combination of the 
clustering algorithm being used and the characteristics of the data being 
analyzed, where 'reliability' is understood as the extent to which the results 
identify structure which really is present in the domain from which the data 
was abstracted, and some well defined sense of what it means for structure to 
be 'really present' is available. The present discussion focuses on how the 
reliability of cluster analysis can be compromised by one particular 
characteristic of data abstracted from natural language corpora. 
 
The characteristic in question arises when the aim is to cluster a collection of 
length-varying documents based on the frequency of occurrence of one or 
more linguistic or textual features; recent examples are clustering of the suras 
of the Qur'an on the basis of lexical frequency (Thabet 2005) and of dialect 
speakers on the basis of phonetic segment frequency in transcriptions of 
speaker interviews (Moisl et al 2006). Because longer documents are, in 
general, likely to contain more examples of the feature or features of interest 
than shorter ones, the frequencies of the data variables representing those 
features will be numerically greater for the longer documents than for the 
shorter ones, which in turn leads one to expect that the documents will cluster 
in accordance with relative length rather than with some more interesting 
criterion latent in the data; this expectation has been empirically confirmed (for 
example Thabet 2005). The solution is to eliminate relative document length 
as a factor by adjusting the data frequencies using one of the available length 
normalization methods such as cosine normalization. That solution is not a 
panacea, however. One or more documents in the collection might be too 
short to provide accurate population probability estimates for the data 
variables, and, because length normalization methods exacerbate such 
inaccuracies, the result is that analysis based on the normalized data 
inaccurately clusters the documents in question.  
 
The present discussion proposes a way of dealing with short documents in 
clustering of length-varying multi-document corpora: definition of a minimum 
length threshold for acceptably accurate variable probability estimation and 
elimination of any documents which fall below that threshold from the 
analysis. The discussion is in three main parts. The first part outlines the 
nature of the problem, the second develops a method for determining a 
minimum document length threshold, and the third exemplifies the application 
of that method to an actual corpus. 
 
 
1. The nature of the problem 
The nature of the problem is exemplified by looking at the effect of document 
length variation on cluster analysis of frequency data abstracted from a 
specific collection. 
 
1.1 Research question 
 
Prior to its standardization in the later 18th century, the spelling of English in 
the British Isles varied considerably over time and place, reflecting on the one 
hand the chronological development of English phonetics, phonology, and 
morphology, and on the other geographical variation in dialect and in local 
spelling conventions. It should, therefore, be possible in principle to cluster 
documents of this period according to their date and place of composition on 
the basis of their spelling. The remainder of this section attempts such a 
clustering with reference to a specific collection of historical English-language 
texts; for simplicity, only chronology is considered. 
 
1.2 Methodology 
The research question is addressed by (i) specifying a collection whose 
constituent documents vary substantially in length, (ii) abstracting from it a 
data matrix in which each row represents the spelling profile of a different 
document, (iii) clustering the rows of the matrix using a hierarchical method, 
and (iv) analyzing the cluster tree in terms of the effect that variation in 
document length has had on the clustering.  
 
1.2.1 The document collection 
The collection consists of 39 English-language digital texts ranging in date 
from the Old English period to the early eighteenth century, all of them 
available online from the Corpus of Middle English Prose and Verse 
(McSparran 2009). Figure 1 lists these in ascending chronological order 
together with the size of each in Kb. 
 
Nr Name Date Size (Kb)  Nr Name Date 
Size 
(Kb) 
1 Bede's Death Song c.800 1  21 Chaucer, Troilus & Criseyde c.1380 315 
2 Caedmon's Hymn c.800 1  22 Gawain and the Green Knight c.1380 100 
3 Proverb c.1000 1  23 York Mystery plays c.1400 471 
4 Riddle 68 c.1000  1   24 Guild of St. Peter c.1450 1 
5 Leiden Riddle c.1000 1   25 Guild of the Holy Trinity c.1460 1 
6 Exodus c.1000 19   26 Guild of Tailors 1464 1 
7 The Phoenix c.1000 22   27 Guild of the Holy Cross c.1470 1 
8 Juliana  c.1000 24   28 Henryson, The Testament of Cressid c.1475 25 
9 Elene c.1000 42  29 Malory, Morte d'Arthur, Book 1 1485 86 
10 Andreas c.1000 55  30 Thomas More, Richard III 1518 157 
11 Genesis c.1000 96  31 Campion, Defence of Poesie c.1600 42 
12 Beowulf c.1000 100  32 Shakespeare, Hamlet c.1600 146 
13 King Horn c.1225 129  33 Jonson, The Alchemist 1610 200 
14 Sawles Warde c.1250 24  34 King James Bible, Ecclesiastes 1611 28 
15 The Owl and the Nightingale c.1275 49  35 Bacon, The New Atlantis 1627 77 
16 Sir Bevis of Hampton c.1300 247  36 Herrick, Delight in Disorder c.1650 1 
17 Cursor Mundi c.1300 737  37 Herrick, Upon Julia's Clothes c.1650 1 
18 Langland, Piers Plowman c.1370 362  38 Milton, Paradise Lost, Book 1 1667 62 
19 Alliterative Morte d'Arthur c.1375 201  39 Gay, Beggar's Opera 1728 85 
20 Prose Morte d'Arthur c.1375 123          
Figure 1: The document collection C 
This collection, henceforth referred to as C, was compiled specifically to serve 
the purposes of the present discussion. On the one hand, only texts that are 
at least approximately datable were selected so that one knows that there 
really is structure in the domain being analyzed and what that structure is, and 
therefore whether or not cluster analysis is reliable in the sense given in the 
Introduction. On the other, the texts vary substantially in length, ranging from 
1Kb to 737Kb, and thus support investigation of the effect of document length 
on cluster analysis.  
Editorial additions to the source texts such as chapter and section headings, 
brackets, notes, punctuation, capitalization, and end-of-lines were removed, 
though spaces between words were retained.  
 
1.2.2 Data creation 
Investigation of spelling is here based on the concept of the n-gram, which is 
a sequence of some number n of symbols; bigrams are used in what follows. 
The procedure for creation of document spelling profiles begins by listing the 
bigram types that occur across all the m documents in the given corpus: 
assuming there are n such types, a vector vi of length n is assigned to each of 
the documents di in the corpus (i = 1..m) such that each vector element vij (j = 
1..n) represents one of the types. For each document di the number of times 
tokens of each of the n types occur is counted, and those frequencies are 
recorded in the corresponding vector elements vij. The result is a set of 
vectors each of which is a bigram frequency profile for one of the documents 
in the corpus. These document profile vectors are assembled into an m x n 
matrix M in which the rows represent the m documents, the columns 
represent the n bigram types, and the value at Mij is the number of times type j 
occurs in document i. This is analogous to the vector space approach to 
document representation in Information Retrieval, for which see for example 
(Greengrass 2001, 41 ff). 830 bigram types were found across the entire 
corpus, and, since there are 39 documents, the result was a 39 x 830 matrix 
M, a small example fragment of which is shown in figure 2. 
 
 1. of 2. ft .... 830. vq 
1. Bede's Death Song 0 1 ... 0 
2. Caedmon's Hymn 1 1 ... 0 
... ... ... ... ... 
39. Beggar's Opera 445 155 ... 0 
 
Figure 2: Fragment of the 39 x 830 bigram frequency matrix M 
 
 
1.2.3 Data analysis 
Hierarchical cluster analysis groups n-dimensional vectors in accordance with 
their relative distances from one another in n-dimensional space, and 
represents these relativities as a cluster constituency tree. Figure 3 shows the 
tree for M generated using squared Euclidean distance as the inter-vector 
distance measure and Ward's Method as the clustering algorithm (Everitt et al 
2001; Xu & Wunsch 2009). 
 
 
 
Figure 3: Hierarchical cluster analysis of the 39 row vectors of M 
 
Reading the tree from the left, and ignoring for the moment the numbers in the 
leftmost column, the document names corresponding to the row vectors 
together with their dates of composition are at the leaves of the tree. These 
are joined into clusters which are in turn combined into larger superordinate 
clusters, and so on recursively up the tree towards the right until the two 
largest clusters A and B are amalgamated into a single cluster containing all 
the document row vectors. The relative lengths of the horizontal lines 
represent the relative distances between pairs of clusters in 830-dimensional 
space. Thus, clusters A and B are relatively very far from one another in the 
space; cluster A consists of subclusters C and D which are closer to one 
another than A and B but still relatively distant; and so on. 
 
Common knowledge about the history of the English language and of spelling 
in the period that C spans leads one to expect three main clusters containing 
the Old English, Middle English, and Early Modern English documents 
respectively, with perhaps some overlap at the boundaries of the broad 
chronological divisions. Examination of the clusters in terms of the dates of 
composition of the documents they contain shows nothing like this. Instead, 
documents of different dates are jumbled together in no obviously consistent 
chronological pattern. The reason for this emerges when one looks at the 
numbers on the very left of the cluster tree, each of which gives the number of 
bigrams in the associated text. There is a progression from the shortest texts 
at the top of the tree to the longest at the bottom; when correlated with cluster 
structure, it is easily seen that they have been clustered by length, so that E 
contains the shortest texts, F somewhat longer ones, D the next-longest ones, 
and B the longest. The length increase from shortest to longest from the top of 
the tree to the bottom is not absolutely monotonic --in cluster F, for example, 
Beowulf is out of sequence, which indicates that something more than 
document length underlies the cluster structure-- but that clustering is 
dominated by document length is clear. 
 
This length-based clustering can be explained in terms of vector space 
geometry (Poole 2005; Strang 2009). A vector space is a geometrical 
interpretation of a vector in which the dimensionality n of the vector defines an 
n-dimensional space, the sequence of numerical values comprising the vector 
specifies coordinates in the space, and the vector itself is a point at the 
specified coordinates. The distance between any two vectors in a space is 
jointly determined by the size of the angle between the lines joining them to 
the origin of the space's coordinate system, and by the lengths of those lines. 
Where there are more than two vectors in a space, the interplay between 
length and angle is what determines the distance relations between and 
among them, and thereby their cluster structure. The following observations 
about this interplay are particularly relevant: 
 
• The smaller the angle between vectors, the more dominant length is as 
a factor in determining the distance between them --vectors tend to 
cluster by length as the angles between them grow smaller. 
 
• Where there is a large disparity among vector lengths, length tends to 
predominate over angle as a clustering determinant for the shorter 
vectors even where the angles between them are relatively large, that 
is, relatively short vectors tend to cluster irrespective of the angles 
between them. 
 
Both these observations are exemplified in figure 4a, which shows three 
clusters A, B, and C in two-dimensional space: 
  
  
a. Vectors in 2-dimensional 
space 
b. Hierarchical cluster 
analysis of vectors in (a) 
  
Figure 4: Vector clusters in two-dimensional space and corresponding 
hierarchical cluster analysis 
  
The angles between the vectors comprising clusters A and B are quite small, 
and they cluster by length. For C the angles are quite large, but the shortness 
of these vectors relative to those in A and B means that this is pretty much 
irrelevant, and that clustering is again by length. Figure 4b shows how these 
distance relations are interpreted by hierarchical analysis. 
 
The length-based clustering of the documents in C can be explained in terms 
of what has just been said about vector space by looking at the relationship 
between the lengths of the row vectors of the data matrix M and the angles 
between them. There is an obvious problem with this: the vectors are 830-
dimensional and cannot therefore be directly plotted in 2-dimensional space to 
show their relative locations. It is, however, possible to do so indirectly using 
Principal Component Analysis (PCA) (Jolliffe 2002), which provides a way of 
approximating distance relations among vectors in high-dimensional spaces in 
spaces whose dimensionality is low enough to permit graphical 
representation. Using PCA, M was projected into 2-dimensional space by 
generating a new 39 x 2 matrix M2 whose row vectors can be plotted.  The 
result is shown in figure 5: 
 
  
Figure 5: Scatter plot of M2
 
 
The vectors are shown as dots and the corresponding cluster label from figure 
3 is adjacent to each. There is not an exact match between the relative vector 
distances shown in figure 5 and those in figure 3, but this is a consequence of 
the extreme PCA dimensionality reduction from 830 to 2 in which some 
information has been lost. The distortion does not, however, obscure the 
essential point 
 
• The longer the document the longer the vector: the longest documents 
belonging to cluster B are furthest from the origin, the next-longest 
group of documents in D next-furthest, the third-longest group in F 
third-furthest, and the shortest in E are bunched up together near the 
origin. 
• With one exception (B, Cursor Mundi), the angles between and among 
all but the shortest vectors are relatively small. 
 
Clustering of the documents in C is, in short, determined by their vector space 
geometry; the implication is that length-based clustering is not peculiar to C 
but is rather a potential problem for cluster analysis of any frequency matrix 
derived from a document collection in which the constituent documents vary 
substantially in length. 
 
2. Normalization for variation in document length 
The solution to the problem of clustering in accordance with document length 
is to transform or 'normalize' the values in the data matrix in such a way as to 
mitigate or eliminate the effect of the variation. Such normalization is an 
important issue in Information Retrieval because, without it, longer documents 
in general have a higher probability of retrieval than shorter ones relative to 
any given query. The associated literature consequently contains various 
proposals for how such normalization should be done (for example 
Greengrass 2001, 20-28; Singhal et al. 1996a, 1996b; Sparck Jones et al. 
2000). These normalizations are judged in terms of their effectiveness for 
retrieval of relevant documents and exclusion of irrelevant ones rather than for 
cluster analysis, and the cluster analysis literature has little to say on the 
subject, so it is presently unclear what the best document length normalization 
method for cluster analysis might be among those currently in the literature, or 
indeed what the criteria for 'best' are.  
 
Normalization by mean document length (Robertson & Spärck-Jones 1994; 
Spärck-Jones et al 2000) is used as the basis for discussion in what follows 
because of its intuitive simplicity, though, as we shall see, the choice of 
method from among those currently available is not critical for present 
purposes. Mean document length normalization involves transformation of the 
row vectors of the data matrix in relation to the average length of documents 
in the corpus being used, and, in the present case, transformation of the row 
vectors of M in relation to the average length of documents in C.  
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where Mi is the matrix row representing the frequency profile of document Ci, 
length(Ci) is the total number of letter bigrams in Ci, and μ is the mean number 
of bigrams across all documents in C: 
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The values in each row vector Mi are multiplied by the ratio of the mean 
number of bigrams per document across the collection C to the number of 
bigrams in document Ci. The longer the document the numerically smaller the 
ratio, and vice versa; the effect is to decrease the values in the vectors that 
represent long documents, and increase them in vectors that represent short 
ones, relative to average document length. 
 
M was normalized by mean document length and the resulting matrix was 
cluster analyzed using squared Euclidean distance and Ward's Method as 
before. The analysis is shown in figure 6: 
 
  
Figure 6: Hierarchical cluster analysis of M after length normalization 
 
The initial impression is that the analysis is now as one would have expected 
if document length variation had not interfered: cluster A contains later Middle 
English and Early Modern English texts subcategorized into later Middle 
English (3,4) and Early Modern English (5) ones, and cluster B contains Old 
English (10) and early Middle English ones (8) together with one, Sir Gawain 
and the Green Knight, which is later Middle English in date but written in a 
dialect having conservative linguistic and spelling characteristics (Tolkien & 
Gordon 1967, 132-47). There are anomalies, however: 
 
• 1 belongs in cluster B rather than in A. 
• 2 and 7 are in the correct cluster but in widely separated parts of the 
subtree even though they are by the same author. 
• 9 belongs in cluster A rather than B, and one would expect it to be in 
subtree 3. 
 
Mean document length normalization has, therefore, largely eliminated length-
based clustering, but the anomalies are worrying. Closer examination of them 
reveals a systematic problem which the remainder of this section identifies. 
 
Given a population E of n events, the empirical interpretation of probability 
[Milton & Arnold 2003, ch. 1] says that the probability p(ei) of ei ε E (for i = 
1..n) is the ratio frequency(ei) / n, that is, the proportion of the number of times 
ei occurs relative to the total number of occurrences of events in E. A sample 
of E can be used to estimate p(ei), as is done with, for example, human 
populations in social surveys. The Law of Large Numbers [Milton & Arnold 
2003, 227-8] in probability theory says that, as sample size increases, so 
does the likelihood that the sample estimate of an event's population 
probability is accurate: a small sample might give an accurate estimate but is 
less likely to do so than a larger one, and for this reason larger samples are 
preferred. 
 
Applying these observations to the present case, each of the constituent 
documents of C is taken to be a sample of the population of all English-
language texts written in Britain between the Old English period and the end 
of the 18th century. The longer the text the more likely it is that its estimate of 
the population probabilities of the 830 bigram types in C will be accurate, and, 
conversely, the shorter the text the less likely this will be. C contains some 
very short texts, and all the anomalously-clustered ones in figure 6 are very 
short; a reasonable hypothesis is that the variable frequencies of the 
anomalously clustered texts give very inaccurate population probability 
estimates for some subset of the bigram values, that this inaccuracy is 
reflected in the normalized frequency values, and that these normalized 
values in their turn adversely affect clustering. 
 
The argument in support of this hypothesis first considers a case where the 
population probabilities of the selected variables are known. The rows of the 
data matrix in figure 7a are taken to represent a sample of documents di of 
increasing size drawn from some population D of documents, and the variable 
frequency values have been artificially arranged so that all give perfect 
estimates of the known population probabilities. 
 
a 
  
v1 p = .067 v2 p = .133 v3 p = .200 v4 p = .267 v5 p = .333 
d1 (size=15) 1 2 3 4 5 
d2 (size=30) 2 4 6 8 10 
d3 (size=60) 4 8 12 16 20 
d4 (size=120) 8 16 24 32 40 
d5 (size=240) 16 32 48 64 80 
d6 (size=480) 32 64 96 128 160 
d7 (size=960) 64 128 192 256 320 
d8 (size=1920) 128 256 384 512 640 
 
b 
 
 
Figure 7: (a) is a matrix in which variable frequencies for increasing-length 
documents give perfect population probability estimates, and (b) is a 
cluster analysis of the row vectors of (a). 
 
As expected, clustering is by length. Figure 8 shows the matrix of figure 7a 
normalized by mean document length, where µ = 478.13, and the 
corresponding cluster tree. 
 
a 
 
v1 p = .067 v2 p = .067 v3 p = .067 v4 p = .067 v5 p = .067 
d1 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
d2 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
d3 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
d4 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
d5 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
d6 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
d7 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
d8 (size=478.13) 31.875 63.75 95.625 127.5 159.38 
 
b 
 
 
Figure 8: (a) is the mean document length normalization of the matrix in 
figure 14a, and (b) is a cluster analysis of the row vectors of (a). 
  
Because all the variable frequencies in figure 7a give perfect population 
probability estimates, the normalization procedure has also worked perfectly 
and generated identical vectors for all the rows of the matrix in figure 8a; the 
tree is flat because a set of identical vectors has no cluster structure. 
 
The matrix in figure 7a is now transformed by randomly adding 1 to or 
subtracting 1 from each of its values. The result shown in figure 9a, where 
each value has attached to it the corresponding new probability estimate. This 
transformed matrix was normalized by mean document length, given in 9b, 
and the cluster analysis of the normalized matrix rows is given in 9c. 
 
a 
  
v1 p = .067 v2 p = .133 v3 p = .200 v4 p = .267 v5 p = .333 
d1 (size=15) 2 (0.125) 1 (0.063) 4 (0.25) 3 (0.188) 6 (0.375) 
d2 (size=30) 3 (0.103) 5 (0.172) 5 (0.172) 7 (0.241) 9 (0.310) 
d3 (size=60) 3 (0.051) 9 (0.153) 11 (0.186) 17 (0.288) 19 (0.322) 
d4 (size=120) 9 (0.073) 15 (0.122) 25 (0.203) 33 (0.268) 41 (0.333) 
d5 (size=240) 15 (0.062) 33 (0.136) 49 (0.202) 65 (0.267) 81 (0.333) 
d6 (size=480) 33 (0.069) 63 (0.132) 95 (0.198) 127 (0.265) 161 (0.336) 
d7 (size=960) 65 (0.068) 127 (0.132) 193 (0.201) 257 (0.267) 319 (0.332) 
d8 (size=1920) 129 (0.067) 257 (0.134) 383 (0.199) 513 (0.267) 641 (0.333) 
 
b 
 
v1 p = .067 v2 p = .067 v3 p = .067 v4 p = .067 v5 p = .067 
d1 (size=478.13) 59.891 29.945 119.78 89.836 179.67 
d2 (size=478.13) 49.565 82.608 82.608 115.65 148.69 
d3 (size=478.13) 24.362 73.087 89.328 138.05 154.29 
d4 (size=478.13) 35.058 58.43 97.383 128.55 159.71 
d5 (size=478.13) 29.576 65.066 96.614 128.16 159.71 
d6 (size=478.13) 33.009 63.016 95.025 127.03 161.04 
d7 (size=478.13) 32.407 63.318 96.224 128.13 159.04 
d8 (size=478.13) 32.141 64.033 95.426 127.82 159.71 
 
c 
 
 
Figure 9: (a) is a random transformation of the matrix in figure 14a, (b) is the 
mean document length normalization of (a), and (c) is a cluster analysis of the 
row vectors of (b) 
 
Figure 9a shows that, for the shortest documents, even the minimum possible 
frequency fluctuation of +/- 1 has a large effect on the corresponding 
population probability estimates, and that the size of the effect diminishes as 
the document length increases. Figure 9b shows the effect of normalization: 
where the frequency overestimates the population probability the normalized 
value is too high relative to the expected value as given in figure 8a, and 
where the frequency underestimates the normalized value is too low; again, 
this effect is largest for the shortest documents and diminishes as document 
length increases. Figure 9c shows the effect of the divergence of the 
normalized values from the expected ones: the longer documents 4-8 
converge to the flat tree of figure 8b as the normalized values converge to the 
expected ones of 8a, but the large fluctuations for documents 1-3 are 
reflected in their anomalous clustering. The proposal is that these effects 
underlie the anomalous clustering of the row vectors of our normalized data 
matrix M. 
 
Finally, it remains to address the observation made earlier that the choice of 
normalization method is not critical for present purposes. The reason for this 
observation is that whenever data contains frequency values that give poor 
population probability estimates, the available normalization methods are 
affected by them to greater or lesser degrees in the way just described. Two 
examples are considered. 
 
• Maximum term frequency normalization (Greengrass 2001, 20-28) 
divides all the values in a data matrix row by the maximum value in that 
row, thereby projecting the frequency values into the interval 0..1. 
 )( i
i
i MMaximum
MM =
 3 
 
• Cosine normalization (Singhal et al 1996a, 1996b): Any vector can be 
transformed so that it has length 1 by dividing it by its 'norm' or length: 
 
|| v
v
vunit =  4 
 
Applied to a matrix in which the row vectors vary in length, this 
transformation makes all the vectors lie on a curve of radius 1. This is 
shown for a circle in two-dimensional space in figure 10; for three 
dimensions the vectors would lie on the surface of a sphere of radius 1, 
and for higher-dimensional spaces on a hypersphere of radius 1.  
 
 
 
a. Vectors of various 
lengths 
b. Unit vectors 
 
Figure 10: Vectors of various lengths and corresponding unit vectors 
 
When this transformation is applied to a frequency matrix derived from 
a collection of documents of varying lengths, the variation cannot be a 
factor in analysis because the vectors that represent the documents in 
the transformed matrix are all the same length; relative distances 
among the vectors in the space are determined solely by the angles 
between them. 
 
Like mean document length normalization, max and cosine normalization both 
involve division of the matrix row vectors by a constant and therefore 
constitute linear transformations of those vectors, so that the values are 
linearly rescaled but the relativities of magnitude among them are preserved. 
As such, one expects max and cosine normalized versions of any matrix with 
variable frequencies that deviate substantially from what the variable 
population probabilities predict to preserve those deviations. This is in fact 
what one finds experimentally with respect to max and cosine normalizations 
of the matrix in figure 9a, and, unsurprisingly, the corresponding cluster trees 
are pretty much identical to the one in figure 9c. Application of max and 
cosine normalization to M and subsequent cluster analysis, moreover, in both 
cases generates trees that anomalously cluster the shortest documents. The 
problem for mean document length normalization caused by very short 
documents is therefore a problem for max and cosine normalization as well. 
 
3. Identifying a minimum document length threshold 
The obvious solution to the problem of poor population probability estimation 
by short documents is to determine which documents in a collection are too 
short to provide reasonably good estimates and to eliminate the 
corresponding rows from the data matrix. But how short is too short? One 
approach is to observe that, in figure 9b, the normalized values in the variable 
columns fluctuate considerably for the shorter documents and then converge 
for the longer ones; figure 11 shows this graphically for v1 and v2: 
 
 
 
v1 v2 
 
Figure 11: Scatter plots of columns 1 and 2 of the matrix in figure 9c 
 
The point on the horizontal axis where the fluctuations settle down is the 
required document length threshold. On the basis of the variables in figure 11 
one would want to eliminate the shortest three or perhaps four documents; 
graphical examination of the remaining variables in figure 9b narrows this 
down to the shortest three. 
 
For real rather than the above contrived data, however, this graphically-based 
approach will not necessarily give such a clear result. For M it demonstrably 
does not. The rows of M were sorted in ascending order of document length, 
M was mean-normalized, and a random selection of the column vectors of the 
normalized matrix was scatter-plotted as above. Results were mixed. The plot 
of the column corresponding to the bigram st in figure 12, for example, shows 
the initial fluctuation and subsequent convergence to a restricted range 
analogous to that seen in figure 11. 
 
 
 Figure 12: Distribution of normalized frequencies for the bigram st across all 
documents of C 
 
The horizontal axis in figure 12 represents the documents sorted in ascending 
order of length, and the vertical one the normalized frequencies for the 
selected variable. The convergence is not as neat as that in figure 11, and 
even for the longer documents there is still substantial fluctuation. 
Convergence from the shorter documents on the left of the plot to the longer 
ones on the right is nevertheless clearly visible, and to this extent the 
approach to document length threshold determination proposed with respect 
to figure 11 can be used here as well. 
 
The majority of randomly selected column vectors were not nearly this clear, 
however. Figure 13 shows two of these as examples: the one for the bigram 
de is ambiguous in that no convergence is visible, and for ou there is 
divergence rather than convergence with increasing document length. 
 
  
de ou 
 
Figure 13: Distribution of normalized frequencies for the bigrams de and ou  
across all documents of C 
 
The distribution for st in figure 12 suggests that the first nine or so documents 
are too short to give reliable estimates, but other bigrams that have the same 
kind of clear convergence as st range from the shortest 2 documents to the 
shortest 15. Which in this range should be eliminated? Not enough, and the 
cluster analysis becomes unreliable; too many, and documents one would like 
to include are needlessly excluded. Add to this the general problem with 
graphical methods that their interpretation is subjective, and the conclusion 
must be that a more reliable method for determination of a minimum 
document length threshold is required. 
 
Statistical sampling theory provides such a method; the statistical concepts 
used in this section are covered in any relevant textbook, for example (Devore 
& Peck 2005; Devore 2008; Hays 1994). Given a population containing m 
objects, a sample is a selection of n of these objects, where n < m. With 
respect to some variable x, much of statistics is concerned with estimating 
population characteristics or 'parameters' for x from samples which are 
typically much smaller than the populations from which they are drawn. A 
fundamental question in such estimation is: 'How large does a sample have to 
be to estimate, with some specified degree of reliability, the value of a 
population parameter of interest for x?'. In the present case the variables are 
the bigram types that occur in C, and the parameter of interest is bigram 
probability; the remainder of this section develops a function that calculates 
the sample size necessary to provide an estimate of bigram probability with a 
specified degree of reliability, and then applies it to establishing a minimum 
length threshold for the texts that comprise C. 
 
 
3.1 The sample size function 
The sample size function for estimation of a variable's population probability is 
based on the properties of the sampling distribution of binomial variables. This 
section first outlines the nature of this distribution and then derives the sample 
size function from it. 
 
Given a population and a sample of fixed size n drawn from it, a binomial 
variable x (Devore & Peck 2005, 719-25; Devore 2008, 108-13; Hays 1994, 
chs. 3 and 5)  takes as its value the number of times some characteristic 
occurs in the sample --the number of males in a sample of 1000 people, say. 
The ratio x / n is an estimate of the parameter of interest, the population 
probability of x. It is, however, typically the case that different samples of any 
fixed size n drawn from the same population yield x-values and thus 
probability estimates which differ to greater or lesser degrees; given only a 
single estimate based on a single sample --a so-called 'point estimate'-- there 
is no way of knowing how accurate it is, that is, how close it is to the 
population parameter. The sampling distribution (Devore & Peck 2005, ch. 8; 
Hays 1994, ch.5) is a way of gaining insight into the accuracy of n-sized 
samples as estimators. A sampling distribution for a population is generated 
by taking all possible n-sized samples from it and deriving the parameter 
estimate from each sample; the resulting distribution describes the sampling 
variability of the probability estimates for x.  
 
The sampling distribution for probability estimates with respect to a variable x 
has the following properties (Devore & Peck 2005, 355): 
 
i. Where the number of all possible n-sized samples from the population is 
k, the mean of the k parameter estimates is the population probability pi  
of x. 
 
ii. The standard deviation σ of x is  
 
n
)1( pipi
σ
−
=
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iii. The larger the value of n, the more closely the shape of the sampling 
distribution approaches normality. 
 
Given a sampling distribution, it is possible to use the theoretical definition of 
the normal distribution (Devore & Peck 2005, 299-315; Devore 2008, 144-54; 
Hays 1994, ch.6) to calculate the degree of confidence that the probability 
value for x derived from any randomly chosen sample will be within a specific 
numerical distance of the population probability. This distance is usually 
specified in terms of the number of standard deviations; for any normal 
distribution, the confidence interval specified by, for example, 1.96 standard 
deviations corresponds to the 95% confidence level that is so pervasive in 
statistical data analysis, since the ratio of the area under the portion of the 
curve between +/-1.96 standard deviations from the mean to the total area 
under the curve is always 0.95. This can be expressed symbolically as an 
error function: 
 
σze =
 6 
 
where e is the error of the probability estimate relative to the population 
probability, σ is the sampling distribution standard deviation, and z is the 
confidence level expressed in terms of the number of standard deviations. 
Property (ii) above provides a definition of the sampling distribution standard 
deviation, so that expression 6 can be rewritten as 
 
n
ze
)1( pipi −
=
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The sample size function we require is derived from expression 7, which 
calculates the confidence interval bound e if the confidence level z, the 
population probability pi , and the sample size n are known. But if e is known 
and n is not, then expression 7 can be rewritten by algebraic rearrangement 
as 
  
2
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This is the required sample size function: n is the sample size needed to 
estimate the population probability pi  of variable x so that, with confidence 
level z, the estimate falls within an interval +/- e on either side of the mean.  
 
For derivation of the sample size function see (Bartlett et al 2001; Cochran 
1977, ch. 4; Devore & Peck 2005, 368-78; Devore 2008, ch.7; Hays 1994, 
256-7). 
 
3.2 Application 
Application of the sample size function (8) requires knowledge of the 
population probability pi  for the variable of interest. This is typically unknown 
in specific research applications, including the present one. Nor is there 
usually any realistic prospect of constructing a sampling distribution, either in 
general or in the present case, to find pi : if the population were accessible 
there would be no need for sampling, and in any case taking all possible size-
n samples quickly becomes intractable as the population size grows. The 
alternative is to estimatepi , which in the present case proceeds as follows. 
• The population from which C is drawn is taken to be everything written 
in the English language between about 700 and 1800 AD.  
• Each of the documents in C is a sample from that population, and all 
samples can be taken to be of equal size n = 83898 because they have 
mean document length normalized to that value; this is why mean 
document length normalization was the method selected earlier in the 
discussion. 
• Each bigram variable in M is a binomial variable: for any given variable 
j (for j = 1..830) and any given sample i (for i = 1..39), each successive 
bigram token that occurs in sample i either is or is not variable j. The 
value at Mij is the number of occurrences of variable j in document i. 
• For any given sample i and variable j, the ratio of the total number of 
token occurrences of variable j to the sample length n is an estimate of 
the population probability pi  of j. To derive such probability estimates, 
the frequency values in M are divided by the mean length of 
documents in C, that is, n = 83898; after conversion, the value at Mij is 
the population probability estimate p of bigram variable j in document i. 
• After conversion of the frequency values in M to probabilities, each of 
the matrix column vectors j is taken to be an approximation to the 
theoretical sampling distribution for j, and the mean p of the values 
pi..p39  in j as an estimate of pi . The sample size expression 8 can now 
be rewritten as 
2
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Expression 9 will be applied to the variable column vectors of M, but before 
doing so two further issues need to be resolved.  
1. Expression 9 requires a value for e. If one has domain-specific knowledge 
of a suitable confidence interval bound with respect to the variable in 
question, e can be directly specified. That kind of information is not, however, 
necessarily available in general, and in the present case there is no obvious a 
priori bound for the column vectors of M. Since each column vector j in M is 
taken to be an approximation to the theoretical sampling distribution for the 
corresponding variable, the standard deviation of vector j can be taken as an 
approximation to that of the sampling distribution, and on that basis is used for 
e. 
2. The validity of the sample size function is posited on the sampling 
distribution being normal. We are, however, here using an approximation to 
the theoretical distribution. With such an approximation, the further the 
estimated population probability is from 0.5 the less well the distribution 
approximates normality for any given sample size n (Devore 2008, 152-4; 
Devore & Peck 2005, 351-7; Hays 1994, 244-7). In the present case, the 
largest approximation to the population probability for any bigram variable is 
0.0244, which is very far from 0.5, and even though, at 83898, the sample 
size is large the sampling distributions of M are not in general normal. 
Histograms for the column vectors were examined and the visual impressions 
from these were corroborated with several of the available numerical tests for 
normality (Devore & Peck 2005, 317-24; Devore 2008, 170-78). The result 
was that, while a few of the column vectors of M were approximately normally 
distributed, most were not; of those that were not, the large majority was 
roughly normal in shape but positively skewed, a few were negatively skewed, 
and a few had a non-normal shape; a representative selection is shown in 
figure 14. 
 
Figure 14: Probability distributions of selected variables 
 
The cause of the pervasive non-normality in the distributions is easy to see. 
The concept of the sampling distribution is based on multiple samples of 
equal size. In the present case the actual document samples are of unequal 
length, but this was remedied by length normalization, so that the sample 
sizes were equalized. The result of normalization is, however, merely a 
conjecture about what the frequencies of the bigram variables would have 
been if all the document samples had been of equal length. As we have seen, 
these conjectures are not necessarily accurate, particularly for the shortest 
documents, and the normalization procedure can and did generate some 
extreme values. On the one hand, many of the frequencies in the shortest 
documents are zero simply because they are too short for all but the highest-
probability bigrams to have a reasonable chance of occurring even once. 
 
 
a:  approximately normal an b positive skew ha 
 
 
c: negative skew el d non-normal it 
These zero-values remain unchanged with normalization because zero times 
anything remains resolutely zero; if the documents in question had been 
longer, the lower-probability bigrams would have begun to appear at least 
once, and these non-zero frequencies would then have been amenable to 
normalization. On the other hand, the pattern of occurrence of bigrams that do 
occur in short documents does not necessarily reflect their population 
probabilities very well, --if a short text happens to mention the Persian general 
Xerxes, for example, the very rare bigram xe will have occurred much more 
frequently than its population probability in English would predict, and 
normalization exacerbates this inaccuracy.  
 
The pervasive non-normality of the variable sampling distributions has 
implications for the application of the sample size formula. Specifically, in a 
normally-shaped but positively skewed distribution the values are 
concentrated in the lower end of its numerical range proportional to the 
degree of skew, and the mean of those values is consequently numerically 
smaller than it would be if the values were equally distributed on either side of 
the mean. For any positively-skewed column vector of M, therefore, the mean 
of the sampling distribution of probabilities is smaller than it would have been 
if the column had been normally distributed, and it consequently 
underestimates the population probability. And, by the same reasoning, a 
negatively-skewed column vector will overestimate the population parameter. 
This in turn affects the results from the sample size function: relative to a 
normal distribution with a given standard deviation, a positively-skewed 
distribution with the same standard deviation underestimates the sample size, 
and a negatively-skewed one overestimates.  
 
The proposed solution is to generate, for each column vector of M, a mirror-
image vector that exactly reverses the distribution using the function 
 
jiji vvmirror −+= min)(max  10 
 
where vj is a column vector from M, j indexes the column vectors of M in the 
range 1..830, i indexes the components of vj in the range 1..39, and max / min 
are the maximum and minimum values respectively in vj. The relationship 
between the distributions of, for example, column vector 1 of M and its mirror 
vector is shown in figure 15. 
 
 
 
Distribution of values in column vector 1 of M Distribution of values in mirror-image of 
column vector 1 of M 
 
Figure 15: Probability distribution of column vector 1 of M and its mirror 
vector 
 
Since the distributions are symmetrical relative to one another, a sample size 
calculation based on the mirror vector will overestimate to the same extent 
that a calculation based on the original vector will underestimate. The mean of 
the two estimates is then the population probability estimate p  used in the 
sample size calculation.  
 
The columns of M were sorted in descending order of p  and the sample size 
formula (expression 9) was applied to each column, taking z to be the 1.96 for 
the 95% confidence level usual in the literature. The vector of 830 sample 
sizes was then plotted, and the result is given in figure 16. 
 
 
Figure 16: Vector of sample sizes associated with the column vectors of M 
 
Variables are on the horizontal axis, from the highest-probability one on the 
left to the lowest-probability one on the right, and sample size is shown on the 
vertical axis. It is immediately clear that the sampling distributions for different 
bigram variables generate different sample sizes, and more specifically that, 
for the lowest probabilities on the right of figure 16, the required sample size 
increases very rapidly to a very large value that far exceeds the length of any 
documents in C. To see more clearly the relationship between probability and 
sample size for the higher-probability variables in the left of figure 16, the 
vector was truncated from 830 to 500 values and re-plotted in figure 17. 
 Figure 17: Vector of sample sizes associated with the 500 highest-probability 
column vectors of M 
Again, the sampling distributions for different lexical variables generate 
different sample sizes and, as probability decreases, the sample size tends to 
increase, though the increase is not monotonic. 
That the sample size function generates different sample sizes for different 
variables complicates the selection of a document length threshold: of the 830 
sample size values, which one should be chosen? The answer is based on 
figure 18. Figure 18a lists the document numbers in C, short forms of their 
names, and their lengths in terms of the number of bigrams they contain. 
Figure 18b shows the numbers of the variable columns in M sorted, as 
already noted, in descending order of probability together with the document 
length that the sample size formula has calculated for each column; an 
exhaustive list of all 830 document lengths would have taken an unfeasibly 
large amount of space, so the lengths for the 30 highest-probability variables 
are given, followed by a selection of interval ranges which can be related 
directly to figures 16 and 17. 
 
Document 
number 
Document name Document 
length 
  Variable 
number 
Minimum document 
length for variable 
1 Proverb 51   1 363 
2 Riddle 53 
  
2 648 
3 Bede's Death Song 156   3 2944 
4 Herrick Julia 164   4 1256 
5 Caedmon 227   5 2113 
6 Herrick Disorder 334   6 1703 
7 Leiden Riddle 410   7 1727 
8 Guild Tailors 453   8 1858 
9 Guild Holy Cross 756   9 2303 
10 Guild St Peter 757   10 1006 
11 Guild Holy Trinity 769   11 1508 
12 Exodus 15497   12 2954 
13 Phoenix 18649   13 1416 
14 Sawles Warde 19684   14 1306 
15 Juliana 19707   15 1650 
16 Henryson Cressid 20053   16 1392 
17 King James 22526   17 1476 
18 Campion Poesie 34517   18 2827 
19 Elene 35318   19 1442 
20 Owl Nightingale 39909   20 1790 
21 Andreas 46643   21 1505 
22 Milton Paradise 51773   22 2237 
23 Bacon Atlantis 63660   23 961 
24 Gay Beggar 69613   24 2001 
25 Malory Morte d'Arthur 70052   25 2055 
26 Genesis 80702   26 983 
27 Gawain 81913   27 2327 
28 Beowulf 85307   28 1992 
29 Morte Arthur 102165   29 1321 
30 King Horn 106254   30 2709 
31 Shakespeare Hamlet 119896   31 - 100 1003 - 4335 
32 More Richard III 130604   101 - 200 1922 - 13098 
33 Jonson Alchemist 164995   200 - 300 2614 - 14870 
34 Allit Morte Arthur 168144   301 - 400 4047 - 24120 
35 Bevis Of Hampton 201324   401 - 500 12296 - 52437 
36 Chaucer Troilus 257168   501 - 600 20738 - 162940 
37 Langland Piers 300292   601 - 700 72515 - 519966 
38 York Plays 386020   701 - 800 276429 - 4753977 
39 Cursor Mundi 594535   801 - 830 3515395 - 45763382 
a   b 
 
Figure 18: (a) is a table of document lengths and (b) a table of sample sizes 
associated with the column vectors of M 
 
Using the information given in figure 18, selection of a sample length 
threshold is a matter of balancing the number of documents that can be 
clustered against the number of variables available for clustering in the light of 
one's research aims.  A few examples will show what is meant by this. 
 
• To start, let's assume the limiting case --that one wants to cluster all 
the documents using all the variables. Reference to figure 18b shows 
that this is impossible. On the one hand, the minimum sample length 
across all 830 variables in 18b is 383, but documents 1-6 in 18a are 
shorter than that and cannot, therefore, be reliably clustered. On the 
other, the longest document contains 594535 bigrams, but many of the 
variables in the range 701-830 require greater sample lengths; 
because the available documents are too short to provide reliable 
probability estimates for them, these variables should not be used for 
clustering. The solution is to remove from M the rows corresponding to 
documents 1-6 and the columns corresponding to the variables which 
require a sample length greater than 594535. 
• Can be remaining rows of M now be reliably clustered using the 
remaining variables? No. Note that the second-shortest sample length 
in 18b is 648, and that documents 7 and 8 in 18a are shorter than that. 
This means that, if documents 7-39 are to be included in the analysis, 
then clustering can only be based on a single variable, 1, and all other 
column variables must be deleted from M. If, however, documents 7 
and 8 are deleted from M, then the analysis can be based on all the 
variables whose sample sizes are smaller than the length of the 
shortest of the remaining documents, that is, 9: these variables are 1 
and 2. 
• If clustering based on only two variables is judged insufficient and 
wasteful of the information contained in the variables that have to be 
disregarded, one has to look for a document length / sample size 
combination that will allow a reasonable number of documents to be 
clustered on a reasonable number of variables, where 'reasonable' is 
researcher-defined. In the present case examination of 18a shows that 
documents 1-11 are much shorter than the rest. If they are eliminated, 
then variables having sample lengths which are less than or equal to 
the length of document 12, that is, 15497, can be used. This includes 
all variables 1 - 300, some in the range 301 - 400, and a few in the 
range 401 - 500; those in the range from 501 onwards require sample 
sizes larger than 15497, and must therefore be eliminated from M. 
• If the 400 or so variables made available by eliminating documents 1-
11 are still judged insufficient, more documents have to be removed 
from M, trading off the number of documents included in the analysis 
against the number of variables available for clustering. The researcher 
must decide on the best balance, though in the present case the 
obvious choice is to eliminate documents 1-11. 
 
M was edited by retaining documents 12 - 39 and variables 1 - 300, yielding a 
28 x 300 matrix. The result of clustering, using squared Euclidean distance 
and Ward's Method as before, is shown in figure 19. 
 
 Figure 19: Cluster analysis of the 28 x 300 edited version of M 
 
The documents are now clustered exactly as one would expect, with none of 
the anomalies of figure 6. 
 
Conclusion 
 
This paper began by observing that cluster analysis is an important tool for 
exploratory data analysis in corpus linguistics, but that data extracted from 
such collections may have characteristics that can adversely affect the validity 
of cluster analytical results, and that these must be recognized and corrected 
or at least mitigated prior to analysis. The discussion dealt with a 
characteristic that can arise when (i) the aim is to cluster the documents in a 
collection by the frequency of occurrence of textual features of interest, and 
(ii) there is substantial variation in the lengths of the documents. Given a data 
matrix M abstracted from a collection of varying-length documents in which 
the columns are variables representing the features of interest, the rows 
represent the documents, and the value at Mij is the number of times variable j 
occurs in document i, there is a strong tendency for the row vectors to cluster 
by document length because the vectors representing relatively longer 
documents tend to be longer in the frequency space than vectors representing 
relatively shorter ones, and documents of a similar length tend to cluster in the 
data space when the angles between them are small. This tendency to cluster 
by document length can be eliminated by removing document length as a 
factor using one of the available normalization methods. The normalization 
procedures can give unsatisfactory results for very short documents, however, 
because the frequencies derived from such documents can be expected to 
provide poor population probability estimates for the data variables, which 
causes the normalization procedures to generate spurious values, which in 
turn gives unreliable cluster analytical results. Statistical sampling theory can 
be used to identify the minimum document length necessary to provide 
variable probabilities that are reliable within specified error bounds and with a 
known confidence level, and this length threshold can be used to eliminate 
from the analysis both documents which fall below it and variables which 
require sample sizes that are too large.  
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