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Abstract. We describe the structure of the supersingular locus of a Shimura variety for a quaternion unitary simil-
itude group of degree 2 over a ramified odd prime p if the level at p is given by a special maximal compact open
subgroup. More precisely, we show that such a locus is purely 2-dimensional, and every irreducible component is
birational to the Fermat surface. Furthermore, we have an estimation of the numbers of connected and irreducible
components. To prove these assertions, we completely determine the structure of the underlying reduced scheme of
the Rapoport-Zink space for the quaternion unitary similitude group of degree 2 with a special parahoric level. We
prove that such a scheme is purely 2-dimensional, and every irreducible component is isomorphic to the Fermat sur-
face. Moreover, we determine its connected components, irreducible components and their intersection behaviors by
means of the Bruhat-Tits building of PGSp4(Qp) ∼= SO5(Qp). In addition, as another application of the description
of the Rapoport-Zink space, we compute the intersection multiplicity of the GGP cycle associated to an embedding
into the Rapoport-Zink space for the unramified GU2,2 with hyperspecial level for the minuscule case.
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1. Introduction
Let (G,X) be a Shimura datum, that is, a pair consisting of a reductive connected group G over Q and a finite
disjoint union of hermitian symmetric domains X satisfying certain conditions. Let Af be the finite ade`le ring of
Q. For a compact open subgroup K of G(Af ), we associate a complex manifold
ShK(G,X)
an = G(Q)\(X×G(Af )/K),
called the Shimura variety. If K is sufficiently small, the Shimura variety ShK(G,X)
an descends to a quasi-projective
variety ShK(G,X) over a number field E depending on (G,X), which is called the reflex field. Next, let p be a
prime number, and ν a place of E above p. We denote by OE,(ν) the valuation subring of E with respect to ν. If
(G,X) is of PEL type and the p-part of K is special maximal compact, then we can construct a scheme SK over
OE,(ν) associated to ShK(G,X) as a moduli space of abelian varieties with additional structures. In particular,
if G ⊗Q R is isomorphic to GSp2n for some n ∈ Z>0, then it is an integral model of ShK(G,X). Now consider
the geometric special fiber SK,Fp of SK . Then we have a locally closed stratification of SK,ν , which is called the
Newton stratification. We have a unique stratum consisting of all points of SK,Fp such that the corresponding
abelian varieties are supersingular. It is called the supersingular locus.
Making concrete descriptions of supersingular loci is important. For example, for unitary and orthogonal Shimura
varieties, we have an application to the arithmetic intersection problem conjectured by Kudla in [Kud02]. It predicts
a relation between the intersection multiplicities of certain cycles (called special cycles) and the Fourier coefficients of
the derivatives of an Eisenstein series. Some partial results are known for the conjecture above by using descriptions
of supersingular loci, e.g. [KR00] for Siegel 3-folds and [Ter11] for Hilbert modular surfaces.
There are many known results for descriptions of supersingular loci. We refer to the introductions of [Vol10] and
[Wu16] before the work of Wu, which concerns the Shimura variety for GU1,n−1 over a ramified prime with special
parahoric level structure. After it, Howard and Pappas studied in [HP17] the Shimura variety for GSpinn,2 over
an unramified prime with hyperspecial level structure. Moreover, Cho studied in [Cho18] the Shimura varieties for
GU1,n−1 over an inert prime with some parahoric level structures.
In this paper, we describe the supersingular locus of an integral model of Shimura variety for a quaternion unitary
similitude group of degree 2 over a ramified odd prime with certain K. We also consider the related Rapoport-Zink
space, which is associated to the quaternion unitary similitude group of degree 2. Moreover, as another application
of the results on the Rapoport-Zink space, we compute the intersection multiplicity of certain cycle, which is called
the GGP cycle. Let us explain our results more precisely in the sequel.
Throughout this paper, let p > 2 be an odd prime number.
1.1. Main theorem: local results. Let Qp be the field of p-adic numbers, and D the quaternion division algebra
over Qp. Write D as below:
D = Qp[ε,Π], ε2 ∈ Z×p \ (Z×p )2, Π2 = p, Πε = −εΠ.
We define an involution ∗ on D by
d∗ := ε(Trd(d)− d)ε−1.
Then the maximal order OD of D is stable under ∗. Let Fp be a finite field of p elements. Fix an algebraic closure
Fp of Fp, and denote by W = W (Fp) the ring of Witt vectors over Fp. Consider triples (X, ι, λ) over a W -scheme
S on which p is locally nilpotent, where
• X is a 4-dimensional p-divisible group over S,
• ι : OD → End(X) is a ring homomorphism,
• λ : X → X∨ is a quasi-polarization,
such that the following conditions are fulfilled for any d ∈ OD:
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• det(T − ι(d) | Lie(X)) = (T 2 − TrdD/Qp(d)T + NrdD/Qp(d))2,
• λ ◦ ι(d) = ι(d∗)∨ ◦ λ.
Fix an object (X0, ι0, λ0) over SpecFp such that X0 is isoclinic of slope 1/2 and λ0 is an isomorphism, and defineMG
(the subscript G will be introduced in Section 2.1) as the moduli space of quasi-isogenies ρ : X×S S → X0×Spec Fp S
which commutes with the additional structures. Here, S is the closed subscheme of S defined by the ideal sheaf
pOS . It is a formal scheme over Spf W , which is locally formally of finite type. Moreover, there is an action of
GSp4(Qp) on MG.
Now we denote by B the Bruhat-Tits building of PGSp4(Qp). Let Verths be the set of all hyperspecial vertices of
B, Vertns the set of all non-special vertices of B, and Edgehs the set of all edges connecting two adjacent hyperspecial
vertices. Moreover, put
VE := Verths unionsqVertns unionsqEdgehs .
We introduce an order ≤ on VE as follows. For x, y ∈ VE, we have x ≤ y if one of the following hold:
• x ∈ Vertns, y ∈ Verths and x, y are adjacent,
• x ∈ Vertns, y ∈ Edgehs and {x} ∪ y forms a 2-simplex in B,
• x ∈ Edgehs, y ∈ Verths and y ∈ x.
For x ∈ VE, we associate a reduced closed subschemeMG,x of the underlying reduced schemeMredG ofMG, see
Definition 5.35. Moreover, put
BTG,x :=MG,x \
⋃
y<x
MG,y.
Theorem 1.1. (i) (Corollary 3.2) The formal scheme MG is regular and flat over Spf W . Moreover, it is
formally smooth over Spf W outside the discrete set of Fp-rational points (X, ι, λ, ρ) such that ι(Π) = 0 on
Lie(X).
(ii) (Theorem 5.20 (iii)) We have a decomposition into connected components
MG =
∐
i∈Z
M(i)G .
Members in the right-hand side of the equality above are isomorphic to each other.
(iii) (Theorem 5.36 (i)) For x ∈ VE, we have the following:
• if x ∈ Vertns, then M(0)G,x is a single Fp-rational point,
• if x ∈ Edgehs, then M(0)G,x is isomorphic to P1Fp ,
• if x ∈ Verths, then M(0)G,x is isomorphic to the Fermat surface defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in ProjFp[x0, x1, x2, x3].
In particular, M(0)G,x is projective, smooth and irreducible of dimension d(x), where
d(x) =

2 if x ∈ Verths,
1 if x ∈ Edgehs,
0 if x ∈ Vertns .
(iv) (Theorem 5.36 (ii)) For x, y ∈ VE, we have MG,x ⊂MG,y if and only if x ≤ y.
(v) (Theorem 5.36 (iii)) Put BT
(0)
G,x := BTG,x ∩M(0)G for x ∈ VE. Then we have a locally closed stratification
(called the Bruhat-Tits stratification)
M(0),redG =
∐
x∈VE
BT
(0)
G,x .
Moreover, for any x ∈ VE, the closure of BT(0)G,x in M(0)G equals M(0)G,x =
⋃
y≤x BT
(0)
G,x.
(vi) (Theorem 5.36 (iv)) Let Irr(M(0)G ) be the set of all irreducible components of M(0)G . Then we have a
bijection
Verths
∼=−→ Irr(M(0)G );x 7→ M(0)G,x :=MG,x ∩M(0)G .
In particular, M(0),redG is purely 2-dimensional.
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(vii) (Theorem 5.36 (v)) LetM(0),nfsG be the set of non-formally smooth points inM(0)G . Then we have a bijection
Vertns
∼=−→M(0),nfsG ;x 7→ ptx,
where M(0)G,x = {ptx}.
(viii) (Corollary 6.10) For x ∈ VE, BT(0)G,x is isomorphic to the Deligne-Lusztig variety for GSp2d(x) associated
to the Coxeter element, where d(x) is an integer defined in (ii).
1.2. Main theorem: global results. Let D be an indefinite quaternion algebra over Q which is ramified at p,
and V a skew-hermitian D-module of rank 2 in the sense of [Kot92] as in Section 7.1. Put G := GU(V), which is an
algebraic group over Q. Then, G is a non-trivial inner form of GSp4 over Q. In particular, the same assertion holds
after the base change from Q to Qp. On the other hand, we have G ⊗Q R ∼= GSp4. Let X be a G(R)-conjugacy
class inside the set of all homomorphisms ResC/RGm → G⊗Q R which contains the homomorphism induced by
ResC/RGm → GSp4; a+ b
√−1 7→
(
aE2 −bE2
bE2 aE2
)
.
Here E2 is the unit matrix of size 2. Now fix an order OD of D which is maximal at p. We write K = K
pKp, where
Kp ⊂ G(Apf ) and Kp ⊂ G(Qp). Here Apf is the finite ade`le ring of Q without p-component. Then, we further assume
that Kp is the stabilizer of a self-dual OD ⊗Z Zp-lattice, see Section 7.1. Then the algebraic variety ShK(G,X) is
defined over Q, and it is 3-dimensional. Moreover, SK is defined over Z(p) as a moduli space of abelian 4-folds with
OD-linear actions, polarizations and K
p-level structures. See Section 7.2.
Theorem 1.2. (i) (Theorem 7.8) The scheme SK,W := SK ×SpecZp SpecW is regular and flat over SpecW .
In particular, SK,Fp is 3-dimensional. Moreover, it is smooth over SpecW outside a finite set of Fp-rational
points.
(ii) (Theorem 7.16 (i)) The scheme S ssK is purely 2-dimensional. Every irreducible component is projective and
birational to the Fermat surface defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in ProjFp[x0, x1, x2, x3].
(iii) (Theorem 7.16 (ii)) Let F be an irreducible component of S ssK . Then the following hold:
• There are at most (p + 1)(p2 + 1)-irreducible components of S ssK whose intersections with F are
birational to P1Fp . Here we endow the intersections with reduced structures.
• There are at most (p+1)(p2+1)-irreducible components of S ssK which intersect F at a single Fp-rational
point.
• Other irreducible components of S ssK do not intersect F .
(iv) (Theorem 7.16 (iii)) Each non-formally smooth point in S ssK is contained in at most 2(p + 1)-irreducible
components.
(v) (Theorem 7.16 (iv)) Each irreducible component of S ssK contains at most (p + 1)(p
2 + 1)-non-formally
smooth points.
Remark 1.3. Very recently, Wang proved in [Wan19] the same results as Theorems 1.1 and 1.2. His research is
independent of the author’s one, and the author recognized it after completing this paper. Wang’s method is direct,
that is, it does not use an exceptional isomorphism. Moreover, he also consider a relation between his Bruhat-Tits
stratification and the affine Deligne-Lusztig variety for G. On the other hand, our method is completely different
from his one. See the strategy of our proof after Section 1.3 for details.
1.3. Application: computation of the intersection multiplicity of the GGP cycle. Let Qp2 be the un-
ramifed quadratic extension of Qp, and denote by τ the non-trivial Galois automorphism of Qp2 over Qp. Consider
triples (X, ι, λ) over a W -scheme S on which p is locally nilpotent, where
• X is a 4-dimensional p-divisible group over S,
• ι : Zp2 → End(X) is a ring homomorphism,
• λ : X → X∨ is a quasi-polarization,
such that the following conditions are fulfilled for any d ∈ Zp2 :
• det(T − ι(a) | Lie(X)) = (T 2 − TrQp2/Qp(a)T + NQp2/Qp(a))2,
• λ ◦ ι(a) = ι(τ(a))∨ ◦ λ.
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Note that (X0, ι0, λ0) be the object as in Section 1.1. Define MH (the subscript H will be GU2,2, the unramified
unitary similitude group of signature (2, 2)) as the moduli space of quasi-isogenies ρ : X×S S → X0×Spec Fp S which
commutes with the additional structures. It is a formal scheme over Spf W , which is locally formally of finite type.
We have a relation between MG and MH as follows:
Proposition 1.4. (Proposition 4.3) There is a closed immersion
iG,H : MG →MH
whose image consists of (X, ι, λ, ρ) ∈MH satisfying ρ−1 ◦ ι0(Π) ◦ ρ ∈ End(X) (see Section 1.1 for the definition of
Π).
Now put End0(X0) := End(X0)⊗ZQ and End0OD (X0) := EndOD (X0)⊗ZQ. We define a 6-dimensional quadratic
space as
LΦQ := ι0(εΠ)
−1 ◦ {f ∈ End0OD (X0) | TrdEnd0OD (X0)/Qp(f) = 0, f
∨ = f} ⊕Qpι0(Π−1) ⊂ End0(X0)
with quadratic form v 7→ v ◦ v over Qp. Moreover, put J0H := GSpin(LΦQ), which is an algebraic group over Qp.
Then J0H(Qp) acts on LΦQ and MH . We define ∆ as the image of
(id, iG,H) : p
Z\MG → pZ\(MG ×Spf W MH),
called the GGP cycle. Moreover, for g ∈ J0H(Qp), put g∆ := (id×g)(∆). We consider the intersection multiplicity
〈∆, g∆〉 := χ(pZ\(MG ×Spf W MH),O∆ ⊗L Og∆).
We call that g is regular semi-simple and minuscule if the Zp-submodule
L(g) :=
5∑
i=0
Zp(gi · ι0(Π−1))
of LΦQ is a lattice, and satisfies pL(g)
\ ⊂ L(g) ⊂ L(g)\, where L(g)\ is the dual lattice of L(g) in LΦQ. If g is regular
semi-simple and minuscule and MgH 6= ∅, then g induces an action on L(g)\/L(g). Let Pg be the characteristic
polynomial of g on L(g)\/L(g).
For a non-zero polynomial R ∈ Fp[T ], we define the reciprocal of R by
R∗(T ) := T deg(R)R(T−1),
and we call that R is self-reciprocal if R∗ = R. Then Pg is self-reciprocal. Let Irr(Pg) be the set of all monic
irreducible factors of Pg, and Irr
sr(Pg) the set of all self-reciprocal monic irreducible factors of Pg. Moreover, put
Irrnsr(Pg) := Irr(Pg) \ Irrsr(Pg). Let Irrnsr(Pg)/ ∼ be the quotient of the set Irrnsr(Pg) by the relation R ∼ cR∗
for some c ∈ F×p . Moreover, for R ∈ Irr(Pg), let m(R) be the multiplicity of R in Pg. Then, the function m on
Irrnsr(Pg) factors through Irr
nsr(Pg)/ ∼.
Theorem 1.5. (Theorem 8.21) Assume that g ∈ J0H(Qp) is regular semi-simple, minuscule and satisfies MgH 6= ∅.
(i) The following are equivalent:
• We have ∆ ∩ g∆ 6= ∅.
• There is a unique Qg ∈ Irrsr(Pg) such that m(Qg) is odd.
If the conditions above hold, then we have
#(∆ ∩ g∆)(Fp) = degQg
∏
[R]∈Irrnsr(Pg)/∼
(1 +m(R)) <∞.
(ii) We have an equality
〈∆, g∆〉 = degQgm(Qg) + 1
2
∏
[R]∈Irrnsr(Pg)/∼
(1 +m(R)).
Strategy of our proof. First, we explain the strategy of the proof of Theorems 1.1 and 1.2. For results on
singularities of MG and SK,W , we determine the structure of the local model explicitly. On the other hand, for
results on MredG and S ssK , the strategy is based on the case for GU1,n−1 over an inert prime established by [Vol10]
and [VW11]. The method is as follows:
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(i) construct a locally closed stratification of the corresponding Rapoport-Zink space by means of a certain
Bruhat-Tits building,
(ii) apply the p-adic uniformization theorem of Rapoport-Zink [RZ96, Theorem 6.30] for our Shimura variety,
and reduce to the result in (i).
In our case, the Rapoport-Zink space appearing in (i) is MG, and the involving Bruhat-Tits building is B. Our
approach to (i) is as follows.
We regard MG as a closed formal subscheme of MH by the closed immersion iG,H in Proposition 1.4. Under
this situation, we can construct a closed immersion GSp4 → J0H which is compatible with the actions on MG and
MH . This induces an embedding of the Bruhat-Tits building i : B → B′, where B′ is the Bruhat-Tits building of
(J0H)
ad(Qp) = SO(LΦQ)(Qp). On the other hand, Howard and Pappas constructed in [HP14] a stratification {BTH,•}
ofMH by means of B′. We denote byMH,• the closure of BTH,• inMH . Now we defineMG,x :=MH,i(x) ∩MG
for x ∈ VE. Then we can prove the equality MG,x =MH,i(x) and the desired assertions in Theorem 1.1.
Note that our method relies on the exceptional isomorphism PGSp4
∼= SO5 corresponding to the identity C2 = B2
of Dynkin diagrams. Hence we cannot expect to generalize it to quaternion unitary groups of arbitrary degrees.
However, we can hope it for a family of spinor similitude groups. More precisely, we expect such a generalization
which associates an embedding SOn+1 → SOn+2. This is one of our future problem.
Next, we explain the strategy of the proof of Theorem 1.5. We use the argument introduced in [LZ18], which
proves a similar result for Rapoport-Zink spaces for unramified spinor similitude groups with hyperspecial level
structures. The most different point from [LZ18] is the proof of the reducedness of the Bruhat-Tits strata of MH .
Our proof is based on generalizing some linear algebraic results in [HP14, §2.4], which does not involve the integral
models of Shimura varieties.
Organization of this paper. In Section 2, we specify a Rapoport-Zink spaceMG that we consider in this paper.
In Section 3, we consider the flatness and the non-formally smooth locus ofMG. In Section 4, we make a description
of the set of a field-valued points in MG by certain lattices in the quadratic space LΦ,piQ or its scalar extension. In
Section 5, we introduce the notion of vertex lattices and construct the Bruhat-Tits stratification. In Section 6, we
interpret the Bruhat-Tits strata in terms of Deligne-Lusztig varieties. In Section 7 we specify a Shimura variety and
its supersingular locus that we consider, and prove the global results as the first application of our local results. In
Section 8, we define the GGP cycle, and compute the intersection multiplicity for the minuscule case as the second
application of our local results. In appendix A, we give a complement of the proof of [HP14, Corollary 2.14]. In
Appendix B, we give a proof of the reducedness of the Bruhat-Tits strata of MH .
Acknowledgment. This paper is the author’s master thesis. I would like to thank my advisor Yoichi Mieda for
his constant support and encouragement. He carefully read the draft version of this paper, and pointed out many
mistakes and typos.
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1.4. Notation. In this paper, we use the following terminologies:
• p-adic fields and their extensions. For an algebraically closed field k of characteristic p, let W (k) be
the ring of Witt vectors over k. Denote by σ the p-th power Frobenius on k or its lift to W (k). If k = Fp,
write W and K0 for W (k) and Frac(W (k)) respectively. We normalize the p-adic valuation ordp on Q, Qp
or Frac(W (k)) so that ordp(p) = 1.
• Dual lattices. Let OF be one of Z(p), Zp and W , where Z(p) is the valuation ring in Q with respect
to ordp. Put F := Frac(OF ). Further, let (V, ( , )) be a finite-dimensional vector space over F with a
symmetric or a symplectic form, and Λ ⊂ V an OF -lattice. Then we denote the dual lattice of Λ by
Λ∨ := {v ∈ V | (v,Λ) ⊂ OF },
as long as there is no confusion.
• Perpendiculars. Let k be a field, V a symplectic or a quadratic space over k of finite-dimensional, and
W a k-subspace of V . Then we denote by U⊥ the perpendicular of U in V .
• Hermitian spaces. Let k be a field, and B either a quadratic extension of k or a quaternion algebra
over k. We put b := Trd(b) − b for b ∈ B. In this paper a hermitian space over B means a finite free left
B-module V with a B-valued bilinear form 〈 , 〉 satisfying 〈x1, x2〉 = 〈x2, x1〉 and
〈b1x1, b2x2〉 = b1〈x1, x2〉b2
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for b1, b2 ∈ B and x1, x2 ∈ V . We can apply the results in [Sch85] to it, since we may regard V as a right
B-module by restricting scalars by b 7→ b.
• Symplectic similitude group. For n ∈ Z>0, let
J2n :=
(
0 In
−In 0
)
,
where In is the anti-diagonal matrix of size n that has 1 at every non-zero entry. We define an algebraic
group GSp2n over Z as
GSp2n(R) = {(A, c) ∈ GL2n(R)×Gm(R) | tAJ2nA = cJ2n}
for any ring R.
2. Rapoport-Zink space for GU2(D)
In this section, we recall a Rapoport-Zink space for GU2(D). We use the notation in Section 1.1 for a while.
2.1. Rapoport-Zink datum. First, we recall a Rapoport-Zink datum of PEL type defined in [RZ96, Definition
3.18]. See also [Mie13, Definition 2.1]. It is a tuple (B, ∗, OB , V, ( , ), b, µ,L), where
• B is a finite-dimensional semi-simple algebra over Qp,
• ∗ : B → B is an involution,
• OB is a maximal order of B which is stable under ∗,
• V is a left B-module which is finite-dimensional over Qp,
• ( , ) : V × V → Qp is a non-degenerate symplectic form such that (dx, y) = (x, d∗y) for any d ∈ B and
x, y ∈ V .
By the data above, we define an algebraic group G over Qp by
(1) G(R) = {(g, c) ∈ GLB⊗QpR(V ⊗Qp R)×Gm(R) | (g(v), g(w)) = c(v, w) for all v, w ∈ V ⊗Qp R}
for each Qp-algebra R. Then we can explain the remaining objects:
• b ∈ G(K0),
• µ : Gm ⊗Z K → G⊗Qp K is a cocharacter defined over a finite extension K of K0,
• L is a self-dual lattice chain, see [RZ96, Definition 3.1, Definition 3.13].
We require the following conditions:
• the isocrystal (V ⊗Qp K0, b ◦ σ) has slopes in the interval [0, 1],
• sim(b) = p, where sim: G→ Gm; (g, c) 7→ c is the similitude character of G,
• the weight decomposition of V ⊗Qp K with respect to µ contains only the weights 0 and 1.
We introduce a Rapoport-Zink datum considered in this paper. Note that a partial datum is given in [RZ96,
1.42].
Let D := Qp2 [Π] be the quaternion division algebra over Qp such that Π2 = p and Πa = τ(a)Π for any a ∈ Qp2 .
Fix an element ε ∈ Z×p2 , and define an involution ∗ on D by
d∗ := ε(Trd(d)− d)ε−1.
Then we have Π∗ = Π and a∗ = τ(a) for any a ∈ Qp2 . Moreover, the unique maximal order OD of D is stable
under ∗.
Next, let V := D⊕2 be a left D-module, and Λ0 := O⊕2D ⊂ V an OD-lattice. Let us define a Qp-valued bilinear
form ( , ) on V by
((x1, x2), (y1, y2)) := TrdD/Qp(Π
−1(x∗1y2 − x∗2y1))
for (x1, x2), (y1, y2) ∈ V .
Lemma 2.1. The bilinear form ( , ) on V is non-degenerate, alternating and satisfies the following properties:
(i) (dx, y) = (x, d∗y) for all d ∈ D and x, y ∈ V .
(ii) (Λ0)∨ = Λ0.
Proof. Before the proof, we recall some properties of the reduced trace. The following hold:
• For any d1, d2 ∈ D, we have TrdD/Qp(d1d2) = TrdD/Qp(d2d1).
• For any d ∈ D, we have TrdD/Qp(d) = TrdD/Qp(d).
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Using these properties, for d ∈ D we have
TrdD/Qp(d
∗) = TrdD/Qp(εdε
−1) = TrdD/Qp(d) = TrdD/Qp(d).
First, we prove that ( , ) is alternating. Take (x1, x2), (y1, y2) ∈ V . Then we have
((x1, x2), (y1, y2)) = TrdD/Qp((Π
−1(x∗1y2 − x∗2y1))∗) = TrdD/Qp((Π∗)−1(y∗2x1 − y∗1x2)).
Since Π∗ = Π, we obtain
TrdD/Qp((Π
∗)−1(y∗2x1 − y∗1x2)) = −TrdD/Qp(Π−1(y∗1x2 − y∗2x1)) = −((y1, y2), (x1, x2)),
as desired.
Second, we prove that ( , ) is non-degenerate. Take x = (x1, x2) ∈ V \ {(0, 0)}. We may assume x1 6= 0. Then
y = (0, (x∗1)
−1Π) satisfies (x, y) = 2 6= 0 by definition.
We show the remaining two properties. The assertion (i) follows from the definition of ( , ). The assertion (ii)
follows from direct computation, using the fact that
{a ∈ Qp2 | TrQp2/Qp(aZp2) ⊂ Zp} = Zp2 .
Note that the equality above follows from the unramifiedness of Qp2/Qp. 
Let G be the algebraic group over Qp defined by the tuple (D, ∗, OD, V, ( , )). We claim that G is isomorphic to
GU2(D), which is a non-trivial inner form of GSp4⊗ZQp and splits over Qp2 . This is pointed out in [RZ96, 1.42].
However we give a proof here to use the argument in Section 7.1.
We use the following lemma:
Lemma 2.2. Let k be a field whose characteristic is not equal to 2, B a quaternion algebra over k. Suppose that
there is a subfield k0 of k and a quaternion division algebra B0 over k0 such that B = B0 ⊗k0 k. Let e ∈ B×0 be an
element such that e = −e and e2 ∈ k×0 \(k×0 )2. Define an involution ∗ of B by b∗ := ebe−1 for any b ∈ B. Moreover,
let V be a finite free left B-module, and ( , ) a k-valued symplectic form on V such that (bx, y) = (x, b∗y) for any
b ∈ B and x, y ∈ V . Then there is a unique hermitian form 〈 , 〉 on V such that TrdB/k(e−1〈x, y〉) = (x, y) for any
x, y ∈ V . Moreover, if R is a k-algebra, (g, c) ∈ GLB(V ) × Gm(R) and x, y ∈ VR. Then (g(x), g(y)) = c(x, y) if
and only if 〈g(x), g(y)〉 = c〈x, y〉.
Proof. Since e2 ∈ k×0 \ (k×0 )2 and the characteristic of k0 not equals 2, the subalgebra k0(e) of B0 is a separable
quadratic field extension of k0. Moreover, the involution b 7→ b induces the non-trivial Galois automorphism
of k0(e)/k0. Hence there is an element d ∈ B×0 such that d2 ∈ k×0 , de = −ed and B0 = k0[e, d] by [Sch85,
8.12.2. Theorem]. Hence we obtain B = k[e, d].
Fix an element d as above, and define a hermitian form 〈 , 〉 on V by
〈x, y〉 := 1
2
(ex, y) +
e
2
(x, y) +
d
2
(ed−1x, y)− ed
2
(d−1x, y).
Then 〈 , 〉 is the unique hermitian form satisfying the desired condition. The rest of the assertion follows from the
definition of 〈 , 〉 above. 
Corollary 2.3. Keep the notation in Lemma 2.2, and put n := rankB V . We further assume that one of the
following hold:
• k is a non-archimedean local field,
• k ∼= R and B is split,
• k is a number field, and B is totally indefinite.
Then the following hold:
(i) Let V ′ be another finite free left D-module, and ( , )′ a k-valued symplectic form on V ′ such that (bx, y)′ =
(x, b∗y)′ for any b ∈ B and x, y ∈ V ′. Then there is a B-linear isometry of symplectic spaces between
(V, ( , )) and (V ′, ( , )′) if and only if rankB V ′ = n.
(ii) The algebraic group G over k defined by the formula (1) for any k-algebra R equals GUn(B). In particular
G is isomorphic to GSp2n⊗Zk if B is split.
Proof. First, if k is a non-archimedean local field, then [Shi10, Theroem 25.5] (or its proof) and [Sch85, 10.1.8 (ii)]
imply that a hermitian form over B of dimension n is unique up to isometry. Therefore, (i) and (ii) follows from
Lemma 2.2. Second, if k ∼= R and B is split, then (i) and (ii) follow from the same argument by using [Sch85, 10.1.8
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(i)]. Third, if k is a number field, and B is totally indefinite, then (i) and (ii) follows from the same argument by
using [Sch85, 10.1.8 (iii)]. 
Applying Corollary 2.3 to k = Qp, B = D, V = D⊕2 and e = ε, We have G = GU2(D).
We now introduce the notion of polarized isocrystals, which is called p-polarized D-isocrystals in [Mie13, Defini-
tion 2.1].
Definition 2.4. Let k be an algebraically closed field of characteristic p.
(i) A polarized D-isocrystal over k is a triple (N,Φ, ( , )), where
• (N,Φ) is an isocrystal over k,
• ( , ) : N ×N → Frac(W (k)) is a non-degenerate symplectic form over Frac(W (k)),
such that the following conditions hold for any x, y ∈ N :
• (dx, y) = (x, d∗y) for any d ∈ D,
• (Φ(x),Φ(y)) = pσ((x, y)).
(ii) Let (Ni,Φi, ( , )i) (i = 1, 2) be two polarized D-isocrystals. A morphism of polarized D-isocrystals from
(N1,Φ1, ( , )1) to (N2,Φ2, ( , )2) is a morphism f : (N1,Φ1) → (N2,Φ2) of isocrystals which satisfies the
following:
• f commutes with D-actions on N1 and N2,
• there is c ∈ Q×p such that (f(x), f(y))2 = c(x, y)1 for any x, y ∈ N1.
Let
b : V ⊗Qp K0 → V ⊗Qp K0 ; (d1 ⊗ a1, d2 ⊗ a2) 7→ (d1Π⊗ a1, d2Π⊗ a2).
Then we have (b, p) ∈ G(K0) by Lemma 2.1 (i). Let F := b ◦ σ and DQ := V ⊗Qp K0, and extend the D-action and
( , ) to V ⊗Qp K0 over K0. Then (DQ, F, ( , )) is a polarized D-isocrystal over Fp. Moreover, (DQ, F ) is an isocrystal
which is isoclinic of slope 1/2, and D := Λ0 ⊗Zp W is a W -lattice in DQ which is stable under F and pF−1.
Let µ : Gm ⊗Z K0 → G⊗Qp K0 be the composite of the cocharacter of GSp4
Gm ⊗Z K0 → GSp4⊗ZK0; z 7→ diag(z, z, 1, 1)
and an inner twist GSp4⊗ZK0 ∼= GU2(D) ⊗Qp K0. Then µ satisfies the condition for weight decomposition.
Finally, we can easily check that {ΠnΛ0}n∈Z is a self-dual multi-chain of OD-lattices in V . Therefore we obtain a
Rapoport-Zink datum
D = (D, ∗, OD, V, ( , ), b, µ, {ΠnΛ0}n∈Z).
2.2. Rapoport-Zink space for G. We denote by NilpW the category of W -schemes on which p is locally nilpotent.
For S ∈ NilpW , a p-divisible group with G-structure over S is a triple (X, ι, λ) consisting of the following data:
• X is a 4-dimensional p-divisible group over S,
• ι : OD → End(X) is a ring homomorphism,
• λ : X → X∨ is a quasi-polarization (that is, a quasi-isogeny satisfying λ∨ = −λ),
such that the following conditions are fulfilled for any d ∈ OD:
• (Kottwitz condition) det(T − ι(d) | Lie(X)) = (T 2 − TrdD/Qp(d)T + NrdD/Qp(d))2,
• λ ◦ ι(d) = ι(d∗)∨ ◦ λ.
There is a p-divisible group with G-structure (X0, ι0, λ0) over Fp such that X0 is isoclinic of slope 1/2 and λ0
is an isomorphism. Indeed, we can construct such an object from the polarized D-isocrystal (DQ, F, ( , )) and the
self-dual lattice D. See the argument after [Mie13, Definition 2.1].
Now we define MG, the Rapoport-Zink space for G, to be the functor that parameterizes the equivalence classes
of (X, ι, λ, ρ) for S ∈ NilpW , where (X, ι, λ) is a p-divisible group with G-structure over S, and
ρ : X ×S S → X0 ×Spec Fp S
is an OD-linear quasi-isogeny such that
ρ∨ ◦ λ0 ◦ ρ = c(ρ)λ
for some locally constant function c(ρ) : S → Q×p . Here S is the closed subscheme of S which is defined by pOS .
Two tuples (X1, ι1, λ1, ρ1) and (X2, ι2, λ2, ρ2) are equivalent if ρ
−1
2 ◦ ρ1 lifts to an isomorphism X1 → X2 over S.
By [RZ96, Theorem 3.25], the functor MG is representable by a formal scheme over Spf W , which is formally
locally of finite type. Moreover, we have MG =
∐
i∈ZM(i)G , where M(i)G is the locus of (X, ι, λ, ρ) such that
c(ρ)(S) ⊂ piZ×p .
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2.3. The algebraic group J . We define an algebraic group J over Qp by
J(R) = {g ∈ G(K0 ⊗Qp R) | g ◦ F = F ◦ g}
for any Qp-algebra R. The representability of J is obtained in [RZ96, Proposition 1.12]. We show that J is
isomorphic to GSp4 over Qp. This is pointed out in [RZ96, 1.42] for the Qp-rational points. However, we recall a
proof here since the argument for the assertion will also appear in Section 3.2.
Definition 2.5. For i ∈ {0, 1}, we define εi,Di and DQ,i as below:
εi := 1⊗ 1
2
+ (−1)iε⊗ 1
2ε
∈ Zp2 ⊗Zp W,
Di := εi(Λ0 ⊗Zp W ) = {x ∈ Λ0 ⊗Zp W | (a⊗ 1)x = (1⊗ τ i(a))x for all a ∈ Zp2},
DQ,i := Di ⊗W K0 = εi(V ⊗Qp K0).
We have equalities
D = D0 ⊕ D1, DQ = DQ,0 ⊕ DQ,1.
Moreover, for i ∈ {0, 1}, Di and DQ,i are totally isotropic (cf. [RZ96, 1.42]), and we have equalities
ι0(Π)(Di) ⊂ D1−i, ι0(Π)(DQ,i) = DQ,1−i,
F (Di) ⊂ D1−i, F (DQ,i) = DQ,1−i.
Definition 2.6. • Let ( , )0 be a K0-valued bilinear form on DQ,0 as follows for any x, y ∈ DQ,0:
(x, y)0 := (x, ι0(Π)y).
• Put F0 := ι0(Π)−1 ◦ F on DQ,0.
• Define V0 a Qp-vector space as the F0-fixed part of DQ,0. It is 4-dimensional.
The bilinear form ( , )0 is a non-degenerate symplectic form by Lemma 2.1, and (DQ,0, F0) is isoclinic of slope 0.
Moreover, we have
(F0(x), F0(y))0 = σ((x, y)0)
for any x, y ∈ DQ,0. See [RZ96, 1.42]. Therefore the symplectic form ( , )0 induces a symplectic form on V0, and we
have an isomorphism (V0 ⊗Qp K0, id⊗σ) ∼= (DQ,0, F0) by the definition of V0.
We recall the map Φ defined in [HP14, §2.2].
Definition 2.7. We define a σ-linear endomorphism Φ on End(DQ) as follows:
Φ: End(DQ)→ End(DQ); f 7→ F ◦ f ◦ F−1.
Then (End(DQ),Φ) is isoclinic of slope 0. Moreover, there are isomorphisms
End0(X0) ∼= End(DQ)Φ, End0OD (X0) ∼= EndD(DQ)Φ.
Here End(DQ)Φ and EndD(DQ)Φ are the Φ-fixed parts of End(DQ) and EndD(DQ) respectively. On the other hand,
put
Φ0 : End(DQ,0)→ End(DQ,0); f 7→ F0 ◦ f ◦ F−10 .
Then we have an isomorphism
End(DQ,0)Φ0 = End(V0)
by the definition of V0.
Proposition 2.8. There are isomorphisms EndD(DQ) ∼= End(DQ,0) and EndD(DQ)Φ ∼= End(DQ,0)Φ0 .
Proof. First, we construct a homomorphism EndD(DQ) → End(DQ,0). Take f ∈ EndD(DQ). Since f commutes
with Qp2 -action, we have f(DQ,0) ⊂ DQ,0. Therefore we obtain the map
φ : EndD(DQ)→ End(DQ,0)Φ0 ; f 7→ f |DQ,0 .
Moreover, if f ∈ EndD(DQ)Φ, then φ(f) commutes with F0 since it commutes with ι0(Π) and F .
Next, we construct the inverse morphism of φ. Take f0 ∈ End(DQ,0)Φ0 . Put
ψ(f0) : DQ → DQ;x+ ι0(Π)y 7→ f0(x) + ι0(Π)f0(y)
for x, y ∈ DQ,0. Then, ψ(f0) commutes with the D-action by definition. Therefore we obtain the map
φ : End(DQ,0)→ EndD(DQ).
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Moreover, if f0 ∈ End(DQ,0)Φ0 , then ψ(f0) commutes with F . By the definitions of φ and ψ, they are inverse to
each other. Hence the assertion follows. 
Let R be a Qp-algebra. Then we have equalities
V ⊗Qp (K0 ⊗Qp R) = (DQ,0 ⊗K0 R)⊕ (VK0,1 ⊗K0 R),
(V0 ⊗Qp R)⊗Qp K0 = DQ,0 ⊗Qp R.
Therefore we have
V ⊗Qp (K0 ⊗Qp R) = ((V0 ⊗Qp R)⊗Qp K0)⊕ ι0(Π)((V0 ⊗Qp R)⊗Qp K0).
Proposition 2.9.
(i) The isomorphism EndD(DQ) ∼= End(DQ,0) in Proposition 2.8 induces an isomorphism G(K0 ⊗Qp R) ∼=
GSp(DQ,0)(K0 ⊗Qp R) for any Qp-algebra R.
(ii) The isomorphism End0OD (X0) ∼= EndD(DQ)Φ ∼= End(DQ,0)Φ0 ∼= End(V0) induced by Proposition 2.8 induces
an isomorphism J ∼= GSp(V0) of algebraic groups over Qp.
Proof. (i): Take a Qp-algebra R and g ∈ (EndD(DQ) ⊗Qp R)× ∼= GLR(DQ,0 ⊗Qp R), where the isomorphism
above is induced by the isomorphism in Proposition 2.8. Then, for c ∈ R×, it suffices to show that we have
(g(x), g(y)) = c(x, y) for x ∈ DQ if and only if (g(x), g(y))0 = c(x, y)0 for x ∈ DQ,0. However, this holds since g
commutes with ι0(Π).
(ii): This follows from the same argument for the proof of (i) by using the isomorphism
(EndOD (X0)⊗Qp R)× ∼= GLR(V0 ⊗Qp R)
instead of (EndD(DQ)⊗Qp R)× ∼= GLR(DQ,0 ⊗Qp R). 
Next, we give a Qp-basis of V0.
Definition 2.10. Define elements ei ∈ DQ,0 (1 ≤ i ≤ 4) and fj ∈ DQ,1 (1 ≤ j ≤ 4) as follow:
e1 := (ε0, 0), e2 := (0, ε0), e3 := (ε0Π, 0), e4 := (0, ε0Π),
f1 := (ε1, 0), f2 := (0, ε1), f3 := (ε1Π, 0), f4 := (0, ε1Π).
Then e1, . . . , e4 form a K0-basis of DQ,0, and f1, . . . , f4 form a K0-basis of DQ,1.
Lemma 2.11.
(i) We have equalities
ι0(Π)e1 = f3, ι0(Π)e2 = f4, ι0(Π)e3 = pf1, ι0(Π)e4 = pf2.
(ii) For 1 ≤ i, j ≤ 4, we have (ei, fj) = (−1)i−1δi,5−j, where δi,j is Kronecker’s delta.
Proof. (i): This follows from the definitions of ei and fj .
(ii): We only prove for (i, j) = (1, 4). Other cases are similar. We have
(e1, f4) =
(
(1, 0)⊗ 1
2
+ (ε, 0)⊗ 1
2ε
, (0,Π)⊗ 1
2
− (0, εΠ)⊗ 1
2ε
)
=
1
4
((1, 0), (0,Π))− 1
4ε2
((ε, 0), (0, εΠ)) +
1
4ε
((ε, 0), (0,Π))− 1
4ε
((1, 0), (0, εΠ)).
On the other hand, we have ((1, 0), (0,Π)) = Trd(1) = 2 and thus ((ε, 0), (0, εΠ)) = −2ε2. Moreover, ((ε, 0), (0,Π)) =
Trd(ε) = 0 and hence ((1, 0), (0, εΠ)) = 0. Therefore (e1, f4) = 1. 
Definition 2.12. Let us define elements e′i ∈ DQ,0 (1 ≤ i ≤ 4) as follow:
e′1 := e1, e
′
2 := e3, e
′
3 := p
−1e4, e′4 := e2.
Then we have F0(e
′
i) = e
′
i for 1 ≤ i ≤ 4, that is, e′i ∈ V0. Moreover, e′1, e′2, e′3, e′4 form a basis of V0 whose Gram
matrix of ( , )0 is J4 by Lemma 2.11. The basis will be used in Sections 4.3 and 5.3.
Definition 2.13. • We define a left-action of J(Qp) on MG by
J(Qp)×MG(S)→MG(S); (g, (X, ι, λ, ρ)) 7→ (X, ι, λ, (g × idS) ◦ ρ)
for any S ∈ NilpW .
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• Let gp ∈ J(Qp) be the element corresponding to
1
1
p
p

under the isomorphism J(Qp) ∼= GSp4(Qp) induced by the basis e′1, e′2, e′3, e′4.
The following follow from the definition of gp:
Proposition 2.14.
(i) We have sim(gp) = −p and g2p = p.
(ii) For any i ∈ Z, the morphism
gip : M(0)G →M(i)G ; x 7→ gip(x)
is an isomorphism.
(iii) There is an isomorphism
pZ\MG ∼=M(0)G unionsqM(1)G .
3. Local model and singularity of MG
In this section, we prove the flatness ofMG, which is conjectured after the proof of Corollary 3.35 in [RZ96]. To
do this, we consider the local model instead ofMG itself. The local model is also useful to study the singularity of
MG.
3.1. Local model. We define the naive local model MnaiveG to be the functor that parameterizes OD⊗ZpOS-modules
F of Λ0 ⊗Zp OS for any Zp-scheme S, satisfying the following conditions:
• F is a direct summand of Λ0 ⊗Zp OS as an OS-module.
• F⊥ = F .
• (Kottwitz condition) For any d ∈ OD, we have det(T − ι(d) | F) = (T 2 − TrdD/Qp(d)T + NrdD/Qp(d))2.
We further define the local model M locG by the scheme-theoretic closure of the generic fiber of M
naive
G .
The goal of this section is the following:
Theorem 3.1.
(i) The scheme MnaiveG,W := M
naive
G ×SpecZp SpecW is identical to M locG,W := M locG ×SpecZp SpecW . In particular,
MnaiveG,W is flat over SpecW . Moreover, it is regular and irreducible of dimension 4.
(ii) The scheme M locG,W is smooth over SpecW outside the unique Fp-rational point x0 such that the corre-
sponding subspace F of Λ0 ⊗Zp Fp satisfies ΠF = 0. Moreover, there is an isomorphism
OM locG,W ,x0 ∼= (W [t1, t2, t3, t4]/(t1t2 − t3t4 + p))(t1,t2,t3,t4).
By [RZ96, Proposition 3.33], we obtain the following:
Corollary 3.2. The formal scheme MG is flat over Spf W . Moreover, it is regular of purely 4-dimensional (that
is, the local ring is regular of dimension 4 for each point) and formally smooth over Spf W outside the discrete set
of Fp-rational points such that the corresponding tuple (X, ι, λ, ρ) satisfies ι(Π) = 0 on Lie(X).
Remark 3.3. (i) There is an isomorphism over SpecW between MnaiveG,W and M
loc
1,3 ×SpecZp SpecW for r = 2
in the sense of [Go¨r03, §2]. Therefore the flatness of MnaiveG,W is known by [Go¨r03, Theorem 2.1]. However,
as pointed out in [Go¨r03, §2, Remark], the regularity of MnaiveG,W is non-trivial.
(ii) There is a point in MG which is not formally smooth over Spf W . Indeed, the Fp-rational point corre-
sponding to (X0, ι0, λ0, idX0) satisfies the condition since Lie(X0) = D/F−1(pD) = D/ι0(Π)D.
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3.2. Proof of Theorem 3.1. First, we reduces the equality M locG,W = M
naive
G,W to that of special fibers.
Lemma 3.4. Let R be a ring and r ∈ R. Put K := R[r−1] and k := R/rR. Let A be an R-algebra and I a finitely
generated ideal of A. Suppose that the following conditions hold:
• The canonical K-homomorphism A[r−1]→ (A/I)[r−1] is an isomorphism,
• The canonical k-homomorphism A/rA→ A/(I + rA) is an isomorphism,
• r is a regular element in A/I.
Then we have I = 0.
Proof. By the first condition, we have I[r−1] = 0, hence there exists n ∈ Z>0 such that rnI = 0. Here we use the
assumption on I. Let us fix such n.
Now pick a ∈ I. By the second condition, we have I ⊂ I + rA = rA. Hence there is an element a1 ∈ A such
that a = ra1. By the third condition, we obtain a1 ∈ I. Repeating this argument, we can take an ∈ I such that
a = rnan. However, we have r
nan = 0 by the definition of n. Hence we have a = 0. 
We apply Lemma 3.4 to R = W, r = p, A = Γ(U,OMnaiveG,W ) and I = Ker(Γ(U,OMnaiveG,W → Γ(U,OM locG,W )) for any
affine open subscheme U of MnaiveG,W . Note that I is finitely generated since A is a noetherian ring. Hence it suffices
to show the equality Mnaive
G,Fp
= M loc
G,Fp
over Fp.
Next, we study the scheme MnaiveG,W . We have two equalities
D0 = We1 ⊕We2 ⊕We3 ⊕We4, D1 = Wf1 ⊕Wf2 ⊕Wf3 ⊕Wf4
(for the definitions of ei, fj and DQ,i, see Definitions 2.10 and 2.5 respectively). For F ∈ MnaiveG (S), we have a
decomposition F = ε0F ⊕ ε1F . Then εiF is a OS-submodule of Di ⊗W OS for i ∈ {0, 1}. Moreover, the Kottwitz
condition is equivalent to the condition that εiF is locally free of rank 2 over OS for i ∈ {0, 1}.
In the sequel, we also denote an element of MnaiveG (S) by (F ,G), where F and G are OS-submodules of D0⊗W OS
and D1 ⊗W OS respectively.
The structure of the scheme MnaiveG,K0 := M
naive
G ×SpecZp SpecK0 is essentially studied in [RZ96, 1.42]. More
precisely, we have the following:
Proposition 3.5. The scheme MnaiveG,K0 , and hence M
loc
G,K0
:= M locG ×SpecZp SpecK0 is isomorphic to the Lagrangian
Grassmanian of (DQ,0, ( , )0), which is smooth and irreducible of dimension 3.
Let us consider some open subschemes of MnaiveG,W . For I, J ⊂ {1, 2, 3, 4} with #I = #J = 2, we define an open
subscheme UI,J of M
naive
G,W by
UI,J(S) := {(F ,G) ∈MnaiveG (S) |
⊕
i∈Ic
OSei → (D0 ⊗W OS)/F and
⊕
j∈Jc
OSfj → (D1 ⊗W OS)/G are surjective}
for any W -scheme S. Here Ic and Jc are the complements of I and J in {1, 2, 3, 4} respectively.
Proposition 3.6. Let I and J be as above.
(i) There is an isomorphism UI,J ∼= UJ,I .
(ii) Let I and J be the images of I and J respectively under the permutation (1 2)(3 4) : {1, 2, 3, 4} → {1, 2, 3, 4}.
Then there is an isomorphism UI,J ∼= UI,J .
(iii) If I = {1, 2} or J = {1, 2}, then we have UI,J ×SpecW SpecFp = ∅.
(iv) If I = J = {3, 4}, then we have UI,J ∼= SpecW [t1, t2, t3, t4]/(t1t2 − t3t4 + p). It is regular and smooth
over W outside the unique point x0 ∈ UI,J(Fp), which corresponds to the subspace F of D⊗W Fp such that
ι0(Π)F = 0.
(v) If (I, J) equals ({1, 3}, {1, 3}), ({2, 4}, {2, 4}), ({1, 4}, {2, 3}) or ({2, 3}, {1, 4}), then UI,J ×SpecW SpecFp is
isomorphic to the 3-dimensional affine space over Fp, which smooth and irreducible.
(vi) If I and J do not satisfy the assumptions of (iii), (iv) and (v), then UI,J ×SpecW SpecFp is contained in
some UI′,J′ , where I
′ and J ′ are as in (v).
Take a W -algebra R and (F ,G) ∈ UI,J(R). By the definition of UI,J , F and G are free of rank 2. We write F
and G as column spaces with respect to the basis e1, e2, e3, e4 and f1, f2, f3, f4 respectively, that is,
(F ,G) =
((
X1
X2
)
,
(
Y1
Y2
))
,
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where X1 =
(
x11 x12
x21 x22
)
, X2 =
(
x31 x32
x41 x42
)
, Y1 =
(
y11 y12
y21 y22
)
and Y2 =
(
y31 y32
y41 y42
)
, if
F = R(x11e1 + x21e2 + x31e3 + x41e4)⊕R(x12e1 + x22e2 + x32e3 + x42e4),
G = R(y11f1 + y21f2 + y31f3 + y41f4)⊕R(y12f1 + y22f2 + y32f3 + y42f4)
for xij , yij ∈ R. By Lemma 2.11, F ⊥ G is equivalent to(
tX1
tX2
)( 0 J2
J2 0
)(
Y1
Y2
)
= 0,
and ΠF and ΠG are given by
(
pX2
X1
)
and
(
pY2
Y1
)
respectively.
Proof of Proposition 3.6. Let E2 be the unit matrix of size 2.
(i): Let ψ : Λ0 ⊗Zp W → Λ0 ⊗Zp W be the W -linear map defined by ψ(ei) = fi and ψ(fi) = ei for 1 ≤ i ≤ 4.
Then the morphism MnaiveG,W →MnaiveG,W defined by F 7→ ψ(F) induces a desired isomorphism.
(ii): Let ϕ : Λ0 ⊗Zp W → Λ0 ⊗Zp W be the (OD ⊗Zp W )-linear map defined as follows:
ϕ(e1) = e2, ϕ(e2) = e1, ϕ(f1) = f2, ϕ(f2) = f1.
Then the morphism MnaiveG,W →MnaiveG,W defined by F 7→ ϕ(F) induces a desired isomorphism.
(iii): We may assume I = {1, 2}. Suppose UI,J ×SpecW SpecFp 6= ∅. Let
(F ,G) =
((
E2
X0
)
,
(
X1
X2
))
∈ UI,J ×SpecW SpecFp.
Then, we have ΠF ⊂ G if and only if there exists a 2× 2 matrix R such that(
0
E2
)
=
(
X1
X2
)
R.
By looking at the lower two entries, we obtain E2 = X2R. We may assume X2 = R = E2. Then X1 = 0 and(
E2
tX0
)( 0 J2
J2 0
)(
0
E2
)
=
(
tX0J2 J2
)( 0
E2
)
= J2 6= 0,
which contradicts F ⊥ G.
(iv): Let
(F ,G) =
((
X
E2
)
,
(
Y
E2
))
∈ UI,J .
Then, F ⊥ G is equivalent to
0 =
(
tX E2
)( 0 J2
J2 0
)(
Y
E2
)
= J2Y +
tXJ2.
Moreover, if we write X =
(
x11 x12
x21 x22
)
and Y =
(
y11 y12
y21 y22
)
, then the equality above is equivalent to
(2)
(
y21 − x21 y22 + x11
−y11 − x22 −y12 + x12
)
= 0.
On the other hand, we have ΠF ⊂ G and ΠG ⊂ F if and only if(
pE2
X
)
=
(
Y
E2
)
X,
(
pE2
Y
)
=
(
X
E2
)
Y.
These two equalities are equivalent to
XY = Y X = pE2.
Moreover, under the equality (2), it is translated into
y11y22 − y12y21 = −p.
Therefore we obtain
UI,J ∼= SpecW [t1, t2, t3, t4]/(t1t2 − t3t4 + p),
where t1 := y11, t2 := y22, t3 := y12 and t4 := y21. By the isomorphism above, UI,J ×SpecW SpecFp is smooth over
SpecFp outside x0. On the other hand, UI,J is regular at x0. Indeed, let O be the localization of W [t1, t2, t3, t4] by
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the prime ideal (p, t1, t2, t3, t4), and m be the maximal ideal of O. Then we have an isomorphism between OUI,J ,x0
and O/(t1t2 − t3t4 + p), which is regular since t1t2 − t3t4 + p ∈ m \m2.
(v): By (ii), it suffices to show the assertion for (I, J) = ({1, 3}, {1, 3}), ({1, 4}, {2, 3}).
Case 1. I = {1, 3}, J = {1, 3}. Let
(F ,G) =


1 0
x11 x12
0 1
x21 x22
,

1 0
y11 y12
0 1
y21 y22

 ∈ UI,J ×SpecW SpecFp.
Then, F ⊥ G is equivalent to
(3) 0 =
(
1 x11 0 x21
0 x12 1 x22
)
1
−1
1
−1


1 0
y11 y12
0 1
y21 y22
 = (y21 − x21 y22 − x11y11 − x22 y12 − x12
)
.
Using (3), we have ΠF ⊂ G if and only if
0 0
0 0
1 0
y22 y12
 =

1 0
y11 y12
0 1
y21 y22
(0 01 0
)
,
which concludes that
y12 = 0.
Similarly ΠG ⊂ F is also equivalent to the condition above. Therefore we obtain
UI,J ×SpecW SpecFp ∼= SpecFp[y11, y21, y22].
Case 2. I = {1, 4}, J = {2, 3}. Let
(F ,G) =


1 0
x11 x12
x21 x22
0 1
,

y11 y12
1 0
0 1
y21 y22

 ∈ UI,J ×SpecW SpecFp.
Then, F ⊥ G is equivalent to
(4) 0 =
(
1 x11 x21 0
0 x12 x22 1
)
1
−1
1
−1


y11 y12
1 0
0 1
y21 y22
 = (y21 + x21 y22 − x11x22 − y11 −x12 − y12
)
.
Using (4), we have ΠF ⊂ G if and only if
0 0
0 0
1 0
y22 −y12
 =

y11 y12
1 0
0 1
y21 y22
(0 01 0
)
,
that is,
y12 = 0.
Similarly ΠG ⊂ F is also equivalent to the condition above. Therefore we obtain
UI,J ×SpecW SpecFp ∼= SpecFp[y11, y21, y22].
(vi): By (i) and (ii), it suffices to show the claim for the following six cases:
(I, J) = ({1, 3}, {1, 4}), ({1, 3}, {2, 3}), ({1, 3}, {2, 4}), ({1, 4}, {1, 4}), ({3, 4}, {1, 3}), ({3, 4}, {1, 4}).
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Case 1. I = {1, 3}, J = {1, 4}. Let
(F ,G) =


1 0
x11 x12
0 1
x21 x22
,

1 0
y11 y12
y21 y22
0 1

 ∈ UI,J ×SpecW SpecFp.
Then, F ⊥ G is equivalent to
0 =
(
1 x11 0 x21
0 x12 1 x22
)
1
−1
1
−1


1 0
y11 y12
y21 y22
0 1
 = ( −x11y21 − x21 1− x11y22−x12y21 + y11 − x22 −x12y22 + y12
)
,
Considering the (1, 2)-entries, we obtain that y22 is a unit. Hence UI,J is contained in U{1,3},{1,3}.
Case 2. I = {1, 3}, J = {2, 3}. Let
(F ,G) =


1 0
x11 x12
0 1
x21 x22
,

y11 y12
1 0
0 1
y21 y22

 ∈ UI,J ×SpecW SpecFp.
Then, F ⊥ G is equivalent to
0 =
(
1 x11 0 x21
0 x12 1 x22
)
1
−1
1
−1


y11 y12
1 0
0 1
y21 y22
 = (y21 − x21y11 y22 − x11 − x21y121− x22y11 −x12 − x22y12
)
.
Considering the (2, 1)-entries, we obtain that y11 is a unit. Hence UI,J is contained in U{1,3},{1,3}.
Case 3. I = {1, 3}, J = {2, 4}. Let
(F ,G) =


1 0
x11 x12
0 1
x21 x22
,

y11 y12
1 0
y21 y22
0 1

 ∈ UI,J ×SpecW SpecFp.
Then, we have ΠF ⊂ G if and only if
0 0
0 0
1 0
x11 x12
 =

y11 y12
1 0
y21 y22
0 1
( 0 0x11 x12
)
.
Considering the (3, 1)-entries, we obtain that y22 is a unit. Hence UI,J is contained in U{1,3},{2,3}, which is contained
in U{1,3},{1,3}, see Case 2.
Case 4. I = {1, 4}, J = {1, 4}. Let
(F ,G) =


1 0
x11 x12
x21 x22
0 1
,

1 0
y11 y12
y21 y22
0 1

 ∈ UI,J ×SpecW SpecFp.
Then, we have ΠG ⊂ F if and only if
0 0
0 0
1 0
y11 y12
 =

1 0
x11 x12
x21 x22
0 1
( 0 0y11 y12
)
.
Considering the (3, 1)-entries, we obtain that x22 is a unit. Hence UI,J is contained in U{1,3},{1,4}, which is contained
in U{1,3},{1,3}, see Case 1.
THE SUPERSINGULAR LOCUS 17
Case 5. I = {3, 4}, J = {1, 3}. Let
(F ,G) ∈


x11 x12
x21 x22
1 0
0 1
,

1 0
y11 y12
0 1
y21 y22

 ∈ UI,J ×SpecW SpecFp.
Then, F ⊥ G is equivalent to
0 =
(
x11 x21 1 0
x12 x22 0 1
)
1
−1
1
−1


1 0
y11 y12
0 1
y21 y22
 = (x11y21 + y11 x11y22 − x21 + y12x12y21 − 1 x12y22 − x22
)
,
Considering the (2, 1)-entries, we obtain that x12 is a unit. Hence UI,J is contained in U{1,3},{1,3}.
Case 6. I = {3, 4}, J = {1, 4}. Let
(F ,G) =


x11 x12
x21 x22
1 0
0 1
,

1 0
y11 y12
y21 y22
0 1

 ∈ UI,J ×SpecW SpecFp.
Then, F ⊥ G is equivalent to
0 =
(
x11 x21 1 0
x12 x22 0 1
)
1
−1
1
−1


1 0
y11 y12
y21 y22
0 1
 = (−x21y21 + y11 x11 − x21y22 + y12−x22y21 − 1 x12 − x22y22
)
.
Considering the (2, 1)-entries, we obtain that x22 is a unit. Hence UI,J is contained in U{2,3},{1,4}. 
Proposition 3.7. The scheme Mnaive
G,Fp
is integral of dimension 3.
Proof. By Proposition 3.6 (v), (vi), it suffices to show UI,J ∩U{3,4},{3,4} 6= ∅ for I and J as in Proposition 3.6 (iv).
By Proposition 3.6 (ii), we may assume that (I, J) equals ({1, 3}, {1, 3}) or ({1, 4}, {2, 3}).
Case 1. I = {1, 3}, J = {1, 3}. For (F ,G) ∈ UI,J , it lies in U{3,4},{3,4} if and only if x21 and y21 are units. By
(3), it amounts to saying that y21 is a unit. Hence UI,J ∩ U{3,4},{3,4} is a non-empty open subset of UI,J .
Case 2. I = {1, 4}, J = {2, 3}. For (F ,G) ∈ UI,J , it lies in U{3,4},{3,4} if and only if x21 and y21 are units. By
(4), it amounts to saying that y21 is a unit. Hence UI,J ∩ U{3,4},{3,4} is a non-empty open subset of UI,J . 
Proof of Theorem 3.1. By Propositions 3.6 and 3.7, it suffices to show the equality MnaiveG,W = M
loc
G,W . We have
already seen that it suffices to show the equality over Fp. We follow the proof of [Arz09, Theorem 3.1].
The structure morphism of M locG,W is dominant and projective. Hence we have M
loc
G,Fp
6= ∅. By Chevalley’s
theorem in [EGA IV-3, The´ore`me 13.1.3], any irreducible component of M loc
G,Fp
has dimension at least 3 (in fact, its
dimension is exactly 3 by the flatness of M locG ). Here, we use the irreducibility of M
loc
G,W , which is a consequence of
Proposition 3.5. However M loc
G,Fp
is a closed subscheme of Mnaive
G,Fp
, hence we obtain the equality by Proposition 3.7.
The rest of the assertions follows from Proposition 3.6 (iv). 
4. Description of the set of geometric points of MG
From this section, we start to study the underlying space ofMG. To do this, we use the result of [HP14], which
considered the structure of the Rapoport-Zink space for GU2,2, the unramified unitary similitude group of signature
(2, 2) over Qp (with hyperspecial level structure). In this section we describe the set of points of pZ\MG by specific
self-dual lattices in a certain quadratic space.
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4.1. Rapoport-Zink space for GU2,2. From now on, we write H := GU2,2. For S ∈ NilpW , a p-divisible group
with H-structure over S is a triple (X, ι, λ) consisting of the following data:
• X is a 4-dimensional p-divisible group over S,
• ι : Zp2 → End(X) is a ring homomorphism,
• λ : X → X∨ is a quasi-polarization,
such that the following conditions are fulfilled for any a ∈ Zp2 :
• (Kottwitz condition) det(T − ι(a) | Lie(X)) = (T 2 − TrQp2/Qp(a)T + NQp2/Qp(a))2,
• λ ◦ ι(a) = ι(τ(a))∨ ◦ λ.
Example 4.1. Let (X0, ι0, λ0) be the p-divisible group with G-structure fixed in Section 2.1. Then (X0, ι0|Zp2 , λ0)
is a p-divisible group with H-structure. Note that τ = ∗ on Qp2 ⊂ D.
In this paper, as a framing object we use a p-divisible group with H-structure which follows from a p-divisible
group with G-structure as in Example 4.1. We define MH , the Rapoport-Zink space for H, as the functor that
parameterizes the equivalence classes of (X, ι, λ, ρ) for S ∈ NilpW , where (X, ι, λ) is a p-divisible group with H-
structure over S, and
ρ : X ×S S → X0 ×Spec Fp S
is a Zp2-linear quasi-isogeny such that
ρ∨ ◦ λ0 ◦ ρ = c(ρ)λ
for some locally constant function c : S → Q×p . Two p-divisible groups with H-structures (X1, ι1, λ1, ρ1) and
(X2, ι2, λ2, ρ2) are equivalent if ρ
−1
2 ◦ ρ1 lifts to an isomorphism X1 → X2 over S.
By the same reason as for MG, the functor MH is representable by a formal scheme over Spf W , which is
formally locally of finite type. Moreover, we have MH =
∐
i∈ZM(i)H , where M(i)H is the locus of (X, ι, λ, ρ) such
that c(ρ)(S) ⊂ piZ×p .
Remark 4.2. The formal scheme MH is attached to the Rapoport-Zink datum (Qp2 , τ,Zp2 , V, ( , ), ϕ(b), ϕ ◦
µ, {pnΛ0}n∈Z), where ϕ : G→ H is the closed immersion which follows from regarding V as a Qp2 -vector space by
forgetting the action of Π.
In the following, we identify G as a closed subgroup of H by the morphism as in Remark 4.2.
Proposition 4.3. The morphism
iG,H : MG →MH ; (X, ι, λ, ρ) 7→ (X, ι|Zp2 , λ, ρ)
is a closed immersion. A tuple (X, ι, λ, ρ) in MH lies in the image of i if and only if ρ−1 ◦ ι0(Π) ◦ ρ ∈ End(X).
Proof. First, we show that i is injective. Suppose that two p-divisible groups with G-structures (X1, ι1, λ1, ρ1) and
(X2, ι2, λ2, ρ2) are equivalent as p-divisible groups with H-structures. Let ρ˜ : X1 → X2 be an isomorphism which
lifts ρ2 ◦ ρ−11 . Then ρ˜ commutes with the actions of ι0(Π) by the rigidity of quasi-isogenies. See the assertion after
[RZ96, Definition 2.8]. Thus ρ˜ gives an equivalence between (X1, ι1, λ1, ρ1) and (X2, ι2, λ2, ρ2) as p-divisible groups
with G-structures.
Next, we show the second assertion. It is clear that (X, ι, λ, ρ) in MH which lies in the image of i satisfies the
property ρ−1 ◦ ι0(Π) ◦ ρ ∈ End(X). On the other hand, for (X, ι, λ, ρ) in MH such that ρ−1 ◦ ι0(Π) ◦ ρ ∈ End(X),
we can define an action of Π on X by ρ−1 ◦ ι0(Π) ◦ ρ. Then it is a p-divisible group with G-structure by the rigidity
of quasi-isogenies, and its image under i is identical to (X, ι, λ, ρ).
Finally, by the description of the image above and [RZ96, Proposition 2.9], we obtain that i is a closed immersion.

4.2. pi-special quasi-endomorphisms. In this section, we construct a quadratic subspace LΦ,piQ in End
0(X0) with
a quadratic form f 7→ f ◦ f over Qp, whose elements are called pi-special quasi-endomorphisms. We realize it
as a subspace of the quadratic space LΦQ defined in [HP14, §2.2]. We use such a space to describe combinatorial
properties of the underlying space of MG, which is similar to the case for MH in [HP14].
Let (DQ, F, ( , )) be the polarized D-isocrystal introduced in Definition 2.4. We define a Qp2 ⊗Qp K0-valued
hermitian form 〈 , 〉 on DQ by
〈x, y〉 := 1
2
⊗ (ι0(ε)x, y) + ε
2
⊗ (x, y)
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for x, y ∈ DQ. This is a unique Qp2/Qp-hermitian form such that TrQp2/Qp((ε−1 ⊗ 1)〈 , 〉) = ( , ). We have the
following by definition:
Lemma 4.4. For x, y ∈ DQ, we have 〈F (x), F (y)〉 = pσ(〈x, y〉).
From now on, let us fix an element ζ ∈ Zp2 with NQp2/Qp(ζ) = −1.
Lemma 4.5. There is a K0-basis ei, fj (1 ≤ i, j ≤ 4) of DQ with ei ∈ DQ,0 and fj ∈ DQ,1, such that
〈ei, fj〉 = δij · ε0,
F (e1) = f1, F (e2) = f2, F (e3) = pf3, F (e4) = pf4,
F (f1) = pe1, F (f2) = pe2, F (f3) = e3, F (f4) = e4,
and
ι0(Π)e1 = −ζ−1f2, ι0(Π)e2 = ζ−1f1, ι0(Π)e3 = pζf4, ι0(Π)e4 = −pζf3,
ι0(Π)f1 = pζe2, ι0(Π)f2 = −pζe1, ι0(Π)f3 = −ζ−1e4, ι0(Π)f4 = ζ−1e3.
Here δij is Kronecker’s delta, and ε0 ∈ Qp2 ⊗Qp K0 is the element defined in Definition 2.5.
Proof. Fix a, b ∈ Qp2 ⊂ K0 such that aσ(b)−σ(a)b = ε−1 (for example, put a := 1 and b := −ε−1/2). Let us define
ei and fj as below:
e1 := ae1 + be2, e2 := ζ
−1σ(a)e1 + ζ−1σ(b)e2, e3 := ae3 + be4, e4 := −ζσ(a)e3 − ζσ(b)e4,
f1 := σ(a)f3 + σ(b)f4, f2 := −ζaf3 − ζbf4, f3 := σ(a)f1 + σ(b)f2, f4 := ζ−1af1 + ζ−1bf2.
By Lemmas 2.11 and 4.4, the elements above satisfy the desired conditions. 
Let
∧2
Qp2
DQ be the second exterior power of DQ as a Qp2 ⊗ K0-module. We regard it as a K0-subspace of
End(DQ) by
(x ∧ y)(z) = 〈x, z〉y − 〈y, z〉x
for x, y ∈ DQ. Moreover, we introduce a hermitian form 〈 , 〉 on
∧2
Qp2
DQ by
〈v1 ∧ v2, w1 ∧ w2〉 := 〈v1, w1〉〈v2, w2〉 − 〈v1, w2〉〈v2, w1〉
for any v1, v2, w1, w2 ∈ DQ.
We give two lemmas on this subspace.
Lemma 4.6. Let v ∈ ∧2Qp2 DQ, and regard it as an element of End(DQ) by the injection above. Then, for x, y ∈ DQ
we have
〈x, v(y)〉 = −〈v(x), y〉∗.
Proof. This is pointed out in the proof of [HP14, Proposition 2.8]. However, we make a proof since we use this
assertion in Lemma 4.10 below.
We may assume v = x0 ∧ y0 for some x0, y0 ∈ DQ. In this case, we have
〈x, v(y)〉 = 〈x, 〈x0, y〉y0 − 〈y0, y〉x0〉 = 〈x, y0〉〈x0, y〉∗ − 〈x, x0〉〈y0, y〉∗.
On the other hand we obtain
−〈v(x), y〉∗ = −〈〈x0, x〉y0 − 〈y0, x〉x0, y〉∗ = 〈x, y0〉〈x0, y〉∗ − 〈x, x0〉〈y0, y〉∗,
which concludes the assertion. 
Lemma 4.7. We have
ι0(Π) = pζe1 ∧ e2 − ζ−1e3 ∧ e4 − ζ−1f1 ∧ f2 + pζf3 ∧ f4
as elements in End(DQ).
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Proof. It suffices to show the equality on ei and fj , since they form a K0-basis of DQ. We only prove it for f1.
Other cases are similar.
For the right-hand side, we have
(pζe1 ∧ e2 − ζ−1e3 ∧ e4 − ζ−1f1 ∧ f2 + pζf3 ∧ f4)(f1) = (pζe1 ∧ e2)(f1) = pζ〈e1, f1〉e2.
Moreover, we have
pζ〈e1, f1〉e2 = pζε0e2 = pζe2.
by the property on 〈ei, fj〉 in Lemma 4.5 and e2 ∈ DQ,0. On the other hand, we have ι0(Π)(f1) = pζe2 by the last
property in Lemma 4.5. Hence the equality for f1 follows. 
Let us recall the Hodge star operator on
∧2
Qp2
DQ defined in [HP14, §2.2]. Put
ω := e1 ∧ e2 ∧ e3 ∧ e4 + f1 ∧ f2 ∧ f3 ∧ f4 ∈
4∧
Qp2
DQ.
Then the Hodge star operator ? is the K0-linear map
∧2
Qp2
DQ →
∧2
Qp2
DQ such that for x ∈
∧2
Qp2
DQ, x? satisfies
y ∧ x? = 〈y, x〉ω for any y ∈ ∧2Qp2 DQ.
Remark 4.8. In [HP14, §2.2], they also define the Hodge star operator with respect to αω for any α ∈ Qp2 with
NQp2/Qp(α) = 1. However we use it only for α = 1.
Let us recall the σ-linear endomorphism Φ on End(DQ) introduced in Definition 2.7. It is defined by f 7→
F ◦ f ◦ F−1. We study relations between Φ and ∧2Qp2 DQ.
Lemma 4.9.
(i) For x, y ∈ DQ, we have Φ(x ∧ y) = p−1F (x) ∧ F (y). In particular,
∧2
Qp2
DQ is stable under Φ, that is,
(
∧2
Qp2
DQ,Φ) is a subisocrystal of (End(DQ),Φ).
(ii) For v, w ∈ ∧2Qp2 DQ, we have 〈Φ(v),Φ(w)〉 = σ(〈v, w〉).
(iii) For v, w ∈ ∧2Qp2 DQ, put Φ(v ∧ w) := Φ(v) ∧ Φ(w). Then we have Φ(ω) = ω.
(iv) The map Φ commutes with ?.
Proof. Note that the assertion (i) and (iii) are pointed out after [HP14, Proposition 2.4].
(i): Take z ∈ DQ. Then we have
Φ(x ∧ y)(z) = F (〈x, F−1(z)〉y − 〈y, F−1(z)〉x) = p−1F (σ−1(〈F (x), z〉)y − σ−1(〈F (y), z〉)x).
By Lemma 4.4, we obtain
F (〈x, F−1(z)〉y − 〈y, F−1(z)〉x) = p−1F (σ−1(〈F (x), z〉)y − σ−1(〈F (y), z〉)x)
= p−1(〈F (x), z〉F (y)− 〈F (y), z〉F (x))
= p−1〈F (x), F (y)〉(z),
which implies the desired equality.
(ii): We may assume v = x1 ∧ x2 and w = y1 ∧ y2 for some x1, v2, w1, w2 ∈ DQ. By (i) we have
〈Φ(x1 ∧ x2),Φ(y1 ∧ y2)〉 = p−2〈F (x1) ∧ F (x2), F (y1) ∧ F (y2)〉
= p−2〈F (x1), F (y1)〉〈F (x2), F (y2)〉 − p−2〈F (x1), F (y2)〉〈F (x2), F (y1)〉.
On the other hand, we have
p−2〈F (x1), F (y1)〉〈F (x2), F (y2)〉 − p−2〈F (x1), F (y2)〉〈F (x2), F (y1)〉
= σ(〈x1, y1〉)σ(〈x2, y2〉)− σ(〈x1, y2〉)σ(〈x2, y1〉)
= σ(〈x1 ∧ x2, y1 ∧ y2〉).
Therefore the assertion follows.
(iii): By (i), we have
Φ(ω) = p−2(F (e1) ∧ F (e2) ∧ F (e3) ∧ F (e4) + F (f1) ∧ F (f2) ∧ F (f3) ∧ F (f4)).
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Using the second property of ei and fj in Lemma 4.5, we obtain
p−2(F (e1) ∧ F (e2) ∧ F (e3) ∧ F (e4) + F (f1) ∧ F (f2) ∧ F (f3) ∧ F (f4)) = ω,
which implies the assertion.
(iv): Take v, w ∈ ∧2Qp2 DQ. By (ii), we have
Φ(w) ∧ Φ(v)? = 〈Φ(w),Φ(v)〉ω = σ(〈w, v〉)ω.
On the other hand, we have
Φ(w) ∧ Φ(v?) = Φ(w ∧ v?) = Φ(〈w, v〉ω) = σ(〈w, v〉)ω
by (iii) and the definition of ?. Hence we have Φ(v)? = Φ(v?). 
Now we define a map pi as follows:
pi : End(DQ)→ End(DQ); h 7→ ι0(εΠ) ◦ h ◦ ι0(εΠ)−1
We have pi2 = idEnd(DQ) by definition.
Lemma 4.10.
(i) For any v ∈ ∧2Qp2 DQ, we have pi(v) = −ι0(Π)−1 ◦ v ◦ ι0(Π).
(ii) For x ∧ y ∈ ∧2Qp2 DQ with x, y ∈ DQ, we have pi(x ∧ y) = p−1(ι0(Π)x ∧ ι0(Π)y. In particular, ∧2Qp2 DQ is
stable under pi.
(iii) For v, w ∈ ∧2Qp2 DQ, we have 〈pi(v), pi(w)〉 = 〈v, w〉∗.
(iv) For v, w ∈ ∧2Qp2 DQ, put pi(v ∧ w) := pi(v) ∧ pi(w). Then, for a ∈ Qp2 we have pi(ι0(a)ω) = ι0(a∗)ω.
(v) The map pi commutes with Φ and ?.
Proof. (i): This follows from the equality ι0(ε) ◦ v = −v ◦ ι0(ε).
(ii): Take z ∈ DQ. By (i) and Lemmas 4.7, 4.6, we have
pi(x ∧ y)(z) = −ι0(Π)−1(〈x, ι0(Π)z〉y − 〈y, ι0(Π)z〉x) = ι0(Π)−1(〈ι0(Π)x, z〉∗y − 〈ι0(Π)y, z〉∗x).
Since Πa = a∗Π for any a ∈ Qp2 , we obtain
ι0(Π)
−1(〈ι0(Π)x, z〉∗y − 〈ι0(Π)y, z〉∗x) =p−1(〈ι0(Π)x, z〉ι0(Π)y − 〈ι0(Π)y, z〉ι0(Π)x)
=p−1(ι0(Π)x ∧ ι0(Π)y)(z),
which implies the desired equality.
(iii): We may assume v = x1 ∧ x2 and w = y1 ∧ y2 for some x1, x2, y1, y2 ∈ DQ. By (ii) we have
〈pi(x1 ∧ x2), pi(y1 ∧ y2)〉 = p−2〈ι0(Π)x1 ∧ ι0(Π)x2, ι0(Π)y1 ∧ ι0(Π)y2〉
= p−2〈ι0(Π)x1, ι0(Π)y1〉〈ι0(Π)x2, ι0(Π)y2〉 − p−2〈ι0(Π)x1, ι0(Π)y2〉〈ι0(Π)x2, ι0(Π)y1〉.
Note that we can apply Lemma 4.6 by Lemma 4.7. Hence we have
p−2〈ι0(Π)x1, ι0(Π)y1〉〈ι0(Π)x2, ι0(Π)y2〉 − p−2〈ι0(Π)x1, ι0(Π)y2〉〈ι0(Π)x2, ι0(Π)y1〉
= 〈x1, y1〉∗〈x2, y2〉∗ − 〈x1, y2〉∗〈x2, y1〉∗
= 〈x1 ∧ x2, y1 ∧ y2〉∗.
Therefore the assertion follows.
(iv): By (ii), we have
pi(ι0(a)ω) = p
−2(aι0(Π)e1 ∧ ι0(Π)e2 ∧ ι0(Π)e3 ∧ ι0(Π)e4 + σ(a)ι0(Π)f1 ∧ ι0(Π)f2 ∧ ι0(Π)f3 ∧ ι0(Π)f4).
Using the last property of ei and fj in Lemma 4.5, we obtain
p−2(aι0(Π)e1 ∧ ι0(Π)e2 ∧ ι0(Π)e3 ∧ ι0(Π)e4 + σ(a)ι0(Π)f1 ∧ ι0(Π)f2 ∧ ι0(Π)f3 ∧ ι0(Π)f4)
= σ(a)e1 ∧ e2 ∧ e3 ∧ e4 + af1 ∧ f2 ∧ f3 ∧ f4.
On the other hand, we have
ι0(a
∗)ω = σ(a)e1 ∧ e2 ∧ e3 ∧ e4 + af1 ∧ f2 ∧ f3 ∧ f4,
since σ(a) = a∗. Hence the assertion follows.
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(v): The first assertion follows from the commutativity of ι0(Π) and F . For the second assertion, take any
v, w ∈ ∧2Qp2 DQ. By (iii) we have
pi(w) ∧ pi(v)? = 〈pi(w), pi(v)〉ω = 〈w, v〉∗ω = 〈w, v〉∗ω.
On the other hand, by (iv) we have
pi(w) ∧ pi(v?) = pi(w ∧ v?) = pi(〈w, v〉ω) = 〈w, v〉∗ω.
Thus the assertion follows. 
We set
LQ := {v ∈
2∧
Qp2
DQ | v? = v},
endowed with a quadratic form over K0 by Q(v) := v ◦ v (see [HP14, Proposition 2.4 (2)] for the map Q being
K0-valued). Define the associated symmetric bilinear form [ , ] on LQ by
[v, w] = Q(v + w)−Q(v)−Q(w).
By Lemma 4.9 (iv), (LQ,Φ) becomes an isocrystal of slope 0. Hence we can consider a Qp-vector space LΦQ, the
Φ-fixed part of LQ. The structure of LΦQ is determined in [HP14, Proposition 2.6]. Here we refine their assertion.
Definition 4.11. (cf. the proof of [HP14, Proposition 2.6]) We define xi (1 ≤ i ≤ 6) in LQ as follow:
x1 := e1 ∧ e2 + f3 ∧ f4, x2 := e3 ∧ e4 + f1 ∧ f2,
x3 := e1 ∧ e3 + f4 ∧ f2, x4 := e4 ∧ e2 + f1 ∧ f3,
x5 := e1 ∧ e4 + f2 ∧ f3, x6 := e2 ∧ e3 + f1 ∧ f4.
Then we have
([xi, xj ])1≤i,j≤6 =

0 −1
−1 0
0 −1
−1 0
0 −1
−1 0
.
Next, we (re-)define the elements yi (1 ≤ i ≤ 6) in LQ by
y1 := pζx1 − ζ−1x2 = ι0(Π), y2 := ε(pζx1 + ζ−1x2),
y3 := x3 + x4, y4 := ε(x3 − x4),
y5 := x5 + x6, y6 := ε(x5 − x6).
Then the Gram matrix is given by
(
[yi, yj ]
2
)
1≤i,j≤6
=

p
−ε2p
−1
ε2
−1
ε2

and hence y1, . . . , y6 form an orthogonal basis of L
Φ
Q. Put
LΦ,piQ := {v ∈ LΦQ | pi(v) = v},
LΦ,−piQ := {v ∈ LΦQ | pi(v) = −v}.
Then pi(yi) = yi for 2 ≤ i ≤ 6 by the last property in Lemma 4.5. On the other hand, we have pi(y1) = −y1 by
definition. Therefore we have LΦ,piQ =
⊕6
i=2 yiQp and L
Φ,−pi
Q = y1Qp. Consequently, we obtain the following:
Proposition 4.12.
(i) We have an orthogonal decomposition LΦQ = L
Φ,pi
Q ⊕ LΦ,−piQ . Moreover, LΦ,−piQ = y1Qp and it is the unique
orthogonal complement of LΦ,piQ in L
Φ
Q. Hence pi is the reflection on L
Φ
Q with respect to y1.
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(ii) The discriminant of (LΦ,piQ , Q) is equal to −ε2p. The Hasse invariant of (LΦ,piQ , Q) equals 1.
4.3. Exceptional isomorphisms. First, let us recall basic facts of the theory of Clifford algebras and spinor
similitude groups. See also [Bas74].
Let U be a finite-dimensional quadratic space over a field k, and C(U) the Clifford algebra of U . We have a
Z/2-grading which is denoted by
C(U) = C+(U)⊕ C−(U).
We regard U as a subspace of C−(U). We have a canonical involution v 7→ v′ on C(U) which is characterized by
(v1 · · · vn)′ = vn · · · v1 for v1, . . . , vn ∈ U .
We define an algebraic group GSpin(U) over k by
GSpin(U)(R) = {g ∈ (C+(U)⊗k R)× | g(U ⊗k R)g−1 = U ⊗k R, g′g ∈ R×}
for any k-algebra R. There is an exact sequence of algebraic groups over k:
1→ Gm → GSpin(U)→ SO(U)→ 1.
Here the morphism GSpin(U)→ SO(U) is defined as
GSpin(U)(R)→ SO(U)(R); g 7→ [v 7→ gvg−1]
for any k-algebra R.
We apply the results above to LpiQ, the pi-invariant part of LQ. The inclusion L
pi
Q ⊂ End(DQ) induces an injection
i : C(LpiQ)→ End(DQ)
by [HP14, Proposition 2.4 (2)]. It commutes with the actions of Φ by definition.
Proposition 4.13. The injection i induces an isomorphism
C+(LpiQ) ∼= EndD(DQ).
Proof. If v ∈ LpiQ then we have v ◦ ι(d) = −ι(d) ◦ v for d ∈ {ε,Π}. Hence the image of C+(LpiQ) by the injection i is
contained in EndD(DQ). On the other hand, we have dimK0 C+(LpiQ) = 25−1 = 16 since dimK0 LpiQ = 5. Moreover,
we have dimK0 EndD(DQ) = 16 since DQ is free of rank 2 over D ⊗Qp K0. Therefore the image of C+(LpiQ) by the
injection i equals EndD(DQ). 
Let R be a Qp-algebra. We define an action of H(K0 ⊗Qp R) on End(DQ ⊗Qp R) = End(DQ)⊗Qp R; cf. [HP14,
§2.6] for R = Qp. It is defined by
h · f := h ◦ f ◦ h−1
for h ∈ H(K0 ⊗Qp R) and f ∈ End(DQ)⊗Qp R. If x ∧ y ∈
∧2
Qp2
DQ with x, y ∈ DQ, then we have
g · (x ∧ y) = sim(g)−1g(x) ∧ g(y).
On the other hand, let
H0(K0 ⊗Qp R) = {h ∈ H(K0 ⊗Qp R) | sim(h)2 = det Qp2⊗Qp (K0⊗QpR)(h)}.
Then the action of h ∈ H(K0⊗QpR) commutes with ? if and only if h ∈ H0(K0⊗QpR). See [HP14, §2.3]. Moreover,
[HP14, Proposition 2.7] shows that there is an isomorphism of groups between H0(K0) and GSpin(LQ)(K0), which
commutes with the actions on LQ.
Remark 4.14. The groups H(K0) and H
0(K0) are identical to the groups GU(DQ) and GU0(DQ) in [HP14, §2.3]
respectively.
We identify DQ,1 as a dual space of DQ,0 by
( , ) : DQ,0 × DQ,1 → K0.
We also denote an element of H(K0 ⊗Qp R) as (h0, h1), where hi ∈ GL(DQ,i ⊗Qp R) for i ∈ {0, 1}. Then we have
following:
Lemma 4.15.
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(i) We have two homomorphisms
H(K0 ⊗Qp R)→ GL(DQ,0 ⊗Qp R)×Gm(R);h 7→ (h0, sim(h)),
GL(DQ,0 ⊗Qp R)×Gm(R)→ H(K0 ⊗Qp R); (h0, c) 7→ (h0, c(h∧0 )−1).
Here (h∧0 )
−1 is the dual map of h0. They are inverse to each other.
(ii) For h = (h0, h1) ∈ H(K0 ⊗Qp R), we have equalities
det Qp2⊗Qp (K0⊗QpR)(h) = (detK0⊗QpR(h0),detK0⊗QpR(h1)) = (detK0⊗QpR(h0), sim(h)
4 detK0⊗QpR(h0)
−1).
in Qp2 ⊗Qp (K0 ⊗Qp R) ∼= (K0 ⊗Qp R)× (K0 ⊗Qp R).
Lemma 4.16. The group G(K0 ⊗Qp R) is contained in H0(K0 ⊗Qp R).
Proof. Take h = (h0, h1) ∈ H(K0 ⊗Qp R). By Lemma 4.15, we have sim(h)2 = detQp2⊗Qp (K0⊗QpR)(h) if and
only if sim(h)2 = detK0⊗QpR(h0). On the other hand, the map above induces an isomorphism G(K0 ⊗Qp R) ∼=
GSp(DQ,0)(K0 ⊗Qp R) by Proposition 2.9 (i). Then the square of the similitude equals the determinant for all
elements in G(K0 ⊗Qp R) since dimK0 DQ,0 = 4. 
By Lemma 4.16, G(K0 ⊗Qp R) acts on LpiQ ⊗Qp R as the same formula for the action of H0(K0 ⊗Qp R) on
End(DQ)⊗Qp R, (
∧2
Qp2
DQ)⊗Qp R or LQ ⊗Qp R.
Proposition 4.17. The isomorphism EndD(DQ) ∼= C+(LpiQ) induces an isomorphism G(K0⊗QpR) ∼= GSpin(LpiQ)(R),
which commutes with the actions on LpiQ ⊗Qp R.
Proof. We follow the proof of [HP14, Proposition 2.7]. Take a Qp-algebra R and g ∈ (EndD(DQ) ⊗Qp R) ∼=
(C+(LpiQ) ⊗ R)×. Note that we have 〈gx, y〉 = 〈x, g′y〉 for any x, y ∈ DQ ⊗Qp R by Lemma 4.6. It is equivalent to
the condition that (gx, y) = (x, g′y) for any x, y ∈ DQ ⊗Qp R.
First, suppose g ∈ G(K0 ⊗Qp R). By Lemma 4.16, the action of g on EndD(DQ) ⊗Qp R preserves the subspace
LQ ⊗Qp R. Furthermore, the action of g also preserves LpiQ ⊗Qp R since g is D-linear. On the other hand, by the
argument above we have
(x, (g′g) · y) = (g · x, g · y) = sim(g)(x, y)
for any x, y ∈ DQ ⊗Qp R. We therefore obtain g′g = sim(g) ∈ R×, which concludes g ∈ GSpin(LpiQ)(R). Second,
suppose g ∈ GSpin(LpiQ)(R). Then we have g′g ∈ R× and
(g(x), g(y)) = (x, (g′g)(y)) = (g′g)(x, y)
for any x, y ∈ DQ ⊗Qp R. Hence we have (g, (g′g)) ∈ G(K0 ⊗Qp R).
The compatibility with the action on LpiQ ⊗Qp R is a consequence of the definition. 
Taking the Φ-invariants of the isomorphism in Proposition 4.17 for any Qp-algebra R, we obtain the following:
Corollary 4.18. There is an isomorphism J → GSpin(LΦ,piQ ) of algebraic groups over Qp. Therefore there is an
isomorphism Jad ∼= SO(LΦ,piQ ) of algebraic groups over Qp. Here Jad is the adjoint group of J , which is isomorphic
to PGSp(V0).
In the end of this subsection, we give a canonical description of the quadratic space (LΦ,piQ ,−ε2pQ), which will
be used in Section 5.3.
Lemma 4.19. Regard C(LQ) as a subspace of End(DQ) by the injection i : C(LQ)→ End(DQ). Then we have
ε−2y2y3y4y5y6 = ι0(εΠ).
Proof. It is enough to show the equality on ei and fj . Moreover, it suffices to show the equality on ei, since fj can
be written by ei; see the last part of Lemma 4.5. Then the equality follows from a direct computation. We only
check it for e1 in the sequel. Other cases are similar.
For the right-hand side, we have
ι0(εΠ)(e1) = ι0(ε)− ζ−1f2 = εζ−1f2
by the last property of Lemma 4.5. On the other hand, for the left-hand side, we have
ε−2y2y3y4y5y6(e1) = −ε−1y2y3y4y5(f4) = ε−1y2y3y4(e1) = −y2y3(f3) = y2(e1) = εζ−1f2.
Hence the equality for e1 follows. 
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Put
E0 := {f ∈ End0OD (X0) | λ0 ◦ f = f∨ ◦ λ0,TrdEnd0OD (X0)/Qp(f) = 0}.
Note that the condition λ0 ◦ f = f∨ ◦ λ0 is equivalent to the condition that (f(x), y) = (x, f(y)) for all x, y ∈ DQ,
under the isomorphism End0OD (X0) ∼= EndD(DQ)Φ.
Proposition 4.20. We have an equality ι0(εΠ)L
Φ,pi
Q = E0 in End(DQ,0).
Proof. By Lemma 4.19 and [KR00, A.3, Lemma], we have an equality
ι0(εΠ)L
Φ,pi
Q = {f ∈ C+(LΦ,piQ ) | f ′ = f, TrdC+(LΦ,piQ )/Qp(f) = 0}.
in C(LΦ,piQ ). To show the equality of E0 and the right-hand side of the equality above, it suffices to show that we
have f = f ′ if and only if λ0 ◦ f = f∨ ◦ λ0, under the isomorphism C+(LΦ,piQ ) ∼= End0OD (X0). Take any x, y ∈ DQ.
Then we have 〈f(x), y〉 = 〈x, f ′(y)〉 by Lemma 4.6. This equality is equivalent to the formula (f(x), y) = (x, f ′(y))
by the definition of 〈 , 〉. Therefore the assertion follows. 
Corollary 4.21.
(i) The map q : E0 → End(DQ); f 7→ f2 is Qp-valued.
(ii) We regard E0 as a quadratic space over Qp by q. Then there is an isomorphism (LΦ,piQ ,−ε2pQ) ∼= E0 of
quadratic spaces over Qp.
Proof. (i): By Lemma 4.10 (i), the element ι0(εΠ) ∈ C(LΦ,piQ ) is central. Hence we have
f2 = ι0(εΠ)
2(ι0(εΠ)
−1f)2 = −pε2Q(ι0(εΠ)−1f),
which is Qp-valued.
(ii): The Qp-linear map LΦQ → E0 ; v 7→ ι0(εΠ)v gives a desired isomorphism. 
Remark 4.22. We can also prove Corollary 4.21 (i) by [KR00, A.3, Lemma] and the equivalence between λ0 ◦ f =
f∨ ◦ λ0 and f ′ = f .
Finally, we give a basis of E0 and L
Φ,pi
Q . Write an element of E0 ⊂ End0OD (X0) ∼= End(V0) as a matrix with
respect to the basis e′1, e
′
2, e
′
3, e
′
4 (for definitions of V0 and e
′
i, see Definitions 2.6 (iii) and 2.12 respectively). Define
elements f ′i ∈ E0 (1 ≤ i ≤ 5) as follow:
f ′1 :=

0 1
0 0
0 1
0 0
, f ′2 :=

1 0
0 −1
, f ′3 :=

1
−1
−1
1
, f ′4 :=
1 0
0 −1
, f ′5 :=

0 0
1 0
0 0
1 0
.
Then f ′1, . . . , f
′
5 form an orthogonal basis of E0 whose Gram matrix is I5, see Notation 1.4 for the symplectic
similitude group.
Definition 4.23. Put
wi := ι0(εΠ)
−1f ′i ∈ End(DQ)
for 1 ≤ i ≤ 5. We have wi ∈ LΦ,piQ by Proposition 4.20.
Note that w1, . . . , w5 form an orthogonal basis of L
Φ,pi
Q whose Gram matrix is −ε−2p−1I5.
4.4. Π-stable Dieudonne´ lattices and pi-special lattices. In this section, let k/Fp be a field extension, W (k)
the Cohen ring of k and K := FracW (k). We construct a bijection between the k-rational points of pZ\MG and
the set of certain lattices in LQ ⊗K0 K, which is compatible with that of H in [HP14, Corollary 2.14]. First, we
recall the bijection in [HP14, §2.4]. A Dieudonne´ lattice in DQ,K := DQ ⊗K0 K is a Zp2-stable W (k)-lattice M in
DQ,K satisfying the following conditions:
• M∨ = piM for some i ∈ Z,
• pM ⊂ F−1(pM) ⊂M ,
• dimkM/F−1(pM) = 4.
There is a relation between Dieudonne´ lattices andMH as follows. It is based on the theory of windows, see [Zin01].
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Theorem 4.24. ([HP14, Corollary 2.11]) There is a bijection
MH(k) ∼= {Dieudonne´ lattices in DQ,K}.
On the other hand, a special lattice in LQ,K := LQ ⊗K0 K is a self-dual lattice L in LQ,K such that
lengthW (k)(L+ Φ∗(L))/L = 1,
where Φ∗(L) is the W (k)-lattice in LQ,K generated by Φ(L). They are related as follows:
Theorem 4.25. ([HP14, Corollary 2.14]) The map
pZ\{Dieudonne´ lattices in DQ,K} → {special lattices in LQ,K}
which is defined by
M 7→ L(M) := {v ∈ LQ,K | v(F−1(pM)) ⊂ F−1(pM)}
is bijective.
Remark 4.26. The original proof of Theorem 4.25 needs a little modification. We will consider it more precisely
in Appendix A.
Definition 4.27. (i) A Π-stable Dieudonne´ lattice in DQ,K is a Dieudonne´ lattice M in DQ,K such that
ΠM ⊂M .
(ii) A pi-special lattice in LQ,K is a special lattice L in LQ,K containing y1.
The following follows from Proposition 4.3:
Proposition 4.28. The bijection in Theorem 4.24 induces a bijection
MG(k) ∼= {Π-stable Dieudonne´ lattices in DQ,K}.
Next, we describe a correspondence between Π-stable Dieudonne´ lattices in DQ,K and Π-special lattices in LQ,K ,
using the bijection in Theorem 4.25.
Proposition 4.29. The bijection in Theorem 4.25 induces a bijection
pZ\{Π-stable Dieudonne´ lattices in DQ,K} → {pi-special lattices in LQ,K}.
Proof. Let M be a Dieudonne´ lattice in DQ,K , and denote the corresponding special lattice in LQ,K by L. By
the definition of the bijection in Theorem 4.25, M is Π-stable if and only if y1 ∈ L, that is, L is pi-special since
y1 = ι0(Π). 
Finally, we give a relation between the action of Π and the map pi, which will be used in Section 5.2:
Proposition 4.30. Let M be a Π-stable Dieudonne´ lattice in DQ,K and L a corresponding pi-special lattice in LQ,K
under the bijection in Proposition 4.29.
(i) If M corresponds to a point of M(i)G (k) for some i ∈ Z. Then both ι0(Π)M and F (M) are also Π-stable
Dieudonne´ lattices in DQ,K , and the corresponding points of MG(k) lie in M(i−1)G .
(ii) Under the bijection in Proposition 4.29, ι0(Π)M and F (M) correspond to pi(L) and Φ(L) respectively.
Proof. (i): We only prove the assertion for ι0(Π)M . Other case is similar. Since the action of Π commutes with F ,
we can see that ι0(Π)M satisfies the conditions of Π-stable Dieudonne´ lattices except for that of relation with the
dual. However, using the assumption M∨ = piM and Lemma 2.1, we have (ι0(Π)M)∨ = pi−1ι0(Π)M . Therefore
the assertion for ι0(Π)M follows.
(ii): This follows from the definition of the bijection in Proposition 4.29. 
5. Vertex lattices and Bruhat-Tits stratification
In this section, we define the notion of vertex lattices. They can be written in terms of the Bruhat-Tits building
of SO(LΦ,piQ )(Qp). We introduce the closed formal subschemes attached to vertex lattices and construct the locally
closed stratification by them. Next, using the exceptional isomorphism Jad(Qp) ∼= SO(LΦ,piQ )(Qp), we rewrite the
stratification above the Bruhat-Tits building of Jad(Qp). As an application of this, we also prove some properties
of the J-action on MredG .
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5.1. Vertex lattices. First, we introduce the notion of vertex lattices, which will be indices of a locally closed
stratification of MG.
Definition 5.1. • A vertex lattice is a lattice Λ ⊂ LΦ, piQ such that pΛ ⊂ Λ∨ ⊂ Λ. We call t(Λ) :=
dimFp(Λ/Λ
∨) the type of Λ.
• We denote the set of all vertex lattices by VL.
Lemma 5.2. For Λ ∈ VL, we have t(Λ) ∈ {1, 3, 5}.
Proof. Fix an orthogonal Zp-basis v1, . . . , v5 of Λ (this is possible since p > 2). Then we have
t(Λ) = −
5∑
i=1
ordp(Q(vi))
and 0 ≤ t(Λ) ≤ 5 by the definition of vertex lattices. On the other hand, we have
ordp(disc(L
Φ,pi
Q )) =
5∑
i=1
ordp(Q(vi)),
where disc(LΦ,piQ ) is the discriminant of L
Φ,pi
Q . By Proposition 4.12 (ii), we know that ordp(disc(L
Φ,pi
Q )) is odd.
Therefore t(Λ) is also odd. 
For t ∈ {1, 3, 5}, we set VL(t) := {Λ ∈ VL | t(Λ) = t}.
Proposition 5.3. We have VL(t) 6= ∅ for each t ∈ {1, 3, 5}.
Proof. Let Λ′i (1 ≤ i ≤ 3) be lattices in LΦ,piQ as below:
Λ′1 := Zpw1 ⊕ Zpw2 ⊕ Zpw3 ⊕ Zppw4 ⊕ Zppw5,
Λ′2 := Zpw1 ⊕ Zpw2 ⊕ Zpw3 ⊕ Zpw4 ⊕ Zppw5,
Λ′3 := Zpw1 ⊕ Zpw2 ⊕ Zpw3 ⊕ Zpw4 ⊕ Zpw5.
Then we have Λ′i ∈ VL(2i− 1). 
Next, we consider combinatorial properties of vertex lattices.
Definition 5.4. For Λ ∈ VL, put SO(Λ) := {g ∈ SO(LΦ,piQ )(Qp) | g · Λ = Λ}.
Proposition 5.5.
(i) If Λ ∈ VL(1) unionsqVL(3). Then
#{Λ′ ∈ VL(5) | Λ ⊂ Λ′} =
{
2(p+ 1) if t(Λ) = 1,
2 if t(Λ) = 3.
(ii) If Λ ∈ VL(3). Then #{Λ′ ∈ VL(1) | Λ′ ⊂ Λ} = p+ 1.
(iii) Let Λ ∈ VL(5). For t ∈ {1, 3}, the group Stab(Λ) acts transitively on the set {Λ′ ∈ VL(t) | Λ′ ⊂ Λ}, which
has exactly (p+ 1)(p2 + 1)-elements.
(iv) If Λ1 ∈ VL(5) and Λ2 ∈ VL(3). Then #{Λ ∈ VL(5) | Λ ∩ Λ1 = Λ2} = 1.
(v) If Λ1 ∈ VL(5) and Λ2 ∈ VL(1). Then #{Λ ∈ VL(5) | Λ ∩ Λ1 = Λ2} = p.
To show the assertions above, we need some results about quadratic spaces over finite fields. We denote by HFp
the hyperbolic plane over Fp. Moreover, we endow a 1-dimensional space Fp with the norm form.
Definition 5.6. For Λ ∈ VL, let
Ω0(Λ) := Λ/Λ
∨, Ω′0(Λ) := Λ
∨/pΛ.
These are Fp-vector space. We endow Ω0(Λ) and Ω′0(Λ) with quadratic forms −ε2pQ mod p and Q mod p respec-
tively.
Lemma 5.7. Let Λ ∈ VL.
(i) If Λ ∈ VL(t) for some t ∈ {1, 3} then there is an isomorphism Ω′0(Λ) ∼= H⊕(5−t(Λ))/2Fp of quadratic spaces
over Fp.
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(ii) If Λ ∈ VL(t) for some t ∈ {3, 5} then there is an isomorphism Ω0(Λ) ∼= H⊕(t(Λ)−1)/2Fp ⊕ Fp of quadratic
spaces over Fp.
Proof. We will only prove the assertion (i) for t(Λ) = 3. The other assertions follow by the same argument.
Take an orthogonal basis v1, . . . , v5 over Zp of Λ. Since Λ ∈ VL(3), after permuting vi, we may write
Q(vi) =
{
ui if i = 1, 2,
p−1ui if 3 ≤ i ≤ 5
for some ui ∈ Z×p . Then we have Λ∨/pΛ = Fpv1 ⊕ Fpv2. Using the basis vi, the Hasse invariant of LΦ,piQ equals
(p,−u1u2)p, where ( , )p is the Hilbert symbol with respect to p. On the other hand, Proposition 4.12 (ii) implies
(p,−u1u2)p = 1, that is, u1u2 = −1 in Z×p /(Z×p )2. Therefore we have det(Λ∨/pΛ) = −1 in F×p /(F×p )2, which implies
that Λ∨/pΛ is isomorphic to HFp . 
Lemma 5.8.
(i) For t ∈ Z>0, the group SO(H⊕tFp ⊕ Fp)(Fp) acts transitively on the set of all isotropic lines in H⊕tFp ⊕ Fp.
The number of non-zero isotropic vectors in H⊕tFp ⊕ Fp equals
∑2t−1
i=0 p
i.
(ii) The group SO(H⊕2Fp ⊕ Fp)(Fp) acts transitively on the set of all totally isotropic subspaces of dimension 2
in H⊕2Fp ⊕ Fp. The number of the set above equals (p+ 1)(p2 + 1).
(iii) The number of isotropic lines in HFp equals 2.
(iv) The number of totally isotropic subspaces of dimension 2 in H⊕2Fp equals 2(p+ 1).
(v) Let W be a totally isotropic subspaces of dimension 2 in H⊕2Fp . Then the number of Lagrangian subspace
W ′ 6= W in H⊕2Fp such that W ∩W ′ = {0} equals p.
Proof. These follow from [Wil00, 3.7.2, 3.7.4]. 
If g ∈ SO(Λ), then we have g(Λ∨) = Λ∨, which concludes that g|Λ induces an element of SO(Ω0(Λ))(Fp). Hence
we obtain a homomorphism
redΛ : SO(Λ)→ SO(Ω0(Λ))(Fp); g 7→ gΛ.
Lemma 5.9. Under the notation above, we further assume that Λ ∈ VL(5). Then the homomorphism redΛ is
surjective.
Proof. The lattice E(Λ) := ι0(εΠ)Λ in E0 is self-dual. Let SO(E(Λ)) be the algebraic group over Zp. Then we have
SO(E(Λ))(Zp) ∼= SO(Λ). Furthermore it induces isomorphisms
SO(E(Λ))(Fp) ∼= SO(Ω0(Λ))(Fp) ∼= SO(H⊕2Fp ⊕ Fp)(Fp).
Since p > 2, the algebraic group SO(E(Λ)) is smooth over Zp. Therefore the homomorphism SO(E(Λ))(Zp) →
SO(E(Λ))(Fp) is surjective by [Fu15, Proposition 2.8.13], which concludes the assertion. 
Proof of Proposition 5.5. (i): We have a bijection below:
{Λ′ ∈ VL(5) | Λ ⊂ Λ′} ∼=−→ {W ⊂ Ω′0(Λ): Fp-subspace |W = W⊥}; Λ′ 7→ pΛ′/pΛ.
By Lemma 5.7 (i) and Lemma 5.8 (iii), (iv), the number of the set in the right-hand side equals{
2(p+ 1) if t(Λ) = 1,
2 if t(Λ) = 2.
Hence the assertion follows.
(ii): We have a bijection below, which commutes with actions of Stab(Λ) and SO(Ω0(Λ))(Fp):
{Λ′ ∈ VL(1) | Λ′ ⊂ Λ} ∼=−→ {P ⊂ Ω0(Λ): Fp-subspace | 0 6= P ⊂ P⊥}; Λ′ 7→ (Λ′)∨/Λ∨.
By Lemma 5.7 (ii) and Lemma 5.8 (i), SO(Ω0(Λ))(Fp) acts transitively on the set in the right-hand side, which has
exactly p+ 1-elements. Hence the assertion follows from Lemma 5.9.
(iii): We have a bijection below:
{Λ′ ∈ VL(t) | Λ′ ⊂ Λ} ∼=−→ {P ⊂ Ω0(Λ): Fp-subspace | 0 6= P ⊂ P⊥,dimFp P = (5− t)/2}; Λ′ 7→ (Λ′)∨/pΛ.
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By Lemma 5.7 (ii) and Lemma 5.8 (ii), the number of the set in the right-hand side equals (p+1)(p2 +1). Applying
Lemma 5.9 to Λ, we obtain the assertion.
(iv): The bijection in the proof of (i) for Λ = Λ2 induces a bijection
{Λ ∈ VL(5) | Λ2 ⊂ Λ, Λ ∩ Λ1 = Λ2}
∼=−→ {W ⊂ Ω′(Λ2) : Fp-subspace |W = W⊥,W ∩ (pΛ1/pΛ) = {0}}.
By Lemma 5.8 (iii), the number of the right-hand side of the bijection above equals 1. Hence the assertion follows.
(v): The bijection in the proof of (i) for Λ = Λ2 induces a bijection
{Λ ∈ VL(5) | Λ2 ⊂ Λ, Λ ∩ Λ1 = Λ2}
∼=−→ {W ⊂ Ω′(Λ2) : Fp-subspace |W = W⊥,W ∩ (pΛ1/pΛ) = {0}}.
By Lemma 5.8 (v), the number of the right-hand side of the bijection above equals p. Hence the assertion follows.

Next, we state the property which concerns with the connectedness of M(0)G . The proof is exactly the same as
that of [HP17, Proposition 5.1.5]:
Proposition 5.10. For any Λ,Λ′ ∈ VL, there is a sequence
Λ0 = Λ,Λ1, . . . ,Λn = Λ
′
such that every Λi lies in VL, and we have either Λi ⊂ Λi+1 or Λi ⊃ Λi+1 for each i ∈ {0, . . . , n− 1}.
In the sequel, we call a vertex lattice in the sense of [HP14, Definition 2.17] an H-vertex lattice. Denote by VLH
the set of all H-vertex lattices. We relate vertex lattices with H-vertex lattices.
Definition 5.11. For any lattice L in LQ or LΦQ, we denote the dual lattice of L by L
\.
Proposition 5.12. We have two maps
ϕ : VL→ {Λ˜ ∈ VLH | p−1y1 ∈ Λ˜}; Λ 7→ Λ⊕ p−1y1Zp,
ψ : {Λ˜ ∈ VLH | p−1y1 ∈ Λ˜} → VL; Λ˜ 7→ Λ˜ ∩ LΦ,piQ .
They are inverse to each other. Moreover, if Λ ∈ VL(t) for some t ∈ {1, 3, 5}, then ϕ(Λ) is an H-vertex lattice of
type t+ 1.
To prove the assertion above, we need the following:
Lemma 5.13. Let Λ˜ be an H-vertex lattice containing p−1y1. Then we have
{y ∈ Qpy1 | there is an element z ∈ LΦ,piQ such that y + z ∈ Λ˜} ⊂ p−1y1Zp.
Proof. We use the correspondence between H-vertex lattices and lattices L˜ in H⊕2 ⊕ Qp2 ∼= (LΦQ, p−1Q) with
L˜ ⊂ L˜∨ ⊂ p−1L˜, appearing in the proof of [HP14, Proposition 2.22]. Here L∨ is the dual lattice of L with respect
to p−1Q. Under this correspondence, the assertion is equivalent to the formula
e(Λ˜) := {y ∈ Qp | there is an element z ∈ H⊕2 ⊕Qpε such that y + z ∈ pΛ˜} ⊂ Zp.
By [Shi10, Lemma 29.2 (1),(3)], there is a self-dual lattice L˜ containing pΛ˜. Note that 1 ∈ L˜ since p−1y1 ∈ Λ˜.
Hence we have a decomposition L˜ = L˜0 ⊕ Zp, where L˜0 = L˜ ∩ (H⊕2 ⊕ Qpε). Since e(Λ˜) is the image of pΛ˜ under
the second projection (H⊕2 ⊕Qpε)⊕Qp → Qp, the assertion follows. 
Proof of Proposition 5.12. If Λ is a vertex lattice of type t ∈ {1, 3, 5} then ϕ(Λ) is an H-vertex lattice of type t+ 1
containing p−1y1 since ϕ(Λ)\ = Λ∨ ⊕ y1Zp. On the other hand, if Λ˜ is an H-vertex lattice containing p−1y1, then
we have Λ˜ = (Λ˜∩LΦ,pi)⊕ p−1y1Zp by Lemma 5.13. Since Λ˜ is an H-vertex lattice, we obtain that ψ(Λ˜) is a vertex
lattice. The assertions ψ ◦ ϕ = idVL and ϕ ◦ ψ = id follow from the definitions of ϕ and ψ. 
For a lattice L in LQ and an integer r ∈ Z≥0, we set L(r) := L+ Φ(L) + · · ·+ Φr(L).
Proposition 5.14. For a pi-special lattice L in LQ, set Lr := (L + pi(L))(r) for r ∈ Z≥0. There is an integer
d ∈ {0, 1, 2} such that L = L−1 ( · · · ( Ld = Ld+1 and Li/Li−1 is of length 1 for 0 ≤ i ≤ d. Moreover,
Λ(L) := Ld ∩ LΦ,piQ
is a vertex lattice of type 2d+ 1 and Λ(L)∨ = L ∩ LΦ,piQ .
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To prove Proposition 5.14, we use the following:
Lemma 5.15. If L is a pi-special lattice in LQ, then we have L+ pi(L) = L+ p−1y1W .
Proof. Let L be a pi-special lattice in LQ. Taking the duals, it suffices to show L ∩ pi(L) = L ∩ (LpiQ ⊕ y1W ).
First, take v ∈ L ∩ pi(L). Then we have pi(v) ∈ L, and thus we obtain (v + pi(v))/2 ∈ LpiQ and (v − pi(v))/2 ∈
L∩L−piQ = y1W . Here we use the assumption that L is pi-special. Hence we obtain v = (v+pi(v))/2+(v−pi(v))/2 ∈
LpiQ ⊕ y1W .
Next, take v ∈ L ∩ (LpiQ ⊕ y1W ) with v = w + ay1, where w ∈ LpiQ and a ∈ W . Since L is pi-special, we have
y1 ∈ L. Therefore we obtain w ∈ L ∩ LpiQ ⊂ L ∩ pi(L), which concludes v ∈ L ∩ pi(L). 
Proof of Proposition 5.14. First, we have lengthW L0/L = 1 by p
−1y1 6∈ L and Lemma 5.15. By [HP14, Proposition
2.19], there is the minimum integer d ∈ {1, 2, 3} such that L(d) is Φ-stable. Note that p−1y1 ∈ L(d) if d = 3, since
y1 ∈ (L(d))\ = pL(d). We have
lengthW L
r/Lr−1 ≤ lengthW L(r)/L(r−1) ≤ 1
for any r ∈ Z>0 by Lemma 5.15 and [HP14, Proposition 2.19]. On the other hand, we have an equality for r ∈ Z>0:
(5) lengthW L
r/L(r) + lengthW L
(r)/L(r−1) = lengthW L
r/Lr−1 + lengthW L
r−1/L(r−1).
First, assume p−1y1 6∈ L(d) (hence d ≤ 2). We claim that d is the minimum integer among r ∈ Z≥0 such that
Lr is Φ-stable. The Φ-stability of Ld follows from the equality Ld = L(d) + p−1y1W , which is a consequence of
Lemma 5.15. Next, if 0 ≤ r ≤ d then we prove that Lr−1 ( Lr. By the assumption p−1y1 6∈ L(d), we have
lengthW L
r/L(r) = lengthW L
r−1/L(r−1) = 1 by Lemma 5.15. On the other hand, we have lengthW L
(r)/L(r−1) = 1
by the minimality of d. Therefore we obtain lengthW L
r/Lr−1 = 1 by (5).
Next, assume p−1y1 ∈ L(d). We claim that d−1 is the minimum integer among r ∈ Z≥0 such that Lr is Φ-stable.
Let r0 be the minimum integer among r ∈ Z≥0 such that p−1y1 ∈ L(r). Then 1 ≤ r0 ≤ d. Therefore, we have
lengthW L
(r)/L(r−1) = 1 for 1 ≤ r ≤ r0. On the other hand, by the definition of r0 and Lemma 5.15, we have
lengthW L
r0/L(r0) = 0 and lengthW L
r/L(r) = 1 for 0 ≤ r ≤ r0 − 1. Combining them with the formula (5) for
r = 1, . . . , r0, we obtain L
r0 = Lr0−1 and lengthW L
r/Lr−1 = 1 for 1 ≤ r ≤ r0 − 1, that is, r0 − 1 is the minimum
integer among r ∈ Z≥0 such that Lr is Φ-stable. Hence it suffices to show r0 = d. Now suppose r0 < d. Then we
have p−1y1 ∈ L(d−1), which concludes L(d−1) = Ld−1. By using the formula (5) for r = d, we obtain
lengthW L
(d)/L(d−1) = lengthW L
d/Ld−1.
Since Lr0 is Φ-invariant, we have Ld = Lr0 = Ld−1. Consequently, the left-hand side is 0, which contradicts the
assumption of d. Hence we have r0 = d. 
5.2. Bruhat-Tits stratification. First, we recall the closed formal subscheme MH,Λ˜ of MH attached to an
H-vertex lattice Λ˜. It is defined as the locus of (X, ι, λ, ρ) such that ρ−1 ◦ Λ\ ◦ ρ ⊂ End(X). Moreover, put
M(i)
H,Λ˜
:=MH,Λ˜ ∩M(i)H .
We define closed formal subschemes of MG by the same manner.
Definition 5.16. Let Λ ∈ VL be a vertex lattice.
• We define a closed formal subschme MG,Λ of MG as the locus of (X, ι, λ, ρ) with ρ−1 ◦Λ∨ ◦ ρ ⊂ End(X).
• For i ∈ Z, we set M(i)G,Λ :=MG,Λ ∩M(i)G .
The bijection in Proposition 4.29 induces a bijection as follows:
pZ\MG,Λ(Fp) ∼= {L : pi-special lattice in LQ | Λ∨ ⊂ L}
= {L : pi-special lattice in LQ | Λ(L) ⊂ Λ}.
Proposition 5.17. Let Λ ∈ VL.
(i) We have MG,Λ =MH,ϕ(Λ).
(ii) We have M(i)G,Λ =M(i)H,ϕ(Λ) for any i ∈ Z.
Proof. (i): By Proposition 4.3, MG,Λ is the locus of (X, ι, λ, ρ) in MH such that ρ−1 ◦ ι0(Π) ◦ ρ ⊂ End(X) and
ρ−1 ◦ Λ∨ ◦ ρ ⊂ End(X). This is equivalent to the condition ρ−1 ◦ (ϕ(Λ))\ ◦ ρ ⊂ End(X) since ϕ(Λ)\ = Λ∨ ⊕ Zpy1.
(ii): This follows from (i) and M(i)G ⊂M(i)H . 
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Corollary 5.18. Let Λ ∈ VL.
(i) The formal scheme MG,Λ is a reduced scheme of characteristic p.
(ii) We have the following:
• if Λ ∈ VL(1), then M(0)G,Λ is a single point,
• if Λ ∈ VL(3), then M(0)G,Λ is isomorphic to P1Fp ,
• if Λ ∈ VL(5), then M(0)G,Λ is isomorphic to the Fermat surface defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in ProjFp[x0, x1, x2, x3].
In particular, M(i)G,Λ is projective, smooth and irreducible of dimension (t(Λ)− 1)/2 for any i ∈ Z.
Proof. (i): By Proposition 5.17 (i), it suffices to show that MH,ϕ(Λ) is reduced. This follows from Theorem B.1.
(ii): By Propositions 2.14 (ii) and 5.17 (ii), it suffices to show thatM(0)H,ϕ(Λ) is projective, smooth and irreducible
of dimension (t(Λ)− 1)/2. This follows from [HP14, Theorem 3.10]. 
Proposition 5.19. Let Λ1,Λ2 ∈ VL.
(i) We have
MG,Λ1 ∩MG,Λ2 =
{
MG,Λ1∩Λ2 if Λ1 ∩ Λ2 ∈ VL,
∅ otherwise.
(ii) We have MG,Λ1 ⊂MG,Λ2 if and only if Λ1 ⊂ Λ2.
Proof. (i): We follow the proof of [RTW14, Proposition 4.3 (ii)]. For S ∈ NilpW and (X, ι, λ, ρ) ∈MG(S), we have
ρ−1 ◦ (Λ1 ∩ Λ2)∨ ◦ ρ = ρ−1 ◦ (Λ∨1 + Λ∨2 ) ◦ ρ ⊂ End(X) if and only ρ−1 ◦ Λ∨i ◦ ρ ⊂ End(X) for i ∈ {1, 2}. Therefore,
if Λ1 ∩ Λ2 ∈ VL, then we have MG,Λ1 ∩MG,Λ2 =MG,Λ1∩Λ2 . Next, assume MG,Λ1 ∩MG,Λ2 6= ∅. Then there is a
pi-special lattice L such that L ∈ (MG,Λ1 ∩MG,Λ2)(Fp). We have Λ(L) ⊂ Λ1 ∩ Λ2, and therefore
p(Λ1 ∩ Λ2) ⊂ Λ∨1 + Λ∨2 = (Λ1 ∩ Λ2)∨ ⊂ Λ(L)∨ ⊂ Λ(L) ⊂ Λ1 ∩ Λ2,
that is, Λ1 ∩ Λ2 ∈ VL.
(ii): By definition, we have MG,Λ1 ⊂ MG,Λ2 if Λ1 ⊂ Λ2. On the other hand, assume MG,Λ1 ⊂ MG,Λ2 . By (i),
we have Λ1 ∩ Λ2 ∈ VL and
MG,Λ1∩Λ2 =MG,Λ1 6= ∅.
Hence it suffices to show the equality Λ1 ∩ Λ2 = Λ1. We have
t(Λ1 ∩ Λ2)− 1
2
= dimMG,Λ1∩Λ2 = dimMG,Λ1 =
t(Λ1)− 1
2
by Corollary 5.18 (ii). Hence we have t(Λ1 ∩ Λ2) = t(Λ1). Since Λ1 ∩ Λ2 ⊂ Λ1, we obtain the desired equality. 
Let us define a locally closed subscheme of MG attached to Λ ∈ VL by
BTG,Λ :=MG,Λ \
⋃
Λ′(Λ
MG,Λ′ .
Then we have a bijection as follows by Proposition 5.14:
pZ\BTG,Λ(Fp) ∼= {L : pi-special lattice in LpiQ | Λ(L) = Λ}.
We set BT
(i)
G,Λ := BTG,Λ ∩M(i)G for each i ∈ Z.
Theorem 5.20.
(i) We have a locally closed stratification
M(0),redG =
∐
Λ∈VL
BT
(0)
G,Λ .
Each BT
(0)
G,Λ is irreducible of dimension (t(Λ)− 1)/2.
(ii) For any Λ ∈ VL, the closure of BT(0)G,Λ in M(0)G equals M(0)G,Λ =
∐
Λ′⊂Λ BT
(0)
G,Λ.
(iii) The scheme M(0),redG is connected.
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(iv) Let Irr(M(0)G ) be the set of all irreducible components of M(0)G . Then we have a bijection
VL(5)
∼=−→ Irr(M(0)G ); Λ 7→ M(0)G,Λ.
In particular, M(0)G is purely 2-dimensional.
The stratification in Theorem 5.20 (i) is called the Bruhat-Tits stratification of MG.
Proof. (i): This follows from Proposition 5.14 and Corollary 5.18 (ii).
(ii): This follows from the irreducibility of Corollary 5.18 (ii).
(iii): This follows from the same argument as that of [HP17, Theorem 6.4.1]. Here we use Proposition 5.10.
(iv): By (i) and Proposition 5.5 (i), we have an equality of underlying sets
M(0),redG =
⋃
Λ∈VL(5)
MG,Λ.
Hence M(0)G,Λ is an irreducible component of M(0)G , and the map x 7→ ptΛ is surjective. On the other hand, the
injectivity of the map follows from Proposition 5.19 (ii). 
We further consider the geometric structure of MG. Let MnfsG be the non-formally smooth locus of MG over
Spf W , and set M(0),nfsG :=MnfsG ∩M(0)G .
Theorem 5.21. We have a bijection
VL(1)
∼=−→M(0),nfsG ; Λ 7→ ptΛ,
where M(0)G,Λ = {ptΛ}.
Proof. Note that Corollary 3.2 implies that for any non-formally smooth point x ∈ M(0)G is Fp-rational, and
the corresponding Π-stable Dieudonne´ lattice M satisfies ΠM ⊂ F−1(pM). This is equivalent to the condition
ι0(Π)
−1F (M) = M . Indeed, the equivalence above follows from dimFpM/ΠM = 4 = dimFpM/pF
−1M . Here the
second equality is a consequence of the Kottwitz condition. Moreover, if L is the pi-special lattice corresponding to
M , then the condition ι0(Π)
−1F (M) = M is translated into pi ◦ Φ(L) = L by Proposition 4.30.
First, we prove ptΛ ∈ M(0),nfsG for Λ ∈ VL(1). Let L be the pi-special lattice in LQ corresponding to ptΛ. Then
we have L+ pi(L) = Λ, and
pi(L) ∈M(1)G,Λ(Fp) ⊂ pZ\MG,Λ(Fp)
by Proposition 4.30. Moreover, we have
pi ◦ Φ(L) = Φ ◦ pi(L) ∈M(0)G,Λ(Fp) ⊂ pZ\MG,Λ(Fp)
by Lemma 4.10 (iv) and Proposition 4.30. On the other hand, M(0)G,Λ(Fp) consists of a single point by Corollary
5.18 (ii). Hence we obtain pi ◦ Φ(L) = L, that is, ptΛ ∈M(0),nfsG .
Next, we prove the surjectivity of the map Λ 7→ ptΛ. If L is a pi-special lattice in LQ corresponds to a point in
M(0),nfsG , then we have pi(L) = Φ(L), which implies that L0 = L + pi(L) is Φ-invariant since pi2 = idLQ . Hence we
have L0 ∈ VL(1) and M(0)G,L0 = {x}.
Finally, the injectivity of the map follows from Proposition 5.19 (ii). 
Corollary 5.22.
(i) Each non-formally smooth point of M(0)G is contained in 2(p+ 1)-irreducible components.
(ii) Each irreducible component of M(0)G contains (p+ 1)(p2 + 1)-non-formally smooth points.
(iii) For each irreducible component F of M(0)G , the number of irreducible components of M(0)G such that the
intersections with F are 1-dimensional is (p+ 1)(p2 + 1).
(iv) For each irreducible component F of M(0)G , the number of irreducible components of M(0)G which intersect
at a single point is p(p+ 1)(p2 + 1).
Proof. (i): This is a consequence of Propositions 5.5 (i), 5.19 (ii) and Theorem 5.21.
(ii): This follows from Propositions 5.5 (iii), 5.19 (ii) and Theorem 5.21.
(iii): This is a consequence of Propositions 5.5 (iii), (iv) and 5.19.
(iv): This follows from Propositions 5.5 (iii), (v) and 5.19. 
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Remark 5.23. (i) We can count numbers as in Corollary 5.22 for M(0)H by the same method.
(ii) We modify the number of irreducible components of M(0)H which intersects at a single point for each
irreducible component ofM(0)H asserted in [HP14, Theorem 3.12 (1)]. The precise value is p(p2 +1)(p3 +1).
This follows from the analogue of Proposition 5.5 (v) and the fact that each irreducible component ofM(0)H
contains (p2 +1)(p3 +1)-superspecial points. Here a superspecial point is an element ofMH(Fp) such that
the corresponding Dieudonne´ lattice M in DQ satisfies F 2(M) = pM .
We write vertex lattices in terms of the Bruhat-Tits building. Define a simplicial complex V with an action of
SO(LΦ,piQ ) as follows:
• The set of vertices in V is the set VL(1) unionsqVL(5).
• The adjacency relation ∼ is given as below for distinct Λ,Λ′ ∈ VL(1) unionsqVL(5):
– if t(Λ) = 1 and t(Λ′) = 5. Then Λ ∼ Λ′ if Λ ⊂ Λ′,
– if t(Λ) = t(Λ) = 5. Then Λ ∼ Λ′ if lengthW ((Λ + Λ′)/Λ) = 1 and lengthW ((Λ + Λ′)/Λ′) = 1.
• For m ∈ {0, 1, 2}, an m-simplex is a subset of (m + 1)-vertex lattices {Λ0, . . . ,Λm} which are mutually
adjacent.
• SO(LΦ,piQ )(Qp) acts simplicially on V by
SO(LΦ,piQ )× (VL(1) unionsqVL(5))→ VL(1) unionsqVL(5); (g,Λ) 7→ gΛ.
Proposition 5.24. There is a bijection between the set VL(3) and the set of edges connecting two adjacent vertex
lattices of type 5, that is, the set of 1-simplexes {Λ1,Λ2} such that Λ1,Λ2 ∈ VL(5).
Proof. For a 1-simplex {Λ1,Λ2} with Λi ∈ VL(5) for i ∈ {1, 2}, we show that Λ1 ∩Λ2 ∈ VL(3). For i ∈ {1, 2}, since
Λi ∈ VL(5), we have Λ∨i = pΛi. Hence we have
p(Λ1 ∩ Λ2) ⊂ p(Λ1 + Λ2) = pΛ1 + pΛ2 = (Λ1 ∩ Λ2)∨.
On the other hand, since Λ1 and Λ2 are adjacent, we have
p(Λ1 + Λ2) ⊂ Λ1 ∩ Λ2.
Hence we obtain Λ1 ∩Λ2 ∈ VL. Moreover, the adjacency relation for Λ1 and Λ2 also implies that Λ1 ∩Λ2 ∈ VL(3).
Therefore, we obtain a map
{{Λ1,Λ2} : 1-simplex | Λ1,Λ2 ∈ VL(5)} → VL(3); {Λ1,Λ2} 7→ Λ1 ∩ Λ2.
The bijectivity of the map above follows from Proposition 5.5 (i). 
Remark 5.25. We can also prove that there is an SO(LΦ,piQ )-equivariant isomorphism between the simplicial
complex V and the Bruhat-Tits building of SO(LΦ,piQ ). This follows from the same argument as in the proof of
[HP14, Proposition 2.22]. See also [Gar97, 20.3].
5.3. Bruhat-Tits building of Jad(Qp) and Bruhat-Tits strata. We interpret the simplicial complex V by the
isomorphism Jad ∼= SO(LΦ,piQ ) constructed in Corollary 4.18.
First, we recall the Bruhat-Tits building of Jad(Qp) ∼= PGSp4(Qp). See also [Gar97, 20.1] and [Fan11, Chapter
2]. We use the 4-dimensional symplectic space (V0, ( , )0) over Qp constructed in Section 2.3. See Definition 2.6.
For a lattice T in V0, let [T ] be the homothety class of lattices in V0 containing T .
We define a simplicial complex B as follows:
• The set of vertices consists of sets of lattices 4 in V0 such that there are T ∈ 4 and a lattice T0 in V0
satisfying the conditions as follows:
– 4 = [T ] ∪ [T∨],
– p−1T0 is self-dual,
– T0 ⊂ T ⊂ p−1T0 and T/T0 is a totally isotropic subspace of p−1T0/T0 with respect to the symplectic
form ( , ) mod p.
We denote by Vert the set of all vertices.
• The adjacency relation ∼ on the set of vertices is defined as follows: for vertices 41,42, we have 41 ∼ 42
if there are lattices T1, T2, T in V0 such that
– Ti ∈ 4i for i ∈ {1, 2},
– p−1T is self-dual,
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– T ⊂ Ti ⊂ p−1T and Ti/T0 is a totally isotropic subspace of p−1T0/T0 for i ∈ {1, 2},
– T1 ⊂ T2 or T2 ⊂ T1.
• For m ∈ {0, 1, 2}, an m-simplex is a subset of (m+ 1)-vertices {40, . . . ,4m} which are mutually adjacent.
• J(Qp) ∼= GSp(V0)(Qp) acts simplicially on B by
J(Qp)×Vert→ Vert; (g,4) 7→ g4 := {gT | T ∈ 4}.
Since the action of the center of J(Qp) is trivial, the action of J(Qp) factors through Jad(Qp).
For a vertex 4 of B, Put t(4) := dimFp(T/T0) ∈ Z. Note that the number t(4) is independent of the choice of
T and T0. We have t(4) ∈ {0, 1, 2} since T/T0 ⊂ p−1T0/T0 is totally isotropic. We call t(4) the type of 4.
Definition 5.26. (i) For t ∈ {0, 1, 2}, we denote by Vert(t) the set of all vertices 4 of B satisfying t(4) = t.
(ii) Put Verths := Vert(0) unionsqVert(2). An element of Verths is called a hyperspecial vertex.
(iii) Put Vertns := Vert(1). An element of Vertns is called a non-special vertex.
(iv) Let Edgehs be the set of all edges connecting two adjacent hyperspecial vertices, that is, 1-simplexes
{4′0,4′2} where 4′i ∈ Vert(i) for i = 0, 2.
Remark 5.27. (i) Let 4 ∈ Vert and T ∈ 4. Then we have 4 = [T ] if and only if 4 ∈ Verths. If 4 ∈ Verths,
then we have 4 = [T ] unionsq [T∨].
(ii) There is an isomorphism of simplicial complexes between the Bruhat-Tits building of Sp4(Qp) and B with
Sp(V0)(Qp)-actions by sending [T ] to [T ] ∪ [T∨]; cf. [Gar97, 20.1].
(iii) Let g ∈ Jad(Qp) satisfying ordp(sim(g)) ∈ Z \ 2Z. suppose that there is T ∈ 4 and a self-dual lattice T0
in V0 satisfying dimFp(T/pT0) = 1. Then the homothety class [gT ] does not contain a lattice T
′ in V0 such
that T ′/pT ′0 is a totally isotropic space of T
′
0/pT
′
0 for some self-dual lattice T0 in V0. However, [(gT )
∨]
contains a lattice as above.
Proposition 5.28. There is an isomorphism of simplicial complexes
Ψ: B ∼=−→ V,
which commutes with the actions of Jad(Qp) ∼= SO(LΦ,piQ )(Qp). Moreover, Ψ induces correspondences as follow:
(i) The set Verths corresponds to the set VL(5).
(ii) The set Edgehs corresponds to the set VL(3).
(iii) The set Vertns corresponds to the set VL(1).
For a proof, we need some preparations. Let
T0 := Zpe′1 ⊕ Zpe′2 ⊕ Zpe′3 ⊕ Zpe′4,
T1 := Zpe′1 ⊕ Zppe′2 ⊕ Zppe′3 ⊕ Zppe′4.
Here e′1, . . . , e
′
4 are elements defined in Definition 2.12. Then T0 is self-dual and T1 ⊂ T0. Moreover, 4i := [Ti]∪ [T∨i ]
lies in Vert(i) for i = 0, 1. Hence we have 40 ∼ 41.
Definition 5.29. Define a subgroup J0 of J(Qp) by
J0 := {g ∈ J(Qp) | sim(g) ∈ Z×p }.
Proposition 5.30. (i) For any lattice T in V0 satisfying T
∨ = piT for some i ∈ Z, there is an element
g ∈ J(Qp) such that T = gT0.
(ii) For a lattice T in V0 satisfying T
∨ = piT for i ∈ Z, we have an equality
{gT | g ∈ J0} = {T ′ : lattice in V0 | (T ′)∨ = piT ′}.
(iii) For a lattice T in V0 satisfying the condition below:
(D) T ⊂ pT∨ ⊂ p−1T .
Then there is an element g ∈ J0 such that T = gT1.
Remark 5.31. If T ∈ 4 satisfies the conditions in the definition of Vert for a lattice T0 in V0, then we have the
following:
• if 4 ∈ Vert(0), then T∨ = p−2T ,
• if 4 ∈ Vert(1) = Vertns, then (D) holds,
• if 4 ∈ Vert(2), then T∨ = p−1T .
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To prove Proposition 5.30, let us define an algebraic group JZp over Zp as
JZp(R) = {(g, c) ∈ GLR(T0 ⊗Zp R)×Gm(R) | (g(v), g(w)) = c(v, w) for all v, w ∈ V ⊗Zp R}
for any Zp-algebra R. Then we have JZp ⊗Zp Qp ∼= J and JZp ∼= GSp4⊗ZZp.
We endow T0,Fp := T0 ⊗Zp Fp with the non-degenerate symplectic form ( , )0 mod p over Fp.
Lemma 5.32.
(i) The number of isotropic lines in T0,Fp equals (p+ 1)(p
2 + 1).
(ii) The group JZp(Fp) acts transitively on the set of isotropic lines in T0,Fp .
(iii) The group JZp(Fp) acts transitively on the set of Lagrangian subspaces in T0,Fp .
Proof. (i): Note that any line in T0,Fp is isotropic. Therefore the number of isotropic lines in T0,Fp equals the
number of lines in T0,Fp , which equals (p
4 − 1)/(p− 1) = (p+ 1)(p2 + 1).
(ii), (iii): These follow from [Wil00, 3.5.4]. 
Lemma 5.33. For n ∈ Z>0, the canonical homomorphism GSp2n(Zp)→ GSp2n(Fp) is surjective.
Proof. The algebraic group GSp2n⊗ZZp is smooth over Zp. Hence the assertion follows from [Fu15, Proposition
2.8.13]. 
Proof of Proposition 5.30. (i): This is a consequence of [Kot92, Corollary 7.3].
(ii): First, note that gT for g ∈ J0 satisfies (gT )∨ = pigT , since
(gT, pigT )0 = sim(g)(T, p
iT )0 = (T, p
iT )0 = Zp.
On the other hand, take a lattice T ′ in V0 satisfying (T ′)∨ = piT ′. By (i), there is an element g ∈ J(Qp) such that
T ′ = gT . Then we have
Zp = (T ′, piT ′)0 = (gT, pigT )0 = sim(g)(T, piT )0 = sim(g)Zp.
Consequently we have sim(g) ∈ Z×p , that is, g ∈ J0.
(iii): Take a lattice T in V0 satisfying 4 ∈ Vertns and (D). By the assumption on T , there is a self-dual lattice
T ′ in V0 such that pT ′ ⊂ T ⊂ T ′. Then, we have dimFp T/pT ′ = 1. Let us fix T ′ as above. By (ii), there is an
element g0 ∈ J0 such that T ′ = g0T0. Then we have pT0 ⊂ g−10 T ⊂ T0. Hence there is an element g ∈ JZp(Fp)
such that g−10 T/pT0 = g(T1/pT0) by Lemma 5.32 (ii). Furthermore, by Lemma 5.33 there is g ∈ JZp(Zp) such that
g mod p = g. Then we have g−10 T = gT1, that is, T = (g0g)T1. 
Proof of Proposition 5.28. For a 4 ∈ Vert, take T ∈ 4 and put
Ψ(4) := {v ∈ LΦ,piQ | ι0(εΠ) ◦ v(T ) ⊂ T} = ι0(εΠ)−1 ◦ {f ∈ E0 | f(T ) ⊂ T}.
Here the second equality follows from Proposition 4.20. Note that Ψ(4) is independent of the choice of T ∈ 4.
Indeed, for T ∈ 4 and f ∈ E0 satisfying f(T ) ⊂ T , we have q(f) = f2 ∈ Zp since f2(T ) ⊂ T . Hence we have
(f(T ), f(T∨))0 = f2(T, T∨)0 ⊂ Zp,
which concludes that f(T∨) ⊂ T∨. Moreover, Ψ is equivariant under the actions of Jad(Qp) ∼= SO(LΦ,piQ )(Qp).
Step 1. Prove that Ψ(4) is a vertex lattice for all 4 ∈ Vert. Put
Λ0 := Zpw1 ⊕ Zpw2 ⊕ Zpw3 ⊕ Zpw4 ⊕ Zpw5,
Λ1 := Zpw1 ⊕ Zpw2 ⊕ Zpw3 ⊕ Zppw4 ⊕ Zppw5.
in LΦ,piQ (see Definition 4.23 for the definition of wi). Then we have Ψ(40) = Λ0 ∈ VL(5) and Ψ(41) = Λ1 ∈ VL(1).
For general 4, we may take g ∈ J(Qp) such that 4 equals g4i for some i ∈ {0, 1} by Proposition 5.30 (i), (iii)
and Remark 5.31. Then we have Ψ(4) = g ·Ψ(4i), which lies in VL(5) if i = 0, and VL(1) if i = 1.
Step 2. Study Ψ for a certain 2-simplex. Put
T2 := Zpe′1 ⊕ Zpe′2 ⊕ Zppe′3 ⊕ Zppe′4
and 42 := [T2] ∪ [T∨2 ]. Then we have gp(T0) = T2 (see Definition 2.13 for the definition of gp) and 42 ∈ Vert(2).
Moreover, {40,41,42} is a 2-simplex of B, and we have
Ψ(42) = Zpw1 ⊕ Zpp−1w2 ⊕ Zpw3 ⊕ Zppw4 ⊕ Zpw5 ∈ VL(5).
In particular, {Ψ(40),Ψ(41),Ψ(42)} is a 2-simplex of V.
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Step 3. Prove that gp ∈ J(Qp) preserves incidence relations. Let 4,4′ ∈ Vert. We claim that 4 ∼ 4′
if and only if gp4 ∼ gp4′. By g2p = p idV0 , it suffices to show that 4 ∼ 4′ implies gp4 ∼ gp4′. Moreover, we may
assume 4 6= 4′ and 4′ ∈ Verths.
First, suppose that 4 ∈ Vert(0) or 4′ ∈ Vert(0). Replacing 4 and 4′ to 4′ and 4 respectively if necessary, we
may assume 4′ ∈ Vert(0). Take a self-dual lattice T ′ ∈ 4′ in V0. Then there is T ∈ 4 such that pT ′ ⊂ T ⊂ T ′
and T/pT ′ is a totally isotropic subspace of T ′/pT ′; cf. Remark 5.31. If 4 ∈ Vert(2), then p−1gpT ′ is self-dual,
gpT ⊂ gpT ′ ⊂ p−1gpT and gpT ′/gpT is a totally isotropic subspace in p−1gpT/gpT . Hence the assertion follows.
If 4 ∈ Vertns, then pT ′ ⊂ T ⊂ T ′′ ⊂ T ′ and T ′′/pT is a Lagrangian subspace in p−1gpT/gpT . Then p−1gpT ′′ is
self-dual. Moreover, we have gpT
′′ ⊂ p2(gpT )∨ ⊂ gpT ⊂ p−1gpT ′′, and both p2(gpT )∨/gpT ′′ and gpT/gpT ′′ are
totally isotropic subspaces in p−1gpT ′′/gpT ′′. Therefore the assertion follows.
Second, suppose that 4,4′ 6∈ Vert(0). Replacing 4 and 4′ to 4′ and 4 respectively if necessary, we may
assume 4 ∈ Vertns and 4′ ∈ Vert(2). Then there is a self-dual lattice T ′′ in V0, T ∈ 4 and T ′ ∈ 4′ such that
pT ′′ ⊂ T ⊂ T ′ ⊂ T ′′, and both T/pT ′′ and T ′/pT ′′ are totally isotropic subspaces of T ′′/pT ′′; cf. Remark 5.31.
Then p−1gpT ′ is self-dual. Moreover, we have gpT ′ ⊂ p2(gpT )∨ ⊂ gpT ′′ ⊂ p−1gpT ′, and p2(gpT )∨/gpT ′ is a totally
isotropic subspaces in p−1gpT ′′/gpT ′′. Therefore the assertion follows.
Step 4. Prove that Ψ preserves incidence relations. Let 4,4′ ∈ Vert satisfying 4 ∼ 4′. We may
assume 4 6= 4′ and 4′ ∈ Verths. Moreover, replacing 4 and 4′ to g4 and g4′ respectively if necessary, we may
assume 4′ ∈ Vert(0); cf. Step 3. By Proposition 5.30 (ii) and Remark 5.31, there is g ∈ J0 such that 4′ = g40.
First, suppose that 4 ∈ Vertns. If T ∈ 4 satisfies (D), then we have pT0 ⊂ g−1T and dimFp(g−1T/pT0) = 1.
Hence, by Lemmas 5.32 (ii) and 5.33, there is h ∈ JZp(Zp) such that g−14 = h41. Therefore we obtain 4 =
gh41 ∼ gh40 = 4′.
Second, suppose that 4 ∈ Vert(2). If T ∈ 4 satisfies T∨ = p−1T , then we have pT0 ⊂ g−1T and g−1T/pT0 is a
Lagrangian subspace of T0/pT0. Hence, by Lemmas 5.32 (iii) and 5.33, there is h ∈ JZp(Zp) such that g−14 = h41.
Therefore we obtain 4 = gh41 ∼ gh40 = 4′.
Step 5. Prove that Ψ is injective on the set of vertices: Part 1. By Step 1, it suffices to show the
assertion for Verths and Vertns.
Here we suppose the first case. Let JadZp be the adjoint group of JZp over Zp. Then J
ad
Zp (Zp) is a maximal compact
subgroup of Jad(Qp). By Proposition 5.30 (i), we have a bijection Verths ∼= Jad(Qp)/JadZp (Zp). On the other
hand, the image of JadZp (Zp) under J
ad(Qp) ∼= SO(LΦ,piQ )(Qp) is contained in Stab(Λ0); cf. Definition 5.4. Hence the
isomorphism above induces JadZp (Zp) ∼= Stab(Λ0), which concludes the assertion.
Step 6. Prove that Ψ is injective on the incidence relations: Part 1. Suppose that 4 and 4′ satisfy
Ψ(4) ∼ Ψ(4′). We may assume Ψ(4) 6= Ψ(4′) and Ψ(4′) ∈ VL(5). Moreover, by Proposition 5.30 (i) and
Remark 5.31, we may assume 4′ equals 40.
Here, suppose Ψ(4) ∈ VL(5). Then we have 4 ∈ Verths by Step 1. We have
lengthZp(Ψ(4) + Ψ(40))/Ψ(4) = lengthZp(Ψ(4) + Ψ(40))/Ψ(40) = 1.
Hence, by Proposition 5.24, we have Ψ(4) ∩ Ψ(40) ∈ VL(3). By Proposition 5.5 (iii) and the isomorphism
JadZp (Zp) ∼= SO(Λ)(Zp) constructed in Step 5, there is g ∈ JZp(Zp) such that Ψ(4)∩Ψ(40) = g · (Ψ(42)∩Ψ(40)) =
Ψ(g42) ∩ Ψ(40). By Proposition 5.24, we obtain Ψ(4) = Ψ(g42), which concludes that 4 = g42 by Step 4.
Consequently we have 4 = g42 ∼ g40 = 40 by Step 2.
Step 7. Prove that Ψ is surjective on the set of vertices. Let Λ ∈ VL. If Λ ∈ VL(5), then there is
g ∈ J(Qp) such that Λ = g · Λ0; cf. [Shi10, Lemma 29.9] for E0, Corollary 4.21 and the proof of Lemma 5.9. Then
we have g40 ∈ Verths and Ψ(g40) = Λ. Note that the assertions (i) and (ii) follows here.
On the other hand, if Λ ∈ VL(1), then there are Λ′ ∈ VL(5) and g ∈ J(Qp) satisfying Λ ⊂ Λ′ and Λ′ = g · Λ0.
We may assume ordp(sim(g)) ∈ 2Z. Indeed, if ordp(sim(g)) ∈ Z\2Z, then by Proposition 5.5 (i), (iii) there is
Λ′′ ∈ VL(5) such that Λ′ 6= Λ′′,Λ′ ∼ Λ′′ and Λ ⊂ Λ′′. Let 4′ and 4′′ be elements of Vert satisfying Ψ(4′) = Λ′ and
Ψ(4′′) = Λ′′ (note that 4′ and 4′′ are uniquely determined by (ii)). Then we have 4′ 6= 4′′ and 4 ∼ 4′′ by (ii).
Consequently, by Proposition 5.30 (i), (ii) and Remark 5.31, there is g′ ∈ J(Qp) such that ordp(sim(g′)) ∈ Z\2Z and
4′′ = g′4′. If ordp(sim(g)) ∈ 2Z, by Proposition 5.5 (iii) for t = 1, there is h ∈ JZp(Zp) such that g−1 · Λ = h · Λ1.
By the assumption on g, we have gh41 ∈ Vertns and Ψ(gh41) = Λ.
Step 8. Prove that Ψ is injective on the set of vertices: Part 2. We keep the notations in Step 5. We
assume here the second case. By Step 5, there is 4′′ ∈ Verths such that Ψ(4) = Ψ(4′) ⊂ Ψ(4′′). By the argument
in the latter half of Step 7, we may assume that there is g ∈ pZJ0 such that 4′′ = g40. Hence we may assume
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4′′ = 40. On the other hand, take T ∈ 4 and T ′ ∈ 4′ satisfying (D). Then we have pT0 ⊂ T ⊂ T0, pT0 ⊂ T ′ ⊂ T0
and dimFp(T/T0) = dimFp(T
′/T0) = 1. By the latter half of Step 7, we know that the map
Ψ: {T : lattice in V0 | pT0 ⊂ T ⊂ T0,dimFp(T/T0) = 1} → {Λ ∈ VL(1) | Λ ⊂ Λ0}
is surjective, and the both sets in the map above have exactly (p+ 1)(p2 + 1)-elements by Proposition 5.5 (iii) and
Lemma 5.32 (i). Therefore it is injective, which concludes 4 = 4′. Note that the assertions (iii) follows here.
Step 9. Prove that Ψ is injective on the incidence relations: Part 2. We keep the notations in Step
6. Then we have Ψ(4) ∈ VL(1) and Ψ(4) ⊂ Ψ(40) = Λ0. By Proposition 5.5 (iii), there is g ∈ JZp(Zp) such that
Ψ(4) = g · Λ1 = Ψ(g41). Therefore, by Step 8 we obtain 4 = g41 ∼ g40 = 40. 
By Proposition 5.28, we can restate the Bruhat-Tits stratification by means of B. Put VE := Verths unionsqVertns unionsqEdgehs.
Note that we have a bijection Ψ: VE ∼= VL by Proposition 5.28. We define an order≤ on VE as follows for x, y ∈ VE:
• if x, y ∈ Vert. Then x ≤ y if x ∈ Vertns, y ∈ Verths and they are adjacent.
• if x ∈ Vert and y ∈ Edgehs, then x ≤ y if x ∈ Vertns and {x} ∪ y forms a 2-simplex.
• if x ∈ Edgehs and y ∈ Vert, then x ≤ y if y ∈ x.
The following follows from the definition of ≤:
Proposition 5.34. The bijection Ψ induces an isomorphism (VE,≤) ∼= (VL,⊂) of ordered sets.
Definition 5.35. For x ∈ VE, put
MG,x :=MG,Ψ(x), BTG,x :=MG,Ψ(x) \
⋃
y<x
MG,Ψ(y)
(see Definition 5.16 for the definition of MG,Ψ(x)). Note that BTG,x equals BTG,Ψ(x) for any x ∈ VE by Lemma
5.34.
The following is a restatement of results on the Bruhat-Tits stratification in this section:
Theorem 5.36.
(i) For x ∈ VE, we have the following:
• if x ∈ Vertns, then M(0)G,x is a single Fp-rational point,
• if x ∈ Edgehs, then M(0)G,x is isomorphic to P1Fp ,
• if x ∈ Verths, then M(0)G,x is isomorphic to the Fermat surface defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in ProjFp[x0, x1, x2, x3].
In particular, M(0)G,x is projective, smooth and irreducible.
(ii) For x, y ∈ VE, we have MG,x ⊂MG,y if and only if x ≤ y.
(iii) Put BT
(0)
G,x := BTG,x ∩M(0)G for x ∈ VE. Then we have a locally closed stratification
M(0),redG =
∐
x∈VE
BT
(0)
G,x
(we also call the equality above the Bruhat-Tits stratification). Moreover, for any x ∈ VE, the closure of
BT
(0)
G,x in M(0)G equals M(0)G,x =
⋃
y≤x BT
(0)
G,x.
(iv) We have a bijection
Verths
∼=−→ Irr(M(0)G );x 7→ M(0)G,x.
In particular, M(0),redG is purely 2-dimensional.
(v) We have a bijection
Vertns
∼=−→M(0),nfsG ;x 7→ ptx,
where M(0)G,x = {ptx}.
38 Y. OKI
Proof. (i): This follows from Corollary 5.18 (ii) and Proposition 5.34.
(ii): This follows from Theorem 5.19 (ii) and Proposition 5.34.
(iii): This follows from Theorem 5.20 (i), (ii) and Proposition 5.34.
(iv): This follows from Theorem 5.20 (iv) and Proposition 5.28 (i).
(v): This follows from Theorem 5.21 and Proposition 5.28 (iii). 
Finally, we consider the J(Qp)-action on MredG .
Proposition 5.37.
(i) Let Irr(MredG ) be the set of all irreducible components ofMredG . Then {M(0)G,40 ,M
(0)
G,42} is a set of complete
representatives of J(Qp)\ Irr(MredG ). In particular, we have #(J(Qp)\ Irr(MredG )) = 2.
(ii) The group J(Qp) acts transitively on the set MnfsG .
Proof. (i): Take two irreducible components F1, F2 of MredG . For i = 1, 2, if Fi ⊂ M(ni)G for some ni ∈ Z then
g−nip Fi is an irreducible component of M(0),redG . Hence we may assume Fi ⊂ M(0),redG . Now write Fi = M(0)G,4i ,
where 4i ∈ Verths. Take Ti ∈ 4i satisfying Ti ⊂ T∨i ⊂ p−1Ti. Then F1 and F2 are in the same orbit if and only
if there is g ∈ J0 such that g41 = 42, which is equivalent to gT1 = T2. Therefore the assertion follows from
Proposition 5.30 (ii).
(ii): By Theorem 5.36 (v), we have an J0(Qp)-equivariant isomorphism M(0),nfsG ∼= Vertns. Hence the assertion
follows from Proposition 5.30 (iii). 
Remark 5.38. The finiteness of J(Qp)\ Irr(MredG ) is already obtained by [Mie13, Proposition 2.8, Theorem 1.1].
6. Deligne-Lusztig varieties and Bruhat-Tits stratification
In this section, we relate the Bruhat-Tits strata with some Deligne-Lusztig varieties.
6.1. Generalized Deligne-Lusztig varieties for odd special orthogonal groups. Let G0 be a split reductive
group over Fp. Fix a split maximal torus T0 of G0 and a Borel subgroup B0 containing T0. Put G := G0⊗FpFp, T :=
T0⊗FpFp and B := B0⊗FpFp. We denote the Frobenius of G by Φ. Let W be the Weyl group and ∆∗ = {α1, . . . , αn}
be the simple roots corresponding to (T,B). Let si := sαi ∈ W be the simple reflection corresponding to αi. For
I ⊂ ∆∗, let WI be the subgroup of W generated by {si ∈W | i ∈ I} and PI := BWIB the corresponding parabolic
subgroup. Then we have an equality
G =
∐
w∈WI\W/WI
PIwPI .
Hence we obtain the relative position map
inv : G/PI ×G/PI →WI\W/WI
by the composite of G/PI×G/PI → PI\G/PI defined by (g1, g2) 7→ g−11 g2 and the bijection PI\G/PI ∼= WI\W/WI
coming from the equality above.
Definition 6.1. For I ⊂ ∆∗ and w ∈WI\W/WI , we define a generalized Deligne-Lusztig variety as a locally closed
subscheme of G/PI which is defined by
XPI (w) := {g ∈ G/PI | inv(g,Φ(g)) = w}.
We keep the notations above. We consider the case where G0 is an odd special orthogonal group. See also [Wu16,
Example 4.1.3]. Let m ∈ Z≥0 and (Ω0, [ , ]) a (2m+ 1)-dimensional quadratic space over Fp.
Definition 6.2. A basis e1, . . . , e2m+1 of Ω0 is elementary if em+1 is anisotropic and
[ei, ej ] =
{
1 if i+ j = 2m+ 2 and i 6= m+ 1,
0 otherwise.
By [Shi10, Lemma 22.3], there is an elementary basis of Ω0. We fix such a basis e1, . . . , e2m+1 of Ω0. Put
G0 := SO(Ω0), which is a split reductive group over Fp. We regard a subgroup of GL2m+1 by the basis e1, . . . , e2m+1.
Let T0 ⊂ G0 be the diagonal torus, and B0 ⊂ G0 the upper-triangular Borel subgroup. Then the Weyl group W
can be identified with the subgroup of the symmetric group S2m+1:
W = {w ∈ S2m+1 | w(i) + w(2m+ 2− i) = 2m+ 2 for any i ∈ {1, . . . , 2m+ 1}}.
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The set of all simple reflections in W (T ) is {s1, . . . , sm}, where
• si = (i i+ 1)(2m+ 1− i 2m+ 2− i) for 1 ≤ i ≤ m− 1,
• sm = (m m+ 2).
For 0 ≤ i ≤ m, we define
wi := sm · · · sm+1−i.
Then we have w0 = id, and wm is a Coxeter element. Moreover, for 0 ≤ i ≤ m − 1, let Ii := {1, . . . ,m − 1 − i},
Wi := WIi and Pi := BWiB the corresponding parabolic subgroup. Then we have Pm−1 = B. We put Pm := B by
convention. Moreover, G/P0 is isomorphic to the Grassmanian of all totally isotropic subspaces of dimension m of
Ω := Ω0 ⊗Fp Fp. Now, we put Φ := idΩ0 ⊗σ.
We introduce the following notation. We also use it in Section 6.2.
Definition 6.3. Let F : N → N be a σ-linear isomorphism, and R an Fp-algebra. For a R-submodule N ′ of
N ⊗Fp R, we denote by F ∗(N
′
) the R-submodule of N ⊗Fp R generated by F (N
′
). Note that it is locally free of
rank rankR(N
′
) if N
′
is locally free.
Let us consider the closed subscheme of G/P0 as below:
SΩ0 := {L ∈ G/P0 | rank(L ∩ Φ∗(L)) ≥ m− 1}.
The following follows from the same argument in the proof of [RTW14, Propositions 5.3, 5.5]. See also the proof of
[HP14, Lemma 3.7].
Proposition 6.4.
(i) The scheme SΩ0 is normal.
(ii) There is a locally closed stratification of SΩ0 :
SΩ0 =
m∐
i=1
XPi(wi).
Moreover, for 1 ≤ i ≤ m, the closure of XPi(wi) in SΩ0 equals
∐i
j=1XPi(wj).
Proposition 6.5. The schemes XB(wm) and SΩ0 are irreducible of dimension m.
Proof. We have dimXPi(wi) = i and XB(wm) is irreducible by [HP14, Proposition 3.2]. By Proposition 6.4,
XB(wm) is dense in SΩ0 , which concludes the irreducibility of SΩ0 . 
6.2. Relation with the case for non-split even orthogonal groups. Let (Ω0, [ , ]) be a (2m+ 2)-dimensional
non-split quadratic space over Fp. Furthermore, put Ω := Ω0 ⊗Fp Fp and Φ := idΩ0 ⊗σ. For d ∈ {m,m + 1},
let OGr(d; Ω) be the moduli space of totally isotropic subspaces of rank d of Ω over Fp. On the other hand, let
OGr(m,m+ 1; Ω) be the moduli space which parametrizes flags of OS-submodules Lm ⊂ Lm+1 of Ω⊗Fp OS such
that Li is locally free of rank i for i ∈ {m,m + 1}, for any Fp-scheme S. The scheme OGr(m,m + 1; Ω) has
exactly two connected components. Denote by OGr±(m,m+ 1; Ω) the connected components of OGr(m,m+ 1; Ω).
Moreover, put
SΩ0 := {L ∈ OGr(m+ 1; Ω0) | rank(L ∩ Φ(L)) = m}.
We have a closed immersion
iΩ0 : SΩ0 → OGr(m,m+ 1; Ω);L 7→ (L ∩ Φ(L) ⊂ L).
Moreover, put
S
±
Ω0
:= SΩ0 ∩OGr±(m,m+ 1; Ω).
The schemes S
±
Ω0
equal the schemes X ± for d = m+1 in the sense of [HP14, §3.2]. Hence we have the following:
Proposition 6.6. ([HP14, Proposition 3.6]) The schemes S
±
Ω0
are projective, smooth and irreducible of dimension
m.
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We relate S
±
Ω0
with SΩ0 . Fix an anisotropic vector ω ∈ Ω0, and let pi be the reflection with respect to ω. Set
Ω0 := Ω
pi
0 . It is a (2m+ 1)-dimensional quadratic space over Fp.
We endow OGr(d; Ω) for d ∈ {m,m+ 1} and SΩ0 with an Fp-structure defined by L 7→ (Φ ◦ pi)∗(L). Moreover,
we endow OGr(m,m+ 1; Ω0) with an Fp-structure defined by (Lm ⊂ Lm+1) 7→ ((Φ ◦ pi)∗(Lm) ⊂ (Φ ◦ pi)∗(Lm+1)).
Then iΩ0 commutes with the Fp-structures.
Proposition 6.7.
(i) We have (Φ ◦ pi)∗(OGr±(m,m+ 1; Ω)) ⊂ OGr±(m,m+ 1; Ω) and (Φ ◦ pi)∗(S±Ω0) ⊂ S
±
Ω0
.
(ii) For a reduced Fp-algebra R of finite type and L ∈ OGr(m+1; Ω0)(R), we have L∩pi(L) ⊂ Ω⊗FpR. Moreover,
L ∩ pi(L) is totally isotropic and locally free of rank m over R. Therefore we obtain the morphism
q : OGr(m+ 1; Ω0)→ G/P0;L 7→ L ∩ pi(L)
over Fp. Moreover, q commutes with Fp-structures.
(iii) The morphism q induces an isomorphism S
±
Ω0
∼= SΩ0 , which commutes with the Fp-structures.
Proof. (i): First, we prove (Φ◦pi)∗(OGr±(m,m+1; Ω)) ⊂ OGr±(m,m+1; Ω). Fix an elementary basis e′1, . . . , e′2m+1
of Ω0, and put c := −[e′2m+1, e′2m+1] · [ω, ω]−1 (note that [ω, ω] 6= 0 since ω is anisotropic). Then we have c ∈
F×p \ (F×p )2 since Ω0 is non-split. Fix a square root ε ∈ F×p2 of c. Then we have σ(ε) = −ε. Now fix a (p + 1)-th
root a ∈ F×p2 of 2[e′m+1, e′m+1]−1 (this is possible since F×p2 is a cyclic group of order p2 − 1 and #F×p = p− 1), and
define ei and fi for 1 ≤ i ≤ m+ 1 as follow:
ei :=
{
e′i if 1 ≤ i ≤ m,
a(e′m+1 + εω) if i = m+ 1,
, fi :=
{
e′2m+2−i if 1 ≤ i ≤ m,
ap(e′m+1 − εω) if i = m+ 1.
Then we have the following:
[ei, fj ] = δij (i, j ∈ {1, . . . ,m+ 1}),
Φ(ei) =
{
ei if 1 ≤ i ≤ m,
fm+1 if i = m+ 1,
, Φ(fi) =
{
fi if 1 ≤ i ≤ m,
em+1 if i = m+ 1,
pi(ei) =
{
ei if 1 ≤ i ≤ m,
fm+1 if i = m+ 1.
We define subspaces of Ω as below:
L :=
m⊕
i=1
Fpei, L+ := L⊕ em+1, L− := L⊕ fm+1.
Then we have (L ⊂ L±) ∈ OGr(m,m + 1; Ω)(Fp). Moreover, by after [HP14, Lemma 3.4], after relabeling the
connected components of OGr(m,m+ 1; Ω) if necessary, we may assume (L ⊂ L±) ∈ OGr±(m,m+ 1; Ω)(Fp). On
the other hand, we have ((Φ ◦ pi)∗(L) ⊂ (Φ ◦ pi)∗(L±)) = (L ⊂ L±) by the relations between ei, fj and Φ, pi. Hence
we obtain (Φ ◦ pi)∗(OGr±(m,m+ 1; Ω)) ⊂ OGr±(m,m+ 1; Ω) by the connectedness of OGr±(m,m+ 1; Ω).
Second, we prove (Φ ◦ pi)∗(S±Ω0) ⊂ S
±
Ω0
. This follows from (Φ ◦ pi)∗(OGr±(m,m + 1; Ω)) ⊂ OGr±(m,m + 1; Ω)
and the commutativity of Φ and pi.
(ii): Note that we have L 6⊂ Ω⊗Fp R. By the similar argument to the proof of Lemma 5.15, we have L∩ pi(L) =
Lpi ⊕ L−pi, where Lpi and L−pi are the pi and −pi-fixed parts in L respectively. Then we have L−pi ⊂ Rω and both
Lpi and L−pi are totally isotropic. Let us show that Lpi is locally free of rank m over R and L−pi = 0. First, suppose
R = Fp. Then, L−pi = 0 follows since ω is anisotropic. Hence we have dimFp L
pi = dimFp L ∩ pi(L). By the similar
argument to the proof of Lemma 5.15, we have dimFp L ∩ pi(L) = m, which implies the assertion. Next, for general
R, the assertion follows from the case for R = Fp, [Lan02, Exercise X.16] for pi− idΩ⊗FpR, and the property that R
is a Jacobson ring. Finally, the commutativity of q and Fp-structures is a consequence of the commutativity of pi
and Φ.
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(iii): First, note that q|
S
±
Ω0
commutes with the Fp-structures by (i) and (ii). We show that q|S±
Ω0
are closed
immersions. By (ii), we have a morphism
ipi : SΩ0 → OGr(m,m+ 1; Ω);L 7→ (L ∩ pi(L) ⊂ L),
which is injective as a functor. It is a closed immersion since both SΩ0 and OGr(m,m + 1; Ω) are proper. See
Proposition 6.6. Relabeling if necessary, we may assume ipi(S
±
Ω0
) ⊂ OGr±(m,m + 1; Ω). Moreover, we have
isomorphisms
c± : OGr±(m,m+ 1; Ω)
∼=−→ OGr(m; Ω); (Lm ⊂ Lm+1) 7→ Lm
by after [HP14, Lemma 3.4]. Moreover, by (ii), c± ◦ (ipi|S±
Ω0
) factor as S
±
Ω0
q−→ G/P0 → OGr(m; Ω). Hence the
assertion follows.
Next, we show that q|
S
±
Ω0
factor through the closed immersion SΩ0 → G/P0. Take a reduced Fp-algebra R of
finite type and L ∈ SΩ0(R). By (ii), we have L ∩ pi(L) ∈ (G/P0)(R). On the other hand, since L ∩Φ∗(L) is locally
free over R,
(L ∩ pi(L)) ∩ Φ∗(L ∩ pi(L)) = (L ∩ Φ∗(L)) ∩ pi(L ∩ Φ∗(L))
is also locally free over R by the injectivity of pi and [Lan02, Exercise X.16] for pi− idΩ⊗FpR. Moreover, by the same
argument as in the proof of (ii), we have
rank(L ∩ Φ∗(L)) ∩ pi(L ∩ Φ∗(L)) =
{
m if L ∩ Φ∗(L) ⊂ Ω⊗Fp R,
m− 1 otherwise.
Hence the assertion follows.
Finally, we show that q|
S
±
Ω0
: S
±
Ω0
→ SΩ0 are isomorphisms. By Propositions 6.4 (i), 6.5 and 6.6, both S
±
Ω0
and
SΩ0 are integral of dimension m. Therefore the assertion follows. 
6.3. Some lower-dimensional cases. We describe SΩ0 for m = 0, 1 and 2.
m = 0: SΩ0 is a single point defined over Fp.
m = 1: By definition, we have P0 = P1 = B and SΩ0
∼= G/B ∼= P1Fp . The set of all Fp-rational points corresponds
to XB(id) in SΩ0 , and the complement corresponds to XP0(w1) in SΩ0 . Moreover, by the identity of Dynkin
diagrams B1 = A1 there is a surjection GL2 → SO(Ω) such that the upper-triangular Borel subgroup B′ of GL2
surjects onto B. Let w′ be the unique non-trivial element of the Weyl group of (B, T ), where T is the diagonal
torus. Then we have XB(id) = XB′(id) and XB(w1) = XB′(w
′).
m = 2: By definition, we have P0 = P1 = B. Moreover, SΩ0 is Fp-isomorphic to the Fermat surface defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in ProjFp[x0, x1, x2, x3]. This follows from Proposition 6.7 (ii) and [HP14, §3.3 (c)]. Consider the algebraic group
GSp4 over Fp. By the identity of Dynkin diagrams B2 = C2, we have a surjection GSp4 → SO(Ω0) such that the
Siegel parabolic subgroup P of GSp4 surjects onto P0. Let B
′ be the upper-triangular Borel subgroup of GSp4.
The Weyl group can be identified with a subgroup of the symmetric group S4:
{w′ ∈ S4 | w′(i) + w′(5− i) = 5 for any i ∈ {1, . . . , 4}}.
Denote s′1 by the simple reflection which corresponds to (1 2)(3 4). Also denote s
′
2 by the simple reflection which
corresponds to (2 3). Then we have XP (id) = XP0(id), XB′(s
′
2) = XP0(w1) and XB′(s
′
2s
′
1) = XP0(w2).
6.4. Relation with the Bruhat-Tits strata of MG. In this subsection, we relate the Bruhat-Tits stratification
with Deligne-Lusztig varieties by using the results in the previous subsections.
Definition 6.8. For Λ˜ ∈ VLH , put
Ω0(Λ) := Λ˜/Λ˜
\.
It is a Fp-vector space. We endow Ω0(Λ) with quadratic form v 7→ −pε2Q(v) mod p.
We apply the results in Section 6.2 to Ω0 := Ω0(ϕ(Λ)) and ω := p
−1y1. Then we have pi = pi on Ω0, and
Ω0 is isomorphic to the quadratic space Ω0(ϕ(Λ)); cf. Definition 5.6. Moreover, we have Φ = Φ mod ϕ(Λ)
\ on
Ω0(Λ)⊗Fp Fp and Ω0(Λ)⊗Fp Fp. The following follow from [HP14, Theorem 3.9] and Propositions 5.17, 6.7 (ii):
Theorem 6.9.
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(i) There is an isomorphism M(0)G,Λ ∼= SΩ0(Λ), which commutes with the bijection in Proposition 4.29.
(ii) The isomorphism in (i) induces an isomorphism
XPi(wi)
∼=
∐
Λ′∈VL(2i+1),Λ′⊂Λ
BT
(0)
G,Λ′
for any 0 ≤ i ≤ (t(Λ) − 1)/2. In particular the dense open subscheme BT(0)G,Λ of M(0)G,Λ is isomorphic to
the Deligne-Lusztig variety for SOt(Λ) associated with a Coxeter element.
Proof. (i): This is a consequence of Propositions 5.16 (ii), 6.7 (ii) and [HP14, Theorem 3.9].
(ii): This follows from the same argument as in the proof of [HP14, Theorem 3.11]. 
Combining Theorem 6.9 with Proposition 5.34 and the results in Section 6.3, we obtain the following:
Corollary 6.10. Let x ∈ VE. Then BT(0)G,x is isomorphic to the Deligne-Lusztig variety for GSp2d(x) associated
with a Coxeter element, where
d(x) =

2 if x ∈ Verths,
1 if x ∈ Edgehs,
0 if x ∈ Vertns .
7. Application to some Shimura varieties
In this section, we apply results for MG to the Shimura varieties for quaternion unitary groups of degree 2.
First, we review integral models of such Shimura varieties; cf. [RZ96, Chapter 6]. Next, we recall the definition of
the supersingular locus, and study the non-smooth locus of the integral model by using the local model. Finally,
we show the global results by using the p-adic uniformization theorem and the results for MG.
7.1. Integral models of Shimura varieties for quaternion unitary groups. Let D be an indefinite quaternion
algebra over Q which is ramified at p. Define a set Ram(D) as the set of all prime numbers which ramifies in D.
Note that Ram(D) is a finite set and 2 | # Ram(D).
Lemma 7.1. There are two elements δ, e ∈ Q× satisfying the following conditions:
• D = Q(ε)[∆], where ∆2 = δ, ε2 = e and ∆ε = −ε∆,
• ordp(δ) = 1 and ordp(e) = 0,
• e < 0 < δ.
Proof. Since D is ramified at p, there are δ, e ∈ Q× satisfying the first condition and ordp(δ) = 1, ordp(e) ∈ {0, 1}.
If ordp(δ) = 1, then we can replace e to −δ−1e, and hence we may assume ordp(e) = 0. Next, if δ < 0 then we have
e > 0 since D is indefinite. Moreover, we may replace δ to −eδ > 0 since −e ∈ NQ(√e)/Q(Q(
√
e)×). Therefore we
may assume δ > 0. Finally, if e > 0 then by δ > 0 there is an element α ∈ NQ(√δ)/Q(Q(
√
δ)×) such that α < 0 and
ordp(α) = 0. Therefore we can replace e to αe < 0. 
Let us fix δ, e ∈ Q× as in Lemma 7.1. Let ∗ be the involution of D defined by
d∗ := εdε−1.
It is a positive involution by the assumption on ε and [Mum70, §21, Theorem 2]. Let OD be an order of D which
is stable under ∗ and OD ⊗Z Zp is a maximal order of D ⊗Q Qp. Put V := D⊕2 as a left D-module and let ( , )∼
be a bilinear form on V defined by
((x1, x2), (y1, y2))
∼ := TrdD/Q(∆−1(x∗1y2 − x∗2y1))
for (x1, x2), (y1, y2) ∈ V. Then ( , )∼ is a non-degenerate symplectic form satisfying the following conditions:
• (dx, y)∼ = (x, d∗y)∼ for any d ∈ D and x, y ∈ V.
• Let Λ0 := O⊕2D ⊂ V be a Z-lattice. Then (Λ0 ⊗Z Z(p))∨ = Λ0 ⊗Z Z(p).
These follow from the same argument as in the proof of Lemma 2.1. By the definition of ∆, the lattice chain
{∆nΛ0 ⊗Z Z(p)}n∈Z in V is self-dual.
Let G be the algebraic group over Q defined by
G(R) = {(g, c) ∈ GLD⊗QR(V ⊗Q R)×Gm(R) | (g(v), g(w))∼ = c(v, w)∼ for all v, w ∈ V ⊗Q R}
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for any Q-algebra R. By Corollary 2.3 (ii), there are isomorphisms
G ∼= GU2(D), G⊗Q Qp ∼= GU2(D), G⊗Q R ∼= GSp4⊗ZR.
Let h : ResC/RGm → G⊗Q R be homomorphism induced by
ResC/RGm → GSp4⊗ZR; a+ b
√−1 7→
(
aE2 −bE2
bE2 aE2
)
and an isomorphism G⊗QR ∼= GSp4⊗ZR. We denote by X the G(R)-conjugacy class of Hom(ResC/RGm,G⊗QR)
containing h as above. Then we obtain a Shimura datum (G,X). The reflex field of (G,X) is Q.
Moreover, we can construct a cocharacter µ : Gm → G ⊗Q C of G over C from h. See [RZ96, 6.2]. Finally, let
Kp ⊂ G(Apf ) be a compact open subgroup which is contained in the congruence subgroup of level N ≥ 3, where N
is prime to p. Consequently we obtain a datum
(D, OD,V, ( , )
∼, µ, {∆nΛ0 ⊗Z Z(p)}n∈Z,Kp),
and hence we can define an integral model over Zp as in [RZ96, Definition 6.9]. We denote it by SK here, where
K = KpKp and Kp is the stabilizer of Λ
0⊗Z Zp in G⊗QQp. It is defined as the functor which parametrizes tuples
(A, ι, λ, ηp) for any connected noetherian Zp-scheme S, where
• A is an abelian scheme over S,
• ι : OD ⊗Z Z(p) → End(A)⊗Z Z(p) is a ring homomorphism,
• λ : A→ A∨ is a prime-to-p quasi-polarization,
• ηp is a Kp-level structure, that is, a pi1(S, s)-invariant Kp-orbit of OD-linear isomorphism
ηp : H1(As,Apf )
∼=−→ V ⊗Q Apf
which respects the symplectic forms up to a constant in (Apf )× (here, H1(As,A
p
f ) := (
∏
` 6=p T`As) ⊗Z Q
and s is a geometric point of S. See [Kot92, §5]),
satisfying the following conditions for any d ∈ OD:
• det(T − ι(d) | Lie(A)) = (T 2 − TrdD/Q(d)T + NrdD/Q(d))2,
• λ ◦ ι(d) = ι(d∗)∨ ◦ λ.
Two tuples (A1, ι1, λ1, η
p
1) and (A2, ι2, λ2, η
p
2) are equivalent if there is a prime-to-p quasi-isogeny ρ : A1 → A2 such
that ρ∨ ◦ λ2 ◦ ρ = λ1 and ηp2 ◦H1(ρ,Apf ) = ηp1.
The functor above is representable by a quasi-projective scheme over Z(p) by geometric invariant theory. See
[Kot92, §5].
Remark 7.2. Let us explain a symplectic form on H1(A,Apf ) for a polarized abelian variety (A, λ) over an alge-
braically closed field of characteristic p. Choose an isomorphism Apf (1) ∼= Apf . For any prime ` 6= p, the polarization
λ induces a homomorphism T`A→ T`A∨, which induces a Weil pairing
T`A× T`A→ Z`(1).
Using this, we obtain a symplectic form over Apf :
H1(A,Apf )×H1(A,Apf )→ Apf (1) ∼= Af .
We endow H1(A,Apf ) with symplectic form as above.
7.2. Supersingular loci and non-smooth loci of the integral models. In this section, we define the super-
singular locus of the integral model SK , and consider the non-smooth locus of SK,W := SK ×SpecZp SpecW . In
this subsection, we regard DQ = V ⊗Qp K0 as an isocrystal over Fp by the σ-linear map F = b ◦ σ.
LetS ssK be the supersingular locus ofSK , that is, the reduced closed subscheme ofSK,Fp := SK×SpecZ(p) SpecFp
such that
S ssK (k) = {(A, ι, λ, ηp) ∈ SK(Fp) | A is supersingular}
for any algebraically closed field k of characteristic p. Let Ŝ ssK be the completion of SK,W along S
ss
K .
Now consider the datum below:
D′ = (D⊗Q Qp, ∗, OD ⊗Z Zp,V ⊗Q Qp, ( , )∼, {∆nΛ0 ⊗Z Zp}n∈Z).
Since D is ramified at p, we have an isomorphism D⊗QQp ∼= D over Qp. By the Skolem-Noether theorem, we may
take an isomorphism such that ε ∈ D maps to an element of Qp2 . We identify D⊗QQp and D by the isomorphism
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above. Then we may assume that ε ∈ Qp2 in Section 1.1 is an element above. In this case, under the isomorphism
D ⊗Q Qp ∼= D, the involution ∗ defined in Section 7.1 equals the one defined in Section 1.1. Moreover, we have
δ = Πc for some c ∈ Z×p2 .
Lemma 7.3. There is a D-linear isometry of symplectic spaces over Qp
ψ : V ⊗Q Qp
∼=−→ V
satisfying ψ(Λ0 ⊗Z Zp) = Λ0.
Proof. Let
ψ : V ⊗Q Qp → V ; (x1, x2)⊗ a 7→ (ax1c−1, ax2).
Then f is a D-linear isomorphism. Moreover, we have
(ψ(x1, x2), ψ(y1, y2)) = TrdD/Qp(Π
−1((x1c−1)∗y2 − x∗2y1c−1))
= TrdD/Qp(c
−1Π−1(x∗1y2 − x∗2y1))
=((x1, x2), (y1, y2))
∼
for x1, x2, y1, y2 ∈ V. The assertion ψ(Λ0 ⊗Z Zp) = Λ0 follows from the definition of ψ. 
By the isometry above, we obtain the following:
• The cocharacter µ obtained by h is identical to that of Section 2.1.
• The lattice chain {∆nΛ0 ⊗Z Zp}n∈Z in V ⊗Q Qp equals {ΠnΛ0}n∈Z.
Therefore, under the isomorphism D ⊗Q Qp ∼= Qp and the isometry ψ, the datum D′ equal the Rapoport-Zink
datum D defined in Section 2.1.
Proposition 7.4. We have S ssK 6= ∅.
To prove the assertion above, we need a consideration on symplectic spaces over a ring. For a ring R, we regard
M2(R) as an R-algebra by the injective homomorphism
R→ M2(R); r 7→ rE2.
Put A := Tr(A) − A for A ∈ M2(R) for a while. If R = k is a field, then A 7→ A is the same as b 7→ b on M2(k)
defined in Notation 1.4.
Proposition 7.5. Let R be a local ring which is a (not necessarily finite) product of local rings, and satisfies 2 ∈ R×.
Take U ∈ GL2(R) satisfying U2 ∈ R×E2, and define an involution † on M2(R) by A 7→ UAU−1. Then, for n ∈ Z>0,
there is a self-dual symplectic space over R (M, ( , )M) with a left M2(R)-action satisfying the conditions as follow:
(i) M is free of rank 4n over R,
(ii) (Ax, y)M = (x,A
†y)M for any A ∈ M2(R) and x, y ∈M.
Moreover, it is unique up to M2(R)-linear isometry.
Lemma 7.6. Keep the notation in Proposition 7.5. Then there is T ∈ M2(R) such that Tr(T ) = 0, det(T ) = −1,
TU = −UT and M2(R) = R[U, T ].
Proof. If R =
∏
ı∈I Ri for a family of local rings {Ai}i∈I , then we have 2 ∈ R×i for all i ∈ I and M2(R) ∼=∏
i∈I M2(Ri). Hence we may assume that R is local. First, we consider the case for U = Uu :=
(
0 1
u 0
)
, where
u ∈ R×. Then, T = T0 :=
(
1 0
0 −1
)
satisfies the desired conditions. Indeed, Tr(T ) = 0, det(T ) = −1 and
TU = −UT follows from direct computation. We prove M2(R) = R[U, T ]. Take A =
(
r11 r12
r21 r22
)
∈ M2(R). Then
we have
A =
r11 + r22
2
E2 +
r12 + u
−1r21
2
U +
r11 − r22
2
T +
u−1r21 − r12
2
UT ∈ R[U, T ].
Hence the assertion follows.
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Second, we consider the general case. Put u := det(U). Then, it suffices to show that there is A ∈ GL2(R) such
that U = AUuA
−1. Indeed, if there exists such A, then T := AT0A−1 satisfies the desired conditions. Write
U =
(
r0 r1
r2 −r0
)
.
Since R is a local ring, we have one of the following:
Case 1. r1 ∈ R×,
Case 2. r2 ∈ R×,
Case 3. r1, r2 ∈ R \R× and r0 ∈ R×.
We prove the assertion case-by-case.
Case 1. r1 ∈ R×. Put
A :=
(
0 r1
1 −r0
)
.
Then we have A ∈ GL2(R) since det(A) = −r1 ∈ R× since r1 ∈ R×. Moreover, we have U = AUuA−1 by direct
computation.
Case 2. r2 ∈ R×. Put
A :=
(
1 r0
0 r2
)
.
Then, we have A ∈ GL2(R) since det(A) = r2 ∈ R×. Moreover, we have U = AUuA−1 by direct computation.
Case 3. r1, r2 ∈ R \R× and r0 ∈ R×. Put
A :=
(
1 r−10 (1− r1)
r−10 r2(1− r1)− r0 1
)
.
We claim that A ∈ GL2(R). Since r1, r2 ∈ R \R×, we have r1, r−20 r2(1− r1)2 ∈ R \R×. Therefore, we obtain
det(A) = 1− r−20 r2(1− r1)2 + (1− r1) = 2− r1 − r−20 r2(1− r1)2 ∈ R×
since R× is a local ring with 2 ∈ R×. Moreover, we have U = AUuA−1 by direct computation. 
Lemma 7.7. Let R be a ring, and n ∈ Z>0. Then there is a self-dual symplectic space over R which is free of rank
2n. Moreover, it is unique up to isometry.
Proof. First, we prove the existence. For n ∈ Z>0, put
( , )2n : R
⊕2n ×R⊕2n → R ; ((a1, . . . , a2n), (a′1, . . . , a′2n)) 7→
n∑
j=1
(aia
′
2n+1−i − a2n+1−ia′i).
Then (R⊕2n, ( , )2n) is a desired symplectic space over R. Note that we have an isometry of symplectic R-modules
between (R⊕2n, ( , )2n) and (R⊕2 ⊕R⊕2(n−1), ( , )2 ⊕ ( , )2(n−1)).
Next, we prove the uniqueness by induction on n. Let (M, ( , )M) be a self-dual symplectic space over R which
is free of rank 2n. We prove that there is an isometry of symplectic spaces R⊕2n ∼= M. Here we regard R⊕2n as a
symplectic space over R by ( , )2n. Take a basis m
′
1, . . . ,m
′
2n of M. Since (M, ( , )M) is self-dual, there is m1 ∈M
such that (m1,m
′
2n)M = 1 and (m1,m
′
i)M = 0 for 1 ≤ i ≤ 2n− 1. Put m2n := m′2n. Then (Rm1 ⊕Rm2n, ( , )M) is
a self-dual symplectic space over R which is free of rank 2. Moreover, the homomorphism
R⊕2 → Rm1 ⊕Rm2n; (a1, a2n) 7→ a1m1 + a2m2n
gives an isometry of symplectic spaces over R. If n = 1, then the assertion follows. Next, suppose n ≥ 2 and the
assertion holds for n− 1. Put mi := m′i − (m′i,m2n)Mm1 for 2 ≤ i ≤ 2n− 1. Then, by (m1,m2n) = 1, we have
(mi,m2n)M = (m
′
i − (m′i,m2n)Mm1,m2n)M = (m′i,m2n)M − (m′i,m2n)M = (m′i,m2n)M − (m′i,m2n)M = 0
for 2 ≤ i ≤ 2n − 1. Moreover, m1, . . . ,m2n form a basis of M. Hence we obtain an orthogonal decomposition to
symplectic R-submodules
M = (Rm1 ⊕Rm2n)⊕ (Rm2 ⊕ · · · ⊕Rm2n−1)
of M. Hence (Rm2 ⊕ · · · ⊕ Rm2n−1) is a self-dual symplectic space over R, which is free of rank 2(n − 1). By
induction hypothesis, there is an isometry (Rm2 ⊕ · · · ⊕Rm2n−1, ( , )M) ∼= (R⊕2n, ( , )R,2(n−1)) of symplectic space
over R. Therefore, we obtain an isometry of symplectic spaces over R:
R⊕2n ∼= R⊕2 ⊕R⊕2(n−1) ∼= (Rm1 ⊕Rm2n)⊕ (Rm2 ⊕ · · · ⊕Rm2n−1) = M.
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Hence the assertion follows for n. 
Proof of Proposition 7.5. First, we prove the existence. Note that M2(R) is free of rank 4 over R, and we have
Tr(X†) = Tr(X) for any X ∈ M2(R) by the same argument in the proof of Lemma 2.1. Moreover, we endow M2(R)
with the left M2(R)-action defined by the left multiplication. Let
( , )(0) : M2(R)×M2(R)→ R; (X,Y ) 7→ Tr(U−1X†Y ).
Since U† = −U , we have
(X,Y )(0) = Tr((U
−1X†Y )†) = −Tr(U−1Y †X) = −(Y,X)(0)
for X,Y ∈ M2(R), that is, ( , ) is a non-degenerate alternating form. Moreover, for A,X, Y ∈ M2(R), we have
(AX,Y )(0) = Tr(U
−1X†A†Y ) = (X,A†Y )(0).
For the self-duality of (M2(R), ( , )(0)), we must show that the homomorphism
M2(R)→ HomR(M2(R), R); X 7→ [Y 7→ (X,Y )(0)]
is an isomorphism. For (i, j) ∈ {1, 2} × {1, 2}, let Ei,j ∈ M2(R) be the element whose (i, j)-entry is 1 and others
are 0. To prove the injectivity, take X = (rij) ∈ M2(R) \ {0} with rij ∈ R. Suppose that (i0, j0) ∈ {1, 2}× {1, 2} is
a pair such that rij 6= 0. Put Y := U tEi0,j0 ∈ M2(R). Then we have
(X,Y )(0) = Tr(U
−1(UXU−1)U tEi0,j0) = Tr(XtEi0,j0) = Tr(X
tEi0,j0) = ri0,j0 6= 0,
which implies the injectivity. For the surjectivity, take f ∈ HomR(M2(R), R). We may assume that there is a
unique pair (i0, j0) ∈ {1, 2}× {1, 2} such that f(Ei0,j0) = 1 and f(Ei,j) = 0 if (i, j) 6= (i0, j0). Put X := −U tEi0,j0 .
Then we have
(X,Ei0,j0)(0) = Tr(U
−1U tEi0,j0UU
−1Ei,j) = Tr(tEi0,j0Ei,j) = δi0,j0 ,
which implies the sujectivity.
In the sequel, we regard M2(R) as a symplectic R-module by ( , )(0). Then M2(R)
⊕n satisfies the desired
properties. Therefore the existence follows.
Next, we prove the uniqueness. Let (M1, ( , )1) and (M2, ( , )2) be two self-dual symplectic spaces over R with
M2(R)-actions satisfying (i) and (ii). Fix T ∈ GL2(R) ⊂ M2(R) as in Lemma 7.6. For i ∈ {1, 2} and j ∈ {0, 1}, put
Mi,j := (1 + (−1)jT )Mi = {x ∈Mi | Tx = (−1)jx}.
Then we have a orthogonal decomposition to symplectic R-submodules
Mi = Mi,0 ⊕Mi,1
of Mi for i ∈ {1, 2}. Hence both Mi,0 and Mi,1 are self-dual and free of rank 2n over R. Moreover, we have
UMi,j = Mi,1−j for j ∈ {0, 1} since TU = −UT and U2 ∈ R×. On the other hand, there is an isometry of
symplectic R-modules
θ0 : M1,0
∼=−→M2,0
by Lemma 7.7. Now put
θ : M1 →M2 ;x+ Uy 7→ θ0(x) + Uθ0(y)
for x, y ∈M0. Then θ is an isometry of symplectic R-modules. Moreover, θ commutes with the actions of M2(R)
since θ commutes with the actions of T and M2(R) = R[U, T ]. Therefore the uniqueness follows. 
Proof of Proposition 7.4. By [Mie13, Proposition 2.18, Lemma 3.5] and their proofs, there exists a tuple (A0, ι0, λ0),
where
• A0 is a 4-dimensional supersingular abelian variety over Fp,
• ι0 : OD ⊗Z Z(p) → End(A0)⊗Z Z(p) is an endomorphism,
• λ0 : A0 → A∨0 is a polarization satisfying ordp(deg(λ0)) = 0,
such that D(A0[p∞]) ∼= D, which commutes with endomorphisms and polarizations. Here D(A0[p∞]) is the covariant
Diudonne´ module of A0[p
∞]. Then we have
det(T − ι(d) | Lie(A0)) = (T 2 − TrdD/Q(d)T + NrdD/Q(d))2
for any d ∈ OD since Lie(A0) ∼= Lie(A0[p∞]) ∼= Lie(X0). Let us fix such a tuple.
In the sequel, we give a Kp-level structure ηp0 so that (A0, ι0, λ0, η
p
0) ∈ S ssK (Fp). Let Σ be the set of prime
numbers satisfying one of the following conditions:
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• OD ⊗Z Z` is not a maximal order of D⊗Q Q`,
• ε 6∈ OD ⊗Z Z`,
• ∆ 6∈ OD ⊗Z Z`,
• ` | deg(λ0).
Note that Σ is a finite set. Put S := Ram(D)∪Σ∪{2}. Then S is a finite set containing 2 and p. Set ẐS := ∏ 6`∈S Z`.
Then we have an isomorphism
D⊗Q Apf ∼= ((OD ⊗Z ẐS)⊗Z Q)×
∏
`∈S\{p}
(D⊗Q Q`).
Moreover, for any ` 6∈ S, OD ⊗Z Z` is a maximal order of D ⊗Q Q` satisfying ε,∆ ∈ (OD ⊗Z Z`)×. Now fix an
isomorphism
D⊗Q Q` ∼= M2(Q`).
By [Rei75, (17.3) Theorem], we may assume that the isomorphism above induces an isomorphism
OD ⊗Z Z` ∼= M2(Z`).
Consequently, we obtain isomorphisms
OD ⊗Z ẐS ∼=
∏
` 6∈S
(OD ⊗Z Z`) ∼=
∏
6`∈S
M2(Z`) ∼= M2(ẐS).
Hence we can regard
Λ0 ⊗Z ẐS ∼=
∏
` 6∈S
(Λ0 ⊗Z Z`)
as a symplectic ẐS-module by ( , )∼, which is equipped with an M2(ẐS)-action. It is free of rank 8 = 4 · 2 over ẐS .
Moreover, it is self-dual since ord`(∆) = 0 for any ` 6∈ S. On the other hand, let us fix an isomorphism ẐS(1) ∼= ẐS .
Since ` - deg(λ0) for any ` 6∈ S, the homomorphism∏
` 6∈S
T`A0 →
∏
` 6∈S
T`A
∨
0
induced by λ0 is an isomorphism. Hence the symplectic space
∏
` 6∈S T`(A0) over ẐS is self-dual. Moreover, it is free
of rank 8 = 4 · 2 since dimA0 = 4. Therefore, by Proposition 7.5 for R = ẐS , there is an OD ⊗Z ẐS-linear isometry
of symplectic ẐS-modules
ηS0 :
∏
` 6∈S
T`A0
∼=−→ O⊕2D ⊗Z ẐS .
Note that we have 2 ∈ (ẐS)× since 2 ∈ S. Next, fix an isomorphism Q`(1) ∼= Q` for any ` ∈ S \ {p}. Then there is
a D⊗Q Q`-linear isometry of symplectic spaces over Q`
η0,` : V`A0
∼=−→ V ⊗Q Q`
by Corollary 2.3 (i) for k = Q`. Consequently, ηS0 and η0,` for ` ∈ S \ {p} induce a D ⊗Q Apf -linear isometry of
symplectic Apf -modules
ηp0 : H1(A0,A
p
f )
∼=−→ V ⊗Q Apf .
Therefore, we have (A0, ι0, λ0, η
p
0) ∈ S ssK (Fp), where ηp0 := ηp0 mod Kp. 
Theorem 7.8.
(i) The scheme SK,W is regular and flat over W .
(ii) Let S nsmK,W be the set of non-smooth points in SK,W . Then S
nsm
K,W is the finite set of all Fp-rational points
such that ι(Π) = 0 on Lie(A[p∞]).
(iii) Let (Ŝ ssK )
nfs be the set of non-formally smooth points in Ŝ ssK . Then we have an equality S
nsm
K,W = (Ŝ
ss
K )
nfs.
Proof. By [Hai05, Theorem 6.4] and Theorem 3.1, the following hold:
• SK,W is flat over SpecW and regular,
• SK,W ×SpecW SpecK0 is smooth over SpecK0,
• x ∈ S nsmK,W corresponds to an object (A, ι, λ, ηp) ∈ SK(Fp) such that ι(Π) = 0 on Lie(A[p∞]). Moreover,
there is an isomorphism between the complete local ring of x ∈ SK,W and W [[t1, t2, t3, t4]]/(t1t2−t3t4 +p).
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Therefore, (i) and (ii) follow. Let us show (iii) in the sequel. We must show that S nsmK ⊂ S ssK (Fp). Take
(A, ι, λ, ηp) ∈ S nsmK . It suffices to show that D(A[p∞])Q is isoclinic of slope 1/2. Put N := D(A[p∞])Q and
M := D(A[p∞]). Then M is a W -lattice in N which is stable under OD, F and pF−1. Furthermore, we have an
isomorphism Lie(A) ∼= M/pF−1(M). Using the assumption that ι(Π) = 0 on M/pF−1(M), we have F (M) = ΠM ;
cf. the proof of Theorem 5.21. Hence we obtain F 2(M) = pM , which means that N is isoclinic of slope 1/2.
By above, x ∈ S ssK belongs to S nsmK if and only if the complete local ring of S ssK,W at x is not formally smooth
over W , which is equivalent to x ∈ (Ŝ ssK )nfs. 
We also define the basic locus S basicK of SK,Fp to be the closed subscheme of SK,Fp such that
S basicK (k) = {(A, ι, λ, ηp) ∈ SK(k) | D(A[p∞])Q is basic (see [Kot85, 5.1])}
for any algebraically closed field k of characteristic p.
Proposition 7.9. We have an equality S basicK = S
ss
K .
To prove this assertion, we need a more consideration on certain polarized D-isocrystals. Let
b′ : V ⊗Qp K0 → V ⊗Qp K0 ; (d1 ⊗ a1, d2 ⊗ a2) 7→ (d1 ⊗ a1, pd2 ⊗ a2).
Then we have (b′, p) ∈ G(K0). Let F ′ := b′◦σ and D′Q := (V ⊗QpK0, F ′). Then (D′Q, ( , )) is a polarized D-isocrystal
over Fp. Moreover, the slope decomposition of D′Q is
D′Q = (D′Q)(0) ⊕ (D′Q)(1),
where (D′Q)(0) = {(x, 0) ∈ D′Q | x ∈ D ⊗Qp K0} and (D′Q)(1) = {(0, x) ∈ D′Q | x ∈ D ⊗Qp K0}. The subisocrystal
(D′Q)(i) of D′Q is isoclinic of slope i for i ∈ {0, 1}.
Lemma 7.10. The isocrystal D′Q is non-basic.
Proof. Let T be the pro-torus with character group Q. Then we have a morphism νb′ : T → G, called the slope
morphism associated to b′. See [Kot85] and [RZ96, 1.7]. By the definition of νb′ , it factors through the first
projection T→ Gm, and the induced morphism Gm → G equals z 7→ diag(1, 1, z, z). Therefore νb′ does not factor
through the center of G, that is, b′ is not basic. 
Lemma 7.11. Let k/Fp be an algebraically closed field extension, and N a polarized D-isocrystal over k. Assume
the following hold:
• dimFrac(W (k))N = 8,
• N has slopes in the interval [0, 1].
Then there is an isomorphism between N and exactly one of the following:
• DQ ⊗K0 Frac(W (k)), which is basic,
• D′Q ⊗K0 Frac(W (k)), which is non-basic.
Proof. Let (N,Φ, ( , )) be a polarized D-isocrystal over k. Since (N,Φ) is decent (see [RZ96, Definitions 1.8, 2.13]),
there is an isocrystal (N0,Φ0) over Fp such that (N0,Φ0)⊗K0 Frac(W (k)) ∼= (N,Φ). Moreover, [RR96, Lemma 3.9]
we obtain
• a non-degenerate symplectic form ( , )0 : N0 ×N0 → K0,
• a D-action of (N0,Φ0),
such that (N0,Φ0, ( , )0)⊗K0 Frac(W (k)) ∼= (N,Φ, ( , )). Therefore we may assume k = Fp.
For m ∈ Z≥0, k ∈ Z>0 with (m, k) = 1, let Nm,k be the polarized D-isocrystal which is defined in [Mie13,
Definition 2.15]. We obtain the following by [Mie13, Lemma 2.14]:
• DQ ∼= N⊕20,1 as polarized D-isocrystals,
• D′Q ∼= N1,2 as polarized D-isocrystals,
• There is no isomorphism between DQ and D′Q.
By [Mie13, Lemma 2.16], there is an isomorphism N ∼= ⊕si=1Nmi,ki , where s, ki ∈ Z>0 and mi ∈ Z≥0 satisfying
(ki,mi) = 1. Since dimK0 Nm,k = 4k, there are two possibilities as below for s and ki:
• s = 2, k1 = k2 = 1,
• s = 1, k1 = 2.
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If the first case holds. Then we have m1 = m2 = 0, that is,
⊕s
i=1Nmi,ki = N
⊕2
0,1
∼= DQ. On the other hand, if
the second case holds. Then we have m1 = 1 since the slopes of N lie in [0, 1]. Therefore we have
⊕s
i=1Nmi,ki =
N1,2 ∼= D′Q. 
Proof of Proposition 7.9. Take an algebraically closed field k of characteristic p and (A, ι, λ, ηp) ∈ SK(k). It suffices
to show that D(A[p∞])Q is basic if and only if D(A[p∞])Q is isoclinic of slope 1/2. This follows from Lemma 7.11.

7.3. Proof of the global result. We describe the scheme S ssK and study the non-smooth locus of SK,W .
Proposition 7.12. The Hasse principle for G holds.
Proof. We use the notations in [Kot84]. We have an isomorphism ker1(Q,G)
∼=−→ ker1(Q, Z(Ĝ))D by [Kot84, 4.2.2].
Here Ĝ is the dual group of G, and ker1(Q, Z(Ĝ))D is the Pontryagin dual of ker1(Q, Z(Ĝ)). Since Ĝ equals GSp4
with trivial Galois action, we have ker1(Q, Z(Ĝ)) ∼= ker1(Q,Gm). However, we have ker1(Q,Gm) = 0 by the Hasse
principle for Gm. Hence we obtain ker1(Q,G) = 0, which implies the assertion. 
Therefore, the p-adic uniformization theorem for S ssK holds by Propositions 7.4, 7.9 and 7.12:
Theorem 7.13. ([RZ96, Theorem 6.30]) For fixed (A0, ι0, λ0, η
p) ∈ S ss
K,Fp
(Fp), there is an isomorphism
I(Q)\(MG ×G(Apf )/Kp)
∼=−→ Ŝ ssK
of formal schemes over Spf W . Here I is an algebraic group over Q defined by
I(R) = {(g, c) ∈ (End0OD(A0)⊗Q R)× ×Gm(R) | g∨ ◦ λ0 ◦ g = cλ0}
for any Q-algebra R.
Note that I ⊗Q R is anisotropic modulo center. Moreover, for any prime number `, we have
I ⊗Q Q` ∼=
{
G⊗Q Q` if ` 6= p,
J if ` = p.
We regard I(Q) as a subgroup of J(Qp)×G(Apf ) by the diagonal embedding. Put m := #I(Q)\G(Apf )/Kp (note
that I(Q)\G(Apf )/Kp is a finite set), and let {g1, . . . , gm} is a set of complete representative of I(Q)\G(Apf )/Kp.
Put Γi := I(Q) ∩ (J(Qp)× giKpg−1i ). Then we have
I(Q)\(MG ×G(Apf )/Kp) ∼=
m∐
i=1
Γi\(MG × giKp/Kp).
Moreover, if we regard Γi as a subgroup of J(Qp), then the right-hand side is of the form
∐m
i=1 Γi\MG. Note that
the group Γi is discrete, cocompact modulo center and torsion-free by the hypothesis on K
p.
We compute the numbers of connected and irreducible components of S ssK , and the set S
nsm
K,W .
Theorem 7.14.
(i) We have an equality
#{connected components of S ssK } = #(I(Q)\(J(Qp)/J0 ×G(Apf )/Kp))
(see Definition 5.29 for the definition of J0).
(ii) Let Kmax,i be the stabilizer of a vertex x ∈ Vert(i) for i ∈ {0, 2}. Then we have an equality
#{irreducible components of S ssK } = #(I(Q)\(J(Qp)/Kmax,0×G(Apf )/Kp))+#(I(Q)\(J(Qp)/Kmax,2×G(Apf )/Kp)).
(iii) Let Kmin be the stabilizer of a vertex lattice x ∈ Vertns. Then we have an equality
#S nsmK = #(I(Q)\(Kmin\J(Qp)×G(Apf )/Kp)).
All numbers above are finite.
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Proof. We follow the proof of [Vol10, Proposition 6.3]. We have a decomposition
(6) Γi\MG ∼=
∐
(ΓiJ0)\J
(Γi ∩ J0)\M(0)G
for any i.
(i): We have
m∐
i=1
(ΓiJ
0)\J ∼=
m∐
i=1
Γi\(J(Qp)/J0) ∼=
m∐
i=1
Γi\(J(Qp)/J0 × giKp/Kp) ∼= I(Q)\(J(Qp)/J0 ×G(Apf )/Kp).
Since M(0)G is connected by Theorem 5.20 (iii), the assertion follows from (6) and Theorem 7.13.
(ii): By Theorem 5.20 (iii), the number of irreducible components of (Γi ∩ J0)\MG equals #((Γi ∩ J0)\Verths).
By Proposition 5.30 (ii), the latter number equals #((Γi ∩ J0)\J0/Kmax,0) + #((Γi ∩ J0)\J0/Kmax,2). Therefore
the assertion follows from the same computation in (i), (6) and Theorem 7.13.
(iii): By Theorems 5.21 and 7.8 (iii), the number of non-formally smooth points in (Γi∩J0)\MG equals #((Γi∩
J0)\Vertns). By Proposition 5.30 (iii), the latter number equals #((Γi ∩ J0)\J0/Kmin). Therefore the assertion
follows from the same computation in (i), (6) and Theorem 7.13. 
Let pii : MG → Γi\MG be the canonical morphism for each i.
Proposition 7.15. Let x ∈ Verths and i ∈ {1, . . . ,m}.
(i) The morphism pii : M(0)G,x → pii(M(0)G,x) is proper. The scheme pii(M(0)G,x) is projective over SpecFp.
(ii) The morphism pii : M(0)G,x → pii(M(0)G,x) is birational.
Proof. (i): The schemeM(0)G,x is projective over SpecFp by Corollary 5.18 (ii). On the other hand, (Γi∩J0)\M(0),redG
is separated over SpecFp since it is a closed subscheme of SK,Fp , which is quasi-projective over SpecFp. Hence
pii is proper. Consequently, pii(M(0)G,x) is proper over SpecFp and hence it is a closed subscheme of SK,Fp , which
quasi-projective over SpecFp. Therefore, the assertion follows.
(ii): The set {y ∈ Vertns | y ≤ x} is finite by Propositions 5.5 (iii) and 5.28 (i), (ii). The schemeM(0),redG,y consists
of single Fp-rational point for y ∈ Vertns by Proposition 5.28 (i) and Corollary 5.18 (ii). Hence
⋃
y∈Vertns,y≤xM(0)G,y
is a finite set. Put
U :=M(0)G,x \
⋃
y∈Vertns,y≤x
M(0)G,y.
We claim that γ(U)∩U = ∅ for γ ∈ Γi ∩ J0. Since StabJ0(x) is compact and Γi is discrete, StabJ0(x)∩Γi is finite.
Moreover, we have StabJ0(x) ∩ Γi = {id} since Γi is torsion-free. Now take γ ∈ (Γi ∩ J0) \ {id}. Since x and γ(x)
have the same type, Proposition 5.19 implies thatMG,x∩MG,γ(x) is not 1-dimensional. Moreover,MG,x∩MG,γ(x)
consists of at most single point, and is of the formMG,y for some y ∈ Vertns if non-empty. Hence the claim follows.
Consequently, pii : U → pii(U) is bijective on any k-rational points, where k is a field containing Fp.
Now we prove that pii : U → pii(U) is birational. Let s : SpecK(pii(U))→ pii(U) be the morphism induced by the
localization at the unique generic point of pii(U), where K(pii(U)) is the function field of pii(U). By the bijectivity
of pii : U → pii(U) on K(pii(U))-rational points, there is a unique morphism s′ : SpecK(pii(U)) → U such that
s = pii ◦ s′. Hence we obtain a homomorphism K(U)→ K(pii(U)) such that K(pii(U)) pii−→ K(U)→ K(pii(U)) is an
identity map, where K(U) is the function field of U . Hence K(pii(U))
pii−→ K(U) is an isomorphism, which implies
the assertion. 
Finally, we prove the the main result for S ssK :
Theorem 7.16.
(i) The scheme S ssK has purely 2-dimensional. Every irreducible component is projective and birational to the
Fermat surface defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in ProjFp[x0, x1, x2, x3].
(ii) Let F be an irreducible component of S ssK . Then the following hold:
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• There are at most (p+1)(p2+1)-irreducible components of S ssK whose intersections with F is birational
to P1Fp . Here we endow the intersections with reduced structures.
• There are at most (p + 1)(p2 + 1)-irreducible components of S ssK which intersects to F at a single
point.
• Other irreducible components of S ssK do not intersect F .
(iii) Each non-smooth point in SK,W is contained in at most 2(p+ 1)-irreducible components of S ssK .
(iv) Each irreducible component of S ssK contains at most (p+ 1)(p
2 + 1)-non-smooth points in SK,W .
Proof. The assertion (i) follows from Proposition 7.15. In the sequel, we only prove (iv). The others are similar.
Take x ∈ Verths and i as in Proposition 7.15. By Proposition 7.15, pii induces the following surjection:
MnfsG ∩M(0)G,x = pi−1i (S nsmK,W ∩ pii(M(0)G,x))→ S nsmK,W ∩ pii(M(0)G,x).
By Propositions 5.5 (iii) and 5.34, the left-hand side of the surjection above has exactly (p + 1)(p2 + 1)-elements.
Therefore the assertion follows. 
8. Application to arithmetic intersections
For another application, we compute the intersection multiplicity of certain cycle, called the GGP cycle. We
keep the notation for dual lattices in LΦQ as Definition 5.11.
8.1. Basic properties of the GGP cycle. We define an algebraic group JH over Qp by
JH(R) = {g ∈ H(K0 ⊗Qp R) | g ◦ F = F ◦ g}
for any Qp-algebra R. Let us also define an algebraic group J0H over Qp by the same formula for H0 instead of H.
The representabilities of JH and J
0
H follow from [RZ96, Proposition 1.12]. We have canonical injections
J → J0H → JH .
Moreover, we have an isomorphism J0H
∼= GSpin(LΦQ) of algebraic groups over Qp. See [HP14, Remark 2.8].
We define a left action of JH(Qp) on MH as
MH →MH ; (X, ι, λ, ρ) 7→ (X, ι, λ, g ◦ ρ)
for g ∈ JH(Qp); cf. Definition 2.13 for the action of J(Qp) on MG. Then, the bijection M 7→ L(M) in Theorem
4.25 commutes with the actions of J0H(Qp).
Definition 8.1. • Let iG,H : MG → MH be the closed immersion defined in Proposition 4.3. Then we
obtain a closed immersion
(idMG , iG,H) : p
Z\MG → pZ\(MG ×Spf W MH);x 7→ (x, iG,H(x)).
We define the GGP cycle ∆ as the image of (id, iG,H). It is a formal scheme over Spf W .
• For g ∈ JH(Qp), put g∆ := (id×g)(∆), where
id×g : pZ\(MG ×Spf W MH)→ pZ\(MG ×Spf W MH); (x, y) 7→ (x, g(y)).
Lemma 8.2. For any g ∈ JH(Qp), the second projection pr2 : MG ×Spf W MH →MH induces an isomorphism
∆ ∩ g∆ ∼= pZ\(iG,H(MG) ∩MgH),
where MgH is the g-fixed part of MH .
Proof. Take S ∈ NilpW and (x, y) ∈ pZ\(MG ×Spf W MH)(S). Then we have (x, y) ∈ pZ\(∆ ∩ g∆)(S) if and only
(x, y), (x, g−1(y)) ∈ pZ\(MG ×Spf W MH)(S). Hence we have y = iG,H(x) = g−1(y), that is, y ∈ pZ\(iG,H(MG) ∩
MgH)(S). Therefore, pr2 induces an injection
∆ ∩ g∆→ pZ\(i(MG) ∩MgH).
To prove the surjectivity of the morphism above, take S ∈ NilpW and y ∈ pZ\(iG,H(MG) ∩MgH)(S). Then there
is a unique x ∈ pZ\MG(S) satisfying iG,H(x) = y. Moreover, we have g(y) = y since y ∈ pZ\MgH(S). Therefore,
we have (x, iG,H(x)) ∈ (∆ ∩ g∆)(S) and pr2(x, iG,H(x)) = y. Hence the assertion follows. 
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We moreover rewrite the formal scheme ∆ ∩ g∆ for g ∈ J0H(Qp). Put
L(g) :=
5∑
i=0
Zp(gi · y1),
which is a Zp-submodule of LΦQ.
Definition 8.3. For a Zp-submodule v of LΦQ, we define a closed formal subschme Z(v) of MH to be the locus
(X, ι, λ, ρ) satisfying ρ−1 ◦ v ◦ ρ ⊂ End(X).
Proposition 8.4. Let g ∈ J0H(Qp).
(i) We have an equality iG,H(MG) ∩MgH = Z(L(g))g.
(ii) If pZ\Z(L(g))g is an artinian scheme, then we have
O∆ ⊗L Og∆ = O∆ ⊗Og∆,
that is, the left-hand side is represented by the right-hand side in the derived category of sheaves on
pZ\(MG ×Spf W MH).
Proof. (i): Take S ∈ NilpW and (X, ι, λ, ρ) ∈MH(S). Then we have (X, ι, λ, ρ) ∈ (iG,H(MG)∩MgH)(S) if and only
if ρ−1 ◦ y1 ◦ ρ ∈ End(X) and g ◦ ρ = ρ. Note that y1 = ι0(Π). Since g · y1 = g ◦ y1 ◦ g−1 by definition, the condition
above is equivalent to the condition that ρ−1 ◦ L(g) ◦ ρ ⊂ End(X) and g ◦ ρ = g, that is, (X, ι, λ, ρ) ∈ Z(L(g))g.
(ii): Note that pZ\MG is a regular formal scheme of dimension 4 by Corollary 3.2. Hence locally ∆ is the
intersection of 4-regular divisors. Put O := OpZ\(MG×Spf WMH). Take x ∈ pZ\Z(L(g))g and let si ∈ Ox (1 ≤ i ≤ 4)
be regular elements such that Ox/(s1, . . . , s4) = O∆,x. Moreover, if we put si := g(si−4) ∈ Ox for 5 ≤ i ≤ 8. Since
Ox is Cohen-Macaulay and dimOpZ\Z(L(g))g,x = dimOx/(s1, . . . , s8) = 0 by hypothesis, s1, . . . , s8 form a regular
sequence by [EGA IV-0, Corollaire 16.5.6] for M = Ox. Therefore, for 1 ≤ i ≤ 7, si+1 is regular in Ox/(s1, . . . , si),
and hence we have
TorOx1 (Ox/(s1, . . . , si),Ox/(si+1)) = Ker(Ox/(s1, . . . , si)
si+1−−−→ Ox/(s1, . . . , si)) = 0.
Therefore we have
TorOx1 (O∆,x,Og∆,x) = 0.
Consequently, we obtain an equality of sheaves
TorO1 (O∆,Og∆) = 0,
which implies the assertion. 
If g ∈ J0H(Qp) and pZ\(iG,H(MG) ∩MgH) is an artinian scheme, then we define
〈∆, g∆〉 := χ(O∆ ⊗L Og∆),
where χ is the Euler-Poincare´ characteristic. Then we have the following by Proposition 8.4:
Proposition 8.5. Under the hypothesis above, we have an equality
〈∆, g∆〉 =
∑
x∈pZ\Z(L(g))g
lengthW OpZ\Z(L(g))g,x ∈ Z.
8.2. Relation with the Bruhat-Tits strata of MH . We give a description of pZ\MgH,Λ˜(Fp) in terms of the
Bruhat-Tits stratum of MH for certain Λ˜ ∈ VLH . We will use it for Λ˜ = L(g)\ in Section 8.3. For Λ˜ ∈ VLH , put
BTH,Λ˜ :=MH,Λ˜ \
⋃
Λ′∈VLH ,Λ˜′(Λ˜
MH,Λ˜′ .
It is the Bruhat-Tits stratum of MH attached to Λ˜. Moreover, the following holds:
Proposition 8.6. ([HP14, §2.6]) The bijection M 7→ L(M) in Theorem 4.25 induces a bijection
pZ\BTH,Λ˜(Fp) = {L : special lattice in LQ | Λ˜(L) = Λ˜}.
Here Λ˜(L) is the Φ-fixed part of
∑
i∈Z≥0 Φ
i(L), which is an element of VLH .
Definition 8.7. For g ∈ J0H(Qp), we define two subsets of VLH as follow:
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• VLgH := {Λ˜ ∈ VLH | gΛ˜ = Λ˜},
• For Λ˜ ∈ VLgH , VLgH(Λ˜) := {Λ˜′ ∈ VLgH | Λ˜′ ⊂ Λ˜}.
If Λ˜ ∈ VLgH , then we have g · Λ˜\ = Λ˜\, and hence g induces an element gΛ˜ ∈ SO(Ω0(Λ˜)) (see Definition 6.8 for
the definition of Ω0(Λ˜)). Moreover, g induces actions of gΛ˜ on MH,Λ˜ and BTH,Λ˜.
Proposition 8.8. There is an equality
pZ\Mg
H,Λ˜\
(Fp) =
∐
Λ˜′∈VLgH(Λ˜)
pZ\BTgΛ˜′
H,Λ˜′
(Fp).
Proof. The bijection M 7→ L(M) in Theorem 4.25 induces a bijection
pZ\Mg
H,Λ˜
(Fp) ∼= {L : special lattice in LQ | Λ˜\ ⊂ L, g · L = L}
= {L : special lattice in LQ | Λ˜(L) ⊂ Λ˜, g · L = L}.
On the other hand, the bijection in Proposition 8.6 induces a bijection∐
Λ˜′∈VLgH(Λ˜)
pZ\BTgΛ˜′
H,Λ˜′
(Fp) ∼=
∐
Λ˜′∈VLgH(Λ˜)
{L : special lattice in LQ | Λ˜(L) = Λ˜′, g · L = L}
= {L : special lattice in LQ | Λ˜(L) ∈ VLgH(Λ˜), g · L = L}.
Note that we have g · Λ˜(L) = Λ˜(L) if g · L = L for a special lattice L. Hence, under g · L = L, the condition
Λ˜(L) ∈ VLgH(Λ˜) is equivalent to the condition Λ˜(L) ⊂ Λ˜. Therefore, the assertion follows. 
In the end of this section, we give a criterion for non-emptyness of pZ\BTgΛ˜
H,Λ˜
. This is proved in the proof of
[LZ18, Theorem 3.6.4] by considering Deligne-Lusztig varieties. See also [LZ18, Theorem 3.5.2].
Proposition 8.9. Let g ∈ J0H(Qp) and Λ˜ ∈ VLgH . Let PgΛ˜ ∈ Fp[T ] be the characteristic polynomial of gΛ˜ on Ω0(Λ˜).
Assume that PgΛ˜ equals the minimal polynomial of gΛ˜ on Ω0(Λ˜). Then, we have p
Z\BTgΛ˜
H,Λ˜
6= ∅ if and only if PgΛ˜
is irreducible. In this case, we have
#(pZ\BTgΛ˜
H,Λ˜
) = dimFp Ω0(Λ˜) = degPgΛ˜ <∞.
8.3. Intersection multiplicity of the GGP cycle. First, we state a result which is (essentially) proved in [LZ18].
Second, we define the notion of minusculeness for g ∈ J0H(Qp). Finally, we show that the intersection multiplicity
is defined for a minuscule g.
In the sequel, we fix g ∈ J0H(Qp) satisfying MgH 6= ∅.
Lemma 8.10. We have VLgH 6= ∅ and g · L(g) = L(g).
Proof. By the hypothesis MgH 6= ∅, there is a special lattice L in LQ satisfying g · L = L. Then, we have
g · Λ˜(L) = Λ˜(L), which concludes the first assertion. Moreover, if P˜g(T ) ∈ Qp[T ] is the characteristic polynomial of
g on LΦQ, then we have P˜g(T ) ∈ Zp[T ]. Therefore the second assertion follows. 
For Λ˜ ∈ VLgH , we have Z(Λ˜\) = MH,Λ˜ by definition. Note that the right-hand side is a reduced scheme of
characteristic p by [LZ18, Proposition 4.2.11]. Moreover, g induces an element gΛ˜ ∈ SO(Ω0(Λ˜)), as explained after
Definition 8.7. Let PgΛ˜ ∈ Fp[T ] be the characteristic polynomial of gΛ˜ on Ω0(Λ˜).
Definition 8.11. Let R ∈ Fp[T ] be a non-zero polynomial.
• We define the reciprocal of R by R∗(T ) := T deg(R)R(T−1).
• The polynomial R is self-reciprocal if R∗ = R.
Lemma 8.12. For Λ˜ ∈ VLgH , the polynomial PgΛ˜ is self-reciprocal.
Proof. The assertion follows from gΛ˜ ∈ SO(Ω0(Λ˜)). 
54 Y. OKI
For a self-reciprocal P ∈ Fp[T ], let Irr(P ) be the set of all monic irreducible factors of P , and Irrsr(P ) the set of
all self-reciprocal elements of Irr(P ). Furthermore, put Irrnsr(P ) := Irr(P ) \ Irrsr(P ). We introduce an equivalence
relation ∼ on Irr(P ) and Irrnsr(P ) by R ∼ cR∗ for some c ∈ F×p . For R ∈ Irr(P ), let [R] be the image of R under
the canonical map Irr(P ) → Irr(P )/ ∼, and m(R) the multiplicity of R in P . Then we have m(R) = m(R∗) since
P is self-reciprocal.
Proposition 8.13. Let Λ˜ ∈ VLgH . Assume that PgΛ˜ equals the minimal polynomial of gΛ˜ on Ω0(Λ˜). Then the
following are equivalent:
(i) We have pZ\Mg
H,Λ˜
6= ∅.
(ii) There is a unique QgΛ˜ ∈ Irrsr(PgΛ˜) such that m(QgΛ˜) is odd.
If the conditions above hold, then we have
#(pZ\Mg
H,Λ˜
(Fp)) = degQgΛ˜
∏
[R]∈Irrnsr(Pg
Λ˜
)/∼
(1 +m(R)) <∞.
In particular, pZ\Mg
H,Λ˜
is an artinian scheme.
The proof below gives a more precise proof of [LZ18, Theorem 3.6.4]. See also [RTZ13, Proposition 8.1]. We
prepare some lemmas for the assertion above. For Λ˜ ∈ VLgH and an Fp[gΛ˜]-submodule W of Ω0(Λ˜), let RW ∈ Fp[T ]
be the characteristic polynomial of gΛ˜ on W .
Lemma 8.14. Let Λ˜ ∈ VLgH .
(i) For Λ˜′ ∈ VLgH(Λ˜), we have an equality
PgΛ˜ = R(Λ˜′)\/Λ˜\PgΛ˜′R
∗
(Λ˜′)\/Λ˜\ .
Hence we obtain a map
β : VLgH(Λ˜)→ {R ∈ Fp[T ] | PgΛ˜ ∈ (RR∗)Fp[T ]}; Λ˜′ 7→ R(Λ˜′)\/Λ˜\ .
(ii) Let Q ∈ Fp[T ] satisfying Q | PgΛ˜ and Q∗ = Q. Then the preimage of {R ∈ Fp[T ] | PgΛ˜ = RQR∗} under β
equals {Λ˜′ ∈ VLgH(Λ˜) | PgΛ˜′ = Q}.
Proof. (i): We have inclusions of Fp[gΛ˜]-submodules
0 ⊂ (Λ˜′)\/Λ˜\ ⊂ Λ˜′/Λ˜\ ⊂ Ω0(Λ˜).
Let R′ be the characteristic polynomial of gΛ˜′ on Λ˜/Λ˜
′. Then we have R′ = R∗
(Λ˜′)\/Λ˜\
and
PgΛ˜ = R(Λ˜′)\/Λ˜\PgΛ˜′R
′.
Hence the assertion follows.
(ii): Take Λ˜′ ∈ VLgH(Λ˜). Then it suffices to show that PgΛ˜′ = Q if and only if PgΛ˜ = R(Λ˜′)\/Λ˜\QR∗(Λ˜′)\/Λ˜\ . This
follows from (i). 
Lemma 8.15. Let Λ˜ ∈ VLgH . Assume that the assumption on PgΛ˜ in Proposition 8.13 holds.
(i) The polynomial PgΛ˜′ equals the minimal polynomial of gΛ˜′ on Ω0(Λ˜
′).
(ii) The map β in Lemma 8.14 is bijective.
Proof. (i): This follows from Lemma 8.14 (i) and the assumption on PgΛ˜ .
(ii): First, note that we have a bijection
VLgH(Λ˜)
∼=−→ {W ⊂ Ω0(Λ˜) : Fp-subspace |W ⊂W⊥, gΛ˜(W ) = W}; Λ˜′ 7→ (Λ˜′)\/Λ˜\.
Hence it suffices to show that the map
{W ⊂ Ω0(Λ˜) : Fp-subspace |W ⊂W⊥, gΛ˜(W ) = W} → {R ∈ Fp[T ] | PgΛ˜ ∈ (RR∗)Fp[T ]};W 7→ RW
is bijective. We have a decomposition of Ω(Λ˜) to generalized eigenspaces
Ω(Λ˜) =
⊕
Q∈Irr(Pg
Λ˜
)
Ω0(Λ˜)Q, Ω0(Λ˜)Q := Ker(Q(gΛ˜)
m(Q)).
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Note that Ω0(Λ˜)Q is gΛ˜-invariant for any Q ∈ Irr(PgΛ˜). Since PgΛ˜ equals the minimal polynomial of gΛ˜ on Ω0(Λ˜),
a gΛ˜-invariant subspaces of Ω0(Λ˜)Q is of the form
WQ,a := Ker(Q(gΛ˜)
a) = Im(Q(gΛ˜)
m(Q)−a),
where 0 ≤ a ≤ m(Q). Therefore, WQ,a is a unique subspace of Ω0(Λ˜) whose characteristic polynomial of gΛ˜ equals
Qa. Moreover, we have dimFpWQ,a = a · degQ. On the other hand, for Q ∈ Irr(PgΛ˜), 0 ≤ a ≤ m(Q), v ∈WQ,a and
w ∈ Ω0(Λ˜), we have
(7) 0 = [Q(gΛ˜)
a(v), w] = [v,Q(g−1
Λ˜
)a(w)] = [v,Q∗(gΛ˜)
ag−a degQ
Λ˜
(w)].
Here the first equality follows from v ∈WQ,a. Hence we obtain the following:
• If Q,Q′ ∈ Irr(PgΛ˜) and Q 6= Q′, then Ω0(Λ˜)Q ⊥ Ω0(Λ˜)Q′ (apply (7) to a = m(Q) and w ∈ Ω0(Λ˜)Q′).• If Q ∈ Irrsr(PgΛ˜) satisfies 2 - m(Q) and 0 ≤ a ≤ (m(Q)− 1)/2, then WQgΛ˜ ,a is a totally isotropic subspace
in Ω0(Λ˜)Qg
Λ˜
(apply (7) to w ∈ Ω0(Λ˜)Qg
Λ˜
).
• If Q ∈ Irrsr(PgΛ˜) satisfies 2 | m(Q) and 0 ≤ a ≤ m(QgΛ˜)/2, then WQ,a is a totally isotropic subspace in
Ω0(Λ˜)Q (apply (7) to w ∈WQ,a).
• If Q ∈ Irrnsr(PgΛ˜), 0 ≤ a ≤ m(Q) and 0 ≤ a′ ≤ m(Q) − a, then WQ,a ⊕ WQ∗,a′ is a totally isotropic
subspace in Ω0(Λ˜)Q ⊕ Ω0(Λ˜)Q∗ (apply (7) to w ∈WQ∗,a′).
Now, take R ∈ Fp[T ] satisfying PgΛ˜ = (RR∗)Fp[T ]. If we write R =
∏
Q∈Irr(Pg
Λ˜
)Q
mQ , then we have
Ker(R(gΛ˜)) =
⊕
Q∈Irr(Pg
Λ˜
)
WQ,mQ ,
and it is a unique gΛ˜-invariant totally isotropic subspace in Ω0(Λ˜) satisfying RKer(R(gΛ˜)) = R. Therefore, we obtain
the bijectivity of β. 
Corollary 8.16. Under the hypothesis in Lemma 8.15, we have pZ\BTgΛ˜′
H,Λ˜′
6= ∅ if and only if PgΛ˜′ ∈ Irr(PgΛ˜) and
m(PgΛ˜′ ) is odd. In this case, we have
#(pZ\BTgΛ˜
H,Λ˜
) = degPgΛ˜′ .
Proof. By Lemma 8.15 (i) and Proposition 8.9, it suffices to show that PgΛ˜′ is irreducible if and only if PgΛ˜′ ∈
Irrsr(PgΛ˜) and m(PgΛ˜′ ) is odd. Suppose that PgΛ˜′ is irreducible. Then we have PgΛ˜′ ∈ Irrsr(PgΛ˜) by Lemma 8.12.
On the other hand, 2 - m(Q) follows from Lemma 8.14. 
Proof of Proposition 8.13. First, assume that (i) holds. We prove (ii). By Proposition 8.8, there is Λ˜′ ∈ VLgH(Λ˜)
satisfying pZ\BTgΛ˜′
H,Λ˜′
6= ∅. Hence we have PgΛ˜′ ∈ Irrsr(PgΛ˜) and m(PgΛ˜′ ) by Corollary 8.16. Moreover, by Lemma
8.14, PgΛ˜′ is a unique element of Irr(PgΛ˜) such that the multiplicity in PgΛ˜ is odd. Therefore we obtain (ii).
Next, assume that (ii) holds. We prove (i), and compute #(pZ\Mg
H,Λ˜
(Fp)). Let QgΛ˜ ∈ Irrsr(PgΛ˜) be as in (ii).
By Proposition 8.8 and Corollary 8.16, the following hold for Λ˜′ ∈ VLgH(Λ˜):
• we have pZ\BTgΛ˜′
H,Λ˜′
6= ∅ if and only if PgΛ˜′ = QgΛ˜ ,
• if Λ˜′ satisfies the equivalent conditions above, then we have #(pZ\BTgΛ˜′
H,Λ˜′
) = degQgΛ˜ .
Moreover, β induces a bijection
{Λ˜′ ∈ VLgH(Λ˜) | PgΛ˜′ = QgΛ˜}
∼=−→ {R ∈ Fp[T ] | PgΛ˜ = RQgΛ˜R∗}.
by Lemmas 8.15 (ii) and 8.14 (ii). Hence it suffices to show the equality
#{R ∈ Fp[T ] | PgΛ˜ = RQgΛ˜R∗} =
∏
[R]∈Irrnsr(Pg
Λ˜
)/∼
(1 +m(R)) ∈ Z>0,
The set #{R ∈ Fp[T ] | PgΛ˜ = RQgΛ˜R∗} consists of elements of the form∏
[R]∈Irrnsr(Pg
Λ˜
)/∼
(Ra[R]R∗m(R)−a[R]) ·
∏
[R′]∈Irrsr(Pg
Λ˜
)\{Qg
Λ˜
}
R′m(R
′)/2,
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where 0 ≤ a[R] ≤ m(R) for any [R] ∈ Irrnsr(PgΛ˜). In particular, it is non-empty. Hence we obtain the desired
equality. 
Next, we compute lengthFp OpZ\MgH,Λ˜ for Λ˜ ∈ VL
g
H and x ∈ pZ\MgH,Λ˜. It contributes to computation of
the arithmetic intersection number. See Proposition 8.5. We recall the action of gΛ˜ on SΩ0(Λ˜). It is given by
gΛ˜ · (L′,L) = (gΛ˜(L′), gΛ˜(L)) for (L′,L) ∈ SΩ0(Λ˜).
Proposition 8.17. There is an isomorphism pZ\Mg
H,Λ˜
∼= SgΛ˜
Ω0(Λ˜)
.
Proof. There is an isomorphism pZ\MH,Λ˜ ∼= SΩ0(Λ˜). See [HP14, Theorem 3.9]. Moreover, the isomorphism above
is compatible with the actions of g and gΛ˜ by definition. Hence the assertion follows. 
By Proposition 8.17, to compute lengthFp OpZ\MgH,Λ˜ , it suffices to compute lengthFp OSgΛ˜
Ω0(Λ˜)
,x
for Λ˜ ∈ VLgH and
x ∈ SgΛ˜
Ω0(Λ˜)
. However, it is already computed by [LZ18, 5.2, 5.3, 5.4].
Let us state the result of computation in [LZ18]. Let x0 = (L′0,L0) ∈ S
gΛ˜
Ω0(Λ˜)
(Fp). Then Φ(L0) is stable under
gΛ˜ since it commutes with Φ. Define λΛ˜ ∈ Fp and cΛ˜ ∈ Z≥0 as follows:
• λΛ˜ ∈ Fp is the (non-zero) unique eigenvalue of gΛ˜ on Φ(L0)/L′0,• cΛ˜ is the size of the Jordan block of gΛ˜|Φ(L0)of the eigenvalue λΛ˜ (note that 1 ≤ cΛ˜ ≤ d).
The following follows from exactly the same argument as the proof of [LZ18, Corollary 5.4.2]:
Theorem 8.18.
(i) Assume p > cΛ˜. Then there is an isomorphism between the complete local ring of S
gΛ˜
Λ˜
at x0 and Fp[X]/(XcΛ˜).
(ii) Assume that PgΛ˜ equals the minimal polynomial of gΛ˜ on Ω0(Λ˜). Then we have cΛ˜ = (m(QgΛ˜) + 1)/2.
Here QgΛ˜ is the polynomial appeared in Proposition 8.13 (ii).
Now we define the notion of minusculeness for g, and compute the intersection multiplicity for minuscule g.
Definition 8.19. Let g ∈ J0H(Qp).
• An element g is regular semi-simple if LΦQ =
⊕5
i=0Qp(gi · y1).
• A regular semi-simple element g is minuscule if L(g)\ ∈ VLH .
We suppose that g is regular semi-simple and minuscule. Then we have L(g)\ ∈ VLgH(L(g)\) by Lemma 8.10.
Moreover, put Ω0(g) := Ω0(L(g)
\), g := gL(g)\ ∈ SO(Ω0(g)), Pg := PgL(g)\ ∈ Fp[T ], λg := λL(g)\ and cg := cL(g)\ .
Lemma 8.20. The polynomial Pg equals the minimal polynomial of g.
Proof. Note that we have L(g) =
⊕5
i=0 Zp(gi · y1) since g is regular semi-simple and minuscule. It suffices to show
that L(g)\ is g-cyclic, that is, there is u ∈ L(g)\ such that L(g)\ = ⊕5i=0 Zp(gi · u). This follows from the same
argument as in the proof of [RTZ13, Lemma 5.3]. 
Summarizing the results above, we obtain the following:
Theorem 8.21. Assume g ∈ J0H(Qp) is regular semi-simple, minuscule and satisfies MgH 6= ∅.
(i) The following are equivalent:
• We have ∆ ∩ g∆ 6= ∅.
• There is a unique Qg ∈ Irrsr(Pg) such that m(Qg) is odd.
If the conditions above hold, then we have
#(∆ ∩ g∆)(Fp) = degQg
∏
[R]∈Irrnsr(Pg)/∼
(1 +m(R)) <∞.
(ii) If g satisfies the condition (i), then we have an equality
〈∆, g∆〉 = degQgm(Qg) + 1
2
∏
[R]∈Irrnsr(Pg)/∼
(1 +m(R)).
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Proof. (i): This follows from Proposition 8.13 and Lemma 8.20.
(ii): By Lemma 8.2, Proposition 8.4 (i) and Z(L(g)) =MG,L(g)\ , we have
∆ ∩ g∆ ∼= pZ\MgH,L(g)\ .
Hence 〈∆, g∆〉 is defined by (i) and Proposition 8.4 (ii). Moreover, by Proposition 8.17, we have
〈∆, g∆〉 =
∑
x∈Sg
Ω0(g)
(Fp)
lengthFp OSg
Ω0(g)
,x
∈ Z.
On the other hand, by Theorem 8.18 (ii) and Lemma 8.20, we have cg = (m(Qg) + 1)/2. We claim that cg ≤ 2.
Indeed, since degQg ∈ {2, 4, 6} by the proof of Proposition 8.13, we have m(Qg) ≤ 6/2 = 3. Hence we have
cg = (m(Qg) + 1)/2 ≤ (3 + 1)/2 = 2
as claimed.
We compute the intersection multiplicity. Since S
g
Ω0(g)
is an artinian scheme, lengthFp OSg
Ω0(g)
,x
equals the length
of the complete local ring at S
g
Ω0(g)
at x for any x ∈ SgΩ0(g), which equals cg = (m(Qg) + 1)/2 by Theorem 8.18 (ii).
On the other hand, by Proposition 8.13, we have
#S
g
Ω0(g)
(Fp) = degQg
∏
[R]∈Irrnsr(Pg)/∼
(1 +m(R)).
Therefore the assertion follows. 
Remark 8.22. We can make a correction the result for c in [LZ18, Theorem A(3)] by the same argument as in the
proof of Theorem 8.21. The correct assertion is 1 ≤ c ≤ (n+ 2)/4.
Appendix A. Complement of the proof of [HP14, Corollary 2.14]
In this appendix, we provide a complement of the proof of [HP14, Corollary 2.14] (it is introduced as Theorem
4.25 in Section 4.4). We use the notation in Sections 4.3 and 4.4. To prove the assertion, they showed in [HP14,
Lemma 2.15] the bijectivity of the map
pZ\{nearly self-dual lattices in DQ,K} → {self-dual lattices in LQ,K};M 7→ L](M) := {v ∈ LQ,K | v(M) ⊂M}.
We claim that the lattice L](M) in LQ,K is not necessarily self-dual even when M is a nearly self-dual lattice in
DQ,K . To avoid this possibility, we restrict the left-hand side of the map above.
We also denote an element of H(K) as (h0, h1), where hi ∈ GL(DQ,i ⊗K0 K) for i ∈ {0, 1} by the same manner
as in Section 4.3.
Lemma A.1. Denote by CK the stabilizer of D⊗W W (k) in H(K). Then we have an equality
H0(K)CK = {h = (h0, h1) ∈ H(K) | ordp det(h0) = ordp det(h1)}.
Proof. We have an isomorphism
H(K)
∼=−→ GL(DQ,0 ⊗K0 K)×K×;h 7→ (h0, sim(h)).
The proof is the same as the isomorphy of the first homomorphism as in Lemma 4.15 (i). It induces the following
isomorphisms:
H0(K) ∼= {(h0, c) ∈ GL(DQ,0 ⊗K0 K)×K× | c2 = det(h0)},
CK ∼= GL(D0 ⊗W W (k))×W (k)×.
Therefore we obtain
H0(K)CK ∼= {(h0, c) ∈ GL(DQ,0 ⊗K0 K)×K× | 2 ordp(c) = ordp(det(h0))},
which is equivalent to the assertion. 
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Example A.2. For i ∈ Z, let
Mi := (p
iD0 ⊕ p−iD1)⊗W W (k).
Then Mi is self-dual. On the other hand, we have Mi = h
i(D) ⊗W W (k), where h := (p idDQ,0 , p−1 idDQ,1). Then
hi ∈ H0(K0)C if and only if i = 0. Put L := {v ∈ LQ | v(D) ⊂ D}. Then we have
L](Mi) = p
2|i|L⊗W W (k),
which is self-dual if and only if i = 0.
Next, we modify the bijection M 7→ L](M). Write ZK for the center of H(K). Then we have an injection
λ˜ : H0(K)CKZK/CKZK → pZ\{nearly self-dual lattices in DQ,K};h 7→ h(D⊗W W (k)).
Definition A.3. A special nearly self-dual lattice is a lattice M in DQ,K such that the homothety class of M is in
the image of the map λ˜.
The definition amounts to saying that there is an element h in H0(K) (or H0(K)CK) such that M = h(D ⊗W
W (k)). By definition, special nearly self-dual lattices are Zp2-invariant and nearly self-dual in the sense of [HP14,
§2.5].
We state the modified version of [HP14, Lemma 2.15]. The proof is the same as the original one.
Proposition A.4. The map
pZ\{special nearly self-dual lattices in DQ,K} → {self-dual lattices in LQ,K};M 7→ L](M)
is bijective.
By the modification above, [HP14, Lemma 2.16] holds only for special nearly self-dual lattices. The precise
statement is as follows:
Lemma A.5. Let M be a special nearly self-dual lattice in DQ,K , and put L] := L](M), where L](M) is the self-dual
lattice in LQ,K corresponding to the bijection M 7→ L](M) in Proposition A.4. Let i ∈ Z satisfying M∨ = piM ,
and we regard M as a self-dual symplectic space over W by pi( , ).
(i) For an isotropic line l in L] ⊗W (k) k, Mk(l) := {x ∈ M ⊗W (k) k | v(x) = 0 for any v ∈ l} is a Zp2-stable
Lagrangian subspace in M ⊗W (k) k. Hence we obtain a map
{isotropic lines in L] ⊗W (k) k} → {Zp2-stable Lagrangian subspaces in M ⊗W (k) k}; l 7→Mk(l).
(ii) The map l 7→Mk(l) in (i) is bijective.
(iii) The inverse map of l 7→Mk(l) is given by
M 7→ lk(M ) := {v ∈ L] ⊗W (k) k | v(M ) = 0}.
Moreover, we have
lk(M )
⊥ = {v ∈ L] ⊗W (k) k | v(M ) ⊂M }.
Lastly, we check that [HP14, Corollary 2.14] is true. It suffices to show the following:
Proposition A.6. Dieudonne´ lattices in DQ,K are special nearly self-dual.
Proof. Take a Dieudonne´ lattice M and write M = h(D ⊗W W (k)), where h ∈ H(K). It suffices to show that
h ∈ H0(K)CK . Put g := h−1bσ(h)b−1 ∈ H(K). Then g induces an isomorphism
F∗(D⊗W W (k))→ (h−1 ◦ F ◦ h)∗(D⊗W W (k)) = h−1(F∗(h(D⊗W W (k)))).
On the other hand, we have
lengthW (k)(D1−i ⊗W W (k)/F∗(Di ⊗W W (k))) = lengthW (k)(D1−i ⊗W W (k)/h−1(F∗(h(Di ⊗W W (k))))) = 2
for i ∈ {0, 1} by the Kottwitz condition, see also the proof of [HP14, Proposition 2.10]. Therefore we have
ordp det(gi) = 0 if we write g = (g0, g1). Taking determinant of the defining equation of g, we obtain
(det(g0),det(g1)) = (det(h0),det(h1))
−1σ(det(h0),det(h1)) = (det(h0)−1σ(det(h1)),det(h1)−1σ(det(h0)))
in Qp2 ⊗Qp K0 ∼= K0 ×K0, which concludes that ordp det(h0) = ordp det(h1). Therefore the assertion follows from
Lemma A.1. 
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Appendix B. Reducedness of the Bruhat-Tits strata of MH
In this appendix, we prove the following:
Theorem B.1. For Λ˜ ∈ VLH , the formal scheme MH,Λ˜ is a reduced scheme of characteristic p.
To prove the assertion above, we introduce some notations.
Definition B.2. (cf. [LZ18, Definition 4.1.6]) Let C be the category defined as follows:
• objects in C are triples (O, s, γ), where O is a local artinian W -algebra, s is a W -homomorphism O → Fp,
and γ is a divided power structure on Ker(s) (see [BO78, Definitions 3.1, Definition 3.27]),
• a morphism of objects in C from (O1, s1, γ1) to (O2, s2, γ2) is a W -homomorphism g : O1 → O2 such that
s1 = s2 ◦ g and (g|Ker(s1)) ◦ γ1 = γ2 ◦ (g|Ker(s1)).
Remark B.3. (i) For an object (O, s, γ) in C , the homomorphism s is surjective since it is aW -homomorphism.
Hence Ker(s) is the unique maximal (or prime) ideal of O, and s induces an isomorphism between the
residue field of O and Fp.
(ii) For a morphism g : (O1, s1, γ1) → (O2, s2, γ2) in C , we have g(Ker(s1)) = Ker(s2), that is, g is a local
homomorphism.
We simply denote (O, s, γ) ∈ C by O as long as there is no confusion.
Definition B.4. Let (L,Q) be a quadratic space over W , and R a W -algebra.
• An isotropic line l in L⊗W R is an R-submodule of L⊗W R which is locally a direct summand of rank 1
and Q(l) = 0. We set
IsotR(L) := {isotropic lines in L⊗W R}.
• For a ring homomorphism g : R→ R′, put
Isotg(L) : IsotR(L)→ IsotR′(L); l 7→ l ⊗R R′.
• Suppose that R is moreover a local ring whose residue field is Fp, and let s : R → Fp be the canonical
homomorphism. Then, for an isotropic line l in L⊗W Fp, put
LiftR(l) := Isots(L)
−1(l) ⊂ IsotR(L).
Under the notations above, we prove the following:
Proposition B.5. Let x ∈ MH(Fp). We denote by M̂H,x the completion of MH at x. Let M be the Dieudonne´
lattice in DQ corresponding to x under the bijection in Theorem 4.24, and L the image of M under the bijection
M 7→ L(M) in Theorem 4.25. Moreover, put Fil1Φ(L) := p(L+Φ(L))/pΦ(L) (it is an isotropic line in Φ(L)⊗W Fp ∼=
Φ(L)/pΦ(L) by Lemma A.5). Then, for O ∈ C , there is a bijection
fO : M̂H,x(O)
∼=−→ LiftO(Fil1 Φ(L))
satisfying following properties.
(i) For a morphism g : O → O′, we have
fO′ ◦ M̂H,x(g) = Isotg(Φ(L)) ◦ fO : M̂H,x(O)→ LiftO′(Fil1 Φ(L)).
(ii) Let v be a Zp-submodule in LΦQ satisfying x ∈ Z(v), where Z(v) is a closed defined in Definition 8.3.
Denote by Ẑ(v)x the completion of Z(L) at x. Then the bijection fO induces a bijection
Ẑ(v)x(O)
∼=−→ {l˜ ∈ LiftO(Fil1 Φ(L)) | l˜ ⊥ vO in Φ(L)⊗W O},
where vO is the O-submodule of Φ(L)⊗W O generated by the image of v under Φ(L)→ Φ(L)⊗W O.
The assertion above is a variant of [LZ18, Theorem 4.1.7]. Hence, if Proposition B.5 is true, then Theorem B.1
follows from the same argument as the proof of [LZ18, Theorem 4.2.11].
To prove Proposition B.5, we generalize Lemma A.5. For this, we moreover prepare some notations.
Definition B.6. Let M and i be as in Lemma A.5, and R a W -algebra.
• A Lagrangian subspace M in M ⊗W R is an R-submodule of M ⊗W R which is locally a direct summand
of rank 4 and pi(M ,M ) = 0. We set
Lag
Zp2
R (M) := {Zp2-stable Lagrangian subspaces in M ⊗W O}.
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• For a ring homomorphism g : R→ R′, put
Lag
Zp2
g (M) : Lag
Zp2
R (M)→ Lag
Zp2
R′ (M);M 7→M ⊗R R′.
• Suppose that R is moreover a local ring whose residue field is Fp, and let s : R → Fp be the canonical
homomorphism. Then, for an isotropic line M in M ⊗W Fp, put
Lift
Zp2
R (M ) := Lag
Zp2
s (M)
−1(M ) ⊂ LagZp2R (M).
Lemma B.7. Let M and L be as in Lemma A.5, and let O be a local artinian W -algebra of residue field Fp.
(i) For l ∈ IsotO(L]),
MO(l) := {x ∈M ⊗W O | v(x) = 0 for any v ∈ l}
is a Zp2-stable Lagrangian subspace in M ⊗W O. Hence we obtain a map
IsotO(L])→ LagZp2O (M); l 7→MO(l).
(ii) The map l 7→MO(l) in (i) is bijective.
(iii) The inverse map of l 7→MO(l) is given by
Lag
Zp2
O (M)→ IsotO(L]);M 7→ lO(M ) := {v ∈ L] ⊗W O | v(M ) = 0},
and we have
lO(M )⊥ = {v ∈ L] ⊗W O | v(M ) ⊂M }.
(iv) Let g : O → O′ be a homomorphism of local artinian W -algebras with residue fields Fp. Then we have
Isotg(L
]) ◦ lO = lO′ ◦ LagZp2g (M) : LagZp2O (M)→ IsotO′(L]).
To prove Lemma B.7, we need a preparation on certain C(L])-modules. As pointed out in the proof of [HP14,
Lemma 2.16], the inclusion LQ ⊂ End(DQ) induces an isomorphism
i′ : C(L])
∼=−→ End(M).
We regard M as a left C(L])-module under the isomorphism above. On the other hand, we regard C(L]) as a left
C(L])-module by the left multiplication.
Lemma B.8. Under the notation in Lemma B.7, there is an isomorphism C(L]) ∼= M⊕8 of C(L])-modules.
Proof. Fix a W -basis e′′1 , . . . , e
′′
8 of M , and let ε1 ∈ C(L]) be the element corresponding to the endomorphism
M →M ; e′′i 7→ δi1e′′i
under the isomorphism i′ : C(L])
∼=−→ End(M). Then, both ε1C(L]) and M are free W -modules of rank 8. Hence
there is an isomorphism ε1C(L
]) ∼= M of W -modules, which associates a desired isomorphism by the Morita
equivalence. 
Proof of Lemma B.7. (i): Take v ∈ l so that l = Ov. The stability of MO(l) under the Zp2-action is a consequence
of the equality ι0(a) ◦ v = v ◦ ι0(a∗) for any a ∈ Zp2 . Next, we prove the equality
(8) MO(l) = v(M ⊗W O),
and that it is a totally isotropic O-direct summand of D⊗W O of rank 4. Since M is special nearly self-dual, there
is h ∈ H0(K0) such that M = h(D). Hence we may assume M = D. Write
v =
6∑
i=1
aixi
for ai ∈ O (see Definition for the definition of xi). Then we have
(9) a1a2 + a3a4 + a5a6 = 0.
On the other hand, since l is an O-direct summand of L⊗W O, we have ai ∈ O× for some i. Here, we suppose that
a1 ∈ O×. Other cases are similar. Then, by using (9), we obtain
MO(l) = v(D⊗W O)
= O(a1e2 + a3e3 + a5e4)⊕O(−a1e1 + a6e3 − a4e4)⊕O(−a4f1 − a5f2 + a1f4)⊕O(−a6f1 + a3f2 − a1f3),
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which is an O-direct summand of D⊗W O of rank 4. Hence the assertion follows.
(ii): The injectivity follows from the case for O = Fp (that is, Lemma A.5 (ii)) and the Nakayama’s lemma.
Next, we prove the surjectivity. Put
GU(M)(O) := {(h, c) ∈ GLZp2⊗ZpO(M ⊗W O) | pi(h(v), h(w)) = cpi(v, w) for all v, w ∈M ⊗W O}.
Then we have an isomorphism
GU(M)(O) ∼=−→ GL(ε0M ⊗W O)×O×;h 7→ (h0, sim(h))
(see Definition 2.5 for the definition of ε0). The proof is the same as the isomorphy of the first homomorphism as
in Lemma 4.15 (i). Moreover, if we set
GU0(M)(O) := {(h, c) ∈ GU(M)(O) | c2 = det Zp2⊗ZpO(h)},
then the isomorphism above induces the following isomorphism:
GU0(M)(O) ∼= {(h0, c) ∈ GL(ε0M ⊗W O)×O× | c2 = det(h0)}.
On the other hand, we have a bijection
Lag
Zp2
O (M)
∼=−→ {O-direct summands of ε0M ⊗W O of rank 2};M 7→ ε0M .
which commutes with the canonical actions of GU(M)(O) ∼= GL(ε0M ⊗W O) × O×. Since GU0(M)(O) acts
transitively on the set of all O-direct summands of M ⊗W O of rank 2, so does LagO(M). Hence the surjectivity
follows.
(iii): For M ∈ LagZp2O (M), take v ∈ L] ⊗W O such that Ov ∈ IsotO(L]) and M = MO(Ov) (this is possible by
(ii)). Then, by (8) we have
lO(M ) = lO(v(M ⊗W O)) = Ov,
which implies the assertion for lO. On the other hand, for w ∈ L], we have v ⊥ w if and only if wvC(L]) ⊂ vC(L])
by the same argument as in the proof of [HP14, Lemma 2.16]. Moreover, the condition wvC(L]) ⊂ vC(L]) is
interpreted as w(M ) ⊂M by Lemma B.8. Hence the equality for lO(M )⊥ follows.
(iv): This is clear by construction. 
Proof of Proposition B.5. Put Fil1x := pF
−1(M)/pM . Then it is a Zp2-stable Lagrangian subspace of M ⊗W Fp ∼=
M/pM . Let O ∈ C . By the Grothendieck-Messing theory (see [Mes72, Chapter V, Theorem (1.6)]), we have a
bijection
GMO : M̂H,x(O)
∼=−→ LiftZp2O (Fil1x).
On the other hand, the bijection M 7→ lO(M ) in Lemma B.7 induce a bijection
lx,O : Lift
Zp2
O (Fil
1
x)
∼=−→ LiftO(Fil1 Φ(L)).
Now, put fO := lx,O ◦ GMO. Then, fO is bijective and satisfies (i) by Proposition B.5 (i), (ii) and (iv). Next, we
prove (ii). For x˜ ∈ M̂H,x(O), we have x˜ ∈ Ẑ(v)x(O) if and only if v(GMO(x˜)) ⊂ GMO(x˜) for any v ∈ v. By
Proposition B.5 (iii), it is equivalent to the condition that vO ⊂ lO(GMO(x˜))⊥ = fO(x˜)⊥. 
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