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Abstract
In group decision making, the decision made should
be the one of highest consensus. Numerous consensus
reaching processes have been developed as a part of
the decision process. Within a consensus reaching
process, a notable step is that of the feedback mechanism
that helps the individuals arrive at an agreement by
generating some recommendations on how they should
modify their evaluations. Our objective is to present
a new feedback mechanism based on individuals’
credibility. Different from the existing approaches, it
adapts the recommendations provided to the individuals
depending on their credibility.
1. Introduction
In the setting of this study, group decision making
is a kind of participatory process where more than one
individual, E = {e1, . . . , em}, discusses a problem
collectively, consider a collection of options, X =
{x1, . . . , xn}, to solve it, and evaluate them [1]. To do
so, two processes are carried out sequentially. The first
one, the consensus reaching process [2, 3], is a creative
and dynamic way of achieving agreement among all
individuals of the group, which are committed to finding
a solution supported by all, or at least a solution that
everyone can live with. The second one, the selection
process [4], obtains the final solution in consonance with
the evaluations provided. As a result, we arrive at a rank
of options from best to worst to solve the problem.
A notable step of the consensus reaching process,
which is called feedback mechanism, is that of providing
advice about how the individuals should modify their
evaluations with the aim of increasing the consensus.
At first, a moderator carried out this task [5]. However,
since the moderator may introduce some subjectivity in
the process, automatic tools substituted her/him:
• Some approaches incorporated a feedback
mechanism whose behavior remains fixed
through the whole consensus reaching process
[3, 6]. They are considered as rigid or inflexible.
• Some approaches incorporated a feedback
mechanism adapting its operation to the
consensus reached in each discussion round [7].
These approaches present a faster convergence
towards the consensus than the rigid ones [8].
However, these approaches either do not consider
the knowledge level of the individuals or only consider
it in the selection process when aggregating the
preferences provided by the individuals [9]. A new
consensus approach was presented in [1] to improve
the above approaches. It incorporated a feedback
mechanism customizing the advice needed by each
individual according to her/his level of importance
(knowledge level). Its drawback is the way in which
the importance level is assigned to the individuals as
it is done subjectively at the beginning of the decision
process. Therefore, it presents a similar problem that
the approaches with a moderator.
The objective of this study is to present, as a part of a
consensus reaching process, a new feedback mechanism
based on individuals’ credibility. Argumentation
is a human feature that allows people to handle
discussions by exchanging arguments in a competitive
or cooperative fashion to reach a final agreement or just
to express an individual position [10]. In such a way,
any consensus reaching process should implement some
argumentation mechanism in order to imitate the human
being way to manage negotiation processes [11]. In
addition, the key to believe or refuse arguments given by
other people is usually their credibility [12]. To assess
the credibility of the individuals could play a crucial
role when we carry out a consensus reaching process.
Therefore, we introduce a segmentation mechanism
that divides the individuals into different subsets (very
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credible, credible and hardly credible). Then, if the
individuals of the group do not reach a consensual
agreement, this feedback mechanism sends them some
recommendations to get their opinions closer. It is based
on the assumption that hardly credible individual will
need more advice than individuals with high credibility.
This study is structured in a bottom-up way. In
Section 2, our proposal for a new consensus reaching
process is presented. An example of application is
reported in Section 3. We compare our approach with
the existing ones in Section 4. Finally, some conclusions
are offered in Section 5.
2. Consensus reaching process based on
individuals’ credibility
We introduce a consensus reaching process
composed of three steps: (i) elicitation of evaluations,
(ii) consensus control process, and (iii) feedback
mechanism. It presents two main novelties: (i) in
addition to the evaluations, the individuals provide
some arguments to support them, and (ii) the feedback
mechanism is based on the individuals’ credibility in
such a way that it will provide more advice to the
individuals with lower credibility than to the individuals
with higher credibility. The above three steps are
detailed described in the following three subsections.
2.1. Elicitation of evaluations
We suppose that a fuzzy preference relation models
the evaluations given by an individual. We use it
by virtue of its ability to model decision processes
and its usefulness and capacity to aggregate individual
evaluations into group ones [13, 14].
Definition 1 A fuzzy preference relationP on a finite set
X is a fuzzy set on the Cartesian product X × X , that
is, it is determined by means of a membership function
µP : X ×X → [0, 1] over the set X ×X .
A fuzzy preference relation P is commonly modeled
by a n × n matrix P = (pij) [14], being pij =
µP (xi, xj) the degree in which the option xi is preferred
to the option xj . In this setting, pij = 0.5 means
indifference between both options (xi ∼ xj), pij = 1
means that the option xi is entirely preferred to the
option xj , and pij > 0.5 means that the option xi is
preferred to the option xj (xi  xj). Furthermore, the
elements of the main diagonal, that is, pii, are usually
written as ‘−’ because they are not important here [13].
In addition to the elicitation of a fuzzy preference
relation, each individual provides some arguments to
justify her/his opinions. In particular, an argumentArgki
is provided by each individual ek for each option xi.
2.2. Consensus control process
Once all the individuals have expressed their
evaluations, we need to obtain the consensus achieved.
To do so, we follow the strategy usually employed when
preference relations are used [15], which obtains three
different consensus degrees. The methodology to obtain
these consensus degrees is as follows:
• We define a similarity matrix, SMkl = (smklij ),
for each pair of individuals (ek, el) as follows:
smklij = 1− |pkij − plij | (1)
• We aggregate all the similarity matrices to
calculate a consensus matrix, CM = (cmij).
To do so, we use, as aggregation function φ, the
arithmetic mean:
cmij = φ(sm
kl
ij ) (2)
• We obtain the three consensus degrees:
1. Consensus degree on pairs of options, cpij ,
measuring the agreement achieved by the
individuals on the pair formed by the options
xi and xj . The entry (i, j) of CM identifies
this consensus degree:
cpij = cmij (3)
2. Consensus degree on options, cai,
measuring the agreement achieved by
the individuals on the option xi. It is
computed as follows:
cai =
∑n
j=1;j 6=i(cpij + cpji)
2(n− 1) (4)
3. Consensus degree on the relation, cr,
measuring the global agreement achieved by
the individuals. It is calculated as follows:
cr =
∑n
i=1 cai
n
(5)
The value of cr controls the consensus reaching
process. Its value is contrasted with a minimum
consensus threshold, α ∈ [0, 1], whose value depends on
the problem under study [7]. On the one hand, if cr < α,
the feedback mechanism is applied with the purpose of
modifying the evaluations given by the individuals and,
as a consequence, to increase the value of cr. On the
other hand, if cr ≥ α, the selection process is carried out
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to rank the options from best to worst. In addition, with
the purpose of avoiding a situation in which cr does not
converge to α, a maximum number of discussion rounds
is fixed [6]. Then, if the number of the current discussion
round exceeds it, the selection process is also applied.
2.3. Feedback mechanism
On the assumption that the individuals with a
low knowledge level of the problem will need
more recommendations than individuals with a high
knowledge level, the feedback mechanism proposed
here tries to adapt its performance to the different kinds
of individuals. We suppose that individuals with a
high credibility provide evaluations belong to a wider
knowledge than the remaining individuals. Therefore,
a few modifications in their evaluations might lead
to consensus. On the other hand, individuals with a
low credibility will require many modifications in their
evaluations to lead a consensual solution.
To accomplish this task, each individual is included
by her/his credibility degree into one of the three
following subsets: (i) very credible, Evc, (ii) credible,
Ec, and (iii) hardly credible, Ehd. The credibility
degree is interpreted as a fuzzy subset, Cred, with a
membership function, µCred : E → [0, 1], in such a way
that µCred(ek) ∈ [0, 1] denotes the credibility degree of
the evaluations given by the individual ek. Then, a fuzzy
matching mechanism, whose parameters depend on the
problem at hand, is applied to done this classification.
Each subset of individuals is a fuzzy set characterized by
a membership function and two membership thresholds,
β1 and β2, are established to differentiate the subsets.
Given a particular individual, ek, her/his credibility
degree, µCred(ek), is computed as follows:
µCred(e
k) =
∑m
l=1;l 6=k µCred(e
k
l )
m− 1 (6)
being µCred(ekl ) ∈ [0, 1] the credibility degree assigned
by the individual el to the individual ek after reading
the arguments provided by the individual ek to justify
her/his evaluations.
In what follows, we describe in detail this
feedback mechanism, which is composed of three steps:
(i) computing proximity measures, (ii) searching for
controversial evaluations, and (iii) advising.
2.3.1. Computing proximity measures Similar to
the existing approaches [3, 6, 7], the feedback
mechanism calculates first the level of agreement
between the individual evaluations and the group ones.
To do this, proximity measures are computed as follows:
• We aggregate all the fuzzy preference relations to
compute a collective matrix, P c = (pcij):
pcij = Φ(p
1
ij , p
2
ij , . . . , p
m
ij ) (7)
The aggregation function, Φ, should consider
that the individuals have different credibility
degrees. In an aggregation process, the procedure
for considering weighted values involves the
transformation of the values under the weight to
produce a new value [16]. Then, these new values
are aggregated using an aggregation function.
Here, we use the weighted average to consider the
credibility degrees, which act as weights of the
evaluation:
pcij =
∑m
k=1 µCred(e
k) · pkij∑m
k=1 µCred(e
k)
(8)
• Once we have calculated the collective matrix, we
compute the proximity measures:
1. Proximity measure on pairs of options,
ppkij , measuring the similarity between the
evaluation given by the individual ek on a
pair of options (xi, xj) and the collective
one:
ppkij = 1− |pkij − pcij | (9)
2. Proximity measure on options, paki ,
measuring the similarity between the
evaluation given by the individual ek on the
option xi and the collective one:
paki =
∑n
j=1,j 6=i (pp
k
ij + pp
k
ji)
2(n− 1) (10)
3. Proximity measure on the relation, prk,
measuring the global similarity between the
evaluations of the individual ek and the
collective one:
prk =
∑n
i=1 pa
k
i
n
(11)
2.3.2. Searching for controversial evaluations The
second step consists of identifying the evaluations that
should be modified to increase the agreement in the next
discussion round.
The proposed feedback mechanism is composed of
three different strategies identifying the evaluations that
the individuals should change. That is, each one of
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the previous subsets entails a different mechanism to
determine the controversial evaluations (those with low
agreement).
1. Identifying controversial evaluations for hardly
credible individuals. It seems reasonable that,
a priori, the individuals located in this subset
may express less informed evaluations. As a
consequence, more changes should be required
here to increase the consensus. Therefore, the
strategy applied to this subset tries to change the
evaluations on all the pairs of options in which the
agreement is low. It acts as follows:
(a) A threshold, γ1, is determined as the average
of the consensus degrees at the level of all
pairs of options:
γ1 =
n∑
i=1
(
n∑
j=1,j 6=i
cpij)/(n
2 − n) (12)
(b) Identifying the pairs of options, PO,
whose consensus degree is smaller than the
threshold γ1:
PO = {(xi, xj) | cpij < γ1} (13)
(c) Identifying the controversial evaluations,
CEkhc, that each individual e
k ∈ Ehc should
change:
CEkhc = PO (14)
2. Identifying controversial evaluations for credible
individuals. In this case, it is reasonable to
change the strategy applied by reducing the
number of modifications. Instead of focusing
on all the pairs of options in disagreement, this
strategy analyzes the agreement from the point
of view of the options and only considers the
evaluations in disagreement of the options in
which the agreement is low. In addition, the
previous strategy requires that all individuals
change the identified evaluations. However, here,
for the identified options in disagreement, only the
individuals whose proximity measure at level of
options is smaller than a proximity threshold δ1
are suggested to change their evaluations. This
strategy identifies the evaluations to be modified
by each individual, ek ∈ Ec, as follows:
(a) A threshold, γ2, is determined as the average
of the consensus degrees at level of options:
γ2 =
n∑
i=1
cai/n (15)
(b) Identifying the options, O, to be modified:
O = {xi | cai < γ2} (16)
(c) Identifying the pairs of options, PO, to be
modified:
PO = {(xi, xj) | xi ∈ O ∧ cpij < γ1}
(17)
(d) A threshold δ1, for each option xi ∈ O, is
determined as follows:
δ1 =
m∑
k=1
paki /m, e
k ∈ Ec (18)
(e) Identifying the controversial evaluations,
CEkc , that should be changed:
CEkc = {(xi, xj) ∈ PO | paki < δ1} (19)
3. Identifying controversial evaluations for very
credible individuals. This strategy deals with
the individuals located in the subset Evc, that
is, the individuals whose credibility is so high
that they do not need to be strongly changed
to obtain a well-considered evaluation. Hence,
fewer modifications than in the previous two
strategies should be suggested here to improve
the agreement. In particular, this strategy only
modifies, for the pairs of options identified in
disagreement, the evaluations of the individuals
whose proximity measure is smaller than a
proximity threshold at the level of pair of options,
δ2. This strategy identifies the evaluations to
be modified by each individual, ek ∈ Evc, as
follows:
(a) Identifying the options, O, to be modified:
O = {xi | cai < γ2} (20)
(b) Identifying the pairs of options, PO, to be
modified:
PO = {(xi, xj) | xi ∈ O ∧ cpij < γ1}
(21)
(c) A threshold δ2, for each pair of options
(xi, xj) ∈ PO, is determined as follows:
δ2 =
m∑
k=1
ppkij/m, e
k ∈ Evc (22)
(d) Identifying the controversial evaluations,
CEkvc, that are required to be modified:
CEkvc = {(xi, xj) ∈ PO | paki < δ1∧
∧ ppkij < δ2}
(23)
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2.3.3. Advising Once the controversial evaluations
have been identified, the next step consists in showing
the right direction of the modifications. Similar to other
approaches [7], we apply a mechanism based on two
direction rules. Then, for each evaluation identified
as controversial, the feedback mechanism suggests the
modification of the current evaluation as follows:
• The evaluation given by the individual ek on the
pair xi and xj must be increased if pkij < p
c
ij .
• The evaluation given by the individual ek on the
pair xi and xj must be decreased if pkij > p
c
ij .
3. Illustrative example
Let us suppose that a school wants to improve some
of its services by investing some money. These services
are: x1 = Cafeteria, x2 = Library, x3 = Website,
and x4 = Sport court. The aim is to distribute the
money among the services according to the necessity
of improving each one of them. In consequence, the
money received by each service is related to its position
in the ranking: the best position in the ranking is, the
more money it receives. To accomplish this task, four
individuals (users and school staff) are inquired.
The proposed approach is set up as follows: α
is equal to 0.75, the maximum number of discussion
rounds is equal to 5, and the membership thresholds, β1
and β2 are equal to 0.65 and 0.45, respectively.
In what follows, we apply our proposal to solve this
problem. In the first discussion round, we describe all
the steps in detail. In the next discussion rounds, we only
show the most relevant information: the new evaluations
given by the individuals, the evolution of the consensus
and the advice generated by the feedback mechanism.
3.1. First discussion round
3.1.1. Elicitation of evaluations Initially, the
individuals involved in the problem provide the
following fuzzy preference relations:
P 1 =

− 0.90 0.90 0.90
0.10 − 0.70 0.80
0.20 0.30 − 0.50
0.20 0.20 0.50 −

P 2 =

− 0.10 0.30 0.30
0.90 − 0.80 0.90
0.70 0.20 − 0.50
0.80 0.10 0.50 −

P 3 =

− 0.50 0.10 0.30
0.50 − 0.20 0.20
0.90 0.80 − 0.50
0.80 0.90 0.50 −

P 4 =

− 0.50 0.30 0.30
0.50 − 0.20 0.20
0.80 0.80 − 0.50
0.70 0.70 0.50 −

Additionally, they express these arguments that
make them to have the previous evaluations:
Arg11 = Good quality of the food.
Arg12 = Old Furniture.
Arg13 = Modern and dynamic.
Arg14 = Incorporate more sports.
Arg21 = Need to improve the service.
Arg22 = Need more staff.
Arg23 = Should include more features.
Arg24 = It is almost new.
Arg31 = Old furniture and materials.
Arg32 = Small study room.
Arg33 = Enough for the students.
Arg34 = More chairs for spectators.
Arg41 = Bad air conditioning system.
Arg42 = Good electronic resources.
Arg43 = Should include more teacher resources.
Arg44 = Enough for school sport teams.
3.1.2. Consensus control process First, we
compute the six similarity matrices, one for each pair
of individuals (they are omitted). Then, we calculate
the CM , whose entries are used to obtain the different
consensus degrees:
1. Consensus degrees on pairs of options:
CM =

− 0.60 0.60 0.70
0.60 − 0.62 0.55
0.63 0.62 − 1.00
0.68 0.52 1.00 −

2. Consensus degree on options:
ca1 = 0.64 ca2 = 0.58
ca3 = 0.75 ca4 = 0.74
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3. Consensus degree on the relation:
cr = 0.68
After computing the consensus degrees, cr is
equal to 0.68. Because this value is lower than the
minimum consensus threshold (α = 0.75), and the
current discussion round is the first one, the feedback
mechanism is activated.
3.1.3. Feedback mechanism The first time the
feedback mechanism is activated, the individuals are
located in one of the three different subsets considering
their credibility. Each individual reads the arguments
given by the others and assigns a credibility degree to
them. Once each individual has assigned a credibility
degree to each one of the others, the final credibility
degree obtained by each individual using (6) is:
µCred(e
1) = 0.70 µCred(e
2) = 0.50
µCred(e
3) = 0.40 µCred(e
4) = 0.40
To compute the customized recommendations, the
individuals are included by their credibility degree into
three different subsets (taking β1 and β2 as reference):
Ehc = {e3, e4} Ec = {e2} Evc = {e1}
• Computing proximity measures: First the
collective fuzzy preference relation is calculated
by aggregating the four individual fuzzy
preference relations using (8):
P c =

− 0.54 0.47 0.51
0.46 − 0.52 0.58
0.58 0.47 − 0.50
0.57 0.41 0.50 −

1. Proximity measures on pairs of options:
PP 1 =

− 0.64 0.57 0.61
0.64 − 0.82 0.78
0.61 0.82 − 1.00
0.63 0.78 1.00 −

PP 2 =

− 0.56 0.83 0.79
0.56 − 0.72 0.68
0.88 0.72 − 1.00
0.77 0.68 1.00 −

PP 3 =

− 0.96 0.63 0.79
0.96 − 0.67 0.61
0.68 0.67 − 1.00
0.77 0.51 1.00 −

PP 4 =

− 0.96 0.83 0.79
0.96 − 0.67 0.61
0.78 0.67 − 1.00
0.87 0.71 1.00 −

2. Proximity measures on options:
pa11 = 0.62 pa
1
2 = 0.75 pa
1
3 = 0.80 pa
1
4 = 0.80
pa21 = 0.73 pa
2
2 = 0.66 pa
2
3 = 0.86 pa
2
4 = 0.82
pa31 = 0.80 pa
3
2 = 0.73 pa
3
3 = 0.78 pa
3
4 = 0.78
pa41 = 0.86 pa
4
2 = 0.77 pa
4
3 = 0.83 pa
4
4 = 0.83
3. Proximity measures on the relation:
pr1 = 0.74 pr3 = 0.77
pr3 = 0.77 pr4 = 0.82
• Searching for controversial evaluations:
1. Identifying controversial evaluations for
hardly credible individuals:
(a) The threshold γ1 is equal to 0.68.
(b) Pairs of options whose consensus
degree is smaller than the threshold γ1:
PO = {(x1, x2), (x1, x3), (x2, x1),
(x2, x3), (x2, x4), (x3, x1),
(x3, x2), (x4, x2)}
(c) Evaluations to be changed by
individuals e3 and e4:
CE3hc = PO
CE4hc = PO
2. Identifying controversial evaluations for
credible individuals:
(a) The threshold γ2 is equal to 0.68.
(b) Options in which the consensus degree
is not high enough:
O = {x1, x2}
(c) Pair of options in disagreement:
PO = {(x1, x2), (x1, x3), (x2, x1),
(x2, x3), (x2, x4)}
(d) The threshold δ1 is equal to 0.75 for
the option x1 and equal to 0.73 for the
option x2.
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(e) Evaluations to be changed by the
individual e2:
CE2c = {(x1, x2), (x1, x3), (x2, x1),
(x2, x3), (x2, x4)}
3. Identifying controversial evaluations for
very credible individuals:
(a) Options whose consensus degree is not
high enough:
O = {x1, x2}
(b) Pair of options in disagreement:
PO = {(x1, x2), (x1, x3), (x2, x1),
(x2, x3), (x2, x4)}
(c) The threshold δ2 is computed as the
average of the proximity measures on
pairs of options of those pairs of options
identified to be modified previously.
(d) Evaluations to be changed by the
individual e1:
CE1hc = {(x1, x2), (x1, x3)}
• Advising: The feedback mechanism suggests the
modification of the current evaluations according
to the following direction rules (the symbol +
means that this evaluation should be increased,
and the symbol − means that this evaluation
should be decreased):
P 1 =
 – – == = =
= = =
= = =
P 2 =
 + + =– – –
= = =
= = =

P 3 =
 + + =– + +
– – =
= – =
P 4 =
 + + =– + +
– – =
= – =

3.2. Second discussion round
3.2.1. Elicitation of evaluations In this discussion
round, we assume that the individuals agree with
the recommendations produced by the feedback
mechanism. In such a way, the new fuzzy preference
relations are:
P 1 =

− 0.80 0.80 0.90
0.10 − 0.70 0.80
0.20 0.30 − 0.50
0.20 0.20 0.50 −

P 2 =

− 0.20 0.40 0.30
0.80 − 0.70 0.80
0.70 0.20 − 0.50
0.80 0.10 0.50 −

P 3 =

− 0.60 0.20 0.30
0.40 − 0.30 0.30
0.80 0.70 − 0.50
0.80 0.80 0.50 −

P 4 =

− 0.60 0.40 0.30
0.40 − 0.30 0.30
0.70 0.70 − 0.50
0.70 0.60 0.50 −

3.2.2. Consensus control process After computing
the consensus degrees using these new fuzzy preference
relations, the cr is equal to 0.73. Now, the consensus is
higher than in the previous discussion round. However,
it is still lower than α = 0.75. In addition, the current
discussion round is the second one. Therefore, the
feedback mechanism is activated.
3.2.3. Feedback mechanism After computing the
proximity measures and identifying the controversial
evaluations, the feedback mechanism suggests the
modification of the current evaluations according to the
following direction rules:
P 1 =
 – – –= = =
= = =
= = =
P 2 =
 + + +– = –
= = =
= = =

P 3 =
 – + +– = +
– – =
– – =
P 4 =
 – + +– = +
– – =
– – =

3.3. Third discussion round
3.3.1. Elicitation of preferences In the third
discussion round, we assume again that the individuals
agree with the recommendations returned by the
feedback mechanism. Now, the new fuzzy preference
relations are:
P 1 =

− 0.70 0.70 0.80
0.10 − 0.70 0.80
0.20 0.30 − 0.50
0.20 0.20 0.50 −

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P 2 =

− 0.30 0.50 0.40
0.70 − 0.60 0.80
0.70 0.20 − 0.50
0.80 0.10 0.50 −

P 3 =

− 0.50 0.30 0.40
0.30 − 0.30 0.40
0.70 0.60 − 0.50
0.70 0.70 0.50 −

P 4 =

− 0.50 0.50 0.40
0.30 − 0.30 0.40
0.60 0.60 − 0.50
0.60 0.50 0.50 −

3.3.2. Consensus control process After computing
the consensus degrees using these new fuzzy preference
relations, the cr is equal to 0.78. Now, the consensus
is higher than in the second discussion round and also
higher than α = 0.75. Therefore, the selection process
is applied to rank the options from best to worst.
3.4. Selection process
The selection process ranks the options from best to
worst according to the individuals’ evaluations. Since
the objective of this study is not to present a new
selection process, if the reader is interesting in knowing
more about it, see [4]. It consists of two phases:
(i) aggregation, which obtains a collective preference
relation, and (ii) exploitation, which uses the collective
preference relation to rank the options.
In the aggregation phase, (8) is used to obtain the
collective fuzzy preference relation:
P c =

− 0.52 0.53 0.54
0.33 − 0.51 0.64
0.50 0.39 − 0.50
0.53 0.33 0.50 −

At this point, in order to transform the global
preference about the options into a ranking of them,
the quantifier-guided dominance degree, QGDDi,
quantifying the dominance that the option xi has over
all the others is employed [4]:
QGDDi = φ(p
c
i1, . . . , p
c
i(i−1), p
c
i(i+1), . . . , p
c
in) (24)
Using the average as aggregation function, φ, the
ranking obtained is: x1  x2  x3  x4.
4. Discussion
In this section, we compare the consensus reaching
process presented in this paper with other approaches
existing in the literature and analyze its convergence.
• Consensus reaching processes incorporating a
feedback mechanism. Different approaches have
been proposed [6, 17, 18] in which the feedback
mechanism incorporated is considered as an
inflexible or rigid one since its performance
remains fixed during all the discussion rounds.
As in these approaches the individuals are
considered equally important, to compare the
proposed approach with them, we use our
approach, but substituting both its searching for
controversial evaluation step and its advising step
by the feedback mechanism presented in those
approaches. Using the same data as in the
example illustrated in Section 3, the consensus is
reached in the third round, being cr = 0.79. The
ranking of options obtained using the selection
process is x2  x3  x4  x1, which is
quite different to the ranking obtained using our
approach. According to the first evaluations given
by the individuals, it may be seen that the best
options should be x1 and x2 as they are the
preferred by the individuals e1 and e2, which have
the higher credibility degrees. Therefore, they
should be the leaders of the discussion. This
situation occurs in our approach, as the final
ranking of options obtained is x1  x2  x3 
x4. However, if the feedback mechanism does
not take into account the individuals’ credibility
(knowledge level or importance level) to generate
the recommendations, a situation, which is not
desired, may happen. Therefore, in this case, the
options x3 and x4, which were the most preferred
by the individuals e3 and e4, are preferred to the
option x1. The reason of it is that, although the
individuals e3 and e4 have a lower credibility, the
addition of their evaluations, which are similar,
has made them important as a group and they
have become the leaders of the discussion. It
is due to the feedback mechanism considers
all individuals with equal credibility (knowledge
level or importance level), generating the same
amount of advice for them. As a result, to
increase the consensus level, the most credible
individual, e1, has to change her/his evaluations
according to the individuals e3 and e4. However,
as the proposed feedback mechanism generates
recommendations according to the individuals’
credibility, the lower credible individuals receive
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more advice to change their evaluations, allowing
for the individuals with more credibility to be
the leaders of the discussion and convince the
other individuals to modify their evaluations to
improve the agreement. On the other hand,
the consensus reaching process presented in [7]
presents the same problem. In this case, its
feedback mechanism adapts its performance to
the consensus reached in each discussion round.
This reduces the number of discussion rounds
and, therefore, the convergence to the consensus
is faster. However, as it does not take into account
the individuals’ credibility to generate the advice,
the same problem shown in the above approaches
appears here. Finally, the approach presented in
[1] is the most similar to the approach proposed in
this study, but adapting the computed amount of
advice to the individuals’ importance. However,
we incorporate the arguments in order to go one
step further obtaining credibility degrees instead
of just weight values, which are subjectively
assigned at the beginning of the process.
• Group decision making approaches using the
heterogeneity of the individuals in the selection
process [9, 16, 19]. The main drawback of
applying a selection process directly, without
a consensus reaching process, is that some
individuals could think that their evaluations have
not properly considered to obtain the rank of
options and, as a consequence, these individuals
could reject the solution obtained. In this way,
in the example illustrated in Section 3, if we
apply the selection process directly, the ranking
of options obtained is x2  x3  x1  x4,
being the consensus reached equal to 0.68, which
is low. Moreover, as in these approaches there
is no discussion, if there are some low credible
individuals, but whose evaluations are similar,
they could become the main leaders instead of the
most credible individuals. For instance, in this
example, the option x1, which should be the best
one according to the most credible individual, e1,
is ranked in the third place.
• In the proposed approach, since the consistency
associated with the fuzzy preference relations
is not checked, inconsistent evaluations could
be provided. As a result, misleading rankings
could be obtained. Therefore, a mechanism to
control and improve the consistency associated
with the fuzzy preference relations provided by
the individuals should be added to the proposed
approach [19, 20].
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Figure 1. cr in successive discussion rounds.
• To analyze the convergence of the proposed
approach, we simulate various decision problems
with different sets of individuals and options (in
particular, 8 discussion rounds are simulated).
If the individuals accept the advice provided by
the feedback mechanism, the consensus achieved
in each discussion round is increased (see
Fig. 1). Thus, the proposed approach converges
to solutions with higher consensus. Anyway, if
the minimum consensus threshold is not achieved
because the individuals do not follow the advice
generated or it would require many discussion
rounds to be achieved, a maximum number of
discussion rounds is usually fixed [6].
5. Conclusions
We have introduced a novel feedback mechanism,
which considers the individuals’ credibility, as part of
a consensus reaching process. Assuming different types
of individuals classified according to their credibility the
feedback mechanism customizes the advice generated.
To do this, it presents three strategies to recognize
the controversial evaluations that the individuals must
modify if they want to increase the consensus. In every
discussion round, these three strategies are carried out
in a different way based on the individuals’ credibility
by considering both the current consensus degrees and
the proximity measures calculated. The aim is that the
evaluations of the most credible individuals never be
strongly changed throughout the discussion rounds. It
allows for the most credible individuals to be the leaders
of the discussion and convince the other individuals
to modify their evaluations to improve the agreement.
In addition, as a new step in the consensus reaching
process, the individuals have to express the arguments
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that justify their evaluations. This helps classify the
individuals into one of three different subsets (very
credible, credible and hardly credible).
This new approach may be applied to solve
different real world problems as, for instance, water
allocation management [21], credit risk evaluation [22],
e-democracy [23], and so on. Finally, as future work,
we propose that this new approach may provide several
rankings, each of them with a degree of reliability.
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