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Uvod
Kroz cijelu povijest cˇovjecˇanstva postoji potreba za sigurnu razmjenu informacija. U
danasˇnje vrijeme je nezamislivo razmjenjivati podatke bez uporabe racˇunala i interneta.
Kako je internet dostupan sˇirem broju ljudi, povjerljivi podaci trebaju sˇto vec´u sigurnost.
Stoga danas, visˇe nego ikada raste potreba za razvojem tehnologija koja c´e zasˇtititi nasˇe po-
datke. Znanstvena disciplina koja se bavi proucˇavanjem metoda za sigurnu komunikaciju
je kriptografija. Osnovni zadatak kriptografije je omoguc´iti dvjema osobama (posˇiljatelj
i primatelj) komunikaciju preko nesigurnog komunikacijskog kanala (internet) na nacˇin
da trec´a osoba (protivnik), koja mozˇe nadzirati komunikacijski kanal, ne mozˇe razumjeti
njihove poruke. Posebno osjetljivi podaci su podaci tipa lozinki te podataka transakcija
izmedu banke i klijenata. Takva vrsta podataka je cˇesta meta hakiranja te stoga postoji
potreba za sˇto vec´om razinom sigurnosti. Stoga c´emo se u ovom radu prvo upoznati sa me-
todom sigurnog spremanja takve vrste podataka, a zatim c´emo se upoznati sa metodama
napada takvih podataka.
U prvom poglavlju c´emo objasniti pojmove sigurne komunikacije te integriteta podataka,
odnosno razlike izmedu enkripcije te autentifikacije podataka. Sama enkripcija ne rjesˇava
problem autentifikacije podataka, stoga c´emo se upoznati sa kodovima za autentifikaciju
podataka te ”replay” napadom.
Drugo poglavlje opisuje hash-funkcije koje imaju temeljnu ulogu u suvremenoj kripto-
grafiji. Zatim c´emo opisati posebnu klasu hash-funkcija koja ima svojstvo otpornosti na
kolizije te metodu za pronalazˇenje kolizija, odnosno ”birtday” napad. Nakon toga opisu-
jemo metodu za izradu hash-funkcija otpornih na kolizije koja se zove Merkle-Damgardova
transformacija. Na kraju poglavlje c´emo navesti hash-funkcije otporne na kolizije koje se
najcˇesˇc´e koriste u praksi.
Racˇunalni sustavi koji zahtijevaju provjeru lozinke moraju sadrzˇavati bazu podataka tih
lozinki, najcˇesˇc´e spremljenih kao hash-vrijednosti. Stoga, u trec´em poglavlju opisujemo
hash-lance te dugine tablice. Na kraju poglavlja opisati c´emo obranu protiv duginih tablica,
odnosno objasnit c´emo pojmove kao sˇto su vrijednost ”soli”, istezanje kljucˇa te jacˇanje
kljucˇa.
Diplomski ispit napravljen je u sklopu aktivnosti Projekta KK.01.1.1.01.0004 - Znanstveni
centar izvrsnosti za kvantne i kompleksne sustave te reprezentacije Liejevih algebri.
1
Poglavlje 1
Sigurna komunikacija i integritet
poruka
Osnovni cilj u kriptografiji je omoguc´iti komunikaciju preko otvorenog komunikacijskog
kanala na siguran nacˇin. U mnogo slucˇajeva, istog ili cˇak vecˇeg znacˇaja, je integritet poruke
(ili autenticˇnost poruke) u smislu da svaka strana mozˇe provjeriti da li je poruka doista pos-
lana od druge strane. Na primjer, uzmimo u obzir da neki veliki lanac supermaketa posˇalje
email dobavljacˇu za kupnju 10.000 sanduka nekog soka. Po primitku takvog zahtjeva,
dobavljacˇ treba uzeti u obzir sljedec´e:
• Da li je narudzˇba autenticˇna? Da li je doista supermarket poslao narudzˇbu ili je
narudzˇbu poslao netko drugi koji je lazˇirao email adresu od supermarketa?
• Cˇak i ako je siguran da je narudzˇbu poslao supermarket, treba uzeti u obzir autenticˇnost
same poruke. Da li je narudzˇba tocˇno onakva kakvu je poslao supermarket, ili je na-
rudzˇba promjenjena negdje na putu od protivnicˇke strane?
Sama narudzˇba nije tajna te stoga nije u pitanju privatnost, nego je problem potpuno u
integritetu poruke. U globalu, ne mozˇemo se osloniti na integritet komunikacije bez po-
duzimanja posebnih mjera kako bi se to osiguralo. Doista, za svaku neosiguranu online
narudzˇbu, online bankovnu transakciju, email ili SMS ne mozˇemo biti sigurni da dolazi od
danog izvora. Nazˇalost, ljudi opc´enito uzimaju ID pozivatelja ili email adresu kao ”dokaz o
podrijetlu” iako ih je relativno lako falsificirati. To otvara vrata za potencijalne protivnicˇke
napade koje ne mozˇemo sprijecˇiti, umjesto toga c´emo jamcˇiti da c´e svaki takav pokusˇaj
napada biti otkriven od strane primatelja i posˇiljatelja.
2
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1.1 Enkripcija vs. autentifikacija poruke
Kako se ciljevi privatnosti i integriteta poruke razlikuju, tako se razlikuju tehnike i alati
za njihovo postizanje. Nazˇalost, pojmovi privatnosti i integriteta poruke se cˇesto zamije-
njuju i nepotrebno zaplic´u. Enkripcija opc´enito ne pruzˇa integritet poruke, stoga se enkrip-
cija ne bi trebala koristiti s namjerom postizanja autentifikacije poruke. Netko bi mislio
da se enkripcijom odmah rjesˇava i autentifikacija poruke, zbog nepreciznog (i netocˇnog)
razmisˇljanja da se kriptiranim tekstom potpuno skriva sadrzˇaj poruke pa protivnik ne mozˇe
promijeniti kriptiranu poruku na bilo koji znacˇajan nacˇin. Unatocˇ intuitivnom razlaganju,
ovakvo razmisˇljanje je potpuno pogresˇno.
Kao jednostavan primjer razmotrimo slucˇaj da korisnik zˇeli prenijeti neki iznos u dolarima
iz svog bankovnog racˇuna na necˇiji bankovni racˇun. Iznos se kriptira binarno te sˇalje iz
jedne banke u drugu. Ako protivnik promijeni samo najmanji bit, ucˇinak je promjena iz-
nosa za samo 1$. Ali ako promijeni jedanaesti bit, onda se iznos mijenja za cˇak 1.000 $.
Protivnik ne zna da li povec´ava ili smanjuje pocˇetni iznos. Osim toga, postojanje ovog
napada nije u kontradikciji sa privatnosti enkripcijske sheme.
Dakle, enkripcija bi se trebala koristiti u kombinaciji s drugim tehnikama za postizanje
autentifikacije poruke.
1.2 Kodovi za autentifikaciju poruke - Definicije
Kako smo vidjeli, enkripcija ne rjesˇava problem autentifikacije poruke. Umjesto toga, po-
treban je dodatni mehanizam koji c´e omoguc´iti posˇiljatelju i primatelju da znaju da li je
poruka mijenjana.
Cilj autentifikacije poruke je sprecˇavanje protivnika da promijene poruku bez da za to ne
znaju posˇiljatelj i primatelj. Kao i u slucˇaju enkripcije, to je moguc´e samo ako posˇiljatelj i
primatelj imaju neku tajnu koju protivnik ne zna (u suprotnom protivnika nisˇta ne sprijecˇava
da oponasˇa posˇiljatelja poruke).
Sintaksa koda za autentifikaciju poruka
Prije nego sˇto formalno definiramo zasˇtitu koda za autentifikaciju poruka (MAC), prvo
c´emo definirati sˇto je MAC i kako se koristi. Dva korisnika koji zˇele komunicirati pomoc´u
autentifikacije prvo generiraju i dijele tajni kljucˇ k prije same komunikacije. Kada jedna
strana zˇeli poslati poruku m drugoj strani, izracˇunava MAC oznaku (ili jednostavno oz-
naku) t na temelju poruke i zajednicˇkog kljucˇa te sˇalje poruku m zajedno s oznakom t
drugoj strani. Oznaka se izracˇunava na temelju algoritma za generiranje oznake koji c´e
biti dan zajedno s MAC-om. Dakle, posˇiljatelj poruke m izracˇunava t ← Mack(m) te sˇalje
(m,t) primatelju. Nakon primanja (m,t), druga strana provjerava da li je t valjana oznaka
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na poruci m (s obzirom na zajednicˇki kljucˇ) ili ne. Provjera se vrsˇi pomoc´u algoritma za
autentifikaciju Vrfy koji uzima za unos zajednicˇki kljucˇ, poruku m i oznaku t te pokazuje
da li je oznaka valjana. Formalno:
Definicija 1.2.1. Kod za autentifikaciju poruka (MAC) je niz vjerojatnosno polinomijalno
vremenskih algoritama (Gen, Mac, Vrfy) takvih da:
1. Algoritam za generiranje kljucˇa ”Gen” uzima kao ulaz sigurnosni parametar 1n te
izracˇunava kljucˇ k takav da vrijedi |k| ≥ n.
2. Algoritam za generiranje oznake ”Mac” uzima kao ulaz kljucˇ k i poruku m ∈ {0, 1}∗
te izracˇunava oznaku t. Kako ovaj algoritam mozˇe biti nasumicˇan, pisˇemo
t ← Mack(m).
3. Algoritam za autentifikaciju ”Vrfy” uzima kao ulaz kljucˇ k, poruku m i oznaku t.
Kao izlaz daje bit b gdje je b=1 ako je poruka autenticˇna odnosno b=0 ako nije
autenticˇna. Bez smanjenja opc´enitosti uzimamo da Vrfy je deterministicˇan te pisˇemo
b := Vr f yk(m, t).
Potrebno je da za svaki n i svaki kljucˇ k, Gen(1n) daje izlaz te da za svaki m ∈ {0, 1}∗ vrijedi
Vr f yk(m, Mack(m)) = 1.
Ako je (Gen, Mac, Vrfy) takav da za svaki k (koji dobijemo iz Gen(1n)) algoritam Mack
definiran samo za poruke m ∈ {0, 1}l(n) (i Vr f yk daje izlaz 0 za svaki m < {0, 1}l(n)), tada
kazˇemo da je (Gen, Mac, Vrfy) MAC konacˇne duljine za poruku duljine l(n).
Gotovo sigurno Gen(1n) uzima k ∈ {0, 1}n na slucˇajan nacˇin.
Terminologija: Vjerojatnosno polinomijalno vremenski algoritam je algoritam koji se iz-
vodi u polinomijalnom vremenu te mozˇe koristiti slucˇajnost da generira ne-deterministicˇke
rezultate. Pojam vjerojatnosnog, u vjerojatnosno polinomijalno vremenskom algoritmu,
znacˇi da mozˇemo predvidjeti odredene ishode s odredenom vjerojatnosti. Algoritam koji
ima polinomijalno vrijeme izvrsˇavanja je algoritam koji ima vrijeme izvrsˇavanja slozˇenosti
O(nc) gdje je c neka konstanta.
Sigurnost koda za autentifikaciju poruka
Sada definirajmo pojam sigurnosti koda za autentifikaciju poruka. Intuitivna ideja iza defi-
nicije sigurnosti je da u polinomijalnom vremenu protivnik nec´e generirati vazˇec´u oznaku
ili ”novu” poruku koja je razlicˇita od poslane (i autentificirane) poruke.
Kako bi formalno definirali pojam sigurnosti koda za autentifikaciju poruka, prvo trebamo
definirati snagu protivnika te definirati ”prodor”. Kao i obicˇno, uzimamo u obzir samo
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vjerojatnosno polinomijalna vremena protivnika, pa je stvarno pitanje snage protivnika za-
pravo nacˇin medudjelovanja protivnika na strane koje komuniciraju. Protivnik promatra
komunikaciju izmedu strana koje komuniciraju te mozˇe vidjeti sve poruke koje te strane
sˇalju zajedno s odgovarajuc´im MAC oznakama. Protivnik takoder mozˇe utjecati na sadrzˇaj
tih poruka, bilo posredno (ako vanjske radnje protivnika utjecˇu na poruke koje sˇalju strane)
ili izravno. Kao primjer, razmotrite slucˇaj kada je protivnik zapravo osobni asistent jedne
od strana i ima znacˇajnu kontrolu nad onim porukama koje ta strana sˇalje.
Da bismo formalno modelirali gore navedene moguc´nosti, dopusˇtamo protivniku da zatrazˇi
MAC oznake za sve poruke po svom izboru. Formalno, protivniku dajemo pristup MAC
algoritmu Mack(·) te protivnik mozˇe unijeti bilo koju poruku m u algoritam. Algoritam mu
zatim generira oznaku t ← Mack(m).
”Prodorom” smatramo ako je protivnik u stanju dobiti bilo koju poruku m zajedno sa oz-
nakom t takvu da:
1. Oznaka t je autenticˇna oznaka za poruku m (tj. Vr f yk(m, t) = 1)
2. Protivnik nije prethodno zatrazˇio MAC oznaku za poruku m (tj. od algoritma za
generiranje oznake).
Uspjeh protivnika u prvom uvjetu za ”prodor” je zapravo: ako protivnik posˇalje (m,t) jed-
noj od strana koje komuniciraju, onda c´e ta strana bili prevarena, tj. mislit c´e da je poruka
m dosˇla od druge strane, a ne od protivnika (jer vrijedi Vr f yk(m, t) = 1). Drugi uvjet za
”prodor” je potreban jer protivnik uvijek mozˇe kopirati poruku i MAC oznaku koju su pret-
hodno slale strane koje komuniciraju. Takav napad protivnika zovemo ”replay” napad te
se smatra ”prodorom” koda za autentifikaciju poruka. No, to ne znacˇi da ”replay” napad
nije od interesa za sigurnost, sˇto c´emo i pokazati u nastavku.
MAC koji zadovoljavaju gore navedenu razinu sigurnosti se smatra egzistencijalno neos-
pornim pod prilagodljivim napadom odabranih poruka. ”Postojec´a neospornost” odnosi se
na cˇinjenicu da protivnik ne mozˇe krivotvoriti valjanu oznaku ni za jednu poruku, a ”prila-
godljivi napad odabranim porukama” odnosi se na cˇinjenicu da protivnik mozˇe generirati
MAC oznake za bilo koju poruku koju zˇeli, gdje se ove poruke mogu prilagodljivo odabrati
tijekom samog napada.
Uzmimo u obzir sljedec´i eksperiment vezan uz kod za autentifikaciju poruka Π = (Gen,
Mac,Vr f y), protivnikaA i vrijednosti n kao sigurnosnog parametra:
Eksperiment vezan uz kod za autentifikaciju poruka Mac-forgeA,Π(n):
1. Proizvoljan kljucˇ k je izracˇunat pomoc´u Gen(1n).
2. ProtivnikuA je dan ulaz 1n i pristup algoritmu Mack(·). Protivnik na kraju predstav-
lja par (m,t).
NekaQ predstavlja skup svih upita koje je suprarnikA zatrazˇio od algoritma Mack(·).
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3. Izlaz eksperimenta je 1 ako i samo ako vrijedi:
a) Vr f yk(m, t) = 1
b) m < Q.
Sigurnost MAC-a definiramo na nacˇin da nijedan ucˇinkovit protivnik ne mozˇe uspjeti u
gore navedenim eksperimentu uz neznacˇajnu vjerojatnost ”prodora”.
Definicija 1.2.2. Kod za autentifikaciju poruke Π = (Gen, Mac,Vr f y) je egzistencijalno
nepobitan pod prilagodljivim napadom odabranih poruka, odnosno siguran ako za sve vje-
rojatnosne polinomijalno vremenske protivnike A postoji zanemariva funkcija negl takva
da:
Pr[Mac-forgeA,Π(n) = 1] ≤ negl(n) (1.1)
1.3 ”Replay” napad
Naglasˇavamo da gore navedena definicija i kod za autentifikaciju poruka opc´enito ne nude
zasˇtitu od ”replay” napada u kojima se prethodno poslane poruke (i njihova MAC oznaka)
ponovno sˇalju na jednu od strana koje komuniciraju. Ipak, ”replay” napadi su ozbiljna
prijetnja. Razmotrite sljedec´i scenarij: korisnik Alice sˇalje svoj bankovni nalog za prijenos
1.000 dolara sa svog na Bobov racˇun. Alice prvo izracˇunava MAC oznaku te ju dodaje na
poruku tako da banka zna da je poruka autenticˇna. Ako je MAC siguran, Bob nec´e moc´i
presresti poruku i promijeniti iznos na 10.000 dolara (jer bi to znacˇilo falsificiranje valjane
oznake). Medutim, Boba nisˇta ne sprecˇava u presretanju Alicine poruke i slanja iste poruke
banci deset puta. Ako banka prihvati svaku od tih poruka, Bob c´e na racˇun primiti 10.000
dolara umjesto 1.000 dolara.
Unatocˇ stvarnoj prijetnji ”replay” napada, MAC ne mozˇe zasˇtiti od takvih napada jer de-
finicija MAC-a (Definicija 1.2.1) ne ukljucˇuje namjeru posˇiljatelja (odnosno protivnika) u
algoritam za autentifikaciju (te tako svaki put valjan par (m,t) dan algoritmu daje izlaz 1).
Umjesto toga, zasˇtita od ”replay” napada, ako je takva zasˇtita uopc´e potrebna, je ostavljena
nekoj visˇoj razini aplikacije. Razlog zbog kojeg je definicija MAC-a strukturirana na ovaj
nacˇin je takva jer nismo spremni preuzeti bilo koju semantiku u vezi s aplikacijama koje
koriste MAC-ove. Osobito, odluka o tome treba li se ponovljena poruka smatrati ”valja-
nom” smatra se potpuno ovisnom o aplikaciji.
Dvije uobicˇajene tehnike za sprecˇavanje ”replay” napada ukljucˇuju upotrebu rednih bro-
jeva ili vremenskih pecˇata. Osnovna ideja prvog pristupa je da svaka poruka m dodjeljuje
redni broj i, a MAC oznaka se izracˇunava preko ulancˇane poruke i || m. Ovdje pretpostav-
ljamo da posˇiljatelj uvijek dodjeljuje jedinstveni redni broj svakoj poruci te da primatelj
prati koje redne brojeve je vec´ primio. Sada, svaka uspjesˇna ”replay” poruka m c´e trebati
falsificirati MAC oznaku na novoj ulancˇanoj poruci i′ || m gdje je i′ redni broj koji josˇ nije
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bio korisˇten.
Nedostatak korisˇtenja rednih brojeva je da primatelj mora pohraniti popis svih prethodnih
rednih brojeva koje je primio. (Iako, u redovnoj komunikaciji, posˇiljatelj mozˇe jednostavno
povec´ati redni broj svaki put kad sˇalje poruku te tada primatelj mora pamtiti samo zadnji
primljeni redni broj.) Kako bi olaksˇali postupak, ponekad se koriste vremenski pecˇati koji
daju slicˇan ucˇinak. Ovdje, posˇiljatelj dodaje trenutacˇno vrijeme (recimo, na najblizˇu mi-
lisekundu) poruci umjesto rednog broja. Kada primatelj dobije poruku, provjerava je li
vremenski pecˇat unutar nekog prihvatljivog razmaka od trenutnog vremena. Ova metoda
takoder ima nedostatke, ukljucˇujuc´i potrebu da posˇiljatelj i primatelj odrzˇavaju sinkronizi-
rane satove te moguc´nosti ”replay” napada sve dok je dovoljno brzo izveden.
Poglavlje 2
Hash-funkcije
2.1 Hash-funkcije
Jednu od temeljnih uloga u suvremenoj kriptografiji imaju kriptografske hash-funkcije,
cˇesto neformalno nazvane jednosmjerne hash-funkcije. Pojednostavljena definicija za nasˇu
diskusiju:
Definicija 2.1.1. Hash-funkcija je racˇunalno ucˇinkovita funkcija mapiranja binarnih ni-
zova proizvoljne duljine do binarnih nizova fiksne duljine, nazvanih hash-vrijednosti.
Za hash-funkciju koja za izlaz daje n-bitne hash-vrijednosti (npr., n = 128 ili 160) te ima
pozˇeljna svojstva vrijedi da je vjerojatnost da se nasumicˇno odabrani niz mapira u odredenu
n-bitnu hash-vrijednost (slika) jednaka 2−n. Osnovna ideja je da hash-vrijednost sluzˇi kao
kompaktan predstavnik ulaznog niza. Za kriptografsku upotrebu, hash-funkcija h je obicˇno
odabrana tako da je racˇunalno nemoguc´e pronac´i dva razlicˇita ulaza koja imaju istu hash-
vrijednost (tj. dva razlicˇita ulaza x i y takva da h(x) = h(y)), te da je za danu specificˇnu
hash-vrijednost y racˇunalno nemoguc´e pronac´i ulazni x (praslika) tako da vrijedi h(x) = y.
Najcˇesˇc´e kriptografske upotrebe hash-funkcija su u digitalnim potpisima i za integritet po-
dataka. Kod digitalnih potpisa, dugacˇka poruka se obicˇno hashira (pomoc´u javno dostupne
hash-funkcije) te se samo hash-vrijednost potpisuje. Zatim, osoba koja prima poruku ha-
shira primljenu poruku i provjerava je li primljeni potpis tocˇan za tu hash-vrijednost. To
sˇtedi vrijeme i prostor u odnosu na potpisivanje poruke izravno, sˇto obicˇno ukljucˇuje ci-
jepanje poruke u blokove odgovarajuc´ih velicˇina i potpisivanje svakog bloka pojedinacˇno.
Napominjemo da je nemoguc´nost pronalazˇenja dvije poruke s istom hash-vrijednosˇc´u si-
gurnosni zahtjev, jer inacˇe, potpis na jednoj poruci hash-vrijednosti bi bio isti kao i na
drugoj, sˇto bi potpisniku omoguc´ilo da potpisˇe jednu poruku te da kasnije tvrdi da je pot-
pisao drugu poruku.
Hash-funkcije se mogu koristiti za integritet podataka kako slijedi. Hash-vrijednost koja
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odgovara odredenom ulazu izracˇunava se u odredenom trenutku. Integritet ove hash-
vrijednosti je zasˇtic´ena na neki nacˇin. U kasnijem trenutku, kako bi se potvrdilo da ulazni
podaci nisu promijenjeni, hash-vrijednost se ponovno izracˇunava pomoc´u dostupnog ulaza
te se usporeduje s izvornom hash-vrijednosˇc´u. Neke od primjena hash-funkcija za integri-
tet podataka ukljucˇuju zasˇtitu od virusa i distribuciju softvera.
Trec´a primjena hash-funkcija je njihova upotreba u protokolima koji ukljucˇuju apriori
obveze, ukljucˇujuc´i neke sheme digitalnog potpisa i identifikacijske protokole.
Hash-funkcije kao sˇto su gore opisane, obicˇno su javno poznate i ne ukljucˇuju tajne kljucˇeve.
Kada se koriste za otkrivanje je li poruka izmijenjena, one se nazivaju kodovi za detekciju
modifikacija (eng. ”Modification detection codes” ili MDC). Zato su korisne hash-funkcije
koje ukljucˇuju tajni kljucˇ te pruzˇaju autentifikaciju podrijetla podataka kao i integritet po-
dataka. One se nazivaju kodovi za autentifikaciju poruka (eng. ”Message authentication
codes” ili MAC).
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2.2 Hash-funkcije otporne na kolizije
Opc´enito, hash-funkcije su funkcije koje uzimaju string proizvoljne duljine te ga ”sazˇmu”
u krac´i string. Klasicˇna upotreba hash-funkcija je u strukturama podataka gdje se koriste
kako bi se postiglo O(1) vrijeme umetanja i trazˇenja za pohranu skupa elemenata. Spe-
cijalno, ako je slika hash-funkcije H velicˇine N, onda je inicijalizirana tablica duljine N.
Tada je element x pohranjen u c´eliji H(x) tablice. Kako bi ponovno dobili x, dovoljno je
izracˇunati H(x) i pogledati element koji se nalazi u c´eliji H(x). ”Dobra” hash-funkcija za
nasˇu svrhu je ona koja daje sˇto manje kolizija, gdje kolizija predstavlja par razlicˇitih poda-
taka x i x′ takvih da je H(x)=H(x′). Primjetimo da kada se dogodi kolizija, dva elementa
su spremljena u istu c´eliju. Stoga, visˇe kolizija znacˇi visˇu od zˇeljene slozˇenosti dobivanja
trazˇenog elementa. Ukratno, pozˇeljno je da hash-funkcija dobro rasˇiri elemente po tablici
te tako minimizira broj kolizija.
Hash-funkcije otporne na kolizije su slicˇne po principu onima koje se koriste u struktu-
rama podataka. Hash-funkcije otporne na kolizije su takoder funkcije koje uzimaju string
proizvoljne duljine te ga ”sazˇmu” u string neke fiksne duljine. Takoder, cilj takvih hash-
funkcija je izbjegavanje kolizija. Medutim, postoje bitne razlike izmedu standarnih hash-
funkcija i hash-funkcija otpornih na kolizije. Kao prvo, zˇelja za minimizacijom kolizija
u postavkama struktura podataka postaje obavezan zahtjev u postavkama kriptografije.
Takoder, u kontekstu strukture podataka mozˇemo pretpostaviti da je skup podataka oda-
bran neovisno od hash-funkcije te bez ikakve namjere da izazove kolizije. Usporedno, u
kontekstu kriptografije, moramo uzeti u obzir protivnika koji c´e uzeti takav tip podataka
koji je ovisan o hash-funkciji te ima izricˇitu namjeru izazivanja kolizija. To znacˇi da su
zahtjevi na kriptografske hash-funkcije strozˇi nego li analogni zahtjevi za hash-funkcije u
strukturama podataka. Stoga su hash-funkcije otporne na kolizije tezˇe za konstruirati.
Definicija otpornosti na kolizije
Kolizija funkcije H predstavlja par razlicˇitih ulaznih podataka x i x′ takvih da je H(x)=H(x′),
u ovom slucˇaju takoder kazˇemo da su x i x′ u koliziji pod funkcijom H. Funkcija H je
otporna na kolizije ako nije moguc´e da bilo koji vjerojatnosno polinomijalno vremenski
algoritam nade koliziju u H. Obicˇno c´emo biti zainteresirani za funkcije H koje imaju
beskonacˇnu domenu (tj. kao ulaz uzimaju stringove svih moguc´ih duljina) i konacˇnu ko-
domenu. U takvim slucˇajevima, kolizija mora postojati po Dirichletovom principu kutija
(engl. Pigenonhole Principle) te je stoga zahtjev da su takve kolizije ”tesˇke” za pronac´i.
Nekad uzimamo funkcije H takve da su i domena i kodomena konacˇne. U takvom slucˇaju,
zanimat c´e nas samo funkcije koje sazˇimaju ulazne podatke, tj. one cˇiji su izlazni podaci
krac´i nego ulazni. Otpornost na koliziju je trivijalno za postic´i kod funkcija kod kojih
sazˇimanje nije obavezno. Na primjer, identiteta je trivijalna funkcija otporna na kolizije.
Formalno, bavit c´emo se familijom hash-funkcija indeksiranih po ”kljucˇu” s, tj. H c´e
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biti funkcija koja uzima dva ulazna podatka, kljucˇ s i string x, te kao izlaz daje string
H s(x) := H(s, x). Zahtjevat c´emo da je tesˇko pronac´i koliziju za proizvoljno izabrani kljucˇ
s. Kljucˇ s nije isti kao kriptografski kljucˇ. Naime, svi stringovi nuzˇno ne odgovaraju
vazˇec´im kljucˇevima (tj. H s ne mora biti definiran za odredeni s) te c´e stoga kljucˇ s biti
generiran algoritmom Gen, a ne odabran proizvoljno. Takoder, najvec´a razlika je da kljucˇ
s nije tajna. Kljucˇ se samo koristi kako bi odredili odredenu funkciju H s od familije.
Definicija 2.2.1. Hash-funkcija je par vjerojatnosno polinomijalnih vremenskih algori-
tama (Gen,H) koji zadovoljavaju:
• Gen je vjerojatnosno polinomijalni algoritam koji uzima kao ulaz sigurnosni para-
metar 1n i kao izlaz daje kljucˇ s. Pretpostavljamo da je 1n implicitno dano sa s.
• Postoji polinom l takav da H uzima kao ulaz kljucˇ s i string x ∈ {0, 1}∗ te kao izlaz
daje string H s(x) ∈ {0, 1}l(n) (gdje je n vrijednost sigurnosnog parametra implicitno
danog u s).
Ako H s je definirano samo za ulaz x ∈ {0, 1}l′(n) gdje l′(n) > l(n), tada kazˇemo da (Gen,H)
je hash-funkcija konacˇne duljine za ulaz duljine l′(n).
U konacˇnodimenzionalnom slucˇaju treba vrijediti da je l′ vec´i od l. Ovo svojstvo osigurava
da je funkcija, hash-funkcija u klasicˇnom smislu, tj. da sazˇima ulazni string. U opc´enitom
slucˇaju nemamo zahtjeva na l jer funkcija uzima kao ulaz sve (konacˇne) binarne stringove,
pa stoga i stringove koji su dulji od l(n). Stoga, po definiciji, takoder sazˇimaju (iako samo
stringove dulje nego l(n)).
Sada c´emo definirati sigurnost. Prvo c´emo definirati eksperiment za hash-funkciju Π =
(Gen, H), protivnikaA te sigurnosni parametar n:
Eksperiment za pronalazak kolizija Hash − collA,Π(n):
1. Kljucˇ se generira pokretanjem Gen (1n).
2. Protivnik A dobiva kljucˇ s te generira ulaze x, x′. (Ako je Π konacˇnodimenzionalna
hash-funkcija za ulaze duljine l′(n), onda trebamo x, x′ ∈ {0, 1}l′(n).)
3. Eksperiment daje kao izlaz 1 ako i samo ako vrijedi x , x′ i H s(x) = H s(x′). U tom
slucˇaju kazˇemo da je protivnik A nasˇao koliziju.
Definicija otpornosti na kolizije kazˇe da nijedan ucˇinkovit protivnik ne mozˇe nac´i koliziju
u gore navedenom eksperimentu, osim uz zanemarivu vjerojatnost.
Definicija 2.2.2. Hash-funkcija Π = (Gen, H) je otporna na kolizije ako za sve vjerojat-
nosno vremenske polinomijalne napade protivnika A postoji zanemariva funkacija negl
takva da
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Pr[Hash − collA,Π(n) = 1] ≤ negl(n).
Terminologija: Zbog jednostavnosti, referencirati c´emo se za H, H s i Π = (Gen, H) sa
”hash-funkcije otporne na kolizije”.
Slabiji pojam sigurnosti za hash-funkcije
Otpornost na kolizije je jaki zahtjev sigurnosti te ga je tesˇko postic´i. Medutim, u nekim pri-
mjenama dovoljno je uzeti slabije zahtjeve. Kada promatramo kriptografske hash-funkcije,
tada uobicˇajeno promatramo tri razine sigurnosti:
1. Otpornost na kolizije: Ovo je najjacˇi zahtjev te onaj koji smo do sada proucˇavali.
2. Druga otpornost na prasliku: Neformalno, hash-funkcija ima drugu otpornost na
prasliku ako za dano s i x nije moguc´e u vjerojatnosno polinomijalnom vremenu
protivnika pronac´i x′ , x takvo da vrijedi H s(x) = H s(x′).
3. Otpornost na prasliku: Neformalno, hash-funkcija ima otpornost na prasliku ako za
dano s i y = H s(x) (ali ne i sam x), za proizvoljan x, nije moguc´e u vjerojatnosno
polinomijalnom vremenu protivnika pronac´i x′ takvi da vrijedi H s(x′) = y.
Svaka hash-funkcija koja je otporna na kolizije takoder ima otpornost na prasliku i drugu
otpornost na prasliku.
2.3 Opc´eniti ”Birthday” napad
Prije nego sˇto konstruiramo hash-funkciju otpornu na kolizije, predstavit c´emo opc´eniti na-
pad koji pronalazi kolizije u svakoj hash-funkciji (iako u vremenu koje je eksponencijalno
duljini ulaznog stringa). Ovaj napad posredno daje minimalnu duljinu ulaza potrebnog
da hash-funkcija potencijalno bude sigurna protiv protivnika koji vrsˇi napad odredeno vri-
jeme. Pretpostavimo da imamo hash-funkciju H : {0, 1}∗ → {0, 1}l. Zbog jednostavnosti
uzimat c´emo hash-funkcije koje uzimaju stringove proizvoljne duljine, iako slicˇna vari-
janta napada radi za konacˇnodimenzionalne hash-funkcije. Takoder c´emo izostaviti kljucˇ s
jer napad ne ovisi o kljucˇu.
Napad radi kako slijedi:
• Izaberemo proizvoljno q ulaza x1, . . . , xq ∈ {0, 1}2l.
• Izracˇunamo yi := H(xi).
• Provjerimo da li su bilo koja dva yi jednaka.
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Kolika je vjerojatnost da algoritam nade koliziju? Ocˇito ako je q > 2l, onda je vjerojat-
nost jednaka 1. Medutim, mi smo zainteresirani za slucˇajeve kada je q manji. Tesˇko je
izracˇunati tocˇnu vjerojatnost u opc´enitom slucˇaju, pa c´emo umjesto toga promatrati ide-
alan slucˇaj u kojem je H proizvoljna funkcija. Dakle, za svaki i pretpostavljamo da je
vrijednost yi = H(xi) uniformno rasporedena u {0, 1}l te neovisna o prijasˇnjim unosima
{y j} j<i (prisjetimo se da su svi {xi} razlicˇiti). Tako smo reducirali nasˇ problem na sljedec´e:
ako odaberemo proizvoljne vrijednosti y1, . . . , yq ∈ {0, 1}l uniformno, koja je vjerojatnost
da nademo razlicˇite i,j takve da yi = y j?
Tako opisani algoritam za pronalazak kolizija cˇesto zovemo ”birthday” napad. ”Birthday”
problem glasi: ako se q osoba nalazi u sobi, koja je vjerojatnost da c´e dvije osobe imati
rodendan na isti dan? (Uz pretpostavku da su rodendani uniformno rasporedeni kroz 365
dana u godini.) To je tocˇno analogno nasˇem problemu: ako proizvoljan yi predstavlja
rodendan osobe i, tada imamo y1, . . . , yq ∈ {1, . . . , 365} odabranih uniformno. Nadalje,
odgovarajuc´i isti rodendani predstavljaju razlicˇite i,j takve da yi = y j (tj. odgovorajuc´i
rodendani odgovaraju koliziji).
Kada je q = Θ(2l/2), tada je vjerojatnost jednaka otprilike 1/2. U slucˇaju rodendana, ako u
sobi ima samo 23 osobe, vjerojatnost da dvije osobe imaju rodendan na isti dan je vec´a od
1/2.
2.4 ”Birthday” napad na hash-funkcijama
Ako je izlazna duljina stringa hash-funkcije jednaka l bitova, tada ”birthday” napad pro-
nalazi kolizije sa velikom vjerojatnosti koristec´i O(q) = O(2l/2) procjenu hash-funkcije
(odnosno izracˇuni svih hash-vrijednosti). (Sortirajuc´i ulaze, koliziju mozˇemo pronac´i, ako
postoji, u vremenuO(l·2l/2). Zbog jednostavnosti, pretpostavljamo da procjenu H (izracˇuni
svih hash-vrijednosti) mozˇemo napraviti u konacˇnom vremenu.).
Stoga zakljucˇujemo, da bi hash-funkcija bila otporna na kolizije u napadu kroz vrijeme T,
duljina izlaza hash-funkcije mora biti najmanje 2 log T bitova. Kod razmatranja asimptot-
skih granica sigurnosti, nema razlike izmedu naivnog napada koji pokusˇava 2l+1 elemenata
i ”birthday” napad koji pokusˇava 2l/2 elemenata: ako vrijedi l(n) = O(log n), onda oba na-
pada imaju polinomijalno vrijeme izvrsˇavanja, ali ako je l(n) super-logaritamski onda oba
napada nemaju polinomijalno vrijeme izvrsˇavanja. Sˇtovisˇe, u praksi ”birtday” napadi cˇine
veliku razliku. Kao primjer, pretpostavimo da hash-funkcija ima izlaznu duljinu stringa od
128 bita. Ocˇito je neisplativo raditi 2128 koraka da bi pronasˇli koliziju. Medutim, raditi
264 koraka je unutar podrucˇja izvedivosti (iako i dalje tesˇko). Stoga, postojanje opc´enitog
”birthday” napada nalazˇe da svaka hash-funkcija koja je otporna na kolizije u praksi mora
imati izlaz dulji od 128 bita. Primjetimo da ”protivnik ima dovoljno dugo vremena” je
samo nuzˇan uvjet za definiciju, ali je vrlo daleko od toga da bude dovoljan uvjet. Takoder
naglasimo da ”birthday” napad radi samo za hash-funkcije otporne na kolizije. Ne postoje
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opc´eniti napadi na hash-funkcije za drugu otpornost na prasliku ili otpornost na prasliku
koji imaju vrijeme izvrsˇavanju bolju od 2l.
2.5 Poboljsˇani ”birtday” napad
Opc´eniti ”birthday” napad ima dvije velike mane. Prvo, zahtjeva veliku kolicˇinu memorije.
Drugo, sam napad daje vrlo malo kontrole oko vrijednosti kolizija. Moguc´e je konstruirati
bolji ”birthday” napad koji izbjegava ove mane.
Opc´eniti ”birthday” napad zahtjeva da protivnik spremi svih q vrijednosti {yi}, jer protivnik
ne zna unaprijed koji par vrijednosti c´e izazvati koliziju. Ovo je znacˇajan nedostatak jer je
opc´enito memorija slabiji resurs nego vrijeme. Za ilustrativni (ali potpuno ad-hoc) primjer,
usporedimo 260 bajtova sa 260 CPU naredbi: 260 bajtova je otprilike 1 milijarda gigabajta.
Ako koristimo najvec´e komercijalno dostupne uredaje za pohranu, koji mogu spremiti ot-
prilike 1.000 gigabajta, onda trebamo 1 milijun takvih uredaja. Suprotno tome, 260 naredbi
se mozˇe izvrsˇiti u otprilike 2 godine (uz pretpostavku da CPU izvrsˇava 25 milijarda naredbi
po sekundi, sˇto predstavlja high-end trenutno dostupnih osobnih racˇunala). Iako je to dugo
vrijeme za cˇekanje, to svakako predstavlja izvedivo izracˇunavanje. Nadalje, izracˇuni ove
slozˇenosti zapravo su provedeni i prije, korisˇtenjem velikih distribuiranih mrezˇa.
Dakle, ”birthday” napad postaje mnogo izvedljiviji ako se zahtjevi za memorijom mogu
smanjiti. Zapravo, moguc´e je izvrsˇiti napad tipa ”birthday” napada, sa slicˇnom vremen-
skom slozˇenosti i vjerojatnosti uspjeha kao i prije, ali koristec´i samo konstantnu kolicˇinu
memorije. Ideja je uzeti slucˇajnu pocˇetnu vrijednost x0 te za i > 0 izracˇunati xi := H(xi−1)
i x2i := H(H(x2(i−1))). U svakom koraku usporedujemo vrijednosti xi i x2i te ako su jednake
onda su xi−1 i H(x2(i−1)) u koliziji (osim ako se ne dogodi da budu jednaki, sˇto se dogada uz
zanemarivu vjerojatnost ako nastavimo modelirati H kao slucˇajnu funkciju). Kljucˇna stvar
je da je ovdje potrebna samo ona memorija koja je potrebna za pohranu vrijednosti xi i x2i.
Za ovakav pristup se mozˇe pokazati da daje koliziju s vjerojatnosˇc´u 1/2 u Θ(2l/2) korak.
Druga mana koju smo spomenuli odnosi se na nedostatak kontrole nad pronalaskom vri-
jednosti kolizija. Iako nije nuzˇno pronac´i ”smislene” kolizije kako ne bi vrijedila formalna
definicija otpornosti na kolizije, ipak je lijepo vidjeti da ”birthday” napadi mogu nac´i i
”smislene” kolizije. Pretpostavimo da protivnik Eva zˇeli nac´i dvije poruke x i x′ takve da
vrijedi H(x) = H(x′) te da prva poruka x predstavlja pismo poslodavca koji objasˇnjava
zasˇto je otpusˇtena s posla, dok druga poruka x′ treba biti laskavo pismo preporuke. ”Birth-
day” napad se samo oslanja na cˇinjenicu da su poruke x1, . . . , xq razlicˇite, ali te poruke ne
moraju biti proizvoljno odabrane. Dakle, mozˇemo izvrsˇiti napad tipa ”birthday” generira-
njem q = Θ(2l/2) poruka prve vrste i q poruka drugog tipa te zatim trazˇec´i kolizije izmedu
poruka tih dviju vrsta. Cˇini se nevjerojatno da se to mozˇe ucˇiniti za gore spomenuta pisma,
no ipak, pokazuje se da je lako pisati istu recˇenicu na mnogo razlicˇitih nacˇina. Na primjer,
razmotrite sljedec´e:
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Tesˇko / nemoguc´e / izazovno / zahtjevno je zamisliti / vjerovati da c´emo pronac´i /
locirati / zaposliti drugu osobu / zaposlenika koja ima slicˇne sposobnosti / vjesˇtine /
karakteristike kao Eva. Ucˇinila je izvanredan / odlicˇan posao.
Bitno je primijetiti da je moguc´e kombinirati kurzivne rijecˇi. Dakle, recˇenica mozˇe biti
napisana na 4 · 2 · 3 · 2 · 3 · 2 = 288 razlicˇitih nacˇina. Ovo je samo jedna recˇenica i stoga je
jednostavno napisati pismo koje se mozˇe preraditi na 264 razlicˇita nacˇina (trebate samo 64
rijecˇi koje imaju jedan sinonim). Koristec´i ovu ideju, protivnik mozˇe pripremiti 2l/2 pisma
koje objasˇnjavaju zasˇto je bio otpusˇten i 2l/2 pisma preporuke. S velikom vjerojatnosˇc´u c´e
nac´i koliziju izmedu ta dva tipa pisma. Ovaj napad zahtijeva veliku kolicˇinu memorije i
ovdje se ne mozˇe upotrebljavati verzija niske memorije opisana gore.
2.6 Merkle-Damgard transformacija
Sada predstavljamo vazˇnu metodologiju koja se naziva Merkle-Damgardova transformacija
koja se nasˇiroko koristi u praksi za izradu hash-funkcija otpornih na kolizije. Metodolo-
gija omoguc´uje konverziju iz bilo koje konacˇnodimenzionalne hash-funkcije u punopravnu
hash-funkciju (tj. koja uzima ulaz proizvoljne duljine) te pritom sacˇuva otpornost na ko-
lizije (uz uvjet da je pocˇetna hash-funkcija otporna na kolizije). To znacˇi da prilikom
projektiranja hash-funkcija otpornih na kolizije mozˇemo ogranicˇiti nasˇu pazˇnju na slucˇaj
fiksne duljine. Ovo zauzvrat cˇini posao oblikovanja prakticˇnih hash-funkcija otpornih na
kolizije puno laksˇim. Osim toga sˇto se opsezˇno koristi u praksi, Merkle-Damgardova tran-
sformacija je zanimljiva s teoretskog gledisˇta, jer podrazumijeva da je sazˇimanje jednim
bitom jednako lako (ili tesˇko) kao sazˇimanje proizvoljnim brojem bitova.
Zbog konkretnosti, uzmimo u obzir slucˇaj da smo dobili konacˇnodimenzionalnu hash-
funkciju otpornu na kolizije koja sazˇima svoj ulaz za pola, tj. ulaz duljine l′(n) = 2l(n)
daje izlaz duljine l(n). Oznacˇimo konacˇnodimenzionalnu hash-funkciju otpornu na ko-
lizije sa (Gen,h) te ju upotrijebimo za izradu hash-funkcija otpornih na kolizije (Gen,H)
koja mapira ulaze proizvoljne duljine sa izlazima duljine l(n). (Gen c´e ostati nepromije-
njen.)
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Neka je (Gen,h) konacˇnodimenzionalna hash-funkcija otporna na kolizije koja za
ulaze duljine 2l(n) daje izlaz duljine l(n). Konstruiramo beskonacˇnodimenzionalnu
hash-funkciju otpornu na kolizije (Gen,H) na sljedec´i nacˇin:
• Gen: ostaje nepromijenjen
• H: ako je ulaz kljucˇ s te string x ∈ {0, 1}∗ duljine L < 2l(n), onda postavi
l = l(n). Nadalje:
1. Postavi B := d Ll e (tj. broj blokova u x). Nadopuni x sa nulama tako
da je duljina dijeljiva sa l. Rascˇlani nadopunjen rezultat na niz l-bitnih
blokova x1, . . . , xB. Postavi xB+1 := L, gdje je L kodiran pomoc´u tocˇno l
bita.
2. Postavi z0 := 0l.
3. Za i = 1, . . . , B + 1, izracˇunamo zi := hs(zi−1 || xi).
4. Izlaz je zB+1
Merkle-Damgardova transformacija
Duljinu od x ogranicˇavamo na najvisˇe 2l(n) − 1 kako bi se duljina L mogla rascˇlaniti kao
cijeli broj duljine l(n).
Terminologija: Oznaka ”||” predstavlja oprerator povezivanja.
Inicijalizacija vektora
Vrijednost z0 korisˇtena u koraku 2. je proizvoljna i mozˇe se zamijeniti bilo kojom konstan-
tom. Ta se vrijednost obicˇno naziva IV ili inicijalizacijski vektor.
Sigurnost Merkle-Damgardove transformacije
Intuicija iza sigurnosti Merkle-Damgardove transformacije jest da ako su dva razlicˇita
stringa x i x′ u koliziji pod funkcijom H s, tada moraju postojati razlicˇite srednje vrijed-
nosti zi−1 || xi i z′i−1 || x′i u izracˇunu na H s(x) i H s(x′), respektivno, takve da vrijedi
hs(zi−1 || xi) = hs(z′i−1 || x′i). Drugim rjecˇima, pod funkcijom H s mozˇe doc´i do kolizije,
ako postoji kolizija pod pocˇetnom hs. To c´emo pokazati u dokazu teorema 2.6.1 tako da
c´emo pokazati da ako ne dode do kolizije za hs, tada x i x′ moraju biti jednaki (suprotno
pocˇetnoj pretpostavci da x i x′ predstavalju koliziju pod H s).
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Slika 2.1: Merkle-Damgardova transformacija
Teorem 2.6.1. Ako (Gen,h) je konacˇnodimenzionalna hash-funkcija otporna na kolizije,
tada je (Gen,H) takoder hash-funkcija otporna na kolizije.
Dokaz. Pokazat c´emo da za svaki s, kolizija pod funkcijom H s daje koliziju pod funkcijom
hs.
Neka su x i x′ dva razlicˇita stringa, odgovarajuc´ih duljina L i L′, takva da vrijedi H s(x) =
H s(x′). Neka su x1, . . . , xB B-blokovi od nadopunjenog x, a x′1, . . . , x
′
B B
′ -blokovi od na-
dopunjenog x′.
Prisjetimo se da vrijedi xB+1 = L i x′B′+1 = L
′.
Postoje dva slucˇaja koja trebamo razmotriti:
1. Slucˇaj 1: L , L′
U ovom slucˇaju, posljednji korak izracˇuna H s(x) je zB+1 := hs(zB || L) dok je pos-
ljednji korak izracˇuna H s(x′) z′B′+1 := h
s(z′B′ || L′). Medutim, L , L′ pa su zB || L i
z′B′ || L′ dva razlicˇita stringa koja su u koliziji pod funkcijom hs.
2. Slucˇaj 2: L = L′
Primjetimo da tada vrijedi B = B′ i xB+1 = x′B′+1. Neka su zi i z
′
i srednje hash-
vrijednosti od x i x′ tijekom racˇunanja H s(x) i H s(x′), respektivno. Kako vrijedi
x , x′ te |x| = |x′|, onda mora postojati barem jedan indeks i (1 ≤ i ≤ B) takav da
vrijedi xi , x′i . Neka je i
∗ ≤ B+1 najvec´i indeks za koji vrijedi zi∗−1 || xi∗ , z′i∗−1 || xi′∗ .
Ako je i∗ = B + 1, onda su zB || xB+1 i z′B || x′B+1 dva razlicˇita stringa koja su u koliziji
pod funkcijom hs jer
hs(zB || xB+1) = zB+1 = H s(x) = H s(x′) = z′B+1 = hs(z′B || x′B+1) (2.1)
Ako je i∗ ≤ B, onda maksimalnost od i∗ povlacˇi da je zi∗ = z′i∗ .
Stoga, zB || xB+1 i z′B || x′B+1 su dva razlicˇita stringa koja su u koliziji pod funkcijom
hs.
Slijedi da bilo kakva kolizija pod hash-funkcijom H s daje koliziju pod konacˇnodimenzional-
nom hash-funkcijom hs. 
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2.7 Hash-funkcije otporne na kolizije u praksi
Kao u slucˇaju pseudoslucˇajnih funkcija / permutacija, konstrukcije hash-funkcije otporne
na kolizije dolaze u dva oblika: dokazano sigurne konstrukcije temeljene na odredenim
teoretskim pretpostavkama ili visoko ucˇinkovite konstrukcije koje su visˇe heuristicˇke pri-
rode. Za sada skrenimo pozornost na drugi tip, koji ukljucˇuje one hash-funkcije koje se
koriste iskljucˇivo u praksi.
Jedna vazˇna razlika izmedu hash-funkcija otpornih na kolizije u praksi i hash-funkcija ot-
pornih na kolizije kako smo ih gore predstavili, je da hash-funkcije koje se koriste u praksi
opc´enito nemaju kljucˇ. To znacˇi da je definirana fiksna hash-funkcija H te visˇe nema al-
goritma Gen koji generira kljucˇ za H. S cˇisto teoretskog gledisˇta, potrebno je ukljucˇiti
kljucˇeve u bilo koju raspravu o hash-funkcijama otpornih na kolizije jer je tesˇko definirati
smisleni pojam otpornosti na kolizije za funkcije bez kljucˇa. Najvisˇe sˇto se mozˇe tvrditi o
hash-funkcijama bez kljucˇa je da nije moguc´e pronac´i algoritam, koji se izvodi u nekom
”razumnom” vremenu (recimo, 75 godina), koja pronalazi koliziju pod funkcijom H. U
praksi je takva vrsta sigurnosnog jamstva dovoljna.
Cˇak i na pragmaticˇnoj razini, hash-funkcije s kljucˇem imaju prednost: ako se ikad pronade
kolizija pod hash-funkcijom bez kljucˇa H (recimo, pomoc´u brute-force pretrage), onda H
visˇe nije otporna na kolizije u bilo kojem smislenom smislu, te se mora zamijeniti. Ako je
H funkcija s kljucˇem, onda kolizija pod funkcijom H s, koja je pronadena pomoc´u brute-
force pretrage, ne mora nuzˇno olaksˇati pronalazˇenje kolizije pod funkcijom H s
′
za svjezˇe
generirani kljucˇ s′. Stoga se H mozˇe nastaviti koristiti sve dok se kljucˇ azˇurira.
Iako se ne mozˇemo nadati dokazu otpornosti na kolizije za hash-funkcije koje se koriste u
praksi (posebno zbog toga sˇto nemaju kljucˇ), to ne znacˇi da c´emo potpuno ukloniti dokaze
pri korisˇtenju takvih hash-funkcija unutar neke vec´e konstrukcije (na primjer, konstruk-
cije koje konacˇnodimenzionalne (temeljne) hash-funkcije otporne na kolizije nadograduju
u beskonacˇnodimenzionalne hash-funkcije otporne na kolizije). Svi dokazi sigurnosti koji
se oslanjaju na otpornost na kolizije pokazuju da, ako se uzme u obzir da se konsturk-
cija mozˇe ”razbiti” od stane protivnika u polinomijalnom vremenu, onda se kolizija mozˇe
nac´i u temeljnoj hash-funkciji u polinomijalnom vremenu (vidjeli smo jedan takav primjer
dok smo dokazivali sigurnost Merkle-Damgardove transformacije). Ako smatramo da je u
odredenom vremenskom razdoblju tesˇko pronac´i koliziju pod odredenom hash-funkcijom,
onda to daje razumno jamstvo sigurnosti za vec´u konstrukciju.
Vratimo se na prakticˇne konstrukcije i raspravi o ”birthday” napadu koji smo diskutirali
ranije. Takva konstrukcija je dala donju ogradu na duljinu izlaza hash-funkcije koja je po-
trebna kako bi se postigla odredena razina sigurnosti: ako zˇelimo da hash-funkcija bude
otporna na kolizije protiv protivnika koji radi u vremenu 2l, tada izlazna duljina hash-
funkcije mora biti najmanje 2l bita. Dobre hash-funkcije otporne na kolizije u praksi imaju
izlazni duljinu od najmanje 160 bita, sˇto znacˇi da bi ”birthday” napad mogao potrajati 280,
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sˇto je nemoguc´e.
Dvije popularne hash-funkcije su MD5 i SHA-1. (Kao sˇto je objasˇnjeno u nastavku, zbog
nedavnih napada MD5 visˇe nije siguran te se ne smije upotrebljavati ni u jednoj aplikaciji
koja zahtijeva otpornost na kolizije. Ovdje ga ukljucˇujemo jer se MD5 josˇ uvijek ko-
risti u naslijedenom kodu.). I MD5 i SHA-1 najprije definiraju funkciju kompresije koja
relativno malo sazˇima ulaze fiksne duljine (u nasˇem smislu ova funkcija kompresije je
konacˇnodimenzionalna hash-funkcija otporna na kolizije). Zatim se Merkle-Damgardova
transformacija (ili nesˇto vrlo slicˇno) primjenjuje na funkciju kompresije kako bi se dobila
hash-funkcija otporna na kolizije za ulaze proizvoljne duljine. Duljina izlaza od MD5 je
128 bita, a od SHA-1 160 bita. Vec´a duljina izlaza od SHA-1 cˇini opc´eniti ”birthday” na-
pad tezˇim: za MD5 ”birthday” napad treba ≈ 2128/2 = 264 izracˇuna hash-vrijednosti, dok
SHA-1 za takav napad treba ≈ 2160/2 = 280 izracˇuna hash-vrijednosti.
U 2004. godini, tim kineskih kriptoanaliticˇara predstavio je napad na MD5 i niz pove-
zanih hash-funkcija. Njihova tehnika za pronalazˇenje kolizija daje malu kontrolu nad
pronadenim kolizijama. Unatocˇ tome, kasnije je pokazano da se njihova metoda (i bilo koja
metoda koja pronalazi ”slucˇajnu koliziju”) mozˇe koristiti za pronalazˇenje kolizija izmedu,
na primjer, dvije postskript datoteke te generiranja zˇeljenog sadrzˇaja. Godinu dana kasnije,
kineski tim je (teorijski) pokazao napade na SHA-1 koji bi pronasˇao kolizije za manje vre-
mena nego sˇto zahtijeva opc´eniti ”birthday” napad. Napad na SHA-1 zahtijeva vrijeme 269
koje se nalazi izvan trenutnog raspona izvedivosti. Josˇ uvijek nije pronadena eksplicitna
kolizija u SHA-1. (Sˇto je velika razlika od napada na MD5, koji otkriva kolizije u nekoliko
minuta.)
Ovi napadi potaknuli su pomak prema jacˇim hash-funkcijama s vec´im brojem izlaza koji
su manje osjetljivi na poznati skup napada na MD5 i SHA-1. U tom je smislu poznata
SHA-2 familija koja prosˇiruje SHA-1 i ukljucˇuje hash-funkcije s 256 i 512-bitnim du-
ljinama izlaza. Zbog velike kolicˇine napada postoji veliki interes za projektiranje novih
hash-funkcija i razvoj novih hash standarda.
Poglavlje 3
Dugine tablice
Bilo koji racˇunalni sustav koji zahtijeva provjeru lozinke mora sadrzˇavati bazu podataka
lozinki, bilo hashirane ili u tekstualnom obliku te stoga postoje razlicˇite metode pohrane
lozinki. Buduc´i da su tablice cˇesto meta hakiranja, pohranjivanje lozinki u tekstualnom
obliku je opasno. Stoga vec´ina baza podataka pohranjuje lozinke korisnika kao kriptograf-
ske hash-vrijednosti. U takvom sustavu, nitko (pa cˇak ni sustav za autentifikaciju podataka)
ne mozˇe odrediti sˇto je lozinka korisnika samo gledanjem vrijednosti pohranjene u bazi po-
dataka. Umjesto toga, kada korisnik unese lozinku kako bi se ulogirao u sustav, lozinka se
hashira te se hash-vrijednost usporeduje sa spremljenim ulazom (koji je bio hashiran prije
spremanja) za tog korisnika. Ako se hash-vrijednosti podudaraju, onda se tom korisniku
odobrava pristup. Ako bi u sustav unijeli hashiranu vrijednost lozinke, sustav ne bi prepoz-
nao tu vrijednost kao tocˇnu vrijednost jer bi tu hash-vrijednost ponovno hashirao te dobio
neku trec´u vrijednost. Da bi hakirali korisnikovu lozinku, poretebno je pronac´i lozinku
koja hashiranjem daje istu hash-vrijednost kao i korisnikova lozinka.
Dugine tablice su razvijene kako bi se izvela lozinka direktno iz hash-vrijednosti. No,
napomenimo da dugine tablice nisu uvijek potrebne, jer postoje visˇe jednostavnijih me-
toda preokretanja hash-vrijednosti kao sˇto su ”brute-force” napad i ”dictionary” napad.
Medutim, dugine tablice su potrebne za sustave koje koriste duge lozinke zbog potesˇkoc´a
sa pohranjivanjem svih moguc´ih opcija te trazˇenja u takvoj opsezˇnoj bazi kako bi pronasˇli
trazˇenu hash-vrijednost. Iako pretrazˇivanjem hash-vrijednosti u tablici lanaca iziskuje visˇe
vremena izracˇunavanja, sama tablica pretrazˇivanja mozˇe biti puno manja, tako da se mogu
pohraniti i hash-vrijednosti duljih lozinki. Dugine tablice su zapravo usavrsˇenje tehnike
lanaca te pruzˇaju rjesˇenje problema sudara u lancima.
Dugine tablice su zapravo unaprijed izracˇunate tablice za preracˇunavanje kriptografskih
hash-funkcija te obicˇno sluzˇe za hakiranje lozinka. Tablice se obicˇno koriste za opora-
vak lozinke (ili brojeve kreditnih kartica i slicˇnog) do odredene duljine koja se sastoji od
ogranicˇenog broja znakova. To je prakticˇan primjer kompromisa prostora (memorije) i vre-
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mena: manje vremena za obradu podataka uz visˇe memorije nego brute-force napad (koji
racˇuna hash-vrijednost u svakom pokusˇaju), ali visˇe vremena za obradu podataka uz ma-
nje memorije nego jednostavne tablice pretrazˇivanja s jednim ulazom po hash-vrijednosti.
Dugine tablice je otkrio Philippe Oechslin kao primjenu ranijeg jednostavnijeg algoritma
kojeg je napisao Martin Hellman.
3.1 Originalna metoda Martina Hellmana
Za dani fiksni otvoreni tekst P0 i odgovarajuc´i sˇifrirani teks (sˇifrat) C0, metoda pokusˇava
pronac´i kljucˇ k ∈ N koji je korisˇten kod sˇifriranja otvorenog teksta pomoc´u sˇifre S. Stoga
imamo:
C0 = S k(P0). (3.1)
Pokusˇavamo unaprijed generirati sve moguc´e sˇifrate tako sˇto sˇifriramo otvoreni tekst sa
svim N moguc´im kljucˇevima. Sˇifrati su organizirani u lance pri cˇemu se u memoriji po-
hranjuje samo prvi i zadnji element lanca. Pohranjivanje samo prvog i zadnjeg elementa
lanca daje kompromis izmedu memorije i vremena tako sˇto smanjuje utrosˇenu memoriju
po cijeni vremena kriptoanalize. Lanci se stvaraju pomoc´u funkcije redukcije R koja stvara
kljucˇ iz sˇifrata. Sam sˇifrat je dulji od kljucˇa pa zato koristimo redukciju. Uzastopnom pri-
mjenom sˇifre S i redukcijske funkcije R mozˇemo napraviti lance naizmjenicˇno od kljucˇeva
i sˇifrata:
ki
S ki (P0)−−−−→ Ci R(Ci)−−−→ ki+1. (3.2)
Niz R(S k(P0)) zapisujemo kao f (k) te on generira kljucˇ iz kojeg se dalje generira novi kljucˇ
sˇto vodi do lanca kljucˇeva:
ki
f−→ ki+1 f−→ ki+2 f−→ . . . (3.3)
Tako generiramo m lanaca duljine l te njihove prve i zadnje elemente spremimo u tablicu.
Ako nam je dan sˇifrat C, onda mozˇemo pokusˇati saznati je li kljucˇ korisˇten za generiranje
sˇifrata C medu onima koji se koriste za generiranje tablice. Da bismo to ucˇinili, prvo gene-
riramo lanac kljucˇeva duljine t koji pocˇinje sa R(C). Ako je C doista dobiven sa kljucˇem za
generiranje tablice, onda c´emo s vremenom generirati i kljucˇ koji odgovara zadnjem kljucˇu
odgovarajuc´eg lanca. Zadnji kljucˇ je pohranjen u memoriji zajedno s prvim kljucˇem lanca,
pa koristec´i prvi kljucˇ lanca mozˇemo ponovno generirati cˇitav lanac, a osobito kljucˇ koji
dolazi neposredno prije R(C). To je kljucˇ koji je korisˇten kod generiranja C te zapravo i
kljucˇ koji trazˇimo.
Nazˇalost, postoji moguc´nost da se lanci koji pocˇinju s razlicˇitim kljucˇevima ”sudare” (do-
lazi do kolizije) i spoje. Razlog tome je cˇinjenica da je funkcija R proizvoljna redukcija
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prostora sˇifrata u prostor kljucˇeva. Sˇto je vec´a tablica, vec´a je vjerojatnost da se novi la-
nac spoji s prethodnim. Svako spajanje smanjuje broj razlicˇitih kljucˇeva koji su zapravo
”pokriveni” tablicom.
Slika 3.1: Sudaranje dvaju lanaca
Vjerojatnost pronalazˇenja kljucˇa korisˇtenjem tablice sa m redaka sa kljucˇevima duljina t je:
Ptable ≥ 1N
m∑
i=1
t−1∑
j=0
(
1 − it
N
) j+1
. (3.4)
Ucˇinkovitost tablice se smanjuje kako se povec´ava velicˇina same tablice. Kako bi pos-
tigli vec´u vjerojatnost uspjeha, bolje je generirati visˇe tablica koristec´i razlicˇite funkcije
redukcije za svaku tablicu. Vjerojatnost uspjeha korisˇtenjem l tablica je dana sa:
Pusp jeh ≥ 1 −
(
1 − 1
N
m∑
i=1
t−1∑
j=0
(
1 − it
N
) j+1)l
. (3.5)
Lanci razlicˇitih duljina tablica se mogu sudariti, ali se nec´e spojiti zbog korisˇtenja razlicˇitih
funkcija redukcija za razlicˇite tablice.
Lazˇna uzbuna
Prilikom trazˇenja kljucˇa u tablici, pronalazˇenje odgovarajuc´e krajnje tocˇke (zadnji kljucˇ) ne
znacˇi da je kljucˇ u tablici. Doista, kljucˇ mozˇe biti dio lanca koji ima istu krajnju tocˇku, ali
nije u tablici. U tom slucˇaju generiranje lanca iz spremljene pocˇetne tocˇke ne daje kljucˇ te
takav slucˇaj nazivamo ”lazˇna uzbuna”. Lazˇna uzbuna se pojavljuje i kada je kljucˇ u lancu
koji je dio tablice, ali koji se spaja s drugim lancem te tablice. U tom slucˇaju, nekoliko
pocˇetnih tocˇaka odgovara istoj krajnjoj tocˇki te je potrebno generirati nekoliko lanaca dok
se konacˇno ne pronade trazˇeni kljucˇ.
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3.2 Nova struktura tablica sa boljim rezultatima
Glavno ogranicˇenje originalne metode Martina Hellmana jest spajanje dva lanca prilikom
sudara unutar iste tablice.
Dugine tablice koriste uzastopnu redukcijsku funkciju za svaku tocˇku u lancu. Pocˇinju s
redukcijskom funkcijom 1, a zavrsˇavaju s redukcijskom funkcijom t − 1. Stoga, ako se
dva lanca sudare, onda se oni spajaju samo ako se sudar pojavljuje na istom polozˇaju u
oba lanca. Ako se sudar ne pojavi na istom mjestu, oba lanca c´e nastaviti s drugacˇijom
redukcijskom funkcijom te se nec´e spojiti. Ako dode do sudara lanaca duljine t, onda c´e se
oni spojiti s vjerojatnosˇc´u 1t . Vjerojatnost uspjeha u tablici velicˇine m × t jednaka je:
Ptablica = 1 −
t∏
i=1
(
1 − mi
N
)
(3.6)
gdje je m1 = m i mn+1 = N
(
1 − e−mnN
)
.
Zanimljivo je napomenuti da se vjerojatnost uspjeha duginih tablica mozˇe izravno uspore-
diti s klasicˇnim tablicama. Doista, vjerojatnost uspjeha t klasicˇnih tablica velicˇine m × t
priblizˇno je jednaka vjerojatnosti uspjeha jedne dugine tablice velicˇine mt×t. U oba slucˇaja,
tablice pokrivaju mt2 kljucˇeva sa t razlicˇitih redukcijskih funkcija. Za svaku tocˇku sudara
unutar skupa mt kljucˇeva (pojedina klasicˇna tablica ili stupac u duginoj tablici) rezultira
spajanjem, dok sudari s preostalim kljucˇevima ne rezultiraju spajanjem. Relacija izmedu t
tablica velicˇina m × t te dugine tablice je prikazana na slici 3.2.
Trazˇenje kljucˇa u duginoj tablici:
Prvo primjenimo Rn−1 na sˇifrat te pogledamo je li rezultat u tablici krajnjih tocˇaka. Ako
pronademo krajnju tocˇku, onda znamo kako ponovno generirati lanac koristec´i odgova-
rajuc´u pocˇetnu tocˇku. Ako ne pronademo krajnju tocˇku, onda pokusˇamo pronac´i krajnju
tocˇku primjenom Rn−2, fn−1 kako bi vidjeli da li se kljucˇ nalazi u predzadnjem stupcu ta-
blice. Ako ponovno ne pronademo krajnju tocˇku, onda primjenimo Rn−3, fn−2 , fn−1 te
nastavljamo dalje tako dugo dok ne pronademo krajnju tocˇku. Stoga, ukupan broj izracˇuna
koje moramo napraviti je jednak t(t−1)2 . To je duplo manje nego kao kod klasicˇne metode.
Doista, trebamo t2 izracˇuna kako bi pretrazˇili odgovarajuc´ih t tablica velicˇine m × t.
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Slika 3.2: Na lijevoj strani su t klasicˇnih tablica velicˇine m × t, a na desnoj strani jedna
dugina tablica velicˇine mt × t. U oba slucˇaja spajanja se mogu dogoditi unutar mt kljucˇeva,
a sudar se mozˇe dogoditi u preostalim m(t - 1) kljucˇeva. Potrebno je duplo visˇe operacija
za trazˇenje kljucˇa u duginoj tablici nego u t klasicˇnih tablica.
3.3 Unaprijed izracˇunati hash-lanci
Pretpostavimo da imamo hash-funkciju H te konacˇan skup lozinki P. Cilj je unaprijed ge-
nerirati strukturu podataka koja za dani izlaz h hash-funkcije mozˇe locirati element p ∈ P
takav da vrijedi H(p) = h ili ustanoviti da ne postoji takav p. Najjednostavniji nacˇin je
izracˇunavanje H(p) za svaki p ∈ P, no za spremanje takve tablice potrebno je O(|P|n) bi-
tova memorije, gdje je n duljina izlaza hash-funkcije H, sˇto nije moguc´e za velike |P|.
Jedna od tehnika za smanjenje ovog zahtjeva na memoriju su hash-lanci. Ideja je defi-
nirati funkciju redukcije R koja mapira hash-vrijednosti natrag u vrijednosti iz P. Napo-
minjemo da funkcija redukcije nije inverzna hash-funkcija. Naizmjenicˇnim korisˇtenjem
hash-funkcije i funkcije redukcije, formiraju se lanci koji su popunjeni naizmjenicˇno s lo-
zinkama i hash-vrijednostima. Na primjer, ako je P skup svih lozinki sa tocˇno 6 malih
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slova, a duljina hash-vrijednosti je 32 bita, onda bi lanac mogao izgledati ovako:
mhmhmh −→
H
08ca0280 −→
R
nayxed −→
H
08 f 9028a −→
R
ntgvkh
Jedini uvjet na funkciju redukcije je da vrac´a ”otvoreni tekst” odredene duljine.
Kako bi generirali tablicu, odabiremo slucˇajni skup inicijalnih lozinka iz skupa P te izracˇu-
navamo lance odredene fiksne duljine k za svaku od tih inicijalnih lozinka te spremamo
samo prvu i zadnju lozinku u svakom lancu. Prvu lozinku zovemo pocˇetna tocˇka, a zad-
nju lozinku zovemo krajnja tocˇka. U gornjem primjeru, ”mhmhmh” je pocˇetna tocˇka, a
”ntgvkh” je krajnja tocˇka te nijedna od ostalih lozinki (i hash-vrijednosti) nec´e biti pohra-
njena.
Sada, s obzirom na hash-vrijednost h koju zˇelimo pretvoriti (pronac´i odgovarajuc´u lo-
zinku), generiramo lanac koji pocˇinje s h tako sˇto primjenjujemo naizmjenicˇno R pa zatim
H. Ako u bilo kojem trenutku dobijemo vrijednost koja odgovara jednoj od krajnjih tocˇaka
u tablici, onda je ta tocˇka pocˇetna tocˇka koju koristimo za ponovno generiranje lanca. Pos-
toji dobra sˇansa da c´e taj lanac sadrzˇavati hash-vrijednost h te ako sadrzˇi, onda je vrijednost
koja je neposredno prije zapravo trazˇena lozinka p.
Na primjer, ako smo dobili hash-vrijednost ”08 f 9028a”, onda c´emo generirati lanac tako
sˇto c´emo prvo primjeniti R:
08 f 9028a −→
R
ntgvkh
Kako je ”ntgvkh” jedna od krajnjih tocˇaka u tablici, tada uzimamo odgovarajuc´u pocˇetnu
lozinku ”mhmhmh” te generiramo lanac dok ne dodemo do ”08 f 9028a”.
mhmhmh −→
H
08ca0280 −→
R
nayxed −→
H
08 f 9028a
Stoga, trazˇena lozinka je ”nayxed” (ili druga lozinka koja ima istu hash-vrijednost).
Medutim, primjetimo da ovaj lanac ne mora uvijek sadrzˇavati hash-vrijednost h. Mozˇe se
dogoditio da lanac koji pocˇinje sa pocˇetnom tocˇkom h se spaja s lancem koji ima drugu
pocˇetnu tocˇku. Na primjer, moguc´e je da dobijemo hash-vrijednost ”FB107E70” te da
kada slijedimo njegov lanac dobijemo takoder ”ntgvkh”:
FB107E70 −→
R
bvtdll −→
H
08e00289 −→
R
ntgvkh
No ”FB107E70” nije lanac koji pocˇinje sa ”mhmhmh”. Takav slucˇaj zovemo ”lazˇna uz-
buna”. U tom slucˇaju zanemarujemo poklapanje (poklapanje hash-vrijednosti i zavrsˇne
tocˇke u tablici) te nastavljamo prosˇirivati lanac kako bi pronasˇli josˇ jedno poklapanje. Ako
lanac prosˇirimo do duljine k bez nadenih ”dobrih” podudaranja, onda lozinka nije nikada
bila generirana ni u jednom od lanaca.
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Slika 3.3: Primjer hashiranja korisnikove lozinke.
Sadrzˇaj tablice ne ovisi o hash-vrijednostima koje c´emo pretvarati. Stvorena je jednom, a
zatim se u nepromijenjenom obliku koristi neogranicˇeno puta.
Povec´anjem duljine lanca, smanjujemo velicˇinu tablice te se time takoder povec´ava vri-
jeme potrebno za obavljanje pretrazˇivanja. U jednostavnom slucˇaju lanaca s vrlo malo
elemenata, pretrazˇivanje je vrlo brzo, ali je tablica jako velika. Produljenjem lanaca, pre-
trazˇivanje se usporava, ali se i velicˇina tablice smanjuje.
Jednostavni hash-lanci imaju nekoliko nedostataka. Najvec´i nedostatak je slucˇaj kada se
dva lanca sudare (generiraju istu vrijednost). U tom slucˇaju se oni spajaju te tablica, unatocˇ
trosˇkovima racˇunanja (vrijeme i memorija), ne pokriva zˇeljeni broj lozinki. Taj slucˇaj je
nemoguc´e ucˇinkovito otkriti jer oba lanca koja su se sudarila nisu spremljena u memoriji.
Na primjer, ako trec´a hash-vrijednost u trec´em lancu odgovara drugoj hash-vrijednosti u
sedmom lancu, onda c´e ta dva lanca pokriti gotovo isti niz hash-vrijednosti, ali njihove
konacˇne vrijednosti c´e biti razlicˇite. Hash-funkcija H vrlo vjerojatno nec´e proizvesti sudar
(koliziju) jer se obicˇno otpornost na kolizije smatra vazˇnim svojstvom sigurnosti. Ali funk-
cija redukcije R, zbog svoje potrebe da pokrije sve moguc´e otvorene tekstove, ne mora biti
otporna na kolizije.
Ostale potesˇkoc´e proizlaze iz vazˇnosti odabira ”dobre” funckije redukcije R. Odabirom
funkcije R kao identitete dobivamo pristup koji je malo bolji od ”brute-force” pristupa. Tek
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kada protivnik ima dobru predodzˇbu o tome kakva je lozinka, onda mozˇe odabrati funk-
ciju redukcije R takvu da su vrijeme i memorija optimalno iskorisˇteni za takve lozinke,
a ne za cˇitav prostor moguc´ih lozinki. Ali, funkcija redukcije R ne uzima samo pocˇetnu
hash-vrijednost nego i ostale hash-vrijednosti iz ostatka lanca te mozˇe pretvoriti te ostale
hash-vrijednosti natrag u cˇitav prostor moguc´ih lozinki (tj. dobivena vrijednost ne mora
biti iz ”optimalnog” prostora moguc´ih lozinki). Dakle, mozˇe biti tesˇko generirati funkciju
redukcije R kako bi se podudarala s ocˇekivanom distribucijom otvorenih tekstova (lozinki).
3.4 Dugine tablice
Dugine tablice ucˇinkovito rjesˇavaju problem kolizija, koji se javlja kod obicˇnih hash-
lanaca, zamjenom jedne redukcijske funkcije R sa nizom redukcijskih funkcija R1, . . . ,Rk.
Na taj nacˇin, kako bi se dva lanca sudarila i spojila, oni moraju imati istu vrijednost u istoj
iteraciji. Stoga, zavrsˇne vrijednosti u svakom lancu c´e biti identicˇne. Nakon sˇto je kreirana
tablica, zadnji korak mozˇe biti ponovan prolazak kroz cijelu tablicu te uklanjanje ”dupli-
ciranih” lanaca (koji imaju iste zavrsˇne vrijednosti). Potom se generiraju novi lanci za
nadopunjavanje tablice. Ti novi lanci nisu otporni na kolizije (mogu se kratko preklapati),
ali se nec´e spojiti. Time drasticˇno smanjujemo ukupan broj kolizija.
Korisˇtenjem niza redukcijskih funkcija mijenjamo nacˇin pretrazˇivanja: buduc´i da hash-
vrijednost koja nam je od interesa mozˇe biti na bilo kojem mjestu u lancu, pa je stoga
potrebno generirati k razlicˇitih lanaca. Prvi lanac pretpostavlja da je hash-vrijednost na
zadnjoj hash-poziciji u lancu te samo primjenjuje Rk. Sljedec´i lanac pretpostavlja da je
hash-vrijednost na predzadnjoj hash-poziciji te prvo primjenjuje Rk−1, zatim H i na kraju
Rk. I tako dalje sve do posljednjeg lanca koji primjenjuje sve redukcijske funkcije naiz-
mjenicˇno sa H. Takav pristup stvara novu ”lazˇnu uzbunu”: ako pogresˇno pretpostavimo
polozˇaj hash-vrijednosti, onda mozˇemo nepotrebno procijeniti lanac.
Premda dugine tablice moraju slijediti visˇe lanaca, to nadomjesˇtaju tako sˇto imaju manje
tablica. Tablica sa jednostavnim hash-lancima ne mozˇe rasti iznad odredene velicˇine bez
da brzo ne postaj neucˇinkovite zbog spajanja lanaca. Kako bi rjesˇili ovaj problem, isto-
dobno se odrzˇavaju visˇe tablica, a tada svako pretrazˇivanje mora proc´i kroz svaku tablicu.
Dugine tablice mogu postic´i slicˇno svojstvo sa tablicama koje su k puta vec´e, omoguc´ujuc´i
im da izvrsˇe za faktor k manje pretrazˇivanja.
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3.5 Obrana protiv duginih tablica
Dugine tablice su neucˇinkovite protiv jednosmjernih hash-vrijednosti koje ukljucˇuju duge
vrijednosti ”soli” (engl. salts). Na primjer, uzmimo u obzir hash-vrijednost lozinke koja je
generirana pomoc´u funkcije saltedhash (gdje je ”||” operator povezivanja):
saltedhash(lozinka) = hash(lozinka || salt)
ili
saltedhash(lozinka) = hash(hash(lozinka) || salt)
Vrijednost ”soli” nije tajna te se mozˇe generirati na slucˇajan nacˇin i pohranjivati s hash-
vrijednosti same lozinke. Velika vrijednost ”soli” sprijecˇava napade unaprijed izracˇunatih
algoritama za preracˇunavanje lozinka, ukljucˇujuc´i dugine tablice, tako sˇto osigurava jedins-
tvenu lozinku za svakog korisnika. To znacˇi da c´e dva korisnika s istom lozinkom imati
razlicˇite hash-vrijednosti lozinke (uz pretpostavku da se koriste razcˇite ”soli”). Kako bi
protivnik uspio desˇifrirati lozinku, on mora generirati tablice za svaku moguc´u vrijednost
”soli”.
Za starije Unix lozinke koje koriste 12-bitne vrijednosti ”soli”, trebamo 4096 tablica sˇto
je znacˇajno povec´anje trosˇkova za protivnika, ali nije nemoguc´e sa terabajtnim hard disko-
vima. SHA2 i byrypt metode, koje se koriste u Linuxu, BSD Unixesu i Solarisu, koriste
128-bitne vrijednosti ”soli”. Ovako velike vrijednosti ”soli” cˇine nemoguc´im za probiti
bilo kakvim napadom za gotovo sve duljine lozinke. Cˇak i ako protivnik mozˇe generirati
milijun tablica u sekundi, trebat c´e mu bilijun godina za generiranje tablica za sve moguc´e
vrijednosti ”soli”.
Josˇ jedna tehnika koja pomazˇe kod sprecˇavanja napada je istezanje kljucˇa (engl. key stret-
ching). Kada primjenimo istezanje, onda vrijednost ”soli”, lozinke i neke neposredne
hash-vrijednosti nekoliko puta prolaze kroz temeljnu hash-funkciju kako bi se povec´alo
vrijeme potrebno za izracˇunavanje svake lozinke. Na primjer, MD5 koristi 1000 iteracija
za temeljnu MD5 hash-funkciju, koja kao ulaz uzima vrijednost ”soli”, lozinku i trenutnu
neposrednu hash-vrijednost. Hash-vrijednost lozinke korisnika je povezana od vrijednosti
”soli” (koja nije tajna) te krajnje hash-vrijednosti. Dodatno vrijeme prilikom ulogirava-
nja nije primjetno korisnicima jer moraju pricˇekati samo djelic´ sekunde svaki put kada
se prijavljuju. S druge strane, istezanje smanjuje ucˇinkovitost ”brute-force” napada pro-
porcionalno s brojem iteracija jer smanjuje broj pokusˇaja koje protivnik mozˇe izvrsˇiti u
odredenom vremenskom okviru. Ovaj princip se primjenjuje u MD5 i u bcrypt. Takoder,
povec´ava se vrijeme potrebno za generiranje unaprijed izracˇunatih tablica. No ako mak-
nemo vrijednosti ”soli”, onda trebamo samo jednom generirati unaprijed izracˇunate tablice.
Drugacˇiji pristup, nazvan jacˇanje kljucˇa (engl. key strengthening), povec´ava kljucˇ sa
slucˇajnom vrijednosti ”soli”, ali onda (za razliku od istezanja kljucˇa) sigurno brisˇe vri-
jednost ”soli”. Takav postupak prisiljava protivnika i korisnike da izvrsˇe ”brute-force”
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pretragu kako bi otkrili vrijednost ”soli”.
Dugine tablice, kao i ostali unaprijed izracˇunati algoritmi za preracˇunavanje lozinka, ne
vrijede protiv lozinki koje sadrzˇe simbole koji su izvan predvidenog raspona ili koje su du-
lje od onih koje je predvidio protivnik. Medutim, mogu se generirati tablice koje uzimaju u
obzir uobicˇajene nacˇine na koje korisnici pokusˇavaju odabrati lozinke koje su sigurnije, kao
sˇto je dodavanje broja ili specijalnog znaka. Zbog znacˇajnog ulaganja u racˇunalnu obradu,
dugine tablice dulje od cˇetrnaest mjesta nisu josˇ uobicˇajene. Stoga, odabirom lozinke koja
je dulja od cˇetrnaest znakova mozˇe prisiliti protivnika da pribjegne ”brute-force” napadu.
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Sazˇetak
Cilj ovog diplomskog rada je s teorijske strane objasniti sigurnu komunikaciju, integritet
poruka, hash-funkcije te dugine tablice.
Prvi dio rada obraduje dva najvazˇnija cilja kriptografije, odnosno pruzˇanje privatnosti i
integriteta podataka. Sama enkripcija opc´enito ne pruzˇa integritet podataka, stoga bi se
enkripcija trebala koristiti u kombinaciji s drugim tehnikama za postizanje autentifikacije
poruke kao sˇto je kod za autentifikaciju poruka, tzv. MAC.
Drugi dio rada se odnosi na hash-funkcije koje uzimaju string proizvoljne duljine te ga
”sazˇimu” u krac´i string, tzv. hash-vrijednost. Posebno zanimljive su hash-funkcije ot-
porne na kolizije. Kolizija funkcije H predstavlja par razlicˇitih ulaznih podataka x i x′
takvih da vrijedi H(x) = H(x′). Obicˇno promatramo funkcije koje imaju beskonacˇnu do-
menu i konacˇnu kodomenu pa stoga zahtjevamo da su takve kolizije ”tesˇke” za pronac´i.
”Birthday” napad je opc´eniti napad koji pronalazi kolizije u svakoj hash-funkciji. Zatim
smo predstavili Merkle-Damgardovu transformaciju koja se nasˇiroko koristi u praksi za
izradu hash-funkcija otpornih na kolizije. Merkle-Damgardova transformacija omoguc´uje
konverziju iz bilo koje konacˇnodimenzionalne hash-funkcije u punopravnu hash-funkciju
te pritom cˇuva svojstvo otpornosti na kolizije.
Trec´i dio rada opisuje dugine tablice koje su razvijene kako bi se lozinka (podatak) izvela
direktno iz hash-vrijednosti. Dugine tablice je otkrio P.Oechlin kao primjenu ranijeg al-
goritma Martina Hellmana. Glavno ogranicˇenje originalne metode Martina Hellmana jest
spajanje dva lanca prilikom sudara unutar iste tablice. Dugine tablice ucˇinkovito rjesˇavaju
taj problem zamjenom jedne redukcijske funkcije sa nizom redukcijskih funkcija. Du-
gine tablice su neucˇinkovite protiv hash-vrijednosti koje ukljucˇuju duge vrijednosti ”soli”.
Takoder, prevencija napada duginim tablica je istezanje kljucˇa te jacˇanje kljucˇa. S strane
korisnika, preporucˇa se kreiranje lozinki koje su dulje od cˇetrnaest znakova te korisˇtenje
simbola koji su izvan predvidenog raspona (npr., @, %, &,. . . ).
Summary
The aim of this diploma thesis is to theoretically explain what are secure communication,
message integrity, hash-functions and rainbow tables.
The first part of this thesis is concentrated on two most important goals of cryptography,
i.e. obtaining private communication and guarantee message integrity. Encryption does
not in general provide any integrity, therefore encryption should be used in combination
with other techniques for maessage authentication such as Message Authentication Code
(MAC).
The second part of this thesis refers to hash-functions that are mapping strings of arbi-
trary length to strings of some fixed length, called hash-values. Particularly interesting are
collision-resistant hash-functions. A collision in a function H is a pair of distinct inputs
x and x′ such that H(x) = H(x′). Usually, we consider functions that have an infinite do-
main and a finite range, so a requirement is therefore that such collisions should be ”hard”
to find. ”Birthday” attack finds a collision in any hash-function. Then we presented the
Merkle-Damgard transform that is used for constructing collision-resistant hash-functions.
The Merkle-Damgard transform enables a conversion from any fixed-length hash-function
to an arbitrary-length hash-function while maintaining the collision resistance property.
The third part of this thesis describes rainbow tables which have been developed for crac-
king password directly from hash-values. Rainbow tables were invented by P.Oechlin as an
application of an earlier algorithm by Martin Hellman. The main restriction of the original
method is the fact that when two chains collide in a single table they merge. Rainbow
tables efficiently solve this problem by replacing one reduction function with successive
reduction functions. Rainbow tables are ineffective against hash-values that include large
”salts”. Also, important techniques that help with prevention for those attacks are key stret-
ching and key strengthening. From the side of the user, it is recommended to use passwords
that have more than fourteen characters and to use symbols that are out of the usual range
(eg., @, %, &,. . . ).
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