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On Two-Dimensional Semi-Local Noetherian Spectra
Cory H. Colbert
Williams College, Williamstown, MA. 01267
Abstract
In this article, we develop a technique to “split” certain types of partially ordered sets into simpler ones and
use that technique to give a partial answer to a conjecture by R. Wiegand and S. Wiegand on the structure of
semi-local, two-dimensional Noetherian spectra in their exposition on Noetherian prime ideals. Specifically,
we show that very many two-dimensional posets with finitely many height two nodes that satisfy the necessary
conditions of being the spectrum of a Noetherian ring, along with a very mild cardinality assumption, are
in fact the spectrum of a Noetherian ring.
Keywords: Noetherian spectra
1. Introduction
It is a wide-open question, originally posed by I. Kaplansky, as to which partially ordered sets (posets)
arise as the spectrum of a commutative Noetherian ring. There have been many remarkable results and
interesting insights in this area, and we refer the reader to a beautiful exposition written by Roger Wiegand
and Sylvia Wiegand [8]. In 1983, S. Wiegand [9] expanded and refined techniques developed by R. Heitmann
in [3] and A. Doering and Y. Lequain in [1] to completely classify all countable, 2-dimensional, semi-local
(finitely many maximal prime ideals) Noetherian spectra with a single minimal node. Left open were the
cases where the spectra had several minimal prime ideals or were large in cardinality. It is these two issues
that are of concern to us herein.
En route to the discovery of our main theorem, stated below, we needed to develop a convenient notion
for those posets U that have a chance at being the spectrum of a semi-local, two-dimensional Noetherian ring.
For example, it is trivial that U must satisfy ACC on its nodes since the set of all ideals in a Noetherian
ring satisfies ACC. As another example, any candidate poset U must obviously only have finitely many
minimal nodes since any commutative Noetherian ring has only finitely many minimal prime ideals. Other
conditions exist on U as well, and they are usually derived by invoking the prime avoidance lemma or using
the altitude theorem. We discuss those conditions in much greater detail in section 4, and we call any such
candidate poset whose dimension is at most two a K-poset. If M is any height two node and m is any height
zero node in a K-poset U such that M > m, define [M/m] to be all height one nodes u in U such that u
is exceeded only by M and exceeds only m. If the cardinality of [M/m] is either zero or agrees with the
cardinality of U for all such pairs M,m, then we call U a proper K-poset. Although this restriction looks a
bit strong, it is actually rather mild in the sense that proper K-posets show up rather naturally; for example,
if R = k[x1, . . . , xn] for n ≥ 2 and P,Q are two height two prime ideals of R, then SpecRP∪Q is a proper
K-poset. Our main theorem is thus stated:
Theorem 1.1. Every proper K-poset is the spectrum of some commutative Noetherian ring.
This theorem classifies a large collection of semi-local, two-dimensional Noetherian spectra, and it leaves
only unusual K-posets not satisfying the mild cardinality restriction outside the scope of our approach.
In fact, proper K-posets are only required to have finitely many height two nodes and we thus obtain
spectra with infinitely many height one maximal prime ideals as part of our classification. It also offers a full
resolution of the countable case of a conjecture on the structure of all semi-local, two-dimensional Noetherian
spectra [8, Conjecture 1.4].
Our approach is quite intuitive, and it is largely inspired by the techniques developed in [1]. Given a
proper K-poset U, we seek to “unravel” it into simpler pieces with simple inclusion relations. Outside of
defining what it means to make a poset simpler, the main issue that presents itself here is to define what
it means to have easy inclusion relations. In sections 4 and 5, we develop a notion of splitting a poset at a
maximal node (much like splitting a prime ideal via an integral extension) and we describe and classify the
proper K-posets that are, in a sense, the simplest one can hope to have (see Theorem 5.2). We call these
atomic posets simple K-posets, and we show that it is enough to realize those posets as spectra of Noetherian
rings in order to prove Theorem 1.1.
In section 7, we show that if U is a proper, simple K-poset, then we can find a Noetherian ring R0 such
that U embeds into SpecR0 in the sense that they are almost identical, save for perhaps different sizes of
certain equivalence classes of nodes. For example, perhaps U has only two maximal nodes m,n, both height
two, with only height one node u dominated by them both, and maybe the corresponding maximal prime
ideals M,N in R0 have infinitely many height one prime ideals contained in M ∩ N. In a similar fashion
to how S. Wiegand proceeded in [9], we show, in section 8, that we can nevertheless find a Noetherian ring
S ⊇ R0 such that the equivalence classes in SpecS have the right size and everything else is otherwise
preserved; that is, U ∼= SpecS.
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3. Basic Definitions and Notation
Throughout this paper, all rings will be commutative with unity. If f : A→ B is a map of rings, and I
is an ideal of A, we will write IB for the ideal Ie, and if J is an ideal of B, we will write J ∩ A to denote
the ideal Jc.
Let U be a poset. We define dimU to be the supremum of the lengths of the chains of nodes in U. If V is
another poset, we say ϕ : U → V is a poset map iff ϕ(x) ≤ ϕ(y) whenever x ≤ y. We say ϕ is order-reflexive
iff x ≤ y whenever ϕ(x) ≤ ϕ(y). Any order-reflexive map from U onto V is called an isomorphism of posets.
If A ⊆ U is a nonempty subset of nodes, we define mubA = min{u ∈ U : u ≥ a for all a ∈ A.}. Similarly, we
define MlbA = max{u ∈ U : u ≤ a for all a ∈ A.}.
If u ∈ U, we define G(u) = {v ∈ U : v ≥ u}, and we define L(u) = {v ∈ U : v ≤ u}. We define
G(u)∗ = G(u) \ {u} and L(u)∗ = L(u) \ {u}. We define the height of a node u ∈ U to be htu = dimL(u),
and we will let Hi be the set of nodes of height equal to i.
Let B,C ⊆ U. We define [B/C] to be all nodes u ∈ U such that G(u)∗ = B and L(u)∗ = C. We usually
call this an intersection class of U, and if either B = {b} is a singleton (resp. C = {c}) we will usually write
[b/C] (resp. [B/c]).
A path (γt)
n
t=1 in U is a finite sequence of nodes such that for all 1 < i ≤ n, the node γi comparable to
γi−1. U is said to be connected iff for any two nodes u, v ∈ U, there exists a path from u to v.
In the case of ambiguity arising with any of this notation, we will affix subscripts or superscripts to the
notation in appropriate places. For example, we may refer to height two nodes of U as HU2 instead of just
H2 if the need arises.
4. K-posets and Splittings
Definition 4.1. Let U be a poset with dimU ≤ 2. We define U to be a K-poset iff the following hold:
1 minU,H2 are both finite;
2
2 if u, v are distinct nodes in minU, then mub{u, v} is finite; and
3 whenever u > v > w for some v ∈ U, then [u/w] is infinite.
Additionally, if for any maximal node u and minimal node w we have |[u/w]| = 0 or |[u/w]| = |U | then we
say U is a proper K-poset.
Note that we do not place a restriction on the number of height one nodes, and it is quite possible for
the set of maximal nodes of U to be infinite. We now provide numerous examples of interesting K-posets.
Theorem 4.2. Let R be a Noetherian ring with dimR = 2 and for which there are only finitely many prime
ideals of height two. Then SpecR is a K-poset.
Proof. Items 1 and 2 are clear.
Item 3: Assume that we have proven SpecR is a K-poset for all Noetherian rings R for whichM ∈ SpecR
is maximal iff htM = 2. Let R′ be any Noetherian ring satisfying the conditions of the theorem. If dimR′ ≤ 1,
then there is nothing to show. If dimR′ = 2, then localize at the union of all prime ideals of height two to
form a new Noetherian ring R. If P ) P ′ ) P ′′ for some primes P, P ′, P ′′ in R′, then htP = 2 and thus
survives the localization to R. In particular, PR ) P ′R ( P ′′R and thus [PR/P ′′R] ⊂ SpecR is infinite.
Each prime QR ∈ [PR/P ′′R] is the extension of a prime Q from R′. Since R′ is Noetherian, all but finitely
many such Q must have L(Q)∗ = P ′′. Obviously a maximal prime ideal M of R has M ⊇ Q iff M = P. In
particular, [P/P ′′] ⊂ SpecR′ is infinite and SpecR′ is thus seen to be a K-poset. We therefore need only
prove the result for Noetherian rings R for which every maximal prime ideal of R has height two.
Assume R is indeed such a ring, and let HSpecR be the set of all minimal prime ideals of R, along with all
those height one prime ideals P ofR for which P dominates at least two different minimal primes ofR.Assume
there is a chain Q ) Q′ ) Q′′ of prime ideals in R for which [Q/Q′′] is finite. Let M1 := Q,M2, . . . ,Mn
be an enumeration of the maximal prime ideals of R. Choose x ∈ Q \
⋃n
i=2Mi
⋃
P∈HSpec R∪[Q/Q′′]
P by the
prime-avoidance lemma. Define I = (Q′′, x). Since I/Q′′ is principal and R/Q′′ is Noetherian, the altitude
theorem implies that there exists a prime ideal Q∗/Q′′ ⊇ I/Q′′ with htQ∗/Q′′ = 1. If htQ∗ = 2, then
Q∗ = Q by choice of x. But Q ) Q′ ) Q′′ implies that htQ/Q′′ = 2. In particular, htQ∗ = 1 and of course
G(Q∗)∗ = Q. Suppose Q∗ ⊃ W for some minimal prime ideal W 6= Q′′. Then Q∗ ⊇ Q′′ + W and thus
Q ∈ HSpecR, conflicting with our choice of x. Thus L(Q
∗)∗ = Q′′ as well, and consequently Q∗ ∈ [Q/Q′′]
which is contrary to our assumptions.
Definition 4.3. Let V be a poset containing a maximal node m of positive height. We say a poset U is a
splitting of V at m provided there exists a finite nonempty subset M ⊆ maxU of nodes of positive height and
a surjective poset map ϕ : U → V satisfying the following conditions:
1 ϕ−1(m) = M, and |ϕ−1(v)| = 1 for all v 6= m.
2 If ϕ(x′) = x ≤ y for some x′ ∈ U, x, y ∈ V, then there exists y′ ∈ U for which x′ ≤ y′ and ϕ(y′) = y.
If U is a splitting of V at m with map ϕ, then we call ϕ a splitting map from U to V.
We wish to emphasize that we only split nodes m of positive height, and if U is a splitting of V at m,
then M may not contain any height zero nodes.
Lemma 4.4. Let U be a splitting of V at m with splitting map ϕ. Then dimU = dimV and ϕ(minU) =
minV.
Proof. This is a straightforward consequence of the definitions.
Notation 4.5. If U is any K-poset we will define HU to be the set of all minimal nodes of U, along with
those height one nodes that dominate at least two minimal nodes of U. If U is a poset with a single maximal
node m then we define H∗U = HU \ {m}.
Unfortunately, splittings of K-posets need not be K-posets. The next lemma remedies this problem.
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Lemma 4.6. Let U be a splitting of a proper K-poset V at m with splitting map ϕ. Then there exists a
proper K-poset U ′ ⊇ U such that HU ′ = HU , U
′ is a splitting of V at m with splitting map ϕ′ : U ′ → V
such that ϕ′ = ϕ on HU ′ .
Proof. If dimV < 2, then so is dimU by Lemma 4.4, and therefore U is a proper K-poset in that
case. Now assume dimU = dimV = 2. Observe that the properties of splitting maps force |U | = |V |,
|minU | = |minV | < ∞, and |HU2 | < ∞. Moreover, if u, v ∈ minU, then mub{u, v} is finite since other-
wise mub{ϕ(u), ϕ(v)} ∩ H1 ⊆ V would be infinite which contradicts the assumption that V is a K-poset.
Properties 1 and 2 of the definition of a proper K-poset are thus verified for U. At this stage, one need only
enlarge deficient classes of the form [a/c] to turn U into a proper K-poset. The details are mundane but
straightforward.
If V is a poset with a single maximal nodem, we will define a quantity dV (m) to measure how complicated
HV is.
Notation 4.7. Assume dimV ≥ 1. Define ΛV ⊆ H
∗
V to be H1 ∩H
∗
V along with all those nodes v ∈ HV for
which G(v) ∩H1 ∩H
∗
V is empty. Define dV (m) = |ΛV |.
Note that if dimV > 0 then dV (m) ≥ 1 since if H1 ∩H
∗
V is empty then everything in minV vacuously
lives in ΛV . Also, in Lemma 4.6 we have HU = HU ′ so that dLU (mi)(mi) = dLU′(mi)(mi) for all mi ∈M.
The next theorem shows that if V is a properK-poset with a single maximal nodem such that dV (m) > 1,
then we can find a new proper K-poset U that splits V and has much simpler inclusions with respect to d.
Theorem 4.8. Let V be a proper K-poset with a single maximal node m. If dV (m) > 1 then there exists a
proper K-poset U which is a splitting of V at m such that dLU (mi)(mi) = 1 for all mi ∈M ⊆ maxU.
Proof. First we make an observation about ΛV : If a, b are distinct elements in ΛV , then GV (a) ∩GV (b) =
{m}. Indeed, if t ≥ a and t ≥ b then ht t ≥ 1. If ht t = 2, then t = m. Assume ht t = 1 and t 6= m. If both a
and b are minimal, then t ∈ H1 ∩H
∗
V , and this conflicts with GV (a)∩H1 ∩H
∗
V being empty. Thus, ht a = 1
without loss of generality and t = a ≥ b. Seeing as a ∈ ΛV , we must have a ∈ H1∩H
∗
V . But this is impossible
since then GV (b) ∩H1 ∩H
∗
V would be nonempty. Therefore, t = m.
Enumerate the elements of ΛV as a1, . . . , an. Let M be any set of n elements disjoint from V enumerated
as m1, . . . ,mn. Define W := V \ {m} ∪M. We place an order relation on W. First declare u ≤W u for all
u ∈ W, and let V \ {m} inherit its order from V. If mi ∈ M and x ∈ W, set mi ≤W x iff x = mi. We thus
only need to relate the set M to V \ {m} in a sound manner. Suppose v ∈ V \ {m} and mi ∈M. Note that
htW v ≤ 1. We will use the set LV (v) ∩ ΛV to determine how to relate v to mi. Either it is empty or not. If
it is nonempty, then the previous paragraph implies that LV (v)∩ΛV = {aj} for some aj ∈ ΛV . In this case,
we declare v ≤W mi iff i = j. If it is empty, we claim that v dominates exactly one minimal node v
′. Indeed,
if v ∈ H∗V then v ∈ minV since otherwise v would live in ΛV . In such case, we have v = v
′. If v /∈ H∗V ,
then by definition v must dominate a single minimal node v′ < v. Since LV (v)∩ΛV is empty, it follows that
v′ /∈ ΛV and the set G(v
′) ∩H1 ∩H
∗
V is nonempty. Declare v ≤W mi iff ai ∈ G(v
′) ∩H1 ∩H
∗
V .
We claim these relations turn W into a poset. We need only check transitivity since the other relations
are clear. Assume a < b < c, and not all three belong to V \ {m}. If c = mi for some i, then a, b ∈ V \ {m}
and satisfy a <V b. Note that a ∈ minV since dimV = 2. We must show a <W mi. If LV (b) ∩ ΛV is empty,
then a must be the unique node dominated by b. Since b <W mi, we must have ai ∈ G(a) ∩H1 ∩H
∗
V , and
therefore a <W mi by definition. If LV (b)∩ΛV is nonempty, then b <W mi means that LV (b)∩ΛV = {ai}.
Either a = ai or b = ai (since htW b = 1). In either case, we have a <W mi.
We claim ΛLW (mi) = {ai}. First, we show ai ∈ ΛLW (mi). Since ai <W mi by definition of ≤W , we see
that ai ∈ LW (mi). If ht ai = 1 in V, then ai ∈ ΛV implies that ai ∈ H1 ∩H
∗
V . Since V \ {m} ⊂ W inherits
its order from V, it follows that ai ∈ H1 ∩H
∗
LW (mi)
⊂ ΛLW (mi). If htai = 0 in V, then ai ∈ minV = minW.
Assume there is b ∈ GLW (mi)(ai) ∩ H1 ∩ H
∗
LW (mi)
. Since b dominates at least two minimal nodes in W,
the same must be true in V, and we see that in fact b ∈ H1 ∩H
∗
V . Of course, b ∈ GV (ai) as well, and it
follows that GV (ai) ∩H1 ∩H
∗
V is nonempty, contradicting ai ∈ ΛV . Therefore ai ∈ ΛLW (mi). Now we show
if x ∈ ΛLW (mi), then x = ai. Indeed, if x ∈ H1, then x ∈ ΛV . In this case, x = aj for some j, and since
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x <W mi we must have j = i so that x = ai. If x /∈ H1, then it must be minimal in W. If LV (x) ∩ ΛV
is nonempty, then of course x = ai. Otherwise, we must have ai ∈ GV (x) ∩ H1 ∩ H
∗
V which implies that
ai ∈ GLW (mi)(x) ∩H1 ∩H
∗
LW (mi)
, contradicting x ∈ ΛLW (mi). In particular, dLW (mi) = 1.
Let ϕ′ : W → V be the map ϕ′(u) = u if u ∈ V \ {m}, and ϕ′(u) = m if u ∈ M. Since each u ∈ W is
dominated by some mi ∈ M, the second property of splitting maps is surely satisfied and it is easy to see
that ϕ′ is a splitting map turningW into a splitting of V at m. By Lemma 4.6, there exists a proper K-poset
U ⊇ W with |U | = |V |,HU = HW , ϕ
′ = ϕ on HW , and for which U is a splitting of V at m with splitting
map ϕ. Since HU = HW , it follows that HLU (mi) = HLW (mi) so that dLU (mi)(mi) = dLW (mi)(mi) = 1 for
all mi ∈M.
5. Simple K-posets and Classifications
Definition 5.1. A proper K-poset V is called simple iff dLV (m)(m) = 1 for all nodes m ∈ maxV of positive
height.
Let α be a cardinal number. We define three kinds of posets. If V = {x} with the trivial order relation
x ≤V x, then V is said to be a point. If dimV = 1, |minV | = 1, |maxV | = α then V is said to be an
α-fan. Now let k be a positive integer, let α1, . . . , αk be k disjoint sets of cardinality α, and let m, t, t1, . . . , tk
be k + 2 separate elements. Let V = {m, t, t1, . . . , tk} ∪
k
i=1 αi. We put an order relation on V. The nodes
t1, . . . , tk will be minimal nodes of V. Declare t > ti for all 1 ≤ i ≤ k. Declare m ≥ x for all x ∈ V. Finally,
demand that y ≥ ti iff y = ti, y = t, y ∈ αi or y = m. If x, y ∈ {t} ∪ ∪
k
i=1αi, then declare x ≤ y iff x = y. We
call V an α-tent. The following familiar poset T is an ℵ0-tent:
t1 t2
tℵ0 ℵ0
m
Theorem 5.2. If V is an α-tent, an α-fan, or a point, then V is simple. Conversely, if V is a simple,
proper K-poset with a single maximal node m, then V is either a point, a 1-fan, or a β-tent for some cardinal
number β.
Proof. If V is either a point or a fan, then V is simple. In the former case, there is nothing to prove, and in the
latter case clearly ΛLV (m) = minV for all m ∈ maxV. Assume V is an α-tent. Suppose that minV = {t1}.
Since V has only one minimal node, it follows that H1 ∩H
∗
V is empty. In particular, G(t1) ∩ H1 ∩H
∗
V is
empty so that t1 ∈ ΛV . It is clear that no other node in V can belong to ΛV , and therefore dV (m) = 1 in
the case where |minV | = 1. Now assume |min V | > 1. Note that H∗V = {t, t1, . . . , tk}, where k > 1. Since
t > ti for all 1 ≤ i ≤ k, we must have ΛV = {t} and dV (m) = 1.
Now assume V is a simple poset with a single maximal node m. If dimV = 0, then V is clearly a point.
If dimV = 1, then dV (m) = 1 means that |ΛV | = 1. Since H
∗
V = minV, we must have minV ⊆ ΛV since
trivially G(a) ∩ H1 ∩ H
∗
V is empty for all a ∈ minV. In particular, |minV | = 1 and V must be a 1-fan.
Assume dim V = 2. Write β = |V |, k = |minV |,ΛV = {q}. If k = 1, then V is clearly a β-tent since it is a
proper K-poset. In this case, q is the unique minimal node of V. Assume k > 1. We first show that q cannot
be minimal. Assume the contrary, and write q = tj for some 1 ≤ j ≤ k. Since ht q = 0, we must have that
H1 ∩H
∗
V is empty. Since k > 1, there exists tj′ different from q, and both G(tj′ ) and G(q) must vacuously
miss H1 ∩H
∗
V . However, this forces |ΛV | ≥ 2, which contradicts simplicity. In particular, ht q = 1. Since V
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is simple, no other height one node belongs to H∗V , and it follows that any node q
′ dominating at least two
minimal nodes of V must coincide with q. In particular, if tl 6< q for some l, then G(tl) must miss H1 ∩H
∗
V
which implies |ΛV | ≥ 2. Therefore, tl ≤ q for all 1 ≤ l ≤ k, and since V is a proper K-poset, we see that
[m/tl] has β nodes for all 1 ≤ l ≤ k. V is thus seen to be a β-tent.
Notice that the minimal upper bound information in tents, fans and points is quite easy to understand.
This is attractive to us because if we can reduce the spectra we need to construct to such “simple” posets,
then we would not ever be required to find Noetherian spectra with hard minimal upper bound sets.
Definition 5.3. Let
V : . . .→ Vℓ → Vℓ−1 → . . .→ V1 → V0 := V
be a chain of proper K-posets for which Vi is a splitting of Vi−1 at some maximal node ni ∈ Vi−1 for all
i ≥ 1, and ϕi : Vi → Vi−1 is a splitting map. We call V a simplifying chain of V. If there exists ℓ ≥ 0 for
which Vℓ is simple, we refer to Vℓ as a simplification of V.
We aim to show that every proper K-poset has a simplification. Note that Theorem 4.8 accomplishes
this in the case where V has a single maximal node m. In order to accomplish this in general, we will need
a lemma that allows us to extend splittings of subposets of V to the whole of V.
Lemma 5.4. Let X,Z be posets and let f be a poset map from X to Z such that whenever x ∈ X, we have
LZ(f(x)) ⊆ f(X). Then there exists a poset Y ⊇ X and a surjective poset map g : Y → Z for which the
following statements hold:
1 We have g|X = f.
2 If f(n) ∈ maxZ, then n ∈ maxY and dLX(n)(n) = dLY (n)(n).
3 If max f(X) ⊆ maxZ, and f is a splitting map from X to f(X), then g is a splitting map from Y to
Z.
Proof. Item 1: Let Y ′ := Z \ f(X) ⊆ Z with the induced order from Z placed on Y ′. Let Y := X ∪ Y ′ be
the disjoint union of Y ′ and X. Note that we have a natural surjective set map g : Y → Z which is given by
g(a) = f(a) if a ∈ X and g(a) = a if a /∈ X.
We place an order ≤Y on Y. Let a, b ∈ Y. If a, b ∈ X then put a ≤Y b iff a ≤X b in X. If a, b ∈ Y
′, then
put a ≤Y b iff a ≤Z b in Z. Otherwise, put a ≤Y b iff g(a) ≤Z g(b) in Z. It is clear that a ≤Y a for all a ∈ Y.
Suppose a ≤Y b and b ≤Y a for a, b ∈ Y. If both a, b lie in either X or Y
′, then of course a = b. It is not
possible, in this case, for a to live in one of X or Y ′ and b to live in the other. Indeed assume, without loss of
generality, that a ∈ X and b ∈ Y ′. Then f(a) ≤Z b and b ≤Z f(a) so that b = f(a). In particular, b ∈ f(X)
and b /∈ f(X), a contradiction. It follows that ≤Y is reflexive and anti-symmetric.
We now prove that ≤Y is transitive. First, we make a brief observation. If u ≤Y v, and v ∈ X then
u ∈ X as well. If u /∈ X, then u ∈ Z \ f(X) and u = g(u) ≤Y f(v) ∈ f(X). By our assumption on f, we have
u ∈ LZ(f(v)) ⊆ f(X), which is a contradiction. Therefore, u ∈ X. Consequently, if a ≤Y b ≤Y c, and either
c ∈ X or a /∈ X, then transitivity is immediate. Therefore, assume a ∈ X and c /∈ X. If b ∈ X, then we must
obtain f(b) ≤Z c by definition of the order relation on Y, and since f : X → Z is a poset map, we must also
have f(a) ≤Z f(b) so that f(a) ≤Z c. This implies a ≤Y c in Y. If b /∈ X, then b ≤Z c and f(a) ≤Z b by
definition of the order relation on Y. Since Z is a poset, we have f(a) ≤Z c in Z, and therefore a ≤Y c again
by the order relations.
Item 2: Suppose n ≤ n′ for some n′ ∈ Y. If n′ /∈ X, then f(n) <Z n
′, which is nonsense since
f(n) ∈ maxZ. The second part of item 2 follows from the first part of the previous paragraph which asserts,
in our case, that LX(n) = LY (n).
Item 3: Suppose f is a splitting map from X to f(X) for some m ∈ max f(X) ⊆ maxZ. Let M ⊆ X be
the set of maximal nodes of X that agree under f. It is clear that M ⊆ maxY and g−1(m) = M. Moreover,
if z ∈ Z, then it is the image of exactly one node from Y, unless z = m, since f is a splitting map, and g is
the identity outside of X. Now we show that g has the required lifting property of splitting maps. Assume
g(a1) = b1 ≤Z b2. If b1, b2 both belong to either Y
′ or f(X) then clearly there exists a2 ≥Y a1 for which
g(a2) = b2. Otherwise, if b1 ∈ Y
′ and b2 is not, then upon choosing a2 for which g(a2) = b2 we see that
a1 ≤Y a2 automatically by definition of the order on Y.
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Lemma 5.5. If U is a splitting of V at m with splitting map ϕ, then dLU (n)(n) = dLV (ϕ(n))(ϕ(n)) for all
n /∈M.
Proof. This is a straightforward consequence of the splitting properties of ϕ.
Theorem 5.6. Every proper K-poset V has a simplification.
Proof. Let V := V0 be a proper K-poset, and assume there is a maximal node m ∈ maxV0 for which
dLV0 (m)(m) > 1. Choose, by Theorem 4.8, a proper, simple K-poset U1 that is a splitting of LV0(m) at
m, and that satisfies dLU1 (mi)(mi) = 1 for all mi ∈ M. Of course, U1 may not be a splitting of V0 at
m, and we must now invoke Lemma 5.4 to find poset W1 ⊇ U1 such that both W1 is a splitting of V0
at m and dLU1(mi)(mi) = dLW1(mi)(mi) = 1 for all mi ∈ M = maxW1 = maxU1. Now W1 may not
be a proper K-poset, so we will simply apply Lemma 4.6 to obtain a proper K-poset V1 ⊇ W1 for which
dLW1(mi)(mi) = dLV1 (mi)(mi) for all mi ∈M ⊆ maxV1, and for which V1 is a splitting of V0 at m. By Lemma
5.5, we have dLV1 (n)(n) = dLV0(ϕ(n))(ϕ(n)) for all n /∈ M. Therefore, if n ∈ maxV1 either dLV1 (n)(n) = 1 or
agrees with dLV0 (ϕ(n))(ϕ(n)). In particular, if e(U) is the number of maximal nodes n of a proper K-poset for
which dLU (n)(n) > 1, then e(V1) < e(V ). An induction on e(V ) will therefore obtain the desired result.
6. Gluing maximal ideals and splitting K-posets
Theorem 6.1. Let U be a splitting of V at m with splitting map ϕ, and suppose U ∼= SpecR for some
Noetherian ring R for which R/M ∼= R/N for all maximal prime ideals M,N of R. Then there exists a
Noetherian ring L ⊆ R for which SpecL ∼= V.
Proof. Let ρ : SpecR → U be an isomorphism of posets. Then ϕρ : SpecR → V is a splitting of V at m.
Define M = ρ−1ϕ−1(m), and glue the maximal prime ideals of M together via [1, Theorem A] to form a
Noetherian subring L of R. Let M ∈ SpecL be the conductor
⋂
N∈MN of R into L.
We now construct an isomorphism from SpecL onto V. For every P ∈ SpecL, let π(P ) be any choice
of lifting into SpecR. Define τ : SpecL → V to be τ(P ) = ϕρπ(P ). Note that if π(P ) 6= π(Q), then
π(P ), π(Q) ∈M, and therefore ϕ(ρ(π(P ))) = ϕ(ρ(π(Q))) = m. That is, τ is well-defined as a map of sets.
Now we show τ is a poset map with all the required properties. If P ⊆ Q in SpecL, and Q 6= M, then
“Theorem A” implies that there is only one choice of lifting of P and Q into SpecR, and thus τ(P ) ≤ τ(Q)
is immediate. If Q =M, then π(P ) ⊆ N for some N ∈M, and consequently
ϕ(ρ(π(P ))) = τ(P ) ≤ m = τ(Q).
Now assume τ(P ) ≤ τ(Q) in V. If τ(Q) 6= m, then the lifting property of splitting maps ensures that
ρ(π(P )) ≤ ρ(π(Q)) and therefore π(P ) ⊆ π(Q) since ρ is an isomorphism. This of course implies that
P ⊆ Q. If τ(Q) = m, then Q must coincide with M, and we must have π(P ) ⊆ N ′ for some N ′ ∈M. In this
case, P ⊆ N ′ ∩ L =M = Q still. Therefore, τ is an order-reflective poset map. That τ is onto is clear.
Lemma 6.2. Let R be a Noetherian ring, and suppose there exists a set B of β elements of R for which u−v
is a unit of R for all u 6= v ∈ B. Let {Pλ}λ∈Λ be a set of α prime ideals of R, and assume that I ⊆
⋃
λ∈Λ Pλ
for some ideal I of R. If α < β, then I ⊆ Pγ for some γ ∈ Λ.
Proof. The proof of this lemma is almost identical to the proof of [5, Lemma 14.2].
Consequently, if a Noetherian R contains a field k of cardinality β, then we may set B = k and apply
Lemma 6.2 to avoid sets of α prime ideals for α < β.
We wish to significantly reduce the problem of classifying proper K-posets to that of classifying proper,
simple K-posets with finitely many maximal nodes. The reduction to the case where there only finitely many
maximal nodes is a fairly straightforward matter. Indeed, if U is any proper K-poset, then there exists a
proper K-poset U ′ ⊇ U with finitely many maximal nodes and satisfying HU = HU ′ . Realizing U
′ as SpecR′
for some Noetherian ring R′, we see that a suitable localization S−1R′ of R′ will give SpecS−1R′ ∼= U. The
next result gives us the rest of our desired reduction.
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Theorem 6.3. If all proper, simple K-posets of cardinality β and |maxU | <∞ are realizable as the spectrum
of a commutative Noetherian ring with common residue field k for some field k, then all proper K-posets of
cardinality β with |maxU | < ∞ are realizable as the spectrum of a Noetherian ring with common residue
field k.
Proof. Let V be a proper K-poset with finitely many maximal nodes. Then V has a simplification Vℓ into
a proper, simple K-poset with finitely many maximal nodes by Theorem 5.6. Realize Vℓ as the spectrum of
a suitable commutative Noetherian ring R with common residue field k. Then, by Theorem 6.1 we see that
V ∼= SpecS for some subring S ⊆ R. By property “c” of [1, Theorem A], all the residue fields of S are still
k and the result is proved.
7. Embedding K-posets into Noetherian spectra
We begin working to show that if U is any proper, simple, connected K-poset then there is a Noetherian
ring for which U embeds into SpecR in a strong sense: the map ϕ will induce an isomorphism from HU onto
HSpecR, and send maxU onto maxSpecR. Moreover, it will send classes of the form [M/u] into classes of
the form [ϕ(M)/ϕ(u)].
Lemma 7.1. Let R be a Noetherian domain containing an infinite field k of cardinality β, and let X be a set
of indeterminates of cardinality β. Let M1, . . . ,Mn be maximal prime ideals of R of height two. If 1 ≤ l ≤ n
is any integer, and X ′ ⊂ X is any subset of indeterminates, and xt /∈ X
′ is another indeterminate, then
there are β finitely generated height one prime ideals Q of R[X ′][xt] satisfying Q ⊂
⋂l
i=1MiR[X
′][xt], Q 6⊆⋃n
j=l+1MjR[X
′][xt], and Q ∩R[X
′] = 0.
Proof. The proof of this lemma is similar to the proof of [6, Lemma 2]. The first observation we make is
that if a ∈ R[X ′], then there are only finitely many height one prime ideals in R[X ′] containing a. To see
this, choose a finite subset F ⊆ X ′ for which a ∈ R[F ]. Then R[F ] is Noetherian and of course there are only
finitely many height one prime ideals P1, . . . , Pw containing a. If P is any height one prime ideal of R[X
′]
containing a, then P ∩ R[F ] contains a. If htP ∩ R[F ] > 1, then there is a finitely generated prime ideal
P ′ whose height is greater than one and satisfies P ′R[X ′] ⊂ P. By [7, Lemma 7], we have htP ′R[X ′] > 1,
which conflicts with htP = 1. In particular, htP ∩R[F ] = 1 and P is easily seen to be extended from R[F ].
Choose nonzero f in M1R[X
′]∩ . . .∩MnR[X
′], and choose g ∈M1R[X
′]∩ . . .∩MlR[X
′]\∪nj=l+1MjR[X
′]
and outside the minimal prime ideals of f in R[X ′] of which there are only finitely many by the above
argument. For each a ∈ k×, set za = fxt + ag. Note that za is not in MjR[X
′][xt] for any l < j ≤ n.
We claim that there is a height one prime ideal Qa satisfying Qa ⊂
⋂l
i=1MiR[X
′][xt] and Qa 6⊆⋃n
j=l+1MjR[X
′][xt] containing za for each a ∈ k
×. Localizing at the union of MiR[X
′, xt], we have formed
by [7, Lemma 7] a Noetherian ring of Krull dimension 2. In particular, za lies in a height one prime ideal
Q′a extended from a height one prime ideal Qa in R[X
′, xt] contained in the union of the prime ideals⋃n
i=1MiR[X
′, xt]. Clearly Qa is outside of
⋃n
j=l+1Mj since za is not in that union. We thus need to show
that Qa is the only height one prime ideal containing za. We show Qa ∩ R[X
′] = 0. Assume otherwise. If
Qa∩R[X
′] 6= 0, then it has height one. To see this, localize at any of the MiR[X
′] containing Qa∩R[X
′] for
1 ≤ i ≤ l and apply the altitude theorem. In particular, Qa = Q
∗R[X ′][xt] for some prime ideal Q
∗ ⊂ R[X ′].
Since fxt+ ag ∈ Qa, this means that f, g ∈ Q
∗ by definition of ideal extension, which contradicts our choice
of f, g above. In particular Qa contracts to zero and survives the localization to K[xt] whereK is the fraction
field of R[X ′]. Just as in [6, Lemma 2], the only prime ideal so surviving is clearly (xt−ag/f)K[xt]∩R[X
′][xt].
To close the proof, we just need to check that we have generated β prime ideals in
⋂l
i=1MiR[X
′][xt]
but not
⋃n
j=l+1MjR[X
′][xt], all of which contract to zero. If za, zb ∈ Qa for some distinct a, b ∈ k
×, then
(a− b)g ∈ Qa forcing g ∈ Qa. Then g ∈ Qa ∩R[X
′] = 0, which is an absurdity.
Theorem 7.2. Let U be a proper, simple, K-poset of cardinality β such that |maxU | < ∞. Let k =
k′(T ) where T is a set of β indeterminates over a countable field k′ of characteristic zero. There exists a
commutative Noetherian ring R and poset embedding ϕ : U → SpecR for which the following items hold:
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1 R is a k-algebra with |R| = |k| = β, and all the residue fields of R are k;
2 ϕ is height-preserving and induces an isomorphism from HU onto HSpecR;
3 ϕ[N/u] ⊆ [ϕ(N)/ϕ(u)] for all classes [N/u]; and
4 ϕ(maxU) = max SpecR.
Proof. It suffices to assume U is connected. Enumerate the minimal nodes of U as u1, . . . , un.
Assume n = 1. Enumerate the maximal nodes of U as m1, . . . ,m|maxU|. For each mi ∈ maxU, choose
a prime ideal Pi of S = k[x, y] such that both htPi = htmi and the fraction field (S/Pi)0 is isomorphic to
k; note that if htmi = 1 for some i, then Pi = (x − i) works as a choice since i ∈ k
′, S/Pi ∼= k[y] and the
fraction field of k[y] is isomorphic to k = k′(T ). As the characteristic of k′ is zero, we do not have to worry
about any two choices (x − i) and (x − j) coinciding unless i = j. Since all the fraction fields of S/P are k,
it follows that the residue fields SP /PSP of the local rings SP are k.
Enumerate the chosen prime ideals as P1, . . . , P|maxU|. Adjoin an indeterminate z to S to form S[z].
Localize at the union of the prime ideals
⋃n
i=1 PiS[z] to form R, and let ϕ : U → SpecR send minU to (0),
and mi to PiR. In order to prove the theorem in this case, we need to define ϕ on nonempty classes of the
form [M/u1]. Write M = {mi1 , . . . ,mia}. By Lemma 7.1, there are β prime ideals residing in [P/(0)] where
P = {Pi1R, . . . , PiaR}. In particular, we may arbitrarily send [M/u1] into [P/(0)] via a suitable injection.
Since HU = {u1}, the map trivially satisfies all the necessary properties stated in the theorem.
Let MHU be the set of all maximal nodes of U such that m ≥ h for some h ∈ H1 ∩HU , and for each
ui ∈ minU, letMui be the set of all m ∈ maxU such that L(m)∩minU = {ui}; in other words,Mui consists
of those maximal nodes of U that dominate only one minimal node in U, namely ui. We make an important
observation about MHU . If m ∈ MHU and h is an element in H1 ∩HU such that m ≥ h, then h is unique.
Otherwise ΛLU (m) would contain at least two elements, contradicting the simplicity of U.
Write a = |MHU |, bi = |Mui | for all 1 ≤ i ≤ n. Notice that maxU is partitioned intoMHU and
⋃n
i=1Mui ,
since if m ∈ maxU and does not belong to any Mui , then it must dominate more than one minimal node. If
htm = 1, then m ∈ HU , a contradiction. Otherwise, if htm = 2, then since U is simple we have that LU (m)
is a β-tent and must therefore dominate some h ∈ H1 ∩HLU (m) ⊆ H1 ∩HU .
Now HU is a finite, proper K-poset such that h ∈ maxHU iff hth = 1 in HU . Enumerate the maximal
nodes of HU as h1, . . . , hc. Let H
′
U be a simplification of HU . Now every maximal node of H
′
U has height
one and since dL
H′
U
(m)(m) = 1 for all m ∈ maxH
′
U , it follows that H
′
U is a finite disjoint union of finite
fans. We get H′U as SpecR0 by choosing a suitable localization R0 of a direct product of n copies of k[x]
satisfying R0/q ∼= k for all q ∈ maxSpecR0. By Theorem 6.1, there exists an isomorphism ϕHU between
HU and the spectrum of some Noetherian subring R1 ⊆ R0 satisfying R1/q ∼= k for all q ∈ maxSpecR1. As
an additional important note, part “c” of [1, Theorem A] implies that (R1/p)0 ∼= (k[x])0 ∼= k for all minimal
prime ideals p of R1 by choice of our rather large field k.
Let R2 = R1[x, y], and enumerate the elements of MHU as m1, . . . ,ma. What we will do is choose prime
ideals of R2 that shall correspond to those in MHU under a map ϕ we have yet to define. Indeed, each mi
dominates some unique hj for 1 ≤ j ≤ c. Set Pi = (ϕHU (hj), x− i)R2. Note that we have (R2/Pi)0
∼= k. Now
fix 1 ≤ i ≤ n, and consider the set Mui . Enumerate the elements of it as m
(1)
ui , . . . ,m
(bi)
ui . Let 1 ≤ j ≤ bi. If
htm
(j)
ui = 2, set P
(j)
ui = (ϕHU (ui), x− j, y − j). If htm
(j)
ui = 1, then set P
(j)
ui = (ϕHU (ui), x− j). By the note
at the end of the preceding paragraph, note that R1/(ϕHU (ui))
∼= k so that, similar to previous reasoning,
(R2/P
(j)
ui )0 ∼= k for all 1 ≤ j ≤ bi. Adjoin an indeterminate z to R2, and let R be the localization of R2[z] at
the union
⋃a
i=1 PiR2[z]
⋃n
j1=1
⋃bj1
j2=1
P
(j2)
uj1
R2[z]. Note that all the residue fields of R are k by construction,
and of course |R| = |k|. Apply Lemma 7.1 to our chosen extended prime ideals and R2. This establishes
property 1.
Define a map from U to SpecR as follows. If u ∈ maxU, then simply define ϕ(u) to be PR where P is
the maximal prime ideal we picked to correspond to u in the previous paragraph. P was chosen to survive
the localization, and thus PR ∈ maxSpecR. If u ∈ HU , define ϕ(u) = ϕHU (u)R. Since ϕHU (u) is contained
in a prime ideal P surviving the localization, it follows that ϕHU (u)R ∈ SpecR. If u ∈ U and resides neither
in HU nor maxU then htu = 1 and there exists a nonempty subset N ⊆ maxU for which G(u)
∗ = N.
Moreover, since u /∈ HU , it follows that L(u)
∗ cannot have more than one element in it and thus is equal
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to {ui} for some minimal node ui of U. That is, u ∈ [N/ui]. In particular, we need only find injective maps
ψ[N/ui] from all nonempty sets of the form [N/ui] into [ϕ(N)/ϕ(ui)] in order to complete our definition of
ϕ. Fixing [N/ui], observe |[N/ui]| ≤ β and since R satisfies the conditions of Lemma 7.1, it follows that
[ϕ(N)/ϕ(ui)] has exactly β prime ideals in it (recall that we have already defined ϕ(N) ⊆ maxSpecR (resp.
ϕ(ui))). Choose any injective set map ψ[N/ui] : [N/ui]→ [ϕ(N)/ϕ(ui)], and simply declare ϕ(u) = ψ[N/ui](u)
in the case where u ∈ [N/ui]. Checking that ϕ has all the required properties is straightforward.
8. Proof of Main Result
Given a proper, simple K-poset U, Theorem 7.2 provides a commutative Noetherian ring R for which U
embeds into SpecR in a very nice way. Of course, SpecR need not be isomorphic to U, but the only reason
that U and SpecR are not isomorphic is because some class [M/u] is strictly smaller than [ϕ(M)/ϕ(u)];
that is, if U,ϕ and SpecR satisfy the conclusions of the lemma with the additional property that |[M/u]| =
|[ϕ(M)/ϕ(u)]| for all classes [M/u], then there must exist an isomorphism ψ from U onto SpecR. In order
to realize U , then, our work is thus reduced to removing prime ideals from intersections in a certain sense.
S. Wiegand found herself in a similar position in [9], and it is from there that we find much of our intuition
throughout the rest of this paper.
Lemma 8.1. Let R be a reduced Noetherian ring with finitely many maximal prime ideals M1, . . . ,Mn.
Suppose T1, . . . , Tn are reduced faithfully flat extensions of R with common total quotient ring Q for which
PTi is a prime ideal for all prime ideals P of R and 1 ≤ i ≤ n. Set Ri = (Ti)
◦
MiTi
⊂ Q, and define
S :=
⋂n
i=1Ri. If each Ri is Noetherian and Ti ⊆ S, then the following statements hold:
1 If QS is the total quotient ring of S, then Q = QS .
2 If M is a maximal prime ideal of S, then S◦M = Rj for some j.
3 If J is an ideal of S and there is i for which JRi ∩ S ⊆ JRj ∩ S for all 1 ≤ j ≤ n, then JRi ∩ S = J.
4 S is Noetherian and the map Q→ QS sends maximal prime ideals in R onto maximal prime ideals in
S and minimal prime ideals in R onto minimal prime ideals in S. Moreover, htMi = htMiS for all
1 ≤ i ≤ n.
Proof. Item 1: If t ∈ QS , then t = a/b for a, b ∈ S and b a non zero divisor S. Since S ⊆ Ri ⊆ Q, we may write
a = a′/a′′ and b = b′/b′′ for a′, a′′, b′, b′′ ∈ Ti such that neither b
′′ nor a′′ are zero divisors of Ti. In particular,
b′ cannot be a zero divisor of Ti since b is not a zero divisor of S and therefore a/b = b
′′(a′/a′′)/b′ ∈ Q.
Conversely, if a/b ∈ Q for some a, b ∈ Ti, with b not a zero divisor of Ti, then of course a, b ∈ S. If b is
annihilated by a nonzero c ∈ S ⊆ Ri, then c = c
′/c′′ for c′, c′′ ∈ Ti with c
′′ not a zero divisor in Ti so that c
′
annihilates b in Ti, a contradiction. Therefore a/b ∈ QS and Q = QS as desired.
Item 2: Let N be a maximal prime ideal of S, and let x ∈ N. If x is invertible in each Ri, then x must
be invertible in S =
⋂n
i=1 Ri. Therefore, there exists Ri for which xRi ( Ri for some i. If x /∈ MiRi ∩ S,
then x ∈ pRi for some minimal prime ideal p ⊆ Ml of R. In particular, x ∈ pQ and since Q is the total
quotient ring of Tl and Rl ⊆ Q, we see that x ∈ pQ ∩ Rl = pRl ⊆ MlRl. As x ∈ S, it immediately follows
that x ∈ MlRl ∩ S. In particular, N ⊆
⋃n
i=1MiRi ∩ S and seeing as N is a maximal prime ideal of S, we
have by the prime-avoidance lemma that in fact N =MiRi ∩ S for some i. To check that each MiRi ∩ S is
a maximal ideal in S, note that otherwise we would have MiRi ∩ S ( MlRl ∩ S for some l 6= i by what we
have just shown and thus MiRi ∩ Tl ⊂MlTl since Rl is a localization of Tl. Therefore, if r ∈Mi in R, then
r ∈ MiRi ∩ Tl ∩ R ⊂ MlTl ∩R = Ml so that Mi = Ml, an absurdity. Thus, each MiRi ∩ S for 1 ≤ i ≤ n is
indeed a maximal prime ideal of S.
Fixing 1 ≤ j ≤ n, we claim S◦MjRj∩S = Rj . If x ∈ S
◦
MjRj∩S
then x = a/b is a ratio of elements in S
where b is not in any of the minimal prime ideals of S, and not an element of MjRj ∩ S. Since S ⊆ Rj and
Q = QS , we see that b cannot be in any of the minimal prime ideals of Rj and certainly cannot reside in
MjRj . Therefore a/b ∈ Rj as desired. Conversely, if x ∈ Rj , then x = c/d for c, d ∈ Tj but not in MjTj nor
any of the minimal prime ideals of Tj . Again invoking the fact that Q = QS , we see that d cannot lie in any
of the minimal prime ideals of S, and of course d /∈MjRj ∩ S so that c/d ∈ S
◦
MjRj∩S
. It follows that all the
localizations at maximal prime ideals N of S coincide with some (Ri)MiRi .
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Item 3: To show that (JRi ∩S)SN ⊆ JSN for all maximal prime ideals N of S, we need only show that
(JRi ∩ S)(Rj)MjRj ⊆ J(Rj)MjRj all 1 ≤ j ≤ n. Fix j. We have (J(Rj)MjRj ∩ Rj)(Rj)MjRj = J(Rj)MjRj
and since we are assuming JRi ∩ S ⊆ JRj ∩ S, it follows that (JRi ∩ S)(Rj)MjRj ⊆ J(Rj)MjRj as desired.
Item 4: Since S is locally Noetherian and it has only finitely many maximal prime ideals, it follows that
S is Noetherian by a result of Nagata; see [2, Exercise 9.6]. If Mi ∈ maxSpecR, then it immediately follows
that MiS = MiRi ∩ S upon applying item 3; indeed MiRi ∩ S ⊆ MjRj ∩ S = S for all j 6= i. Now assume
p ∈ min SpecR. Let 1 ≤ j ≤ n. Now pRj is a minimal prime ideal of Rj and since Q is a localization of
Rj preserving pRj , we see that pQ ∩ Rj = pRj . Therefore, pRi ∩ S ⊆ pQ ∩ S ⊆ (pQ ∩ Rj) ∩ S = pRj ∩ S.
Therefore pRi ∩ S = pS by item 3 and we see that pS is thus a prime ideal. It is a minimal prime ideal in
S since Ri is a localization of S and pRi is a minimal prime ideal of Ri. Conversely, we see that all minimal
prime ideals of S must have the form qS for some minimal prime ideal q of R since all of the minimal prime
ideals in S must be a contraction of a minimal prime ideal from Ri. The final part of item 4 follows from
basic localization properties, the altitude theorem, and the faithful flatness assumption.
We now make an observation about the cardinality of a Noetherian ring as it relates to the cardinalities
of its residue fields. This lemma is a very mild refinement of [4, Lemma 2.1].
Lemma 8.2. Let R be any commutative semi-local Noetherian domain of dimension two, and let M be any
maximal prime ideal of R. If htM = 2, then
ℵ0 + |R/M | ≤ |[M/0]| ≤ | SpecR| ≤ |R| ≤ |R/M |
ℵ0 .
Proof. Enumerate the maximal prime ideals of R as M1 := M,M2, . . . ,Mn. Let {zα} be a system of rep-
resentatives for R/M. Choose any nonzero g ∈
⋂n
i=1Mi, enumerate the minimal prime ideals over g as
Q1, . . . , Qm, and choose f ∈M \
(⋃n
i=2Mi
⋃⋃m
j=1Qj
)
. Define wα = f + zαg for all α. Note that wα /∈Mi
for any 1 < i ≤ n. Consequently, if wα ∈ P, then the only maximal prime containing P must be M ; that
is, P ∈ [M/0]. Moreover, no two wα may reside in a common height one prime ideal by our choices of f
and g. The altitude theorem guarantees a height one prime ideal Pα containing each wα, and consequently
|[M/0]| ≥ |R/M |. Of course, there must be infinitely many elements in [M/0] regardless of the cardinality
of R/M, so we get ℵ0 + |R/M | ≤ |[M/0]| ≤ | SpecR|.
For the third inequality, note that the set of all nonempty finite subsets of R has the same cardinality as
R. Since R is Noetherian, the map sending a nonempty finite set F to the ideal (F ) in R is surjective, and
it follows that the set of all ideals in R has cardinality not greater than R. Therefore | SpecR| ≤ |R|.
The last inequality follows from the statement of [4, Lemma 2.1].
Lemma 8.3. Let Λ be an infinite well ordered set of cardinality β with the property that |S(a)∗| < β for all
a ∈ Λ. If X ⊆ Λ is any nonempty subset of Λ of cardinality β, then X may be expressed as a disjoint union
of β sets Xa indexed by a ∈ Λ in such a way that |Xa| = β and minXa ≥ a for all a ∈ Λ.
Proof. For simplicity, assume minΛ = 0. Let X be a collection of β subsets of X of cardinality β such that
the intersection of any two is empty and their union is all of X. For each w ∈ X, let Tw be the unique set
in X containing w. Let x be the least element of X, and define X0 = Tx. Let a ∈ Λ, and assume that we
have defined Xa′ for all 0 ≤ a
′ < a in such a way that minXa′ ≥ a
′. Since |S(a)∗| < β, we must have only
defined fewer than β sets. In particular, |X \ {Xa′ : 0 ≤ a
′ < a}| = β. Let Y be the set of all elements y′ ∈ X
such that y′ is the least element of some set in X \ {Xa′ : 0 ≤ a
′ < a}. Since the latter set has cardinality
β, it follows that |Y | = β. In particular, if y′ < a for all y′ ∈ Y, then |S(a)∗| = β, a contradiction to our
assumption about Λ. Therefore, some element y ∈ Y must satisfy y ≥ a. Relabel Ty as Xa.
We have inductively created β sets Xa of cardinality β such that minXa ≥ a for all a ∈ Λ. If X =⋃
a∈ΛXa, then we are done. Otherwise, if X 6=
⋃
a∈ΛXa, then the set X
′′ = X \
⋃
a∈ΛXa has least element
z. Declare X ′a = Xa for all a 6= z, and X
′
z = Xz ∪ X
′′. Then still minX ′a ≥ a for all a ∈ Λ and of course
X =
⋃
a∈ΛX
′
a.
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Theorem 8.4. Let β be an infinite cardinal, and let k′ be a countable field of characteristic zero. Set
k = k′(T ), where T is a set of β indeterminates over k′. Let R be a reduced Noetherian k-algebra such that
|R| = β and SpecR is a K-poset with ℓ maximal elements and |[M/Q]| = β for all classes [M/Q] ⊂ SpecR
such that Q ⊂M for allM ∈M. For each class [N/P ] ⊂ SpecR, let α[N/P ] ≤ |[N/P ]| be any cardinal number.
Then there exists a Noetherian k-algebra S ⊇ R with ℓ maximal prime ideals for which the following items
hold:
1 If all residue fields of R are k, then all the residue fields of S are also k. Furthermore, |S| = |k| = β.
2 We have |[MS/QS]| = α[M/Q] for all intersection classes [M/Q] ⊂ SpecR with |M| ≥ 2 and Q ⊂ M
for all M ∈M.
3 There is an isomorphism ψ from HSpecR∪maxSpecR onto HSpecS ∪maxSpecS given by ψ(Q) = QS.
This theorem essentially has the effect of removing prime ideals from intersections while preserving mub
information. It implies Theorem 1.1. To see this, take any proper, simple K-poset U of cardinality β, and
let R0, ϕ be a Noetherian ring and poset map satisfying the conclusions of Theorem 7.2. Of course, ϕ will
almost never be an isomorphism since there may exist classes [M/u] such that |[M/u]| < |[ϕ(M)/ ϕ(u)]|.
However, we may now simply apply Theorem 8.4 to obtain S ⊇ R0 that is Noetherian and has the right
number of prime ideals in all the classes of the form [N/Q] with |N| ≥ 2. The remaining nonempty classes
in SpecS all have cardinality β by Lemma 8.2 and since U is a proper K-poset, all its nonempty classes of
the form [m/u] for a maximal node m of height two and a minimal node u are of cardinality β as well. In
particular, an isomorphism is evident.
We now begin the proof of Theorem 8.4. The proof is largely inspired by the proof of [9, Proposition 1].
Let Λ be any set of cardinality β, and place a well order on Λ with least elements 0, 1 so that if t ∈ Λ, then
|S(t)∗| < β. Note that Λ does not have a greatest element. Let X be a set of indeterminates over R indexed
by Λ. For each x ∈ R[X ], let Fx be the set of height one prime ideals minimal over x. Note that |Fx| is finite
for all x ∈ R[X ].
Enumerate the classes [M/Q] ⊂ SpecR with |M| ≥ 2 and α[M/Q] = β as [M1/Q1], . . . , [Mn/Qn]. Note
that this is an enumeration of large classes, and some of the minimal prime ideals Qj of R may appear more
than once or not at all. Define Li = {QR[X ] : Q ∈ [Mi/Qi]}. Assume that we have not enumerated all the
classes since otherwise we can simply take S = R and be done. For each class [N/P ] with α[N/P ] < |[N/P ]|
and |N| ≥ 2, arbitrarily select α[N/P ] prime ideals from [N/P ] ⊂ SpecR. Let S[N/P ] be the extensions to
R[X ] of the selected set of prime ideals along with the extensions to R[X ] of the finite set HSpecR. Collect
all such prime ideals into a single set:
S :=
⋃
[N/P ]
α[N/P ]<β
S[N/P ].
Let D be the set of height one prime ideals P of R[X ] for which one the following conditions are met:
1 P ∩R is a minimal prime ideal of R; or
2 (P ∩R)R[X ] is different from every prime ideal in
⋃n
i=1 Li
⋃⋃
Q∈S Q.
Since |R[X ]| = β and R is Noetherian, every height one prime ideal of R[X ] is finitely generated. In
particular, |D | ≤ β. Since we are assuming we have not enumerated all of the classes, some α[N/P ] < β =
|[N/P ]|. Seeing as all the prime ideals in that class extend to R[X ], we must have β ≤ |D | as well so that in
fact |D | = β. Enumerate the prime ideals in D as {Pt}t∈Λ. Note that any prime ideal Pt in our enumeration
has fewer than β predecessors by choice of Λ.
We now begin the rather delicate process of choosing elements in R[X ] to form a set J∗ that will be used
to split prime ideals in D . For each t ∈ Λ and 1 ≤ i ≤ n, we will define a set Kti ⊂ Li.
We start with the base step t = 0. Choose arbitrarily one element from each Li to form a one element set
K0i . Let P0 ∈ D be the first prime ideal in our enumeration. Since P0 /∈
⋃n
i=1K
0
i
⋃
S , and
∣∣⋃n
i=1K
0
i
⋃
S
∣∣ <
β, Lemma 6.2 implies the existence of an element
yP0 ∈ P0 \

 n⋃
i=1
⋃
Q∈K0i
Q
⋃ ⋃
Q′∈S
Q′

 .
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Define J0 = {1, yP0}; we include the element 1 in our set to ensure J0 ∩ R is nonempty, a property we will
need later. This completes the first step.
Now assume t ∈ Λ is positive and for each s < t we have chosen sets Ksi , Js and elements yPs ∈ R[X ]
such that:
1 Both |Ksi | < β and Ki ⊂ Li. If s is minimal with respect to Q ∈ K
s
i for some prime ideal Q, then
Q /∈
⋃
s′<s FyPs′
;
2 For all s′ ≤ s, we have Ks
′
i ⊆ K
s
i , and there exists a prime ideal Q
s
i ∈ K
s
i \
(⋃
s′<sK
s′
i
)
;
3 Each yPs ∈ Ps \
(⋃n
i=1
⋃
Q∈Ksi
Q
⋃⋃
Q′∈S Q
′
)
; and
4 Each set Js contains yPs and |Js| < β; the inclusion Js′ ⊆ Js is true for all s
′ ≤ s; and whenever
Q ∈ S
⋃⋃n
i=1K
s
i , then Q ∩ Js is empty.
We need to show that we can make all those choices again for t. Since
∣∣⋃
s<t FyPs
⋃⋃
s<tK
s
i
∣∣ < β, the
set
Li \
(⋃
s<t
FyPs
⋃⋃
s<t
Ksi
)
has cardinality β. Choose arbitrarily any element Qti in the above set, and define K
t
i = {Q
t
i}
⋃
s<tK
s
i . Since
Pt ∈ D , and |S(t
∗)| < β, we may use Lemma 6.2 to choose an element
yPt ∈ Pt \

 n⋃
i=1
⋃
Q∈Kti
Q
⋃ ⋃
Q′∈S
Q′

 .
Define Jt = {yPt}
⋃⋃
s<t Js. It is easily shown that our choices of Q
t
i,K
t
i, yPt and Jt satisfy conditions 1-4.
Set J∗ =
⋃
t∈Λ Jt and Ki =
⋃
t∈ΛK
t
i.
We are now ready to begin forming our desired ring S. First note that X trivially inherits a partial
ordering given by xt ≤ xs iff t ≤ s ∈ Λ. Define R0 = R,R1 = R[x0, x1]. Let t > 1, and having defined Rs
for all s < t, define Rt = (
⋃
s<tRs)[xt]. Of course, R[X ] =
⋃
t∈ΛRt. Express X as a disjoint union of sets
X1, . . . , Xℓ such that Xi has cardinality β for all 1 ≤ i ≤ ℓ. Fix i, and use Lemma 8.3 to write each Xi as
a disjoint union indexed as Xai for a ≥ 0 in such a way that minX
a
i ≥ a for all a ∈ Λ. For each i, we will
carefully choose a surjective set map from σi : Xi → J
∗ that will have the property that whenever xt ∈ Xi
for some t ∈ Λ \ {0}, then σi(xt) ∈ Rt′ for some t
′ < t. Choose any surjection σ0i from X
0
i onto J
∗ ∩ R. If
c is a limit element in Λ, then let σci be any surjection from X
c
i onto J
∗ ∩ R. Now assume c is a successor
element with immediate predecessor c′, and let σci : X
c
i → J
∗ ∩ Rc′ be any surjective map. Having defined
σci : X
c
i → J
∗ ∩ Rc′ for all c ∈ Λ, there is a naturally defined set map σi from Xi onto J
∗. If xt ∈ Xi, then
xt ∈ X
u
i for some u. In particular, t ≥ u by Lemma 8.3 and σi(xt) is either in R or Ru′ where u
′ is an
immediate predecessor to u. If σi(xt) ∈ R := R0, then of course σi(xt) ∈ Rt′ for some t
′ < t since t > 0.
Otherwise, σi(xt) ∈ Ru′ with u
′ < u ≤ t, and the desired placement of xt still holds.
Let Yj := {σj(z)/z : z ∈ Xj}, Y :=
⋃ℓ
j=1 Yj . Set Tj := R[X \ Xj , Yj ] and Sj = (Tj)
◦
MjTj
. Define
S :=
⋂ℓ
j=1 Sj. Note that each Sj is Noetherian by [7, Lemma 7]. We now show that S is our desired ring.
Lemma 8.5. S ⊇ R[X,Y ] is a Noetherian extension of R[X,Y ] satisfying the conclusions of Lemma 8.1.
Moreover, |S| = β and all the residue fields are k. Consequently, | SpecS| ≤ β.
Proof. We argue by induction that R[X ] ⊆ S, and then we use that result to show that R[X,Y ] ⊆ S. Clearly
R0 ⊂ S. Let t > 0, and assume that we have shown Rs ⊂ S for all 0 ≤ s < t. Let 1 ≤ j ≤ ℓ arbitrary.
We need to show that Rt ⊆ Sj . If xt ∈ X \ Xj, then xt ∈ Tj ⊆ Sj . Otherwise, σj(xt)/xt ∈ Sj . Clearly,
σj(xt)/xt /∈MjTj and is not a zero divisor in Sj because J
∗ contains no zero divisors. In particular, σj(xt)/xt
is a unit in Sj . It follows that xt/σj(xt) ∈ Sj and since σj(xt) ∈ Sj by induction, we see that xt ∈ Sj as
well. It follows that R[X ] ⊆ S.
13
We argue similarly to show that Y ⊆ S. As before, fix 1 ≤ j ≤ ℓ, and take σl(z)/z for some 1 ≤ l ≤ ℓ. If
j = l, then σj(z)/z ∈ Tj ⊆ Sj . Otherwise, if j 6= l then z ∈ Xj , and since Xj and Xl are disjoint, we have
z ∈ X \Xj. In particular, z ∈ Tj and clearly z /∈MjTj and is not a zero divisor in Sj . It follows that z is a
unit in Sj . Since σj(z) ∈ R[X ] ⊂ Sj , we see that σj(z)/z ∈ Sj as desired.
Each Tj is of course a faithfully flat extension of R, and seeing as Tj ⊂ S for all j, they all clearly
share a common total quotient ring Q while also satisfying the conditions of Lemma 8.1. S thus satisfies
the conclusions of the lemma as desired, and S is thus seen to be a Noetherian extension of R[X,Y ]. As
a further consequence of Lemma 8.1, computing the residue fields of Sj comes down to understanding the
residue fields of the maximal prime ideals each Sj . In particular, if R/Mj ∼= k for all Mj ∈ maxSpecR, it
follows that Sj/MjSj is the rational function field over k in β indeterminates. As S/MjS ∼= Sj/MjSj , it
follows that any two residue fields of S must coincide with k.
Finally, |S| = β, and since S is Noetherian it follows that | SpecS| ≤ |S| ≤ β.
Lemma 8.6. Let Q be any height one prime ideal of R. If QSi∩R[X ] = QR[X ] for all i such that Q ⊂Mi,
then QS is a prime ideal of S.
Proof. By part 3 of Lemma 8.1, it suffices to show QSi ∩ S ⊆ QSj ∩ S for all i, j such that Q ⊂Mi ∩Mj . If
x ∈ QSi∩S, then x ∈ S ⊂ Sj and there exists a non zero divisor b ∈ Tj\MjTj such that bx ∈ QSi∩Tj . Choose
a product ξ of indeterminates from Xj ∪Xi such that ξbx ∈ QSi ∩ R[X ] = QR[X ] = QSj ∩ R[X ] ⊂ QSj .
Now QSj is a prime ideal of Sj since Q ⊂ Mj By Lemma 8.5, ξ, b, x ∈ Sj so that ξ or b ∈ QSj if x is not.
If ξ ∈ QSj, then xt ∈ QSj ∩R[X ] = QR[X ] for some xt ∈ X, an absurdity. Of course, b /∈ QSj since b is a
unit in Sj , and therefore x ∈ QSj ∩ S as desired.
For each 1 ≤ i ≤ ℓ, let SMi be the localization of Si at the maximal prime ideal MiSi, and let TMi be
the localization of Ti at MiTi. Then SMi = TMi . If Q ⊂ Mi as in the previous lemma, then to prove that
QSi ∩R[X ] = QR[X ], it suffices to show that the contraction of QSMi to R[X ] under the canonical map is
QR[X ].
Notation 8.7. For each ω ∈ Λ, define Xω = {xt : t ≤ ω}, and Y
ω
j = {σj(z)/z : z ∈ X
ω ∩Xj}.
Lemma 8.8. Let ω ∈ Λ, and Q a prime ideal of R contained in Mj . Suppose h ∈ QSMj ∩Rω is nonzero in
TMj . Then h = p/q for p ∈ QR[(X \Xj) ∩X
ω, Y ωj ], and an element q ∈ R[(X \Xj) ∩X
ω, Y ωj ] localizing to
a unit in SMj .
Proof. Assume h 6= 0 in TMj since otherwise the result is trivial. Seeing as SMj = TMj , we may express
h ∈ QTMj ∩ Rω as f/g for nonzero f ∈ QTj, g ∈ Tj , and g /∈ MjTj . Since QTj is extended, all the
R-coefficients forming f are in Q.
It suffices to prove that if z = xη is the largest indeterminate of X such that z or σj(z)/z appears in
either polynomial expression of f or g and η > ω, then there exists η′ < η, and a new pair of elements
g′, f ′ ∈ R[(X \ Xj) ∩ X
η′ , Y η
′
j ] such that f
′ ∈ QR[(X \ Xj) ∩ X
η′ , Y η
′
j ], g
′ ∈ QR[(X \ Xj) ∩ X
η′ , Y η
′
j ], g
′
localizes to a unit and h = f ′/g′.
Assume σj(z)/z appears in either f or g. Then there exists δ < η such that both
f = f0(σj(z)/z)
a + . . .+ fa,
and
g = g0(σj(z)/z)
b + . . .+ gb
for fi, gi′ ∈ R[(X \Xj)∩X
δ, Y δj ]. Moreover, fi ∈ QR[(X \Xj)∩X
δ, Y δj ] for all 0 ≤ i ≤ a. Let c = max{a, b},
and choose a product ξ of indeterminates from Xδ such that ξfi, ξgi′ ∈ Rδ; recall that if σj(z)/z ∈ Y
δ
j ,
then σj(z) ∈ Rδ. Since g is a unit in TMj , there exists 0 ≤ w ≤ b such that gw /∈ MjTj . Compiling all this
information, we may choose r ∈ R \Mj such that rξz
cgh = rξzcf. Rewriting the equation, we see that
rξhgbz
c + . . .+ rξhg0σj(z)
bzc−b
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agrees with
rξfaz
c + . . .+ rξf0σj(z)
azc−a.
Since h 6= 0 as an element of TMj , and gw is a unit in TMj , we have rξhgwσj(z)
b−w 6= 0 (recall each σj(z) is
regular). In particular, the coefficient of zc−b+w is nonzero, and algebraic independence dictates that it must
coincide with the coefficient of zc−a+w
′
for some 0 ≤ w′ ≤ a satisfying c− b+w = c− a+w′, or equivalently
b − w = a − w′. The coefficient of zc−a+w
′
is rξσj(z)
a−w′fw′ , and thus rξhgwσj(z)
b−w = rξσj(z)
a−w′fw′ .
Solving for h in TMj , and recalling that b−w = a−w
′, we obtain h = fw′/gw, which has the required form.
Set f ′ = fw′, g
′ = gw, and η
′ = δ in this case.
Now assume z appears in either f or g. Express, in a similar fashion to the preceding work,
f = f ′0z
d + . . .+ f ′d
and
g = g′0z
e + . . .+ g′e
for f ′i , gi ∈ R[(X \Xj) ∩ X
ε, Y εj ] like before. Since g is a unit in TMj , so is g
′
t for some 0 ≤ t ≤ e. Choose
a product ξ′ of indeterminates from Xε such that ξf ′i , ξg
′
i ∈ Rε. Then r
′ξ′hg = r′ξ′f for r′ ∈ R \Mj . Now
r′ξ′hg′t 6= 0, and therefore rξ
′hg′t must coincide with r
′ξ′f ′t′ for some t
′ in the corresponding expression for
f. Solving for h as before, we obtain h = f ′t′/g
′
t. Set f
′ = f ′t′ , g
′ = g′t, and η
′ = ε in this case.
The next theorem, which is really the heart of our construction, confirms that SpecS does indeed have
the right prime ideal structure in its intersection classes.
Theorem 8.9. Let Q be any prime ideal of R for which QR[X ]∩J∗ is empty. Then QS is a prime ideal in S.
In particular, if QR[X ] ∈ S
⋃⋃n
i=1Ki then QS is a prime ideal of S. If additionally Q ∈ [W/Q
′] ⊂ SpecR
is any prime ideal such that QR[X ] ∩ J∗ is empty, then Q ∈ [WS/Q′S]. Moreover, if P is any height one
prime ideal of S contained in at least two maximal ideals, then P is extended from R.
Proof. Let Q ⊂ Mi be a prime ideal satisfying the conditions. We show inductively that QSMi ∩ R[X ] =
QR[X ]. Seeing as Mi was chosen arbitrarily among those maximal prime ideals containing Q, Lemma 8.6
will show that QS is a prime ideal in S. Since Q survives the localization to SMi , clearly QSMi ∩ R = Q,
thus demonstrating the base case.
Let t > 0, and assume we have shown that QSMi ∩Rs = QRs for all s < t. Take x ∈ QSMi ∩Rt. If x = 0
in SMi = TMi , then rx = 0 for some r ∈ R \Mi. In particular, rx ∈ QRt, and since r /∈ Q, we must have
x ∈ QRt. We may thus assume x 6= 0 in TMi . Then x = p/q for p ∈ QRt[Y
t
i ], q ∈ Rt, q ∈ S
×
Mi
by Lemma 8.8.
In particular, there is a product ξ of indeterminates chosen from Xti for which ξq ∈ R[X ] and ξqx ∈ QRt.
Assume, by way of contradiction, that x /∈ QRt. Then ξq ∈ QRt and thus ξ ∈ QSMi . In particular, z ∈ QSMi
for some z ∈ Xi, and it follows that σi(z) = (σi(z)/z)z ∈ QSMi ∩Rs = QRs for some s < t, thus conflicting
with our assumption that QRs∩J
∗ is empty. Therefore x ∈ QRt, and the induction is complete. As Mi ⊃ Q
was chosen arbitrarily, we must have that QS is a prime ideal in S, by Lemma 8.6.
Assume additionally that Q ∈ [W/Q′]. Then QS ⊂WS for all W ∈W, and QS ⊃ Q′S. If MS ⊃ QS for
some M /∈ W, then since QS ∩ R = Q, we get that M = MS ∩ R ⊃ Q, which conflicts with G(Q)∗ = W.
In particular, G(QS)∗ = WS. Similarly, if Q′′S ⊂ QS for some height zero prime ideal Q′′S 6= Q′S, then
Q′′ = Q′′S ∩R ⊂ QS ∩R = Q, which contradicts L(Q)∗ = Q′.
Let P ⊂ MiS ∩MjS be any prime ideal of height one in S contained in two distinct maximal prime
ideals. Choose a finite subset F ⊂ X for which htP ∩R[F ] ≥ 1, and let P ∗ ⊂ P ∩R[F ] be any prime ideal
of height one. If P ∩ R is a minimal prime ideal of S, then P ∗ ∩ R is a minimal prime ideal of S and thus
P ∗R[X ] ∈ D since of course htP ∗R[X ] = 1. Then P ∗R[X ] = Ps for some s ∈ Λ, and therefore yPs ∈ P. In
particular, σi(z) = (σi(z)/z)z ∈ P for some z ∈ Xi. By Lemma 8.5, both σi(z)/z and z are in S so that
either z ∈ P or σi(z)/z ∈ P. If σi(z)/z ∈ P, then σi(z)/z ∈ MiSi ∩ Ti = MiTi, which is nonsense because
σi(z)/z is an indeterminate over R in Ti. Therefore, z ∈ P. Now z ∈ MjSj ∩ Tj = MjTj since z ∈ X \Xj .
Again, this is absurd since z is an indeterminate over R in Tj . Therefore, P ∩R is not a minimal prime ideal
of R. Seeing as P ∩R is not a maximal prime ideal of R, it follows that htP ∩R = 1. Either (P ∩R)R[X ]∩J∗
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is empty or not. If it is empty, then we have just shown that (P ∩R)S is a prime ideal. Seeing as htP = 1,
it follows that P = (P ∩R)S. Otherwise, (P ∩R)R[X ]∩ J∗ is not empty, and thus again σi(z) ∈ P for some
z ∈ Xi, conflicting with the assumption that P is a prime ideal of S.
Establishing the rest of property 2 amounts to showing that [NS/PS] has cardinality β for all maximal
prime ideals N of S of height two such that N ⊃ P. Since k ⊂ S and |S| = |k|, we may apply Lemma 8.2 to
S to see that β ≤ |[NS/PS]| ≤ |S| = β as desired.
We now establish property 3 and hence the theorem. Since M extends to MS for all maximal prime
ideals M of R, we need only show:
Lemma 8.10. HSpecR ∼= HSpecS via the map Q→ QS.
Proof. Property 4 of Theorem 8.1 implies Q → QS sends min SpecR onto min SpecS. Moreover, since
HSpecR ⊂ S , it follows that QS is a prime ideal for all Q ∈ HSpecR by Theorem 8.9. In particular, if Q
dominates two minimal prime ideals of R,QS must do the same in S. Conversely, if P is a height one prime
ideal in S, and it dominates two minimal prime ideals of S, then P ∩ R must dominate two minimal prime
ideals of R. Therefore P ∩R ∈ S , and therefore P = (P ∩R)S is extended by Theorem 8.9.
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