Capturing the performance of naturalistic behaviors remains a prohibitively difficult objective. Recent machine learning applications have enabled localization of limb position; however, position alone does not yield behavior. To provide a bridge from positions to actions and their kinematics, we developed Behavioral Segmentation of Open-field in DeepLabCut (B-SOiD). This unsupervised learning algorithm discovers natural patterns in position and extracts their inherent statistics. The cluster statistics are then used to train a machine learning algorithm to classify behaviors with greater speed and accuracy due to improved ability to generalize from subject to subject. Through the application of a novel frameshift paradigm, B-SOiD provides the fast temporal resolution required for comparison with neural activity. B-SOiD also provides high-resolution behavioral measures such as stride and grooming kinematics, that are difficult but critical to obtain, particularly in the study of pain, compulsion, and other neurological disorders. This open-source platform surpasses the current state of the field in its improved analytical accessibility, objectivity, and ease of use.
turns are all subjective and may vary with animal size, video capture technique, or behavioral raters. The uncertainty inherent in these seemingly straightforward user-definitions is only compounded when top-down edicts are applied to delineate more complex behaviors. Thus, classification presents a severe impediment to the impactful lessons to be learned from dissecting the neural correlates of spontaneous behavior. These challenges motivated our investigation into how partnering dimensionality reduction algorithms with unsupervised pattern recognition could create a viable tool in automatic extraction of an animal's behavioral repertoire.
In a recent behavioral study, Markowitz and colleagues were able to automatically identify subgroups of animal's behaviors using depth sensors. Their algorithm, MoSeq 10 , utilized the principal components of "spinograms" to identify action groups. The authors uncovered the striatal neural dynamics of action, consistent with the notion that population of medium spiny neurons (MSNs) encodes certain behavior 3 , and the organization of [11] [12] [13] [14] [15] . Taking a different approach, Klaus et al. employed a unique dimensionality reduction method, t-Distributed Stochastic Neighbor Embedding (t-SNE), to cluster behaviors based on time-varying signals such as angle, speed and body acceleration. There, they discovered that different behavioral clusters were accompanied by distinct changes in striatal neural dynamics 15 . The powerful rationale behind selecting t-SNE over other dimensionality reduction methods is to compress variable high dimensional features onto low-dimensional space while preserving the contrast, or "local structure", within the original feature space 16 . Together, these studies suggest that data-driven algorithms can define actions more accurately and objectively to study the neural substrates of behavior.
Building on this progression, we were inspired to investigate the organization of highdimensional spatiotemporal features -such as body length, distance and angle between body parts, speed, and occlusion of a body part from view. In conjunction with recent advances in pose estimation, including the open-source platform DeepLabCut 7 , we provide an open-source tool that integrates dimensionality reduction, pattern recognition, and machine learning to enable autonomous multi-dimensional behavioral classification. B-SOiD (Behavioral-Segmentation of Open-field in DeepLabCut) automatically extracts behavior categories with excellent reliability and accuracy (Supp Video 1). Due to the unsupervised nature of the algorithm, behavioral categories are discovered based upon their natural statistics. In this way, we greatly reduce tool and user bias. It is easily applied across subjects, arenas, and cameras. Moreover, B-SOiD can provide two essential features that are currently unattainable: temporal resolution on the order of milliseconds (required for pairing with electrophysiology data) and individual limb kinematics during those behaviors. For the study of behavior, establishing how an action is performed can be more important than whether it is performed. Finally, in benchmarking the tool, we characterize an action sequence behavioral structure -an organization of "what to do next", and how this changes over time and following a cell-type specific lesion.
Results
To reveal the natural patterns of body part positions that accompany different behaviors, we first established body part locations (snout, paws, and proximal tail). Any marking system can be used. We then computed spatiotemporal features of these points (speed, angle, distance between tracked points - Fig. 1 ). After clustering the features, we employed pattern recognition tools to extract the behavior classes based upon their natural statistics. Although this clustering is sufficient to achieve the desired behavioral identification ( Fig. 1b,d) , doing so creates a computationally expensive process. Moreover it yields datasets that are impossible to compare with each other owing to the stochastic cluster seeding. Therefore, we created a more robust tool by using the clusters to train a machine learning algorithm that will predict animal behaviors based on pose. The advantages of building a machine model to predict new data are the consistency across datasets, speed, and the agnostic nature of assignment. Our goal is to provide an openly available, easily generalizable "plug-and-play" tool that can achieve behavioral categorization at millisecond timescales -all with a single USB camera. We provide this to the research community (https://github.com/YttriLab/B-SOiD). B-SOiD resolves many known challenges in the field, namely the expense/applicability, lack of kinematics, and most importantly, the temporal resolution that is quintessential for neurobehavioral studies. While we describe here the utility of a machine learning classifier based on unsupervised grouping, the package also provides several options for users only interested in pose patterns defined a priori.
B-SOiD extracts behavioral clusters in high-dimensional space. An animal's behav-
ior can be parsed into a sequence of changes in physical features. Based on the three independent categories clustered out by Hierarchical Clustering Analyses (HCA), we performed multi-dimensional embedding from seven down to three using t-distributed Stochastic Neighbor Embedding (t-SNE) 16 . t-SNE embeds high-dimensional features based on conditional probability, i.e. how probable is a given data point positioned in a dimensionally reduced space. This technique simplifies the output without simplifying the complexity of naturalistic behaviors. In addition, with the maintenance of original feature differences (P (A|A, B) vs P (B|A, B) mimics A vs B), it enables the artificial embedding of a signal occlusion marker to skew the data more compared to pose estimate jitters. This critical step transforms the lack of information itself into information that can be used.
The pose information segregates into distinct nodes in the 3-dimensional t-SNE space.
( Fig. 1d ). When the clusters are mapped onto behavioral categories (e.g. given descriptive names), we find a motion axis, direction axis, and length axis, similar to the output via hierarchical clustering analysis (see Supp Video 1). Due to the stochastic nature of embedding data point as a function of a randomly selected joint distribution, it is not mandated that any t-SNE parameter set (perplexity, exaggeration, learning rate, number of dimensions, etc.) will output distinguishable axes that agree with the greedy algorithm HCA. The ability to capture these axes enables unsupervised grouping algorithms to be applied here. Due to the stochasticity of t-SNE, we cannot predetermine where behavioral cluster centers will be. Therefore, to assign data points to clusters, we employed iterative expectation maximization (EM). Specifically, we chose to fit the parameters of Gaussian mixture models (GMM) 17 because t-SNE utilizes Gaussian distribution for the probability of observing a pair of poses. B-SOiD iteratively initializes the model mean, covariance, and priors with random values to provide data-driven group determination. For our dataset, B-SOiD identified 16 GMM classes in the low-dimensional space ( Fig. 1d ). Based upon the conserved behavioral motifs, we assigned names to the clusters. For organizational purposes, we grouped these behaviors according to movement type (red=pause, pink=poke, black=rear, blue=groom, green=move; to be used throughout this manuscript). Although automated behavioral class definitions can suffer from either over-or under-splitting of behaviors, we found that this was not the case. When given the opportunity to initialize 50 classes, B-SOiD converged to 16. To verify that we are not errantly merging behaviors, we randomly isolated short videos based on behavioral class assignments (See https: //github.com/YttriLab/B-SOID/tree/master/segmented_behaviors for details) and found that behavioral assignments were internally consistent. In addition, metaanalyses on physical features showed distinct multi-feature distributions (Fig. 1e ). This includes the incorporation of signal occlusion, i.e. body lick and rear will have instances where the snout is marked with 0, or null signal. For some behaviors, B-SOiD discovered two distinct classes of the same behavior. Upon examining these classes, it appeared to be based upon the vigor of their performance, therefore the definitions + and -were given (see S1 for feature distribution ranges). We can see that the clustered groups (here, we provided descriptive names for each) does not overfit an animal versus another ( Fig. 2a ). The behavioral segmentation gained from B-SOiD also was broad enough to incorporate similar sequences of multijoint movements, i.e. grooming different places on the torso were both considered to be the same behavioral group ( Fig. 2a ). To our surprise, B-SOiD did not group all grooming behaviors together; rather it segmented out the canonical grooming types, described as the syntactic chain of self-grooming in rodents, paw groom, face groom, head groom, and body lick [18] [19] [20] . The generalizability for different animals as well as the discriminability for different behaviors hinted at the potential for a support vector machine classifier in identifying behaviors based on pose.
Machine learning classifier improves B-SOiD's generalizability across animals and
temporal resolution. To improve consistency, speed, and applicability in classifying behaviors, we further equipped B-SOiD with a multi-class SVM (other classifiers could also work, but SVM has proven sufficient). Traditional Generalized Linear Models are insufficient to compute this multi-class classification. Recent computational advances have enabled SVMs to significantly improve decoding accuracy using Error Correcting Output Codes (ECOC) 21 . Based on our utilization of normal distribution with t-SNE and GMM, we hypothesized that transforming the feature space with Gaussian kernels would best separate behavioral groups for classifier training, thereby supplying the most robust and accurate decoding results. To test our hypothesis, we trained our classifier with three types of kernels: Linear, Gaussian, or Polynomial. Our results showed that, with sufficient training data (≥ 70%), the model predicts most reliably with Gaussian kernel functions when training a multi-class support vector machine classifier ( Fig. 2c-d ). The accuracy quantification is referenced against cluster assignments, not necessarily better or worse (our data in the following section would argue it is the former). The Gaussian utilization of physical features is a good starting point, and has proven effective when working with time-varying signals, i.e. Gaussian Process Factor Analysis (GPFA) 22 , small dataset automatic speech recognition 23 , etc. Accurate labeling of behaviors requires precision in both classification and timing. We present two examples of action sequence transitions, displaying the constituent paw positions (forepaws are shaded darker, Fig. 2b ). In these instances, paw trajectory appears to precede the start of the behavioral assignments.
Upon sufficient training (80%) of all cluster data using spatiotemporal poses, we were able to improve cluster space mis-assignments at the intersection of two behaviors ( Fig.   2e ). The results suggest that the previously described prediction error were, in fact, an improvement from mere clustering.
Frame-shift paradigm enabled behavioral discrimination at temporal resolution suf-
ficient for electrophysiology. To provide reliable alignment to behavioral dynamics with electrophysiological measures, it is ideal to approach the millisecond resolution of electrophysiology. This is unavailable given current technology. However, a particular challenge in defining behaviors at a high sampling rate is that pose-estimation jitter will dominate the signal ( Fig. 2f (left) ). Here, we propose a novel "frame-shift" manipulation, inspired by current state-of-the-art automatic speech recognition 24 , to resolve behavioral transitions at the millisecond-scale ( Fig. 2f (right) ). Briefly, B-SOiD SVM predicts on a high framerate video downsampled to 10 frames per second (fps) so as to maintain a high signal to noise ratio in the spatiotemporal dynamics of the markers. This is then repeated many times, but offset by one frame each time (t1, t2, t3 in Fig. 2f (right) ). For example, in this and all subsequent analyses in the manuscript we use 200 fps video downsampled to 10fps 20 times, each time offset by 5ms (one frame). We found that, after accounting for the change in temporal resolution (see Methods), the frame-shifted prediction provided ∼ 90% coherence with the single 10fps data to which the ML algorithm had also been applied ( Fig. 2g ). The frame-shift feature of B-SOiD provides additional improvement over non-frameshift applications due to weighted signal over noise. Given that the behavioral content remains largely identical, this frame-shift paradigm then allows B-SOiD to predict behaviors at a temporal resolution matching the sampling rate of the video camera, identifying behavioral initiation at the scale of a few milliseconds ( Fig. 2e,h ). This is a critical advancement in analyzing neural correlates of spontaneous behaviors 3 . In addition, this enables a much more comprehensive analysis of action kinematics over only clustered or non-frame-shift applications ( Fig. 2b,e,h) .
B-SOiD uncovers history-dependent effects in millisecond-resolution kinematics.
The use of body position markers for high-resolution behavioral classification provides an additional advantage: movement kinematics 25 . For any identified action, we can extract the speed and trajectory of each limb, and do so at the millisecond-scale. To study these kinematics, we applied frame-shift B-SOiD to data from six mice exposed to a novel open-field, splitting the hour-long sessions into early versus late exploration blocks. In our dataset, animals traversed less distance as a function of time in open-field ( Fig. 3 a). We first determined whether average bout duration changed. Interestingly, for both locomotion + and locomotion -(see S1 for distinction), the distribution of bout durations did not change over time ( Fig. 3 b) , nor did total time spent locomoting (p > 0.3 for both + and -). Thus, we predicted that the reduced kinematic vigor of each stride must be the cause of of the decreased distance covered. Indeed, the distribution of stride length and peak speed per stride over both types of locomotor bouts were decreased ( Fig. 3 c-d, see S2 for kinematics analysis technique). These findings are similar to what has been documented previously but using a very different methods (a split-belt treadmill, 25 .
The unique ability of this tool to both discover conserved movement types and effortlessly quantify their kinematic properties stands to be impactful in the neurobehavioral study of disease. For instance, the ability to determine if a ischemic lesion-induced reduction in speed is the result of shorter or slower stride (as well as the interactions across the broader behavioral repertoire) is a powerful but rare experimental insight. in order to study the full range of stride kinematics. Cumulative of (e) groom stroke trajectory distance and (f) peak groom speed for head groom. ***p < 0.001.
As another example of this application, rodent research concerning obsessive compulsive disorder, anxiety, and pain use grooming behaviors to assess the disease model state 26 . Attempts to quantify these behaviors, particularly beyond merely the amount of time spent grooming, has proven exceedingly difficult and arduous. In wild-type animals, we again used time as an experimental manipulation. We found that head groom trajectory length and peak speed diminished with time ( Fig. 3 e-f ). This may be due to many causes, and there may be an interaction with the preponderance of time spent grooming, as we will look into later.
Cell-type specific perturbation biased animals towards larger and faster forepaw movements in face grooms, decoded by B-SOiD. We more thoroughly tested of B-SOiD's utility to quantify grooming-type behaviors, using video from mice with and without cell-type specific lesions of the indirect pathway of the basal ganglia (A2A-cre, with or without cre-dependent caspase virus injected into striatum, Fig. S3 ). The basal ganglia is thought to be involved in action selection and sequencing 3, 18 , the dysfunction of which may give rise to diseases like OCD and Huntington's, in which unwanted actions occur, or occur too quickly 27 . Additionally, activation of the indirect pathway has been suggested to contribute to hypokinesis, or smaller and slower actions 28 . We first compared the two canonical groom types, head and face grooms across animals ( Fig. 4 a) . We found no difference in the temporal patterning of these two groom types (p = 0.90, chi-square test of ratio head before face, face before head, N= four animals control, one session each; Fig.   4 b-c for first half of two example sessions). However, consistent with a hypokinetic role, we found that animals lacking striatal indirect pathway neurons demonstrated a significant rightward shift in the speed and distance of face grooms, particularly pronounced for the smaller movements in the distribution ( Fig. 4 d,f (top) ). In addition, these effects was not observed in the similar, but generally larger head grooming behavior (See S1 for G6 versus G8) -head grooming ( Fig. 3 d, f (bottom) ). Importantly, there was no effect in either face groom or head groom on bout duration (Fig. 4 e) . Currently, most all studies of grooming behavior focus on the duration of bouts, and due to difficulties in quantification, head and face grooms are typically combined. These findings, made possible because of B-SOiD's ability to both dissociate groom types and measure kinematics, further support the notion that indirect pathway contribute to the performance of less vigorous behavior.
In demonstrating the functionality of B-SOiD, we have taken a vital step in extending hypotheses gained from a reductionist approach to a naturalistic setting. 
Observation of behavioral structure changes with decreased novelty. In addition
to millisecond-scale kinematics, we can interrogate the greater behavioral structure that exists in animals exploring an open-field. The ability for an animal to explore a novel environment is critical for survival. We documented the occurrence of our naturally discovered behaviors in the context of the exploratory strategies mice employ after being introduced to a new cage. We analyzed the transitional probabilities between each extracted behavior and the next. We found that for several behavioral types, the average transition probability to a similar type of behavior is greater. Similarly, locomotor type behaviors (green) show a stronger, more predictable transtion to poking behaviors (pink).
When split into the first and second 30 minute periods exploring an open-field for the first time, we found that animals tend to be less predictable in their transitions as a function of time. More specifically, the polarized regions of transitions in the first 30 minutes ( Fig. 5 a (top)) became more even across behaviors in the second 30 minutes ( Fig. 5 b (top) ). To better visualize these transitions, we plotted a directed graph of all transition probabilities exceeding 0.5 percent. We observe the same transition structure (e.g. similar behavior types are clustered together) in both the first and second thirty minute data. However, the strength of the transition structure (shown by the thickness of the transition arrows and tightness of points), is greatly decreased. Using a fix-point attractor framework in dynamical systems, this suggests a basin of attraction early on that reflects the animals' drive to explore the novel open-field. This drive appears to diminish with time. Thus, the larger action sequence framework is conserved, but the decreased novelty diminishes the attraction forces within nodes of transitions. Our results highlighted the fact that, our algorithm spans meso-to macro-level analyses for a richer account of naturalistic behaviors. suggested that the between trial neural dynamics may hold latent information about an animal's internal drive to perform an action 22 . To understand the animal's internal state from a purely behavioral perspective, we can analyze the recurrency, or "how long before an action is repeated". Over the hour session, we discovered that the interval between performing the same behavior converged to the mean of all behavioral recurrencies (Fig.   6 a) . This was also evident if we consider the standard deviation from the mean as a function of time ( Fig. 6 b) . To provide a better visualization, we summarize the convergence of recurrence in an understandable plot, where the length of the arrow denotes the mean recurrence time, and the thickness of the arrow indicates the recurrence SEM across all bouts and animals ( Fig. 6 c) . Quantitatively, we found that there was a significant positive correlation between distance from the mean and time-dependent change in recurrence.
Our findings suggest that the animals' internal state changes with the amount of exposure
in the novel open-field. This also points at the potential utility mapping neural activity to these latent variables. With the additional insight that the presence of missing information is information itself, our tool even permits the extraction of three-dimensional movements from two-dimensional data.
To extract 3-D behaviors from a 2-D video, we need to dissociate visual obstruction from loss of signal. One of the key advantages of incorporating t-SNE in B-SOiD is its ability to seed pose-estimation jitters away from the "0" signal occlusion marker. For rear-ing and certain grooming behaviors (i.e. body lick), providing a distinct visual obstruction marker pushes out the clusters in the dimensionally reduced space. Moreover, due to the probabilistic positioning of data in the low-dimensional space, t-SNE innately generates a wide distribution of seeding encompassing the dynamic range of any given behavior.
Determining the assignment in arbitrary 3-D t-SNE space can be taxing manually. Fortunately, EM-GMM allows for unsupervised grouping based on low root-mean-squared error between EM iterations. Through iteratively determining the lowest root-mean-squared error that the EM algorithm converges, the algorithm escapes getting stuck in a suboptimal local optimum.
Recently, Uniform Manifold Approximation and Projection for Dimension Reduction
(UMAP) has proven to be more computationally efficient and faster for clustering than t-SNE 29 . In addition to local structure preservation like t-SNE, UMAP preserves the "global structure", or relative cluster placement of the dimensionally reduced space: is 1 closer to 2 or 3? Certainly, these are technological advances that can be useful for future development and explainability. By developing a machine learning algorithm that learns on the high dimensional features, relative cluster placements in the low dimensional space becomes unnecessary. Also, a powerful advantage of B-SOiD is the consistent behavioral classification across experimental datasets -a robustness that actually would be lost with UMAP.
The ability to decompose behaviors into their constituent movements is a key fea-ture of B-SOiD. By using limb position, we extract not only the action performed, but also its kinematics (stride speed, paw trajectory, etc). While recent work has benefited from access to such performance parameters 25, 30 , it stands to be an even more potent advantage in the study of disease models. Obsessive compulsive disorder research in particular has long sought improved identification and quantification of grooming behavior 19, 31, 32 .
B-SOiD enables not only the automated detection of grooming -a key metric in the study of several neurological disorder models -but also its speed and relation to other behaviors. Therefore, understanding both the structure and substructure of actions increases the potential of research.
Lastly, it has been historically difficult to decode an animal's motivational drive purely from a behavioral perspective. It is unclear how actions, their selection, and their performance should change. Thus, in addition to the effects of a cell-type specific lesion, we examined B-SOiD's utility in analyzing the greater behavioral structure that may be reflective of the animal's internal states. This structure, which is considerably more difficult to access than more basic behavioral measures, governs action sequence transitions ("what to do next") and recurrency (which may indicate a behavioral urgency signal 33 ).
We understand that these types of analysis can be gained from other methods 10 
where S D and T D represent the likeliest position of snout and base of tail, respectively, and D denoting x or y dimension. The front paws to base of tail distance relative to body length, or d SF , is computed with the equation,
where d F T is the distance between front paws and base of tail, F D is the mean x and y position of the two front paws. The back paws to base of tail distance relative to body length, or d SB , is calculated using the formula,
where d BT is the distance between back paws and base of tail, B D is the mean x and y position of the two back paws. The distance between two front paws, d F P , is derived from,
where F R D and F L D are the likeliest positions of right and left front paws, respectively.
The snout speed, v S , or displacement over period of 16 ms, uses the following equation,
where S t+1 D and S t D refer to the current and past likeliest snout positions, respectively. The base of tail speed, v T , or displacement over period of 16 ms, similar to the formula above, as follows,
where T t+1 D and T t D refer to the current and past likeliest base of tail positions, respectively.
The snout to base of tail change in angle, ∆θ A A , is formulated as follows,
where A and A represent body length vector at past (t) and current (t+1) time steps, respectively, sign equals 1 for positive, -1 for negative, 0 for 0, and x • ||x|| for complex numbers. Note that the Cartesian product and dot product are necessary for four-quadrant inverse tangent and that the sign is flipped to determine left versus right in terms of animal's perspective.
In addition, these features are then smoothed over, or averaged across, a sliding window of size equivalent to 60 ms (30 ms prior to and after the frame of interest). This is important for distinguishing the pose estimate jitter for finer movements that the animal makes, such as the different groom types.
Data clustering
With sampling frequency at 60 Hz (1 frame every 16.7 ms) the data capture only fragments of movements. To improve the signal-to-noise ratio, we implemented an approach to either sum over all fragments for speed and angles (features in eqs. (5) to (7)), or the average across the length (features in eqs. (1) to (4)) every six frames. Due to our sliding window function at about double the resolution of the bins prior to this step, we were not particularly concerned with washing out inter-bin behavioral signals. Upon multi-dimensional embedding of our features using t-SNE, our objective function finds the minimal divergence between the distribution of high-dimensional versus the compressed dimension. This algorithm has been selected due to preservation of local structures going from high to low dimensions, allowing simplification without reducing the complexity. The locations of the embedded points in the low dimensional space, y ij , are determined by minimizing the Kullback-Leibler divergence between joint distributions P and Q, by first assuming normal distribution of distance between any two observations,
where σ for each sample will be determined by some constraints (perplexity). To reduce overcrowding in the process of embedding, we utilize Student's t-distribution for distances between pairs of points in the low dimensional space,
To match the two distributions, we compute the Kullback-Leiber divergence KL between P and Q,
and minimize the KL divergence loss with respect to given high dimensional data point y i .
In simpler terms, similar objects, or mouse multi-joint trajectory in this case (high values of p ij ) will retain its similarity visualized in the low-dimensional space (high values of q ij ), scaled with a normalization constant k =l (1 + ||y i − y j || 2 ) −1 . To accelerate the dimensionality reduction process, we opted to perform Barnes-Hut approximation 34 .
Grouping Expectation Maximization based on Gaussian Mixture Models 17 was performed to guarantee convergence to local optimum. We opted to randomly initialize the Gaussian parameters µ k , Σ k and π k , over number of times to escape a suboptimal local optimum.
First, we evaluate the responsibilities using the initialized parameter values, or E-step,
Second, we re-estimate the parameters using current responsibilities γ(z nk ), or M-step,
Finally, we evaluate the log likelihood,
to determine if the parameters or log likelihood has converged. If the convergence criterion is not satisfied, then let µ k , Σ k , π k ←− µ new k , Σ new k , π new k , and repeat the E and M-steps.
Classifier design Since we are dealing with more than two classes, we performed error correcting output codes (ECOC) 21, 35 to reduce the problem from multi-class discrimination into a set of binary classification problems. To build this SVM classifier, we consider the exemplar table of multi-learner design coding matrix (Supp. Table. 1).
Following constructing the coding design matrix M with elements m kl , and s l as the predicted classification score for positive class of learner l. ECOC algorithm assigns a new observation to thek th class that minimizes the aggregate loss for L binary learners.
where g is the loss of the decoding scheme.
Frame-shift prediction paradigm Many end users may wish to apply the algorithm to higher frame-rate video. Because B-SOiD has a temporal constraint of ∼10Hz to maintain an optimal signal-to-noise ratio, we designed B-SOiD to predict along a sliding window. This is mathematically implemented using offsets. Assumek now to be a vector of behavioral assignments over time, let j be the number of maximum offsets in 100ms to be repeated for frame-shift paradigm,
and weave together the assignment arraysk. The behavioral output will match the resolution of the video camera's sampling rate. In Fig. 2g , to accurately quantify the consistency between predictingk using frame-shift output at 5ms versus the non-frame-shift at 100ms, we masked out the transitional differences in resolution -100ms before or after the nonshifted transition time. Quantifying decreased cell density by eye also produced similar lesion maps (see S3).
Extraction of kinematics

