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ABSTRACT 
In this paper we extend from k = 4 to k = 6 the existence of a stable maximal 
order (2k + 2), generalized multistep redictor-corrector methods for the solution 
of the initial-value problem 
y'(x) = f(x, y), y(0) = y0. 
The existence of such method for k = 1, 2, 3, and 4 was first demonstrated by 
Gragg and Stetter. The key notion utilized in our derivations i , similar to that described 
by Butcher, a quasi-Hermite Interpolating Polynomial, H, over the points 0, 1, 2,..., 
k -- 1, O where k -- 1 < 0 < k. From this notion follows a new characterization 
of the order-maximizing off-grid point 8. This characterization, i  turn, leads us to the 
development of an explicit corrector truncation error formula. 
1. INTRODUCTION 
In this paper we extend from k --  4 to k : 6 the existence of a stable maximal 
order (2k + 2), generalized multistep predictor-corrector methods for the solution 
of the initial-value problem 
y'(x) = f (x, y), y(O) = Yo. 
The existence of such method for k = I, 2, 3, and 4 was first demonstrated by 
Gragg and Stetter in [1]. The  key notion utilized in our derivations is, similar to that 
described by Butcher in [2], a quasi-Hermite Interpolat ing Polynomial, H, over the 
points 0, 1, 2, . . ,  k - -  1, 0 where k - -  1 < 0 < k. From this notion follows a new 
characterization of the order-maximizing off-grid point 8. This  characterization, in
turn, leads us to the development of an explicit corrector truncation error formula. 
Th is  formula, together with the one corresponding to a new predictor of order 
2k + 2(k ~< 6), allows the development of a step-size control scheme analogous to that 
of Hi ldebrand on p. 200 of [3]. For the case k ~- 7 we resort to an accurate numerical  
determination of the corresponding characteristic polynomial root moduli  to strongly 
indicate the nonexistence of a stable 16 scheme. Butcher's numerical investigation of 
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these root moduli depicted in the graph on p. 126 of [2] gives an equally strong hint 
of the nonexistence of stable 17 or 18 schemes. 
Finally we tabulate the various parameters corresponding to the schemes 
k ---- 1,2,..., 6 and give the results of some comparison test runs. The optimum O's and 
corresponding coefficients were obtained in double precision on the CDC 3600. The 
comparison test runs were carried out in double precision on the IBM 360/50 and 
IBM 360/65. 
2. PRELIMINARY DEFINITIONS 
H(x;k) = ~I (x -k  +J)  =(x - -k+ 1) (x - -k+2) . . . x .  (i) 
j=l 
/-/(x; k, O) ---- (x -- O) H(x; k). (ii) 
/~_0(x; k, 0) = H(x; h)/H(O; k) (k -- l < 0 < k). (iii) 
j r  
(iv) 
(i = 0, 1, 2 ..... k --  1 and the prime meaning differentiation with respect o x). 
h~_o(X; h, O) = {I - -  2[l~._o(X; k, O)]~=e(x - -  0)} l~_o(x; k, 0). (v) 
~_~(x ;  k, o) = (x - o) lLo(x; k, 0). (vi) 
hk_,(x; k, O) = {1 - -  2[l~_i(x; l, 0)]x=,(x - -  i)} l~_,(x; k, 0). (vii) 
/~k_,(x; k, O) = (x - -  i) l~_i(x; k, O)(i = O, 1, 2 ..... k - -  1). (viii) 
Y =: (Yo ,Yk-1 ,Yk-2 ..... Y0) is the vector of functional values of a given 
functiony ~ C 2k+a t the points 8, k -- 1, k --  2,..., 0. 
Y" = (Y~, Yo,Y~-I ..... Yo) is the vector of corresponding derivative values 
at the points k, 8, k -- 1 .... ,0. 
3. PRELIMINARY DERIVATIONS 
Central to our results is the construction of the unique polynomial H(x; k, O, Y, Y') 
of degree ~ 2k + 2, which agrees with y at the points O, k --  1, k -- 2,..., 0, and 
which agrees with y' at the points k, 0, k -- 1,..., 0. Inwhat  follows, for brevity's ake 
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and where there is no possible ambiguity, we will abbreviate certain symbols. That is, 
we will write H(x; k, 0, Y, Y') as H(x), hk_o(x; k, O) as hk_o(x), hk_~(x; k, O) as hk_~(x), 
[h~_,(x; k; O)]| as h[._,(i), /-/(x; k, 8) as II(x), etc. 
Let us write: 
/~(x) = [hk_.o(X) -- h;~_o(k) H2(x)/2H'(h) H(k)] Yo 
+ Ch~_o(x) -- h~_q(k) _ITZ(x)/2FI'(k)/-/(k)] y; 
k--I 
+ y~ [h~_i(x) - h;:_~(k) n~(~)/2rt'(h) n(k)] y, 
i=0 
k -1  
+ y~ [~_,(x) - ~i_,(k) n2(x)/2rr(k) n(k)] y~ 
i=0 
§ [l-l~(x)/2l-l'(k) H(k)] y~.. 
It is easily verified that/9 is a polynomial of degree ~ 2k + 2 having all the properties 
required of H(x; k, O, Y, Y ' ) .  Suppose H is any other polynomial of degree ~ 2k -+- 2 
having these properties. Then, s ince/~--  H vanishes at 0, k -- 1,..., 0, we have: 
19 - -  H = p(x) Fl(x). (2) 
Similarly, 
(t7I - -  H) '  ---- (x - -  k) g(x)  I I (x) .  (3) 
Differentiating (2), equating the result to (3) and rearranging terms: 
p(x) I I ' (x) --- f l(x)[(x -- k) gCx) -- p'(x)]. (4) 
Since, by Rolle's Theorem, the roots of/-/'(x) lie strictly between the consecutive roots 
of H(x), I I (x) and H'(x)  are relativeiy'prime;'~nd since I I(x) divides the right side 
of (3), we must have 
p(x) = q(x) rS(x). 
Hence 
(12I - -  H)  = qCx) / '/2(x) (5) 
or  
(121 -- H)  = AFI2(x) (A a constant). (6) 
Finally, 
(fl -- H)'(h) = 2A(FI(k) H'(h)) = O. (7) 
Whence 
/~/--H---- O. 
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There fore /~ is unique and, furthermore, 
n- i  k 
y ,  =- a,-eya q- bn--oy; -q- E a,_,y,  -b Z b,_,y; 
i--O ~-0 
for every polynomial  y(x) of degree ~< 2k q- 2, where 
an__o = hn~(k ) -- h~(k)  H(k) /2I I ' (k) ,  
bn-o = hn...o(k) -- f~-o(k) I I (k) /2I I ' (k) ,  
an_ ` -~ hn_i(k ) --  h'k_i(k) 1-[(k)/21-l'(k), 
bk_ ~ = /~k_j(k) - - /~_~(k)  rz (k) /2n ' (k) ,  
(i - -  o, 1, 2 ..... k - -  1 , j  ---- O, 1 ..... k - -  1), and b o = II(k)/2I-I'(k); 
or, upon applying definitions (i i i)-(vii i) and simplifying, 
a ,_o  = 1-I"(0) l~_o(k) [1  - -  l~_o(O)(k  - -  O) ] / I I ' ( k ) ,  
bn._ o --- 1-l(k) l~(k)/211"(k) ,  
an-, = II"(i) /~_4(k)[1 - -  l~_,(i)(k - -  i)]/I I '(k), 
bn_j = FI(k) l~_~(k)/21-I'(k) 
(i = O, 1, 2,..., k - -  1, j = O, 1, 2 ..... k - -  1), and b o = Fl(k)/2II '(k). 
(8) 
(9) 
(10) 
(ll) 
(12) 
(13) 
(14) 
(15) 
(16) 
4. RESULTS 
We now state and prove our main results. 
THEOREM. For k = 1, 2, 3, 4, 5, and6 there is a unique 0 = 0 ~) in the open interval 
(k - -  1, k) satisfying 
[//(0, k q- 1)]' = 0 (17) 
causing an-o to vanish and allowing (8) to be transformed into the stable Gragg-Stetter 
2k + 2-order corrector 
y(kh) = ~ ak_,y(ih) q- h b,_~y'(jh) -q- bn__d/(Oh . 
t -O 
(18) 
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Proof. We see ak-o = 0 if and only if 
1 - t;_o(O)(k - -  O) = o 
or 
n(x ;  k)_t' n (O;  k) + (o - k ) / / ' (o ;  k) 
1 - -  (k - -  O) I H(O; k) t~=o = /7(0; k) -- 
I 
- -  H(O; k) [iq(0; k + 1)]' = 0. 
We also note that, again according to Rolle's Theorem, there is a root of the kth degree 
polynomial H'(x,  k + 1) in each open interval ( j , j  + 1), j = 0, 1, 2,..., k --  1. This 
accounts for all k roots and hence the uniqueness of 0 in (k -- 1, k). 
To proceed further, we will need several auxiliary definitions and the proof of two 
auxiliary lemmas. For k such that 2 ~< k ~< 6, let 
(19) 
1 
n(o ;  k) [(0 -- k) n(O; k)]' 
tk, ~ i 1 ( i=0 ,1 ,2  ..... k - - l ) .  (20) / i  = __; 
J 
The case k = 1 will be covered separately. Let 
~k) > O. .c~) > O} if there is an i such that ,~ 0~k) __ tmin{ i + 1/~ k) : r 
tk- otherwise. (21) 
k-t  polynomial such that LEMMA 1. For k ~> 2 let p(z)  = z k - -  Zj=o ak-~ zi be a 
k--1 ~J=o at = 1 and aj > 0 j = O, 1, 2,..., k - -  1. Then p(z) has one root of modulus and 
multiplicity one and all other roots lie in the interior of the unit circle, i.e., p(z)  is stable. 
Proof. p(l) = 0 by inspection. 
k-1  
p'(1) = k - -  ~ jak_ ~ > k - -  (k - -  l) =1.  
i -1  
Thus 1 is not a multiple root of p(z). Suppose p(z) has a root r with I r I > 1. Then 
k-1 ] ,~-1 = I k-l, ]r k ] = ~ a~-trJ ~ I r I ~-I E ak-y [r  
trio j -o  
a contradiction. 
Finally, suppose p(z) has a root r ---= e ~, 0 < ff < 2/-/. Then e m6 = 2~j=o'-'k-1 ak_f'-i~, 
or, taking absolute values, 
k--1 k--1 
1 = ] e~i~ [ ~< ~ I ak_j I[ eU~l = ~ ak-t = 1. 
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By our hypotheses, ak-1 and ak are both positive. Hence according tO Ahlfors on pp. 9 
and 10 of [4], a~,_lei*/a~: is real and positive. Hence ~b = 0, a contradiction. It is now 
easy to show that 
0 ck~ < 0 tk~ ~ (k -- 1, k) (22) 
is sufficient o guarantee stability for the characteristic polynomial: 
k--1 
~k __ E ak-i~i'  
~-o 
with the ak_~'s defined in (15). [That k--t 1 follows from applying (18) to ~.i-O ak-~ =- 
y(x) ~ 1.] For we note that lk_~(k) has the same sign as/'/"(i), and in the same fashion 
n'(k) > o. 
Thus 
1 - -  l~_ , ( i ) (k  - -  i )  > 0 ( i  ----- O, 1, 2 . . . . .  k - -  1) (23)  
is sufficient for 
ak_i > 0 (i = 0, 1, 2 ..... k - -  I). 
But, upon applying definition (iv), (23) is seen to be equivalent to 
1 y~.k~ (i 0, 1, 2,..., k 1). 1 
0ckl------ ~ > -- = - -  - -  j~  i - - j  * 
For y~) ~< 0 (25) holds afortiori. Thus (25) is seen to reduce to 
0 t~ < i + 1/y~, 
or finally 
(24) 
(25) 
(26) 
O~k~ < gc~. (27) 
Finally, [/'/(x; k q- 1)]' alternates in sign at x = k -- 1 and x = k, being negative 
at the former and positive at the latter. Thus, since there is only one root, 0 tk~, of 
Fl'(x, k + 1) in (k --  1, k): 
O tk~ e (k, k - -  1) and //'(/~t~; k q- 1) > 0 (28) 
implies the inequality (27). Our end result, therefore, is the chain of implications: 
L~MMA 2. (28) ~ (27) ~ (26) -+ (25) ---r (24) ~ (by Lemma 1) stability. (29) 
GENERALIZED PREDICToR-CORRECTOR METHODS 209 
As to the main theorem, (28) is seen to hold by direct computat ion for the cases 
k =2, . . . ,6 .  For  the case k= 1 we have H(x;1, O) =(x - -O) ,  ll_o(x ) =x/O, 
li(x ) : ,  (0 - -  x)/0, and F I ' (0 ;2 ) - -20- -  1 ----0 when 0 - -  89  Therefore H(x) = 
x 2 - -  x/2, II'(x) == 2x - -  1/2, l~(x) : 1 -- 2x, l~(x) -- --2 and, according to (15), 
a I : ( - -  ~)( --1)3[1 - -  (--2(1 - -  0))]/(3/2) : 1. Thus,  for k : 1, the corresponding 
characteristic polynomial  is, not unexpectedly, z - -  1. 
To  arrive at (18) from (8), we note that the ak_i's are homogeneous of degree zero 
in the abscissas x0 : 0, x i - -  i, (i : 0, 1,2,..., k - -  1) and that the bk_~.'s are homo- 
geneous of degree one in these abscissas. That  is, replacing 0 by Oh and i by ih leaves 
the a~_i's fixed and mult ipl ies the bk_/s by h. 
Fol lowing Hi ldebrand on p. 317 of [3], we arrive at the formula for the corrector 
truncation error, ee : 
ee = --(k!)2(Ock')a y(2k+3)(~) hak+a/2[(2k + 3)!](1 + O(k~Fk), (30) 
where 
k 1 
0 (k) ---- k - -  0 (k), F~ = j~ffl"= J : '  and 0 < ~: < kh. 
In what now follows, all symbols refer to the standard Lagrange interpolating 
polynomials over k - -  1, k,..., 0 with 0 deleted. That  is, H(x) now refers to H(x, k), 
l~,_i(x) -- 1-I~,i (x - j ) / I - I~, i  (i - j ) ,  etc. and 0 ~k) will be abbreviated to 0. Analogous 
to our construction of (8), we may exihibit the unique 2k -k 2 order k-predictor  
derived from the unique polynomial  of degree ~< 2k + 2, which agrees with y at 
--2h, --h, 0 ..... (k -- l )h and which agrees with y '  at - -h,  0,..., (k - -  1)h: 
k--I k--I 
5,(kh) = ~ d~_,y(ih) + h ~ ~k_,y'(jh), (31) 
i----2 j - - -1 
where 
dk_, : -  h~_,(k) + 1-12(kl[go(k) hk_,(--  1) - -  gx(k) htk_i( - -  1) - -  ga(k) h,,_,(--2)] (32) 
(i =0 ,  1,2 ..... k - - l ) ,  
d~+x = FI2(k)go(k), (33) 
a~+2 = n~(k) g,(k), 
$k-, ----- h~_~(k) -k, 1-P(k)[go(k) /~_~(--1) - -  gl(k) h~_~(--l) - -  g~(k) hk_,(--2)] (34) 
( i .~  :0; 1., 2i::., k - -  1), and 
/~k+l ----/-I2(k) gl(k), (35) 
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where 
go(x) -- {(x -- 1)[(/7(--1) + 2I I ' ( - - l ) ) (x  + I) + 2/7'(--1)] --/7(--1)}/H3(--1), 
(36) 
(37) 
(38) 
gl(x) = (x + 1)(x + 2)/-/2(--1), and 
g,,(x) -- (x + 1)2//-/2(--2). 
The corresponding truncation error, e~, is given by 
e~ = {(k + l)l}2(k + 2)y(2~-3,(V) hZk+3/(2k + 3)I (39) 
where 
- -2h<~ <(k - -1 )h .  
Similarly, a 2k m 2 order O-predictor is given by: 
k--I ~-I 
330 = E ~k-,Y, + h E /~k-JY;. (40) 
i=--2 j~- I  
Here the ~k-i ^ 's and ~_j 's are defined analagous to the ak-tA 's and ~k_/s with the 
argument k replaced by 0 in the functions hk_i('), H2('), go('), gl('), gz('). That is, 
for example, 
~k-, = hk-,(O) + 1-1z(O)[go(O) hk_,(-- 1) --  gl(O) h'~_,(-- 1 ) -- g2(O) hk_,(--2)], (41) 
etc. The corresponding truncation error, eo, is given by 
e0 = (0 -~- 2)(0 -t- 1) 2/73(O)y(2k+3)(f) hO.k+3/(2k + 3)l (--2h < ~ < (k -- 1)h). 
5. THE INTEGRATION SCHEME AND A STEP-SIZE CONTROL METHOD 
We suppose for a given h ~ 6 that y(x) e C ~k+z and y(x) is given by the solution to 
y'(x)  = f (x ,  y), y(O) = Yo . (42) 
We further assume that a starting procedure (for example, Runge-Kutta) has made 
available to us "sufficiently accurate" values y(--2h), y(--h), . . . ,  y (k  --  l)h from which 
y ' ( - -h ) ,y ' (O) , . . . , y ' (k -  l)h are obtained from (42). Then, according to Gragg and 
Stetter's global convergence proofs developed on pp. 200-205 of [1] for sufficiently 
small h, the global discretization error for the following scheme is-O(h 2k+a) uniformly 
in a given fixed integration interval. 
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The k q- 3/2 scheme: 
(a) Compute .~(kh) from (31); 
(b) Compute ~'(kh) = f(kh, ~(kh)); 
(c) Compute ~,(Oh) from (40); 
(d) Compute.~'(0h) = f(Oh, 3~(0h)); 
(e) Estimate y(kh) from (18) approximating y'(kh) and y'(Oh) by j,'(kh) and 
.~'(0h), respectively. Denote this estimate as y*(kh). 
Finally, if we follow Hildebrand on p. 200 of [4], making analagous assumptions 
about h, y~2nf Z)(x), ~f/~y, and b o (b o corresponding to Hildebrand's 3/8), we can estimate 
the final error according to 
y(kh) --y*(kh) ~ --On(y(kh) --.~(kh))/2(1 -k OFk)(k + 2)(k + 1) 2 = e, .  (43) 
The following step-size control rule suggests itself: 
If l eT~q < ~a, (a preassigned constant) for 2k § 4 consecutive steps, then the 
step-size h may be doubled and we may proceed by utilizing the computed information 
at every other of the previous points. If I ek I ~ ~2 (a preassigned positive constant) at 
any step, then h must be halved and the starting procedure reinitiated at the previous 
step. Otherwise h is left fixed. 
It is seen that in order to implement the above step size control rule, the previous 
2k + 4 functional values must be retained along with the previous 2k + 2 derivative 
values. For k ~ 6 this does not seem to be an excessive storage requirement. Indeed, 
the retention of this information would allow the calculation of the 2k + 3 divided 
difference which would give us some notion as to the magnitude of y~2X'+3~(x) in our 
integration i terval. 
6. COEFFICIF2crs AND ROOT MODULI 
k = 1, 0 (1) = 1/2 
--9. 9. 1. 6. 6. 
--45/64 25/16 9/64 90/64 15/16 
a I b 0 9 bl_ e bl 1 rx l  
1. 1/6 2/3 1/6 1. 
212 
~1 a2 
--28. 0 
--4.555024671 
2.844610241 
al 
.9603695100 
bo 
.1293317937 
Ir l[  
1. 
-5~ -mo.  
dl 
--10.70157490 
4.655626365 
al 
.8634333161 
bo 
.1123250371 
It1! 
1. 
,h ,h 
--101. --425. 
k ~2,  
~8 
28. 
.8369657856 
6.247197672 
a 8 
.03963049041 
b2-8 
.6237782942 
Irs[ 
.03963049041 
k=3,  
a8 ~4 
lOO. 5~ 
~2 
--  15.26412492 
21.33949239 
as 
.1259732231 
b3-8 
.5899680744 
Ir2i, it3, 
9 1022924539 
k- -4 ,  
O. 425. 101. 
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0 c2~ =1.577350269 
a, 61 6~ 68 
1. 12. 36. t2. 
~8 ~4 
4.565027884 .1530310020 
1.911656915 
bl b2 
.2772347974 .009285605011 
0~3~=2.618033989 
am 61 62 68 64 
1. 20. 120. 120. 20. 
~8 ~4 ~5 
17.44775492 9.362178657 .1557662492 
19.78279740 3.181103706 
as 
.01059346080 
b~ b 8 
.056336938 .002390977279 
0 ~4~ =3.644432868 
61 6~ b8 6, ~8 
1. 30. 300. 600. 300. 30. 
E1 
--19.26164696 
~4 
69.74567809 
6.842710819 
al 
.7147710393 
bo 
.1021295697 
bl 
.4974613412 
Jr21 
.07608161123 
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~2 8s 
--70.17969199 4.484276473 
8~ 8 8 
16.05513600 .1562483907 
5.363147192 100.0517233 48.39894621 4.747261813 
a2 a 3 a4 
.2090637662 .0715810548 .004584139787 
b4-o 
.5639769056 
b2 ba b 4 I rl [ 
.1718956643 .02954266086 .0009721534231 1. 
I ra ,  [r~i 
.2454647169 
k =5,  
--156~ --1176 --1225 
420. 630. 2100. 
~1 82 
--30.33357205 --198.6275137 
86 87 
24.73864120 .1560299016 
9.402689117 112.5046342 
340.5635317 100.3257151 
a I a2 
.5190461116 .2086433828 
015~ =4.663446527 
1225 1176 156~ 1. 
2100. 630. 420. 
~s ~4 ~5 
--190.1401049 206.4837821 188.7227375 
351.3219455 
6.608888853 
a 3 
.2153741958 
57I/2/2-7 
214 DXNcHtcr~ 
a4 a5 a6 
.05446057572 .002475734042 .09515418979 
b~_o bl b2 
.5433493963 .6121589854 .3895097923 
ba b4 b e 
1.519315979 .02007688654 .0004955894662 
I rxl I r~ i 
1. .2093910450 
ira[ 
.05823686483 
[r4l, Jrs[ 
.450582114 
k = 6, 0 (8) = 5 .678037486 
al '~2 ~a ~4 ~5 ~e ~7 
--226w --2626~ --6076. O. 6076. 2626]- 226~s 
56. 1176. 5880. 9800. 5880. 1176. 56. 
--44.00054372 --447.3203543 --976.8812710 34.82541695 
416.1454298 35.49459634 .1555740483 
12.33194724 209.2825570 983.5112059 1591.355846 
185.548611522 8.764650598 
ax a2 aa 
.2797955246 .01878588529 .3885633237 
a4 a5 a 6 
.2653863393 .04594911893 .001519740348 
bo be-e b t b~ 
.08999356821 .5264728224 .7304942223 .7454198817 
.5202935927 .1551571189 .01534606188 .0002893512056 
Irxl Ir2l Ira[ Ir4l, [rs[ 
I. .2317153925 ,2900927106 
A 
a 8 
1. 
~5 
982.5811519 
~5 
938.3849272 
It61 
9 7238619072 .04314855418 
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k ~ 7, 0 tT) = 6.689724752 
I r41, I rsl  = 1.065429167 
215 
7. TEST RESULTS 
7.1 The following system of differential equations was solved numerically in the 
interval 0 ~ x ~ 10: with "7/2" (k = 2) and "9/2" (k = 3) algorithms. 
y;(x) = ya(x), yl(O) = 1, 
y~(x) = - -y~(x),  y~(O) = 1, 
y~(x) = rry4(x ), ya(O) = O, 
y~(x) ---- --rry3(x ), y,(0) = 1, 
1 
y ; (x )  2ys(x), Ys(0) 1. 
With some test results supplied by Gragg and Stetter in [1] and Butcher in [2] 
we have prepared the following tables. Here IGPC and SIGPC refer to Gragg and 
Stetter's Implicit Generalized Predictor-Corrector and Simplified Implicit Generalized 
Predictor-Corrector algorithms, respectively. "MIN"  refers to the smallest absolute 
error obtained among their various comparison methods (See p. 228 of Ref. [l]). 
Similarly, B and MINB refer to the error in Butcher's method and the smallest com- 
parison error. (See [2], p. 133.) 
TABLE I 
ABSOLUTE E~ROR IN NUMERICAL SOLUTION TO yl(X) ~ ~ EVALUATED AT X ~ 5 
h IGPC SIGPC MIN "7/2 . . . .  9/2" 
2 -z  4.8 • 10- '  6.6 • 10  `.4 
2 -s  1.4 • 10 -s 3.4 x 10 -2 1.3 • 10 -5 6.4 • 10 -7 3.7 X 10 -4 
2 -4 3.0 • 10 -7 4.6 • 10 -6 2.6 • 10 -7 7.6 • 10- '  7.8 • 10 -~ 
2 -5 5.8 • 10-' 2.9 x 10 -8 5.8 • 10-' 6.7 • 10 -u 7.4 • 10 -l l  
2 -+ 1.2 • 10 -11 3.5 • 10 -xl 1.2 • 10 -tl 7.2 • 10 -Iz 4.7 • 10 -tt 
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TABLE I I  
ABSOLUTE ERROR IN NUMERICAL SOLUTION TO y~(x)  = e -~ EVALUATED AT X = 2 
h IGPC SGPC MIN "7 /2  . . . .  9 /2"  
2 -2 4.6 • 10-* 1.3 • 10 -7 
2 -3 1.I • 10 -7 1.7 • 10 -s 1.7 x 10 -s 1.7 x 10 -7 4.1 x 10 -7 
2 -4 3.5 x 10 -10 1.8 x 10 -10 1.8 x 10 -1~ 5.2 x 10 -11 3.2 x 10 -7 
2 -5 3.6 x 10 -t2 3.9 x 10 t2 3.6 x 10 -xz 9.1 x 10 -1~ 3.4 x 10 -8 
2 -6 0 0 0 0 0 
TABLE I I I  
AnSOLm'E EaROR IN NUMERICAL SOLUTION TO ys(X) : "V/X + 1 AT X = 8 
h IGPC SGPC MIN "7]2  . . . .  9 /2"  
2 -s 8.5 • 10 -7 5.0 • 10 -7 1.6 • 10 -7 3.3 • 10 -7 1.1 x 10 -b 
2 -s 1.5 • I0 -s 1.7 • I0 -s 3.45 • I0-' 4.3 • I0-' I.I • I0 -s 
2- '  2.9 • 10 -1~ 4.0 • 10 -to 2.9 • 10 -1~ 4.3 x 10 -~1 5.6 • 10 -12 
2 -5 5.0 • 10 - l t  8.0 • 10 -xs 5,0 • I0  -1~ 3.6 • 10 -is 8,4 • 10 -14 
2 -a 8.6 x 10 - t i  1.6 X 10 -la 
TABLE IV  
ABSOLUTE ERROR IN NUME, RICAL SOLUTION TO y,(x) = sin Fix AT X = 1" 
h B MINB "7 /2  . . . .  9/2" 
2 -2 8.4 • 10 -~ no result  
2 -3 3.7 x 10-6(~) 3.5 x 10-6(*) 2.2 • I0 - '  1.4 x 10 -e 
2 -4 8.9 • 10 -6 6.3 x 10 -5 
2 -5 2.3 • I0 - ' ( * )  2.3 x 10-1~ 1.1 x 10- '  1.9 • 10 -3 
2 -e 5.3 x 10 ~11 1.6 x 10 - t  
2 -7 8.9 • 10 -1~ 
2 -s 3.3 • 10 -1' 
2 -9 2.1 • 10 -1' 
" Here  and in Tab le  V Butcher ' s  results are at step size of 1/10 and 1/50. These  results will 
be inserted wi th  an " ( * ) "  at h = 1/8 and  h = 1/32) 
GENERALIZED PREDICTOR-CORRECTOR METHODS 
TABLE V 
ABSOLUTE ERROR IN NUMERICAL SOLUTION TO y4(x) ~ COS /~X AT X ~ 1 
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h B MINB "7/2 . . . .  9/2" 
2 -2 1.2 • 10 -~ no result 
2 -3 8.3 X 10-~(*) 1.3 • 10-3(*) 7.0 x 10 -3 2.4 • 10 -6 
2 -4 1.3 • 10 -6 1.5 • 10 -4 
2 -s 2.8 x 10-8(*) 4.3 X 10-2(*) 5.4 • 10 -1~ 1.4 • 10-* 
2 -2 8.2 • 10 -13 1.6 X 10 -I 
2 -7 6.8 x 10 -1~ 
2 -s 1.4 • 10-14 
2 -2 1.6 • 10-14 
7.2.1. The  fo l low ing  sys tem of  d i f ferent ia l  equat ions  was  so lved  numer ica l ly  
in the  in terva l  0 <~ x ~ 500 w i th  the  7/2 and  9/2  a lgor i thms.  (Th is  sys tem cor responds  
to an  ideal ized two-body  ear th -sate l l i te  orb i t  w i th  semi -major  axis  length  ---- 1.5 ear th  
radi i ,  eccent r i c i ty  =-- .2,  inc l inat ion  ~ 90 ~ argument  o f  per igee- - - -90  ~ ang le  o f  
node  ~- 45 ~ t ime o f  per igee  z 0 min . ,  and  per iod  - -  155.2186 ra in.)  
where  
y;(x) = y2(x), 
y~(x) = - - ,y l (x) /R ~, 
y~(x) = y4(x), 
y'4(x) -~ --l~y~(x)/R a,
y~(x) = ys(x), 
y , (x)  = --t~ys(x)/R a, 
y l (0 )  = 1.2, 
y2(0)  = 0, 
y~(O) ---- O, 
y4(O) = .0525845191,  
ys(O) = O, 
ye(O) ---- .0525845191,  
R = V'y12 + y32 + y52, /~ = .0055302633.  
TABLE  VI 
MAx RELATIVE ERROR COMPONENT AT X ~ 500 
h "7/2 . . . .  9/2" Adams 4-step Adams 5-step 
1 7.6 • 10 -7 no result 2.7 x 10 -a 1.1 x 10 -6 
2 -1 1.6 • 10 -9 no result 1.3 • 10 -7 2.0 • 10 -8 
2 -s 1.3 • 10 -1~ 1.8 • 10 -1~ 4.8 • 10- '  6.9 x 10 -11 
2 -8 1.4 • 10 -1~ 2.1 • 10 -1~ 1.8 • 10 -g 1.9 • 10 -g 
2 -4 1.7 • 10 -1~ 3.0 • 10 -1~ 1.8 • 10 -2 1.6 • 10 -~ 
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8. CONCLUSIONS 
A glance at our numerical results in Tables I -VI  indicates our "7/2" algorithm 
compares not at all unfavorably with some of the other commonly used procedures 
for the larger step-sizes and exhibits a marked advantage in accuracy as the step-size 
decreases. The "9/2" method exhibits the curious, anomalous behavior apparently 
shared by all of our methods for k > 2. That is, in order to enjoy the power of their 
increasingly high order, one must utilize rather small step-sizes. In fact, in the orbit 
problem the "15/2" algorithm was not well behaved until h was reduced to 2-s; even 
then being outperformed by the "7/2" algorithm with h ---- 2 -2. The problem here 
seems to be the highly oscillatory nature of high-order polynomial approximation as 
manifested in our k-predictors. For k > 3 and an insufficiently small step-size, these 
tend to diverge very rapidly as the integration proceeds. One possible route around 
this difficulty might be corrector-iteration (noting that the corrector has a smoothing 
effect) sufficiently often for sufficiently small h. However, the most natural device, 
would be, it seems to us, a good step-size control scheme, perhaps omething similar 
to the one discussed in Section 5. It appears that the above-mentioned anomalous 
behavior is of sufficient interest in itself to warrant further investigation. A deeper, 
theoretic understanding of its nature would be of important practical consequence. 
Finally we might mention that our notions and methods of attack can be extended, 
perhaps fruitfully, to ordinary differential equations of degre.e >~ 2 without the 
equivalent transformation to a set of first-order equations. 
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