Abstract. Signature schemes from the RSA assumption are very important because of their highly reliable security. Despite their importance, only a few digital signature schemes from the RSA assumption are currently known. Thus, improvement of efficiency in this area seems to be very important. In this paper, we propose various signature schemes from the RSA assumption. First, we propose a scheme that simultaneously provides the shortest signatures and public key length among the known schemes. Compared with the known best schemes, the signature size is the same as that of the scheme proposed recently by Hofheinz, Jager, and Kiltz, whereas the public key size is about the half that of the Hohenberger-Waters scheme. The drawback of the scheme is its heavy signing and verification algorithms. Second, we also propose a scheme whose public key is longer than our first scheme, but the signing and verification cost is more efficient. The scheme can be seen as a generalization of our first scheme and the Hofheinz-Jager-Kiltz scheme. Finally, we propose a scheme whose signing and verification algorithms are more efficient than our first and second schemes, whereas the signature size is longer. All these schemes are constructed based on a new observation about the relation between m-time signature schemes and short signature schemes.
Introduction

Background
Construction of a digital signature scheme with existential unforgeability under chosen message attack (EUF-CMA) [9] in the standard model is a main research topic in cryptography. In particular, the construction of a short signature from a mild assumption has been extensively studied. Earlier studies proposed various efficient signature schemes in the standard model from various assumptions, such as the strong q-DH assumption [2, 11] , the q-DH assumption [10, 20] , the strong RSA assumption [8, 3, 7, 11] , and the CDH assumption [19] . Many of these
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schemes rely on the q-type assumption or the strong type assumption, except for Waters' scheme [19] . Even though these assumptions seem reasonable, it is desired to construct a signature scheme from a better studied, weaker assumption (such as the RSA assumption), to obtain high confidentiality in security. A digital signature scheme from the RSA assumption whose signatures are short enough, is not known even in the stateful setting until the recent work by Hohenberger and Waters [12] . Subsequently, they proposed a signature scheme from the RSA assumption in the stateless setting using a new technique [13] . Very recently, Hofheinz, Jager, and Kiltz showed that even shorter signature schemes can be obtained using a programmable hash function [10] . Despite of their importance, no (stateless) signature schemes from the RSA assumption are known, except for the schemes proposed in the above two papers. Improvement in efficiency for RSA based signature schemes seems very important as a step to obtaining a truly efficient, reliable signature scheme in the future. In this paper, we propose various novel signature schemes from the RSA assumption. For example, we propose a scheme that achieves the shortest signature size and public key size simultaneously.
Our Approach
As an approach to constructing short signature schemes, we focus on the fact that a one-time signature scheme and a weakly secure signature scheme yield a fully-fledged signature scheme. This is a variant of the generic construction proposed in [18] . As we will discuss in a later section, the idea can be (informally) generalized to the combination of an m-time signature scheme and a weakly secure scheme. This is the first time that this idea has been explicitly discussed. Even though the idea is not formal, the idea is conceptually of interest since it often leads to constructions of short signature schemes. For example, recent generic constructions of short signature schemes from the programmable hash function [10] and its variant [20] can be seen as the realizations of the idea. Based on this idea, we construct various novel signature schemes from the RSA assumption. Conceptually, we take two steps to construct a scheme. First, we construct an m-time signature scheme from the RSA assumption. We then combine it with a weakly secure signature scheme from the RSA assumption proposed by Hohenberger-Waters [13] . According to this strategy, we obtain various new schemes from the RSA assumption.
More concretely, we obtain three signature schemes based on the approach described above. In section 4, we propose a signature scheme that provides the shortest signature size and public key size simultaneously. Compared to currently known best schemes, the signature size of our scheme is 1074 bits, which is the same as that of Sig RSA [H cfs ] in [10] , whereas the public key size is about 2000 bits, which is about half the size of the scheme by Hohenberger and Waters [13] . The drawback of the scheme is its heavy signing and verification algorithms. To compensate it, in section 5, we also propose another scheme whose signature size is the same as our first scheme, and the public key is longer than for that scheme, but the signing and verification cost is more efficient. The scheme is equipped with parameters u 1 , u 2 and we can adjust the trade-off between public key length and signing and verification cost. The scheme can be seen as a generalization of our first scheme and Sig RSA [H cfs ] in [10] . In fact, we can obtain a slight variant of these schemes as a special case of the scheme. Finally, in section 6, we propose a scheme whose signing and verification cost is more efficient than the our first and second schemes whereas the public key and signature sizes are larger than for our first scheme. The structure of the scheme can be seen as a hybrid of our first scheme and Sig RSA [H rand ] in [10] .
Finally, we note that we have also constructed a stateful version of our second and third schemes. The scheme is more efficient than corresponding stateless version of the scheme except for the signature size, which is slightly larger.
Preliminaries
For λ ∈ N, 1 λ denotes the string of λ ones, with λ expressing the security parameter throughout this paper.
[d] denotes the set {1, 2, . . . , d}. Moreover, |x| and |S| denote, respectively, the length of bitstring x, and the size of set S. If S is a set, s $ ← S denotes the action of uniform randomly selecting an element of S. Given algorithm A, we write z $ ← A(x, y, . . .) to indicate that A is a (probabilistic) algorithm that outputs z on input (x, y, . . .).
Digital Signature and its EUF-CMA Security
A digital signature scheme is defined by the three algorithms, Gen, Sign, and Verify. The key generation algorithm Gen generates a keypair (P K, sk) $ ← Gen(1 λ ) for a secret key sk and a public key P K. The signing algorithm Sign inputs a message and the secret key, and returns a signature σ $ ← Sign(sk, M ) of the message. The verification algorithm Verify takes a public key and a message with a corresponding signature as input, and returns or ⊥, indicating "accept" or "reject", respectively. We require the usual correctness properties.
We recall the EUF-CMA experiment played by a challenger and a forger F. First, the challenger runs (P K, sk) $ ← Gen(1 λ ) and F is given P K. Proceeding adaptively, F requests signatures on messages M 1 , . . . , M q ∈ {0, 1} * under P K.
The challenger responds to each query with a signature σ i $ ← Sign(sk, M i ). Eventually, F outputs the pair (M * , σ * ). We say that the adversary wins the game if Verify(M * , σ * , P K) = and M * ∈ {M 1 , . . . , M q }. We say that F (t, q, )-breaks the EUF-CMA security of the signature if F runs in time t, makes at most q signing queries, and has success probability . We say that the signature scheme is EUF-CMA secure if is negligible for any probabilistic polynomial-time algorithm F.
Prime Numbers, the RSA-assumption, and Generalized Birthday Bounds
For x ∈ N let π(x) denote the number of primes between 0 and x. The following lemma is a direct consequence of Chebyshev's bounds on π(x).
We say that a prime p is a safe prime, if p = 2p + 1 and p is also prime. Let p and q be two randomly chosen r -bit safe primes, and let N = pq. Let e ∈ Z φ(N ) be a random odd prime with e = p , q . We say that an algorithm A (t, )-breaks the RSA assumption, if A runs in time t and Pr[y 1/e $ ← A(N, e, y)] ≥ . As discussed in the previous papers [12, 13, 10] , the definition above is equivalent to a more standard version of the RSA assumption where e ∈ Z φ(N ) is a random integer relatively prime to φ(N ) with only polynomial loss in reduction cost. We say that an algorithm A (t, )-breaks the RSA assumption, if A runs in time t and non-negligible .
We denote with QR N the group of quadratic residues modulo N . We recall the following lemmas which is needed for the security proof of our constructions.
Lemma 2. ( [17] , [3] ) There is an efficient algorithm that, on input y, z ∈ Z N and integer e, f ∈ Z such that gcd(e, f ) = 1 and z e ≡ y f mod N , computes x ∈ Z N satisfying x e ≡ y mod N .
Lemma 3. ([10]) Let
A be a set with |A| = a. Let X 1 , . . . , X q be q independent random variables, taking uniformly random values from A. Then the probability that there exists m + 1 pairwise distinct indices i 1 , . . . , i m+1 such that
Overview of the Idea of Our Constructions
Here, we explain an underlying idea of our constructions. It is known that the combination of a weakly secure signature scheme and a one-time signature scheme yields an EUF-CMA secure signature scheme. It can be seen as a variant of the generic construction of an EUF-CMA secure signature from a weakly secure signature scheme and a chameleon hash function [14, 18] . It would be interesting to consider what would happen if we used an m-time signature scheme instead of a one-time signature scheme in the above. Even in this case, we can obtain an analogous construction of a signature scheme as we explain below. The public key of the scheme is (pk w , vk
m ) where pk w is the public key of the weakly secure signature scheme and all vk In fact, the above idea does not work without change. This is simply because 2 η is exponentially large and the above construction needs an exponential number of public keys. Nevertheless, the idea has a potential advantage over the previous generic constructions. That is, if we take larger m (for example m = 4), then we can take smaller η. Concretely, we can take η = lg(q) + λ/m where q is the upper bound of the number of signing queries issued by the adversary and λ is the security parameter [10] . Since the size of the signature is |s|(= η) + |σ w | + |σ m |, this considerably reduces the size of the signature. The generic construction of short signature schemes from a (m, 1)-programmable hash function proposed by [11, 10] can be seen as a realization of the above informal idea. In fact, one can obtain an m-time signature from (m, 1)-programmable hash function as suggested in [10] . Since m-time signatures form a wider class than (m, 1)-programmable hash functions, we can obtain various short signature schemes that cannot be captured by the generic construction by [11, 10] .
Based on the above idea, we construct three short signature schemes from the RSA assumption which are presented in section 4, 5, and 6. Specifically, signature size of our first scheme in section 4 is the same as that of the best known scheme [10] , and furhtermore its public key size is significantly shorter than that of [10] . Moreover, our second scheme in section 5 yields the same signature size and better computational efficiency by admitting larger public key size, and our third scheme in section 6 yields further better computational efficiency by only slightly increasing signature size and public key size (compared with our first scheme).
Our First Scheme
Basic Idea
As we discussed in the precious section, one possible approach to constructing a (fully-fledged) short signature scheme is to combine an m-time signature scheme and weakly secure signature scheme. We use the weakly secure signature scheme proposed by [13] in this paper.
One possible choice of m-time signature would be the RSA-based m-time signature considered in [4] . In fact, the construction of Sig RSA [H cfs ] proposed in [10] is closely related to the m-time signature in [4] . Since this choice of an mtime signature leads to a signature scheme with huge public key size, we do not use the scheme here. Instead, we construct a new m-time signature and propose a fully-fledged short signature scheme based on it.
Here, we explain our m-time signature. The verification key of our scheme vk m consists of the odd primes e 1 , . . . , e d , the product of large two primes N = pq, and h ∈ Z * N . Let S be a map S : M → 2 [d] where M = {0, 1} l is the message space. We assume that for all
We remark that a map S with such a property can be constructed from an m-cover free family [6, 15] . The signature on a message M is σ m = h 1/ i∈S(M ) ei . The verification algorithm checks whether σ i∈S(M ) ei m ? = h. We now explain how to combine our m-time signature with weakly secure scheme in [13] . We need an exponentially large number of verification keys
d ) if we apply the idea described in the previous section straightforwardly. We can resolve this problem by a technique from [12, 13] . That is, we prepare a pseudorandom function F that can be computed publicly and let e (s) j = F(s||j) where s||j is the concatenation of s and j. Since all {e
can be computed from F, we do not need these elements in the public key. The public key size of our scheme becomes very short by this idea. Another problem to consider is that the signature σ = (σ m , σ w , s) is still longer than that of previous schemes. In the construction below, we reduce the signature length by using the algebraic structure of σ m and σ w . As a result, we obtain a signature scheme that achieves the shortest signature length and public key length simultaneously among the signature schemes from the RSA assumption [13, 10] .
Construction
Let S be a map S : M → 2 [d] where M = {0, 1} l is the message space. We assume that for all
Such S can be constructed using a cover free family [6, 15] 
See Appendix A for the details. We define the scheme as follows.
Gen(1 λ ): It picks two large safe r -bit primes p and q, and sets N = pq. Then it chooses a random key K for the pseudorandom function PRF : {0, 1} * × {0, 1} * → {0, 1} r and picks c $ ← {0, 1} r , where r = log 2 N −1. These values define a function F as F(z) = PRF K (µ, z) ⊕ c where µ, called the resolving index of z, denotes the smallest positive integer such that PRF K (µ, z) ⊕ c is an odd prime. Here ⊕ denotes the bit-wise XOR operation, and we interpret r-bit string returned by F as an integer in the obvious way. Finally, it picks h $ ← Z * N . The public key is P K = (N, h, K, c), the secret key is sk = (P K, p, q).
In the following, we define P :
F(s| i ) where s| i is the i-th prefix of s, i.e., the bit string consisting of the first i bits of s. We also define s| 0 = ∅, where ∅ is the empty string, for technical reasons. We define another function Q :
where S is a subset of [d] and s||i denotes concatenation of a bit string s and i ∈ [d]. In this case, we regard i as a bit string.
3 Otherwise it computes
where inverse of P(s)Q(s, S(M )) is computed modulo the order φ(N ) = (p − 1)(q − 1) of the multiplicative group Z * N . The signature is (σ, s).
Verify(M, (σ, s), P K): Given a signature (σ, s), it first checks whether resolving index of t is more than r 2 or 2F(t) + 1 divides N (which is equivalent to F(t) divides φ(N )) for some t ∈ (∪ i∈[η] {s| i }) ∪ (∪ i∈S(M ) {s||i}). If it holds, it outputs if σ = (p, q) and otherwise ⊥. Next, it returns if
Otherwise it returns ⊥.
Correctness. The correctness can be verified by the following equation:
Security
In this subsection, we prove the following theorem which establishes the security of the scheme.
Theorem 1. Let PRF be a (t , )-secure pseudo-random function. Suppose there exists a forger F who (t, q, )-breaks the EUF-CMA security of the above scheme. Then there exists an adversary A that (t , )-breaks the RSA assumption with t ≈ t and ≤ (q + 1)ηd 4r
2 mη . In the following, let M k denote the k-th query to the signing oracle, and let (σ k , s k ) denote the reply. Let (M * , σ * , s * ) be the forgery output of F. We distinguish between two types of forgers. A type1 forger returns (M * , σ * , s
The following lemma proves security against Type1 forger.
Lemma 4. Let F be a Type1 forger that (t, q, )-breaks the existential unforgeability of our scheme. Then there exists an adversary A that (t , )-breaks the RSA assumption with t ≈ t and ≥
Proof. In the following let X i denote the probability that F is successful in Game i and the challenger does not abort.
Game 0. We define Game 0 as the EUF-CMA experiment between the challenger and the forger F. By definition we have Pr[X 0 ] = . Game 1. In this game, the challenger aborts if there exist at least m + 1 indices 
r , where the latter inequality uses that (1 − 1/r) r ≤ 1/2 for all r ∈ N. Since we must have µ ≤ , this implies
Game 5. In this game, the challenger aborts if there exists t ∈ E all such that F(t) divides φ(N ). We denote this event by Abort div . Recall that φ(N ) = 4p q and that F returns only odd primes. Again replacing PRF K with a truly random function, the probability that one out of at most q(η + d) randomly chosen odd r-bit primes equals one of the two odd primes dividing φ(N ) is at most (q(η + d)2r)/2 r by Lemma 1. Now consider the case where the truly random function is instantiated with PRF K , and suppose that a collision occurs with probability Pr[Abort div ]. Then this would allow an attack distinguishing PRF K from a random function with probability at least
Game 6. In the following, let E = ∪ q i=1 {s i }, E * = E\{s k * }. In this game the challenger picks y $ ← Z * N and sets h by
The distribution of the public key is unchanged from the previous game. This change is only conceptual, so we have Pr[X 6 ] = Pr[X 5 ]. Game 7. Now the challenger computes a signature σ k on some chosen-message M k as
In the above, we used the fact that j
that F(t) = F(t ) and t = t . This event is denoted with Abort col . Recall that The RSA adversary. We replace the challenger in Game 10 with RSA adversary A. A receives a RSA challenge (N , e , y ) as input and aborts if e is not an odd prime or e > 2 r . Otherwise A sets N = N , e = e and proceeds like the challenger in Game 10. Recall that s k * = s * , F(s * ||j * ) = e and j * ∈ S(M * ). Otherwise A aborts as the challenger does in Game 10. Since we have set r = log 2 N − 1, the probability that e ≥ 2 r is at most 1/4. Thus, the success probability of A is at least Pr[X 10 ∧ e < 2 r ] ≥ The following lemma proves security against Type2 forger.
Lemma 5. Let F be a Type2 forger that (t, q, )-breaks the existential unforgeability of our scheme. Then there exists an adversary A that (t , )-breaks the RSA assumption with t ≈ t and ≥
Proof. Let X i denote the probability that F is successful in Game i and the challenger does not abort.
Game 0. We define Game 0 as the EUF-CMA experiment between the challenger and the forger F. By definition we have Pr
following. In this game, the challenger aborts if for some t ∈ E all , the resolving index µ is greater than r 2 . As the proof of Lemma 4, we have
r . Game 2. In this game, the challenger aborts if there exists t ∈ E all such that F(t) divides φ(N ). As the proof of Lemma 4, we have Pr[ The distribution of the public key is unchanged from the previous game. This change is only conceptual, so we have Pr[X 3 ] = Pr[X 2 ]. Game 4. Now the challenger computes a signature σ k on some chosen-message
where E k = E\{s k }. It is easy to check that
. This change is only conceptual, so we have Pr[X 4 ] = Pr[X 3 ]. Game 5. In this game the challenger guesses the shortest prefix of s * that differs from all prefixes of s 1 , . . . , s q . Note that this prefix must exist, because the Type2-forger will return a forgery (M * , σ * , s * ) with s * ∈ {s 1 , . . . , s q }. (t, [d] ), or (equivalently) F(ψ) = F(t) for some t ∈ E all , then the challenger aborts. Note that ψ = t for all t ∈ E all . As the proof of Lemma 4, we have Pr[
We introduce a number of changes to the challenger.
-The challenger aborts if the resolving index of ψ is greater than r 2 . -The challenger guesses resolving index of ψ as µ * $ ← [r 2 ] and aborts if µ * is not the resolving index of ψ. -Instead of sampling c at random, we set c = PRF(µ * , ψ) ⊕ e, where e is the uniformly random r-bit prime that the challenger chooses. With the same arguments as the proof of Lemma 4 we have Pr[
The RSA adversary. We replace the challenger in Game 7 with the RSA adversary A. A receives an RSA challenge (N , e , y ) as input and aborts if e is not an odd prime or e > 2 r . Otherwise A sets N = N , e = e and proceeds like the challenger in Game 7. Recall that we have F(ψ) = e now. As the proof of Lemma 4, the success probability of A is at least
Answering the Signing Queries. Due to the changes introduced in the Game 1 to 4, A can answer signing queries without the knowledge of the factorization of N . Extracting the Solution to the RSA Challenge. Eventually, F returns a forgery (M * , σ * , s * ), from which A extracts the solution to the RSA challenge as follows. In the case where resolving index of t is more than r 2 or F(t)|φ(N ) for some t ∈ (∪ i∈[η] {s
A can efficiently compute y 1/e from the output of F in this case. Otherwise,
. Since gcd(e, t∈E P(t)Q(t, [d])) = 1 by Game 6, we can apply Lemma 2 and extract y 1/e .
Our Second Scheme
Our first scheme suffers from its heavy signing and verification algorithms while providing very short public key size. This is because the signing and verification algorithms need the generation of a large number of primes. On the other hand, Sig RSA [H cfs ] in [10] has an opposite property. That is, the signing and verification algorithms are more efficient than our scheme, but the public key size is huge. In this section, we propose a generalized version of these schemes. The scheme has parameters u 1 and u 2 with condition u 1 · u 2 = d where d is some constant depending on m and λ. If we take u 1 smaller, the public key size becomes smaller and the signing and verification algorithms become heavier. On the other hand, if we take u 1 larger, the public key size becomes larger and the signing and verification algorithm becomes more efficient. Especially, if we set (u 1 , u 2 ) = (1, d) , then the scheme can be seen as a slight variant of our first scheme. Similarly, if we set (u 1 , u 2 ) = (d, 1), then we can obtain a slight variant of Sig RSA [H cfs ] in [10] . Furthermore, we can also construct a stateful version of the scheme. The scheme is more efficient than the above scheme except for its slightly larger signature size.
where M = {0, 1} l is the message space. We assume that for all
Such S can be constructed using cover free family [6, 15] as in [20] if u 1 u 2 ≥ 16m 2 l. See Appendix A for the details. We define the scheme as follows.
Gen(1 λ ): It picks two large safe r -bit primes p and q, and sets N = pq. Then it chooses a random key K for the pseudorandom function PRF : {0, 1} * × {0, 1} * → {0, 1} r and picks c $ ← {0, 1} r , where r = log 2 N −1. These values define functions F : {0, 1} * → N, P : {0, 1} η → N, and Q :
The public key is P K = (N, h , h 1 , . . . , h u1 , K, c), the secret key is sk = (P K, p, q).
If the resolving index of t is more than r 2 or F(t) divides φ(N ) for some t ∈ (∪ i∈[η] {s| i }) ∪ (∪ j∈S (M ) {s||j}), then it outputs ((p, q), s). If gcd(P(s), Q(s, S (M ))) = 1, then it outputs ((p, q), s). 4 Otherwise it computes
where inverse of P(s) and e j is computed modulo the order φ(N ) = (p − 1)(q − 1) of the multiplicative group Z * N . The signature is (σ, s). Verify(M, (σ, s), P K): Given a signature (σ, s), it first checks whether resolving index of t is more than r 2 or 2F(t) + 1 divides N for some t ∈ (∪ i∈[η] {s| i }) ∪ (∪ j∈S (M ) {s||j}), or gcd(P(s), Q(s, S (M ))) = 1. If one of the above holds, it outputs if σ = (p, q) and otherwise ⊥. Next, it returns if
The following theorem establishes the security of the scheme. The theorem can be proven by a similar argument to the proof of Theorem 1 and [10] . We omit the proof due to a lack of space.
Theorem 2. Let PRF be a (t , )-secure pseudo-random function. Suppose there exists a forger F who (t, q, )-breaks the EUF-CMA security of the above scheme. Then there exists an adversary A that (t , )-breaks the RSA assumption with t ≈ t and ≤ (q + 1)ηu 1 u 2 4r 2 + 3 + r(q+1) 2 (η+u2)
Stateful Version of The Scheme. We can also construct a stateful version of the above scheme. The scheme is more efficient than the above scheme except for the signature size, which is slightly larger than the above scheme. There are two reasons why we can obtain a more efficient scheme in the stateful setting. The first reason is that we can remove the computation of P(s) from the above. Conceptually, it is equivalent to removing the weakly secure signature scheme in [13] from the above construction. Instead, we use a trick from [12] , which leads to a more efficient scheme. The second reason is that we can use a one-time signature instead of the m-time signature (m ≥ 2) in the stateful setting. This reduces the public key and signing and verification cost. See the full version of this paper for the details.
Our Third Scheme
While providing a short signature size, the signing and verification algorithms of our first and second schemes are heavy if we want the public key size to be small. In this section, we propose another signature scheme that provides a shorter public key and a more efficient signing and verification algorithm using a chameleon hash-like technique [7, 10] . A signature of the scheme is longer than that of our first and second schemes, but still much shorter than that of the scheme in [13] . The structure of the scheme can be seen as a hybrid of our first scheme and Sig RSA [H rand ] in [10] . Compared with Sig RSA [H rand ] in [10] , the scheme has the same size of the signatures. The public key size of the scheme is smaller than that of the other scheme, while the signing and verification algorithms are slightly heavier than the other scheme. We can also construct a stateful version of the scheme. The scheme is more efficient than the above scheme except for its slightly larger signature size.
Construction. We define the scheme as follows. In the following, let [X] 2 l ∈ Z denote a canonical interpretation of a field element X ∈ F 2 l as an integer between 0 and 2 l − 1. We assume that X and [X] 2 l are efficiently computable from one another. The message space of the scheme is M = {0, 1} l .
Gen ( N, h , h 1 , . . . , h m , K, c), the secret key is sk = (P K, p, q). Sign(sk, M ): It first picks random s
5 Otherwise it computes
where inverse of P(s) and e i is computed modulo the order φ(N ) = (p − 1)(q − 1) of the multiplicative group Z * N . The signature is (σ, s, ρ). Verify(M, (σ, s), P K): Given a signature (σ, s, ρ), it first checks whether resolving index of t is more than r 2 or 2F(t)+1 divides N for some
If one of the above holds, it returns if σ = (p, q) and otherwise ⊥. Next, it returns if
Theorem 3. Let PRF be a (t , )-secure pseudo-random function. Suppose there exists a forger F who (t, q, )-breaks the EUF-CMA security of the above scheme. Then there exists an adversary A that (t , )-breaks the RSA assumption with t ≈ t and ≤ 4r 2 (q + 1)η + 3 +
Stateful Version of The Scheme. As our second scheme, we can consider a stateful version of the above scheme. The scheme is more efficient than the above scheme except for slightly longer signature size. The structure of the scheme can be seen as a combination of (randomized) (1, 1)-programmable hash function [11] in [7] with RSA based stateful signature scheme in [12] . See the full version of this paper for the details.
Comparison
In the Table 1 , we compare our schemes with other RSA based signature schemes under appropriately chosen parameters. We ignore the penalty imposed on the modulus size due to the non-tight reduction in the at the cost of relatively small increase in computational efficiency. We remark that other choices of parameters are also possible for this scheme. For our third scheme, compared with Sig RSA [H rand ], the public key is reduced to less than 1/5 whereas the increase in the computational cost is less than 20 percent. We remark that the reduction cost of our first and second scheme is essentially the same as that of Sig RSA [H cfs ], and that of our third scheme is also essentially the same as Sig RSA [H rand ]. We also remark that we can obtain more efficient schemes in the stateful setting. Especially, stateful version of our third scheme is at least as efficient as Hohenberger-Waters scheme [12] in all aspects. See the full version for the details. [10] |Z
* The RSA-based chameleon hash function from [12] was used (adding 1 × ZN and 2 × ZN to signature size and public key size respectively). The chosen parameters are λ = 80, q = 2 30 , l = 2λ = 160. We also set η = |s| = log q + λ/m = 50 so that the term q m+1 /2 ml is at most 1/2 λ as in [10] . Signatures are instantiated with a modulus of |N | = 1024 bits. The description of modulus N and key for PRF are not counted in the public key. We assume l-bit messages with l = 2λ = 160 in order to provide λ bits of security (to sign longer messages, we can apply a collision resistant hash function first.) The efficiency column counts the dominant operations for signing. k × Pµ counts the number of random µ-bit primes that need to be generated in the signing and verification algorithms. 
A Construction of Map S
In many of our schemes, we use a map S with a special property. We describe how we realize this map S from cover free family [6, 15] . Although the idea we describe in this section is not new, we include this section in this paper for completeness.
We begin by recalling the definition of cover-free families. Let S 1 , S 2 be sets. We say that S 2 does not cover S 1 if S 1 ⊆ S 2 . Let d, m, α be integers, and let F = (F µ ) µ∈[α] be a family of α subsets of [d] . We say that F is m-cover free if for any set I containing (up to) m indices I = {µ 1 , . . . , µ m } ⊆ [α], it holds that F ν ⊆ ∪ µ∈I F µ for any ν that is not contained in I. In other words, if |I| ≤ m, then the union ∪ µ∈I F µ does not cover F ν for all ν ∈ [α]\I. We say that F is w-uniform if |F µ | = w for all µ ∈ [α]. Throughout this paper, we use a parameter in the following lemma. Note that in the case of m = 1, we have a cover-free family with smaller parameters. That is, α = 2 n , d = 2n, and w = n. F µ is defined as F µ = {2i − 1 + b i |i ∈ [n]} where we regard µ as a concatenation of bit strings in a natural way as µ = b 1 || · · · ||b n with b i ∈ {0, 1} for i ∈ [n]. This cover-free family is used in many cryptographic protocols explicitly or implicitly, for example [16, 5] . In the constructions, we treat H (and S) as an injective function for simplicity, but it is enough to assume that H is a collision resistant hash for our schemes to be secure. To avoid a birthday attack, we typically set n = 2λ. Besides, if we require F to be w-uniform, then |S(M )| = w for all M ∈ M.
