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Abstract
This article reviews so-called screening in simulation; i.e., it examines the search
for the really important factors in experiments with simulation models that have
very many factors (or inputs). The article focuses on a most e¢ cient and e⁄ec-
tive screening method, namely Sequential Bifurcation. It ends with a discussion of
possible topics for future research, and forty references for further study.
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1 Introduction
Why is screening needed in simulation? The Pareto principle or 20-80 rule
implies that only a few factors (simulation inputs) are really important (or
￿ active￿ , as some authors say). The parsimony principle or Occam￿ s razor im-
plies that a simpler explanation is preferred to a more complex explanation￿
all other things being equal. Screening means that the simulation analysts
are searching for the really important factors among the many factors (often
hundreds or more) that can be varied in the simulation experiment. In other
words, e⁄ects are assumed to be ￿ sparse￿ . The curse of dimensionality is also
mentioned in many publications, including a 2002 panel report [30]. In his
famous article [23], Miller claims that people cannot handle more than ￿ seven
plus or minus two￿factors when processing information. (Because simulation
is applied in so many di⁄erent disciplines, the terminology varies widely; this
article includes di⁄erent terms for the same concept.)
An example of a simulation with many factors is the following case study.
Originally, Persson and Olhager developed a supply chain simulation for the
Ericsson company in Sweden, and simulated only nine combinations of factorvalues (these combinations are also called ￿ scenarios￿ ); see [25]. When we revis-
ited this simulation model in [17], we actually distinguished 92 factors. Even
if we wished to experiment with the minimum number of values per factor
(namely 2), we could not simulate all combinations: 292 ￿ 5 ￿ 1027, which
is close to in￿nity. A di⁄erent design changes only one factor at a time; this
design still requires 93 simulation runs if not more than two values per factor
are simulated; moreover, this approach does not enable the estimation of any
factor interactions; see [16]. Subsection 2.3 will show how we actually simulate
only 21 combinations￿ ￿ each combination replicated ￿ve times￿ to identify a
shortlist with the 11 most important factors among the original 92 factors.
Note that one replicate takes 40 minutes in this case study (after modi￿cation
of the simulation code, which originally took three hours per replicate).
The importance of factors depends on the experimental domain (also called the
experimental area or experimental frame; see [39]). The users should supply
information on this domain, including realistic ranges of the individual factors
and limits on the admissible factor combinations (e.g., some factor values
must add up to 100%). In practice, user involvement is therefore crucial for
the application of screening methods.
There are several types of screening designs. All these designs treat the simu-
lation as a black box; i.e., the simulation model transforms observable inputs
into observable outputs, whereas the values of internal variables and speci￿c
functions implied by the simulation￿ s computer modules are unobservable.
Classic two-level designs and Frequency Domain Experimentation (FDE)￿
discussed in [16]￿ are often considered to provide screening designs. Especially
so-called resolution-III designs are often called screening designs in the litera-
ture; see, for example, [14] and [38]. Another class of designs called ￿ conference
designs￿require twice as many combinations as there are factors; see [13]. So
these designs are not practical if the simulation model is expensive; i.e., a
single run with the model takes relatively much computer time.
Supersaturated designs have fewer combinations than factors. These designs,
however, assume that the designs are not sequential, so they are relatively
ine¢ cient. Recent discussions of supersaturated designs are [1], [15], [21], [36],
[37], and [40]. ( [32] also gives a supersaturated design, but it uses Moving
Least Squares instead of classic linear regression analysis.)
Group-screening designs aggregate (or confound) individual factors into groups
so that k factors may be evaluated in less than k combinations. Consequently,
these designs are also supersaturated￿ but they are executed in two or more
steps (stages). There are several types of screening designs. Examples are
One-factor-At-a-Time (OAT), Morris￿ s OAT, Cotter￿ s design, Andres￿ s Iter-
ated Fractional Factorial design (IFFD), multi-stage group screening, and Se-
2quential Bifurcation (SB); see [2], [4], [8], [12], [24], [26], [27], and [28]. Note
that [11] gives a Bayesian analysis of screening experiments, but Bayesian
approaches are not further considered in this article.
Di⁄erent designs are based on di⁄erent mathematical assumptions concerning
the smoothness of the Input/Output (I/O) function implied by the underlying
simulation model, possible monotonicity of this function, etc. This article fo-
cuses on SB because it is a very e¢ cient and e⁄ective method if its assumptions
are satis￿ed; see Section 2.
The ￿xed sample-size assumption of classic and supersaturated designs does
not hold if the next factor or input combination is selected after the preced-
ing simulation I/O data are analyzed. This analysis may give designs that
are purely sequential, multi-stage, or two-stage (also called double sampling).
Moreover, these designs are ￿ customized￿ ; i.e., they account for the speci￿c
simulation model; also see [18] and [33].
The focus of this article is on discrete-event simulation. Both random and
deterministic simulations are covered in [16].
The remainder of this article is organized as follows. Section 2 presents SB.
Subsection 2.1 gives an outline of the simplest type of SB. Subsection 2.2
covers some mathematical details of this simplest SB. Subsection 2.3 summa-
rizes a case study, namely a supply-chain simulation for Ericsson in Sweden.
Subsection 2.4 extends SB, accounting for two-factor interactions. Section 3
presents conclusions and possible topics for future research. Forty references
are given to enable further study of screening.
2 Sequential Bifurcation
Originally, Bettonvil developed SB in his doctoral dissertation, [6]. His disser-
tation is summarized in [7] and [17]. A few other authors have extended SB;
see [9], [10], [29], [34], and [35]; these references will be discussed below.
All screening methods assume a speci￿c metamodel. A metamodel is an ap-
proximation of the I/O function that is implicitly de￿ned by the underlying
simulation model. SB uses the following metamodel assumptions, which will
be spelled out below:
Assumption 1(a): a ￿rst-order polynomial is a valid metamodel.
Assumption 1(b): a ￿rst-order polynomial augmented with two-factor interac-
tions is a valid metamodel; this assumption may replace Assumption 1(a).
3Assumption 2: the signs of the ￿rst-order e⁄ects are known.
Assumption 3: there is ￿ strong heredity￿if Assumption 1(b) holds.
2.1 Outline of simplest SB
The SB procedure is sequential. Its ￿rst step places all factors into a single
group, and tests whether or not that group of factors has an important ef-
fect (this statistical test will be presented in Subsection 2.2). If the group
indeed has an important e⁄ect, then the second step splits the group into two
subgroups￿ bifurcates￿ and tests each of these subgroups for importance. The
next steps continue in a similar way, discarding unimportant subgroups and
splitting important subgroups into smaller subgroups. In the ￿nal step, all
individual factors that are not in subgroups identi￿ed as unimportant, are
estimated and tested.
The simplest type of SB is based on the following assumptions.
Assumption 1(a): a valid metamodel is a ￿rst-order polynomial plus noise:
y = ￿0 + ￿1x1 + ::: + ￿kxk + e: (1)
The simulation input variables xj (j = 1;:::;k) are standardized such that
they are either ￿1 or +1; also see [16]. This scaling implies that the factors
may be ranked (sorted) by their main e⁄ects; i.e., the most important factor
is the one with the largest absolute value of its ￿rst-order e⁄ect or main e⁄ect;
the least important factor is the one with the e⁄ect closest to zero. The larger
the range of an untransformed (original) factor is, the larger the response
di⁄erence and hence the main e⁄ect of that factor is. (Also see the ￿unit cost￿
e⁄ects in [10].) The noise e in (1) arises from approximation error and the
use of Pseudo-Random Numbers (PRNs). If the metamodel is valid, then this
noise has zero mean: E(e) = 0.
To estimate the parameters in the simple metamodel (1), it is most e¢ cient to
experiment with only two levels (values) per factor. In practice, it is important
that these levels are realistic extreme values; so the users of the underlying
simulation model should provide these values. Also see the discussion of scaling
in [34].
Assumption 2: the signs of all main e⁄ects are known and are non-negative:
￿j ￿ 0 (j = 1;:::;k):
Without Assumption 2, main e⁄ects might cancel each other. However, if
4Assumption 2 holds, then the analysts can de￿ne the two levels of an individual
factor such that changing the level from the standardized value ￿1 to +1
does not decrease the expected simulation output (i.e., that change either
increases the output or does not change it at all). For example, if the arrival
rate is increased, then the expected steady-state waiting time increases. If the
queuing discipline changes from FIFO (First-In-First-Out) to SPT (Shortest-
Processingtime-First), then the expected waiting time decreases; consequently,
the level ￿1 should correspond with SPT and the level +1 with FIFO.
Assumption 2 is related to the monotonicity of the I/O function. A function
w = f(x1;:::;xk) is called monotonically increasing if @w=@xj ￿ 0 for all j
(j = 1;:::;k). Experience shows that Assumption 2 may be easily satis￿ed
in practice; i.e., it is straightforward to de￿ne the upper and lower level of
each factor such that changing a factor from its lower to its upper level does
not decrease the expected response. For example, in the Ericsson supply-chain
case-study some factors refer to transportation speeds: the higher these speeds,
the lower the Work In Process (WIP) and hence the lower the cost￿ which is
the output of interest in the screening experiment. Other authors give more
examples; see [20] and [22].
Note that in unconstrained optimization, the function to be maximized or
minimized is usually assumed not to be monotonically increasing; otherwise,
the maximum or minimum lies at the limits of the experimental area. This
assumption may still be compatible with the known signs assumption; i.e.,
switching the (standardized) factor value from ￿1 to +1 may increase the
output so this factor will be found to have an important e⁄ect. However, a
￿ pathological￿counterexample is an I/O function that is not monotonic and
happens to give the same output values at the two observed input levels ￿1
and +1 so the factor e⁄ect seems to be zero and this factor will be eliminated
by SB.
Nevertheless, if in a particular case study Assumption 2 seems hard to meet
for a few speci￿c factors, then these factors should be treated individually;
i.e., none of these factors should be grouped with other factors in the SB
procedure. For example, [12] creates some subgroups of size one in a multi-
stage group-screening design; this design is less e¢ cient than SB, but it also
uses aggregation. In general, treating such factors individually is safer than
assuming negligible probability of cancellation within a subgroup.
The e¢ ciency of SB￿ measured by the number of simulated factor combi-
nations (and hence simulation time)￿ improves if the individual factors are
labeled such that factors are placed in increasing order of importance; see [6],
p. 44. To realize this e¢ ciency gain, it is crucial to utilize prior knowledge of
users and analysts about the real system being simulated. For example, if they
conjecture that environmental factors are most important, then these factors
5should be placed at the end of the list of factors. Indeed, in the Ericsson case
study [17] places the environmental factor ￿ demand￿at the very end of the
list with 92 individual factors. The e¢ ciency further improves when placing
similar factors within the same subgroup. In the Ericsson case study, all ￿ test
yield￿factors are grouped together; the conjecture is that if one yield factor is
unimportant, then all yield factors are likely to be unimportant too. Finally,
the e¢ ciency increases if factor subgroups are split such that the number of
factors per resulting subgroup is a power of two; for example, split the ￿rst 48
factors into a subgroup of 32 (= 25) factors and a subgroup of the remaining
factors. However, this splitting is not recommended if it implies splitting up a
group of related factors. Anyhow, splitting a subgroup into subgroups of equal
size (like some authors do) does not need to be optimal. Also see [6], pp. 40-43.
The way SB proceeds may be interpreted though the following metaphor; also
see Figure 1 discussed below. Imagine a lake that is controlled by a dam.
The goal of the experiment is to identify the highest (most important) rocks
(actually, SB not only identi￿es, but also measures the height of these ￿ rocks￿ ).
The dam is controlled in such a way that the level of the murky water slowly
drops. Obviously, the highest rock ￿rst emerges from the water! The most-
important-but-one rock turns up next; and so on. SB stops when the simulation
analysts feel that all the ￿ important￿factors are identi￿ed; once SB stops, the
analysts know that all remaining (unidenti￿ed) factors have smaller e⁄ects
than the e⁄ects of the factors that have been identi￿ed.
The aggregated e⁄ect of a given subgroup is an upper limit for the value of any
individual main e⁄ect within that subgroup. If the analysts must terminate
SB prematurely (for example, because their computer breaks down or their
clients get impatient), then SB still allows identi￿cation of the factors with
the largest main e⁄ects.
SB is extended in [35], improving the control over the type-I error rates (￿ false
positives￿ ), using either a two-stage approach or a fully sequential approach.
Theoretically, this control does not satisfy the classic statistical requirements
concerning a prespeci￿ed experimentwise error rate and a prespeci￿ed power
for the ￿nal results￿ after all stages have been executed. Nevertheless, the
numerical results in [35] look very promising.
SB is also extended to the so-called polytope method in [5]. The latter method
is more e¢ cient (requiring fewer combinations to be simulated), but is also
more complicated (requiring the solution of a Linear Programming or LP prob-
lem after each additional observation). Moreover this method assumes main
e⁄ects only (interactions will be discussed in Subsection 2.4). Note that the
LP problem arises because this method computes the Ordinary Least Squares
estimate under the constraint stipulating that all regression coe¢ cients be
non-negative (see Assumption 2 above).
62.2 Mathematical details of simplest SB
To explain some mathematical details of SB, the following additional notation
is used.
w(j);r: observed simulation output with the factors 1 through j set to their
high levels and the remaining factors set to their low levels, in replication r;





A simple estimate (a complicated estimate is given in [5]) of this group e⁄ect





SB starts with simulating the two most extreme scenarios: in scenario 1 all k
factors are set at their low levels so xj = ￿1; in scenario 2 all these factors
are high so xj = 1 (j = 1;:::;k). If the metamodel in (1) is valid, then
E(w(0)) = ￿0 ￿ ￿1 ￿ ::: ￿ ￿k (4)
and
E(w(k)) = ￿0 + ￿1 + ::: + ￿k (5)
so
E(w(k)) ￿ E(w(0)) = 2(￿1 + ::: + ￿k); (6)
which shows that the group e⁄ect estimator de￿ned in (3) is unbiased.
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r=1(b ￿j;r ￿ b ￿j)2
m(m ￿ 1)
. (8)
This variance estimator allows unequal response variances and Common Ran-
dom Numbers (CRN); also see [16].
7To test the importance of the estimated (either aggregated or individual) main
e⁄ects statistically, SB uses a Student t statistic. Di⁄erent scenarios probably
produce observations with di⁄erent variances, and may use CRN; see (8). SB
applies a one-sided test because SB assumes that all individual main e⁄ects
are nonnegative. SB uses a prespeci￿ed type-I error rate (for example, ￿ =
0.05) per test; i.e., SB does not adjust for multiple testing (Response Surface
Methodology or RSM is also a sequential procedure that does not control the
type-I and type-II error rates over the whole procedure; see [16]). However,
[34] does use multiple testing procedures in SB.
To verify (or validate) the shortlist produced by SB, the e⁄ects of the ￿ unim-
portant￿factors may be tested through the following two scenarios, each sim-
ulated m times:
(i) Set all these unimportant factors at their low levels, while keeping the
important factors ￿xed (for example, at their base levels).
(ii) Switch all the unimportant factors to their high levels, still keeping the
important factors ￿xed.
Obviously, these two scenarios are not used in SB if veri￿cation ￿xes the
important factors at base values (coded as 0) that are not extreme values
(coded as either -1 or 1). The di⁄erence between the outputs of these two
scenarios may be tested through a Student t-statistic.
How SB proceeds sequentially is illustrated in the following case study. A
formal procedure for the SB steps is given in [35].
2.3 Case study: Ericsson supply-chain simulation
The Ericsson case study distinguishes k = 92 factors and obtains m = 5
replicates. per factor combination. The ￿rst extreme scenario has all 92 factors
at their low levels; its average output turns out to be w(0) = 3,981,627. The
other extreme scenario has all factors at their high levels; its average output is
w(92) = 34,013,832. So, the estimated group e⁄ect of all 92 factors is obtained
from (2), (6), and (8), and is [ ￿1￿92 = (34,013,832 - 3,983,627)/2 = 15,016,102.
The standard error of this estimated group e⁄ect follows from (8), and turns
out to be s([ ￿1￿92) = 42,051.18.
Note that on hindsight, this early stage might have used fewer replicates; for
example, only m = 2 replicates would have shown that one or more factors
among the 92 factors must be important.
Figure 1 shows the successive SB steps for this case study. For example, after
8the initial step with its two extreme scenarios the next step divides the current
group of 92 factors into two subgroups. Into the ￿rst subgroup (in the left-hand
side of the ￿gure) we decide to place all the 79 ￿ decision￿(or ￿ controllable￿ )
factors; into the other subgroup we put all 13 ￿ environmental￿factors. Simu-
lation of this scenario gives an expected output between the outputs of the
preceding extreme scenarios (values are not displayed). Comparison of w(79)
and w(0) gives [ ￿1￿79. Similarly, comparison of w(92) and w(79) gives \ ￿80￿92. So,
this step splits the total e⁄ect [ ￿1￿92 into its two additive components. This
step decreases the upper limit for any individual e⁄ect in the ￿rst subgroup
and the second subgroup respectively.
SB does not split a subgroup any further when its estimated aggregated main
e⁄ect is nonsigni￿cantly positive; for example, the estimated aggregated main
e⁄ect of factors 50 through 79 turns out to be negative; see again Figure 1.
In this case study, SB stops after 21 steps. The upper limit for the main e⁄ect
of any remaining individual factor is then reduced to 87,759 (this value is not
displayed in the ￿gure). The SB shortlist has 11 factors; the most important
factor is factor 92. Subsection 2.1 mentioned that the SB e¢ ciency improves
when factors are labeled from least important to most important; indeed, fac-
tor 92 turns out to be the most important factor and no factor labelled smaller
than 43 is declared to be important. This ￿gure also shows that the most im-
portant individual factor (namely, factor 92) has already been identi￿ed and
estimated after only ten steps; the next important factor (namely, factor 49)
is identi￿ed after 16 observations.
2.4 SB with two-factor interactions
This subsection summarizes SB for situations in which Assumption 1(a) is
replaced by Assumptions 1(b) and 3.
Assumption 1(b): a valid metamodel is a ￿rst-order polynomial augmented
with two-factor interactions and noise:
y = ￿0 + ￿1x1 + ::: + ￿kxk + ￿1;2x1x2 + ::: + ￿k￿1;kxk￿1xk + e: (9)
Assumption 3: if a factor has no important main e⁄ect, then this factor does
not interact with any other factor.
Assumption 3 is called the strong heredity assumption; see [36] and also [26].
Strong heredity is related to functional marginality, which was recently dis-
cussed in [31].
9Fig. 1. SB steps in Ericsson case study
10Let w￿(j) denote the mirror observation of w(j)); i.e., w￿(j) is the simulation
output with the factors 1 through j set to their low levels and the remaining
factors set to their high levels For example for j = 48 the analogue of (4) and
(5) gives
E(w￿(49))=￿0 + (￿￿1 ￿ ::: ￿ ￿49) + (￿50 + ::: + ￿92) +
+(￿1;2 + ::: + ￿48;49) +
+(￿￿1;50 ￿ ::: ￿ ￿49;92) +
+(￿50;51 + ::: + ￿91;92)
and
E(w(49))=￿0 + (￿1 + ::: + ￿49) + (￿￿50 ￿ ::: ￿ ￿92) +
+(￿1;2 + ::: + ￿48;49) +
+(￿￿1;50 ￿ ::: ￿ ￿49;92) +
+(￿50;51 + ::: + ￿91;92)
so subtracting these two equations cancels all interactions!
The analogue of (3) gives the unbiased group estimator
\ ￿j0￿j;r =
(w(j);r ￿ w￿(j);r) ￿ (w(j0￿1);r ￿ w￿(j0￿1);r)
4
: (10)
The analogue of (7) gives the unbiased individual estimator
d ￿j;r =
(w(j);r ￿ w￿(j);r) ￿ (w(j￿1);r ￿ w￿(j￿1);r)
4
: (11)
In other words, SB enables the estimation of ￿rst-order e⁄ects unbiased by two-
factor interactions if SB simulates the mirror combinations besides the original
factor combinations. Hence, the number of simulated combinations doubles.
However, it may happen that fewer replications per scenario are needed; see
[34]. To further improve the e¢ ciency, CRN may be applied separately to all
positive levels and negative levels respectively; see [35].
SB augmented with mirror scenarios may still give misleading results if (say)
two factors have unimportant main e⁄ects but their interaction is important.
Therefore SB assumes strong heredity. If the analysts suspect that this as-
sumption is violated for a speci￿c factor, then they should investigate that
factor after the screening phase.
SB with mirror observations does not enable estimation of individual interac-
tions, but it does show whether interactions are important, as follows. Estimate
the main e⁄ects from the original scenarios ignoring the mirror scenarios. If
11the analyses of the mirror observations and of the original observations give
the same conclusions, then interactions are unimportant. This happened, for
example, in the ecological simulation reported in [6] and [7]. In that study, the
factor values change relatively little (larger changes give unrealistic simulation
output), so a ￿rst-order polynomial is adequate. In the Ericsson case study,
however, interactions turn out to be important. (In a follow-up experiment
with the factors declared to be important in SB, the sizes of the individual
interactions are estimated from a Resolution V design; see [16].) The mirror
observations may give a di⁄erent path through the list of individual factors;
for example, the path in Figure 1 may change.
3 Conclusions and future research
This article may be summarized as follows. There are di⁄erent screening de-
signs, including resolution-III, supersaturated, and group-screening designs.
However, this article focused on SB, and discussed the various assumptions of
SB. These assumptions may not be too restrictive in practice, as the Erics-
son case study illustrated. If the assumptions are satis￿ed, then SB is a most
e¢ cient and e⁄ective screening method!
There is a need for more research.
It is a challenge to derive the number of replicates that control the over-
all probability of correctly classifying the individual factors as important or
unimportant. SB applies a statistical test to each subgroup individually. Fur-
thermore, SB may terminate ￿ prematurely￿ , and yet estimate the most im-
portant factors￿ instead of classifying all factors with e⁄ects that exceed a
prespeci￿ed threshold.
The simulation of mirror factor combinations may be stopped in SB as soon
as it seems that no interactions are important.
After SB stops, the resulting shortlist of important factors should be validated.
(A procedure was proposed above.)
Software needs to be developed that implements sequential screening of sim-
ulation experiments. This software should generate an input ￿le, once a par-
ticular design type (for example, SB) has been chosen. Such a ￿le can then
be executed sequentially (and e¢ ciently) in batch mode; that is, no human
intervention is required while the computer executes the sequential design
(including rules for selecting the next design point, based on all preceding ob-
servations). Good computer programming avoids ￿xing the inputs at speci￿c
numerical values within the code; instead, the computer reads input values
12so that the program can be run for many combinations of these values. (Of
course, the computer should check whether these values are admissible; that is,
do these combinations fall within the experimental domain?) Such a practice
can automatically provide a long list of potential factors
Multivariate output may consist of univariate outputs that require di⁄erent
SB paths. This problem has not yet been touched in the literature.
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