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a b s t r a c t
This paper introduces two statistics on set partitions, namely
connector and circular connector. If B1/ . . . /Bk is a partition of
{1, . . . , n} with k > 1 blocks, then a connector is an ordered pair
(c, c + 1) satisfying c ∈ Bi, c + 1 ∈ Bi+1, i = 1, . . . , n − 1.
A circular connector is a connector when the blocks of a partition
are arranged on a circle. We concentrate on the enumeration of
partitions according to the two statistics, and certain variations
thereof. Our results include several nice generating functions
and explicit formulas. We also establish connections between
connected partitions and words over a finite alphabet, and random
walks on a square lattice.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
A partition of [n] = {1, 2, . . . , n} is a decomposition of [n] into nonempty subsets called blocks. A
partition with k-blocks is also called a k-partition and denoted by B1/B2/ . . . /Bk, where the blocks are
arranged in standard order: min(B1) < · · · < min(Bk).
This paper introduces two natural statistics on set partitions namely connector and circular
connector, denoted respectively by con and ccon.
Definition 1.1. Let pi = B1/B2/ . . . /Bk be any k-partition of [n], k > 1.
(i) A pair (a, a+1), a ∈ [n], is called a (linear) connector if a ∈ Bi and a+1 ∈ Bi+1, i = 1, . . . , k−1.
(ii) A pair (a, a+ 1), a ∈ [n], is called a circular connector if a ∈ Bi, a+ 1 ∈ Bi+1, i = 1, . . . , k− 1,
or a ∈ Bk, a+ 1 ∈ B1; the pair (n, 1) is a circular connector provided n ∈ Bk.
(iii) We define con(pi) as the number of connectors in pi , and ccon(pi) as the number of circular
connectors in pi .
Thus circular connectors are connectors when the blocks of a partition are arranged on a circle.
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Table 1
Number of partitions of [n]with r connectors.
r n
1 2 3 4 5 6 7 8 9 10
0 1 1 1 1 1 1 1 1 1 1
1 1 3 7 16 39 105 314 1035 3723
2 1 6 24 86 307 1143 4513 18956
3 1 10 61 313 1520 7373 36627
4 1 15 129 891 5611 34213
5 1 21 242 2161 17081
Table 2
Number of partitions of [n]with r circular connectors.
r n
1 2 3 4 5 6 7 8 9 10
0 1 1 1 1 1 1 1 1 1 1
1 1 6 25 93 346 1356
2 1 3 8 20 53 159 556 2195 9413
3 1 4 15 61 267 1184 5366 25400
4 2 14 68 295 1339 6620 34991
5 1 11 97 694 4436 27497
The study of partition statistics has often beenmotivated by equi-distribution questions in analogy
with permutation statistics (for example [14]). Coupledwith this path is the invention of q-analogs for
various enumeration functions including the Stirling numbers. Influential references in the literature
include [13,9]. The concept of circular connectors may be viewed as an elevation to set partitions of
circular combinations, the study of which were pioneered by Kaplansky [6]: subsets of [n] are counted
according to the number of pairs of elements a, b satisfying b− a ≡ 1 (mod n).
Our focus in this paper is on the enumeration of partitions according to the new statistics con and
ccon, and certain variations thereof.
The topic also falls under the general enumeration of partitions with respect to special patterns.
Sagan, Klazar, and Jelinek andMansour have studied pattern avoidance in set partitions from different
perspectives [7,10,5] (see also the references in the Jelinek–Mansour paper). Our paper gives another
class of restrictions on the partitions of a finite set.
The standard ordering of the blocks of a partition implies the following observations:
(1) the only disconnected partition of [n] is the 1-block partition, [n] itself.
(2) every k-partition with k > 1 has at least one connector.
(3) if a partition has exactly one circular connector, the connector is linear.
(4) the partition 1/2/ . . . /n has n − 1 connectors and n circular connectors and these values are
maximal among all partitions of [n].
We will denote the set of k-partitions of [n] by Pn,k, and the set of all partitions of [n] by Pn. Thus
|Pn,k| = S(n, k), the Stirling Number of the second kind, in the notation of [8].
Even though the definitions imply the strong inequality,∑
pi∈Pn
con(pi) <
∑
pi∈Pn
ccon(pi), n > 1, (1)
the relation is unclear when the summations are taken overpi ∈ Pn,k for fixed k, or with the additional
constraint con(pi) = ccon(pi) (cf. observation (3), also Tables 1 and 2).
By considering the unique distribution of [n] into blocks of residue classes modulo k,
1, k+ 1, . . . /2, k+ 2, . . . / . . . /k, 2k, . . . , (2)
we extend observation (4) as follows.
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Proposition 1.2. Let B1/B2/ . . . /Bk, k > 1, be a k-partition of [n] with r connectors and r ′ circular
connectors. Then
1 ≤ r ≤
 n−
n
k
, k|n
n− 1−
⌊n
k
⌋
, k - n;
0 ≤ r ′ ≤
{
n, k|n
n− 1, k - n,
where bNc denotes the greatest integer ≤ N.
For example, if n = 7, k = 4, then 1 ≤ r ≤ 5, and there are three partitions with 5 connectors:
14/25/36/7, 15/26/37/4, 1/25/36/47.
But
1 ≤ r ′ ≤ 6,
and there are five partitions with 6 circular connectors:
14/25/36/7, 15/26/37/4, 15/26/3/47, 15/2/36/47, 1/25/36/47.
Suchpartitions donot always consist of blocks of nonconsecutive elements; for instance, the partitions
15/236/47, 147/25/36 ∈ P7,3, both contain the maximal number of 4 connectors.
We will also represent a partition pi = B1/B2/ . . . /Bk in the canonical sequential form, pi =
pi1pi2 · · ·pin, such that j ∈ Bpij , 1 ≤ j ≤ n. It follows that a word pi = pi1pi2 · · ·pin over the alphabet [k]
represents a partition of [n]with k blocks if and only if it is a restricted growth function on [n] satisfying
{pi1, pi2, . . . , pin} = [k] (see [12] for details). For instance, the partition 1, 4/2, 5, 7/3/6 ∈ P7,4 has the
alternative representation 1231242 in canonical sequential form.
Inwhat followswewill often derive our results by analyzing partitions in their canonical sequential
forms. This entails a corresponding translation of our definitions into the language of combinatorics
of words over a fixed alphabet of letters.
Our main results are summarized in Section 2. We state bivariate generating functions for the
numbers of k-partitions of [n] containing r linear connectors, and r ′ circular connectors, for fixed k. In
Section 3 we extend the definitions of the two statistics to words with the aim of obtaining important
lemmas required for proving the main theorems. Section 4 is devoted to the proofs of the results
stated in Section 2. Lastly, in Section 5, we touch on the enumeration of interesting restricted cases of
connected partitions. The variety of the results require both elementary and algebraic proofs.
Among the combinatorial results obtained in Section 5 (Remark 5.8) is a relationship between
a class of connected partitions and a form of random walks on square lattice studied by Guy,
Krattenthaler and Sagan in [3,4].
2. Statement of main results
Let Ck(x, q) be the generating function for the number of partitions of [n] with k blocks according
to the number of connectors:
Ck(x, q) =
∑
n≥0
∑
pi∈Pn,k
xnqcon(pi).
Theorem 2.1. We have
Ck(x, q) = x
k
1− x
k∑
i=1
1−xi(q−1)i
1−x(q−1)
k−1∏
j=1
q− 1+ 1− xj+1(q− 1)j+1
1− x(q+ j)+ x 1−xj+1(q−1)j+11−x(q−1)
 .
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For instance, Theorem 2.1 for k = 2, 3, gives that
C2(x, q) = x
2q
(x2q− x2 + 2x− 1)(x− 1) ,
and
C3(x, q) = x
3q(xq− x− q)
(x3q2 − 2x3q+ x3 + 2x2q− 2x2 + 3x− 1)(x2q− x2 + 2x− 1)(x− 1) .
Theorem 2.2. The generating function CCk(x, q) =∑n≥0∑pi∈Pn,k xnqccon(pi) for the number of partitions
of [n] with k blocks according to the number ccon is given by
CCk(x, q) = x
kq
1− x
k−1∏
j=2
q− 1+ 1− xj+1(q− 1)j+1
1− x(j− 1+ q)+ x
j∑
i=1
xi(q− 1)i

×
[
q− 1
1− (q− 1)kxk +
1
(1− (k− 1+ q)x)(1− (q− 1)x)
]
.
For instance, Theorem 2.2 for k = 2, 3, gives
CC2(x, q) = q
2x2
(x− 1)(qx− x+ 1)(qx+ x− 1)
and
CC3(x, q) = qx
3(qx− x− q)2
(x− 1)(qx+ 2x− 1)(qx2 − x2 + 2x− 1)(q2x2 − 2qx2 + x2 + qx− x+ 1) .
Remark 2.3. Tables 1 and 2 may be rapidly extended using the formulae in Theorems 2.1 and 2.2
respectively. In particular the first diagonal of Table 2 (perhaps more clearly in extended form)
confirms the following assertion:
‘‘An integer n > 0 is prime if and only if the number of partitions of [n] with exactly n circular
connectors is equal to 1’’.
Of course this is an immediate consequence of Proposition 1.2.
3. Words and the statistics con and ccon
We begin with certain deductions from combinatorics on words by extending the statistics to
words. Let pi = pi1pi2 . . . pin be a word of length n, we define con(pi) to be the number of elements pii
such that pii = pii−1 + 1 with i = 2, 3, . . . , n. For example, if pi = 23132314 then con(pi) = 2. In the
sequel a word over the alphabet [k]will also be referred to as a k-ary word.
LetWk(x, q) be the enumerating generating function for k-ary words of length n according to the
statistic con:
Wk(x, q) =
∑
n≥0
∑
pi∈[k]n
xnqcon(pi).
Lemma 3.1. The generating function Wk(x, q) is given by
Wk(x, q) = 1
1− x
k∑
i=1
1−xi(q−1)i
1−x(q−1)
.
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Moreover, the generating function for the number of k-ary words pi = pi1pi2 . . . pin of length n according
to the statistic con with pin = i is given by
Wk(x, q|i) =
x 1−x
i(q−1)i
1−x(q−1)
1− x
k∑
i=1
1−xi(q−1)i
1−x(q−1)
.
Proof. First, we denote the generating function for the number of k-ary words pi = pi1pi2 . . . pin of
length n according to the statistic conwithpin−s+1pin−s+2 . . . pin = i1i2 . . . is byWk(x, q|i1i2 . . . is). From
the definitions we have
Wk(x, q) = 1+
k∑
i=1
Wk(x, q|i), (3)
and
Wk(x, q|i) = x+
k∑
j=1
Wk(x, q|ji) = x+ x(Wk(x, q|1)
+ · · · +Wk(x, q|i− 2)+Wk(x, q|i)+ · · · +Wk(x, q|k))+ xqWk(x, q|i− 1).
From (3) we obtain that for all i = 1, 2, . . . , k (we defineWk(x, q|0) = 0),
Wk(x, q|i) = xWk(x, q)+ x(q− 1)Wk(x, q|i− 1). (4)
Therefore, by induction on i, we have
Wk(x, q|i) = x
i−1∑
j=0
xj(q− 1)jWk(x, q) = x1− x
i(q− 1)i
1− x(q− 1) Wk(x, q).
Summing over all i = 1, 2, . . . , k, together with using (3), we get
Wk(x, q) = 1+ x
k∑
i=1
1− xi(q− 1)i
1− x(q− 1) Wk(x, q),
which implies that
Wk(x, q) = 1
1− x
k∑
i=1
1−xi(q−1)i
1−x(q−1)
and Wk(x, q|i) =
x 1−x
i(q−1)i
1−x(q−1)
1− x
k∑
i=1
1−xi(q−1)i
1−x(q−1)
,
as asserted. 
Letpi = pi1pi2 . . . pin be aword over the alphabet [k]. We define ccon(pi) to be the number elements
pii such that either pii = pii−1 + 1 or pii−1 − pii = k − 1 (that is, pii−1 = k and pii = 1), where
i = 2, 3, . . . , n, including an occurrence of pin = k and pi1 = 1. For example, if pi = 231323141 then
ccon(pi) = 3. Let
Vk(x, q) =
∑
n≥0
∑
pi∈[k]n
xnqccon(pi).
Lemma 3.2. The generating function Vk(x, q) is given by
Vk(x, q) = 1+ (k− 1)x1− (k− 1+ q)x +
(q− 1)kxk
1− (q− 1)kxk +
x
(1− (k− 1+ q)x)(1− (q− 1)x) .
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Moreover, the generating function for the number of k-ary words pi = pi1pi2 . . . pin of length n according
to the statistic ccon with pin = a is given by
Vk(x, q|a) =

x
1− (k− 1+ q)x , a = 1, 2, . . . , k− 1,
Vk(x, q)− 1− (k− 1)x1− (k− 1+ q)x , a = k.
Proof. Let Vk(x, q ‖ a) be the generating function for the number of k-ary words pi = pi1pi2 . . . pin of
length n ≥ 2 according to the statistic cconwith pi1 = 1 and pin = a. Then from the definitions
Vk(x, q ‖ 1) = x2 + xVk(x, q ‖ 1)+ xVk(x, q ‖ 2)+ · · · + xVk(x, q ‖ k− 2)
+xVk(x, q ‖ k− 1)+ xVk(x, q ‖ k),
Vk(x, q ‖ 2) = x2q+ xqVk(x, q ‖ 1)+ xVk(x, q ‖ 2)+ · · · + xVk(x, q ‖ k− 2)
+xVk(x, q ‖ k− 1)+ xq−1Vk(x, q ‖ k),
Vk(x, q ‖ 3) = x2 + xVk(x, q ‖ 1)+ xqVk(x, q ‖ 2)+ · · · + xVk(x, q ‖ k− 2)
+xVk(x, q ‖ k− 1)+ xq−1Vk(x, q ‖ k),
...
Vk(x, q ‖ k− 1) = x2 + xVk(x, q ‖ 1)+ xVk(x, q ‖ 2)+ · · · + xqVk(x, q ‖ k− 2)
+xVk(x, q ‖ k− 1)+ xq−1Vk(x, q ‖ k),
Vk(x, q ‖ k) = x2q+ xqVk(x, q ‖ 1)+ xqVk(x, q ‖ 2)+ · · · + xqVk(x, q ‖ k− 2)
+xq2Vk(x, q ‖ k− 1)+ xVk(x, q ‖ k).
Then one can check directly that the solution of this system is given by
Vk(x, q ‖ 1) = (q− 1)
kxk+1
1− (q− 1)kxk +
x2
(1− (k− 1+ q)x)(1− (q− 1)x) ,
Vk(x, q ‖ i) = (q− 1)
i−1xi
1− (q− 1)kxk +
x2
(1− (k− 1+ q)x)(1− (q− 1)x) ,
(i = 2, 3, . . . , k− 1),
Vk(x, q ‖ k) = q
(
(q− 1)kxk+1
1− (q− 1)kxk +
x2
(1− (k− 1+ q)x)(1− (q− 1)x)
)
.
Let Vk(x, q; a) be the generating function for the number of k-ary words pi = pi1pi2 . . . pin of length
n ≥ 1, with pi1 = a, according to the statistic ccon. Then from the definitions,
Vk(x, q; a) = x+ (k− 1+ q)xVk(x, q; a), a = 2, 3, . . . , k,
which implies that
Vk(x, q; a) = x1− (k− 1+ q)x , a = 2, 3, . . . , k.
Therefore, if we consider the empty word, the words of length 1 over the alphabet [k], and the words
of length≥ 2 over [k], we get that the generating function Vk(x, q) is given by
Vk(x, q) = 1+ x+
k∑
a=2
Vk(x, q; a)+
k∑
a=1
Vk(x, q ‖ a),
which is equivalent to
Vk(x, q) = 1+ (k− 1)x1− (k− 1+ q)x +
1
x
Vk(x, q ‖ 1).
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Hence,
Vk(x, q) = 1+ (k− 1)x1− (k− 1+ q)x +
(q− 1)kxk
1− (q− 1)kxk +
x
(1− (k− 1+ q)x)(1− (q− 1)x) ,
as claimed. Mapping the set of all words of length n over [k] to itself by the symmetric operation
pi1 . . . pin 7→ (k + 1 − pin) . . . (k + 1 − pi1), we find that the generating function for the number
of k-ary words pi = pi1pi2 . . . pin of length n according to the statistic ccon with pin = a is given by
Vk(x, q; k+ 1− a) = x1−(k−1+q)x for a = 1, 2, . . . , k− 1, and
Vk(x, q; 1) = Vk(x, q)− 1− (k− 1)x1− (k− 1+ q)x =
1
x
Vk(x, q ‖ 1),
as required. 
4. Proofs of the main theorems
In this section we establish the theorems stated in Section 2.
We remark that the definition of con for words in Section 3 carries over to set partitions in canon-
ical sequential forms. Thus the partition pi = 1, 4/2, 5, 7/3/6 ∈ P7,4 has exactly 3 linear connectors
namely (1, 2), (2, 3), (4, 5). The equivalent sequential form pi = 1231242 also gives con(pi) = 3
corresponding to the letters pi2 = 2, pi3 = 3, pi5 = 2.
To prove Theorem 2.1, we start by computing the generating function BWk(x, q) for the number of
k-ary words pi of length nwith con(kpi(k+ 1)) = s:
BWk(x, q) =
∑
n≥0
∑
pi∈[k]n
xnqcon(kpi(k+1)).
Using Lemma 3.1 we have
BWk(x, q) = q+
k−1∑
j=1
BWk(x, q|j)+ qBWk(x, q|k),
where BWk(x, q|j) is the generating function for the number of k-ary words pi = pi1 . . . pin with
con(kpi(k+ 1)) = s and pin = j: BWk(x, q) =∑kj=1 BWk(x, q|j). Thus
BWk(x, q) = q− 1+
k∑
j=1
Wk(x, q|j)+ (q− 1)Wk(x, q|k)
= q− 1+Wk(x, q)+ x(q− 1)1− x
k(q− 1)k
1− x(q− 1) Wk(x, q)
= q− 1+ 1− x
k+1(q− 1)k+1
1− x(q− 1) Wk(x, q).
(5)
Now, since each partition pi with exactly k blocks can be decomposed as
pi = 11 . . . 12w(2)3w(3)4w(4) . . . kw(k),
where w(i) is a word over the alphabet [i], we obtain that the generating function for the number of
partitions of [n]with k blocks according to the number of connectors is given by
Ck(x, q) = x
kq
1− xWk(x, q)
k−1∏
j=2
BWj(x, q),
which is equivalent to
Ck(x, q) = x
kq
1− xWk(x, q)
k−1∏
j=2
(
q− 1+ 1− x
j+1(q− 1)j+1
1− x(q− 1) Wj(x, q)
)
.
The result follows from Lemma 3.1 by substituting forWk(x, q).
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To prove Theorem 2.2 we need the following lemma.
Lemma 4.1. The generating function for the number of k-ary words pi of length n ≥ 0 such that
ccon(kpi1) = s is given by
1
x2
Vk(x, q ‖ 2) = q− 11− (q− 1)kxk +
1
(1− (k− 1+ q)x)(1− (q− 1)x) .
Proof. Define the map kpi1pi2 . . . pin1 7→ 1pi ′1pi ′2 . . . pi ′n2, where pi ′i is pii + 1 if 1 ≤ pii ≤ k− 1 and 1 if
pii = k. This map shows that the generating function for the number of k-ary words pi of length n ≥ 0
such that ccon(kpi1) = s is given by 1
x2
Vk(x, q ‖ 2), as claimed. 
Now let CCk(x, q) be the generating function for the number of partitions of [n] with k blocks
according to the statistic ccon:
CCk(x, q) =
∑
n≥0
∑
pi∈Pn,k
xnqccon(pi).
Let pi be any partition of [n]with k blocks, then pi can be decomposed as
pi = 11 . . . 12pi (2)3pi (3) . . . kpi (k),
where pi (j) is a j-ary word. Thus,
CCk(x, q) = x
kq
1− x
(
k−1∏
j=2
BWj(x, q)
)
BVk(x, q|k, 1),
where BVk(x, q|k, 1) is the generating function for the number of k-ary words pi of length n ≥ 0 such
that ccon(kpi1) = s. Finally, we apply Lemma 3.1, (5) and Lemma 4.1, to obtain Theorem 2.2.
5. Some combinatorial results
In this section we employ mostly elementary arguments to establish some counting results when
both types of connected partitions are subjected to further restrictions.
First we show that connected partitions having 2 blocks are enumerated by binomial coefficients.
Then we examine the size of the set of connected partitions having the least possible number of
linear/circular connectors, defined as follows.
Definition 5.1. Let B = (B1, B2, . . . , Bk) be a partition of [n], k > 1. Then B is calledm-line-connected
if it containsmpairs (a, a+1), a ∈ [n] such that a ∈ Bi, a+1 ∈ Bi+1; B ism-arc-connected if it contains
m pairs (a, a + 1), a ∈ [n] such that a ∈ Bk, a + 1 ∈ B1 (an arc connection includes (n, 1) provided
n ∈ Bk). Hence
1. B is said to be purely line-connected if B is 0-arc-connected (andm-line-connected,m > 0).
2. B is said to be essentially arc-connected if B ism-arc-connected,m > 0, and 1-line-connected.
Proposition 5.2. The number h2(n, r) of partitions of [n] with 2 blocks containing r > 0 circular con-
nectors is given by
h2(n, r) = 12 (1+ (−1)
r)
(n
r
)
.
Proof. Let pi = B1/B2 be a partition counted by h2(n, r), and let B1 = {b1, . . . , bt}. Then a pair
(bi, bi + 1) connects B1 to B2 if and only if (bi+1 − 1, bi+1) connects B2 to B1. So circular connectors
occur in pairs, even when n ∈ B2 (since (n, 1) is a connector).
It follows that an odd value of r is impossible, i.e., h2(n, r) = 0 whenever r is odd.
Thus with an even value of r , we choose any r of n possible first members of the connectors, and
write down the partition by the above rules. For example, if n = 8, r = 4, the combination (2, 4, 5, 7)
gives the partition 1258/3467, and (2, 4, 5, 8) gives 125/34 678. 
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Table 3
Numbers lc(n, k) of purely line-connected partitions of [n].
n k
2 3 4 5 6 7 8 9 10 Sum
3 0 0 0
4 0 1 0 1
5 0 6 2 0 8
6 0 24 20 3 0 47
7 0 81 128 45 4 0 258
8 0 250 672 417 84 5 0 1428
9 0 732 3162 3090 1060 140 6 0 8190
10 0 2073 13908 20136 10476 2305 216 7 0 49121
Proposition 5.3. The number g2(n, r) of partitions of [n] with 2 blocks containing r > 0 connectors is
given by
g2(n, r) =
( n
2r
)
.
Proof. The canonical sequential form of a partition pi counted by g2(n, r) is a sequence of 1’s and 2’s
with a special property. A connector appears in the form 12, a pair of adjacent connectors has the form
1212, and a pair of successive non-adjacent connectors has the form 122 . . . 212. We deduce that the
special property of pi is that it contains exactly r runs of 2’s.
Thus, ignoring the first term in each partition (which is always 1), each partition pi corresponds to
a unique bit string of length n− 1 with r runs of 1’s. So we have proved the statement:
g2(n, r) is the number of (n− 1)-bit strings with r runs of 1’s.
The original assertion now follows from the next lemma. 
Lemma 5.4. The number of n-bit strings with r distinct runs of 1’s is(
n+ 1
2r
)
.
Proof. It is not difficult to prove directly that such bit strings of the type (0, . . . , 0) or (1, . . . , 0) are
counted by
( n
2r
)
, and those of type (1, . . . , 1) or (0, . . . , 1) by
( n
2r−1
)
. Hence the result. A proof using
generating functions can be found in [2]. 
5.1. Purely line-connected and arc-connected partitions
If pi = B1/ . . . /Bk is purely line-connected, then n 6∈ Bk, and we cannot have a ∈ Bk, a + 1 ∈
B1 ∀ a ∈ [n].
Let lc(n, k) denote the number of purely line-connected k-partitions of [n]. Some of the numbers
lc(n, k) are displayed in Table 3. We obtain a basic recurrence relation for these partitions.
Theorem 5.5. Let n, k be positive integers. Then
lc(n, k) = klc(n− 1, k)− lc(n− 2, k)+ (k− 2)S(n− 2, k− 1), n ≥ k+ 1, (6)
lc(k, k) = 0, lc(k+ 1, k) = k− 2.
Proof. Let pi = B1/B2/ . . . /Bk be a partition counted by lc(n, k). There are two parts to a constructive
proof: n− 1 6∈ Bk and n− 1 ∈ Bk.
Case I: If n − 1 6∈ Bk, then pi is obtained by putting n into any block of a purely line-connected
k-partition of [n− 1], except the last block (since this will introduce the forbidden connector (n, 1)).
Thus the number of partitions pi in this case is (k− 1)lc(n− 1, k).
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Case II: If n−1 ∈ Bk, thenpi is obtained by putting n into any block of amember of a special class of
k-partitions of [n− 1], except the first and last blocks (n also avoids B1 here to keep from forming the
forbidden connector (n−1, n)). The special class of partitions γ of [n−1]has the following properties:
(i) con(γ ) ≥ 1 and ccon(γ ) = 1;
(ii) The only circular connector of γ is (n− 1, 1).
Such partitions fall into two categories: Firstly, if the last block of γ consists of a sequence j, j +
1, . . . , n−1, j = k, k+1, . . . , n−1, then γ may be formed by inserting the block {j, j+1, . . . , n−1}
into an arbitrary (k − 1)-partition of [j − 1]. Note that the inserted block ‘‘blocks’’ previous circular
connectors and insures that property (ii) holds. So the number of all such partitions γ is
∑
j S(j−1, k−
1).
Secondly, if the last block ofγ does not consist of a sequence of consecutive elements, itwill contain
a non-exhaustive sequence of the form i, i+ 1, . . . , n− 1, i = k+ 2, k+ 3, . . . , n− 1. From this γ is
obtained by putting the numbers i, i + 1, . . . , n − 1 into the last block of a partition enumerated by
lc(i− 1, k). The number of such partitions γ is∑i lc(i− 1, k).
Hence the number of partitions pi from Case II is
(k− 2)
(∑n−1
j=k S(j− 1, k− 1)+
∑n−1
i=k+2 lc(i− 1, k)
)
.
Thus with the function (k− 1)lc(n− 1, k) obtained from Case I, the following recurrence relation
is established. The initial conditions may be verified separately.
lc(n, k) = (k− 1)lc(n− 1, k)+ (k− 2)
n−2∑
i=k+1
lc(i, k)+ (k− 2)
n−1∑
j=k
S(j− 1, k− 1), (7)
lc(n, n) = 0, lc(4, 3) = 1.
Now we simplify the first difference lc(n, k)− lc(n− 1, k)with (7) to obtain
lc(n, k)− lc(n− 1, k) = (k− 1)lc(n− 1, k)− lc(n− 2, k)+ (k− 2)S(n− 2, k− 1).
The theorem follows. 
It is possible to derive a formula for lc(n, k) from (6), but we will obtain it as a consequence of the
next, more general, result.
Let Rk(x, q) be the generating function for the number of k-ary words of length n according to the
number of strings k1. Moreover, let Rk(x, q|i1i2 . . . is) be the generating function for the number of k-
ary words pi1pi2 . . . pin of length n according to the number of strings k1 such that pi1 . . . pis = i1 . . . is.
Clearly,
Rk(x, q) = 1+
k∑
i=1
Rk(x, q|i).
Also, for all i = 1, 2, . . . , k− 1,
Rk(x, q|i) = xRk(x, q),
and
Rk(x, q|k) = x+ Rk(x, q|k1)+ Rk(x, q|k2)+ · · · + Rk(x, q|kk)
= x+ x2qRk(x, q)+ (k− 2)x2Rk(x, q)+ xRk(x, q|k),
which implies that
Rk(x, q|k) = x1−x + (k−2+q)x
2
1−x Rk(x, q).
Hence,
Rk(x, q) = 1+ (k− 1)xRk(x, q)+ x1− x +
x2(k− 2+ q)
1− x Rk(x, q),
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which implies that
Rk(x, q) = 11− kx+ (1− q)x2 .
Therefore, the generating function Tk(x, q) for the number of k-ary words kpi of length n according to
the number of occurrences of the string k1 in kpi1 is given by
Tk(x, q) = qx+ qxRk(x, q|k)+ (k− 2)xRk(x, q|k)+ xTk(x, q),
where q counts the case when pi is the empty word, qxRk(x, q|k) counts the case when pi ends at k,
(k−2)xRk(x, q|k) counts the case when pi ends at i, i = 2, 3, . . . , k−1, and the contribution xTk(x, q)
counts the case when pi ends at 1. Hence,
Tk(x, q) = qx1− x +
(k− 2+ q)x
1− x Rk(x, q|k),
which is equivalent to
Tk(x, q) = x(q+ (k− 2)(1− q)x)1− kx+ (1− q)x2 .
Now let us find the generating function ACk(x, q) for the number of k-partitions of [n] according to
occurrences of the string k1 and when pin = k (i.e. all k1 including pin = k, pi1 = 1). Using the fact
that each k-partition pi = pi1pi2 . . . pin of [n] can be decomposed as
1pi (1)2pi (2) . . . kpi (k),
where pi (i) is an i-ary word, we get that
ACk(x, q) = Tk(x, q)
k−1∏
j=1
x
1− jx .
Hence we can state the following result.
Theorem 5.6. Let acm(n, k) denote the number of m-arc-connected k-partitions of [n]. Then the gener-
ating function ACk(x, q) =∑n≥0∑m≥0 acm(n, k)qmxn is given by
ACk(x, q) = x
k
(1− x)(1− 2x) . . . (1− (k− 1)x)
(
(q+ (k− 2)(1− q)x)
1− kx+ (1− q)x2
)
, k > 1.
The following result (cf. Equation (6)) is obtained from the fact that lc(n, k) = ac0(n, k).
Corollary 5.7. We have
lc(n, k) = (k− 2)
n−1∑
i=0
αn−1−i − βn−1−i
α − β S(i, k− 1), 2 < k < n (8)
where α = k+
√
k2−4
2 and β = k−
√
k2−4
2 .
Proof. Let Lk(x) = ∑n≥k+1 lc(n, k)xn. Then since lc(n, k) = ac0(n, k), we correspondingly deduce
that Lk(x) = ACk(x, 0):
Lk(x) = (k− 2)x
k+1
(1− kx+ x2)
k−1∏
j=1
(1− jx)
. (9)
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Nowdefineα = k+
√
k2−4
2 and β = k−
√
k2−4
2 . Using (9) and the generating function
∑∞
n=0 S(n, k)xn
= xk/((1− x) . . . (1− kx)), we obtain
Lk(x) = (k− 2)x
2
(1− αx)(1− βx)
∑
j≥0
S(j, k− 1)xj
= (k− 2)x
α − β
(
1
1− αx −
1
1− βx
)∑
j≥0
S(j, k− 1)xj
= (k− 2)
∑
n≥1
xn
(
n−1∑
i=0
αn−1−i − βn−1−i
α − β S(i, k− 1)
)
.
Hence the corollary follows. 
Remark 5.8. It is of interest that lc(n + 2, n) counts a form of random walks on a square lattice (see
[3,4], also [11]):
Using the notation of [3], let w′n(y) denote the number of different walks of n unit steps between
lattice points in the positive quadrant, each in a direction N, S, E or W, starting from from (0, 0) and
finishing a distance y from the x-axis. Then
lc(n+ 2, n) = w′n(n− 3). (10)
Indeed from page 8 of [3], the refinement ofw′n(y) to the contributing lattice points,w′n(x, y), has the
closed formula:
w′n(x, y) =
(n
r
)(n+ 2
s
)
−
(
n+ 2
r + 1
)(
n
s− 1
)
, r = 1
2
(n+ x− y), s = 1
2
(n− x− y).
It is well-known that the number of NE paths from (0, 0) to (u, v) is
( u+v
u
)
(see for example [1]). Thus
a lattice point (x, n− 3) contributing tow′n(n− 3)must satisfy x+ n− 3 ≤ n or x ≤ 3. But (2, n− 3)
is impossible because each (x, n− 3), x = 1, 3, gives an odd or even number n of steps when n− 3 is
even, or odd, respectively. Hence there are exactly two contributing lattice points namely (1, n − 3)
and (3, n − 3). So w′n(n − 3) = w′n(1, n − 3) + w′n(3, n − 3), and applying the quoted formula, we
obtain
w′n(n− 3) =
(n
2
)(n+ 2
1
)
−
(
n+ 2
3
)
+
(n
3
)
= (n− 2)
(
n+ 1
2
)
.
On the other hand, direct computation of lc(n + 2, n) with the recurrence equation (6), gives lc(n +
2, 2) = nlc(n+ 1, n)− lc(n, n)+ (n− 2)S(n, n− 1), or,
lc(n+ 2, 2) = n(n− 2)− 0+ (n− 2)
(n
2
)
= (n− 2)
(
n+ 1
2
)
.
We are presently unable to give a bijective proof of the identity equation (10).
5.2. Essentially arc-connected partitions
A partition pi = B1/ . . . /Bk is essentially arc-connected if exactly one connector links B1 to B2, and
a ∈ Bk, a+ 1 ∈ B1 for some a ∈ [n], where a = n H⇒ a+ 1 = 1.
Equivalently, pi = pi1pi2 · · ·pin ∈ Pn,k is essentially arc-connected if it contains exactly one string
of the form a, a+1, a ∈ [k], (which is necessarily 12) and at least one instance of the string k1 (which
may be pin = k for pinpi1 = k1). The sequence of numbers of essentially arc-connected partitions of
[n], n ≥ 1, is shown in Table 4.
The enumeration of essentially arc-connected partitions is more involved than the enumeration of
purely line-connected partitions.
Let ea(n, k) denote the number of essentially arc-connected k-partitions of [n].
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Table 4
Numbers ea(n, k) of essentially arc-connected partitions of [n].
n k
1 2 3 4 5 6 7 Sum
1 0 0
2 0 1 1
3 0 3 0 3
4 0 6 1 0 7
5 0 10 5 0 15
6 0 15 16 2 0 33
7 0 21 44 15 0 80
8 0 28 115 72 6 0 221
9 0 36 294 294 65 0 689
10 0 45 739 1117 442 24 0 2367
Theorem 5.9. The generating function EAk(x) for the number ea(n, k) is given by
(−1)kx2k−2 (1+ 3x+ x
2 − kx(1+ x)+ (−x)k+1)2
(1− x2)(1− (k− 1)x)(1− (−x)k)
k−1∏
j=2
(1− j(1+ x)− (−x)j)
k∏
j=2
(1+ 2x− jx(1+ x)+ (−x)j+2)
.
In order to prove this theorem we first establish a sequence of lemmas.
Lemma 5.10. The generating function for the number of k-ary words of length n that avoid the string
a(a+ 1) with a > 1, according to the number of strings 12, is given by
Gk(x, q) = 1
1− x− kx1+x + x 1−(−x)
k
(1+x)2 + x2(1− q) 1−(−x)
k−1
1+x
.
Proof. Denote the generating function for the number of k-ary words pi j of length n that avoid the
string a(a+ 1), with a > 1, according to the number of strings 12, by Gk(x, q|j). Clearly,
Gk(x, q) = 1+ Gk(x, q|1)+ · · · + Gk(x, q|k)
and
Gk(x, q|1) = xGk(x, q),
Gk(x, q|2) = xGk(x, q)+ x(q− 1)Gk(x, q|1),
Gk(x, q|3) = xGk(x, q)− xGk(x, q|2),
...
Gk(x, q|k) = xGk(x, q)− xGk(x, q|k− 1).
By induction, we have that
Gk(x, q|i) = x1− (−x)
i−1
1+ x Gk(x, q)+ (q− 1)(−x)
iGk(x, q), i = 2, 3, . . . , k. (11)
Summing over all i = 2, 3, . . . , k, we obtain the lemma.
Lemma 5.11. The generating function for the number of k-ary words 1pi2 . . . pin of length n containing
exactly t occurrences of the strings 12 and avoiding strings k1 and a(a+1)with a > 1, andpin < k, where
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t > 0 and k ≥ 2, is given by
Ek(x, q) = 1
(1− (k− 1)x) 1+xq+(q−1)(−x)k
1−x(k−2)− x21+x (1−(−x)k−1)
− xq
− 1. (12)
Proof. Let w(n, k, t, j) denote the number of k-ary words 1pi j of length n containing exactly t
occurrences of the strings 12 and avoiding strings k1 and a(a+1)with a > 1, where t > 0 and k ≥ 2.
Define
Hk(x, q|j) =
∑
n≥0
∑
t≥0
w(n, k, t, j)xnqt .
Clearly the lemma is determined by the generating function
Ek(x, q) = x+ Hk(x, q|1)+ · · · + Hk(x, q|k− 1).
Define
Hk(x, q) = x+ Hk(x, q|1)+ · · · + Hk(x, q|k).
From the definitions we have that
Hk(x, q|1) = xEk(x, q)
Hk(x, q|2) = xHk(x, q)+ x(q− 1)(Hk(x, q|1)+ x)
Hk(x, q|3) = xHk(x, q)− xHk(x, q|2)
· · ·
Ek(x, q|k) = xHk(x, q)− xHk(x, q|k− 1).
(13)
This implies that for all j = 2, 3, . . . , k,
Hk(x, q|j) = x1− (−x)
j−1
1+ x Hk(x, q)+ (−x)
j(q− 1)(1+ Ek(x, q)),
and Hk(x, q|1) = xEk(x, q). Therefore,
Hk(x, q) =
x+ x2−(−x)k+11+x (q− 1)
1− x1+x
k∑
j=2
(1− (−x)j−1)
(1+ Ek(x, q)). (14)
On the other hand, summing the equations in (13), we obtain
Hk(x, q) = x+ (k− 1)xHk(x, q)+ x2q(1+ Ek(x, q)).
Substituting in (14) together with several simple algebraic operations, we get the desired result.
Theorem 5.12. The generating function for the number of k-partitions of [n] containing exactly t occur-
rences of the strings 12 and avoiding strings a(a + 1), with a > 1, and containing the string k1 at least
once, is given by
Fk(x, q) = x
kq
1− x (1+ Gk(x, q|k))(1+ Ek(x, q))
k−1∏
j=2
(Gj(x, q)− 1− Gj(x, q|j)), (15)
where Gk(x, q) and Ek(x, q) are given in Lemmas 5.10 and 5.11.
Proof. Each k-partition pi of [n] avoiding strings a(a+ 1) with a > 1 and containing the string k1 at
least once can be decomposed as either (1) pi = pi ′k or (2) pi = pi ′k1pi ′′, where pi ′k is a k-partition of
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[n] avoiding strings a(a+1)with a > 1, and pi ′′ is a (k−1)-ary word such that 1pi ′′ avoids the strings
a(a+ 1)with a > 1.
Let Ak(x, q) be the generating function for the number of partitions in case (1). Decomposing such
partitions as pi ′k = 1pi (1)2pi (2) . . . kpi (k)k, where pi (i) is a word over the alphabet [i], we get that
Ak(x, q) = x
kq
1− x (1+ Gk(x, q|k))
k−1∏
j=2
(Gj(x, q)− 1− Gj(x, q|j)). (16)
Now, we find the generating function Bk(x, q) for number of partitions in case (2). Each partition
may be decomposed as pi ′k1pi ′′ = 1pi (1)2pi (2)3 . . . kθ1pi ′′, where pi (i) is a word over the alphabet [i],
θ is either the empty word or θ = θ ′k is k-ary word, and pi ′′ is a k-ary word that avoids the string k1
and its rightmost letter does not equal k. Then on applying Lemmas 5.10 and 5.11, we obtain
Bk(x, q) = x
kq
1− x (1+ Gk(x, q|k))Ek(x, q)
k−1∏
j=2
(Gj(x, q)− 1− Gj(x, q|j)). (17)
Hence, by (16) and (17), we find that the desired generating function is given by
Fk(x, q) = Ak(x, q)+ Bk(x, q),
which simplifies to Eq. (15).
Proof of Theorem 5.9. If we consider the generating function EAk(x) = Fk(x, q)/q |q=0, then by The-
orem 5.12, we get that
EAk(x) = x
k
1− x (1+ Gk(x, 0|k))(1+ Ek(x, 0))
k−1∏
j=2
(Gj(x, 0)− 1− Gj(x, 0|j)),
where, using Lemma 5.10 and (11), we have
Gk(x, 0) = (1+ x)
2
1+ 2x− kx(1+ x)− (−x)k+2 , Gk(x, 0|k) =
(x(1+ x)(1− (−x)k))
1+ 2x− kx(1+ x)− (−x)k+2 ,
and by Lemma 5.11, we obtain
Ek(x, 0) =
1− x(k− 2)− x21+x (1− (−x)k−1)
(1− (k− 1)x)(1− (−x)k) − 1.
Combining all these results, we get Theorem 5.9. 
Remark 5.13. The following relation holds (see also Table 4):
ea(2m,m+ 1) = (m− 1)!.
Indeed, ea(2m,m + 1) = (m − 1)ea(2m − 2,m), m > 1, since a desired partition is obtained by
inserting the block {2m} in a partition counted by ea(2m−2,m), followed by putting 2m−1 into any
ofm− 1 possible blocks (excluding themth block to avoid a linear connection with {2m}). Iterate the
recurrence: ea(2m,m+ 1) = (m− 1)(m− 2) . . . 2ea(2, 2), where ea(2, 2) = 1.
Some open questions
The combinatorial results exhibited in Section 5 indicate the potential of block-connected
partitions as a rich source of challenging enumeration problems. We give few more examples below.
Is there a direct derivation of the final recurrence relation for lc(n, k)? (see Theorem 5.5).
Is there an elementary characterization of the number ea(n, k)? (see Theorem 5.9).
As a follow-up tom-connected partitions (see Definition 5.1), let f (n, k,m,m′) denote the number
of k-partitions of [n] which are m-line-connected and m′-arc-connected. Thus ∑i f (n, k, i, 0) =
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lc(n, k),
∑
i f (n, k, i,m) = acm(n, k), and
∑
j>0 f (n, k, 1, j) = ea(n, k). Also
∑
j f (n, k,m, j) and
∑
i
f (n, k, i,m′), have been evaluated in Section 2, by generating functions.
What is the formula for the enumeration function f (n, k,m,m′)?
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