Abstract-The imaging properties of a microlens are highly related to its 3-D profile; therefore, it is of fundamental importance to measure its 3-D geometrical characteristics with high accuracy after industrial fabrication. However, common 3-D measurement tools are difficult to use for fast, noninvasive, and precise 3-D measurement of a microlens. Depth acquisition is a direct way to understand the 3-D properties of objects in computer vision, and shape from defocus (SFD) has been demonstrated to be effective for 3-D reconstruction. In this paper, a depth reconstruction method from blurring using optical microscopy and optical diffraction is proposed to reconstruct the global shape of a microlens. First, the relationship between the intensity distribution and the depth information is introduced. Second, a blurring imaging model with optical diffraction is formulated through curve fitting, accounting for relative blurring and heat diffusion, and a new SFD method with optical diffraction and defocused images is proposed. Finally, a polydimethylsiloxane (PDMS) microlens is used to validate the proposed SFD method, and the results show that its global shape can be reconstructed with high precision. The average estimation error is 77 nm, and the cost time is reduced by 92.5% compared with atomic force microscopy scanning.
Hence, there has been a growing demand for developing highvolume and low-cost processes to fabricate microlenses [1] , [2] .
With the recent progress in 3-D microlens fabrication, several fabrication processes for microlenses have been reported, such as reactive ion etching, hot embossing, the micromachining of injection molds, and electron beam lithography [3] , [4] . However, no matter which fabrication method is used, each produced microlens has a rigid 3-D structure with a unique focal length. The precise knowledge of its imaging properties, i.e., the surface geometry and the refractive index, is of fundamental importance to ensure high accuracy and lensto-lens uniformity for fabrication [5] . Because of the small dimensions and precise alignment tolerance of a microlens, the measurement of these parameters is a much more complicated process than that for normal lenses. Therefore, an accurate and efficient measurement tool to evaluate the 3-D profile of a microlens (or a microlens array) is necessary in industrial manufacturing [6] [7] [8] [9] , where a number of different methods have been proposed for the testing and characterization of microlenses. The most frequently used techniques are optical interferometry, scanning electron microscopy (SEM) [10] , and atomic force microscopy (AFM) [11] .
The most frequently used interferometers are the TwymanGreen [12] , Mach-Zehnder [13] , digital holographic [14] , and phase-shifting shearing [15] interferometers for the inspection of microlenses. The basic procedure of these techniques is the positioning of the zero optical path difference of a surface to attain its relative height and the subsequent reconstruction of the 3-D surface profile of a microlens. These interferometerbased techniques have their own advantages; however, they are somewhat complicated, and their arrangements require better isolation to prevent vibration. More recently, optical coherence tomography (OCT) has become a potential technique for characterizing microoptical components and lenses [16] . OCT is a noninvasive and depth-resolving cross-sectional imaging technique for the characterization of turbid media and has become a well-established technique in biomedical diagnostics and engineering. However, the resolution of OCT, which is highly related to the wavelength of its optical source, is limited. Currently, the highest imaging resolution is only 1 μm, and it is inversely proportional to its penetration depth. In addition, the current OCT systems in the market are expensive.
SEM produces the images of a sample by scanning it with a focused beam of electrons. SEM micrographs have a large depth of field yielding a characteristic 3-D appearance that is useful for understanding the surface structure of a sample. Furthermore, SEM can achieve a resolution lower than 1 nm. However, SEM can only work in a vacuum environment or wet conditions (in environmental SEM), and all samples must be also an appropriate size to fit inside the specimen chamber. These disadvantages limit its application areas.
AFM is a very-high-resolution type of scanning probe microscopy, with a demonstrated resolution on the order of fractions of a nanometer. AFM provides a 3-D surface profile, and samples viewed by AFM do not require any special treatments. However, the usefulness of AFM also has limitations. For example, AFM can only image a maximum height on the order of 10-20 μm and a maximum scanning area of approximately 150 μm × 150 μm. Furthermore, the scanning speed of an AFM system is comparatively low, and it is difficult to use it for the effective shape measurement of microlenses.
With the current precision and resolution improvements in optical microscopes, computer vision techniques have been used in high-resolution 3-D reconstruction [17] [18] [19] [20] [21] . Compared with the aforementioned methods, requirements, such as the experimental environment, the operation cost, and the equipment price, are much lower for optical microscopes. Furthermore, with the advantage of a direct and real-time observation, optical-microscope-based technologies have been used to image micrometer samples, attain real-time vision feedback, and assist AFM to improve the precision, success rate, and efficiency of micromanipulation/nanomanipulation [22] . Moreover, shape from defocus (SFD), or depth from defocus, has been demonstrated to be an effective shape reconstruction method by using the blurring degree of region images, and it has been widely used for many macroscopic observations [23] [24] [25] [26] [27] [28] [29] . However, the traditional SFD method is inaccurate for highresolution 3-D reconstruction for the following reasons.
1) The depth calculation of traditional SFD is based on the presupposition that optical diffraction can be omitted during an optical imaging process. However, owing to the wave-particle duality, the direction in which light travels deviates from a straight line when it travels around small obstacles or passes through small openings because of optical diffraction [31] [32] [33] [34] . 2) The shape reconstruction precision is highly related to the defocus measurement. In traditional SFD, the defocus phenomenon is supposed to result from the depth variation when the camera parameters of an optical imaging system are fixed. However, the intensity distribution of a point on the image plane does not converge at a point because of optical diffraction. Therefore, besides depth variation, optical diffraction also results in defocused imaging.
In our previous work, SFD with fixed camera parameters was proposed [35] , [36] , but optical diffraction was not considered in the defocus imaging process. Therefore, a high-precision shape reconstruction method with optical diffraction is proposed to estimate the global shape of a microlens in this paper. Our present approach is novel in several ways and provides fast, noninvasive, and precise 3-D measurement of a microlens. The innovation and contribution of this paper are as follows.
1) The accuracy problem of traditional SFD is proved. First, the main disadvantages of common techniques currently used to measure a microlens profile are analyzed, and SFD using optical microscopy is introduced as a promising 3-D measurement method. Then, the reconstructed depth of traditional SFD and SFD with optical diffraction is theoretically compared when the same blurring degree is considered, and a graphical representation of the results is shown. 2) A new SFD method considering optical diffraction is proposed. First, the relationship between Fresnel diffraction and the depth information is developed, and a blurring imaging model with optical diffraction is developed through the curve fitting of a numerical model, accounting for relative blurring and heat diffusion. Subsequently, heat diffusion equations combined with optical diffraction are developed, and their solutions are transformed into a dynamic optimization problem. 3) Finally, an experiment with a polydimethylsiloxane (PDMS) microlens is carried out, and the results show that its global shape can be reconstructed with high precision using the SFD method in this paper. Through comparison with traditional SFD without optical diffraction, it can be seen that, with our new SFD method, the reconstruction error of traditional SFD can be decreased by 55%.
II. DEFOCUS IN GEOMETRICAL OPTICS
In geometrical optics, when focal length f , the distance of the object from the principal u, and the distance of the focused image from the lens plane v fulfill
the image of a source point is a focused point, as shown in Fig. 1 , and the imaging process is focused. Otherwise, the image is a blurred round spot, and a defocused image appears. The intensity distribution in the blurring spot can be normally denoted with a 2-D Gaussian function, which is called a point spread function, i.e.,
where h(y, z) is the point spread function, σ denotes the spread of the Gaussian kernel, and y and z are the 2-D coordinates of any image on the image plane. Since a blurring image can be theoretically considered the summation of some relative blurring points, this defocus imaging process can be denoted by the following convolution function:
where E(y, z) and I(y, z) are the defocused image and the focused image, respectively, and * denotes convolution. The radius of the blurring spot r determines the size of the pattern generated by a point light source with unit intensity, and it can be denoted as [37] 
The blurring degree can be denoted by Gaussian kernel σ, which is
where γ is a constant between the blurring radius and the blurring degree.
When the point spread function is approximated by a shiftinvariant Gaussian function, the imaging model in (3) can be formulated in terms of an isotropic heat equation, i.e.,
where ε is the diffusion coefficient and is nonnegative, q(y, z) is the radiance,u . = (∂u/∂t), Δ denotes the Laplacian operator, and
When distance map s is not an equifocal plane, the point spread function is general shift varying. The equivalence with the isotropic heat equation does not hold, and the diffusion process can be formulated in terms of the inhomogeneous diffusion equation as follows:
where ∇ and ∇· denote the gradient operator and divergence operator, i.e.,
Consider u(y, z, 0) to be radiance q(y, z); the solution of the diffusion equation can be obtained in terms of the convolution of the image with a temporally evolving Gaussian kernel. Thus, the diffusion equation can be introduced into the defocus imaging. Solution u at a time t = τ plays the role of an image E(y, z) = u(y, z, τ ) captured with a certain blurring setting that is related to τ . However, radiance q(y, z) is not always necessary to construct the diffusion equation because its diffusion process to a defocused image is similar to that between two defocused images.
Suppose there are two images E 1 (y, z) and E 2 (y, z) for two different focus settings σ 1 and σ 2 , respectively, with σ 1 < σ 2 (i.e., E 1 (y, z) is more defocused than E 2 (y, z)); then, E 2 (y, z) can be written as
where
Therefore, a defocused image can be described by another defocused image with the relative blurring between them, and no focused image is needed [33] , [34] . The following heat diffusion functions between two defocused images can be given as:
Then, the relationship between the relative blurring and the blurring radius is
where r i (i = 1, 2) [see (4) ] is a function of the depth information. Therefore, the blurring radius and the depth information can be calculated through solving the heat diffusion functions in (11) with two defocused images and (12) . These are the basic principles of traditional SFD in geometrical optics.
III. SHAPE RECONSTRUCTION MODEL WITH DIFFRACTION
As known in Section II, the traditional SFD method is to calculate the depth information with the blurring degree measurement of two defocused images in geometric optics, where optical light travels in straight lines. In fact, although the focused-image-forming condition in (1) is fulfilled because of optical diffraction, the intensity distribution of a point on the image plane does not converge at a point but scatters in a spot, as shown in Fig. 2 , where the figure on the right is the blurred image that resulted from optical diffraction. However, optical diffraction has been rarely considered in traditional SFD. In this section, we will introduce the basic principle of optical diffraction into traditional SFD, and we develop a blurring imaging model with optical diffraction. There normally appear two typical diffraction types, i.e., Fraunhofer diffraction and Fresnel diffraction. The former diffraction, which is also called far-field diffraction, occurs when field waves are passed through an aperture or a slit only causing the size of an observed aperture image to change due to the far-field location of the observation and the increasingly planar nature of the outgoing diffracted waves passing through the aperture; Fresnel diffraction, or near-field diffraction, occurs when a wave passes through an aperture and diffracts in the near field, causing any diffraction pattern observed to differ in size and shape, depending on the distance between the aperture and the projection [38] . When the distance increases, the outgoing diffracted waves become planar, and Fraunhofer diffraction occurs.
In the optical imaging system shown in Fig. 3 , the optical diffraction that occurs is convergent-wave Fresnel diffraction [39] , and the amplitude of a random point P on the imaging plane can be described as
where T=
x is the movement distance of the imaging plane along optical axis X; y is the distance between P and grid origin O along the y-axis; Y OZ is the imaging plane; D is the diameter of the lens; k = 2π/λ; ρ is the distance from P to the x-axis; J n is the n-order Bessel function; λ is the wavelength of the incident light; R is the distance between the ideal imaging plane and the lens when the imaging plane moves forward or backward x i (i = 1, 2); and b is the distance between the imaging plane and the lens, and when the imaging plane moves forward or backward
Then, the normalized intensity distribution of P is
In (13) and (14), we can see that the intensity distribution of random point P is a function of x and y, i.e., I p (x, y). Because the scale factor between the object distance and the imaging distance of a camera is axial magnification m, the variation of the imaging distance x can be transformed into the variation of the object distance l with
If we fix all the parameters of a camera, the intensity distribution that resulted from the variation of x can be also replaced by the variation of l, and the distribution of I p (l, y) is almost the same to that of I p (x, y) because l is a linear function of x. When λ = 600 nm and sin u = 0.5, I p (x, y) with different l is shown in Fig. 4 , where we can see that I p (x, y) is maximal when P is the intersection point of the imaging plane and the optical axis. In other positions around the intersection point, the intensity value decreases with the distance from the maximal point. When l is fixed, each curve of I p (l, y) distributes close to a Gaussian function along the y-axis, and when depth variation l is zero, I p (l, y) does not converge at a point, as expected in geometrical optics. It demonstrates that, even when the focused imaging condition in geometrical optics is fulfilled, the imaging process is not focused due to optical diffraction. Therefore, both the depth variation and optical diffraction can result in blurring imaging, and blurring kernel σ can be denoted as Since I p (l, y) with fixed l is close to a Gaussian function of y, it is easy to fit each I p (l, y) with a Gaussian curve and to attain the Gaussian kernel σ of different l. When λ = 600 nm and sin u = 0.5, the relationship between σ and l is shown in Fig. 5 , where we can see that with depth variation l increasing, Gaussian kernel σ is increasing as well and that when depth variation l is zero, σ with optical diffraction is 1.57 × 10 −4 . In order to compare with the blurring imaging in geometrical optics, wavelength λ and sin u are fixed, and the relationship between σ and l in geometrical optics is calculated, as shown in Fig. 6 , where we can see that, when depth variation l is zero, σ is zero. Furthermore, with depth variation l increasing, σ in Figs. 5 and 6 is becoming close. Therefore, in a macrooptical system, it is reasonable to omit optical diffraction, but on the nanoscale, the influence of optical diffraction cannot be ignored. Therefore, in order to calculate the depth information from the blurring degree of a blurring image, a mathematical function between l and σ is required. In Fig. 5 , we can see that the relationship between σ and l can be fitted with a quadratic curve, and the fitting curve in our paper is
The fitting curve is shown in Fig. 7 , where the points with * are the calculation values with a Gaussian function, and the solid line is the fitting curve. Therefore,
The solution of (19) is
Then, the final depth of a blurring image can be calculated as
where s 0 is the ideal object distance.
From (18), we can see that a, b, and c are known after the curve fitting. In order to calculate the depth information, we only need to obtain blurring kernel σ, which can be attained from the relative blurring between two blurring images.
Here, we would not adjust any camera parameter to obtain blurring images E 1 (y, z) and E 2 (y, z) because, in a highresolution observation, the variation of camera parameters will destroy the camera. The method we use is to capture the first blurring image E 1 (y, z) and then to capture the second blurring image E 2 (y, z) after a small depth variation of Δs that is exactly known through a nanoplatform. Suppose their depth maps are s 1 (y, z) and s 2 (y, z) , respectively, and the diffusion equations in (11) are constructed. In order to solve them, we calculate the relative blurring between them and introduce a global optimization method for the reconstruction of a global shape.
First, the relative blurring between E 1 (y, z) and E 2 (y, z) is
The depth variation of these blurring images is
By simplification, (22) can be denoted as
Suppose that
Then, we obtain the depth reconstruction model with optical diffraction as
As a global algorithm, we construct the following optimization problem to calculate the solutions of the diffusion equations:
However, the aforementioned optimization process is ill posed, i.e., the minimum may not exist, and although it exists, it may not be stable with respect to the data noise. A common way to regularize this problem is to add a Tikhonov penalty as follows [40] :
where the additional term imposes a smoothness constraint on the depth map. In practice, we use α > 0 and k > 0, which are all very small, because these terms have no practical influence on the cost energy denoted as
Thus, the solution process is equal to the following equation: (27) .
Therefore, (31), as a dynamic optimization, can be solved by a gradient flow. If the cost energy in (30) is below the energy threshold, the algorithm stops, and the desired depth map is obtained. Otherwise, we calculate the following equation with the optimization step:
Then, the depth map is updated, and the algorithm returns to the next circulation until the stop condition is fulfilled.
The flow graph of our algorithm is shown in Fig. 8 .
IV. EXPERIMENT
In order to validate the new algorithm proposed in this paper, we use it to reconstruct the global shape of a PDMS microlens in a microlens array. The geometrical shape of each microlens is a hemispheroid. Its average radius along the vertical direction is 2 μm, and its average radius along the horizontal direction is 6.5 μm. In the experiment, first, we use a Veeco Dimension 3100 AFM system, as shown in Fig. 9 , to scan a microlens. The scanning frequency of the AFM system is 1 Hz. Then, we capture two blurring images of the same microlens with the optical microscope HIROX-7700 through depth variation. The amplification factor of our microscope is 7000, and the rest of the camera parameters are as follows: f = 0.357 mm, s 0 = 3.4 mm, F -number = 2, and Δs = 100 nm. Finally, we use the traditional SFD method without optical diffraction and our new SFD method with optical diffraction in this paper to reconstruct the global shape of the microlens with two blurring images captured by our optical microscope, and then, we compare the reconstructed results with those of the AFM scanning.
The experimental results are shown in Figs. 10-16 . Figs. 10 and 11 are the AFM-scanned 3-D image of the microlens and its 3-D profile of any section, respectively. In Fig. 11 , it can be seen that the height of the microlens is 2 μm, and its radius along the horizontal direction is 6.5 μm. Fig. 12(a) and (b) shows the two optical blurring images before and after depth variation, respectively; the reconstructed shape of the microlens with our new SFD is shown in Fig. 13 , where (a) and (b) are the side and vertical views, respectively. The unit in our reconstructed shape figure is millimeter. The reconstructed shape of the microlens with traditional SFD is shown in Fig. 14 , where (a) and (b) are the side and vertical views, respectively. In Fig. 13 , it can be seen that our algorithm can reconstruct the entire shape of the microlens and the planar substrate. The height difference between the substrate and the vertex of the hemisphere is approximately 2 μm, and the horizontal radius of the microlens on the substrate is approximately 6.5 μm. However, with traditional SFD, the reconstructed shape is far from the true shape, and it is difficult to separate the microlens and the substrate.
In order to investigate the precision of our shape reconstruction algorithm, first, we construct the error map φ between true shape s in Fig. 10 and estimated shapes from our method, and from φ, we can observe the error distribution on the entire shape. The computational formula is as follows:
The error maps of our new SFD method and the traditional SFD method are shown in Figs. 15 and 16 , respectively, and their average values are 1.8 × 10 −6 and 5.2 × 10 −5 , respectively. Then, we calculate the average height error of a random section selected from the 3-D shape, and the computational formula is as follows:
where n is the number of the sample points, i.e., 256 in our experiment; H k is the true height value from the AFM scanning; andH k is the estimated height of the kth point from our reconstruction method. Compared with (33), (34) can give us a quantitative evaluation of our method. The accurate height of this section is known from the AFM scanning in Fig. 10 , and the comparison result is shown in Fig. 17 , where the solid line is the reconstructed profile of our method, the dot-dash line is the reconstructed profile of the traditional SFD method without optical diffraction, and the dash line is the profile of the AFM scanning. From Figs. 13, 14 , and 17, and our calculation, we can obtain the following conclusions.
1) The reconstructed 3-D shape of the new proposed algorithm is close to the measurement result of AFM. The height difference between the substrate and the peak point is 2.2 μm, and the width of the reconstructed hemispheroid is 13.2 μm, which is the same as the AFM scanning. However, with traditional SFD, the reconstructed shape is far from the true shape. The height difference between the substrate and the peak point is 1.8 μm, and the width of the reconstructed hemispheroid is about 12.5 μm; however, there is another peak on the left side of the reconstructed hemispheroid.
2) The middle of our reconstructed shape is thinner than the scanned shape. The reason is that we use a global optimization to solve our algorithm, and it needs a secular change to get to the optimization value. Our future work is to improve the optimization method to solve this problem. However, with traditional SFD, the reconstructed substrate is not flat on the left side. 3) Compared with the measurement result of AFM, the E ave of our new algorithm is 77 nm, and it coincides with the demand of a high-resolution reconstruction. For traditional SFD without optical diffraction, its E ave is 170 nm. 4) If the scanning image size is 256 × 256 pixels, the AFM scanning takes 240 s. However, with our optical method, the calculation process for the same image size takes 13 s, and the capture process of the two blurring images takes 5 s. Therefore, the total working time of our method is only 7.5% of the AFM scanning time, and it is the same as that of traditional SFD because we do not add additional computational burden to traditional SFD when we design our new SFD.
V. CONCLUSION
In this paper, an effective shape reconstruction method for a microlens using optical microscopy has been proposed and validated with a practical microlens. Our primary contributions are to analyze the disadvantages of the common tools currently used in microlens profile reconstruction and to choose the shape reconstruction from defocus using optical microscopy as a promising shape estimation method for a microlens. Moreover, we propose a blurring imaging model with optical diffraction through curve fitting, accounting for relative blurring and heat diffusion, and we improve the precision of traditional SFD. Finally, the shape of a practical PDMS microlens is reconstructed with our new proposed shape reconstruction method and the traditional SFD method. The results show that the proposed algorithm is an effective method for reconstructing the microlens shape, and the calculation time is only 7.5% of the AFM scanning time. Furthermore, with our new SFD, the reconstruction error of traditional SFD can be decreased by 55%, and at the same time, we do not increase the calculation time of traditional SFD. In addition, our method can be possibly used to simultaneously measure the entire shape of a microlens array in industry.
