Radial wavelet networks have recently been proposed as a method for nonparametric regression. In this paper we analyse their performance within a Bayesian framework. We derive probability distributions over both the dimension of the networks and the network coecients by placing a prior on the degrees of freedom of the model. This process bypasses the need to test or select a nite number of networks during the modelling process. Predictions are formed by mixing over many models of varying dimension and parameterization. We show that the complexity of the models adapts to the complexity of the data and produces good results on a number of benchmark test series.
Introduction
Wavelet networks have previously been studied in relation to nonparametric regression by Zhang (1997) , Kugarajah and Zhang (1995) , Zhang and Benveniste (1992) and Cao et al (1995) . The networks are similar in structure to Radial Basis functions though motivated by wavelet theory (Chui, 1992) . Zhang (1997) pays particular attention to a constructive algorithm used to build wavelet networks given a data set to be approximated. Here we adopt a complementary approach from a Bayesian perspective. Rather than specifying one particular architecture we de ne a probability distribution over the whole of wavelet network space. Using specially tailored Markov chain Monte Carlo (MCMC) algorithms we generate posterior distributions over this model space. The posterior densities can be used to provide predictive distributions on model outputs and marginal distributions on say the models' dimension. When making point predictions the method uses a weighted average of predictions from a large number of models, with the weights determined by posterior model probabilities given the observed data. This approach has previously been utilized in the eld of Radial Basis Functions by Holmes and Mallick (1997) .
The main contribution of this paper is to highlight a full Bayesian approach to wavelet network construction and show that the resulting models prove highly accurate at approximating a number of benchmark test series. We considerably extend the analysis of Holmes and Mallick (1997) to show how the Bayesian approach naturally controls model complexity through a Bayes Factor term that enters into the MCMC algorithm.
The paper is structured as follows. In section 2 we introduce wavelet networks from a classical and Bayesian perspective. Section 3 develops our Bayesian strategy and argues for a prior on the degrees of freedom exhibited by the network. In this section we describe the reversible jump MCMC algorithm used in our computations (Green, 1995) . The reversible jump MCMC can be used to construct distributions when the dimension of the space is unknown. Results on some standard test sets are presented in section 4. We draw some conclusions on our work in section 5.
Wavelet Networks and Regression
Wavelet theory has proved remarkably popular in signal processing particularly in the areas of data compression and de-noising (Chui, 1992) . Until recently however, the application to regression has not been widely studied. This is probably because most of the emphasis has revolved around discrete wavelet analysis due to the fast algorithms and analytical solutions provided with this method. However, discrete wavelet analysis is generally only applicable to regularly spaced data of order 2 n (where n is an integer) and tend to be limited to the analysis of low dimensional data due to the exponential growth in storage terms with dimension. To overcome these problems Zhang and Benveniste (1992) advocated the use of continuous radial wavelet frames for nonparametric regression. We describe this method below.
Suppose we have a data set D that is partitioned into a variable of interest, y 2 R and a group of covariates x 2 R d . We assume that the following relationship exists A function is permissible as a radial wavelet if the following inequality holds
where (x) is the Fourier transform of the radial function (x). The Fourier transform is itself radial. By radial we refer to the property that the response is purely a function of the Euclidean norm of its argument. Following the approach of Zhang (1997) 
where D j and j are the dilation and translation parameters of the j th basis.
See Zhang (1997) for further details. The model (6) can be considered as a conventional neural network with output weights w i , i = 1; : : :; k for the linear terms and hidden nodes (functions) j which are parameterised by j and D j . In this form we see that (6) is a particular radial basis function, see Bishop (1995) for details. Equation (2) represents a truncation of the in nite basis space de ned by (3). If we consider potential basis functions in the frame as regressors, then the problem of which basis to truncate (or which to include) is analogous to the task of variable selection in regression theory. As such any of the techniques in this eld can be used. Zhang (1997) argues persuasively for the use of an initial screening process whereby a salient subset of potential bases are derived. This is followed by either backward elimination from the full subset or orthogonal stepwise construction to minimize some cost function, such as Akaike's AIC or a Generalised Cross Validation measure.
Here we provide a complementary approach based on Bayesian theory. We do not select one single network for the approximation in (2). Instead we de ne a probability distribution over the in nite basis space F.
Each network model is de ned by the number, location and dilation of its k wavelet bases, M k = f 1 ; D 1 ; : : :; k ; D k g where we use k to index the class of models having k basis functions. Within each model structure we also de ne the output coe cients w. When making point predictions we integrate over the model space M = fk; M k ; wg to give the conditional (7) wherem M refers to the model (6) parameterised by M = fk; M k ; wg, and p(M k j D), p(w j M k ; D) represent posterior probabilities given the training data D. Draper (1995) presents the argument for accounting for model uncertainty using this form of model averaging. Therefore, we observe that rather then using a single model to make predictions the Bayesian approach uses a weighted sample of models. The weights are determined by the posterior model probabilities which by de nition are non-negative and sum to one.
The main computational e ort in our method is the calculation of the posterior probabilities p( j ). This is complicated by the fact that the dimension of M is not xed, relating to models of varying numbers of wavelet basis functions.
In the next section we brie y review Bayesian methods and describe the particular techniques that we apply to this problem.
Bayesian Methods
Bayesian theory provides a coherent framework for regression (Bernardo and Smith, 1994) . All assumptions are made explicit and uncertainty in model parameters is accommodated in the computations. These methods have proved highly accurate and popular for data approximation, see MacKay (1992b) and Denison et al (1996) for some examples in nonparametric regression.
The growing interest in Bayesian methods comes partly from the increased accessibility to fast computing devices that are often necessary for the calculations of the integrals in (7). The posterior densities used in (7) are given as a normalized product of likelihood and prior The prior density in (8) captures subjective beliefs on the model space. Typically this might be a preference for simpler models with fewer parame-ters or for the parameters to take on small values 1 . Here we place a vague shrinkage prior on the output weights w in (6), p(w) N(w j 0; ?1 I); (10) where is the precision (inverse variance) of the normal distribution. A large value for results in smoother model outputs. We also include a prior on the degrees of freedom of the network structure. The degrees of freedom is determined by the number of wavelet bases as well as their dilation and translation parameters. The degrees of freedom (DF) measures the potential of the model to t the data set prior to the target values being known. The degrees of freedom of a Bayesian wavelet network is based on the most probable parameters and can be calculated as the trace of the smoothing matrix, DF = tr(S). The smoothing matrix S is de ned as S = ( T + I) ?1 T ; (11) where is the precision of the prior on w and is the n k design matrix of outputs from the wavelet basis (hidden) layer and linear terms over the data set. The trace of this matrix measures the exibility of the model. It is equivalent to the sum of the derivatives of the model output with respect to the target data (Hastie and Tibshirani 1990) ,
where n is the number of data points.
In fact the calculation in (12) will underestimate the degrees of freedom in our model. It fails to take account that the basis layer output is to some extent dependent on the target series being approximated. This occurs as is adapted during the modelling process. This calculation does though provide a convenient approximation for use in the prior ratios that we use in section 3.1.
To express our beliefs on the degrees of freedom of the models we use a Gamma distribution with parameters and . The prior on the network space p(M; w) can now be written as p(M; w) = p(D; ; k)p(w) The prior on DF will penalize models with degrees of freedom above or below the mode 2 , the extent of the penalty being driven by the variance. The attractiveness of this prior comes from its explicit nature. Setting a prior mean of = = 1 indicates the belief that the data can be approximated by the average of the series. Setting = = d + 1, where d is the dimension of the data, suggests a linear surface is preferred. Most people will have a feel for this kind of penalty. Prior subjective beliefs on coe cient values, such as shrinkage priors on output weights, are harder to quantify.
The prior on degrees of freedom encompasses the tradeo that exists between the number of basis functions, the dilation parameters and the setting of the precision parameter for the output weights. Large values of will result in networks with few degrees of freedom even when there are many basis functions present. The interaction between f ; ; Dg in determining the degrees of freedom is highlighted in Figures 1 and 2 . In Figure 1 we plot the degrees of freedom calculated for three networks with di erent values of as we add basis functions at data points drawn randomly from a 50 point data set uniformly spaced on (0; 5). The dilation parameters in all the bases were xed at D = 1:5. Clearly, increasing the precision parameter decreases the degrees of freedom. With = 0 adding a basis function increases the DF by one. Now, using the network in Figure 1 Finally we must specify a prior term for the variance of the noise term in (1). This is given by a`conjugate' inverse Gamma distribution. We will make this prior vague indicating our ignorance of the noise processes, p( ?2 ) = Ga( ?2 j 10 ?3 ; 10 ?3 ): (14) Given a prior and a likelihood function we are now in a position to utilise equation (7) for predictions. Unfortunately these integrals are analytically intractable and as the number of wavelet basis functions is unknown a priori we also need to accommodate networks of varying dimension. This requires the use of approximating methods based on Markov chain Monte Carlo (MCMC) techniques (Tierney, 1994) . These are described in the next section.
Markov chain Monte Carlo Methods
MCMC methods are often used to approximate integrals of the form given in (7). They proceed by generating a Markov chain of samples, ( 1 ; 2 ; : : :; N ), whose members are drawn in direct proportion to the conditional probability p( j D). The integral in (7) (15) where N is the total number of samples generated (chain length) and n 0 is à burn in' period. The burn-in ensures that the Markov chain generating this sample has converged to the stationary distribution of interest, p( j D).
Therefore, predictions with the Bayesian wavelet model are just taken as the average prediction of all the models appearing as samples in the Markov chain.
The task therefore is to generate samples of in the correct proportions. This can be achieved as follows. Start the chain with a draw from the prior p( ). Set t = 0. Propose a new sample,^ t+1 , to add to the chain based on the current value t and a randomly generated vector using a xed (possibly symmetric) proposal distribution, say a Gaussian. This newly proposed state is then added to the chain with probability Q given by Q( t ;^ t+1 ) = min 1; p(^ t+1 j D)S(^ t+1 ; t ) p( t j D)S( t ;^ t+1 ) ;
where p( j D) is the posterior probability of , and S( ; 0 ) is the probability of proposing a move from to 0 . If the proposed state is not added to the chain then we add an extra copy of the current sample, t+1 = t , and proceed to generate another proposal.
Note that the proposal ratio, S( ; 0 )=S( 0 ; ), equals 1 if we use a symmetric proposal distribution. This particular MCMC method is known as the Metropolis-Hastings algorithm (Metropolis et al, 1953; Hastings, 1970) .
We wish to integrate over models of di ering dimension as well as over models of the same dimension. The reversible jump MCMC of Green (1995) is a MCMC technique that can approximate integrals of this type. This is achieved by using a number of di erent move proposal types. At each iteration of the MCMC algorithm we select a proposal that attempts to do one of the following: change the dimension of the current state by adding or removing a basis function from the current model; dilate or shrink a wavelet (17) where is the matrix of outputs from the wavelet (hidden) layer over the data set.
Having made the proposed changes to the network, a uniform random variable u is drawn from U(0; 1). If u is less than Q as given in (16) then the new proposed state is added to the chain otherwise a copy of the current network is retained. The ratio in (16) can be written as Q( ; 0 ) = min 1; (model likelihood ratio) (model prior ratio) (proposal ratio)]:
(18) It can easily be shown, see the Appendix 1, that using the above procedure leads to the following expression for Q
where M = f ; Dg as before. The prior ratio is taken from the Gamma prior on the degrees of freedom in (13). The ratio p(D j M 0 )=p(D j M) is known as the Bayes factor. The Bayes factor is the ratio of prior predictives for the two models. The prior predictive is the probability of observing the data before the data arrived, given the particular model. This term contains a natural \Occam" penalty against over complicated models. Complex models are able to t the data better but they can also account for many di erent data sets. Hence the probability of observing the particular one being studied is reduced. The term p(D j M) contains a trade o between model complexity and delity to the data. MacKay (1992a) refers to this term as the \evidence" for the model. For further details and references see the review paper by Kass and Raftery (1995) . Using the above procedure we can generate many samples from the posterior p(M j D). In the Appendix 2 we list a pseudo-code algorithm of the above procedure. The chain of samples is used in (15) to approximate the integral in (7) when making predictions. In the next section we illustrate this method on two benchmark data sets.
Test Results
To illustrate the performance of the Bayesian wavelet networks we applied them to two tasks. The rst is the forecasting of a chaotic time series. The second is to a surface smooth in 2-dimensions. For the rst example the Gamma prior on the degrees of freedom was set to a vague distribution, p(DF) Ga(DF j 10 ?3 ; 10 ?3 ). This indicates that we have little prior knowledge of the degrees of freedom needed to t the chaotic time series. The surface smooths in the second example are di erent though. Here we can visualize the data and make some assessment of the likely t needed. For these examples we set p(DF) Ga(DF j 1; 1). This shows that we have some belief that the surfaces should be at.
In conventional wavelet and neural networks the main computational burden surrounds the optimization of the model parameters during the training stage. For the Bayesian method the computational burden is in the MCMC sampling routine. We need to generate enough samples to be sure that we are adequately approximating the true posterior density by the nite collection of samples. To this aim, we sampled 10,000 networks using the algorithm described in Section 3. The rst 5,000 samples were discarded to ensure that the Markov chain had converged and of the remaining samples every third was used in our predictions to suppress correlations in the chain. The program was written in C and executed on a DEC Alpha workstation. For each example in this section the run time was under 10 minutes. Prediction times using (15) are around 15 seconds for a 200 point data set.
Mackey-Glass Chaotic Time Series
In recent years there has been considerable interest in the analysis of chaotic time series (Farmer and Sidorowich, 1987; Casdagli, 1989; Lapedes and Farber, 1987; Cao et al, 1995) . Conventional (linear) methods can fail to identify structure within these series and the global periodogram often appears at indicating broad band noise. However, nonparametric methods have been successfully used in modelling chaotic series (Lillekjendlie et al, 1994 ).
Most of the nonparametric approaches are based around Tarkens theorem of embedding (Tarkens, 1981) . This theory states that for a dynamical system x(t) of dimension d, a smooth mapping exists between x(t) and the embedding space. The embedding space is just the space of lagged values of the system fx(t ? ); x(t ? 2 ); : : :x(t ? D )g for D > 2d + 1 and almost all . The models attempt to reconstruct this mapping.
To test the our method, we generated a series from the Mackey-Glass equation. This equation was developed as a model for blood cell generation in leukemia patients (Mackey and Glass, 1977) and is given by x(t + 1) = 0:9x(t) + 0:2x(t ? ) 1 + x(t ? ) 10 ; (20) where is a delay parameter and x(t) = 0:9, for 0 < t .
In line with previous approaches (Lillekjendie et al, 1994) we generated a time series with = 17 and sampled every sixth point, = 6. This forms the target series for our model. The embedding (input) dimension was set to 4. The regression equation given our model m() can be written as x(t) = m(x(t ? 6); x(t ? 12); x(t ? 18); x(t ? 24)): Three training sets of 500 data points were constructed starting at t = 3000, t = 6000 and t = 9000. The three accompanying test sets were taken as the 500 points following the end of each training set.
The results are given in terms of the percentage of variance unexplained (PVU). The PVU is calculated using The results are tabulated in Table 1 . and a plot of 100 points from the test target series and prediction is shown in Figure 3 . Clearly, the model has captured the underlying dynamics. The results in Table 1 . can be compared with those listed in Lillekjendie et al (1994) in their review paper on chaotic time series. This is given in Table 2 . The local linear model referred to in Table 2 attempts to reconstruct the function by tting a locally weighted linear least squares model at each point to be approximated. The weights in the regression are decreased with increasing distance of training points in embedding space. The weighted linear map uses a small number of (1994) . The gure for the wavelet network is the average error over the three data sets in Table 1. linear models, each trained and located in di erent regions of the embedding space. A Gaussian mixture model is then used to combine the outputs of the individual linear models based on the distance in embedding space of the model to the current prediction point.
One advantage of using MCMC approaches is that marginal densities are readily obtained from the nal chain. For instance in the above example we might be interested in the probability distribution for the number of wavelet bases used p(k j D). This is shown in Figure 4 . We can see that the most probable number of basis functions is 16.
We then generated another data set using the Mackey-Glass equation but now with the delay parameter set to = 30. Increasing the delay parameter is known to increase the di culty of forecasting on the series as the information dimension increases (Casdagli, 1989) . As before, three data sets are generated using a delay sampling rate = 6 and taking the starting points at t = 3000, t = 6000 and t = 9000. This time the embedding space is six dimensional, fx(t ? 6); : : :; x(t ? 36)g. Casdagli (1989) . The gure for the wavelet networks is the average error over the three data sets.
The results are shown in Table 3 . and compared with other methods in Table 4 . Again we see that the wavelet networks perform well when compared with other methods on this data set. If we examine the histogram of p(k j D) in Figure 5 . we see that the method tends to use more basis functions for this data set than for the previous one with = 17. This shows that the Bayesian approach can nd the appropriate dimension to match the complexity of the data.
Surface Smooth
The previous example is slightly unusual in that no noise is present in the data set. This is atypical of real world examples where measurement noise is often present. In this section we analyse ve test functions, in two dimensions, rst described by Hwang et al (1994) in their study on multi-layer perceptrons and projection pursuit models. These data sets will be cor- for each data set. This is the mode of p(k j D). We can see that the mode changes with the complexity of the function to be approximated.
In order to compare our method with those studied by Hwang et al we follow their procedure. 225 data points were generated randomly on the unit square and the response, y, was calculated as the corrupted function y i = f(x 1i ; x 2i ) + where f() is the true test function and i is Gaussian white noise drawn from a N(0; 0:25 2 ) distribution. The test set comes from generating 10,000 data points on a 100 by 100 grid over the unit square, i.e. (1=200; 1=200); (3=200; 1=200); : : : (199=200; 1=200); (1=200; 3=200); : : :
The results in Table 5 are listed in terms of PVU alongside the most accurate models 3 studied by Hwang et al (1994) . Under the PVU scores for the Bayesian wavelet network we list in brackets the size of the most probable networks in terms of number of basis functions used. Again we see that this approach adapts the size of models to t the complexity of the data sets.
Discussion
Continuous wavelet networks provide a viable alternative to other methods of nonparametric regression. They help extend wavelet analysis into data sets of unequally spaced data in possibly high dimensions. We have taken the wavelet basis to be the Mexican hat function (5) analysed by Zhang (1997) . This is not unique and the performance of other valid bases is the subject of on going research by the authors.
By taking a Bayesian approach to the analysis of wavelet networks we gain a number of advantages: Prior beliefs about the plausibility of various models can be incorporated within the computations; all assumptions are made explicit, and; distributions over predictions can be provided allowing credible regions to be established and analysed.
The adoption of a Bayesian framework does induce some computational overheads. Rather than optimizing model parameters we must sample the model space. Moreover, predictions are calculated as averages over a large number of model samples. However, in many situations these time increases will not prove prohibitive and current advances in computer power should reduce the impact further.
The Bayesian wavelet networks appear to be very accurate on the limited number of data sets we have analysed. We have shown how the Bayesian framework incorporates an automatic`Occam factor', elicited by the presence of the Bayes Factor, in the acceptance probability of the Markov chain Monte Carlo that we use to derive posterior probability distributions. This leads to models that adapt their complexity, and in this case dimension, to match the problem at hand. 
and substituting (23) into (22) and cancelling leaves is simply a Normal-Inverse Gamma distribution (Bernardo and Smith, 1994) where j j is the determinant, n is the number of data points, ?() is the The Bayes Factor is then given as a ratio of (25) 
Appendix 2.
The Bayesian wavelet modelling procedure using the reversible jump MCMC algorithm used can be written in pseudo-code as follows:
First set the proposal probabilities: a; r; d; t. Here a is the probability of proposing to add a basis function to the network, r is the probability of attempting to remove a basis function, d is the probability of proposing to alter the dilation parameters D in (6) and t is the probability of proposing to change the translation parameters in (6). For all our simulations we set a = r = 0:1, and d = t = 0:4.
Starting with one wavelet basis function 1. Draw the noise variance, 2 , from its prior, Gamma( ?2 j 10 ?3 ; 10 ?3 ). 2. Draw the output coe cients w in a Gibbs sampling step. This uses the full conditionals of w given the data, p(w j D) = N(w j ( T + I) ?1 y; 2 T )) where is the prior precision for w and is the n k design matrix of outputs from the hidden layer of wavelet basis functions and polynomial terms. See Smith and Roberts (1993) for details of the Gibbs sampler. 3. Iterate until convergence is assumed. to give an acceptance rate of around 30%. The TRANSLA-TION step selects a basis function at random and resets its location to a 6
The jump proposals in a Metropolis-Hastings MCMC algorithm should be able to take the chain around the density of interest in a reasonable amount of time. However large values for the variance of the jump proposals will tend to nd states that are rejected more often than ones with smaller values. Thus a trade o exists between traversing the state space quickly and maintaining a reasonable acceptance rate. Current heuristics suggest an acceptance rate of around 30% is desirable (Gelman et al, 1996). data point drawn at random from the data set. BIRTH adds another basis function at a randomly selected point in the data set. DEATH just selects one basis at random and removes it.
The output of the algorithm is a Markov chain that has p(M; w j D) as its stationary distribution. An initial portion of the chain is discarded to ensure convergence and then every m th sample is used to make predictions using (6), (7) and (14). Taking every m th sample reduces correlations in the chain, see Tierney (1994) for details.
