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We consider a general set X of adapted nonnegative stochastic processes
in infinite continuous time. X is assumed to satisfy mild convexity condi-
tions, but in contrast to earlier papers need not contain a strictly positive pro-
cess. We introduce two boundedness conditions on X — DSV corresponds
to an asymptotic L0-boundedness at the first time all processes in X vanish,
whereas NUPBRloc states that Xt = {Xt : X ∈ X} is bounded in L0 for
each t ∈ [0,∞). We show that both conditions are equivalent to the existence
of a strictly positive adapted process Y such that XY is a supermartingale
for all X ∈ X , with an additional asymptotic strict positivity property for Y
in the case of DSV.
1. Introduction. Consider a general set X of nonnegative adapted stochastic processes
on some time interval I . The set X is assumed to be convex and to satisfy a so-called switch-
ing property which can be understood as a time- and ω-dependent convexity property. We
investigate when X obtains a “best element”X∗ ∈X in the sense that X/X∗ is well defined
and a supermartingale for all X ∈ X . More generally, we ask, under which conditions on
X there exists a strictly positive Y such that XY is a supermartingale for all X ∈ X . (Of
course, if X∗ := 1/Y is an element of X , it is then a best element of X .) We manage to
prove results of the following type: (i) there exists a Y as above if and only if (ii) X satisfies
some L0-boundedness condition. Condition (i) is then called a dual characterisation of the
boundedness condition in (ii).
Similar questions in a less general framework where X consists of stochastic integrals
against a fixed semimartingale integrator are common in the literature (see e.g. [8, 11, 7]).
General sets X as above were first considered by Kabanov [6] and used later, among others,
by Kardaras [9]. All the abovementioned works crucially assume that
(1) there exists a strictly positive process X¯ ∈ X .
Under (1) and on a finite time interval I = [0, T ], Kardaras [9] establishes the following
result: XT = {XT : X ∈ X} is bounded in L0 if and only if there exists a strictly positive
process Y such thatXY is a supermartingale for everyX ∈ X . The above boundedness con-
dition is known as no unbounded profit with bounded risk (NUPBR) in the mathematical fi-
nance literature. The background of this result is that since XT is convex and L0-bounded, its
L0-closure X¯T is convex-compact (see Žitkovic´ [14]) and hence has a maximal element X∗T
in some sense. Due to (1) and the switching property, the L0-boundedness can be transferred
backwards to Xt for each t ∈ [0, T ], and hence the same argumentation yields a maximal ele-
ment X∗t for each X¯t. From (1) follows moreover that each X
∗
t is strictly positive. Then one
carefully pastes the 1/X∗t together, using again (1), to obtain a process Y which is in turn as
in (i). Note how (1) is used not only to formulate the problem (because it allow to divide by
X¯), but also appears in several places in the proofs.
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2We extend this result to an infinite horizon, i.e., I = [0,∞), and, most importantly, re-
move the assumption (1). For this, we use two distinct approaches. First, we adapt a bound-
edness condition from Bálint/Schweizer [1, Definition 2.7] to our framework. This condition
is called dynamic share viability (DSV) and is a generalisation of NUPBR. Second, we adopt
another generalisation of NUPBR, namely the local version NUPBRloc introduced by Chau
et al. [2]. Both DSV and NUPBRloc can be applied (in fact, are designed) for the infinite-
horizon framework.
If (1) is not assumed, then each X ∈ X can reach zero. In particular, it is possible that
all X ∈ X are zero at a certain random time Tˆ . If this does not happen for ω, we can set
Tˆ (ω) =∞. These considerations connect our two objectives in a subtle way: working with
an infinite time horizon (or, more generally, on a right-open time interval), and removing (1).
This connection becomes clearer if we think of Tˆ as the right end of a right-open random time
interval. On JTˆ ,∞K, the processes X ∈ X become and presumably should stay zero, while
on J0, Tˆ J, we expect to have some processes which are strictly positive. The idea is then to
focus on the interval J0, Tˆ J; we create from X an auxiliary set Z of processes by setting each
X ∈X on JTˆ ,∞K equal to its left lim inf at Tˆ and then taking convex and switching closures.
If there exists a process Xˆ which is strictly positive on J0, Tˆ J, then up to a few technicalities,
we may assume that (1) holds forZ , which enables us to apply toZ the results and techniques
from [9]. A careful design ofZ allows us to subsequently transfer the conclusions forZ to the
original set X . With this, we are able to establish our first main result in Theorem 1.18. This
is a dual characterisation of DSV by the existence of an adapted process Y strictly positive
on J0, Tˆ J, with lim inft⇈Tˆ XˆtYt > 0, and such thatXY is a supermartingale for eachX ∈X .
Note that the existence of Xˆ is considerably less restrictive than (1).
To deal with the most general case where (1) is removed entirely, we show that if 0 is
absorbing for all processes in X , then there is a sequence (Tˆ n)n∈N of random times which
increases to Tˆ and such that for each n ∈N, there exists a process Xˆn which is strictly pos-
itive on J0, Tˆ nJ. We then use a localised version of the techniques above and paste together
the resulting dual processes. This involves both enlarging our filtration and projecting back
after doing a construction. Our second main result Theorem 1.23 in the general case without
(1) is then a dual characterisation of NUPBRloc by the existence of a strictly positive adapted
process Y such that XY is a supermartingale for eachX ∈ X .
The rest of the paper is structured as follows. In Section 1.1, we introduce notation. Sec-
tion 1.2 defines and motivates our L0-boundedness conditions DSV and NUPBRloc, Sec-
tion 1.3 presents our main results, and Section 1.4 reviews the literature. The somewhat tech-
nical proofs are given in Section 2. Finally, Section 3 contains some brief comments and
remarks on the case where the processes in X are not assumed to be adapted, the so-called
non-adapted framework.
1.1. Notation. We work on a filtered probability space (Ω,F ,F, P ) with the filtra-
tion F = (Ft)t≥0 satisfying the usual conditions. We assume that F0 is trivial. Through-
out this paper, we use the convention 0/0 = 1. For any set X of stochastic processes
on [0,∞) and any random variable τ : Ω → [0,∞], we write Xτ := {Xτ : X ∈ X}
(where one, of course, must make sure that X∞ is defined on {τ = ∞}). For a pro-
cess X and t0 ∈ (0,∞], we denote by lim inft⇈t0 Xt the left limes inferior of X at t0
such that t < t0. For any random time τ : Ω→ [0,∞], we define the stochastic interval
J0, τK := {(ω, t) ∈Ω× [0,∞) : 0≤ t≤ τ(ω)}, and analogously for J0, τJ, Jτ,∞K, etc. Note
that every stochastic interval is a subset of Ω× [0,∞) so that Jτ,∞K= Jτ,∞J.
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DEFINITION 1.1. For a set X of stochastic processes, we consider the following condi-
tions.
(A) EachX ∈ X is an adapted nonnegative P -a.s. RC process on [0,∞) with X0 = 1.
(B) There exists a strictly positive process X¯ ∈ X .
(C) For anyX,X ′ ∈X and α ∈ [0,1], the process ccα(X,X ′) := (1−α)X +αX ′ given by
the convex combination operator cc is an element of X .
(D) For all t ∈ [0,∞) and A ∈ Ft, all X ∈ X and all X ′ ∈ X with {X ′t = 0} ⊆ {Xt = 0}
on A, the process swt,A(X,X ′) := IAcX· + IA(Xt∧·/X ′t)X
′
t∨· given by the switching
operator sw is an element of X .
Consider moreover the following weakening of (B):
(B′) There exists an Xˆ ∈X with {Xˆ = 0} ⊆ {X = 0} for all X ∈ X .
We call X a set of processes (SP) if it satisfies (A), (C) and (D); a set of processes with a
dominating process (SPD) if it satisfies in addition (B′); and a set of processes with a strictly
positive process (SPP) if it satisfies in addition (B).
In Definition 1.1, every X ∈ X is defined on the infinite time interval [0,∞), normalised
at t= 0 and has some regularity properties, most notably, nonnegativity, cf. (A). The set X
is further assumed to be convex, see (C), and closed under switching between processes, see
(D). In intuitive terms, the switching operator swt,A(X,X ′) describes that we start following
a process X at t = 0, and at time t and if A happens, we shift the entire current value Xt
into the alternative process X ′ and continue following X ′. Condition (D) is sometimes also
called fork-convexity; it has been first introduced by Žitkovic´, [13, Definition 6], see also
[14] and Remark 1.2. It is motivated from mathematical finance, see Remark 1.3. For a set
X as above, we may impose the existence of either a strictly positive process X¯ , see (B), or
less restrictively, a dominating process Xˆ , see (B′), or completely refrain from making any
assumptions on the existence of some kind of strictly positive process. Example 1.4 illustrates
all three possibilities.
REMARK 1.2. Sets of processes similar to Definition 1.1 have first been introduced in
Kabanov [6], and were later studied, among others, by Kardaras [9]. Crucially, both assume
the existence of a strictly positive process as in (B). Definition 1.1 extends these concepts
to a setting where (B) does not hold, cf. SPD and SP. For this, we need to strengthen the
switching property (D) in a way that accounts for the lack of a strictly positive process. To
provide some context, the switching property (d) in [9, Theorem 2.3] is like (D), but with the
difference that it requiresX ′ > 0 instead of the inclusion {X ′t = 0} ⊆ {Xt = 0} on A. Hence
(D) is indeed a strengthening of (d) in [9, Theorem 2.3]. Working with (D) is a very natural
choice because SP and SPD do not assume the existence of anyX ′ > 0. Therefore condition
(d) in [9] becomes void in the context of SPDs and SPs, whereas (D) is meaningful and a
straightforward replacement of it.
REMARK 1.3 (Interpretation in terms of mathematical finance). A set X of processes
as in Definition 1.1 can be used to model financial markets, and more precisely, to describe
a set of wealth processes. This is a central modelling object in mathematical finance which
describes the underlying stochastic mechanisms of a financial market. Every X ∈ X models
the value evolution of a certain asset (which might consist of combinations of some basic
underlying assets or value processes of investment strategies). This interpretation was used
by Kabanov [6] and Kardaras [9].
The conditions in Definition 1.1 can then be interpreted as follows. According to (A), the
wealth processes are nonnegative, hence either describe primary assets or value processes of
4general investment strategies with a solvency constraint. Moreover, they are adapted, mean-
ing that their value only relies on available information (this is a very common assumption).
The process X¯ in (B) can be interpreted as a numeraire, also called discounter or accounting
unit. Condition (C) demands that an investor is able to allocate his investment to a combi-
nation of multiple assets. Finally, the switching operator sw as in (D) describes in intuitive
terms that an investor starts with a wealth processX , and at time t and if A happens, she real-
locates her entire current wealthXt into the alternative wealth processX ′ and then continues
holding X ′.
This setup is more general than (and contains as a special case) the usual approach where
the set X of wealth processes consists of stochastic integrals against a fixed semimartingale
integrator, see e.g. Example 1.4, 1).
EXAMPLE 1.4. 1) Let S be an RN+ -valued semimartingale, and consider
Θ := {θ : θ predictable, S-integrable with θ0 · S0 > 0 and θ · S = θ0 · S0 + θ • S ≥ 0},
where · denotes the scalar product and • denotes the stochastic integral in the sense of
[5, Chapter III.6]. Define X := {(θ · S)/(θ0 · S0) : θ ∈Θ} and assume that there exists an
X ∈X with X > 0 P -a.s. andX− > 0 P -a.s. This framework is very common in the mathe-
matical finance literature, usually with the following interpretation. S is the price process of
N primary (undiscounted) assets, Θ is the set of all predictable, 0-admissible, self-financing
strategies and X is the set of time-0 normalised wealth processes of these strategies gen-
erated from S. It is standard to show that X satisfies (A), (C) and (D); moreover, since
X¯ := η · S ∈X is strictly positive, X is even an SPP.
2) Let τ > 0 be any stopping time with P [τ 6=∞]> 0. Then X (τ) := {XIJ0,τJ :X ∈ X}
can be interpreted as a market similar to X which collapses at some unknown time τ . Clearly,
X (τ) is an SPD, but not an SPP.
3) Let (τn)n∈N be a sequence of stopping times such that τn < τ for each n ∈ N and
τn ⇈ τ for a random time τ > 0 with P [τ 6=∞] > 0. Then X (τ−) :=
⋃
n∈NX
(τn) clearly
is an SP. On the other hand, X (τ−) is not an SPD. Indeed for every X ∈ X (τ−), there exists
n ∈N withX ∈X (τ
n) and due to τn+1 ≥ τn, the processX ′ := X¯IJ0,τn+1J ∈ X
(τn) ⊆X (τ−)
satisfies {X = 0} 6⊆ {X ′ = 0}.
The following concept comes up later in some proofs.
DEFINITION 1.5. A set X of stochastic processes has bounded time horizon if there is a
(nonrandom) T ∈ (0,∞) such that for eachX ∈ X and t≥ T , Xt =XT .
REMARK 1.6. With regard to the time horizon, the case [0, T ] with T <∞ embeds into
and hence is a special case of the case [0,∞). Mathematically, the crucial property of a con-
tinuous time interval is whether it is right-closed (corresponding to the case [0, T ]) or right-
open (corresponding to case [0,∞)). More precisely, any right-closed time interval is isomor-
phic to [0,∞] (in the topological sense) since for any T ∈ [0,∞), the continuous monotonic
time-transformation f : [0,∞]→ [0, T ], f(t) := (1− e−t)T is a bijection. Similarly, and any
right-open time interval is isomorphic to [0,∞). It follows in particular that the time interval
[0,∞] is a special case of [0,∞) in the above sense, even though [0,∞]⊃ [0,∞). This will
be used later.
DEFINITION 1.7. For an SPDX with Xˆ as in (B′), define Tˆ := inf{t≥ 0 : Xˆt = 0}, with
the usual convention that inf ∅=∞.
Note that Tˆ does not depend on the choice of Xˆ , i.e., for any two Xˆ, Xˆ ′ satisfying (B′),
we have inf{t≥ 0 : Xˆt = 0}= inf{t≥ 0 : Xˆ ′t = 0}. Moreover, if X is an SPP, then Tˆ ≡∞.
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1.2. Boundedness conditions. We are looking for stable boundedness conditions for sets
of processes as in Definition 1.1 which behave well for as general sets as possible, hence
ideally also for SPDs and SPs. By good behaviour, we mean that the boundedness condition
admits a dual characterisations in terms of martingale properties. The most prominent related
result in this framework is due to Kardaras [9]. In order to recall it, we need to introduce
some notation.
DEFINITION 1.8. A stochastic process X is called right-continuous (RC) in proba-
bility if for any t ∈ [0,∞) and any sequence (tn)n∈N with tn ↓ t as n → ∞, we have
limn→∞Xtn =Xt in probability. A stochastic processX is called right-continuous with left
limits (RCLL) in probability if it is RC in probability and for any t ∈ (0,∞) and any sequence
(tn)n∈N with tnր t as n→∞, (Xtn) converges in probability as n→∞.
REMARK 1.9. We always assume that a nonnegative supermartingale which is RC in
probability is P -a.s. RCLL. This is without loss of generality because over a right-continuous
filtration, any supermartingaleX which is RC in probability has a P -a.s. RCLL version; see
Lemma A.5 for the case where X is nonnegative.
DEFINITION 1.10. A process Y , not necessarily adapted, is a supermartingale deflator
(SMD) for an SP X if XY is a supermartingale for eachX ∈ X .
REMARK 1.11. Note that we do not a priori require that an SMD is RC or satisfies any
other path property. Therefore, for an SMD Y and any X ∈ X , the process XY need not be
RC.
For the special case where X is an SPP which has bounded time horizon, Kardaras
[9, Theorem 2.3] via [9, Remark 2.4.4] proves the following result.
PROPOSITION 1.12. (Kardaras [9, Theorem 2.3]) Let X be an SPP which has bounded
time horizon T . Then XT is bounded in L0 if and only if there exists an adapted strictly
positive supermartingale deflator Y which is RCLL in probability.
REMARK 1.13. [9, Theorem 2.3] is in fact slightly more general than Proposition 1.12.
First, it does not require the processes X ∈ X to be adapted. A supermartingale then must
be understood in some generalised sense, and the “generalised” supermartingale deflator Y
in the dual condition is then of course also not adapted. In Section 3 we give some further
remarks on this so called “non-adapted framework”. Second, [9, Theorem 2.3] requires a
weaker switching property than (D), as explained in Remark 1.2.
It is immediately apparent from the statement of Proposition 1.12 that it cannot be directly
extended to the general, infinite-horizon setting of Definition 1.7 as the boundedness condi-
tion is stated for some bounded time horizon T . Moreover, Example 1.14 below shows that
Proposition 1.12 is not true if (B) does not hold, i.e., if X does not contain a strictly positive
element. This in particular means that Proposition 1.12 cannot be applied for an SPD (or SP)
without further adjustment.
EXAMPLE 1.14. Let T ∈ (0,∞), X 0 := {(Xt) :Xt := (1 + xt)IJ0,T J(t), x, t ∈R+} and
defineX as the smallest set containingX 0 such that (C) and (D) hold. ThenX clearly satisfies
(A), (B′) with e.g. Xˆ = IJ0,T J, (C) and (D) (hence is an SPD), but does not satisfy (B) as all
X ∈X are equal to zero at T . Also, X has bounded time horizon T and XT = {0} is trivially
6bounded in L0. On the other hand, there does not exist any strictly positive supermartingale
deflator for X . Indeed, observe that the setZ := {X(T/2)∧· :X ∈X} is an SPP with bounded
time horizon T/2, but ZT/2 =XT/2 is not bounded in L
0 and hence there does not exist any
strictly positive supermartingale deflator forZ by Proposition 1.12. Since any strictly positive
supermartingale deflator Y for X gives YT/2∧· as a strictly positive supermartingale deflator
for Z , there cannot exist any strictly positive supermartingale deflator for X either.
The reason why the above example works is that if X is not an SPP, the boundedness of
XT in L0 does not imply any boundedness of Xt for t ∈ (0, T ). To adjust for this unnatu-
ral behaviour, we adapt two boundedness conditions for our generalised setting to be more
robust. First, we recall from Chau et al. [2, Chapter 2.2] the following definition which is a
well-known condition in mathematical finance.
DEFINITION 1.15. An SP X satisfies no unbounded profit with bounded risk locally
(NUPBRloc) if for all t ∈ [0,∞), Xt is bounded in L0.
Lemma A.2 (b) shows that if X is an SPP which has bounded time horizon T , then X
satisfies NUPBRloc if and only if XT is bounded in L0. In particular, Proposition 1.12 can
be rephrased accordingly. In general, NUPBRloc is of course a stronger condition than the
boundedness of XT in L0 for some T ∈ (0,∞); note that the set X in Example 1.14 does not
satisfy NUPBRloc even though XT is bounded in L0.
Our second boundedness condition is motivated by BÃa˛lint/Schweizer [1]. Whereas
Definition 1.15 requires boundedness for each t ≥ 0 and is therefore a local condition, the
idea here is to establish a global condition by controlling the asymptotic behaviour at Tˆ of
the processesX ∈X .
DEFINITION 1.16. An SPD X satisfies dynamic share viability (DSV) for Xˆ as in (B′) if{
lim inf
t⇈Tˆ
Xt
Xˆt
:X ∈ X
}
is bounded in L0.
REMARK 1.17. The terminology “dynamic share viability” is also used in [1] and has
its origins in the mathematical finance literature. In the context of the mathematical finance
interpretation given in Remark 1.3, one understands the terminology as follows. “Dynamic”
refers to the fact that investors are able to use dynamically changing investment strategies
due to condition (D); “share” expresses that we describe the value of an investment X ∈ X
in shares (in proportions) of a distinguished process Xˆ ; and “viability” is a common term to
refer to a regularity property of a market modelled by X .
DSV was introduced in [1, Definition 2.7] for the set X from Example 1.4, 1) which is
a special case of our framework. Definition 1.16 is a generalisation of [1, Definition 2.7];
indeed, if X is as in Example 1.4, 1), the two definitions are equivalent, see Lemma A.1.
The concept of DSV also generalises NUPBRloc. Indeed, if X is an SPP which has
bounded time horizon and X¯ is as in (B), then DSV for X¯ is equivalent to NUPBRloc; see
Lemma A.2 (a) and (c). If X is only an SPD or does not have bounded time horizon, DSV
is strictly stronger than NUPBRloc; see Lemma A.2 (a) and Example A.7. In general, DSV
depends on the choice of Xˆ ; in fact, if Xˆ1 ≤ Xˆ2, then DSV for Xˆ1 implies DSV for Xˆ2, but
not necessarily the other way around.
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1.3. The main results. We are now able to present our results. The proofs are de-
ferred to Section 2. Our first main result is a dual characterization of DSV for Xˆ in
terms of a supermartingale deflator with an additional asymptotic positivity property at
Tˆ := inf{t≥ 0 : Xˆt = 0}.
THEOREM 1.18. Let X be an SPD with Xˆ as in (B′) and Tˆ as in Definition 1.7. Then
the following are equivalent:
(1) X satisfies DSV for Xˆ .
(2) There exists an SMD Y which is adapted, P -a.s. RC, strictly positive on J0, Tˆ J and
satisfies lim inft⇈Tˆ XˆtYt > 0 P -a.s.
REMARK 1.19. In mathematical finance, a result of the type of Theorem 1.18 is referred
to as a fundamental theorem of asset pricing (FTAP). Note that both of our main results,
Theorem 1.18 and Theorem 1.23, are FTAP results.
We summarize the implications of Theorem 1.18 for the special case in Example 1.4, 1).
Let S, Θ, X be as in Example 1.4, 1) and let η ∈Θ be such that η ≥ 0, η · S > 0, η · S− > 0
and S/(η · S) is bounded uniformly in t ≥ 0, P -a.s.. Then Theorem 1.18 via Lemma A.1
implies the following: S satisfies DSV for η if and only if there exists an SMD Y which
is adapted, strictly positive and satisfies lim inft→∞
(
ηt · (StYt)
)
> 0 P -a.s. This recovers
[1, Theorem 2.11], and hence Theorem 1.18 generalises [1, Theorem 2.11], also providing
an alternative proof for that result.
Under a mild additional assumption, we can say even more. Indeed, if we strengthen
Theorem 1.18, (1) by additionally assuming that 0 is an absorbing state, meaning that
{Xs = 0} ⊆ {Xt = 0} for each X ∈ X and 0 ≤ s < t <∞, then we can obtain in (2) an
SMD which is strictly positive on the whole interval [0,∞). Note that the existence of a
strictly positive SMD as in (2) already implies that 0 is an absorbing state; this, as we shall
see, is a consequence of Proposition 1.21 via Remark 1.22, 2).
COROLLARY 1.20. Let X be an SPD with Xˆ as in (B′) and Tˆ as in Definition 1.7. Then
the following are equivalent:
(1) X satisfies DSV for Xˆ and 0 is an absorbing state.
(2) There exists an SMD Y which is adapted, P -a.s. RC, strictly positive and satisfies
lim inft⇈Tˆ XˆtYt > 0 P -a.s.
Theorem 1.18 applies to any SPD, and hence is alreadymore general than Proposition 1.12.
To consider the most general case where X is an SP, we need to develop a better understand-
ing of the general structure of SPs. We start with the following crucial observation: Every SP
can be seen as a limit of SPDs; hence SPs and SPDs are “not too far away” from each other.
This is made precise in the next proposition; compare Remark 1.22, 1).
PROPOSITION 1.21. Let X be an SP and consider the following two conditions:
(a) 0 is an absorbing state.
(b) There exists an SMD Y for X such that {Y = 0} ⊆ {X = 0} for eachX ∈X .
If either (a) or (b) holds, then there exists a P -a.s. unique stopping time T˜ such that
X =XIJ0,T˜ J P -a.s. for all X ∈ X and there exists a sequence (Xˆ
n)n∈N ⊆ X with ceme-
tery times Tˆ n := inf{t≥ 0 : Xˆn = 0} such that Tˆ nր T˜ as n→∞.
8REMARK 1.22. 1) For every n ∈ N, define X n := X IJ0,TˆnJ. If either (a) or (b) from
Proposition 1.21 hold, then X can be seen as a limit of (X n)n∈N as n→∞ due to Tˆ nր T˜
and X = XIJ0,T˜ J P -a.s. for all X ∈ X . Moreover, for every n ∈ N, X
n is an SPD, since
Xˆn = XˆnIJ0,TˆnJ ∈ X
n is positive on J0, Tˆ nJ. Therefore, X can be seen as a limit of the
SPDs (X n)n∈N.
2) Due to Proposition 1.21 and its proof, we may and do assume without loss of generality
by switching between versions that if Proposition 1.21 (a) or (b) holds, then for all X ∈ X ,
we have X = XIJ0,τX∧T˜ J (surely), where τ
X := inf{t ≥ 0 : Xt = 0} and T˜ is defined as
in Proposition 1.21. It follows in particular that if (b) holds, we may assume that (a) holds
as well. Moreover, under either (a) or (b), the following conditions are equivalent for any
processW (not necessarily in X ):
(1) {W = 0} ⊆ {X = 0} for eachX ∈ X .
(2) W is strictly positive on J0, T˜ J.
However, perhaps surprisingly, NUPBRloc does not imply that 0 is an absorbing state. In
fact, it only implies this if T˜ ≡ ∞; but it might happen that if T˜ 6≡ ∞, some X ∈ X
becomes positive after T˜ . For example, if X is an SPP which satisfies NUPBRloc, then
X ? := {XIJ0,1J∪J2,∞K :X ∈X} is an SPD which satisfies NUPBRloc as well, but 0 is not
an absorbing state for X ?.
3) Observe that T˜ as in Proposition 1.21 is a stopping time. Indeed, each Tˆ n is a stopping
time, and hence so is their monotone limit T˜ . Therefore, T˜ can only be independent of the
filtration F if it is a constant.
If X is an SPD with Xˆ as in (B′) and Tˆ as in Definition 1.7, then T˜ as in Proposition 1.21
is equal to Tˆ . Therefore, T˜ can be considered as a generalisation of Tˆ to the case where X is
an SP, but no SPD. In general, T˜ plays a similar role for SPs as Tˆ for SPDs.
Our second main result is a dual characterization of NUPBRloc in terms of a supermartin-
gale deflator. This result applies to the most general case when X is an SP.
THEOREM 1.23. Let X be an SP. Then the following are equivalent:
(1) X satisfies NUPBRloc and 0 is an absorbing state.
(2) There exists an SMD Y which is adapted and such that {Y = 0} ⊆ {X = 0} for each
X ∈X .
An immediate consequence of the proof of Theorem 1.23 is that NUPBRloc holds only if
there exists an SMD Y which is adapted and strictly positive on J0, T˜ J. This is an analogue of
Theorem 1.18, “(1)⇒ (2)”. The converse of this statement does not hold, i.e., the existence
of an SMD Y which is adapted and strictly positive on J0, T˜ J does not imply NUPBRloc.
This is because the existence of such a Y does not provide any condition which controls
X on the interval JT˜ ,∞J; more precisely, if neither Proposition 1.21 (a) nor (b) hold, some
X ∈ X might become positive on JT˜ ,∞J again and violate NUPBRloc (e.g. in a setup like
the curious example in Remark 1.22). On the other hand, we have seen in Remark 1.22 that
Theorem 1.23, (2) implies that 0 is an absorbing state, but NUPBRloc does not. Therefore
NUPBRloc without any further assumption does not imply Theorem 1.23, (2). Finally, The-
orem 1.23, (2) holds if and only if there exists an SMD Y ′ which is adapted and strictly
positive; indeed, the “if” direction is trivial and the “only if” direction follows by setting
Y ′ := Y + I{Y=0} and observing that Y
′ is still an adapted SMD due to {Y = 0} ⊆ {X = 0}
for eachX ∈ X . We summarise these observations in the following corollary.
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COROLLARY 1.24. Let X be an SP and let T˜ be defined as in Proposition 1.21. Consider
the following statements:
(1) There exists an SMD Y which is adapted and strictly positive.
(2) There exists an SMD Y which is adapted and such that {Y = 0} ⊆ {X = 0} for each
X ∈X .
(3) X satisfies NUPBRloc.
(4) There exists an SMD Y which is adapted and strictly positive on J0, T˜ J.
Then (1)⇔ (2)⇒ (3)⇒ (4) and the converses are not true in general. If 0 is an absorbing
state, all four statements are equivalent.
REMARK 1.25. If X is as in Example 1.4 1), then Theorem 1.23 via Corollary 1.24
simplifies to the following: X satisfies NUPBRloc if and only if there exists an SMD
Y which is adapted and strictly positive. This can be seen as the localised version of
Karatzas/Kardaras [8, Theorem 4.12]. For a similar dual characterisation, see also Chau et al.
[2, Proposition 2.1].
1.4. Comparison to the literature. The literature on sets of processes with no strictly
positive element is rather small. Apart from the following two papers in mathematical finance,
we are not aware of other references or related works.
Tehranchi [12] undertakes a study of absence of arbitrage in classic market models in in-
finite discrete time, i.e., X consists of stochastic integrals against a fixed semimartingale
integrator. He proves (see [12, Theorem 2.10]) that the absence of so-called investment-
consumption arbitrage, which is a scalable type of arbitrage closely related to NUPBR, is
equivalent to the existence of a strictly positive process Y such that XY is a martingale for
eachX ∈X .
A recent preprint by Harms et al. [4], based on research independent of ours, proves some
similar results for a generalised set X of processes like in this paper. In their first two main
results [4, Theorems 2.13 and 2.17], they prove a dual characterisation of NUPBRloc similar
to our second main result in Theorem 1.23. The main difference is that they need two addi-
tional assumptions, namely, that Tˆ as above takes only countably many values and that there
exists an Xˆ ∈ X which is strictly positive on J0, Tˆ J (i.e., X is an SPP). For comparison, note
that we also need the latter assumption in our dual characterisation of DSV in Theorem 1.18,
but we do not need if for NUPBRloc in Theorem 1.23. Furthermore, [4] is limited to a finite
time horizon; on the other hand, it does not require that the processesX ∈ X are adapted.
Concerning the third main result of Harms et al. [4, Theorem 2.23]1, we found that the
technical assumptions used in their statement simplify to the case when Tˆ = c P -a.s. for
a c ∈ (0,∞). Indeed, we show in Proposition A.9 combined with Remark 1.22, 3) that the
random time τ˜ defined in [4, Theorem 2.23] is a stopping time, and hence only independent
of the filtration if it is P -a.s. constant. This means that [4, Theorem 2.23] almost reduces to
a special case of [4, Theorem 2.17]; to be precise, the only difference to the special case of
[4, Theorem 2.17] when Tˆ = c P -a.s. is that [4, Theorem 2.23] does not require the existence
of an Xˆ ∈X which is strictly positive on J0, Tˆ = cJ, but only that for every s < c there is an
Xˆ(s) ∈ X (depending on s) which is strictly positive on [0, s]. Note that the latter assumption
is always satisfied, as we have seen in Proposition 1.21.
1In the cited version, there are two unclear points in the statement which we assume to be typos: We believe
that it should be “P [τ˜ ∈ (s, t]] > 0” instead of “P [ · |τ˜ ∈ (s, t]] > 0”, and “τ˜ : Ω→ (0, T ] ∪ {∞}” instead of
“τ˜ : Ω→ [0, T ] ∪ {∞}”.
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2. Proofs.
2.1. Proof of Theorem 1.18. Before starting with the proof of Theorem 1.18, we briefly
outline the main ideas and techniques used for “(1)⇒ (2)”, which is the non-standard direc-
tion. We start by introducing an auxiliary set Z of processes which serves as a link between
X and the framework of Kardaras [9]. We obtain Z from X by first discounting by Xˆ , then
setting each process equal to its left lim inf at Tˆ on the interval JTˆ ,∞K, and finally taking
the convex closure and the closure with respect to the switching property. As to the prop-
erties of Z , we first argue (Claims 1, 2) that Z is an SPP (hence satisfies the conditions of
[9, Theorem 2.3]); then we prove (Claims 3-5) that Z∞ is bounded in L0 whenever X satis-
fies DSV for Xˆ . The rest of the proof consists of applying [9, Theorem 2.3] to Z , modifying
the so obtained deflator to be consistent with X , and then carefully checking the required
properties.
PROOF OF THEOREM 1.18. Consider the set
(2) Z0 :=
{
Z :=
X
Xˆ
IJ0,Tˆ J + lim inf
s⇈Tˆ
Xs
Xˆs
IJTˆ ,∞K :X ∈ X
}
and extend each Z·(ω) from [0,∞) to [0,∞] by keeping it constant on [Tˆ (ω),∞]. Then
according to Remark 1.6, Z0 is a set of processes with bounded time horizon (since the time
horizon is the right-closed interval [0,∞]). In particular, the conditions (A)–(D) and (B′) are
to be understood on the right-closed interval [0,∞].
Claim 1: Z0 satisfies (A) if either (1) or (2) holds. Note that it is sufficient to show that
for all X ∈ X , lim infs⇈Tˆ Xs/Xˆs <∞ P -a.s. Indeed, from this and Xˆ > 0 on J0, Tˆ J fol-
lows that each Z ∈ Z0 is a real-valued process, which is adapted, RC and nonnegative by
definition and satisfies Z0 = X0/Xˆ0 = 1. If (1) holds, then {lim infs⇈Tˆ Xs/Xˆs :X ∈ X}
is bounded in L0 and lim infs⇈Tˆ Xs/Xˆs < ∞ P -a.s. follows immediately for each
X ∈ X . Suppose now that (2) holds and let Y be a supermartingale deflator as in (2).
Fix X ∈ X ; then XY is a supermartingale which is P -a.s. RC since both X and Y
are. Define A := {lim infs⇈Tˆ XsYs =∞}∈F . Then for each n ∈ N, the stopping time
T n := inf{t ≥ 0 : XtYt ≥ n} satisfies XTnYTn ≥ n on A by right-continuity of XY
and hence E[XTnYTn ] ≥ nP [A] since XY is nonnegative. On the other hand, XY is
right-closable at ∞ as a nonnegative supermartingale, and hence the optional stopping
theorem applied on [0,∞] yields for each n ∈ N that E[XTnYTn ] ≤ X0Y0 = 1. It fol-
lows that P [A] = 0 and hence lim infs⇈Tˆ XsYs <∞ P -a.s. Now since X , Y and Xˆ are
all nonnegative and lim infs⇈Tˆ XˆsYs > 0 P -a.s., the contraposition of Lemma A.3 (b)
with x(s) := Xs(ω)/Xˆs(ω) and y(s) := Xˆs(ω)Ys(ω) (for any fixed ω ∈ Ω) implies that
lim infs⇈Tˆ Xs/Xˆs <∞ P -a.s. This proves Claim 1.
For α ∈ [0,1] and any two processes Z1,Z2, recall from (C) the convex combination op-
erator ccα(Z1,Z2) := (1− α)Z1 + αZ2. Also, for t ∈ [0,∞], A ∈ Ft and any two processes
Z1,Z2, recall from (D) the switching operator swt,A(Z1,Z2) := IAcZ1· + IA(Z
1
t∧·/Z
2
t )Z
2
t∨·
if Z2 is a strictly positive process and swt,A(Z1,Z2) := Z1 otherwise. Note that by Claim 1,
both operators produce real-valued processes when applied to Z1,Z2 ∈ Z0. Let
Zn :=
{
ccα(Z1,Z2) : Z1,Z2 ∈Zn−1, α ∈ [0,1]
}
∪
{
swt,A(Z1,Z2) : Z1,Z2 ∈ Zn−1, t ∈ [0,∞],A ∈Ft
}
for n ∈N
and define the set Z :=
⋃
n∈NZ
n.
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Claim 2: Z is an SPP if either (1) or (2) hold. Observe that Z satisfies (C) and (D) by
construction, and since Xˆ ∈ X , 1 is an element of Z0 ⊆Z , and therefore Z also satisfies (B).
Suppose now that either (1) or (2) hold. By induction over (Zn)n∈N and due to Claim 1, it
is straightforward to check that Z satisfies (A) as well.
Claim 3: For all Z ∈Z ,
(3) Zs(ω) = ZTˆ (ω), ∀(ω, s) ∈ JTˆ ,∞K.
To prove Claim 3, we use induction over (Zn)n∈N. For n = 0, the claim holds by defini-
tion. For the induction step, let Z ∈ Zn. Then either Z = ccα(Z1,Z2) or Z = swt,A(Z1,Z2)
for some Z1,Z2 ∈ Zn−1 and suitable α respectively t,A. In the first case, it follows im-
mediately by the induction hypothesis that Z satisfies (3). In the second case, due to the
definition of swt,A, we may assume without loss of generality that Z2 is strictly positive
and hence Z = IAcZ1· + IA(Z
1
t∧·/Z
2
t )Z
2
t∨·. So let (ω, s) be in JTˆ ,∞K; then Tˆ (ω) ≤ s and
Zis(ω) =Z
i
Tˆ
(ω) for i= 1,2 by the induction hypothesis. On {t < Tˆ}, we have
Zs = IAcZ
1
s + IA(Z
1
t∧s/Z
2
t )Z
2
t∨Tˆ
= IAcZ
1
Tˆ
+ IA(Z
1
t /Z
2
t )Z
2
Tˆ
= ZTˆ .
On {Tˆ ≤ t≤ s}, we have Zis = Z
i
t =Z
i
Tˆ
for i= 1,2 by the induction hypothesis and hence
Zs = IAcZ
1
s + IA(Z
1
t∧s/Z
2
t )Z
2
t∨Tˆ
= IAcZ
1
Tˆ
+ IA(Z
1
t /Z
2
t )Z
2
Tˆ
= ZTˆ ,
whereas on {Tˆ ≤ s < t}, we simply have Zs =Z1s = Z
1
Tˆ
= ZTˆ . This proves Claim 3.
Claim 4: For all Z ∈Z , there exists an X ∈ X such that the following hold:
Xs(ω)
Xˆs(ω)
=Zs(ω), ∀(ω, s)∈ J0, Tˆ J.(4)
lim inf
s⇈Tˆ
Xs
Xˆs
≥ ZTˆ P -a.s.(5)
For the proof, we again use induction over (Zn)n∈N. For n = 0, the claim holds by def-
inition. For n ≥ 1, let Z ∈ Zn. Then either Z = ccα(Z1,Z2) or Z = swt,A(Z1,Z2) for
some Z1,Z2 ∈ Zn−1 and suitable α respectively t,A. By the induction hypothesis, there
existX1,X2 ∈X satisfying (4) and (5) with Z1,Z2 respectively. If Z = ccα(Z1,Z2), define
X := ccα(X1,X2) and note thatX ∈ X by (C). Then by the induction hypothesis, on J0, Tˆ J,
Xs
Xˆs
= (1−α)
X1s
Xˆs
+α
X2s
Xˆs
= (1− α)Z1s + αZ
2
s = Zs.
Moreover, by the superadditivity of lim inf ,
lim inf
s⇈Tˆ
Xs
Xˆs
≥ lim inf
s⇈Tˆ
(1−α)
X1s
Xˆs
+ lim inf
s⇈Tˆ
α
X2s
Xˆs
≥ (1−α)Z1T +αZ
2
T =ZT P -a.s.
If Z = swt,A(Z1,Z2), we can assume without loss of generality that Z2 is strictly positive,
and hence so is X2 on J0, Tˆ J. Then due to (D), X := swt,A(X1,X2t ) is well defined (recall
that 0/0 = 1) and an element of X . By the induction hypothesis and noting the tautology
Xˆs = (Xˆt∧sXˆt∨s)/Xˆt, we have on J0, Tˆ J that
Xs
Xˆs
=
IAcX
1
s + IA(X
1
t∧s/X
2
t )X
2
t∨s
Xˆs
= IAcZ
1
s + IA
X1t∧s
Xˆt∧s
Xˆt
X2t
X2t∨s
Xˆt∨s
= IAcZ
1
s + IA(Z
1
t∧s/Z
2
t )Z
2
t∨s
Moreover, using first the definition ofX , second a distinction of cases into Ac, A∩ {Tˆ ≤ t}
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andA∩{t < Tˆ}, third that (A∩{t < Tˆ})c =Ac∪ (A∩{Tˆ ≤ t}), next the induction hypoth-
esis and X1t /X
2
t = Z
1
t /Z
2
t on {t < Tˆ} by (4), the third step again, and finally that Z
i
t = Z
i
Tˆ
on {Tˆ ≤ t} for i= 1,2 due to Claim 3, we obtain
lim inf
s⇈Tˆ
Xs
Xˆs
= lim inf
s⇈Tˆ
IAcX
1
s + IA
(X1t∧s
X2t
)
X2t∨s
Xˆs
= IAc lim inf
s⇈Tˆ
X1s
Xˆs
+ IA∩{Tˆ≤t} lim inf
s⇈Tˆ
(X1s
X2t
)
X2t
Xˆs
+ IA∩{t<Tˆ } lim inf
s⇈Tˆ
(X1t
X2t
)
X2s
Xˆs
= I(A∩{t<Tˆ })c lim inf
s⇈Tˆ
X1s
Xˆs
+ IA∩{t<Tˆ } lim inf
s⇈Tˆ
(X1t
X2t
)
X2s
Xˆs
≥ I(A∩{t<Tˆ })cZ
1
Tˆ
+ IA∩{t<Tˆ}(Z
1
t /Z
2
t )Z
2
Tˆ
= IAcZ
1
Tˆ
+ IA∩{Tˆ≤t}(Z
1
Tˆ
/Z2
Tˆ
)Z2
Tˆ
+ IA∩{t<Tˆ}(Z
1
t /Z
2
t )Z
2
Tˆ
=ZTˆ P -a.s.
This proves Claim 4.
Claim 5: X satisfies DSV for Xˆ if and only if Z∞ is bounded in L
0. The “if” direction fol-
lows from the observation that {lim infs⇈Tˆ Xs/Xˆs :X ∈X} ⊆ Z∞. The “only if” direction
is a direct consequence of Claim 4, (5) and Claim 3.
“(1)⇒ (2)”: Suppose that X satisfies DSV for Xˆ . Then Z is an SPP by Claim 2, and by
Claim 5, Z∞ is bounded in L0. Thus we can apply [9, Theorem 2.3 and Remark 2.4.4] (cf.
Proposition 1.12) to Z and on the closed time interval [0,∞] to obtain a process Y ′ which
is adapted, RCLL in probability, strictly positive on [0,∞] and such that for each Z ∈ Z ,
ZY ′ is a supermartingale. Since 1 ∈ Z , Y ′ is itself a supermartingale and hence without
loss of generality RCLL P -a.s. (cf. Remark 1.9). Define Y := (Y ′/Xˆ)IJ0,Tˆ J. Then since Tˆ
is a stopping time and Y ′, Xˆ are adapted RC P -a.s. and strictly positive on J0, Tˆ J, so is Y .
Moreover, since Y ′ is positive on [0,∞], the minimum principle for supermartingales implies
that lim inft⇈Tˆ XˆtYt = limt⇈Tˆ Y
′
t > 0 P -a.s.
It only remains to show that Y is a supermartingale deflator, i.e. that for any X ∈ X ,
A ∈ Fs and 0 ≤ s < t < ∞, we have E[XtYtIA] ≤ E[XsYsIA]. On {Tˆ ≤ s}, we have
Tˆ <∞, hence Yt = Ys = 0 by definition, and so E[XtYtIA∩{Tˆ≤s}]≤E[XsYsIA∩{Tˆ≤s}] is
trivially satisfied. On {s < Tˆ}, setting Z := (X/Xˆ)IJ0,Tˆ J + (lim infs⇈Tˆ Xs/Xˆs)IJTˆ ,∞K and
extending Z(ω) from [0,∞) to [0,∞] by keeping it constant on [Tˆ (ω),∞] yields Z ∈ Z and
we get
E[XtYtIA∩{s<Tˆ}] =E
[
0IA∩{s<Tˆ≤t} +
XtY
′
t
Xˆt
IA∩{t<Tˆ }
]
=E[ZtY
′
t IA∩{t<Tˆ}]
≤E[ZtY
′
t IA∩{s<Tˆ}]≤E[ZsY
′
sIA∩{s<Tˆ}] =E[XsYsIA∩{s<Tˆ}],
where the first equality is due to Xt = Yt = 0 on {Tˆ ≤ t} and Yt = Y ′t /Xˆt on {t < Tˆ}, the
second holds because Zt =Xt/Xˆt on {t < Tˆ} by (4), the first inequality is due to Z,Y ′ ≥ 0
and s≤ t, the second holds becauseZY ′ is a supermartingale and A∩{s < Tˆ} ∈ Fs since Tˆ
is a stopping time, and the last equality again follows from the definitions of Z and Y . Hence
we conclude.
“(2)⇒ (1)”: Suppose that (2) holds and let Y be an adapted RC supermartingale deflator
which is strictly positive on J0, Tˆ J and satisfies lim inft⇈Tˆ XˆtYt > 0 P -a.s. From Xˆ ∈ X
follows that XˆY is a (nonnegative) supermartingale and hence lim inft⇈Tˆ XˆtYt <∞ P -a.s.
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Therefore we obtain that {lim inft⇈Tˆ Xt/Xˆt :X ∈X} is bounded in L
0 (i.e. DSV holds), if
and only if
{(lim inf
t⇈Tˆ
Xt/Xˆt)(lim inf
t⇈Tˆ
XˆtYt) :X ∈ X}
is bounded in L0. Now since X,Xˆ and Y are all nonnegative, Lemma A.3 (c) with
x(s) :=Xs(ω)/Xˆs(ω) and y(s) := Xˆs(ω)Ys(ω) (for any fixed ω ∈Ω) implies that
(lim inf
t⇈Tˆ
Xt/Xˆt)(lim inf
t⇈Tˆ
XˆtYt)≤ lim inf
t⇈Tˆ
XtYt,
and so it suffices to show that
{
lim inft⇈Tˆ XtYt :X ∈X
}
is bounded in L0. If this is not the
case, there is a δ > 0 and for eachN ∈N someXN ∈X with P [lim inft⇈Tˆ X
N
t Yt >N ]> δ.
Fix N ∈ N, define τN := inf{t≥ 0 :XNt Yt ≥N} ∧ Tˆ and note that τ
N is a stopping time.
Then P [τN < Tˆ ]> δ and the right-continuity of XNY gives XNτNYτN ≥ N on {τ
N < Tˆ}.
Since XN and Y are nonnegative, it follows that E[XNτNYτN ] > δN . On the other hand,
XNY is a nonnegative supermartingale, hence right-closable at∞ and so the optional stop-
ping theorem on [0,∞] yields E[XNτNYτN ]≤ E[X
N
0 Y0] = 1. This is a contradiction for any
N > 1/δ, and hence we conclude.
2.2. Proof of Proposition 1.21 and Corollary 1.20. In this section we give the proof of
Proposition 1.21. Using Proposition 1.21 we are then able to quickly prove Corollary 1.20.
PROOF OF PROPOSITION 1.21. Define τX := inf{t≥ 0 :Xt = 0}. First we show that
(6) X =XIJ0,τXJ P -a.s., ∀X ∈ X .
Under (a), this is trivial. If (b) holds, suppose to the contrary that there exist an X ∈X
and t ∈ [0,∞) such that XtI{τX≤t} > 0 with positive probability. Since Y is an SMD
for X , we have E[XtYt|Ft∧τX ] ≤ Xt∧τXYt∧τX P -a.s. and which yields the inequality
E[XtYtI{τX≤t}|Ft∧τX ]≤Xt∧τXYt∧τXI{τX≤t} P -a.s. SinceX is P -a.s. RC,XτX = 0 P -a.s.
and hence {τX ≤ t} = {t ∧ τX = τX} implies Xt∧τXYt∧τXI{τX≤t} = 0 P -a.s. On the
other hand, XtYtI{τX≤t} > 0 with positive probability due to {Y = 0} ⊆ {X = 0}, and
hence E[XtYtI{τX≤t}|Ft∧τX ] > 0 with positive probability, which is a contradiction. This
proves (6).
Define now the set of cemetery times as T := {τX : X ∈ X}. Then each τ ∈ T
is a stopping time. Define furthermore the function g : T → R by g(τ) :=E[
∫ τ
0 e
−tdt].
Then 0≤M := supτ∈T g(τ)≤E[
∫∞
0 e
−tdt] = 1. Let (τn)n∈N be a sequence which satis-
fies g(τn)≥M − 1/n for each n ∈ N and define Tˆ n := maxk=1,...,n τk . Then Tˆ n is an el-
ement of T because T is closed under taking maxima; indeed, for X1,X2 ∈ X , we have
τX
1
∨ τX
2
= τ cc
1/2(X1,X2) ∈ T due to (C). So (Tˆ n)n∈N is an increasing sequence in T with
g(Tˆ n) ≥M − 1/n for each n ∈ N. Hence T˜ := limn→∞ Tˆ n = supn∈N Tˆ
n exists and is a
[0,∞]-valued stopping time. Moreover, g(T˜ ) =M since g(T˜ ) ≥ g(Tˆ n) for all n ∈ N. We
claim that for each X ∈ X , we have τX ≤ T˜ P -a.s. To see this, suppose to the contrary that
there is an X¯ ∈ X with τ X¯ > T˜ with positive probability. The sequence (τ¯n)n∈N defined
by τ¯n := τ X¯ ∨ Tˆ n ∈ T converges to τ X¯ ∨ T˜ P -a.s. Note that g(T˜ ∨ τ X¯) > g(T˜ ) because
P [τ X¯ > T˜ ] > 0, and thus by monotone convergence, there is an n ∈ N with g(τ¯n)> g(T˜ ),
which is a contradiction. But now for each X ∈ X , due to (6), τX ≤ T˜ P -a.s. if and only if
X =XIJ0,T˜ J P -a.s. Hence T˜ is P -a.s. unique and we conclude.
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PROOF OF COROLLARY 1.20. Since “(2) ⇒ (1)” follows immediately from Proposi-
tion 1.21 and Theorem 1.18, we only need to argue “(1)⇒ (2)”. Assume that (1) holds; then
Theorem 1.18 yields an SMD Y ′ which is adapted, P -a.s. RC, strictly positive on J0, Tˆ J
and satisfies lim inft⇈Tˆ XˆtY
′
t > 0 P -a.s. Define Y := Y
′IJ0,Tˆ J + IJTˆ ,∞K. Then Y is clearly
strictly positive, P -a.s. RC, and since Tˆ is a stopping time, Y is adapted. Since 0 is an ab-
sorbing state, X = 0 on JTˆ ,∞K for each X ∈ X . But then XtYt =XtY ′t for each t ∈ [0,∞)
and X ∈ X and hence Y is an SMD. Finally, lim inft⇈Tˆ XˆtY
′
t ≥ lim inft⇈Tˆ XˆtYt > 0 P -a.s.
due to Y ′ > Y ; this finishes the proof.
2.3. Proof of Theorem 1.23. In order to prove Theorem 1.23, we need some preliminary
work. The next lemma shows that if we enlarge our filtration by a finite family V of sets and
extend our initial SP X to X V in a minimal way such that X V is an SP over the enlarged
filtration, then this X V satisfies NUPBRloc whenever X does.
LEMMA 2.1. Let X be an SP, V a finite family of subsets of Ω and FV := (FVt )t≥0 with
FVt := σ(Ft ∪ V) = Ft ∨ σ(V). Let X
V be the smallest set containing X such that (C) and
(D) are satisfied over (Ω,FV∞,F
V , P ). Then X V is an SP. If X satisfies NUPBRloc, then so
does X V .
PROOF. Let V ′ = {V 1, . . . , V K} for some K ∈ N be a finite partition of Ω into pairwise
disjoint (not necessarily measurable) sets such that σ(V ′) = σ(V). Define X 0 := X and re-
cursively
X n :=
{
ccα(X1,X2) :X1,X2 ∈ X n−1, α ∈ [0,1]
}
∪
{
swt,A(X1,X2) :X1,X2 ∈X n−1, t ∈ [0,∞),A ∈FVt
}
for n ∈N.
Our first claim is that
(7) X V =X ′ :=
⋃
n∈N
X n.
Because X ′ is by construction closed under ccα with α ∈ [0,1] and swt,A with t ∈ [0,∞) and
A ∈ FVt , the inclusion “⊆” is clear. The converse “⊇” follows by induction from the fact that
X n ⊆ X V for each n ∈ N. Since X n satisfies (A) for each n ∈ N, so does X V ; this proves
(7).
Next we claim that
(8) for eachX ∈X ′, there are Xk ∈X for k = 1, . . . ,K with X =Xk on V k.
To show this, we use (7) and induction over n. For n = 0 and X ∈ X 0, the conclusion
in (8) holds trivially. For the induction step, let X ∈ X n and first consider the case when
X = ccα(X1,X2) for some X1,X2 ∈ X n−1, α ∈ [0,1]. By the induction hypothesis, there
are Xk,i ∈ X for k = 1, . . . ,K and i = 1,2 such that Xi = Xk,i on V k . Then for each
k = 1, . . . ,K, Xk := ccα(Xk,1,Xk,2) is in X and satisfies X =Xk on V k . Consider now
the case when X = swt,A(X1,X2) for X1,X2 ∈ X n−1, t ∈ [0,∞), A ∈ FVt . By the induc-
tion hypothesis again, there are Xk,i ∈ X for k = 1, . . . ,K and i= 1,2 such that Xi =Xk,i
on V k . Note that by Lemma A.8 below, A can be written as A=
⋃K
k=1(V
k ∩Ak) for some
Ak ∈ Ft, k = 1, . . . ,K. Then for each k = 1, . . . ,K, Xk := swt,A
k
(Xk,1,Xk,2) is in X and
satisfiesX =Xk on V k; this proves (8).
Suppose now that X V does not satisfy NUPBRloc. Then there exist t ∈ [0,∞) and
δ > 0 such that for each n ∈ N, there is an Xn ∈ X V with P [Xnt > n]> δ. Fix n ∈ N.
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Then there exists k(n) such that P [Xnt IVk(n) >n]> δ/K , due to the pigeonhole princi-
ple. But by (8) and (7), there exists Xn,k(n) ∈ X with XnIVk(n) =X
n,k(n)IVk(n) and hence
P [X
n,k(n)
t >n]> δ/K . It follows that Xt is not bounded in L
0, and hence X does not satisfy
NUPBRloc either. This finishes the proof.
The next lemma shows that even though NUPBRloc requires boundedness in L0 of Xt only
for deterministic times t ∈ [0,∞), it implies boundedness in L0 of Xτ also for random times
τ which take at most countably many values.
LEMMA 2.2. Let X be an SP which satisfies NUPBRloc. Then Xτ is bounded in L0 for
any τ : Ω→ [0,∞) which takes at most countably many values.
PROOF. Take such a τ and suppose that there exists δ > 0 such that for each n ∈ N,
there is an Xn ∈ X with P [Xnτ > n] > δ. Set A
n := {Xnτ > n} so that P [A
n] > δ
for each n ∈ N and let (Ck)k∈N be a countable partition of Ω into pairwise disjoint
measurable sets such that τ is constant on Ck for each k, with value τ(Ck). Define
f(k,N) := sup{P [Ck ∩An] : n≥N}; then f is of course decreasing in N . Suppose that
there are c > 0 and k ∈N such that f(k,N)> c for eachN ∈N. Then for eachN ∈N, there
exists n > N such that P [Xnτ(Ck) > n]≥ P [C
k ∩An]> f(k,N)/2> c/2 and hence Xτ(Ck)
is not bounded in L0. In particular, NUPBRloc does not hold, which is a contradiction. It fol-
lows that limN→∞ f(k,N) = 0 for each k ∈ N. Pick K ∈ N such that
∑
k>K P [C
k] < δ/2
and chooseN ∈N such that f(k,N)< δ/(2K) for each k ≤K. Then
P [AN ] =
∑
k>K
P [Ck ∩AN ] +
∑
k≤K
P [Ck ∩AN ]< δ/2 +
∑
k≤K
f(k,N)< δ,
which is a contradiction. This finishes the proof.
Before we start proving Theorem 1.23, we give a brief outline of the proof of “(1)⇒ (2)”,
which is the non-standard direction. We start by creating a localising sequence (τn)n∈N for
T˜ as in Proposition 1.21 such that each τn takes only finitely many values and there is a
strictly positive process on J0, τnK. This we achieve by discretising the sequence Tˆ n given
by Proposition 1.21. The obtained sequence (τn)n∈N is not measurable; so we enlarge the
filtration such that each τn becomes a stopping time. Then we define an auxiliary set Z+,n
for each τn similarly as in the proof of Theorem 1.18. Lemmas 2.1 and 2.2 ensure that Z+,n∞
is bounded in L0 whenever X satisfies NUPBRloc, and hence an application of Kardaras
[9, Theorem 2.3] to each Z+,n yields for each n ∈ N an SMD Y +,n for Z+,n over the en-
larged filtration (step 1). We paste (Y +,i)i=1,...,n together, yielding Y¯ +,n, and argue that Y¯ +,n
is still an SMD for Z+,n over the enlarged filtration (step 2). Taking first an adequate trun-
cation of Y¯ +,n (step 3) and then the optional projection onto the original filtration yields a
process Y n which is strictly positive on J0, τnK and an SMD for X over the original filtration
(step 4). Finally, we observe that (Y n)n∈N converges monotonically to some Y and verify
that Y is strictly positive on J0, T˜ J and an SMD for X (step 5).
PROOF OF THEOREM 1.23. “(1) ⇒ (2)”: Step 1 (enlargement): Since 0 is an absorbing
state, we can apply Proposition 1.21 via Remark 1.22 to obtain T˜ and (Xˆn)n∈N ⊆ X with
X =XIJ0,T˜ J (surely) for all X ∈ X and such that the sequence Tˆ
n := inf{t≥ 0 : Xˆn = 0}
satisfies Tˆ n ր T˜ as n → ∞. For n ∈ N define Cn,k := {k/2n < Tˆ n ≤ (k+1)/2n} for
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k = 0, . . . , n2n − 1, and Cn,n2
n
:= {n < Tˆ n}, which gives a finite partition of Ω into pair-
wise disjoint sets; note that Tˆ n > 0 because Xˆn is RC and starts at 1. Note for later use that
for any n ∈N andK <n2n, due to Tˆ n ≤ Tˆ n+1, we have
(9)
K⋃
k=0
Cn,k =
{
Tˆ n ≤
K + 1
2n
}
⊇
{
Tˆ n+1 ≤
2K +2
2n+1
}
=
2K+1⋃
k=0
Cn+1,k,
whereas for K = n2n, we have
⋃K
k=0C
n,k = Ω ⊇
⋃2K+1
k=0 C
n+1,k. For each n ∈ N, define
now τn :=
∑n2n
k=0(k/2
n)ICn,k ; then τn < Tˆ n ≤ T˜ P -a.s. and limn→∞ τn = T˜ . Fix n and for
each t ∈ [0,∞), let K(t, n) be the smallest integer such that t < 2K(t, n)/2n if t < n and
2K(t, n) = n2n otherwise. Define recursively F+,0t :=Ft and for n≥ 1,
(10) F+,nt := σ(F
+,n−1
t ∪ {C
n,k : k = 0, . . . ,2K(t, n)− 1})
and let F+,n = (F+,nt )t≥0. Then F
+,n satisfies like F the usual conditions and τn is an F+,n-
stopping time. Indeed, for t ≥ n, {τn ≤ t} = Ω and for any t < n, we have that either
(2K(t, n) − 2)/2n ≤ t < (2K(t, n) − 1)/2n or (2K(t, n) − 1)/2n ≤ t < 2K(t, n)/2n. By
noting thatK(t, n+1)−1 = 2K(t, n)−2 in the first case andK(t, n+1)−1 = 2K(t, n)−1
in the second, we get for t < n that
(11) {τn ≤ t}=
{
n2n∑
k=0
(k/2n)ICn,k ≤ t
}
=
K(t,n+1)−1⋃
k=0
Cn,k ∈ F+,nt ,
LetX+,n be the smallest set containingX and satisfying (C) and (D) over (Ω,F+,n∞ ,F+,n, P ).
Then X+,n is an SP by Lemma 2.1. Moreover, since F+,n is coarser than FV
n
with
Vn := {Ci,k : i= 1, . . . , n, k= 0, . . . , i2i} by (10), it follows that X+,n is a subset of X V
n
as
defined in Lemma 2.1, and since the latter satisfies NUPBRloc by Lemma 2.1, so does X+,n.
For fixed n, consider the set Z+,n := {Zn := XIJ0,τnJ +XτnIJτn,∞K : X ∈ X
+,n} and
extend each Zn· (ω) from [0,∞) to [0,∞] by keeping it constant on [τ
n(ω),∞]. According
to Remark 1.6, Z+,n is a set of processes with bounded time horizon (since it lives on the
right-closed interval [0,∞]). In particular, the conditions (A)–(D) and (B′) are to be under-
stood on the right-closed interval [0,∞]. Since τn is an F+,n-stopping time, ZX,n :=Xτn∧·
is F+,n-adapted for eachX ∈ X+,n. Moreover, eachZX,n is clearly nonnegative, RC and sat-
isfies ZX,n0 =X0 = 1, and so Z
+,n satisfies (A). Define Zˆn := Xˆnτn∧· ∈ Z
+,n and recall that
Xˆn ∈X . Then Zˆn is strictly positive on [0,∞) due to τn < Tˆ n, and henceZ+,n satisfies (B).
It is straightforward to verify that Z+,n satisfies (C) and (D) from these properties of X+,n,
and hence Z+,n is an SPP. Furthermore, since τn takes finitely many values, Lemma 2.2
implies that Z+,n∞ = X
+,n
τn is bounded in L
0. Hence we can apply [9, Theorem 2.3 and Re-
mark 2.4.4] (cf. Proposition 1.12) to Z+,n over (Ω,F+,n∞ ,FV , P ) and on the closed time
interval [0,∞] to obtain a process Y +,n which is F+,n-adapted, strictly positive on [0,∞]
and such that ZY +,n is an F+,n-supermartingale for each Z ∈ Z+,n. We can also without
loss of generality assume that Y +,n0 = 1.
Step 2 (pasting): Set τ0 = 0 and define Y¯ +,n :=
∏n
i=1(Y
+,i
τ i∧·/Y
+,i
τ i−1∧·) for n ∈ N. Then
each Y¯ +,n is a finite product of F+,n-adapted and strictly positive processes, hence F+,n-
adapted and strictly positive itself, and moreover Y¯ +,n0 = 1. We show by induction that for
every n ∈ N, Y¯ +,n is an F+,n-supermartingale deflator for Z+,n. For n = 1, this is clear
because Y¯ +,1 = Y +,1 is an F+,1-supermartingale deflator for Z+,1. For the induction step,
note that
(12) Y¯ +,n+1 = Y¯ +,n on J0, τnK and Y¯ +,n+1 = (Y¯ +,nτn /Y
+,n+1
τn )Y
+,n+1 on Jτn,∞K.
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Let 0 ≤ s < t <∞, A ∈ F+,n+1s and Z ∈ Z+,n+1. Consider As := A ∩ {s < τn} and note
that As is an element of F+,ns . Indeed, if s ≥ n, then {s < τn} = ∅ and As = ∅ ∈ F
+,n
s ,
whereas if s < n, then (11) and (9) give
{τn ≤ s}=
K(s,n+1)−1⋃
k=0
Cn,k ⊇
2K(s,n+1)−1⋃
k=0
Cn+1,k,
or Ω\
⋃2K(s,n+1)−1
k=0 C
n+1,k ⊇ {s < τn}. But due to (10) and Lemma A.8, A can be
written as A =
⋃2K(s,n+1)−1
k=0 (C
n+1,k ∩ Ak) ∪ ((Ω\
⋃2K(s,n+1)−1
k=0 C
n+1,k) ∩ B) for some
Ak,B ∈ F+,ns , k = 1, . . . ,2K(s,n+ 1)− 1 and hence As = B ∩ {s < τn} ∈ F
+,n
s . So we
have
E[ZtY¯
+,n+1
t IAs ] =E[ZtY¯
+,n+1
t IAs∩{t≤τn} +ZtY¯
+,n+1
t IAs∩{t>τn}]
=E
[
ZtY¯
+,n
t IAs∩{t≤τn} +E
[
ZtY
+,n+1
t
Y¯ +,nτn
Y +,n+1τn
IAs∩{t>τn}
∣∣∣∣F+,n+1t∧τn ]]
≤E
[
ZtY¯
+,n
t IAs∩{t≤τn} +ZτnY
+,n+1
τn
Y¯ +,nτn
Y +,n+1τn
IAs∩{t>τn}
]
=E[Zt∧τn Y¯
+,n
t∧τnIAs ]≤E[ZsY¯
+,n
s IAs ] =E[ZsY¯
+,n+1
s IAs ],
where the second equality is due to (12) and the tower property; the first inequality follows
from the optional sampling theorem since ZY +,n+1 is an F+,n+1-supermartingale, t ∧ τn is
a bounded stopping time and (Y¯ +,nτn /Y
+,n+1
τn )IAs∩{t>τn} is F
+,n+1
t∧τn -measurable; the sec-
ond follows from the induction hypothesis and the fact that Zτn∧· ∈ Z+,n, As ∈ F
+,n
s ;
and the last equality is due to (12) again because s < τn on As. Consider now the set
Aℓ :=A∩ {s≥ τn} ∈ F+,n+1s ; then using twice (12) and the F+,n+1-supermartingale prop-
erty of ZY +,n+1 plus the fact that (Y¯ +,nτn /Y
+,n+1
τn )IAℓ is F
+,n+1
s -measurable yield
E[ZtY¯
+,n+1
t IAℓ] =E[ZtY
+,n+1
t (Y¯
+,n
τn /Y
+,n+1
τn )IAℓ ]
≤E[ZsY
+,n+1
s (Y¯
+,n
τn /Y
+,n+1
τn )IAℓ ] =E[ZsY¯
+,n+1
s IAℓ ].
Hence E[ZtY¯
+,n+1
t IA]≤E[ZsY¯
+,n+1
s IA], and this proves the induction step.
Step 3 (cutoff): For each n ∈ N, also Y¯ +,nIJ0,τnK is an F
+,n-SMD for Z+,n. Indeed, for
any 0≤ s < t <∞, A ∈F+,ns and Z ∈Z+,n, we have
E[ZtY¯
+,n
t I{t≤τn}IA]≤E[ZtY¯
+,n
t I{s≤τn}IA]≤E[ZsY¯
+,n
s I{s≤τn}IA],
where the first inequality follows from the nonnegativity of Z and Y¯ +,n, and the second holds
because ZY¯ +,n is an F+,n-supermartingale and A,{s≤ τn} are in F+,ns .
Step 4 (projection): For each n ∈ N, let Y n be the optional projection of the nonnega-
tive process Y¯ +,nIJ0,τnK with respect to F, cf. [3, VI.43]. Then each Y
n is F-adapted and
strictly positive on J0, τnK, and furthermore for each t ∈ [0,∞), Y nt =E[Y¯
+,n
t IJ0,τnK(t)|Ft].
To show that Y n is an F-SMD for X , fix X ∈X and s≤ t. Then by multiple applications of
the tower rule, we obtain
E[XtY
n
t |Fs] =E
[
XtE[Y¯
+,n
t IJ0,τnK(t)|Ft]
∣∣Fs]
=E[XtY¯
+,n
t IJ0,τnK(t)|Fs]
=E
[
E[XtY¯
+,n
t IJ0,τnK(t)|F
+,n
s ]
∣∣Fs]
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=E
[
E[ZX,nt Y¯
+,n
t IJ0,τnK(t)|F
+,n
s ]
∣∣Fs]
≤E[ZX,ns Y¯
+,n
s IJ0,τnK(s)|Fs]
=E[XsY¯
+,n
s IJ0,τnK(s)|Fs]
=XsE[Y¯
+,n
s IJ0,τnK(s)|Fs] =XsY
n
s ,
where the fourth and fifth equalities are due toX = ZX,n on J0, τnK and the inequality holds
because ZX,nY¯ +,nIJ0,τnK is an F
+,n-supermartingale as ZX,n ∈ Z+,n; see Step 3.
Step 5 (convergence): Note that Y¯ +,nt IJ0,τnK(t) ≤ Y¯
+,n+1
t IJ0,τn+1K(t) due to (12) and
τn ≤ τn+1. Therefore Y n ≤ Y n+1 P -a.s. and hence the sequence (Y nIJ0,T˜ J)n∈N converges
monotonically to Y := limn→∞ Y nIJ0,T˜ J, which is well defined, adapted and takes values in
(0,∞] on J0, T˜ J. In particular, since 0 is an absorbing state, we have {Y = 0} ⊆ {X = 0}
for each X ∈ X by Remark 1.22. Moreover, for any k ∈ N, the definition of Y , monotone
convergence, I{t<T˜ } ≤ 1 plus the fact that Xˆ
kY n is a supermartingale for Xˆk ∈ X and each
n ∈N, and finally X0 = 1 and Y0 =E[Y¯
+,n
0 IJ0,τnK(0)|F0] = 1 yield
E[Xˆkt Yt] =E
[
Xˆkt limn→∞
Y nt I{t<T˜}
]
= lim
n→∞
E[Xˆkt Y
n
t I{t<T˜}]≤ limn→∞
E[Xˆk0Y
n
0 ] = 1.
Therefore Y is finite P -a.s. because Xˆk > 0 on J0, τkJ, limk→∞ τk = T˜ and Y = 0 on
JT˜ ,∞J. It remains to show that Y is an SMD for X . So let 0≤ s < t <∞, A ∈Fs
and X ∈X . On {T˜ ≤ s}, we have Yt = Ys = 0 by definition so it trivially follows that
E[XtYtIA∩{T˜≤s}]≤E[XsYsIA∩{T˜≤s}]. On {s < T˜} on the other hand, we have
E[XtYtIA∩{s<T˜}] =E
[
0IA∩{s<T˜≤t} +Xt limn→∞
Y nt IA∩{t<T˜ }
]
= lim
n→∞
E[XtY
n
t IA∩{t<T˜}]
= lim
n→∞
E[XtY¯
+,n
t IJ0,τnK(t)IA∩{t<T˜ }]
= lim
n→∞
E[ZX,nt Y¯
+,n
t IJ0,τnK(t)IA]
≤ lim
n→∞
E[ZX,ns Y¯
+,n
s IJ0,τnK(s)IA]
= lim
n→∞
E[XsY¯
+,n
s IJ0,τnK(s)IA∩{s<T˜}]
= lim
n→∞
E[XsY
n
s IA∩{s<T˜}]
=E[XsYsIA∩{s<T˜}]
where the first equality is due to Xt = Yt = 0 on {T˜ ≤ t} and the definition of Y , the
second uses monotone convergence, the third is by the definition of Y n and the fact that
XtIA∩{t<T˜ } isFt-measurable, the fourth usesX =Z
X,n on J0, τnK and {t≤ τn} ⊆ {t < T˜},
the inequality holds because ZX,nY¯ +,nIJ0,τnK is an F
+,n-supermartingale by Step 3. and
A ∈ Fs ⊆F
+,n
s , the fifth equality again usesX = ZX,n on J0, τnK and {s≤ τn} ⊂ {s < T˜},
the sixth the definition of Y n and the fact that XsIA∩{s<T˜} is Fs-measurable, and the last is
again due to monotone convergence. This completes the proof of “(1)⇒ (2)”.
“(2) ⇒ (1)”: If there exists a supermartingale deflator Y which is adapted and has
{Y = 0} ⊆ {X = 0} for each X ∈ X , then 0 is an absorbing state by Remark 1.22. Fix
t ∈ [0,∞); we need to show that Xt is bounded in L0, and this is standard. For each
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M > 0, we have the inequality M supX∈X P [XtYt ≥M ]≤ supX∈X E[XtYt]≤ 1 because
XY is a nonnegative supermartingale for each X ∈ X . Therefore the set {XtYt :X ∈ X} is
bounded in L0. But Xt =XtI{Yt>0} due to {Y = 0} ⊆ {X = 0} for each X ∈ X and hence
we have {XtYt :X ∈X}= {XtYtI{Yt>0} :X ∈ X}. Therefore it follows that also the set
{XtI{Yt>0} :X ∈ X}= {Xt :X ∈ X}=Xt is bounded in L
0. This finishes the proof.
3. Non-adapted framework. If the elements X ∈ X are not adapted (non-adapted
framework), one needs a generalised notion of supermartingales. Kardaras [9] defines a gen-
eralised supermartingale as a process Z which satisfies for all 0 ≤ s < t and A ∈ Fs that
E[Zt/ZsIA] ≤ P (A). Note that Z need not be adapted nor RC. We first remark that this
is by no means similar to the requirement that the optional projection ZF of Z on F is a
supermartingale, as the following example illustrates.
EXAMPLE 3.1. Consider the finite-time finite-space model Ω = {a, b} with the prob-
ability measure P [a] = P [b] = 1/2, and the trivial filtration defined by Ft := {∅,Ω} for
t = 0,1,2. Let Z(a)0,1,2 = (5,6,9) and Z(b)0,1,2 = (5,2,1); then Z is a generalised su-
permartingale, but ZF0,1,2 = E[Z0,1,2] is not a supermartingale. On the other hand, let
W (a)0,1,2 = (5,9,6) andW (b)0,1,2 = (5,1,2); thenW is not a generalised supermartingale,
butW F is a supermartingale.
We believe that the dual characterisation of DSV (Theorem 1.18) does not hold in the non-
adapted framework without further adjustment. We base this belief on the following crucial
differences between the adapted and non-adapted frameworks. In the non-adapted case, the
statement of Lemma A.5 below does not hold, i.e., if a generalised supermartingale is RC in
probability, it need not be P -a.s. RCLL. Also, the minimum principle for nonnegative gen-
eralised supermartingales does not hold, which precludes argumentations as in the proof of
Theorem 1.18, “(1)⇒ (2)”. That step is an essential requirement there to recover the asymp-
totic part of the dual condition (i.e., lim inft⇈Tˆ (XˆtYt)> 0 P -a.s.). In fact, we conjecture that
there exists a strictly positive generalised supermartingale Y which is RCLL in probability
and such that lim inft⇈τ Yt = 0 for some finite random time τ <∞.
We conjecture on the other hand that the dual characterisation of NUPBRloc, Theorem 1.23
works also in the non-adapted framework. This, however, is a topic for future research and
we do not pursue this question here.
APPENDIX A: AUXILIARY RESULTS
LEMMA A.1. Let S, Θ, X be as in Example 1.4 and let η ∈ Θ be such that η ≥ 0,
η · S > 0, η · S− > 0 and S/(η · S) is bounded uniformly in t≥ 0, P -a.s. (i.e., η is a refer-
ence strategy in the sense of [1, Definition 2.2]. Then X satisfies DSV for Xˆ := η · S as in
Definition 1.16 if and only if S satisfies DSV for η as in [1, Definition 2.7].
PROOF. Note that Tˆ := inf{t≥ 0 : Xˆt = 0} =∞ and hence DSV for Xˆ reads as saying
that A := {lim inft→∞(θt · St)(η0 · S0)/
(
(ηt · St)(θ0 · S0)
)
: θ ∈ Θ} is bounded in L0. On
the other hand, by [1, Theorem 2.14], S satisfies DSV for η if and only if Sη := S/(η · S)
satisfies NUPBR∞ as defined just before [1, Theorem 2.14], meaning that
B := { lim
t→∞
(θt · S
η
t )/(θ0 · S
η
0 ) : θ ∈Θ, limt→∞
(θt · S
η
t ) exists}
is bounded in L0. Hence we must show that A is bounded in L0 if and only if B is.
The “only if” direction follows immediately from the definitions of A, B and Sη . For
the “if” direction, we have that S satisfies DSV for η and claim that then A = B P -a.s.
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Indeed, [1, Theorem 2.11], implies that there exists a one-dimensional semimartingale
D > 0 with D− > 0 such that S/D is a σ-martingale and inft∈[0,∞)(ηt · (St/Dt)) > 0.
Since θ · (S/D) ≥ 0 for any θ ∈ Θ, θ · (S/D) is a supermartingale and so the conver-
gence theorem implies that limt→∞(θt · (St/Dt)) exists and is finite P -a.s. As η ∈ Θ,
we also have 0 < limt→∞
(
ηt · (St/Dt)
)
, and therefore for each θ ∈ Θ, the process
θ · Sη = (θ · S)/(η · S) = (θ · (S/D))/(η · (S/D)) has a limit at ∞. So A = B P -a.s., and
this finishes the proof.
LEMMA A.2. (a) IfX is an SPD and Xˆ is as in (B′), then DSV for Xˆ implies NUPBRloc.
(b) If X is an SPP which has bounded time horizon T , then NUPBRloc holds if and only if
XT is bounded in L
0.
(c) If X is an SPP which has bounded time horizon T and X¯ is as in (B), then NUPBRloc
implies DSV for X¯ .
PROOF. (a) Let X be an SPD and Xˆ as in (B′). Suppose that NUPBRloc is not satisfied
and let t ∈ [0,∞) be such that Xt is not bounded in L0. Then also XtI{t<Tˆ } and hence
Xt(I{t<Tˆ }/Xˆt) := {XtI{t<Tˆ }/Xˆt : X ∈ X} are not bounded in L
0. Fix X ∈ X ; then by
(D), Y := (Xt∧·/Xˆt)Xˆt∨· is an element of X . Note that lim infs⇈Tˆ (Ys/Xˆs) =Xt/Xˆt on
{t < Tˆ} and therefore we have lim infs⇈Tˆ (Ys/Xˆs) ≥XtI{t<Tˆ }/Xˆt. It follows that the set
{lim infs⇈Tˆ (Xs/Xˆs) :X ∈X} is not bounded in L
0 either and hence DSV for Xˆ does not
hold.
(b) The “only if” direction is clear. For the “if” direction, let X be an SPP which has
bounded time horizon T and let X¯ be as in (B). Suppose further that XT is bounded in
L0. Fix t ∈ [0, T ] and X ∈ X ; then by (D), Y := (Xt∧·/X¯t)X¯t∨· is an element of X . Since
YT = (Xt/X¯t)X¯T , we have Xt ⊆XT (X¯t/X¯T ) and due to X¯ > 0 P -a.s., it follows that Xt is
bounded in L0 as well. Since Xt =XT for every t≥ T , we conclude.
(c) Let X be an SPP which has bounded time horizon T and X¯ as in (B). Then
T¯ := inf{t≥ 0 : X¯t = 0}=+∞ P -a.s. and for eachX ∈X , lim infs⇈T¯ (Xs/X¯s) =XT /X¯T .
Since 0 < X¯T < ∞ P -a.s., it follows that {lim infs⇈T¯ (Xs/Xˆs) :X ∈X}=XT /X¯T is
bounded in L0 if and only if XT is, and hence we conclude by (b).
For any function z : [0,∞)→R, set z(∞) := lim inft→∞ z(t).
LEMMA A.3. Let x, y : [0,∞)→ R be nonnegative. Then x(∞)y(∞) ≤ xy(∞) holds
under each of the following conditions:
(a) Both x(∞)<∞ and y(∞)<∞.
(b) x(∞) =∞ and y(∞)> 0.
(c) 0< y(∞)<∞.
PROOF. For (a), suppose to the contrary that c := x(∞)y(∞) − xy(∞) > 0. Since x, y
are nonnegative, xy(∞) ≥ 0 and hence it follows that x(∞), y(∞) > 0. Take ǫ > 0 such
that ǫ <min(x(∞), y(∞), c/(x(∞) + y(∞)). By definition, there exists a T <∞ such that
we have x(t) ≥ x(∞)− ǫ > 0 and y(t) ≥ y(∞)− ǫ > 0 for all t≥ T . Hence for all t≥ T ,
x(t)y(t)> x(∞)y(∞)− ǫ(x(∞) + y(∞)) and therefore xy(∞)> x(∞)y(∞)− c which is
a contradiction.
For (b), note that x(∞) =∞ means that limt→∞ x(t) = ∞. Also, y(∞) > 0 implies
that there exist a T < ∞ and a c > 0 such that y(t) ≥ c for all t ≥ T . It follows that
limt→∞ x(t)y(t) =∞.
For (c), if x(∞) <∞, then the statement follows from (a), whereas if x(∞) =∞, then
the statement follows from (b). This finishes the proof.
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REMARK A.4. 1) For the sake of completeness, we remark that if x(∞) = ∞ and
y(∞) = 0, then xy(∞) can take any value in [0,∞]. Hence depending on the convention
for∞· 0, one might or might not assert x(∞)y(∞)≤ xy(∞) in this case.
2) If we replace [0,∞) by [0, T ) for some T <∞ and lim inft→∞ by lim inft⇈T , analo-
gous results hold as well.
LEMMA A.5. Let X be a nonnegative supermartingale on [0,∞) which is RC in prob-
ability, and let the underlying filtration satisfy the usual conditions. Then X has a P -a.s.
RCLL modification.
PROOF. By Protter [10, Chapter I, Theorem 9], it is sufficient to show that the function
t 7→ E[Xt] is right-continuous. Fix t ∈ [0,∞) and let (tn)n∈N be a sequence in [0,∞) with
tn ↓ t; then for each n ∈N, E[Xtn ]≤E[Xt] and since n 7→E[Xtn ] is increasing becauseX
is a supermartingale, it converges. By the right-continuity of X in probability, there is an N
for any ǫ > 0 such that for all n≥N , we have P [|Xt−Xtn |> ǫ]< ǫ. It follows due toX ≥ 0
that E[Xtn ]≥E[Xt]− ǫ− sup{E[XtIA] : P [A]< ǫ} for n≥N . But sinceXt is integrable,
limǫ→0 sup{E[XtIA] : P [A] < ǫ} = 0 and hence limn→∞E[Xtn ] ≥ E[Xt]. It follows that
limn→∞E[Xtn ] =E[Xt] and hence we conclude.
REMARK A.6. For completeness, we remark that Lemma A.5 holds also for not neces-
sarily nonnegativeX .
EXAMPLE A.7. We present a simple deterministic example for an SPD X with Xˆ as
in (B′) which satisfies NUPBRloc, but does not satisfy DSV for Xˆ . Consider the interval
[0,∞) and let Xˆ := I[0,1) and X˜ :=
∑∞
n=1 nI[(n−1)/n,n/(n+1)). Let X be the smallest set
containing Xˆ and X˜ such that (C) and (D) are satisfied. Then X is an SPD with Tˆ ≡ 1. It is
straightforward to check by induction that for eachX ∈X ,X ≤ X˜ and hence Xt is bounded
in L0 for all t ∈ [0,∞). On the other hand, lim inft⇈Tˆ (X˜t/Xˆt) =∞ and hence DSV for Xˆ
does not hold.
LEMMA A.8. LetA be a σ-algebra on Ω and V = {V1, . . . , VK} for someK ∈N a finite
partition of Ω into pairwise disjoint (not necessarilyA-measurable) sets. Then
A∨ σ(V) = σ(A∪V) =
{ K⋃
k=1
(Vk ∩Ak) :Ak ∈A, k = 1, . . . ,K
}
=:A′.
PROOF. First we verify that A′ is a σ-algebra. It is clear that ∅ ∈ A′, and for any se-
quence (Bj)j∈N ⊆A′, each Bj can be written as Bj =
⋃K
k=1(Vk ∩Aj,k) for some Aj,k ∈A,
k = 1, . . . ,K, and hence
⋃
j∈NBj =
⋃K
k=1(Vk ∩
⋃
j∈NAj,k) ∈ A
′. It remains to show that
for any B ∈ A′, Bc is an element of A′. So let B ∈ A′; then B =
⋃K
k=1(Vk ∩Ak) for some
Ak ∈ A, k = 1, . . . ,K. Because V1, . . . , VK form a pairwise disjoint partition of Ω, we have
Bc =
⋃K
k=1(Vk ∩B
c), and we claim that
(13) Vk ∩B
c = Vk ∩A
c
k for k = 1, . . . ,K.
This then implies that Bc =
⋃K
k=1(Vk ∩ A
c
k) is in A
′. To argue (13), fix k and note that
V ck =
⋃
j 6=k Vj because V1, . . . , VK form a pairwise disjoint partition of Ω. Then we can write
Vk ∩A
c
k = Vk ∩
(
Vk ∩ (V
c
k ∪A
c
k)
)
= Vk ∩
(
(Vk ∩Ak)∪V
c
k
)c
= Vk ∩
(
(Vk ∩Ak)∪
⋃
j 6=k
Vj
)c
.
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Note that
⋂
j 6=k Vj ⊇
⋂
j 6=k(Vj ∩Aj) so that Vk ∩A
c
k ⊆ Vk ∩ (
⋃K
j=1(Vj ∩Aj))
c = Vk ∩B
c.
On the other hand, we also have of course that
⋃K
j=1(Vj ∩ Aj) ⊇ Vk ∩ Ak so that we get
Vk ∩B
c ⊆ Vk ∩ (Vk ∩Ak)
c = Vk ∩A
c
k . This proves (13).
So A′ is a σ-algebra and hence A⊆A′ and V ⊆A′ yield “⊆”. Finally, “⊇” is clear since
every σ-algebra containing V and A contains all elements of the form
⋃K
k=1(Vk ∩ Ak) for
Ak ∈A, k= 1, . . . ,K.
PROPOSITION A.9. Let X be an SP and T˜ as in Proposition 1.21. Suppose τ˜ is a positive
random time such that for each s < t with P [τ˜ ∈ (s, t]]> 0, there exists an Xˆ(s,t) ∈ X such
that Xˆ(s,t) is positive on [0, s] Q(s,t)-a.s., and eachX ∈X is zero on [t,∞) Q(s,t)-a.s., where
Q(s,t) := P [ · |τ˜ ∈ (s, t]]. Then τ˜ = T˜ P -a.s.
PROOF. Suppose first that P [τ˜ < T˜ ]> 0 and let t ∈ (0,∞) be such that P [τ˜ < t < T˜ ]> 0.
Then P [τ˜ ∈ (0, t]] > 0 and hence each X ∈ X is zero on [t,∞) Q(0,t)-a.s. But by
Proposition 1.21, there exists a sequence (Xˆn)n∈N ⊆ X with Tˆ n := inf{t≥ 0 : Xˆn = 0}
such that Tˆ nր T˜ as n→∞. So there is n ∈ N such that Tˆ n > t holds with positive Q(0,t)-
probability, which is a contradiction. Suppose now that P [T˜ < τ˜ ] > 0 and let t ∈ (0,∞)
be such that P [T˜ < t < τ˜ ] > 0. Then P [τ˜ ∈ (t,∞]] > 0 and hence there exists an Xˆ(t,∞)
which is positive on [0, t] Q(t,∞)-a.s. Proposition 1.21 on the other hand implies that for
each X ∈ X , XtI{T˜≤t} = 0 on {τ˜ ∈ (t,∞]} P -a.s., and in particular Xˆ
(t,∞)
t I{T˜≤t} = 0
holds Q(t,∞)-a.s. due to Q(t,∞) ≪ P . But since P [{T˜ ≤ t} ∩ {t < τ˜}] > 0, we have
Q(t,∞)[T˜ ≤ t]> 0, which is a contradiction to the Q(t,∞)-a.s. positivity of Xˆ(t,∞) on [0, t].
Therefore P [τ˜ < T˜ ] = P [T˜ < τ˜ ] = 0 and hence τ˜ = T˜ P -a.s.
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