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Abstract
This thesis presents the development of a state estimation system for use in an Autonomous
Airborne Refueling (AAR) operation through the simulated implementation of GPS, monocular
and stereoscopic vision, inertial measurement sensors and boom parameter measurement in
combination with the Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF).
A set of functional criteria for the estimation system was developed through an analysis of
the control system input requirements and associated constraints. The estimation system
is further developed by integrating the sensor configurations into the estimation algorithm
structures through the derivation of the applicable mathematical models. Final sensor con-
figurations are set based on a sensitivity analysis in which the effect of parameters such as
sensor noise, placement and quantity are related to the accuracy with which the states are
estimated.
Uncertainty in the process noise, which is typically approximated, is overcome by adding an
adaptive element to the estimation algorithms in which the current process noise is estimated
allowing compensation for unmodeled process noise uncertainty.
Finally twelve practical sensor configurations are established utilising unique combinations
of the five sensors. Each configuration is simulated using both estimation algorithms after
which all results are evaluated with respect to one another as well as to the minimum state
accuracy criteria. Conclusions are presented based on the evaluation of the results followed
by recommendation for future development.
iii
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Opsomming
Die ontwikkeling van ’n toestandafskattingstelsel, spesifiek toegepas op outonome brandstof-
hervulling, word voorgelê in hierdie tesis. Hierdie ontwikkeling behels die implementering
van GPS, monukulêre- en stereo-visie sensors, inersiële sensor eenhede en verbindingsarm-
sensors wat gebruik word in ’n Uitgebruide Kalman Filter (Extended Kalman Filter) en Geur-
lose Kalman Filter (Unscented Kalman Filter).
’n Volledige ontleding van die beheerstelsel se toevoervereistes en geassosieerde beperkings
is gebruik om ’n stel beoordelingsmaatstawwe vir die toestandafskatting-stelsel te bepaal.
Die stelsel is verder ontwikkel deur verskillende sensorkonfigurasies met die afskattingsal-
goritmes te kombineer deur die afleiding van toepaslike wiskundinge modelle. Hierdie kon-
figurasies is verfyn deur ’n sensitiwiteitsanalise, waar die verwantskap tussen die effekte van
sensorruis, sensorligging, hoeveelheid sensors ondersoek is met betrekking tot afskatting-
sakkuraatheid.
Onsekerheid in die stelsel se prosesruis is deur ’n aanpassings substelsel hanteer, wat kom-
pensasie vir ongemodeleerde onsekerheid moontlik maak. Twaalf praktiese sensorkonfiguras-
ies is opgestel vanuit unieke kombinasies van die vyf sensore behartig in die projek. Hierdie
konfigurasies is deur beide afskattingsalgoritmes gebruik om sodoende die akkuraatheid van
die konfigurasies asook die afskattingsalgoritmes te evalueer met betrekking tot mekaar en
aan die hand van die beoordelingsmaatstawwe vir die beheerstelsel. Die tesis is afgesluit deur
gevolgtrekkings asook aanbevelings vir toekomstige navorsing.
iv
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Chapter 1
Introduction
With the success of unmanned flight in recent years there has been an increased demand to
provide autonomous capabilities to piloted and unmanned systems for use in close proximity
operations of which the most noteworthy include airborne refueling and formation flight. The
automation of such processes aim to extend the capabilities of Unmanned Aerial Vehicles
(UAVs), enabling them to perform tasks similar to that of piloted craft resulting in increased
operational usefulness.
Typically, the addition of a refueling capability to an aircraft, piloted or otherwise, aims to
extend the range of the aircraft without compromising the aircraft payload through the ad-
dition of large reserve fuel tanks. This is especially advantageous in military applications,
where an aircraft can stay airborne for extended periods of time while still maintaining op-
erational functionality. Similar to airborne refueling, with respect to close proximity flight
operations, formation flying serves to reduces drag which increases fuel efficiency extending
aircraft range in long distance flights. Currently such operations are still limited to piloted
aircraft, with the aim of current research in the field to provide unmanned aircraft with the
same capabilities.
In addition to the improvement to UAVs, conventional piloted aircraft also benefit from autonom-
ous capabilities, where close proximity flight for extended periods of time can prove to be te-
dious and dangerous. The addition of autonomous functionality will serve as a pilot aid during
such operations allowing the pilot to focus on other aspects of the particular flight operation.
1.1 Airbus and Autonomous Airborne Refueling
The focus of this thesis is directed at Autonomous Airborne Refueling (AAR) as proposed by
Airbus through the initial work presented by Gauvain [2]. The initial report introduces the
use of the Airbus A330 Multi Role Tanker Transport (MRTT) aircraft with the capability to
1
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refuel other aircraft (Tanker phase) and to be refueled in flight (Receiver phase) through the
implementation of a boom and receptacle refueling configuration as seen in Figure 1.1.
Figure 1.1 – AAR tanker and receiver aircraft with flying boom refueling configuration
The need for the automation of this procedure arose from discussions with fighter and trans-
port pilots, pointing out the increased difficulty in the refueling procedure of a transport air-
craft, as opposed to a fighter aircraft, due to their increased size and slow dynamic behaviour.
The higher level of difficulty in controlling a large receiver aircraft within a narrow window
coupled with the extended period of time required for large aircraft fuel transfer necessitated
the development of an autonomous system to aid the pilot during the refueling procedure.
The goal of an autonomous refueling system is thus to assist the pilot by replacing the tedious
task of close proximity aircraft control with an automated process. This allows for more
focus to be placed on other flight operations where possible hazardous scenarios potentially
introduced by the high risk nature of proximity flight can be avoided .
Research into the automation of an airborne refueling procedure is divided into the develop-
ment of the control system responsible for controlling the various states of the aircraft, and
the development of an estimation system tasked with providing the required relative state
information to the control system.
1.1.1 Control Research
The initial AAR control research presented in Gauvain [2] was tasked with developing the
AAR Mode which would be engaged once both aircraft where connected, relinquishing control
from the pilot to the control system. The main objective of the project was to design a flight
control law that could, once the connection between aircraft is established, maintain the
receiver aircraft fuel receptacle within a specified control envelope, defined by the allowable
range of boom motion.
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This connection is to be maintained while the tanker enters any one of three modes of flight:
• Tanker straight and level flight: Maintain airspeed, altitude and attitude
• Tanker bank mode: Maintain a constant specified bank angle
• Tanker toboggan mode: Maintain a constant specified rate of descent
In addition to maintaining the fuel receptacle within the appropriate envelope during any of
the three tanker modes the additional requirements of the receiver aircraft control system
where to facilitate:
• Autonomous approach: Control the receiver to manoeuvre from an observation position,
to a pre-contact position and then into a connect position in which the receiver fuel
receptacle must be maintained in a connect envelope while the boom operator completes
the connection.
• Automatic Break-Away: If the fuel receptacle strays beyond the range of safe fuel trans-
fer which is governed by the allowable boom motion, the boom will automatically dis-
connect. The receiver must then immediately deploy spoiler and reduce thrust until a
safe following distance has been reached.
Gauvain continues to develop a functional control system for all the required processes using
fuel receptacle position error feedback and successive loop closure techniques in the design
of the receiver aircraft lateral and longitudinal control laws. There are, however, various
aspects of the control system derivation that require improvement and further investigation
in order to improve the performance and the fidelity of an AAR operation in simulation. As
such the control system aspect of AAR has been subdivided into three projects, each focusing
on a unique aspect of aircraft control. The titles of these projects are:
• A comparative study of control strategies
• An in-depth control analysis including modeling and control of refuel point kinematics
• Frequency domain analysis and disturbance rejection
These projects aim to investigate all aspects of relative aircraft control in turbulent condi-
tions through direct manipulation of the aircraft control surfaces as well as applied control
through existing fly-by-wire configurations in order to design feasible control architectures
for practical implementation in conditions ranging from light to medium turbulence as seen
in [2].
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The second category of research is that of state estimation, the task of which is to provide
the control system with sufficiently accurate state information allowing the applicable con-
trol strategies to be applied effectively. In the original report, as well as subsequent control
projects, the assumption is made that the relative and absolute states required by the control
algorithms are exactly known and readily available. Addressing this assumption through the
development of a state estimation system is the focus of this thesis.
1.1.2 Estimation Research
In a control system a reference state is set as an input parameter, and the task of the control
system is to match its internal state with that of the reference input, effectively driving the
error to zero.
In an ideal AAR scenario the receiver aircraft fuel receptacle must be maintained at the center
of the applicable control envelope. The position error between the current fuel receptacle po-
sition and the control envelope center acts as the control system error input which is provided
by th estimation system.
In addition to the relative position, the velocity of the envelope center relative to the fuel
receptacle also serves to improve the performance of the control system by adding damping
and allowing for more stable control.
The original AAR state estimation strategy relies on measuring the rotation angles of the boom
joint as well as the boom length. Measuring these parameters allows the position of the fuel
receptacle relative to the envelope center to be calculated, which subsequently acts as the
control system error input. This approach however has its limitations:
• It requires that the aircraft be connected, and as such cannot be used during the ap-
proach, connect and break-away procedures.
• The control system inputs are limited to position errors, where the advantages of using
relative velocity are not considered.
• Additional information, such as the tanker flight path and roll angle, which cannot be
calculated using only the boom parameters, are also control system input requirements.
In addition to the limitations of this approach it was also assumed that the applicable sensors
provided perfect measurements without noise. Since no formal approach for AAR state es-
timation has been defined this project was proposed in order to investigate possible state
estimation architectures and sensor technologies to provide the control system with accurate
state estimates for use in AAR control modes.
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1.2 Literature Study
In the development of an estimation system there are two main aspects that require consid-
eration,
• Sensors: Measurements obtained from the various sensor in the sensor array provide
inputs to an estimation algorithm. The consideration of aspects such as the choice of
sensors, sensor accuracy and noise, placement and configuration, and relevance to the
estimated states, will have a direct effect on the estimation accuracy as well as the
resultant effectiveness of the estimation system.
• Estimation Algorithm: The estimation algorithm utilizes a mathematical model of the
system dynamics in combination with measurements obtained from the sensor array to
produce an estimate of the state vector. The choice of estimation algorithm, especially
in the case of a non-linear system, affects the accuracy with which the states can be
estimated.
Autonomous refelling as well as various other close proximity operations, such as formation
flight and satellite docking, have been researched extensively, some of which have also been
implemented in practice. The choice of a suitable sensor configuration as well as accompany-
ing estimation algorithm is universal to all state estimation problems and as such this study
will consider the work done in each of these aspects separately.
1.2.1 Sensors
Using a conventional non-differential Global Positioning System (GPS) 1 provides an absolute
position measurement of the GPS receiver relative to a corrected Earth Centered Earth Fixed
(ECEF) reference frame by measuring the pseudo-range signals from at least four satellites
and comparing them using an estimator. The velocity of the GPS receiver can also be obtained
by either taking the difference in position over time, or by using the Doppler measurement
from the satellites directly as proposed in [3]. By transmitting these measurements from a
lead vehicle to a trailing vehicle, in combination with the trailing vehicle’s own position and
velocity measurements, the relative aircraft position and velocity can be obtained. These
measurements are however of a relatively low accuracy, with conventional non-differential
GPS position accuracy around ±2.5m in the horizontal plane, ±3m in altitude and approxim-
ately 2ms in velocity, rendering it unsuitable for close proximity operations.
1GPS is used in popular reference to Global Navigation Satellite Systems (GNSS) which encompasses Galileo,
GLONASS and NAVSTAR GPS.
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Various improvements in position and velocity measurement accuracy have been proposed in
recent years, with the most applicable being the addition of the satellite carrier phase signals
to the measured GPS parameters, as well as the development of differential GPS techniques.
One such a method, referred to as Real Time Kinematic (RTK), can produce position and
velocity measurements of a roaming GPS module relative to a base station with accuracies
in the order of 0.02m and 0.03ms RMS respectively [4] . This is achieved by transmitting the
position estimate as well as the carrier and code phase measurements received by the bases
station to the rover modules. These values, along with the satellite signals received by the
roaming GPS module, are combined with the constraint that the roaming GPS modules are in
close proximity to the base station in an internal estimator to produce high accuracy position
and velocity estimates.
Typically the GPS base station is used as a stationary reference point, but since a moving
base is required for relative navigation, the roaming base differential GPS (RB-DGPS) system
was developed which has been used in various navigation applications from relative aircraft
navigation to ship heading estimation [3; 5; 6; 7]. Alternatives to RB-DGPS are also available,
where systems generally referred to as Satellite-Based Augmentation Systems (SBAS) use
multiple base stations located at accurately surveyed fixed points to send correction messages
to geostationary satellites. These corrections are in turn transmitted to the GPS receiver
modules for increased accurate in their position and velocity measurements [8].
The high accuracy measurements from DGPS systems are a big advantage in relative naviga-
tion but the disadvantages lie within their complexity with issues such as integer ambiguity,
ephemeris errors, multipath effects, satellite drop-out and cycle slip all affecting the system
performance [3]. Systems that can be reliably implemented in relative navigation application
also tend to be expensive where the systems are heavily dependent on the a communication
link between the GPS receiver and base, which can be susceptible to interference.
Due to the complexity and variable accuracy of differential GPS systems, many research pa-
pers have introduced the addition of vision-based sensors to the state estimation systems al-
lowing high accuracy relative measurements at close range. Vision sensors have been used in
various close proximity state estimation scenarios including airborne refueling [9; 10; 11; 12],
navigation navigation and terrain avoidance [13], autonomous landing [14; 15] and spacecraft
formation control and docking [16; 17].
The fundamental concept of a vision-based sensor lies in the two dimensional (2D) projection
of a three dimensional (3D) object onto the sensor’s image plane. For the vision sensor to
be useful, some form of 3D mapping must be applied, where measurements are obtained in
reference to known features on the object in view.
Pattern recognition systems developed in [18; 19; 20] require cameras fitted with recognition
software to be placed on the tanker. The software can identify aspects on the target vehicles
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such as a fuel receptacle and provide a relative position measurement for operations such as
boom docking control. Pattern recognition methods have been shown to not be sufficiently
reliable in all lighting conditions and require large amounts of processing power to converge
on position measurements of sufficient accuracy. Addressing these problems, systems utilising
feature extraction and corner detection methods as well as systems using deformable contour
algorithms aim to make receptacle position estimation more accurate, robust and produced
at a higher frequency [21]. The limiting factor to these systems is that they only provide a
measure to single aspects such as the fuel receptacle position relative to the tanker, with no
information about any other relative states such as attitude or velocity, which limits their use.
An alternative to full image processing techniques serves to reduce the amount of information
that requires processing by creating a created contrast between points of interest and back-
ground noise. In such cases optical markers are placed at know locations on the feature object
which allow adequate 3D mapping without the use of complex algorithms. A sensor config-
uration applied in the autonomous landing of an RC helicopter [14] implements an infra-red
LED beacon array placed at know locations on a landing target, with a single downward fa-
cing optical sensor fitted to the helicopter. The optical sensor is equipped with a passive
bandpass filter which allows visible light to be filtered from the image leaving only the infra-
red light from the beacon array to be captured and processed yielding a small vector of two
dimensional (2D) measurements. Two dimensional measurements of at least four points on
the target vehicle allows for the relative position and attitude to be estimated, with the op-
tical filtering allowing for implementations in a variety of lighting conditions and an increased
measurement rate as there is less information to process when compared to an unfiltered
image.
These 2D measurements along with the high measurement accuracy and data availability
attained by applying an optical filter allows for high accuracy position and attitude estimation.
The added advantage to this configuration is in its simplicity. Beacons are not constrained to
specific quantity or location on the tanker, and can thus be placed purposefully to increase
the estimation accuracy of certain states. The one challenge to overcome when using this
measurement method is the possible marker ambiguity. While the 2D data of each marker can
be successfully measured, one does not necessarily know which measurements correspond
to which beacons. Differentiating between them is a case of least squares matching, where
an initial marker configuration and sufficiently small measurement updates will allow marker
correspondence between time steps.
A commercially available product utilising this method is called VisNav [9], developed by Texas
A&M University. The basic principle is the same as [14] but solves the beacon ambiguity
problem by using sequenced infra-red LED beacons. Known as an active optical sensor, a
controller on the receiver orchestrates the sequence and timing of an active marker array on
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the tanker through a wireless data link which ensures marker correspondence.
Least squares matching, which is computationally more complex is a simpler and quicker solu-
tion than creating an entire modulation and demodulation system to accommodate sequenced
beacons. It is also left to be seen if the computational burden of least squares matching is
more time consuming than an entire marker sequencing process.
An alternative to GPS and vision-based proposed in the initial Airbus AAR report [2], makes
use of the physical connection between the tanker and receiver via the boom in the refuel
phase of flight. The boom is attached to the tanker by way of a universal joint. If the boom
is assumed to be rigid and of that of fixed or measurable length, and the angular deflection
of the universal joint can be measured the relative position and attitude between aircraft can
be calculated. This measurement approach can however not be used on its own as the boom
parameter measurement are not enough to facilitate estimation of a six degree of freedom
(6DOF) model and can only provide measurements once the aircraft are connected.
The use on an Inertial Measurement Unit (IMU) is also very common in autonomous flight,
with the specific force and angular rate measurements used in the propagation of the aircraft
position, velocity and attitude states. Primarily shown to be used in the derivations of the
relative velocity and attitude kinematic equations of satellite control [22; 23], the IMU meas-
urement of the lead aircraft can be transmitted to the trailing aircraft and used in combination
with its own IMU as inputs to the estimation algorithm.
Naturally none of the sensors discussed provide a direct measure of all of the relative states.
For this reason estimation algorithms are used to fuse measurements, resulting in the estim-
ation of the required states.
1.2.2 Estimation Algorithms
Estimation algorithms are used to estimate the state vector given a set of noisy measurements,
a mathematical representation of the system dynamics and the measurement model which
relates measurement to the state vector.
Various estimation algorithms exist in literature, none more popular than the Extended Kal-
man filter (EKF). Based on the Kalman filter for optimal estimation of linear systems, the EKF
compensates for the presence of non-linearities in the system model through model linear-
isation using a Taylor series expansion. Model linearisation can be highly effective in cases
where the models are simple, but can become increasingly complex and inaccurate with in-
creased non-linearities, potentially causing the state estimate to diverge.
This method of sensor and process model fusion has been used in numerous cases throughout
the literature. Most predominantly the EKF is used where vision-based sensors are used
as the sole measurement device [10; 24; 17; 22], cases where vision sensors are fused with
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traditional IMU/GPS configurations for relative state estimation [9; 25], or cases where they
are used primarily in relative state estimation using differential GPS [3].
An alternate variation of the Kalman filter has been used in autonomous close proximity op-
erations for state estimation of non-linear systems. This algorithm, known as the Unscented
Kalman Filter (UKF), uses a set of deterministically chosen particles, referred to as sigma
points to capture the state probability distribution more accurately than the model linearisa-
tion of the EKF, resulting in faster convergence to inaccurate initial conditions and a more
stable solution for highly non-linear systems. The UKF estimation algorithm has been com-
pared to the EKF in obstacle avoidance as well as various spacecraft autonomous docking
simulations where GPS, IMU and vision sensors fusion is required [13][26][27].
The Particle Filter (PF) is a practical solution for applying the optimal non-linear estimation
algorithm, or Bayesian filter, but is generally discarded for real time applications due to the
amount of processing power required. In a PF an arbitrary amount of particles are used to
represent the state statistics. Increasing the number of particles will increase the optimal
nature of the state estimate. This approach has been introduced in select cases for estimation
of the relative attitude between spacecraft [28]. Examples of the use of such an estimation
algorithm are featured in specific examples in [13][29] to illustrate optimal estimation and the
deviation of the EKF and UKF from it.
Various papers also introduce an adaptive component to the estimation algorithms typically al-
lowing the process or measurement noise models to be estimated, compensating for modeling
errors and uncertainty and varying conditions such as turbulence [24; 30; 31; 32; 33].
Though many sensor end estimation algorithms have been theorised for use in autonomous
close proximity operation only a few have been practically implemented. As such the sensors
and algorithms used in these projects are afforded special consideration.
1.2.3 Practical Implementation
Close formation control with the aim of simulating an autonomous refueling procedure was
first achieved by the Air Force Institute of Technology (AFIT) using a Beechcraft C-12 Hur-
ion as the leader aircraft and a Learjet LJ-25 as the follower [34]. Both lead and follower
aircraft were equipped with carrier phase differential AFIT Relative Navigation Global Posi-
tioning System (GPS) providing high accuracy relative position measurements. The lead air-
craft was also fitted with a small Micro-Electrical Mechanical System Inertial Measurement
Unit (MEMS IMU) providing axial specific force and angular rate measurements, used to aid
the GPS in position estimation and also allow attitude estimation. A wireless data link al-
lowed communication between aircraft with state estimation being facilitated by an unknown
estimation algorithm.
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The first autonomous refueling manoeuvre was executed using a Boeing B-707-300 tanker air-
craft and NASA’s F/A-18 as the receiver aircraft [35]. Relative state estimation was achieved
in two parts. Similar to [34], a relative GPS/IMU sensor package in combination with a wire-
less data link was used to estimate relative aircraft states. Refueling was achieved through
the use of a probe and drogue configuration, and as such an additional measurement provid-
ing information of the drogue relative to the receptacle was required. The solution was to
fit the receiver with a single camera with an off-the-shelf video tracking processor providing
relative camera-to-drogue azimuth, elevation and range measurements to the control system.
In 2007 Williamson et al. [36] introduced the use of a Formation Flight Instrumentation Sys-
tem (FFIS) developed specifically for state estimation between aircraft in close proximity. The
FFIS provides precise estimation of relative position, velocity and attitude between aircraft in
formation through the use of differential carried phase GPS and an inertial navigations system
(INS), where again communication was facilitated through the use of a wireless data link. An
extended Kalman filter is used to fuse the measurements in order to maximise the accuracy
of the state estimates.
1.3 Proposed Approach
From the literature it is clear that there is no unified solution to the state estimation prob-
lem. Practically, each sensor configuration poses its own advantages and disadvantages in
terms of noise, complexity and measurement relevance. Similarly, the choice of estimation
algorithm also suffers from indecision, where the three algorithms considered vary in terms
of processing power required, complexity of implementation and the stability and accuracy to
which states can be estimated.
For this reason the idea of developing a single state estimation solution was replaced with
one that considers all applicable sensor technologies and estimation algorithms. Evaluating
multiple sensor configurations in conjunction with any of the three estimation algorithms does
not change any of the project goals, it merely requires that the analysis of a single configura-
tion be expanded to an analysis of multiple configurations. Analysing multiple configurations
serves to provide a more comprehensive analysis of the state estimation problem, which al-
lows for broader insight into the effect of variable sensors and estimation algorithms on the
state estimate accuracy.
In light of the multiple estimation configuration approach the project goals and proposed
approach are set to be:
• Define the estimation system functional requirements and performance specifications.
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– Establish the estimation state vector by introducing the AAR scenario and evaluat-
ing the input requirements of the control system.
– Define the accuracy requirements to which the state vector must be estimated
based on the performance requirement imposed by the control system .
• Select applicable state estimation algorithm for simulation.
– Evaluate all applicable state estimation algorithms.
– Conduct a study to determine which algorithms are more practically suited for im-
plementation in terms of robustness, ease of implementation and accuracy of the
resultant state estimates.
• Establish sensor configurations for simulation
– Evaluate all applicable sensors for use in the sensor array
– Decide on various sensor combinations to simulate the options available in practice
– Conduct a study to determine the effect of varying sensor parameters such as
sensor noise, sensor positioning and number of measurements will have on the
estimation accuracy
– Based on the conclusions, suggest a final set of seonsor configurations to be evalu-
ated in simulation
• Simulate an AAR procedure with the applicable sensor configurations and estimation
algorithms
– Simulate all sensor configurations using each of the estimation algorithms
– Compare state estimate accuracies to the performance requirements
– Draw conclusions based on the relative accuracy of the resulting state estimation
accuracies
The following section provides a functional breakdown of the rest of the document a brief
outline of each chapter.
1.4 Thesis layout
Chapter 2 provides an overview of the project, creating the AAR scenario and parametrising
the state estimation problem allowing the subsequent chapters to solve the aspects of estim-
ation mentioned. Initially the the AAR scenario is defined, accompanied by an evaluation of
the control system input requirements. This leads to a definition of the estimation system
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requirements in the form of a state vector and subsequent estimation accuracy requirements.
Finally the sensors and estimation algorithms that will be considered are introduced along
with the motivation of the choice of sensor configurations used throughout this thesis.
Chapter 3 and Chapter 4 form the basis of the state estimation system, where the three estim-
ation algorithm are derived with generic equations after which the process and measurement
models are derived as they will be used in simulation.
Chapter 5 conducts a sensitivity analysis which evaluates the effect a change in system para-
meters will have on the state estimates, which serves to increase the insight into how the
state estimates can be improved. The system parameters include the process and measure-
ment noise as well as the particular setup of the sensors, such as a varied sensor position
and number of measurements. After the sensitivity analysis has been performed the config-
urations proposed in Chapter 2 are fixed to provide the practically optimal state estimation
solution.
The final simulation is outlined in Chapter 6 , where each sensor configuration discussed in
Chapter 2 and subsequently finalised in Chapter 5 is implemented using the estimation al-
gorithms introduced in Chapter 3, with their respective state estimation accuracies being the
desired output. These accuracies are compared to the state estimation accuracy requirements
also shown in Chapter 2, with sensor configurations being ranked on how well state estima-
tion is achieved. Suggestions for state estimate accuracy improvements for the configurations
that do not meet the minimum criteria are provided based on the insight gained in Chapter 5.
Finally, Chapter 7 provides a conclusion on the work presented and provides final recommend-
ations on possible future work related to the project.
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Chapter 2
AAR State Estimation
Following the conceptual introduction of the AAR project as well as an overview of the aspects
that require attention in the development of a state estimation system, the aim of this chapter
is to parameterise the state estimation problem within an AAR specific scenario. By doing so
all of the aspects of AAR estimation that required further evaluation are brought to light, some
of which are considered in this chapter, with others the object of the subsequent chapters.
In the process of developing a state estimation system it is first necessary to define the output
requirements. Since the estimation system is tasked with providing the inputs to the control
system an evaluation on the control system input requirements result in the definition of an
estimation state vector and a set of minimum accuracy requirements.
With a full definition of the system requirements the means with which state estimates are
obtained are presented in the form of sensor and estimation algorithms. An overview of each
of the sensors and algorithms is given, after which the sensor configurations that will be
tested in simulation are outlined. Subsequent chapters will serve to derive the particulars of
the sensors models, estimation algorithms, configuration optimisation and final simulation.
Note that the vector notation and coordinate system definitions used in the mathematical
representation of the physical system can be found in Appendix A.
2.1 The AAR Scenario
In order to have a better understanding of the the interaction between the aircraft, the tanker
and receiver aircraft configurations are presented. Each aircraft is reduced to a body-fixed co-
ordinate frame with additional relevant body-fixed or body-carried coordinate frames. Points
of interest are also indicated and defined followed by a description of the stages of operation
in an AAR scenario.
13
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2.1.1 Aircraft Configurations
Considering the tanker aircraft first, the coordinate system representation can bee seen in
Figures 2.1 and 2.2.
Figure 2.1 – Tanker Configuration
Figure 2.2 – Boom Joint Configuration
The aspects of interest are:
• Ft : Tanker reference frame in accordance with a body-fixed reference frame with origin
T at the tanker center of mass (CM) which coincides with its center of gravity (CG).
This CG position is generally an estimate and can move significantly in large aircraft,
especially due to the transfer of fuel. Evaluating this additional uncertainty associated
with the CG position estimates does not fall within the scope of this projects and as such
is assumed negligible.
• Fbj : The boom joint body-fixed reference frame with origin BJ where the boom is
attached to the tanker fuselage. The orientation of this reference frame is fixed relative
to that of the tanker with base vector jbj parallel to the tanker lateral axis jt and base
vectors ibj and kbj in the tanker plane of symmetry, pitched about jbj by the angle τ as
seen in Figure 2.2.
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• Fb : The boom reference frame is a body-carried reference frame with origin, B, at the
same point as the boom joint on the tanker fuselage. Note that this is not apparent in
Figure 2.1, where the origins are shown to be different to avoid confusion between the
reference frame axes. The orientation of the boom reference frame is independent of
that on the tanker. At its nominal position ib aligns with the length of the boom, jb runs
parallel to the tanker lateral axis jt and kb completes the right handed axis system. The
angular offset from the tanker reference frame is achieved through a roll angle χ about
ibj and a pitch angle σ about jb also shown in Figure 2.2.
• N : Nozzle situated at the end of the boom has a known fixed position in the boom ref-
erence frame but a variable position in the tanker reference frame due to the variable
orientation of the boom reference frame relative to the tanker reference frame. This
point is the connection point between the tanker and the receiver aircraft fuel recept-
acle.
In comparison to the tanker aircraft the receiver is much less complicated. A receiver aircraft
model along with its coordinate frame representation is shown in Figure 2.3.
Figure 2.3 – Receiver Configuration
The aspects of interest are:
• Fr : Receiver reference frame in accordance with the body-fixed coordinate system with
origin R at the receiver CM which is assumed to be at a known and fixed location. The
same consideration in terms of the estimated CM position is made as with the tanker
aircraft.
• FR : Fuel receptacle point at fixed known location in the receiver reference frame.
This is the connection point between the receiver aircraft and the nozzle in the tanker
reference frame.
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Having introduced the tanker and receiver configurations as they appear within the AAR
scenario it is necessary to put the actions of the aircraft into perspective by introducing the
modes of flight and stages of operation encountered during the refueling procedure.
2.1.2 Stages of operation
The tanker aircraft follows an independent trajectory which implies that the control modes
that dictate the tanker’s flight path are independent to the motion of the receiver aircraft.
The possible tanker modes of flight are given as:
• Straight and Level Mode: The tanker is set to maintain a constant air speed, altitude
and attitude. This is the only flight mode in which the tanker and receiver can connect
via the boom-receptacle configuration.
• Bank mode : The tanker enters a constant pre-defined bank angle in order to change
heading as the required flight path is typically an oval shape. The receiver aircraft is
not required to connect to the tanker in this phase, but once connected must be able to
maintain the connection during the bank mode.
• Toboggan Mode : The tanker engages in a constant rate of descent. When the receiver
aircraft becomes too heavy and has difficulty maintaining its longitudinal position due
to limited engine power, a constant descent mode aims to improve longitudinal control
response. Similar to the bank mode the receiver is not required to connect to the tanker
in this mode, but once connected in the straight and level mode must be able to maintain
the connection.
While the tanker is engaged in straight and level flight the receiver is tasked with performing
the refueling procedure. The five stages of refueling are given as:
• Rendezvous : The receiver joins with the tanker and puts itself in position 300m behind,
and 300m to starboard of the tanker known as the observation position .
• Pre-contact : The receiver leaves the observation position to approach to tanker and
settles in a position 10m behind the tanker known as the pre-contact position ready to
engage the contact phase.
• Contact: Approach from the pre-contact position until contact between the boom and
fuel receptacle is made. The pilot, or control system, must maintain the fuel receptacle
of the aircraft within a connect envelope for roughly 30s which is the time required by
the boom operator to dock the nozzle in the fuel receptacle.
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• Refueling phase: The fuel receptacle must be maintained within a disconnect envelope.
During this stage the boom is no longer controlled by the boom operator but follows the
evolution of the receiver as seen in the tanker coordinate frame. This stage can take up
to 20 minutes.
• Breakaway: If the fuel receptacle violates the constraints of the disconnect envelope the
receiver aircraft must break away by deploying spoilers and reducing thrust, returning
to the observation position.
Note that the pre-contact and contact phases of operations can only be performed while the
tanker is in a straight and level flight mode, with the refueling phase maintained throughout
all tanker mode of operation. The task of the control system is to allow the receiver aircraft
to perform each of these tasks autonomously. In order to establish a set of estimation system
requirements it is necessary to first evaluate the control system’s functional requirements and
control strategy.
2.2 The Control System Specifications
The control system is tasked with maneuvering the receiver aircraft in all five stages of an AAR
operation. The critical stages in terms of control are the contact and refueling stages as they
result in the smallest distance between aircraft and by extension require the tightest control.
In the following section the control constraints are defined first after which the control input
parameter requirements are presented.
2.2.1 Control Envelopes
The control constrains that apply to each of the refueling stages correspond to control en-
velopes that define the boundaries within which the receiver’s fuel receptacle must be main-
tained. These envelopes are defined as follows:
• Connect Envelope: The range in which the boom can be controlled when the aircraft are
in the connect phase of flight, allowing the connection between the nozzle and the fuel
receptacle to be made. The receiver pilot must maintain the receiver aircraft within this
envelope until the boom is successfully to the fuel receptacle.
• Disconnect Envelope: The range in which the boom can manoeuvre, with an allowable
safety margin, when both aircraft are connected. If the receiver’s receptacle leaves
this envelope the boom disconnects and stows automatically and the receiver’s pilot
is ordered to break away to ensure the safety of both aircraft, ending the refueling
procedure.
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From Figure 2.4 it is clear that the control limits originate from the allowable range of deflec-
tion of the three boom parameters {σ, χ, l}.
Figure 2.4 – Control Envelopes as a function of the allowable boom parameter deflection
Note that the center point of these envelopes corresponds to the nozzle position when the
boom parameters assume their nominal values. These values along with the applicable de-
flection limits are given in Appendix D . The position of the envelope center relative to the
tanker CM is fixed and known, expressed by the coordinate vector pN0/Tt . This point signifies
the center point of the envelope, furthest away from all control envelope boundaries and as
such holds significance for control purposes.
The goal of the control system will be to control the fuel receptacle to this envelope center
point through the manipulation of the receiver aircraft control surfaces in response to the
position error input which is to be driven to zero.
As the internal function of the control system is not the focus of this thesis, the manner in
which the control system attempts to minimise the error state is not of importance, how-
ever, providing the control system with the relevant control input states is the purpose of the
estimation system and as such warrants significant attention. The first step to designing a
state estimation system is identifying the system outputs, which requires an evaluation of the
control system inputs.
2.2.2 Control Inputs
As the main goal of the control system is to maintain the fuel receptacle within the applicable
envelope it stands to reason that the control system must attempt to minimise the distance
between the fuel receptacle and the control envelope center. From the concurrent AAR control
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systems projects it is known that it is this relative position vector that acts as the control input
parameter. A visual representation of this vector is shown in Figure 2.5, where the true value
of the control input vector is given by pFR/N0t .
Figure 2.5 – Position Control Input
In addition to the position control input, the control system also utilises the velocity of the
envelope center relative to the fuel receptacle to allow predictive control to be applied which
serves to improve the control response by adding damping. This control input velocity is
shown in Figure 2.6 and given by vFR/N0t . Note that both the control input position and
velocity are of the fuel receptacle relative to the envelope center and coordinated in the
tanker reference frame. The vectors are chosen as such for easy comparison to the control
envelope boundaries.
Figure 2.6 – Velocity Control Input
In practice the state estimates are accompanied by a degree of uncertainty. An error in the
estimated value of either of the input parameters would provide false reference commands to
the receiver aircraft control system, resulting in the fuel receptacle not being controlled to the
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desired point. Uncertainty in the state estimate can be tolerated up to a degree, after which
the performance of the control system diminishes. This limit is referred to as the minimum
control input accuracy.
2.2.3 Minimum control input accuracy
The assumption is made that the control system can maintain the fuel receptacle within the
desired control envelope given the true values of the control inputs. The minimum control
input accuracy is obtained by establishing the maximum input parameter error that will still
allow the fuel receptacle to be maintained within the control envelope.
The error in the control inputs are defined as the difference between the true and estimated
values,
δp
FR/N0
t = p
FR/N0
t − pˆFR/N0t (2.2.1)
δv
FR/N0
t = v
FR/N0
t − vˆFR/N0t (2.2.2)
When evaluating the effect of an error in the the control input position, consider the scen-
ario where the fuel receptacle FR is being controlled to the control envelope center N0. The
position of the fuel receptacle is, however, an estimated position, where the uncertainty as-
sociated with the position is a function of the control input position estimate error, δpFR/N0t .
If the error is small, the control system is responsive to changed in the relative position of
the fuel receptacle. On the other hand, if the control input error is large, the uncertainty in
the true position of thefuel receptacle is large, which makes the control of the fuel receptacle
insensitive to changes in the control envelope center. Given a large enough uncertainly the
fuel receptacle cannot be maintained within the control envelope.
The assumption is made that if the 3σ uncertainty in the control position error is known to
within 10% of the control envelope, that the control system will be sufficiently responsive to
maintain the fuel receptacle within that control envelope. This concepts is visualised in Figure
2.7. Note that this scaling is achieved by moving the boundaries of the envelope towards the
center by the specified fraction. It is also important to note that that the 10% value is an
approximation and subject to a more detailed analysis of the control system capabilities.
The same logic can be applied in the evaluation of the control input velocity error. The con-
trol input velocity is essential for a quick response to the change the position of the control
envelope. If the uncertainty in this input velocity is small, the control system is responsive
to quick changes in the control input position. On the other hand, a large uncertainty in ve-
locity will result in less responsive control of the fuel receptacle as it relies mostly on the
position control. If a sufficiently large true velocity is encountered the control system will not
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Figure 2.7 – Estimation envelope chosen to be 10% of the control envelope
be responsive enough to follow the control envelope center. For this reason it is assumed that
if the velocity input can be estimated in such a way that the associated 3σ error integrated
over 5 seconds does not violate the control envelope constraints, that sufficient control can
be applied in that envelope. This corresponds to an allowable velocity uncertainty envelope
20% that of the control envelope.
As with the allowable position estimate error, the margin for the allowable control input ve-
locity error is an approximate value chosen based on the assumed capabilities of the aircraft
and control system and is subject to a more detailed analysis of the control system capabilities
Having introduced the control aspect of AAR the estimation system requirements are presen-
ted. The estimation system will use the control input vector and accompanying accuracy
requirements as output requirements, where the subsequent sections define the state vector,
as well as a suitable method of evaluating the resultant state estimate accuracies.
2.3 State Estimation System Specifications
The state estimation system is tasked with estimating the control input parameters by using
measurements obtained from a sensor array. The control envelope center does not correspond
to a physical point to which sensors can be attached. It is however possible to attach sensors
to the tanker and receiver fuselages in which case the measurement can be easily related to
the relative aircraft states which can also be used to construct the control input position and
velocity vectors.
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2.3.1 The State Vector
The correct choice of states is arguably one of the most important aspects of the estimation
process. Firstly, the states must be chosen as to fulfill the requirements set by the control
system, i.e provide the necessary information to allow the control inputs to be calculated, and
secondly, the choice of states will affect the complexity of the non-linear measurement and
process models derived in Chapter 4. It is thus necessary to choose states that are applicable
in terms of control, yet have sufficiently simple dynamic and measurement models.
The equation relating the relative position between the control envelope center and fuel re-
ceptacle is given by:
pFR/N0 = pT/N0 + pR/T + pFR/R (2.3.1)
To find the expression for the relative velocity, the time derivative of the relative potion vector
is taken with respect to the receiver tanker frame:
d
dt
(
pFR/N0
)∣∣∣∣
t
=
d
dt
(
pT/N0
)∣∣∣∣
t
+
d
dt
(
pR/T
)∣∣∣∣
t
+
d
dt
(
pFR/R
)∣∣∣∣
t
vFR/N0 = vR/T + ωr/t × pFR/R (2.3.2)
Note that the time derivative of the position vector between the tanker body axis, T , and
the and the control envelope center , N0, is zero and as such is omitted in the subsequent
equation.
Coordinating this equations into the applicable reference frames yields:
p
FR/N0
t = −pN0/Tt + T
(
et/r
)(
−pT/Rr + pFR/Rr
)
(2.3.3)
v
FR/N0
t = −T
(
et/r
)T
vT/Rr + [ω
t/r
t ×]T
(
et/r
)T
pFR/Rr (2.3.4)
with T
(
er/t
)
the coordinate transformation matrix as a function of the relative Euler angles.
From Equations 2.3.3 and 2.3.4 the resulting states required to allow the control input position
and velocity to be calculated are:
• pT/Rr and v
T/R
r : Position and velocity of the tanker CG relative to the receiver CG co-
ordinated in the receiver reference frame
• {et/r/qt/r} : The attitude of the tanker reference frame relative to the receiver reference
frame given in term of either Euler angles or quaternions, the definitions of which can
be found in Appendix B
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• ωt/rt : The angular velocity of the tanker reference frame relative to the receiver ref-
erence frame coordinated in the tanker reference frame. Coordinating this vector in
the tanker reference frame simplifies attitude kinematics equations which are shown in
Chapter 4.
As a result the estimation state vector is shown to be:
x =

p
T/R
r
v
T/R
r
{et/r/qt/r}
ω
t/r
t
 (2.3.5)
Note that the attitude vector is given as both Euler angles and a quaternion. The quaternion
is preferred to the Euler angle representation for use in simulation due to the simplicity with
which successive rotations and relative quaternions can be represented. Quaternions also do
not suffer the limitation of a singularity, which in the case of AAR is not critical, but allows
the research to be more general in its application. The measurement and process model
derivations of Chapter 4 will utilise this quaternion attitude representation.
The Euler angles are used in scenarios where the explanation of a concept requires the visual-
isation of the attitude. This is especially useful when evaluating the accuracy requirements of
each state, where an effect of an error in relative roll, pitch or yaw is much easier understood
than errors in the quaternion estimate.
With this newly defined state vector it is also necessary to relate the accuracy requirements
of the control input parameters to that of the state vector and introduce a method with which
the accuracies resulting from simulation in Chapter 6 can be evaluated.
2.3.2 State estimate accuracy
An error in the position and velocity control inputs, δpFR/N0t and δv
FR/N0
t , will cause the fuel
receptacle to be controlled to an incorrect control envelope center, hampering the ability of
the control system to maintain the fuel receptacle within the specified envelope.
In order to evaluate the required state estimation accuracy it is necessary to derive the error
vector equations relating the errors in state estimates to errors in the control input position
and velocity. With the true position and velocity of the control envelope center relative to the
fuel receptacle is give by Equations 2.3.3 and 2.3.4, the estimated values are given by:
pˆ
FR/N0
t = −pN0/Tt + T
(
eˆt/r
)(
−pˆT/Rr + pFR/Rr
)
(2.3.6)
vˆ
FR/N0
t = −T
(
eˆt/r
)T
vˆT/Rr + [ωˆ
t/r
t ×]T
(
eˆt/r
)T
pFR/Rr (2.3.7)
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Subtracting this from the true value and making the assumption that the true relative attitude,
velocity and angular velocity is zero,
et/r = [0 0 0]T
vt/rr = [0 0 0]
T
ω
t/r
t = [0 0 0]
T
yields an equation for the error in control input position and velocity as a function of the error
states:
δp
FR/N0
t =
(
T
(
δet/r
)
− I
)
pT/Rr − T
(
δet/r
)
δpT/Rr +
(
T
(
δet/r
)
− I
)
pFR/Rr (2.3.8)
δv
FR/N0
t = −T
(
δet/r
)T
δvT/Rr + [δω
t/r
t ×]T
(
δet/r
)T
pFR/Rr (2.3.9)
Increasing the errors in the states will increase the error in the control inputs, which are then
related to the constraints of the position and velocity estimation envelopes. Note in the error
equations that if the state errors are zero, the resultant control input error is also zero.
From these equations the state estimation accuracy will be evaluated in one of two ways,
through either the upstream or downstream analysis.
The upstream method uses control envelope constraints to constrain the allowable error in
each state as shown in Figure 2.8, where each of the states, position, attitude states are
perturbed from the nominal value whilst the other states remain fixed, until the estimation
envelope constraint is violated.
This is particularly useful in indicating the coupling between an error in a selected state and
an error in the control input parameter. An error in the relative pitch for instance, will have
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Figure 2.8 – Estimation envelope and the results of the upstream error analysis
a much larger effect on the control input position than an error in relative roll, due to the
much longer distance of the boom nozzle from the pitch axis. This allows specific states to
be identified as states that require more accurate estimation, for which the estimation system
can be designed. Since all of the states cannot be evaluated simultaneously the error in each
state is increased whilst the remaining states are assumed to be exact. The minimum state
error resulting in the estimation envelope boundary being violated corresponds to the state
accuracy limit.
Following a similar analysis for the relative translational and angular velocity state the result-
ant state error tolerances are shown to be:
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State Estimate Error 3σ bound
Vectors state limit
δp
T/R
r
δx 0.09 m
δy 0.24 m
δz 0.15 m
δv
T/R
r
δVx 0.18
m
s
δVy 0.48
m
s
δVz 0.03
m
s
δet/r
δφ 1.54o
δθ 0.35o
δψ 0.41o
δω
t/r
t
δP 3.1 degs
δQ 0.7 degs
δR 0.82 degs
Since each state is evaluated individually, it is possible that the combined errors of states
can violate the estimation envelope limits. The effect of this is captured in the downstream
analysis, with the piece-wise analysis deemed sufficient for initial use in identifying individual
state estimate accuracy limits.
The downstream method for evaluating the accuracy of the state estimates uses the state
error standard deviation to create an area of uncertainty in the control input position and
velocity visualised in Figure 2.9.
The use of this method is, however, only applicable after the state estimation accuracies are
evaluated in Chapter 6. This evaluation does not provide any insight in the particular con-
tribution of each state, but does allow the full effect of the combined state uncertainty to be
included in the analysis which makes the method more suited for evaluating the final results.
Having shown two methods for evaluating the state estimate accuracies the focus of the estim-
ation system development moves to the introduction of the sensors and estimation algorithms
that will be considered.
2.4 Sensors
A sensor input can either be classified as a driving input u or an observation input y, where
driving input are used in the propagation of the state vector, and observations have relevance
to the current value of the state vector facilitating the correction of states and covariances.
The sensors discussed will form part of the sensor array and may be used in conjunction with
one another in various sensor configurations to be tested in simulation.
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Figure 2.9 – Estimation envelope and area of position control input uncertainty due to state estim-
ate uncertainty
2.4.1 Inertial Measurement Unit
An inertial measurement unit (IMU) is a device typically containing a three axis accelerometer
and three axis angular rate gyroscope which provides a measure of the specific force and the
angular velocity experienced by the IMU reference frame, respectively. IMUs are often used
for inertial navigation allowing the position, velocity and attitude states of a vehicle to be
propagated, with sensors such as GPS providing position and velocity corrections.
By fitting both the aircraft with IMUs and transmitting the measurements from the tanker to
the receiver, the specific force and angular velocity measurements from both sensors can be
used as driving inputs to the relative velocity and attitude quaternion kinematic equations.
There are however a few points to consider when implementing an IMU. In addition to white
noise corrupting the measured specific force and angular velocity, the measurements can also
contain a bias which can lead to drift in the estimated states due to integration over time.
To combat this, additional bias stats are typically added to the state vector and estimated
allowing a corrected IMU measurement to be used in state propagation. The IMU is also
unlikely to be placed exactly on the aircraft center of gravity (CG) and as such the specific
force measurement will include an additional force due to the aircraft’s rotational velocity and
acceleration.
In the AAR scenario obtaining aircraft accelerations and angular velocities is simplified as
each aircraft already has an inertial measurement system, where the bias states and specific
force projection of the IMU are corrected in an internal estimator. As a result the output
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obtained from the aircraft will be highly accurate unbiased aircraft acceleration and angular
velocity. Though this is the case, for the sake of a thorough analysis, the estimation of the IMU
bias as well as CG offset compensation will be discussed in further detail in the derivation of
the IMU measurement model in Chapter 4.
2.4.2 Roaming Base Differential GPS
GPS devices have long been used for navigation purposes, where code phase signals from
at least four satellites allow the position of the GPS receiver to be calculated in the Earth
Centered Earth Fixed (ECEF) reference frame.
Such devices, though useful, are not sufficiently accurate to facilitate autonomous close prox-
imity operations. For this reason differential GPS techniques were developed which require
an additional GPS receiver, known as a base receiver at a fixed locations on the Earth’s sur-
face. Over time the base receiver position estimate will converge to its true position allowing
the measured pseudoranges to be compared to the expected pseudoranges, after which cor-
rections are sent to roaming GPS receivers which correct their pseudoranges by the same
amount. This, in combination with the additional use of the satellite carrier phase signal
dramatically increases the accuracy of conventional GPS, potentially to centimeter level.
As the base receiver is stationary, the implementation of this form of GPS is limited to ap-
plications performed in an acceptable range from the base receiver. As AAR occurs over a
large range this basic form of DGPS cannot be implemented, but the basic principle of GPS
base station and rover communication has been applied in the development of a roaming base
differential GPS (RB-DGPS) system.
In accordance with the theory presented in [3], the satellite signals received by a roaming
GPS receiver are relayed to the roaming base receiver where the differences in carrier phase,
code phase and Doppler shift signals are used as inputs to an estimator, which produces and
estimate of the position and velocity of the roaming receiver module relative to the roaming
base module. Various sources of GPS uncertainty such as the difference in atmospheric distor-
tion of the satellite signals are negated due to the close proximity of the GPS receivers. This,
in combination with the accuracy associated with the use of the carrier phase signal results
in centimeter and centimeter per second accuracies in position and velocity [4]. Note that as
mentioned in Chapter 1 there are alternative solutions to the RB-DGPS, such as SBAS, that
are not considered in this project as they will serve the same purpose.
From Figure 2.10 it can be seen that a single GPS roaming base receiver RBj can be placed on
the receiver aircraft with multiple GPS roaming receivers RRi attached to the tanker fuselage.
The satellite signals received by a roaming receiver i are relayed to the roaming base j and
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combined in the internal estimator to produce the relative position and velocity estimates
used as measurement to the relative state estimator.
Figure 2.10 – Roaming Base Differential GPS as it applied to the AAR scenario
The development of the internal GPS estimator falls beyond the scope of this project. Various
aspects such as integer ambiguity, ephemeris errors, multipath effects, satellite drop out and
cycle slip must be considered and there are numerous papers dedicated to the optimisation of
such as system. For the purposes of this thesis this system will be seen as a black box subsys-
tem where the satellite signals are received as inputs and relative positions and velocities of
the GPS receiver pairs are obtained as outputs, allowing them to be used as measurement in
the estimation algorithm. Details on the development of such a RB-GPS system can be found
in [3].
Similar to the use of the IMUs, the RB-DGPS system also requires inter-aircraft commu-
nication, as the satellite signals from each roaming GPS receiver must be be relayed from
the tanker to the receiver aircraft. Commercial products exist where this communication is
provided, or alternatively a single aircraft communication link can be developed for all neces-
sary data transfer.
2.4.3 Optical sensors
As discussed in the literature study, there are various ways in which optical sensors can be
used to provide measurements of features of interest in the sensor’s view. The approach used
throughout this thesis is developed in full in [14] where an autonomous helicopter is set to
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land unassisted by using an optical sensor and infra red beacon array. The optical sensor is
fitted with a passive light filter allowing only light from the beacons to pass, with ambient
light filtered out. After filtering, the image is thresholded which differentiates between pixels
having a certain light intensity, allowing any ambient light and edge effects that might have
filtered through to be ignored. The result, as seen in Figure 2.11, is an array of pixels that
correspond to the 2D projection of the infra red light from a particular beacon. These pixels
are averaged and the center point used as the 2D measurement of the corresponding beacon.
Figure 2.11 – IR Beacon array view vs. filtered measurement point array of optical sensor Cj
In the application of this technique in AAR the image sensor is placed on the receiver fuselage
with the infra-red emitting beacons placed at known fixed locations on the tanker fuselage.
The image sensor can either be set at a fixed orientation, in which case the IR beacon array
must be in the correct field of view during the contact and refueling stages, or the sensor can
be set to follow the light pattern, in which case its orientation relative to the receiver body
frame will be varied.
The image is captured in accordance with the ideal pinhole camera model, which relates the
2D measurement of the beacons to their real world coordinates. The measurement obtained
from the optical sensor can be used in the estimation algorithm in one of two ways depending
on the sensor configuration, referred to as the monocular and stereoscopic configurations
respectively.
2.4.3.1 Monocular
In the monocular configuration all the sensors are seen as independent measurement devices,
each producing the 2D measurements of the markers in its particular field of view. The ad-
vantage of such a configuration is in its configurability, where a single sensor can be used to
view all beacons, or multiple sensors can be used to view subsets of beacons, based on limit-
ations such as the allowable sensor field of view. For state estimation of relative position and
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attitude to be applied using monocular vision only, at least four measurement are required for
a unique solution.
2.4.3.2 Stereoscopic
In stereoscopic vision, two monocular sensors with know relative position are used in com-
bination to construct the real world coordinates of the beacons from the combined 2D meas-
urements. Whereas the monocular sensor measurements are directly used in the estimation
algorithm, the stereoscopic configuration requires an additional step where coordinate con-
version occurs. Two sets of 2D measurements to a particular beacon are converted to relative
3D coordinates and used as measurement inputs to the estimation system. The added meas-
ure of accuracy provided by the known sensor offset allows for increased accuracy and robust
estimation further discussed in the derivation of the sensor models in Chapter 4.
2.4.4 Boom parameters
The boom is connected to the tanker fuselage by means of a universal joint as seen in Figures
2.2 and 2.4. Once the nozzle at the end of the boom is connected to the fuel receptacle on
the receiver aircraft the roll and pitch angular deflections allowed by the boom’s universal
joint as well as the variable length of the boom can me measured and relayed via a data link
to the estimation algorithm on the receiver aircraft. The advantage of using these paramet-
ers is the high degree of measurement accuracy associated with modern angular and linear
displacement sensors.
The obvious disadvantage is that the use of these measurements are restricted to the phases of
operation where the aircraft are connected. Additionally, the boom parameter measurements
on their own do not provide sufficient information to allow the relative states to be estimated.
For this reason, the boom parameters can never be used as the sole measurement strategy,
but will act as a complementary measurement device.
2.5 Proposed Configurations
Following the introduction of each sensor it is possible to set apart various configurations in
which unique combinations of sensors are proposed for simulation. The configurations chosen
to showcase the capabilities of each sensor in the AAR state estimation environment and are
shown to be,
• Configuration 1 : Roaming Base Differential GPS Only - Using three or more roaming
GPS receivers placed on the tanker in combination with a single roaming GPS base
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placed on the receiver allows all states to be estimated. This configuration will showcase
the effectiveness with which DGPS can be used in relative state estimation.
• Configuration 2 : Optical (Monocular) Only - Using three or more IR beacons placed on
the tanker in combination with a single optical sensor placed on the receiver allows es-
timation of the position and attitude states. This minimalist configuration will showcase
what can be achieved with a simple optical sensor configuration.
• Configuration 3 : Optical (Stereoscopic) Only - Using three or more IR beacons placed
on the tanker, in combination with a two optical sensor with known offset placed on the
receiver allows estimation of the position and attitude states. Slightly more intricate
that monocular vision, the configuration will highlight what effect a varied optical con-
figuration will have, and if any improvements on the state estimates are observed as a
result.
• Configuration 4,5 and 6 : Roaming Base DGPS, Optical (Monocular) and Optical (Ste-
reoscopic) only configurations with the addition of the boom parameter measurements.
The boom serves as an addition measurement in stages where the aircraft are connec-
ted. This configuration will show if the addition of the accurate boom measurement have
a significant effect on the state estimates.
• Configuration 7,8 and 9 : Roaming Base DGPS, Optical (Monocular) and Optical (Ste-
reoscopic) only configurations with the addition of the IMU measurements. The addition
of the IMU will highlight the gain in estimation accuracy due to the addition of driving
input measurement.
• Configuration 10,11 and 12 : Roaming Base DGPS, Optical (Monocular) and Optical
(Stereoscopic) only configurations with the addition of the boom and IMU measure-
ments. The final three configurations showcase what is expected to be the most ac-
curate state estimates that can be obtained through the addition of driving inputs as
well as high accuracy boom measurement to the original three configurations
These configurations will be implemented in the AAR state estimation simulations of Chapter
6 after which the resultant state estimate accuracies can be compare to one another as well as
to the minimum accuracy criteria. The configurations are implemented in simulation through
the use of an estimation algorithm.
2.6 Estimation Algorithms
Having defined the state vector as well as introduced the sensors, the final aspect of the
estimation system design is the choice of estimation algorithm, which aims to combine the
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driving input and the observation vector inputs using the process and measurement equations
to form an estimate of the state vector.
Optimal estimation of any linear or non-linear system can be achieved through so called
Bayesian estimation which forms a conceptual solution to the estimation problem through
a recursive expression for the posterior probability density function[37]. In practice this op-
timal solution is usually impossible to compute since it involves several integrals that lack
analytical solutions.
Various sub-optimal solutions to the non-linear state estimation problem have been developed,
with the three most popular being the Particle Filter (PF), Extended Kalman Filter (EKF) and
the Unscented Kalman Filter (UKF). Each filter approaches the estimation problem in a unique
way, where the basic function of each algorithms is given as:
• Particle Filter: Considered a method for practically implementing Bayesian estimation,
the PF substitutes an analytical representation of the state probability density functions
with an arbitrary number of particles to represent the state probability distribution. The
multitude of particles are propagated through the non-linear process equations after
which each particle is then used to calculate a measurement estimate, and assigned
a weight based the proximity the measurement estimate to the actual measurement.
These weights are the used to resample the particles and evaluate the new state mean
and covariance.
• Kalman Filter: Arguably the most popular state estimation technique, the Kalman filter
is a recursive estimation algorithm aimed at using the system dynamic and measurement
equations to find an optimal state estimate by minimising the mean-square-error. The
Kalman filter, however, is in optimal solution for a state estimation problem with linear
process and measurement equations and as such approximations must be made in order
to apply its structure to non-linear systems. Two popular variations exist in the form of
the Extended Kalman Filter and the Unscented Kalman Filter:
– Extended Kalman Filter: The assumption is made that the non-linear process and
measurement equations can be sufficiently linearised about the current state es-
timate using a first order Taylor series expansion, which allows the general Kalman
Filter Structure to be applied.
– Unscented Kalman Filter: The UKF is founded on the intuition that it is easier
to approximate a probability distribution of the state vector than than it is to ap-
proximate the linear behaviour of the non-linear transformation equations through
linearisation about a conditional mean. The UKF represents the state mean and
covariance through a deterministically chosen set of sigma points, which are used
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to transform the mean and covariances through the equation non-linearities. Sim-
ilar to the EKF, this approximation, allowing the transformation of the means and
covariances allows the Kalman Filter structure to be applied.
Figure 2.12 – Estimation algorithm flow adapted from [1]
These three estimation algorithms will be considered in simulation in order to evaluate the ef-
fectiveness of their respective state estimation approaches. The derivation of each algorithm
is shown in Chapter 3.
2.7 Summary
This chapter provided a overview of the AAR scenario as is relevant to the operation of the
estimation system. A set of estimation requirements in the form of a state vector definition
as well as minimum accuracy requirements were derived through an analysis of the control
system requirements and constraints.
In addition to the functional criteria of the estimation system,the aspects that will facilitate
estimation, such as the estimation algorithms and sensors where introduced along with 12
sensor configurations to be evaluated in simulated. The estimation algorithms are discussed
in detail in the next chapter, with the process measurement model derivations are given in
Chapter 4.
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State Estimation Algorithms
Arguably the most fundamental aspect of state estimation, the state estimation algorithm
provides a method with which a set of states can be recursively estimated given the knowledge
of the dynamics of a state vector in combination with sufficiently relevant measurements.
Various forms of estimation algorithms exist, with their particular strategies dependent on
the system to which estimation is applied. In the case of the AAR scenario the system in
which estimation is applied is inherently non-linear, and as such, a non-linear state estimation
algorithm must be considered.
By far the most popular estimation algorithm the Extended Kalman Filter, a derivative of the
popular Kalman filter, is a likely choice to facilitate state estimation. The EKF has been utilised
in solving numerous relative state estimation problems, with the most applicable cases ad-
dressing the problem of relative spacecraft attitude and position estimation [22; 23]. Though
very popular the EKF and its adopted linearisation approach has its limitations, with estimate
convergence is not guaranteed, especially in the face of large non-linearities.
Several alternatives to the EKF have been introduced in relative navigation, where algorithms
such as the Unscented Kalman Filter and the Particle Filter have come in to light with the
potential to outperform the EKF in terms of estimate convergence and stability. These al-
gorithms have also been applied to similar non-linear relative spacecraft attitude and position
estimation problems [28; 27; 38].
With the multitude of applicable estimation algorithms, the particular strategy of each estim-
ation algorithm warrants further investigation. Through a thorough investigation, the advant-
ages of each method can be weighed against the potential pitfalls in order to differentiate
between their suitability for the AAR estimation problem.
The aim of this chapter is to introduce the fundamentals of non-linear state estimation as well
as to elaborate on the implementation of the three algorithms for potential use in AAR. The
differences in algorithms are highlighted with the advantages and potential pitfalls of each
35
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factoring into the consideration of whether the algorithm will be implemented fully in simu-
lation. The final section focuses on a variation in the estimation algorithm allowing adaptive
estimation to be implemented, where uncertain parameters are adapted to improve the state
estimates.
3.1 The non-linear system model
The non-linear system model is comprised of two sections, namely the process model and the
measurement model. The process model is a set of equations that describe the time evolution
of the state vector, whereas the measurement model describes the relation of the state vector
to the measurement obtained from a sensor array.
The system model can be represented in either continuous or discrete time, depending on the
implementation purpose. Since the physical process occurs in continuous time, the process
model is derived accordingly resulting in a set of non-linear differential equations. Measure-
ment are obtained at discrete intervals and as such the measurement equations are related to
the states in discrete time. As a result the system model is represented by the the non-linear
continuous-discrete representation:
x˙(t) = f (x(t),u(t),w(t)) , w(t) ∼ (0, Q(t)) (3.1.1)
yk = h (xk,vk) , vk ∼ (0, Rk) (3.1.2)
with x ∈ <n, y ∈ <m representing the state and measurement vectors and corresponding
vector mutation,
f( · ) : <n → <n
h( · ) : <n → <m
where the process and measurement noise, w(t) and vk, are uncorrelated zero-mean Gaussi-
ans with Q(t) and Rk representing the spectral noise density of the continuous process and
measurement covariances, respectively.
The representation of the process model in continuous time facilitates easy equation deriv-
ations, but due to the implementation requirements it is often necessary to use a discrete
process model representation. The corresponding discrete process model is given by the
non-linear stochastic difference equation,
xk+1 = fk (xk,uk,wk) wk ∼ (0, Qk) (3.1.3)
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 3. STATE ESTIMATION ALGORITHMS 37
where the propagation model f( · ) and process noise spectral density matrix Q(t) have been
discretised to form the discrete propagation equation fk( · ) and process covariance matrix
Qk.
With this generalised representation of the non-linear system model, the fundamentals of
optimal non-linear estimation as well as the implementation of the PF, EKF and UKF can be
presented.
3.2 Particle Filter
Optimal estimation of any linear or non-linear system can be achieved through Bayesian estim-
ation. This algorithm forms a conceptual solution to the estimation problem through a recurs-
ive expression for the posterior probability density function of the state vector conditioned
on the observed measurements [37]. In practice this optimal solution is usually impossible to
compute since it involves several integrals that lack analytical solutions. Following the work
presented in [28] the Particle Filter is introduced as a method for practically implementing
the Bayesian estimator.
Due to the lack of an analytical representation for the state probability distributions, the
Particle filter utilises an arbitrary amount of particles randomly sampled to represent the
state probability distribution. The larger the amount of particles, the more accurately the
true probability distribution can be represented, resulting in a more optimal state estimate.
As with most estimation algorithms the particle filter has a prediction and correction step
where the states, or particles associated with the states, are propagated forward in time
according to the discrete process model equations and corrected at intervals when measure-
ments are present. In the correction step each particle is used to create a measurement
estimate and assigned a weight based on the proximity of the measurement estimate to the
actual measurement. These weights are then used to resample the particles and determine
the new state statistics from which the state mean and covariance can be calculated.
A summary of the algorithm is presented in Table 3.1. An overview of the filter operation is
given as follows.
1. Generate an initial set of N particles x+0,i(i = 1, · · · , N) based on the known initial prob-
ability density function (PDF) of the state p(x0) each with an initial weight W0,i of
1
N .
2. Propagation for k = 1,2,· · · :
a) Generate N random process noise partices wik−1 on the basis of the known process
noise PDF
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b) Propagate each a postiori particle forward in time using the non-linear process
equations, driving inputs, process noise particles in order to obtain the a priori
particles x−k,i,
x−k,i = fk
(
x+k−1,i,uk−1,w
i
k−1
)
(i = 1, · · · , N)
whilst maintaining the particles weights.
3. Correction for k = 1,2,· · · :
a) Use the propagated particles and the non-linear measurement equations to gener-
ate a set of measurement estimate particles
yk,i = h
(
x−k−1,i,v
i
k−1
)
(i = 1, · · · , N)
b) Evaluate a new set of particle weights based on the relative likelihood of each
propagated particle L(x−k,i) conditioned on the measurement yk. This is done by
evaluating the conditional probability function p(yk|x−k,i) which, in [28], is shown to
be
S(x−k,i) = p(yk|x−k,i) ∝ exp
[
−1
2
(y˜k − yk,i)TR−1(y˜k − yk,i)
]
where yk,i is the estimated measurement produced by each particle. Note that
similar equations are also derived in [39].
c) As a result the particle weights are updates accordingly
Wk,i = Wk−1,iS(x−k,i)
and normalised
Wk,i =
Wk−1,i∑N
j=1Wk−1,j
with the resultant sum equal to one.
d) The a postiori state mean and covariance can now be evaluated using the updated
particle weights by evaluating the first two moments of the particle cloud, the mean
and covariance respectively
xˆ+k = E[xk|y˜k] ≈
N∑
i=1
Wk,ix
−
k,i
P+k = E[(xk − xˆ+k )(xk − xˆ+k )T |y˜k] ≈
N∑
i=1
Wk,i
(
x+k − x−k,i
)(
x+k − x−k,i
)T
4. The variance associated with the particle weights can only increase with time eventu-
ally resulting in all particles but one having negligible weight [39]. Typically a process
called resampling is performed to counteract this by discarding particles with negligible
weights and duplicating particles with large weights.Multiple methods for resampling
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have been derived, but for simplicity sake the method used in [39] is used where res-
ampled particles are drawn from the existing state particles, based on the distribution
of Wk,i after which the weights of the particles are again set to
1
N ,
x+k,i = x
−
k,i with probability Wk,i
5. In the resampling process it often occurs that many of the particles are duplicated,
effectively reducing the number of unique particles. This is referred to as sample im-
poverishment, which is why resampling is often followed by a regularisation step. In the
regularisation step a small amount of noise sk,i is added to the resampled particles in
order to increase their diversity,
x+k,i = x
+
k,i + sk,i
where one method for calculating this optimal regularisation noise variance can be found
in [28].
Initial Particles
x+0,i(i = 1, · · · , N)
P+0 = E[(x0 − x+0,i)(x0 − x+0,i)T ]
W0,i =
1
N
Propagation x−k,i = f
(
x+k−1,i,uk−1,w
i
k−1
)
(i = 1, · · · , N)
Relativel Likeleyhood
yk,i = h
(
x−k−1,i,v
i
k−1
)
(i = 1, · · · , N)
S(x−k,i) = p(yk|x−k,i) ∝ exp
[− 12 (y˜k − yk,i)TR−1(y˜k − yk,i)]
Wk,i = Wk−1,iL(x−k,i)
Wk,i =
Wk−1,i∑N
j=1Wk−1,j
Correction
x+k = E[· · · ] ≈
∑N
i=1Wk,ix
−
k,i
P+k = E[· · · ] ≈
∑N
i=1Wk,i
(
x+k − x−k,i
)(
x+k − x−k,i
)T
Table 3.1 – Particle Filter Summary
The running example used to demonstrate the differences in the basic function of each al-
gorithm is shown in Figure 3.1. The example, most notably shown in [13], represents the
transformation of the state mean and covariance through the non-linear function y = f(x) =
−sin(x). The state x with mean at 265o and covariance of 10o is represented by N = 1000
particles, where it is assumed that the distribution is Gaussian. Each particle is propagated
through the transformation equation to form a set of transformed points. Unlike the EKF and
UKF, the transformed points are not assumed to have a Gaussian distribution and as such
any applicable method of statistical analysis can be used to evaluated the resultant mean and
covariance. Note that the particles distributions have been scaled for visual effect.
The PF is the clear choice of estimation algorithm when near-optimal estimates are required
when dealing with highly non-linear systems with non-Gaussian noise. The number of particles
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Figure 3.1 – Propagation of Particle Filter particles through a non-linear function
increases the optimal nature of the state estimates, where the choice of N becomes a trade-off
between the allowable computational burden and required optimality of the solution. Consid-
ering the complexity of the particle filter, its implementation seems relatively straight forward,
but as a result of steps such as resampling as well as regularisation the estimation problem
becomes increasingly complex. The prevalent concern is the computational power required
to perform real time estimation.
3.3 Extended Kalman Filter
The Extended Kalman Filter is arguably the most popular and most widely used non-linear
state estimation algorithm for real time applications. Fundamentally it is a derivative of the
popular Kalman Filter which provides optimal state estimation for linear systems. Similar
to implementation of Bayesian estimation through the Particle Filter the Extended Kalman
Filter must implement an approximation allowing the structure of its parent to be utilised. In
this case, in order to implement the structure of a linear estimation algorithm to a non-linear
problem, the non-linear system equations are linearised about the current states estimate
using a Taylor series expansion.
With the equations linearised, the Kalman Filter sequence can be applied. The states are
propagated using the non-linear equations, with covariance propagation a function of the
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process Jacobian and the process noise covariance. When measurements are available the
states and covariances are corrected in order to minimise the mean-square-error. As a result
the correction is based on the difference between the true and estimated measurement as well
as the relationship between the measurement and process Jacobians as well as the process
and measurement noise covariances.
A summary of the algorithm is presented in Table 3.2. An overview of the filter operation is
given as follows.
1. Initialisation of the estimation algorithm involves an estimate of the initial state vector
as well as the initial error covariance.
xˆ(t0) = xˆ
+
0
P+0 = E[(x0 − xˆ+0 )(x0 − xˆ+0 )T ]
2. Propagation for k = 1,2,· · · :
a) The a postiori state estimate is propagated forward in time using the discrete non-
linear process equations and the driving inputs in order to obtain the a priori state
estimates.
xˆ−k = fk
(
xˆ+k−1,uk−1,0
)
Note that the noise estimate input is zero as the process noise is zero mean Gaus-
sian.
b) As with the propagation of the estimated states the process covariance is also
propagated in order to find its a priori state. The Kalman Filter, however, requires
the process covariance to be linearly scaled based on the linear propagation of
states. As the process equations are non-linear they are linearised about the cur-
rent state estimate (conditional mean) using a Taylor series expansion. The Taylor
series expansion of the continuous system is given as,
f(x(t),u(t),w(t), t) = f(xˆ(t),u(t),w(t), t) +
∂f
∂x
∣∣∣∣
xˆ,u
(x− xˆ) + ∂f
∂w
∣∣∣∣
xˆ,u
(x) + h.o.t
where h.o.t is short for higher order terms. In the EKF, the assumption is made that
the error state term (x− xˆ) is sufficiently small that the h.o.t can be ignored. Since
f(x(t),u(t),w(t), t) is also assumed to be continuously differentiable the following
partial derivatives are defined:
F (xˆ(t),u(t), t) ≡ ∂f
∂x
∣∣∣∣
xˆ,u
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L(xˆ(t),u(t), t) ≡ ∂f
∂w
∣∣∣∣
xˆ,u
Following the derivations of a continuous-time process model the propagation of
the process covariance is given as,
P˙ (t) = F (xˆ(t),u(t), t)P (t) + P (t)F (xˆ(t),u(t), t)T + L(xˆ(t),u(t), t)Q(t)L(xˆ(t),u(t), t)
where Q(t) is typically given as the spectral density matrix. Since the algorithm is
implemented in its discrete form the continuous propagation of the process covari-
ance must be discretised in order to fit the following discrete propagation equation
,
P−k = F (xˆ
+
k−1,uk−1)P
+
k−1F (xˆ
+
k−1,uk−1)
T +Qk
where F (xˆ+k−1, uk−1) is the discrete process Jacobian shown to be,
F (xˆ+k−1,uk−1) ≡
∂f
∂x
∣∣∣∣
xˆ+k−1,uk−1
andQk is the discrete process covariance matrices. As stated in [23], if the sampling
period ∆t is small enough, then a good approximation for the discretization of the
process covariance is given by,
Qk = L(xˆ
+
k−1,uk−1)Q(t)L(xˆ
+
k−1,uk−1)
T∆t
3. Following the state and covariance propagation, at the instance when measurements are
available, the a postiori state estimates and covariance are determined in the correction
step:
a) As with the propagation step, the non-linear measurement equations must be lin-
earised using a Taylor series expansion about he current state estimate (conditional
mean),
h(xk, vk) = h(xˆk,0) +
∂h
∂x
∣∣∣∣
xˆ−k
(
x− xˆ−k
)
+
∂h
∂v
∣∣∣∣
xˆ−k
(vk) + h.o.t
Again with the error state term (x− xˆ) assumed to be sufficiently small and h (xk,vk)
assumed to be continuously differentiable the partial derivatives are defined as,
H(xˆ−k ) ≡
∂h
∂x
∣∣∣∣
xˆ−k
(3.3.1)
M(xˆ−k ) ≡
∂h
∂v
∣∣∣∣
xˆ−k
(3.3.2)
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b) With this, the a postiori states are calculated using the the Kalman Filter discrete
correction step equation,
x+k = x
−
k +Kk
(
yk − h(x−k , 0)
)
P+k =
(
I −KkH(x−k )
)
P−k
with Kk given as the discrete Kalman Gain,
Kk = P
−
k H(xˆ
−
k )
[
H(xˆ−k )P
−
k H(xˆ
−
k ) +M(xˆ
−
k )RkM(xˆ
−
k )
T
]−1
which is obtained by minimising the mean-square-error (MSE), which is achieved
through minimising the trace of the error covariance matrix. The Kalman filter
equation and the resultant continuous and discrete state propagation, correction
and gain equitions are well established. For this reason only a summary is provided
with some elaboration where necessary. The full derivation of the filter can be found
in [39].
Initialisation
xˆ(t0) = xˆ0
P+0 = E[(x0 − xˆ+0 )(x0 − xˆ+0 )T ]
Propagation
xˆ−k = f
(
xˆ+k−1,uk−1,0
)
P−k = F (xˆ
+
k−1,uk−1)P
+
k−1F (xˆ
+
k−1,uk−1)
T +Qk
F (xˆ+k−1,uk−1) ≡ ∂f∂x
∣∣∣
xˆ+k−1,uk−1
Qk = L(xˆ
+
k−1,uk−1)Q(t)L(xˆ
+
k−1,uk−1)
T∆t
Gain
Kk = P
−
k H(xˆ
−
k )
[
H(xˆ−k )P
−
k H(xˆ
−
k ) +M(xˆ
−
k )RkM(xˆ
−
k )
T
]−1
H(xˆ−k ) ≡ ∂h∂x
∣∣
xˆ−k
M(xˆ−k ) ≡ ∂h∂v
∣∣
xˆ−k
Correction
xˆ+k = xˆ
−
k +Kk
(
y˜k − h(xˆ−k , 0)
)
P+k =
(
I −KkH(xˆ−k )
)
P−k
Table 3.2 – Extended Kalman Filter Summary
The same example used to describe the function of the PF is shown again in Figure 3.2,
with the effects of the linearisation assumption being highlighted. In this example the non-
linear function is linearised about the conditional mean x = 265o. The state is transformed
through the non-linear function, with the Gaussian state variance of 10o propagated through
the linearised transform resulting in a scaled Gaussian variance. In comparison to the PF
approach, resultant transformed state distribution does not accurately represent the state
statistics.
FThe success of the EKF has been due to its relative simplicity as well as the minimal compu-
tational power required to implement the algorithm in real time applications. The significant
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Figure 3.2 – The propagation of the state mean and covariance based on function linearisation in
the EKF
drawback to the implementation of the EKF is its performance when confronted with highly
non-linear process or measurement models. A large uncertainty between estimation intervals
could invalidate the linearisation assumption, creating the potential for estimator divergence.
Another disadvantage unique to the EKF, is the requirement to evaluate the partial derivat-
ives of the system equations which can proves to be tedious in highly non-linear systems, and
in some cases the derivatives cannot even be evaluated. Fortunately the derivatives of the
process and measurement model equations in the AAR scenario can all be evaluated.
3.4 Unscented Kalman Filter
According to [40] the Unscented Kalman Filter uses statistical linearisation techniques and
falls under a larger set of filters called Sigma-Point Kalman Filter or Linear Regression Kal-
man Filter. As opposed to the Extended Kalman filter, where the mean and covariance of the
states are propagated through a first Taylor series linearisation, the Unscented Kalman Fil-
ter linearises the non-linear process and measurement models through the linear regression
between n points drawn from prior distributions of the state variables.
The UKF is founded on the intuition that it is easier to approximate a probability distribution
than it is to approximate a arbitrary function of transformation [41].
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Similar to the PF and EKF, the UKF has a prediction and correction stage. A point cloud is
generated for each state, referred to as Sigma Points, which are deterministically chosen to
have the same mean and covariance as the state vector. These points are then transformed by
the non-linear process equations to yield a new set of propagated points, the mean and cov-
ariance of which are determined thought the distribution statistics. The propagated particles
are used to generate a set of estimated measurements which are compared to the true meas-
urement, where the states and covariances are corrected based on the theory of minimising
the mean-square-error, similar to that of the EKF.
This filter has a superficial resemblance to the Particle Filter, but differs in the sense that
these sigma points are not drawn at random, but are deterministically chosen to represent
the state mean and covariance. This process of determining sigma points and passing them
through the non-linear functions is called the Unscented Transform (UT).
A summary of the algorithm is presented in Table 3.3. An overview of the filter operation is
given as follows.
1. As with the EKF the UKF initialisation of the estimation algorithm involves an estimate
of the initial state vector as well as the initial error covariance.
xˆ(t0) = xˆ
+
0
P+0 = E[(x
+
0 − xˆ+0 )(x+0 − xˆ+0 )T ]
2. Before state and covariance propagation a set of 2n sigma points are generated from
the current state estimate and error covariance,
Xk =
[
xˆak−1
... xˆak−1 +
√
(n+ λ)P ak−1
... xˆak−1 −
√
(n+ λ)P ak−1
]
where n is the length of the state vector λ is a composite scaling factor and xˆak−1 and
P ak−1 are the augmented state vector and error covariance respectively.
The augmented state vector is given as
xak−1 =

xk−1
wk−1
vk−1
 , xˆak−1 =

xˆ+k−1
0
0

and the augmented error covariance matrix is given as
P ak−1 =

P+k−1 P
xw
k−1 P
xv
k−1
Pwxk−1 Qk−1 P
wv
k−1
P vxk−1 P
vw
k−1 Rk−1

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with λ given by
λ = α2(n− κ)− n
The spread of the sigma points around the state estimate xˆk is governed by the constant
α, usually set to a small positive value (0 ≤ α ≤ 1). The constant κ provides an extra
degree of freedom for fine tuning of higher order moments (if available) but in this case
is set to zero (κ = 0).
3. With the sigma points matrix of vectors established, the propagation step can be under-
gone
a) The sigma point are propagated through the non-linear process equations to form
a set of propagated sigma points,
Xk(i) = f(X
x
k−1(i),X
w
k−1(i),uk−1), i = 0, 1, 2, · · · , 2n
where Xxk(i) and X
w
k (i) are subsets of the sigma points matrix shown to be
Xak(i) =

Xxk(i)
Xwk (i)
Xvk(i)

b) The propagated sigma points are used to calculate the propagated a priori state
estimate as well as error covariance,
xˆ−k =
2n+1∑
j=0
W jmX
x
k(j)
P xxk =
2n+1∑
j=0
W jc (X
x
k(j)− xˆ−k )(Xxk(j)− xˆ−k )T
with the weighted factors for both the state and error covariance calculation given
by,
W 0m =
λ
(n+ λ)
W 0c =
λ
(n+ λ)
− (1− α2 + β)
W im = W
i
c =
1
2(n+ λ)
, i = 1, 2, · · · , 2n
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 3. STATE ESTIMATION ALGORITHMS 47
4. With the sigma points propagated and a priori state and error covariance estimate eval-
uated, the available measurements are used to determine the a postiori states in the
corrections step.
a) Each of the propagated sigma points is used to calculate a measurement estimate
Yk(i) = h(X
x
k,X
v
k), i = 0, 1, 2, · · · , 2n
b) From this the mean estimated measurement as well as the innovation covariance it
determined through a weighted average,
xˆ−k =
2n∑
j=0
W jmYk(i) (3.4.1)
P yyk =
2n∑
j=0
W jc (Yk(i)− xˆ−k )(Yk(i)− yˆk)T (3.4.2)
c) Finally, the cross covariance between propagated states and estimated measure-
ments is calculated,
P xyk =
2n∑
j=0
W jc (Xk(i)− xˆ−k )(Yk(i)− yˆk)T (3.4.3)
which allows for the Kalman gain to be calculated,
Kk = P
xy
k (P
yy
k )
−1
and the correction to the state estimate and error covariance can be applied
x+k = x
−
k +Kk (y˜k − xˆk)
P+k = P
xx
k −KkP yyk KTk
The non-linear mean and covariance transformation example for the UKF is shown in Figure
3.3. Similar to the PF, the state vector is represented as a set of particles, which in this case
are specifically chosen sigma points. Each sigma point is transformed by non-linear function
resulting in a set of transformed particles. The UKF does ,however, make the same Gaussian
assumption on the distribution of the transformed particles that the EKF makes, but the UKF
transformed mean and covariance is much closer to the true transformation represented by
the PF.
The UKF provides a good approximation of the non-linear transform, without the burden of a
large number of particles or the risk of an inaccurate linearisation assumption. It is clear that
the more complex the system in which estimation must be applied, i.e, the size of state vector,
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Initialisation
xˆ(t0) = xˆ0
P+0 = E[(x0 − xˆ+0 )(x0 − xˆ+0 )T ]
Sigma Points Xk =
[
xˆak−1
... xˆak−1 +
√
(n+ λ)P ak−1
... xˆak−1 −
√
(n+ λ)P ak−1
]
Propagation
Xk(i) = f(X
x
k−1(i),X
w
k−1(i), uk−1)
xˆ−k =
∑2n+1
j=0 W
j
mX
x
k(j)
P xxk =
∑2n+1
j=0 W
j
c (X
x
k(j)− xˆ−k )(Xxk(j)− xˆ−k )T
Gain
Yk(i) = h(X
x
k,X
v
k)
P yyk =
∑2n
j=0W
j
c (Yk(i)− yˆ−k )(Yk(i)− yˆ−k )T
P xyk =
∑2n
j=0W
j
c (Xk(i)− xˆ−k )(Yk(i)− yˆ−k )T
Kk = P
xy
k (P
yy
k )
−1
Correction
yˆ−k =
∑2n
j=0W
j
mYk(i)
x+k = x
−
k +Kk
(
y˜k − h(xˆ−k )
)
P+k = P
xx
k −KkP yyk KTk
Table 3.3 – Unscented Kalman Filter Summary
Figure 3.3 – Unscented Kalman Filter
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as well as the size of the process and measurement noise vector, the larger the computational
burden will become. In this derivation the state vector and covariance matrix are augmented
to include the noise term due to the assumption that the noise terms enter the process and
measurement models through the non-linear equations. This is often not the case, especially
with measurement, which allows the augmented state vector and covariance matrix to be
simplified. These simplifications are shown in Chapter 4 after the process and measurement
equations have been evaluated.
3.5 Algorithm Comparison
Each of the three algorithms follows a slightly different approach when tasked with state
estimation of a non-linear system. This unique approach, typically in the way the state stat-
istics are represented, propagated and corrected, has a large impact on the function of the
estimation algorithm as well as its effectiveness. In order to highlight these differences the
non-linear propagation of a simplified inertial navigation scenario is shown. This particular
illustration is adapted from [13] as it illustrates the point most clearly.
Consider the states of the aircraft x and y to be its position North and East relative to a
stationary runway point, and its heading angle ψ relative to North as seen in Figure 3.4.
Figure 3.4 – Mean and Covariance propagation example
The kinematic equations are given as

xNk+1
yEk+1
ψk+1
 =

xNk + u∆t cos(ψ)
yEk + u∆t sin(ψ)
ψ + ψ˙∆t

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It is also assumed that the driving input velocity is known to be exactly u = 100ms and that
the sampling rate is 10 Hz. Figure 3.5 shows the propagation of means and covariances
associated with the x and y position of the aircraft based on the fundamentals of each of the
algorithms.
Figure 3.5 – Propagation of means and covariances in a simplified 2D aircraft kinematics example
In the case of the Particle Filter, N = 1000 particles were initially generated and propag-
ated through the non-linear kinematic equation to form the distinct arc shape of propagated
particles. A Gaussian distribution is fitted to the resultant particles, bearing in mind that other
distributions can be selected. The PF provides the closest approximation of true non-linear
propagation.
As expected the EKF linearisation assumption merely scales the initial error covariance based
on the size of the process model Jacobian, and the propagated mean is obtained though the
propagation of the old mean, which results in a propagated state with an incorrect mean and
a underestimated variance.
The effectiveness of the UKF sigma points can be clearly seen in Figure 3.5, where the propag-
ated mean and covariance is very similar to that of the PF at a fraction of required amount
of transformations. The UKF provides a good compromise between the optimal nature of the
state estimate and the resultant computational burden.
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With the high degree of similarity between the results obtained from the PF and the UKF in
this example it is reasoned that it is unnecessary to implement both in simulation, at least
initially. Even though the PF proves to produce the more optimal state estimate, the advant-
ages of the UKF in its simplicity as well as significantly lower computational requirements,
which outweigh the slight increase in state estimate optimality resulting from the PF. For
this reason the PF will be omitted from further implementation, with conditional return if the
non-linearities in state estimation prove to degrade the function of the UKF significantly.
With the popularity of the EKF, its ease of implementation, low computational requirements,
and the fact that it is a benchmark estimation algorithm for most state estimation applications
the EKF must also be tested in simulation, with the results obtained compared to that of the
UKF.
3.6 Process covariance adaptation
The noise statistics in both the EKF and UKF, but also applicable to the PF, are encapsulated in
the constant values of the process and measurement noise covariance matrices Qk and Rk re-
spectively. If these parameters are chosen to be correct the non-linear estimation algorithms
will perform to the maximum of their respective abilities, based on their particular approx-
imation. If, on the other hand, the noise statistics are incorrectly specified due to inaccurate
models or unmodeled non-linearities, the performance of the estimation algorithms could be
compromised.
Traditionally, in order to combat such problems when implementing the estimation algorithms,
the process and measurement covariance matrices are carefully chosen, typically with iterat-
ive tuning until near optimal estimation is achieved. This ,however, is very tedious and will
not account for any changes in the process or measurement statistics during operation. For
a more rounded solution to the problem it is proposed that the noise statistics be adaptively
estimated in order to mitigate the unknown effects of unmodeled uncertainty.
Much of the prevalent research undergone in adaptive estimation is thoroughly summarised
in [42]. From this research it is known that even though in theory it is possible to estimate the
errors in both the process and measurement noise covariances Qk and Rk, filters that attempt
to adapt both these parameters are not robust as it is hard to differentiate between an error
introduced by inaccurate process covariance or an inaccurate measurement covariance. For
this reason only one of the noise parameters is adapted, and since it is assumed that the
measurement covariance Rk can be fairly accurately modeled from the sensor noise models,
only process covariance Qk remains to be adapted.
From [42] numerous adaptive approaches are discussed in the formulation of the process cov-
ariance adaptation algorithm. Subsequently, a variation of the maximum likelihood estimation
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approach, originally developed in [43] for linear systems, is proposed for use in the current
non-linear application. The fundamental concept of this adaptation method uses the measure-
ment and state residual to correct the current process noise estimate, where the modification
is based on a window scale factor which is chosen through iterative simulation.
The equation that evaluates the new process covariance estimate is shown to be,
Qˆk = Qˆk−1 +
1
λ
(
Q∗ − Qˆk−1
)
(3.6.1)
where Qˆk−1 is the previous estimate of the process covariance, λ is a gain dictating how much
of an effect Q∗ will have on the change in process covariance, and Q∗ is given by,
Q∗ = ∆xi∆xTi −
[
P+k −
(
P−k − Qˆk−1
)]
(3.6.2)
where state residual ∆xk is given as the difference between the state estimate before and
after correction,
∆xk = x
+
k − x−k (3.6.3)
It is this Q∗ that will effect a change in the process covariance and as such requires finer
analysis. The size of the process covariance correction term is a function of the difference
in the state residual covariance ∆xi∆xTi and the expected change in error covariance P
+
k −(
P−k − Qˆk−1
)
. This expected change in error covariance is coupled to the previous process
covariance estimate. A state residual covariance larger than what is expected indicates that
a larger state correction was necessary than expected. This in turn indicates inaccurate state
propagation which serves to increase the process covariance, increasing the expected change
in covariance due to correction. Essentially, when propagation is inaccurate, large corrections
are required, which decreases the confidence in propagation increasing the covariance.
The integration of process covariance adaptation into the estimation algorithms is fairly straight
forward, where Eq. 3.6.1 must be executed after each state correction step. The addition of
this adaptation concludes the general derivation of the estimation algorithms.
3.7 Summary
This chapter set out to introduce the theory of three popular state estimation algorithms for
consideration in the AAR state estimation system. Having initially introduced the fundamental
non-linear system model, each estimation algorithm is discussed, with particular focus on the
complexity of the algorithm, practicality in term of processing requirements, and optimal
nature of the resultant state estimates.
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After evaluation is was found that the negative nature of the large processing power and
complexity associated with the Particle Filter outweighed the potential gain in performance
optimality, since the UKF has the potential of also producing near optimal estimates with
significantly less processing power requirements. As a result the EKF and UKF will be con-
sidered for implementation. In addition to the algorithm evaluation, a method for continuously
adapting the process covariance is also provided which adds to the sequence of the standard
estimation algorithms and aims to improve the state estimates through a more accurate es-
timate of the process noise.
In order to implement the estimation algorithms in the AAR scenario the non-linear process
and measurement equations and accompanying sensor models are covered in the next section.
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Chapter 4
Process and Measurement Model
Derivation
In Chapter 3 the state estimation algorithms were derived using a generic non-linear repres-
entation for the system dynamic and measurement model. In order to implement the estim-
ation algorithms, the equation specific to the AAR state estimation problem must be derived.
This task is approached in two distinct sections corresponding to the equation derivations for
the process and measurement models respectively.
In the process model equations the time derivatives of the states are derived factoring in that
the IMU accelerations and angular rates of both the tanker and receiver aircraft are available
as driving inputs. Aspects particular to the IMU such as its offset from the aircraft CG, as well
as an IMU noise model which includes white noise, bias and drift are considered.
In the second section the measurement models are derived in which the state vector is re-
lated to the measurement vector and the uncertainty coupled with the sensor is modeled.
Some of the sensors also have additional considerations when implemented, which will also
be discussed
4.1 Process Model
The function of the process model in state estimation is to utilise the equations that govern the
dynamics of the state vector to propagate the states and their respective error covariances
from one measurement instance to the next. These kinematic equations are functions of the
state vector, the driving inputs to the system, and the accompanying process noise as shown
by the continuous-time non-linear process model:
x˙(t) = f (x(t),u(t),w(t)) , w(t) ∼ (0, Q(t))
54
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Where w(t) is zero mean Gaussian noise and Q(t) is the spectral density process covariance
matrix. Typically the equations are derived in continuous time and then discretized for imple-
mentation in a digital format as shown in the EKF derivation in Chapter 3.
From Chapter 2 the true states are given by:
x =
[
pT/Rr v
T/R
r q
t/r ω
t/r
t
]
(4.1.1)
with the driving inputs vector given as
u =
[
a
T/I
t a
R/I
r ω
t/i
t ω
r/i
r
]T
(4.1.2)
These driving inputs are obtained from IMU modules attached to both the tanker and receiver
aircraft. The measurements obtained from these sensors are not the true accelerations and
angular rates experienced by the aircraft but are measurements of the IMU acceleration and
angular rates corrupted by noise. For this reason the measurement model of the IMU is
introduced first, followed by the derivation of the angular rate and quaternion kinematics
after which the position and velocity kinematic equations are evaluated.
4.1.1 Accelerometer and Rate Gyroscope Measurement Models
4.1.1.1 Measured vector, noise and bias
As with all sensors the values measured by the IMU are not the true specific forces and
angular rates experienced by the IMU reference frame, but are corrupted by uncertainty.
Typically this uncertainty comes in the form of additive white noise and in the case of IMU
measurement there are additional bias terms that must be considered.
Accelerometers provide a measure of specific force experienced by the IMU reference frame,
whereas the rate gyroscope provides a measured of the angular velocity of IMU reference
frame relative to inertial space. Note that a generic axis system Fx will be used to represent
the IMU as to avoid repetition for the sensors on each aircraft.
The specific force can be related to the inertial acceleration of the IMU unit through,
asfx = a
X/I
x − gx (4.1.3)
where asf is the true specific force, also referred to as the proper acceleration, aX/Ix is the
acceleration of the IMU relative to inertial space and gx is the gravity vector coordinated
in the IMU reference frame. The true inertial acceleration experienced by the IMU is then
related to the measured value through the measurement model
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aX/Ix =
(
a˜sf + gx
)− β
a
X/I
x
− η
a
X/I
x
(4.1.4)
= a˜X/Ix − βaX/Ix − ηaX/Ix (4.1.5)
where β
a
X/I
x
and η
a
X/I
x
are the accelerometer bias and white noise terms respectively. The
true angular velocity experienced by the IMU reference frame is related to the measured
value through the measurement model,
ωx/ix = ω˜
x/i
x − βωx/ix − ηωx/ix (4.1.6)
with β
ω
x/i
x
and η
ω
x/i
x
the gyroscope bias and white noise terms.
The noise terms is zero-mean Gaussian and as such its expected value is zero, but the bias
terms can in fact be estimated. Where typical sensor measurements are directly input into
the relevant equations the IMU measurements are first corrected by the bias estimate, where
the estimated driving input acceleration and angular velocity are given as,
aˆX/Ix = a˜
X/I
x − βˆaX/Ix (4.1.7)
ωˆx/ix = ω˜
x/i
x − βˆωx/ix (4.1.8)
In light of this the state vector is amended to include the tanker and receiver IMU bias terms,
which becomes
X =
[
pT/Rr v
T/R
r q
t/r ω
t/r
t βaT/It
β
a
R/I
r
β
ω
t/i
t
β
ω
r/i
r
]T
(4.1.9)
The true bias kinematics can be described as white noise,
β˙
a
X/I
x
= ηβ˙
a
X/I
x
(4.1.10)
β˙
ω
x/i
x
= ηβ˙
ω
x/i
x
(4.1.11)
with the estimated value of white noise assumed to be zero.
In some cases the bias terms are deemed negligibly small and are omitted from the state
vector and the IMU measurement model. In such cases the uncertainty in the accelerations
and angular velocity measurements only stems from the white noise terms. In addition to the
omission of the bias terms, the nature of this thesis also allows for scenarios where there are
no IMU measurements present in which case the measurement term in the acceleration and
angular rate representations also reduces to zero. This results in cases where the driving
input equations simply reduce to the noise terms. This is further shown later in the section
where the simplified measurement model is discussed.
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4.1.1.2 IMU offset from aircraft CG
The accelerometer measurement a˜X/Ix is based on the acceleration perceived by the IMU ref-
erence frame. This inertial acceleration of the IMU does not, however, necessarily coincide
with that of the aircraft body axis. As the dynamic equations derivations are typically depend-
ent on acceleration of the aircraft CG, the induced acceleration resulting from the IMU offset
must be compensated for.
An expression for the resultant acceleration due to IMU offset can be found by taking the
second time derivative of the relative position vector,
d2
dt2
(
pX/I
)
=
d2
dt2
(
pR/I + pX/R
)
(4.1.12)
where the receiver is used as the applicable aircraft. Rearranging the resulting equation
and coordinating the vectors in the applicable reference frames yields an expression for the
aircraft CG acceleration as a function of the IMU acceleration,
aR/Ir = a
X/I
x −
[
ω˙r/ir ×
]
pX/Rr −
[
ωr/ir ×
] [
ωr/ir ×
]
pX/Rr (4.1.13)
Notice that this expression requires the angular acceleration measurement of the IMU, which
is not typically avaiable. It can eather be assumed that the angular acceleration can be suf-
ficiently represented by zero mean white noise, in which case the measured value would be
assumed as zero. Alternatively, the discrete time derivative of the angular velocity measure-
ments in combination with a low pass fliter could prove an improvement on a zero mean noise
assumption, but is left to be inverstigated in future developments.
This, when combined with the IMU bias and noise measurement model, forms a full repres-
entation for the aircraft acceleration and angular rate driving inputs as a function of the IMU
measurements. For ease of implementation, however, a few assumptions can be made to
simplify the models.
4.1.1.3 Simplifications
In the AAR scenario it is assumed that each aircraft is fitted with a sophisticated array of in-
ertial measurement sensors that provide specific force and angular rate measurement into an
estimation algorithm which compensates for sensor measurement biases and IMU accelera-
tion due the to IMU offset from the aircraft CG. The net result is an unbiased body acceleration
and angular velocity output which can be used as the driving inputs to the AAR state estim-
ation system. This allows the bias terms in Equations 4.1.5 and 4.1.6 and the acceleration
compensation of Eq. 4.1.13 to be omitted from further analysis in which case the state vector
reverts to the original representation.
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With this new simplified model the measured aircraft acceleration and angular velocity meas-
urement model is shown to be,
aX/Ix = a˜
X/I
x − ηaX/Ix (4.1.14)
ωx/ix = ω˜
x/i
x − ηωx/ix (4.1.15)
where a˜X/Ix and ω˜
x/i
x are the measured outputs of the aircraft estimators and ηaX/Ix and ηωx/ix
are zero-mean white noise. The expected value the reverts to being the measured value,
aˆX/Ix = a˜
X/I
x (4.1.16)
ωˆx/ix = ω˜
x/i
x (4.1.17)
For Chapter 2 it can be recalled that there are configurations in which IMU are not used.
In such cases the aircraft body acceleration and angular rate measurement in these models
merely become zero causing the driving inputs to the system to be white noise.
aX/Ix = −ηaX/Ix (4.1.18)
ωx/ix = −ηωx/ix (4.1.19)
With the driving input sensor models defined the attitude and angular rate kinematics are
derived after which the position and linear velocity kinematics are evaluated.
4.1.2 Relative Angular Rate and Attitude Kinematics
The relative angular rate ωt/rt is not typically added to the state vector due to the fact that it
can be sufficiently represented by the angular rate driving inputs and attitude state through,
ω
t/r
t = ω
t/i
t − T
(
qt/r
)
ωr/ir (4.1.20)
In the scenario presented by this thesis however, there are cases in which the IMU will not
be included in the sensor array. In such cases the relative angular rate cannot be directly
calculated but can be estimated using velocity measurements obtained from the RB-DGPS
and as such must be added to the state vector.
The relative angular rate time derivative equation is a complex function of the aircraft inertias,
applied torque and current angular rates. It is assumed that little is known regarding the
forces and moments applied to each aircraft, especially that of the tanker and as such the
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time derivative of the relative angular velocity is simplistically represented by zero mean
white noise,
ω˙
t/r
t = ηω˙t/rt
(4.1.21)
This assumption implies that the realtive angular rate has a constant value, which is valid for
the flight scenarios considered in this thesis. As a result there is no discrete propagation of
the relative angular rate, as it merely holds its old value in the case when the IMU angular
velocity driving inputs are absent and in cases where the IMU measurements are present, the
estimated relative angular rate is obtained from the Eq. 4.1.20.
Relative quaternions in attitude estimation have been most notably used in relative space-
craft navigation in the work presented in [28; 38; 23; 44]. As a result, this section follows
the same general derivations, with specific alterations for implementation in AAR. A general
introduction to quaternions and quaternion kinematics is given in Appendix B.
The relative attitude quaternion between aircraft, denoted as qt/r, is used to map vectors in
the tanker reference frame to vectors in the receiver reference frame. The symbol ⊗ is known
as the quaternion multiplication operator.
The continuous time relative quaternion kinematic equation is known to be,
q˙t/r =
1
2
 ωt/rt
0
⊗ qt/r (4.1.22)
which can be represented in matrix format to be,
q˙t/r =
1
2
Ξ(qt/r)ω
t/r
t (4.1.23)
=
1
2
Ω(ω
t/r
t )q
t/r (4.1.24)
with the transformation matrices are given as
Ξ(qt/r) =
 qt/r4 I3×3 + [qt/r13 ×]
−
(
q
t/r
13
)T
 , Ω(ωt/rt ) =
 [ωt/rt ×] ωt/rt
−(ωt/rt )T 0

The discrete equivalent for the quaternion propagation can be found in a similar way as in
[23] which yields,
q
t/r
k+1 = exp
[
1
2
Ω(ω
t/r
t )∆t
]
q
t/r
k (4.1.25)
=
 cos( 12 ∥∥∥ωt/rt ∥∥∥∆t) I3×3 − [ψk×] ψk
−ψTk cos
(
1
2
∥∥∥ωt/rt ∥∥∥∆t)
 qt/rk (4.1.26)
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where
ψk =
sin
(
1
2
∥∥∥ωt/rt ∥∥∥∆t)ωt/rt∥∥∥ωt/rt ∥∥∥ (4.1.27)
There are however a few limitations in the implementation of quaternions in the current EKF
and UKF algorithms. In the UKF, the propagated state mean is derived from an averaged
sum of state sigma points, in which case no guarantees can be made that the unit quaternion
constraint will be maintained. In the correction step of both the EKF and UKF, the state
correction is achieved through the addition of an error correction term, in which ,again, no
guarantee can be made that the unity constraint of the quaternion will be maintained.
In order to overcome the constraints imposed by the quaternion attitude representation the
use of an error attitude representation as seen in [45; 46] was adopted. This approach im-
plements an error-quaternion in combination with a reference quaternion where the error-
quaternion is represented by an unconstrained three-component vector. This allows an un-
constrained error state to be estimated whilst maintaining a non-singular global attitude rep-
resentation.
4.1.2.1 Error Attitude Representations
Following the theory of quaternion rotations in Appendix B and the work presented in [45; 46]
the true attitude quaternion can be represented by sequential quaternion rotations,
qt/r = δqt/r(ϕ)⊗ qˆt/r (4.1.28)
where the true attitude quaternion qt/r is represented by an error rotation δqt/r(ϕ) from a
quaternion estimate qˆt/r. Note that the error quaternion δqt/r(ϕ) is a function of an uncon-
strained three-component vector. The basic premise of using this representation is that the
three-component vector ϕ is used in the function of the estimation algorithms, where uncon-
strained vectors can be averaged and corrected as required. Once estimated, ϕ is used to cal-
culate the error quaternion which is used to update the correctly normalized four-component
global quaternion estimate.
If the quaternion estimate is chosen such that the expected value of the ϕˆ ≡ E(ϕ) is zero
once all the dynamic and measurement information is available it can be shown that the new
quaternion estimate is given as a rotation of the error quaternion about the old estimate,
qˆt/r = δqt/r(ϕˆ)⊗ qˆt/r (4.1.29)
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The main advantages of this approach is the fact that the global attitude quaternion has unity
norm by definition, the covariance has minimum dimensionality and the three-component
error vector ϕ never approaches a singularity as it only represents small attitude errors.
Following the most popular implementations the use of Modified Rodrigues Parameters (MRP)
is proposed as implemented in [44; 28].
4.1.2.2 Modified Rodrigues Parameters
From the introduction of the quaternion attitude representation in Appendix B it is known that
the quaternion is comprised of a vector component and a scalar component as q = [q13 q4] with
q13 = [q1 q2 q3] = e sin(ϑ/2), and q4 = cos(ϑ/2), with e representing the Euler axis of rotation
and ϑ the angle of rotation. The vector of Modified Rodrigues Parameters is represented by
αt/r and is related to these parameters through the following
αt/r ≡ e tan(ϑ/2) (4.1.30)
Rearranging Eq. 4.1.29 the error quaternion is shown to be the difference in rotation between
the true and estimated attitude quaternions,
δqt/r(ϕ) = qt/r ⊗ qˆt/r −1 =
 δqt/r13
δq
t/r
4
 (4.1.31)
The error Modified Rodrigues Parameters (error-MRP) is shown to be related to the local error
quaternion through,
ϕ = δαt/r = f
δq
t/r
13
a+ δq
t/r
4
(4.1.32)
where a is chosen to be 1 and f chosen to be 4 so that qt/r13 is equal to physically intuitive roll
pitch an yaw angles for small errors [28]. The inverse relation between the error quaternion
and the error-MRP is given by
δq
t/r
4 =
−a∥∥δαt/r∥∥+ f√f2 + (1− a2)∥∥δαt/r∥∥
f2 +
∥∥δαt/r∥∥
=
16− ∥∥δαt/r∥∥
16 +
∥∥δαt/r∥∥ (4.1.33)
δq
t/r
13 = f
−1(1 + δq4)δαt/r
=
1
4
(1 + δq4)δα
t/r (4.1.34)
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With this new attitude representation the quaternion in the state vector is replaced by the
error-MRP, with the quaternion estimate used as a global attitude presentation. The new
state vector is shown to be,
x =
[
pT/Rr v
T/R
r δα
t/r ω
t/r
t
]
(4.1.35)
This new attitude representation allows for seamless transition between attitude representa-
tions which is especially useful in the UKF. The value of this new representation is shown in
its integration into the current estimation algorithm structures in Table 4.1 and Table 4.2.
Initialisation
xˆ(t0) = xˆ0, qˆ(t0) = qˆ0
Pˆ0 = E[(x˜0)(x˜0)
T ]
Propagation
xˆ−k = f
(
xˆ+k−1,uk−1,0
)
qˆ−k =
1
2
[
ω+k−1
0
]
qˆ+k−1
P−k = F (xˆ
+
k−1,uk−1)P
+
k−1F (xˆ
+
k−1,uk−1)
T +Qk
F (xˆ+k−1,uk−1) ≡ ∂f∂x
∣∣∣
xˆ+k−1,uk−1
Gain
Kk = P
−
k H(xˆ
−
k )
[
H(xˆ−k )P
−
k H(xˆ
−
k ) +M(xˆ
−
k )RkM(xˆ
−
k )
T
]−1
H(xˆ−k ) ≡ ∂h∂x
∣∣
xˆ−k
M(xˆ−k ) ≡ ∂h∂v
∣∣
xˆ−k
Correction
xˆ+k = xˆ
−
k +Kk
(
yk − h(xˆ−k ,0)
)
δqˆ+4k =
16−‖δαˆ−k ‖
16+‖δαˆ−k ‖ , δqˆ
+
13k =
1
4 (1 + δqˆ
+
4k)δαˆ
−
k
qˆ+k = δqˆ
+
k ⊗ qˆ+k−1
P+k =
(
I −KkH(xˆ−k )
)
P−k
Table 4.1 – Extended Kalman Filter Summary
In the case of the UKF there are no additional derivations required, but in the case of the
EKF it is necessary that the new error-MRP state kinematic equation be evaluated to allow
the partial derivative to be calculated for covariance propagation.
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Initialisation
xˆ(t0) = xˆ0, qˆ(t0) = qˆ0
Pˆ0 = E[(x˜0)(x˜0)
T ]
Sigma Points Xk =
[
xˆ+ak−1
... xˆ+ak−1 +
√
(n+ λ)P ak−1
... xˆ+ak−1 −
√
(n+ λ)P ak−1
]
Propagation
δqˆ+4k−1(i) =
16−‖δαˆ−k−1(i)‖
16+‖δαˆ−k−1(i)‖ , δqˆ
+
13k−1(i) =
1
4 (1 + δqˆ
+
4k−1(i))δαˆ
−
k−1(i)
qˆ+k−1(i) = δqˆ
+
k−1(i)⊗ qˆ+k−1
Xp,v,ωk (i) = f(X
p,v,ω
k−1 (i), qˆ
+
k−1(i),X
w
k−1(i),uk−1)
qˆ−k (i) =
1
2
[
ω+k−1(i)
0
]
qˆ+k−1(i)
Xδαk (i) = 4
qˆ−13k(i)
1+qˆ−4k(i)
xˆ−k =
∑2n+1
j=0 W
j
mX
x
k(j)
P xxk =
∑2n+1
j=0 W
j
c (X
x
k(j)− xˆ−k )(Xxk(j)− xˆ−k )T
Gain
Yk(i) = h(X
p,v,ω
k , qˆ
−
k (i),X
v
k)
P yyk =
∑2n
j=0W
j
c (Yk(i)− yˆ−k )(Yk(i)− yˆ−k )T
P xyk =
∑2n
j=0W
j
c (Xk(i)− yˆ−k )(Yk(i)− yˆ−k )T
Kk = P
xy
k (P
yy
k )
−1
Correction
yˆ−k =
∑2n
j=0W
j
mYk(i)
xˆ+k = xˆ
−
k +Kk
(
yk − yˆ−k
)
δqˆ+4k−1 =
16−‖δαˆ−k−1‖
16+‖δαˆ−k−1(i)‖ , δqˆ
+
13k =
1
4 (1 + δqˆ
+
4k)δαˆ
−
k
qˆ+k = δqˆ
+
k ⊗ qˆ−k
P+k = P
xx
k −KkP yyk KTk
Table 4.2 – Unscented Kalman Filter Summary
4.1.2.3 Error MRP kinematic equation
In order to derive an equation for the error-MRP kinematics it is first necessary to evaluate the
error quaternion kinematic equations. A similar approach as presented in [23] was followed
in the derivation of error-MRP the kinematic equation.
The time derivative of the error quaternion in Eq. 4.1.31 is given by,
δq˙t/r = q˙t/r ⊗ qˆt/r −1 + qt/r ⊗ ˙ˆqt/r
−1
(4.1.36)
The quaternion time derivative is given by Eq. 4.1.22, where an expression for the time
derivative of the inverse quaternion estimate can be evaluated by using the known relation
q˙t/r ⊗ qˆt/r −1 = [0 0 0 1]T . The derivative can be evaluated to yield,
˙ˆq
t/r −1
=
1
2
qˆt/r
−1 ⊗
 ωˆt/rt
0
 (4.1.37)
where the estimated relative angular velocity is given by,
ωˆt/rr = ωˆ
t/i
t − T
(
qˆt/r
)
ωˆr/ir (4.1.38)
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Substituting Eq. 4.1.22 and Eq. 4.1.37 into Eq. 4.1.36 leads to an expression for the error
quaternion time derivative,
δq˙t/r =
1
2
 ωt/rt
0
⊗ δqt/r − 1
2
δqt/r ⊗
 ωˆt/rt
0
 (4.1.39)
As this derivation is intended for using the EKF the small angle approximation is applied
which results in the error quaternion being represented by a vector of half angles,
δqt/r =
 12δαt/r
1
 (4.1.40)
Combining Equations 4.1.39 and 4.1.40 yields an expression which includes the error MRP
time derivative,
δq˙t/r =
d
dt
 12δαt/r
1
 = 1
2
 ωt/rt
0
⊗
 12δαt/r
1
− 1
2
 12δαt/r
1
⊗
 ωˆt/rt
0
 (4.1.41)
Employing quaternion multiplication as well as isolating the vector part of the equations res-
ults in an expression for the error-MRP kinematics,
δα˙t/r = ω
t/r
t +
1
2
[
ω
t/r
t ×
]
δαt/r − ωˆt/rt −
1
2
[
δαt/r×
]
ωˆ
t/r
t (4.1.42)
= δω
t/r
t +
[
ωˆ
t/r
t ×
]
δαt/r +
1
2
[
δω
t/r
t ×
]
δαt/r (4.1.43)
where the error in relative angular velocity is given as
δω
t/r
t = ω
t/r
t − ωˆt/rt (4.1.44)
Substituting Equations 4.1.20 and 4.1.38 into Eq. 4.1.43 and applying the transformation
matrix linearisation approximation
T
(
qt/r
)
≈
(
I3×3 −
[
δαt/r×
])
T
(
qˆt/r
)
(4.1.45)
yields an expression for the error-MRP kinematics as a function of the angular rate driving
inputs and associated noise vectors,
δα˙ = δω
t/i
t − T
(
qˆt/r
)
δωr/ir +
[
ωˆ
t/i
t ×
]
δαt/r (4.1.46)
= −η
ω
t/i
t
+ T
(
qˆt/r
)
η
δω
r/i
r
+
[
ωˆ
t/i
t ×
]
δαt/r (4.1.47)
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Note that this simplification is not shown, but higher order terms are omitted due to the
linearisation assumption of the EKF.
The position and velocity kinematics can now be derived using new attitude representation
allowing the UKF and PF to propagate their particles and the process model Jacobian to be
evaluated for use in the EKF.
4.1.3 Relative Position and Velocity Kinematics
Evaluating the relative position kinematics is fairly straight forward. The time derivative of
the relative position taken with respect to the receiver reference frame simply becomes the
relative velocity state,
d
dt
(
pT/R
)∣∣∣∣
r
= vT/R (4.1.48)
Evaluating the time derivative of the relative velocity vector is more intricate, as the derivative
must contain the driving input acceleration vectors. To achieve this, the time derivative of the
relative position equation is initially evaluated with respect to the inertial reference frame,
pT/I = pR/I + pT/R (4.1.49)
d
dt
(
pT/I
)∣∣∣∣
i
=
d
dt
(
pR/I
)∣∣∣∣
i
+
d
dt
(
pT/R
)∣∣∣∣
i
(4.1.50)
d
dt
(
pT/I
)∣∣∣∣
i
=
d
dt
(
pR/I
)∣∣∣∣
i
+
d
dt
(
pT/R
)∣∣∣∣
r
+ ωr/i × pT/R (4.1.51)
vT/I = vR/I + vT/R + ωr/i × pT/R (4.1.52)
Taking the time derivative of the resultant velocity equation, again with respect to the inertial
reference frame leads to the required acceleration equation,
vT/I = vR/I + vT/R + ωr/i × pT/R (4.1.53)
d
dt
(
vT/I
)∣∣∣∣
i
=
d
dt
(
vR/I
)∣∣∣∣
i
+
d
dt
(
vT/R
)∣∣∣∣
i
+
d
dt
(
ωr/i
)∣∣∣∣
i
× pT/R (4.1.54)
+ωr/i × d
dt
(
pT/R
)∣∣∣∣
i
(4.1.55)
aT/I = aR/I + aT/R + ω˙r/i × pT/R + 2ωr/i × vT/R + ωr/i × ωr/i × pT/R(4.1.56)
with the velocity kinematic equation obtained from the rearranged expression with the relat-
ive angular acceleration as the subject coordinated in the relevant reference frames,
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aT/Rr = T
(
qt/r
)T
a
T/I
t − aR/Ir −
[
ω˙r/ir ×
]
pT/Rr − 2
[
ωr/ir ×
]
vT/Rr −[
ωr/ir ×
] [
ωr/ir ×
]
pT/Rr (4.1.57)
=
(
I3×3 − [δαt/r×]
)
T
(
qˆr/t
)
a
T/I
t − aR/Ir −
[
ω˙r/ir ×
]
pT/Rr
−2
[
ωr/ir ×
]
vT/Rr −
[
ωr/ir ×
] [
ωr/ir ×
]
pT/Rr (4.1.58)
These kinematic equations will be used in combination with the attitude and angular rate
kinematics in the process model of the estimation algorithms. The implentation of the EKF
requires the linearisation of the process model equations for use in the propagation of the
state covariance.
4.1.4 Process Model Linearisation
Having derived the kinematic equation of the process model it is also necessary to evaluate
the partial derivatives of the kinematic equations with respect to the state vector and the
noise vector for use in the EKF shown in Chapter 3. A summary of the state process model
equations with error-MRP attitude representation is shown to be,
p˙
T/R
r
v˙
T/R
r
δα˙t/r
ω˙
t/r
t
 =

v
T/R
r(
I3×3 + [δαt/r×]
)
T
(
qˆt/r
)T
a
T/I
t − aR/Ir −
[
ω˙
r/i
r ×
]
p
T/R
r − 2
[
ω
r/i
r ×
]
v
T/R
r −
[
ω
r/i
r ×
] [
ω
r/i
r ×
]
p
T/R
r
−η
ω
t/i
t
+ T
(
qˆt/r
)
η
ω
r/i
r
+
[
ωˆ
t/i
t ×
]
δαt/r
−η
ω˙
t/r
t

(4.1.59)
The partial derivative of the non-linear equations with respect to the state vector
x =
[
pT/Rr v
T/R
r δα
t/r ωt/rr
]T
evaluated at the current state estimates is given as,
F ( · ) =

03×3 I3×3 03×3 03×3
−
[
ω˜
r/i
r ×
] [
ω˜
r/i
r ×
]
−2
[
ω˜
r/i
r ×
] [
T
(
qˆt/r
)−1
a˜
T/I
t ×
]
03×3
03×3 03×3
[
ω˜
t/i
t ×
]
I3×3
03×3 03×3 03×3 03×3
 (4.1.60)
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The partial derivative of the process model taken with respect to the noise vector
w =
[
η
a
T/I
t
η
a
R/I
r
η
ω
t/i
t
η
ω
r/i
r
η
ω˙
r/i
r
η
ω˙
t/r
t
]T
evaluated at the current state estimate is given as,
L( · ) =

03×3 03×3 03×3 03×3 03×3 03×3
−T (qˆt/r)−1 I3×3 03×3 −2 [vT/Rr ×] − [pT/Rr ×] 03×3
03×3 03×3 −I3×3 T
(
qˆt/r
)
03×3 03×3
03×3 03×3 03×3 03×3 03×3 −I3×3
 (4.1.61)
These matrices are used in the discretisation of the EKF process model in Chapter 3. Hav-
ing derived the equations necessary to implement the propagation step of the estimation
algorithms leads to the derivation of the sensor measurement models.
4.2 Measurement Model
The basic function of each of the sensors has been introduced in Chapter 2, where the goal of
this chapter is to integrate each sensor into the estimation algorithm structure. This is done
by deriving the equations that relate the measured value to the states and noise vectors.
As a reminder, the discrete non-linear measurement model is given as,
yk = h (xk, vk) , vk ∼ (0, Rk) (4.2.1)
where the newly defined modified state vector is given by
x =
[
pT/Rr v
T/R
r δα
t/r ω
t/r
t
]T
(4.2.2)
Given this generalized measurement model, the measurement equations are shown in the
subsequent subsections. Note that the integration of a sensor into the estimation algorithm
structure often requires additional considerations, which are also discussed in the evaluation
of each sensor.
4.2.1 Roaming Base Differential GPS
Building on the RB-DGPS theory introduced in Chapter 2 and referring to Figure 4.1 it is
shown that the measured vector resulting from this sensor configuration is the relative posi-
tion and velocity of the Roaming GPS Receiver RRi, relative to the Roaming GPS Base RBj .
The measured value along with its relation to the true value is given by the measurement
model
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yijGPS =
 p˜RRi/RBjRBj
v˜
RRi/RBj
RBj
 =
 pRRi/RBjRBj
v
RRi/RBj
RBj
+
 vp
vv
 (4.2.3)
where the noise vector [vp vv]
T is assumed to be zero mean Gaussian.
Figure 4.1 – Roaming Base Differential GPS measurement vectors
Note that the measurement model requires the measurements to be coordinated in the sensor
reference frame, RBj . In the method of calculating the relative position and velocity using
DGPS, outlined by [3], the relative position and velocity measurements obtained from the
DGPS system are typically given with reference to the ECEF reference frame. In order to
represent the measurements in the sensor reference frame the relevant coordinate trans-
formation from ECEF to sensor frame must be undergone. It is assumed that this can be done
to such an accuracy as to not affect the accuracy of the resulting relative position and velocity
measurement, with further investigation on the effects of the transformation to be undergone
in the development of the RB-DGPS system. As the orientation of the RB-DGPS sensor refer-
ence frame is arbitrary, it is chosen to coincide with the receiver aircraft body axis, with all
future RB-DGPS measurement vectors coordinated accordingly.
In order to relate the measured vector to the state vector, the true relative measurement
vector is expanded to,
pRRi/RBj = pR/RBj + pT/R + pRRi/T (4.2.4)
which , when coordinated in the appropriate reference frames provides relation between the
measurement and the state vector,
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pRRi/RBjr = −pRBj/Rr + pT/Rr + T
(
qt/r
)
p
RRi/T
t (4.2.5)
The velocity measurement vector can also be related to the state vector by taking the time
derivative of the position measurement vector with respect to the receiver body axis reference
frame,
d
dt
(
pRRi/RBj
)∣∣∣∣
r
=
d
dt
(
pR/RBj + pT/R + pRRi/T
)∣∣∣∣
r
(4.2.6)
=
d
dt
(
pR/RBj
)∣∣∣∣
r
+
d
dt
(
pT/R
)∣∣∣∣
r
+
d
dt
(
pRRi/T
)∣∣∣∣
t
+ ωt/r × pRRi/T(4.2.7)
and coordinating the vector into the applicable reference frame,
vRRi/RBjr = v
T/R
r + T
(
qt/r
) [
ω
t/r
t ×
]
p
RRi/T
t (4.2.8)
For the process model derivations an alternate attitude representation was introduced that
allow the estimation algorithms to utilize the global quaternion attitude representation. The
current representation is sufficient for use in the UKF, but the EKF uses the linearisation
assumption of Eq. 4.1.40 and the approximate value for the coordinate transformation matrix
in Eq. 4.1.45. As a result the measurement equation must also be written in terms of the
vector of error-MRP and the quaternion estimate,
pRRi/RBjr = −pRBj/Rr + pT/Rr +
(
I3×3 +
[
δαt/r×
])
T
(
qˆt/r
)T
p
RRi/T
t (4.2.9a)
vRRi/RBjr = v
T/R
r +
(
I3×3 +
[
δαt/r×
])
T
(
qˆt/r
)T [
ω
t/r
t ×
]
p
RRi/T
t (4.2.9b)
It is important to note that these equations, even though derived for relative GPS, can describe
the relative position and velocity of any point on the tanker relative to another point on the
receiver. As a result they will be encountered in other measurement model derivations as
most other measurements are functions of the relative position between the sensor and the
measured point.
The linearised measurement equations for use in the EKF are shown to be,
H =
 I3×3 03×3 − [(T (qˆt/r)T pRRi/Tt )×] 03×3
03×3 I3×3 −
[(
T
(
qˆt/r
)T [
ω
t/r
t ×
]
p
RRi/T
t
)
×
]
−
[(
T
(
qˆt/r
)T
p
RRi/T
t
)
×
]

(4.2.10)
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4.2.2 Monocular Vision
Monocular vision utilizes an IR light beacon array, a single optical sensor and a passive light
filter to capture the 2D coordinates of known points on the tanker aircraft. Conceptually
introduced in Chapter 2 and shown in Figure 4.2 the measurement vector produced by a
single monocular sensor as well as its relation to the true value is given by,
yijMono =
 u˜Bi/Cj
v˜Bi/Cj
 =
 uBi/Cj
vBi/Cj
+
 vu
vv
 (4.2.11)
where Cj and Bi refer to the applicable cameras and beacons within the optical sensor config-
uration and [vu vv]T is zero-mean Gaussian noise. The true value of the measured 2D vector
can be related to the relative 3D position through the ideal pinhole camera model.
Figure 4.2 – Monocular vision measurement vector and coordinate projection
The pinhole camera model describes the geometric relationship between a 3D coordinate’s
projection in a 2D plane. The mapping of the 3D point in 2D is referred to as perspective
projections with the center of the projection called the optical center. The optical axis extends
from the optical center perpendicular to the focal plane and intersects it at the principle point
as seen in Figure 4.3.
The equation relating the true projection to the real world coordinates is given by:
 uBi/Cj
vBi/Cj
 = f
x
Bi/Cj
Cj
 zBi/CjCj
y
Bi/Cj
Cj
 (4.2.12)
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Figure 4.3 – Pinhole Camera Model
The 3D coordinates of the beacon relative to the camera coordinated in the camera reference
frame can be obtained from the relative position vector obtained through a similar derivation
to that of the RB-DGPS in Eq. 4.2.9a and is shown to be,
p
Bi/Cj
Cj
= T
(
qCj/r
)(
−pCj/Rr + pT/Rr + T
(
qt/r
)T
p
Bi/T
t
)
(4.2.13)
= T
(
qCj/r
)(
−pCj/Rr + pT/Rr +
(
I3×3 +
[
δαt/r×
])
T
(
qˆt/r
)T
p
Bi/T
t
)
(4.2.14)
where the matrix T
(
qCj/r
)
transforms the vectors coordinated in the receiver body reference
frame to the camera reference frame. This is an important transformation as it is crucial in
directing the optical sensor field of view towards the beacon array. For optimal use the beacon
array must be centered in the image frame, where the sensor orientation can be controlled to
maintain a centered beacon array, or chosen to have a centered beacon array in the intended
stage the measurements are to be used. This fixed orientation method will be adopted, where
it assumed that the image sensor has a 30o horizontal and vertical field of view and is pitched
relative to the receiver body axis as seen in Figure 4.2. The exact placement of the beacons,
as well as sensor placement and pitch angle is further discussed in the Sensitivity Analysis of
Chapter 5.
The current sensor model is however a simplification of what is encountered in practice where
the ideal pinhole camera model does not sufficiently represent the relation between the 2D
measurements and the relative position vector. The deviation in a specific sensor from the
ideal model is rectified through calibrations, where the following aspects are typically con-
sidered,
• Barrel distortion: Due to imperfections in the sensor lens straight line aspects in the
world frame tend to have a curved projection in the image frame.
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• Optical center alignment: Due to an offset in the true optical center the principle point
will not be in the center of the image
• Focal distance calibration: The exact focal distance must be experimentally determined
where the focal distance in simulation is assumed to be one, and the measurement ad-
justed accordingly. This will be referred to as the normalized measurement approach.
As the development of the state estimation system at this point is purely conceptual, these
practical considerations are very hard to model and can vary greatly depending on the par-
ticular hardware chosen. For these reasons the uncertainty introduced by barrel distortion,
optical center misalignment and an error in focal distance are not further investigated as it
is assumed that the additive Gaussian noise parameters sufficiently encapsulates the uncer-
tainty introduced by errors in calibration.
The final aspect of this form of vision sensing that has not yet been discussed is the problem
of marker ambiguity and recognition. For the estimation algorithms to use the measurements
it is crucial to know which 2D measurement corresponds to which beacon. A Least Squares
Estimate (LSE) algorithm is proposed in [14]. In this algorithm the state estimates are used
to generate a set of 2D measurement estimates which correspond to what is expected from
the sensors. The measurement which most closely relates the expected measurement is asso-
ciated with the corresponding beacon.
The linearisation of the monocular vision measurement model for use in the EKF is given by,
HMono =
 −zx2 0 1x 01×3 −yx x2+z2x2 zyx2 01×3
−y
x2
1
x 0 01×3
z
x
yz
x2
−x2−y2
x2 01×3
 (4.2.15)
where the coordinates [x y z]T are the components of p
Bi/Cj
Cj
, with the designators omitted
for a simplified representation.
4.2.3 Stereoscopic Vision
The derivation of a sensor model for stereoscopic vision is very similar to that of monocular
vision as the fundamental concept of obtaining measurement of IR beacons through optical
sensors is shared by both. In the case of monocular vision the measurement obtained from the
sensors are directly used by the estimation algorithms. In stereoscopic vision however, using
the monocular measurement of a single beacon from two sensors along with the known sensor
offset allows the relative real world coordinates to be constructed. The added measurement
and known position constraint allow for higher accuracy measurement that are ultimately less
non-linear than the monocular counterpart.
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In the case of a single IR marker in full view of two optical sensors, two sets of monocular
measurements are obtained,
yijStereo2D =
 u˜Bi/Cj
v˜Bi/Cj
 =
 uBi/Cj
vBi/Cj
+
 vu
vv
 (4.2.16)
with j = 1 and j = 2 designating each optical sensor respectively as seen in Figure 4.4.
Figure 4.4 – Stereoscopic vision configuration with two measurements of a particular beacon, each
obtained via the ideal pinhole camera model
These measurements must be used to construct the 3D position of the beacon relative to a
reference point, which in this case is chosen to be the receiver body axis origin. From the
ideal pinhole camera model the true value of the measured parameters are related to the
relative position state through,
 uBi/C1
vBi/C1
 = fC1
X
Bi/C1
r
 ZBi/C1r
Y
Bi/C1
r
 and
 uBi/C2
vBi/C2
 = fC2
X
Bi/C2
r
 ZBi/C2r
Y
Bi/C2
r
 (4.2.17)
where the relative position vectors are shown to be the same as in monocular vision,
p
Bi/Cj
Cj
= T
(
qCj/r
)(
−pCj/Rr + pT/Rr + T
(
qt/r
)
p
Bi/T
t
)
(4.2.18)
Using this relation as well as the known relations,
pBi/C1r = p
Bi/C2
r + p
C2/C1
r (4.2.19)
pBi/Rr = p
Bi/C1
r + p
C1/R
r (4.2.20)
the position of beacon Bi relative to the receiver body axis origin can be given by either,
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zBi/Rr = z
Bi/C1
r + z
C1/R
r =
1
fC1
uBi/C1
− fC1
uBi/C1
(
xC1/C2r −
fC1z
C1/C2
r
uBi/C1
)
+ zC1/Rr (4.2.21)
yBi/Rr = y
Bi/C1
r + y
C1/R
r =
1
fC1
vBi/C1
− fC1
vBi/C1
(
xC1/C2r −
fC1y
C1/C2
r
vBi/C1
)
+ yC1/Rr (4.2.22)
xBi/Rr = x
Bi/C1
r + x
C1/R
r =
1
2
(
fC1z
Bi/C1
r
uBi/C1
+
fC1y
Bi/C1
r
vBi/C1
)
+ xC1/Rr (4.2.23)
or
zBi/Rr = z
Bi/C2
r + z
C2/R
r =
1
fC2
uBi/C2
− fC2
uBi/C2
(
xC2/C1r −
fC2z
C2/C1
r
uBi/C2
)
+ zC2/Rr (4.2.24)
yBi/Rr = y
Bi/C2
r + y
C2/R
r =
1
fC2
vBi/C2
− fC2
vBi/C2
(
xC2/C1r −
fC2y
C2/C1
r
vBi/C2
)
+ yC2/Rr (4.2.25)
xBi/Rr = x
Bi/C2
r + x
C2/R
r =
1
2
(
fC2z
Bi/C2
r
uBi/C2
+
fC2y
Bi/C2
r
vBi/C2
)
+ xC2/Rr (4.2.26)
Using the true sensor values in either of these equation sets will accurately calculate the
required 3D coordinates. In practice however, the measured values are corrupted by white
noise consistent with the monocular vision measurement model. In addition to the relative
position vector of beacon Bi the corresponding measurement covariance is also required. As
a result the now familiar Unscented Transform (UT) can be utilised to transform the meas-
ured 2D vectors and measurement covariance to an estimate of the 3D coordinate vector and
corresponding measurement covariance.
Figure 4.5 – Stereoscopic vision subsystem for converting two 2D measurements and covariances
to a 3D coordinate measurement and associated covariance
The details of this derivation are shown in detail in Appendix C.
The new measurement is the position measurement of the beacon Bj relative to the receiver
body axis center, which can be related to the true value though the measurement model,
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yijStereo3D =
[
p˜
Bi/R
r
]
=
[
p
Bi/R
r
]
+
[
vp
]
(4.2.27)
where the true value of the measured vector can be related to the relative aircraft state
through,
pBi/Rr = p
T/R
r + T
(
qt/r
)T
p
Bi/T
t (4.2.28)
= pT/Rr +
(
I3×3 +
[
δαt/r×
])
T
(
qˆt/r
)T
p
Bi/T
t (4.2.29)
The noise vector in this case is not the same as the additive white noise term from the RB-
DGPS model. The new noise term is dependent on the 2D noise terms of each of the monocular
vision models used to construct the 3D value. Thus in addition to the 2D to 3D coordinate
transformation, the associated measurement covariance must also be transformed. Luckily
an effective method for non-linear covariance transformation in the form of the Unscented
Transform has been discussed in Chapter 3.
The linearisation of the stereoscopic vision measurement model is similar to that of the RB-
DGPS position measurements resulting in the stereoscopic vision measurement Jacobian,
HStereo =
[
I3×3 03×3 −
[(
T
(
qˆt/r
)T
p
Bi/T
t
)
×
]
03×3
]
(4.2.30)
4.2.4 Boom
The final measurement model to be derived is that of the boom parameter measurements.
Once the aircraft are connected via the boom in the connect and refuel phases of operation
a physical link between the aircraft is created. From Figure 4.6 it can be seen that the three
parameters that can be measured are the two universal join angular deflections and the length
variation of the boom.
The measurements are related to the true value through the measurement model,
yijBoom =

l˜
σ˜
χ˜
 =

l
σ
χ
+

vl
vσ
vχ
 (4.2.31)
Typically, as with the other sensors, the measurements are related to the state vector through
the position vector of the measured point relative to the base of measurement. This case is
no different except that the base of measurement is now situated on the tanker at the boom
joint, and the measured point is on the receiver at the fuel receptacle. The measurement for
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Figure 4.6 – Measured boom parameters and the relative position vector
a deflection in length δl, roll δχ and pitch δσ are related to the position of the fuel receptacle
relative to the boom joint through,
l = ‖pFR/BJt ‖ (4.2.32)
σ = sin−1

√
(z
FR/BJ
T )
2 + (y
FR/BJ
T )
2
‖pFR/BJt ‖
 (4.2.33)
χ = cos−1
 zFR/BJT√
(z
FR/BJ
T )
2 + (y
FR/BJ
T )
2
 (4.2.34)
with nominal boom parameter values {l0, σ0, χ0} given in the AAR configuration specifics in
Appendix D. The relative position vector can be written in terms of the relative aircraft states,
pFR/BJ = pT/BJ + pR/T + pFR/R (4.2.35)
Coordinating the vectors in their applicable reference frames yields,
p
FR/BJ
t = −pBJ/Tt + T
(
qr/t
)(
−pT/Rr + pFR/Rr
)
(4.2.36)
= −pBJ/Tt +
(
I3×3 −
[
δαt/r
])
T
(
qˆr/t
)(
−pT/Rr + pFR/Rr
)
(4.2.37)
The partial derivative of the measurement equation with respect to the state vector yields the
required measurement Jacobian,
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HBoom =

1
2l
(
2x ∂x∂x + 2y
∂y
∂x + 2z
∂z
∂x
)
−1
l2
√
1− z2+y2
l2
(
1
2 l
(
z2 + y2
)− 12 (2z ∂z∂x)−√z2 + y2 ∂l∂x)
−1
(z2+y2)
√
1− z2
z2+y2
(√
z2 + y2 ∂z∂x − 12z(z2 + y2)−
1
2 (2z ∂z∂x + 2y
∂y
∂x )
)

(4.2.38)
where the coordinates [x y z]T are the components of pFR/BJt , with the designators omitted
for a simplified representation. The partial derivative of the relative position vector with
respect to the state vector is shown to be,
∂
∂x
(
p
FR/BJ
t
)
=
[
−T (qˆt/r) 03×3 [(T (qˆr/t) (−pT/Rr + pFR/Rr ))×] 03×3 ] (4.2.39)
4.3 Summary
With the introduction of the sensors in Chapter 2 and the estimation algorithm derivations
of Chapter 3 the goal of this chapter was to derive the applicable process and measurement
equations to allow AAR state estimation to be implemented in simulation.
The measurement model coupled with the use of IMUs as driving inputs to the process equa-
tions are derived. Special consideration is given to the addition of the bias terms to the state
vector as well as the effect of an offset in IMU position from the aircraft CG. Some simplifica-
tions are suggested based on the AAR scenario, where it assumed that the sensor biases and
offset compensation are performed by an estimators local to each aircraft.
The process model equations for the states are derived, where an alternate attitude repres-
entation to the standard quaternion is introduced. The use of error Modified Rodrigues Para-
meters allows for seamless interaction between constrained and unconstrained attitude rep-
resentations which in turn allows for the correct implementation of the estimation algorithms.
The measurement models for each of the remaining sensors are shown, where the measure-
ment vector are related to the standard, and newly defined state vector. In addition to the
equations the aspects that require consideration when implementing the sensors are also
discussed. This will be the focus of Chapter 5.
With all the applicable equations derived it is necessary to evaluate the parameters that have
an effect on the accuracy and optimal nature of the state estimate by performing a sensitivity
analysis.
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Sensitivity Analysis
At this point all the aspects necessary for the implementation of an AAR estimation system in
simulation have been evaluated, which includes the derivation of the EKF and UKF algorithms
as well as the process and measurement models applicable for use in AAR.
With the non-linear nature of the estimation problem the estimation algorithms offer solutions
to the estimation problem by making assumptions on the nature of the non-linear functions
and applying their respective sub-optimal estimation strategies. There are however other
factors that can affect the optimal nature of the state estimate. The goal of the sensitivity
analysis is to identify these parameters and evaluate what effect a change will have on the
accuracy with which the states can be estimated. Note that the state error covariance is
used to evaluate the accuracy of the state estimate, with an increase in the error covariance
indicating an increase in the uncertainty associated with state estimate.
First it is necessary to identify the parameters that affect the magnitude of the error covari-
ance. This is done by evaluating the equations in the estimation algorithms that alter the error
covariance value in the prediction and correction steps respectively. Once this has been done
focus can be shifted to how the magnitude of these parameters affect the the propagation and
correction of the error covariance and how they can be changed to improve on the results.
All evaluations are made qualitatively after which the analysis is substantiated through simple
simulation. This simulation configuration is similar to that of the AAR scenario, but simplified
in order to illustrate the various points that are discussed in the respective sections. The
details of the simulation scenario can be found in Appendix D.
5.1 Error Covariance Analysis
The goal of the sensitivity analysis is to investigate parameters that effect a change in error
covariance. The equations that facilitate these changes are presented in the propagation and
correction steps of both the EKF and UKF where each algorithm has a unique approach but
78
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performing the sensitivity analysis with either will yield the same conclusions. As a result the
EKF structure is chosen for the analysis as the linearised equations can provide some insight
into the coupling between state, state kinematics and measurements.
From Chapter 3 the propagation and correction steps are shown to be,
EKF
Propagation
P−k = Fk( · )P
+
k−1 + P
+
k−1Fk( · )
T +Qk
Fk( · ) ≈ exp(F ( · )∆t), Qk = L( · )QcL( · )T∆t
F ( · ) ≡ ∂f∂x
∣∣∣
xˆ(t),u(t)
L( · ) ≡ ∂f∂w
∣∣∣
xˆ(t),uu(t)
Correction
P+k = P
−
k − P−k H(xˆ−k )
[
H(xˆ−k )P
−
k H(xˆ
−
k ) +M(xˆ
−
k )RkM(xˆ
−
k )
T
]−1
H(x−k )P
−
k
H(xˆ−k ) ≡ ∂h∂x
∣∣
xˆ−k
M(xˆ−k ) ≡ ∂h∂v
∣∣
xˆ−k
Table 5.1 – Propagation and correction steps of the Extended Kalman Filter
From these equations it is clear that there are particular matrices that influence the mag-
nitude of change in error covariance in each of these steps. These are known to be,
• Propagation:
– Qc : The continuous time process covariance matrix, which provides a measure of
the noise associated with each of the driving inputs to the state kinematic equations.
This matrix in combination with the process noise Jacobian L( · ) which provides a
measure of the uncertainty in the propagation of each state as a function of the
input noise.
– L( · ) : The process noise Jacobian obtained through the partial derivative of the
state kinematic equations with respect to the noise vector and evaluating them at
the current state estimate. This matrix provides the coupling between the state
kinematics and the input noise.
– F ( · ) : The process Jacobian is obtained through the partial derivative of the state
kinematics with respect to the state vector evaluated at the current state estimate.
It is used in the propagation of the state error covariance as it provides a linearised
relationship between each state and the kinematic equations.
• Correction:
– Rk : The measurement covariance matrix contains the measurement noise covari-
ance associated with each sensor.
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– M( · ) : In cases where the measurement noise associates with a sensor is depend-
ant on the state vector this matrix provides coupling between the noise and the
measurement vector. Typically this matrix is unity as most measurement noise is
additive.
– H( · ) : The measurement Jacobian is obtained by taking the derivative of the meas-
urement equation with respect the the state vector. This linearized relationship is
intricate in the evaluation of the gain used to update the states based on an error
in the estimates measurement.
Each of these matrices are either functions of user defined parameters such as the sensor
noise and sensor positioning, or functions of controllable parameters such as the state vector.
By evaluating the role of these parameters within the respective matrices and evaluating the
effect of the matrices in the covariance propagation and correction steps it is possible to map
the change in parameters to a change in state estimate accuracy.
5.2 Error Covariance Propagation
At any particular time an estimate of the true state vector is available accompanied by a de-
gree of uncertainty represented in the current error covariance. Through propagation the
future state is estimated using the kinematic equations where the uncertainty associated with
the state is also propagated. By propagating the states, and the associated covariances, using
the current states and driving inputs each with their own inherent uncertainty serves to in-
crease the state error covariance. As a result the error covariance will increase during state
propagation, with the rate of increase being a function of the uncertainty associated with the
propagation input parameters.
From the discrete propagation step in Table 5.1 it is clear that the propagated a priori error
covariance P−k−1 is obtained by scaling the current a postiori error covariance P
+
k−1 by the
discrete process Jacobian Fk and adding the discrete process covariance Qk which is obtained
through the discretization of L( · )QcL( · )T where Qc is the the process spectral density matrix
and L( · ) the process noise Jacobian. Form Chapter 4 these parameters are given by,
F ( · ) =

03×3 I3×3 03×3 03×3
−
[
ω˜
r/i
r ×
] [
ω˜
r/i
r ×
]
−2
[
ω˜
r/i
r ×
] [
T
(
qˆt/r
)−1
a˜
t/i
t ×
]
03×3
03×3 03×3
[
ω˜
t/i
t ×
]
03×3
03×3 03×3 03×3 03×3
 (5.2.1)
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L( · ) =

03×3 03×3 03×3 03×3 03×3 03×3
−T (qˆt/r)−1 I3×3 03×3 −2 [vT/Rr ×] − [pT/Rr ×] 03×3
03×3 03×3 −I3×3 T
(
qˆt/r
)
03×3 03×3
03×3 03×3 03×3 03×3 03×3 −I3×3
 (5.2.2)
Qc = diag
(
σ
a
T/I
t
σ
a
R/I
r
σ
ω
t/i
t
σ
ω
r/i
r
σ
ω˙
r/i
r
σ
ω˙
t/r
t
)
(5.2.3)
The propagation of each of the state error covariances are evaluated as follows,
• Relative position: The relative position time derivative is equal to the relative velocity
and independent of all other states or driving input noise parameters. As such the posi-
tion error covariance is propagated based on the velocity state error covariance. As the
relation between the state suggest, the resultant position error covariance will be the
integral of the velocity error covariance.
• Relative Velocity: The relative velocity kinematic equation is a function of three of the
four driving inputs as well as three of the four states. As such the error covariance
propagation is highly dependent on the noise associated with the driving inputs as well
as the growing state error covariance. A change in the magnitude of each of the applic-
able states as well as the driving inputs is discussed. Evaluating the partial derivatives
of the velocity kinematic equation with respect to the state and noise vectors yields the
following conclusions in relation to the propagation of the velocity error covariance.
– ∂
∂p
T/R
r
( · ) : An increase in the true receiver angular rate or associated noise will
serve to increase the contribution of the position error covariance to the growth in
velocity error covariance.
– ∂
∂v
T/R
r
( · ) : An increase in the true receiver angular rate or associated noise will
serve to increase the contribution of the velocity error covariance to its own propaga-
tion.
– ∂
∂δαt/r
( · ) : An increase in the true tanker acceleration of associated noise serve to
increase the contribution of the attitude error covariance to the relative velocity
error covariance propagation.
– ∂∂η
a
T/I
t
( · )& ∂∂η
a
R/I
r
( · ) : The tanker acceleration noise is coupled via the the coordin-
ate transformation matrix which is typically very close to a unity matrix. An increase
in these noise parameters directly and significantly affect the rate of velocity cov-
ariance propagation.
– ∂∂η
ω
r/i
r
( · ) : The contribution of this term directly affects the velocity covariance
propagation which can be minimized by reducing the measurement noise and rel-
ative velocity.
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– ∂∂η
ω˙
r/i
r
( · ) : The receiver angular acceleration is typically not measured and as such
the value of the associated noise is not known and must be approximated. Reducing
the relative position between the aircraft limits the contribution of this parameter
to the velocity covariance propagation
• Error attitude : The error attitude error covariance propagation is a function of both the
measured tanker and receiver relative angular velocities and associated noise. Evaluat-
ing the partial derivatives of the error attitude kinematic equation with respect to the
state and noise vectors yields the following conclusions in relation to the propagation of
the attitude error covariance.
– ∂∂η
ω
t/i
t
( · )& ∂∂η
ω
r/i
r
( · ) : An increase in the noise associated with the the tanker and
receiver angular rate measurements serves to increase the rate of attitude error
covariance propagation. The same can be said for a decrease in respective noise
terms resulting in diminished rate of error attitude covariance propagation.
• Relative angular velocity: Form the considerations of Chapter 4 the relative angular
velocity estimate is obtained using the driving inputs. As a result the state error covari-
ance is a function of the noise covariances of both the tanker and receiver angular rate
measurement. An increase in the measurement noise values or increase in the attitude
error covariance will increase the relative angular velocity error covariance.
The propagation of the relative velocity error covariance is shown in Figure 5.1 where each of
the six relevant parameters have been varied from a nominal configuration to illustrate their
respective affect on the rate of error covariance propagation.
• Nominal : The covariance propagation of the relative velocity error covariance. The
states, driving inputs and associated noise values as indicated in Appendix D.
• Case a & b: The tanker and receiver body acceleration measurement noises are in-
creased to ten times their nominal values respectively, 10 × η
a
T/I
t
and 10 × η
a
T/I
t
. The
effect of the increase in noise in each parameters has roughly the same effect on the
increase in the rate of covariance growth. One would expect the tanker noise to have
a larger effect due to its presence in the process Jacobian, but due to the fairly small
covariance and input measurement noise the covariance scaling F ( · )P+k−1F ( · )
T has a
far smaller effect than the addition of noise through L( · )QcL( · )T .
• Case c : The receiver angular velocity measurement noise is increased to ten times it
nominal value 10 × η
ω
r/i
r
. It is clear that an increase in this noise parameter does not
have a noticeable impact on the increase in velocity covariance propagation. This is
to be expected since this value couples into the scaling of P+k−1 which in this case is
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Figure 5.1 – Velocity error covariance propagation
relatively small. As the process covariance increases so will the effect of the receiver
angular rate measurement noise.
• Case d : Changing the relative position vector changes the influence of the uncertainty
associated with the receiver angular velocity. In this case the relative position is changed
from pT/Rr = [50 0 − 10]T to pT/Rr = [60 10 − 10]T which will increase the rate of
covariance propagation in all three velocity states.
• Case e : The magnitude of the relative velocity is changed from the nominal vT/Rr =
[0 0 0]T to pT/Rr = [1 1 1]T which increases the contribution of the receiver angular
velocity noise to the propagation. For a fairly large relative velocity this effect is shown
to be small in comparison to the other effects.
From this it is clear that the magnitude of the tanker and receiver accelerations and associated
noise terms effect the largest change in the propagation rate of the velocity error covariance.
As such, minimising the accelerometer noise as well as limiting the true accelerations will
serve to improve the accuracy with which the velocity and position states can be estimated.
Note that only the the error covariance of Vx is shown as the analysis indicates a similar
response in the other states.
Additionally the propagation of the attitude error covariance, or relative roll angle, is shown
in Figure 5.2. Each of the variations show a change in the propagation of the relative velocity
error covariance due to a change in one of the applicable parameters.
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• Nominal : The covariance propagation of the relative velocity error covariance. The
states, driving inputs and associated noise values as indicated in Appendix D.
• Case f & g : The tanker and receiver angular velocity measurement noises are increased
to twice their nominal values respectively, 2 × η
ω
t/i
t
and 2 × η
ω
t/i
t
. The effect of the
increase in noise in each parameters has roughly the same effect on the increase in the
rate of covariance growth. One would expect the tanker noise to have a larger effect due
to its presence in the process Jacobian, but due to the fairly small covariance and input
measurement noise the covariance scaling Fk( · )P
+
k−1Fk( · )
T has a far smaller effect than
the addition of noise through L( · )QcL( · )T∆t.
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Figure 5.2 – Attitude error covariance propagation
From this it is clear that the attitude error covariance propagation is severely dependent on
the aircraft angular rate measurement and associated noise covariances. Reducing the noise
will serve to improve the overall accuracy if the attitude estimates.
The next step is to evaluate the parameters that correct the error when sensor measurements
become available. This, along with the propagation considerations, will allow sensors to be
chosen and placed in such a way as to optimize the accuracy of the state estimates.
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 5. SENSITIVITY ANALYSIS 85
5.3 Error Covariance Correction
Periodically sensor measurements enter the estimation algorithms in which case the states
and corresponding error covariances are corrected based on the accuracy of the measure-
ments and the relevance of the states to the measurements. Adding measurements to the
estimation process serves to provide more information on the true value of the state vector
and as such will improve the state estimate and the corresponding state error covariance.
Extremely inaccurate measurements with a large amount of noise will have a large covariance
matrix Rk and will have little effect on the change in state and error covariance. Extremely
accurate measurements, on the other hand, provide a good measure of the true state value
and will reduce the error covariance by improving the confidence in the value of the state
estimate with respect to the true states. In theory, a system with infinitely accurate and
continuous measurements can exactly estimate the true states and, as a result, does not
require a propagation step.
This effect can be substantiated through an evaluation of the EKF error covariance update
step, where the subtracting term converges to zero as the magnitude of Rk increases, which
leaves the propagated error covariance unchanged. By gradually reducing the magnitude of
Rk to zero, the subtracting term reduces to P
−
k , resulting in a corrected error covariance of
zero.
The magnitude of the measurement Jacobian Hk affects the relative contribution of the meas-
urement covariance Rk to the covariance correction equation. As the magnitude of Hk in-
creases, the relative effect of Rk in diminishes, which makes the state estimates less sensitive
to noise, but also less sensitive to a change in the measurements as the gain is decreased.
Similarly, a decrease in the magnitude of Hk will increase the relative effect of Rk effectively
increasing the sensitivity of the state estimate to changes in measurements through a larger
gain, making them more susceptible to the accompanying sensor noise. As a result it is re-
quired that the measurement Jacobian Hk be as large as possible resulting in a state vector
insensitive to sensor noise which is ideal for AAR applications.
Evaluating the linearised measurement matrix Hk requires the partial derivative of the non-
linear measurement equations to be taken with respect to the state vector, ∂h∂x . This evaluation
will be conducted separately for each of the sensors.
5.3.1 Roaming Base DGPS
The measurement equations and resulting Jacobian can be evaluated as follows,
 pRRi/RBjr
v
RRi/RBj
r
 =
 −pRRi/Rr + pT/Rr + (I3×3 + [δαt/r×])T (qˆt/r)T pRBj/Tt
v
T/R
r +
(
I3×3 +
[
δαt/r×])T (qˆt/r)T [ωt/rt ×]pRBj/Tt
 (5.3.1)
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HRB−GPS =
 I3×3 03×3 − [(T (qˆt/r)T pRRi/Tt )×] 03×3
03×3 I3×3 −
[(
T
(
qˆt/r
)T [
ωˆ
t/r
t ×
]
p
RRi/T
t
)
×
]
−T (qˆt/r)T [pRRi/Tt ×]

(5.3.2)
Evaluating the partial derivatives of the position measurement with respect to each state
results in the following analysis,
• ∂
∂p
T/R
r
( · ) : The relative position measurement is directly related to a change in relative
aircraft position.
• ∂
∂δαt/r
( · ) : The relative position measurement is related to the error attitude state
through the position vector of the roaming receiver relative to the tanker CG coordin-
ated in the receiver reference frame. The further the marker position from the tanker
CG, the larger the applicable derivative will become. From the argument on the relative
magnitude of Hk and Rk it can be seen seen that an increase in the magnitude of the
components of the measurement matrix will effectively reduce the significance of the
measurement noise. Thus, for a constant amount of noise, a marker further away from
the tanker CM would produce a larger Hk, resulting in a larger covariance reducing
term. Intuitively this makes sense as the noisy position measurement of a point close to
the tanker CG would cause more uncertainty in the relative attitude as the same meas-
urement of a point on the aircraft extremes. This effect leads to the conclusion that
sensor markers on the tanker should ideally be placed on the wing tips as well as elev-
ator and rudder tips, to improve on the estimates of the error-MRP and its associated
covariance. Note that in Chapter 3 where the use of the error-MRP is introduced it is
stated that the components of the δαt/r are physically intuitive to small Euler angles φ,
θ and ψ corresponding to roll, pitch and yaw and as such an improvement in the associ-
ated error covariance is directly related to to an improvement of the Euler angles error
covariance.
To illustrate the effect of a varied marker position, the simulation scenario in Appendix D is
shown in Figure 5.3 where three roaming receivers are initially placed close to the tanker CG
and systematically moved further from the tanker CG to the aircraft extremities.
The effects of the change in roaming GPS receiver position can be seen in Figure 5.4 where
the change in average error covariance of each state is given as a percentage of the error
covariance associated with the initial sensor configuration. Additionally two extra curves
represent the results of the same simulation performed with half and double the nominal
measurement noise. From this the following conclusions can be drawn,
• According to the derivative analysis the error covariance associated with the X and Y
states should stay constant as the roaming receiver is moved but from simulation it
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 5. SENSITIVITY ANALYSIS 87
Figure 5.3 – Variation in the roaming GPS receiver position on the tanker fuselage from configur-
ation positions A to B
can be seen that there is a slight improvement estimated accuracy which is a result of
the large increase in attitude accuracy. The error covariance in the relative Z position
increases with GPS receiver distance however, due to the increased induced uncertainty
in the Z position of the GPS receiver resulting from attitude uncertainty.
• All of the attitude state improve as a result of the GPS receiver position position change.
The yaw and roll states improve more than the pitch state due to the particular configur-
ation, where only the marker moving towards the aircraft tail has significant relevance
to the relative pitch.
Showing the effects of a change in the measurement noise on the error covariance provides
an indication of the relative effect of noise versus sensor positioning. As a result it can be
seen that by positioning the GPS receiver 10m from the CG is equivalent to using a sensor
with double the accuracy placed 1m from the CG in estimating the attitude.
Evaluating the partial derivatives of the velocity measurement with respect to each state
results in the following analysis.
• ∂
∂v
T/R
r
( · ) : The relative velocity measurement is directly coupled to a change in relative
aircraft velocity.
• ∂
∂δαt/r
( · ) : The relative velocity measurement coupling to the error attitude is again
dependent on the marker location coordinated in the receiver reference frame with an
addition factor in the form of the measured relative angular rate. This angular rate
term is significant in the contribution of the term where a large angular rate serves to
improve the attitude estimates through the velocity measurements. This relative angular
rate is typically very small rendering the velocity measurements insignificant in attitude
estimation.
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(a) Position error covariance fractional change
(b) Attitude error covariance fractional change
Figure 5.4 – The change in error covariance as a function of the % distance moved from configur-
ation A to B as a fraction of the nominal error covariance at configuration A [Non Dimentional]
• ∂
∂ω
t/r
t
( · ) : A change in relative velocity measurement couples to a change in the relative
angular velocity in much the same way as position measurements to the error attitude.
An increase in the distance of the roaming receiver relative to the tanker CG, pRRi/Tt ,
increases the magnitude of the derivative which in turn makes the relative angular rate
estimate less sensitive to noise, reducing the associated error covariance.
The same simulation is performed, this time with focus on the relative velocity and angular
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velocity states yielding very similar results. From the derivative analysis it is shown that the
relative linear and angular velocities are related to the velocity measurements in a similar
way as the position and attitude states are related to the position measurements. This is
confirmed in simulation and shown in Figure 5.5 where the error covariance in relative linear
and angular velocities show similar improvement in accuracy as a function of the GPS receiver
position.
(a) Velocity error covariance fractional change
(b) Angular velocity error covariance fractional change
Figure 5.5 – The change in error covariance as a function of the % distance moved from configur-
ation A to B as a fraction of the nominal error covariance at configuration A [Non Dimentional]
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5.3.2 Optical - Monocular
The measurement equations and resultant Jacobian can be evaluated as follows,
 uBi/Cj
vBi/Cj
 = f
X
Bi/Cj
Cj
 ZBi/CjCj
Y
Bi/Cj
Cj
 (5.3.3)
where
p
Bi/Cj
Cj
= T
(
qCj/r
)(
−pCj/Rr + pT/Rr + T
(
qt/r
)
p
Bi/T
t
)
(5.3.4)
= T
(
qCj/r
)(
−pCj/Rr + pT/Rr +
(
I3×3 −
[
δαt/r×
])
T
(
qˆt/r
)
p
Bi/T
t
)
(5.3.5)
and
HMonok =
 −ZX2 0 1X 01×3 −YX X2+Z2X2 ZYX2 01×3
−Y
X2
1
X 0 01×3
Z
X
Y Z
X2
−X2−Y 2
X2 01×3
 (5.3.6)
The measurements themselves are functions of the relative position vector between an IR
beacon on the tanker and the optical sensor on the receiver aircraft. As such the measurement
Jacobian is also a function of the relative position vector.
Evaluating the partial derivatives of the velocity measurement with respect to each state
results in the following analysis.
• ∂
∂p
t/r
r
( · ) - From HMonok it is clear that the magnitude of the components are dependent
on the relative position vector between the IR marker on the tanker and the optical
sensor on the receiver, which is comprised of the components of the relative beacon to
camera position vector, which is a function of camera position, beacon position, relative
attitude and relative aircraft position. It can be seen that the vertical pixel measurement
u is independent of y
Bi/Cj
Cj
, and that the horizontal pixel measurement v is independent
of z
Bi/Cj
Cj
, which is to be expected. Considering the partial derivative of each vector
component separately,
– ∂
∂x
T/R
r
( · ) : The magnitude of the derivatives are dependent directly on the relative
beacon-camera Y and Z values, respectively, and importantly inversely related to the
square of the relative X distance. This implies that, similar to the GPS measurement
analysis, a large Y and Z offset of the beacon relative to the camera will cause
a larger derivative, resulting in better estimation of the relative aircraft position
given constant noise. Secondly, with an increase in the X distance between sensors
and beacons, comes an exponential decrease in the derivative magnitude, resulting
in a increased sensitivity to sensor noise.
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– ∂
∂y
T/R
r
( · )& ∂
∂z
T/R
r
( · ) : The magnitude of the derivatives are inversely related to the
relative sensor beacon X distance and as a result an increase in the distance of the
beacon relative to camera will decrease the coupling between the measurements
and the states.
As a result the design consideration is to have the beacon as close to the sensor as
possible, and have the beacon placed as far to the aircraft periphery as possible whilst
maintaining the beacon in the camera field of view.
• ∂
∂δαt/r
( · ) - The measurement derivatives in terms of the error MRP vectors are more
complex than that of the previous analysis but the same deductions can be made. From
the derivatives it is clear that an increase in the Y and Z coordinates of the beacon
relative to the camera yields larger derivatives which serves to improve the attitude
estimates. An increase in X distance however, decreases the the derivative magnitude
diminishing the coupling between the measurements and the error attitude.
Similar to the analysis of the RB-DGPS the IR beacons can also be moved from position close
to the tanker CG to those at the extremities of the aircraft as seen in Figure 5.6. Note that
the beacon placement is limited to positions visible from the receiver aircraft.
Figure 5.6 – Variation in the IR beacon position on the tanker fuselage from configuration positions
A to B
The effect on the relative position error covariance as a function of marker position is shown
in Figure 5.7 where the following conclusions can be drawn,
• Moving the IR beacons to the tanker extremities drastically improves the accuracy with
which all the relative position and attitude states can be estimated.
• From the derivative analysis an increase in the relative Y and Z positions of the beacons
serve to improve the relative X position accuracy as well as the accuracy of all the
attitude states. The additional reduction in relative X distance between the beacon and
the sensor also increases the relative magnitude of all derivatives which can be most
clearly seen in the reduction of the relative Y and Z error covariance.
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(a) Position error covariance fractional change
(b) Attitude error covariance fractional change
Figure 5.7 – The change in error covariance as a function of the % distance moved from IR config-
uration A to B as a fraction of the nominal error covariance at configuration A [Non Dimentional]
5.3.3 Optical - Stereoscopic
Once calculated in a separate subsystem the 3D coordinate acts as the measurement, very
similar to the DGPS position measurement. The analysis of the associated measurement Jac-
obian is also the same the RB-DGPS position measurement with the change in measurement
directly dependent on a change in relative aircraft position, and dependent on the change in
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 5. SENSITIVITY ANALYSIS 93
attitude as a function of the marker position relative to the tanker CG. From this one would
expect the change in position and attitude error covariance to be similar to Figure 5.4. This
is however not the case. Accompanying the coordinate transform from 2D monocular to 3D
stereoscopic position measurements is a measurement covariance transform facilitated by the
Unscented Transform as seen in Appendix C. This transform takes the effect of the change
in relative aircraft states as well as marker position into account. As a result the effect of
changes in the beacon position on the error covariance when using a stereoscopic configura-
tion are much very similar to the monocular configuration results seen Figure 5.7 where an
increase in the Y and Z position of the beacons affect the accuracy of the relative X and at-
titude estimates, and the relative X distance between the beacon and the sensors affects the
accuracy of all the state estimates.
5.3.4 Boom
The measurement equations and resulting Jacobian can be evaluated as follows,
y =

δl
δσ
δχ
 = −

l0
σ0
χ0
+

‖pFR/BJt ‖
sin−1
(√
(z
FR/BJ
T )
2+(y
FR/BJ
T )
2
‖pFR/BJt ‖
)
cos−1
(
z
FR/BJ
T√
(z
FR/BJ
T )
2+(y
FR/BJ
T )
2
)

HBoom =

1
2l
(
2x ∂x∂x + 2y
∂y
∂x + 2z
∂z
∂x
)
−1
l2
√
1− z2+y2
l2
(
1
2 l
(
z2 + y2
)− 12 (2z ∂z∂x)−√z2 + y2 ∂l∂x)
−1
(z2+y2)
√
1− z2
z2+y2
(√
z2 + y2 ∂z∂x − 12z(z2 + y2)−
1
2 (2z ∂z∂x + 2y
∂y
∂x )
)

(5.3.7)
These derivatives are far more complicated than their GPS and Monocular vision counter-
parts. Fortunately, an evaluation of the effect of variable parameters on the magnitude of the
derivatives is not necessary as the boom configuration is fixed within the AAR scenario. With
the other sensors there is large amount of configuration variability but the boom joint and fuel
receptacle are at fixed locations, and once connected there is very little relative motion that
can affect the derivatives. As such the evaluation of variable parameters on state estimation
accuracy in connection with boom use will not be considered in this project.
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5.4 Non-rigid wing effects
From the analysis in the previous section the general conclusion is that by moving the point of
measurement further from the tanker CG the better the estimates of the attitude and relative
angular rate will become. This conclusion, however, does not take into account the effect of a
flexible wing and its contribution to the uncertainty associated with the measurement.
As the measurement equations use the position of either the roaming receivers (RB-DGPS) or
the IR beacons (Optical) in a rigid frame, the added movement of these components due to
wing deflection will serve to increase the measurement noise.
The measurement model for each of the components along the wing now becomes
yijGPS =
 p˜RRi/BRjRBj
v˜
RRi/BRj
RBj
 =
 pRRi/RBjRBj
v
RRi/RBj
RBj
+
 vp
vv
+
 vwingp (pRRi/Tt )
vwingv
(
p
RRi/T
t
)
 (5.4.1)
and
yijMono =
 u˜Bi/Cj
v˜Bi/Bj
 =
 uBi/Cj
vBi/Bj
+
 vu
vv
+
 vwingu (pBi/Tt )
vwingv
(
p
Bi/T
t
)
 (5.4.2)
where the additional noise terms are functions of the distance of the particular component
along the wing. The equations that describe the wing deflection as a function of the distance
from the CG are however exceedingly complex, where entire areas of research have been
devoted to characterizing wing deflection profiles.
Even though it is well know that the wing will deflect which will result in additional measure-
ment uncertainty, this analysis will assume that the wing profile is known and in this case,
rigid. This assumption is substantiated through the assumption that the frequency of wing de-
flection is much less than that of the sensor measurement noise and as such can be separated.
By using multiple sensors along the wing the resultant profile can be successfully estimated.
The development of such a system is beyond the scope of this project however, and as such is
left for future development.
5.5 Additional Measurements
The addition of sensors, resulting in additional measurements, will effect an increase in the
accuracy of the state estimates signified by a smaller error covariance. There are however
practical considerations to the addition of sensors such as the limit in available space for
sensor placement, and the effective increase in state estimate accuracy due to the addition of
sensors beyond a certain number.
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The effect of additional measurement on the state estimates can be evaluated by adding
sensors to a system in a simulated environment. The simulation scenario is shown in Ap-
pendix D. Note that the sensors, and as such the measurements are incremented by three,
and that the error covariances are given as fractions of the 3-sensor error covariance with
nominal measurement noise.
(a) Position error covariance fractional change
(b) Attitude error covariance fractional change
Figure 5.8 – The change in the position and attitude error covariances as a function the number of
RB-DGPS roaming receivers of the tanker fuselage
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 5. SENSITIVITY ANALYSIS 96
(a) Velocity error covariance fractional change
(b) Anular Velocity error covariance fractional change
Figure 5.9 – The change in linear and angular velocity error covariances as a function of the
number of roaming GPS receivers
As expected, an increase in the number of measurements is accompanied by a decrease in the
error covariance associated with all the states. Note that with the addition of each sensor the
decrease in error covariance fraction is less, which is what is espected. It is also important
to note the relationship between the effect of additional measurements, versus the effect of
an increase in noise. As an example from Figure 5.8 in Pxx it can be seen that using nine
roaming GPS receivers with sensor noise double that of the nominal value is equivalent to
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three roaming GPS receivers with half the nominal noise. Insight such as this is useful in
practice where trade-offs between the desired accuracy and situational constraints require
careful consideration in choosing the placement and amount of sensor to be used in a final
configuration.
A similar response is expected in the position and attitude states of both monocular and stereo-
scopic configurations. Minimal improvement in the velocity and angular velocity covariances
due to the addition of optical vision measurements are expected as these measurement lack
measurements directly related to these states.
5.6 Summary
As result of the sensitivity analysis all relevant parameters have been identified that effect a
change in the state error covariance during either propagation or correction. Having been
identified the effect of a change in each of these parameters has been characterized through
an evaluation of the EKF Jacobian matrices. The resulting effects were also shown in simu-
lation where it was shown that a change in particular parameters have a larger effect on the
error covariance than others.
The main conclusions that can be drawn from the evaluations are that,
• The propagation of the error covariance is mainly dependent on the amount of noise
present on the tanker and receiver acceleration and angular velocity measurements.
Error propagation can be reduced by reducing IMU noise.
• An increase in the distance of either the GPS roaming receivers, or IR beacons from the
tanker CG reduces the state estimate’s sensitivity to noise and as such reduces the state
error covariance. In the case of the optical sensors the distance of the beacons to the
sensors also has a large impact on the estimation accuracy, with the distance preferably
as small as possible.
• The wing deflection causes added uncertainty in the estimates value of the measure-
ment, but will be assumed to be known.
• The addition of more RB-DGPS receivers or IR beacons will increase the accuracy with
which the applicable states can be estimated.
With this knowledge the final simulation scenarios can be chosen for simulation. This occurs
in the following section after which the configurations are used in full AAR simulation after
which the resultant estimation error covariances are compared one another and to the criteria
set in Chapter 2. If the minimum state accuracy criteria is not met, the insight into error
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covariance improvement obtained in this chapter can be applied in choosing an improves
sensor configuration.
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Chapter 6
Simulation and results
This chapter represents the culmination of all the theory and insight presented in the pre-
ceding chapters. The objective is to simulate the various sensor configurations using both
estimation algorithms in a realistic refueling scenario in order to evaluate the accuracy with
which the state vector can be estimated. The resulting state estimate accuracy associated
with each configuration, represented by the state error covariance, can be used to compare
the performance between configurations and to evaluate each configuration’s results with
respect to the minimum accuracy criteria originally established in Chapter 2. Once the con-
figurations have been evaluated suggestions can be made as to how state estimate accuracies
can be improved upon with additional simulation to prove the hypothesis.
Leading up to simulation, the flight scenario is introduced where relevant relative and abso-
lute aircraft states are shown allowing insight into the physical motion of the aircraft during
the refueling procedure. After the flight scenario is set the sensor configurations are dis-
cussed, where the justification of sensor placement as well as a measure of the accuracy of
the sensors in the form of noise covariances are provided.
The multitude of sensor configurations to be tested in simulation will results in too much
information to be evaluated. For this reason the full simulation results of all configurations
are not shown. Instead the full set of results will be shown of one particular configuration
after which a section will follow with the summarised results of all the configurations. Note
that the simulation results of each configuration as implemented on both the EFK and UKF is
provided on the accompanying disk.
With the results of the sensor configurations easily interpreted, comments and conclusions
can be drawn based on whether the configurations adhere to the minimum accuracy criteria
which leads to suggestions of improvement and additional simulations.
99
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 6. SIMULATION AND RESULTS 100
6.1 Simulation Scenario
From Chapter 2 it is known that there are five stages of flight during a refueling procedure.
Of these five the contact and refuel stages are of the highest importance as they correspond
to the tightest control and estimation constraints. Of these two stages the contact stage,
corresponding to the connect envelope, has the smallest margin in control and estimation
error. As a result this stage has been chosen to evaluate the various sensor configurations
and estimation algorithms in simulation.
The state estimation simulation is created by using the true relative and absolute states of the
aircraft to generate the measurements produced by the sensors. These measurements are
then corrupted by noise through the applicable sensor noise models and used as measurement
and driving inputs to the EKF and UKF resulting in an estimate of the original states.
The true relative states between the aircraft are shown in Figures 6.1 to 6.4. These relative
states have been obtained from a concurrent projects at Stellenbosch University, with focus
on the control of the receiver aircraft fuel receptacle within the contact envelope.
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Figure 6.1 – True position of the tanker CG relative to the receiver CG coordinated in the receiver
reference frame to be estimated
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Figure 6.2 – True relative velocity between tanker and receiver CGs coordinated in the receiver
reference frame to be estimated
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Figure 6.3 – Attitude of the tanker relative to the receiver in Euler angles
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Figure 6.4 – Angular rate of the tanker body axis relative to the receiver coordinated in the tanker
reference framse as to be estimated
In addition to the relative states, it is also useful to observe the states of the aircraft relative
to a local NED reference frame. Since the receiver aircraft merely reacts to the motion of the
tanker, showing its states are somewhat redundant. The tanker aircraft local NED velocity,
attitude and body angular rates, defined in Appendix A, are shown in Figures 6.5 to 6.7.
0 10 20 30 40 50 60
−1.5
−1
−0.5
0
0.5
1
1.5
Time [s]
V N
ED
 
[m
/s]
 
 
VN − 160m/s
VE
VD
Figure 6.5 – Tanker velocity in the local NED reference frame
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Figure 6.6 – Tanker attitude in the local NED reference frame
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Figure 6.7 – Tanker velocity and attitude in the local NED reference frame as well as angular rates
relative to inertial space
With the introduction of the true relative state between the aircraft as well as the states that
have relevance on the motion of the tanker aircraft it is possible to move on to the state
estimation simulation where it is first necessary to finalise the sensor configurations that will
be implemented.
6.2 Sensor Configurations
The sensors available for use in AAR state estimation have been introduced in Chapter 2.
These sensor can be combined in a large number of variations in order to obtain the necessary
estimates. As it is impractical to test all configurations, twelve sensor configurations have
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been set out to be to be implemented in combination with both the EKF and UKF.
The configurations are as follows:
• Configuration 1 - Roaming Base DGPS only
• Configuration 2 - Optical (Monocular Vision) only
• Configuration 3 - Optical (Stereoscopic Vision) only
• Configurations 4,5 & 6 - Roaming Base DGPS, Optical (Monocular Vision), Optical
(Stereoscopic Vision) only, with the addition of the boom parameter measurements
• Configurations 7,8 & 9 - Roaming Base DGPS, Optical (Monocular Vision), Optical
(Stereoscopic Vision) only, with the addition of the IMU measurements
• Configuration 10,11 & 12 - Roaming Base DGPS, Optical (Monocular Vision), Optical
(Stereoscopic Vision) only, with the addition of the boom parameter and IMU measure-
ments
Each configuration has been chosen to highlight the effectiveness with which a sensor type
aids in state estimation, with the goal being to judge the relative advantage of utilizing a
particular technology. The first three configurations will be referred to as the stand alone
configurations as state estimation on these cases are solely dependent on a single type of
sensor. Note that this does not mean that these are not multiple measurements, only that the
measurement are limited to that of a sensor type. The additional configurations are aimed at
evaluating the variable improvement in estimation with the addition of measurements such as
the boom and the IMUs.
The consideration for the placement of each sensor on the receiver fuselage and accompany-
ing marker on the tanker, as well as the quantity of each has been discussed in Chapter 5. The
following is a summary of each of the considerations after which a graphical representation of
the sensor placement is given in Figures 6.8 and 6.9. The exact placement of each component
is given in Appendix D along with particular information on each sensor such as noise and
update rate.
Optical : monocular and stereoscopic vision
• The placement of the sensors on the receiver fuselage must be as close to the infra-red
beacons on the tanker as the field of view will allow.
• An increase in the distance of the The IR beacons from the tanker CG serves to increase
the attitude and position estimates.
• All beacons intended to be viewed by a sensor must have line of sight (LOS) to the sensor.
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• At least four (monocular) or three (stereoscopic) measurements must be obtained to
achieve a unique solutions to the relative position and attitude estimates.
• When using stereoscopic vision only beacons in full view of both sensors will be utilised.
With these considerations in mind, five rear facing infra red emitting beacons where placed
on the tanker. One on each wing and one on each of the rear extremities i.e, the rudder tip as
well as elevator tips. Note that the beacons along the wings are not places at the wing tips.
In Appendix D it is shown that the optical sensor’s field of view does not allow the sensors to
be placed on the wing extremities. If this configuration does not yield sufficiently accurate
results, other considerations can be made in either the movement of the sensor to allow for
beacon movement, or a sensor with a wider view range. It would also be possible to place
more beacons on the tanker, but practically it is of little value as the current beacons already
populate the critical areas that are visible from behind. A single optical sensor has been
placed to the front of the receiver at such a point that the beacons fully populate its field of
view at the AAR operating distance.
In the case of stereoscopic vision the same beacon configuration is used, with the single sensor
replaced by a two sensors configuration which has each sensor at either side of the aircraft
center line spaced 1m apart.
Roaming Base DGPS
• Placing the roaming GPS receivers further from the tanker CG serves to increase the
attitude and angular velocity estimates.
• No line of sight is required but communication between base and rover must be main-
tained and the GPS antennas must have an unimpeded view of the sky.
• At least three position and velocity measurements must be obtained to achieve a solution
the state estimates.
The placement of the RB-DGPS rovers and base requires a different approach to that of the
optical senors. Due to the increased cost and complexity of using the RB-DGPS configuration
only three rover modules are attached to the tanker fuselage, one on each wing, within the
optimal zone, and the third to the rear of the aircraft. The position of the base station on the
receiver aircraft does not affect the state estimates and as such has been placed arbitrarily
near the receiver aircraft CG.
IMU and Boom
• The position of the boom joint and fuel receptacle are fixed warranting no placement
consideration.
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• The IMUs of either aircraft are typically not on the CG, but the simplification assump-
tions of Chapter 4 states that an inertial navigation system present on each aircraft
compensates for this offset providing the body acceleration and angular velocity of each
aircraft as an output to be used as driving input measurements to the process model.
Visual Representation
Figure 6.8 – Tanker aircraft with representation of the sensor layout applicable to the each of the
sensor configurations
Figure 6.9 – Receiver aircraft with representation of the sensor layout applicable to the each of
the sensor configurations
6.3 Results - Configuration 1 (Roaming Base-DGPS)
Having twelve sensor configurations implemented in two different estimation algorithms, each
producing estimates for twelve states results in a large amount of information that must be
effectively interpreted. For this reason the full interpretation of the results will be performed
for one configuration, in this case the stand alone Roaming Base DGPS configuration, after
which the subsequent section will contain only a summary of the results of all configurations.
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6.3.1 State estimate error and the 3σ error bound
The results of implementing configuration 1 in the EKF can be seen in Figures 6.10 to 6.13
in which the difference in estimated and true relative position, velocity, attitude and angular
rate, between the tanker and receiver CGs, can be seen.
The estimate error is also accompanied by its 3σ value, which is a standard statistical analysis
tool providing a boundary for which the estimation error has a 99.7% likelihood of staying
within.
A low- and high frequency variation in the 3σ magnitude can be observed from the results.
The low frequency variation is primarily as a result of the adaptation of the process covariance
which strongly effects the propagation of error covariance and the relationship between up-
date and correction in the estimation algorithms. The high frequency variation corresponds
to the frequency at which measurements are available. In the time between measurement
the covariance increases as a result of pure propagation, with the innovation at measurement
instances causing a sudden change in error covariance and as such the 3σ bound.
As a result of the inconsistent 3σ bound it is difficult to relate the performance of the con-
figurations to one another. As a simple solution it was decided to use the average of the 3σ
bound for the last 30 seconds of the simulation as an indication of the performance of the
configuration.
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Figure 6.10 – Relative position estimate error, 3σ bound and average 3σ bound
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Figure 6.11 – Relative velocity estimate error, 3σ bound and average 3σ bound
This average will be represented by the height of the corresponding bar graph which can be
related to the error limits established in Chapter 2, shown in Figure 6.14 .
From this it can be seen that configuration 1 falls within the required estimation accuracy
limits for all states except relative pitch.
6.3.2 Percentage Control Envelope
In addition to evaluating the average 3σ of each of the configurations, each configuration will
be given a percentage of control envelope rating.
Form Chapter 2 we can recall that the ultimate goal is to provide an estimate of the posi-
tion and velocity states of the center of the control envelope relative to the fuel receptacle
as accurately as possible. Since this cannot be done directly the relative aircraft states are
estimated and used to reconstruct the required states. Having just obtained the estimates of
the relative aircraft states, the error in these estimates will be used to evaluate the uncer-
tainty in the position and velocity control input states. The state estimate 3σ results of each
configuration will be used to construct a region of uncertainty in the control input, consistent
with the downstream analysis presented in Chapter 2. The size of this control input uncter-
tainty envelopes are compared to the size of the envelope in which control must be applied,
and given a percentage rating depending on its relative size.
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Figure 6.12 – Relative attitude estimate error, 3σ bound and average 3σ bound
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Figure 6.13 – Relative angular velocity estimate error, 3σ bound and average 3σ bound
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(a) Position (b) Attitude
(c) Velocity (d) Angular Velocity
Figure 6.14 – Averaged 3σ error in comparison to the minimum state estimate accuracy limits
Using the results of the current RB-DGPS configuration implemented in the EKF as an ex-
ample, it is shown in Figure 6.15 that the area of uncertainty in the control input position
obtained from the downstream equations of Chapter 2 is approximately 11% of the control
encelope size.
This then indicates that the minimum criteria of 10% for position estimation is not met, and
from Figure 6.14 it is clear to see that the accuracy with which relative pitch θt/r is estimated
is not sufficient. As a result suggestions can be made to improve on the accuracy with which
the state can be estimated. This is further discussed in the summary section that follows. A
similar evaluation of the area of uncertainty associated with the control input velocity can aslo
be performed using hte downstream equation in Chapter 2. The summary of this analysis for
all configurations is shown later in the chapter.
6.3.3 Process Covariance Adaptation
As stated in Chapter 3, the measurement covariance is fixed and well known from the meas-
urement noise characteristics of the sensors. The process noise, however, is much less known
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Figure 6.15 – Roaming Base DGPS percentage of control envelope
and is approximated to a constant value in typical applications through iteration. In order to
work around the iterative covariance approach the process covariance is adapted based on
the magnitude of measurement updates in relation to the expected covariance change allow-
ing an optimal value for Qk to be evaluated, which allows for modeling of all unknown and
variable process noise effect.
The initial guess for Qk is arbitrary and as such is chosen to be some value larger than the
actual process covariance. In a system where no adaptation takes place, using a larger pro-
cess covariance estimate than the true process covariance will result in too little confidence
to be placed in the propagation of the states and too much confidence in the measurement
update, typically resulting in a highly erratic state estimate which can be seen in the initial
states estimation in Figures 6.10 to 6.13.
Process covariance is adapted and settles around some nominal value with sporadic fluctu-
ations based on the magnitude of measurement errors at the particular time. The change
in the process covariance can be seen in Figure 6.16 where the state estimate becomes less
erratic when the process covariance becomes smaller until it settles at a nominal covariance.
The value of this adaptation can be seen in Figures 6.10 to 6.13, where the 3σ values of each
state converge as the process covariance reaches a closer representation of its true value
dictated by the function of the process covariance adaptation algorithm.
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Figure 6.16 – The change in the process covariance associated with each of the states due to the
process covariance adaptation
It is important to note that there is a significant difference in the process covariance ad-
aptation of configuration 1, as opposed to that of configurations 2 and 3 where only optical
measurement are present. In configurations where RB-DGPS measurements are present all
12 states are corrected based on measurement updates and as such the process covariance
of all 12 states can be adapted. With the two optical configurations the measurements only
have baring on the relative position and attitude states, and as such adaptation of the process
noise covariance will only be applied for these states. This also then implies that process
noise covariance for the velocity and angular rate states must be approximated and will stay
constant for the duration of simulation. In these cases the values of the applicable process
noise covariances have been tuned to resemble their optimal values.
6.3.4 EKF vs. UKF
Up to this point the simulation results of configuration one have been shown using the EKF
estimation algorithm only. To evaluate all of the results regarding the simulation of configura-
tion 1, the results shown to this point have to be repeated as the configurations are implemen-
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ted in the UKF estimation algorithm. The interesting fact lies in the remarkable similarities
between the results obtained from each of the algorithms, and as such these similarities will
be highlighted in this section as to not be forced to repeatedly illustrate the similar results of
both algorithms.
Again, in order to keep the illustration of the point as concise as possible, only the configura-
tion 1 will be used to illustrate the similarities in estimation algorithm results, as an evaluation
of each of the other configurations will result in the same conclusions.
The best way of illustrating the similarities between the state estimates produced by each
of the algorithms is to show the state estimate error and 3σ bound adjacent to one another.
Shown in Figure 6.17 the relative X distance and relative roll error estimates of the EKF and
UKF, with the other states not shown as they exhibit the same behaviour.
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Figure 6.17 – The relative x position and relative roll φ estimate error and 3σ bound for configur-
ation 1 as evaluated in each of the estimation algorithms
To show that there is in fact a difference in the state estimates, the difference in the state
estimate of the EKF and the UKF for the applicable states is shown in Figure 6.18.
An explanation for the high level of similarity in the results obtained from both these estim-
ation algorithms can be found in a closer examination of the estimation strategy of each as
well as the system of which the states are to be estimated.
Form Chapter 3 it is known that the Kalman Filter is used for optimal estimation of linear
systems, with the EKF and UKF using the same Kalman Filter structure but different approx-
imations in order to apply the filter to the non-linear estimation problem. In summary, the EKF
linearizes the non-linear process and measurement models about the current state vector us-
ing a Taylor series expansion, with the UKF using a point cloud to approximate the probability
distribution of the state vector which can the be transformed by the non-linear equations and
averaged for state propagation
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Figure 6.18 – The difference in the relative x position and relative roll φ estimate error resulting
from each algorithm
The linearisation approach of the EKF is functional if the signal being estimated can be ad-
equately approximated as linear between time steps. If the system proves to be sufficiently
non-linear between time steps, the EKF has the potential to diverge. The UKF approach is
stable in most non-linear application and will converge faster than the EKF under incorrect
initial conditions. As such one would expect the UKF to produce the best result in the current
non-linear state estimation simulation, however it has been found that even though the relat-
ive state estimation problem contains various non-linearities, none of them are severe enough
within the rate of estimation to degrade the performance of the EKF notably beyond that of
the UKF.
From this analysis it can bee seen that given reasonable initial state estimates, that there
is no discernible difference between the use of either of the estimation algorithms, however
for the reason of general robustness in estimation and the ease of practical implementation,
where lengthy derivatives are not required, the use of the UKF is preferred.
6.4 Results - All Configuration Summary
Having shown the full results of configuration 1 the summarized results of all the configur-
ations are presented in this section, with the detailed results of each configuration provided
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 6. SIMULATION AND RESULTS 115
on the attached disk. The average 3σ values for the twelve configurations are presented,
split into four analyses for relative position, velocity, attitude and angular rate respectively
after which an interpretation of the results, as well as recommendations on improvement are
presented. The state accuracy results are then used to construct a percentage of control en-
velope rating for each of the configurations which is compared to the accuracy specifications
of Chapter 2. Finally, the configurations that do not fall within the minimum accuracy criteria
are refined using the insight gained in the individual state analysis and simulated to show the
necessary improvements.
6.4.1 Relative Position
The relative performance comparisons of each sensor configuration with respect to the relat-
ive position estimates is shown in Figure 6.19. The following conclusions and recommenda-
tions can be made based on the results:
Figure 6.19 – Average 3σ error of the relative position state for all configurations implemented on
the EKF
Conclusions
• All sensor configurations implemented fall within the minimum relative position accur-
acy criteria.
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• The addition of the IMU and boom sensors to the stand alone optical and DGPS configur-
ations improves on the 3σ error bound, with the IMU resulting in a larger improvement
than that of the boom and the combined use of the IMU and boom producing overall
better results.
• Of the configurations, those with an optical stereoscopic setup yield the most prom-
ising results. This configuration is expected to outperform its monocular counterpart.
Interestingly enough it also outperforms the RB-DGPS which yields a higher average
3σ error bound due to the fact that the stereoscopic configuration makes use of five
measurements where RB-DGPS uses only three as shown in Section 6.2.
Recommendation
• All the configurations fall within the allowable accuracy range. The sensors have been
chosen to reflect that which can be commercially obtained and the configuration lay-
out has been set for functionality and not necessarily to yield the most accurate result
possible. Taking this into consideration there is no need to attempt to improve upon
the current configurations for relative position estimation purposes. It is however pos-
sible to determine the effect that less accurate sensors will have on the state estimate
accuracies. Due to the arbitrary nature of such a test, as well as the fact that the the-
oretical estimation accuracy variation as a function of noise variation has already been
performed in Chapter 5, additional simulations regarding position estimates are deemed
unnecessary.
6.4.2 Relative Velocity
The relative performance comparisons of each sensor configuration with respect to the relat-
ive velocity estimation are shown in Figure 6.20. The following conclusions and recommend-
ations can be made based on the results:
Conclusions
• As expected the RB-DGPS configuration drastically outperforms the two optical config-
urations in terms of velocity estimation as it is the only configurations to use velocity
measurement between points on the respective aircraft. The velocity estimates of the
optical configurations are obtained as a result of the position estimates.
• The addition of the IMU yields the biggest improvement in velocity state estimates as
the high accuracy accelerations and angular rates act as driving inputs to the estimator
dramatically improves the confidence in state propagation and as such the accuracy of
the position, velocity and attitude estimates.
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Figure 6.20 – Average 3σ error of the relative velocity state for all configurations implemented on
the EKF
• The addition of the boom has little direct effect on the linear and angular velocity es-
timates as the measurements predominantly have relevance to the relative position and
attitude states. Some effects can be expected due to the differentiation of these states,
but have been found to be too small to consider relevant.
• The standalone configurations of optical monocular and stereoscopic vision, as well as
the configurations corresponding to the addition of the boom measurement fail to meet
the required 3σ accuracy criteria.
Recommendation
• Since there are configurations that do not meet the set requirements, improvements
must be made to allow them to fall within the accuracy limits. The optical methods
(monocular and stereoscopic) both fail to meet the minimum criteria since they both
have a lack of higher order measurements. In these configurations the addition of either
IMU or RB-DGPS would result in a velocity estimate improvement. As shown, the addi-
tion of the IMU driving inputs to the stand alone configurations already results in drastic
improvements, thus the addition of RB-DGPS sensors to the optical configurations could
prove to be useful.
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6.4.3 Relative Attitude
The relative performance comparisons of each sensor configuration with respect to the relat-
ive attitude estimates are shown in Figure 6.21. The following conclusions and recommenda-
tions can be made based on the results:
Figure 6.21 – Average 3σ error of the relative attitude state for all configurations implemented on
the EKF
Conclusions
• The configurations that include the stereoscopic vision setup yield the most promising
results. This configuration is expected to outperform its monocular counterpart, with the
RB-DGPS yielding higher average 3σ error bound due to the fact that the stereoscopic
configuration makes use of five measurements where RB-DGPS uses only three.
• The addition of the IMU driving inputs improve all standalone configuration accuracies
since the addition of angular rate driving inputs drastically improve the confidence in
attitude state propagation.
• The addition of the boom measurement improves upon all estimates, but most signific-
antly on that of the relative pitch and yaw estimates, which is what is expected as a
small error in those states result in larger errors in measurement estimates. This effect
can particularly be seen in that of the pitch accuracy of the RB-DGPS. Since this config-
uration only has one measurement specifically pertaining to pitch as seen in Figure 6.8
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the boom measurements include vital information on relative pitch which dramatically
improves on the pitch estimates, even more than that of the IMU.
• As expected the addition of the boom and the IMU result in the highest level or attitude
estimate accuracy.
• All configurations fall within the minimum accuracy criteria except for standalone RB-
DGPS in pitch.
Recommendation
• From the insight gained in Chapter 5 there are various ways in which the insufficient
accuracy of the RB-DGPS pitch can be improved upon. From the current simulation
configurations it has been shown that the addition of the boom or IMU measurements
result in sufficiently improved accuracy in pitch. An alternative to the addition of other
sensors is the improvement of the setup of the current configuration. Currently the
RB-DGPS only has three rover modules attached to the tanker fuselage, with only one
having particular relevance to the pitch estimates. Improvement to the pitch estimates
can be obtained by adding another roaming GPS receiver module to the front or rear
of the aircraft, or by simply moving the current RB-DGPS roaming GPS receiver module
further aft.
6.4.4 Relative angular rate
The relative performance comparisons of each sensor configuration with respect to the re-
lative angular velocity estimation are shown in Figure 6.22. The following conclusions and
recommendations can be made based on the results:
Conclusions
• As with the velocity estimates the RB-DGPS configurations drastically outperforms the
two optical configurations in terms of angular velocity estimation as it is the only con-
figurations to use velocity measurement between points on the respective aircraft. The
angular velocity estimates of the optical configurations are obtained as a result of the
attitude estimates.
• The addition of the IMU gyroscope measurements drastically improves on the relative
angular rate state estimates as the relative angular rate is a direct function of the tanker
and receiver angular rates as well as attitude.
• The addition of the boom has no effect on the linear or angular velocity estimates as the
measurement only have bearing to the relative position and attitude states.
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Figure 6.22 – Average 3 σ error of the relative angular velocity state for all configurations imple-
mented on the EKF
• The standalone configurations of optical monocular and stereoscopic vision, as well as
the configurations corresponding to the addition of the boom measurement fail to meet
the required 3σ accuracy criteria in relative pitch and yaw rate.
Recommendation
• There are various ways in which the optical configurations can be improved upon to
meet the minimum criteria. It has already been shown that the addition of an IMU is
sufficient to improve the results. Alternatively, RB-DGPS can also be used to provide an
improvement in velocity and angular rate measurements.
• Since the estimates of angular rate are dependent on the accuracy of the relative atti-
tude, the improvement of attitude estimates will serve to improve the accuracy of the an-
gular rates. An increase in the accuracy of attitude estimation can be achieved through
adding more sensors, varying the particular sensor layout or improving on the noise
characteristics of the sensors. This is, however, not a preferred method of improving on
relative angular rate estimates as the current stand alone optical configurations cannot
be improved upon without becoming impractical.
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Figure 6.23 – Uncertainty in the resultant state estimates of the position and velocity of the control
envelope center point relative to the fuel receptacle expressed as a percentage of the envelope in
which control must be applied
6.5 Percentage of control envelope
Evaluating the 3σ bound of each of the states through all 12 configurations provides great
insight into the strengths and weaknesses of each. It does not, however, provide a unified
view of the effectiveness of a particular configuration in term of estimation accuracy. Having
introduced just such an evaluation method earlier in the chapter, the percentage of control
envelope ratings for all 12 configurations is shown in Figure 6.23.
From the percentage of control envelope rating the following conclusions can be drawn:
• All configurations, with the exception of RB-DGPS, fall within the specified constraints
for relative position estimation.
• All configurations, with the exception of Optical Monocular and Stereoscopic, fall within
the specified constraints for relative velocity and angular velocity estimation.
• The addition if the IMU dramatically increases the accuracy with which the states are
estimated and in almost all cases results in the configuration with the highest level of
accuracy.
Each of the original configurations have been tested and their resulting state estimate ac-
curacies analysed providing an overview of the quality of the state estimates achievable with
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commercially available sensors implemented through either the EKF or UKF in specific con-
figurations. With the implementation of the original 12 configurations it has been found that
some of the configuration do not meet the required accuracy criteria and some exceed the
criteria. As such, additional simulation will aim to improve on the estimates of the problem
states in order to have all configurations fall within the percentage of control envelope limits.
6.6 Additional Simulations
In this section two aspects of state estimation will be addressed in reflection of the results
shown in the previous section. The first focuses on the required changes that must be made
to configurations that do not meet the minimum accuracy criteria, and the second deals with
the allowable simplifications that can be made to the configurations that exceed the minimum
accuracy requirements.
6.6.1 Configuration Improvements
Roaming Base DGPS
With particular reference to Figure 6.21, it is clear that the state estimate error contributing
the most to the inaccuracy of configuration 1 is that of relative pitch. From prior analysis it
has been found that there is only one position measurement that has a particular effect on the
pitch state estimate. The conclusion has been drawn that to improve upon the state estimate,
either an additional measurement with relevance to the pitch state must be added, or the
current measurement must be altered in some way as to improve on its contribution. From
the configuration layout in Figure 6.8 the option to move the GPS rover on the tanker further
aft seems like the easiest option which produces the results highlighted in Figure 6.25(a).
(a) (b)
Figure 6.24 – The change in the average position and velocity 3σ associated with each of the states
as a result of the improvement of configuration 1 - RB-DGPS
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(a) (b)
Figure 6.25 – The change in the average attitude and angular velocity 3σ associated with each of
the states as a result of the improvement of configuration 1 - RB-DGPS
This improvement is directly related to the improvement of the configurations percentage on
control envelope rating which is improved to within the 10% range as seen in Figure 6.26.
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Figure 6.26 – Comparison between the percentage of control envelope rating between the original
RB-DGPS configuration and the variation where one rover has been moved further to the tail
Optical Monocular and Stereoscopic
Form Figures 6.20 and 6.22 it is clear that the optical configurations are incapable of attain-
ing the required accuracies in relative velocity and angular rate. The options for increasing
the velocity accuracies of the optical configurations are to improve on the position estimates
through the addition of more measurements, improve on position estimates through reduced
measurement noise or the addition of sensors that provide measurements with relevance to
the higher order states such as accelerations and velocities.
Since the measurement noise model for the optical sensor is related to high accuracy sensors,
there is no sense in evaluating the effect of higher accuracy measurements from optical
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sensors. Both monocular and stereoscopic configurations have five beacons attached to the
tanker fuselage, which already populate most of the critical areas of the fuselage so there is
also no sense in adding more measurements. From the original simulation the effect of adding
higher order measurements such as aircraft IMUs have a dramatic improvement on the res-
ults. For this reason the last test is to evaluate the effect of RB-DGPS addition to the optical
configurations as a means of improving velocity estimates. From the analysis in Chapter 5
it has been found that the position of the RB-DGPS will have no effect on the position and
velocity estimates but will have an effect on attitude and angular rate. Since the two states
requiring the largest improvement in angular rate accuracy are relative pitch and yaw rates
the RB-DGPS sensor will be added to the tail of the tanker similar to that of the rover module
attached to the rear of the tanker in the stand alone RB-DGPS section. The result of this is
shown in Figures 6.27(b) and 6.28(b) where dramatic improvement in the state estimate ac-
curacies in velocity and angular rate can be seen as a result of the addition of on RB-DGPS
sensor to the rear of the aircraft.
(a) (b)
Figure 6.27 – The change in the average position and velocity 3σ associated with each of the states
as a result of the improvement of configuration 3 - Optical Steroscopic
This improvement in relative velocity and angular rate estimates is directly related to the im-
provement of the velocity percentage of control envelope rating of the optical configurations,
which is improved to within the 20% range as seen inFigure 6.29.
All configurations now meet the minimum requirements for state estimation accuracy. There
are various configurations that exceed the estimation criteria, but as the current configur-
ations have been chosen to reflect what is practically possible there is little reason to test
every possibility of less effective hardware or configurations. If such an analysis is in fact
required, where the amount of sensors is limited and the accuracy of the measurement is also
less than specified, the limited configuration parameters can be entered into the estimation
configuration and the resulting accuracies evaluated.
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(a) (b)
Figure 6.28 – The change in the average attitude and angular velocity 3σ associated with each of
the states as a result of the improvement of configuration 3 - Optical Stereoscopic
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Figure 6.29 – Improvement in the percentage of control envelope of configurations 2 and 3 (Mono-
sular and Steroscopic) with respect to the velocity control input due to configuration variation
6.7 Summary
In conclusion, the relative state estimation system has been tested using 12 configurations in
conjunction with two estimation algorithms, in order to highlight the use of each of the sensors
alone and in combination in a simulated AAR scenario. It has been shown that most of the
configuration fall within the minimum specification for each state set in Chapter 2 even whilst
being chosen for practicality rather than maximized accuracy. The state estimate accuracy
results were related to a percentage of control envelope rating for both position and velocity
providing a complete measure of the relative effectiveness of each. The configurations that did
not meet the minimum criteria in both the individual state accuracy and percentage of control
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envelope rating were analysed ,after which additional simulations showed that the minimum
criteria could be achieved using the recommendations based on the theory of Chapter 5.
The following chapter will discuss final conclusions as well as recommendations for further
analysis of the state estimation problem as it pertains to AAR.
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Chapter 7
Conclusions and Recommendations
All of the phases in the design of the AAR estimation system have been undergone, with each
of the preceding chapters focussing the development of a particular aspect of state estimation.
As a summary, the objective of each of the chapters is listed,
• Ch. 1 - Introduce the AAR scenario and the applicable state estimation problem through
discussions on the motivation behind the project as well as previous work done. By using
the single project goal of developing a state estimation system and a brief literature
study in typical solutions a set of objectives was established setting the structure for the
subsequent chapters.
• Ch. 2 - Parameterise the state estimation problem through the definition of AAR specific
considerations, such as the control input and estimation output requirements, estimation
envelopes and minimum accuracy requirements. Provided an overview of each of the
sensors as well as estimation algorithms that are considered.
• Ch. 3 - Introduce the structure and fundamental function of each of the estimation
algorithms accompanied by comparative examples to highlight the differences in estim-
ation strategies.
• Ch. 4 - Derivate the process and measurement models for use in the estimation al-
gorithm structure. The process model describe the evolution of the state vector in time
as a function of the states and control inputs, and the measurement model describes the
relation between the measurement and the state vector.
• Ch. 5 - Identify the parameters that effect a change in the propagation rate and correc-
tion magnitude of the state error covariance. The effect of a change in these parameters,
such as sensor noise, sensor positioning and the number of measurements, is then re-
lated to change in error covariance allowing sensor configuration to be purposefully
chosen for final simulation.
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• Ch. 6 - Simulate each of the configurations suggested in Chapter 2. First by finalis-
isng the sensor the simulation configurations based on the considerations of Chapter
5, and then implementing them through simulation of both the EKF and UKF. The full
results of a single configurations is presented followed by the summarised results of all
configurations. Conclusions are drawn based on the relative performance of each con-
figuration, the performance with respect to the minimum criteria, and the difference in
performance between estimation algorithms.
Each of the chapters provide their own summaries and conclusions based on the consider-
ations made. The following is a summary of the most important conclusions made in each
chapter.
• Ch. 1
– Form the literature study it is clear that there is no unified solution to the relative
state estimation problem as it applies to aircraft or spacecraft. As a result is was de-
cided that the multiple configuration approach would be adopted where numerous
sensor configuration variations would be tested on multiple estimation algorithms
to evaluate the relative success with which the states can be estimated.
• Ch. 2
– The accuracy with which the control input parameters are to be estimated is directly
proportional to the size of the applicable control envelope. As a result the maximum
allowable error, or uncertainty, in the control inputs are chosen to be 10% of the
control envelope, for control position inputs, and 20% of the control envelope, for
control velocity inputs. In order to satisfy the input requirements set by the control
system the estimation state vector and associated minimum accuracy requirements
are introduced and given physical constraints.
– With five sensor posibilities available for use in the state estimation setup, 12 con-
figurations are presented for simulation using each of the 3 estimation algorithms.
The final setup is to be undergone in Chapter 6 after the considerations of Chapter
5.
• Ch. 3
– All three estimation algorithms are applicable for use in AAR but due to the rel-
atively small gain in the optimal nature of the state estimates through the use of
the PF in comparison the complexity and demand in computational power it was
decided to omit the PF from simulation until such a time where the neither the EKF
nor the UKF could sufficiently contend with estimation of the non-linear system.
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– The process covariance adaptation algorithm can be seamlessly integrated into
each of the estimation algorithm structures.
• Ch. 4
– When using the tanker and receiver aircraft IMUs, consideration must be given to
the addition of Bias terms to the state vector as well as compensating for the offset
of the IMU from the aircraft CG. In this evaluation, whoever, it is assumed that this
is done by an independent system, and as such is omitted from the simulation.
– In cases where the IMUs are present, the output of the IMU subsystems are used as
the driving input measurement. When not present the measurements are assumed
zero and the driving inputs are assumed to be white noise.
– The use of quaternions can be successfully integrated in the general structure of
the EKF and UKF through the use of the three-parameter error quaternion repres-
entation in the form of the vector of Modified Rodrigues Parameters.
– The sensor models, especially in the case of the optical sensors cannot be fully
described in simulation, and as such simplified models are presented where uncer-
tainty in measurements are represented by additive white noise.
• Ch. 5
– The noise associated with the tanker and receiver acceleration driving inputs most
severely affect the propagation rate of the velocity error covariance and as such
should be reduced to improve the accuracy of the position and velocity state estim-
ates.
– The noise associated with the tanker and receiver angular velocity driving inputs
most severely affect the propagation rate of the attitude error covariance and as
such should be reduced to improve the accuracy of the attitude state estimate.
– An increase in the number of measurements serve to increase the accuracy with
which the states can be estimated. The addition of RB-DGPS sensor will increase
the accuracy of all states, with optical monocular and stereoscopic sensors only im-
proving significantly on the position and attitude states. The IMU and boom meas-
urement are omitted from the analysis as it is assumed that their configurations are
fixed.
– When using RB-DGPS, an increase in the distance of the roaming GPS antennas
from the tanker CG serves to improve the attitude and angular velocity estimates.
– When using optical monocular, or stereoscopic vision an increase in the distance of
the IR beacons from the tanker CG serves to improve the attitude and relative X
position estimates, where a decrease in the X distance between the beacon and the
sensor serves to improve all the attitude and position estimates.
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– With the advantages of placing GPS antennas and IR beacons on the tanker ex-
tremities the fact that the wings are flexible, and that added uncertainty, is a pre-
valent concern. It is, however, assumed that the wing deflection can be sufficiently
estimated due to the difference in magnitude and frequency of the white noise of the
sensor and the deflection of the wing. As a result the subsequent analysis assumes
a rigid wing.
• Ch. 6
– Each of the sensor configurations are finalised based on the consideration of Chapter
5.
– All configurations estimate the relative position to a sufficient accuracy.
– Configuration 1, where only 3 RB-DGPS roaming receivers and one roaming base
are used does not estimate the relative pitch to a sufficient accuracy. This can be
solved by either adding a GPS antenna or moving the current one on the tail further
aft, which is shown in simulation to sufficiently improve the relative pitch accuracy.
– Configurations 2 and 3, where only monocular and stereoscopic sensors are used,
do not reach the required accuracy in relative velocity and angular velocity states.
The addition of sensors with higher order measurement, such as IMU or RB-DGPS
dramatically improves the results.
– Configurations that utilise both the aircraft IMUs yield the most accurate state
estimates, with the addition of the boom only resulting in a noticeable improvement
in the relative pitch and yaw state estimates of configurations where these states
are not represented sufficiently.
From these conclusions various recommendations are presented for future research and de-
velopment.
• In Chapter 4 the assumption is made that in independent subsystem allows compensa-
tion for both the IMU bias terms and the offset from the aircraft CG. Though this might
be true in an AAR scenario, it might not be true in other applications, in which such a
system can either be developed, or the full driving input models can be implemented in
the estimation algorithms.
• In Chapter 4 the measurement models for the optical sensors are introduced with the
assumptions that the effect of camera calibration uncertainty presents in the from of
additive white noise. For more accurate simulation the calibration of optical sensors
and the effect on the noise model can be further investigated.
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• In Chapter 4 the assumption is also made that the deflection of the wing can be suf-
ficiently estimated. The effect of this assumption has a large impact on the resultant
sensor placement and state estimate accuracy. It is recommended that the validity of
this assumption is tested in simulation through the further research into the estimation
of wing deflection.
• Various improvements can be made on the fidelity of the simulation model, but in order
to gain definitive results it is recommended that selected configuration be implemented
in practice, where the sensor and noise models of simulation can be altered to reflect
reality. The simulation can then be related to what is seen in practice to validate all the
conclusions drawn in this project.
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Appendix A
Vector Notation and Coordinate Frames
For clarity and consistency throughout this thesis it is important to define some basic concepts
in term of notation since the solution to the state estimation problem relies heavily on the
relative interaction between various reference frames and points of interest.
A.1 Reference frames
The choice of appropriate coordinate systems arise from various considerations. Typically
there are certain coordinate systems in which a particular set of vectors makes sense. For
navigation purposes it is typically necessary to relate aircraft position, velocity and orientation
to the a reference frame fixed to the earth surface Earth, whereas for performance,control and
stability purposes it is often required to relate the position and velocity of the aircraft relative
to the atmosphere. In other chases coordinate system exist in which a vector is most naturally
expressed. An aircraft thrust vector, for instance, would be considered fixed with respect to
the aircraft body axis, or the acceleration experienced by and accelerometer always provides
a measurement relative to an inertial axis. As such multiple reference frames are defined for
used in the Thesis derivations.
All coordinate systems will be right handed and orthogonal designated by the symbol F . The
coordinate system indicator is lower case and is intended to be a mnemonic for the name of
the system, for example Fi will indicate the inertial reference frame. Unless otherwise stated
lower chase letters indicate a coordinate systems, the corresponding upper case letters will
indicate the origin of the reference frame such that the point I is the origin of Fi.
Axes of the system are labeled x, y, and z which correspond to unit vectors i, j, and k respect-
ively and subscripted appropriately.
The following are the main coordinate systems of interest:
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Figure A.1 – Earth Centered Earth Fixed
A.1.1 Inertial reference frame, Fi
The origin of the inertial reference frame may be any point that is completely unaccelerated,
with its orientation usually irrelevant as long as it is fixed with respect to inertial space. For
all intensive purposes the origin will be taken as the center of the Earth. The use of this axis
system is limited to the derivation of the acceleration and angular rate vectors corresponding
to the IMU measurements.
A.1.2 Local NED reference frame, Fl
For navigation purposes it is often required to represent the position, velocity and attitude
of an object relative to a fixed coordinate frame on the surface on the earth. The local NED
coordinate system has origin L at an arbitrary fixed point in the Earth’s surface with the base
vectors ie pointing North, je pointing East and ze pointing downwards to the center of the
Earth. This reference frame is often also referred to as the NED reference frame.
A.1.3 Earth Centered Earth fixed reference frame, Fe
The Earth Centered Earth fixed reference frame is, as its name suggests, fixed to the rotation
of the earth with reference frame at the Earth’s. This reference frame is not of particular
use in this thesis, and is merely referenced in the explanation of GPS function. As a result no
further definition are provided.
Stellenbosch University http://scholar.sun.ac.za
APPENDIX A. VECTOR NOTATION AND COORDINATE FRAMES 134
A.1.4 Body-fixed reference frame, Fb
Body-fixed means that the origin and the base vectors of the coordinate system are fixed with
respect to the nominal geometry of the aircraft in question. Typically the origin of the axis
system B is set at the centre of mass (CM) of the aircraft. In cases where the CM of the
aircraft varies, such as during fuel transfer application, the origin of the coordinate system
can be fixed to a reference point on the fuselage. For the purposes of this thesis it is assumed
that the CM is at a fixed known location of each aircraft.
The orientation of the axes can be seen in Figure A.2. Assuming that the aircraft has a plane of
symmetry, the base vectors ib and kb lie in that plane of symmetry. ib is chosen to point in the
"forward" direction, where kb is chosen pointing "downward". The base vector jk completes
the right handed axis system forming the lateral axis in the starboard direction.
Figure A.2 – Body-Fixed Axis
It is important to note that there are two aircraft present in an AAR scenario and as such each
will have a unique reference frame indicator with reference frame Fb describing a generic
body-fixed axis system. The tanker and receiver reference frames are denoted by Ft and Fr,
with origins T and R respectively.
A.1.5 Body-carried reference frame , Fc
The body-carried reference frame is similar to the body-fixed reference frame in the sense that
its origin is fixed to the fuselage of the applicable aircraft. It differs though in its orientation,
where it is free to rotate relative to the body-fixed axes as seen in Figure A.3. This coordinate
system is principally used in describing components such as sensors or rotating parts on an
aircraft. The difference in orientation relative to the aircraft body axis can be fixed or varied
depending on the nature of the component.
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Figure A.3 – Body-Carried Axis
A with the the body-fixed coordinate system, there are multiple coordinate systems, typically
corresponding to sensors, that fall under its description. As such the subscript c is replaced
with a mnemonic for the particular component such as Foi indicating the coordinate system
corresponding to the optical sensor i.
A.2 Vector Notation
A vector is an abstract geometrical object that has both magnitude and direction. It exists
independently of any coordinate system. The vectors used here are Euclidean vectors that
exist in three-dimensional space.
Commonly used vector symbols are
• p - Position
• v - Linear velocity
• a - Linear acceleration
• e, q - Orientation represented by either Euler angles or quaternions
• ω - Angular velocity
• α - Angular acceleration
where vectors will be denoted by bold lower case letters or symbols.
How a particular vector is defined is dependent on the information it has relevance to. The
following aspects must be taken into account when establishing vector notation:
• Position, velocity and acceleration vectors require the two points to which the vector has
relevance to be specified
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• Orientation, angular velocity and angular acceleration require the two reference frames
to which the vector has relevance to be specified
Taking this into account the following notational conventions are used:
• A right superscript will be used to designate the points or reference frames relevant in
the particular vector and will be divided by the symbol ”/” meaning ”with respect to” or
”relative to”.
• A right subscript will specify the coordinate system, denoting an array of the components
of that vector in the specified system.
Considering arbitrary reference frames Fa and Fb some examples are:
• pA/B,vA/B and aA/B: Position, velocity and acceleration vector of the origin of Fa relat-
ive to the origin of Fb
• eb/a and qb/a : The Euler angle and Quaternion vectors that describe the orientation of
reference frame Fb relative to reference frame Fa.
• ωa/b and αa/b: Angular velocity and acceleration of reference frame Fa relative to refer-
ence frame Fb
Vectors can exist as described, but to quantify them they must be represented in some co-
ordinate system. Once defined, the vector can be represented in any coordinate system by
placing the vector at the origin of the coordinate system and finding its components along
the three base vectors i,j and k. Typically these components will be unique to a coordinate
system unless two coordinate systems are parallel. Coordinating a vector into a particular
reference frame adds the reference frame indicator to the vector definition as a subscript.
Again considering arbitrary reference frames Fa and Fb some examples are:
• pA/Bb ,v
A/B
b and a
A/B
b : Position, velocity and acceleration vectors coordinated into refer-
ence frame Fb
• ωA/Bb and α
A/B
b : Angular velocity and acceleration vectors coordinated into reference
frame Fb
It is often required for vectors coordinated in a particular reference frame to be expressed
in another in which case a coordinate transformation is undergone. For the coordinate trans-
formation to me made possible a rotation matrix is required. Both Euler angles and qua-
ternions have such rotation matrices which are derived in Appendix B, which are indicated
by the transformation matrix symbol T( · ), where T(ea/b) and T(qa/b) are the transformation
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matrices for Euler angles and quaternions respectively. Note that coordinate transformation
using quaternions can be done using an alternate method, but for simplicity this method will
be used throughout.
Coordinating a vector represented in reference frame Fa to Fb is given by,
p
A/B
b = T
(
qb/a
)
pA/Ba (A.2.1)
where the inverse relation achieved through
pA/Ba = T
(
qb/a
)T
p
A/B
b (A.2.2)
= T
(
qa/b
)
p
A/B
b (A.2.3)
(A.2.4)
for a more detailed explanation to additional aspects such as the vector derivatives refer to
[47]
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Appendix B
Attitude Representations
In Autonomous Airborne Refueling (AAR), as with most relative navigation applications, a
representation for the orientations of object relative to another is of great relevance. In
this project two attitude representation are proposed in the form of Euler angles and qua-
ternions. These attitude representation facilitate the transformation of vectors between ref-
erence frames through the coordinate transformation matrix T ( · ). The following sections are
devoted the introduction of two relevant attitude representations in reference to rotations
between arbitrary reference frames Fa and Fb. The derivations are adapted from considera-
tions in [47] .
B.1 Euler angles
The philosophy behind Euler angles is to use three angles and a predefined order of rotation
to describe the attitude of axis system Fb with respect to axis system Fa. The Euler 3-2-1
sequence is most commonly used. To describe the attitude of B relative to A , begin with a
temporary axis system Fb0 coinciding with Fa and carry out the following sequence of rotations
in order,
• Yaw Fb0 through the angle ψ positively about the vector kb0 . Denote this new axis system
Fb1 .
• Pitch Fb1 through the angle θ positively about the vector jb1 . Denote this new axis system
Fb2 .
• Roll Fb2 through the angle ψ positively about the vector ib2 . Denote this new axis system
Fb.
The Euler angles attitude parameters are thus concisely defined by the ordered set
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eb/a = {φ, θ, ψ} (B.1.1)
Euler angle representation is related to the coordinate transformation matrix T( · ) though the
sequential rotations of the unit vectors which can be written as,
T
(
ea/b
)
=

1 0 0
0 cos(φ) sin(φ)
0 − sin(φ) cos(φ)


cos(θ) 0 − sin(θ)
0 1 0
sin(θ) 0 cos(θ)


cos(ψ) sin(ψ) 0
− sin(ψ) cos(ψ) 0
0 0 1

(B.1.2)
which can be used to transform vectors coordinated in reference frame Fa to Fb through,
pb/aa = T
(
ea/b
)
p
b/a
b (B.1.3)
where the inverse transformation is possible through either an alternate Euler angle defini-
tion, or by using the inverse transformation matrix, which is equal to its transponent,
p
b/a
b = T
(
eb/a
)
pb/aa (B.1.4)
= T
(
ea/b
)T
pb/aa (B.1.5)
The time rate of change of the Euler angles can be related to coordinates of the angular
velocity vector in axis system Fb through,
ωb/a = φ˙iφ + θ˙jθ + ψ˙kψ (B.1.6)
= φ˙ib2 + θ˙jb1 + ψ˙kb0 (B.1.7)
where iφ , jθ and kψ are the unit vectors about which the respective Euler angle rotations
occur. Coordinating all of the vectors into axis system Fb gives,
ω
b/a
b =

1 0 sin(θ)
0 cos(φ) cos(θ) sin(φ)
0 − sin(φ) cos(θ) cos(φ)


φ˙
θ˙
ψ˙
 (B.1.8)
where the inverse relation yields the Euler angle kinematic equation,

φ˙
θ˙
ψ˙
 =

1 sin(φ) tan(θ) cos(φ) tan(θ)
0 cos(φ) − sin(φ)
0 sin(φ) sec(θ) cos(ψ) sec(θ)
ωb/ab (B.1.9)
which is subject to the constraint |θ| 6= pi2 .
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B.2 Quaternions
The philosophy behind quaternions is based on Euler’s theorem which states that the orient-
ation of axis system Fb relative to Fb can be uniquely described by rotating Fb from Fb about
a vector eˆ through a rotation angle ϑ.
For mathematical singularity reasons, the quaternion parameters are defined to be,
qa/b =
 qa/b13
q
a/b
4
 =
 eˆ sin ϑ2
cos ϑ2
 (B.2.1)
where the quaternion is constrained by the relationship
(
qa/b
)T (
qa/b
)
= 1. The coordinate
transformation matrix is related to the quaternion through,
T
(
qa/b
)
= Ξ(qa/b)TΨ(qa/b) (B.2.2)
with,
Ξ(qa/b) =
 qa/b4 I3×3 + [qa/b13 ×]
−
(
q
a/b
13
)T
 (B.2.3)
Ψ(qa/b) =
 qa/b4 I3×3 − [qa/b13 ×]
−
(
q
a/b
13
)T
 (B.2.4)
where [qa/b13 ×] is the cross product, or skew-symmetric matrix representation of the vector.
This is used to transform vectors coordinated in reference frame Fa to Fb through,
pb/aa = T
(
qa/b
)
p
b/a
b (B.2.5)
The quaternion kinematic equation is given by,
q˙a/b =
1
2
Ξ(qa/b)ω
b/a
b (B.2.6)
=
1
2
Ω(ω
b/a
b )q
a/b (B.2.7)
where
Ω(ω
b/a
b ) =
 −[ωb/ab ×] ωb/ab
−(ωb/ab )T 0
 (B.2.8)
Some useful identities are give by
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 ωb/ab
0
⊗ qa/b = Ω(ωb/ab )qa/b (B.2.9)
qa/b ⊗
 ωb/ab
0
 = Γ(ωb/ab )qa/b (B.2.10)
where
Γ(ω
b/a
b ) =
 [ωb/ab ×] ωb/ab
−(ωb/ab )T 0
 (B.2.11)
and ⊗ is defined as the quaternion multiplied. Much more can be said in terms of quaternions,
with particular reference to ease with which successive rotations can be achieve. For a more
detailed discussion see [48].
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Appendix C
Stereoscopic Vision Measurement
Transformation
In Chapter 4 the stereoscopic vision measurment model is introduced. The principle of this
measurement configuration lies in the fact that the 2D monocular measurement of a single
beacon obtained from two, or more, optical sensors along with the known sensor positions in
the receiver reference can be used to evaluate the relative 3D position vector of the beacon
relative to the receier.
Since both the beacon position as well as the associated measurement variance is required
the Unscented Transform is used to transform the 2D measurements and covariances.
Using the measured 2D parameters as the base vector,
x =
[
uBi/C1 vBi/C1 uBi/C2 vBi/C2
]T
(C.0.1)
and the measurement covariances
Pxx = R2D =

σuBi/C1 0 0 0
0 σvBi/C1 0 0
0 0 σuBi/C2 0
0 0 0 σvBi/C2
 (C.0.2)
Subsequently a sigma point vector can be established using the base vector and covariances,
X =
[
x
... x+
√
(n+ λ)Pxx
... x− sqrt(n+ λ)Pxx
]
(C.0.3)
where n = 4 and λ = 0.1 in accordance with the derivations in Chapter 3. The associated
weights are also shown to be
142
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W 0m =
λ
(n+ λ)
(C.0.4)
W im =
1
2(n+ λ)
, i = 1, 2, · · · , 2n (C.0.5)
The sigma point vectors are transformed by 2D to 3D coordinate transformation equations,
Y(i) = f(X(i)) (C.0.6)
zBi/Rr = z
Bi/C1
r + z
C1/R
r =
1
fC1
uBi/C1
− fC1
uBi/C1
(
xC1/C2r −
fC1z
C1/C2
r
uBi/C1
)
+ zC1/Rr (C.0.7)
yBi/Rr = y
Bi/C1
r + y
C1/R
r =
1
fC1
vBi/C1
− fC1
vBi/C1
(
xC1/C2r −
fC1y
C1/C2
r
vBi/C1
)
+ yC1/Rr (C.0.8)
xBi/Rr = x
Bi/C1
r + x
C1/R
r =
1
2
(
fC1z
Bi/C1
r
uBi/C1
+
fC1y
Bi/C1
r
vBi/C1
)
+ xC1/Rr (C.0.9)
or
zBi/Rr = z
Bi/C2
r + z
C2/R
r =
1
fC2
uBi/C2
− fC2
uBi/C2
(
xC2/C1r −
fC2z
C2/C1
r
uBi/C2
)
+ zC2/Rr (C.0.10)
yBi/Rr = y
Bi/C2
r + y
C2/R
r =
1
fC2
vBi/C2
− fC2
vBi/C2
(
xC2/C1r −
fC2y
C2/C1
r
vBi/C2
)
+ yC2/Rr (C.0.11)
xBi/Rr = x
Bi/C2
r + x
C2/R
r =
1
2
(
fC2z
Bi/C2
r
uBi/C2
+
fC2y
Bi/C2
r
vBi/C2
)
+ xC2/Rr (C.0.12)
after which the transformed vectors are averaged and the covariance evaluated which yields
the desired output,
p˜Bi/Rr = yˆ =
2n∑
i=0
W imY(i) (C.0.13)
R3D = Pyy =
2n∑
i=0
W im(Y(i)− yˆ)(Y(i)− yˆ)T (C.0.14)
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Appendix D
Simulation Configurations
In Chapters 5 and 6 numerous simulations are performed to either illustrate the effect of
a particular change in estimation configurations or to evaluate the resultant estimation ac-
curacies of the finalised sensor configurations. The particulars of these simulation such as
sensor positioning, sensor noise covariances and the true value of the states are given here to
fully provide perspective to the results and allow them to be recreated.
D.1 The tanker and receiver aircraft
For realistic simulation it is important that the applicable sensors be places on the respect-
ive aircraft at locations consistent with reality. For this reason a diagram of the aircraft is
provided.
Typically, the location of a component on an object is given with respect to the center of
gravity CG, but as this location is not necessarily fixed a more appropriate reference point is
chosen to by the nose of the aircraft. As a result the aircraft CG in these simulation is chosen
to be,
Table D.1 – Aircraft CG relative to the aircraft nose
Aircraft Variable Value
Tanker pCG/Nt [−(24.955 + 0.3× AMC) 0 1.0445]T
Receiver pCG/Nr [−(24.955 + 0.3× AMC) 0 1.0445]T
where the point N signifies the aircraft nose and AMC in known as the Aerodynamic Mean
Cord. All subsequent sensor positions are also indicated with respect to the aircraft nose.
144
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Figure D.1 – A330-200 MRTT Dimentions
D.2 Sensor noise covariance
Throughout the simulations in this thesis the driving input measurements and sensor measure-
ment are assumed to have nominal values which are consistent which nose value of products
that can either be purchased or developed. From Chapter 4 one can notice that even in cases
where the noise of a particular sensor or driving input is increased to illustrate the effect,
it is alway represented as a multiple or fraction of the nominal values. In this section these
nominal noise parameters along with their references are provided.
D.2.1 Inertial Measurement Unit
In Chapter 4 the use of IMU are discussed, where the specific force and angular velocity
measurement act as driving inputs to the process equations. The assumption is also made
that there are independent systems that estimate the parameters that affect influence these
measurement such as bias terms as well as increased specific force measurement due to
sensor offset from the aircraft CG. The resultant output of such systems are the body accel-
eration and angular velocity of the applicable aircraft relative to inertial space. It is difficult
to assume the amount of noise and uncertainty associated with these outputs and as such the
noise associated with a commercial IMU will be used with the assumption that the sensor is
on the aircraft CG and has no bias in specific force or angular rate measurement.
The IMU specifications obtained from [49] are shown to be
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Figure D.2 – IMU Specifications
where the angle random walk can be used to evaluate the standard deviation of the noise
based on the sample frequency of 100Hz,
σ
a
T/I
t
=
0.04× 9.81
1000
√
100 (D.2.1)
= 0.00394
m
s2
(D.2.2)
σ
ω
T?R/I
t/r
=
0.00035× pi
180
√
100 (D.2.3)
= 6.1× 10−5 rad
s
(D.2.4)
D.3 Roaming Base Differential GPS
Roaming GPS receiver are places on the tanker with a roaming base on the receiver aircraft.
In the introduction of RB-DGPS is it explained that the signals received by the roaming receiv-
ers are relayed to the roaming base which uses an internal estimation algorithm to produce
the relative position and velocity measurements. This method is presented in theory in [3].
The NovAtel GPS on which our noise values are based implements this strategy in reverse,
where the base station sends out its correction to the roaming receivers. It is assumes that
either way, the same accuracies can be obtained. From the Novatel-OEMV1G datasheet [4]
σ
p
RR/RB
t/r
= 0.02m (D.3.1)
σ
v
RR/RB
t/r
= 0.03
m
s
(D.3.2)
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Figure D.3 – RB-DGPS Secifications
D.3.1 Optical - Monocular and Stereoscopic
Choosing the measurement noise for the optical sensors is not as straight forward as with the
other sensors as it is not purpose built to provide the measurements required in this project.
Form the introduction of the optical sensors and subsequent measurement model derivation
in Chapters 2 and 4 we know that the 2D measurement are obtained though the averages lit
pixels that correspond to the projection of the IR beacon light on the focal plane of the image
sensor. The variation in the pixel that are lit is a function of how well the ambient light can
be filtered out as well as the number of pixels. Without providing a full analysis it is assumed
that an optical camera such as in [50] is used with a resolution of 1024 × 1024 is used with a
refresh rate of 10Hz and a half angle FOV angle of 30o.
Figure D.4 – Representtion of optical sensor used in simulation
 σuBj/Ci
σ
vBj/Ci
 =
 1pix
1pix
 (D.3.3)
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D.3.2 Boom parameters
The nominal values for the boom parameters are give as,
Table D.2 – Boom parameter nominal values
Variable Value
l 15.25
σ 35
χ 0
The limits that correspond to each of the envelopes are given as as,
Table D.3 – Boom parameter limits - connect envelope
Variable Value
δl ±0.7m
δσ ±70
δχ ±7.50
Table D.4 – Boom parameter limits - disconnect envelope
Variable Value
δl ±2.25m
δσ ±130
δχ ±12.50
The length of the boom as well as the angular deflections of the universal joint can be meas-
ured in a multitude of ways. The design of the measurement system does not fall within the
scope of this projects. As a result the following assumptions is made in terms of the magnitude
of measurement noise,
σl = 0.001 m (D.3.4)
σσ = 0.01 deg (D.3.5)
σχ = 0.01 deg (D.3.6)
D.4 Error covariance propagation - Chapater 5
In this simulation the increase in error covariance due to propagation is shown as a function
of time.It is assumed that the driving input measurement are present but no observation
measurement. The IMUs are assumed to be on the aircraft CGs
with their associated noises consistent with the noise rating from Section D.2.
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Table D.5 – Assumed IMU location relative to the aircraft nose
Aircraft Variable Value
Tanker pIMU/Nt [−(24.955 + 0.3× AMC) 0 1.0445]T
Receiver pIMU/Nr [−(24.955 + 0.3× AMC) 0 1.0445]T
The relative states between the aircraft during simulation are constant and given as,
pT/Rr =

50
0
−10
 vT/Rr =

0
0
0
 et/r =

0
0
0
 ωt/rt =

0
0
0

with the initial error covariance estimate chosen to be zero P0 = 0. Variations in these terms
are indicated the the relevant simulation.
D.5 Error covariance correction - Chapter 5
In this simulation the change in error covariance, as a function of sensor configuration para-
meters such as measurement noise, sensor placement and the number of sensors, is eval-
uated. In the simulation it is assumed that there are no driving input measurements. The
sensors situated on the receiver reference frame are given as
Table D.6 – Sensor configuration for the receiver aircraft used in the error covariance correction
simulation
Aircraft Sensor Variable Value
Receiver Monocular pC1/Nr [24.955 + 0.3AMC 0 1.0445]
T
Stereo 1 pC1/Nr [24.955 + 0.3AMC − 0.25 1.0445]T
Stereo 2 pC2/Nr [24.955 + 0.3AMC 0.25 1.0445]
T
Roaming GPS Base pRR/Nr [24.955 + 0.3AMC 0 1.0445]
T
In the simulation it is shown that the sensors on the tanker aircraft are moved from a config-
uration A
Table D.7 – Sensor Configuration A used in the sensitivity analysis simulations
Aircraft Sensor Variable Value
Tanker Beacon 1 pB1/Nt [−32 2 1]T
Beacon 2 pB2/Nt [−32 − 2 1]T
Beacon 3 pB3/Nt [−35 0 2]T
Roaming GPS Receiver 1 pRR1/Nt [27.1 2 0]
T
Roaming GPS Receiver 2 pRR2/Nt [27.1 − 2 0]T
Roaming GPS Receiver 3 pRR3/Nt [28.1 0 − 2]T
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to a configuration B
Table D.8 – Sensor Configuration B used in the sensitivity analysis simulations
Aircraft Sensor Variable Value
Tanker Beacon 1 pB1/Nt [−36 30 − 1]T
Beacon 2 pB2/Nt [−36 − 30 − 1]T
Beacon 3 pB3/Nt [−57 0 − 1]T
Roaming GPS Receiver 1 pRR1/Nt [−35 30 − 1]T
Roaming GPS Receiver 2 pRR2/Nt [−35 − 30 − 1]T
Roaming GPS Receiver 3 pRR3/Nt [−45 0 − 2]T
The relative states between the aircraft during simulation are constant and given as,
pT/Rr =

50
0
−10
 vT/Rr =

0
0
0
 et/r =

0
0
0
 ωt/rt =

0
0
0

The nominal process and noise covariances are consistent with the noise rating from Section
D.2.
D.6 Final Simulation - Chapter 6
In the final simulation all 12 sensor configurations implemented. From the considerations of
Chapter 5 along with the practical consideration of sensor placement the final sensor setup is
shown to be
Table D.9 – Final simulation - Receiver Aircraft sensor configuration
Aircraft Sensor Variable Value
Tanker Mono pC1/Nt [−(24.955 + 0.3AMC) 0 1.0445]T
Stereo 1 pC1/Nt [−(24.955 + 0.3AMC) − 0.25 1.0445]T
Stereo 2 pC2/Nt [−(24.955 + 0.3AMC) 0.25 1.0445]T
Roaming GPS Base 1 pRB1/Nt [−(24.955 + 0.3AMC) 0.25 1.0445]T
IMU pIMU/Nt [−(24.955 + 0.3AMC) 0.25 1.0445]T
Boom Joint pFR/Nt [−46.12 0 1.5]T
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Table D.10 – Final simulation - Tanker Aircraft sensor configuration
Aircraft Sensor Variable Value
Receiver Beacon 1 pB1/Nt [−32.5 20 0]T
Beacon 2 pB2/Nt [−32.5 − 20 0]T
Beacon 3 pB3/Nt [−56.375 7.25 − 2.5]T
Beacon 4 pB4/Nt [−56.375 − 7.25 − 2.5]T
Beacon 5 pB5/Nt [−56.375 0 − 10]T
Roaming GPS Receiver 1 pRR1/Nt [−30 15 0]T
Roaming GPS Receiver 2 pRR2/Nt [−30 − 15 0]T
Roaming GPS Receiver 3 pRR3/Nt [−45 0 − 2.5]T
IMU pIMU/Nt [−(24.955 + 0.3AMC) 0.25 10.445]T
Fuel Receptacle pFR/Nt [4.2 0 − 2.25]T
The progression of the true relative states are shown in Chapter 6, with the noise parameters
of each sensor consistent with the noise rating from Section D.2.
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