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We develop an Lp analog to AAK theory on the unit circle that interpolates con-
tinuously between the case p=., which classically solves for best uniform mero-
morphic approximation, and the case p=2, which is equivalent to H2-best rational
approximation. We apply the results to the uniqueness problem in rational approx-
imation and to the asymptotic behaviour of poles of best meromorphic approxi-
mants to functions with two branch points. As pointed out by a referee, part of the
theory extends to every p ¥ [1,.] when the definition of the Hankel operator is
suitably generalized; this we discuss in connection with the recent manuscript by
V. A. Prokhorov, submitted for publication. © 2002 Elsevier Science (USA)
1. INTRODUCTION
The paper develops an Lp analog to the Adamjan–Arov–Krein theory on
the unit circle for 2 [ p [.. By an analog, we mean that a singular vector
vm associated to the mth singular value sm of the Hankel operator
Af: H sQ H¯
2
0,
1
p
+
1
s
=
1
2
,
gives rise to a best approximation of f ¥ Lp by a meromorphic function gm
with at most m poles in the disk via the formula:
gm=f−
Af(vm)
vm
; (1)
moreover, the Lp error is equal to sm. Here, the singular value sm is defined
as
sm=inf{|||Af−C|||; C: H sQ H¯
2
0 operator of rank [ m}, m=0, 1, ...,
where ||| ||| denotes the operator norm and where we assume in addition that
C is weak-* continuous in the limit case where p=2 (thus s=.). When
p > 2, a singular vector associated to sm is, by definition, a function
vm ¥H s of unit norm satisfying
AgfAf(vm)=s
2
mP+(|vm |
s−2 vm),
where P+ is the analytic projection; this amounts to saying that vm is a
critical point of the map vW ||Af(v)||
2
2 on the unit sphere of H
s.
When p=2 the definition has to be modified, a singular vector asso-
ciated to sm being then an inner function vm satisfying
AgfAf(vm)=P+(|Af(vm)|
2 vm), and ||Af(vm)||2=sm.
Because of the isometry
gW (1+w)−2/p g 1w−1
w+1
2
from Hp onto the corresponding Hardy space of the right half-plane [28],
it is worth noting that the results carry over to the line at once.
A referee pointed out to the authors that even if 1 [ p < 2, the error in
Lp-best meromorphic approximation with m poles to f is still given by the
mth singular value of the Hankel operator, provided the latter is defined as
Hf: Hr2 Q Lr1/(r1 −1)/Hr1/(r1 −1),
1
p
+
1
r1
+
1
r2
=1,
with values in a quotient space. Indeed, the arguments of the present paper
apply without change to this setting. After they received the referee’s
report, the authors became aware of Prokhorov’s paper [49], where this
last result is also established (more generally over analytic Jordan
domains), with the same definition of Hf, for the range 1 [ p <. and
1 < r2 [.. The approach there is essentially dual to the present one,
although it does not seem to generalize that part of AAK theory which
deals with singular vectors, even when p \ 2. We have included a discus-
sion of these matters in the course of the paper, but let us emphasize here
that no connection between singular vectors and best meromorphic
approximants was obtained so far when 1 [ p < 2.
The striking link between the spectral theory of Hankel operators and
uniform meromorphic approximation that was first stressed in [37] for the
analytic case and then impressively extended to finitely many poles in [1]
has attracted the attention of many researchers and undergone several
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deepening and generalizations, among which we mention [17, 27, 36, 40,
43, 45, 46, 48, 59] whose bibliographies contain further references. From
the operator-theoretic point of view, the results of the present paper add to
this picture by carrying over this connection to the Lp setting when
2 [ p [.; these results are based on the doctoral thesis [56]. Note that
[36] also proceeds with a generalization of the range of exponents, but in a
different direction that does not touch upon meromorphic approximation;
we shall comment on the connections between this last reference and the
present work in due place.
The main incentive for the authors to develop the present theory is that
it interpolates continuously between classical AAK theory when p=. on
the one hand, which is nicely constructive in the rational case although
not continuous with respect to the approximated function [39], and
H¯20-rational approximation when p=2 on the other hand, which is a long-
standing problem in approximation and has profound connections with
prediction theory and stochastic modeling when viewed as a rational
analog of the Szego˝ theory [26, 50, 57]. Interpolating between these two
problems is a double-edged tool that allows each of them to benefit from
Hilbertian techniques borrowed from the other.
The authors felt necessary to illustrate this interplay by giving two
examples that lie already somewhat deep. The first one, which is Theorem
9.1, shows how techniques inspired by the orthogonality of singular vectors
when p=. allow one to approach the delicate issue of sufficient condi-
tions for optimality in rational approximation which is of major impor-
tance from the constructive viewpoint; as compared to criteria based on
Morse theory given in [9–11], the present result is of new type since it is
free from pointwise estimates in interpolation that are usually difficult to
obtain. In the other direction, the second example that we give is Theorem
10.1, where techniques from orthogonal polynomials, pertaining to the L2
theory, are used to assess the asymptotic behaviour of poles of best mero-
morphic approximants to an algebraic function with two branch points.
The paper is organized as follows. In Section 2 we review classical
extremal problems and best analytic approximation in Lp, and in Section 3
we reformulate the problem using Hankel operators, thereby giving rise to
an analog of the Nehari theorem which is reasonably complete when
2 [ p [.; all this will follow easily from the classical duality in extremal
problems. Section 4 deals with the continuity of best approximation and
some fundamental facts on the continuity of inner–outer factorization as
applied to extremal functions. Section 5 introduces the best meromorphic
approximation problem, and Section 6 shows that it interpolates continu-
ously between AAK theory when p=. and H¯20-rational approximation
when p=2; this requires studying some hereditary and continuity issues.
Section 7 states some basic facts from the Ljusternik–Schnirelman critical
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point theory that are used in Section 8 to extend the Hankel operator
approach to meromorphic approximation when 2 [ p [., thereby giving
rise to an analog of the Adamjan–Arov–Krein theory in this case; we also
discuss at this point the extension of the AAK theorem on singular
numbers to the range 1 [ p < 2. Finally, Sections 9 and 10 contain the two
applications mentioned previously.
1.1. Notations and preliminaries
• T: the unit circle.
• U: the open unit disk.
• Lp: the space of complex-valued measurable functions f on T
satisfying
||f||pp=
1
2p
F 2p
0
|f(e ih)|p dh <. if 1 [ p <.,
or ||f||.=ess. sup
h ¥ [0, 2p]
|f(e ih)| <. if p=..
• Pm: the space of algebraic polynomials of degree at most m.
• Rm, n: the set of rational functions of type (m, n) in Lp, namely those
functions that may be written pm/qn where pm belongs to Pm and qn ¥ Pn
has no root on T.
• Bm: the set of Blaschke products of degree at most m, namely
functions of the form
b(z)=c D
n
l=1
z−zl
1− z¯lz
, (2)
where |zl | < 1 and n [ m, while c is a constant of modulus 1. These are
precisely those functions in Rm, m that are analytic in U and have unit
modulus on T. The number n in (2) is the degree of b.
• Hp: the Hardy space of the disk consisting of Lp functions whose
Fourier coefficients of strictly negative index do vanish; alternatively, Hp is
the closure of 1m Pm in Lp. Such functions are called analytic in Lp, for
they are exactly the nontangential limits of functions analytic in U having
uniformly bounded Lp means over all circles centered at 0. Using this iden-
tification, we occasionally regard members of Hp as holomorphic functions
in the variable z ¥ U. The extension to U is obtained from the values on T
through a Cauchy as well as a Poisson integral. When f1 ¥Hp1 and
f2 ¥Hp2, it follows from the Hölder inequality that f1f2 ¥Hp3 where
1/p1+1/p2=1/p3. We shall frequently use the well known fact (see e.g.
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[19, 23, 28, 32]) that a nonzero f ¥Hp can be uniquely factored as f=jw
where
w(z)=exp 3 1
2p
F 2p
0
e ih+z
e ih−z
log |f(e ih)| dh4
belongs to Hp and is called the outer factor of f, while j ¥H. has modulus
1 a.e. on T and is called the inner factor of f. The latter may be further
decomposed as j=bS, where
b(z)=czk D
zl ] 0
−z¯l
|zl |
z−zl
1− z¯lz
is the normalized Blaschke product, with multiplicity k \ 0 at the origin,
associated to a sequence of points zl ¥ U0{0} and a constant c ¥ T, while
S(z)=exp 3− 1
2p
F 2p
0
e ih+z
e ih−z
dm(h)4
is the singular inner factor associated with m, a positive measure on T which
is singular with respect to Lebesgue measure. The zl are of course the zeros
of f in U, counted with their multiplicities. If there are infinitely many
zeros, the convergence of the product b(z) in U is ensured by the condition
; l (1− |zl |) <. which holds automatically when f ¥Hp. That w(z) is well
defined rests on the fact that log |f| ¥ L1 if f ¥H10{0}; this also entails
that an Hp function cannot vanish on a subset of positive Lebesgue
measure on T unless it is identically zero. For simplicity, we often say that
a function is outer (resp. inner) if it is equal to its outer (resp. inner) factor.
• N+: the Nevanlinna class consisting of analytic functions in U that
can be factored as jE, where j is an inner function and E an outer function
of the form
E(z)=exp 3 1
2p
F 2p
0
e ih+z
e ih−z
log r(e ih) dh4 ,
r being a positive function on T such that log r ¥ L1, although r itself need
not be summable. This class will be instrumental to us in as far as
N+5 Lp=Hp, see for example [19, Theorem 2.11] or [23, 5.8, Chap. II].
• H¯p0 : the Hardy space of the complement of the disk consisting of L
p
functions whose Fourier coefficients of nonnegative index do vanish; these
are called anti analytic for they are the conjugates of Hp functions with
vanishing mean, although they can also be viewed as nontangential limits
of functions analytic in C¯0 U¯, vanishing at infinity, and having uniformly
bounded Lp means over all circles centered at 0 of radius > 1.
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• Hpm: the subset of L
p comprising all functions g/qm where g ¥Hp
and qm ¥ Pm; such functions are called meromorphic in Lp, for they are the
nontangential limits of functions meromorphic in U, with at most m poles
there (counting multiplicities), and having uniformly bounded Lp means
over all circles centered at 0 whose radius is close enough to 1. Two alter-
native descriptions ofHpm are useful: on one hand we getH
p
m=H
p+Rm−1, m,
and on the other hand we also have Hpm=B
−1
m H
p, the set of quotients of
analytic functions by members of Bm.
• C: the space of continuous functions on T.
• P+, P− : these notations are used to designate the analytic and the
anti-analytic projections respectively:
P+ 1 C.
n=−.
ane inh2=C.
n=0
ane inh, P− 1 C.
n=−.
ane inh2= C−1
n=−.
ane inh;
we make frequent use of the relations:
P++P−=id, P−P+=P+P−=0, and P+(e−ihh¯)=e−ihP−(h).
(3)
By a well known theorem of M. Riesz, P+: LpQHp and P− : LpQ H¯
p
0 are
bounded when 1 < p <.. When p=2, P+ and P− are just the orthogonal
projections associated to the orthogonal decomposition:
L2=H2 + H¯20.
Although P+(f) needs not be the Fourier series of a function when f is
merely in L1, it is nevertheless Abel summable almost everywhere on T to a
function lying in La for 0 < a < 1, and it can still be interpreted as the trace
of an analytic function in the Hardy space Ha that we did not introduce
[19, Corollary to Theorem 3.2]. To us it will be sufficient, when f ¥ L1, to
regard P+(f) and P−(f) as Fourier series of distributions. In this connec-
tion, a complex measure n on T satisfies P+(n)=0 (resp. P−(n)=0) if, and
only if, dn(h)=f(e ih) dh with f ¥ H¯10 (resp. f ¥H1); this is a famous
theorem by F. and M. Riesz [32, Theorem II.A; 19, Theorem 3.8].
When f ¥ L., the functions P± (f) lie in BMO, the space of functions
with bounded mean oscillation; if in addition f ¥ C, then P± (f) even
belong to VMO, the subspace of functions with vanishing mean oscillation.
We mention BMO and VMO only tangentially, and we refer the reader to
[23, Chap. VI] for both their definitions and main properties.
• O , P: the sesquilinear product
Of, gP=
1
2p
F 2p
0
fg¯ dh;
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by the Cauchy formula, this product makes Hp and H¯q0 orthogonal to each
other if 1/p+1/q=1.
• |||A|||: the norm of the operator A between two Banach spaces.
Two criteria for Lp convergence will be of frequent use, and we record
them below for reference.
Criterion A. Let 1 < p <. and gk be a sequence converging weakly to
g ¥ Lp when k goes to .. If lim supk ||gk ||p [ ||g||p, then gk converges to g in
Lp norm.
This follows from the uniform convexity of Lp when 1 < p <. [15,
Theorem III.27].
Criterion B. Let 1 [ p <. and gk be a sequence in Lp converging
pointwise a.e. to g ¥ Lp. If limk ||gk ||p=||g||p, then gk converges to g in Lp
norm.
This is a simple consequence of Egoroff’s theorem [53, Chap. 3, Ex. 17].
2. ANALYTIC APPROXIMATION
A standard extremal problem in Hardy space theory on the disk is:
Problem 1. Given f ¥ Lp with 1 [ p [., find g0 ¥Hp such that
||f−g0 ||p= inf
g ¥Hp
||f−g||p. (4)
Setting 1/p+1/q=1, the dual problem is
Problem 2. Given f ¥ Lp with 1 [ p [., find F ¥Hq, ||F||q=1, such
that:
1
2ip
F
T
fF dz= sup
w ¥Hq
||w||q=1
: 1
2ip
F
T
fw dz : . (5)
The duality arises here from the fact that the bilinear form
Lp×Lq Q C
(f, w)W
1
2ip
F
T
fw dz
(6)
isometrically identifies Lq with the dual of Lp when 1 [ p <. and makes
Hp and Hq orthogonal to each other. Noticing that the right-hand side of
(4) is the norm of the coset f+Hp in the quotient space Lp/Hp, and using
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the Hahn–Banach theorem to represent the dual of the latter as Hq and the
dual of H1 as L./H., one sees that the two problems have the same value:
d(f, Hp) := inf
g ¥Hp
||f−g||p= sup
||w||q=1
w ¥Hq
: 1
2ip
F
T
fw dz : . (7)
If g0 happens to be a solution to Problem 1 and F a solution to Problem
2, we call f−g0 an optimal error and F an extremal function. Since
||f−g0 ||p ||F||q=||f−g0 ||p=
1
2ip
F
T
fF dz=
1
2ip
F
T
(f−g0) F dz, (8)
an optimal error and an extremal function necessarily meet equality in
Hölder’s inequality:
f−g0
||f−g0 ||p
=e−ihF¯ |F|q−2 a.e. on T if 1 < p [., (9)
e ih(f−g0) F=|f−g0 | a.e. on T, if p=1. (10)
When 1 < p <. and f ¨Hp, existence and uniqueness of the solutions
to Problems 1 and 2 follow from the uniform convexity of Lp and Hq: g0 is
the minimum-norm projection of f onto the closed subspace Hp of Lp, and
evaluation at F is the norming functional of wW (2ip)−1 >T fw dz which is
a nonzero member of the dual of Hq. If f ¥Hp, then of course g0=f is
unique but F may be any Hq function of unit norm since wW >Tfw dz is
identically zero.
The corresponding properties when p=1 or p=. depend more specifi-
cally on analyticity: a solution to Problem 1 exists by weak-* compactness
of balls because H1 and H. are both duals (H1 is dual to C/(C 5H.) by
the F. and M. Riesz theorem), and it is unique as soon as Problem 2 has a
solution. Indeed, if g (1)0 and g
(2)
0 solve for Problem 1 and F solves for
Problem 2, it follows from (9) and (10) that theH1-function (g (1)0 −g
(2)
0 ) e
ihF
is real valued a.e. on T and therefore is constant because its Poisson exten-
sion must be analytic; since it has vanishing mean the constant is zero, and
therefore g (1)0 =g
(2)
0 since F ] 0 a.e. on T. If p=1 and thus q=., Problem
2 does have a solution by weak-* compactness again, and if f ] g0 we can
solve for F in (10) so that it is in turn unique. To recap, both problems
have a unique solution if 1 [ p <. unless f ¥Hp in which case g0=f but
F is arbitrary. Note that (9) and (10) imply that
F=e−ih(f−g0)
|f−g0 |p−2
||f−g0 ||
p−1
p
(11)
whenever 1 [ p <. and f ] g0.
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When p=., a solution to Problem 1 need not be unique, but it is
unique at least when f is continuous (more generally when f ¥H.+C),
because then Problem 2 also has a solution by weak-* compactness of the
unit ball of H1; however, a solution to Problem 2 need not be unique, even
if it exists.
Problem 1 may be termed best analytic approximation because we seek an
analytic g0 which is closest to f in Lp-norm. The functional analytic study
of such extremal problems was initiated in [30, 35, 51], and the arguments
we just gave can be found in many books, e.g. [19, Chap. 8; 23, Chap. 4;
31; 32], along with applications to interpolation theory. When p=2 we
trivially get g0=P+(f). When p=., a famous theorem of Nehari [37]
implies that the error ||f−g0 ||p is equal to the norm of the so-called Hankel
operator with symbol f and that the best analytic approximant can be
computed from a maximizing vector when such a vector exists. In the next
section, we carry over the connection between best analytic approximation
and Hankel operators to the range 2 [ p [. and in part only to 1 [ p < 2.
3. A HANKEL OPERATOR APPROACH
We begin with an analog of the Riesz factorization [41, Theorem 2.13].
Lemma 3.1. For 1 [ q <. and r1, r2 ¥ [1,.] such that 1/r1+1/r2
=1/q, a function w belongs to Hq if, and only if, there exist u ¥Hr1 and
v ¥Hr2 such that w=uv. Moreover, u and v can be chosen so that:
||u||r1=||w||
q/r1
q and ||v||r2=||w||
q/r2
q . (12)
Proof. If w=uv with u ¥Hr1 and v ¥Hr2, then w ¥Hq by the Hölder
inequality. Conversely, assume that w ¥Hq. Write the inner–outer fac-
torization w=jh, where j has modulus 1 a.e. on T while h is zero-free in U.
We may set u=jhq/r1 and v=hq/r2. L
Remark. If w=jh is the inner–outer factorization of w, the factoriza-
tions in the lemma are exactly those of the form u=j1hq/r1, v=j2hq/r2
where j1 and j2 are inner functions such that j1 j2=j and, say, the principal
branch of the logarithm has been chosen to define the root. Indeed,
|u|=|w|q/r1 and |v|=|w|q/r2 are imposed through (12) by the conditions for
equality in Hölder’s inequality; the outer factors of u and v being deter-
mined by their modulus, the uniqueness of the inner–outer factorization
then forces j1 j2=j.
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Whenever 1 [ q [. and 1/r1+1/r2=1/q, we deduce from what
precedes that Problem 2 amounts to look for
sup 3 : 1
2ip
F
T
fuv dz : , u ¥Hr1, ||u||r1=1, v ¥Hr2, ||v||r2=14 ;
indeed, this follows from Lemma 3.1 when q <., and if q=. (hence
r1=r2=.), then it is obvious anyway. Applying now the duality between
Problems 1 and 2 of Section 2, this time to fv ¥ Lr1/(r1 −1) rather than f, we
get
d(f, Hp)= sup
v ¥Hr2, ||v||r2=1
{ inf
g ¥Hr1/(r1 −1)
||fv−g||r1/(r1 −1)}, (13)
whenever
1
p
+
1
r1
+
1
r2
=1.
The meaning of the above formula is best captured upon introducing the
operator
Hf: Hr2 Q Lr1/(r1 −1)/Hr1/(r1 −1)
vW {fv},
(14)
where braces indicate the coset in the quotient space Lr1/(r1 −1)/Hr1/(r1 −1),
the latter being endowed with the quotient norm. We also define a maxi-
mizing vector for a bounded operator A:FQ G between Banach spaces to
be some v ¥F such that ||v||F=1 and ||A(v)||G=|||A|||, where the subscripts
indicate in which space the norm is taken. Of course, maximizing vectors
need not exist in general, a sufficient condition for their existence being the
compactness of A.
With these notations and definitions, (13) translates into the following
result:
Theorem 3.1. Let f ¥ Lp with 1 [ p [., and let r1, r2 ¥ [1,.] be such
that
1/p+1/r1+1/r2=1. (15)
Hf being as in (14), it holds that
d(f, Hp)=|||Hf |||
=sup{||Hf(v)||Lr1/(r1 −1)/Hr1/(r1 −1), v ¥Hr2, ||v||r2=1}. (16)
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If moreover f ¨Hp, then F is an extremal function for f in Problem 2 if, and
only if, it can be factored as F=u0v0, where v0 ¥Hr2 is a maximizing vector
forHf, while u0 ¥Hr1 is an extremal function for fv0 ¥ Lr1/(r1 −1) in Problem
2 where p gets replaced by r1/(r1−1) and q by r1.
To account for the terminology, recall that a shift operator on a Hilbert
space F with dual Fg is an isometry S:FQF whose adjoint Sg satisfies
limkQ. (Sg)k (x)=0 for each x ¥Fg; in this context, we define a Hankel
operator as a linear operation A:FQFg such that AS=SgA. Concrete
definitions of Hankel operators on various Hilbert spaces, to be found for
instance in [38, 41, 47], can be obtained from that one through specific
identifications ofF andFg. For example if p=. and r1=r2=2, and we
identify L2/H2 with the dual of H2 via the pairing (6), then (14) defines a
Hankel operator on H2 when we let the shift operator be multiplication by
e ih; in this case, Theorem 3.1 is Nehari’s.
It seems that for general Banach spaces, there is no longer an abstract
definition of a shift, for the requirements in the Hilbert case come from the
model theorem [38, 52]. But if we keep multiplication by e ih as a definition
for S, as is customary in function spaces on the circle, and if we use (6)
again to identify Lr1/(r1 −1)/Hr1/(r1 −1) with (Hr1)g when r1 <. and L1/H1
with a closed subspace of (H.)g when r1=., we find that Hf is still of
Hankel type in thatHfS=SgHf. In this sense, Theorem 3.1 can be viewed
as a generalization of the Nehari theorem.
Note that the existence of a maximizing vector for Hf when 1 [ p <.
follows, via Theorem 3.1, from that of an extremal function in Problem 2;
alternatively, one may also observe thatHf is compact since rational func-
tions are dense in Lp and are symbols of finite rank Hankel operators by
Kronecker’s theorem [41, Theorem 3.11; 47, Theorem 1.5]. The existence
of a maximizing vector is not automatic if p=., but it is guaranteed if
f ¥H.+C because then an extremal function again exists; of course, the
denseness of rational functions in C makesHf compact in this case too. If
we assume that f ¨Hp, and if we agree not to distinguish between maxi-
mizing vectors that differ by a multiplicative constant of modulus 1, the
factorizations F=u0v0 in Theorem 3.1 are in one-to-one correspondence
with ordered splittings j=j1 j2 of the inner factor j of F; this follows from
the remark after Lemma 3.1 when q <. and by direct inspection if q=.
because then F is inner by (11). In particular, all maximizing vectors v0
attached to a given F share the same outer factor and consequently the
same modulus. Moreover, an extremal function F is associated in this
manner to a unique outer maximizing vector, namely the outer factor of F
raised to the power q/r2 if q <. and the constant function 1 if q=.. In
particular, when p <. and f ¨Hp so that the extremal function is unique,
there is a unique outer maximizing vector forHf.
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So far, it is unclear whether Theorem 3.1 is of any help analysing
Problems 1 and 2, because the functions v0 and u0 in that theorem are
themselves defined in terms of solutions to such problems. However, a
particular instance where we do gain something is when we set r1=2,
which is possible if, and only if, p \ 2. In this case Hf takes values in the
Hilbert space L2/H2, and an isometric representative in H¯20 for the coset
{fv} is linearly computed to be P−(fv). This will allow for us to charac-
terize maximizing vectors through generalized eigenvector equations of the
Hammerstein type in Theorem 3.3. Moreover, given such a maximizing
vector v0 of Hf, the associated u0 in Theorem 3.1 may then also be com-
puted linearly in terms of fv0, thereby giving rise to the error formula (23).
To carry out this analysis, it will be helpful to make the following nota-
tional convention. Whenever 2 [ p [., we reserve throughout the paper
the symbol s to denote the conjugate exponent to p modulo 2 and therefore
also to 2 modulo q:
1
p
+
1
s
=
1
2
,
1
2
+
1
s
=
1
q
. (17)
In particular, it is always the case that 2 [ s [.. Subsequently, we define
Af, the Hankel operator with symbol f, according to the rule:
Af: H s Q H¯
2
0
vW P−(fv).
Let us emphasize again that Af is defined only when p \ 2, in which case
we use it systematically instead of Hf, because it leads to concrete func-
tional identities since its values are true functions.
For p \ 2, since Af is obtained by setting r1=2, r2=s, and composing
Hf with the isometry P− : L2/H2Q H¯
2
0, it follows from (16) that
d(f, Hp)=|||Af |||. (18)
In addition, given v ¥H s and u ¥H2, we get since fv ¥ L2 and because H2
is orthogonal to itself through the pairing (6), that
1
2ip
F
T
fuv dz=
1
2ip
F uP−(fv) dz. (19)
Hence when we look for
sup 3 : 1
2ip
F
T
fuv dz : , u ¥H2, ||u||2=14 ,
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we find if fv ¨H2 that the maximizing u is uniquely determined so as to
produce equality in the Schwarz inequality when applied to the right-hand
side of (19), namely it is obtained by setting
u=e−ih
P−(fv)
||P−(fv)||2
=e−ih
Af(v)
||Af(v)||2
. (20)
Consequently, when p \ 2, we deduce from Theorem 3.1 when f ¨Hp that
F solves for Problem 2 if, and only if,
F=e−ih
Af(v0)
||Af(v0)||2
v0, (21)
where v0 ¥H s is some maximizing vector for Af.
The connection between Af and Problem 1 can now be stated as follows.
Theorem 3.2. Let f ¥ Lp with 2 [ p [.. Then
d(f, Hp)=|||Af |||=sup{||Af(v)||2, v ¥H s, ||v||s=1}. (22)
If v0 is a maximizing vector for Af, the unique solution to Problem 1 is
given by:
g0=f−
Af(v0)
v0
=
P+(fv0)
v0
; (23)
if moreover f ¨Hp, then
|v0 | s/p=
|f−g0 |
||f−g0 ||p
a.e. on T if 2 < p [., (24)
|v0 |=1 a.e. on T if p=2. (25)
A maximizing vector always exists if 2 [ p <.. If p=., a maximizing
vector exists at least when f ¥H.+C.
Remark. Notice that (23) and (24) do make sense because v0 ] 0 so that
v0(e ih) ] 0 a.e. It is worth emphasizing that formula (23) gives rise to a
single g0 although v0 itself need not be unique. When p=2, then v0=1 is a
maximizing vector and (23) gives the correct answer g0=P+(f). When
p=., the statement reduces to the Nehari theorem and (24) stresses the
well known fact that the optimal error has constant modulus in this case.
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Proof. Equation (22) rephrases (18). Next, let v0 be a maximizing vector
for Af and g0 ¥Hp be a solution to Problem 1. As fv0−Af(v0) and g0v0
both lie in H2 which is orthogonal to H¯20 under the pairing O, P, we get
d(f, Hp)2=OAf(v0), Af(v0)P=Ofv0, Af(v0)P
=O(f−g0) v0, Af(v0)P. (26)
Applying successively the Cauchy–Schwarz and the Hölder inequality
yields:
d(f, Hp)2 [ ||(f−g0) v0 ||2 ||Af(v0)||2 [ ||f−g0 ||p ||v0 ||s ||Af(v0)||2. (27)
But since
||v0 ||s=1 and ||f−g0 ||p=d(f, Hp)=||Af(v0)||2, (28)
equality must hold throughout in (26) and (27). Consequently (f−g0) v0
and Af(v0) are proportional with common L2 norm d(f, Hp), and as their
scalar product is positive they are equal,
(f−g0) v0=Af(v0),
which proves (23). If p=., then (24) follows from (9). Otherwise,
substitute (21) in (9) to obtain
f−g0
||f−g0 ||p
=
Af(v0)
||Af(v0)||2
v¯0 :Af(v0) v0||Af(v0)||2 :
q−2
,
and take moduli using (28) and (23) to conclude that
|v0 |2q−2 1 |f−g0 |||f−g0 ||p 2
q−2
=1.
This yields (25) if p=2 and otherwise (24) upon raising to the power
1/(q−2). Since the maximizing vectors of Af coincide with those ofHf when
r1=2 and r2=s, their existence was already discussed after Theorem 3.1. In
this connection, it is interesting to notice that the condition f ¥H.+C is not
just sufficient but also necessary for the compactness of Af: H2Q H¯
2
0 by a
theorem of Hartman [41, Theorem 3.20; 47, Theorem 1.4]. L
Theorem 3.2 calls for a characterization of maximizing vectors. For this,
it is convenient when 2 [ s <. to introduce the conjugate exponent l such
that 1/s+1/l=1 and to define the adjoint of Af ,
Agf : H¯
2
0 Q H
l
uW P+(f¯u),
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having the property that OAfv, uP=Ov, A
g
fuP whenever v ¥H s and u ¥ H¯20.
When s=. so that l=1, we attach a meaning to Agf(u) for all u ¥ H¯20 by
regarding P+(f¯u) as a distribution on T. We may now state a generalized
singular value equation that characterizes maximizing vectors and stresses
the peculiarity of outer ones.
Theorem 3.3. Let f ¥ Lp with 2 [ p [., and assume that f ¥ C+H.
in case p=.. Let further Af : H sQ H¯20 be the Hankel operator.
If 2 < p, then |||Af |||2 is the largest value of l for which the equation
AgfAf(v)=lP+(|v|
s−2 v), v ¥H s, ||v||s=1, l ¥ R+ (29)
can be solved with respect to v and the corresponding solutions are precisely
the maximizing vectors of Af; moreover, if v is an outer solution to (29), then
necessarily l=|||Af |||2 and v is maximizing.
If p=2, and f ¨H2, the maximizing vectors of Af are those inner v
satisfying:
AgfAf(v)=P+(|P−(f)|
2 v); (30)
they are the inner divisors of the function e−ihP−(f).
Proof. Assume first that p > 2. Clearly, a unit vector v0 ¥H s is maxi-
mizing if, and only if, the linear form
j: H s Q C
uW Ou, AgfAfv0P
has norm |||Af |||2, this norm being necessarily attained on v0. By the Hahn–
Banach theorem, j extends to a functional k: L sQ C with the same norm.
But then
k(h)=|||Af |||2 Oh, |v0 | s−2 v0P
for this is the unique functional on L s attaining its norm |||Af |||2 on v0,
as follows immediately from the Hölder inequality (the map vW
||v||1−s/ls |v|
s−2 v is in fact the normalized duality mapping from L s into L l,
which is a canonical isometric homeomorphism from a uniformly convex
space onto its uniformly convex dual [16, Corollary 3.15]). Consequently
AgfAfv0−|||Af |||
2 |v0 | s−2 v0 ¥ L l generates the zero functional on H s via the
pairing O , P and therefore belongs to H¯ l0 so that (29) holds with l=|||Af |||
2.
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If, conversely, v is a solution to (29), pairing with v under O , P using the
definition of the adjoint and the orthogonality of H¯ s0 and H
l yields
||Af(v)||
2
2=l ||v||
s
s=l,
so that indeed 0 [ l [ |||Af |||2 with equality if, and only if, v is maximizing.
If we now multiply (29) by v¯ and apply P+ to both sides, we obtain
P+(f¯v¯P−(fv))=lP+(|v| s), (31)
where we have used the very definition of Af and A
g
f together with (3). In
another connection, from (3) again and the fact that H2=e ihH¯20, we
mechanically obtain:
P+(f¯v¯P−(fv))=P+(P+(f¯v¯) P−(fv))=P+(e−ihP−(e−ih fv) P−(fv))
=P+(e−ihe−ih fvP−(fv))=P+(fvP−(fv))
=P+(P−(fv) P−(fv))=P+(Af(v) Af(v)), (32)
so that
|Af(v)|2=l |v| s a.e. on T, (33)
because these two real-valued L1-functions share the same Fourier coeffi-
cients of nonnegative index by (31) and (32). If in addition v is outer, and
we define g0 through formula (23) where we set v0=v, then g0 belongs to
the Nevanlinna class N+ and (33) yields
|f−g0 |=:Af(v)v :=l1/2 |v| s/p ¥ Lp, (34)
whence g0 belongs to N+5 Lp=Hp. Moreover, it follows from (34) that
||f−g0 ||p=l1/2. (35)
If l=0, then f ¥Hp and |||Af |||=0. Otherwise, for any g ¥Hp, we have by
duality
||f−g||p \ sup
h ¥Hq
||h||q=1
: 1
2ip
F
T
fh dz := sup
h ¥Hq
||h||q=1
: 1
2ip
F
T
(f−g0) h dz : ,
and specializing h to l−1/2 e−ih Af(v) v gives us by definition of g0:
||f−g||p \ l−1/2 ||Af(v)||22=l1/2.
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In view of (35) we conclude that g0 is a best analytic approximant to f and
consequently that l=|||Af |||2 as was to be shown.
If p=2, set h=P−(f) for simplicity and observe from the Parseval
identity that a unit vector v ¥H. is maximizing if, and only if,
||h||22=|||Af |||
2=||P−(fv)||
2
2=||P−(hv)||
2
2 [ ||hv||2 [ ||h||22.
This holds if, and only if, |v|=1 a.e. on T and hv ¥ H¯20. On one hand,
conjugating this relation gives us h¯=e ihvw for some w ¥H2, that is to say v
is an inner divisor of e−ihh¯. On the other hand, the relation is also equiva-
lent to the fact that v is inner and satisfies 0=P+(hv)=hv−P−(hv); hence
multiplying by h¯ and applying P+ yields
P+(|h|2 v)=P+(h¯P−(hv))
which is (30) upon observing that Af=Ah. Conversely, if (30) holds for
some inner v, we can replace f by h in that relation and rewrite it in the
form
0=P+(h¯(hv−P−(hv)))=P+(h¯(P+(hv))),
which means that h¯P+(hv) ¥ H¯10. But this function is the product of two H2
functions thus it belongs to H1 as well, and therefore it must be identically
zero. Since h¯ is a nonzero member of H2 by assumption, this is possible
only if P+(hv)=0, as desired. L
We have now obtained an Lp-generalization of the Nehari theory which
is more or less complete in the range 2 [ p [.. In this connection, let us
point out that Theorem 3.3 has some computational value for rather effi-
cient fixed-point methods to numerically find the outer solution of (29) can
be found in [56] when f is a rational function. In order to later generalize
the Adamjan–Arov–Krein theory, we shall need some topological facts on
extremal functions and maximizing vectors that are gathered in the next
section.
4. EXTREMAL FUNCTIONS AND MAXIMIZING VECTORS
For 1 [ p [., it is immediate that the map fW d(f, Hp) is continuous
LpQ R. When 1 < p <., much more is in fact true:
Proposition 4.1. If 1 < p <., the map fW g0 associating to f its best
analytic approximation (i.e., the unique solution to Problem 1) is continuous
LpQHp, and the map fW F associating to f its extremal function (i.e., the
unique solution to Problem 2) is continuous Lp0HpQHq.
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Proof. Projecting on a closed subspace is a continuous operation in the
uniformly convex space Lp [14, Chap. II, Theorems 1.2, 3.1]; hence fW g0
is continuous. If moreover d(f, Hp) > 0, it follows from (11) that
f−g0 W F is also continuous LpQHq since it is obtained upon applying
the conjugate of the duality mapping and multiplying by e−ih ||f−g0 ||
−p
p .
Altogether, fW F is continuous Lp0HpQHq. L
Remark. The proposition should be held in contrast with the case
p=. where the map fW g0 is known to be discontinuous CQH. at
every nonanalytic point [39] and where the map fW F is not even defined
since there may be several extremal functions. The situation when p=1
does not seem to be known.
When p=. and f ¥ C0H., extremal functions cannot be arbitrary as
their inner factor is a finite Blaschke product (otherwise there would be
infinitely many linearly independent maximizing vectors, which contradicts
the compactness of Af) and their argument has vanishing mean oscillation
[45]. But if 1 < p <. and f ¥ Lp0Hp, extremal functions can be arbitrary
elements of the unit sphere in Hq. Indeed, if F ¥Hq is of unit norm, we
may set
f=P−(e−ihF¯ |F|q−2), g0=−P+(e−ihF¯ |F|q−2), (36)
and by the M. Riesz theorem f belongs to H¯p0 and g0 to H
p. Observing
that ||f−g0 ||p=1 while
1
2ip
F
T
(f−g0) F dz=1,
we conclude that g0 is a best analytic approximant to f and F the asso-
ciated extremal function. To handle cases where F is wild, we will find it
instrumental at several places in the paper to single out a dense subclass of
Lp for which the associated extremal function has no singular inner factor.
When 2 [ p <., we developed enough material already to deduce that the
space 1k Hpk 0Hp of nonanalytic meromorphic functions is such a subclass.
Indeed, if f=h+pn−1/qn where h ¥Hp and pn−1 ¥ Pn−1 while qn is a poly-
nomial of exact degree n whose roots lie in U and which is prime to pn−1,
then the range of Af is the space Pn−1/qn … H¯20 of antianalytic rational
functions with denominator qn. Consequently F is the product of a rational
function by an outer maximizing vector in view of (21); hence it has no
singular inner factor in this case. Another subclass of Lp meeting our
requirement, this time for any p ¥ [1,.], consists of functions that are
analytic in a neighborhood of T. Indeed, if f is analytic in some corona
{r < |z| < 1/r} with r < 1, then F assumes the form bh1/q where b is a finite
Blaschke product and h is an outer function in H1 that extends analytically
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in the corona; this is proved in [51] by applying the reflection principle to
(f−g0) F across T.
Our motivation to get rid of singular inner factors is that we want to
extract inner and outer factors in a continuous fashion. This we ascertain
from the next lemma which is established in [13] and may be of inde-
pendent interest. As we rely on this lemma in a rather deep manner, and
since the reference just quoted may not be accessible to most readers, we
provide an argument for this purely function-theoretic result.
Lemma 4.1. For 1 [ p <., the map Hp0{0}QHp that associates to a
function its outer (resp. inner) factor is continuous at every point having no
singular inner factor.
Proof. For h ¥Hp0{0}, let jh and wh denote respectively the inner and
the outer factor. We contend that a continuity point of hW wh is also a
continuity point of hW jh. Indeed, if hk Q h and whk Q wh in H
p, some
subsequence jhnk converges pointwise a.e. to jh because ||(jh−jhk ) wh ||p Q 0
as follows from the identity:
(jh−jhk ) wh=h−hk+jhk (whk −wh).
But then || jhnk −jh ||p Q 0 by dominated convergence, and we were able to
extract from jhk a subsequence converging to jh which is enough to prove our
contention.
Now, assuming that h has no singular inner factor and that the sequence
hk converges to h in Hp, we want to prove that whk converges to wh there.
Using subsequences, we may suppose that whk converges weakly (weak-* if
p=1) to g ¥Hp, because ||whk ||p=||hk ||p is bounded. As the norm of the
weak (weak-* if p=1) limit cannot exceed the limit of the norms,
||g||p [ lim
kQ.
||whk ||p= lim
kQ.
||hk ||p=||h||p=||wh ||p. (37)
By the Cauchy formula, whk converges pointwise on U to g thus also locally
uniformly because {whk} is a normal family. A classical theorem of Hurwitz
entails that g is zero-free in U since each whk is, hence g=cSw where c is a
constant of modulus 1 and w is outer, while S is either identically 1 or a
singular inner function. Now, since the modulus of an Hp function is
pointwise majorized on U by the modulus of its outer factor, we get for any
z ¥ U that
|h(z)|= lim
kQ.
|hk(z)| [ lim
kQ.
|whk (z)|=|g(z)|
which entails that log |g| is a harmonic majorant on U of the subharmonic
function log |h|. But the least harmonic majorant of the latter is log |wh | (i.e.
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the Poisson integral of log |h(e ih)|) because h has no singular inner factor
[23, Chap. 2, Theorems 5.4–5.5], hence
|wh(z)| [ |g(z)| for z ¥ U. (38)
Taking nontangential limits implies |wh | [ |g| a.e. on T and necessarily then
|wh |=|g| a.e. on T by (37). Consequently w=wh so that (38) yields 1 [ |S|
on U, and thus S — 1. Since c=g(0)=limk whk (0)=1, we deduce at last
that g=wh. If p > 1, criterion A implies that whk converges to wh in H
p.
When p=1 the argument fails but one can show that whk has a sub-
sequence that converges pointwise a.e. on T to wh and appeal to criterion
B. In fact, the elementary inequality |log+ x− log+ y| [ |x−y| for x, y > 0
shows that log+ |hk |Q log+ |h| in L1. In addition, the convergence of whk to
wh on U implies that
lim
kQ.
1
2p
F 2p
0
log |hk | dh= lim
kQ.
log whk (0)=log wh(0)=
1
2p
F 2p
0
log |h| dh
where the principal branch of the logarithm was used. Consequently
lim
kQ.
1
2p
F 2p
0
log− |hk | dh=
1
2p
F 2p
0
log− |h| dh,
and gathering the log+ and log− terms tells us that ||log |hk | ||1 Q ||log |h| ||1 as
kQ.. By L1 convergence we may assume, up to a subsequence, that hk
converges pointwise a.e. to h on T, and criterion B shows that ||log |hk |−
log |h| ||1 Q 0. Let u and uk denote the conjugate functions of log |h| (e ih) and
log |hk | (e ih) respectively, and hnk be a subsequence such that ||log |hnk |−
log |h|||1 [ 1/k3. Since the conjugate operator is of weak-L1 type [23, Chap. 3,
Theorem 2.1], the Lebesgue measure of those h for which |unk (e
ih)−u(e ih)|
> 1/k is majorized by some constant times 1/k2, so that unk converges
pointwise a.e. to u, and consequently whnk=exp{log |hnk |+iunk} converges
pointwise a.e. to wh=exp{log |h|+iu} as desired. L
We can now establish the continuous dependence of the outer maximiz-
ing vector with respect to f on a dense subclass of functions.
Proposition 4.2. For 2 [ p <., the map associating to f the outer
maximizing vector of Af is continuous 1k Hpk 0HpQH s.
Proof. By Proposition 4.1, Lemma 4.1, and since the extremal function
F has no singular factor if f is meromorphic, we see that the outer factor
of F in Hq depends continuously on f ¥1k Hpk 0Hp. Therefore it is enough
to prove that wW wq/s is continuous EqQH s, where Eq denotes the collec-
tion of outer factors of unit norm in Hq and the principal branch of the
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logarithm is used to define the root. But this map is evidently isometric,
and the desired continuity follows at once from criterion B. L
Remark. Proposition 4.2 remains valid if the class of meromorphic
functions in Lp is replaced by the space L of functions that are analytic in
a neighborhood of T. This is because the extremal function in Problem 2
has no singular inner factor if f ¥L, as mentioned before Lemma 4.1. In
fact, since this last property is valid more generally for every p ¥ [1,.],
Proposition 4.1 generalizes to the range 1 [ p <. if we replace 1k Hpk by
L (endowed with the Lp norm) and Af by Hf, no matter which pair of
exponents r1, r2 satisfying (15) is used in (14) to define Hf; the proof is
mutatis mutandis the same if p > 1, and if p=1 the result is trivial anyway
since the outer maximizing vector is the constant function 1.
In the next section, we introduce the best meromorphic approximation
problem in Lp which is our main object of study.
5. MEROMORPHIC APPROXIMATION
A natural generalization of Problem 1 is
Problem 3. Given f ¥ Lp, 1 [ p [., and m \ 0, find gm ¥Hpm such that
||f−gm ||p= inf
g ¥Hpm
||f−g||p.
Since Hpm=B
−1
m H
p and each b ¥ Bm has modulus 1 everywhere on T, the
above infimum may be further decomposed as
inf
b ¥ Bm
g ¥Hp
||f−b−1g||p= inf
b ¥ Bm
inf
g ¥Hp
||bf−g||p. (39)
Transposing the discussion in Section 2 leads us to the dual problem
Problem 4. Given f ¥ Lp, 1 [ p [., and m \ 0, find Fm ¥ BmHq,
||Fm ||q=1, with factors such that
1
2ip
F
T
fFm dz= inf
b ¥ Bm
sup
w ¥Hq
||w||q=1
: 1
2ip
F
T
fbw dz : , (40)
whose value is the same as Problem 3 and can be recast in terms of the
operatorHf by the same reasoning that led us to Theorem 3.1:
d(f, Hpm) := inf
g ¥Hpm
||f−g||p= inf
b ¥ Bm
sup
w ¥Hq
||w||q=1
: 1
2ip
F
T
fbw dz :
= inf
b ¥ Bm
sup
v ¥Hr2
||v||r2=1
||Hf(bv)||Lr1/(r1 −1)/Hr1/(r1 −1). (41)
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Likewise if 2 [ p [., the operator Hf may be replaced by Af so as to
yield:
d(f, Hpm)= inf
g ¥Hpm
||f−g||p= inf
b ¥ Bm
sup
v ¥Hs
||v||s=1
||Af(bv)||2,
1
p
+
1
s
=
1
2
. (42)
To analyze Problem 3 further, we need a basic topological lemma:
Lemma 5.1. (i) Bm … Lp is compact if 1 [ p <. and weak-* compact
if p=.; all these topologies agree on Bm and coincide on Bm 0Bm−1 with the
topology of uniform convergence.
(ii) Hpm … Lp is weakly closed if 1 < p <. and weak-* closed if p=.
.
Proof. If the zl in formula (2) do converge in U¯, and if the constant c in
that formula also converges in T, the bounded pointwise limit of b exists at
every point of T except for at most m limit points of the zl, and the limit
again belongs to Bm. Therefore, by dominated convergence, we conclude
that any sequence in Bm has a (weak-* if p=.) convergent subsequence.
Noting if p=. that the weak-* topology is metrizable since L1 is sepa-
rable, this proves that Bm is compact in Hp for 1 [ p <. and weak-*
compact in H.. Now, the weak-* topology of measures, namely the
topology induced by the linear forms bW Ob, hP with h ¥ C, is a Hausdorff
topology on Bm which is obviously coarser than each of the previous ones,
so they all coincide on Bm. Moreover, the Lp topology on Rm, m 5
(Hpm 0Hpm−1) is easily seen to be obtained by choosing as coordinates the
coefficients of the numerator and of the denominator in the irreducible
fractional representation of a rational function, the denominator being
normalized to be monic of exact degree m [2]. Clearly, this topology coin-
cides with that of uniform convergence on T, thereby proving (i).
To establish (ii), we let gk ¥Hpm converge weakly (weak-* if p=.) to g
in Lp and we show that g ¥Hpm. Write gk=b−1k hk with bk ¥ Bm and hk ¥Hp.
By (i) we may assume, up to a subsequence, that bk converges in Hq to
b ¥ Bm. For fixed n > 0, the convergence of gk implies
1
2p
F 2p
0
b(e ih) g(e ih) e inh dh= lim
kQ.
1
2p
F 2p
0
b(e ih) gk(e ih) e inh dh
= lim
kQ.
1
2p
F 2p
0
(b(e ih)−bk(e ih)) gk(e ih) e inh dh,
(43)
AN Lp ANALOG TO AAK THEORY FOR p \ 2 73
where we have used the fact that bk gk=hk ¥Hp has vanishing Fourier
coefficients of negative index. By the Hölder inequality, the last term in
(43) is 0, whence bg ¥Hp. L
Because of Lemma 5.1, we will no longer keep track of the value of p
when embedding Bm into Lp. Since balls are weakly compact in Lp (weakly-*
if p=.), it is immediate from part (ii) of the lemma that Problem 3 has a
solution for 1 < p [.. We now show that Problem 3 still has a solution
for p=1. Indeed, if gk=b
−1
k hk is a minimizing sequence in H
1
m with bk ¥ Bm
and hk ¥H1, we may extract subsequences hkn and bkn that converge
respectively weak-* to h in the space of complex Borel measures on T and
weak-* to b in H.. We know from the F. and M. Riesz theorem that
h ¥H1, and from Lemma 5.1 part (i) that b ¥ Bm. Moreover, it is immediate
that fbk converges weak-* to fb as a complex measure. Thus, by weak-*
compactness, there is a subsequence kn such that
||f−b−1h||1=||fb−h||1 [ lim
nQ.
||fbkn −hkn ||1= lim
nQ.
||f−b−1kn hkn ||1
=d(f, H1m),
so that b−1h is indeed a solution to Problem 3.
The existence of a solution to Problem 3 entails the existence of a mini-
mizing bm ¥ Bm in the right-hand side of (39), and the duality of Section 2
applied to fbm tells us that Problem 4 also has a solution provided that
f ¥ C if p=.. Clearly, any solution to Problem 3 is of the form
gm=b
−1
m hm (44)
where hm is a best analytic approximant to fbm and any solution to
Problem 4 is of the form Fm=bmF where F is extremal for fbm.
Because Hpm is not convex if m \ 1, we cannot argue that a solution to
Problem 3 is unique the way we did for Problem 1. When p=. it is a
remarkable consequence of AAK theory that uniqueness still holds. In
contrast, uniqueness may fail to hold in Problem 3 as soon as p <.. To
prove this, we need a lemma which has no counterpart if p=.:
Lemma 5.2. For 1 [ p <., m \ 1, and f ¥ Lp0Hpm−1, any best approx-
imant to f from Hpm belongs to H
p
m 0Hpm−1.
Proof. Suppose that g ¥Hpn is a best approximant to f from Hpm with
n < m. Write g=b−1n h with bn ¥ Bn and h ¥Hp. For any b1 ¥ B1, we have
that bnb1 ¥ Bm and therefore
d(fbn, Hp) [ d(fbnb1, Hp) [ d(fbnb1, b1Hp)=d(fbn, Hp), (45)
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where the first inequality follows from the minimality of g and the last
equality from the unimodularity of b1. But if F is an extremal function for
fbnb1 in Problem 2, equality throughout (45) entails that b1F is an extremal
function for fbn. Since the latter is unique if fbn ¨Hp, we obtain the
absurd conclusion that it should be divisible by every b1 ¥ B1. L
We now show the nonuniqueness phenomenon when 1 [ p <.. Let f
be an even function and m an odd integer such that f ¨Hpm; for instance
f(e ih)=exp{e−2ih} and m any odd integer would do. If gm, 1 is a solution to
Problem 3, then gm, 2(e ih) :=gm, 1(−e ih) is again a solution by the evenness
of f. Write gm, 1=h1/q1 and gm, 2=h2/q2 where h1, h2 ¥Hp and q1, q2 are
monic algebraic polynomials whose roots lie in U, none of which is a zero
of h1 and h2 respectively. By Lemma 5.2 we know that q1 and q2 have exact
degree m and, since m is odd, it would require that q1(z)=−q1(−z) and
h1(z)=−h1(−z) in order to have gm, 1=gm, 2. But then h1 and q1 should
have a common zero at 0, a contradiction. Thus gm, 1 and gm, 2 are indeed
two distinct best approximants to f from Hpm.
Not surprisingly, the possible nonuniqueness of solutions to Problem 3 is
a nongeneric phenomenon that will disappear under arbitrarily small per-
turbations of f. The next proposition gives a precise version of this fact
that will be of use in Section 8.
Proposition 5.1. Let f ¥ Lp with 1 [ p <., m \ 1, and gm be a best
approximant to f from Hpm. Let us write gm=bmhm for some bm ¥ Bm and
hm ¥Hp. Then, to every e > 0, there exists fe ¥ Lp with ||f−fe ||p [ e such
that gm is the unique best approximant to fe from H
p
m. Moreover, fe may be
chosen so that bmf and bmfe have the same extremal functions in Problem 2.
Proof. If f=gm then fe=f will do; hence we may assume that f ] gm.
For 0 < e < ||f−gm ||p, set
fe=f− e
f−gm
||f−gm ||p
¥ Lp, (46)
so that ||f−fe ||p=e. For g ¥Hpm, it follows from the triangle inequality
and the best approximation property of gm that
||fe−g||p \ ||f−g||p−||f−fe ||p \ ||f−gm ||p− e; (47)
moreover, it is readily computed that
||fe−gm ||p=>(f−gm) 11− e||f−gm ||p 2>p=||f−gm ||p− e.
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From this it follows that gm is a best approximant to fe from H
p
m. To
see that it is unique, we must show that equality cannot prevail in (47)
unless g=gm. Equality in (47) means that there is equality in the triangle
inequality
||f−g||p=||f−fe ||p+||fe−g||p (48)
and in addition that g is also a best approximant to f:
||f−g||p=||f−gm ||p. (49)
Since p <., equality in (48) occurs if, and only if, there is a nonnegative
real number l such that
fe−g=l(f−fe) a.e. on T, (50)
whence by the definition of fe we have
f−g=
(1+l) e
||f−gm ||p
(f−gm).
It now follows from (49) that
(1+l) e
||f−gm ||p
=1 (51)
so that g=gm as desired. Finally, fe−gm=l(1+l)−1 (f−gm) by (46)
and (51) hence the extremal functions associated to bmf and bmfe coincide
by (11). L
Problem 3 may be termed meromorphic approximation with at most m
poles. For p=. and f ¥H.+C, the solution is given by AAK theory [1,
27, 41, 45, 47, 62] in a far-reaching generalization of Theorems 3.2 and 3.3:
the unique best meromorphic approximant with at most m poles to f is
given by formula (23) where v0 is to be replaced by any eigenvector of
AgfAf associated to the mth largest eigenvalue, and this eigenvalue is equal
to d2(f, Hpm). The eigenvectors of A
g
fAf are called the singular vectors of
Af, and the square roots of the eigenvalues of A
g
fAf are called the singular
values of Af.
When p <., Problem 3 was apparently not much considered, although
AAK theory was generalized from a somewhat different perspective in [36]
where it is shown, for p, pŒ \ 2, that the mth approximation number of a
Hankel bilinear form Hp×HpŒQ C can be matched, up to some absolute
multiplicative constant, upon substracting a form of rank less than m which
is itself Hankel; in this respect, Theorem 8.1 and the discussion thereafter
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will show that the best constant is 1. From the approximation-theoretic
viewpoint, error asymptotics as mQ. have been obtained for Problem 3
in [3] and [8] when f is a function of Markov type. Also, the manuscript
[49] proposes an Lp generalization of the AAK theorem on singular
numbers, in a general setting involving the operator Hf over analytic
Jordan domains for 1 [ p <. and 1 < r2 [.. Although a close relative to
Theorem 8.1, this result is of a slightly different and somewhat dual nature
that does not seem to provide an easy platform for generalizing the AAK
theorem on singular vectors which is the basis for analysing best mero-
morphic approximants. We shall report on this in Section 8, when we shall
have proved Theorem 8.1 and discussed itsHf analog.
Finally, the case p=2 in Problem 3 deserves a special mention: since
every g ¥Hpm can be uniquely written as g=h+r with h ¥Hp and
r ¥ Rm−1, m, the L2-orthogonality of H2 and H¯20 implies that gm=
P+(f)+rm, where rm is a best rational approximant of degree at most m to
P−(f) from H¯
2
0. In other words, best rational approximation of degree m
in H¯20 (or equivalently best rational approximation of type (m−1, m) in H
2
upon conjugating and dividing by e ih) is really equivalent to best mero-
morphic approximation with m poles in L2. That type of rational approxi-
mation has already been considered in connection with interpolation theory
[20, 34] and from a differential viewpoint [9–11]. The fact that Problem 3
interpolates between uniform meromorphic approximation and rational
H¯20-approximation provides a new line of approach to the latter, because
this interpolation is continuous in a natural sense as will be shown in the
next section.
6. INTERPOLATION BETWEEN P=2 AND P=.
Extending to every p the terminology of [44], we say that a class of
functions C … Lp is hereditary if every f ¥ C has a best analytic approxi-
mant which is again in C. When p=., it must be mentioned that this
notion is in important connection with the continuity of the best analytic
approximation projection at f when Af has a largest singular value which
is simple. In fact, all known examples of spaces of continuous functions
enjoying this property occur as hereditary classes, notably the Wiener
algebra [27], separable Hölder–Zygmund classes, and certain Besov classes
[43].
The next theorem essentially says that LpŒ is hereditary in Lp if
2 [ p [ pŒ <., although we state the result more generally for best
meromorphic approximants at no additional cost. As an extra item of
notation, we let K(c) denote the norm of P− : LcQ H¯
c
0 for 1 < c <.. By
the Riesz–Thorin theorem [12, Theorem 2.2, Chap. 4], log K(c) is a
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convex function of 1/c and, since K(c)=K(cŒ) when 1/c+1/cŒ=1 by
duality, it follows that K: (1,.)Q R+ is continuous, nonincreasing on
(1, 2), nondecreasing on (2,.), and meets at 2 a minimum which is
obviously 1.
Theorem 6.1. Let f ¥ Lp with 2 [ p <. and gm a best approximant to
f from Hpm for some m \ 0. Then, for p [ pŒ <., we have that
||f−gm ||pŒ [K(2pŒ/p) ||f||pŒ. (52)
Moreover, if we write gm=b
−1
m hm with bm ¥ Bm, hm ¥Hp, and if we let vm
denote a maximizing vector of Afbm : H
s
Q H¯20, then
||vm ||spŒ/p [ 1K(2pŒ/p) ||f||pŒ||f−gm ||p 2
p/s
, (53)
where the right-hand side of (53) is to be interpreted as 1 when both p=2 and
f ¥H2.
Proof. We may assume that f ¥ LpŒ and f ¨Hpm, and in view of (44) it
is sufficient to consider the case m=0. If v0 is a maximizing vector of
Af: H sQ H¯
2
0, the Hölder inequality shows that fv0 ¥Hc1 where 1/c1=
1/pŒ+1/s. In another connection, (23) tells us that
(f−g0) v0=Af(v0)=P−(fv0),
whence
||(f−g0) v0 ||c1 [K(c1) ||fv0 ||c1 [K(c1) ||f||pŒ, (54)
where we used the Hölder inequality again and the relation ||v0 ||s=1.
If p=2, so that s=. and c1=pŒ, we get (52) and (53) from (54) and
(25).
Assuming now that p > 2 it follows easily from (24) and (54) that
||f−g0 ||pc1/2 [K(c1)
2/p ||f−g0 ||
2/s
p ||f||
2/p
pŒ .
If we put a1=pc1/2 and observe that ||f−g0 ||p [ ||f||p [ ||f||pŒ, we thus get
||f−g0 ||a1 [K(c1)
2/p ||f||pŒ.
Plugging this into (24) and putting b1=a1s/p, we obtain after a short
computation that
||v0 ||b1 [K(c1)
2/s 1 ||f||pŒ
||f−g0 ||p
2p/s.
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Now, assume inductively that
||f−g0 ||ak [ Ck ||f||pŒ
||v0 ||bk [ 1Ck ||f||pŒ||f−g0 ||p 2
p/s
,
(55)
where the case k=1 was just proved with C1=K(c1)2/p. If we define ck+1,
ak+1, and bk+1 by the formulas
1
ck+1
=
1
pŒ+
1
bk
, ak+1=
pck+1
2
, bk+1=
sck+1
2
, (56)
the same computation as before yields (55) with k replaced by k+1 and
Ck+1=C
2/s
k K(ck+1)
2/p.
Since
1
ck+1
−
1
ck
=
2
s
1 1
ck
−
1
ck−1
2 and 1
c2
−
1
c1
=
1
s
1 2
c1
−12 [ 0,
we deduce that ck is nondecreasing and therefore converges to a limiting
value which is seen from (56) to be 2pŒ/p. Consequently ak converges to pŒ.
We also compute by induction
Ck=(K(ck) K(ck−1)2/s K(ck−2) (2/s)
2
· · ·K(c1) (2/s)
k−1
)2/p,
and summing the geometric series yields the uniform bound:
Ck [K(2pŒ/p)
2s
p(s−2)=K(2pŒ/p). (57)
Finally, as the inequalities
||f−g0 ||ak [K(2pŒ/p) ||f||pŒ
||vm ||bk [ 1K(2pŒ/p) ||f||pŒ||f−gm ||p 2
p/s
hold uniformly with respect to k, we get (52) and (53) from the Fatou
lemma. L
Remark. The theorem entails that gm ¥ LpŒ if f ¥ LpŒ for some
pŒ ¥ [2,.), but this fails if pŒ=. since the best analytic approximant
when p=2 is P−(f) which may not be in L. but merely in BMO; more
generally, it would be interesting to know whether gm lies in BMO when
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p \ 2 and f ¥ L., and in VMO if f ¥ C. With the aid of Theorem 6.1, it
can be shown that best analytic approximation in Lp norm is continuous in
LpŒ if 2 [ p [ pŒ <.; see [56] where the continuity of extremal functions
and maximizing vectors is also analysed.
We now turn to the continuity of the solution to Problem 3 with respect
to p ¥ [2,.]. The possible nonuniqueness of best meromorphic approxi-
mants when p <. makes it convenient to state it as a compactness
property:
Theorem 6.2. Let f ¥ LpŒ, with 2 < pŒ [. and assume further that
f ¥ C if pŒ=.. For each integer m \ 0, we have that
(i) the map pW d(f, Hpm) is continuous [2, pŒ]Q R,
(ii) the collection of all pairs (p, gm, p) where p ¥ [2, pŒ] and gm, p is a
best approximant to f from Hpm is a compact subset of R¯×L
a for each finite
a ¥ [2, pŒ].
Proof. For each p ¥ [2, pŒ], let gm, p denote a best approximant to f
from Hpm. If pk is a sequence in [2, pŒ] converging to some pg, we are going
to prove that
lim
kQ.
||f−gm, pk ||pk=||f−gm, p* ||p* (58)
and that some subsequence gm, pnk converges in L
a to some gg which is a
best approximant to f from Hp*m , provided that both a <. and a [ pŒ. We
may assume that f ¨Hp −m ; otherwise gm, pk=f for all k and there is nothing
to prove.
Whenever 2 [ a [ b [ pŒ, using twice the extremal property of gm, p
together with the Hölder inequality, we get
||f−gm, a ||a [ ||f−gm, b ||a [ ||f−gm, b ||b [ ||f−gm, a ||b, (59)
where the last term may be infinite in case b=pŒ=.. Recall that, for fixed
measurable h, the function [1,.]Q [0,.] defined by cW ||h||c is contin-
uous on the interval where it is finite and that limcQ+. ||h||c=||h||. as
soon as ||h||r <. for some r <.. Consequently, if we pick pg ¥ [2, pŒ],
and observe by Theorem 6.1 and the Hölder inequality again that
||f−gm, p* ||c <. for 2 [ c < pŒ, we deduce that cW ||f−gm, p* ||c is continu-
ous as a mapping from [1, pŒ] to [0,.]. Therefore
lim
p [ pŒ
pQ p*
||f−gm, p* ||p=||f−gm, p* ||p*. (60)
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It is enough to argue when pk converges monotonically to pg, assuming
first that 2 [ pg < pŒ and that the sequence pk tends to pg from above. In
view of (60), we conclude that (58) indeed holds by virtue of (59) where a is
set to pg and b to pk. Moreover, gm, pk is uniformly bounded in L
p1 by
Theorem 6.1, and thus in Lp* also, by the Hölder inequality, and therefore
some subsequence gm, pnk converges weakly there to some g
g. By Lemma 5.1
we know that g g ¥Hp*m , and the weak compactness of balls in Lp*, together
with the Hölder inequality and relation (58) that we just verified, gives us
||f−gg||p* [ lim
kQ.
||f−gm, pnk ||p* [ limkQ.
||f−gm, pnk ||pnk=||f−gm, p* ||p*.
Thus gg is a best approximant to f from Hp*m , and f−gm, pnk converges to
f−gg in Lp*-norm by criterion A.
Assume now that 2 < pg [ pŒ and that pk increases to pg. By virtue of
(59) where, this time, a is set to pk while b is set to pk+1 and then to pg, we
see that ||f−gm, pk ||pk increases to some limit a [ ||f−gm, p* ||p*. For any
c < pg, we get from the Hölder inequality as soon as pk \ c that
||f−gm, pk ||c [ ||f−gm, pk ||pk [ ||f||pk [ ||f||pŒ;
hence gm, pk remains bounded in L
c. Consequently, a diagonal argument
provides us with a subsequence pnk such that, for each positive integer k Œ,
the sequence gm, pnk converges weakly in L
pk Œ as kQ.. Moreover, the weak
limit gg is the same in each Lpk Œ for its Fourier coefficients are obtained as
limits over k independent of k Œ, and gg belongs to Hpk Œm for all k Œ in view of
Lemma 5.1. By weak compactness of balls and the Hölder inequality, we
get for fixed k Œ that
||f−gg||pk Œ [ lim inf
kQ.
||f−gm, pnk ||pk Œ [ limkQ.
||f−gm, pnk ||pnk=a. (61)
If pg <., we get by monotone convergence on the set where |f−gg| > 1
and by dominated convergence on the set where |f−gg| [ 1 that
||f−gg||p*p*= lim
k ŒQ.
||f−gg||pk Œpk Œ
whence also
||f−gg||p*= lim
k ŒQ.
||f−gg||pk Œ ; (62)
if pg=., the previous relation is still valid because ||f−gg||pk Œ <. for any
particular pk Œ, and therefore we deduce from (62), (61), and the definition
of a that, in any case,
||f−gg||p* [ a [ ||f−gm, p* ||p*. (63)
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Thus gg belongs to Hp*m and it is a best approximant to f from H
p*
m ; in
addition, equality holds throughout (63) implying that a=||f−gm, p* ||p*
which is (58). If pg=., we know that f−gg has constant modulus a a.e.
on T so that equality holds throughout (61); thus the convergence of
f−gm, pnk to f−g
g in Hpk Œ for fixed k Œ is actually strong by criterion A. If
pg <., we know from Theorem 6.1 that ||f−gm, pk ||p* remains bounded so
that gm, pk ¥H
p*
m for all k and, refining the subsequence pnk if necessary, we
can assume that gm, pnk converges weakly to g
g in Hp*m also. Set
gm, pnk=b
−1
m, nkhm, nk and g
g=b−1m h,
with bm, nk , bm ¥ Bm and hm, nk , h ¥H
p*.
As we assumed f ¨Hp*m , we know from Lemma 5.2 that bm and bm, nk lie
in Bm 0Bm−1. Therefore, up to a further refinement of pnk , we may suppose
by Lemma 5.1 part (i) that bm, nk converges uniformly to bm. Now, the best
analytic approximation to bm, nk f−h from H
pnk is clearly hm, nk −h, so (52)
gives us:
||f−gm, pnk ||p*=||bm, nk f−h−(hm, nk −h)||p* [K(2p
g/pnk ) ||bm, nk f−h||p*.
(64)
As kQ., it follows by continuity of K that K(2pg/pnk )QK(2)=1 and
by the uniform convergence of bm, nk that ||bm, nk f−h||p* Q ||bmf−h||p*=
||f−gg||p*. Hence (64) implies
lim sup
kQ.
||f−gm, pnk ||p* [ ||f−g
g||p*,
so the convergence of gm, pnk to g
g in Hp* has to hold in norm, using
criterion A again. L
Remark. When f ¥ C, the best approximation gm to f from H.m is
unique, and the compactness property stated in the theorem says that any
sequence of best Lp meromorphic approximants to f with m poles con-
verges to gm in La as pQ. for each finite a. Here again, it would be
interesting to know whether the convergence sharpens, say to BMO.
The next section is devoted to differential topological preliminaries
needed to generalize the notion of singular values to a non-Hilbertian
context.
7. SOME LJUSTERNIK–SCHNIRELMAN THEORY
We let X be a real reflexive Banach space and N: XQ R an even differ-
entiable nonnegative map (the word differentiable always refers to Fréchet
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differentiability). The derivative at x is denoted by DN(x), whose action on
y is indicated by DN(x).y. We also assume that N(0)=0 and that
limN(x)=+. as ||x||Q., and we suppose in addition that DN(x) is
Lipschitz continuous on Y and that infy ¥ Y DN(y).y > 0, whenever Y is a
closed bounded subset of X that does not contain zero. In particular N is a
submersion at each nonzero point; thus M=N−1(1) is an embedded C1
manifold in X, whose tangent space TxM at x is Ker DN(x) [33, Chap.
II, 2, Proposition 2]; clearlyM is nonempty, bounded, and symmetric.
Let F: XQ R be another even differentiable map, whose derivative DF
is also Lipschitz on closed bounded subsets not containing zero. The
restriction F|M of F toM induces a real-valued C
1-map whose derivative at
x ¥M, denoted by TF(x): TxMQ R, is simply the restriction of DF(x) to
TxM. A point x ¥M is called a critical point of F|M if TF(x) is the zero
linear map; the number F(x) is the associated critical value. Given c ¥ R,
we write critc,M F to mean the set of critical points of F|M with critical
value c, in other words the (possibly empty) collection of those x ¥M for
which TF(x)=0 and F(x)=c.
As TxM is a subspace of X, we may speak of the norm |||TF(x)||| of the
continuous linear form TF(x): TxMQ R. The map F|M is said to satisfy
the Palais–Smale condition with respect to c ¥ R if each sequence {xk} inM
such that |||TF(xk)|||Q 0 and F(xk)Q c has a convergent subsequence in
M. If this condition holds, there exists a continuous mapping
D:M×[0, 1]QM
having the following three properties:
1. D(x, 0)=x and D is odd with respect to x ¥M;
2. if 0 < r [ 1, then F(D(x, r)) \ F(x) for every x ¥M with equality
if, and only if, x is a critical point of F|M ;
3. to each open set U …M containing critc,M F, there exists e > 0
such that F(x) \ c− e and x ¥M0U together imply F(D(x, 1)) \ c+e.
The map D is known as a Ljusternik–Schnirelman deformation for F|M ,
and we refer to [63, Lemma 44.29 and Corollary 44.30] for a proof of
its existence using one iteration of a projected gradient algorithm with
sufficiently small stepsize.
We need also introduce the genus of a closed symmetric subset K of a
topological vector space as being the smallest integer n \ 0 for which there
exists an odd continuous mapping
G: KQ Rn0{0}. (65)
AN Lp ANALOG TO AAK THEORY FOR p \ 2 83
The genus is zero if, and only if, K=”, and it is infinite when no finite n
meets the requirement. For instance, if n \ 1, the Borsuk–Ulam theorem
(see e.g. [25]) implies that any set which is homeomorphic to a (n−1)-
sphere through an odd map has genus n.
IfKn denotes the collection of compact subsets ofM of genus at least n,
the Ljusternik–Schnirelman max–min principle asserts that:
sup
K ¥Kn
inf
x ¥K
F(x) (66)
is a critical value for F (if not, applying a Ljusternik–Schnirelman defor-
mation to a nearly optimal K would rise infK F above the maximum value
(66) by property 3 of such a deformation [63, Proposition 44.6]). Although
the max–min principle lies at the heart of the Lp version of AAK theory
given in the next section, it does not allow for us to describe the critical
points associated to the critical value (66), and our working tool will rather
be the existence of Ljusternik–Schnirelman deformations.
We shall be concerned only with X=H s, viewed as a real Banach space,
and N(x)=||x|| ss, so thatM will be the unit sphere:
S s :={v ¥H s; ||v||s=1}.
The reflexivity requirement is fulfilled since 2 [ s <., and the next two
lemmas show that the needed smoothness properties hold in this case.
Lemma 7.1. For 2 [ s <., the map
Ys: H s Q R
gW ||g|| ss
is continuously differentiable, and the derivative at g acts on u ¥H s by:
DYs(g).u=s Re{Ou, P+(|g| s−2 g)P}. (67)
In addition, the derivative DYs: H sQ (H s)g is Lipschitz-continuous on
bounded sets, (H s)g denoting the real dual of H s.
Proof. This is trivial when s=2 since Y2 is a continuous quadratic
map. When 2 < s <., the corresponding result for the map Ls: L sQ R,
defined by Ls(h)=||h||
s
s, is established in [29, Proposition 17.6] (choose
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f(x, s)=s |s| s−1 in Eq. (17.1) there). According to this reference, the
derivative of Ls at h acts on v ¥ L s by
DLs(h).v=
s
2p
F 2p
0
|h(e ih)| s−2 Re{h(e ih) v(e ih)} dh, (68)
and restricting (68) to H s gives us (67) at once. L
Lemma 7.2. Let f ¥ Lp with 2 < p [., and let Af: H sQ H¯20 be the
associated Hankel operator. Assume moreover that f ¥H.+C in case
p=.. Then, the map
Gs, f: H s Q R
uW ||Af(u)||
2
2
is continuously differentiable with a Lipschitz-continuous derivative on
bounded sets, and a function v ¥S s is a critical point of Gs, f |Ss with critical
value l if, and only if:
AgfAf(v)=lP+(|v|
s−2 v). (69)
Moreover, Gs, f |Ss satisfies the Palais–Smale condition with respect to any
c ] 0.
Proof. Clearly Gs, f is a continuous quadratic form and hence is infini-
tely differentiable H sQ R, and the derivative is certainly Lipschitz on
bounded sets since it is even linear. Specifically, this derivative at v acts on
u ¥H s by
DGs, f(v).u=2 ReOAf(u), Af(v)P=2 ReOu, A
g
fAf(v)P, (70)
so that v is critical for Gs, f |Ss if, and only if, v ¥S
s and
2 ReOh, AgfAf(v)P=0 for all h ¥ TvS s=Ker DYs(v).
By the explicit form (67) of DYs(v), the previous equation is equivalent to:
ReOh, AgfAf(v)P=0 for all h ¥H s such that ReOh, P+(|v| s−2 v)P=0.
Since a real linear form is determined by its kernel up to a real multiplica-
tive constant, and since a complex linear form is determined by its real
part, we obtain (69) for some l ¥ R. Pairing with v and using the orthogo-
nality of H¯ l0 and H
s yields ||Af(v)||
2
2=l as desired.
Finally, let vk be a sequence in S s such that |||TGs, f(vk)|||Q 0 and
Gs, f(vk)Q c ] 0. Fix u ¥H s and define for each k
wk=u−ReOu, |vk | s−2 vkP vk.
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It is immediate to check that wk ¥Ker DYs(vk) and also that ||wk ||s is uni-
formly bounded with respect to k by 2 ||u||s, whence TGs, f(vk).wk Q 0 as
kQ.. The same holds if u is replaced by iu, and then (70) implies
lim
kQ.
Ou, AgfAf(vk)−c |vk |
s−2 vkP=0. (71)
By the weak-* compactness of balls in H s and the compactness of Af, we
may extract a subsequence vnk converging weakly to v with ||v||s [ 1 and
such that Af(vnk ) converges strongly to Af(v) ¥ H¯
2
0. Then
lim
kQ.
Ov, AgfAf(vnk )P= lim
kQ.
OAf(v), Af(vnk )
= lim
kQ.
OAf(vnk ), Af(vnk )
= c,
and applying (71) with u=v yields
lim
kQ.
Ov, |vnk |
s−2 vnkP=1.
But the above limit is at most ||v||s by the Hölder inequality, so the conver-
gence of vnk to v is actually strong in H
s by criterion A. This proves that the
Palais–Smale condition holds. L
A particular subset of S s is the set Bm of Blaschke products of degree at
most m. This one will play a crucial role in our analysis because it turns out
to be extremal with respect to the max-min principle for Gs, f |Ss . A basic
feature in this respect is the genus of Bm that we now compute.
Lemma 7.3. Let Ha be endowed with the usual norm topology if
1 [ a <. and with the weak-* topology if a=.. Then, the genus of
Bm …Ha is 2m+2.
Proof. We know from Lemma 5.1 that Bm is compact in Ha for
1 [ a <., weak-* compact in H., and that all these topologies coincide
on Bm. The result now follows from the fact that Bm, endowed with the H2
topology, is homeomorphic to the (2m+1)-dimensional sphere through an
odd map: this is proved in [42, Theorem 5.3] using Hessenberg realizations
for rational functions and is also contained in the proof of [6, Theorem 1]
as a simple consequence of the Schur algorithm; this last reference covers
the case of real Fourier coefficients only, but adapting to complex ones is
straightforward. L
In the next section, we carry over to the range 2 [ p [. the connection
between meromorphic approximation and Hankel operators which is
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stressed by classical AAK theory when p=., and we briefly discuss the
formal analog of the AAK theorem on singular numbers, involving the
operator Hf, defined by (14), which is more generally valid for 1 [ p [.
and any pair of exponents r1, r2 satisfying (15). Our construction rests on
the Hankel approach to analytic approximation of Section 3 and on the
Ljusternik–Schnirelman critical point theory that we just sketched.
8. AAK THEORY IN LP FOR P \ 2
If 2 < p <. and f ¥ Lp or if p=. and f ¥ C, we shall denote by
sn(Af) for n=0, 1, 2, ... the nth singular number of Af: H sQ H¯
2
0 defined as
sn(Af)=inf{|||Af−C|||, C: H sQ H¯
2
0 a linear operator of rank [ n}.
(72)
We may of course restrict ourselves to continuous C in (72). If p=2, so
that s=., we adopt the same definition except that in (72) we restrict
ourselves to those C that are not just continuous but also weak-*
continuous. Note that s0(Af)=|||Af ||| in any case.
We shall denote by gen(K) the genus of K, and we let
K sn={Compact (weak-* compact if s=.) symmetric K …S s
with gen(K) \ n}.
Finally, we define:
ln(Af)= sup
K ¥Ksn
inf
u ¥K
||Af(u)||2, n=0, 1, 2, ... . (73)
Our first step towards a generalization of AAK theory is the following
theorem, the first equality in (74) being well known if p=..
Theorem 8.1. Let f ¥ Lp with 2 [ p [. and Af: H sQ H¯20 be the
Hankel operator with symbol f. Assume moreover that f ¥ C if p=.. For
each integer m \ 0, the following equalities hold:
d(f, Hpm)=sm(Af)=l2m+1(Af)=l2m+2(Af). (74)
Proof. From the additive decomposition Hpm=H
p+Rm−1, m and
Kronecker’s theorem that characterizes Hankel operators of rank n as
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those admitting a rational symbol of degree n [41, Theorem 3.11 and
Proposition 6.1], we get by making use of Theorem 3.2 that
d(f, Hpm)= inf
r ¥ Rm−1, m
inf
h ¥Hp
||f−r−h||
= inf
r ¥ Rm−1, m
|||Af−r |||
= inf
r ¥ Rm−1, m
|||Af−Ar |||
=inf{|||Af−C|||, C: H sQ H¯
2
0 a Hankel operator of rank [ m}.
This implies that d(f, Hpm) \ sm(Af), because in (72), we are minimizing
over all operators (weak-* continuous if s=.) of rank [ m and not just
the Hankel ones.
Next, we pick e > 0. By definition of l2m+1(Af), there exists Ke ¥K s2m+1
such that:
inf
v ¥Ke
||Af(v)||2 \ l2m+1(Af)− e.
Let C: H sQ H¯20 be a continuous (weak-* continuous if s=.) linear
operator of rank at most m. The image of C can be embedded in Cm ’ R2m.
By the very definition of the genus, C has to vanish at some u ¥Ke for
otherwise gen(Ke) would be [ 2m; thus
|||Af−C|||= sup
v ¥Hs, ||v||s=1
||Af(v)−C(v)||2
\ ||Af(u)−C(u)||2=||Af(u)||2 \ l2m+1(Af)− e.
Since e was arbitrary, this proves that sm(Af) \ l2m+1(Af).
As l2m+1(Af) \ l2m+2(Af) by definition, it remains to show that
l2m+2(Af) \ d(f, Hpm). This is trivial if f ¥Hpm, so we assume that f ¨Hpm.
If p=2, so that s=., we noticed in the remark after Theorem 3.2
that v0=1 is always maximizing for Af: H.Q H¯
2
0. Therefore, applying
Theorem 3.2 to the right-hand side of (39), we get:
d(f, H2m)= inf
b ¥ Bm
|||Abf |||= inf
b ¥ Bm
||Abf(1)||2= inf
b ¥ Bm
||Af(b)||2.
In view of Lemma 7.3, we recognize in this case that Bm …S. is a weak-*
compact symmetric set, having genus 2m+2, such that:
inf
v ¥ Bm
||Af(v)||2=d(f, H
2
m),
thereby concluding the proof when p=2.
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Assume now that 2 < p <.. Since f ¨Hpm, we can associate to each
b ¥ Bm the unique outer maximizing vector vb ¥S s of Afb, and we define
the map:
f: Bm QS s
bQ bvb.
(75)
We claim that f is continuous and odd if f ¥ 1n Hpn 0Hpm . Indeed, since
any sequence in Bm has a subsequence converging boundedly pointwise
a.e. on T, the map bW fb is continuous Bm Q Lp by dominated con-
vergence; hence bW vb is also continuous Bm QH s by Proposition 4.2
and the observation that bf lies in 1k Hpk 0Hp by our choice of f. As
multiplication is continuous Bm ×H sQH s by dominated convergence
again, f is continuous and otherwise obviously odd. This establishes the
claim.
Since f is one-to-one by uniqueness of the inner–outer factorization, it is
a homeomorphism onto its image and the result now follows, for those
f ¥1n Hpn 0Hpm, from the fact that f(Bm) is a compact symmetric subset of
S s of genus 2m+2 on which vW ||Af(v)||2 attains the minimum d(f, H
p
m).
For the general case when 2 < p <., we approximate f in Lp norm by
functions in 1n Hpn 0Hpm (e.g., rational ones), and we argue that both
d(f, Hpm) and l2m+2(Af) behave continuously with respect to f, noting that
the convergence of fk to f in Lp implies that of Afk to Af in operator
norm.
Finally, a limiting argument gives us (74) when p=. also. Indeed, the
map vW v/||v||2 continuously maps K
s
2m+2 into K
2
2m+2 without decreasing
the L2 norm; hence, it is obvious from the definition that l2m+2(Af) is
larger if we regard Af: H2Q H¯
2
0 rather than Af: H
s
Q H¯20 for some s > 2.
Since we just proved that l2m+2(Af) \ d(f, Hpm) in the latter case, letting p
go to infinity and using Theorem 6.2 part (i) yields l2m+2(Af) \ d(f, H.m )
in the former case too. L
As a referee pointed out to the authors, (74) generalizes to every
p ¥ [1,.] if Af gets replaced by Hf. In other words, if we define sn(Hf)
and ln(Hf) via the formulas (72) and (73) where Af is replaced byHf, s by
r2, the space H¯
2
0 by the quotient space L
r1/(r1 −1)/Hr1/(r1 −1), and the
L2-norm by the quotient norm, then, taking into account the remark after
Proposition 4.2 and letting the space L of functions analytic in a neigh-
borhood of T play the role of 1k Hpk as dense subset of Lp for which
extremal function have no singular inner factor, the proof of Theorem 8.1
applies mutatis mutandis to yield:
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Corollary 8.1. Let f ¥ Lp with 1 [ p [. and r1, r2 ¥ [1,.] satisfy
(15). Then,Hf being as in (14), it holds that
d(f, Hpm)=sm(Hf)=l2m+1(Hf)=l2m+2(Hf). (76)
This is an appropriate place to comment upon the paper [49], where it is
shown that
sm(Hf)= inf
V ¥Vm
sup
v ¥ V
||v||r2=1
||Hf(v)||Lr1/(r1 −1)/Hr1/(r1 −1)=d(f, H
p
m), (77)
where Vm denotes the collection of all complex subspaces in Hr2 having
codimension at most m. Although it is not needed for our later purposes, it
is worth understanding the connection between (76) and (77) in depth and
for this to recall a celebrated theorem by Beurling characterizing all (weak-*
closed if r2=.) shift-invariant subspaces of Hr2 of codimension at most m
as being of the form bHr2 for some b ¥ Bm [23, Chap. 2; 41, Theorem 6.4].
Now, the three quantities involved in (77) appear in decreasing and then
increasing order. Indeed, the first inequality follows from the general
observation that whenever A:FQ G is an operator between Banach spaces
and C:FQ G has rank m, then |||A−C||| majorizes the norm of the
restriction of A to Ker C which is a subspace of codimension m; the second
inequality is an immediate consequence of Beurling’s theorem and the last
equality in (41). Thus, the content of (77) essentially lies with the remark-
able fact that infimizing the norm of the restriction of Hf over all (weak-*
closed if r2=.) shift-invariant subspaces of Hr2 of codimension at most m
does not yield a greater value than infimizing the norm of this restriction
over all (weak-* closed if r2=.) subspaces of codimension at most m. The
argument is the perfect dual of the one we used to establish (74) and (76):
by density it is enough to assume that f is analytic on a neighborhood of
T, so the compact set f(Bm) used in the proof of Theorem 8.1 is homeo-
morphic to a (2m+1)-dimensional sphere through an odd map, and there-
fore m complex linear forms on Hr2 must have a common zero on f(Bm) by
the Borsuk–Ulam theorem. This entails that any subspace of codimension
m in Hr2 contains a function of the form f(b)=bvb for some b ¥ Bm, and
since vb is a maximizing vector ofHbf by definition, the conclusion follows.
This is exactly the reasoning used in [49], where the details of the proof
are a little simpler for only weak topologies (weak-* if r2=.) are really
needed so the strong continuity of inner–outer factorizations asserted in
Lemma 4.1 is not necessary; the precise topological structure of Bm is not
necessary either, as it is enough to exhibit a weakly (weak-* if r2=.)
continuous odd map from S2m+1 into Bm, which is done there after [21]
using Nevanlinna–Pick interpolation. Let us also mention that [49] states
90 BARATCHART AND SEYFERT
his result over analytic Jordan domains, at no extra cost in view of the
generalization of inner–outer factorization theory to this setting [60].
Merging (76) and (77) into the following min–max principle,
d(f, Hpm)=sm(Af)= sup
K ¥Kr22m+2
inf
u ¥K
||Hf(u)||Lr1/(r1 −1)/Hr1/(r1 −1)
= inf
V ¥Vm
sup
v ¥ V
||v||r2=1
||Hf(v)||Lr1/(r1 −1)/Hr1/(r1 −1), (78)
we conveniently figure out how the result in [49], asserting that the first
two terms are equal to the last one, is dual to Theorem 8.1 asserting the
equality of the first three terms. The duality becomes even more suggestive
if one realizes that the argument leading to (77) remains valid if Vm gets
replaced by the collection of all real subspaces in Hr2 of real codimension
at most 2m+1 or more generally by the collection of all subsets defined by
2m+1 real and odd weakly (weak-* if r2=.) continuous (not necessarily
linear) relations.
In the remainder of this section, we shall pursue the Lp generalization of
AAK theory by connecting best meromorphic approximants to generalized
singular vectors of the Hankel operator in the same vein as Theorem 3.3
does for analytic approximants. From now on, the hypothesis p \ 2 will be
necessary both to obtain functional identities for singular vectors, and
errors, and to apply the critical point theory of Section 7. Therefore we
no longer consider Hf, and only Theorem 8.1 will be retained from the
previous discussion.
When p=. (hence s=2) and f ¥ C, relation (74) can be sharpened due
to the Hilbertian structure of the problem, and this gives rise to classical
AAK theory. Indeed, AgfAf is then compact and self-adjoint H
2
QH2; thus
it has a complete orthonormal system of eigenfunctions {jk}
.
k=0 corre-
sponding to nonnegative eigenvalues {mk} arranged in decreasing order.
The familiar Courant max–min principle (see e.g. [18; 64, Section 22.11])
tells us that
s2m(Af)=mm= sup
U ¥Um+1
inf
u ¥ U
||u||2=1
||Af(u)||
2
2, (79)
where Um denotes the collection of subspaces in H2 having dimension at
least m over C. The second equality in (79) means that we need not intro-
duce general symmetric compact sets of genus at least 2m+2 in order that
(74) be true, as Euclidean spheres will suffice. Moreover, since bH2 has
codimension at most m in H2 for each b ¥ Bm, it contains a vector in the
span of {j0, ..., jm}, so that b may minimize the right-hand side of (42)
only if this vector is an eigenfunction of AgfAf associated to mm, for the
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value of ||Af ||2 on any other member of {j0, ..., jm} is strictly bigger than
m1/2m =sm. Also, by the inf–sup structure of (42), the vector in question is
necessarily maximizing for the restriction of Af to bH2. Gathering up
things, to any extremal bm ¥ Bm in (42), there is a maximizing vector vm of
Afbm that makes bmvm a singular vector of Af associated to the mth singular
value, and taking (44) and (23) into account leads to the conclusion that
every best approximant from H.m to f ¥ C assumes the form
b−1m (fbm−Afbm (vm)/vm)=f−Af(bmvm)/bmvm.
This best approximant is in fact unique, because Af(v) vŒ=Af(vŒ) v
whenever v and vŒ are singular vectors associated to the same singular
value s: this is trivial if s=0, and otherwise it follows from the mechanical
identities
P+(Af(v) vŒ)=s−2P+(Af(v) AgfAf(vŒ))=s−2P+(Af(v) P+(f¯Af(vŒ)))
=s−2P+(Af(v) f¯Af(vŒ))=s−2P+(P+(f¯Af(v)) Af(vŒ))
=s−2P+(A
g
fAf(v)) Af(vŒ))=P+(v Af(vŒ)),
together with
P−(Af(v) vŒ)=P−(P−(fv) vŒ)=P−(fvvŒ)=P−(v Af(vŒ)). (80)
The case where 2 [ p <. does not behave so nicely, but a careful resta-
tement of the fact that best meromorphic approximants when p=. are
those P+(fv)/v where v is a critical point of G2, f on S2 lends itself to a
generalization when 2 < p [., of which p=2 appears to be a somewhat
degenerate limit case. This is the content of the next theorem, which is
nothing new when p=..
Theorem 8.2. Let f ¥ Lp with 2 [ p [., and assume if p=. that
f ¥ C. For each integer m \ 0, the following two assertions hold.
(i) The function gm is a best approximant to f from H
p
m if, and only if,
gm=f−
Af(vm)
vm
=
P+(fvm)
vm
(81)
for some vm ¥H s of unit norm, whose inner factor is a Blaschke product of
degree at most m, such that
AgfAf(vm)=s
2
m(Af) P+(|vm |
s−2 vm) if p > 2, (82)
AgfAf(vm)=P+(|Af(vm)|
2 vm) and ||Af(vm)||2=sm(Af) if p=2.
(83)
If p=. the approximant gm is unique.
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(ii) If f ¨Hpm and gm is a best approximant to f from Hpm associated
to vm as in (i), then
|vm | s/p=
|f−gm |
||f−gm ||p
a.e. on T if p > 2, (84)
|vm |=1 a.e. on T if p=2; (85)
If p <. and f ¨Hpm, then the inner factor of vm has exact degree m.
Remark. When 2 < p [., the theorem asserts that best meromorphic
approximants to f with m poles correspond through formula (81) to
certain critical points of Gs, f|Ss . This may be unexpected, because it is not
immediately clear from (42) why the first order variation of ||Af(bv)||
2
2 at an
optimal point bv should be zero even in directions that are not tangent to
BmS s. There is no analog of this phenomenon if p=2, which accounts for
the discrepancy in the formulas, but (83) is really a limiting version of (82)
as will become appearent from the proof.
Proof. The case p=. is well known from AAK theory [1] and was
reviewed for convenience after Eq. (78), so we restrict the discussion to
p <..
We know from Theorem 8.1 that sm(Af)=d(f, H
p
m); hence sm(Af)=0
if, and only if, f ¥Hpm, in which case the solutions to (82) or (83) are those
vm for which fvm ¥Hpm. In this case the theorem is trivial so we assume
from now on that f ¨Hpm.
Let vm ¥S s solve for (82) or (83) and suppose that vm=bmwbm for some
bm ¥ Bm and some outer wbm ¥S
s.
If p > 2, we multiply (82) by b¯m and apply P+, taking (3) into account, to
obtain:
AgfbmAfbm (wbm )=s
2
m(Af) P+(|wbm |
s−2 wbm ). (86)
Thuswbm is a maximizing vector forAfbm by Theorem 3.3 and, since ||Af(vm)||2
=sm(Af) as follows upon pairing (82) with vm, we deduce from (42) and
Theorem 8.1 that bm is a minimizing Blaschke product in (39). From (44)
and Theorem 3.2, we conclude that gm defined by (81) solves for Problem 3
and that (84) holds.
If p=2, pairing the first equality in (83) with vm yields ||Af(vm)||
2
2=
||vm Af(vm)||
2
2 which is equivalent to (85), granted that Af(vm) ] 0 since
f ¨Hpm. Because wbm=1 is a maximizing vector for Afbm if p=2 and since
sm(Af)=||Af(vm)||2 by (83) we conclude as before that gm defined by (81)
solves for Problem 3. Moreover, we know from Lemma 5.2 that bm has
exact degree m. This proves (ii) and the ‘‘if ’’ part of (i).
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To obtain the ‘‘only if ’’ part of (i), which is the difficult portion of the
proof, we assume first that p > 2 and we let gm be a best approximant to f
from Hpm. We can write gm=b
−1
m hbm with bm ¥ Bm and hbm ¥H
p, where hbm is
a best analytic approximant to bmf by (44). According to Theorem 3.2
hbm=bmf−
Afbm (wbm )
wbm
=bmf−
Af(bmwbm )
wbm
for some outer maximizing vector wbm of Afbm . If we divide by bm
throughout and if we set vm=bmwbm , we get (81) and we will prove that vm
satisfies (82).
By Lemma 7.2, Eq. (82) means that vm is critical for Gs, f |Ss with critical
value s2m(Af). Assume first that f ¥1n Hpn 0Hpm, and recall from (75) the
definition of f. We know from the proof of Theorem 8.1 that K=f(Bm) is
a compact symmetric subset of S s of genus 2m+2, consisting of all
functions bwb, where b ¥ Bm and wb is the outer maximizing vector of Abf.
To each v ¥K we associate gv=P+(fv)/v. Writing v=bwb, we know
from Eq. (23) in Theorem 3.2 that bgv is a best analytic approximant to bf
from Hp, so that gv ¥Hpm and
||f−gv ||
2
p=||bf−bgv ||
2
p=||Abf(wb)||
2
2=||Af(v)||
2
2=Gs, f(v).
Therefore Gs, f attains a minimum at vm with respect to K.
Now, let us argue by contradiction assuming that TGs, f(vm) ] 0. For
d > 0, we set
Vd={v ¥S s, ||v−vm ||s < d}, and Bd=Vd 5K.
By continuity, we can choose d so small that TGs, f(v) ] 0 for v ¥Vd.
Moreover, in view of Lemma 5.2, gm has m poles so that bm has exactly m
zeros in U counting multiplicities. Since vm has no singular inner factor by
definition, Lemma 4.1 shows that every v ¥Vd may, for small d, be
inner–outer factored as jw where the the inner factor j and the outer factor
w are close in H s to bm and wbm , respectively. Let r < 1 majorize in modulus
the zeros of bm. Schrinking d if necessary, we may assume that j has exactly
m zeros of modulus less than r counting multiplicities and no zero on
{|z|=r}, by virtue of the Cauchy formula and the Rouché theorem. Con-
sequently, every v ¥Vd can be written as v=b(v) j(v) w(v) where w(v) is the
outer factor, where j(v) is inner and does not vanish for {|z| [ r}, and
where b(v) ¥ Bm has exactly m roots in {|z| < r} counting multiplicities. In
this decomposition, b(v) is defined up to a multiplicative constant of
modulus 1 to be fixed shortly, and the zeros of b(v) behave continuously
with respect to v ¥Vd. Let
D:S s×[0, 1]QS s
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be a Ljusternik–Schnirelman deformation for Gs, f |Ss ; such a deformation
exists by Lemmas 7.1 and 7.2. For 0 < a [ 1, we define
Ca:S s Q S s
vW D(v , max{0 , a−||v−vm ||s}).
The map Ca is continuous and fixes every point outsideVa. By the continu-
ity of D, we may choose a positive so small that Ca(Va) …Vd. Consider now
the map
W: Bd Q K
vW f(b(Ca(v))),
where we normalize b(Ca(v)) as follows: if v=bwb, then b(Ca(v)) and b
should have the same argument at z=r. This normalization makes sense
and is continuous provided that d is small enough, because neither b(Ca(v))
nor b can vanish at z=r by our choice of d and a and because a continu-
ous branch of the argument can be selected for b(r) since it will lie in some
small disk not containing zero as v ranges over Bd. With this normalization
b(Ca(v)) varies continuously with respect to v ¥Bd, and the continuity of f
established in the proof of Theorem 8.1 shows that W is a continuous map.
We extend W to the subset −Bd of K, which is symmetric to Bd with
respect to the origin, by requiring that it be odd: W(−v)=−W(v). This is
possible for d small enough because then Bd and −Bd will be disjoint. To
us, the map
W: Bd 2 (−Bd)QK
has three important properties:
1. it is continuous and odd;
2. it fixes every point outside Ba 2 (−Ba) …Bd 2 (−Bd);
3. Gs, f(W(v)) > Gs, f(v) for v ¥Ba.
Property 1 has been proved already, and property 2 is clear since
D(., 0):S sQS s is the identity map. Property 3 follows by observing that
Gs, f(v) < Gs, f(Ca(v)) [ Gs, f(f(b(Ca(v))),
where the first inequality uses the properties of Ljusternik–Schnirelman
deformations listed in Section 7 granted our assumption that Bd contains
no critical point, and the second inequality is a mechanical consequence of
the definitions since Ca(v) assumes the form b(Ca(v)) u for some u ¥S s,
whereas f(b(Ca(v))) replaces u by a maximizing vector of Afb(Ca(v)).
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Because of the first two properties above, we can extend W to an odd
continuous map KQK by letting W(v)=v if v ¨Bd 2 (−Bd). This map
cannot be onto, because vm is never matched: if we had vm=W(v), neces-
sarily then v ¥Ba by the second property above, but then the third property
would imply Gs, f(vm) > Gs, f(v), a contradiction since Gs, f meets a minimum
with respect to Bd at vm. So, letW ]” designate a symmetric open subset
of K disjoint from Im W. As we saw in the proof of Theorem 8.1 that K is
homeomorphic to Bm through an odd map, and since Bm itself is homeo-
morphic a (2m+1)-sphere through an odd map as mentioned in the proof
of Lemma 7.3, there is an odd homeomorphism n: KQ S2m+1. Since a
punctured sphere with two antipodal points deleted can be continuously
mapped to an equator in an odd manner, there exists an odd continuous
map
y: S2m+10n(W)Q S2m.
But then y p n p W: KQ S2m is an odd continuous map so that gen(K) [
2m+1, a contradiction. Observe that we did not use the inequality
Gs, f(vm) [ Gs, f(v) for all v ¥K but merely for v ¥ Bd; in other words it is
enough for vm to be a local minimum of Gs, f with respect to K in order to
conclude that vm is critical for Gs, f |Ss .
We now remove the restriction that f ¥1n Hpn 0Hpm, starting with the
case where gm is the unique best approximant to f from H
p
m. For any
b ¥ Bm, we find it convenient to denote by hb the best analytic approxima-
tion to fb from Hp. By Proposition 4.1 and the continuity of multiplication
Bm×LpQ Lp, the map bW b−1hb=b¯hb is continuous Bm Q Lp, and since
Bm is compact we can find for any g > 0 a compact neighborhood Ug of bm
in Bm such that
||b−1hb−gm ||p < g for b ¥Ug. (87)
We may further impose that Ug is invariant under multiplication by uni-
modular constants, because b−1hb remains unchanged if b gets multiplied by
a complex number of modulus 1. Let Og …Ug be some open neighborhood
of bm in Bm which is also invariant under multiplication by unimodular
constants. The map bW ||f−b−1hb ||p is continuous and strictly greater than
||f−gm ||p on the compact set Ug 0Og, because gm is the unique best approx-
imant to f from Hpm whereas b
−1hb ] gm unless b=cbm with c ¥ T (since
each zero of bm is a pole of gm by Lemma 5.2) in which case b ¥ Og by con-
struction. Therefore, there exists a d > 0 such that
||f−b−1hb ||p > ||f−b
−1
m hbm ||p+d, for b ¥Ug 0Og. (88)
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For any e > 0, we can find fe ¥1n Hpn 0Hpm (e.g. a rational function) such
that ||f−fe ||p < e. To keep notational distinction, we allow a superscript (e)
or a subscript e to each object when fe is considered instead of f, thus
writing h (e)b , w
(e)
b ,
fe: Bm QH s
bQ bw (e)b ,
and Ke=fe(Bm). Now, if we choose 2e < d, it follows from (88) and the
definitions that, for b ¥Um 0Om, we have
G1/2s, fe (bw
(e)
b )=||bfe−h
(e)
b ||p \ ||bf−h (e)b ||p− e
\ ||bf−hb ||p− e \ ||bmf−hbm ||p+d− e \ ||bmfe−hbm ||p+d−2e
\ ||bmfe−h (e)bm ||p+d−2e=G
1/2
s, fe (bmw
(e)
bm )+d−2e > G
1/2
s, fe (bmw
(e)
bm ).
This entails that the map bW Gs, fe (bw
(e)
b ) attains its minimum with respect
to Ug at some interior point, namely a point in Og. As fe: Bm QKe is a
homeomorphism, this means that Gs, fe has a local minimum in the open
neighborhood fe(Og) of bmw
(e)
bm in Ke, and this local minimum is a critical
point of Gs, fe |Ss by the first part of the proof. We let ve=bew
(e)
be designate
this critical point.
If g=gk tends to zero sequentially, so do the corresponding dk and ek.
Moreover, by compactness, we may assume up to a subsequence that bek
tends to some blim in Bm. Then, up to another subsequence, bek gm converges
pointwise a.e. on T to blim gm, and the convergence holds in Lp by criterion
B. Since d(bek gm, H
p) < gk by (87), we have that blim gm ¥Hp, and because
each zero of bm is a pole of gm, we see that blim=cbm for some c ¥ T. In
another connection, since
|||TGs, fe (v)−TGs, f(v)||| [ e(4 ||f||p+2e)
as soon as ||fe−f||p < e and v ¥S s (89)
as follows from a straightforward majorization using the inequality
|||Af ||| [ ||f||p and the bilinearity of (70) with respect to u and v, we see that
TGs, f(vek ) goes to zero as kQ.. In addition, we have
lim
kQ.
Gs, f(vek )=d
2(f, Hpm),
because the left-hand side has the same limit as
Gs, fek
(vek )=d
2(bek fek , H
p),
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and this limit is equal to d2(cbmf, Hp)=d2(bmf, Hp) by continuity of the
distance function. As Gs, f |Ss satisfies the Palais–Smale condition by Lemma
7.2, the sequence vek accumulates at some va ¥S
s. Then b−1ek vek ¥H
s con-
verges to c¯b−1m va in L
s; hence va=bmwa for some wa ¥H s. Moreover, we get
by continuity that va is critical for Gs, f |Ss and also that
Gs, f(va)=Gs, f(vm)=d2(bmf, Hp)=d2(f, H
p
m). (90)
By Theorem 3.2, wa must be a maximizing vector for Afbm , whereas wbm is
the outer maximizing vector by definition. In view of the discussion before
that theorem, we therefore obtain wa=jawbm where ja is some inner divisor
of the inner factor of the extremal function for fbm in Problem 2. By (21)
and (90), this extremal function is equal to
e−ih
P−(fbmwbm )
d(f, Hpm)
wbm ,
and since wbm is outer we conclude that e
−ihP−(fbmwbm ) ¥ jaH
2 or equiva-
lently that
P−(fbmwbm )=j¯aj for some j ¥ H¯
2
0. (91)
Substituting j¯awa for wbm and multiplying by ja before applying P− , it is
easily checked that j=P−(fbmwa); hence (91) can be rewritten as
P−(fbm j¯awa)=j¯aP−(fbmwa). (92)
Now, being critical for Gs, f |Ss with critical value d
2(f, Hpm), the function va
satisfies (82):
P+(f¯P−(fva))=d2(f, H
p
m) P+(|va |
s−2 va). (93)
If we multiply both sides by j¯a and apply P+, taking into account (92)
together with the relations va=bmwa and wbm=j¯awa, we see that vm=
bmwbm indeed meets (82).
At last, let us consider the case where gm is a best approximant to f from
Hpm which may not be unique. By Proposition 5.1, there exists fe ¥ Lp, with
||f−fe ||p < e, such that b
−1
m hbm is the unique best approximant to fe from
Hpm and the extremal functions associated to bmf and bmfe in Problem 2
are the same, whence in particular wbm=w
(e)
bm . By the previous part of the
proof vm=bmw
(e)
bm is critical for Gs, fe |Ss with critical value d
2(fe, H
p
m), and
thus also for Gs, f |Ss with critical value d
2(f, Hpm) upon letting e go to 0 and
appealing to (89). The discussion of the range 2 < p is now complete.
Consider finally the case where p=2, and let gm be a best approximant
to f from H2m. We can write gm=b
−1
m hbm with bm ¥ Bm and hbm ¥H
2, and
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we are going to prove that (81) and (83) hold with vm=bm. As for (81) and
the second equality in (83), this is obvious from Theorems 3.2 and 8.1
already as we know that hbm is a best approximant to bmf from H
2 and
that 1 is a maximizing vector for Afbm : H
.
Q H¯20. Thus, it remains to
establish the first equality in (83).
Assume first that f ¥ LpŒ for some pŒ > 2 with conjugate exponent sŒ <.
modulo 1/2 and that gm is the unique best approximant to f from H
2
m. By
Theorem 6.2 part (ii), gm is the limit in LpŒ of a sequence gm, pk of best
approximants to f from Hpkm , where pk ¥ (2, pŒ) converges to 2. Write
gm, pk=b
−1
m, pkhbm, pk with bm, pk ¥ Bm and hbm, pk ¥H
pŒ. Since ||hbm, pk −bm, pk gm ||pŒ
Q 0 when kQ. whereas gm has exactly m poles in U by Lemma 5.2, the
reasoning we used just before Eq. (89) shows that bm, pk Q cbm in Bm for
some c ¥ T, and the convergence is uniform on T by Lemma 5.1 since it
takes place in Bm 0Bm−1. If we denote by sk the conjugate exponent to pk
modulo 1/2, we know from the previous part of the proof that
gm, pk=f−
Af(vm, pk )
vm, pk
(94)
for some vm, pk ¥H
sk of unit norm with inner factor bm, pk , satisfying
AgfAf(vm, pk )=||f−gm, pk ||
2
p P+(|vm, pk |
s−2 vm, pk ) (95)
and also
|vm, pk |
sk/pk=
|f−gm, pk |
||f−gm, pk ||pk
a.e. on T. (96)
Since ||vm, pk ||sk=1 whereas sk Q+. and Af: H sk Q H¯20 is compact, we may
as well assume, using a diagonal argument and extracting a subsequence,
that vm, pk converges weakly in H
a for each a ¥ [sŒ,.) while at the same
time Af(vm, pk ) converges strongly in H¯
2
0. The weak limit point v of the vm, pk
is of course the same in each Ha, and by weak compactness of balls
together with the Hölder inequality we get for each a ¥ [sŒ,.):
||v||a [ lim inf
kQ.
||vm, pk ||a [ lim
kQ.
||vm, pk ||sk=1;
hence
||v||.=lim
aQ.
||v||a [ 1. (97)
Moreover, the limit of Af(vm, pk ) is necessarily Af(v), so that
||Af(v)||2= lim
kQ.
||Af(vm, pk )||2= lim
kQ.
||f−gm, pk ||pk=||f−gm ||2, (98)
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and since v assumes the form bm j for some j ¥H. with || j||. [ 1 by (97),
(98), and the uniform convergence of bm, pk to cbm, we deduce from (42) that
j is a maximizing vector for Afbm and consequently is an inner divisor of
e−ihP−(fbm) by Theorem 3.3. This gives us
P−(fbm)=j¯P−(fbm j). (99)
By criterion A we also recognize that the convergence of vm, pk to v is strong
in each Ha, and we may assume up to another subsequence that vm, pk and
Af(vm, pk ) converge pointwise a.e. on T to v and Af(v), respectively. Using
(96), (94), and recalling that sk/pk=sk/2−1, this entails that
|vm, pk |
sk −2 vm, pk=:Af(vm, pk )vm, pk :
2 vm, pk
||f−gm, pk ||
2
pk
converges pointwise a.e. on T to |Af(v)|2 v/||f−gm ||
2
2, and letting
1/sk+1/lk=1 we get by the Fatou lemma and the Hölder inequality:
|| |Af(v)|2 v||1
||f−gm ||
2
2
[ lim inf
kQ.
|| |vm, pk |
sk −2 vm, pk ||1 [ ||vm, pk ||lk=1.
But since the first term in the above relation is equal to 1 by (98) and the
unimodularity of v, we see from criterion B that |vm, pk |
sk −2 vm, pk converges
to |Af(v)|2 v/||f−gm ||
2
2 in L
1. Therefore the right-hand side of (95) con-
verges as the Fourier series of a distribution to P+(|Af(v)|2 v), whereas the
left-hand side converges to AgfAf(v) in H
1 because ||vm, pk −v||a Q 0 for each
a ¥ [sŒ,.). This yields the first equality in (83) with vm=bm j and, in view
of (99), we conclude upon multiplying by j¯ and applying P+ that (83) also
holds with vm=bm as desired.
If the best approximant to f from H2m is not unique, we use Proposition
5.1 to approximate f by fe whose unique best approximant from H
2
m is gm,
observing from (46) that fe still lies in LpŒ if f does. By what precedes the
first equality in (83) holds with vm=bm and f=fe, and we obtain it for f
by letting eQ 0.
We are left with the case f ¥ L2 but f ¨ LpŒ if pŒ > 2. As before, thanks to
Proposition 5.1, we can assume that gm is the unique best approximant to f
from H2m. Let rk be a sequence of rational functions converging to f in L
2,
so that d(rk, H
2
m)Q d(f, H
2
m). If b
−1
m, khk is a best approximant to rk from
H2m and b is any limit point of the sequence bm, k in Bm, then
d(bf, H2) [ limk d(bm, krk, H2)=d(f, H2m) by the weak compactness of
balls in H2, whence b=bm. Thus bm, k converges uniformly to bm by Lemma
5.1. Writing the first equation in (83) with f=rk, vm=bm, k, and taking the
limit as kQ. yields the result. L
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9. CRITICAL POINTS
For 2 < p [., we say that gm is a critical point of order m in best
meromorphic approximation to f ¥ Lp if, and only if,
gm=f−
Af(vm)
vm
=
P+(fvm)
vm
(100)
for some vm ¥H s of unit norm, whose inner factor is a Blaschke product of
exact degree m, such that:
AgfAf(vm)=lmP+(|vm |
s−2 vm), lm ¥ R. (101)
If in this situation bm ¥ Bm 0Bm−1 is the inner factor of vm, the argument
starting with (86) in the proof of Theorem 8.2 shows that gm=b
−1
m hm where
hm is a best approximant to bmf from Hp, which entails that gm ¥Hpm. In
addition, reasoning as we did through (31)–(34) yields:
|Af(vm)|2=lm |vm | s and |f−gm |=l
1/2
m |vm |
s/p a.e. on T. (102)
The number lm=||f−gm ||
2
p=||Af(vm)||
2
2 is called the critical value
associated to gm, and vm is a singular vector.
If p=2, we define a critical point gm of order m by
gm=f−
Af(bm)
bm
=
P+(fbm)
bm
(103)
for some bm ¥ Bm 0Bm−1 satisfying:
AgfAf(bm)=P+(|Af(bm)|
2 bm). (104)
Here as well, gm=b
−1
m hm where hm=P+(fbm) is a best approximant to fbm
from H2, and the squared error ||f−gm ||
2
2=||Af(bm)||
2
2 is still called the cri-
tical value associated to gm. The Blaschke product bm is again termed a
singular vector. To simplify the discussion, we often define critical points
through (100) no matter p and write the inner–outer factorization
vm=bmwm with the convention that wm=1 in case p=2.
Although we insisted in the definition that vm has exactly m zeros, a cri-
tical point of order m may have strictly less than m poles. In fact, if the
inner factor of vm gets factorized as bm=bm1bm2 where bm1 ¥ Bm1 has only
common zeros with P+(fvm) while bm2 ¥ Bm2 has none, the poles of gm are
the zeros of bm2 by (100). Note for later reference that bm1 is a greatest
common inner divisor to vm and P+(fvm), as follows easily from the
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Beurling theorem. To fix terminology, we say that a critical point is irre-
ducible if it belongs to Hpm 0Hpm−1, that is to say if bm1 is a unimodular
constant, otherwise we say that gm is reducible.
It is remarkable that critical points can be characterized through a
relation which is linear rather than quadratic in f:
Proposition 9.1. Let 2 [ p [. and f ¥ Lp. Let vm ¥H s be inner–outer
factorized as vm=bmwm where bm ¥ Bm 0Bm−1 and wm is outer of unit
H s-norm with wm=1 in case p=2. Decompose bm further into bm1bm2 where
bm1 ¥ Bm1 is a greatest common inner divisor of vm and P+(fvm).
(i) If p > 2, then vm satisfies (101) if, and only if,
Af(vm)=l
1/2
m e
−ihb¯m2 j¯m w¯
s/2
m (105)
for some inner function jm.
(ii) If p=2, then bm satisfies (104) if, and only if,
Af(bm)=e−ih b¯m2 u¯m (106)
for some um ¥H2.
Proof. Let vm solve for (101) or (104) according to whether p > 2 or
p=2. Define gm through (100), so that it is critical of order m. If p > 2, we
replace lm |vm | s−2 vm by |Af(vm)|2/v¯m on the right-hand side of (101) thanks
to (102); if p=2 the unimodularity of bm allows us to replace |Af(bm)|2 bm
by |Af(bm)|2/b¯m on the right-hand side of (104). In any case, we can rewrite
(101) and (104) using the definition of Agf as:
P+(g¯mAf(vm))+P+((f−gm) Af(vm))=P+ 1 |Af(vm)|2v¯m 2 .
In view of (100), this amounts to
P+(g¯mAf(vm))=0
or equivalently:
g¯m Af(vm) ¥ H¯10. (107)
Again by (100) and the unimodularity of bm, this means
P+(fvm) Af(vm) ¥ b¯m w¯m H¯10,
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which implies by definition of bm1 , bm2 and the uniqueness of inner–outer
factorizations that Af(vm) ¥ b¯m2 H¯
2
0. This already yields (106) if p=2, and
if p > 2
Af(vm)=e−ih b¯m2 j¯m E¯,
where jm is inner and E ¥H2 is outer. Checking moduli using (102) shows
that necessarily E=l1/2m w
s/2
m so that (105) indeed holds.
If conversely (105) or (106) holds and if we define gm by (100), it is
immediately checked that bm gm ¥N+5 Lp=Hp and by inspection of the
inner–outer factorization that (107) holds. The previous chain of equalities
is then easily reverted to yield (101) or (104). L
Observe that (106) is really an interpolation condition. Indeed, if p=2
and gm is a critical point, the observation made at the end of Section 5
shows that gm=P+(f)+rm where rm is a rational function of degree m2 in
H¯20 whose poles are the zeros of bm2 . Thus (106) tells us, in view of (100),
that rm interpolates P−(f) at the reflections across T of the zeros of bm, the
interpolation being double at the reflections of the poles of rm (i.e., the
reflected zeros of bm2 ). This is the first order condition obtained in [11],
and it implies in view of Lemma 5.2 the necessary condition for optimality
of [20, 34]: a best approximation to f ¥ H¯20 out of Rn−1, n interpolates f with
order 2 at the reflections of its poles. Although (105) aims at the same
conclusion when p > 2, such a direct interpretation is not generally valid
because gm, which no longer needs to be rational, may not be analytic at
the reflected of its poles.
Theorem 8.2 asserts that best meromorphic approximants to f ¥ Lp from
Hpm are critical points of order m, provided that f ¥ C if p=.. In the latter
case there are no others. Indeed, such a critical point gm assumes the form
b−1m hm where bm ¥ Bm and hm is the best analytic approximant to fbm from
H.; hence f−gm has constant modulus a.e. on T and it lies in VMOA
[45]. Therefore it has a well-defined winding number W(f−gm), defined
through its Poisson integral on circles close enough to T, for it is invertible
in H.+C [55]. By (100), (105), and the multiplicativity of winding
numbers, we get W(f−gm) [ −2m+m1−1. But if g is the best approxi-
mant to f from H.m and if we had |f−gm | > |f−g|, then W(g−gm)=
W(f−gm) by the Rouché theorem which is impossible because g−gm is
meromorphic with at most 2m−m1 poles and hence has winding number
−m−m2=−2m+m1 at least. Consequently g=gm as announced.
If p <., we saw in Section 5 there may be several best approximants out
of Hpm to f ¥ Lp. Although Proposition 5.1 indicates that such a situation is
unstable under small perturbations on f, the existence of several local best
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approximants is a stable phenomenon under such perturbations. By defini-
tion, a local best meromorphic approximant is some gm ¥Hpm for which there
is g > 0 such that
g ¥Hpm and ||g−gm || < g2 ||f−gm ||p [ ||f−g||p;
we further say that gm is an isolated local best approximant if the inequality
on the right is strict unless g=gm.
Every local property of best approximants is shared by local best
approximants, notably the following ones.
Proposition 9.2. Let f ¥ Lp with 1 < p <., and gm ¥Hpm a local best
approximant to f from Hpm. Then:
(i) gm is of the form b
−1
m hm, where bm ¥ Bm and hm is the best analytic
approximant to fbm.
(ii) gm ¥Hpm 0Hpm−1 unless f=gm.
(iii) For every e > 0, there exists fe ¥ Lp satisfying ||f−fe ||p [ e such
that gm is an isolated local best approximant to fe from H
p
m, and we may
choose fe so that bmf and bmfe share the same extremal function in
Problem 2.
Proof. If gm=b
−1
m h with bm ¥ Bm and h ¥Hp, local and global mini-
mization of ||bmf−h||p with respect to h are equivalent by convexity. This
proves (i).
Assume next that gm=b
−1
n hn where hn ¥Hp and bn ¥ Bn for some n < m.
For 0 [ a < 1, define ba ¥ B1 by the formula
ba(z)=(a−z)/(1−az).
If ha ¥Hp designates the best analytic approximant to fbabn, we get since
bnba ¥ Bm that ga=b−1n b−1a ha belongs to Hpm. But if a goes to 1 from below,
ba converges boundedly pointwise to 1 on T0{1}; thus fbnba tends to fbn
in Lp by dominated convergence. Then Proposition 4.1 entails that ha
converges to hm in Lp, and since
|gm−ga | [ |1−ba | |hm |+|hm−ha | a.e. on T,
it implies that ||ga−gm ||p Q 0 as aQ 1 by dominated convergence again. We
can now argue as in the proof of Lemma 5.2, where b1 is to be replaced by
ba for 1− e < a < 1, and get a contradiction. This establishes (ii). The proof
of (iii) is completely similar to that of Proposition 5.1. L
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Granted Proposition 9.2, and letting isolated local best approximants
play the role of unique best approximants, it takes only routine modifica-
tions in the proof of the ‘‘only if ’’ part of Theorem 8.2 point (i) to obtain
the following result:
Proposition 9.3. Let f ¥ Lp with 2 [ p <.. Then, for m \ 0, every
local best approximant to f from Hpm is a critical point of order m.
The existence of local minima beyond the global minimum when p <. is
the major obstacle to the numerical solution of the meromorphic approx-
imation problem. When p=2, rather refined criteria for uniqueness of a
critical point were derived in [9, 10], but they require sharp pointwise
estimates of the error on T that have been obtained only asymptotically
and for special classes of functions so far. It is therefore a striking feature
of the Hankel operator approach that it produces sufficient conditions for
optimality which, although less refined, are independent from pointwise
estimates. We shall not strive for generality at this point, and we merely
give a finite-dimensional version of a one-step reduction of degree in order
to illustrate the power of near-orthogonality of singular vectors in a non-
Hilbertian context.
Theorem 9.1. Let f be a rational function in L2 with exactly n poles in
U. Assume there is a sequence g0, g1, ..., gn−1 of irreducible critical points in
best L2 meromorphic approximation to f where gm is of order m. Let
moreover the sequence of errors satisfy:
||f−gm+1 ||2 < R ||f−gm ||2, 0 [ m [ n−2
for some R > 0. If
R
1−3R
13+1 1−R
1−3R
21/2+1 1−R
1−3R
23/22 < 1 (108)
then gn−1 is the best approximant to f from H
2
n−1.
Remark. A numerical estimation in (108) yields R < 0.03481... which is
not very impressive. Actually the majorizations in the proof are rather
crude and the important feature of the statement is that (108) is independent
of f and n. This theorem is only prototypical of how optimality can be
deduced from fast geometric decay of the errors. Further bounds can be
given that ensure optimality of a critical point of order less than n−1, and
similar conclusions would hold in Lp for p > 2. The result is also an invita-
tion to explore the infinite dimensional situation where f is an entire func-
tion in 1/z, because then the decay of the error will be faster than geome-
tric [5, 61]. However, pursuing such generalizations would take us too far
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afield, and we content ourselves with the above statement which is already
interesting enough to illustrate the technique.
Proof. Let f=h+pn−1/qn where h ¥H2 and pn−1 ¥ Pn−1 while qn is a
polynomial of exact degree n whose roots lie in U and which is prime to
pn−1. Then Af has range Pn−1/qn and kernel qnH. …H. of codimension n.
Note also that ||f−gm ||2 ] 0 for 0 [ m [ n−1 since gm has at most n−1
poles in U, counting multiplicities.
Let vm be a singular vector associated to gm and lm the corresponding
critical value. Thus vm is a Blaschke product of degree m and lm=
||f−gm ||
2
2 ] 0. The hypothesis tells us that
lm+1/lm < R2, 0 [ m [ n−2. (109)
As vm ¥H., we see from (104) and the Hölder inequality that
|OAgfAf(va), vmP| [ inf{la, lm}, OAgfAf(va), vaP=la. (110)
On the space spanned by the vm over C, consider the Hermitian form
OAf(.), Af(.)P and express it as
7Af 1 Cn−1
a=0
mava 2 , Af 1 Cn−1
m=0
nmvm 28
=(n¯0l
1/2
0 , ..., n¯n−1l
1/2
n−1)M R m0l1/20x
mn−1l
1/2
n−1
S ,
whereM is the n×n Hermitian matrix whose entry (m, a) is
Mm, a=
OAf(va), Af(vm)P
l1/2a l
1/2
m
=
OAgfAf(va), vmP
l1/2a l
1/2
m
=
Ova, A
g
fAf(vm)P
l1/2a l
1/2
m
. (111)
From (111), (110), and (109), it follows that
Ma, a=1 and |Ma, m | [ R |a−m|; (112)
hence by a well known theorem of Gerschgorin [22] every eigenvalue ofM
lies in the interval
11− 2R
1−R
, 1+
2R
1−R
2 .
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Consequently our Hermitian form satisfies the inequalities:
1−3R
1−R
C
n−1
a=0
|ma |2 la [ 7Af 1 Cn−1
a=0
mava 2 , Af 1 Cn−1
a=0
mava 28
[
1+R
1−R
C
n−1
a=0
|ma |2 la,
implying in particular that the images of v0, v1, ..., vn−1 are linearly inde-
pendent over C in the quotient space H./qnH. and therefore constitute a
basis of the latter, as soon as R < 1/3. Assume now that (108) holds, which
is easily seen to be an even more stringent condition. We will show that
gn−1 is the best approximant to f from H
2
n−1 by considering another irre-
ducible critical point g of order at most n−1, associated to some singular
vector v and some (necessarily nonzero) critical value l, and by proving
that g=gn−1 if ln−1 \ l; this will be conclusive since a best approximant is
necessarily irreducible by Lemma 5.2.
By what precedes, there are complex numbers am, not all zero, such that
v− C
n−1
m=0
amvm ¥ qnH.; (113)
hence
Af(v)− C
n−1
m=0
amAf(vm)=0. (114)
Rescaling vm by a unimodular constant if necessary, we assume without
loss of generality that am \ 0. Rewrite (114) in the form
Af(v)−an−1Af(vn−1)= C
m ] n−1
amAf(vm), (115)
and pair this equation with its own right-hand side to obtain, in view of
(112), that
1−3R
1−R
C
m ] n−1
a2mlm [ C
m ] n−1
am |OAf(vm) , Af(v)−an−1Af(vn−1)P|. (116)
Now, use (110) and its analog where va=v and la=l to estimate:
|OAf(vm) , Af(v)−an−1Af(vn−1)P|
=|Ovm , A
g
fAf(v)−an−1A
g
fAf(vn−1)P| [ l+an−1ln−1 [ 2Bl1/2n−1,
(117)
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where we have set for simplicity:
B=max{an−1l
1/2
n−1, l
1/2}.
Summing up yields
C
m ] n−1
am |OAf(vm) , Af(v)−an−1Af(vn−1)P|
[ 2B C
m ] n−1
aml
1/2
m
1ln−1
lm
21/2, (118)
so that (116) leads us to:
C
m ] n−1
a2mlm [ 2B
1−R
1−3R
C
m ] n−1
aml
1/2
m
1ln−1
lm
21/2.
Applying the Schwarz inequality to the right-hand side while taking (109)
into account, we get
C
m ] n−1
a2mlm [ 2B
1−R
1−3R
1 C
m ] n−1
a2mlm 21/2 1 R21−R221/2
and after cancellation
1 C
m ] n−1
a2mlm 21/2 [ 2B R1−3R 11−R1+R21/2. (119)
Moreover, as (115) and (112) imply
||Af(v)−an−1Af(vn−1)||2 [ 11+R1−R21/2 1 Cm ] n−1 a2mlm 2
1/2
,
we get in view of (119) that
||Af(v)−an−1Af(vn−1)||2 [ 2B
R
1−3R
. (120)
We need now majorize |an−1−1|, and for this we distinguish two cases
according to whether an−1 \ 1 or an−1 < 1. In the former we note that
0 [ an−1−1 [ an−1
l1/2n−1
l1/2
−1
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and by (120) that
|l1/2−an−1l
1/2
n−1 |=|||Af(v)||2−an−1 ||Af(vn−1)||2 | [ 2B
R
1−3R
;
hence
|an−1−1| [ 2
B
l1/2
R
1−3R
,
but since (114) and (112) imply
1−3R
1−R
a2n−1ln−1 [ l
whence, in any case,
B [ 1 1−R
1−3R
21/2 l1/2, (121)
we obtain the majorization
|an−1−1| [ 2
R
1−3R
1 1−R
1−3R
21/2 if an−1 \ 1. (122)
In the latter case, namely when an−1 < 1, we argue differently by observing
that
C
n−1
m=0
am \ 1; (123)
indeed, if (123) did not hold, the fact that v and each vm is a finite Blaschke
product would imply
: Cn−1
m=0
amvm : < 1=|v| everywhere on T,
and the Rouché theorem would lead us to the equality
W 1v− Cn−1
m=0
amvm 2=W(v)
between winding numbers. But the winding number on the left-hand side is
at least n by (113), whereas W(v) [ n−1 since v is a Blaschke product of
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degree at most n−1. This contradiction establishes (123) which entails,
when an−1 < 1, that
0 < 1−an−1 [ C
m ] n−1
am=
1
l1/2n−1
C
n−2
m=0
aml
1/2
m
l1/2n−1
l1/2m
,
and the Schwarz inequality together with (109) yields
|an−1−1| [ l−1/2n−1 1 C
m ] n−1
a2mlm 21/2 1 R21−R221/2,
implying, in view of (119) and (121), that
|an−1−1| [ 2
R2
(1−3R)(1+R)
1 1−R
1−3R
21/2 if an−1 < 1. (124)
Comparing (122) and (124), we deduce since R < 1/3 that in any case
|an−1−1| [ 2
R
1−3R
1 1−R
1−3R
21/2. (125)
Next, we seek a majorization of |Af(v)|2 v−an−1 |Af(vn−1)|2 vn−1 in L1
norm. As gn−1 and g are irreducible critical points, we have that bm2=bm in
Proposition 9.1; hence vn−1Af(vn−1) and vAf(v) lie in H¯
2
0 by (106). From
this and (3) together with the definition of Af, we deduce the identity:
vAf(v)−an−1vn−1Af(vn−1)
=P−(vfv)−an−1P−(vn−1fvn−1)
=P−(vf(v−an−1vn−1))+an−1P−(vn−1f(v−an−1vn−1))
+an−1(an−1−1) P−(vn−1fvn−1)
=P−(vAf(v−an−1vn−1))+an−1P−(vn−1Af(v−an−1vn−1))
+an−1(an−1−1) P−(vn−1Af(vn−1)).
But since multiplying by a Blaschke product and applying P− can only
decrease the norm on H¯20, this entails
||vAf(v)−an−1vn−1Af(vn−1)||2
[ (1+an−1) ||Af(v)−an−1Af(vn−1)||2+an−1(an−1−1) ||Af(vn−1)||2,
so by (125), (120), and the fact that
an−1 ||Af(vn−1)||2=an−1l
1/2
n−1 [ B,
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we get after a short computation:
||vAf(v)−an−1vn−1Af(vn−1)||2 [ 2B
R
1−3R
12+1 1−R
1−3R
23/22 . (126)
Now, we write
|Af(v)|2 v−an−1 |Af(vn−1)|2 vn−1=Af(v)(vAf(v)−an−1vn−1Af(vn−1))
+an−1vn−1Af(vn−1)(Af(v)−an−1Af(vn−1))
+an−1(an−1−1) vn−1 |Af(vn−1)|2,
and we apply the Schwarz inequality to the first two summands, taking
into account the definition of B, the fact that vn−1 is a Blaschke product,
and the relation
||Af(v)||2=l1/2 [ l1/2n−1=||Af(vn−1)||2
so as to obtain:
l−1/2n−1 || |Af(v)|
2 v−an−1 |Af(vn−1)|2 vn−1 ||1 [ ||vAf(v)−an−1vn−1Af(vn−1)||2
+an−1 ||Af(v)−Af(vn−1)||2+B |1−an−1 |.
Taking into account (126), (120), and (125), this yields:
l−1/2n−1 || |Af(v)|
2 v−an−1 |Af(vn−1)|2 vn−1 ||1
[ 2B
R
1−3R
13+1 1−R
1−3R
23/2+1 1−R
1−3R
21/22 .
Multiplying throughout by l1/2n−1 finally gives us
|| |Af(v)|2 v−an−1 |Af(vn−1)|2 vn−1 ||1 [ 2Bl1/2n−1 K(R) (127)
with
K(R)=
R
1−3R
13+1 1−R
1−3R
21/2+1 1−R
1−3R
23/22 .
Now, we see from (104) and since vm ¥H. that
Ovm , A
g
fAf(v)−an−1A
g
fAf(vn−1)P
=Ovm , P+(|Af(v)|2 v)−an−1P+(|Af(vn−1)|2 vn−1)P
=Ovm , |Af(v)|2 v−an−1 |Af(vn−1)|2 vn−1P
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and we can use (127) to improve the estimate (117) by a factor K(R) as
soon as the latter is strictly less than 1. This improvement in turn propa-
gates to (119), (120), (125), and (126), all the way to (127) again. Proceed-
ing inductively, we improve each of the above inequalities by a factor
K(R)k where k ¥ N is arbitrary, so the left-hand side of (119) and (125) is
zero, that is to say v=vn−1 and consequently g=gn−1 as desired. L
10. NONHERMITIAN ORTHOGONALITY
Proposition 9.1 asserts that generalized singular vectors satisfy some
spectral equation, and this section will illustrate how it can be transformed
into an integral equation that may be used to obtain information about the
singularities of best meromorphic approximants when the singularities of f
are known. We consider the case where f is analytic outside some compact
subset of the open unit disk and vanishes at infinity, and we assume
moreover that 2 [ p [. and that f ¨Hpm. We can write
f(z)=F
K
dn(t)
z−t
, |z| \ 1, (128)
where K is a compact subset of U and n a complex measure on K. Of
course the representation is by no means unique, for instance any contour
encircling the singularities of f may serve as K by the Cauchy formula, but
the precise nature of K will become important later only.
For m \ 0, let gm be a critical point of order m in best meromorphic
approximation to f, associated to a singular vector vm and a critical value
lm. Then (105) or (106) holds, according to whether p > 2 or p=2. In
another connection, we have by the Cauchy formula that
Af(vm)(z)=P−(fvm)(z)=
1
2ip
F
T
f(t) vm(t)
z−t
dt for |z| > 1.
Substituting (128) in the above relation and appealing successively to the
Fubini theorem and the Cauchy formula yields
Af(vm)(z)=
1
2ip
F
T
F
K
vm(t)
(z−t)(t−t)
dt dn(t) (129)
=F
K
vm(t)
z−t
dn(t) for |z| > 1. (130)
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From this and the observation that the right-hand side of (105) is the
boundary value of the H¯20-function l
1/2
m z
−1jm(1/z¯) bm2 (1/z¯) w
s/2
m (1/z¯), we
obtain if p > 2 upon changing z into 1/z that
l1/2m jm(z¯) bm2 (z¯) w
s/2
m (z¯)=F
K
vm(t)
1−zt
dn(t) for |z| < 1. (131)
In addition, upon multiplying (105) by jmbm2 and applying P− , we get
Af(jmbm2vm)=l
1/2
m e
−ih w¯ s/2m
and computing as in (129) gives us
l1/2m w
s/2
m (z¯)=F
K
jm(t) bm2 (t) vm(t)
1−zt
dn(t) for |z| < 1. (132)
Consequently w s/2m extends analytically to the complement of the reflection
of K across T according to the formula:
w s/2m (z)=l
−1/2
m F
K
jm(t) bm2 (t) bm(t) wm(t)
1−zt¯
dn¯(t) for z ¥ C¯0K¯−1. (133)
If p=2, we obtain in the same manner from (106) and (129) (with bm=vm)
that
bm2 (z¯) um(z¯)=F
K
vm(t)
1−zt
dn(t) for |z| < 1. (134)
Assume now that gm is a best approximant to f from H
p
m, and let us con-
sider first the case where p <.. Then bm2=bm by Lemma 5.2, and we
denote by t1, ..., tn its zeros that are exactly the poles of gm, counting mul-
tiplicities. We further designate by dj the multiplicity of tj. Since the left-
hand side of (131) and (134) vanishes at z=t¯j with multiplicity dj at least,
we get
F
K
vm(t) tkj
(1− t¯jt)dj
dn(t)=0, kj ¥ {0, ..., dj−1}, j ¥ {1, ..., n}. (135)
If we now write
qm(z)=D
n
j=1
(z−tj)dj, q˜m(z)=D
n
j=1
(1− t¯jz)dj,
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then bm=qm/q˜m by definition of the tj and equating to 0 all linear combi-
nations of Eqs. (135) with complex coefficients leads us to
F
K
qm(t)
q˜2m(t)
tk wm(t) dn(t)=0, k ¥ {0, ..., m−1}, (136)
where, we recall, one should set wm=1 if p=2. Equation (136) expresses
that qm is orthogonal to Pm−1 with respect to the bilinear form
(u, v)W F
K
uv
wm
q˜2m
dn,
and then qm is called a non-Hermitian orthogonal polynomial of order m with
respect to the complex (varying) measure wm q˜
−2
m dn.
If p=., it may no longer be the case that bm2=bm, and the discrepancy
occurs precisely when sm2 (Af) has multiplicity mm2 > 1 while m2 < m [
m2+mm2 −1. For our purpose, which is to study the behaviour of the actual
poles of gm, we may restrict our attention to the subsequence of indicesMk
for which sMk (Af) < sMk−1(Af) and observe that there always exists a sin-
gular vector associated to sMk having as an inner factor a Blaschke product
whose zeros are precisely the poles of gMk . It is so because if we write
gMk=b
−1
MkhMk where bMk ¥ BMk and hMk ¥H
., we know from Section 2
there there always exists an outer extremal function for fbMk in H
1, whose
square root defines an outer wMk ¥H
2 such that bMkwMk is a singular vector
of Af associated to sMk . Then, putting bMk=qMk/q˜Mk , we see that (135)
and thus also (136) hold with m=Mk. Because of necessity bm2=bm in this
case since gm=gMk has exactly Mk poles by our very choice of Mk. This is
all we shall need.
Although the study of non-Hermitian orthogonal polynomials does not
come close to the degree of completeness achieved by the theory of classical
orthogonal polynomials, it already provides valuable tools to approach the
delicate issue of the asymptotic behaviour of poles for best meromorphic
approximants in some interesting cases. This we illustrate in the next and
last theorem. The statement refers to the equilibrium distribution of a plane
condenser, for the definition of which we refer the reader to [4, 54]. It suf-
fices here to say that whenever K … U is compact, there is a unique m
among all probability measures on K that minimizes the Green energy:
FF log :1− z¯t
t−z
: dm(z) dm(t).
This m is, by definition, the equilibrium distribution on the plate K of the
condenser (T, K). The statement of the theorem also refers to weak-* con-
vergence of measures in the complex plane. This is to be understood in the
usual sense where complex measures are considered as the dual space of
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continuous functions C Q C that vanish at .. As a final piece of termi-
nology, recall in addition that the circular arcs that are orthogonal to T
form the geodesic lines of the hyperbolic metric in the disk; here, a straight
line is considered to be a circular arc of infinite radius so that each
diameter in U is a geodesic.
Theorem 10.1. Let f be analytic in the extended complex plane except
for two algebraic singularities, of order strictly greater than −1, at
z1, z2 ¥ U. Denote by G be the hyperbolic geodesic arc of a circle joining z1
and z2 in U. Fix p such that 2 [ p [., and let gm designate a best approxi-
mant to f from Hpm. If t
(m)
1 , ..., t
(m)
nm are the poles of gm counted with their
multiplicities, and if mm is the probability measure with equal mass at each
t (m)j , then mm converges weak-* as mQ. to the equilibrium distribution on
the plate G of the plane condenser (T, G).
Remark. It is natural to ask what is so special about the geodesic arc.
This issue is perhaps better understood if one recalls a general result in
approximation theory [40, 48]: if a function f is analytic outside some
compact set K, and if em ¥ R+ is the optimal error in uniform approxima-
tion to f on another compact set K1, disjoint from K, by a meromorphic
function with at most m poles, then lim inf e1/mm [ e−1/(2C) where C is the
capacity of the condenser (K, K1). In our case K1=T, and any cut
between z1 and z2 may serve as K, but the result we just quoted suggests
that the optimal cut should minimize the capacity of the condenser (T, K).
It is not difficult to see that this minimizing cut is precisely G.
Proof. We can represent f as a Cauchy integral over any path joining
z1 and z2, and we choose the geodesic arc so that (128) holds with K=G
and dn(t)=(2ip)−1 df(t) dt, where df is the difference between the two
determinations of f along the positive and the negative side of the oriented
cut while t is the parameter of this line integral over G. Subsequently (136)
also holds, and so do (131)–(133) with lm=s
2
m(Af), K=G, and bm2=bm;
here it is understood, in view of the discussion preceding the statement of
the theorem, that we consider only those indices m=Mk if p=.. Note
also, since the right-hand side of (131) is analytic across the unit circle up
to the reflection of K, that jm must be a finite Blaschke product. Because G
is a so-called S-contour for the Green potential, the technique of [58] and
[24] will apply to show that the probability measure with equal mass at
each zero of qm, counting multiplicities, converges weak-* to the desired
equilibrium distribution if only we can show that w1/mm converges uniformly
to some nonzero constant in a neighborhood of G. Alternatively, the
simpler technique of [7], which is more specific to the case of a geodesic
arc, would also apply because the uniform convergence to zero of the log-
arithmic derivative m−1 w −m/wm on G will make the variation of the
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argument of wm on G a little o(m), which is what is needed to carry over
that method to the case of a varying measure.
If p=2, then wm=1 so we are done. If p > 2 we will use one specific
property of the geodesic arc, namely whenever u is in H2 there is another
function v ¥H2 that coincides with u¯ on G and satisfies C1 ||u||2 [ ||v||2 [
C2 ||u||2 where the constants C1 and C2 are independent of u. Indeed, this is
clear when G is a real segment because one simply needs to conjugate the
Fourier coefficients of u in this case, and then ||v||2=||u||2; the general case
follows by conformal mapping since G is the image of a real segment under
a Möbius transform that preserves T (i.e., an element of B1).
Granted this fact, we first assume that df has no zero on G except pos-
sibly at the endpoints z1 and z2, and then we claim that it has a continuous
argument there. Clearly, only the behaviour at z1, z2 has to be checked, and
for j=1, 2, f has a Puiseux expansion in a neighborhood Vj of zj so that
df can be represented as a meromorphic function of (z−zj)1/dj in G 5Vj,
where dj is the degree of the algebraic singularity zj and some branch of
(z−zj)1/dj has been selected in G 5 Vj. Note that the meromorphic function
in question cannot be the zero function for zj is an actual singularity by
hypothesis. Now, since the argument of (z−zj)1/dj has itself a limit as z
tends to zj along G, the same is true of the dominant term of the Puiseux
series representing df which proves the claim. Moreover, in the polar
decomposition dt=(dt/|dt|) |dt|, the unimodular density function dt/|dt| is
continuous on the analytic arc G hence it has a continuous argument as
well. Thus there exists P ¥H. which is real-valued on G and such that, say
|P+arg df+arg dt/|dt| | < p/3 pointwise there; in fact we can take P to be
a polynomial if G is a real segment, and we get it as a rational function in
the general case by using a Möbius transform. Next, we let Gm ¥H2 take
on G conjugate values to bmw
1/2
m and we proceed with computing the
following integral:
sm(Af)
2p
F 2p
0
e iP(e
ih) Gmjmbmw
s/2
m
w1/2m
(e ih) dh
=
sm(Af)
2ip
F
T
Gm(t) e iP(t)jm(t) bm(t)
w s/2m (t)
w1/2m (t)
dt
t
. (137)
Although the function w s/2m , which is analytic across T and zero-free in U as
we mentioned already, may well have a zero on T, the function w1/2m (e
ih) is
well defined and continuous and so is the ratio w s/2m /w
1/2
m appearing in the
integral. Actually, this ratio is the trace on T of the function
w s/2m (1/z¯)
w1/2m (z)
,
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which is analytic and bounded in some corona {r < |z| < 1} because the
order of magnitude of the numerator at a zero z0 ¥ T of w s/2m is
|1/z¯−1/z¯0 |n % |z−z0 |n where n is the multiplicity of the zero, while the
order of magnitude of the denominator is |z−z0 |n/s. Moreover, jm(t) bm(t)
is the trace on T of the function jm(1/z¯) bm(1/z¯) which is also analytic and
bounded in some inner corona since jm and bm are finite Blaschke products.
Therefore, by the Cauchy formula, we can integrate over a circle Tr of
radius r slightly smaller than 1 without changing the value of (137), and use
(131) under the integral sign because this relation remains valid in some
neighborhood of T. This transforms the initial integral into
1
2ip
F
Tr
F
G
Gm(t) e iP(t)vm(t)
w1/2m (t)
dn(t) dt
t−t
,
where this time there are no longer singularities since wm does not vanish in
U, which justifies the use of the Fubini theorem. Applying the Cauchy
formula after changing the order of integration gives us for this double
integral the value
F
G
Gm(t) e iP(t)vm(t) w
−1/2
m (t) dn(t),
and substituting vm=bmwm, dn(t)=(2ip)−1 df(t) dt, and Gm(t)=bm(t) w
1/2
m (t)
then provides us with the relation:
sm(Af)
2p
F 2p
0
e iP(e
ih) Gmjmbmw
s/2
m
w1/2m
(e ih) dh=
1
2ip
F
G
|b2m(t) wm(t)| e
iP(t)df(t) dt.
(138)
Since d |n| (t)=(2p)−1 |df(t)| |dt| and
Re{e iP(t)df(t) dt/|dt|} >
1
2 |df(t)| on G
by definition of P, we have
1
2
F
G
|b2m(t) wm(t)| d |n| (t) [ : 12ip FG |b2m(t) wm(t)| e iP(t)df(t) dt : , (139)
and using the Schwarz and the Hölder inequalities to majorize the left-hand
side of (138), keeping in mind that jm, bm are Blaschke products and that
||wm ||s=1, leads us to
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F
G
|b2m(t) wm(t)| d |n| (t) [ 2sm(Af) ||e iP||. ||Gm ||2 ||w (s−1)/2m ||2
=2sm(Af) ||e iP||. ||Gm ||2 ||wm ||
(s−1)/2
s−1 [ 2sm(Af) ||e iP||. ||Gm ||2.
In another connection, by the specific property of G discussed earlier and
the Hölder inequality again, we have that
||Gm ||2 [ C2 ||bmw1/2m ||2=C2 ||wm ||1/21 [ C2,
so that finally
F
G
|b2m(t) wm(t)| d |n| (t) [ 2C2sm(Af) ||e iP||., (140)
where C2 and P are independent of m. Now, multiplying (105) by bm2=bm
and applying P− yields
Af(bmvm)=sm(Af) e−ih j¯mw¯
s/2
m , (141)
and computing once again as in (129), while substituting vm=bmwm, gives
us in view of (3):
sm(Af) jm(z¯) w
s/2
m (z¯)=F
G
b2m(t) wm(t)
1−zt
dn(t) z ¥ C¯0G−1. (142)
Comparing (140) and (142), we get
| jm(z) w
s/2
m (z)| [
2C2 ||e iP||.
inft ¥K |1−zt¯|
, z ¥ C¯0 G¯−1. (143)
As | jm(z)| \ 1 when |z| \ 1, we see from this estimate that w s/2m is locally
uniformly bounded outside the reflection of G and hence a normal family
there, no limit function of which can be the zero function since ||wm ||s=1.
Consequently, by the Hurwitz theorem, every limit function is zero-free in
U since the same is true of w s/2m . Then, the family w
1/m
m is well defined in U,
is in turn normal there, and any limit function of this family has modulus 1
everywhere on U since |wm | remains pointwise bounded from above and
below. Thus the constant 1 is the only limit function as desired.
It remains for us to treat the situation where df has zeros on G that are
distinct from z1, z2. To this effect, it is enough to show in this case that
jm(z) w
s/2
m (z) is still locally uniformly bounded in C¯0 G¯−1 independent of m,
for this is all we used from (143) to conclude the previous part of the proof.
Observe that these extra zeros are finite in number for they are isolated by
analyticity and they cannot accumulate at the endpoints thanks to the
Puiseux expansion. Let us denote them by z1, ..., zn, counting multiplicities.
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We can then write df=bd
−
f where b ¥ Bn is a Blaschke product whose zeros
are the zj, while d
−
f has a continuous argument on G. Multiplying b by
some unimodular constant if necessary, we may assume that it is real-
valued on G; indeed, this is clear if G is a real segment, and the general case
follows by composing with a Möbius transform in B1. We now proceed as
before computing (137) where P approximates this time the argument of
d −f dt/|dt| rather than df dt/|dt|, except that we put b as an extra-factor in
the integrand. Since b2 is positive on G and b has modulus 1 on T, the same
reasoning that led us to (140) now yields:
F
G
|bb2m(t) wm(t)| d |n| (t) [ 2C2sm(Af) ||e iP||.. (144)
In another connection, multiplying (141) by b and applying P− while taking
(3) into account, we get instead of (142):
sm(Af) P+(b(e−ih) jm(e−ih) w
s/2
m (e
−ih))=F
G
b(t) b2m(t) wm(t)
1−e iht
dn(t). (145)
Comparing (145) and (144), we deduce on one hand that
P+(b(e−ih) jm(e−ih) w
s/2
m (e
−ih)),
which is in H2 by construction, extends to an analytic function in C¯0G−1
which is locally uniformly bounded there, independent of m. On the other
hand, being the antianalytic projection of an L2 function of unit norm,
P−(b(e−ih) jm(e−ih) w
s/2
m (e
−ih)) extends to an analytic function in C¯0 U¯
which is also locally uniformly bounded independent of m. Adding up, we
deduce that b(e−ih) jm(e−ih) w
s/2
m (e
−ih) extends analytically in C¯0{G−1 2 U¯}
to a function which is locally uniformly bounded independent of m. By
analytic continuation this function is none but b(1/z) jm(z¯) w
s/2
m (z¯), and
since b(1/z) is locally uniformly bounded from below on C¯0{G−1 2 U¯} we
see that jm(z¯) w
s/2
m (z¯) is locally uniformly bounded from above there, inde-
pendent of m. Since it is in fact analytic in C¯0G−1, this last function must
be locally uniformly bounded there, independent of m, by the maximum
principle. Equivalently, jm(z) w
s/2
m (z) is locally uniformly bounded in
C¯0 G¯−1 independent of m, as desired. L
In the special case of two branch points, Theorem 10.1 can be viewed as
a circle analog to a famous result in Padé approximation, asserting that the
counting measure of the poles of the diagonal Padé approximant to a
function with branch points converges to the equilibrium distribution on
the cut of minimal logarithmic capacity outside of which the function is
single-valued [58]. Because we approximate on T rather than at a single
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point, the Green capacity in U has to replace the logarithmic capacity, and
it is to be hoped that suitable refinements of the present techniques will
allow the theorem to be extended to an arbitrary number of branch points.
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