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I study a single “slow” bird moving with a flock of birds of a different, and faster (or slower)
species. I find that every “species” of flocker has a characteristic speed γ 6= v0, where v0 is the
mean speed of the flock, such that, if the speed vs of the “slow” bird equals γ, it will randomly
wander transverse to the mean direction of flock motion far faster than the other birds will: its
mean-squared transverse displacement will grow in d = 2 with time t like t
5
3 , in contrast to t
4
3 for
the other birds. In d = 3, the slow bird’s mean squared transverse displacement grows like t
5
4 , in
contrast to t for the other birds. If vs 6= γ, the mean-squared displacement of the “slow” bird crosses
over from t
5
3 to t
4
3 scaling in d = 2, and from t
5
4 to t scaling in d = 3, at a time tc that scales
according to tc ∝ |vs − γ|−2.
PACS numbers: 05.65.+b, 64.70.qj, 87.18.Gh
One of the most familiar and ubiquitous biological phe-
nomena, flocking [1] – the collective, coherent motion of
large numbers of organisms – also spans an enormous
range of length scales: from kilometers (herds of wilde-
beest) to microns (e.g., the microorganism Dictyostelium
discoideum [2–4]). Despite this familiarity, ubiquity, and
enormous range of length scales, it is only in the last 15
years or so that the very rich and exotic scaling phenom-
ena that occur in flocks has begun to be appreciated.
This new understanding began with Vicsek’s [5] recog-
nition that this phenomenon is a dynamical version of
ferromagnetic ordering. Building on this insight, a phe-
nomenological continuum theory of flocking[6–9] was de-
veloped, which showed, among other things, that two-
dimensional flocks did not obey the Mermin-Wagner the-
orem [10]: that is, they are capable of spontaneously
breaking a continuous symmetry (rotation invariance) by
developing long-ranged order, even in flocks with only
short ranged interactions. Such order is impossible (in
spatial dimensions d = 2) for equilibrium systems [10].
This fundamental difference between flocks and equi-
librium systems arises from novel “anomalous” scal-
ings of fluctuations in flocks. Many of the quantitative
predictions of the phenomenological continuum theory
about these scalings have been confirmed in numerical
simulations[7, 11, 12].
One probe of this anomalous scaling that seems par-
ticularly apt to anyone who’s ever watched a nature pro-
gram in which wild animals are tagged with tracking
devices (and who among us has not?) is to study the
wandering of one particular creature flying along as part
of a flock.The continuum theory[6–9] predicts that the
lateral wandering of a bird in a flock of identical birds
grows superdiffusively in d = 2, scaling with time t like
t
2
3 . The spectacular confirmation of this very striking
prediction in numerical experiments[7, 12] remains one
of the strongest tests to date of the analytic continuum
theory.
However, such experiments only probe a small region
of the full spatio-temporal range of flock motion; specifi-
cally, the regime of spatio-temporal points moving at the
mean speed of the flock. It would clearly be a valuable,
and more rigorous, test of the theory to probe other re-
gions as well.
In this paper, I suggest one way to do so: by includ-
ing a single “slow” bird, different from the other birds in
the flock, which attempts to follow the other birds, but
flies at a speed vs 6= v0, where v0 is the average speed of
the flock. I find that each species of bird has a certain
“magic” speed γ 6= v0 such that, if a “slow” bird of a
different species flying at a speed vs = γ is added to the
flock, it will wander laterally much faster even than the
superdiffusive wandering of the others. This difference
is a direct result of the different spatio-temporal regions
probed by this bird because it is not moving at the aver-
age speed of the flock.
My result applies to any “ordered” flock moving on a
substrate: i.e., one in which the flocking organisms spon-
taneously pick a direction to move together via purely
short-ranged interactions that make neighbors tend to
follow each other, but which do not pick out any a priori
preferred direction for this motion. That is, the flocking
spontaneously breaks rotation invariance, as equilibrium
ferromagnetism does. Flocks moving without a substrate
conserve momentum, and so have a very different hy-
drodynamics, which has been considered elsewhere[13].
Whether or not slow birds wander rapidly in such a flock
is an open question which remains uninvestigated, and
which I will not address here.
One specific realization of such a system is one obeying
the Vicsek algorithm [5], in which birds attempt to follow
their near neighbors, but make mistakes. This algorithm
has a parameter range in which the system “flocks” (i.e.,
has a non-zero average velocity: < ~v > 6= ~0, where the
average is over all the birds in a very large flock (i.e., in
the thermodynamic limit)). In this “ordered” parameter
2range, the continuum theory [6–9] applies.
I will now briefly review the salient features of this
continuum theory. This approach describes the flock by
continuous, coarse grained number density ρ(~r, t) and ve-
locity ~v(~r, t) fields. The continuum equations of motion
governing these fields can in the long-wavelength limit
can be written down purely on symmetry grounds, and
are: [6–9]
∂t~v + λ1(ρ, |~v|)(~v · ~∇)~v + λ2(ρ, |~v|)(~∇ · ~v)~v + λ3(ρ, |~v|)~∇(|~v|2) = α(ρ, |~v|)~v − β(ρ, |~v|)|~v|2~v − ~∇P (ρ, |~v|)
− ~v
(
~v · ~∇P2(ρ, |~v|)
)
+DB(ρ, |~v|)~∇(~∇ · ~v) +DT (ρ, |~v|)∇2~v +D2(ρ, |~v|)(~v · ~∇)2~v + ~f , (1)
∂ρ
∂t
+∇ · (~vρ) = 0 , (2)
where all of the parameters λi(i = 1 → 3), α, β,
DB,T,2 and the “isotropic Pressure” P (ρ, |~v|) and the
“anisotropic Pressure”P2(ρ, |~v|) are, in general, functions
of the density ρ and the magnitude |~v| of the local veloc-
ity. It is useful to Taylor expand P and P2 around the
equilibrium density ρ0:
P = P (ρ, |~v|) =
∞∑
n=1
σn(|~v|)(ρ− ρ0)n , (3)
P2 = P2(ρ, |~v|) =
∞∑
n=1
µn(|~v|)(ρ− ρ0)n . (4)
Here β, DB, D2 and DT are all positive, and α < 0 in
the disordered phase and α > 0 in the ordered state (in
mean field theory).
The α and β terms simply make the local ~v have a
nonzero magnitude v0 =
√
α
β
[14] in the ordered phase,
where α > 0. DB,T,2 are the diffusion constants (or vis-
cosities) reflecting the tendency of a localized fluctuation
in the velocities to spread out because of the coupling
between neighboring “birds”. The ~f term is a random
driving force representing the noise. It is assumed to be
Gaussian with white noise correlations:
< fi(~r, t)fj(~r′, t
′) >= ∆δijδ
d(~r − ~r′)δ(t− t′) , (5)
where ∆ is a constant, and i , j denote Cartesian compo-
nents. The pressure P tends, as in an equilibrium fluid,
to maintain the local number density ρ(~r) at its mean
value ρ0, and δρ = ρ − ρ0. The “anisotropic pressure”
P2(ρ, |~v|) in (1) is only allowed due to the non-equilibrium
nature of the flock; in an equilibrium fluid such a term
is forbidden, since Pascal’s Law ensures that pressure is
isotropic. In the nonequilibrium steady state of a flock,
no such constraint applies. In earlier work [6–9] this term
was ignored. While its inclusion does not affect the lin-
earized theory of the ordered flock, it could, potentially,
have important non-linear effects, as I discuss below.
The final equation (2) is just conservation of bird num-
ber: we don’t allow our birds to reproduce or die on the
wing. The interesting and novel results that arise when
this constraint is relaxed by allowing birth and death
while the flock is moving will be discussed elsewhere [15].
The hydrodynamic model embodied in equations (1),
(3), and (2) is equally valid in both the “disordered” (i.e.,
non-moving) (α < 0) and “ferromagnetically ordered”
(i.e., moving) (α > 0) state . Here I am interested in
the “ferromagnetically ordered”, broken-symmetry phase
which occurs for α > 0. In this state, the velocity field
can be written as:
~v = v0xˆ‖ + ~δv = (v0 + δv‖)xˆ‖ + ~v⊥ , (6)
where v0xˆ‖ =< ~v > is the spontaneous average value of
~v in the ordered phase, and the fluctuations δv‖ and ~v⊥
of ~v about this mean velocity along and perpendicular
to the direction of the mean velocity are assumed to be
small. Indeed, I will be shortly be expanding the equation
of motion (1) in these quantities. Taking v0 =
√
α
β
as
discussed above [14], and taking the dot product of both
sides of equation (1) with ~v itself, I obtain:
1
2
(
∂t|~v|2 + (λ1 + 2λ3)(~v · ~∇)|~v|2
)
+ λ2(~∇ · ~v)|~v|2 = (α − β|~v|2)|~v|2 − ~v · ~∇P − |~v|2~v · ~∇P2 +DB~v · ~∇(~∇ · ~v)
+ DT~v · ∇2~v +D2~v ·
(
(~v · ~∇)2~v
)
+ ~v · ~f . (7)
In this hydrodynamic approach, we are interested only in fluctuations ~δv(~r, t) and δρ(~r, t) that vary slowly in space
3and time. (Indeed, the hydrodynamic equations (1) and
(2) are only valid in this limit). Hence, terms involv-
ing space and time derivatives of ~δv(~r, t) and δρ(~r, t) are
always negligible, in the hydrodynamic limit, compared
to terms involving the same number of powers of fields
without any time or space derivatives.
Furthermore, the fluctuations ~δv(~r, t) and δρ(~r, t) can
themselves be shown to be small in the long-wavelength
limit. Hence, we need only keep terms in (7) up to linear
order in ~δv(~r, t) and δρ(~r, t). The ~v · ~f term can likewise
be dropped, since it only leads to a term of order ~v⊥f‖
in the ~v⊥ equation of motion, which is negligible (since
~v⊥ is small) relative to the ~f⊥ term already there.
These observations can be used to eliminate many of
the terms in equation (7), and solve for the quantity
U ≡ (α(ρ, |~v|)− β(ρ, |~v|)|~v|2) ; (8)
the solution is:
U = λ2 ~∇ · ~v + ~v · ~∇P2 + σ1
v0
∂‖δρ+
1
2v0
(
∂t + γ2∂‖
)
δv‖ . (9)
Inserting this expression for U back into equation (7)
(where U appears by virtue of its definition (8)), I find
that P2 and λ2 cancel out of the ~v equation of motion,
leaving
∂t~v + λ1(~v · ~∇)~v + λ3~∇(|~v|2) = σ1
v0
~v(∂‖δρ)− ~∇P +DB ~∇(~∇ · ~v) +DT∇2~v +D2(~v · ~∇)2~v
+
[
1
2v0
(
∂t + γ2∂‖
)
δv‖
]
~v + ~f . (10)
This can be made into an equation of motion for ~v⊥ in-
volving only ~v⊥(~r, t) and δρ(~r, t) by projecting perpen-
dicular to the direction of mean flock motion xˆ‖, and
eliminating δv‖ using equation(9) and the expansion
U ≈ −Γ1
(
δv‖ +
|~v⊥|2
2v0
)
− Γ2δρ , (11)
where I’ve defined
Γ1 ≡ −
(
∂U
∂|~v|
)0
ρ
, Γ2 ≡ −
(
∂U
∂ρ
)0
|~v|
, (12)
with, here and hereafter , super- or sub-scripts 0 denoting
functions of ρ and |~v| evaluated at ρ = ρ0 and |~v| = v0.
I’ve also used the expansion (6) for the velocity in terms
of the fluctuations δv‖ and ~v⊥ to write
|~v| = v0 + δv‖ +
|~v⊥|2
2v0
+O(δv2‖ , |~v⊥|4) , (13)
and kept only terms that an RG analysis shows to be
relevant in the long wavelength limit. Inserting (11) into
(9) gives:
− Γ1
(
δv‖ +
|~v⊥|2
2v0
)
− Γ2δρ = λ2~∇⊥ · ~v⊥ + λ2∂‖δv‖ +
(µ1v
2
0 + σ1)
v0
∂‖δρ+
1
2v0
(
∂t + γ2∂‖
)
δv‖ , (14)
where I’ve kept only linear terms on the right hand side
of this equation, since the non-linear terms are at least
of order derivatives of |~v⊥|2, and hence negligible, in the
hydrodynamic limit, relative to the |~v⊥|2 term explicitly
displayed on the left-hand side.
This equation can be solved iteratively for δv‖ in terms
of ~v⊥, δρ, and its derivatives. To lowest (zeroth) order
in derivatives, δv‖ ≈ −Γ1Γ2 δρ. Inserting this into equa-
tion(14) everywhere it appears on the right hand side of
that equation gives δv‖ to first order in derivatives:
4δv‖ ≈ −
Γ1
Γ2
(
δρ+
1
2v0Γ1
∂tδρ+
λ4∂‖δρ
Γ1
)
− λ2
Γ1
~∇⊥ · ~v⊥ − |~v⊥|
2
2v0
. (15)
Inserting (6), (13), and (15) into the equation of mo-
tion (10) for ~v, and projecting that equation perpendic-
ular to the mean direction of flock motion xˆ‖ and (2) for
δρ, gives, neglecting “irrelevant” terms:
∂t~v⊥ + γ∂‖~v⊥ + λ
0
1
(
~v⊥ · ~∇⊥
)
~v⊥ = −g1δρ∂‖~v⊥ − g2~v⊥∂‖δρ− g3~v⊥∂tδρ−
c20
ρ0
~∇⊥δρ− σ2~∇⊥(δρ2)
+ D0Beff
~∇⊥
(
~∇⊥ · ~v⊥
)
+D0T∇2⊥~v⊥ +D0‖∂2‖~v⊥ + νt∂t~∇⊥δρ+ ν‖∂‖~∇⊥δρ+ ~f⊥ , (16)
where Dρ ≡ ρ0 σ1Γ1 , D0Beff ≡ D0b +
2v0λ3λ4
Γ1
, D0T , and D
0
‖ ≡
D0T +D
0
2v
2
0 are the diffusion constants, and I’ve defined
γ ≡ λ01v0 , (17)
g1 ≡
(
∂λ1
∂ρ
)
0
− Γ2λ1
Γ1
, (18)
g2 ≡ σ1
v0
− (λ1 + 2λ3)Γ2
2Γ1
, (19)
g3 ≡ Γ2
2v0Γ1
, (20)
c20 ≡ ρ0σ1 −
2ρ0v0λ3Γ2
Γ1
, (21)
νt ≡ Γ2λ3
Γ21
, (22)
ν‖ ≡
2Γ2v0λ3λ4
Γ21
, (23)
DBeff ≡ D0B +
2v0λ2λ3
Γ1
, (24)
and, finally,
D‖ ≡ DT +D2v20 . (25)
It is extremely important to note that the speed γ is
not equal to the mean speed of the flock, since λ1 6= 1.
The reason that λ1 6= 1 is the lack of Galilean invariance
in the system under consideration, which in turn is due
to the fact that we are considering flocks that move over
a fixed surface, which provides a special rest frame.
This symmetry argument is confirmed by more micro-
scopic, kinetic theory approaches[16], which indeed find
λ 6= 1. Furthermore, simulations can determine λ1 by fit-
ting the predictions of this hydrodynamic model to the
observed correlation functions. The fits work extremely
well, and find λ1 6= 1 [7].
So γ = λ1v0 6= v0; as we will see in a moment, this
means that the identical birds making up a flock, which
of course all move at speed v0, will wander laterally (i.e.,
perpendicular to the direction of mean motion xˆ‖) much
more slowly than a “slow” bird whose speed vs = γ.
Note that since no general argument requires λ1 < 1, the
“slow” bird might actually have to move faster than the
ordinary birds, for some species.
Using (6) and (13) in the equation of motion (2) for ρ
gives, again neglecting irrelevant terms:
∂tδρ+ ρo~∇⊥ · ~v⊥ + ~∇⊥ · (~v⊥δρ) + v2∂‖δρ = Dρ‖∂2‖δρ+Dρv∂‖
(
~∇⊥ · ~v⊥
)
+ w1∂t∂‖δρ+ w2∂‖(δρ
2) , (26)
where I’ve defined:
v2 ≡ v0 − ρ0Γ2
Γ1
,
5w1 ≡ Γ2ρ0
2v0Γ21
, (28)
Dρ‖ ≡
Γ2
Γ21
(
λ1
2
+ λ2 + λ3
)
ρ0 , (29)
Dρv ≡ λ2ρo
Γ1
, (30)
and, last but not least,
w2 ≡ Γ2
2Γ1
. (31)
Linearizing (16) and (26), and spatio-temporally
Fourier transforming them makes it straightforward al-
gebra to calculate the hydrodynamic mode structure and
spatio-temporally Fourier transformed correlation func-
tions of the flock. (To obtain the latter simply in-
volves using the assumed spatio-temporal noise correla-
tions (5)).
The mode structure consists of a pair of propagating
sound modes, with direction-dependent speeds given by:
c± (θ~q) are given by
c± (θ~q) =
(
γ + v2
2
)
cos (θ~q)± c2 (θ~q) , (32)
where I’ve defined
c2 (θ~q) ≡
√
(γ − v2)2 cos2 (θ~q)
4
+ c20 sin
2 (θ~q) , (33)
where θ~q is the angle between ~q and the direction of flock
motion (i. e., the x‖ axis).
I’m particularly interested in the velocity auto-
correlation, since, as I’ll show in a moment, this deter-
mines the wandering of the birds relative to the mean
motion of the flock. In the linearized approach just
described, I find the spatio-temporally Fourier trans-
formed velocity-velocity autocorrelation function is, ig-
noring negligible terms:
C⊥ (~q, ω) ≡ 〈~v (~q, ω) · ~v (−~q,−ω)〉 =
∆
(
ω − v2q‖
)2[
(ω − c+ (θ~q) q)2 + ǫ2+(~q)
] [
(ω − c− (θ~q) q)2 + ǫ2−(~q)
]
+
(d− 2)∆[
(ω − γq‖)2 + Γ2T (~q)
] (34)
where I’ve defined
ǫ± ≡ NUM
(2c±(θ~q)− (v2 + γ) cos(θ~q)) (35)
with
NUM ≡ (ΓL(~q) + Γρ(~q)− w1c±(θ~q) cos(θ~q)q2)c±(θ~q)− v2ΓL(~q) cos(θ~q)− γ(Γρ(~q)− w1c±(θ~q) cos(θ~q)q2) cos(θ~q)
+
c20
ρ0
Dρv
q‖q
2
⊥
q
− ρ0q2⊥(νtc±(θ~q) + ν‖ cos(θ~q)) (36)
and the wavevector dependent longitudinal, transverse,
and ρ dampings ΓL,ρ are given by:
ΓL (~q) = DLq
2
⊥ +D
0
‖q
2
‖ , (37)
ΓT (~q) = D
0
T q
2
⊥ +D
0
‖q
2
‖ , (38)
and
Γρ (~q) = Dρ‖q
2
‖ , (39)
with DL ≡ D0Beff +D0T .
The first term in equation 35 comes from the “longi-
tudinal” component vL of ~v⊥, by which I mean the com-
ponent along ~q⊥, while the second comes from the d− 2
“transverse” components of ~v⊥ which are perpendicular
to ~q⊥. Clearly, in d = 2, only the longitudinal compo-
nent is present; this is why the second (transverse) term
in (34) vanishes in d = 2.
What about the effect of the non-linear terms in (16)
and (26)? In spatial dimensions d < 4, these terms are
6strongly relevant in the RG sense [6] - [9].
What “relevant in the RG sense” means in plain En-
glish is that these non-linear terms lead to different scal-
ing behavior at long distances and times than predicted
by the linearized version of (16) and (26), which of course
ignores those terms.
Determining quantitatively this modified scaling is dif-
ficult; indeed, the only known analytic approach is an
ǫ ≡ 4 − d expansion about the critical dimension d = 4,
which clearly tells us little about what goes on in d = 2.
However, there are many examples known in which
non-linearities that become relevant for d just below 4
become irrelevant again as d is decreased to 3, and remain
so down to d = 2 (e.g., cubic symmetry breaking terms
at the phase transition of the XY (O(2)) model[17]).
Now, in our problem, it is impossible for all of the
non-linearities in (16) and (26) to be irrelevant in any
d < 4, since the linearized fixed point can be shown to be
unstable against all of these nonlinearities for those d’s.
However, it is quite possible, as illustrated by the discus-
sion of the previous paragraph, that the ordered phase
of the flock is controlled by a fixed point in which only
one of these non-linearities is important. While there is
no analytic calculation so far that shows this is the case,
if we conjecture that the dominant non-linearity in equa-
tion (16) is λ01, and that all of the other non-linearities are
irrelevant, in the RG sense, below d = 4 (a result which
is, at least, not ruled out by the 4 − ǫ calculation that
has been done), then one can show [6]-[9] that the effect
of these non-linearities on all spatio-temporally Fourier
transformed two point correlation functions can be incor-
porated entirely by replacing D0T and DBeff everywhere
they appear in the linearized expressions for those corre-
lation functions with renormalized, strongly wavevector
(~q)-dependent diffusion coefficients DT,B(~q) that diverge
as ~q → ~0 according to the scaling law:
DT,B(~q) = q
2ζ−2
⊥ fT,B
( ( q‖
Λ
)
( q⊥Λ )
ζ
)
∝
{
q2ζ−2⊥ ,
q‖
Λ ≪ ( q⊥Λ )ζ
q
2− 2
ζ
‖ ,
q‖
Λ ≫ ( q⊥Λ )ζ
, (40)
here Λ is an ultraviolet cutoff of order an inverse inter-
bird distance, and the universal exponent ζ is given by:
ζ =
d+ 1
5
(41)
In addition, Γρ(~q) is also modified, becoming
Γρ (~q) = Dρ‖q
2
‖ +Dρ⊥ (~q) q
2
⊥ , (42)
where the new diffusion coefficient Dρ⊥ (~q) also becomes
anomalous (i.e., a divergent function of wavevector ~q as
~q → ~0; indeed, it obeys the same scaling law as DT,B;
i.e.,
Dρ⊥(~q) = q
2ζ−2
⊥ fρ⊥
( ( q‖
Λ
)
( q⊥Λ )
ζ
)
∝
{
q2ζ−2⊥ ,
q‖
Λ ≪ ( q⊥Λ )ζ
q
2− 2
ζ
‖ ,
q‖
Λ ≫ ( q⊥Λ )ζ
. (43)
As a result of the divergences of DB,T,ρ⊥(~q), the damp-
ings ΓL,T,ρ(~q) also obey scaling laws:
ΓL,T,ρ(~q) = q
2ζ
⊥ fΓL,ΓT ,Γρ
( ( q‖
Λ
)
( q⊥Λ )
ζ
)
∝
{
q2ζ⊥ ,
q‖
Λ ≪ ( q⊥Λ )ζ
q
2
‖ ,
q‖
Λ ≫ ( q⊥Λ )ζ
. (44)
While the reader may with some justice be skeptical
that we would be so lucky as to have the only relevant
non-linearity in the problem prove to be the only one that
we can handle analytically, there is considerable evidence
from simulations[7, 8, 11, 12] supporting the “canonical”
behavior just described, in both d = 2 and d = 3. I will
therefore assume for the remainder of this paper that this
“canonical” behavior is the true behavior of a flock.
The divergence as ~q → ~0 of the diffusion coefficients
DB,T,ρ⊥(~q) embodied in equations (40) and (43) has dra-
matic consequences for the velocity fluctuations. In par-
ticular, it implies that, for fixed |~q|, these fluctuations
will damp out far more slowly for ~q along the direction
of mean flock motion xˆ‖ than for any other direction of
~q. More precisely, those modes with
q‖
Λ ∼ ( q⊥Λ )ζ will de-
cay far more slowly than those with
q‖
Λ ≪ ( q⊥Λ )ζ . This
means that, as ~q → ~0, the largest fluctuations will occur
at wavevectors ~q with q‖ ≫ q⊥, since ζ < 1. Thus, we
only need to evaluate C⊥(~q, ω) for those values of ~q with
q‖ ≫ q⊥. In this limit, the autocorrelation function (34)
can be considerably simplified, to:
C⊥ (~q, ω) ≈ ∆[
(ω − γq‖ − c
2
0q
2
⊥
(γ−v2)q‖
)2 + Γ2L(~q)
] + (d− 2)∆[
(ω − γq‖)2 + Γ2T (~q)
] . (45)
Further simplification can be made by comparing the c20q
2
⊥ term in the first denominator with the Γ
2
L(~q) term
7therein. The ratio of these scales like
q4⊥
q2‖Γ
2
L(~q)
∝ q
2(1−ζ)
⊥
q2‖fΓL
( ( q‖
Λ
)
( q⊥Λ )
ζ
) (46)
For the important regime of wavevectors qζ⊥ ∼ q‖, this
ratio scales[20] like q2−3ζ⊥ , and, hence, vanishes at small
q⊥ if and only if the exponent ζ <
2
3 . From equation (41),
it’s clear that this condition on ζ is satisfied in d = 2, but
not d = 3. Thus, in d = 2, where the second term in (34)
vanishes, we can drop the c20q
2
⊥ term in (45) , and obtain
the much simpler expression:
C⊥ (~q, ω) ≈ ∆[
(ω − γq‖)2 + Γ2L(~q)
] (d = 2). (47)
In d = 3, on the other hand, the c20q
2
⊥ term in (45)
dominates the ΓL(~q) term, since ζ =
4
5 in d = 3. In
this case, the first (i.e., the longitudinal) term in (45)
is, throughout most of the important range of ~q, much
smaller than it would be in the absence of this term. On
the other hand, the second, d − 2 term in (45) is com-
parable in magnitude to what the first term would have
been, had I dropped the c20q
2
⊥ term. To see this, simply
note that the two terms would then become identical,
except for the factor of d − 2, which is 1 in d = 3, and
the replacement of ΓL by ΓT . Since ΓL and ΓT both
scale the same way with ~q, this latter change makes little
difference. Hence, keeping the c20q
2
⊥ term makes the first
(longitudinal) term in (45) actually much smaller than
the second, transverse, one. Hence we can drop that first
term, and write:
C⊥ (~q, ω) ≈ ∆[
(ω − γq‖)2 + Γ2T (~q)
] (d = 3). (48)
Now let us add to this ordered flock a single “slow”
bird[18] which tries to follow the other birds in the flock
via some short-ranged interaction, but which moves at
a different speed vs than the other birds in the flock.
For example, one could imagine (or simulate) a Vicsek
algorithm[5] in which the “slow” bird obeys the same
algorithm as the others, except that its speed of motion
between time steps differs from those of the other birds.
Consider now the mean squared lateral displacement
of the slow bird:
w2(t; vs) ≡
〈∣∣~x⊥s (t)− ~x⊥s (0)∣∣2〉 (49)
perpendicular to the mean direction of motion of the
flock. (Here and throughout this paper, ⊥ and ‖ denote
directions perpendicular to, and along, the direction of
mean flock motion, respectively.)
Since the mean ~x⊥− position ~x⊥s of the slow bird obeys
~x⊥s (t) = ~x
⊥
s (0) +
∫ t
0
~v⊥s (t)dt (50)
where v⊥s (t) is the ⊥ velocity of the slow bird at time t,
w2(t; vs) is given by
w2(t; vs) =
∫ t
0
dt′
∫ t
0
dt′′
〈
~v⊥s (t
′) · ~v⊥s (t′′)
〉
. (51)
Now I need to relate the perpendicular velocity of the
slow bird to the position and time dependent velocity
field ~v⊥ (~r, t) of the flock. Since the slow bird moves in
the same direction[21] as the other birds in the flock, the
required perpendicular velocity is given by:
~v⊥s (t) =
~v⊥ (~rs(t), t) vs
v0
(52)
where v0 is the mean speed of the flock (in the sense that,
< ~v(~r, t) >= v0xˆ‖, with xˆ‖ the unit vector along the
direction of mean flock motion), and ~rs(t) is the position
of the slow bird at time t. This is given by
~rs(t) = ~rs(0) + vstxˆ‖ + δx
‖
s(t)xˆ‖ +
~δx
⊥
s (t) , (53)
where δx
‖
s(t) and ~δx
⊥
s (t) are the deviations of the slow
bird from uniform motion at speed vs along xˆ‖.
Using (52) and (53), I see that the desired single bird
autocorrelation function in (51) is:
〈
~v⊥s (t
′) · ~v⊥s (t′′)
〉
=
(
vs
v0
)2
〈~v⊥ (~rs(t′), t) · ~v⊥ (~rs(t′′), t′′))〉
=
(
vs
v0
)2
C⊥
(
~δx
⊥
s (t
′)− ~δx⊥s (t′′) , vs(t′ − t′′) + δx‖s (t′)− δx‖s (t′′) , t′ − t′′
)
(54)
where C⊥
(
~r⊥, r‖, t
)
is the real space and time perpen-
dicular velocity field auto-correlation function, and I’ve
used
~rs(t) = ~rs(0) +
(
vst+ δx
‖
s (t)
)
xˆ‖ + ~δx
⊥
s (t) , (55)
8to write both ~rs(t
′) and ~rs(t
′′).
I’ll assume (and have verified a posteriori) that both
δx
‖
s and δx⊥s are small enough compared to the av-
erage motion vstxˆ‖ that their effect on the velocity-
velocity autocorrelation in (54) is negligible. This will
be true if w2(t) ≪ t2, which, as I will show a poste-
riori, it is. This leaves the task of evaluating C(δt) ≡
C⊥
(
R⊥ = 0, R‖ = vsδt, δt
)
, where I’ve defined δt ≡ t′ −
t′′. Expressing C⊥ in terms of its spatio-temporal Fourier
transform equation (34) gives
C(δt) ≡ 〈~v⊥s (t′) · ~v⊥s (t′′)〉 =
(
vs
v0
)2
C⊥
(
R⊥ = 0, R‖ = vsδt
)
=
(
vs
v0
)2 ∫ dd−1q⊥dq‖dω
(2π)d+1
ei(ω−vsq‖δt)C⊥ (~q, ω) . (56)
Performing the integral over ω by complex contour
techniques, and using equation (47) for C⊥(~q, ω) in d = 2,
and (48) for C⊥(~q, ω) in d = 3, gives
C(δt) =
(
vs
v0
)2
∆
∫
ddq
(2π)d
exp
{
i
(
(vs − γ)q‖
)
δt− Γσ(~q)δt
}
Γσ(~q)
(57)
where σ = L in d = 2, and σ = T in d = 3.
Now clearly, if vs 6= γ, the first term in the exponen-
tial is much larger, at small q, than the ΓL(~q) term, since
the former scales as q‖, while the latter scales as q
2
‖, in
the dominant regime q‖ ∼ qζ⊥. Hence, I can drop the
latter term in the exponential, since it is small q’s which
dominate the integral at large times (as we’ll see in a
moment). Dropping this term, and using the scaling law
(44) for Γσ(~q), it is easy to see that rescaling the compo-
nents q‖ and ~q⊥ of ~q according to
q‖ ≡
Q‖
δt
, ~q⊥ ≡
~Q ⊥
δt
1
ζ
(58)
pulls all of the time dependence out of the integral ddq,
giving the scaling law
C(δt) ∝ δt 1−dζ −1+2 ∝ δtφ(d) (59)
for C(δt), where I’ve defined
φ(d) ≡ 1− d
ζ
+ 1 . (60)
It is important to note that this scaling law for C(δt)
only holds for δt large, since it is only for such times
that the hydrodynamic theory is valid. Thus, we are not
concerned with any apparent divergences at short times
that occur when (59) is inserted into (51). Divergences
as t → ∞ are real, on the other hand; these will occur
whenever φ(d), as given by equation (60), is > −1.
This happens in d = 2, where equation (60) gives
φ(2) = − 23 ; inserting this into (51) gives
w2(t; vs) ∝ t 43 (ordinary birds, d = 2), (61)
a known [7] result for birds in flocks of identical birds in
d = 2. In d = 3, on the other hand, equation (60) gives
φ(2) = − 32 < −1. In this case, the integral over t′′ in (51)
converges at large |t′ − t′′|, and so is dominated by short
times, where, as just discussed, the hydrodynamic theory
is invalid. Thus, the result of performing the integral over
t′′ in (51) is a constant, independent of t and t′. As a
result, the integral over t′ in (51) is just
w2(t; vs) ∝ t (ordinary birds, d = 3), (62)
another already known result[7]. Note that these results
apply not only to the identical birds that make up the
bulk of the flock, but to any slow bird added to the flock
whose speed vs 6= γ.
What happens if vs = γ? Now things change dramat-
ically, since the (vs − γ)q‖t term in the exponential in
equation (57) vanishes. As a result, I must keep the Γσ
term in the exponential in that equation. Doing so, and
again using equation (44), I see that the rescaling to a
new vector variable ~Q via
q‖ ≡
Q‖√
δt
(63)
~q⊥ ≡
~Q⊥
δt
1
2ζ
(64)
pulls all of the time dependence out of the integral when
vs = γ, and gives the scaling law
C(δt) = Aδt
φ(d)
2 , (65)
9where A is an unimportant constant.
Note that this decay is much slower than that given
in equation(59) for a bird moving at a speed other than
the magic speed vs = γ. Note further that since, in
general, the mean speed v0 of the flock differs from γ (i.e.,
v0 6= γ) the identical birds that make up the bulk of the
flock will exhibit the more rapidly decaying correlations
of equation(59). It is only a bird that differs from the
generic members of the flock, specifically by flying at a
speed vs 6= v0, that has a chance to achieve vs = γ, and
the much slower decay equation (65).
This slower decay of velocity correlations leads imme-
diately to faster lateral wandering for birds moving at
this magic speed γ, in both d = 2 and d = 3, since the
exponent φ(d)2 is > −1 in both dimensions. As a result,
the integral over t′ and t′′ is dominated by large times,
and I find, by inserting (65) into (51),
w2(t; vs = γ) = A
∫ t
0
dt′
∫ t
0
dt′′ |t′ − t′′|
φ(d)
2
∝ t 52−( 1−d2ζ ) = t 1ζ (slow bird, general d < 4), (66)
where in the last equality I’ve used equation (41) for ζ.
Using equation (41) again, I get, in d = 2 spatial di-
mensions,
w2(t; vs) ∝
{
t
5
3 , vs = γ ,
t
4
3 , vs 6= γ (d = 2),
(67)
while in d = 3,
w2(t; vs) ∝
{
t
5
4 , vs = γ ,
t vs 6= γ (d = 3), (68)
In both dimensions, birds moving at the magic speed
γ wander laterally much faster than birds moving at any
other speed. In particular, they wander much faster than
the “normal” birds in the flock.
What happens to a bird moving at a speed vs close
to, but not equal to, γ? For sufficiently short times, it
should be impossible to tell that this bird was not moving
at exactly the magic speed γ, and would therefore expect
to recover the w2 ∝ t 1ζ scaling I just found for that case.
For longer times, though, one would expect the difference
between the speed vs of the slow bird and the magic
speed γ to become apparent, leading to a crossover to
the w2 ∝ t 43 scaling found in that case.
This proves to be precisely the case. To see this, note
that the rescaling equations (63), (64) imply that the in-
tegral in equation (57) for C(t; vs) is dominated by par-
allel wavevectors
qdom‖ ∝ t−
1
2 . (69)
Comparing the δvq‖ term in the exponent of equation
(57) with the ΓL term there, where δv ≡ vs−γ, and using
the scaling law (43) for ΓL and (69) for the dominant q,
I see that δvqdom‖ ∼ ΓL(~qdom) at a time tc which scales
according to δvt
− 12
c ∝ (t−
1
2
c )2, which implies
tc(δv) ∝ δv−2 . (70)
For smaller times (t≪ tc), the ΓL term in equation (??)
dominates the δvq‖ term, and the w
2(t) ∝ t 1ζ law found
in eqn (66) holds. In the opposite limit (t ≫ tc), the
vs 6= γ scaling holds.
To summarize, for flocks in d = 2 spatial dimensions,
w2(t; vs) ∝
{
t
5
3 , t≪ tc(δv) ,
t
4
3 , t≫ tc(δv) ,
(71)
while for d = 3,
w2(t; vs) ∝
{
t
5
4 , t≪ tc(δv) ,
t, t≫ tc(δv) , (72)
with tc(δv) given by (70).
Numerical experiments could test this result by doing
a series of simulations with added slow birds moving at
different speeds. The magic speed γ can be determined
by fitting the above expressions. Alternatively, one can
independently determine γ by measuring the direction-
dependent sound mode propagation speed in a simula-
tion, and fitting the result to equation (32), as was done
in [7]. An easier alternative for simulators who, under-
standably, do not wish to undertake this considerable
numerical task, would be to simply simulate exactly the
same model as was used in [7], with the addition of a
single slow bird; in this case, one could simply use the
value of γ determined by [7].
In the (potentially simulate-able) case of spatial dimen-
sions d ≥ 4, I find simple “drunkard’s walk” wandering
(w2(t; vs) ∝ t) independent of vs.
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