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W+n - AND Wn-MODULE STRUCTURES ON U(hn)
HAIJUN TAN AND KAIMING ZHAO
Abstract. Let hn be the Cartan subalgebra of theWitt algebrasW
+
n =
DerC[t1, t2, ..., tn] and Wn = DerC[t
±1
1 , t
±1
2 , · · · , t
±1
n ] where 1 ≤ n ≤ ∞.
In this paper, we classify the modules over W+n and over Wn which are
free U(hn)-modules of rank 1. These are the W
+
n -modules Ω(Λn, a, S)
for some Λn = (λ1, · · · , λn) ∈ (C
∗)n, a ∈ C, and S ⊂ {1, 2, ..., n}; and
Wn-modules Ω(Λn, a) for some Λn ∈ (C
∗)n and some a ∈ C.
Keywords: Witt algebras, non-weight modules
2000 Math. Subj. Class.: 17B10, 17B20, 17B65, 17B66, 17B68
1. introduction
We denote by Z, Z+, N and C the sets of all integers, non-negative inte-
gers, positive integers and complex numbers, respectively. All vector spaces
and algebras in this paper are over C. We denote by U(a) the universal
enveloping algebra of the Lie algebra a over C.
For any integer n : 1 ≤ n ≤ ∞, let An = C[t
±1
1 , t
±1
2 , · · · , t
±1
n ] and A
+
n =
C[t1, t2, · · · , tn] be the polynomial algebras. Then we have the Lie algebras
Wn = Der(An) and W
+
n = Der(A
+
n ). These Lie algebras are known as
the Witt algebras of rank n. We know that W1 is the centerless Virasoro
algebra.
The theory of weight Virasoro modules with finite-dimensional weight
spaces is fairly well-developed. In 1992, O. Mathieu [M] classified all irre-
ducible modules with finite-dimensional weight spaces over the Virasoro al-
gebra, proving a conjecture of Kac [Ka]. More precisely, O. Mathieu proved
that irreducible weight modules with finite-dimensional weight spaces fall
into two classes: (i) highest/lowest weight modules and (ii) modules of ten-
sor fields on a circle and their quotients. V. Mazorchuk and K. Zhao [MZ1]
proved that an irreducible weight module over the Virasoro algebra is ei-
ther a Harish-Chandra module or a module in which all weight spaces in
the weight lattice are infinite-dimensional. In [CGZ, CM, LLZ, LZ2, Zh],
some simple weight modules over the Virasoro algebra with infinite-weight
spaces were constructed. Very recently, the non-weight simple representa-
tion theory of the Virasoro algebra has made a big progress. A lot of new
non-weight simple modules were obtained in [BM, GLZ, LGZ, LLZ, LZ1,
MW, MZ2, OW, TZ1, TZ2] by using different methods.
The theory of weight representations over Witt algebras Wn for 1 < n <
∞ has also well-developed. In 2013, Y. Billig and V. Futorny [BF] success-
fully proved the conjecture given by Eswara Rao [E] in 2004. They proved
that irreducible modules over Wn (1 < n < ∞) with finite-dimensional
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weight spaces also fall in two classes: (i) modules of the highest weight type
and (ii) modules of tensor fields on a torus and their quotients. Mazorchuk
and Zhao [MZ3] gave an explicit description of the support of an arbitrary
irreducible weight module. There are also mixed weight modules over Wn
for n > 1, see, for example [HWZ]. Recently, in [TZ3] some examples of
non-weight irreducible modules over Wn with 1 < n < ∞ were given. We
have not seen other examples of non-weight irreducible representations over
these Witt algebras.
For the Witt algebras W+n , Penkov and Serganova [PS] gave an explicit
description of the support of an arbitrary irreducible weight module. We
have not seen any other studies about irreducible representations over these
Witt algebras.
In this paper, we mainly concern about the non-weight representations
over Witt algebras Wn and W
+
n for 1 ≤ n ≤ ∞. More precisely, we will
classify a class of non-weight modules which are free U(hn)-modules of rank
1, where hn is the Cartan subalgebra of Wn and W
+
n .
Firstly, let us recall some definitions and some old representations over
Wn and over W
+
n . Then construct some new representations over Wn and
over W+n .
Denote by Z∞ the set of all sequences k = (k1, k2, k3, · · · ) where ki ∈ Z
and only a finite number of ki can be nonzero. Denote (C
∗)∞ = {(ck)k∈N :
ck ∈ C
∗}. Let Z≥−1 = {l ∈ Z : l ≥ −1}. For any n ∈ N, let
Z
n
+,i = {(k1, · · · , kn) ∈ Z
n : ki ∈ Z≥−1 and kj ∈ Z+ for all j 6= i},
Z
∞
+,i = {(k1, k2, k3, · · · ) ∈ Z
∞ : ki ∈ Z≥−1 and kj ∈ Z+ for all j 6= i}.
Let ∂i = ti
∂
∂ti
, i = 1, 2, · · · , n. Then
Wn =
n⊕
i=1
An∂i.
For r = (r1, · · · , rn) ∈ Z
n, set tr = tr11 t
r2
2 · · · t
rn
n . We can write the Lie
brackets in Wn as follows:
[tr∂i, t
s∂j ] = sit
r+s∂j − rjt
r+s∂i, ∀ i, j = 1, 2, · · · , n; r, s ∈ Z
n.
It is known that hn = ⊕
n
i=1C∂i is the Cartan subalgebra of Wn.
Similarly, the Cartan subalgebra of W∞ is h∞ = ⊕
∞
i=1C∂i. For each
n ∈ N,Wn can be seen as a Lie subalgebra of W∞. Clearly, W
+
n (resp. W
+
∞)
can be seen as a Lie subalgebra of Wn(resp. W∞), and W
+
n (resp. W
+
∞) and
Wn(resp. W∞) share the common Cartan subalgebra hn(resp. h∞).
With respect to the basis {∂i : i = 1, 2, ..., n}, the weight sets of Wn
and W+n are Z
n and ∪ni=1Z
n
+,i respectively. For each i ∈ N, denote W
+
i =
DerC[ti].
The Virasoro algebra V is the universal central extension of W1. For
convenience, we denote ti1∂1 by di for all i ∈ Z. Then
V =
(⊕
i∈Z
Cdi
)
⊕ CC,
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and the Lie bracket of V is defined by
[C, di] = 0, [di, dj ] = (j − i)di+j + δi,−j
i3 − i
12
C, i, j ∈ Z.
Now we recall and define some representations over Wn and over W
+
n .
For λ ∈ C∗, a ∈ C, denote by Ω(λ, a) = C[x] the polynomial associative
algebra over C in indeterminate x. In [LZ1], a class of V-modules is defined
on Ω(λ, a) by
Cf(x) = 0, dif(x) = λ
i(x− i(a+ 1))f(x− i),∀i ∈ Z, f(x) ∈ C[x].
From [LZ1] we know that Ω(λ, a) is irreducible if and only if a 6= −1. The
modules Ω(1, a) were also studied in [BMZ].
SinceW+1 is a Lie subalgebra of V, each V-module Ω(λ, a) can be seen as
a W+1 -module. We also denote the corresponding W
+
1 -module by Ω(λ, a).
It is easy to see thatW+1 -module Ω(λ, a) is irreducible if and only if a 6= −1.
Now let us define a class of new W+1 -modules.
Definition 1. Let λ ∈ C∗, a ∈ C. We have a W+1 -module structure on C[x]
by
d−1 · f(x) = λ
−1f(x+ 1), d0 · f(x) = xf(x),
dk · f(x) = λ
kf(x− k)(x− k(a+ 1))Πk−1i=0 (x+ a− i),
(1.1)
where f(x) ∈ C[x] and k ∈ N. We denote this W+1 -module by Γ(λ, a).
It is tedious but straightforward to verify that the above action makes
C[x] into a W+1 -module. Clearly, Γ(λ, 0)
∼= Γ(λ,−1).
In [TZ3], a class ofWn-modules were defined as follows, where 1 < n <∞.
For any a ∈ C and Λn = (λ1, λ2, · · · , λn) ∈ (C
∗)n, denote by Ω(Λn, a) =
C[x1, x2, · · · , xn] the polynomial algebra over C in commuting indetermi-
nates x1, x2, · · · , xn. The action of Wn on Ω(Λn, a) is defined by
(1.2) tk∂i · f(x1, · · · , xn) = Λ
k
n(xi − ki(a+ 1))f(x1 − k1, · · · , xn − kn),
where k = (k1, k2, · · · , kn) ∈ Z
n, f(x1, · · · , xn) ∈ A
n,Λkn = λ
k1
1 λ
k2
2 · · ·λ
kn
n ,
i = 1, 2, · · · , n.
Since W+n is a subalgebra of Wn, Ω(Λn, a) can be seen as a W
+
n -module.
We also denote the corresponding W+n -module by Ω(Λn, a).
For convenience, we make the following convention Π−1p=0g(p) = 1 for any
function g(p). Now we can define the following W+n -modules for any n ∈ Z,
1 < n <∞.
Definition 2. Let n ∈ N, Λn = (λ1, · · · , λn) ∈ (C
∗)n, a ∈ C, and S ⊂
{1, 2, ..., n}. For any k ∈ ∪nj=1Z
n
+,j, we define
ϕS,a(k, i) = (xi − ki(a+ 1))Πq∈SΠ
kq−1
p=0 (xq + a− p), if ki 6= −1 or i /∈ S
ϕS,a(k, i) = Πq∈S\{i}Π
kq−1
p=0 (xq + a− p), if ki = −1 and i ∈ S.
Define the action of W+n on C[x1, · · · , xn] as follows:
(1.3) tk∂i · f(x1, · · · , xn) = Λ
k
nf(x1 − k1, · · · , xn − kn)ϕS,a(k, i),
where k = (k1, k2, · · · , kn) ∈ Z
n
+,i, 1 ≤ i ≤ n and f(x1, · · · , xn) ∈ A
+
n . We
denote this W+n -module by Ω(Λn, a, S).
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It is tedious but straightforward to verify that the above action makes
A+n into a W
+
n -module. We remark that when S is empty, Ω(Λn, a, S)
∼=
Ω(Λn, a). One can easily see that in Definition 2, n can be replaced by ∞.
Thus we have the W+∞-module Ω(Λ∞, a, S).
The present paper is organized as follows. In section 2, we classify the
modules over W+1 which are free U(Cd0)-modules of rank 1(Theorem 2).
These modules are exactly Ω(λ, a) and Γ(λ, a) for some λ ∈ C∗, a ∈ C. As a
corollary, we also classify the modules of the Virasoro algebra which are free
U(Cd0)-modules of rank 1 (Theorem 3). These modules are exactly Ω(λ, a)
for some λ ∈ C∗ and a ∈ C.We separate the Virasoro algebra case from Wn
because of the center CC ofV. In section 3, we classify the modules overW+n
which are free U(hn)-modules of rank 1 (Theorem 8). These are exactly the
W+n -modules Ω(Λn, a, S) for some Λn = (λ1, · · · , λn) ∈ (C
∗)n, a ∈ C, and
S ⊂ {1, 2, ..., n}. We also classify the Wn-modules which are free U(hn)-
modules of rank 1 (Theorem 9). These modules are Ω(Λn, a) for some Λn ∈
(C∗)n and some a ∈ C. These results are also true for n =∞.
2. W+1 - and W1-module structures on C[d0]
In this section, we will classify the modules over W+1 and over W1 which
are free C[d0]-modules of rank 1.
Let 1 ≤ n ≤ ∞ and let M = U(hn)v be a W
+
n -module with left multipli-
cation action of hn. The following observation is important.
Lemma 1. For any f(∂1, ∂2, ..., ∂n) ∈M , 1 ≤ i ≤ n, k ∈ Z
n
+,i, we have
(2.1) tk∂i · f(∂1, ∂2, ..., ∂n)v = f(∂1 − k1, ∂2 − k2, ..., ∂n − kn)(t
k∂i · v),
and tk∂i · v 6= 0 for any k ∈ Z
n
+,i.
Proof. Formula (2.1) follows from (tk∂i)∂j = (∂j − kj)(t
k∂i) ∈ U(W
+
n ) for
any 1 ≤ i, j ≤ n.
Now assume that tk∂i ·v = 0 for some k 6= (0, 0, · · · , 0). Then t
k∂i ·M = 0,
i.e., ann(M) 6= 0. Since W+n is a simple Lie algebra and ann(M) is a
nonzero ideal of W+n , this means ann(M) = W
+
n , hence hn ·M = 0, which
is impossible. So tk∂i · v 6= 0 for all k ∈ Z
n
+,i. This completes the proof. 
Now we determine the W+1 -module structures on M = C[d0]v.
Theorem 2. Let M = C[d0] be a W
+
1 -module with left multiplication action
of d0. Then either M ∼= Ω(λ, a) for some λ ∈ C
∗, a ∈ C or M ∼= Γ(λ, a) for
some λ ∈ C∗, a ∈ C.
Proof. Since W+1 as a Lie algebra is generated by d±1, d2, by Lemma 1 we
know that the module structure ofM is determined by d±1 ·1 and d2 ·1. Then
there are polynomials fi(d0) ∈ C[d0] for i = ±1, 2 such that di · 1 = fi(d0).
Since Cd1 + Cd0 + Cd−1 ∼= sl2(C) as Lie algebra with Cartan subalgebra
Cd0, from [N] we know that there are three cases to consider for some λ ∈ C
∗
and a ∈ C:
(i). d1(1) = λ(d0 − a)v and d−1(v) = λ
−1(d0 + a);
(ii). d−1 · 1 = λ
−1(d0 − a)(d0 + (a+ 1)) and d1 · 1 = λ;
(iii). d1 · 1 = λ(d0 + a)(d0 − (a+ 1)) and d−1 · 1 = λ
−1.
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If Case (i) holds, then by the equality 3d1 = [d−1, d2] we deduce that
3λ(d0 − a) = λ
−1((d0 + a)f2(d0 + 1)− (d0 + a− 2)f2(d0))
= λ−1((d0 + a)(f2(d0 + 1)− f2(d0)) + 2f2(d0)).
We see that the degree of f2 has to be 1. Let f2 = λ
2(αd0+β) for some α, β ∈
C. We know that 3(d0−a) = 3αd0+(aα+2β), yielding that α = 1, β = −2a,
i.e., d2v = λ
2(d0 − 2a)v. Clearly, the actions of d±1, d2 on M coincide with
the actions of d±1, d2 on Ω(λ, a− 1), we see that M ∼= Ω(λ, a− 1).
Now suppose Case (ii) holds. From 3d1 · 1 = [d−1, d2] · 1 we deduce that
(2.2) 3λ = λ−1((d0 − a)(d0 + a+ 1)f2(d0 + 1)
−(d0 − a− 2)(d0 + a− 1)f2(d0))
= λ−1((d0 − a)(d0 + a+ 1)(f2(d0 + 1)− f2(d0)) + 2(2d0 − 1)f2(d0))
Clearly, f2(d0) cannot be a constant. Let the leading term of f2(d0) be
asd
s
0 with s > 0. The the leading term of the right-hand side of (2.4) is
λ−1as(s + 4)d
s+1
0 v 6= 0. So (2.4) cannot be true, i.e., Case (ii) does not
occur.
Let us consider Case (iii). From 3d1 · 1 = [d−1, d2] · 1 we deduce that
3λ(d0 + a)(d0 − (a+ 1)) = λ
−1(f2(d0 + 1)− f2(d0)).
So
(2.3) f2(d0) = λ
2((d0 + a)(d0 + a− 1)(d0 − 2(a+ 1)) + b), b ∈ C.
We first consider the case b = 0 in (2.5). In this case, denote
dk · 1 = λ
kfk,0(d0), k ∈ N,
where fk,0(d0) ∈ C[d0]. We see that the actions of d±1, d2 on M coincide
with their actions on Γ(λ, a). Then M ∼= Γ(λ, a). In particular,
fk,0(d0) =
(
Πk−1i=0 (d0 + a− i)
)
(d0 − k(a+ 1)), k ∈ N.
Now we consider the case b 6= 0 in (2.5). Let
dk · 1 = λ
kfk(d0) = λ
k(fk,0(d0) + gk(d0)), k ∈ N,
where fk(d0), fk,0(d0), gk(d0) ∈ C[d0] with g1(d0) = 0 and g2(d0) = b. For
2 ≤ k ≤ 5, by dk+1v =
1
k−1 [d1, dk]v, i.e.,
(k − 1)gk+1(d0) = gk(d0 − 1)f1(d0)− gk(d0)f1(d0 − k),
we deduce that
g3(d0) = 2b(2d0 − 3),
g4(d0) = 2b(5d
2
0 − 20d0 + (18 + a+ a
2)),
g5(d0) = 2b
(
10d30 − 75d
2
0 + (173 + 6a+ 6a
2)d0 − (120 + 15a+ 15a
2)
)
.
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And d5v = [d2, d3]v means that
g5(d0) = f2,0(d0)g3(d0 − 2) + f3,0(d0 − 2)g2(d0) + g2(d0)g3(d0 − 2)
− f3,0(d0)g2(d0 − 3)− f2,0(d0 − 3)g3(d0)− g3(d0)g2(d0 − 3)
=f2,0(d0)2b(2(d0 − 2)− 3) + f3,0(d0 − 2)b+ b2b(2(d0 − 2) − 3)
− f3,0(d0)b− f2,0(d0 − 3)2b(2d0 − 3)− 2b(2d0 − 3)b
=(d0 + a)(d0 + a− 1)(d0 − 2(a+ 1))2b(2(d0 − 2)− 3)
+ (d0 − 2 + a)(d0 − 2 + a− 1)(d0 − 2 + a− 2)(d0 − 2− 3(a+ 1))b
+ b2b(2(d0 − 2)− 3)− (d0 + a)(d0 + a− 1)(d0 + a− 2)(d0 − 3(a+ 1))b
− (d0 − 3 + a)(d0 − 3 + a− 1)(d0 − 3− 2(a+ 1))2b(2d0 − 3)
− 2b(2d0 − 3)b
=2b
(
10d30 − 75d
2
0 + (173 + 6a+ 6a
2)d0 − (4b+ 120 + 7a− 9a
2 − 16a3)
)
.
From the above two expressions of f5(d0) we deduce that
8b(b− (4a3 + 6a2 + 2a)) = 0,
yielding that b = 4a3 + 6a2 + 2a. By simple computation, we obtain that
f2(d0) = f2,0(d0) + (4a
3 + 6a2 + 2a)
= (d0 − (a+ 1))(d0 − (a+ 1)− 1)(d0 + 2a).
Let a′ = −(a+ 1), then
f1(d0) = (d0 + a
′)(d0 − (a
′ + 1)),
f2(d0) = (d0 + a
′)(d0 + a
′ − 1)(d0 − 2(a
′ + 1)).
Note that d−1 · 1 = λ
−1, we know that in this case M ∼= Γ(λ, a′). This
completes the proof. 
Now let us consider the V-modules which are free C[d0]-modules of rank
1. We have the following
Theorem 3. Let M be a V-module which is a free C[d0]-module of rank 1.
Then M ∼= Ω(λ, a) for some a ∈ C and λ ∈ C∗.
Proof. Since M is a free C[d0]-module of rank 1, we may assume that M =
C[d0] with left multiplication action of d0. We know that V has a subalgebra
isomorphic to W+1 : L = span{di : i ≥ −1}. Using Theorem 2 we know that,
there are some λ ∈ C∗ and a ∈ C such that
(2.4) dif(d0) = λ
i(d0 − i(a+ 1))f(d0 − i),∀i ≥ −1, f(d0) ∈M,
or (1.1) holds by replacing x with d0.
Let d−2 · 1 = f−2(d0) for f−2(d0) ∈ C[d0].
First assume that (1.1) holds. Using the same arguments as in the para-
graph containing Equation (2.2) by replacing d±1, d2 with d∓1, d−2 and by
−3d−1 · 1 = [d1, d−2] · 1 we can show that case (1.1) can not hold.
Thus only (2.4) holds. From −3d−1v = [d1, d−2]v we see that
−3λ−1(d0 + a+ 1)v = λ((d0 − a− 1)f−2(d0 − 1)− (d0 − a+ 1)f−2(d0))v
= λ((d0 − a− 1)(f−2(d0 − 1)− f−2(d0))− 2f−2(d0))v.
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We see that the degree of f−2 has to be 1. Let f−2 = λ
−2(αd0+β) for some
α, β ∈ C. We know that −3(d0+ a+1) = −3αd0+((a+1)α− 2β), yielding
that α = 1, β = 2(a+ 1), i.e., d−2v = λ
−2(d0 + 2(a+ 1))v.
From 4d0v −
23−2
12 Cv = [d−2, d2]v we deduce that Cv = 0. Thus we see
that the actions of C, d±1, d±2 on M coincide with their actions on Ω(λ, a),
which means that M ∼= Ω(λ, a). This completes the proof. 
3. W+n - and Wn-module structures on U(hn)
In this section, we determine the module structures on U(hn) over W
+
n
and over Wn for 1 < n < ∞. For convenience, we denote the alge-
bra C[∂1, · · · , ∂i−1, ∂i+1, · · · , ∂n] by Ri, the algebra C[∂1, · · · , ∂i−1, ∂i+1, · · · ,
∂j−1, ∂j+1, · · · , ∂n] by Rij where 1 ≤ i 6= j ≤ n.
Let M be aW+n -module which is a free U(hn)-module of rank 1. We may
assume that M = U(hn)v for some nonzero element v ∈M . We first prove
the following auxiliary result
Lemma 4. We have tkii ∂i · v ∈ C[∂i]v for any ki ∈ Z≥−1 and 1 ≤ i ≤ n.
Proof. From Lemma 1, we may assume that
tkii ∂i · v = hki(∂i)v =
qki∑
p=0
νki,p∂
p
i v,
for ki ∈ Z≥−1 where hki(∂i) ∈ Ri[∂i] with νki,p ∈ Ri and νki,qki 6= 0. Then
2∂iv = [t
−1
i ∂i, ti∂i] · v =
(
h1(∂i + 1)h−1(∂i)− h−1(∂i − 1)h1(∂i)
)
v.(3.1)
Clearly, q1 + q−1 ≤ 1 can not hold. So q1 + q−1 ≥ 2. And the leading term
of h1(∂i + 1)h−1(∂i) − h−1(∂i − 1)h1(∂i) is ν1q1ν−1,q−1(q1 + q−1)∂
q1+q−1−1
i ,
which forces that q1 + q−1 = 2 and ν1q1 , ν−1,q−1 ∈ C
∗. Denote ν1,q1 = λi,
then ν−1,q−1 = λ
−1
i .
There are three cases: (i). q1 = q−1 = 1; (ii). q1 = 2, q−1 = 0; (iii).
q1 = 0, q−1 = 2.
Case (i). In this case, denote h1(∂i) = λi(∂i − ai), where ai ∈ Ri, then
(3.1) implies that h−1(∂i) = λi(∂i + ai). Since
3ti∂i · v = [t
−1
i ∂i, t
2
i ∂i] · v = λ
−1
i ((∂i + ai)(h2(∂i + 1)− h2(∂i)) + 2h2(∂i))v,
that is,
3λi(∂i − ai)v = (λ
−1
i ν2,q2(q2 + 2)∂
q2
i + g(∂i))v,
where g(∂i) ∈ Ri[∂i] has degree ≤ q2 − 1, we deduce that q2 = 1 and
h2(∂i) = λ
2
i (∂i − 2ai). Then, inductively, by t
ki+1
i ∂i · v =
1
ki−1
[ti∂i, t
ki
i ∂i] · v,
we obtain tkii ∂i · v = λ
ki
i (∂i − kiai)v, ki > 2.
Case (ii). In this case, from t−1i ∂i · v = λ
−1
i v and by (3.1) we have
ti∂i · v = λi(∂
2
i − ∂i + bi) for some bi ∈ Ri. Since
3ti∂i · v = [t
−1
i ∂i, t
2
i ∂i] · v = λ
−1
i (h2(∂i + 1)− h2(∂i))v,
by simple computations we see that
h2(∂i) = λ
2
i (∂
3
i − 3∂
2
i + (2 + 3bi)∂i + b
′
i)
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for some b′i ∈ Ri. Again, inductively, by t
ki+1
i ∂i · v =
1
ki−1
[ti∂i, t
ki
i ∂i] · v, we
see that tkii ∂i · v ∈ C[∂i, bi, b
′
i]v for all ki > 2.
Case (iii) will not occur. Otherwise, h1(∂i) = λi. From (3.1) we deduce
that h−1(∂i) = λ
−1
i (∂
2
i +∂i+ci)v for some ci ∈ Ri. So 3ti∂i·v = [t
−1
i ∂i, t
2
i ∂i]·v
means that
3λiv = (h2(∂i + 1)h−1(∂i)− h−1(∂i − 2)h2(∂i))v.
But in the above equality, the leading term of the right hand side is λ−1i ν2,q2(q2+
4)∂q2+1i with q2 ≥ 0, which is impossible.
We have proved the following
Claim 1. For any 1 ≤ i ≤ n we have
tkii ∂i · v = λ
ki
i (∂i − kiai)v, ki > −1, or
t−1i ∂i · v = λ
−1
i v, ti∂i · v = λi(∂
2
i − ∂i + bi), and
t2i ∂i · v = λ
2
i (∂
3
i − 3∂
2
i + (2 + 3bi)∂i + b
′
i)v
for some ai, bi, b
′
i ∈ Ri.
So, to prove the lemma, we only need to show the following
Claim 2. The coefficients ai, bi, b
′
i ∈ C for all i.
Assume ai /∈ C, then there must be some j with j 6= i such that ai =
Fi(∂j) =
∑q
p=0 νp∂
p
j ∈ Rij[∂j ] has positive degree q. From Claim 1 we know
that t−1j ∂j · v has two choices.
In the case that t−1j ∂j · v = λ
−1
j (∂j + aj)v for some λj ∈ C
∗ and aj =
Fj(∂i) =
∑s
r=0 µr∂
r
i ∈ Rij[∂i], we have
0 =λ−kii λj[t
ki
i ∂i, t
−1
j ∂j] · v
=
(
(∂j + Fj(∂i − ki))(∂i − kiFi(∂j))− (∂i − kiFi(∂j + 1))(∂j + Fj(∂i))
)
v
=ki∂j(Fi(∂j + 1)− Fi(∂j))v − ki(Fj(∂i − ki)− Fj(∂i))Fi(∂j)v
− ∂i(Fj(∂i)− Fj(∂i − ki))v − ki(Fi(∂j)− Fi(∂j + 1))Fj(∂i)v
=
(
− kiνq(Fj(∂i − ki)− Fi(∂i)− q)∂
q
j + ψ(∂j)
)
v
=(−kiνq(−sµski∂
s−1
i − q + ϕ(∂i))∂
q
j + ψ(∂j))v,
where ψ(∂j) ∈ Rj[∂j ] has degree ≤ q − 1, and ϕ(∂i) ∈ Rij [∂i] has degree
< s − 1. Letting ki change in the above equality, we can see that the right
hand side is not equal to 0, which is impossible.
In the case that t−1j ∂j · v = λ
−1
j v for some λj ∈ C
∗, we have
0 = λ−1i λj [ti∂i, t
−1
j ∂j ] · v = ((∂i − Fi(∂j))− (∂i − Fi(∂j + 1))v
= (Fi(∂j + 1)− Fi(∂j))v 6= 0,
which is absurd.
Therefore, we must have ai ∈ C.
Now assume that bi /∈ C and bi = Gi(∂j) ∈ Rij [∂j ] has positive degree for
some j 6= i. From Claim 1 we know that t−1j ∂j · v has two choices. In the
W+n - AND Wn-MODULE STRUCTURES ON U(hn) 9
case that t−1j ∂j · v = λj(∂j + aj)v, we have
0 =λ−1i λj [ti∂i, t
−1
j ∂j ] · v
=(∂j + aj)((∂
2
i − ∂i +Gi(∂j))− (∂
2
i − ∂i +Gi(∂j + 1)))v
=(∂j + aj)(Gi(∂j)−Gi(∂j + 1))v 6= 0,
which is impossible. And in the case that t−1j ∂j · v = λ
−1
j v, we have
0 = λ−1i λj[ti∂i, t
−1
j ∂j] · v = ((∂
2
i − ∂i + Fi(∂j))− (∂
2
i − ∂i + Fi(∂j + 1)))v
= (Fi(∂j)− Fi(∂j + 1))v 6= 0,
which is impossible. Therefore, we must have bi ∈ C.
By the same arguments above we can show that b′i ∈ C.
Thus the claim holds and the Lemma follows. 
Since W+i
∼= W+1 and C[∂i]v as a W
+
i -module is a free C[∂i]-module of
rank 1, by Theorem 2 and Lemma 4 we have
Lemma 5. For a fixed j with 1 ≤ j ≤ n, there is λj ∈ C
∗, aj ∈ C so that
(3.2) t
kj
j ∂j · v = λ
kj
j (∂j − kj(aj + 1))v, ∀ kj ∈ Z≥−1; or
(3.3)
t−1j ∂jv = λ
−1
j v, ∂j · v = ∂jv,
t
kj
j ∂j · v = λ
kj
j (∂j − kj(aj + 1))(Π
kj−1
p=0 (∂j + aj − p))v, ∀ kj ∈ N+ 1.
Using the isomorphism Γ(λ, 0) ∼= Γ(λ,−1), we see that, in (3.3) if aj = 0
we can change it into aj = −1 and vise versa. This will be used next. Now
we further have the following
Lemma 6. Let 1 ≤ i 6= j ≤ n. If (3.2) holds, then
(3.4) t
kj
j ∂i · v = λ
kj
j ∂iv, ∀ kj ∈ Z+.
Proof. Denote tj∂i · v = λjH(∂i, ∂j)v, where H(∂i, ∂j) ∈ Rij [∂i, ∂j ]. Using
Lemma 5 and from 0 = [t−1l ∂l, tj∂i] · v for 1 ≤ i 6= j 6= l ≤ n (two choices for
(t−1l ∂l)v) we see that H(∂i, ∂j) ∈ C[∂i, ∂j ]. From ∂i · v = [t
−1
j ∂j , tj∂i] · v we
deduce that
∂iv = (H(∂i, ∂j + 1)(∂j + aj + 1)− (∂j + aj)H(∂i, ∂j))v,
yielding that H(∂i, ∂j) = ∂i. Using t
kj+1
j ∂i · v =
1
kj
[tj∂j , t
kj
j ∂i] · v and by
induction on kj ∈ N we can deduce that t
kj
j ∂i ·v = λ
kj
j ∂iv. So (3.4) holds. 
Lemma 7. Let 1 ≤ i 6= j ≤ n. If (3.3) holds, then
(3.5) t
kj
j ∂i · v = λ
kj
j ∂i(Π
kj−1
p=0 (∂j + aj − p))v, ∀ kj ∈ Z+.
Proof. Denote tj∂i · v = λjH(∂i, ∂j)v, where H(∂i, ∂j) ∈ Rij[∂i, ∂j ]. As
discussed in the proof of Lemma 6, we see that H(∂i, ∂j) ∈ C[∂i, ∂j ]. From
∂i ·v = [t
−1
j ∂j , tj∂i] ·v we see that ∂iv = (H(∂i, ∂j+1)−H(∂i, ∂j))v, yielding
that H(∂i, ∂j) = (∂j + aj)∂i + ψ(∂i) for ψ(∂i) ∈ C[∂j ].
Claim 1. We have tj∂i · v = λj(∂j + aj + b)∂iv for some b ∈ C.
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We will prove this in two steps corresponding to the two choices for tkii ∂i ·v
as in Lemma 5.
Case 1. (3.2) holds with j replaced by i.
We have
(3.6)
tjt
ki
i ∂i · v =
1
ki
(tj∂i · t
ki
i ∂i − t
ki
i ∂i · tj∂i) · v
=λkii λj(∂i − ki(ai + 1))
(
(∂j + aj) +
1
ki
(ψ(∂i)− ψ(∂i − ki))
)
v.
Then we have
tjt
ki
i ∂i · v =
1
ki + 2
(t−1i ∂i · tjt
ki+1
i ∂i − tjt
ki+1
i ∂i · t
−1
i ∂i) · v
=
λkii λj
ki + 2
(
(∂i + 1− (ki + 1)(ai + 1))(∂i + (ai + 1))
·
(
(∂j + aj) +
1
ki + 1
(ψ(∂i + 1)− ψ(∂i − ki))
)
− (∂i − (ki + 1)(ai + 1))(∂i + ai − ki)
·
(
(∂j + aj) +
1
ki + 1
(ψ(∂i)− ψ(∂i − ki − 1))
))
v.
Comparing with (3.6) we see that
(3.7)
(ki + 1)(ki + 2)
ki
(∂i − ki(ai + 1))(ψ(∂i)− ψ(∂i − ki))
=(∂i + 1− (ki + 1)(ai + 1))(∂i + (ai + 1))(ψ(∂i + 1)− ψ(∂i − ki))
− (∂i − (ki + 1)(ai + 1))(∂i + ai − ki)(ψ(∂i)− ψ(∂i − ki − 1)),
for all ki ∈ Z≥−1, ki 6= 0. We see that (3.7) holds for all ki ∈ Z. Taking
ki = −2 we deduce that ψ(∂i + 1)− ψ(∂i + 2) = ψ(∂i)− ψ(∂i + 1), yielding
ψ(∂i) = b∂i + c for some b, c ∈ C. From (3.6) with ki = 1 we obtain that
tjti∂i · v = λiλj(∂i − ai − 1)(∂j + aj + b)v.
Noting that tj∂i · v =
1
2 [t
−1
i ∂i, tjti∂i] · v, after simple computation we have
λj((∂j + aj)∂i + (b∂i + c))v = λj∂i(∂j + aj + b)v,
yielding c = 0 and ψ(∂i) = b∂i.
Case 2. (3.3) holds with j replaced by i.
In this case, we have
(3.8)
tjt
ki
i ∂i · v =
1
ki
(tj∂i · t
ki
i ∂i − t
ki
i ∂i · tj∂i) · v
=λkii λj(∂i − ki(ai + 1))
(
(∂j + aj) +
1
ki
(ψ(∂i)− ψ(∂i − ki))
)
·Πki−1p=0 (∂i + ai − p)v.
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Then
tjt
ki
i ∂i · v =
1
ki + 2
(t−1i ∂i · tjt
ki+1
i ∂i − tjt
ki+1
i ∂i · t
−1
i ∂i) · v
=
λkii λj
ki + 2
(
(∂i + 1− (ki + 1)(ai + 1))(∂i + (ai + 1))
·
(
(∂j + aj) +
1
ki + 1
(ψ(∂i + 1)− ψ(∂i − ki))
)
− (∂i − (ki + 1)(ai + 1))(∂i + ai − ki)
·
(
(∂j + aj) +
1
ki + 1
(ψ(∂i)− ψ(∂i − ki − 1))
))
Πki−1p=0 (∂i + ai − p)v.
Comparing with equation (3.8) we also have that equation (3.7) holds. By
similar arguments we have ψ(∂i) = b∂i. Claim 1 follows.
If b = 0, from t
kj
j ∂i · v = [t
kj−1
j ∂j , tj∂i] · v with kj ∈ N, we deduce (3.5).
Next we assume that b 6= 0. For kj ≥ 2 we have
(3.9)
t
kj
j ∂i · v = (t
kj−1
j ∂j · tj∂i − tj∂i · t
kj−1
j ∂j) · v
=λ
kj
j ∂i
(
Π
kj−2
p=1 (∂j + aj − p)
)((
(∂j + aj − kj + 1)
· (∂j + aj)(∂j − (kj − 1)(aj + 1))
− (∂j + aj − kj + 1)(∂j − (kj − 1)(aj + 1) − 1)(∂j + aj)
)
+ b
(
(∂j + aj)(∂j − (kj − 1)(aj + 1))
− (∂j + aj − kj + 1)(∂j − (kj − 1)(aj + 1) − 1)
))
v
=λ
kj
j ∂i
(
bkj(∂j − (kj − 2)(aj + 1)− 1)Π
kj−2
p=1 (∂j + aj − p)
+ Π
kj−1
p=0 (∂j + aj − p)
)
v.
Using this formula we see that
t
kj+1
j ∂i · v =
1
kj
(tj∂j · t
kj
j ∂i − t
kj
j ∂i · tj∂j) · v
=λ
kj+1
j ∂i
(
Π
kj
p=0(∂j + aj − p)
+ b(kj + 1)(∂j − (kj − 1)(aj + 1)− 1) · Π
kj−1
p=1 (∂j + aj − p)
+ 2baj(aj + 1)(kj − 1)(2∂j + 2aj − kj)Π
kj−2
p=2 (∂j + aj − p)
)
v.
Comparing with equation (3.9) we deduce that
2b
(
aj(aj + 1)(kj − 1)(2∂j + 2aj − kj)
)
Π
kj−2
p=2 (∂j + aj − p) = 0, for kj ≥ 2,
which forces that
aj(aj + 1)(kj − 1) = 0.
Hence aj = 0 or −1. Formula (3.9) becomes
(3.10) t
kj
j ∂i · v = λ
kj
j ∂i(∂j + kj(aj + b))Π
kj−1
p=1 (∂j − p)v, for kj ≥ 2.
Claim 2. If aj = 0, then b = −1; and if aj = −1, then b = 1.
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We will prove this claim in two cases corresponding to the two choices for
tkii ∂i · v as in Lemma 5.
Case 1. (3.2) holds with j replaced by i.
In this case, by Lemma 6, equations (3.10) and (3.11) we have
titj∂i · v = (tj∂i · ti∂i − ti∂i · tj∂i) · v = λiλj(∂i − (ai + 1))(∂j + (aj + b))v,
titj∂j · v = (ti∂j · tj∂j − tj j · ti∂j) · v = λiλj∂j(∂j − 1)v.
Then
λiλj
(
(∂i − (ai + 1))(∂j + (aj + b))− ∂j(∂j − 1)
)
v
=titj(∂i − ∂j) · v = [ti∂j , tj∂i] · v
=λiλj(∂i − ∂j)(∂j + aj + b)v,
which means that
(aj + b)− ai = (ai + 1)(aj + b) = 0.
We easily deduce that if aj = 0, then b = −1; and if aj = −1, then b = 1.
The claim follows in this case.
Case 2. Equation (3.3) holds with j replaced by i.
By Claim 1 we know that
ti∂j · v = λi∂j(∂i + ai + ci)v
for some ci ∈ C. Then
titj∂i · v = λiλj(∂i + ai)(∂i − (ai + 1))(∂j + aj + b)v,
titj∂j · v = λiλj(∂j + aj)(∂j − (aj + 1))(∂i + ai + ci)v.
So
λiλj
(
(∂i + ai)(∂i − (ai + 1))(∂j + aj + b)
− (∂j + aj)(∂j − (aj + 1))(∂i + ai + ci)
)
v
=titj(∂i − ∂j) · v = [ti∂j, tj∂i] · v
=λiλj(∂i − ∂j)(∂i + ai + ci)(∂j + aj + b)v.
Computing the coefficients of ∂i∂j and ∂i we see that
(aj + b)− (ai + ci) = 0, aiaj + aib− a
2
j + ajc+ bc+ b = 0.
Noting that aj = 0,−1, we deduce that if aj = 0, then b = −1; and if
aj = −1, then b = 1. The claim follows.
First we assume that aj = 0 and b = −1. we can rewrite (3.10) as follows
t
kj
j ∂i · v = λ
kj
j ∂iΠ
kj
p=1(∂j − p)v, kj ∈ N.
As in the remark after Lemma 3.5, we retake aj = −1. Then b is changed
to 0 in Claim 1 and (3.5) follows with the new value of aj in this case.
At last, we assume that aj = −1 and b = 1. we can rewrite (3.10) as
follows
t
kj
j ∂i · v = λ
kj
j ∂iΠ
kj−1
p=0 (∂j − p)v, kj ∈ N.
As in the remark after Lemma 3.5, we retake aj = 0. Then b is changed to
0 in Claim 1 and (3.5) follows with the new value of aj in this case. This
completes the proof. 
Now we are ready to prove our main result in this paper.
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Theorem 8. Let M be a W+n -module which is a free U(hn)-module of rank
1. Then M ∼= Ω(Λn, a, S) for some Λn = (λ1, · · · , λn) ∈ (C
∗)n, a ∈ C, and
S ⊂ {1, 2, ..., n}.
Proof. Since M is a free U(hn)-module of rank 1, there is a nonzero element
v ∈ M such that M = U(hn)v = C[∂1, ∂2, · · · , ∂n]v. Since W
+
n is generated
by tkii ∂i, t
kj
j ∂i for 1 ≤ i 6= j ≤ n, ki ∈ Z≥−1, kj ∈ Z+, by Lemma 1 we know
that the structure of the W+n -module M is determined by the action of the
elements tkii ∂i, t
kj
j ∂i for 1 ≤ i 6= j ≤ n, ki ∈ Z≥−1, kj ∈ Z+ on v.
From Lemmata 5, 6 and 7, there is λj ∈ C
∗, aj ∈ C so that Lemmata 5, 6,
and 7 hold. Let S be the subset of {1, 2, ..., n} consisting of all j such that
(3.3) holds. Next we need only to prove that ai = aj for all 1 ≤ i 6= j ≤ n.
We do this in three cases: (i). i, j /∈ S; (ii). i, j ∈ S, (iii). i /∈ S and j ∈ S.
For Case (i), by Lemmata 5 and 6 we deduce that
titj∂i · v = (tj∂i · ti∂i − ti∂i · tj∂i) · v = λiλj(∂i − (ai + 1))v,
titj∂j · v = λiλj(∂j − (aj + 1))v.
We have
λiλj(∂j − ∂i+ (ai− aj))v = titj(∂j − ∂i) · v = [tj∂i, ti∂j] · v = λiλj(∂j − ∂i)v,
yielding that ai = aj .
For Case (ii), by Lemmata 5 and 7 we deduce that
titj∂i · v = (tj∂i · ti∂i − ti∂i · tj∂i) · v
= λiλj(∂i − (ai + 1))(∂i + ai)(∂j + aj)v,
titj∂j · v = λiλj(∂j − (aj + 1))(∂i + ai)(∂j + aj)v.
We have
λiλj(∂j − ∂i + (ai − aj))(∂i + ai)(∂j + aj)v = titj(∂j − ∂i) · v
= [tj∂i, ti∂j ] · v
= λiλj(∂j − ∂i)(∂i + ai)(∂j + aj)v,
yielding that ai = aj .
For Case (iii), by Lemmata 5, 6 and 7 we deduce that
titj∂i · v = (tj∂i · ti∂i − ti∂i · tj∂i) · v
= λiλj(∂i − (ai + 1))(∂j + aj)v,
titj∂j · v = λiλj(∂j − (aj + 1))(∂j + aj)v.
We have
λiλj(∂j − ∂i + (ai − aj))(∂j + aj)v = titj(∂j − ∂i) · v
= [tj∂i, ti∂j] · v
= λiλj(∂j − ∂i)(∂j + aj)v,
yielding that ai = aj .
So ai = aj for all 1 ≤ i 6= j ≤ n. Denote a = ai, 1 ≤ i ≤ n. We know that
the action of the elements tkii ∂i, t
kj
j ∂i for 1 ≤ i 6= j ≤ n, ki ∈ Z≥−1, kj ∈ Z+
on v is the same as the action on 1 in Ω(Λn, a, S). ThusM ∼= Ω(Λn, a, S). 
For Wn-module structure on U(hn), we have the following
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Theorem 9. Let M be a Wn-module which is a free U(hn)-module of rank
1. Then M ∼= Ω(Λn, a) for some Λn ∈ (C
∗)n and some a ∈ C.
Proof. Since M is a free U(hn)-module of rank 1, there is a nonzero element
v ∈ M such that M = U(hn)v = C[∂1, ∂2, · · · , ∂n]v. We know that Wn has
two subalgebras isomorphic to W+n :
L1 = span{t
k∂i : k ∈ ∪
n
i=1Z
n
+,i, 1 ≤ i ≤ n},
L2 = span{t
k∂i : −k ∈ ∪
n
i=1Z
n
+,i, 1 ≤ i ≤ n}
which share the same Cartan subalgebra hn.
If we consider M as an L1-module, from Theorem 8 there exist some
Λn = (λ1, · · · , λn) ∈ (C
∗)n, a ∈ C, and S ⊂ {1, 2, ..., n} so that (1.3) holds.
If we consider M as an L2-module, there exist some Λ
′
n = (λ
′
1, · · · , λ
′
n) ∈
(C∗)n, a′ ∈ C, and S′ ⊂ {1, 2, ..., n} so that (1.3) holds with the corre-
sponding parameters and with −k ∈ Zn+,i. Then S = S
′ = ∅, a = a′ and
Λn = Λ
′
n. Therefore (1.2) holds, which means M
∼= Ω(Λn, a) as Wn-module.
This completes the proof. 
One can easily check that all the proofs in this section are valid if n is
replaced by ∞. So we have the following
Theorem 10. (a). Let V be aW+∞-module which is a free U(h∞)-module
of rank 1. Then V ∼= Ω(Λ∞, a, S) for some Λ∞ ∈ (C
∗)∞, some a ∈ C
and some subset S of N.
(b). Let M be a W∞-module which is a free U(h∞)-module of rank 1.
Then M ∼= Ω(Λ∞, a) for some sequence Λ∞ of C
∗ and some a ∈ C.
For simplicity of these modules we have the following
Theorem 11. Let Λn ∈ (C
∗)n, a ∈ C and S ⊂ {1, 2, ..., n}.
(a). W+n -module Ω(Λn, a, S) is simple if and only if S 6= ∅, or S = ∅
and a 6= −1.
(b). Wn-module Ω(Λn, a) is simple if and only if and a 6= −1.
Proof. (a). If S 6= ∅, from Theorem 33(ii) in [N] we know that Ω(Λn, a, S)
is simple as an sln+1-module. So it is simple as a W
+
n -module since sln+1 is
a subalgebra of W+n .
If S = ∅ and a = −1, from Example 3 in [TZ3] we know that Ω(Λn, a, S)
is not simple as a Wn-module. So it is not simple as a W
+
n -module since
W+n is a subalgebra of Wn.
If S = ∅ and a 6= −1, from Lemma 1 and by equation (3.2), we can deduce
that each nonzero element of Ω(Λn, a,∅) can generate 1. Hence Ω(Λn, a,∅)
as a W+n -module is simple.
Part (b) follows from Example 3 in [TZ3]. 
We remark that, under the well-known embedding of (1.1) in [TZ3], the
sln+1-modules restricted from the simpleW
+
n -modules constructed in Theo-
rem 8 exhaust all the sln+1-modules whose are a free module over the Cartan
subalgebra of sln classified in [N].
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