Time-delay systems exist in many engineering fields such as transportation systems, communication systems, process engineering and, more recently, networked control systems. It usually results in unsatisfactory performance and is frequently a source of instability, so the control of time-delay systems is practically important. In this paper, a design of the state predictive model following control system (PMFCS) with time-delay is discussed. The bounded property of the internal states for the control is given, and the utility of this control design is guaranteed. Finally, examples are given to illustrate the effectiveness of the proposed method, and state predictive control techniques are applied to congestion control synthesis problems for a TCP/AQM network.
Introduction
Communication systems, transmission systems, chemical processing systems, metallurgical processing systems, environmental systems and power systems are all examples of time-delay systems (Wood and Berry, 1973; Alevisakis and Seborg, 1974) . In recent years, such systems have attracted recurring interest of research community. Much of the research work has been focused on stability analysis and the stabilization of time-delay systems using the so-called Lyapunov-Krasovskii functional and the linear matrix inequality (LMI) approach (Zhang and Xie, 2007) . The model following control system (MFCS) method is one of the most promising ways of handling control problem for systems having input or state constraints (Okubo, 1985; 1992) . One way to cope with such problems is to develop a time delay MFCS method (Akiyama et al., 1998) . This paper is dedicated to the design of the state predictive model following control system (PMFCS) with input time-delay. The design of the control system is performed using an easy algebraic algorithm of matrices whose elements are polynomials of the operator. The bounded property of internal states for the control system is given and the utility of this control design is guaranteed. It is confirmed on the basis of Example 1 that the output of the control system asymptotically follows the reference model in the case of the existence of disturbances.
Time-delay is very important for the modeling of networks, occurring both in the control of networks and in the control over networks (Chiasson, 2007) . In the context of communication networks, the term "congestion control" is generally used to refer to the action of regulating various flows within a network. In recent years, intense research efforts have been devoted to the application of the Smith predictor for queue length control of ATM (asynchronous transfer mode) networks (Mascolo, 2000) . The transmission control protocol (TCP) was designed in the late 1980s by Van Jacobson (Chiasson, 2007) , which is a critical part of the Internet machinery. TCP/AQM (transmission control protocol/ active queue management) networks, which consist of TCP networks and AQM mechanisms (congestion controllers), are considered and dynamical models of the average TCP window size and the queue size in the bottleneck router are derived. Since dynamical models are nonlinear, the models are linearized at an equilibrium point and PI congestion controllers are designed. But linearized models depend on information delay, which is called time-delay, and it is difficult to design controllers which are assured to have better stability and performance for models with time delay (Gu et al., 2007; Hollot et al., 2001a; 2002; 2001b; Misra et al., 2000; Azuma et al., 2005a; 2005b; 2005c) .
In this paper, state predictive control techniques are applied to congestion control synthesis problems for a TCP/AQM network. State predictive control uses directly time delay for an input time delay system and the system can be transformed into a linear time invariant one by using a variable transformation. Thus it is easy to design controllers with enough stability and performance based on linear MFCS theory. We have verified the methods with Example 2 and therefore found that the system was stable and applicable.
The organization of this paper is as follows: In the next section, the controlled object and the reference model are described. Section 3 focuses on the state predictive control system with time-delay. The design of the state predictive model following control system with timedelay is then described in Section 4. In Section 5, the calculated characteristic polynomial |pE s − A s | proves the bounded property of the internal states. Some simulations are reported (Examples 1 and 2) in Section 6. Finally, Section 7 concludes the paper.
Notation
For convenience, we define some notation that will be used throughout this paper as follows:
n , R m×n : the sets of real numbers, vectors and matrices of specified dimensions.
I: the identity matrix.

A
−1 : the inverse of the matrix A.
|A|: the determinant of the matrix A.
Problem statement
The linear system with time-delay and disturbances is described by the following state equations:
where 
Assumption 2 In order to guarantee the existence and uniqueness of the solution and to have an exponential function mode but an impulse one for (1) and (2), the following condition is assumed:
The reference model is given below, which is assumed controllable and observable:
Here
The output error is given as
The aim of control system design is to obtain a control law which makes the output converge to a zero error and keeps the internal states bounded.
State predictive control system with timedelay
Assume thatx(t) = x(t + L) is the state predictive signal. Thenx(t) can be rewritten as follows (Watanabe and Ito, 1981; Kim and Bien, 1981 ):
Then, we havė
The state equations of (1) and (2) can be rewritten aṡ
The reference model for state predictive is given bẏ
The state predictive output error (5) is given aŝ
Here,ê = e(t + L).
Design of the state predictive model following control system with time-delay 249 4. Design of the state predictive model following control system with time-delay (6) and (8),x(t) andx m (t) can be rewritten aŝ
Using (7), (9), (11) and (12), we havê
Then the representations of input-output equations are given as
Then N (p) and N m (p) are given by
is the minimum degree of (·). N r is fixed matrix of l × l, and |N r | = 0. The disturbances d(t) and d 0 (t) are bounded and satisfy
Here, D d (p) is a scalar characteristic polynomial of disturbances. From (14), we have
Choose a stable polynomial T (p) which satisfies the following conditions:
(ii) The coefficient of the maximum degree term of T (p)
is the same as D(p).
Consider the following equation:
where the degree of each polynomial is R(p) are nomic polynomials. Then the following form is obtained:
Namely,
where
Q(p) is a polynomial matrix which is stable and ∂ ri Q(p) < ρ+n m −n+η i . The next control law u(t) can be obtained by making the right-hand side of (17) equal to zero. Thus,
To avoid using derivatives of signals in control input u(t), next constraints of polynomial degree must be satisfied.
The state space expression of u(t) can be given as follows:
The following must be satisfied: Note that there are connections between the polynomial matrices and the system matrices:
of (18) is obtained fromê(t) = 0. The model following control system can be realized if the system internal states are bounded. We show a block diagram of the state predictive model following control system with time-delay in Fig. 1 .
Bounded property of internal states
System inputs are the reference input signalr m (t) and the disturbancesd(t),d 0 (t), which are all assumed to be bounded.
Let z s (t) be as follows:
Remove u(t) from (6), (7), (18) and (22)- (24). Then the system is defined by
In (24), ξ 3 (t) is bounded, because |pI −F 3 | = |Q(p)| is a stable polynomial andr m (t) is the reference input. The bounded property of internal states turns out to be that z s (t) is bounded. The characteristic polynomial |pE s − A s | can be calculated as
Because the system is observable and controllable, when exponents of input and output were equal, reduced factorization of the transfer function was as follows:
where V (p) is the zero polynomial. Thus
with stable polynomials of
, |Q(p)| and |V (p)|. Therefore, A s is also a stable system matrix.
Assumption 4 For the controlled system (29) and (30), the rank of E s and the degree about p of |pE
In general, the above main results are summarized in the next theorem.
Theorem 1.
With the controlled system (1), (2) T (i = 1, 2). The reference model is given bẏ
for the system defined bẏ
From (6) and (7), the system (33) and (34) is given bẏ
y(t) = 5 1 x(t) +d 0 (t).
The control input u(t) is given as
Namely, We show a result of simulation in Fig. 2 . It can be concluded that the output signal follows the reference even if disturbances exist in the system. Example 2. Hollot et al. (2002) proposed nonlinear mathematic models which describe behaviors of the average window size in senders and the queue size in the bottleneck router in the network are given as follows (Misra et al., 2000; Hollot et al., 2002) :
where W (t) is the congestion window size in packets at time t,q(t) is the queue length at the congested router in packets, R(t) is the round trip time (RTT) which represents the delay in TCP dynamics in seconds, D(t) is the link capacity in packets per second, T p is the propagation delay in seconds, N (t) is the number of active TCP connections,p(t) is the packet mark/drop probability. Taking (W,q) as the state andp as the input and assuming (Fig. 3) and the control system are obtained as fol- lows (Hollot et al., 2001a; 2001b) :
The state vector, the output vector and the input vector are introduced as follows:
y(t) = δq(t), u(t) = δp(t).
The TCP/AQM networks (35) and (36) can be described as the following linear system with information time-delay (Azuma et al., 2005a; 2005b; 2005c) :
is defined by (Hollot et al., 2001a; 2001b; Azuma et al., 2005a; 2005b; 2005c) 
From Section 4, the control law u(t) of the system (41) and (42) can be obtained as
The network topology is simple and is shown in Fig. 4 . But this small scale network has been developed by using four computers, and some experiments have been done. This network consists of two senders with four data flows (this means four sessions and N = 8), one bottleneck router and one receiver, which receives data from senders through the bottleneck router. The reference queue size isq 0 = 40 [packets] . Thus N = 8, T p = 0.014, R 0 = 0.5742 [s] and D = 71.4 [packets/s] are calculated (Azuma et al., 2005a; 2005b; 2005c 
Assuming that C m = [2, 0], we get Q(p) = p + 6 and T (p) = p − 2.58. The input u(t) is given as u(t) = 36 6 ξ 1 (t) − 0.025y(t + R 0 ) + 0.62 0.14 ξ 2 (t) + u m (t), 
E 2 = 0.025, E 3 = −0.078.
The output responses are shown in Fig. 5 , and they converge to 40 [packets] .
In this example, when the white noises Eω(t) = d(t) and E 0 ω(t) = d 0 (t) enter, the design of the congestion control system with time-delay is effective. The white noises are given as follows:
Eω(t) = 0.6, 10 ≤ t ≤ 25, E 0 ω(t) = 0.02 − 0.16t, 38 ≤ t ≤ 55.
In the responses (see Fig. 6 ) of the congestion system with white noises, the output errors converge to zero. The effectiveness of this method has thus been verified. 
Concluding remarks
This paper studied a control system for state predictive with time-delay with a model following method which was one of the effective means of solving time-delay problems in a control system. The method could efficaciously control time-delay under disturbances and had excellent practicability. By using state predictive control, the linear input time-delay system which describes a TCP/AQM network is transformed into an equivalent linear time invariant system, and it has been possible to design controllers based on linear control theories. For a congestion control problem, a round packet trip time is not stationary and depends on the actual traffic. (This is the case for the TCP protocol, and it is clearly given in the model (35).) From simulation results, it was verified that the congestion controller using the proposed approach is better.
