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ANNIHILATING FIELDS OF STANDARD MODULES
OF SL(2,C)∼ AND COMBINATORIAL IDENTITIES
Arne Meurman and Mirko Primc
Abstract. We show that a set of local admissible fields generates a vertex algebra.
For an affine Lie algebra g˜ we construct the corresponding level k vertex operator
algebra and we show that level k highest weight g˜-modules are modules for this vertex
operator algebra. We determine the set of annihilating fields of level k standard
modules and we study the corresponding loop g˜ module—the set of relations that
defines standard modules. In the case when g˜ is of type A
(1)
1 , we construct bases
of standard modules parameterized by colored partitions and, as a consequence, we
obtain a series of Rogers-Ramanujan type combinatorial identities.
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Introduction
In this paper we give an explicit construction of standard (i.e. integrable highest
weight) representations of affine Lie algebra g˜ of the type A
(1)
1 , and as a consequence
we get a series of Rogers-Ramanujan type identities.
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In order to describe our main result, let g = sl(2,C) and let as usual g˜ =
g ⊗ C[t, t−1] ⊕ Cc ⊕ Cd be the corresponding affine Lie algebra. We fix the usual
sl2-basis {x, h, y} in g. For an element X ∈ g we write X(n) = X ⊗ t
n. Set
B¯ = {b(n) | b ∈ {x, h, y}, n ∈ Z}, B¯− = {b(n) ∈ B¯ | n ≤ 0, n < 0 if b 6= y}.
Then B¯− is a basis of subalgebra n˜− of affine Lie algebra g˜. We define a linear
order 4 on B¯ by · · · ≺ x(j−1) ≺ y(j) ≺ h(j) ≺ x(j) ≺ y(j+1) ≺ . . . and we write
(1) u(π) =
∏
a∈B¯
aπ(a) = a1 · · ·as
to denote a (finite) product in U(g˜) of elements aj ∈ B¯, a1 4 · · · 4 as, where each
factor a ∈ B¯ of u(π) appears precisely π(a) times. We may think of such product
u(π) in the universal enveloping algebra simply as a colored partition π : B¯ → N
consisting of π(a) parts a, each part a = b(n) having a degree n and color b ∈
{x, h, y}. We denote the set of all colored partitions by P(B¯), and by P(B¯−) we
denote all colored partitions with parts in B¯−.
The set {u(π) | π ∈ P(B¯−)} is a Poincare´-Birkhoff-Witt basis of U(n˜−), so for a
highest weight g˜-module V with a highest weight vector v0 the set of vectors
(2) u(π) · v0, π ∈ P(B¯−),
is a spanning set of V . In the case that V = M(Λ) is a Verma module, the set (2)
is a basis. In the case that V = L(Λ) is a standard g˜-module, the spanning set (2)
is not a basis, and our main result is that for Λ = k0Λ0 + k1Λ1, k0, k1 ∈ N, the set
of vectors of the form (2) subject to conditions
(3)
π(y(j − 1)) + π(h(j − 1)) + π(y(j)) ≤ k,
π(h(j − 1)) + π(x(j − 1)) + π(y(j)) ≤ k,
π(x(j − 1)) + π(y(j)) + π(h(j)) ≤ k,
π(x(j − 1)) + π(h(j)) + π(x(j)) ≤ k,
π(x(−1)) ≤ k0, π(y(0)) ≤ k1
is a basis of standard module L(Λ) of level k = k0 + k1.
As a consequence of this result we get a series of combinatorial identities of
Rogers-Ramanujan type. For example, if we write a partition of a nonnegative
integer n in the form n =
∑
j≥0 jfj , then the number of partitions of n such that
each part appears at most once (i.e. fj ≤ 1 for all j) equals the number of partitions
of n such that each part appears at most twice (i.e. fj ≤ 2 for all j), but subject
to the conditions
(4)
f3j+2 + f3j+1 + f3j ≤ 2,
f3j+2 + f3j + f3j−1 ≤ 2,
f3j+1 + f3j + f3j−2 ≤ 2,
f3j + f3j−1 + f3j−2 ≤ 2,
f1 ≤ 1, f2 ≤ 1.
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Before we say something about the proof itself, let us say a few words about
some general ideas involved.
If g˜ is an affine Lie algebra, then a standard g˜-module L(Λ) is a quotient of
the Verma module M(Λ) by its maximal submodule M1(Λ), and this construction
works for any Kac-Moody Lie algebra. On the other hand, for affine Lie algebras
we also have various vertex operator constructions of basic (or level 1) representa-
tions: The representation space is explicitly given, usually the bosonic or fermionic
Fock space, and the action of the affine Lie algebra is given by the vertex oper-
ator formula, roughly of the form X(z) = E−(z)E+(z)E0(z), where E±(z) are
some exponentials of Heisenberg Lie algebra elements, and E0(z) is an exponen-
tial involving “group elements” (in principle defining operators only on integrable
representations).
J.Lepowsky and R.Wilson gave a Lie-theoretic interpretation and proof of the
Rogers-Ramanujan identities by explicitly (explicitly in a broader sense) construct-
ing level 3 standard representations of sl(2,C)∼: The vertex operator formula in
the principal picture for level 1 standard modules implies (very roughly speaking) a
formula of the form X(z)2 = E−(z)X(z)E+(z)E0(z) relating the action of various
Lie algebra elements on level 3 standard modules. In this case one cannot write
the representation space “explicitly” nor an “explicit” action for the Lie algebra in
terms of some formula for X(z). But one can start with a Poincare´-Birkhoff-Witt
basis of the Verma module M(Λ), see the corresponding spanning set in L(Λ), and
by using the above mentioned formula, reduce this spanning set to a spanning set
of L(Λ) parameterized combinatorially by partitions satisfying the difference two
conditions. At this point one could either recall the Rogers-Ramanujan identities
(and a specialization of the Weyl-Kac character formula) and conclude that this is
a basis, or somehow prove directly linear independence of this set and, as a con-
sequence, prove the Rogers-Ramanujan identities. Later on came a third idea for
proving linear independence, somewhere in between the first two: The correct char-
acter formula for L(Λ) in terms of partitions satisfying difference two conditions
is replaced by finding a basis of M1(Λ) parameterized by partitions. It should be
noticed that in the principal picture “group elements” E0(z) in the vertex opera-
tor formula happen to be ±1, and hence are well defined operators on the Verma
module.
The Lepowsky-Wilson ideas of constructing representations by using vertex op-
erator formulas work as well in the case of the homogeneous picture, except that
there the presence of E0(z) prevents one to use Verma modules: one has to choose
among the two.
The starting point of our construction was the first consequence of Frenkel-Kac
vertex operator formula (in the homogeneous picture) which does not contain terms
E0(z): the relation
(5) xθ(z)
k+1 = 0
which holds on every standard g˜-module L(Λ) of level k. Here θ is the maximal root
of the corresponding finite dimensional Lie algebra g, xθ is a corresponding root
vector and xθ(z) =
∑
n∈Z xθ(n)z
−n−1. Of course, xθ(z)
k+1 is a formal Laurent
series in z; the coefficients of this series are sums of elements of the universal
enveloping algebra U(g˜), and relation (5) means that all these coefficients are zero
on L(Λ).
3
Relation (5) exhibits several “universal” properties: The adjoint action of g
on xθ(z)
k+1 produces new series which vanish on L(Λ), and these series form an
irreducible representation R of g with highest weight (k + 1)θ. Moreover, all the
coefficients of the series from R form a loop g˜-module R¯ for the adjoint action of g˜.
We call the elements of R¯ the relations (for the standard module) because a highest
weight g˜-module V of level k is standard if and only if relation (5) holds on V .
Besides that, R¯ seems to be “the smallest possible” loop module that annihilates
L(Λ), certainly “the smallest possible” that can be obtained from vertex operator
formula in any picture.
With regard to the Verma modules of level k we have the property that R¯M(Λ) =
M1(Λ) if and only if Λ is dominant integral, otherwise R¯M(Λ) = M(Λ). Hence in
the case of the standard module L(Λ) we have
(6) M1(Λ) = U(g˜)R¯vΛ,
where vΛ denotes a highest weight vector in M(Λ). This result is quite similar to
the one that holds in the principal picture, and allows one to try to prove “linear
independence” by finding a basis in M1(Λ) of the form ur ·vΛ, u ∈ U(g˜), r ∈ R¯. Of
course, as in the principal picture, one should expect that many of these elements
are linearly dependent, and one should construct relations among them in order to
reduce this set to a basis. This kind of relations we call relations among relations.
By an analogy with the principal picture, for sl(2,C)∼ we could guess correctly
a space of all relations among relations that are needed: For level 1 modules it was
some g˜-module having a “7-dimensional” loop submodule and a “5-dimensional”
loop quotient—it looked like another ad hoc argument.
The elements xθ(z)
k+1 are zero on L(Λ), so they should be seen somewhere as
nonzero elements. The emerging theory of vertex operator algebras provided a
suitable setting where this could be achieved. It was known that the irreducible
module L(kΛ0) could be given the structure of a vertex operator algebra in a natural
way, but here the vector f
Λ(h0)+1
0 vΛ that should parameterize xθ(z)
k+1 vanishes.
We thus guessed and proved that a generalized Verma module extension N(kΛ0) of
L(kΛ0) also had the structure of vertex operator algebra. In N(kΛ0), f
Λ(h0)+1
0 vΛ is
nonzero and this provided the required setting to explain the “universal” properties
of (5). Later it was also possible to prove “all necessary” relations among relations
by calculations in N(kΛ0): the relations among relations arise by writing the vector
xθ(−2)xθ(−1)
k+11 in two different ways, thus obtaining two different expressions
for the same field.
The construction of the vertex operator algebra N(kΛ0) in Section 3 is based
on a general “generators and relations” construction of vertex operator algebras
presented in Theorem 2.6. The proof of Theorem 2.6 is inspired by the ideas of
P. Goddard on locality. In our case the vertex operator algebra V = N(kΛ0) is
generated by a set of fields x(z), x ∈ g ∼= g(−1)1 ⊂ V . In the general construction
we start with a set of series u(z), u ∈ U ⊂ V , which are admissible, local and
generate V . By using normal order products we extend this generating set to a
set of mutually local fields v(z) parameterized by all vectors v ∈ V , and then a
general duality argument implies that V is a vertex algebra. In Section 4 we prove
that a large class of level k g˜-modules (including all highest weight modules) can be
given the structure of modules over the vertex operator algebra N(kΛ0), a result
that has been announced by B. Feigin and E. Frenkel and also deduced by I. B.
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Frenkel and Y. Zhu by another method. Our proof uses an inductive construction
of intertwining operators local with respect to the generating fields x(z), x ∈ g,
acting on a highest weight g˜-module, and then again a general duality argument
applies.
The results described above are the content of Sections 1–5, phrased and proved
in terms of vertex operator algebra N(kΛ0). In Section 8 we construct (some)
relations among relations in a manner mentioned above.
At this point we should say that by now there are several proofs of the fact
that N(kΛ0) is a vertex operator algebra and that highest weight g˜-modules are its
modules. Moreover, several proofs about properties of annihilating field (5) have
appeared as well (see remarks at the end of Sections 4 and 5).
In a sharp contrast to the general results on algebraic properties of relations R¯,
we can successfully apply them only to the case of g˜ = sl(2,C)∼. The reader will
find Section 6 a sort of compromise between general wishes and particular results
that we can prove, at least allowing one to speculate what may be going on for
higher ranks. In order to describe these results, we return to our set B¯ defined
above and the corresponding set P(B¯) of colored partitions. It is a monoid, and
we often use a multiplicative notation suggested by (1). We construct a particular
order 4 on P(B¯) that allows inductive arguments, behaves well with respect to the
multiplicative structure and allows every nonzero element r ∈ R¯ to be written in
the form
(7) r = cρu(ρ) +
∑
π≻ρ
cπu(π),
where cρ, cπ ∈ C, cρ 6= 0. We call ρ the leading term of r and write ρ = ℓt (r).
Moreover, the set ℓt (R¯) of leading terms of all nonzero elements in R¯ parameterize
a nice basis {r(ρ) | ρ ∈ ℓt (R¯)} of R¯, where ρ = ℓt (r(ρ)). Since r = 0 on L(Λ), the
product u(ρ) can be expressed in terms of u(π), π ≻ ρ, and by induction one easily
gets that
(8) u(π) · vkΛ0 , π ∈ P(B¯−), π /∈ (P(B¯−) · ℓt (R¯)) ∪ (P(B¯−) · y(0)),
is a spanning set of L(kΛ0). Moreover, this is a basis, and conditions (3) are just
explicitly spelled out conditions in (8).
One way of proving that the set of vectors (8) is a basis of L(kΛ0) would be
by invoking the correct character formula, and this is what we do: The “cor-
rect character formula” would be a basis of M1(kΛ0) parameterized by partitions
P(B¯−)∩ ((P(B¯−) · ℓt (R¯))∪ (P(B¯−) · y(0))). So we start, as it was indicated earlier,
with a spanning set of M1(Λ), Λ = kΛ0, of the form
(9) u(π)r(ρ) · vΛ, π ∈ P(B¯−), ρ ∈ ℓt (R¯).
Each element u(π)r(ρ) is a sum of the form
(10) u(π)r(ρ) = u(π · ρ) +
∑
κ≻π·ρ
cκu(κ),
and again we say that π ·ρ is the leading term of u(π)r(ρ). Almost half of this paper
is devoted to the proof of the following general form of relations among relations:
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If leading terms of u(π)r(ρ) and u(π1)r(ρ1) are equal, then u(π)r(ρ)− u(π1)r(ρ1)
can be expressed as a linear combination of terms u(π′)r(ρ′), π′ · ρ′ ≻ π · ρ. Having
this, by induction we see that the spanning set (9) of M1(Λ) can be reduced to a
spanning set of vectors indexed by their leading terms. Since vectors u(π · ρ)vΛ are
elements of Poincare´-Birkhoff-Witt basis ofM(Λ), by using (10) we see that vectors
u(π)r(ρ)vΛ of our reduced spanning set are linearly independent, and hence we have
a basis of M1(kΛ0) indexed in a desired way. Of course, the example Λ = kΛ0 was
taken only to avoid mentioning some technical difficulties in our brief discussion.
As it was pointed out, relations among relations are the central part of our proof
of linear independence. This was done in a few steps: we start in Section 8 with
generators of the kernel of g˜-module map
(11) U(g˜)⊗U(g˜≥0) R¯1
ΨN(kΛ0)−→ N1(kΛ0)→ 0,
next we formulate relations among relations in terms of colored partitions and
leading terms (Lemma 9.2), and finally we prove the general case by induction and
by solving some odd dozen of exceptional cases (Sections 9 and 10).
If we are to single out one major point from Sections 9 and 10, it should be
Lemmas 9.4 and 10.7. They allow one to try to express u(π)r(ρ)− u(π1)r(ρ1) as a
linear combination of terms u(π′)r(ρ′) first, and to worry about π′ · ρ′ ≻ π · ρ later.
Except for the infinite sums that pervade our theory, the work in Sections 9 and
10 appears to be of the same type as that required for producing a Groebner (or
standard) basis of a suitable g˜-module with respect to a total order on the mono-
mials in a basis of g˜ (reducing S-pairs etc.). We have not attempted to investigate
this connection in detail.
It is clear that combinatorics should enter sooner or later. Some of the combina-
torial arguments here are carried through with a brute force, but we still hope that
by using more of representation theory, say (11) for example, one can prove rela-
tions among relations in some simpler way, having to use combinatorial arguments
at some later stage.
Of course, the combinatorial identity (4) is a consequence of (3), in full generality
we discuss this in Section 11 by recalling Lepowsky-Wakimoto product formulas for
certain specializations of the Weyl-Kac character formula.
It is a pleasure to the second author M.P. to thank the Department of Mathe-
matics of University of Lund for their kind hospitality—a large portion of this work
was done during his visit there.
1. Formal Laurent series and rational functions
1.1. Power series expansions.
We shall throughout use the calculus of formal Laurent series as in [FLM, Chap.
2 and 8]. In particular z1, z2, . . . denote “commuting formal variables”. We some-
times use the expansion convention that, for n < 0, (z0 + z1 + · · · + zk)
n denotes
the power series expansion in nonnegative powers of z1, . . . , zk.
For any field F , denote by
(1.1.1) F ((z)) = {
∑
n∈Z
anz
n | an ∈ F, ∃N, an = 0 unless n ≥ N}
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the field of fractions of the formal power series algebra F [[z]]. Denote multiindices
by
α = (α1, . . . , αk), |α| = α1 + · · ·+ αk
and set
zα = zα11 · · · z
αk
k .
Let F{z1, . . . , zk} denote the vector space
F{z1, . . . , zk} = {
∑
α∈Zk
aαz
α | aα ∈ F}.
Let F be a field of characteristic 0. We have
F((z1)) · · · ((zk)) = {
∑
α
aαz
α | aα ∈ F, ∃Nk, . . . , N1(α2, . . . , αk) s.t. aα = 0
unless αk ≥ Nk, . . . , α1 ≥ N1(α2, . . . , αk)},
F((z−1k )) · · · ((z
−1
1 )) = {
∑
α
aαz
α | aα ∈ F, ∃N1, . . . , Nk(α1, . . . , αk−1) s.t. aα = 0
unless α1 ≤ N1, . . . , αk ≤ Nk(α1, . . . , αk−1)}.
There are canonical embeddings
F[z1, . . . , zk] = F[z1] · · · [zk]→ F((z1)) · · · ((zk)),
F[z1, . . . , zk] = F[zk] · · · [z1]→ F((z−1k )) · · · ((z
−1
1 )).
Since the target algebras are fields, the embeddings extend to embeddings
ι : F(z1, . . . , zk)→ F((z1)) · · · ((zk)),
ι′ : F(z1, . . . , zk)→ F((z−1k )) · · · ((z
−1
1 )).
Lemma 1.1.1. Let (a1, . . . , ak) ∈ Fk \ {(0, . . . , 0)}. Then, in F{z1, . . . , zk},
ι(
k∑
i=1
aizi)
−1 = ι′(
k∑
i=1
aizi)
−1.
Proof. Let ai = 0 for i < m, am 6= 0. Then
ι′(
k∑
i=1
aizi)
−1 = ι′(amzm(1 +
k∑
i=m+1
aizi
amzm
))−1
= a−1m z
−1
m
∑
n≥0
(−1)n(
k∑
i=m+1
aizi
amzm
)n ∈ F((z1)) · · · ((zk)).
Hence
ι′(
k∑
i=1
aizi)
−1 = ι′(
k∑
i=1
aizi)
−1(
k∑
i=1
aiziι(
k∑
i=1
aizi)
−1)
= (ι′(
k∑
i=1
aizi)
−1
k∑
i=1
aizi)ι(
k∑
i=1
aizi)
−1 = ι(
k∑
i=1
aizi)
−1
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by the associative law in F((z1)) · · · ((zk)). 
Set
S = {
k∑
i=1
aizi | (a1, . . . , ak) 6= (0, . . . , 0)},(1.1.2)
Rˆk = F[z1, . . . , zk]〈S〉,(1.1.3)
the localization.
Corollary 1.1.2. The homomorphisms ι, ι′ coincide on Rˆk.
Remark. We have
ι(1− z1)
−1 =
∑
n≥0
zn1 6= ι
′(1− z1)
−1 = −
∑
n≥0
z−n−11
although ι(z1−z2z3)
−1 = ι′(z1−z2z3)
−1. It seems difficult to determine for which
f ∈ F(z1, . . . , zk), ι(f) = ι′(f).
Define
(1.1.4) ι1,...,k : Rˆk → F((z1)) · · · ((zk))
to be ι1,...,k = ι = ι
′. Also define the partial ι-maps
(1.1.5) ι···ℓ+1,...,k : Rˆk → Rˆℓ((zℓ+1)) · · · ((zk));
the restriction of
F(z1, . . . , zk)→ F(z1, . . . , zℓ)((zℓ+1)) · · · ((zk)).
By considering the image of (
∑k
i=1 aizi)
−1 one verifies that the image of Rˆk actually
lands in
Rˆℓ((zℓ+1)) · · · ((zk)).
For m,n ∈ N, m ≤ n, denote by Rˆ[m,n] the algebra analogous to Rˆk, based on the
variables zi, m ≤ i ≤ n. Define also
(1.1.6) ι1,...,ℓ··· : Rˆk → Rˆ[ℓ+1,k]((z
−1
ℓ )) · · · ((z
−1
1 )),
the restriction of
F(z1, . . . , zk)→ F(zℓ+1, . . . , zk)((z−1ℓ )) · · · ((z
−1
1 ));
here it is easier to see that the image is in Rˆ[ℓ+1,k] · · · .
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Proposition 1.1.3. We have
ι1,...,k = ι1,...,ℓ ◦ ι···ℓ+1,...,k = ιℓ+1,...,k ◦ ι1,...,ℓ··· : Rˆk → F((z1)) · · · ((zk)).
Proof. The composition ι1,...,ℓ ◦ ι···ℓ+1,...,k is the restriction to Rˆk of the canonical
map
ι : F(z1, . . . , zk)→ F((z1)) · · · ((zk))
i.e. ι1,...,k. Also ιℓ+1,...,k = ι = ι
′
[ℓ+1,k] on Rˆ[ℓ+1,k] so that the composition ιℓ+1,...,k ◦
ι1,...,ℓ··· is the restriction to Rˆk of the canonical map
ι′ : F(z1, . . . , zk)→ F((z−1k )) · · · ((z
−1
1 )).
By the corollary ι = ι′ on Rˆk. 
Remark. It follows from the formula ι1,...,k = ι2,...,k◦ι1,··· that the present definition
of ι1,...,k coincides with the one in [FLM, (8.10.37–42)].
Let σ ∈ Sk = Sym{1, . . . , k}. Denote also by σ the automorphism
σ : F[z1, . . . , zk]→ F[z1, . . . , zk]
zm 7→ zσm.
Then σ(S) = S, hence σ extends to an automorphism
σ : Rˆk → Rˆk.
Let σ also denote the vector space isomorphism
σ : F{z1, . . . , zk} → F{z1, . . . , zk}∑
α
aαz
α 7→
∑
α
aαz
α1
σ1 · · · z
αk
σk =
∑
α
aαz
α◦σ−1 .
Then σ has the homomorphism property; if
x, y ∈ F{z1, . . . , zk}
and xy is defined, then σ(x)σ(y) is also defined and
σ(xy) = σ(x)σ(y).
Define also
ισ1,...,σk = σ ◦ ι1,...,k ◦ σ
−1,(1.1.7)
ι···σ(ℓ+1),...,σ(k) = σ ◦ ι···ℓ+1,...,k ◦ σ
−1,(1.1.8)
ισ(1),...,σ(ℓ)··· = σ ◦ ι1,...,ℓ··· ◦ σ
−1.(1.1.9)
Then we have more generally
(1.1.10)
ισ1,...,σk = ισ1,...,σℓ ◦ ι···σ(ℓ+1),...,σ(k) = ισ(ℓ+1),...,σ(k) ◦ ισ(1),...,σ(ℓ)···
: Rˆk → F((zσ1)) · · · ((zσk)).
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1.2. Cauchy’s theorem.
Set
(1.2.1) δ(z) =
∑
n∈Z
zn.
For k ∈ N set
Rk = F[zi, z−1i , (zm − zn)
−1; 1 ≤ i ≤ k, 1 ≤ m < n ≤ k],(1.2.2)
Lk = F[zi, z−1i ; 1 ≤ i ≤ k].(1.2.3)
The following Proposition was first formulated by H. Garland, cf. [FLM].
Proposition 1.2.1. We have
δ(z)p(z) = δ(z)p(1),
δ(az1/z2)q(z1, z2) = δ(az1/z2)q(z1, az1)
for all p ∈ F[z, z−1], a ∈ F, and q ∈ L2.
Proposition 1.2.2. Let g(z0, z1, z2) ∈ L3. Then
Resz0 z
−1
0 δ(
z1 − z2
z0
)g(z0, z1, z2) = ι12g(z1 − z2, z1, z2).
Proposition 1.2.3. Let f(z1, z2) ∈ R2. Then
Resz1,z2 ι12f − Resz1,z2 ι21f = Resz0,z2 ι20f(z2 + z0, z2).
Proof. By partial fraction decomposition one may assume that
f ∈ {zm1 z
n
2 , z
m
2 (z1 − z2)
n | m,n ∈ Z}.
If m + n 6= −2 we have 0 − 0 = 0. If f = ∂
∂z1
g then all terms vanish as well. Let
f = z−11 z
−1
2 . Then
Resz1,z2 ι12f − Resz1,z2 ι21f = 0,
Resz0,z2 ι20f(z2 + z0, z2) = Resz0,z2 ι20(z2 + z0)
−1z−12 = 0.
Let f = z−12 (z1 − z2)
−1. Then
Resz1,z2 ι12f = Resz1,z2 z
−1
2
∑
i≥0
(
−1
i
)
z−1−i1 (−z2)
i = 1,
Resz1,z2 ι21f = Resz1,z2 z
−1
2
∑
i≥0
(
−1
i
)
(−z2)
−1−izi1 = 0,
Resz0,z2 ι20f(z2 + z0, z2) = Resz0,z2 z
−1
2 z
−1
0 = 1. 
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Remark. Proposition 1.2.3 follows alternatively from Cauchy’s theorem: Take real
numbers ǫ, r, ρ, R, such that 0 < r < ρ < R, 0 < ǫ < min{R − ρ, ρ− r}. Then (if
f has coefficients in C)
Resz1,z2 ι12f −Resz1,z2 ι21f
=
1
(2πi)2
∫
CR
(
∫
Cρ
f(z1, z2)dz2)dz1 −
1
(2πi)2
∫
Cρ
(
∫
Cr
f(z1, z2)dz1)dz2
=
1
(2πi)2
∫
Cρ
(
∫
Cǫ(z2)
f(z1, z2)dz1)dz2(1.2.4)
=
1
(2πi)2
∫
Cρ
(
∫
Cǫ
f(z2 + z0, z2)dz0)dz2
= Resz0,z2 ι20f(z2 + z0, z2).
An equivalent formulation of this result is:
Proposition 1.2.4. Let f(z1, z2) ∈ R2. Then
Resz1,z2 ι12f = Resz1,z2 (ι21 − ι12)f(z1, z1 + z2).
Lemma 1.2.5. For all f(z1, z2) ∈ R2,
Tι34f(z4, z3) = Resz4 ι34z
−1
2 δ(
z3 − z4
−z2
)f(z4, z3) = (ι23 − ι32)f(z2 + z3, z3).
Proof. It is enough to check the coefficients of z−m−12 z
−n−1
3 on both sides. Let
g(z2, z3) = z
m
2 z
n
3 ∈ L2. Then
Resz2,z3 Resz4 ι34z
−1
2 δ(
z3 − z4
−z2
)f(z4, z3)g(z2, z3)
= Resz3,z4 ι34f(z4, z3)g(−z3 + z4, z3)
= Resz3,z4(ι43 − ι34)f(z3 + z4, z3)g(z4, z3)
= Resz2,z3(ι23 − ι32)f(z2 + z3, z3)g(z2, z3). 
2. Generating fields
Definition 2.1. [B], [FLM], [FHL] A vertex operator algebra (V, Y, 1, ω) consists
of a vector space V over F, distinguished vectors 1, ω ∈ V , and a linear map
Y : V → (EndF V )[[z, z
−1]],
v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1
satisfying the following axioms:
For all u, v ∈ V there is an N = N(u, v) ∈ Z such that(2.1)
unv = 0 for all n > N,
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and
(2.2) v−11 = v, vn1 = 0
for v ∈ V, n ≥ 0. Define Ln by
(2.3) Y (ω, z) =
∑
n∈Z
Lnz
−n−2
(i.e. Ln = ωn+1). Then
(2.4) [L−1, Y (v, z)] =
d
dz
Y (v, z) = Y (L−1v, z)
for all v ∈ V , and
(2.5) [Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm+n,0(rankV )1V
for some scalar rank V ∈ F. Set, for n ∈ Z,
(2.6) Vn = {v ∈ V | L0v = nv}.
Then
V =
∐
n∈Z
Vn,(2.7)
dimF Vn <∞ for all n,(2.8)
Vn = 0 for n sufficiently small.(2.9)
Finally,
z−10 δ(
z1 − z2
z0
)Y (u, z1)Y (v, z2)− z
−1
0 δ(
z2 − z1
−z0
)Y (v, z2)Y (u, z1)
= z−12 δ(
z1 − z0
z2
)Y (Y (u, z0)v, z2)
(2.10)
for all u, v ∈ V (the Jacobi identity).
We say that Y (v, z) is a vertex operator or a field associated with a vector v.
Later on we shall consider a formal Laurent series Y (v, z) as a generating function
for the coefficients vn, n ∈ Z.
In later sections we shall use the following consequences of the axioms [B], [FLM],
[FHL]: For all u, v ∈ V, n ∈ Z,
Y (unv, z) = Resz0 z
n
0
(
Y (u, z0 + z)Y (v, z)
− Y (v, z) Resz1 z
−1
0 δ(
z − z1
−z0
)Y (u, z1)
)
,
(2.11)
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with the notation
(2.12) Y (v, z)− =
∑
n<0
vnz
−n−1, Y (v, z)+ =
∑
n≥0
vnz
−n−1,
we have
Y (unv, z) =
((∂/∂z)−n−1
(−n− 1)!
Y (u, z)−
)
Y (v, z)
+ Y (v, z)
((∂/∂z)−n−1
(−n− 1)!
Y (u, z)+
)
(2.13)
for n ≤ −1, in particular
(2.14) Y (u−1v, z) = Y (u, z)
−Y (v, z) + Y (v, z)Y (u, z)+,
furthermore
(2.15) [Y (u, z1), Y (v, z2)] =
∞∑
i=0
(−1)i
i!
( ∂
∂z1
)i
z−12 δ(z1/z2)Y (uiv, z2),
and
(2.16) Y (u, z)v = ezL−1Y (v,−z)u.
The goal of this section is to derive Theorem 2.6 below giving a kind of “gener-
ators and relations” construction of vertex operator algebras.
Let V be a vector space over F, and let L−1, L0 ∈ EndF V , 1 ∈ V . Set, for n ∈ Z,
Vn = {v ∈ V | L0v = nv}.
Assume that
V =
∐
n∈Z
Vn,(2.17)
1 ∈ V0, i.e. L01 = 0,(2.18)
[L0, L−1] = L−1, i.e. L−1Vn ⊂ Vn+1.(2.19)
Definition 2.2. A generating function
a(z) =
∑
n∈Z
anz
−n−1
of operators an ∈ EndF V is said to be admissible of conformal weight h if
for all v ∈ V there is N(a, v) ∈ Z s.t. anv = 0 if n > N(a, v),
(2.20)
[L−1, a(z)] =
d
dz
a(z),(2.21)
[L0, a(z)] = z
d
dz
a(z) + ha(z),(2.22)
a(z)1 ∈ V [[z]], i.e. an1 = 0 if n ≥ 0.(2.23)
A generating function is admissible if it is a (finite) linear combination of admissible
generating functions of operators with (various) conformal weights.
It follows from (2.18) and (2.22) that
(2.24) a−11 ∈ Vh, i.e. L0a−11 = ha−11.
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Proposition 2.3. Let a(z), b(z) be admissible generating functions. Define dn(z)
for n ∈ Z by
(2.25)
∑
n∈Z
dn(z3)z
−n−1
2 = a(z2 + z3)b(z3)− b(z3)Ta(z4),
where T denotes the operator
(2.26) T = Resz4 z
−1
2 δ(
z3 − z4
−z2
)(·)
(cf. [FLM, (8.8.31)]). Then dn(z) is admissible for all n ∈ Z.
Proof. (2.20): Let v ∈ V . Then
(dn)kv = coeffz−n−12 z
−k−1
3
{a(z2 + z3)b(z3)− b(z3)[a(z2 + z3)− a(z3 + z2)]}v
=
∑
r≤n
(
−r − 1
n− r
)
arbk+n−rv −
∑
0≤r≤n
(
−r − 1
n− r
)
bk+n−rarv
+
∑
r≥0
(
−r − 1
−n − 1
)
bk+n−rarv.
(2.27)
There are N1, N2 ∈ Z such that N1 ≥ 0, amv = 0 if m ≥ N1, bmv = 0 and
bmarv = 0 if m ≥ N2 and 0 ≤ r ≤ N1 − 1. If N = max{−n, 0}+N1 +N2 we then
have (dn)kv = 0 if k ≥ N .
(2.21): It follows from
Ta(z4) =
∑
j∈Z
aj{(z2 + z3)
−j−1 − (z3 + z2)
−j−1}
that
[L−1, Ta(z4)] =
∂
∂z3
Ta(z4).
Hence
[L−1,
∑
n∈Z
dn(z3)z
−n−1
2 ] = [L−1, a(z2 + z3)]b(z3) + a(z2 + z3)[L−1, b(z3)]
− [L−1, b(z3)]Ta(z4)− b(z3)[L−1, Ta(z4)]
=
∂
∂z3
(
∑
n∈Z
dn(z3)z
−n−1
2 ).
(2.22): We may assume that a and b have conformal weights ha, hb. Then
[L0,
∑
n∈Z
dn(z3)z
−n−1
2 ] = [L0, a(z2 + z3)]b(z3) + a(z2 + z3)[L0, b(z3)]
− [L0, b(z3)]Ta(z4)− b(z3)[L0, Ta(z4)]
= (z2
∂
∂z2
+ z3
∂
∂z3
+ ha + hb)(
∑
n∈Z
dn(z3)z
−n−1
2 )
=
∑
n∈Z
{(z3
∂
∂z3
+ ha + hb − n− 1)dn(z3)}z
−n−1
2
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so that dn has conformal weight ha + hb − n− 1.
(2.23): This follows from (2.27) and the fact that ak1 = 0 = bk1 if k ≥ 0. 
Set
V ′ =
∐
n∈Z
V ∗n ,
where V ∗n = HomF(Vn,F) and denote the pairing between V ′ and V by
〈·, ·〉 : V ′ × V → F.
Definition 2.4. Let a(z), b(z) be admissible generating functions. We say that
a(z), b(z) are mutually local or commutative if there exists N ∈ N such that for all
w ∈ V, w′ ∈ V ′,
(z1 − z2)
N 〈w′, a(z1)b(z2)w〉 = (z1 − z2)
N 〈w′, b(z2)a(z1)w〉
i.e. (z1 − z2)
N [a(z1), b(z2)] = 0.
Equivalently, a(z) and b(z) are mutually local iff there is f(z1, z2) ∈ R2 such
that
〈w′, a(z1)b(z2)w〉 = ι12f,
〈w′, b(z2)a(z1)w〉 = ι21f,
with ι as in Section 1.1, and there is an upper bound that is independent of w and
w′ for the order of the pole (z1 − z2)
−1 in such matrix coefficients.
Proposition 2.5. Let a(z), b(z), c(z) be pairwise local admissible generating func-
tions. Let dn(z) for n ∈ Z be defined as in (2.25), (2.26). Then dn(z) and c(z) are
mutually local for each n ∈ Z.
Proof. Set
d(z2, z3) = a(z2 + z3)b(z3)− b(z3)Ta(z4) ∈ EndF V {z2, z3}.
Let w ∈ V , w′ ∈ V ′. We shall calculate the matrix coefficients 〈w′, c(z1)d(z2, z3)w〉
and 〈w′, d(z2, z3)c(z1)w〉. It follows from (2.17), (2.20), (2.22) that there is
f(z1, z2, z3) ∈ R3
such that
〈w′, c(z1)a(z2)b(z3)w〉 = ι123f,
〈w′, c(z1)b(z3)a(z2)w〉 = ι132f.
Then
〈w′, c(z1)a(z2 + z3)b(z3)w〉 = ι123f(z1, z2 + z3, z3).
Let ι1···f =
∑
n∈Z gn(z2, z3)z
n
1 . Using Lemma 1.2.5 and Proposition 1.1.3 we obtain
〈w′, c(z1)b(z3)Ta(z4)w〉 = Tι134f(z1, z4, z3)
=
∑
n∈Z
Tι34gn(z4, z3)z
n
1
=
∑
n∈Z
(ι23 − ι32)gn(z2 + z3, z3)z
n
1
= (ι123 − ι132)f(z1, z2 + z3, z3).
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Hence
(2.28) 〈w′, c(z1)d(z2, z3)w〉 = ι132f(z1, z2 + z3, z3).
Similarly,
〈w′, a(z2 + z3)b(z3)c(z1)w〉 = ι231f(z1, z2 + z3, z3),
and
〈w′, b(z3)Ta(z4)c(z1)w〉 = Tι341f(z1, z4, z3)
=
∑
n∈Z
Tι34hn(z4, z3)z
n
1
=
∑
n∈Z
(ι23 − ι32)hn(z2 + z3, z3)z
n
1
= (ι231 − ι321)f(z1, z2 + z3, z3)
if ι···1f =
∑
n∈Z hn(z2, z3)z
n
1 . This gives
〈w′, d(z2, z3)c(z1)w〉 = ι321f(z1, z2 + z3, z3).
Since
f(z1, z2+z3, z3) ∈ F[z1, z2, z3, z−11 , z
−1
2 , z
−1
3 , (z1−z2−z3)
−1, (z1−z3)
−1, (z2+z3)
−1],
we have ι321f(z1, z2 + z3, z3) = ι312f(z1, z2 + z3, z3) so that
(2.29) 〈w′, d(z2, z3)c(z1)w〉 = ι312f(z1, z2 + z3, z3).
Define fn(z1, z3) ∈ R{1,3} by
ι···2f(z1, z2 + z3, z3) =
∑
n∈Z
fn(z1, z3)z
−n−1
2 .
Then (2.28) and (2.29) imply
〈w′, c(z1)dn(z3)w〉 = ι13fn,
〈w′, dn(z3)c(z1)w〉 = ι31fn.
Let
f(z1, z2, z3) =
p(z1, z2, z3)
(z1 − z2)K(z1 − z3)L(z2 − z3)M
with p ∈ L3. Then
ι···2f(z1, z2 + z3, z3) = ι···2
p(z1, z2 + z3, z3)
(z1 − z2 − z3)K(z1 − z3)LzM2
=
(∑
j≥0
(
−K
j
)
(z1 − z3)
−K−j(−z2)
j
)
(z1 − z3)
−Lι···2
p(z1, z2 + z3, z3)
zM2
.
Since ι···2p(z1, z2 + z3, z3) only involves nonnegative powers of z2, the j-th term
contributes to fn only if j−M ≤ −n−1. Hence the order of the pole (z1−z3)
−1 in
fn is at most K+L+M −n−1, and since K,L,M can be taken to be independent
of w,w′, we are done. 
We shall now assume that
(2.30) L−11 = 0.
The proof of the following theorem uses the ideas of P. Goddard in [G]. A similar
result appears in [Xu, Theorem 2.4].
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Theorem 2.6. Let U be a subspace of V . Assume that there is given a linear map
Y : U → (EndF V )[[z, z
−1]]
u 7→ Y (u, z) =
∑
n∈Z
unz
−n−1
such that
Y (u, z) is admissible for all u ∈ U,(2.31)
u−11 = u for all u ∈ U,(2.32)
Y (u, z) and Y (v, z) are local for each pair u, v ∈ U,(2.33)
V = F-span{u(1)n1 · · ·u
(k)
nk
1 | k ∈ N, u(i) ∈ U, ni ∈ Z}.(2.34)
Then Y extends uniquely to a linear map
Y : V → (EndF V )[[z, z
−1]]
that makes V into a vertex operator algebra (except that we have only L0, L−1 out
of the Virasoro algebra).
Proof. Let W be the space of all admissible generating functions
a(z) ∈ (EndF V )[[z, z
−1]]
such that
(2.35) a(z) and Y (u, z) are local for each u ∈ U.
Define
φ : W → V
a(z) 7→ a−11.
Step 1. (uniqueness) φ is injective.
Proof. Assume that a(z) ∈W , a−11 = 0. It follows from (2.21) and (2.30) that
(2.36) a(z)1 = ezL−1a−11 = 0.
Let X = {v ∈ V | a(z)v = 0} and let v ∈ X , u ∈ U . Then there exist N ∈ N such
that
(z1 − z2)
N 〈w′, a(z1)Y (u, z2)v〉 = (z1 − z2)
N 〈w′, Y (u, z2)a(z1)v〉 = 0
for all w′ ∈ V ′, hence a(z1)unv = 0 and unX ⊂ X . Since by (2.36) 1 ∈ X it follows
from (2.34) that X = V so that a(z) = 0 and φ is injective.
By (2.31), (2.33), Y (u, z) ∈W for all u ∈ U , hence φ(W ) ⊃ U by (2.32). Set
X = φ(W ), U ⊂ X ⊂ V.
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Since φ is injective we can define
Y : X → (EndF V )[[z, z
−1]]
by
Y (v, z) = φ−1(v)
for v ∈ X . By (2.32) the two meanings of Y (u, z) for u ∈ U denote the same series.
Step 2. X = φ(W ) = V .
Proof. For u ∈ U , v ∈ X , n ∈ Z define Y (unv, z) by
∑
n∈Z
Y (unv, z3)z
−n−1
2 = Y (u, z2 + z3)Y (v, z3)− Y (v, z3)TY (u, z4).
Then Y (unv, z) ∈W by Propositions 2.3 and 2.5, and we have
φY (unv, z) = (unv)−11 = unv−11 = unv
by (2.27). Hence u ∈ U , v ∈ X , n ∈ Z implies
(2.37) unv ∈ X.
Since idV z
0 ∈ W and coeffz0(idV z
0)1 = 1 we have
(2.38) 1 ∈ X,
and
Y (1, z) = idV z
0.
Now (2.34), (2.37), (2.38) imply X = V , i.e. we have well defined vertex operators
Y (v, z) for all v ∈ V .
Step 3. Y (u, z) and Y (v, z) are mutually local for all pairs u, v ∈ V .
Proof. Fix v(0) ∈ V and set
X = {v ∈ V | Y (v, z) and Y (v(0), z) are mutually local}.
Clearly {1} ∪ U ⊂ X . If u ∈ U , v ∈ X , n ∈ Z then
Y (unv, z3) = coeffz−n−12
(Y (u, z2 + z3)Y (v, z3)− Y (v, z3)TY (u, z4))
together with Proposition 2.5 show that unv ∈ X . Hence (2.34) again implies
X = V as required.
We have showed that V satisfies the conditions of the axiomatic characterization
of vertex operator algebras [FLM, A.2.5, A.2.8, A.3.1; FHL] (except that we only
have L0, L−1 out of the Virasoro algebra). 
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3. The vertex operator algebra N(kΛ0)
Let g be a finite dimensional split simple Lie algebra over F, and let (·, ·) :
g × g → F be the nondegenerate invariant symmetric bilinear form normalized so
that (α, α) = 2 for each long root α. We then have the associated affine Kac-Moody
algebra
gˆ = g⊗ F[t, t−1]⊕ Fc, g˜ = gˆ⊕ FL0,(3.1)
c central , c 6= 0, [L0, x⊗ t
m] = −mx⊗ tm,
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n +mδm+n,0(x, y)c.
Note that d = −L0 defines the usual homogeneous grading on gˆ. We shall frequently
denote x⊗ tm by x(m) and g⊗ tm by g(m). We often identify g(0) and g. Set
(3.2) p =
∐
n≥0
g⊗ tn ⊕ Fc, g˜≥0 = p⊕ FL0.
For k ∈ F denote by FvkΛ0 the 1-dimensional g˜≥0-module such that
(3.3) c · vkΛ0 = kvkΛ0 , L0 · vkΛ0 = 0, (g⊗ t
n) · vkΛ0 = 0
for n ≥ 0. Form the induced g˜-module (a generalized Verma module)
(3.4) N(kΛ0) = U(gˆ)⊗U(p) FvkΛ0 = U(g˜)⊗U(g˜≥0) FvkΛ0 .
Then N(kΛ0) ∼= U(g˜<0) as vector spaces, where
g˜<0 =
∐
n<0
g⊗ tn.
We denote by x(n) the operator on N(kΛ0) corresponding to x⊗ t
n. Set
(3.5) 1 = 1⊗ vkΛ0 ∈ N(kΛ0).
Then L0 satisfies
(3.6) L0 · x1(n1) · · ·xr(nr)vkΛ0 =
∑
j
(−nj)x1(n1) · · ·xr(nr)vkΛ0 .
Let L−1 be the operator on N(kΛ0) determined by
(3.7) L−1 · x1(n1) · · ·xr(nr)vkΛ0 =
∑
j
(−nj)x1(n1) · · ·xj(nj − 1) · · ·xr(nr)vkΛ0 .
Then N(kΛ0), L−1, L0, 1 satisfy (2.17–2.19, 2.30). For x ∈ g consider the generat-
ing function of operators on N(kΛ0)
(3.8) x(z) =
∑
n∈Z
x(n)z−n−1.
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When we think of x(n) as a coefficient of x(z), we sometimes write xn instead. It
is easy to show that each x(z) is admissible of conformal weight 1 in the sense of
Definition 2.2. Set
(3.9) U = g(−1)⊗ vkΛ0 = N(kΛ0)1 ⊂ N(kΛ0).
We shall often identify U with g. Define
(3.10) Y : U → (EndFN(kΛ0))[[z, z
−1]]
by
(3.11) Y (x(−1)⊗ vkΛ0 , z) = x(z),
for x ∈ g. Since for x, y ∈ g,
(3.12) [x(z1), y(z2)] = z
−1
2 δ(z1/z2)[x, y](z2)− k(x, y)z
−1
2
∂
∂z1
δ(z1/z2),
Y satisfies the hypotheses of Theorem 2.6. Hence Y extends to make N(kΛ0) a
vertex operator algebra except that (so far) only L−1, L0 out of the Virasoro algebra
act on N(kΛ0).
To complete the construction of a vertex operator algebra we need a conformal
vector ω giving rise to the Virasoro algebra. For this we use the following so called
Sugawara construction. Let {xi}i∈I , {y
i}i∈I be dual bases in g. Set
(3.13) φ =
∑
i
(xi)−1(y
i)−11 =
∑
i
(xi)−1y
i ∈ N(kΛ0)2.
There is a nondegenerate bilinear form on g⊗ g determined by
(u⊗ v, x⊗ y) = (u, x)(v, y).
For x ∈ g, m,n ∈ I,
(
∑
i
([x, xi]⊗ yi + xi ⊗ [x, yi]), ym ⊗ xn)
= ([x, xn], ym) + ([x, ym], xn) = 0.
Hence ∑
i
([x, xi]⊗ yi + xi ⊗ [x, yi]) = 0 ∈ g⊗ g.
It follows that
(3.14) x0φ =
∑
i
{[x, xi]−1y
i + (xi)−1[x, y
i]} = 0
for all x ∈ g. We have
x1φ =
∑
i
{[[x, xi], yi] + k(x, xi)yi + k(x, yi)xi}
= 2kx+
∑
i
[[x, xi], yi]
= [2k + (θ, θ + 2ρ)]x
(3.15)
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if θ is the highest root and ρ half the sum of the positive roots. Now
(3.16) (ρ, θ) = ρ(ν−1(θ)) = ρ(hθ) = ρ(
∑
a∨j α
∨
j ) =
∑
a∨j = g − 1
(where g is the dual Coxeter number, and ν is the isomorphism between the Cartan
subalgebra of g and its dual defined via the bilinear form (·, ·), cf. [K]) so that
x1φ = 2(k + g)x.
Since there is no g-invariant map g→ F we must have
x2φ = 0
for all x ∈ g, and by degree consideration xnφ = 0 for n ≥ 3. The commutator
formula [FLM, (8.6.3), (A.3.11)] gives
[x(z1), Y (φ, z2)] = −2(k + g)z
−1
2
∂
∂z1
δ(z1/z2)x(z2),
[φm+1, xn] = −2(k + g)nxm+n.
If k 6= −g we define
ω =
1
2(k + g)
φ,(3.17)
Lm = ωm+1(3.18)
and have
(3.19) [Lm, xn] = −nxm+n
so that L0, L−1 coincide with the operators above. Also,
L0ω = 2ω,
L1ω =
1
2(k + g)
∑
i
[xi, yi] = 0,
L2ω =
1
2(k + g)
∑
i
k(xi, yi)1 =
k dim g
2(k + g)
1
and Lnω = 0 for n ≥ 3. It now follows from the commutator formula that
(3.20) [Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm+n,0
k dim g
k + g
so that the Virasoro algebra acts on N(kΛ0). We can summarize the results of this
section as:
Theorem 3.1. For every k 6= −g, (N(kΛ0), Y, 1, ω) is a vertex operator algebra
with
(3.21) rankN(kΛ0) =
k dim g
k + g
.
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4. Modules over N(kΛ0)
In this section we show that when k 6= −g it is possible to extend the operators
from g˜ on any highest weight module of level k so that the g˜-module becomes a
module over the vertex operator algebra N(kΛ0) in the sense of [FLM, 8.10].
Remark. If g = sl(2,F) and M(Λ) is any Verma module over g˜ of level −g = −2
then there is no operator L−1 on M(Λ) such that [L−1, u(n)] = −nu(n − 1) for
u ∈ g and [L0, L−1] = L−1. It is not even possible to define L−1vΛ so as to satisfy
x(0)L−1vΛ = 0, y(1)L−1vΛ = y(0)vΛ.
To show this, note that since the weight of L−1vΛ is determined, L−1vΛ would have
to be a linear combination of h(−1)vΛ and x(−1)y(0)vΛ. It is easy to check that
the above system of equations has no solution.
Fix a splitting Cartan subalgebra h in g, let Φ ⊂ h∗ be the associated root
system and choose a set of simple roots {α1, . . . , αℓ} ⊂ Φ. Let W be a level k
module over gˆ⋊ (FL0⊕FL−1) = g˜⋊FL−1, a Lie algebra with the action of L0, L−1
on gˆ determined by (3.19). Consider he = h(0)⊕Fc⊕FL0 as Cartan subalgebra in
gˆ⋊ (FL0 ⊕ FL−1). Assume that
(4.1) W =
∐
µ∈he∗
Wµ,
(4.2) dimWµ <∞
and that there is τ ∈ F such that for every weight µ of W
(4.3) µ(L0) ∈ τ + N.
Remark. An easy calculation (cf. [H]) shows that the relation
[Lm, xn] = −nxm+n,
from the Sugawara construction in Section 3, takes place in the completed envelop-
ing algebra U(g˜) [MP] when k 6= −g. Hence the Sugawara operator L−1 can be
used to show that when k 6= −g any highest weight module of level k satisfies the
above conditions.
Set
W ′ =
∐
µ∈he∗
W ∗µ
and denote the pairing between W ′ and W also by
〈·, ·〉 : W ′ ×W → F.
For simplicity, set V = N(kΛ0). Our main goal is to construct for each w ∈ W a
so called intertwining operator
Y (w, z) ∈ (HomF(V,W ))[[z, z
−1]].
22
For
u = x(−1)⊗ vkΛ0 ∈ U,
we change the meaning of Y (u, z) so as to denote the generating function
Y (u, z) = x(z) =
∑
n∈Z
x(n)z−n−1
of operators on V ⊕ W leaving invariant V and W . The intertwining operator
should be local with respect to this extension i.e.
(z1 − z2)
N [Y (u, z1), Y (w, z2)] = 0
for some N ∈ N, and all u ∈ U .
With T (gˆ) the tensor algebra, consider the associative algebra
Tk = T (gˆ)/(c− k).
Then Tk has a basis consisting of monomials
x1(m1)⊗ · · · ⊗ xr(mr)
with the xj chosen from a basis of g. Let u2, . . . , un ∈ U , w ∈W , w
′ ∈W ′. Set
P =
∏
2≤ℓ<m≤n
(zℓ − zm)
2.
Then
P 〈w′, Y (u2, z2) · · ·Y (un, zn)e
z1L−1w〉
= P 〈w′, ez1L−1Y (u2, z2 − z1) · · ·Y (un, zn − z1)w〉
= P 〈w′, ez1L−1Y (uπ2, zπ2 − z1) · · ·Y (uπn, zπn − z1)w〉
for all π ∈ Sym{2, . . . , n}. It follows that there is N ∈ N such that if
Q =
n∏
ℓ=2
(zℓ − z1)
N ,
then
(4.4) PQ〈w′, Y (u2, z2) · · ·Y (un, zn)e
z1L−1w〉 ∈ F[z1, . . . , zn].
We have also that
〈w′, Y (u2, z2) · · ·Y (un, zn)e
z1L−1w〉 ∈ F((z2)) · · · ((zn))((z1)),
hence there is f ∈ Rn such that
(4.5) 〈w′, Y (u2, z2) · · ·Y (un, zn)e
z1L−1w〉 = ι2···n1f.
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Clearly the map
g× · · · × g→Rn
(u2, . . . , un) 7→ f
is multilinear. Consideration of weights with respect to he now show that we can
define
Y (w, z) ∈ (HomF(Tk,W ))[[z, z
−1]]
by the condition that
(4.6) 〈w′, Y (w, z1)Y (u2, z2) · · ·Y (un, zn)〉 = ι12···nf
for all w′ ∈ W ′ with f as in (4.5). Here we use dimWµ < ∞ in order that
W ∗∗µ =Wµ.
Set
Uk(gˆ) = U(gˆ)/(c− k), Uk(g˜) = U(g˜)/(c− k).
By the construction of the enveloping algebra, Uk(gˆ) is then the quotient of Tk by
the two-sided ideal generated by
x(m)y(n)− y(n)x(m)− [x, y](m+ n)−mδm+n,0(x, y)k
for all x, y ∈ g, m,n ∈ Z. We want to show that the components of Y (w, z) induce
operators Uk(gˆ) → W . We thus consider the effect of interchanging the operators
Y (uj , zj), and Y (uj+1, zj+1) in (4.5). For clarity we raise the indices on ι so that
ιa,b,...,m = ι(a, b, . . . , m). Multiplication by (zj − zj+1)
2 show that
〈w′,Y (u2, z2) · · ·Y (uj+1, zj+1)Y (uj , zj) · · ·Y (un, zn)e
z1L−1w〉 =
= ι(2, . . . , j + 1, j, . . . , n, 1)f
with f as in (4.5). By (4.4) the order of the pole (zj − zj+1)
−1 in f is at most 2.
It is easy to see that there is a unique representation
(4.7) f =
f1
zj − zj+1
+
f2
(zj − zj+1)2
+ p
with f1, f2 ∈ R{1,...,jˆ,...,n} (i.e. independent of zj) and with p having the poles of
functions in Rn except that p does not have the pole (zj − zj+1)
−1. It follows that
{ι(2, . . . , n, 1)− ι(2, . . . , j + 1, j, . . . , n, 1)}f =
= z−1j+1δ(zj/zj+1)ι(2, . . . , jˆ, . . . , n, 1)f1
− z−1j+1
∂
∂zj
δ(zj/zj+1)ι(2, . . . , jˆ, . . . , n, 1)f2.
(4.8)
Let x, y ∈ g so that
uj = x(−1)⊗ vkΛ0 , uj+1 = y(−1)⊗ vkΛ0
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and set
u¯ = [x, y](−1)⊗ vkΛ0 ∈ U.
There are g ∈ R{1,...,jˆ,...,n}, h ∈ R{1,...,jˆ,̂j+1,...,n} such that
〈w′, Y (u2, z2) · · ·Y (uj−1, zj−1)Y (u¯, zj+1) · · ·Y (un, zn)e
z1L−1w〉 =
= ι(2, . . . , jˆ, . . . , n, 1)g,
and
〈w′, Y (u2, z2) · · ·Y (uj−1, zj−1)Y (uj+2, zj+2) · · ·Y (un, zn)e
z1L−1w〉
= ι(2, . . . , jˆ, ĵ + 1, . . . , n, 1)h.
Since W is a gˆ-module we have
{ι(2, . . . , n, 1)− ι(2, . . . , j + 1, j, . . . , n, 1)}f =
= z−1j+1δ(zj/zj+1)ι(2, . . . , jˆ, . . . , n, 1)g
− k(x, y)z−1j+1
∂
∂zj
δ(zj/zj+1)ι(2, . . . , jˆ, ĵ + 1, . . . , n, 1)h.
Comparison with (4.8) yields
f1 = g, f2 = k(x, y)h
(after multiplication by (zj − zj+1)). (Thus f2 does not depend on zj+1.) Hence
{ι(1, 2, . . . , n)− ι(1, 2, . . . , j + 1, j, . . . , n)}f =
= z−1j+1δ(zj/zj+1)ι(1, 2, . . . , jˆ, . . . , n)g
− k(x, y)z−1j+1
∂
∂zj
δ(zj/zj+1)ι(1, 2, . . . , jˆ, ĵ + 1, . . . , n)h
so that
〈w′, Y (w, z1)Y (u2, z2) · · ·Y (un, zn)〉 − 〈w
′, Y (w, z1) · · ·Y (uj+1, zj+1)Y (uj, zj) · · · 〉
= z−1j+1δ(zj/zj+1)〈w
′, Y (w, z1)Y (u2, z2) · · ·Y (u¯, zj+1) · · ·Y (un, zn)〉
− k(x, y)z−1j+1
∂
∂zj
δ(zj/zj+1)〈w
′, Y (w, z1) · · ·Y (uj−1, zj−1)Y (uj+2, zj+2) · · · 〉.
This means that each component of Y (w, z) annihilates the two-sided ideal which
is the kernel of Tk → Uk(gˆ) and hence we have well defined operators
Y (w, z) ∈ (HomF(Uk(gˆ),W ))[[z, z
−1]].
Furthermore, from (4.4) there are no poles z−1n in f satisfying (4.5), hence
ι12···nf =
∑
d≤−1
fdz
−d−1
n
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with fd ∈ F((z1)) · · · ((zn−1)) so that
〈w′, Y (w, z1)Y (u2, z2) · · ·Y (un−1, zn−1)(un)d〉 = 0
if d ≥ 0. Hence all components of Y (w, z) annihilate all vectors in Uk(gˆ) of the
form
x2(m2) · · ·xn−1(mn−1)xn(d)
with d ≥ 0. Since these span the left ideal in Uk(gˆ) which is the kernel of
Uk(gˆ)→ N(kΛ0),
Y (w, z) induces a well defined operator
Y (w, z) ∈ (HomF(N(kΛ0),W ))[[z, z
−1]].
This is the intertwining operator that we want. We have proved:
Proposition 4.1. Let u2, . . . , un ∈ U , w ∈W , w
′ ∈W ′.
(i) There is f ∈ Rn such that
〈w′, Y (u2, z2) · · ·Y (un, zn)e
z1L−1w〉 = ι2···n1f.
(ii) Using these matrix coefficients f , there is a well defined operator
Y (w, z) ∈ (HomF(N(kΛ0),W ))[[z, z
−1]]
determined by
(4.9) 〈w′, Y (w, z1)Y (u2, z2) · · ·Y (un, zn)1〉 = ι12···nf.
Now it is easy to show that Y (w, z) is local with respect to the operators Y (u, z),
u ∈ U :
Proposition 4.2. Let u0, u2, . . . , un ∈ U , w ∈W , w
′ ∈W ′. Then
(4.10) 〈w′, Y (u0, z0)Y (w, z1)Y (u2, z2) · · ·Y (un, zn)1〉 = ι012···nf
if f ∈ Rn+1 is such that
〈w′, Y (u0, z0)Y (u2, z2) · · ·Y (un, zn)e
z1L−1w〉 = ι02···n1f.
If N ∈ N is such that (u0)dw = 0 when d ≥ N , then the order of the pole (z0−z1)−1
in f is at most N . Hence Y (w, z) is local with respect to Y (u0, z) for all u0 ∈ U .
Proof. Let
ι0···f =
∑
d∈Z
fdz
−d−1
0 .
Then
〈w′, (u0)dY (u2, z2) · · ·Y (un, zn)e
z1L−1w〉 = ι2···n1fd
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by Proposition 1.1.3. The definition of Y (w, z1) gives
〈w′, (u0)dY (w, z1)Y (u2, z2) · · ·Y (un, zn)1〉 = ι12···nfd,
and (4.10) now follows from Proposition 1.1.3. From
n∏
ℓ=2
(z0 − zℓ)
2ι02···n1f =
=
n∏
ℓ=2
(z0 − zℓ)
2〈w′, Y (u0, z0)Y (u2, z2) · · ·Y (un, zn)e
z1L−1w〉
=
n∏
ℓ=2
(z0 − zℓ)
2〈w′, ez1L−1Y (u2, z2 − z1) · · ·Y (un, zn − z1)Y (u0, z0 − z1)w〉
we can determine the order of the pole (z0 − z1)
−1 in f . 
Theorem 4.3. Let k 6= −g, and let W be a gˆ ⋊ (FL0 ⊕ FL−1)-module of level k
satisfying (4.1–3). (In particular W could be any highest weight module or a module
from the category O.) Then there is a unique extension of the operators Y (u, z),
u ∈ U on W that make W into a module over the vertex operator algebra N(kΛ0).
Proof. Let V˜ be the space of all admissible generating functions
a(z) =
∑
n∈Z
anz
−n−1
of operators an on V ⊕W stabilizing both V and W such that
a(z) is local w.r.t. {Y (u, z) | u ∈ U} ∪ {Y (w, z) | w ∈W}.
Then the proof of Theorem 2.6 applies with only minor modifications to show that
1. the map V˜ → V , a(z) 7→ a−11 is injective,
2. the image of this map is all of V ,
3. any two a(z), b(z) ∈ V˜ are mutually local.
Given this, the argument of [FLM, A.2.5] can be employed, using the intertwining
operator Y (w, z) in the roˆle of one vertex operator, to show that W satisfies the
“associativity condition” [FLM, (8.10)] and hence the Jacobi identity. 
We have seen that for level k highest weight modules, or modules from the cate-
gory O, the action of g˜ determined by x(z) =
∑
xnz
−n−1 extends, by using normal
order products (2.14), to the action of N(kΛ0) defined by Y (v, z) =
∑
vnz
−n−1,
v ∈ N(kΛ0). While xn are elements in Uk(g˜), in general the coefficients vn are
infinite sums of elements in Uk(g˜) and should be seen in some kind of completion
Uk(g˜). We prefer to think in terms of completion defined in [MP]: a net (yi)i∈I
converges to y if for each g˜-module V in the category O and each vector v in V
there is an index i0 ∈ I such that i ≥ i0 implies yi · v = yi0 · v = y · v.
Remark. Constructions and results analogous to Theorem 3.1 and Theorem 4.3
have appeared in [FF] and in relation to the Wess-Novikov-Zumino-Witten model
in the physics literature. Theorems 3.1 and 4.3 contain the precise results we require
in the following sections.
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It is easy to see that normal order product (2.14) coincides with the normal order
product defined in [H] if one identifies g ∼= g(−1)1 and S(g˜<0) ∼= U(g˜<0) ∼= N(kΛ0)
via the symmetrization map. Hence we work with the same set of fields, but the
“index set” N(kΛ0) brings into the game the action of g˜.
Before our work was completed, other proofs of Theorems 3.1 and 4.3 appeared:
in [FZ] by using quite different ideas, and recently in [Li] by using the locality in
a similar way, but from a different point of view, and proving in an elegant way
stronger and more general results.
5. Relations on standard modules
We identify g˜ with a Kac-Moody algebra in the usual way (cf. [K]): first choose
root vectors xα ∈ gα, such that hα = [xα, x−α] satisfy α(hα) = 2 for α ∈ Φ, and
then set ei = xαi(0), fi = x−αi(0), for i = 1, . . . , ℓ, e0 = x−θ(1), f0 = xθ(−1) (θ
the highest root as in Section 3) and hi = [ei, fi] for i = 0, 1, . . . , ℓ. Then we have
the usual triangular decompositions g = n− + h+ n+ and g˜ = n˜− + h
e + n˜+, where
he = h+ Fc+ FL0. Denote by
(5.1) P+ = {Λ ∈ h
e∗ | Λ(hi) ∈ N for i = 0, 1, . . . , ℓ},
the set of dominant integral weights, and let for i = 0, 1, . . . , ℓ, Λi ∈ P+ be the
fundamental weight determined by Λi(hj) = δij , Λi(L0) = 0.
For Λ ∈ he∗ we shall use the notation M(Λ) for the Verma module with highest
weight Λ and L(Λ) for the irreducible quotient ofM(Λ). In this section we show that
the standard g˜-modules L(Λ) of level k, i.e. Λ ∈ P+, Λ(c) = k, satisfy the relation
xθ(z)
k+1 = 0, and that in some sense this relation determines the structure of L(Λ),
see Theorem 5.14. The relation xθ(z)
k+1 = 0 and its consequences will be studied
further in the following sections.
For a given nontrivial finite dimensional irreducible g-module W we have the
associated loop module W¯ = W ⊗ C[t, t−1] with the action of g˜ defined by (cf.
[CP]):
x⊗ tn · w ⊗ tm = x · w ⊗ tn+m, c · w ⊗ tm = 0, L(0) · w ⊗ tm = −mw ⊗ tm.
The results in this section are mostly about the loop module R¯ constructed from
the coefficients of the annihilating field xθ(z)
k+1.
Theorem 5.1. Let k ∈ F and let R be a subspace of N(kΛ0) invariant under
g = g(0) and L0. Set
(5.2) R¯ = F-span{rn | r ∈ R, n ∈ Z} ⊂ EndFN(kΛ0).
(i) The following are equivalent:
(a) For all x ∈ g, r ∈ R, m,n ∈ Z,
(5.3) [x(m), rn] = (x(0)r)m+n
so that R¯ is a loop module under the “adjoint” action of g˜.
(b) We have g(n)R = 0 for all positive integers n.
(ii) If (a) and (b) are satisfied then R¯ is irreducible iff R is a nontrivial irreducible
g-module.
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Proposition 5.2. There is a bijection between
(a) the irreducible loop modules R¯ associated to subspaces R of N(kΛ0) invari-
ant under g and L0 as in Theorem 5.1,
(b) the singular vectors (up to nonzero scalar multiples) in N(kΛ0) that are not
invariant under g.
Proof. If R¯ is an irreducible loop module then R is a nontrivial irreducible g-module
by Theorem 5.1(ii) and is hence by the theorem of the highest weight determined
by a highest weight vector with respect to (h,Φ+). This vector is by condition (b)
in Theorem 5.1 also a singular vector. We must also show that R is determined by
R¯. Since R is irreducible under g, R must be homogeneous. It then follows from
Y (r, z)1 = ezL−1r that
R¯1 =
∐
n≥0
Ln−1R
and hence R is determined as the homogeneous component of highest degree that
is nonzero in R¯1. 
Proof of Theorem 5.1. (i) For x ∈ g, r ∈ R,
[x(z1), Y (r, z2)] =
∑
i≥0
(−1)i
i!
(
∂
∂z1
)iz−12 δ(z1/z2)Y (x(i)r, z2).
Hence (b) implies (a). Furthermore, if (a) holds and N ∈ N such that x(i)r = 0 for
i > N , then
N∑
i=1
(−1)i
i!
(
∂
∂z1
)iδ(z1/z2)Y (x(i)r, z2) = 0,
and
coeffz01
N∑
i=1
(−1)i
i!
(
∂
∂z1
)iδ(z1/z2)Y (x(i)r, z2)1 =
=
N∑
i=1
(−1)iz−i2 (x(i)r + z2(· · · )) = 0,
so that x(N)r = 0. Repeating this argument shows successively that x(N−1)r = 0,
. . . , x(1)r = 0, and hence (b).
(ii) If S is a nonzero proper submodule of R then clearly S¯ is a nonzero proper
submodule of R¯. If R is a 1-dimensional trivial g-module, then Frn is a g˜-submodule
of R¯ for each r ∈ R, n ∈ Z. Conversely, assume that R is nontrivial and irreducible
and let Z be a nonzero g˜-submodule of R¯. From [L0, Z] ⊂ Z it follows that
Z = ⊕n∈ZZ(n) with Z(n) = {p ∈ Z | [L0, p] = np}. For some n, Z(n) 6= 0
and then [g, Z(n)] ⊂ Z(n) implies that
Z(n) = {rm | r ∈ R}
for an appropriate m. It now follows from (5.3) that Z = R¯. 
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Proposition 5.3. [K, Corollary 10.4] Let Λ ∈ P+. Then the annihilator in U(g˜)
of a highest weight vector of L(Λ) is the left ideal generated by ei, f
Λ(hi)+1
i , and
h− Λ(h) where i = 0, 1, . . . , ℓ and h ∈ he.
For k ∈ F let N1(kΛ0) denote the maximal g˜-submodule of N(kΛ0).
In the remainder of this section we shall assume that k is a positive integer.
Corollary 5.4. The maximal submodule N1(kΛ0) of N(kΛ0) is generated by the
vector xθ(−1)
k+11.
Proof. This follows immediately from Proposition 5.3 since for i = 1, . . . , ℓ,
f
kΛ0(hi)+1
i 1 = fi1 = x−αi(0)1 = 0,
and we have f
kΛ0(h0)+1
0 1 = f
k+1
0 1 = xθ(−1)
k+11. 
Set
(5.4) R = U(g)xθ(−1)
k+11 ⊂ N(kΛ0).
Since n+(0) annihilates xθ(−1)
k+11, and N(kΛ0) is a sum of finite dimensional
g(0)-modules, R is an irreducible g-module.
Lemma 5.5. The vector xθ(−1)
k+11 ∈ N(kΛ0) is a singular vector. Hence
U(gˆ)xθ(−1)
k+11 = U(n˜−)xθ(−1)
k+11.
Proof. It remains to show that x−θ(1)xθ(−1)
k+11 = 0. From
[x−θ(1), xθ(−1)] = −hθ + c,
and (−hθ + c)1 = k1 it follows by a standard calculation in the representation
theory of sl(2,F) that x−θ(1)xθ(−1)k+11 = 0. 
For r ∈ R, define r(n) by
(5.5) Y (r, z) =
∑
n∈Z
r(n)z−n−k−1.
Then r(n) has degree n and r(n) = rn+k. By Theorem 5.1
(5.6) [x(m), r(n)] = (x(0)r)(m+ n)
for x ∈ g, r ∈ R, m,n ∈ Z, so that
(5.7) R¯ = F-span{r(n) | r ∈ R, n ∈ Z}
is a loop module. Let us record this as:
Corollary 5.6. The coefficients of Y (uxθ(−1)
k+11, z) with u ranging through
U(g) span a loop module.
Remark. The above statement can also be verified by direct calculation of commu-
tators.
By the result of V. Chari and A. Pressley [CP, Theorem 4.5] we have that
R¯ ⊗ L(Λ) is irreducible for each standard module L(Λ) of level k, and hence the
map
R¯ ⊗ L(Λ)→ L(Λ)
u⊗ v 7→ uv
must be zero, i.e. R¯ annihilates L(Λ). We shall give another proof of this fact:
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Lemma 5.7. Let
(5.8) x =
(
0 1
0 0
)
, y =
(
0 0
1 0
)
, h =
(
1 0
0 −1
)
,
be the usual basis of g = sl(2,F), and set n+ = Fx. Then
xk+1yk+1 ∈ ch(h− 1) · · · (h− k) + U(g)n+,
for some nonzero integer c.
Proof. Clearly u = xk+1yk+1 ∈ p(h) + U(g)n+ for some polynomial p of degree
k+1. By applying u to a highest weight vector of a (j+1)-dimensional irreducible
g-module, j ∈ {0, . . . , k, k + 1} we get p(j) = 0 for j = 0, . . . , k, p(k + 1) 6= 0, and
hence the lemma. 
Lemma 5.8. Let W¯ =
∐
n∈ZW (n) be a loop module for g˜ which acts on a Verma
module M(Λ). Then
W¯M(Λ) =M(Λ) iff W (0)0vΛ 6= 0,
where W (0)0 denotes the zero-weight subspace of W¯ .
Proof. Note first that W¯M(Λ) =M(Λ) if and only if vΛ ∈ W¯M(Λ). Since
W¯M(Λ) = W¯U(n˜−)vΛ = U(n˜−)W¯vΛ,
the Λ weight subspace of W¯M(Λ) equalsW (0)0vΛ, and hence the lemma holds. 
Theorem 5.9. Let L(Λ) be a standard g˜-module of level k. Then
R¯L(Λ) = 0.
Proof. Consider first the case g = sl(2,F). Then
R(0) = U(g) · (
∑
j1+···+jk+1=0
y(j1) · · ·y(jk+1))
(with · the “adjoint” action as above and y as in (5.8)) and for V =M(Λ),
R(0)0vΛ = F
(
xk+1 ·
( ∑
j1+···+jk+1=0
y(j1) · · ·y(jk+1)
))
vΛ
= Fxk+1y(0)k+1vΛ
= Fp(Λ(h))vΛ,
(5.9)
where by Lemma 5.7 p(h) = h(h − 1) · · · (h − k). If Λ(h) ∈ {0, . . . , k}, then
R(0)0vΛ = 0 and by Lemma 5.8 R¯M(Λ) is a proper submodule, in particular
R¯M(Λ) ⊂M1(Λ). Since we have an exact sequence
0→M1(Λ)→M(Λ)→ L(Λ)→ 0,
R¯ acts trivially on L(Λ).
In the general case we let a be the subalgebra isomorphic to sl(2,F) spanned
by x = xθ, y = x−θ, h = hθ, and consider L(Λ) as an a˜-module by restriction.
By [K, Theorem 10.7] L(Λ) is a direct sum of standard level k a˜-modules. By the
sl(2,F)-case above, xθ(z)k+1 annihilates L(Λ) and bracketing with g˜ now shows
that R¯ annihilates L(Λ). 
31
Definition 5.10. A subspace I of a vertex operator algebra V is said to be an
ideal in V if and only if
Y (v, z)I ⊂ I[[z, z−1]]
for all v ∈ V , i.e. I is invariant under the action of all components of all vertex
operators.
Equivalently, I is an ideal if and only if I is a submodule of V considered as a
module over itself.
Proposition 5.11. Let I be an ideal of a vertex operator algebra V . Then the
vertex operator algebra structure on V induces a structure of vertex operator algebra
on V/I.
Proof. Since there is a conformal vector ω ∈ V such that
Y (ω, z) =
∑
n∈Z
Lnz
−n−2,
I is invariant under the Virasoro algebra. From the relation
(5.10) Y (u, z)v = ezL−1Y (v,−z)u
valid in any vertex operator algebra [FLM, (8.8.7), A.3.2; FHL] it now follows that
Y (u, z)V ⊂ I[[z, z−1]] if u ∈ I, so that the induced operator Y (v, z) on V/I only
depends on v mod I. 
Proposition 5.12. Any g˜-submodule of N(kΛ0) is also a vertex operator algebra
ideal of N(kΛ0). There is in particular an induced vertex operator algebra structure
on L(kΛ0).
Proof. Let I be a g˜-submodule of N(kΛ0). It then follows from
Y (unv, z) =
= Resz0 z
n
0 {Y (u, z0 + z)Y (v, z)− Resz1 z
−1
0 δ(
z − z1
−z0
)Y (v, z)Y (u, z1)}
(5.11)
for u, v ∈ N(kΛ0) (cf. (2.25), [FLM, (8.8.31)]) and induction that
Y (v, z)I ⊂ I[[z, z−1]]
for all v ∈ N(kΛ0). 
Proposition 5.13. Let g be a finite dimensional split simple Lie algebra over F
and let L(Λ) be a standard g˜-module of level k.
(i) We have xθ(z)
k+1 = 0 on L(Λ).
(ii) The g˜-module structure on L(Λ) extends to make L(Λ) a module over the
vertex operator algebra L(kΛ0).
(iii) If β ∈ Φ is a short root such that (β, β) = 12(θ, θ) then
(5.12) xβ(z)
2k+1 = 0 on L(Λ).
(iv) If γ ∈ Φ is a short root such that (γ, γ) = 13 (θ, θ) then
(5.13) xγ(z)
3k+1 = 0 on L(Λ).
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Proof. Part (i) is contained in Theorem 5.9. Part (ii) follows from Theorem 4.3,
Corollary 5.4, (5.11) and part (i).
(iii) By (ii)
Y (u, z) = 0 on L(Λ)
for each u ∈ N1(kΛ0), so it is enough to show that xβ(−1)
2k+11 ∈ N1(kΛ0). Since
xβ(−1) is a root vector of a real root we have xβ(−1)
nvkΛ0 = 0 in L(kΛ0) for n
sufficiently large [K] (here vkΛ0 denotes a highest weight vector in L(kΛ0)). From
x−β(1)vkΛ0 = 0, [x−β(1), xβ(−1)] = hβ + 2c, (hβ + 2c)vkΛ0 = 2kvkΛ0 it follows
from the representation theory of sl(2,F) that we must have xβ(−1)2k+1vkΛ0 = 0
in L(kΛ0) so that (in N(kΛ0))
xβ(−1)
2k+11 ∈ N1(kΛ0).
Part (iv) is proved similarly. 
Theorem 5.14. Let g be a finite dimensional split simple Lie algebra over F and
let Λ be dominant integral with Λ(c) = k. Then
(5.14) R¯M(Λ) = M1(Λ)
where M1(Λ) denotes the maximal submodule of the Verma module M(Λ).
Proof. Set V = R¯M(Λ). By Theorem 5.9 V ⊂ M1(Λ). By Proposition 5.3 it is
enough to show that
{f
Λ(hi)+1
i vΛ | i = 0, . . . , ℓ} ⊂ V,
with vΛ a highest weight vector in M(Λ). Let αi be a long simple root. Then
x−αi(−1)
k+11 ∈ R (e.g. by using the action of the Weyl group of g) and it follows
that
x−αi(z)
k+1vΛ ∈ V [[z, z
−1]].
In particular
fk+1i vΛ = x−αi(0)
k+1vΛ = coeffz−k−1 x−αi(z)
k+1vΛ ∈ V,
and now the representation theory of sl(2,F) implies that fΛ(hi)+1i vΛ ∈ V . If αj is
a short simple root
x−αj (−1)
nk+11 ∈ N1(kΛ0) = U(gˆ)xθ(−1)
k+11,
for n = 2 or 3 by the argument of the proof of Proposition 5.13(iii). It follows from
(5.11) and induction that
x−αj (z)
nk+1vΛ ∈ V [[z, z
−1]]
so that (coefficient of z−nk−1) fnk+1j vΛ ∈ V and hence f
Λ(hj)+1
j vΛ ∈ V . Finally,
fk+10 vΛ = xθ(−1)
k+1vΛ = coeffz0 xθ(z)
k+1vΛ ∈ V
and thus f
Λ(h0)+1
0 vΛ ∈ V . 
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Theorem 5.15. Let V be a highest weight module of level k. The following are
equivalent:
(a) V is a standard module,
(b) R¯ annihilates V .
Proof. By Theorem 5.9 (a) implies (b). Conversely, assume that R¯V = 0, let Λ be
the highest weight of V and vΛ a highest weight vector. Then the same reasoning as
in the proof of Theorem 5.14 shows that for each i = 0, 1, . . . , ℓ, fnk+1i vΛ ∈ R¯V = 0
for n = 1, 2 or 3. Thus V is a standard module. 
Remark. As was mentioned in the introduction, Theorem 5.9 may be viewed as a
consequence of the Frenkel-Kac vertex operator formula (cf. [FK]). We omitted
such a proof in order to avoid additional notation that would not be needed later.
Besides that, the ideas used in the above proof (Lemma 5.8 in particular) work for
some nonintegrable representations of affine Lie algebras, where there is no (known)
vertex operator formula analogous to the integrable case. Similar ideas have been
used in some other situations, see for example [FNO].
Theorem 5.14 was inspired by [MP, Theorem 9.28] in the principal picture, except
that here it is a consequence of the Weyl-Kac character formula. Moreover, the
Kac-Wakimoto character formula can be used in a similar way for some modular
representations (cf. [Ad]).
Theorems 5.9 and 5.14 put together give Theorem 5.15, which in terms of the
vertex operator algebra L(kΛ0) states that the level k standard g˜-modules are its
only irreducible highest weight modules. Results of this type have been proved by
different methods in [FZ], [DL] and [Li].
Theorem 5.1 and Proposition 5.2 are similar to some results in [H] at the critical
level.
6. Colored partitions, leading terms and the main results
In Sections 6–10 we specialize to the case g = sl(2,F) and level k ∈ N.
6.1. Colored partitions.
Let A be a nonempty set and denote by P(A) the set of all maps π : A → N,
where π(a) equals zero for all but finitely many a ∈ A. Clearly π is determined by
its values (π(a) | a ∈ A) and we shall also write π as a monomial
(6.1.1) π =
∏
a∈A
aπ(a).
We shall say that π is a partition and for π(a) > 0 we shall say that a is a part
of π. We define the length ℓ(π) of π by
ℓ(π) =
∑
a∈A
π(a).
For ρ, π ∈ P(A) we write ρ ⊂ π (or π ⊃ ρ) if ρ(a) ≤ π(a) for all a ∈ A and we
say that ρ is contained in π. For ρ, π ∈ P(A) we define πρ in P(A) by (πρ)(a) =
π(a)+ρ(a), a ∈ A. If ρ ⊂ π, then we define π/ρ in P(A) by (π/ρ)(a) = π(a)−ρ(a),
a ∈ A. Clearly ρ(π/ρ) = π.
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We also define π ∪ ν and π ∩ ν by
(π ∪ ν)(a) = max{π(a), ν(a)},
(π ∩ ν)(a) = min{π(a), ν(a)}.
We shall say that 1 =
∏
a∈A a
0 is the partition with no parts and length 0 (and
we shall sometimes denote it as ∅). Clearly P(A) is a monoid, graded by length.
We shall usually use the multiplicative notation (6.1.1). We consider elements of A
as partitions of length 1, i.e. A ⊂ P(A).
For lack of a better terminology, we shall say that I ⊂ P(A) is an ideal in the
monoid P(A) if ρ ∈ I and π ∈ P(A) implies ρπ ∈ I. This should not be confused
with a notion of partition ideal which we shall use in Section 11.
In the case when A is Z,Z<0 or Z≤0 we shall call elements of P(A) plain parti-
tions. For a plain partition π ∈ P(Z) we define the degree |π| of π by
|π| =
∑
n∈Z
nπ(n),
and we say that a part n of π has degree n.
Set x =
(
0 1
0 0
)
, h =
(
1 0
0 −1
)
and y =
(
0 0
1 0
)
, so that B = {x, h, y} is the usual
basis of g. Set
B¯ = {b(n) | b ∈ B, n ∈ Z},
B¯− = B¯<0 ∪ {y(0)},
B¯<0 = {b(n) | b ∈ B, n ∈ Z<0},
so that B¯, B¯−, B¯<0 parameterize bases of Lie algebras gˆ/Fc, n˜− and g˜<0 (respec-
tively). We shall say that elements of P(B¯), P(B¯−) or P(B¯<0) are colored parti-
tions. For an element a = b(n) in B¯ we say that it is of degree |a| = n, color b
and h-weight wt(a) = wt(b), where wt(x) = α, wt(h) = 0 and wt(y) = −α. For
π ∈ P(B¯) we define the degree |π| and weight wt(π) by
|π| =
∑
a∈B¯
π(a) |a|, wt(π) =
∑
a∈B¯
π(a) wt(a).
We also define the shape sh(π) of π as the plain partition
sh(π) =
∏
a∈B¯
|a|π(a).
6.2. An order on colored partitions.
We choose the order 4 on B defined as y ≺ h ≺ x, and the order 4 on B¯ defined
by
(6.2.1) b1(j1) ≺ b2(j2) iff j1 < j2 or j1 = j2, b1 ≺ b2.
Then we may think of the colored partition π ∈ P(B¯) of the form π =
∏
bi(ji) as
(6.2.2) π = (b1(j1), . . . , bs(js)), b1(j1) 4 · · · 4 bs(js),
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where bi(ji) ∈ B¯ are parts of π and s ≥ 0 is the length of π.
We may visualize a colored partition π ∈ P(B¯<0) by its Young diagram consisting
of s rows of boxes: in the first row −j1 boxes of color b1, in the second row −j2
boxes of color b2, etc. Similarly for the shape of π — just without colors:
color b1 · · · · · · − j1 boxes
b2 · · · · · · − j2
· · ·
bs · · · − js .
Let π = (a1, . . . , as), π
′ = (a′1, . . . , a
′
s′), π, π
′ ∈ P(B¯) (i.e. π and π′ are written
in the form (6.2.2)). We extend the order 4 on B¯ ⊂ P(B¯) defined by (6.2.1) to the
order on P(B¯) defined by
π ≺ π′
if π 6= π′ and one of the following statements hold:
(i) ℓ(π) > ℓ(π′),
(ii) ℓ(π) = ℓ(π′), |π| < |π′|,
(iii) ℓ(π) = ℓ(π′), |π| = |π′| and there is i, ℓ(π) ≥ i ≥ 1, such that |aj| = |a
′
j| for
ℓ(π) ≥ j > i and |ai| < |a
′
i|,
(iv) shπ = shπ′ and there is i, ℓ(π) ≥ i ≥ 1, such that aj = a
′
j for ℓ(π) ≥ j > i
and ai ≺ a
′
i.
We also order plain partitions P(Z) by requirements (i)–(iii). So if (i), (ii) or (iii)
holds, we have that shπ ≺ shπ′ and (hence) π ≺ π′.
As an example we may take
y(−2)y(−2)x(−2) ≺ y(−3)x(−2)y(−1) ≺ y(−3)y(−2)x(−1) ≺ x(−4)y(−1)y(−1),
all partitions being of degree −6 and weight −α.
Remark. In what follows all notions will depend on the order chosen. The same
results may hold for a different choice of order as well. For example, if we define
π < π′ by π 6= π′ and
(i) ℓ(π) > ℓ(π′),
(ii) ℓ(π) = ℓ(π′), |π| < |π′|,
(iii) ℓ(π) = ℓ(π′), |π| = |π′|, and there is i, ℓ(π) ≥ i ≥ 1, such that aj = a
′
j for
ℓ(π) ≥ j > i and ai ≺ a
′
i,
then all the statements in this section hold. However, some proofs in later sections
cannot be applied as they stand. Note that with this order we have
y(−2)y(−2)x(−2) < y(−3)x(−2)y(−1) < x(−4)y(−1)y(−1) < y(−3)y(−2)x(−1).
Lemma 6.2.1. (i) The relation 4 is a linear order on P(B¯). The element 1 is the
largest element of P(B¯).
(ii) Let ℓ ≥ 0, n ∈ Z and let S ⊂ P(B¯) be a nonempty subset such that all π in
S have length ℓ(π) ≤ ℓ and degree |π| ≥ n. Then S has a minimal element.
(iii) The relation 4 is a (reverse) well order on P(B¯−).
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Lemma 6.2.2. Let µ, ν, π ∈ P(B¯). Let µ 4 ν. Then πµ 4 πν.
6.3. Filtrations on highest weight modules and leading terms.
For π ∈ P(B¯) of the form (6.2.2) set
u(π) = b1(j1) . . . bs(js) ∈ Uk(g˜).
This defines a map u : P(B¯) → Uk(g˜). For a highest weight g˜-module V with a
highest weight vector v0 and for π ∈ P(B¯−) define
V[π] = F-span{u(π′)v0 | π′ ∈ P(B¯−), π′ < π},
V(π) = F-span{u(π′)v0 | π′ ∈ P(B¯−), π′ ≻ π}
=
⋃
π′≻π
V[π′].
Clearly we have
V[π] ⊃ V(π) ⊃ V[π′] ⊃ V(π′) for π ≺ π
′,(6.3.1) ⋃
π∈P(B¯−)
V[π] = V,
⋂
π∈P(B¯−)
V(π) = 0, dimV[π]/V(π) ≤ 1,(6.3.2)
u(π′)V[π] ⊂ V[π′π], u(π
′)V(π) ⊂ V(π′π).
Moreover, if ϕ : V → V ′ is a surjective homomorphism of highest weight g˜-modules,
then
ϕ(V[π]) = V
′
[π] , ϕ(V(π)) = V
′
(π).
For v ∈ V \{0} define the leading term ℓt (v) = ℓt V (v) ∈ P(B¯−) by
ℓt (v) = π iff v ∈ V[π]\V(π).
Because of (6.3.1), (6.3.2) and Lemma 6.2.1(iii) the leading term ℓt (v) is well defined
for every v 6= 0. For a subset S ⊂ V set
ℓt (S) = {ℓt (v) | v ∈ S\{0}}.
Note that ℓt (M(Λ)) = P(B¯−), ℓt (N(kΛ0)) = P(B¯<0). Clearly we have
Proposition 6.3.1. (i) For π ∈ P(B¯−) and v ∈ M(Λ) we have ℓt (u(π)v) =
π ℓt (v). In particular, for a g˜-submodule V ′ ⊂M(Λ) we have that ℓtM(Λ)(V
′) is an
ideal in the monoid P(B¯−).
(ii) For π ∈ P(B¯<0) and v ∈ N(kΛ0) we have ℓt (u(π)v) = π ℓt (v). In particular,
for a g˜-submodule V ′ ⊂ N(kΛ0) we have that ℓtN(kΛ0)(V
′) is an ideal in the monoid
P(B¯<0).
Proposition 6.3.2. If V ′ is a g˜-submodule of a highest weight g˜-module V , then
ℓt (V/V ′) = ℓt (V )\ ℓt V (V
′).
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Proposition 6.3.3. For an he-invariant subspace V ′ ⊂ V and µ ∈ he∗ we have
dimV ′µ = #{π ∈ ℓt V (V
′) | wt(π) + |π|δ = µ}.
As usual (cf. [K]), here δ denotes the imaginary root related to the homogeneous
grading of g˜.
Remark. For a highest weight module V with highest weight Λ we have V =
M(Λ)/M for some submodule M of the Verma module M(Λ). By Propositions
6.3.1–3 we can write a character formula
(6.3.3) e−Λ chV =
∑
π∈P(B¯−)\ ℓtM(Λ)(M)
ewt(π)+|π|δ.
The idea to parameterize bases of standard modules by classes of partitions origi-
nated in the work [LW] on a Lie theoretic interpretation of the Rogers-Ramanujan
identities.
Proposition 6.3.4. Let V be a highest weight g˜ -module. Then
(i) {u(π)v0 | π ∈ ℓt (V )} is a basis of V .
(ii) For a linear subspace V ′ ⊂ V and a map u′ : ℓt V (V
′) → V ′ such that
ℓt V (u
′(π)) = π the set
{u′(π) | π ∈ ℓt V (V
′)}
is a basis of V ′.
6.4. A filtration on a completion of the enveloping algebra and leading
terms.
Recall that the category O consists of g˜-modules V such that V is a direct sum of
finite dimensional weight spaces and such that the set of weights of V is contained
in a finite union of sets of the form λ−
∑
Nαi (cf. [K]).
Recall that we denote by Uk(g˜) the completed enveloping algebra such that
xi → x if for each g˜-module V in the category O and each vector v in V there is i0
such that i ≥ i0 implies xiv = xi0v = xv.
Lemma 6.4.1. Let π ∈ P(B¯). Then there exist a g˜-module M of level k in the
category O, a vector vπ ∈M and a functional v
∗
π ∈M
∗ such that
〈v∗π , u(π)vπ〉 6= 0,
〈v∗π , u(π
′)vπ〉 = 0 if π
′ ∈ P(B¯), π′ 6= π, ℓ(π′) ≤ ℓ(π).
Proof. Let π = π−π0π+, where π− ∈ P(B¯−), π0 = h
q for some q ≥ 0 and the parts
of π+ are in n˜+. For an element b ∈ B¯− denote by b¯ the element in B¯ ∩ n˜+ such
that
[b¯, b] ∈ (Fh+ Fc)\{0}.
Let p = ℓ(π−), r = ℓ(π+), ℓ = ℓ(π) = p + q + r and let M be a level k module of
the form
M = (⊗pi=1M(0))⊗ (⊕
q+1
i=1M(λi))⊗ (⊗
r
i=1M(µi)),
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where λi, µi ∈ h
e∗ are chosen so that λi(h) 6= λj(h) for i 6= j, µi([b¯i, bi]) > 0 (i.e.
positive rational numbers) for all i = 1, . . . , r, and where bi ∈ B¯− are such that
(6.4.1) π+ = (b¯1, . . . , b¯r), b¯1 4 · · · 4 b¯r.
Let as usual vΛ ∈M(Λ) denote a highest weight vector in a Verma module M(Λ).
Then the vectors
wi = λ1(h)
ivλ1 + · · ·+ λq+1(h)
ivλq+1 , i = 0, 1, . . . , q
form a basis of F-span{vλ1 , . . . , vλq+1} and
{u(ρ)wi | ρ ∈ P(B¯−), i = 0, . . . , q}
is a basis of ⊕q+1i=1M(λi). For other Verma modules M(Λ) choose the basis u(ρ)vΛ
ρ ∈ P(B¯−), and for M the corresponding tensor products. Note that
hiw0 = wi for i = 0, 1, . . . , q.
Let vπ be a basis vector
vπ = (⊗
p
i=1v0)⊗ w0 ⊗ (⊗
r
i=1bivµi)
where bi ∈ B¯− are defined by (6.4.1).
Let v∗π be the element of dual basis corresponding to the vector
v = (⊗pi=1div0)⊗ h
qw0 ⊗ (⊗
r
i=1vµi),
where di ∈ B¯− are parts of π− = (d1, . . . , dp), d1 4 · · · 4 dp. It is clear from our
choice that
v∗π(u(π)vπ) > 0.
Now let π′ ∈ P(B¯), ℓ(π′) ≤ ℓ, and assume that u(π′)vπ has a nontrivial com-
ponent along the basis vector v. Write π′ = π′−π
′
0π
′
+, notation being as before. In
order to have a component cv = c(⊗pi=1div0) ⊗ h
qw0 ⊗ (⊗
r
i=1vµi), c 6= 0, π
′
− must
contain all parts di of π and ℓ(π
′
0) must be at least q. Hence ℓ(π
′
+) ≤ r. But to
have u(π′+)(⊗
r
i=1bivµi) = c1(⊗
r
i=1vµi) + · · · , c1 6= 0, we need ℓ(π
′
+) ≥ r. Hence
ℓ(π′−) = r, π
′
0 = π0, ℓ(π
′
+) = r. But then π
′
− = π− and π
′
+ = π+, i.e. π
′ = π. 
Remark. The above proof is a slight refinement of the proof of Lemma 4.1 in [MP].
For π ∈ P(B¯) set
U[π] = F-span{u(π′) | π′ < π},
U(π) = F-span{u(π′) | π′ ≻ π},
the closure taken in Uk(g˜).
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Lemma 6.4.2. For π ∈ P(B¯) we have U[π] = Fu(π) + U(π). Moreover,
dimU[π]/U(π) = 1.
Proof. Clearly Fu(π) + U(π) ⊂ U[π]. We shall prove the converse inclusion as well:
Let u = limi∈I ui ∈ U[π]. Choose vπ ∈ M and v
∗
π ∈ M
∗ as in Lemma 6.4.1. Then
for some i0 ∈ I we have
uivπ = ui0vπ for i ≥ i0,
v∗π(uivπ) = v
∗
π(ui0vπ) = c for i ≥ i0.
Since
ui = ciu(π) +
∑
π′≻π
ciπ′u(π
′),
by Lemma 6.4.1 we have ci = c for i ≥ i0. Hence
u′i = ui − cu(π) ∈ U(π) for i ≥ i0,
the limit limi∈I u
′
i exists and u − cu(π) ∈ U(π). Now U[π] = Fu(π) + U(π) implies
dimU[π]/U(π) ≤ 1. By Lemma 6.4.1 〈v
∗
π, U(π)vπ〉 = 0, 〈v
∗
π, U[π]vπ〉 6= 0, and the
lemma follows. 
Set
Uk(g˜)loc = F-span{vn | v ∈ N(kΛ0), n ∈ Z},
where vn denotes a coefficient in Y (v, z). From the commutator formula (2.15) we
see that Uk(g˜)loc is a Lie algebra. From the normal order product formula (2.14)
we see that Uk(g˜)loc ⊂
⋃
π∈P(B¯) U[π]. Let us denote by U
′(Uk(g˜)loc) the associative
subalgebra of Uk(g˜) generated by Uk(g˜)loc. Then we have:
U ′(Uk(g˜)loc) ⊂
⋃
π∈P(B¯)
U[π].
For u ∈ U[π], u /∈ U(π) we define the leading term
ℓt (u) = π.
Remark. From Lemma 6.4.1 we see that if the leading term ℓt (u) of u in U ′(Uk(g˜)loc)
exists, it is unique.
Proposition 6.4.3. Every element u ∈ U ′(Uk(g˜)loc), u 6= 0, has a unique leading
term ℓt (u). Moreover, for any highest weight module V we have that
uV[π] ⊂ V[π ℓt (u)], uV(π) ⊂ V(π ℓt (u)).
Proof. We should prove that each element in A = U ′(Uk(g˜)loc) has a leading term.
First note that A is graded by degree, say A =
∐
n∈ZAn.
Recall that by the definition of convergence in Uk(g˜) we have xi → x if for
each module V in the category O and each vector v in V there is i0 such that
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i ≥ i0 implies xiv = xi0v = xv. In this proof we shall use the notion of uniform
convergence: we say that xi → x uniformly if for each N ∈ N there is i0 such that
for each module V in the category O and each v in V , | deg v| < N , i ≥ i0 implies
xiv = xi0v = xv. Here by | deg v| < N we mean that for a weight vector v ∈ Vµ the
degree of any maximal weight of V differs from the degree of µ by at most N .
From the normal order product formula (2.13) we see by induction that each
x ∈ An is a limit of a sequence (xi)i∈N such that xi ∈ Uk(g˜)ℓ,n (where ℓ denotes a
filtration and n a degree) and that xi → x uniformly.
Set Pℓ,n = {π | ℓ(π) = ℓ, |π| = n}. Then Pℓ1,n ≺ Pℓ2,n for ℓ1 > ℓ2, and each
Pℓ,n ∼= N as an ordered set.
Now we show in three steps that x ∈ An∩U[π] is the uniform limit of a sequence
(xi), xi ∈ Uk(g˜)[π] = F-span{u(π′) | π′ < π}, deg xi = n:
(1) Let π0 be the smallest element in Pℓ,n, ℓ = ℓ(π), n = |π|. We (may) assume
that x ∈ U[π] ∩ An is a uniform limit of a sequence (xi), xi ∈ Uk(g˜)ℓ,n. Note that
the segment [π0, π] is finite, and write
xi =
∑
π04κ≺π
Cκ,iu(κ) +
∑
ν<π
Cν,iu(ν).
For κ ≺ π take vκ, v
∗
κ as in Lemma 6.4.1. Then x ∈ U[π] implies v
∗
κ(xvκ) = 0.
Now xi → x implies that there is i0 such that xivκ = xi0vκ = xvκ for i ≥ i0, and
hence Cκ,i = 0 for i ≥ i0. So in a finite number of steps we see that for some i0 the
sequence (xi)i≥i0 , xi ∈ Uk(g˜)[π], converges uniformly to x.
(2) Let ℓ = ℓ(π) = ℓ(π′), n = |π| = |π′|, π ≺ π′ and x ∈ U[π], x /∈ U(π′). Since
the interval [π, π′] is finite, there is π 4 τ 4 π′ such that x ∈ U[τ ]\U(τ), i.e. u has
a leading term.
(3) Let x ∈ An, x ∈ U[π] for all π such that ℓ(π) = ℓ. For each π we may choose
a sequence (xπi ) in Uk(g˜)[π] such that x
π
i → x uniformly. Let
xπi =
∑
ℓ(κ)=ℓ
Cπκ,iu(κ) + x
π
i,ℓ−1
= xπi,ℓ + x
π
i,ℓ−1,
where xπi,ℓ−1 ∈ Uk(g˜)ℓ−1,n. For a sequence π
(1) ≺ π(2) ≺ · · · such that
U[π(1)] ⊃ U[π(2)] ⊃ · · · ⊃
⋂
ℓ(π)=ℓ
U[π] ∩ An =
⋃
ℓ(π)<ℓ
U[π] ∩An
we can construct a diagonal sequence
xπ
(k)
ik
, k = 1, 2, . . .
such that (a) ik is such that for each module V and each vector v in V , | deg v| < k,
the inequality i ≥ ik implies x
π(k)
i v = x
π(k)
ik
v = xv, and (b) k < k′ implies ik < ik′ .
Then xπ
(k)
ik
→ x uniformly. Since xπ
(k)
ik
∈ U[π(k)], we have x
π(k)
ik,ℓ
→ 0 and we may take
a subsequence xπ
(km)
ikm ,ℓ
which converges to 0 uniformly. Hence we have constructed
a sequence
xm = x
π(km)
ikm ,ℓ−1
∈
⋃
ℓ(κ)<ℓ
U[κ] ∩An
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such that xm → x uniformly.
Now in a finite number of steps we see that either x = 0 or x has a leading
term. 
Remark. The above proof shows the following: Let Uk(g˜) ⊂ A ⊂ Uk(g˜) be a graded
subspace. Then every x in A has a leading term if every x in A is a uniform limit
of a sequence in Uk(g˜)ℓ for some fixed ℓ (depending on x).
6.5. The main results.
In the remainder of this section we shall assume that Λ is dominant integral and
that k = Λ(c).
First let us recall the construction of the loop module R¯: Since we assume that
g = sl(2,F), we have θ = α if we write
x = xα =
(
0 1
0 0
)
, y = x−α =
(
0 0
1 0
)
, h = α∨ =
(
1 0
0 −1
)
.
Then R defined by (5.4), i.e.
R = U(g)xα(−1)
k+11 ⊂ N(kΛ0),
is a (2k + 3)-dimensional sl(2,F)-module and R¯ is defined as a linear span of the
coefficients of the fields
Y (r, z) =
∑
n∈Z
r(n)z−n−k−1
for r ∈ R. As it has been remarked, these coefficients r(n) are infinite sums of
elements in Uk(g˜), but are well defined operators on every highest weight g˜-module
V of level k.
Note that every vector v 6= 0 in a Verma g˜-module M(Λ) can be written as a
linear combination of terms u(π)vΛ, where
u(π) = b1(j1) . . . bs(js) ∈ Uk(g˜) for π = (b1(j1) 4 · · · 4 bs(js)) ∈ P(B¯−)
and vΛ is a highest weight vector, and then ℓt (v) is just the smallest π which
appears nontrivially in this linear combination. The existence of the leading term
ρ = ℓt (r(n)) is a bit more subtle: it is guaranteed by Proposition 6.4.3, but as we
shall see later on, r(n) ∈ R¯ can be written in the form
r(n) = cρu(ρ) +
∑
π≻ρ
cπu(π),
where cρ, cπ ∈ C, cρ 6= 0, and again the leading term is the smallest colored partition
which appears nontrivially in this (infinite) linear combination.
For a subset S ⊂ P(A) denote by (S) ⊂ P(A) the ideal in the monoid P(A)
generated by S. To avoid ambiguities because of notation, let us agree with a
convention that
ℓt (R¯) ⊂ ℓt (U ′(Uk(g˜)loc)) = P(B¯),
ℓtM(Λ)(R¯vΛ) ⊂ ℓtM(Λ)(M(Λ)) = P(B¯−),
ℓtN(kΛ0)(R¯1) ⊂ ℓtN(kΛ0)(N(kΛ0)) = P(B¯<0),
so that (ℓt (R¯)) ⊂ P(B¯), (ℓt (R¯vΛ)) ⊂ P(B¯−), (ℓt (R¯1)) ⊂ P(B¯<0).
Let U0 ⊂ U1 ⊂ U2 ⊂ · · · be the filtration of Uk(g˜). Since by Theorem 5.14
R¯M(Λ) is the maximal submodule M1(Λ) of a Verma module M(Λ), we have:
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Lemma 6.5.1. Let vΛ be a highest weight vector of Verma module M(Λ). Then
ℓt (R¯vΛ) ⊂ ℓt (U1R¯vΛ) ⊂ · · · ⊂ ℓt (UjR¯vΛ) ⊂ · · · ⊂ ℓtM(Λ)(M
1(Λ)),(i)
(ℓt (R¯vΛ)) ⊂ (ℓt (U1R¯vΛ)) ⊂ · · · ⊂ (ℓt (UjR¯vΛ)) ⊂ · · · ⊂ ℓtM(Λ)(M
1(Λ)),(ii) ⋃
j≥0
(ℓt (UjR¯vΛ)) = ℓtM(Λ)(M
1(Λ)).(iii)
We think of elements of UjR¯ as relations that hold on L(Λ) = M(Λ)/M
1(Λ).
Note that (iii) shows that relations UjR¯, j ≥ 0, determine the character of L(Λ)
written in the form (6.3.3), i.e
e−Λ chL(Λ) =
∑
π∈P(B¯−)\ ℓtM(Λ)(M1(Λ))
ewt(π)+|π|δ.
In what follows we shall describe the ideal ℓtM(Λ)(M
1(Λ)) by explicitly constructing
a basis of M1(Λ) = R¯M(Λ) parameterized by colored partitions.
We shall write ℓt instead of ℓtM(Λ) when no confusion can arise. Clearly there
exists a map
ℓt (R¯vΛ)→ R¯, ρ 7→ r(ρ),
such that ℓt (r(ρ)vΛ) = ρ, i.e. for each colored partition ρ ∈ ℓt (R¯vΛ) we choose a
relation r(ρ) in R¯ which will produce a vector r(ρ)vΛ in M
1(Λ) with the leading
term ρ. With given such a map we define
u(ρ ⊂ π) = u(π/ρ)r(ρ)
for ρ ∈ ℓt (R¯vΛ) and π ∈ (ℓt (R¯vΛ)), ρ ⊂ π. Since our order 4 behaves well with
respect to multiplication, we have ℓt (u(ρ ⊂ π)vΛ) = π. For each π in the ideal
(ℓt (R¯vΛ)) there is at least one ρ ∈ ℓt (R¯vΛ) such that ρ ⊂ π. Hence there is a map
(ℓt (R¯vΛ))→ ℓt (R¯vΛ), π 7→ ρ(π),
such that ρ(π) ⊂ π.
In other words, for each colored partition π in the ideal (ℓt (R¯vΛ)) we can choose
ρ = ρ(π) such that π = (π/ρ) · ρ. Moreover, with this choice of ρ we can construct
a vector u(ρ ⊂ π)vΛ = u(π/ρ)r(ρ)vΛ in M
1(Λ) with the leading term π. As we
shall see later on, the main difficulty in our construction is that for a given π
this can be done in several ways. For example, we may have π = x(−3)x(−2)x(−1)
and vectors x(−3)r(x(−2)x(−1))vΛ and x(−1)r(x(−3)x(−2))vΛ inM
1(Λ) with the
same leading term π. Our main result for g = sl(2,F) is that for each π we need
only one such vector in order to obtain a basis of M1(Λ):
Theorem 6.5.2. For any fixed map (ℓt (R¯vΛ)) ∋ π 7→ ρ(π) ∈ ℓt (R¯vΛ) such that
ρ(π) ⊂ π the set of vectors
(6.5.1) u(ρ(π) ⊂ π)vΛ, π ∈ (ℓt (R¯vΛ)),
is a basis of the maximal submodule M1(Λ) of the Verma module M(Λ).
Remark. The above theorem is analogous to [MP, Theorem 9.26] in the principal
picture. Although in [MP] a notion of the leading term was not introduced, the
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general ideas are quite similar to the ones used here. At this point let us only
mention that the order used in [MP] on the set of partitions P slightly differs from
our present order on P(Z), but in both cases the minimal elements used in our
arguments, in [MP] denoted by (p;n), are the same. So in the present terminology
Lemma 9.9 in [MP] defines the leading term X(p;n) of a relation Rp(n), and X(µ)
in Theorem 9.26 in [MP] is analogous to u(ρ(π) ⊂ π) for some specific choice of the
map π 7→ ρ(π).
Theorem 6.5.2 will be proved in Section 10 as a consequence of Theorem 10.1,
and almost all of the rest of this paper is devoted to the proof. At this point we
state the following immediate consequences of Theorem 6.5.2 and Proposition 6.3.2:
Corollary 6.5.3. ℓtM(Λ)(M
1(Λ)) = (ℓt (R¯vΛ)).
Corollary 6.5.4. ℓt (L(Λ)) = P(B¯−)\(ℓt (R¯vΛ)).
Theorem 6.5.5. The set of vectors
(6.5.2) u(π)vΛ, π ∈ P(B¯−)\(ℓt (R¯vΛ)),
is a basis of the standard g˜-module L(Λ).
Proof. Since on L(Λ) relations r(ρ), ρ ∈ ℓt (R¯), vanish, we see by induction that
(6.5.2) is a spanning set of L(Λ). But then by Corollary 6.5.4 and Proposition 6.3.3
it must be a basis. 
Remark. Corollary 6.5.3 states that all inclusions in Lemma 6.5.1(ii) are equalities.
In the case of g = sl(3,F) and Λ = Λ0 take B to be the ordered basis
[f1, f2] ≺ f1 ≺ f2 ≺ h2 ≺ h1 ≺ e2 ≺ e1 ≺ [e1, e2],
where ei, hi, fi denote the Chevalley generators of g, and let the order on P(B¯)
be defined as above. Then one can see that (ℓt (R¯vΛ0)) $ (ℓt (U1R¯vΛ0)), and some
evidence suggest that one should expect equalities
(ℓt (U1R¯vΛ0)) = · · · = (ℓt (UjR¯vΛ0)) = · · · = ℓtM(Λ0)(M
1(Λ0)).
6.6. Difference and initial conditions.
Now we will describe the sets ℓt (R¯), ℓt (R¯vΛ) and ℓt (R¯1): In Section 5 we denoted
by
R = U(g)x(−1)k+11 ⊂ N(kΛ0)
and by R¯ the corresponding loop module. R is a (2k + 3)-dimensional g-module
with a basis {riα | −k − 1 ≤ i ≤ k + 1}, where
(6.6.1) riα =
1
(k+1+i)! x(0)
k+1+i · y(−1)k+11.
In particular r−(k+1)α = y(−1)
k+11, and
Y (r−(k+1)α, z) =
∑
n∈Z
r−(k+1)α(n)z
−n−k−1,
r−(k+1)α(n) =
∑
j1+···+jk+1=n
y(j1) . . . y(jk+1).
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Clearly riα(n)1 6= 0 for n ≤ −k − 1. Set πiα(n) = ℓt (riα(n)). It is also clear that
for n = (k + 1)j − s, 0 ≤ s ≤ k + 1,
(6.6.2) sh(π−(k+1)α(n)) = (j − 1)
sjk+1−s.
By the adjoint action of x(0) we obtain from r−(k+1)α(n) all riα(n), and from (6.6.2)
we see that
sh(πiα(n)) = (j − 1)
sjk+1−s.
It is easy to see the smallest possible colorings of the shape (j − 1)sjk+1−s which
appears in riα(n): For example, for k = 4 and the shape (−2)
2(−1)3 the elements
πiα(−7), i = −5, . . . , 5, are
y y h h x x x x x x x
y h h x x x x x x x x
y y y y y y y h h h x
y y y y y y h h h x x
y y y y y h h h x x x .
In general we have:
Proposition 6.6.1. The set ℓt (R¯) consists of elements πmα(n) = ℓt (rmα(n)), n ∈
Z, of the shape (j − 1)ajb, a(j − 1) + bj = n, a+ b = k + 1, 0 ≤ a, b ≤ k + 1,
πmα(n) =


y(j − 1)rh(j − 1)a−ry(j)b a ≥ r ≥ 0, m = −k − 1 + a− r,
h(j − 1)rx(j − 1)a−ry(j)b a > r ≥ 0, m = −k − 1 + 2a− r,
x(j − 1)ay(j)rh(j)b−r b ≥ r ≥ 0, m = k + 1− b− r,
x(j − 1)ah(j)rx(j)b−r b > r ≥ 0, m = k + 1− r .
The set ℓt (R¯1) consists of the elements πmα(n), n ≤ −k−1, m = −k−1, . . . , k+1.
Remark. Later on we shall use the map
ℓt (R¯)→ R¯, ρ 7→ r(ρ),
defined by r(πmα(n)) = rmα(n) for n ∈ Z, |m| ≤ k + 1. Clearly ℓt (r(ρ)) = ρ.
In the case of Verma module M(Λ) the same argument as above applies for
leading terms of riα(n)vΛ, n ≤ −k − 1. We may state this as the following:
Proposition 6.6.2. For n ≤ −k − 1, i = −k − 1, . . . , k + 1, we have
ℓtM(Λ)(riα(n)vΛ) = ℓtN(kΛ0)(riα(n)1) = πiα(n).
Hence the ideals (ℓt (R¯vΛ)) have in common (for different Λ’s) the generators
πiα(n), n ≤ −k − 1. These generators (colored partitions) have “very small”
differences between the largest and the smallest part. Since a partition π from
P(B¯−)\(ℓt (R¯vΛ)) does not contain any of these generators, we may say that π sat-
isfies difference conditions defined by ℓt (R¯1). In this vein we may also say that the
set ℓt (R¯vΛ)\ ℓt (R¯1) represents the initial conditions which π from P(B¯−)\(ℓt (R¯vΛ))
satisfies (since these are the conditions on the “initial part” of colored partition).
Write Λ = k0Λ0 + k1Λ1, k0 + k1 = k, k0, k1 ∈ N.
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Proposition 6.6.3. The set ℓt (R¯vΛ)\ ℓt (R¯1) consists of elements denoted by
πΛmα(n) = ℓtM(Λ)(rmα(n)vΛ), where −k − 1 < n ≤ 0 and
πΛmα(n) =


y(−1)rh(−1)a−ryb a+ b = k + 1, a ≥ r ≥ 0,
m = −r − b, n = −a,
h(−1)rx(−1)a−ryb a+ b = k + 1, a > r ≥ 0,
m = −b+ a− r, n = −a,
x(−1)ayr a+ r < k + 1, a > k0 or r > k1,
m = a− r, n = −a.
Proposition 6.6.3 will be proved in Section 10, see Proposition 10.2.
Example. For Λ of level 1 we have the difference conditions:
(6.6.3)
· · · y y h h x
· · · y h h x x ,
· · · y h x x x
· · · y y y h x .
For Λ = Λ0 the initial conditions are y
2, y, y(−1)y, h(−1)y, x(−1)y.
For Λ = Λ1 the initial conditions are y
2, y(−1)y, h(−1)y, x(−1)y, x(−1).
In particular, Theorem 6.5.5 states that for the basic g˜-module L(Λ0) we have a
basis consisting of vectors of the form
u(π)vΛ0,
where π ∈ P(B¯<0) satisfies the difference condition defined by ℓt (R¯1), i.e. π does
not contain any of the partitions listed in (6.6.3).
Remark. As we have already mentioned, a notion of the leading term was not
introduced in [MP], but still we can consider X(p;n) to be the leading term of
the relation Rp(n) in the principal picture. In the case of level 3 modules the
corresponding Young diagrams for X(2;n) have only one “color” X and can be
identified with
· · ·
· · · or
· · ·
· · · .
Partitions which do not contain any of these leading terms are precisely the parti-
tions satisfying Rogers-Ramanujan’s difference 2 conditions.
Note that in Theorem 6.5.5 as well as in [MP, Theorem 8.7] it is easy to show
the spanning result for the set of vectors parameterized by partitions which satisfy
difference and initial conditions, i.e. partitions which do not contain the leading
terms of relations which vanish on a given standard module. It is the linear inde-
pendence which is difficult to prove, and that involves, one way or the other, the
combinatorial identities of Rogers-Ramanujan type.
At this point it may be interesting to note that the combinatorial identities for the
(1, 2)-specialization of characters of level one sl(2,C)∼-modules given by Theorem
6.5.5 are identical with the combinatorial identities obtained by S. Capparelli for
level 3 modules in the principal picture for the type A
(2)
2 (cf. Section 11.3).
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7. Colored partitions allowing at least two embeddings
In Subsection 6.6 we described the set ℓt (R¯), and, for example, for level 1 modules
we have elements ρ1 = x(−3)x(−2) and ρ2 = x(−2)x(−1) in ℓt (R¯). For colored
partition π = x(−3)x(−2)x(−1) we can construct two vectors u(ρ1 ⊂ π)vΛ =
x(−1)r(x(−3)x(−2))vΛ and u(ρ2 ⊂ π)vΛ = x(−3)r(x(−2)x(−1))vΛ, and by Theo-
rem 6.5.2 it is enough to take just one of them for building a basis of the maximal
submodule M1(Λ) of the Verma module M(Λ). To prove Theorem 6.5.2 we shall
need relations which relate all possible choices u(ρ1 ⊂ π)vΛ and u(ρ2 ⊂ π)vΛ. In
this section we classify all possible choices for ρ1 ⊂ π and ρ2 ⊂ π.
7.1. Embeddings.
Let π ∈ P(B¯), ρ ∈ ℓt (R¯) and let ρ ⊂ π. Then we shall say that ρ is embedded in
π, or that ρ ⊂ π is an embedding.
If ρ ⊂ π is an embedding and κ ∈ P(B¯), then ρ ⊂ κπ is an embedding as well.
For ρ, ρ′ ∈ ℓt (R¯) we have ρ, ρ′ ⊂ ρ∪ ρ′. Since for ρ ∈ ℓt (R¯) we have ℓ(ρ) = k+1, it
is clear from Proposition 6.6.1 that:
Lemma 7.1.1. Let π = ρ∪ ρ′. Then either ρ∩ ρ′ = ∅, ℓ(π) = 2k+2 and π = ρρ′
or k + 2 ≤ ℓ(π) ≤ 2k + 1 and the shape sh(π) has a form
(j − 1)ajb(j + 1)c
for some j ∈ Z, b > 0, a, c ≥ 0, a+ b+ c = ℓ(π).
For b ∈ B¯ define b∗ ∈ B¯ by
x(j)∗ = y(−j), h(j)∗ = h(−j), y(j)∗ = x(−j).
For π = b1b2 . . . bs ∈ P(B¯) we define a dual colored partition π
∗ = b∗sb
∗
s−1 . . . b
∗
1.
For N ∈ Z and a partition π : B¯ → Z we may define a translated partition
πN = π ◦ τN , where
τN (x(i)) = x(i−N), τN (h(i)) = h(i−N), τN (y(i)) = y(i−N).
It follows from Proposition 6.6.1 that
Proposition 7.1.2. The set ℓt (R¯) is translation invariant and self-dual (i.e. for
ρ ∈ ℓt (R¯) we have ρ∗ ∈ ℓt (R¯)).
We shall sometimes also say that π and π′ are dual to each other if π′ is dual to
some translation of π. In this way we shall also speak of dual embeddings.
7.2. Colored partitions of length k+2 allowing at least two embeddings.
From Proposition 6.6.1 we get the following list of partitions of length k + 2
allowing two or more than two embeddings (here N denotes the number of embbe-
dings):
(1) shπ = jk+2,
h(j)ax(j)k+2−a, 1 ≤ a ≤ k + 1, N = 2,
y(j)h(j)kx(j), N = 2,
y(j)k+2−ah(j)a, 1 ≤ a ≤ k + 1, N = 2,
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(2) shπ = (j − 1)ajb, a, b > 0, a+ b = k + 2,
x(j − 1)ax(j)b, N = 2,
x(j − 1)ah(j)cx(j)b−c, 1 ≤ c ≤ b− 1, N = 3,
x(j − 1)ah(j)b, N = 2,
(∗) x(j − 1)ay(j)h(j)b−2x(j), N = 2,
x(j − 1)ay(j)ch(j)b−c, 1 ≤ c ≤ b− 1, N = 3,
x(j − 1)ay(j)b, N = 2,
h(j − 1)x(j − 1)a−1y(j)b−1h(j), N = 2,
h(j − 1)cx(j − 1)a−cy(j)b, 1 ≤ c ≤ a− 1, N = 3,
h(j − 1)ay(j)b, N = 2,
(∗) y(j − 1)h(j − 1)a−2x(j − 1)y(j)b, N = 2,
y(j − 1)ch(j − 1)a−cy(j)b, 1 ≤ c ≤ a− 1, N = 3,
y(j − 1)ay(j)b, N = 2.
Note that for a ≥ 2 and b ≥ 2 elements denoted by (*) are well defined. Also note
that elements are listed so that their weights descend from (k + 2)α to −(k + 2)α,
where for each element denoted by (*) there is another element of the same weight.
In the case b = 1 (and a = k + 1) the list should be modified by elements
{
x(j − 1)ah(j), N = 2,
h(j − 1)x(j − 1)a−1x(j), N = 2,
and in the case a = 1 (and b = k + 1) by
{
h(j − 1)y(j)b, N = 2,
y(j − 1)y(j)b−1h(j), N = 2.
(3) shπ = (j − 1)jk(j + 1),
x(j − 1)x(j)kx(j + 1)ah(j + 1)b, a, b ≥ 0, a+ b = 1, N = 2,
x(j − 1)h(j)ax(j)k−ay(j + 1), 0 ≤ a ≤ k, N = 2,
x(j − 1)y(j)ah(j)k−ay(j + 1), 1 ≤ a ≤ k, N = 2,
y(j − 1)ah(j − 1)by(j)ky(j + 1), a, b ≥ 0, a+ b = 1, N = 2.
Note that the above list of embeddings is self dual.
7.3. Linked embeddings and exceptional cases.
Let us call two embeddings ρ, ρ′ ⊂ π linked if there is a sequence
ρ1 = ρ ⊂ π, ρ2 ⊂ π, . . . , ρn−1 ⊂ π, ρn = ρ
′ ⊂ π
of embeddings such that ℓ(ρi−1 ∪ ρi) < ℓ(ρ ∪ ρ
′) for each i = 2, . . . , n.
The above definition is designed for inductive arguments. However, there are
exceptional cases that we will have to consider separately:
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Lemma 7.3.1. Let π be a colored partition, ρ1, ρ2 ⊂ π leading terms of relations
such that π = ρ1 ∪ ρ2, ρ1 ∩ ρ2 6= ∅, ℓ(π) ≥ k + 3, and the two embeddings ρ1 ⊂ π,
ρ2 ⊂ π are not linked. Then π is one of the following colored partitions:
y(j)ah(j)k+1−ax(j)a,(1)
2 ≤ a ≤ k,
x(j − 1)k+1−a−by(j)ah(j)bx(j)a,(2)
a ≥ 2, a+ b ≤ k,
h(j − 1)k+1−a−bx(j − 1)ay(j)bx(j)k+1−a,(3)
1 ≤ a ≤ k − 1,
h(j − 1)k+1−a−bx(j − 1)ay(j)bh(j)k+1−a−b,(4)
1 ≤ a+ b ≤ k − 1,
y(j − 1)k+1−ax(j − 1)by(j)ah(j)k+1−a−b,(5)
1 ≤ a ≤ k − 1,
y(j − 1)ah(j − 1)bx(j − 1)ay(j)k+1−a−b,(6)
a ≥ 2, a+ b ≤ k,
y(j − 1)k+1−a−ch(j − 1)cx(j − 1)by(j)ah(j)k+1−a−b,(7)
a, c ≥ 1, a+ b+ c ≤ k,
h(j − 1)k+1−a−bx(j − 1)ay(j)bh(j)cx(j)k+1−a−c,(8)
a, c ≥ 1, a+ b+ c ≤ k,
x(j − 2)ay(j − 1)bh(j − 1)k+1−a−by(j)a,(9)
2 ≤ a ≤ k,
x(j − 2)ah(j − 1)k+1−a−bx(j − 1)by(j)a,(10)
2 ≤ a ≤ k,
x(j − 2)k+1−a−bh(j − 1)ax(j − 1)by(j)ch(j)k+1−b−c,(11)
1 ≤ b ≤ k − 1, a+ b+ c ≤ k,
x(j − 2)k+1−a−bh(j − 1)ax(j − 1)bh(j)cx(j)k+1−b−c,(12)
1 ≤ b ≤ k − 1, a+ b ≤ k,
h(j − 2)k+1−b−cx(j − 2)cy(j − 1)bh(j − 1)ay(j)k+1−a−b,(13)
1 ≤ b ≤ k − 1, a+ b+ c ≤ k,
y(j − 2)k+1−b−ch(j − 2)cy(j − 1)bh(j − 1)ay(j)k+1−a−b,(14)
1 ≤ b ≤ k − 1, a+ b ≤ k.
Here (and later on) it goes without saying that Xa, X ∈ B¯, is defined only for
integers a ≥ 0 (in particular a = 0 is allowed unless explicitly ruled out).
Note that the following cases are dual to each other:
(1)∗ = (1), (2)∗ = (6), (3)∗ = (5), (4)∗ = (4),
(7)∗ = (8), (9)∗ = (10), (11)∗ = (13), (12)∗ = (14).
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We could change case (7) to include c=0 covering (5), and we could change case
(8) to include c=0 covering (3), but for later proofs it will be convenient to keep
them separated. Note also that in each of the cases (1)–(14) there are only two
embeddings ρ1 ⊂ π, ρ2 ⊂ π of leading terms of relation, so that ρ1, ρ2 are determined
up to permutation.
Proof. We shall often use the following “replacement of representative”:
(A)


Let π = π′y(j)d, ρi = ρ
′y(j)c (i = 1 or 2), where sh(ρi) = (j − 1)
k+1−cjc
and y(j)d, y(j)c are the maximal powers of y(j) contained in π and ρi
(respectively). Then we may, by replacement of ρi by ρ3 = ρ
′′y(j)d with
ρ′′ ⊂ ρ′ if necessary, assume that c = d, that is ρi ⊃ y(j)
d.
Dually, if π ⊃ x(j − 1)d, ρi ⊃ x(j − 1)
c, sh(ρi) = (j − 1)
cjk+1−c,
then we may assume that ρi ⊃ x(j − 1)
d.
Assume first that sh(π) = jℓ, k + 3 ≤ ℓ ≤ 2k + 1. Then π = y(j)ah(j)bx(j)c.
Clearly ρ1, ρ2 are linked if a or c = 0, so a, c ≥ 1. We may then assume ρ1 ⊂
y(j)ah(j)b, ρ2 ⊂ h(j)
bx(j)c. If a+ b of b+ c > k+ 1, ρ1 and ρ2 are linked. Thus π
must be of type (1).
Consider now the case that sh(π) = (j − 1)ℓjm for some ℓ,m ≥ 1. Then
π = y(j − 1)ah(j − 1)bx(j − 1)cy(j)dh(j)ex(j)f
for some a, . . . , f . It cannot be that sh(ρ1) = (j − 1)
k+1 and sh(ρ2) = j
k+1 since
ρ1∩ρ2 6= ∅. We may thus assume that sh(ρ1) = (j−1)pjk+1−p for some 1 ≤ p ≤ k.
By duality and (A) we may assume that ρ1 ⊃ y(j)
d. By (A) we may also assume
that ρ2 satisfies one of the following:
ρ2 ⊃ y(j)
d, sh(ρ2) = (j − 1)
k+1−djd,(α)
ρ2 ⊃ x(j − 1)
c, c ≥ 1, sh(ρ2) = (j − 1)
cjk+1−c,(β)
ρ2 ⊂ y(j)
dh(j)e,(γ)
ρ2 ⊂ y(j − 1)
ah(j − 1)bx(j − 1)c.(δ)
Case (α): If ρ1 = y(j − 1)
ah(j − 1)b
′
y(j)d, ρ2 = h(j − 1)
b′′x(j − 1)cy(j)d, then
ρ1 and ρ2 are linked unless b
′ = b = b′′ in which case π is of type (6). If a = 0 or
c = 0, ρ1 and ρ2 are linked.
Case (β): If ρ1 ⊂ y(j − 1)
ah(j − 1)by(j)d and ρ2 ⊂ x(j − 1)
ch(j)ex(j)f then
ρ1∩ρ2 = ∅. By duality we may thus assume that ρ1 = h(j−1)bx(j−1)c
′
y(j)d and
a = 0. Then ρ1 and ρ2 are linked if c
′ < c so c′ = c. If ρ2 = x(j − 1)
ch(j)ex(j)f we
have π of type (8) or (3). In case π of type (8) we must have a+b+c ≤ k, otherwise
ρ1 and ρ2 are linked via ρ3 = x(j−1)
ay(j)bh(j)k+1−a−b. If ρ2 = x(j−1)
cy(j)d
′
h(j)e
then ρ1 and ρ2 are linked if d
′ < d, so d′ = d and π is of type (4).
Case (γ): If c ≥ 1, then ρ1 and ρ2 are linked via ρ3 = x(j − 1)y(j)
dh(j)k−d,
so c = 0. If ρ2 = y(j)
d′h(j)e with d′ < d, then ρ1 and ρ2 are linked via ρ3 =
y(j)dh(j)k+1−d. Thus d′ = d and π is of type (7).
Case (δ): If ρ2 = y(j−1)
k+1−b′h(j−1)b
′
and ρ1 = h(j−1)
b′′x(j−1)cy(j)d then
it is easy to see that ρ1 and ρ2 are linked unless b
′ = b = b′′. In that case ρ1 and ρ2
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are linked via y(j− 1)k−bh(j − 1)by(j). If c = 0 and ρ1 = y(j− 1)
a′h(j − 1)b
′
y(j)d,
then ρ1 and ρ2 are linked via either ρ3 = y(j − 1)
a′+1h(j − 1)b
′
y(j)d−1 or ρ3 =
y(j − 1)a
′
h(j − 1)b
′+1y(j)d−1. Similarly ρ1 and ρ2 are linked in all cases where
ρ2 ⊂ h(j − 1)
bx(j − 1)c.
There remains the case that sh(π) = (j − 2)p(j − 1)qjr for some p, q, r ≥ 1. We
may then assume sh(ρ1) = (j − 2)
p(j − 1)k+1−p, sh(ρ2) = (j − 1)
k+1−rjr. Since
ρ1 ∩ ρ2 6= ∅ it cannot be that ρ1 ⊃ y(j − 1)k+1−p, ρ2 ⊃ x(j − 1)k+1−r. By duality
we may thus assume that ρ1 ⊃ x(j − 2)
p. Then either
ρ2 ⊃ x(j − 1)
k+1−r, or(ε)
ρ2 ⊃ y(j)
r.(ζ)
Case (ε): By (A) x(j−1)k+1−r is the maximal power of x(j−1) contained in π.
We must have ρ1 = x(j−2)
ph(j−1)k+1−p−ax(j−1)a for some a. If a < k+1−r, then
ρ1 and ρ2 are linked via x(j−2)
p−1h(j−1)k+1−p−ax(j−1)a+1. Thus a = k+1− r
and π is of type (10), (11) or (12). If π is of type (11) and a ≥ 1, then a+ b+ c ≤ k
since otherwise ρ1 and ρ2 are linked via ρ3 = h(j − 1)
a′x(j − 1)by(j)k+1−a
′−b for
suitable a′ ≥ 1.
Case(ζ): If ρ1 = x(j−2)
py(j−1)ah(j−1)k+1−a−p and ρ2 = h(j−1)
k+1−b−rx(j−
1)by(j)r and 1 ≤ a ≤ b, then ρ1 and ρ2 are linked via ρ3 = x(j − 2)
ph(j −
1)k+1−a−px(j − 1)a. If instead 1 ≤ b ≤ a, then ρ1 and ρ2 are linked via ρ3 =
y(j−2)bh(j−1)k+1−b−ry(j)r. Similarly ρ1 and ρ2 are linked if ρ1 = x(j−2)
ph(j−
1)k+1−a−px(j − 1)a, ρ2 = y(j − 1)
bh(j − 1)k+1−r−by(j)r. We must therefore have
π = x(j − 2)py(j − 1)ah(j − 1)by(j)r or π = x(j − 2)ph(j − 1)ax(j − 1)by(j)r, and
now it is easy to see that ρ1 and ρ2 are linked except in case π is of type (9) or
(10). 
8. Relations among relations
By Theorem 5.14 we haveM1(Λ) = Uk(g˜)R¯vΛ, soM
1(Λ) is spanned by elements
of the form u(ρ ⊂ π)vΛ = u(π/ρ)r(ρ)vΛ, where ρ’s are leading terms of “relations”
r(ρ) in R¯ and π’s are in the ideal (ℓt (R¯)). We will prove that for two elements of
the form u(ρ ⊂ π) and u(ρ′ ⊂ π) there are relations that hold on every highest
weight module of level k, and we shall refer to them as relations among relations.
Proposition 8.1. We have
(8.1)
∑
j∈Z
(
(k + 2)j − n
)
x(j)r(k+1)α(n− j) = 0
in Uk(g˜) for all n ∈ Z.
Note that x(j) and r(k+1)α(n−j) commute so that the infinite sum is convergent.
Proof. It follows from [L−1, x(−1)] = x(−2) and L−11 = 0 that
(8.2) L−1x(−1)
k+21 = (k + 2)x(−2)x(−1)k+11.
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By (2.4), (2.13) and (2.14)
Y (L−1x(−1)
k+21, z) =
d
dz
(
x(z)Y (r(k+1)α, z)
)
,
Y (x(−2)x(−1)k+11, z) =
( d
dz
x(z)
)
Y (r(k+1)α, z).
Thus (8.2) implies
(8.3)
d
dz
(
x(z)Y (r(k+1)α, z)
)
= (k + 2)
( d
dz
x(z)
)
Y (r(k+1)α, z).
The coefficient of z−n−k−3 in (8.3) gives (8.1). 
Proposition 8.2. We have
∑
j<0
((k + 2)j − n) {x(j)r(i−1)α(n− j)− h(j)riα(n− j)− y(j)r(i+1)α(n− j)}
(8.4)
+
∑
j≥0
((k + 2)j − n) {r(i−1)α(n− j)x(j)− riα(n− j)h(j)− r(i+1)α(n− j)y(j)} = 0
in Uk(g˜) for all n ∈ Z, i = −k − 2, . . . , k + 2.
Proof. The case i = k + 2 is (8.1). If we denote the left hand side in (8.4) by si
then one finds
[y(0), si] = (k + 3− i)si−1
and (8.4) follows by induction. 
Proposition 8.3. We have
(8.5)
(k + 2− i)
(∑
j<0
x(j)r(i−1)α(n− j) +
∑
j≥0
r(i−1)α(n− j)x(j)
)
+i
(∑
j<0
h(j)riα(n− j) +
∑
j≥0
riα(n− j)h(j)
)
+(k + 2 + i)
(∑
j<0
y(j)r(i+1)α(n− j) +
∑
j≥0
r(i+1)α(n− j)y(j)
)
= (k + 2)(−n− k − 1)riα(n)
in Uk(g˜) for all n ∈ Z, i = −k − 1, . . . , k + 1.
Proof. By (3.17), (3.18) and (6.6.1)
L−1riα =
1
2(k+2)
(
2x(−1)y(0) + h(−1)h(0) + 2y(−1)x(0)
)
riα
= 1
k+2
(
(k + 2− i)x(−1)r(i−1)α + ih(−1)riα + (k + 2 + i)y(−1)r(i+1)α
)
.
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From (2.4) and (2.14) it follows that
(k + 2− i)
(
x(z)−Y (r(i−1)α, z) + Y (r(i−1)α, z)x(z)
+
)
+i
(
h(z)−Y (riα, z) + Y (riα, z)h(z)
+
)
+(k + 2 + i)
(
y(z)−Y (r(i+1)α, z) + Y (r(i+1)α, z)y(z)
+
)
= (k + 2)
d
dz
Y (riα, z).
The coefficient of z−n−k−2 gives (8.5). 
Let j ∈ Z, j < 0, 0 ≤ p ≤ k + 2 and consider the shape
σ = (j − 1)p jk+2−p.
Set n = |σ| = (k+2)j− p. By taking linear combinations of (8.4) and (8.5) we can
produce relations in Uk(g˜) of the form
Cxx(j−1)r(i−1)α(n−j+1) + C
hh(j−1)riα(n−j+1) + C
yy(j−1)r(i+1)α(n−j+1)
+Cx x(j)r(i−1)α(n− j) + Ch h(j)riα(n− j) + Cy y(j)r(i+1)α(n− j)(8.6)
+ terms of higher shape = 0.
Calculations of some 2× 2 determinants show the following:
Lemma 8.4. There is a relation (8.6) with
{Cx, Cx} = {0, 1} unless i = k + 2,
{Cy, Cy} = {0, 1} unless i = −k − 2,
{Cx, Ch} = {0, 1} unless σ = (j − 1)k+2,
{Ch, Cy} = {0, 1} unless σ = (j − 1)k+2,
{Cx, Ch} = {0, 1} unless σ = j
k+2,
{Ch, Cy} = {0, 1} unless σ = j
k+2.
Remark. The identities (8.4) and (8.5) are analogous to [MP, Proposition 9.3] in
the principal picture.
Remarks. Since we have exact sequences
0→M1(Λ)→M(Λ)→ L(Λ)→ 0,
0→ N1(kΛ0)→ N(kΛ0)→ L(kΛ0)→ 0,
we may call elements of M1(Λ) = U(g˜)R¯vΛ and/or of N
1(kΛ0) = U(g˜)R¯1 the
relations (which define the standard module L(Λ) and/or L(kΛ0)).
Obviously R¯vΛ ⊂M(Λ) is a (h
e+ n˜+)-module, and R¯1 ⊂ N(Λ) is a g˜≥0-module,
so we have exact sequences
0→ kerΨM(Λ) → U(g˜)⊗U(he+n˜+) R¯vΛ
ΨM(Λ)
−→ M1(Λ)→ 0,
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0→ kerΨN(kΛ0) → U(g˜)⊗U(g˜≥0) R¯1
ΨN(kΛ0)−→ N1(kΛ0)→ 0,
where ΨM(Λ)(u ⊗ rvΛ) = urvΛ, ΨN(kΛ0)(u ⊗ r1) = ur1. Since kerΨ defines the
quotient (“which are relations”), we may call the elements of kerΨ relations among
relations.
One can see that the Uk(g˜)-module kerΨN(kΛ0) is generated by the elements
q1(n), n ≤ −k − 3, and q2(n), n ≤ −k − 2, where
q1(n) =
∑
j≤−1
((k + 2)j − n)x(j)⊗ r(k+1)α(n− j)1,
q2(n) =−
∑
i≤−1
(k + 1)h(i)⊗ r(k+1)α(n− i)1
−
∑
i≤−1
x(i)⊗ rkα(n− i)1
− (k + 2)(n+ k + 1)1⊗ r(k+1)α(n)1.
So in some sense q1(n) and q2(n) (or the corresponding (8.4) and (8.5)) form a
“complete generating set” of relations among relations.
For an element of the form u ⊗ r1 in U(g˜<0) ⊗ R¯1 define a “leading term”
ℓt(u ⊗ r1) = (ℓt(u), ℓt(r1)). We may identify a “leading term” (κ, ρ) with the
embedding ρ ⊂ κρ. So each nonzero element q in U(g˜)⊗U(g˜≥0) R¯1
∼= U(g˜<0)⊗ R¯1
can be written in the form
q =
∑
ρ′⊂π
Cρ′,π u(π/ρ
′)⊗ r(ρ′)1+
∑
ρ′⊂π′
π′≻π
Cρ′,π′ u(π
′/ρ′)⊗ r(ρ′)1
for some π ∈ P(B¯<0) and Cρ′,π, Cρ′,π′ ∈ F, where at least one coefficient Cρ′,π is
nonzero. Then q ∈ kerΨN(kΛ0), i.e.∑
ρ′⊂π
Cρ′,πu(ρ
′ ⊂ π)1+
∑
ρ′⊂π′
π′≻π
Cρ′,π′u(ρ
′ ⊂ π′)1 = 0,
implies
∑
ρ′⊂π Cρ′,π = 0. Hence for such q there must be at least two embeddings
ρ′ ⊂ π, ρ′′ ⊂ π with the corresponding coefficients being nonzero.
9. Relations among relations for two embeddings
We fix a map (analogous to the one in Section 6.5)
ℓt (R¯)→ R¯ , ρ 7→ r(ρ),
such that ℓt (r(ρ)) = ρ. For ρ ∈ ℓt (R¯) and π ∈ (ℓt (R¯)), ρ ⊂ π, we define
u(ρ ⊂ π) = u(π/ρ)r(ρ).
For π ∈ P(B¯) set
R(π) = F-span{u(ρ ⊂ π′) | ρ ∈ ℓt (R¯), π′ ∈ (ℓt (R¯)), ρ ⊂ π′, π ≺ π′},
the closure taken in Uk(g˜).
The main result in this section is the following consequence of relations among
relations constructed in Section 8:
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Theorem 9.1. Let π ∈ (ℓt (R¯)), ρ1, ρ2 ∈ ℓt (R¯), ρ1 ⊂ π, ρ2 ⊂ π. Then
(9.1) u(ρ1 ⊂ π) ∈ F×u(ρ2 ⊂ π) +R(π).
Remark. Since N1(kΛ0) = U(g˜<0)R¯1, the set of vectors u(ρ ⊂ π)1, where ρ ∈
ℓt (R¯1), π ∈ (ℓt (R¯1)), ρ ⊂ π, is a spanning set of N1(kΛ0). Let (ℓt (R¯1)) ∋ π 7→
ρ(π) ∈ ℓt (R¯1) be such that ρ(π) ⊂ π. Using Theorem 9.1 and induction we see
that
u(ρ(π) ⊂ π)1, π ∈ (ℓt (R¯1)),
is a spanning set as well. Clearly this set is linearly independent, i.e. it is a basis
of N1(kΛ0). As a consequence we have
ℓtN(kΛ0)(N
1(kΛ0)) = (ℓt (R¯1)),
which in turn implies (see the proof of Theorem 6.5.5) that the set of vectors
u(π)vkΛ0 , π ∈ P(B¯<0)\(ℓt (R¯1)),
is a basis of the standard g˜-module L(kΛ0) = N(kΛ0)/N
1(kΛ0).
The rest of this section is devoted to the proof of Theorem 9.1.
We may and we will assume that the map ρ 7→ r(ρ) is such that r(ρ) is ho-
mogeneous of weight wt(ρ) and degree |ρ|. For example, we may take the map
πmα(n) 7→ rmα(n), n ∈ Z, |m| ≤ k + 1 (cf. Section 6.6).
Lemma 9.2. Let ρ1, ρ2 ∈ ℓt (R¯), π = ρ1 ∪ ρ2, ℓ(π) = k + 2. Then
u(ρ1 ⊂ π) ∈ F×u(ρ2 ⊂ π) +R(π).
Proof. In Section 7.2 we have listed all π of length k + 2 which allow more than
one embedding. For a fixed degree and weight only one of three distinct cases may
occur: among all colored partitons of lenght k+2 of fixed degree and weight a) there
is one π with two embeddings, b) there are two π1 and π2 with two embeddings
each, and c) there is one π with three embeddings. Note that we have a) for
wt(π) = ±(k + 2)α, and b) and c) for wt(π) = jα, −k − 1 ≤ j ≤ k + 1. Also note
that cases (1) and (3) in Section 7.2 go together for |π| ≡ 0 mod (k + 2).
In Section 8 we have constructed relations among relations (which hold on every
highest weight module of level k) of the form
(9.2)
∑
ciu(ρi ⊂ πi) = 0,
where (for the sake of notation we assume that) ci 6= 0 and πi = πj implies ρi 6= ρj .
Note that relation (8.4) holds for weights jα, −k − 2 ≤ j ≤ k + 2, and that (8.5)
holds for weights jα, −k − 1 ≤ j ≤ k + 1. So in the case a) we have one linearly
independent relation, and in the case b) or c) there are two linearly independent
relations.
Fix a degree and weight and write a relation in the form (9.2). Let π be the
smallest among πi’s which appear in the sum, say π = π1. Then
c1u(ρ1 ⊂ π) +
∑
i6=1
π4πi
ciu(ρi ⊂ πi) = 0.
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In the case that π ≺ πi for all other πi we would have that the expression on the
left has a leading term π, and then the expression on the left would be different
from 0. Hence there are ρ2 ⊂ π2, . . . , ρs ⊂ πs such that π2 = · · · = πs = π and we
have
(9.3) c1u(ρ1 ⊂ π) + · · ·+ csu(ρs ⊂ π) +
∑
π≺πi
ciu(ρi ⊂ πi) = 0.
So in particular there exists π with at least two embeddings ρ1 ⊂ π, ρ2 ⊂ π, . . . .
Assume that we have the case a). Then ρ1 ⊂ π and ρ2 ⊂ π are uniquely
determined and (9.3) is the statement of our lemma.
Assume that we have the case b). Then we have two linearly independent rela-
tions: R of the form (9.2) and R′ of the form
(9.4)
∑
c′iu(ρ
′
1 ⊂ π
′
i) = 0,
where c′i 6= 0, and π
′
i = π
′
j implies ρ
′
i 6= ρ
′
j . We also have two colored partitions,
say π1 and π2 with two embeddings each.
Each relation (9.2) and (9.4) can be written in the form (9.3) (with s = 2), in
each case π′, π ∈ {π1, π2}. If π
′ 6= π, then we have the lemma. If for both relations
(say) π = π′ = π1, then the terms c1u(ρ1 ⊂ π1) + c2u(ρ2 ⊂ π1) and c
′
1u(ρ
′
1 ⊂
π1) + c
′
2u(ρ
′
2 ⊂ π1) are proportional by a factor λ 6= 0. Then the (nontrivial)
relation R − λR′ written in the form (9.3) should give the only possible π = π2,
and the lemma holds.
Assume that we have the case c). Then two linearly independent relations (9.2)
and (9.4) can be written in the form (9.3)
c1u(ρ1 ⊂ π) + c2u(ρ2 ⊂ π) + c3u(ρ3 ⊂ π) +
∑
π≺πi
ciu(ρi ⊂ πi) = 0,
c′1u(ρ1 ⊂ π) + c
′
2u(ρ2 ⊂ π) + c
′
3u(ρ3 ⊂ π) +
∑
π≺π′i
c′iu(ρ
′
i ⊂ π
′
i) = 0.
The matrix
(
c1 c2 c3
c′1 c
′
2 c
′
3
)
must have rank 2 (since otherwise the nontrivial relation
of the form R′′ = R − λR′ would give another π′′ 6= π allowing more than one
embedding). Hence we can find two linear combinations R1 and R
′
1 of R and
R′ such that the corresponding matrix would be (after a suitable permutation of
columns) of the form (
1 0 c
0 1 c′
)
.
Hence R1 and R
′
1 give relations stated in lemma. 
Lemma 9.3. Let ρ1, ρ2 ∈ ℓt (R¯), π = ρ1ρ2. Then
u(ρ1 ⊂ π) ∈ F×u(ρ2 ⊂ π) +R(π).
Proof. The element r(ρ1)r(ρ2) can be “expanded” in two ways: by writing either
r(ρ1) or r(ρ2) as an (infinite) sum of monomials. Hence
r(ρ1)r(ρ2) = c1u(ρ1)r(ρ2) +
∑
ρ1≺κ
c1κ u(κ)r(ρ2),
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r(ρ1)r(ρ2) = c2r(ρ1)u(ρ2) +
∑
ρ2≺κ
c2κ r(ρ1)u(κ),
c1, c2 ∈ F×, c1κ, c
2
κ ∈ F, and the lemma follows. 
Remark. In Section 8 we have constructed some relations among relations, but for
the proof of Theorem 6.5.2 we need the relations (9.1) stated in terms of colored
partitions. The first step is accomplished by Lemma 9.2 for “adjacent” embeddings
like the one we had in the case of π = x(−3)x(−2)x(−1), ρ1 = x(−3)x(−2) and
ρ2 = x(−2)x(−1). On the other hand, Lemma 9.3 settles the problem of “disjoint”
embeddings like for π = x(−5)x(−4)x(−2)x(−1), ρ1 = x(−5)x(−4) and ρ2 =
x(−2)x(−1). In the case of level 1 modules this is all that can happen, and, apart
for the initial conditions discussed in Section 10, our proof of Theorem 6.5.2 would
be finished.
However, in the case when level k ≥ 2, say k = 2, we may have embeddings which
are neither “adjacent” nor “disjoint”. For example, if π = x(−3)2x(−2)2x(−1),
ρ1 = x(−3)
2x(−2) and ρ2 = x(−2)
2x(−1), we can not apply Lemmas 9.2 and
9.3 directly. Of course, we can still apply Lemma 9.2 in two steps by considering
an “intermediate” embedding ρ3 ⊂ π with ρ3 = x(−3)x(−2)
2, and ρ1 ⊂ π and
ρ2 ⊂ π is just the example of what we call linked embeddings. But this kind
of argument will not work for π = x(−3)2x(−2)x(−1)2, ρ1 = x(−3)
2x(−2) and
ρ2 = x(−2)x(−1)
2, an example of what we call the exceptional case, listed in
Lemma 7.3.1 within the “series” (12) of exceptional cases.
Similar situation appears in the principal picture for modules of level k ≥ 4,
cf. the proof of Lemma 9.18 in [MP], where both the linked embeddings and the
exceptional cases are essentially of the form described above. Here the presence of
three colors x, h and y leads to quite a few exceptional cases.
We shall prove Theorem 9.1 by induction on length ℓ(π). If ℓ(π) = k + 2, then
(9.1) holds by Lemma 9.2.
It is clear that if (9.1) holds for ρ1, ρ2 ⊂ π, then it holds as well for ρ1, ρ2 ⊂ κπ
for any κ ∈ P(B¯). In particular it is enough to prove (9.1) for any two embeddings
ρ1, ρ2 ⊂ ρ1 ∪ ρ2. The case when ρ1 ∩ ρ2 = ∅ is proved by Lemma 9.3.
If (9.1) holds for every colored partition of length less than s, then (almost by
definition) (9.1) holds for two linked embeddings ρ1 ⊂ π, ρ2 ⊂ π, ℓ(π) = s. By the
above remarks it is enough to prove (9.1) in the case when π = ρ1∪ρ2, ρ1∩ρ2 6= ∅,
k + 3 ≤ ℓ(π) ≤ s, ρ1 ⊂ π and ρ2 ⊂ π are not linked, i.e. in the exceptional cases
(1)–(14) listed in Lemma 7.3.1. In the proof of (9.1) for (some of) these exceptional
cases we shall use the following two lemmas:
Lemma 9.4. Let
u(ρ ⊂ π) =
∑
Cρ′,π′ u(ρ
′ ⊂ π′),
where for each π′ ≺ π the term u(ρ′ ⊂ π′) appears for only one embedding ρ′ ⊂ π′.
Then Cπ′ = Cρ′,π′ = 0 for π
′ ≺ π. In particular
u(ρ ⊂ π) ∈
∑
Cρ′,π u(ρ
′ ⊂ π) +R(π).
Proof. The statement follows from the fact that the right hand side has the unique
leading term π (Proposition 6.4.3). 
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Example. As an example of the proof of (9.1) in the exceptional case let us consider
π = x(−3)2x(−2)x(−1)2, ρ1 = x(−3)
2x(−2) and ρ2 = x(−2)x(−1)
2. Here we have
only one color x and sh π = (−3)2(−2)(−1)2. Note that (−2)5 ≺ (−3)(−2)3(−1) ≺
(−3)2(−2)(−1)2 are all plain partitions of degree −10 and 4 shπ and we can
visualize them by Young diagrams
≺ ≺ ≺ . . .
Since we want to prove (9.1), it will be enough to consider terms u(ρ′ ⊂ π′) with
π′ 4 π, which will amount to shπ′ 4 shπ, and all other terms will be denoted as . . . .
We can also visualize the shapes of the leading terms of r3α(−4) = r(x(−2)x(−1)
2),
r3α(−5) = r(x(−2)
2x(−1)), r3α(−6) = r(x(−2)
3), r3α(−7) = r(x(−3)x(−2)
2) and
r3α(−8) = r(x(−3)
2x(−2)) respectively as
.
It is clear that these are all possible sh ρ′ for ρ′ ⊂ π′ with shπ′ 4 sh π as above.
Now we start with u(ρ2 ⊂ π) = x(−3)
2r3α(−4). First we use the relation (8.1)
with k = 2 and n = −7, i.e.
∑
j∈Z
(
4j + 7
)
x(j)r3α(−7− j) = 0,
which we write as
x(−3)r3α(−4) = −
1
5
x(−2)r3α(−5) +
3
5
x(−1)r3α(−6) + . . . ,
and we get
x(−3)2r3α(−4) = −
1
5x(−3)x(−2)r3α(−5) +
3
5x(−3)x(−1)r3α(−6) + . . . .
Now we apply the relation (8.1) again:
x(−3)r3α(−5) = 0 · x(−2)r3α(−6) +
4
4x(−1)r3α(−7) + . . . ,
x(−3)r3α(−6) =
1
3x(−2)r3α(−7) +
5
3x(−1)r3α(−8) + . . . ,
and we get
x(−3)2r3α(−4) = −
1
5 · 0 · x(−2)
2r3α(−6)
+ ( 3
5
· 1
3
− 1
5
· 4
4
) · x(−2)x(−1)r3α(−7)
+ 3
5
· 5
3
· x(−1)2r3α(−8) + . . .
= x(−1)2r3α(−8) + . . . .
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Hence (9.1) holds.
In the above proof we can avoid the explicit calculation of coefficients: it is
sufficient to know that, after applying the relation (8.1) in two steps on terms of
the form x(−3)r3α(n), we get a relation of the form
u(ρ2 ⊂ π) = x(−3)
2r3α(−4)
= C1x(−2)
2r3α(−6)
+ C2x(−2)x(−1)r3α(−7)
+ C3x(−1)
2r3α(−8) + . . .
= C1u(x(−2)
3 ⊂ x(−2)5)
+ C2u(x(−3)x(−2)
2 ⊂ x(−3)x(−2)3x(−1))
+ C3u(ρ1 ⊂ π) + . . . .
Then Lemma 9.4 implies C1 = C2 = 0. After that our choice of r(π3α(n)) = r3α(n)
also implies C3 = 1. A general case of this type is treated in the proof of exceptional
case (10).
As it was mentioned in the Introduction, and illustrated by the previous example,
in some cases Lemma 9.4 enables us to prove (9.1) by first expressing u(ρ2 ⊂
π)−u(ρ1 ⊂ π) as a linear combination of terms u(ρ
′ ⊂ π′), making sure afterwards
that only terms for π′ ≻ π appear nontrivially. In doing this we shall have to keep
track of all the terms that may appear, and the following lemma will be used to
check that the expression we obtain contains for each π′ ≺ π at most one term of
the form u(ρ′ ⊂ π′).
Lemma 9.5. Let π be a colored partition. Let π1 be another colored partition such
that shπ1 = shπ, wtπ1 = wtπ. Let ρ ⊂ π1 be an embedding.
(2) If π = x(j − 1)k+1−a−by(j)ah(j)bx(j)a, a ≥ 2, a+ b ≤ k, and if
π1 = y(j − 1)
fh(j − 1)ey(j)dh(j)cρ, then y(j) is not a part of ρ.
(3) If π = h(j − 1)k+1−a−bx(j − 1)ay(j)bx(j)k+1−a, a ≥ 1, and if
π1 = y(j − 1)
ch(j − 1)dx(j − 1)ey(j)fh(j)gρ, then y(j) is not a part of ρ.
(4) If π = h(j − 1)k+1−a−bx(j − 1)ay(j)bh(j)k+1−a−b, 1 ≤ a + b ≤ k, and if
x(j) is not a part of π1, then y(j − 1) is not a part of ρ.
(5) If π = y(j − 1)k+1−ax(j − 1)by(j)ah(j)k+1−a−b, a ≥ 1, and if
π1 = h(j − 1)
gx(j − 1)fy(j)eh(j)dx(j)cρ, then x(j − 1) is not a part of ρ.
(6) If π = y(j − 1)ah(j − 1)bx(j − 1)ay(j)k+1−a−b, a ≥ 2, a + b ≤ k, and if
π1 = h(j − 1)
cx(j − 1)dh(j)ex(j)fρ, then x(j − 1) is not a part of ρ.
(11) If π = x(j − 2)k+1−a−bh(j − 1)ax(j − 1)by(j)ch(j)k+1−b−c, a, b ≥ 1,
a+ b+ c ≤ k, and if π1 ≺ π, then y(j − 1) is not a part of ρ.
(12) If π = x(j − 2)k+1−a−bh(j − 1)ax(j − 1)bh(j)cx(j)k+1−b−c, a, b ≥ 1,
a+ b ≤ k, and if π1 ≺ π, then y(j − 1) is not a part of ρ.
Remark. Note that (2) and (3) have dual statements (6) and (5) (respectively) and
that the dual proofs hold. Also note that the statement (4) is not self dual.
Proof. (2) The statement is clear since ρ = . . . y(j)ph(j)q for p ≥ 1, q ≥ 0,
sh ρ = (j − 1)k+1−p−qjp+q, would imply wt(π1) < (k + 1− a− b)α = wt(π).
(3) The statement is clear since ρ = . . . y(j)ph(j)q for p ≥ 1, q ≥ 0,
sh ρ = (j − 1)k+1−p−qjp+q, would imply wt(π1) < (k + 1− b)α = wt(π).
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(4) By assumptions π1 must be of the form y(j−1)
ch(j−1)ex(j−1)fy(j)dh(j)g,
where c+ e+ f = k + 1− b, wt(π) = (a− b)α = (−c− d+ f)α. Let
ρ = y(j − 1)c
′
h(j − 1)k+1−c
′−d′y(j)d
′
⊂ π1
for some c′ ≥ 1. Then c ≥ c′ ≥ 1, e ≥ k + 1 − c′ − d′, d ≥ d′, and in particular
c + e ≥ k + 1− d′. But then d < d + a + c = f + b = k + 1− (c + e) ≤ d′ ≤ d, a
contradiction.
(6) The statement is clear since ρ = h(j − 1)qx(j − 1)p · · · for p ≥ 1, q ≥ 0,
sh ρ = (j − 1)p+qjk+1−p−q, would imply wt(π1) > −(k + 1− a− b)α = wt(π).
(11) Assume that y(j − 1)d ⊂ π1 for some d ≥ 1. Since by assumption π1 ≺ π,
wtπ1 = wtπ, we have that π1 contains y(j)
c+ih(j)k+1−b−c−i for some i ≥ 1.
Because of wtπ1 = wtπ we also have that π1 contains either
x(j − 2)k+1−a−by(j − 1)sh(j − 1)a−i−2sx(j − 1)b+i+s, s ≥ d, or
y(j − 2)rh(j − 2)px(j − 2)k+1−a−b−r−p
·y(j − 1)s−rh(j − 1)a−i−2s−px(j − 1)b+i+s+r+p, s− r ≥ d.
Now the assumption ρ ⊂ π1, ρ of the form ρ = y(j − 1)
d′h(j − 1)e
′
y(j)k+1−e
′−d′
would imply k + 1− e′ − d′ ≤ c+ i and
d′ + e′ ≤ s+ (a− i− 2s) or d′ + e′ ≤ (s− r) + (a− i− 2s− p),
which in turn would imply k + 1 ≤ c+ a ≤ c+ a+ b, contrary to our assumption.
The possible form for π1 shows that x(j − 1) ⊂ π1, so there is no embedding of
the form ρ ⊂ π1, y(j − 1) ⊂ ρ, sh ρ = (j − 2)
k+1−a−b(j − 1)a+b.
(12) Assume that y(j − 1)d ⊂ π1 for some d ≥ 1. Since by assumption π1 ≺ π,
wtπ1 = wtπ, we have that π1 contains y(j)
ih(j)c−i+mx(j)k+1−b−c−m for some
i,m ≥ 0, i+m ≥ 1. Because of wt π1 = wtπ we also have that π1 contains either
x(j − 2)k+1−a−bysh(j − 1)a−2s−m−ix(j − 1)b+m+i+s, s ≥ d, or
y(j − 2)rh(j − 2)px(j − 2)k+1−a−b−r−p
·y(j − 1)s−rh(j − 1)a−2s−m−i−px(j − 1)b+m+i+s+r+p, s− r ≥ d.
Now the assumption ρ ⊂ π1, ρ of the form ρ = y(j − 1)
d′h(j − 1)e
′
y(j)k+1−e
′−d′
would imply k + 1− e′ − d′ ≤ i and
d′ + e′ ≤ s+ (a− 2s−m− i) or d′ + e′ ≤ (s− r) + (a− 2s−m− i− p),
which in turn would imply k + 1 ≤ a ≤ a+ b, contrary to our assumption.
Since wtπ1 = wtπ and x(j)
f ⊂ π1 for f ≤ k + 1 − b − c, it must be that
x(j − 1)b ⊂ π1. Hence there is no embedding of the form
ρ ⊂ π1, y(j − 1) ⊂ ρ, sh ρ = (j − 2)
k+1−a−b(j − 1)a+b. 
By using relations among relations constructed in Section 8 we shall prove (9.1)
by induction on length ℓ(π) for all exceptional cases. Note that in the exceptional
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cases we have only two embeddings ρ1 ⊂ π, ρ2 ⊂ π. At some places in the proof it
will be convenient to write
a ∼
sh
b or a− b ∼
sh
0
if sh ℓt (a) = sh ℓt (b) and
a− b ∈ F-span{u(ρ ⊂ π) | ρ ∈ ℓt (R¯), π ∈ (ℓt (R¯)), ρ ⊂ π, shπ ≻ sh ℓt (a)}.
At some places in the proof we shall use relations (8.5), n = (k + 2)j, |i| ≤ k + 1,
written in the form
(k+2−i)x(j)r(i−1)α((k + 1)j) + ih(j)riα((k + 1)j)
+ (k+2+i)y(j)r(i+1)α((k + 1)j) ∼
sh
0.
(9.5)
Now we consider all exceptional cases:
π = y(j)ah(j)k+1−ax(j)a, 2 ≤ a ≤ k,(1 )
ρ1 = y(j)
ah(j)k+1−a.
By using relations (8.5), n = (k + 2)j, i ∈ [−(a − 1), a− 1], of the form (9.5) we
get
x(j)ar(ρ1) ∼
sh
∑
b,c≥0
b+c=a
Cbc y(j)
bh(j)crbα((k + 1)j).
Now (9.1) follows by applying Lemma 9.4.
π = x(j − 1)k+1−a−by(j)ah(j)bx(j)a, a ≥ 2, a+ b ≤ k,(2 )
ρ1 = x(j − 1)
k+1−a−by(j)ah(j)b.
By using in a steps relations (8.6) of the form Cx = 1, C
x = 0, or (9.5), we get
(9.6) x(j)ar(ρ1) ∼
sh
∑
Ccdef y(j − 1)
fh(j − 1)ey(j)dh(j)cr(ρ),
where c + d + e + f = a, ρ ∈ ℓt (R¯). (Note that the leading term ρ of r(ρ) is
completely determined by c, d, e, f .)
Note that each time when we apply one of the relations (8.6) or (9.5) we re-
place x(j)r(ρ) by a combination of terms of the form Xr(ρ′), where X is ei-
ther y(j), h(j), y(j − 1) or h(j − 1) and wt ρ′ ≤ wt ρ + 2α. Hence after ap-
plying relations i times, i < a, all r(ρ)’s that appear have weights bounded by
(k + 1 − 2a − b)α + 2iα < (k + 1 − b)α and we see that there exists a relation of
the form (8.6) or (9.5) which could be applied again. (In the subsequent cases we
shall state the type of relations we use and we shall omit the proof that this can be
done.)
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By Lemma 9.5(2) y(j) is not a part of ρ, i.e.
r(ρ) = r(x(j − 1)ph(j)qx(j)k+1−p−q).
Now we can apply Lemma 9.4 and (9.1) follows since r(ρ1) does not appear on the
right hand side of (9.6).
π = h(j − 1)k+1−a−bx(j − 1)ay(j)bx(j)k+1−a, 1 ≤ a ≤ k − 1,(3 )
ρ1 = h(j − 1)
k+1−a−bx(j − 1)ay(j)b.
By using in k+1−a steps relations: a) relations (8.6) of the form Cx = 1, Ch = 0
on the terms x(j)r(ρ), sh ρ = (j − 1)pjk+1−p for p ≥ 1, b) relations (9.5) on the
terms x(j)r(ρ), sh ρ = jk+1, wt ρ < k + 1, c) no relation otherwise, we get
(9.7)
x(j)k+1−ar(ρ1) ∼
sh
∑
Ccdef y(j − 1)
ch(j − 1)dx(j − 1)ey(j)fr(ρ)
+
∑
Ccdefgh y(j − 1)
ch(j − 1)dx(j − 1)ey(j)fh(j)gx(j)hr(ρ).
In the first sum in (9.7) we have sh ρ = (j − 1)pjk+1−p, p ≥ 1, and Lemma 9.5(3)
implies that
r(ρ) = r(x(j − 1)ph(j)qx(j)k+1−p−q).
In the second sum in (9.7) we have sh ρ = jk+1. If h ≥ 1 then ρ = x(j)k+1 since in
last steps we used c), i.e. we didn’t use any relation. If h = 0 then Lemma 9.5(3)
implies that
r(ρ) = r(h(j)qx(j)k+1−q).
Since the number of y(j)’s in terms of the first sum is greater than in terms of the
second sum, we see that we can apply Lemma 9.4. Since r(ρ1) does not appear on
the right hand side of (9.7), we get (9.1).
π = h(j − 1)k+1−a−bx(j − 1)ay(j)bh(j)k+1−a−b, 1 ≤ a+ b ≤ k − 1,(4 )
ρ1 = x(j − 1)
ay(j)bh(j)k+1−a−b.
By using in k + 1− a− b steps relations (8.6) of the form Ch = 1, Cx = 0 we get
(9.8) h(j − 1)k+1−a−br(ρ1) ∼
sh
∑
Ccdef y(j − 1)
cy(j)dh(j)ex(j)fr(ρ).
We need not consider terms with f > 0 (since for those the leading terms are ≻ π).
Consider two classes of terms with a leading term π1: (A) y(j − 1)
c ⊂ π1 for some
c > 0 and (B) terms of the form r(ρ)y(j)dh(j)e, x(j) is not a part of ρ (since
otherwise π1 ≻ π). By Lemma 9.5(4) and wt(π) = wt(π1), in the case (B) we have
either
ρ = h(j − 1)k+1−b−px(j − 1)py(j)b, 0 < p ≤ k − b, or
ρ = x(j − 1)k+1−by(j)b, π1 = x(j − 1)
k+1−by(j)k+1−a.
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In either case for given π1 there is only one embedding. In the case (A) we may
apply the induction hypothesis on π1/y(j − 1)
c. Hence we may apply Lemma 9.4
and (9.1) follows.
Remark. The reader may find a “dual” proof of case (4) a bit shorter, but some
changes are needed. For example, the argument dual to: “We need not consider
terms with f > 0 (since for those the leading terms are ≻ π)” is false. However, in
some cases (like (5) and (6)) dual arguments hold all the way through the proof.
(5 ) The proof is dual to the proof of (3).
(6 ) The proof is dual to the proof of (2).
(7 ) Let π = y(j−1)k+1−a−ch(j−1)cx(j−1)by(j)ah(j)k+1−a−b, a ≥ 1, a+b+c ≤ k.
Note that we have already considered the case c = 0 in (5). We keep the shape
(j − 1)k+1+b−ajk+1−b
fixed and prove by induction on c, 0 ≤ c ≤ k − a, that embedding of the form (for
c ≥ 1)
(9.9) y(j − 1)k+1−a−ch(j − 1)cr(x(j − 1)by(j)ah(j)k+1−a−b)
is, modulo terms with the leading term ≻ π, proportional to
(9.10) x(j − 1)bh(j)k+1−a−br(y(j − 1)k+1−a−ch(j − 1)cy(j)a).
By the induction hypothesis the embedding of the form
(9.11) y(j − 1)k+2−a−ch(j − 1)c−1r(x(j − 1)by(j)ah(j)k+1−a−b)
with the leading term π′ is proportional to
(9.12) x(j − 1)bh(j)k+1−a−br(y(j − 1)k+2−a−ch(j − 1)c−1y(j)a)
modulo terms with the leading term ≻ π′.
Now we apply the adjoint action of x on the relation involving (9.11) and (9.12).
The action of x on (9.11) gives three terms, one is (proportional to) (9.9), the
other two have the leading terms bigger than π. The action of x on (9.12) gives
(9.10) and another term ≻ π.
What remains to show is that the action of x on any term (in the relation
involving (9.11) and (9.12)) with the leading term π′′ ≻ π′ will give terms ≻ π.
If π′′ contains x(j), then all terms obtained by the action of x contain x(j), the
result being ≻ π.
If π′′ contains y(j)a−dh(j)k+1−a−b+d, d ≥ 1, then the action of x leaves this
term, gives one x(j) more and one h(j) less, or gives one h(j) more and one y(j)
less. In either case the result is ≻ π.
If π′′ contains x(j − 1)b+dy(j)ah(j)k+1−a−b, d ≥ 0, then the action of x leaves
this term or gives one x(j), h(j) or x(j − 1) more. In either case the result is ≻ π
when d ≥ 1. In the case d = 0 we have π′′ = π′.
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(8 ) Let π = h(j− 1)k+1−a−bx(j− 1)ay(j)bh(j)cx(j)k+1−a−c, a ≥ 1, a+ b+ c ≤ k.
Note that we have already considered the case c = 0 in (3). We keep the shape
(j − 1)k+1−bjk+1+b−a
fixed and prove by induction on c, 0 ≤ c ≤ k − a− b, that embedding of the form
(for c ≥ 1)
(9.13) h(j)cx(j)k+1−a−cr(h(j − 1)k+1−a−bx(j − 1)ay(j)b)
is, modulo terms with the leading term ≻ π, proportional to
(9.14) h(j − 1)k+1−a−by(j)br(x(j − 1)ah(j)cx(j)k+1−a−c).
By induction hypothesis the embedding of the form
(9.15) h(j)c−1x(j)k+2−a−cr(h(j − 1)k+1−a−bx(j − 1)ay(j)b)
with the leading term π′ is proportional to
(9.16) h(j − 1)k+1−a−by(j)br(x(j − 1)ah(j)c−1x(j)k+2−a−c)
modulo terms with the leading term ≻ π′. Now we apply the adjoint action of y
on the relation involving (9.15) and (9.16).
The action of y on (9.15) gives three terms, one is (proportional to) (9.13), the
other two (with the leading terms) ≻ π. The action of y on (9.16) gives (9.14) and
another term ≻ π.
What remains to show is that the action of y on any term (in the relation
involving (9.15) and (9.16)) with the leading term π′′ ≻ π′ will give terms ≻ π.
First let π′′ ⊃ y(j)bh(j)c−1x(j)k+2−a−c, i.e.
π′′ = y(j − 1)dh(j − 1)k+1−a−b−2dx(j − 1)a+dy(j)bh(j)c−1x(j)k+2−a−c,
where d ≥ 1 and ρ ⊂ π′′. If x(j) /∈ ρ, the partition (whith the obvious notation)
(y ·ρ)(π′′/ρ) contains x(j)k+2−a−c, so is ≻ π. If y does not act on any x(j) ∈ π′′/ρ,
we again obtain a term ≻ π. If y acts on x(j), we obtain the term (with the leading
term):
(9.17) y(j − 1)dh(j − 1)k+1−a−b−2dx(j − 1)a+dy(j)bh(j)cx(j)k+1−a−c ≻ π.
If x(j) ∈ ρ, then we see that (y · ρ)(π′′/ρ) is of the form (9.17). Also we see that
the action of y on π′′/ρ will give terms ≻ π.
Now let π′′ ⊃ y(j)b−dh(j)c−1+dx(j)k+2−a−c, where d ≥ 1 and ρ ⊂ π′′. If x(j) /∈
ρ, then (y · ρ)(π′′/ρ) contains x(j)k+2−a−c, so is ≻ π. If y does not act on x(j) ∈
π′′/ρ, we again obtain a term ≻ π. If y acts on x(j), we obtain the term (which
contains)
(9.18) · · ·h(j)c−1+dh(j)x(j)k+1−a−c ≻ π.
If x(j) ∈ ρ, then y · ρ has one less x(j) and one more h(j), so (y · ρ)(π′′/ρ) is of the
form (9.18). Also we see that the action of y on π′′/ρ will give terms ≻ π.
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Finally, if π′′ ⊃ x(j)k+3−a−c, then the action of y will give terms that contain
x(j)k+2−a−c and hence ≻ π.
(9 ) and (10 ). We fix a shape (j − 2)a(j − 1)k+1−aja, 2 ≤ a ≤ k. Let
π = y(j − 2)ay(j − 1)k+1−ay(j)a,
ρ1 = y(j − 1)
k+1−ay(j)a.
By using relations (8.4), i = −k − 2, of the form
y(j−2)r−(k+1)α(m)+ c1y(j−1)r−(k+1)α(m−1)+ c2y(j)r−(k+1)α(m−2)+ · · · = 0,
where m = (k+1)(j − 1)± r, 0 ≤ r < k+1, c1, c2 are some rational constants and
· · · denotes the sum of shorter elements (i.e. elements of length k + 1) and terms
which contain a factor y(p), p > j or p < j − 2, we get
(9.19) y(j − 2)ar(ρ1) =
∑
Cbc y(j)
by(j − 1)cr(ρ) +A+B.
Here b+ c = a; the terms in A contain a factor y(p), p > j (and their leading terms
are greater than π); the terms B contain a factor y(p), p < j − 2.
If π1 is a leading term of a summand in B, π1 ≺ π, then for any embedding
ρ ⊂ π1 the term y(p), p < j − 2, is not a part of ρ. By induction hypothesis (on
lenght) for two embeddings in such π1 (i.e. in π1/y(p)) relation (9.1) holds, so we
may rewrite B so that for each π1 ≺ π that appears there is only one embedding.
In (9.19) we have that r(ρ) = r(y(j − 2)by(j − 1)k+1−b), so each leading term
appears with only one embedding. Hence we can apply Lemma 9.4 and we get
y(j − 2)ar(ρ1) ∈ F×y(j)ar(y(j − 2)ay(j − 1)k+1−a) +R(π).
But π′ ≻ π implies sh(π′) ≻ (j − 2)a(j − 1)k+1−aja, and hence
(9.20) y(j − 2)ar(y(j − 1)k+1−ay(j)a) ∼
sh
y(j)ar(y(j − 2)ay(j − 1)k+1−a).
Since the adjoint action of x does not change the shape, we get (9.1) in the case
(9) and (10) by adjoint action of x.
(11 ) and (12 ). Let a ≥ 0, b ≥ 1 and
π = x(j − 2)k+1−a−bh(j − 1)ax(j − 1)bP,
ρ1 = x(j − 1)
bP, where
P = y(j)ch(j)k+1−b−c, a+ b+ c ≤ k, or
P = h(j)cx(j)k+1−b−c, a+ b ≤ k.
Note that the case a = 0 follows from (9.20) by adjoint action of x. By using in a
steps relations (8.6) of the form Ch = 1, Cx = 0 we get
(9.21)
x(j − 2)k+1−a−bh(j − 1)ar(ρ1) ∼
sh∑
Cdefg x(j − 2)
k+1−a−by(j − 1)dy(j)eh(j)fx(j)gr(ρ),
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where 0 ≤ d ≤ a. It will be enough to consider only the terms with the leading
term π1 ≺ π.
Consider three disjoint classes of π1 ≺ π : (A) y(j−1)
d ⊂ π1 for some d ≥ 1, (B)
π1 is not in A and y(j − 2)
ph(j − 2)qx(j − 2)k+1−a−b−p−q ⊂ π1 for some p+ q ≥ 1
and (C) π1 is not in A and x(j − 2)
k+1−a−b ⊂ π1.
Let π1 be in the class A.
For two embeddings ρ, ρ′ ⊂ π1 (i.e. ρ, ρ
′ ⊂ π1/y(j − 1)
d by Lemma 9.5) by
induction hypothesis on lenght terms u(ρ ⊂ π1) and u(ρ
′ ⊂ π1) are proportional
modulo higher terms (with leading terms ≻ π1). These higher terms are again in
class A.
Let π1 be in the class B.
For two embeddings ρ, ρ′ ⊂ π1 ( ρ, ρ
′ ⊂ π1/y(j−2)
ph(j−2)qx(j−2)k+1−a−b−p−q
because of Lemma 9.5), by induction hypothesis on lenght, terms u(ρ ⊂ π1) and
u(ρ′ ⊂ π1) are proportional modulo higher terms (with leading terms ≻ π1). These
higher terms are again in class B.
Now consider a term in (9.21) which has the leading term π1 in the class C. Then
d = 0. For ρ ⊂ π1 (i.e. ρ ⊂ π1/y(j)
eh(j)fx(j)g) the term u(ρ ⊂ π1) is (by using
relations of the form (10), (11) or (12)) proportional to
y(j)e
′
h(j)f
′
x(j)g
′
r(x(j − 2)k+1−a−bh(j − 1)a
′
x(j − 1)b
′
)
modulo terms with leading terms π′ ≻ π1.
Hence in a finite number of steps we can rewrite (first the terms in class C, and
then the terms in class A and B) the right hand side of (9.21), modulo R(π), as
a linear combination of terms u(ρ ⊂ π1), where for each π1 ≺ π there is only one
embedding. By applying Lemma 9.4 we get (9.1).
(13 ) and (14 ). Let a ≥ 0, b ≥ 1 and
π = Py(j − 1)bh(j − 1)ay(j)k+1−a−b,
ρ1 = Py(j − 1)
b, where
P = h(j − 2)k+1−b−cx(j − 2)c, a+ b+ c ≤ k, or
P = y(j − 2)k+1−b−ch(j − 2)c, a+ b ≤ k.
Note that the case a = 0 follows from (9.20) by adjoint action of x. Let us also
remark that shπ1 = sh π, π1 ≺ π, implies that for some i ≥ 0
π1 ⊃ y(j − 1)
b+ih(j − 1)a−iy(j)k+1−a−b = ρ′.
By using in a steps the relation (8.6) of the form Ch = 1, Cy = 0 we get
(9.22)
h(j − 1)ay(j)k+1−a−br(ρ1) ∼
sh∑
Cdefg y(j − 2)
dh(j − 2)ex(j − 2)fx(j − 1)gy(j)k+1−a−br(ρ),
where 0 ≤ g ≤ a. For g > 0 the leading term π1 is greater than π. By the previous
remark in the case g = 0 we may use the induction hypothesis and express terms
in (9.22), modulo R(π), as a linear combination of elements of the form
y(j − 2)d
′
h(j − 2)e
′
x(j − 2)f
′
r(ρ′),
where d′ + e′ + f ′ = k + 1− b. Then each leading term π1 ≺ π appears with only
one embedding and we may apply Lemma 9.4.
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10. Linear independence of bases of standard modules
Let Λ = k0Λ0 + k1Λ1, k0, k1 ∈ N, and k = k0 + k1. Let vΛ be a highest weight
vector of Verma module M(Λ). Let M1(Λ) be the maximal submodule of M(Λ).
Recall that we may choose a map
ℓt (R¯vΛ)→ R¯, ρ 7→ r(ρ)
such that ℓt (r(ρ)vΛ) = ρ. For ρ ∈ ℓt (R¯vΛ) and π ∈ (ℓt (R¯vΛ)), ρ ⊂ π, we shall say
that ρ ⊂ π is an embedding. For an embedding ρ ⊂ π we set
u(ρ ⊂ π) = u(π/ρ)r(ρ).
Define a filtration (M1(π) | π ∈ (ℓt (R¯vΛ)) on M
1 =M1(Λ) = U(g˜)R¯vΛ = U(n˜−)R¯vΛ
by
M1[π] = F-span{urvΛ | u ∈ U(n˜−), r ∈ R¯, ℓt (urvΛ) < π},
M1(π) =
⋃
π′≻π
M1[π].
(At this point this filtration should not be confused with the filtration
(M1 ∩M(Λ)[π] | π ∈ (ℓt (R¯)).)
The main result of this section is an analogue of Theorem 9.1:
Theorem 10.1. Let κ ∈ (ℓt (R¯vΛ)), ρ1, ρ2 ∈ ℓt (R¯vΛ), ρ1, ρ2 ⊂ κ. Then
(10.1) u(ρ1 ⊂ κ)vΛ ∈ F×u(ρ2 ⊂ κ)vΛ +M1(κ).
Remark. Note that Theorem 6.5.2 is a simple consequence of Theorem 10.1: Since
M1(Λ) = U(n˜−)R¯vΛ, the set of vectors
u(ρ ⊂ π)vΛ, ρ ∈ ℓt (R¯vΛ), π ∈ (ℓt (R¯vΛ)), ρ ⊂ π,
is a spanning set of M1(Λ). Using Theorem 10.1 and induction we see that (6.5.1)
is a spanning set as well. Clearly this set is linearly independent, and Theorem
6.5.2 follows.
The rest of this section is devoted to the proof of Theorem 10.1.
We may assume that the map ρ 7→ r(ρ) is such that r(ρ) is homogeneous of
weight wt(ρ) and degree |ρ|. We will construct such a map r : ℓt (R¯vΛ) → R¯ by
starting with a map (denoted by the same r)
r : ℓt (R¯)→ R¯, ρ 7→ r(ρ)
defined by r(πmα(n)) = rmα(n) for n ∈ Z, |m| ≤ k + 1 (cf. Section 6.6).
Proposition 10.2. Let a, b ∈ [0, k + 1], a+ b ≤ k + 1. Then
r(x(−1)ahk+1−a−bxb)vΛ = 0 if b > 0,(a)
r(x(−1)aybhk+1−a−b)vΛ = 0 if a ≤ k0 and b ≤ k1,(b)
ℓt (r(x(−1)aybhk+1−a−b)vΛ) = x(−1)
ayb if a > k0 or b > k1,(c)
ℓt (r(h(−1)ax(−1)byk+1−a−b)vΛ) = h(−1)
ax(−1)byk+1−a−b,(d)
ℓt (r(y(−1)ah(−1)byk+1−a−b)vΛ) = y(−1)
ah(−1)byk+1−a−b.
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Proof. First recall that
x · yp = [x, yp] = pyp−1(h− (p− 1)).
For r = r(y(−1)ayk+1−a) we have
(10.2)
(xq · r)vΛ = x
q(rvΛ) =
=
q∑
p=0
(
q
p
)
(xq−p · y(−1)a)(xp · yk+1−a)vΛ
=
q∑
p=0
(
q
p
)
(xq−p · y(−1)a) p!
(
k + 1− a
p
)
·yk+1−a−p(k1 − (k − a))(k1 − (k − a) + 1) · · ·
· · · (k1 − k − 1 + a+ p)vΛ,
where yk+1−a−pvΛ = 0 for k + 1− a− p < 0 and x
q−p · y(−1)a = 0 for q − p > 2a.
(a) Let q = k + 1 + a + b = 2a + k + 1− a + b, b > 0. Then k + 1− a > 0 and
xpyk+1−avΛ = 0 for p ≥ k + 1− a+ b, and from (10.2) we get (x
q · r)vΛ = 0.
(b) and (c). Let q = k + 1 + a − b. The leading term of (xq · r)vΛ will be a
nontrivial summand in (10.2) for k + 1 − a − p maximal possible, i.e. minimal
possible p ≥ q − 2a. For p = q − 2a = k + 1− a− b the interval in Z
[k1 − (k − a), k1 − k − 1 + a+ p] = [a− k0, k1 − b]
does not contain zero for a − k0 > 0 or k1 − b < 0, and (c) follows. Similarly, for
p ≥ q−2a we have k1−k−1+a+p ≥ k1−b. Hence (x
q ·r)vΛ = 0 if 0 ∈ [a−k0, k1−b]
and (b) follows.
(d) is obvious. 
Clearly ℓt (R¯vΛ) consists of elements πmα(n) = ℓt (rmα(n)) for n ≤ −k − 1,
|m| ≤ k + 1, and the elements listed in (c) and (d) of Proposition 10.2. We define
a map r : ℓt (R¯vΛ)→ R¯, ρ 7→ r(ρ), by
(10.3) r(x(−1)ayb) = r(x(−1)aybhk+1−a−b)
for a+b ≤ k, a > k0 or b > k1, and as previously defined r on the set ℓt (R¯vΛ)∩ ℓt (R¯).
We shall say that the leading term ρ = x(−1)ayb ∈ ℓt (R¯vΛ), a + b ≤ k, is short.
We shall also say that ρ ∈ ℓt (R¯vΛ), ℓ(ρ) = k + 1, is long. Obviously the long
ρ ∈ ℓt (R¯vΛ) are characterized by equality ℓt (r(ρ)) = ℓt (r(ρ)vΛ).
By Theorem 9.1 we have the following:
Lemma 10.3. For two embeddings ρ1, ρ2 ⊂ π, both ρ1 and ρ2 long, (10.1) holds.
Relations (8.4) and (8.5) constructed in Section 8 can be written in the form
∑
j<0
((k+2)j−n){x(j)r(i−1)α(n−j)vΛ − h(j)riα(n−j)vΛ − y(j)r(i+1)α(n−j)vΛ}
−n(k0 + 1− i)riα(n)vΛ + nyr(i+1)α(n)vΛ = 0,
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∑
j<0
{(k+2−i)x(j)r(i−1)α(n−j) + ih(j)riα(n−j) + (k+2+i)y(j)r(i+1)α(n−j)}vΛ
+[(k + 2)n+ i(k1 + 1 + i)]riα(n)vΛ + (k + 2 + i)yr(i+1)α(n)vΛ = 0.
We shall also use linear combinations of (8.4) and (8.5) for −k − 1 ≤ n ≤ 0 of the
form
CΛriα(n)vΛ + Cyyr(i+1)α(n)vΛ(10.4)
+Cxx(−1)r(i−1)α(n+ 1)vΛ + C
hh(−1)riα(n+ 1)vΛ + C
yy(−1)r(i+1)α(n+ 1)vΛ
+
∑
j≤−2
ajx(j)r(i−1)α(n− j)vΛ + bjh(j)riα(n− j)vΛ + cjy(j)r(i+1)α(n− j)vΛ = 0.
Lemma 10.4. For two embeddings ρ1, ρ2 ⊂ π, both ρ1 and ρ2 short, (10.1) holds.
Proof. Case 1. Let ρ1 = x(−1)
ayb, a, b ≥ 0, a+ b ≤ k, ρ2 = x(−1)ρ1.
Then r(ρ1) = r(i−1)α(n+ 1) for n+ 1 = −a, i− 1 = a− b. We can write (10.4)
in the form
Cr(x(−1)a+1yb)vΛ + Cyyr(x(−1)
a+1yb−1)vΛ
+Cxx(−1)r(x(−1)ayb)vΛ + C
hh(−1)r(x(−1)ayb−1)vΛ
+Cyy(−1)r(x(−1)ayb−2)vΛ + A = 0,
where A denotes a sum of terms with leading terms π1, ℓ(π1) ≤ a + b. Now we
choose Cx = 1, Cy = 0 and we get
(10.5) x(−1)r(x(−1)ayb)vΛ ∈ Cr(x(−1)
a+1yb)vΛ +M
1
(x(−1)a+1yb).
Clearly (10.5) implies C 6= 0, so (10.1) holds.
Case 2. Let ρ1 = x(−1)
ayb, a, b ≥ 0, a+ b ≤ k, ρ2 = yρ1.
Then r(ρ1) = r(i+1)α(n) for n = −a, i + 1 = a − b. We can write (10.4) in the
form
Cr(x(−1)ayb+1)vΛ + Cyyr(x(−1)
ayb)vΛ
+Cxx(−1)r(x(−1)a−1yb+1)vΛ + C
hh(−1)r(x(−1)a−1yb)vΛ
+Cyy(−1)r(x(−1)a−1yb−1)vΛ + A = 0,
where A denotes a sum of terms with leading terms π1, ℓ(π1) ≤ a + b. Now we
choose Cy = 1, C
x = 0 and we get
(10.6) yr(x(−1)ayb)vΛ ∈ Cr(x(−1)
ayb+1)vΛ +M
1
(x(−1)ayb+1).
Clearly (10.6) implies C 6= 0, so (10.1) holds.
In the general case when ρ2 = x(−1)
a′yb
′
, a′, b′ ≥ 0, a′ + b′ ≤ k we can find a
sequence ρp = x(−1)
apybp , p = 1, . . . , s, so that (a, b) = (a1, b1), (a
′, b′) = (as, bs),
and that for ρp, ρp+1 we can apply either Case 1, Case 2 or Lemma 10.3. 
It remains to prove (10.1) for two embeddings ρ1, ρ2 ⊂ π, where one ρi is short,
the other long. First we have
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Lemma 10.5. Let ρ1, ρ2 ∈ ℓt (R¯vΛ), π = ρ1ρ2. Then
u(ρ1 ⊂ π)vΛ ∈ F×u(ρ2 ⊂ π)vΛ +M1(π).
Proof. Because of Lemmas 10.3 and 10.4 it is enough to consider the case when ρ1
is long, ρ2 is short. In this case the proof is similar to the proof of Lemma 9.3. 
We shall say that ρ1, ρ2 ∈ ℓt (R¯vΛ) are {y, x(−1)}-linked if there exists a sequence
of embeddings σ1, . . . , σp ⊂ ρ1 ∪ ρ2 such that σ1 = ρ1, σp = ρ2 and
either ℓ(σi−1 ∪ σi) < ℓ(ρ1 ∪ ρ2) for each i = 2, . . . , p(10.7)
or (σr ∪ σr+1)/σr ⊂ {y, x(−1)}, (σr ∪ σr+1)/σr+1 ⊂ {y, x(−1)}.(10.8)
Note that the assumption (10.8) together with Lemma 10.3, (10.5) or (10.6) imply
for π = σr ∪ σr+1 that
(10.9) r(σr ⊂ π)vΛ ∈ F×r(σr+1 ⊂ π)vΛ +M1(π).
By modifying the proof of Lemma 7.3.1 we get the following:
Lemma 10.6. Let ρ1, ρ2 ∈ ℓt (R¯vΛ), ρ1 short, ρ2 long, ρ1 ∩ ρ2 6= ∅. Then ρ1 and
ρ2 are not {y, x(−1)}-linked only in the following cases
ρ1 = x(−1)
ayb, ρ2 = h(−1)
k+1−a−bx(−1)ayb,(4)
a+ b ≤ k,
ρ1 = x(−1)
bya, ρ2 = y(−1)
k+1−aya,(5)
a ≥ 1, a+ b ≤ k,
ρ1 = x(−1)
bya, ρ2 = y(−1)
k+1−a−ch(−1)cya,(7)
a ≥ 1, c ≥ 1, a+ b ≤ k,
ρ1 = x(−1)
byc, ρ2 = x(−2)
k+1−a−bh(−1)ax(−1)b,(11)
b ≥ 1, a+ b ≤ k, b+ c ≤ k.
We shall say that the cases listed in Lemma 10.6 are exceptional cases.
It is clear that if (10.1) holds for ρ1, ρ2 ⊂ π, then it holds as well for ρ1, ρ2 ⊂
κπ for any κ ∈ P(B¯−). In particular it is enough to prove (10.1) for any two
embeddings ρ1, ρ2 ⊂ ρ1 ∪ ρ2. By Lemmas 10.3 and 10.4 it is enough to show (10.1)
for ρ1, ρ2 ⊂ ρ1∪ρ2, where one ρi is short, the other one is long. The case ρ1∩ρ2 = ∅
is proved by Lemma 10.5. From (10.9) we see that (10.1) holds in the case that a
short ρ1 and a long ρ2 satisfy (10.8). Moreover, if (10.1) holds for all embeddings
of length less than ℓ(ρ1 ∪ ρ2), then (10.1) holds when ρ1 and ρ2 are {y, x(−1)}-
linked. What is left is to prove (10.1) in the exceptional cases. We shall prove this
by double induction on degree 0,−1,−2, . . . of ρ1 ∪ ρ2 and, for a fixed degree, on
length ℓ(ρ1 ∪ ρ2).
We shall use the following modification of Lemma 9.4:
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Lemma 10.7. Let
u(ρ ⊂ π)vΛ =
∑
Cρ′,π′ u(ρ
′ ⊂ π′)vΛ,
where for each π′ ≺ π the term u(ρ′ ⊂ π′) appears for only one embedding ρ′ ⊂ π′.
Then Cπ′ = Cρ′,π′ = 0 for π
′ ≺ π. In particular
u(ρ ⊂ π)vΛ ∈
∑
Cρ′,π u(ρ
′ ⊂ π)vΛ +M
1
(π).
At some places in the proof it will be convenient to write a ∼
−p
b if parts of ℓt (a)
and ℓt (b) are of degree 0,−1, . . . ,−p, and a− b is a linear combination of terms of
the form u(ρ ⊂ π)vΛ, where π has at least one part of degree ≤ −p− 1.
Now we consider all exceptional cases:
(4 ) Let π = h(−1)k+1−a−bx(−1)aybhk+1−a−b, a+ b ≤ k, and note that
r(ρ1) = r(x(−1)
aybhk+1−a−b).
By using in k + 1− a− b steps the relations (10.4) of the form Ch = 1, Cx = 0 we
get
h(−1)k+1−a−br(ρ1)vΛ ∼
−1
∑
Ccd y(−1)
cydr(ρ)vΛ.
Consider two classes of terms with a leading term π1 : (A) y(−1)
c ⊂ π1 for some
c > 0 and (B) terms of the form ydr(ρ)vΛ. Recall that by Proposition 10.2(a) for
the term . . . r(ρ)vΛ we may assume that x is not a part of ρ. By Lemma 9.5(4) in
the case (B) we have either
ρ = h(−1)k+1−b−px(−1)pyb, p > 0, or
ρ = x(−1)k+1−byb, π1 = x(−1)
k+1−byk+1−a.
In either case there is only one embedding.
In the case (A) we may apply the induction hypothesis on π1/y(−1)
c and rewrite
the terms in the class (A) so that each π1 appears with only one embedding.
Finally we should consider the terms u(ρ ⊂ π1)vΛ, where π1 contains a part
of degree ≤ −2, say b(j). Since |π1| ≥ −k − 1, the part b(j) cannot be a part
of any embedding ρ′ ⊂ π1. Hence we may apply induction hypothesis on π1/b(j)
and rewrite a combination of such terms so that each π1 appears with only one
embedding.
Now we can apply Lemma 10.7 and (10.1) follows.
Remark. Note that the proof for the case (4) is only a slight modification of the ar-
gument given in the exceptional case (4) in Section 9. With some other exceptional
cases we have a similar situation as well.
(5 ) Set π = y(−1)k+1−ax(−1)byahk+1−a−b, a ≥ 1, a+ b ≤ k, and note that
r(ρ1) = r(x(−1)
byahk+1−a−b).
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For sh ρ = (−1)k+1−p0 p, p ≥ 1, we shall express the term y(−1)r(ρ) by using
the relation (10.4) of the form Cy = 1, Cy = 0. Note that
y(−1)r(ρ)vΛ ∼
−2
Cr(ρ′)vΛ +
∑
Cj,X X(j)r(ρj,X)vΛ,
where X ∈ {x, h, y}, j ∈ {−1,−2}, and that sh ρ′ = (−1)k+1−p+10 p−1, sh ρj,X =
(−1)k+1−q0q, q ≥ p. We can use this type of relations to express y(−1)k+1−ar(ρ1)
by applying the relations on terms u(ρ ⊂ π1) with sh ρ = (−1)
k+1−p0 p, p ≥ 1, and
no parts of π1 of degree ≤ −2 (note that then p ≤ k + 1− b):
y(−1)k+1−ar(ρ1)vΛ
∼
−2
∑
Cc...h y(−2)
ch(−2)dx(−2)ey(−1)fh(−1)gx(−1)hr(ρ)vΛ.
For terms with c+ d+ e > 0 we may apply the induction hypothesis and rewrite
their sum in such a way that for each leading term π′ there is only one embedding
ρ ⊂ π′ which contributes with a term u(ρ ⊂ π′)vΛ.
Now note that for the term uvΛ for which sh ρ = (−1)
k+1 we have (by the way
it was obtained) ℓ(ℓt (uvΛ)) ≤ k + 1 − a + b < k + 1 + b, and hence ℓt (uvΛ) ≻
ℓt (y(−1)k+1−ar(ρ1)vΛ). Since we want to apply Lemma 10.7, we need not consider
further such terms. What is left to consider is terms with sh ρ = (−1)k+1−p0 p,
p ≥ 1. Then either f = 0 or f > 0 and ρ = y(−1)k+1−pyp.
For a term uvΛ, u = h(−1)
gx(−1)hr(ρ), wt u = wtπ = −(k + 1) + b, we must
have (since p ≤ k + 1− b)
ρ = y(−1)qh(−1)k+1−p−qyp , q ≥ 0.
Finally note that for terms omitted when writting ∼
−2
, i.e. terms of the form
u(ρ ⊂ π′)vΛ, where π
′ has at least one part of the form X(j), j ≤ −3, X ∈ {x, h.y},
we may apply the induction hypothesis (since X(j) cannot be a part of ρ) and
rewrite their sum in such a way that for each leading term π′ there is only one
embedding ρ ⊂ π′ which contributes with a term u(ρ ⊂ π′)vΛ.
Hence we can apply Lemma 10.7.
ρ1 = x(−1)
bya, a ≥ 1, a+ b ≤ k,(7 )
ρ2 = y(−1)
k+1−a−ch(−1)cya, c ≥ 0.
Note that we have already considered the case c = 0 in (5). We keep the shape
(−1)k+1+b−a0a
fixed and prove (10.1) by induction on c, 0 ≤ c ≤ k + 1 − a. By the induction
hypothesis we have
y(−1)k+2−a−ch(−1)c−1r(x(−1)bya)vΛ ∈
∈ F×x(−1)br(y(−1)k+2−a−ch(−1)c−1ya)vΛ
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+M1(y(−1)k+2−a−ch(−1)c−1x(−1)bya).
We get a relation (10.1) for π = ρ1 ∪ ρ2 by adjoint action of x.
(11 ) Let a ≥ 0, b ≥ 1, c ≥ 0, a+ b ≤ k, b+ c ≤ k,
π = x(−2)k+1−a−bh(−1)ax(−1)bychk+1−b−c,
ρ2 = x(−2)
k+1−a−bh(−1)ax(−1)b,
and note that r(ρ1) = r(x(−1)
bychk+1−b−c).
First we consider the case a = 0: the relation (9.20) gives
(10.10)
y(−2)k+1−br(y(−1)byk+1−b)vΛ ∼
−2
yk+1−br(y(−2)k+1−by(−1)b)vΛ
+
∑
d+e+f+k+1=ℓ(π)
d+e<k+1
Cdef y(−2)
dy(−1)eyfr(y(−1)pyk+1−p)vΛ.
By adjoint action of x on (10.10) we get
(10.11)
x(−2)k+1−br(h(−1)px(−1)b−pyk+1−b)vΛ
∼
−2
yk+1−br(x(−2)k+1−bh(−1)px(−1)b−p)vΛ
+
∑
d+···+i<k+1
Cd...j y(−2)
dh(−2)ex(−2)fy(−1)gh(−1)hx(−1)iyjr(ρ)vΛ
for 0 ≤ p ≤ b, and
(10.12)
x(−2)k+1−br(x(−1)byc)vΛ ∼
−2
ycr(x(−2)k+1−bx(−1)b)vΛ
+
∑
d+···+i<k+1
Cd...j y(−2)
dh(−2)ex(−2)fy(−1)gh(−1)hx(−1)iyjr(ρ)vΛ,
where for each summand u(ρ ⊂ π1) in (10.11) and (10.12) ρ has no parts of degree
−2, so we may apply the induction hypothesis on π1/y(−2)
dh(−2)ex(−2)f and
then apply Lemma 10.7. In particular (10.1) holds in the case a = 0.
Now we prove the case a ≥ 1: By using in a steps relations (10.4) of the form
Ch = 1, Cx = 0 we get
(10.13) h(−1)ar(ρ1) ∼
−1
∑
Cde y(−1)
dyer(ρ),
where 0 ≤ d ≤ a. Multiply both sides of (10.13) with x(−2)k+1−a−b; in lack of
better notation we will write this as
(10.14) x(−2)k+1−a−b
(
h(−1)ar(ρ1) ∼
−1
∑
Cde y(−1)
dyer(ρ)
)
.
Consider four disjoint classes of π1 ≺ x(−2)
k+1−a−bh(−1)ax(−1)byc; in the case
shπ1 ⊂ π three classes: (A) y(−1)
d ⊂ π1 for some d ≥ 1, (B) π1 is not in A and
y(−2)ph(−2)qx(−2)k+1−a−b−p−q ⊂ π1 for some p + q ≥ 1 and (C) π1 is not in A
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and x(−2)k+1−a−b ⊂ π1, and the fourth class (D) shπ1 * π, i.e. π1 has either a
part of degree ≤ −3 or more than k + 1− a− b parts of degree −2.
Let π1 be in the class A.
For two embeddings ρ, ρ′ ⊂ π1 (i.e. ρ, ρ
′ ⊂ π1/y(−1)
d by Lemma 9.5), by
induction hypothesis on degree, terms u(ρ ⊂ π1) and u(ρ
′ ⊂ π1) are proportional
modulo higher terms (with leading terms ≻ π1). These higher terms are in class A
or D.
Let π1 be in the class B.
For two embeddings ρ, ρ′ ⊂ π1 ( ρ, ρ
′ ⊂ π1/y(−2)
ph(−2)qx(−2)k+1−a−b−p−q
because of Lemma 9.5), by induction hypothesis on degree, terms u(ρ ⊂ π1) and
u(ρ′ ⊂ π1) are proportional modulo higher terms (with leading terms ≻ π1). These
higher terms are in class B or D.
Let π1 be in the class D.
Then for ρ ⊂ π1 we have that sh ρ ⊂ (−1)
k+10k+1. As above, for two embeddings
ρ, ρ′ ⊂ π1, by induction hypothesis on degree, terms u(ρ ⊂ π1) and u(ρ
′ ⊂ π1) are
proportional modulo higher terms (with leading terms ≻ π1). These higher terms
are again in class D.
Now consider a term in (10.14) which has the leading term π1 in the class C.
Then d = 0. For ρ ⊂ π1 (i.e. ρ ⊂ π1/y
e) the term u(ρ ⊂ π1) is (by using the
relation of the form (10.11)) proportional to
ye
′
r(x(−2)k+1−a−bh(−1)a
′
x(−1)b
′
)
modulo terms with leading terms π′ ≻ π1.
Hence in a finite number of steps we can rewrite (first the terms in class C,
and then the terms in class A, B and D) the right hand side of (10.14), modulo
M1
(x(−2)k+1−a−bh(−1)ax(−1)byc)
, as a linear combination of terms u(ρ ⊂ π1), where
for each π1 ≺ π there is only one embedding. By applying Lemma 10.7 we get
(10.1).
11. Some combinatorial identities of Rogers-Ramanujan type
11.1. Lepowsky-Wakimoto product formulas.
Let A = (aij) be an (ℓ+ 1)× (ℓ+ 1) generalized Cartan matrix (GCM) so that
the corresponding Kac-Moody Lie algebra g(A) is an affine Lie algebra. Use the
usual notation for roots {α0, α1, . . . , αℓ} ⊂ h
∗ and coroots {α∨0 , α
∨
1 , . . . , α
∨
ℓ } ⊂ h,
aij = 〈α
∨
i , αj〉. Let s = (s0, s1, . . . , sℓ) ∈ (Z>0)
ℓ+1 and let ρ∨
s
∈ h be an element
such that 〈ρ∨
s
, αi〉 = si for i = 0, 1, . . . , ℓ. Then {α
∨
0 , α
∨
1 , . . . , α
∨
ℓ , ρ
∨
s
} is a basis of h.
Write ρ∨ instead of ρ∨
s
in the case s = (1, 1, . . . , 1).
Recall the Weyl-Kac character formula for the standard g(A)-module L(Λ) with
highest weight Λ (cf. [K]):
(11.1.1) e−Λ ch L(Λ) = N(Λ + ρ ;A)/D(A),
where
N(Λ + ρ ;A) =
∑
w∈W (A)
ε(w)ew(Λ+ρ)−(Λ+ρ),
D(A) =
∑
w∈W (A)
ε(w)ewρ−ρ =
∏
α>0
(1− e−α)dimg(A)α .
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Then after applying the homomorphism e−α 7→ q〈ρ
∨
s
,α〉 (i.e. by ρ∨
s
-specialization)
we get power series in q:
(11.1.2) q〈Λ,ρ
∨
s
〉 ch ρ
∨
s L(Λ) = Nρ
∨
s (Λ + ρ ;A)/Dρ
∨
s (A),
where
Nρ
∨
s (Λ + ρ ;A) =
∑
w∈W (A)
ε(w)q−〈ρ
∨
s
,w(Λ+ρ)−(Λ+ρ)〉,
Dρ
∨
s (A) =
∑
w∈W (A)
ε(w)q−〈ρ
∨
s
,wρ−ρ〉 =
∏
α>0
(1− q〈ρ
∨
s
,α〉)dimg(A)α .
Note that 〈ρ∨, w(Λ+ρ)−(Λ+ρ)〉 = 〈Λ+ρ, wρ∨−ρ∨〉 implies Lepowsky’s numerator
formula Nρ
∨
(Λ+ρ ;A) = DΛ+ρ(τA) (cf. [L]). M.Wakimoto generalized this formula
in the following way (cf. [W]): Let A˜ = (a˜ij) be another GCM of affine type with
roots {α˜0, α˜1, . . . , α˜ℓ} ⊂ h˜
∗ and coroots {α˜∨0 , α˜
∨
1 , . . . , α˜
∨
ℓ } ⊂ h˜, a˜ij = 〈α˜
∨
i , α˜j〉. Fix
ρ˜∨, 〈ρ˜∨, α˜i〉 = 1 for i = 0, 1, . . . , ℓ. For fixed s = (s0, s1, . . . , sℓ) define isomorphism
Θs : h
∗ → h˜∗ so that 〈α˜∨i ,Θs(λ)〉 = si〈α
∨
i , λ〉, 〈ρ˜
∨,Θs(λ)〉 = 〈ρ
∨
s
, λ〉. Now assume
that a˜ij = siaijs
−1
j . Then it is easy to check that r˜i = ΘsriΘ
−1
s
, where r˜i and
ri are reflections with respect to simple roots α˜i and αi (respectively). Hence
w 7→ w˜ = ΘswΘ
−1
s
defines an isomorphism between the Weyl groups W (A) of g(A)
and W (A˜) of g(A˜) (or g(τA˜)). We also have 〈ρ∨
s
, wλ〉 = 〈ρ˜∨, w˜(Θsλ)〉. This implies
the first statement in the following theorem:
Theorem 11.1.1. [W]. If a˜ij = siaijs
−1
j , i, j = 0, 1, . . . , ℓ, then
Nρ
∨
s (Λ + ρ ;A) = DΘs(Λ+ρ)(τA˜),(a)
Nρ
∨
s (Λ + ρ ;A) = NΛ+ρ(ρ∨
s
; τA).(b)
Formula (a) implies that for certain choices of s the ρ∨
s
-specialization of char-
acters of all standard modules can be written as infinite products. The “duality”
formula (b) implies that for certain (depending on ρ∨
s
) standard modules all (Λ+ρ)-
specializations of characters can be written as infinite products.
Now let g(A) = g˜ = sl(2,F)∼, i.e. A =
(
2 −2
−2 2
)
. For s = (n, n), (n, 2n) or
(2n, n) Theorem 11.1.1 may be applied. In the case s = (n, n) we have A˜ = A and
(a) is Lepowsky’s numerator formula. In the case (n, 2n) we have A˜ =
(
2 −1
−4 2
)
,
g(τA˜) is of the type A
(2)
2 , α˜
∨
1 is a long root, α˜
∨
0 is a short root. The case (2n, n) is
related to (n, 2n) by an outer automorphism. For s = (s0, s1), A =
(
2 −2
−2 2
)
, and
for µ ∈ h˜∗, µ(α˜∨0 ) = m0 ∈ Z>0, µ(α˜
∨
1 ) = 2m1 ∈ Z>0, A˜ =
(
2 −1
−4 2
)
, write
P (s0, s1; q) = D
ρ∨
s (A), Q(m0, 2m1; q) = D
µ(τA˜).
Lemma 11.1.2. Let s0, s1, m0 ∈ {1, 2, 3, . . .}, m1 ∈ {
1
2 , 1,
3
2 , . . .}, s = s0 + s1,
m = m0 +m1. Then
(a) P (s0, s1; q) =
∏
r≡0,s0 mod s
(1− qr)
∏
r≡s1 mod s
(1− qr),
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(b) Q(m0, 2m1; q) =
∏
r≡0,±m0 mod 2m
(1− qr)
∏
r≡±2m1 mod 4m
(1− qr).
(Here is assumed r ∈ Z>0.)
For s = (s0, s1) and Λ = k0Λ0 + k1Λ1 write d
s0,s1
k0,k1
(q) = q〈Λ,ρ
∨
s
〉 ch ρ
∨
s L(Λ). Then
Theorem 11.1.1 and Lemma 11.1.2 give Lepowsky-Wakimoto product formulas for
specialized characters of standard modules for sl(2,F)∼:
d1,1k0,k1(q) = P (k0+1, k1+1; q)/P (1, 1; q),(11.1.3)
d1,2k0,k1(q) = Q(k0+1, 2(k1+1); q)/P (1, 2; q),(11.1.4)
ds0,s1n−1,2n−1(q) = Q(ns0, 2ns1; q)/P (s0, s1; q),(11.1.5)
ds0,s12n−1,n−1(q) = Q(ns1, 2ns0; q)/P (s0, s1; q),(11.1.6)
ds0,s1n−1,n−1(q) = P (ns0, ns1; q)/P (s0, s1; q).(11.1.7)
It is easy to see the following:
Proposition 11.1.3. Each of the products (11.1.3)–(11.1.7) is of the form
(11.1.8)
∏
i
∏
r∈Bi
(1 + qr)
∏
j
∏
r∈Cj
(1− qr)−1
for some congruence classes B1, . . . , Bb ⊂ Z>0, b ≥ 0, C1, . . . , Cc ⊂ Z>0, c ≥ 1.
(These classes need not be disjoint, some may be empty.)
As particular examples we have:
(11.1.9) d1,1n−1,n−1(q) =
∏
r odd, r 6≡b mod 2b (1− q
r)−1
∏
r 6≡0,n mod 2n (1− q
r)−1
·
∏
1≤j≤a
∏
r≡2a−jb mod 2a−j+1b (1 + q
r), for n = 2ab, a ≥ 0, b odd,
(11.1.10) d1,1n−1,2n−1(q) =
∏
r odd (1− q
r)−1
∏
r 6≡0,±n mod 3n (1− q
r)−1,
(11.1.11) d1,1k0,k1(q) =
∏
r odd (1− q
r)−1
∏
r 6≡0,±(k0+1) mod (k+2)
(1− qr)−1
for k = k0+k1 6= 2k1,
(11.1.12) d1,2k0,k1(q) =
∏
r 6≡0,±(k0+1) mod 2(k+2)
r 6≡±2(k1+1) mod 4(k+2)
(1− qr)−1
for k = k0+k1 6= 3k1 + 1,
(11.1.13) d1,22n−1,n−1(q) =
∏
r≡±n mod 6n (1 + q
r)
∏
r 6≡0,±n,±2n mod 6n (1− q
r)−1,
(11.1.14) d1,2n−1,n−1(q) =
∏
r 6≡0 mod n (1− q
r)−1.
For nonempty subsets A1, A2, . . . , As ⊂ Z>0, s ≥ 2, set A = A1
⊔
A2
⊔
· · ·
⊔
As,
a disjoint union of sets. We may call elements of P(A) colored partitions with parts
in A, where for i ∈ {1, . . . , s} and j ∈ Ai we say that j is of color i and of weight
|j| = j ∈ Z>0. We define the degree |π| of π ∈ P(A) as before: |π| =
∑
a∈A π(a)|a|.
It is clear that infinite products of the form (11.1.8) may be interpreted as gener-
ating functions of partition functions for colored partitions defined by congruence
conditions.
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11.2. Difference conditions and partition ideals.
Let A be a nonempty set and P(A) the set of all partitions with parts in A. By
following [A1] and [A2] we shall say that C ⊂ P(A) is a partition ideal in P(A) if
κ ∈ C and π ∈ P(A) implies κ ∩ π ∈ C, or equivalently, if µ ∈ C, ν ∈ P(A), ν ⊂ µ,
implies ν ∈ C. If C, I ⊂ P(A), P(A) = C
⋃
I, C
⋂
I = ∅, then it is easy to see that
C is a partition ideal in P(A) if and only if I is an ideal in the monoid P(A). In
particular,
CΛ = P(B¯−)\(ℓt(R¯vΛ))
is a partition ideal in P(B¯−). By Theorem 6.5.5 the partition ideal CΛ determines
the character of standard g(A)-module L(Λ) with highest weight Λ:
(11.2.1) e−Λ ch L(Λ) =
∑
π∈CΛ
ewtπ+|π|δ.
In Section 6.6 we have described the set ℓt(R¯vΛ), and as a consequence we may
describe the partition ideal CΛ, Λ = k0Λ0 + k1Λ1, k = k0 + k1, as the set of all
colored partitions π in P(B¯−) satisfying difference conditions:
(11.2.2)
π(y(j − 1)) + π(h(j − 1)) + π(y(j)) ≤ k,
π(h(j − 1)) + π(x(j − 1)) + π(y(j)) ≤ k,
π(x(j − 1)) + π(y(j)) + π(h(j)) ≤ k,
π(x(j − 1)) + π(h(j)) + π(x(j)) ≤ k,
and initial conditions:
(11.2.3) π(x(−1)) ≤ k0, π(y(0)) ≤ k1.
For B ⊂ Z>0 we shall write an ordinary partition f : B → N (with parts in B)
by its values (fr | r ∈ B). For s = (s0, s1), s0, s1 ≥ 1, s0 6= s1, s = s0 + s1, we have
a bijection B¯− → Bs0,s1 , where
(11.2.4) Bs0,s1 = {r ∈ Z>0 | r ≡ 0,±s1 mod s},
defined by the specialization
(11.2.5)
y(−j) 7→ deg y(−j) = s1 + js, j ∈ Z≥0,
h(−j) 7→ deg h(−j) = js, j ∈ Z>0,
x(−j) 7→ deg x(−j) = −s1 + js, j ∈ Z>0.
This bijection extends to an isomorphism of monoids P(B¯−) → P(Bs0,s1). Hence
we have a bijection of partition ideals
CΛ → C
s0,s1
k0,k1
,
where Cs0,s1k0,k1 ⊂ P(B
s0,s1) is the set of all partitions f : Bs0,s1 → N which satisfy
difference conditions:
(11.2.6)
fjs+s1 + fjs + fjs−s0 ≤ k,
fjs + fjs−s1 + fjs−s0 ≤ k,
fjs+s0 + fjs+s1 + fjs ≤ k,
fjs+s0 + fjs + fjs−s1 ≤ k,
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and initial conditions:
(11.2.7) fs0 ≤ k0, fs1 ≤ k1.
As a particular example in the case s = (1, 2) we have B1,2 = Z>0 and the partition
ideal C1,2k0,k1 in P(Z>0) is defined by
(11.2.8)
f3j+2 + f3j + f3j−1 ≤ k,
f3j + f3j−1 + f3j−2 ≤ k,
f3j+2 + f3j+1 + f3j ≤ k,
f3j+1 + f3j + f3j−2 ≤ k,
f1 ≤ k0, f2 ≤ k1.
For a nonempty set A we shall write a partition π : A → N (with parts in A)
by its values (πa | a ∈ A). Now consider the case of principal specialization, i.e.
s = (1, 1). Set
A1 = {1, 2, 3, . . .} ∼= Z>0, A2 = {1, 2, 3, . . .} ∼= Z>0, A = A1
⊔
A2.
We shall say that j ∈ A1 is of degree |j| = j ∈ Z>0 and of plain color, and that
j ∈ A2 is of degree |j| = j ∈ Z>0 and of underline color. Set B = A1
⊔
{j ∈ A2 |
j odd}. Then we have a bijection B¯− → B defined by the specialization
(11.2.9)
y(−i) 7→ 2i+ 1 ∈ A1, i ∈ Z≥0,
h(−i) 7→ 2i ∈ A1, i ∈ Z>0,
x(−i) 7→ 2i− 1 ∈ A2, i ∈ Z>0.
This bijection extends to an isomorphism of monoids P(B¯−) → P(B). Hence we
have a bijection of partition ideals
CΛ → C
1,1
k0,k1
,
where C1,1k0,k1 ⊂ P(B) is the set of all colored partitions π : B → N which satisfy
difference conditions:
(11.2.10)
π2i+1 + π2i + π2i−1 ≤ k,
π2i + π2i−1 + π2i−1 ≤ k,
π2i+1 + π2i+1 + π2i ≤ k,
π2i+1 + π2i + π2i−1 ≤ k,
and initial conditions:
(11.2.11) π1 ≤ k0, π1 ≤ k1.
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11.3. Combinatorial identities.
Formulas (11.1.1) and (11.2.1) express the character ch L(Λ) in two different
ways which may have different combinatorial interpretations. In particular, if we
take a specialization (11.2.5) for s0 6= s1, then the specialized character d
s0,s1
k0,k1
(q) is
a generating function for Cs0,s1k0,k1 -partition function, where the partition ideal C
s0,s1
k0,k1
is defined by difference conditions (11.2.6), initial conditions (11.2.7) and congru-
ence conditions (11.2.4). On the other side, for certain choices of s and/or Λ we
get Lepowsky-Wakimoto product formulas (11.1.4)–(11.1.7) for specialized charac-
ters ds0,s1k0,k1(q), and these have a combinatorial interpretation in terms of congruence
conditions. As a consequence we get a series of Rogers-Ramanujan type combina-
torial identities. In the case of principal specialization (11.2.9) (i.e. for s = (1, 1))
the product formula (11.1.3) on one side and the conditions (11.2.10)–(11.2.11) on
the other side give a series of Rogers-Ramanujan type combinatorial identities for
colored partitions.
For example, in the case s = (1, 2) and k0 = k1 = n − 1 we have a product
formula (11.1.14) for d1,2n−1,n−1(q), so (11.2.8) for the partition ideal C
1,2
n−1,n−1 in
P(Z>0) gives that for every m ∈ N the number of partitions f such that |f | = m,
fj > 0 implies j 6≡ 0 mod n,
equals the number of partitions f such that |f | = m,
f3j+2 + f3j+1 + f3j ≤ 2n− 2,
f3j+2 + f3j + f3j−1 ≤ 2n− 2,
f3j+1 + f3j + f3j−2 ≤ 2n− 2,
f3j + f3j−1 + f3j−2 ≤ 2n− 2,
f1 ≤ n− 1, f2 ≤ n− 1.
Of course, this also equals the number of partitions f of m such that each part of
f appears at most n−1 times, and the example given in the introduction is for the
(1, 2)-specialization of the level 2 standard module L(Λ0 + Λ1).
By some sort of coincidence, the combinatorial identities for the (1, 2)-speciali-
zation of the fundamental sl(2,C)∼-modules are identical with the combinatorial
identities for the level 3 modules in the principal picture for the type A
(2)
2 affine
Lie algebra (cf. [C1], [C2], [A3]). Note that in this case (i.e. the level 1 sl(2,C)∼-
modules) Lemma 9.2 is (essentially) all that is needed for the proof of linear inde-
pendence.
Another example that we may take is the case s = (1, 1) and k0 = 1, k1 = 2.
Then we have a product formula (11.1.11) for d1,11,2(q), so (11.2.10)–(11.2.11) for
the partition ideal C1,11,2 in P(B) gives that for every m ∈ N the number of colored
partitions π ∈ P(B) such that |π| = m,
πa > 0 implies a ∈ {i | i odd}
⊔
{i | i ≡ ±1 mod 5},
equals the number of colored partitions π ∈ P(B) such that |π| = m,
π2i+1 + π2i+1 + π2i ≤ 3,
π2i+1 + π2i + π2i−1 ≤ 3,
π2i+1 + π2i + π2i−1 ≤ 3,
π2i + π2i−1 + π2i−1 ≤ 3,
π1 ≤ 1, π1 ≤ 2.
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In a similar way we get that for every m ∈ N the number of colored partitions
π ∈ P(B) such that |π| = m,
πa > 0 implies a ∈ {i | i odd}
⊔
{i | i ≡ ±2 mod 5},
equals the number of colored partitions π ∈ P(B) such that |π| = m,
π2i+1 + π2i+1 + π2i ≤ 3,
π2i+1 + π2i + π2i−1 ≤ 3,
π2i+1 + π2i + π2i−1 ≤ 3,
π2i + π2i−1 + π2i−1 ≤ 3,
π1 ≤ 0, π1 ≤ 3.
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