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Fast Large Eddy Simulation of Flow Over a NACA0025 at Low
Reynolds Number
Tao Xu ∗ Pierre Sullivan † Marius Paraschivoiu ‡
Blade design for small scale vertical axis wind turbines requires accurate predictions of boundary layer
separation and turbulent transition at low Reynolds number. The objective of this work is a fast numerical tool
that captures these features. A tool based on Large Eddy Simulation (LES) using unstructured non-conforming
finite elements is presented in this paper. The scheme exploits piecewise constant Smagorinsky coefficients
allowing a simple approach to the variable viscosity. A multigrid solver is modified so that all LES filtering
operations are conducted on the finest mesh for different levels of multigrid cycles. A consistent splitting
method is employed so that at each time step velocity components and pressure are solved separately without
any artificial boundary conditions. A box filter based on the non-conforming elements is also constructed.
The simulations accurately capture the transition process in the boundary layer of a NACA0025 airfoil at
Reynolds number 105 ∼ 106 and provide further insight into the physics of separation-bubble transition and
complement the experimental and analytical work of Yarusevych et al. (2006).
I. Introduction
Blades of small vertical axis wind turbines (VAWT) operate at low Reynolds numbers and undergo continuous
dynamic stall1. To improve the design of these blades, flow features such as separation and turbulent transition need
to be captured accurately which is still a challenge for most of the Computational Fluid Dynamic Codes. In a first
attempt to simulate these flows, a code is developed and tested on a static airfoil at a low Reynolds number.
When the chord Reynolds number (Rec) decreased below 500,000 the airfoil performance deteriorated by losing
lift and increasing drag2. A free shear layer forms as the laminar boundary layer separates in an adverse pressure
gradient forming a laminar separation bubble (LSB). This separated laminar boundary-layer transition to turbulence
over an airfoil is a complex problem which is not completely understood. In particular, the information obtained so
far is inadequate for clarifying the entire transition process, large-scale structures and the instability mechanisms.
Recently, an extensive experimental study of boundary layer development for a NACA0025 airfoil at low Reynolds
number was experimentally conducted3. Flow velocity data were obtained with hotwire anemometry. Wind tunnel
experiments were carried out for a range of Reynolds numbers from 105 to 106 and three angles of attack (5◦,10◦
and 15◦). Two boundary layer regimes were identified, (a) boundary layer separation without reattachment and (b)
separation bubble formation. Their results showed that transition to turbulence, which occurs due to the amplification
of disturbances in the separated shear layer, plays a key role in boundary layer reattachment. Their results also suggest
that coherent structures form in the separated flow region and the formation of the roll-up vortices in the separated
shear layer is linked to inviscid spatial growth of disturbances and is attributed to the Kelvin-Hemholtz instability. The
final stage of transition is associated with the growth of a sub-harmonic component in the velocity spectrum, which
can be attributed to the merging of the roll-up vortices.
Given that the airfoil boundary layer at low Reynolds number is inherently unsteady and features important large-
scale motions, this flow is not well predicted by Reynolds Average Navier-Stokes (RANS) models. Instead a time
dependent simulation, such as a Direct Numerical Simulation (DNS) or large eddy simulation (LES), is required for
more accurate results.
Large eddy simulation is particularly suitable to investigate the generation and evolution of coherent structures in
turbulent flows. It is ideal for low Reynolds number flows and explicit computation of coherent structures, and has
only limited sensitivity to modeling assumptions so that results are feasible for this practical problem.
Flow past an experimentally studies NACA0025 airfoil is a challenging case for LES because of the different
flow regimes around the airfoil including the laminar boundary layer, laminar separation bubble, transition region,
turbulent boundary layer, separation point and separation region as well as wake region. In LES, it is important to
resolve all important (large-scale) flow structures and model the remaining small-scale turbulence. Ideally, the goal
would be to resolve the following flow regions: the laminar boundary layer with a sufficient amount of nodes (in the
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streamwise and wall-normal direction), the recirculation region ( at the transition region and at the trailing edge) and
the turbulent boundary layer. For blade design, it is also important to solve the flow in a short computational time. The
code developed herein continues previous efforts to make LES applicable to complex flow simulations. The previous
developed flow simulation methodology (FSM)4,5 also aims at obtaining accurate results on fewer grid nodes than
standard LES.
Although LES is promising, the drawback of LES is the large memory required if all the above mentioned regions
are resolved. To control the size of the problem, an “instantaneous wall function”6 is used, allowing the first nodes
near the airfoil surface to be placed in the logarithm layer instead of in the sublayer.
To further reduce computational cost, a pressure and velocity decoupled system is used. The consistent splitting
method7 evaluates the pressure by testing the momentum equation against gradients. The resulting Poisson equation
for the pressure correction term avoids artificial boundary conditions. This scheme is free of splitting errors and the
pressure error is smooth. Nonconforming finite elements with a lower requirement for degrees of freedom are chosen
when compared with other conforming finite element, e.g., the Taylor Hood element. This is a significant savings in
memory and was suggested by ref8 and implemented in FEATFLOW.
Highly nonuniform meshes satisfy the resolution requirements of LES in the boundary layer. A traditional solver
cannot damp the high frequencies generated by nonuniform meshes effectively, and a multigrid method is often needed.
But the filtering operations on all the multigrid scales have to be separated from the traditional multigrid procedure to
prevent errors between the different filtering scales. To get good LES results, a filtering operation is developed in the
present work and discussed in Section 2.
In LES, the assumption of constant viscosity can not be made due to the eddy viscosity model used. This leads to a
full coupling of the velocity components if an implicit treatment is applied for the viscous term. Two approaches have
been traditionally used. One is the full coupled iterative method which can be solved iteratively but is expensive. The
other is to treat the viscous term explicitly at the expense of reductions in the admissible time step size due to stability
restrictions.
A third variable viscosity formulation9 can be used to discretize the variable viscosity term. However, stability
is not ensured because the variable viscosity term is included on the right hand side, in addition, this approach is
computationally expensive.
To simplify the above approach, a new scheme is adopted, where the variable viscosity is assumed piecewise
constant in each element. Since no extra explicit terms appear on the right hand side, stability is ensured, furthermore,
the coupled equations are avoided.
To solve this problem for multigrid method and ensure that all boundary nodes are on the actual domain boundary,
functions8 are used to define the boundaries in advance. The geometry is respected during the refinement procedure
with a parametric function for the boundaries.
This paper describes the LES equations and the finite element formulation used. A description of the extension of
the dynamic sub-grid model to non-conforming element simulations is presented. A new piecewise constant approach
to implement LES is discussed. A consistent splitting method to solve the resulting matrix system is introduced.
Results of simulation are provided to illustrate the accuracy of the approach.
II. Numerical Formulation



























τij = uiuj − u¯iu¯j , (3)
is the sub-grid scale (SGS) stress tensor, which is modeled as
τij − 13δijτkk = −2νsgsS¯ij , (4)




∣∣S¯∣∣ =√2S¯ijS¯ij is the norm of the large scale strain rate tensor, and Cs is the Smagorinsky constant which can
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Where
Mij = ˆ‖S‖S¯ij − (
ˆ¯∆
∆¯
)2‖ ˆ¯S‖ ˆ¯Sij , (7)
Lij = ˆuiu¯j − ˆ¯ui ˆ¯uj . (8)
The hat symbol indicates explicit application of a secondary filter with kernel Gˆ and width ∆ˆ, as a test filter. The
brackets denote averaging over spatially homogeneous directions which was done to avoid large negative values of
Cs. In this work, artificial bounds are used for Cs. The upper limit is 0.27 and the lower limit is -0.01 to address the
backscatter in the transitional flows while retaining numerical stability.
Nonconforming finite elements based on rotated multilinear shape functions8 were introduced as a class of simple
compatible elements for the Stokes problem while the pressure is piecewise constant. More generally, the recent
development of efficient solution methods for non-conforming finite element systems are available because of the
stable discretization for ill-conditioned problems.
This element pair has several important features. It admits simple upwind strategies which may lead to matrices
with certain M-matrix properties. Efficient multigrid solvers are available which work satisfactorily over the whole
range of relevant Reynolds numbers, 1 < Re < 105.
In addition, less memory is required for the element pair8 used in this work. It has a maximum band width of
11 in three dimensions, as compared to the corresponding number for a conforming triquadratic function of at least













h,keuh,kei −DTi ph = 0, i = 1, 2, 3, (9)
Diu¯hi = 0. (10)




is the matrix for the convection term, Ah,ke is stiffness matrix and D





h,keuh,kei is new and is adopted to simplify the discretization of variable viscosity νt. νt
is the total viscosity defined as the sum of the molecular viscosity and eddy viscosity. Since eddy viscosity varies
in space, νt is not a constant. In this work, νt is assumed to be piecewise constant in each element, which greatly
simplifies the scheme proposed by ref9.
However, the νsgs calculated from the Smagorinsky model is related to the velocity gradients of large eddies which
are at different locations of the elements. In this work, a modified Smagorinsky model was implemented by FEM to









The advantage of this new approach is:
1. For nonconforming elements, the nodal values and their derivatives are discontinuous. To calculate the deriva-
tives, it is only possible to calculate the element based derivatives first, then project them onto the nodes. This
mean leads to solving nodal based derivatives across the whole domain. By calculating the element average of
the derivative instead, it becomes computationally inexpensive as well as easily implementable;
2. νsgs is smooth and has no high frequency component;
3. νkesgs is piecewise constant after the above treatment.
A. Temporal Discretization
The strategy for temporal discretization is 2nd- order accurate, implicit backward differentiation BD2 scheme.

















h,keun+1,h,kei −DTi pn+1,h = 0, i = 1, 2, 3
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uh · nlkdγ(1− λlk(uh))(vh(mk)− vh(ml))wh(ml). (14)
where λlk(x) :=
{ 0.5+αx




. and α is a chosen damping parameter.
For the above upwind scheme it can be shown in one dimension8 that the resulting discretization is of second
order accuracy. The corresponding stiffness matrix Sh for velocity components can be an M-matrix8, which results
in very nice linear algebraic properties, concerning convergence results for Jacobi and SOR iterative methods. This is
essential for the existing multigrid solution tools we use. The detailed discussion of Equation (14) is found in ref10.
The stability limit on the ∆t is determined by consistent splitting method discussed below.
B. Consistent splitting method
For computational efficiency, a splitting method is employed which decouples pressure from the system7. This algo-
rithm is similar to Chorin’s approach which calculated the intermediate velocities. The next step of the algorithm takes









where Γ is the boundary and the Poisson operator E is defined as:
E = D1M−1DT1 +D2M
−1DT2 +D3M
−1DT3 . (16)
To simplify the solving of equation (16), a lumped mass matrix is used instead of inverting the mass matrix.





A pressure correction term is used as follows




p0 for k = 0
p1 + 2ψ1 for k = 1
p2 + 43ψ
2 − 12ψ1 for k = 2
pk + 43ψ
k − 13ψk−1 for k ≥ 3,
 (19)
k = 1 is used in our implementation. This pressure update is better calculated by solving the following weak form







h∗ − ν∇ · un+1h , qh
)
. (20)
This algorithm yields a smooth pressure field near the boundary, and the pressure approximation pk+1 is no longer
affected by an artificial Neumann boundary condition.Details of the algorithms and a summary of the numerical
approach are found in ref11.
C. Modified Multigrid Solver for LES
An existing multigrid solver was chosen and modified to solve the algebraic system generated by large eddy simula-
tions.
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Figure 1. interpolation of eddy viscosity from fine mesh to coarse mesh.
As illustrated in Figure (1), the eddy viscosity is first calculated based on the finest mesh. To obtain the eddy
viscosity at the coarser scale, i. e., eddy viscosity for element A, the eddy viscosity of element 1 to 4 of the finest
mesh is used to calculate the corresponding eddy viscosity of element A. The new matrix is then assembled based on
the eddy viscosity interpolated from the finest mesh. Thus, the two-level scheme for LES is modified and presented
below. SMOOTH is a smoothing step of the solution, where several iterations are performed using an iterative solver.
Lines 2 and 3 are the restriction step, while line 7 is the prolongation step. An initial guess for xh is used on line 1 to
start the process and is updated on line 8 at the end of the algorithm.
ALGORITHM MGLES(Ah, Bh, xh)
1. x∗h = SMOOTH(Ah, bh, xh) calculate ν
h
t
2. rh := Ahx∗h − bh
3. rH := THh rH






6. eH := SMOOTH(AH , RH , EiH)
7. x¯h := x∗h + T
h
HeH
8. xh := SMOOTH(AH , rH , x¯h)
END
III. Numerical results
A. Computational mesh and Boundary conditions
A NACA0025 airfoil was studied by ref3. Since the aspect ratio is 2.93, with a chord length c of 0.3m, the flow at
mid-span can be considered two-dimensional based on the experimental observation3. The computational domain is
chosen to match the experiment3 and extends 0.5c upstream of the leading edge and 1c downstream of the trailing
edge. The spanwise width is h = 0.15c in the experiment, we chose h = 1.1c instead to enhance flow stability at the
midspan. The airfoil is placed in a tunnel with a height of 1.2m.
The velocities are set to u¯ = U∞cosα and v¯ = U∞sinα, where U∞ is the free stream velocity, α is the angle
of attack. At the outflow boundary, an homogenous Neumann boundary condition is enforced and no-slip boundary
conditions are used for the boundary of the airfoil and four tunnel walls.
A two dimensional grid was initially generated by OMEGA then extruded to 3D with 10 slices for the coarse mesh.
The multigrid level increases in the code automatically refines the mesh. In addition, the LES grid places 10-15 points
inside the suction side boundary layer close to the trailing edge.
In this work, an approximate numerical method is used to estimate the friction velocity based on the turbulent
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Since
τw = ρu2τ , (22)
uτ can be calculated. After the first time step, the wall function is used to calculate the local friction velocity.
Table 1 shows friction velocity for two different Reynolds numbers.
Reynolds number(Rec) Velocity u friction velocity uτ
105 5.0 m/s 0.252 m/s
1.5× 105 7.5 m/s 0.367 m/s
Table 1: Comparison of friction velocity
For this airfoil, separation takes place at the position of curvature change. At the separation point, the wall shear stress
is zero, therefore, the above estimation of friction velocity can be regarded as the maximum friction velocity for the
airfoil.
In LES, the distance from the wall to the first node (y+) must be less than two to resolve the velocity gradient close
to the wall. For Rec = 105, ∆y = 2 × ν/uτ = 1.2 × 10−4, but for Rec = 5 × 105, the ∆y increases to 2.5 × 10−5.
This requirement implies a computational mesh of roughly 108 nodes. Such spatial resolution makes wall-resolved
LES numerically very expensive. As one of the main objective of this work is to reduce the computational effort while
ensure a fair resolution of the the vortical structure, a wall function in the logarithmic region (y+ ≥ 15) was employed.
The new “Instantaneous Wall Functions”12 assumes that the first node is located in the logarithmic region away
from the wall boundary (y+ ≥ 11.63). The instantaneous logarithmic law of wall was used. The logarithmic law can
















where u¯+ is obtained from Equation ??. νbc was used instead of ν for the viscosity of the first grid away from the wall
boundary. In this way, the instantaneous wall shear stress is used and logarithmic law is used.
Table 2 shows the minimum resolution needed for two different Reynolds numbers. The finest multigrid level
achievable was level 5, in which the corresponding nodes are 4,006,240 and the element number is 3,895,296. Com-
paring Level 4 and Level 5, the Level 4 multigrid level satisfies the resolution requirement listed in Table 2 and gives
similar results to Level 5. Level 4 was used for most test cases, therefore, the number of nodes was only 514,800 and
the number of elements was 486,912.
Reynolds number(Rec) Velocity u near wall resolution
105 5.0 m/s 1.81× 10−3m
1.5× 105 7.5 m/s 1.24× 10−3m
Table 2: Comparison of near wall resolution
Since spatio-temporal resolution of the wake is not required here, attention is focused on the boundary layer of the
airfoil and the wake region is not specifically refined.
In this work, for Rec = 150, 000, in the boundary layer (y/c < 0.08), a fine mesh is used. The maximal
∆x+ = 53 and all ∆y+ is fixed to 15. The ∆z+ is fixed to 300, which is the upper limit suggested by Piomelli et
al.13 This spanwise resolution does not capture the small structure in this direction. As observed3, the flow is almost
2D along the midspan and this was assumed to be true for this work. Outside of the boundary layer around the airfoil,
all the maximal ∆x+, ∆y+ and ∆z+ are fixed to 300. This resolution is used for Multigrid Level 4.
At the start of simulation, zero initial condition is used for very small Reynolds number. While iterating in time,
the Reynolds number increases gradually until the target Reynolds number is reached. The simulation is then allowed
to advance until a statistically steady vortex shedding develops (Fig. 5b). Finally, the simulation is run an additional
six shedding cycles to allow calculation of the flow statistics. The time step throughout the simulation is fixed at 10−5.
The experimental results3 suggest that changing the Reynolds number can significantly affect the boundary layer
development. There exist two distinct flow regimes: (1) boundary layer separation without reattachment for Re=100,000
and (2) flow in the presence of the separation bubble on the upper surface of the airfoil for Rec=150,000 but reattaches
near the trailing edge.
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Figure 2. LES results for instantaneous streamlines of velocity field. a): at Reynolds number 100 × 103 and α = 5◦, b): at Reynolds




















































































Angle of attack = 5 degree
Figure 3. LES results for streamwise fluctuating velocity component signals at Reynolds number 150 × 103 and α = 5◦. a): at x/c=0.37
and 0.53, b): x/c=0.56 and 0.59, c): x/c=0.62 and 0.72
In case (1), experimental results showed that the boundary layer on the upper surface of the airfoil separated at
approximately x/c=0.25. On the other hand for case (2), Rec=150,000, the separated shear layer reattaches upstream
of x/c=0.75 and remains attached at the trailing edge. The streamlines of velocity field given in Fig. 2 shows that the
LES code captures the important features of the boundary layer including separation, recirculation zone and turbulent
boundary layer for flow over the NACA0025 airfoil. Fig. 2a shows the flow field at Reynolds number 100 × 103
and α = 5◦, the upper surface of the airfoil separates at approximately x/c=0.35 and did not attach at the trailing
edge while Fig. 2b shows the flow field at Reynolds number 150 × 103 and α = 5◦, the upper surface of the airfoil
reattached at approximately x/c=0.8. These numerical results agree with experimental observations. The same flow
was numerically investigated14 with two different numerical codes. First, LES-Fluent was used on a mesh of 18
million cells, i.e. 90 million degrees-of-freedom, but was unable to computer boundary layer separation. Second, an
in-house finite volume based code needed 15 million degrees-of freedom to capture these flow features. Recall that
the current code only requires 2 million degrees-of-freedom to obtain these results.
Fig. 3 reports the evolution of streamwise velocity u during the transition process for Rec=150,000 at α = 5◦.
Initially, no significant fluctuations are observed in the laminar flow region at x/c=0.37. At x/c=0.53, a distinct periodic
signal appeared. Beyond x/c=0.62, randomly fluctuating velocity signals were generated instead of periodic velocity
fluctuations, which indicates the flow transition to turbulence. The same phenomena was found experimentally3
and attribute the growth of the disturbance amplitude to Kelvin-Helmholtz instability. This phenomena indicates the
location of transition.
The behavior of roll-up vortices is thought to be important in the laminar-to-turbulent flow transition. Fig. 4 shows
the LES code captures the merger of the two vortices. Vortices marked by A and B are shown in Fig. 4a at time
t=1.100s, but at time t=1.105s, in Fig. 4b, these two vortices merged. It is speculated3 that this process results from
secondary flow instability prior to transition.
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Figure 4. LES results: vortices merger at Reynolds number 150× 103. a): at time=1.100s, b): at time=1.105s
A detailed investigation of boundary layer development on the upper surface of the airfoil is performed for
Rec=100,000 and Rec=150,000 at two angles of attack of 0◦ and 5◦ degrees and compared with experiments3. For
Rec=150,000 at α = 0◦, the separation bubble on the upper surface of the airfoil is located between x/c=0.43 and
0.6 based on the experimental results. The LES predicts the location between x/c=0.43 and 0.7. Fig. 5a shows the
velocity vectors in the boundary layer. The three vortex structure are identified a,b and c. These vortex were observed
experimentally3 and a very clear reattachment occurred after the vortex a.
As the Reynolds number decreases to 100,000, as seen experimentally, significant changes in the boundary layer
development and characteristics occur. The boundary layer on the upper surface separates and fails to reattach, which
leads to the formation of a wide wake and significant deterioration of airfoil performance. The boundary layer separates



















Figure 5. LES results at Reynolds number 100× 103. a): velocity vectors in the boundary layer. b): vortex shedding in the wake
Fig. 6 is the spectrum for Rec = 150000, α = 5◦ and x/c=0.35. Experimentally, the band of the amplified
disturbances in the separated shear layer is centered at a high value of f0=455 Hz with a second peak reported at
approximate 900Hz. In addition, harmonics are generated, which indicate the onset of transition. A similar transition
mechanism can be found in Fig. 6. The band of the amplified disturbances is predicted to be centered at a high value
of roughly f0=420 Hz and a second peak at approximate 800 Hz. The two main peaks were observed experimentally,
which indicates that the LES code captures well the feature of the amplified disturbances.
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Figure 6. LES results at Reynolds number 150× 103 and α = 5◦. Spectra of streamwise fluctuating velocity
IV. Conclusion
A three dimensional, finite element, time dependent large-eddy simulation code has been developed to study
incompressible turbulent flow over vertical axis wind turbine blades. The LES code developed is computationally
very efficient by using fewer grid nodes which being able to capture boundary layer bubbles. It is validated for flow
over a NACA0025 airfoil. Coherent structures and the laminar bubble separation at different locations downstream of
the edge are identified in both the experimental and numerical work. This code is presently being extended to simulate
dynamic stall.
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