The goal of this paper is to formalize the notion of The Compositional Integral in The Complex Plane. We prove a convergence theorem guaranteeing its existence. We prove an analogue of Cauchy's Integral Theorem-and suggest an approach at recovering Cauchy's Integral Formula. With this we derive a modified form of Cauchy's Residue Theorem. Then, we develop a compositional analogue of Taylor Series. In finality, we describe a compositional Fourier Transform; and illustrate some basic properties of it.
A Brief Overview 1.Preface
This section is intended to remind the reader of what the notation we use throughout denotes. This notation is largely novel, and to a seasoned mathematician may seem a tad odd. A large portion of this work speaks of First Order Differential Equations; but in almost its entirety, we make no reference to existing work. This is quite frankly because the work requires we speak differently than how convention dictates we speak.
Of these notations, and these notions; they begin by being rather intuitive and simple. They appear almost as inconsequential results of the grander theory of differential equations as they exist currently. But in using these results to rebuild the theory we can speak differently; and introduce new and exciting ideas.
The majority of this work will be rather simple. This is derided by the fact, that largely this work is notational. And even, more largely, an exact analogue of what is usually found in the field of analysis.
The exception of this work, and in the rephrasal of everything; is that calculus is not treated as a sum and product game. Where in the usual basis of calculus, next to everything is sums and products and limits of these things. In our case, the central object of concern is the composition operator. As opposed to infinite sums, and infinite products, we have infinite compositions. As opposed to integrals and derivatives, we have The Compositional Integral and First Order Differential Equations.
The point of this first chapter is to mostly recant work done in [3, 4] . For a more detailed exposition on the work done here, the reader is asked to refer to there.
The Ω-notation
Throughout this paper the symbols Ω and ℧ shall be reserved for use as complimentary operators. If φ j is a sequence of functions then,
And, m ℧ j=n φ j (z) • z = φ m (φ m−1 (...φ n (z))))
We can refer to operations across Ω as inner compositions; and complimentary, operations across ℧ as outer compositions. This language is somewhat novel, and arises from adding terms on the inside or on the outside.
Here the • z represents which variable we perform our compositions across.
In such a sense, • binds z to Ω (or ℧). This becomes necessary when our functions φ j depend on some other paramater s. Which is to mean, This follows similarly for the operator ℧. The indication of these notations is rather straightforward; they behave little differently than the notation or . Except, it is necessary we bind them to a variable.
These two operators are complimentary and they serve to describe orientation. Which is whether we have left handed orientation or right handed orientation. These two orientations are a tad bit perverse compared to what we usually think about when we posit orientation; they are related by the functional inverse. If we take f −1 to represent the functional inverse, this means,
This relationship is of dire importance. It is necessitated that orientation enters the conversation every so often; but it will be slightly different from what we're used to. In that sense, ℧ is the inverse orientation of Ω. It's pretty easy to remember, they are flipped versions of the same symbol.
The author chose Ω, or inner compositions, to be the canonical orientation; but in truth there is no correct orientation. Ironically, Ω serves to be the more difficult case, and also serves to be the more useful case in all the instances the author has encountered these compositions. On occasion, we may see an instance where ℧ appears more naturally-but on the whole we will reserve the use of this symbol to when necessary. With that, we can think of Ω as forwards, and ℧ as backwards. This is also easy to remember because the indexes go forwards in Ω, and go backwards in ℧. And ℧ is upside down;
indicating backwards.
The bullet • also serves an additional purpose. If the author is to write f • g • z, it is intended to mean f (g(z)). This notational stitch becomes very convenient when f and g depend on other variables and it is difficult to denote composition. It also, in this sense, can be thought similarly to a differential form;
where Ω j f j • g j • z has clear meaning as Ω j f j (g j (z)) • z. Of the same character, Ω j f j • g • z will be given the meaning Ω j f j • z • g • z. We will only use this convenience when necessary, but it certainly has its advantages.
As is the case with traditional analysis-the central point of study is when we let m → ∞. Expressions of these forms shall loosely be referred to as Infinite Compositions. With respect to this, the most important aspect of this notation can be summarized by the following theorem. This theorem was partially presented in [4] . There we spoke more fluidly about the types of situations where one can get theorems like the below. Here we will only state what is required for this exposition.
j=0 is a sequence of holomorphic functions such that φ j : S × C → C. If for all compact disks B ⊂ S and K ⊂ C the following sum converges,
Converge uniformly on B and K.
This theorem tells us we have good control over the infinite compositions if they are compactly normally summable. The reader may also benefit from the intuition that for every compact set K there is a larger compact set L such that,
This comparison underlies the entire theory of this paper. In controlling the sum on the right hand side we can control the expression on the left. It has just enough malleability to make the transitition back and forth reasonable.
The important thing to remember from the phrasing of this theorem; is if the sequence of functions are normally summable, they are normally composable. Furthering this, limits behave just as well by comparing them to limits of sums. The interchange of sums to compositions and back will be done frequently in this paper. It is important to be reminded that this is done entirely rigorously; largely in due part to our work done in [4] .
The differential bullet product ds • z
The second thing to introduce is the differential bullet product. This notion was more clearly developed in [3] . Here we will simply carve out some key properties of it.
The differential bullet product ds•z is intended to be paired with an integral . Nonetheless, treating it as a type of differential form can help build intuition, and further enlighten a more general character. The bullet • becomes integrally connected to the above Ω-notation.
To begin, if we call y the solution to the equation,
s, y(s)) ds
Then this can be written more compactly,
The reason for the bullet aligns with our Ω-notation from above. Using Euler's method, if {s j } n j=0 is a partition of [a, b] in descending order, and supposing s j+1 ≤ s * j ≤ s j and ∆s j = s j − s j+1 then,
The ∆s j term can be thought of as an infinitesimal increment which looks like ds in the limit.
Mostly out of preference the author chooses to use the operator Ω and forces our partition to be descending. If we chose an ascending partition a j = s n−j ; then the expression could also be written,
The author purposefully avoids the operator ℧ as much as possible. This is done mostly to maintain clarity and the greater importance of Ω. Though, in practise, both expressions are equivalent.
This differential form also satisfies the usual laws of Leibniz substitution. Where if s = γ(u) and ds = γ ′ (u)du, then ds
This again gives us a glimmer of the concept of orientation. If we take the integral from b to a instead,
Where now everything is backwards compositionally. This is especially true because z −φ(s * j , z)∆s j ≈ z +φ(s * j , z)∆s j −1 , which is the functional inversion.
This statement is correct (though it needs to be stated with some caveats) and aligns perfectly with the crude statement b a = a b −1 . In such a sense, our sense of orientation is compatible with integration. We refer to the coupled pair ...ds • z as The Compositional Integral. Its similarity to the usual integral extends in many manners. Its main exception is that it behaves under composition as the integral behaves under addition. The most striking resemblence being,
Which keeps in tone with the bullet notation above. To further our notational conveniences; we will sometimes write expressions of the form,
These are taken to mean,
This is to entice the reader as to thinking that Ω is its own type of operator acting on the differential form φ j (s, z) ds • z. There are a few variations of this theme which will be used throughout this paper. But the author will attempt to maintain as much clarity as possible.
Fiddling with these objects will be the central focus of this work. For a more detailed introduction to the differential bullet product we refer to [3] . There it is put with greater contrast to the usual integral and the development of First Order Differential Equations. It is also motivated much more aggressively.
Introduction
This paper is intended to set in stone the behaviour of the compositional integral in the complex plane. We will spend a large portion of time developing the intuition necessary to understand the behaviour of Compositional Contours. We will then prove multiple results about these strange contour-like integrals.
At the present moment, we lay at a similar point Augustin-Louis Cauchy must have laid at. If f (x, t) : I × R → R is a nice real-valued function, for an interval I, we have a real-valued Compositional Integral; namely the function,
This integral is defined for a, b ∈ I and t ∈ R. Where Y ba (t) is a nice function taking R → R. We also have The Riemann Composition of this integral, which is given as follows. Let P = {x j } n j=0 be a partition of [a, b] in descending order, and x j+1 ≤ x * j ≤ x j . Denoting ∆x j = x j − x j+1 , then:
Although we have not necessarily proven this fact yet, we will provide a proof which suffices for our present purposes. In that, we will prove a more general result-and the above statement is never used. Nonetheless, the proof we provide can easily be adapted to the case f is Lipschitz in t; and this result is necessary. Just as well this result is essentially common knowledge; though it is more familiarly known as Euler's Method when letting the step-size approach zero. We simply choose to write it in the language of partitions.
This definition works elaborately well on the real-line. But as Cauchy looked at the real-valued integral and wanted a complex-valued integral-we look at this. We want to add the language of arcs and contours in the complex plane to these expressions.
So to begin, we change our domain of interest. Let φ(s, z) : S × G → G where S and G are domains in C. Let's assume throughout that φ is holomorphic in both variables. If γ : [a, b] → S is a differentiable arc in S, then the integral along this arc is written,
Where here Y γ (z) is a holomorphic function which doesn't necessarily take G → G, but takes some subset U of G to G. These integrals are independent of our choice of parametrization, due to the substitution law of the compositional integral. (This will also be proved in the coming section.)
This can be written a bit more conveniently as the expression,
And from this, an identification in the likes of The Riemann-Stieltjes Integral can be made. We take this as the definition of our contour integral.
). An important consideration to make is that throughout this paper we will assume that γ is continuously differentiable. We will not allow for piecewise arcs. This is done simply to save space; shorten proofs and discussion. However, throughout γ could be piecewise-it would simply require adding a few lines to each of the proofs.
There exists an algebra of arcs at our hands; but it is wildly different than the algebra which existed for Cauchy. Namely, it is non-abelian. If we have two arcs, γ 1 and γ 2 , then our operation will be concatenation in some sense, and composition in another sense. We denote this γ 1 • γ 2 which is in general non-commutative.
This operation can be surmised by the relation,
This can be written more self-contained in the expression,
Where in particular γ −1 is the arc which traverses backwards, similarly to Cauchy. Except the notational convenience γ −1 = −γ is incorrect as these operations are non-abelian. Instead we are given the relation,
We can therefore think of the mapping γ −1 : [a, b] → S as the arc γ(b + a − x). We cannot make a rigorous statement of this fact without considering the domain in which z is defined. As to this, the equivalence should be interpreted implicitly in neighborhoods of z; or as a good heuristic of what it should look like. This is in no way the general truth without additional information. Nonetheless, we can think of inverting a contour integral compositionally, as reversing the orientation of the contour. This can be done rigorously locally in z; because, as we shall see d dz Y γ (z) = 0. So a local holomorphic functional inverse in z always exists provided we are in the co-domain of Y γ (z).
These integrals, as expected, return to the usual Cauchy kind when φ(s, z) is constant in z with an added term z. That is to mean,
Of which, the algebra reduces to the usual commutative algebra Cauchy envisioned. From this one can see our construction as a strict generalization of Cauchy's construction.
To express what we are going to do in this paper is fairly difficult. These objects are very foreign, and the symbology is novel. Of this, the reader is expected to read with care, as the author shan't pull punches.
The first thing to do is set in stone the convergence of these objects. Although we have just written a bunch of equations down, and they seem to be fairly intuitive, we do not know if we can put a stamp of ǫ − δ approval next to them. Do these things even converge?
The second thing to do, is to prove the equivalent of Cauchy's Integral Theorem. Namely, that if γ is a closed contour in S (and additionally, S is simply-connected) then,
From this we broach the concept of extending Cauchy's idea of a residue; which arises when φ has poles in the domain S. And from this we generalize the concept of Taylor Series. As an ellipsis, in the end we introduce The Compositional Fourier Transform. So, without further ado...
Convergence
In this section the following schema is used: The sets S and G are domains in C. The function φ(s, z) : S × G → G is a holomorphic function in both variables. We consider a continuously differentiable arc γ : [a, b] → S.
The aim of this section is to show The Riemann Composition converges; at least in a sufficient instance. That is to mean; let {x j } n j=0 be a partition of [a, b] in descending order, and
Converges uniformly as ∆x j → 0 on some compact subset of G. This limit is independent of how we partition [a, b]; and gives a unique value for γ φ(s, z) ds• z. In other words, we want to show that Y γ (z) is a holomorphic function taking U → G for some U ⊂ G, and it is uniquely defined.
Due to the group structure of our algebra of contours, to prove convergence we can deconstruct γ as a collection of contours
where the length of γ j is less than ρ for some small ρ. This is to mean, we only need to show convergence for small arcs, and by our algebra of contours the result is derived for most arcs; at least up to some restriction to a smaller set. This will suffice for our purposes. So, without sufficient loss of generality, we will assume len(γ) ≤ ρ for some ρ to be disclosed for each compact set we show convergence on.
The second thing we can do is restrict |z − z 0 | ≤ δ, so just as well we are only worried about small neighborhoods in z. The method requires we prove local uniform convergence. Again, this can be assumed without sufficient loss of generality.
The essential intuition is not difficult to suss out. When we worry about both variables only in a local sense; the partial compositions,
And as we let the limit ∆x j → 0; since the right hand side converges, we can use this to show the left hand side does as well.
To begin we fix a compact disk {z ∈ C : |z − z 0 | ≤ P } = K ⊂ G such that |z − z 0 | ≤ δ < P lives within K for some δ > 0. We are interested in the quantity,
The value len(γ) = ρ can be chosen as small as we like so that κ is as small as we like. Make a choice of ρ such that |z − z 0 | ≤ δ + κ < P lives inside of K. Define Y n (z) to be the partial compositions of our integral,
Then the first aim is to show that for all n,
This will give us the convenient knowledge that Y n is a normal family in the neighborhood |z−z 0 | ≤ δ. Ipso facto, this inequality is satisfied for all partitions. This can be phrased: the set of all partial compositions of the contour integral γ φ(s, z) ds • z form a normal family. This will be our first lemma. Lemma 3.1. The family of functions F of partial compositions of the contour integral γ φ ds • z, for each element Y satisfy,
Proof. We will prove this result by induction. But in doing so we must be very clear about what we will prove by induction. For all differentiable arcs γ * : [a * , b * ] → S such that len(γ * ) = ρ * ≤ ρ and γ * ⊆ γ, and for all |z − z 0 | ≤ δ, and for all partitions
In order to prove this result we go by induction on n, the length of the partition. When n = 1 we are proving,
Since the shortest distance between two points is a straight line, we must have |γ * (b * ) − γ * (a * )| ≤ ρ * . The supremum norm handles the rest. This takes care of the case n = 1. Assume the case for n and work on the case n + 1.
The expression below describes the entire proof,
Using the induction hypothesis,
Where ρ * − is the arc length from γ * (x * 1 ) to γ * (a * ), and which since there are n terms in the partition, the inequality is satisfied. Call ρ * + the length of the arc from γ * (b * ) to γ * (x * 1 ), then ρ * − + ρ * + = ρ * .
Lastly, the term Ω n j=1 z + φ(γ * (x * j ), z)∆γ * j • z lives in the compact set K because the set |z − z 0 | ≤ δ + κ resides within K by construction. Therefore by the same argument as before, since,
By the triangle inequality the result is proven and for all n ∈ N,
Which gives the result,
With this result we are halfway there. In fact, by normality, we must have sequences in F which converge uniformly on |z − z 0 | ≤ δ. This nearly gives the result. It tells us for some partitions of [a, b] this expression converges uniformly, and Y γ (z) is a holomorphic function when |z − z 0 | ≤ δ; though not necessarily unique. Different limits of partitions may approach different functions.
This provides local uniform convergence for specific choices of partitions. And further, since κ can be made arbitrarily small by choosing arbitrarily small arcs, we must have Y γ : K → G for every compact set K, where the length of γ depends on K. By the product decomposition γ = γ 1 • γ 2 • ... • γ n , we would like to have Y γ : G → G for arbitrary arcs. This proves fairly impossible.
To give a more intuitive picture of what's going on; let y(x) : [a, b] → C be the unique solution to the equation,
Then the function Y γ (z) in theory should be given by taking y(b) = Y γ (z). It is in no way obvious that this function lives in G. But, if the arcs γ are small enough, then since G is open, it is always possible for Y γ to reside in G. Sadly though, as we begin to decompose γ = γ 1 • γ 2 • ... • γ n , where γ is of arbitrary length and γ j is arbitrarily small, we may run into problems because we may begin to leave G.
This can be better exemplified by the following simple case. Suppose we take G and S to be the unit disk D. Let's also take the arc γ : [0, 1/2] → D to be the line [0, 1/2]. Let's let φ(s, z) = z. Then surely φ : D → D. But, by an old limit formula of Bernoulli and Euler,
It is no hard fact to deduce that Y γ does not take D → D. So it is hopeless in general to get Y γ to take G → G; unless we were to impose some extraneous condition. If we wanted to exploit the algebra of contours to their full potential we would need Y γ : G → G. And so, for our purposes, in order to do this we will eventually set G = C. But for the moment we prove convergence of the infinitely nested compositions for small arcs on arbitrary domains.
Again, to get a good look at what our infinitely nested compositions look like we would like to compare it to a sum. The following argument can be traced back to the work of John Gill; or at least the author learned it by way by him. Although he has used the argument multiple times, the author solely references its appearance in [2] . The author has modified the conditions, and hence some of the subtleties; but the argument remains essentially his. If we denote,
With the identification that z nn = z, and z 0n = Y n (z). Then, by expanding the nested composition,
From this identity, and the fact z kn is normal in n for all k while |z − z 0 | ≤ δ, we essentially have the result. All that is required is to modify the proof that the usual line integral converges for holomorphic functions. This is a bit subtle, but not too difficult.
If we think of τ kn (z) = φ(γ(x * k ), z (k+1)n ) as a sample point, and rewrite this expression as,
The result appears a lot more obvious. One can filter out all the partitions in which |z (k+1)n − z kn | < M n for all k for large enough n for some M > 0. From this, |τ (k+1)n (z) − τ kn (z)| < M ′ n for all |z − z 0 | ≤ δ and some M ′ > 0. We can now think of this as an integral of a function of bounded variation. Or, as an implicit definition of a curve and an integral over a curve in C. The author suggests following John B. Conway and the proof of the existence of the complex integral as presented in [1] .
Convergence must be uniform for |z − z 0 | ≤ δ thanks to normality. The result is shown by noticing γ ′ is integrable over [a, b] . With that, we have shown the main result of this section. 
Converges uniformly for z ∈ K, to a function Y γ : K → G.
The author would again like to thank John Gill for this part of the argument. John worked under slightly different considerations, and phrased the argument differently, but ultimately proved the same thing. He worked with arbitrary functions in C → C, not necessarily holomorphic. He also worked with a less general construction of partitions, and arcs-and the differential relationship was phrased differently. Nonetheless he proved his result in essentially the same manner. The only piece of real novelty in our proof was the normality condition, which allowed for local uniform convergence-as is required to preserve holomorphy.
If we allow G = C, then the result can be expanded into the following corollary. This corollary follows by noticing γ = γ 1 • γ 2 • ... • γ n ; as detailed earlier; and because our domain is unbounded in any direction. 
Converges uniformly on compact subsets of C, to a holomorphic function Y γ : C → C.
An extension of Cauchy's Integral Theorem
In this section it will always be assumed that S is a simply connected domain in C and φ(s, z) : S × C → C is a holomorphic function in both variables. We require simple connectivity as this section shall revolve around closed contours. These closed contours γ will always assumed to be continuously differentiable. There are two things of importance in this section. And they can be phrased in two different manners.
The first manner of phrasing it is more at home to First Order Differential Equations in C. The second manner of phrasing it is more at home in Complex Analysis. We will need to understand the intuition of both if we are to be successful at proving the main result of this section.
Define the function,
Then in theory, this function satisfies the differential equation y(a) = z and,
Which aligns with the case for the real-valued compositional integral. This written more explicitly becomes,
Now if we were to alter this to a contour notation, where γ ω : [a, x] → S, ω = γ(x) and ω 0 = γ(a); this becomes the expression,
Then the idea of this section is to prove the function g(ω) does not depend on the path γ ω , but only on the end points ω and ω 0 . That is to mean, it doesn't matter how we define this path; or what route we take. So long as it ends at ω ∈ S and begins at ω 0 ∈ S, the resultant is the same. This is to mean,
If τ and γ have the same endpoints and share the same orientation.
The second manner of phrasing this result is that we have something like Cauchy's Integral Theorem. This is to mean, if γ is a closed contour in S, then, γ φ(s, z) ds • z = z So, as we have an algebra of contours across addition as Cauchy defined it, where a closed contour was essentially the identity (the value 0); we have something similar here. Our algebra of contours is across composition, and is non-abelian; but a closed contour is still the identity. Namely, it is the function z → z. Or at least, once we evaluate the contour integral on some holomorphic function.
To derive the first result from the second, note that γ can always be decomposed as two contours γ 1 • γ 2 , and since,
We must have,
Where γ 2 shares the same endpoints as γ 1 , but has opposite orientation; hence the functional inverse. Much care must be taken in making this statement though, as these are not necessarily biholomorphic functions of C. An inverse does not necessarily exist. In this sense, we are meant to interpret these equations implicitly in neighborhoods of z. This equation is to be taken loosely.
To accent, this result is not very hard. To make it seem obvious and intuitive is fairly simple. When we combine these two intuitions the result is in front of us. If γ is a closed contour then,
And since g ′ (ω) = φ(ω, g(ω)), by Cauchy's Integral Theorem it must follow Y γ (z) = z. The key to all of this then relies in showing,
With this all our intuition makes sense and becomes clear. We make this statement precise. We will only provide a proof sketch of this result. The author found a more in-depth analysis in many senses a waste of space; as the result is perfectly intuitive, and filling in the gaps is more a manner of book-keeping a bunch of ǫ's and δ's than real insight.
Proof. Taking our previous notation, letting,
And recalling,
Then two things should be clear, lim n→∞ z 1n = lim n→∞ g n (ω). Second of all, these two functions are related by the identity, g n (ω) = z 1n + φ(γ(x * 0 ), z 1n )(γ(x) − γ(x 1 )) There are three things which can be observed here. Firstly γ(x * 0 ) → ω as n → ∞. Secondly, γ(x) = ω and γ(x 1 ) can be taken to be ω ′ ; of which ω − ω ′ tend to zero as O(1/n). Just as well we have the notational convenience g n−1 (ω ′ ) = z 1n . Therefore, if we rearrange this expression,
And then rewrite it through asymptotic equivalence,
We arrive at our derived result, though not without some extra work.
lim
This provides the result.
With this we state the final result of the section. In this section we will have a brief discussion of what happens when the integrand of our contour integral has poles. In such a sense, we ask if there is something like a residue theorem. In order to do this, we will work on some simple cases; but the main integrand we are interested in has the form φ(s, z) s − ζ .
The author aims to carve out an approach to evaluating closed contours about this integrand. And in the process develop a convenient manner of evaluating Contour Compositions in general. Without confusion we will identify ∆γ j with γ ′ (x * j )∆x j . Both forms of the limit are equivalent due to the differential relationship our integral satisfies; and the condition that γ is continuously differentiable.
To begin, we take the case φ(s, z) = z and let γ be the unit circle about zero. The expression we are interested in is, for |ζ| < 1,
To begin we analyse the partially nested compositions. Let {x j } n j=0 be a partition of [0, 2π] in descending order and let x j+1 ≤ x * j ≤ x j . The partial compositions take the form,
In this particular instance we can show the product on the right converges to 1. Taking logarithms and using the asymptotic log(1 + ω) ∼ ω for small ω → 0, we are given the equivalent form,
Therefore, exponentiating this gives us a startling result,
If we take a more intricate function then our residual term is a little stranger. Let φ(s, z) = p(s)z for some holomorphic function p. Again, for simplicity, we will take our contour to be the unit disk. The expression we are interested in is,
Again, looking at the partial compositions, we get the expression,
In the limit, after making the same log(1 + ω) ∼ ω asymptotic equivalence; this becomes the expression,
We can generalize this result too, to the idea that,
This should hint to the idea that there is something like a residual function. In general, it will not always have such a nice form. This is an exceptionally nice form especially because; where r is also a holomorphic function,
This convenience really only arises when φ(s, z) = p(s)z is a dilation in z.
However, this motivates the idea of expanding the contour integral of φ(s, z) (s − ζ) k+1 as a composition of simpler functions, and reducing it to an infinite composition of functions. A form of this relationship will become important in the next section.
The next step then is to look at the case where φ(s, z) is linear in z. By which we let φ(s, z) = p(s)z + q(s). This proves to be a difficult case because we no longer have a product identity as above. We do get an identity, but it looks a bit more cumbersome. The quantity we are interested in is,
Then the partial compositions have the form
The first term is something we already know the value of. The more difficult question is what the second term expands as. The author will not find a symbolic expression for this thing. Instead we will remark what we can say generally about the residue.
We again let φ : S × C → C be an arbitrary holomorphic function. Let φ ′ (s, z) = ∂ ∂z φ(s, z). In a neighborhood of z 0 ,
Then when we take the contour integral, and we expand it about z 0 ; the coefficient of (z − z 0 ) in this contour integral consists solely of the contribution of the first coefficients. That is, the contour integral across the first coefficients forms the first coefficient. This is done similarly to the linear case. The higher order powers of (z − z 0 ) do not contribute to the first term. The constant term of each individual function that is being composed tend to z 0 ; and so we can think of this as composition about fixed points; at least as far as the multiplier is concerned. By this it is meant, if
Except this operation is going to be done modulo O(∆x j ). Therefore, when we look at the partial compositions,
Where here E n is the constant term which can be ignored; it looks something like the mess of symbols above. The function E n depends on (z − z 0 ) but as n → ∞ its dependence disappears. This is justified as its (z − z 0 ) term consists of higher powers of ∆x j which vanish in the limit. Encore, the limit is equivalent modulo O(∆x j ). And therefore, in taking the limit we get the expression,
Where, again, Y γ (z 0 ) looks something like the mess of symbols above; the constant term to be ignored. This gives us the intuitive picture,
This describes the closest result the author was able to attain for the residue. More generally, this becomes the expression,
This provides us with the first difficult Theorem of this paper. It requires an acute understanding of the notation; as is to be digested slowly. 
And more generally,
This becomes the more general residue theorem. Its proof is left to the reader. Notably this shows that our contour integrals always have non-zero derivative. So now, when we speak of inverting contours we can speak fairly absolutely. A local inverse of Y γ exists everywhere save perhaps a single point. It is much easier now to make the claim that Y γ −1 = Y −1 γ . Of this we can now speak frankly of orientation, and our interjections above can be made definite.
The author chooses to write this in a single theorem. This theorem is quite frankly the best way we can talk about orientation. And furthermore, it serves to demonstrate the idea clearly. 
The Taylor Expansion
We devote this section towards stating some identities related to Taylor Expansions of a contour integral. This requires a far more careful treatment than which we will provide. Nonetheless we can produce a fairly substantial result. The reader is expected to read with especial care, as the author especially shan't pull punches in this section. Throughout this section the following schema is used. The function φ : S × C → C is holomorphic. Here, S is a simply connected domain. The value ζ ∈ S and ω is in an open disk U ⊂ S about ζ. The closed contour γ : [a, b] → S encompasses the neighborhood U. Again, a closed contour is assumed to be continuously differentiable. With these notions clear we can begin.
The first sign of a Taylor Expansion can be seen as a consequence of the residue formula,
Which follows from the residue theorem, and the multiplicative nature of the exponential. But we would like to expect a result concerning the composition of these elements; not a product of derivatives. Or to somehow decompose these functions as an infinite composition of other functions. This identity may be a little misleading, but it hints at the general method; it is also invaluable to proving our result.
This relationship can be explained by The Contour Derivative Formula 5.3, here φ and ψ are holomorphic,
Which holds for higher powers of 1/(s − ζ), and holds when there is no 1/(s − ζ) term; as these things simply reduce to the identity function; and we are saying 1 · 1 = 1. Again though, this does not provide us with an infinite composition of functions. It does however, give us a useful tool at approximating infinite compositions.
As a second point we consider the function φ(s, z) = φ(s) when it is constant in z. There is something very familiar about this case, but we can write it strangely as,
So, for the constant case, our compositional form will actually be the usual concept of a Taylor Series. We also have this result if φ(s, z) = zp(s); which follows from the formula for the residue. Which is to mean,
The idea then, or the aesthetic thought, is that for arbitrary holomorphic φ(s, z) we get the identity,
In order to do this we start with the following argument. There exists some remainder function R N (z; ω, ζ) such that,
We can construct the holomorphic function R N locally in z by the implicit function theorem; and the fact our derivatives in z are never 0; and because our functions are entire, so we only have one point to worry about. Additionally, we only have to worry about a single neighborhood in z, as analytic continuation will handle the rest.
For the case when φ(s, z) is constant in z, this would be the usual Taylor remainder. The idea of our proof then is fairly simple. We would have to show that R N → z as N → ∞. And secondly show that the infinite composition converges.
We prove the latter result first; it follows from our work on Infinite Compositions in [4] . 
And,
Converge uniformly on compact subsets for ω ∈ U and z ∈ C.
Proof. From The Compactly Normal Convergence Theorem 1.1, it suffices to show, for compact disks B ⊂ U and K ⊂ C,
The sequence a k defined as
is a summable sequence by our residue theorem and the fact,
Which converges because the sequence of exponents are summable. Therefore, integrating term by term, it suffices to show the constant term at a single point is summable. By expanding the partial compositions of our integral about 0, and remembering there exists a normal sequence z jn ,
Which is certainly summable across k. Therefore our summability criterion is met and the result is shown.
The goal at hand then is showing our implicit remainder function R N tends to z as N → ∞. This result is really tricky; especially when thinking of the right way to approach the function. First, by construction,
This starts an inductive process. Where, secondly,
In sufficiently small enough neighborhoods of z, since the first derivatives of all of these functions are non-vanishing, we can cancel out the first N − 1 terms. This gives us the more modest expression,
Which then we are given, because these functions are locally invertible; choose as small a neighborhood as needed.
Now both sides of this equation are infinitely composable across N . So, by a telescoping argument, for sufficiently large enough N to be safe. We get R k → R as k → ∞ satisfying,
This affords us the quicker language that R is holomorphic in neighborhoods of z, and further satisfies the relationship,
The goal is to show that R = z is the identity. From our residue theorem, R would already satisfy the differential equation,
Where we recall that,
The argument to make, is that a solution to this differential equation is R(z; ω, ζ) = z; when subject to the constraint ω = ζ implies R = z. In the following logical series the symbol ≈ is used to indicate equivalence once lim n→∞ and lim ∆γj →0 is taken. To prove this result we start with the established fact,
Here E k n is as it was in the previous section, the constant term to be ignored. Again, it depends on (z − z 0 ), however in the limit its dependence disappears.
By the same argument as our previous section, when we compose these functions across k, the Taylor Coefficient of (z − z 0 ) comprises only of the Taylor Coefficient of each of the terms at (z − z 0 ). The remaining error terms will disappear when we let the limit ∆γ j → 0. We will interchange the limit through the infinite composition, which is perfectly valid, largely due to work done in [4] .
Therefore, if we write,
Here G n plays a similar role to E n . It depends on (z−z 0 ) but with coefficients of higher powers of ∆γ j which vanish in the limit. So, in letting n → ∞,
This allows us to state,
And therefore R = z. This provides us with a proof of Taylor's Theorem if φ ′ = 0. When φ ′ = 0, the result reduces to the usual Taylor Theorem, which is assuredly proven. So, we've proven what is essentially Taylor's Theorem.
But we're not done yet. We can also arrive at an alternative Taylor Series across ℧. Inverting the orientation takes on another meaning. This time it appears much less trivial. The Taylor Series result can be rephrased as,
This follows by performing a term-wise functional inversion. When doing this we invert Ω to ℧, and invert the orientation of γ; this should be done carefully, but since the Taylor Series is entire in z, it needs to only be done in a single neighborhood. To express this in equations,
But just as well these expressions equal,
Again, the details are left to the reader, and more sober minds. But since γ already had an arbitrary orientation; and this expression only needs to be true for some neighborhood in z, the main result is assuredly true. Especially combined with the intuition built towards The Orientation Theorem 5.4.
With that we phrase Taylor's Theorem; it is phrased as Cauchy phrased Taylor's Theorem though. Again, a strict familiarity with the notation is needed. 
And with that we have a Taylor Series. C'est la folie.
The Compositional Fourier Transform
In this section the following schema is used. The function φ(s, z) : S τ × C → C is a holomorphic function. Here τ > 0 and S τ = {s ∈ C : |ℑ(s)| < τ }. We further prescribe that φ has moderate decay. Which means, for all compact disks K ⊂ C there exists some A, such that
The purpose of this section is to explore a foray into The Compositional Fourier Transform. We shall follow very similarly to Stein & Shakarchi [5] and their development of The Fourier Transform in the realm of complex analysis. This subject deserves a more careful treatment than that which we will give.
To describe The Compositional Fourier Transform is a bit tricky. It should defect to the usual Fourier Transform when ∂φ ∂z = 1; and it should share the same beneficial properties The Fourier Transform has. The most notable properties being, it has good decay and is invertible in a convenient manner.
We begin by writing,
And we justify convergence of this object for all ξ ∈ S τ . Taking the partial compositions,
Now the expression φ(s * k , z T (k+1)n )−z T (k+1)n is compactly normally summable, and the integral converges compactly normally. It should be obvious that the interchange of limits is perfectly valid, and furthermore that taking T → ∞ first produces an infinite sum of finite stepsizes (which converge because it is a compactly normally summable series),
It follows the integral is convergent by following the proof of Theorem 3.2 and the proof of convergence of the proper Contour Integral. This sequence is normal in n and the expression limits towards an integral over an unbounded curve in C.
As an important notice; it is not necessarily true that Φ is holomorphic in ξ. It is however, assuredly holomorphic in z. This poses some problems in the following discussion. Although we have not proved many things about compositional integrals across non-holomorphic functions-the author asks the reader to bear with him, as the facts we use are assuredly proven in the same manner as they are proven in the holomorphic case.
The second thing we can notice, if L 1 = (−∞ + ia, ∞ + ia) is a line parallel to R, with 0 < a < τ ; then by The Compositional Integral Theorem 4.2:
Again, analyzing the partial sums, it implies for ℜ(ξ) ≤ 0,
Performing a similar procedure with the line L 2 = (−∞ − ia, ∞ − ia), it implies for ℜ(ξ) ≥ 0,
In the above argument we've implicitly used a theorem which is left to the reader. This theorem could've been placed exactly after we proved convergence of The Compositional Integral in Section 3. It was referenced loosely in Section 1.2 as well. The only reason we didn't mention it, is because we've never needed it until now. So in making this proof the author felt it necessary to be entirely clear. For that reason we pay a bit more attention to detail. But largely the result appears in the exact manner the last two results were gotten; filtering out the coefficient of (z − z 0 ) in The Taylor Expansion of φ(s, z). As in the last section we will use the symbol ≈ to imply equality upon taking the limit ∆ξ k → 0 and ∆u m → 0. The following is a specific partial composition of H, and is compactly normally convergent. Again we can point towards The Compactly Normal Convergence Theorem 1.1 and Theorem 7.1 and the normal convergence of the integral in Theorem 3.2-all of these results and their proofs allow us to speak of this construction so loosely.
Of strict justification, let {ξ k } ∞ k=−∞ and {u m } ∞ m=−∞ be partitions of (−∞, ∞) in descending order. Additionally, let ξ k+1 ≤ ξ * k ≤ ξ k and u m+1 ≤ u * m ≤ u m . We can write,
As in the previous sections we expand φ in a Taylor Series about z 0 . That is to mean, The term E depends on (z−z 0 ), but its coefficients are of the form O(∆ξ k ∆u m ) 2 . Therein, they disappear in the limit. The goal at hand then, is to show that, By the usual Fourier Inversion Theorem, the first coefficient is definitely φ ′ (s, z 0 ) − 1. The O term consists of a medley of double sums, but they are across (∆ξ k ∆u m ) 2 , and so disappear in the limit. Therefore, ∂ ∂z H(s, z) = φ ′ (s, z)
And we must have H(s, z) = φ(s, z) + A(s). To show that A = 0 requires some finesse. We will take the functional derivative, If this is so, then since A[φ] = 0 when φ(s, z) = z + f (s) for some function f ∈ L 1 (−∞, ∞), we have the result. (This is simply a strange phrasing of The Fourier Inversion Theorem). Since this equation is independent of z, its equivalent no matter what value we assign z.
The following argument is a little topsy-turvy, but let φ(s, z) = φ(s, z) − φ(s, 0). Denoting F as The Compositional Fourier Transform, and F −1 as its inverse;
But the left hand side equals zero when z = 0, so it must be that B(s) = 0. Init, we can conclude that A[φ] depends only on the constant term in z. Therefore, if we let ǫ ∈ L 1 (−∞, ∞), then
And A[ǫ] does not depend on φ. Therefore, by The Fourier Inversion Theorem; using the test function φ(s, z) = z + f (s), we must have A = 0 because A[φ] = 0.
Closing Remarks
The author closes this brief paper pointing to the similarity of a residual and the infinitesimal generator of unitary operators in quantum mechanics. This is to say we are taking a differential equation and constructing an infinitesimal generator of it. If we were to add the concept of operational calculus, where instead of the integrand φ(s, z) s − ζ we took the integrand φ(s, z) s − H for some operator H, we would be in familiar territory. The above results would look more like something from quantum mechanics. But, in the language developed throughout this paper, Lagrangians are rather straight forward. We leave the discussion of this to the reader, and more sober minds.
