The multilabel learning problem with large number of labels, features, and data-points has generated a tremendous interest recently. A recurring theme of these problems is that only a few labels are active in any given datapoint as compared to the total number of labels. However, only a small number of existing work take direct advantage of this inherent extreme sparsity in the label space. By the virtue of Restricted Isometry Property (RIP), satisfied by many random ensembles, we propose a novel procedure for multilabel learning known as RIPML. During the training phase, in RIPML, labels are projected onto a random low-dimensional subspace followed by solving a least-square problem in this subspace. Inference is done by a k-nearest neighbor (kNN) based approach. We demonstrate the effectiveness of RIPML by conducting extensive simulations and comparing results with the state-ofthe-art linear dimensionality reduction based approaches.
Introduction
The task of multilabel learning is to predict a small set of labels associated with each datapoint out of all possible labels. Interest in these problems with large number of labels, features, and data-points has risen due to the applications in the area of image/video annotation [1] , bioinformatics where a gene has to be associated with different functions [2] , and entity recommendation for documents and images on a webscale [3, 4] . Modern applications of multilabel learning are motivated by recommendation and ranking problems; for instance, in [5] each search engine query is treated as a label and the task is to get the most relevant queries to a given webpage. Specific to Natural Language Processing (NLP), developing highly scalable approaches for multilabel text categorization is an important task for variety of applications such as relevance modeling, entity recommendation, topic labeling and relation extraction.
Recently, dimensionality reduction based approaches have gained popularity, for example, by using Compressive Sensing (CS) [6, 7] and the state-of-the-art Low Rank Empirical Risk Minimization (LEML) algorithm [8] . There has also been advances made in non-linear dimensionality reduction based approaches such as the X1 algorithm [9] . These algorithms, even though being conceptually simple, are still computationally heavy. For instance, Compressive Sensing based approach has a very simple dimensionality reduction procedure based on random projections, but require to solve a sparse reconstruction problem during prediction which is the bottleneck.
To address these issues, we propose a novel approach that leverages the advantages of both Compressive Sensing and the non-linear X1 algorithm. RIPML benefits from a simple random projection based dimensionality reduction technique during training as in Compressive Sensing and then use a kNN based approach during inference as recently proposed in the X1 algorithm [9] . The proposed approach is based on the fact that the number of active labels associated with a datapoint is significantly smaller than the total number of labels, making the label vectors sparse. During training, we exploit this inherent sparsity in the label space by using random projections as a means to reduce the dimensionality of the label space. By the virtue of Restricted Isometry Property (RIP), satisfied by many random ensembles, the distances between the sparse label vectors are approximately preserved in the projected low-dimensional space as well. Given the training feature vectors, we then solve a least-squares problem to predict the low-dimensional label vectors.
During inference, for a new datapoint, we use the output of the least-square problem to estimate the corresponding low-dimensional label vector and then use kNN in the lowdimensional label space to find the k-closest label vectors. In this way, the labels that occur many times in these kclosest label vectors then become the estimated labels for this new datapoint. However, as noted by authors in [9] , kNN is known to be slow if the search for nearest neighbors involve large number of data points which is generally the case. We then leverage the solution provided in [9] and cluster the training data into multiple clusters and apply RIPML to each cluster separately.
Related Work
The main advantages of embedding based methods is their simplicity, ease of implementation, strong theoretical foundations, the ability to handle label correlations, the ability to adapt to online and incremental scenarios, and the ability to work in a language/domain ignorant manner. The idea of Compressive Sensing based approaches [6, 7] is to project the high-dimensional label vector into a smaller randomsubspace and then solve a sparse recovery problem in this low-dimensional space. The state-of-the-art (LEML) algorithm [8] leverages the low-rank of label matrix to learn the projection matrix and the back-projection matrix in order to estimate the label vectors by solving a single unified optimization problem.
The X1 algorithm [9] builds on the assertion that the critical assumption made by most dimensionality reduction based methods that the training label matrix is low-rank is violated in almost all the real world applications. The authors propose a locally non-linear embedding technique to reduce the dimension of the label vectors while approximately preserving the distances between them. Prediction is done by using kNN in this low-dimensional space over the training data.
RIPML

Background
In order to formulate the problem and present our approach, we first note down the definition of RIP and few matrices which satisfy this property.
(1) for all k-sparse vectors x ∈ R n . While it is difficult to construct deterministic matrices which satisfy RIP, the best known guarantees arise from the random matrix theory. For example, following random ensembles satisfy RIP with high probability [10] • Gaussian matrix whose entries are i.i.d. N (0, 1/m) i.e. distributed normally with variance 1/ √ m for m = O(k log(n/k)) • Bernoulli matrix with i.i.d. entries over {±1/ √ m} with m = O(k log(n/k)) Note that if n is large and k is very small then we only need m n to satisfy RIP, giving a very low-dimensional distance preserving embedding. If a matrix Φ satisfy (2k, δ)-RIP, then for all k-sparse vectors x and y, we have
which essentially means that the distance between the projected vectors Φx and Φy is close to the distance between the original vectors x and y. This distance preserving property of random projections is at the core of RIPML.
It is to be noted that the classical Johnson and Lindenstrauss Lemma [11] shows that any set of points can be embedded in a lower-dimensional space while preserving the distances between them. RIP specializes that result and proves that some random ensembles indeed have this property, and can take advantage of the underlying sparsity to find a space of O(k log(n/k)) dimension to embed n points that are k sparse.
As noted above, there are many different random ensembles which satisfy RIP, but in this paper we report experimental results using Gaussian ensembles only.
Algorithm 1 RIPML: Inference
Inputs: Test point xnew, no. of desired labels p, no. of nearest neighbors k, number of learners
Step 4: ynew ← Top p (D) Output: ynew
Algorithm
Training data is of the form {(
L is the binary label vector and L denotes the total number of labels.
1 , y i [ ] = 1 denotes that the th label is "present" and y i [ ] = 0 denotes otherwise.
Training Procedure
Step 1 -Label Vector Dimensionality Reduction: First, we project the training label vectors into a lower-dimensional space while approximately preserving the distances between them. This by the virtue of sparsity of label vectors is achieved by using a RIP satisfying matrix as a dimensionality reduction operator. That is, given a RIP satisfying matrix Φ ∈ R m×L , we get the lowdimensional label vectors as
where z i ∈ R m is the low-dimensional representation of y i . Note that the above matrix-vector product can be efficiently calculated by just adding entries of each row of Φ corresponding to the nonzero locations of y i and then normalizing the result by the square root of number of nonzero entries in y i . If there are s-nonzeros in y i , the above product can be computed in O(sm) operations rather then O(mL) operations, required if the label vectors were dense. Since we are operating under the assumption that s L, the dimensionality reduction procedure adopted by us is efficient and fast. We normalize the label vectors in (2) in order to work with the cosine similarity as distance metric.
Step 2 -Least-Squares:
. We propose to solve following leastsquare problem to learn Ψ Ψ = arg min
where λ ≥ 0 is the regularization parameter which controls the Frobenius norm 2 of the learned matrix. For reasonable feature dimension d, we can solve (3) in closed form, and if solving in closed form is not an option, we can use optimization approaches like gradient descent to solve it iteratively. The overall output of the training procedure is Z = [z 1 , z 2 , . . . , z N ] ∈ R m×N and Ψ.
1 Here and in rest of the paper, for a non-negative integer M , the notation [M ] represents the set {1, 2, . . . , M }. 2 For a matrix
Since our approach is randomized by the choice of Φ, we can learn multiple models for different instances of Φ, and combine their predictions to produce a more accurate model. Let F be the number of learners, then our training procedure gives us Ψ f where f ∈ [F ]. Unless stated otherwise F = 5 throughout the paper.
Inference Procedure Given a new feature vector x new , we want to predict the labels associated with it. Given Ψ f for f ∈ [F ], the following two steps are executed:
Step
We use vanilla kNN for the experiments in this paper, but this step can be made scalable and fast by using techniques such as Locality Sensitive Hashing [12] . For certain random ensembles like Gaussian, the locality-sensitive functions are already well-known [13] . In order to keep the exposition simple, we make note of these approaches, but use simple kNN to do the experiments.
Scaling to Large Datasets
Even though our training procedure is simple and scalable, kNN can be slow for datasets with large number of data points which increases the testing time. In order to tackle large datasets, we first cluster the feature vectors into C clusters using a simple procedure like KMeans. Then for each cluster c, we get the low-dimensional label vectors Z c (Training -Step 1) and learn Ψ c (Training -Step 2). For a new test feature vector, we first find its cluster membership by finding the cluster-center closest to it, and then apply our testing procedure by using Z c and Ψ c for that cluster.
Experiments and Results
Experimental Settings
Baselines: Since our approach is based on linear dimensionality-reduction, we compare it with other state-ofthe-art linear dimensionality reduction based approaches:
• LEML (Low rank Empirical risk minimization for MultiLabel Learning) with squared loss [8] . The implementation of this algorithm was provided by the authors.
• CPLST 3 (Conditional Principal Label Space Transformation) [14] .
• CSSP (Column Subset Selection Problem) [15] 3 The implementation for CPLST and CSSP was taken from: https://github.com/hsuantien/mlc_lsdr
Datasets:
We perform experiments on five textual real world datasets. The first three are popular datasets that have been used in the previous works: Bibtex [3] , EURLex [16] , and Delicious [17] 4 . These datasets are already partitioned into train and test which we use directly for our experiments. We call these group of datasets as MLL datasets.
In order to further prove the generalizability and scalability of our approach, we conduct the same set of experiments on other datasets. These datasets were created and will be released as a by-product of our contribution to this work:
-Relevance Modeling (Chinese Finance News): a set of financial news documents in Chinese with their relevant ticker symbols. In this dataset, each document is labeled with ticker symbols of the companies to which the document is relevant. The annotation was performed by an expert native language editorial team. The evaluation results over these two datasets measure how well our approach deals with documents from other languages and emphasize the generalizability of our approach.
-Entity Recommendation (English Wikipedia): we randomly sampled one million documents from English Wikipedia and labeled the documents with entities. The concept of entity in this work is referred to any segment of text that is linked to another page in Wikipedia. We then filtered out the entities which occurred less than 10 times in the entire dataset. Multilabel learning over such dataset is very challenging due to the number of labels (i.e., entities) in Wikipedia. This dataset measures how well our approach deals with very large number of labels and emphasize the scalability of our approach.
For the document embeddings of the above mentioned two datasets, we use doc2vec [18] to learn dense lowdimensional vectors. We train the embeddings of the words in documents using skip-bigram model [19] using hierarchical softmax training. For the embedding of documents we exploit the distributed memory model since it usually performs well for most tasks [18] .
The dimension, number of labels and other statistics for the datasets are shown in Table 1 .
Evaluation Criteria: Following the trail of the research in this field [8, 9, 14] , we take precision at K (P@K) as our evaluation criteria. Precision at K is the fraction of correct labels in the top-K label predictions. For the ease of comparison with other research papers we use K = 1, 3 and 5 in this paper.
Results on MLL datasets
The P@1, P@3 and P@5 results are tabulated in Figure 1 . We can observe that our results outperform the strong baselines in Bibtex and EURLex datasets. However, for Delicious dataset, our approach performs worse than CPLST. We suspect this might be due to the fact that the average number of nonzero labels per data-point is quite large for this dataset and also the features are very sparse, see Table 1 . An interesting point to note from these results is that RIPML remains stable with varying m while other approaches start with a lower precision for small m and then gradually improve with increasing m. This stability of RIPML can be attributed to RIP which allows to obtain a stable distance-preserving embedding with m = O(s log(s)) where s is the maximum number of nonzeros in the label vectors. Thus, increasing m above a certain threshold only results in a marginal improvement. This property also allows RIPML to perform better than other algorithms for small m -see results for Bibtex, and EURLes for m = 50 or 100. Figure 2 shows the variation of precision with number of nearest neighbors used for kNN. Bibtex and Delicious are quite stable with the choice of number of nearest neighbors but EURLex performs better with smaller number of nearest neighbors.
Results on Relevance Modelling Datasets
In this work, we obtain the low-dimensional embedding of documents using the method described in Section 3 with window sizes of 10. In order to see the effect of dimensions, we also experiment with four low-dimensional models (200, 300 and 400 dims). During training the document embeddings we limit the number of iterations to 10 to increase the efficiency. Figure 3 shows the results for Chinese relevance modeling datasets with different ambient dimensions. All these results are averaged over 5 random train-test splits. It is interesting to note that RIPML performs better than CPLST and CSSP always, but performs worse than LEML in certain cases. Another interesting observation is that even though the P@1 is good for these datasets, P@5 drops significantly for all the approaches. This is due to the very low number of relevant tickers for each document (average number of relevant tickers per document is about 1). In conclusion, RIPML performs well for detecting the relevant tickers, considering that our approach doesn't require any linguistic preprocessing which is one of the main challenges in multilingual NLP community. Figure 4 shows the variation of precision with respect to number of nearest neighbors used during prediction for these two datasets. For these datasets, small number of nearest neighbors results in a better precision, due to very less average number of relevant ticker symbols per document.
Results on Entity Recommendation Dataset
We created this dataset from Wikipedia to show how clustering can be used to scale to big datasets with very large number of labels, and the effect of clustering on performance. In order to get a baseline to compare the effect of clustering, we first conduct experiments without using the clustering step. Given that our training and testing procedure is very efficient, we were able to train our model on this data in less than 3 minutes on a laptop 5 . We used 10000 data points for testing and rest for training. Our results are averaged over 5 random train-test split. It took approximately 72 millisec- onds to predict labels for each test data point. We are not providing any comparison for this dataset with other approaches because we were not able to train a model within reasonable amount of time.
In order to improve the performance for this challenging dataset, we then applied kMeans clustering algorithm to cluster the training data (features) into different number of clusters and trained RIPML on each of the clusters separately by borrowing ideas from [9] . For every test data-point, we first figure out which cluster it belongs to by finding the nearest cluster center and then apply the kNN based prediction procedure on that cluster. Clustering helps us in two ways -it makes prediction faster by allowing us to do kNN on a small amount of data and it also increases the prediction accuracy. This is evident from the results shown in Table 2 where we present precision for varying number of clusters. Going from no clustering to around 43 clusters increases the precision by about 10%. With 43 clusters it took ∼ 7 minutes to train and approximately 6.5 milliseconds to predict labels for each test data point.
Conclusions
In this paper, we presented a novel, scalable, and general multilabel learning algorithm based on random-projections and kNN called RIPML. We demonstrated its performance on six different real world datasets which includes three popular and three new datasets. The new datasets would also be released for the use of research community as a part of this work.
We would like to extend our algorithm to explore the problem of missing label cases. We also plan to study the impact of using different RIP, satisfying random/deterministic ensembles. Moreover we will investigate the performance of other loss functions for the regression phase. Table 2 : Results on Entity Recommendation dataset. Clusters = 1 means that clustering step was not done.
