Information systems urbanism is a method providing new solutions to manage the complexity of information system (IS) transformations. The present paper expands the urbanism approach by integrating an organizational analysis. Moreover a scientific approach is provided to support the complex decisions involving IS change. For this purpose, dependencies among information processes are formalized. Dependency is based on three complementary dimensions: actors, material resources and information. These dependencies are used to generate process clusters. The mathematical approach used to create several cluster maps is explained, as well as the use of these maps for organizational diagnoses. The goal is to provide support to decision makers for better change management. Finally, a case study in a manufacturing plant in micro-electronics shows the feasibility of the approach.
Introduction
In the field of manufacturing science, the ability to change has been identified as a crucial issue in recent years. With a holistic vision for the future of manufacturing science, the report (Manufuture 2003) emphasizes the need for agility and management of organizational transformations, with manufacturing businesses having 'to make continuous reassessments of their core strengths and competencies'. Reconfigurable manufacturing systems (Harrison et al. 2006 ) enhance the responsiveness to customer requirements. Agile manufacturing aims at providing rapid change over between manufacturing processes (Fujii et al. 2006) . However, such adaptability of technological systems will be fully efficient if they are complemented by the agility of information systems. Furthermore, agility requires the ability of managers to ensure the coherence of their strategy with industrial constraints at the tactical and operational levels of organization.
From this perspective, the present paper focuses on the management of IS transformations. IS changes are directly induced and constrained by changes in the manufacturing firms' strategies, technologies, or organization of processes. This issue is especially relevant in the microelectronic domain, which has to adapt competitively to highly reactive markets. Indeed, these companies are subjected to a fluctuating worldwide demand, and must respect constraints generated by high levels of both process and information technologies. This research is the result of the collaboration between the Ecole des Mines de Saint Etienne and the firm STMicroelectronics, resulting in the PhD thesis of Chapron (2006) .
Herein, a process-oriented approach is used to present new tools for change management applied to information systems, which is called 'Organizational Urbanism of Information Systems'. (Note: 'urbanism' is used in the paper with the meaning of 'City planning'.) The objective is to take into account organizational factors when one has to decide on transforming the IS, thus not restraining the decision scope by considering only technical factors. To implement this approach it is necessary to analyse rigorously and then formalize the dependency links between processes, which could have an impact on organizational changes.
In section 2, the scientific positioning of the paper is explained and the objectives of the method are defined. The notion of 'organizational urbanism' is also presented. Then, at the heart of the article, section 3 presents three complementary dimensions that have been chosen for process dependency and the measures of dependency are detailed. The selection of dependency dimensions is based both on the expertise of the industrial partners and on a state of the art of scientific literature. Section 4 focuses on the use of dependency links through a clustering method. Finally, section 5 applies this approach to a STMicroelectronics case study, and outlines the possibilities of organizational diagnosis using the clustering results.
2. Scientific positioning and objectives of the 'organizational urbanism'
2.1. From information system urbanism towards organizational urbanism Few formal approaches are available to answer, with a rigorous and scientific method, the joint transformation of the organizations and their information systems. The first contributions in this perspective are to be found in the field of enterprise modelling: in the domain of automatic control, Malhe´ne´(2000) represents the evolution trajectory of a firm; in the field of enterprise engineering the concept of 'organization life-cycle' aims at managing enterprise transformations (Williams et al. 1998 , GERAM 2000 ; this idea was also recently expanded by innovative research on virtual firms (Camarinha-Matos and Afsarmanesh 1998 , Strader et al. 1998 , Hoffman and Schlosser 2001 . However, these approaches only provide a partial answer concerning organizational flexibility (Dursun and Perakath 2003) .
In the field of Information System Science, the industrial approach of 'Information Systems Urbanism' has been recently developed. Urbanism has the objective to make an existing information system more adaptable to the various types of transformations which can occur within an organization. The current urbanism methodology was essentially structured via the implementation of industrial experiences (Chelli 2003 , Club-Urba 2003 , Le Roux 2004 , Papadacci and Salinesi 2005 . This methodology presents the basic concepts necessary to implement information system adaptability (Longe´pe´2001, Carvalho 2002 . The urbanism procedure has been structured into four welldifferentiated levels, to ensure the consistence between the strategy, internal organization and information technologies of a firm.
The current paper aims at expanding the current urbanism approach by better integrating organizational factors. Indeed, current methods of Information System Urbanism lack scientific tools (a) to manage the organizational view, and (b) to analyse objectively the consistence between the organizational and technological levels (Chelli 2003) .
From this perspective, the overall information system needs to be differentiated from its computerized subsystem. Referring to the definition provided by (Vernadat 1999 ), the information system involves not only a technological but also an organizational dimension. To refer to the information system independently of the technology, the term 'information processes' will designate information operations without considering whether or not they are technologically implemented. Besides, the 'computerized system' represents the technological sub-system. The term 'computerized information processes' will represent automated data treatments.
The present authors' contribution to the field of urbanism consists in implementing new urbanism mechanisms and tools at the organizational level. This approach has been called 'organizational urbanism', and focuses notably on the following objectives:
(1) Defining a modular and generic framework to provide managers with a decision-support to manage information system transformations. The organizational urbanism of business processes will be based on criteria clearly distinct from technological constraints.
(2) Analysing scientifically, the consistence between organizational and technological urbanism. This issue has been identified as a key point in current urbanism methodologies (Longe´pe´2001, Chelli 2003) .
Based on a process-oriented characterization of the IS, organizational urbanism intends to offer a new view on the organization and ways to transform it. As we will explain hereafter, the approach is based on the identification of information process clusters, with three main goals: (a) generate relevant clusters of processes, making it easier to manage changes ; (b) analyse these clusters to define general transformation targets and trajectories ; and (c) manage future projects in coherence with this overall cluster analysis. For a complete vision of organizational urbanism, the reader can refer to Chapron (2006) . The current paper limits is focus on the clustering approach, which is the heart of the method, and the direct use of clusters for organizational diagnosis. Organizational urbanism requires generating clusters which will later constitute relevant organizational units to manage changes. The primary objective is to manage together and within the boarders of a given cluster, most of the changes which concern each process. Each cluster gathers highly interdependent information processes, and thus constitutes a basic and consistent enterprise entity for the deployment of changes. The clustering criteria will be defined thanks to the study of information process dependencies. Therefore, carefully defining the dependency links used to generate process clusters is important, as emphasized in the following sections.
Scientific literature on process dependencies
Following Malone and Crownston (1994) and Crownston (1997) , who state that enterprise coordination can be managed through process and entity inter-dependencies, our research is based on the hypothesis that the coordination and then the transformation of the information system can be managed through the direct and indirect interactions between processes. Indeed, every coordination mechanism or every interaction between processes either results from or induces interdependency links. Complementary research works such as Hee-Wong (2000) or Pollalis (2003) also confirm that, to manage the evolution of processes, it is necessary to identify the trans-organizational processes, rationalize the flows and supervise their dependencies.
In their coordination theory Crowston and Malone define the coordination as the management of interdependencies among activities or processes (Malone and Crownston 1994, Crowston 1997) . Coordination mechanisms are considered as key components of organizational structures and they can be managed through several types of dependencies among tasks and sub-tasks. Generally, the dependencies are considered at the level of the tasks, and always linked to shared-resources.
Coordination has also been deeply studied in the context of product design and concurrent engineering. In this perspective, Kusiak and Wang (1993) and Chen and Lin (2003) propose a re-organization of product design processes based on task dependencies. Other process-based approaches such as business process reengineering (BPR) include an analysis of dependencies between activities (Hwang and Yang 2002) . All these approaches advocate that to manage the transformation of a system and to ensure coordination in the long run, studying the dependencies among the basic components is necessary. However, the link between dependencies and the different types of 'resources' used by the activities or processes has not yet been detailed.
Resource-based dependencies have been studied in other fields. Notably, the management of information systems has induced research on the automation of information processes. The development of workflows has encouraged studies of task dependencies to implement automated data exchanges among applications. Attie et al. (1993) and Carter et al. (2003) have analysed task dependencies by taking into account information flows among the resources used for each task. Lim and Park (2005) use event dependencies to improve coordination among the subcomponents of an information system. Albino et al. (2002) go a step further, with the identification of dependencies among pieces of information manipulated by the tasks, in order to detect critical points of coordination among the processes. Based on similar studies of information flow dependencies, the integration of applications turns out to be a compelling objective (Castano et al. 1999) . For instance, Lee (1998) applies informational dependencies to determine clusters of processes defined by the pieces of information in use.
Complementary approaches consider the dependencies created by interactions at the level of the actors involved in the processes. Actually, human actors can also be considered as shared resources, generating dependencies among processes. Obviously, specific links between the actors also have to be considered. Moreover, humancentred coordination mechanisms are necessary to ensure work efficiency. In their socio-technical approach, Yu and Mylopoulos (1997) show that actors of a firm depend on each other: such dependencies must be managed in order to be more reactive in change situations. Dahlgren and So¨derlund (2003) study the impact of the structure of the actors on the output of a firm's processes. In the field of information systems Castro et al. (2002) also use actor dependencies for a better definition of information system requirements.
All these contributions concerning task, activity or process dependencies underline several types of dependency links related to (a) technological resources, (b) shared information or (c) human actors, when considering activities within their socio-technical environment. Based on these conclusions, section 3 specifies the dependency dimensions considered in this approach.
Formalization of process dependencies

Selection of dependency dimensions
The dependency criteria needed for this research must comply with the change management objective. The goal is to generate clusters of processes whose level of interdependence justifies managing internal changes altogether. Furthermore, since change is dealt with at the organizational level, organizational dimensions have to be considered. Both the scientific state of the art provided by the previous section and a study in the field done by STMicroelectronics has led to the selection of the three following dimensions of dependency: shared technological resources, shared information, or actor relationships. As a matter of fact, the 'Organizational Urbanism' method was first designed to fulfil the specific requirements and needs of the company STMicroelectronics. Based on the expertise of information system specialists in the company, each of the three dimensions above has been validated as essential to answer the in-house needs of change management.
As a consequence the three aforementioned dimensions have been implemented to evaluate process dependencies, relative to:
(a) human actor relationships, called actor dependency D A ; (b) use of technological resources, called resource dependency D RE ; (c) information sharing, called information dependency D I .
Therefore, there is a need to develop an evaluation of these main dependencies, using basic measures of more elementary dependency links. Moreover, process dependencies will be defined on two levels. Following Malone's coordination theory, most of the current dependency approaches only consider direct dependency among tasks or activities. Organizational urbanism does consider the direct dependency, at the first stage. This dependency is induced by the sharing of the three 'dependency-objects' corresponding to the three selected dimensions: shared actors, technological resources, or information. (Only necessary to simplify these explanations, the following generic notions, 'actors', 'technological resources' and 'pieces of information', will be named 'dependency-objects'.) In addition, however, at the second stage, indirect dependencies are considered: dependencies among the dependency-objects themselves, even when these objects are not directly shared by the processes. (For instance, there is an indirect dependency between two processes when one actor of the first process has a hierarchical link with an actor of the second. Since there is no shared actor between the two processes, there is no direct actor dependency, but an indirect dependency.) Thus, in the following sections, dependency measures will be formalized covering both the three dimensions selected and the direct and indirect dependencies. The three dependency dimensions also define three complementary axes of action to improve coordination. Indeed, the identification of dependencies can also detect constraints and obstacles that confront any system change.
Formalization of the dependency concept
In the context of change management, two objects are dependent when the modification of one has an impact on the functioning or the transformation of the other (Chapron 2006) . Given two processes or sets of processes C 1 and C 2 , the goal is to evaluate their dependency dep(C 1 , C 2 ), using a real number in the interval [0,1]. (In the interval [0,1], 0 means no dependency at all and 1 means full dependency.)
However the method only requires modelling mutual dependency and not causal dependency. The following restrictive hypothesis can be made: 'The dependency between processes is modelled by elementary dependency-links which are neither quantified, nor oriented'. This hypothesis implies that no causal information on the dependency link is used, and that the quantification of the dependency will depend only on the number of elementary dependency links, and not on their intensity. The first justification is that, for the purpose of change management, generating clusters of processes presenting strong mutual dependencies is required, and this mutual dependency is independent of the orientation of the causal link. Secondly, a reliable quantification of each elementary dependency links would require a very precise level of detail for the process models.
Considering the large number of dependency links, such a detailed modelling would make the method non applicable to the industrial context. As a consequence of the hypothesis, the mutual dependency is considered here as a restrictive version of dependency, which fits with the property of symmetry dep(C 1 , C 2 ) ¼ dep(C 2 , C 1 ). (Further research could also develop a formalization of causal dependency using non-symmetric measures.)
In the three following sections, the formalization and evaluation of the main dependencies actor D A , resource D RE , and information D I will be presented. For each of them, all the elementary dependency links will be identified. These elementary dependency links are not quantified: they are only valuated 0 or 1 depending on their existence (as a consequence of the preceding hypothesis). Then section 3.4 will explain the aggregation of the elementary dependencies to provide the final evaluation of D A , D RE and D I .
Actor dependency -D A .
The actor dependency only concerns human actors, while the dependencies among technological resources are represented with DRE. To formalize DA, the three elementary dependency links are defined: (a) actor sharing, (b) structural dependency and (c) role dependency.
(a) Actor sharing: two processes P n and P m are dependent in terms of actor sharing when they have in common the same person. For each pair of actors A i , A j mobilized, respectively by the processes P n and P m , the function expressing if the actors A i and A j are the same is noted d a (A i , A j ) (Binary value 1, if the actors are identical, otherwise 0). The value of d a is obtained for each combination of pairs of actors mobilized by P n and P m . The aggregation function used to define the final dependency between the processes will be specified in the section 3.4. (b) Structural dependency: two processes P n and P m are dependent when they involve distinct actors who are hierarchically linked in the enterprise organizational chart. The structural dependency between two actors is noted as d s (A i , A j ). d s is measured in reference to the enterprise organizational chart. Conventionally, depth(A i ) is the depth of the node A i in the hierarchy (i.e. the number of edges on the path from the root of the tree to the node A i ). Given any two actors, the lowest common ancestor -LCA(A i ,A j ) -is the node of greatest depth that is an ancestor of both actors A i and A j .
The variable a represents the number of edges in the organization chart separating two actors from their lowest common ancestor, from wherein the two actors are no longer considered dependent. This formula can be adapted to the individual structure of an enterprise (depending on the number of hierarchy levels).
(c) Role dependency: two processes P n and P m are dependent when they involve exactly the same role. (Here, we do not identify similar roles but only identical ones. This level of precision is sufficient with regards to the constraints of the case study, as underlined in the results (section 5).) For each pair of actors A i , A j mobilized by the processes, the function expressing if the actors A i and A j perform the same role is noted d r (A i , A j ) (Binary value, 1 if the roles are the same, otherwise 0). The value of d r is obtained for each combination of pairs of actors mobilized by P n and P m .
Thus, the notion of role applied to human actors is used.
Referring to a state of the art on this subject -e.g. (Ould 1995 , Archimate Project 2003 , ISO 19440 2005 -the concept of 'role' has been defined in Chapron (2006) as the mission and scope of responsibility of an actor, in a specific context. The role is a generic concept used to describe business activity domains by consistent sets of missions and competencies required. Considering change management, the role concept highlights the domains under common responsibility and, therefore, reveals processes which depend greatly on actor competency.
Technological resource dependency -D RE .
Since this study only focuses on information processes, the technological resources involved in the processes are computer applications. The link between processes and hardware is no longer considered as a constraint at the process level. The high performance of the hardware allows most types of process implementation. Thus, two types of resource dependency will be considered:
(a) Software sharing: two processes P n and P m are dependent when they have in common the same software. For each pair of applications S i , S j used respectively by the processes P n and P m , the function expressing if the applications are the same or not, is noted d so (S i , S j ), taking a binary value, 1 if identical, 0 otherwise. The aggregation defining the final dependency between the processes will be specified in the section 3.4. (b) Data flow dependency: two processes using different applications are dependent if there are significant data flow exchanges between these applications. For each pair of applications, S i , S j used respectively by the processes P n and P m , the data flow dependency is noted d f (S i , S j ).
d f (S i , S j ) can be measured using the outputs of the standard Information System Urbanism method (not the 'Organizational' Urbanism). Regardless of enterprise processes, the Information System Urbanism generates software clusters based on the data flow intensity between the applications. These software clusters will be used here to define the data flow dependency. Two applications S i , S j belonging to the same cluster will have a dependency of 1 (full dependency), 0 otherwise. (Here again a more precise measure would not have provided the method with any real added-value.)
3.2.3. Information dependency -D I . The information dependency will be based on the concept of business object, defined in Chapron (2006) as a set of information manipulated by information processes and, whose meaning is unique and shared by all the business actors irrespective of the process. The identification of the business objects in use, and the specification of their boundaries require a contextual expertise of the firm. Such expertise is also needed to model the processes and their boundaries, as underlined in section 5. The use of the business object concept takes into account the semantics of the information used by the processes regardless of IT implementation, operational data structure and data life cycle. Thus, information dependency is complementary to data flow dependency which only focuses on IT implementation constraints and data structures. Information dependency is evaluated with two elementary dependency links:
(a) Business object sharing: two processes P n and P m are dependent if they share a common business object.
For each pair of business objects O i and O j used by the processes P n and P m , the function expressing if the business objects are the same is noted
The aggregation function used to calculate the final dependency between the processes will be specified in section 3.4. (b) The event dependency: two distinct processes are dependent if a business object they share induces a logical coordination between these two processes or, in other words, when their logical sequencing is constrained. This logical coordination covers synchronization constraints, in the case when synchronism is required at the logical level, and not only induced by an implementation constraint. This dependency is noted d ev (O i , O j ) (Binary value, 2 if the business object is a logical coordination between the processes, 1 otherwise).
From a quantitative point of view, the event dependency will be introduced as one of the factors necessary to calculate business object sharing dependency. When a business object induces a logical coordination between two processes, this information is taken into account to modify the evaluation of the business sharing dependency. This is obtained with the aggregation function (weighting the business objects) -see section 3.4. The calculation of these elementary dependency links related to D A , D RE and D I is summarized in table 1. Note that the elementary dependency measures are relative to the dependency-objects and thus they have to be aggregated to provide an evaluation of dependency links at the process granularity level. The following section will explain the aggregation mechanism to calculate D A , D RE and D I .
Aggregation of dependency measures
The objective here is to aggregate elementary dependency measures applied to the dependency objects (i.e d s , d r , d a , d so and d f ) in order to obtain the corresponding process dependency d S , d R , d A , d SO and d F .
First, an aggregation function is applied to d s and d f to calculate d S and d F for two processes P 1 and P 2 .
OjÞ n Ã m n and m are the numbers of dependency-objects O i /O j (e.g. 'actors') involved in the two processes P 1 and P 2 . The elementary dependency measures d s or d f take binary values 0/1, while the process dependencies d S , d R take real values in the interval [0,1].
In the case of elementary dependencies d r , d a and d so each dependency-object of one process, say P 1 , can only depend on one dependency-object of the other process P 2 . Therefore the dependency matrices among objects are simplified, and we can use a simplified aggregation function:
Finally, with 'business object sharing' d o , a different function is used in order to apply the event dependency d ev as a weight to re-enforce d o .
k ¼ max(i,j) and for formula described
Once the aggregation has been accomplished, to calculate all the process dependencies d S , d R , d A , d SO and d F (and considering all the processes within the scope of the study), a classical weighted mean is used to provide the three main dependencies D A , D R and D I . The weight coefficients Actor dependency (D A ) Actor sharing The actors A i and A j of the processes P n and P m may or may not be the same
Computation of the structural dependency of the actors A i and A j based on the enterprise organizational chart
Role dependency Two roles performed by two distinct actors A i and A j may or may not be the same.
Resource dependency (D RE ) Software sharing The software S i , S j used in the processes P n and P m may or may not the same. d so (S i , S j ) ¼ 0 or 1 Data flow dependency Processes dependency based on the software in use and referring to the technical-oriented clusters generated by information system urbanism.
Information dependency (D I ) Business object dependency The business objects O i and O j used in the processes P n and P m may or may not, be the same.
Event dependency Coefficient expressing the use of the business objects as a temporal or logical coordination between the two processes.
(w 1 , w 2 , w 3 , w 4 , w 5 ) chosen for this aggregation can be fine tuned depending on the targeted diagnosis. Figure 1 summarizes the different steps of the dependency measure computation described above. The computation of the three main dependencies produces a process graph where the nodes represent the processes and the edges represent the dependency between the processes. This graph will be represented as a matrix and analysed to identify relevant clusters, as explained in the following section.
Clustering of processes
Our approach will now use a clustering method in order to generate a representation of the IS based on consistent and highly dependent sets of processes, while taking into account change management criteria. These sets will constitute basic management units to implement changes. The diagnosis will emphasize the transformation consistence with regards to the existing systems. Transformation consistence should consider both the stability and the flexibility of the system. Figure 2 presents an overview of the decision-support procedure. First, process maps -in their technological and organizational environment -are generated. These enterprise models contain all the company data required for the proceeding steps. These models are built upon a meta-model specified in Chapron et al. (2004) . Data collected at this stage are used to evaluate the process dependencies, according to procedures in section 3. This step generates a process dependency graph. Then, mathematic clustering is applied to this dependency graph. The goal is to extract groups of processes which are coherent with change management criteria. Cluster maps provide concise and relevant information in order to supply decision-making supports.
Selection of a clustering approach
Clustering consists in grouping objects, evaluated on a matrix of distance (or dissimilarity) between each pair of objects, into a limited number of homogeneous subsets. Clustering reveals a structure in a collection of objects. There is a large number of clustering approaches, mainly based on mathematical theories of graph analysis (Jain et al. 1999) . Clustering algorithms fall into two broad groups: hierarchical classification and partitional clustering. Partitional algorithms have a strong constraint. Initially, they require fixing the final number of clusters. Hierarchical algorithms produce clustering where sub-clusters can be contained in larger clusters. But, the distance between each pair of objects or object clusters has to be known, in order to build a partition.
The objective of the method here is to obtain distinct clusters of processes, considered as consistent organizational units to achieve change goals: all the processes within a given cluster have to be managed together when there is a situation of change. This objective induces the use of a hard, non incremental, and determinist method. Moreover, the measure of distance between two processes (i.e. dependency measure) is a non-oriented and aggregated distance (which means it is a unique criterion; two nodes of the graph are only connected with one non-oriented edge). The size of the data computed is quite small (even when considering hundreds of processes) compared to sophisticated algorithms specialized in the treatment of large databases. These criteria put forth the classification methods.
Two approaches characterize most of the classification methods: agglomerative algorithms (bottom-up) and divisive algorithms (top-down). Divisive methods have rarely been applied, especially because they consume more calculation-time than the agglomerative algorithm. Therefore, the agglomerative hierarchical classification (AHC) was selected.
The clustering procedure
The dependencies defined in section 3 have to be calculated for each pair of processes considered, and result in a dependency matrix providing the inputs for mathematical analysis. Then, before applying the AHC algorithm, a multi-dimensional scaling method (MDS) is used. The goal is to detect meaningful underlying dimensions that explain the observed distance between the investigated objects. In the case of this method, the MDS plays the role of pretreatment, like a filter while preserving the useful information. The result is a better partition, by creating more homogeneous clusters when applying the classification method (Lebart et al., 1997) .
Third, the AHP method is finally applied. The principle of the classification algorithm is to create a partition at each step. This partition is obtained by aggregating the nearest elements two by two. What are called 'elements' can be the objects to classify as well as the clusters generated by the algorithm (Berkhin 2002) . A partition is a set of clusters defined at a certain level in the tree. The algorithm does not only give a partition of the elements but a partition hierarchy which is usually called a dendrogram (see figure 3) . The dendogram is then cut to get the final partition, which will be represented as a cluster map.
The mathematical criteria used to position the final 'cut' of the dendogram has to be precisely defined. Here, the partitions are made to minimize the information loss associated with each cluster. In this objective, Ward's hierarchical method was used (Ward1963). Two clusters are aggregated in such way that the inter-class inertia is the least, so that the classes remain homogeneous.
More details on algorithms and mathematic criteria in use can be found in Chapron (2006) .
Several cluster maps
As explained previously, three main dependencies between processes are considered. Each dependency (actor, resource, information) can be used in the clustering method to provide a specific cluster map. Furthermore, these three types of dependencies can also be aggregated in a global dependency which supplies a cluster map of the aggregated dependency between the processes of the enterprise.
Thus the approach can produce four different maps, either applied to the existing or targeted information system. Which map will be used depends on the point of view of the manager. Each map can be used in the strategic and/or tactic approaches of the Organizational Urbanism methodology (section 2.2). These maps can also be compared with one another to highlight internal consistence problems, among the distinct dependencies. This will be illustrated in section 5. The added-value as a decision-support tool is situated at the pragmatic level: (Williams and Lance 1967) explains that it is not a question of reaching a true or false result, whether probable or improbable, but only profitable or nonprofitable. Figure 2 . Clustering approach. Figure 3 . Agglomerative hierarchical clustering method.
The case study -ST Microelectronics Company
Context and objectives of the case study
This approach was applied to the Franco-Italian electronic chip manufacturing company ST-Microelectronics. Like any firm in this domain, STMicroelectronics is faced with frequent technological and organizational upheavals and has strong needs for the joint management of both the transformation of the information systems and the organizational structures. Indeed, this industry is characterized by a twofold challenge. First, the rapid evolution of semi-conductor technologies requires constant and heavy investment for a short product life cycle. Second, market fluctuations with 5 to 7 year cycles, make it difficult to forecast the production workload. Microelectronics is a highly specialized industry where IT tools are essential.
With the manufacturing process of a wafer requiring more than 300 steps and production units of several thousand employees, the underlying information system has a very high degree of complexity. This complexity makes the analysis and management of information systems without decision-support tools for change management almost impossible.
On the operational level, the objective is to build a decision-support tool where the precise dependency and clustering calculations are automated and thus non-apparent to the end-user. The successive steps of calculation are embedded in the tool, which improves userfriendliness. The responsibility of the user is to input correct data on the enterprise and its processes. A metamodel specifying all the enterprise modelling concepts required to implement the approach was proposed in Chapron (2004) . The enterprise models cover the processes, their organizational context, and technological environment. STMicroelectronics has chosen the software and modelling environment MEGA Process and MEGA Architecture 1 to implement the Meta-model. All the data necessary to calculate the dependencies and generate the clusters are extracted from enterprise models. This is a feasibility study. The objective was to test and apply the method on a limited number of processes, in order to test and validate the applicability of the different steps of the method. The experimental case presented gathers 15 distinct processes. This first industrial test trial will illustrate the generation of cluster maps (section 5.2), as well as some Information System diagnoses that can be deduced (section 5.3). The company is currently deploying the method to an even larger portion of the firm. Table 2 presents the 15 processes concerned.
Dependencies computation and clustering sequence
The data collected on these processes are sufficient to obtain the cluster maps. In the following sections, the various steps which generate these maps will be described. However, the data presented are anonymous to guarantee the enterprise confidentiality. Teacher training Training for the employees who will take in charge to teach to other employees. P 13 Recipe management Equipment recipe procedure for the modification of equipment recipe. The recipe is the procedure to follow inside the equipment. P 14 Equipment transfer Procedure to be followed when transferring manufacturing resources from on plant to another one. P 15 RAT process Management of the lithography material utilized for wafer manufacturing.
5.2.1. Dependency calculation steps. In this section, the procedure to calculate the actor elementary dependency is explained, using the example of two processes: P 2 -Process Change Review Board and P 7 -Scrap Management. Of course this procedure must be repeated for each additional pair of processes, as well as for the two other main dependencies: resource and information dependencies.
(a) Actor structural dependencyd S . The company organization chart is used to identify the depth of the Lowest Common Ancestor for each pair of actors. Table 3 shows the calculation results for the structural dependency applied to each pair of actors. The structure of the organizational chart has been simplified for the case study. In this context, the value of the variable a is 4 (see 3.4), which means that two actors separated by more than four hierarchical levels are not considered as dependent.
The aggregation function (see section 3.5) applied to the actor structural dependency matrix provides the value 0.44. (b) Actor role dependencyd R . The matrix of table 4 identifies the different roles for the processes P 2 and P 7 . The aggregation function applied to the actor role dependency matrix gives the value 0.37. (c) Actor sharingd A . The two processes P 2 and P 7 share two actors -The Device Engineer and the Process Engineer (see table 3 ). The calculation procedure is the same as for the role dependency. The actors of the two processes are compared in a matrix, later aggregated using the same aggregation function as for role dependency (section 3.5). d A takes the value 0.25. (d) Actor dependency -D A . The actor main dependency aggregates the elementary dependencies using the following formula:
The coefficients of aggregation applied to the elementary dependencies must be defined depending on the objectives of the analysis. In this study, the roles are highlighted (high coefficient) because they represent functional dependencies between the processes. Such dependencies are considered by the manager as crucial in situations of evolution.
5.2.2.
Cluster maps building. The previous dependencies are calculated for the three main dependencies (actor -D A , resource -D R and information -D I ) and for all the processes. Table 5 represents the actor dependencies for all the processes studied:
This matrix provides the input for the mathematical clustering analysis. To execute the multi-dimensional scaling method and the agglomerative hierarchical classification, the software XLStat, developed by the company Table 3 . Matrix of the structural dependencies between actors. Addinsoft, was used. First, the multi-dimensional scaling method was applied to improve the quality of the data. Then the AHC was employed. In the AHC method, the calculation of the aggregation criterion is based on the Ward method. This approach calculates the loss of inertia for each new group composition. The cut on the dendrogram must be placed when the inertial loss is the most important. Figure 4 represents the results of the analysis for the actor as well as resource dependencies.
P2-Process Change Review Board
Diagnosis applied to the case study
At this stage of the method, the initial goal has been reached: the generation of cluster maps. However, the important point is to facilitate the use of such maps for decision-supports applied to information systems diagnosis and transformation management. In Chapron (2006) several levels of decision-support have been developed. However, it is not possible to present all of them. Therefore, in section 5.3.1, only one example of diagnosis will be discussed (the analysis of consistence between distinct cluster maps). A brief overview of other decisionsupport systems will be given in section 5.3.2.
5.3.1. Consistence among the three cluster maps. The clustering sequence has generated a map for each of the three dependency dimensions. But, as shown in figure 4 for the case study, these cluster maps are rather different. The Information System diagnosis presented below consists in comparing these three maps and identifying potential inconsistencies. The comparison can be automated. The potential inconsistencies have to be further analysed with contextual information from the company, to confirm if they point out (or not) any organizational weaknesses, which could later lead to remedial actions. An example of this diagnosis is presented via STMicroelectronics case study.
First, a potential organizational weakness can occur when different processes belong to the same cluster in both the actor and resource maps, but not in the information one. These processes are dependent because of the actors and the software in use, but with a low level of information sharing. This situation has to be further analysed to check if there is a lack of information sharing or technology deployment for the processes. In the case study, this situation was identified for processes P 2 , P 7 , P 8 . A contextual analysis by STMicroelectronics has confirmed the necessity to improve information technology: two major projects for processes P 2 and P 8 have been launched.
A second potential inconsistence appears when several processes belong to the same cluster in the resource map, but to different clusters in the information and actor maps. This situation could point out a lack of cohesion between the information systems and the actor/information organization: the same software answers the needs corresponding to several of the enterprise's sectors. Sometimes, using different applications or specifically configured software can lead to performance gains. However, in the case of STMicroelectronics, this situation occurs with several processes because the Manufacturing Execution System, at the heart of the manufacturing information system, is transversal to a lot of processes. Therefore, this situation has been justified by the context and there is no inconsistence here.
A third example of potential inconsistence occurs when several processes belong to the same clusters in the actors and information maps, but not in the resource map. The process actors are interdependent from each other and share information, but they do not use common software. This situation can emphasize a need of information technology at the interface between several processes. In the case study, this situation was identified for the pairs of processes {P 11 ; P 12 } and {P 9 ; P 10 }. However, in both cases, Table 5 . Actor dependency matrix for each pair of processes. P 5 P 4 P 6 P 14 P 1 P 8 P 11 P 9 P 10 P 2 P 3 P 7 P 13 P 15 P 12 P 5 1 0,07 0,28 0,00 0,09 0,00 0,00 0,00 0,00 0,00 0,44 0,00 0,00 0,00 0,00 P 4 0,07 1 0,03 0,00 0,04 0,02 0,01 0,01 0,01 0,06 0,11 0,05 0,01 0,00 0,00 P 6 0,28 0,03 1 0,00 0,26 0,03 0,00 0,00 0,02 0,01 0,14 0,00 0,01 0,00 0,00 P 14 0,00 0,00 0,00 1 0,00 0,00 0,01 0,18 0,00 0,08 0,00 0,00 0,00 0,00 0,10 P 1 0,09 0,04 0,26 0,00 1 0,00 0,00 0,00 0,00 0,00 0,26 0,02 0,00 0,00 0,00 P 8 0,00 0,02 0,03 0,00 0,00 1 0,16 0,03 0,15 0,30 0,00 0,17 0,31 0,02 0,10 P 11 0,00 0,01 0,00 0,01 0,00 0,16 1 0,03 0,00 0,05 0,00 0,15 0,23 0,01 0,27 P 9 0,00 0,01 0,00 0,18 0,00 0,03 0,03 1 0,21 0,24 0,00 0,04 0,19 0,00 0,14 P 10 0,00 0,01 0,02 0,00 0,00 0,15 0,00 0,21 1 0,08 0,00 0,02 0,18 0,00 0,00 P 2 0,00 0,06 0,01 0,08 0,00 0,30 0,05 0,24 0,08 1 0,00 0,35 0,10 0,00 0,14 P 3 0,44 0,11 0,14 0,00 0,26 0,00 0,00 0,00 0,00 0,00 1 0,05 0,00 0,00 0,00 P 7 0,00 0,05 0,00 0,00 0,02 0,17 0,15 0,04 0,02 0,35 0,05 1 0,02 0,01 0,02 P 13 0,00 0,01 0,01 0,00 0,00 0,31 0,23 0,19 0,18 0,10 0,00 0,02 1 0,02 0,13 P 15 0,00 0,00 0,00 0,00 0,00 0,02 0,01 0,00 0,00 0,00 0,00 0,01 0,02 1 0,12 P 12 0,00 0,00 0,00 0,10 0,00 0,10 0,27 0,14 0,00 0,14 0,00 0,02 0,13 0,12 1 a software at the interface of the processes already existed, but the processes were not in the same resource cluster because of other dependency links considered during the clustering. Thus, this situation is not inconsistent, and outlines the limits of the clustering support.
These three examples show the importance of the contextual factors. Each of them has led to a different conclusion: (a) confirmation of inconsistence, (b) rejection because the situation is accepted and (c) rejection because the results of the clustering approach are not sufficient. Via these examples, three types of inconsistence have been put forward. However, other types of inconsistencies have been identified in Chapron (2006) , and their diagnosis has been systematized. A generic grid of most potential inconsistencies has been proposed. Each inconsistence corresponds to a given gap among the three cluster maps. The clusters are represented in a matrix so as to calculate these gaps. Then, the generic grid is applied to signal potential inconsistencies. Of course the contextual analysis remains necessary to confirm these alarms.
Complementary diagnoses: perspectives.
Other diagnoses, based on the use of the cluster maps, have been proposed in Chapron (2006) . They are briefly introduced herein to illustrate the added-value of the approach.
At a primary level, some decision-support has been proposed to evaluate the existing system:
(1) The consistence analysis applied to the three dependency dimensions of the information system, which has been explained in the previous section.
(2) A gap analysis, between the structure of the computer system and the organizational clusters. The objective is notably to evaluate the consistence between organizational and technological urbanism. (3) A maturity analysis on the clusters, used to build targets and transformation scenarios for the information system. Referring to the standard Capability Maturity Model (Carnegie Mellon University 2002), the maturity of the process clusters is assessed. This information is further used to ease management of change. (4) An analysis of the strategic weight of the clusters.
Based on the evaluation of the contribution of each process to the strategy of the firm, the overall strategic weight of the clusters is calculated. This indicator complements the maturity level, in helping manage IT evolutions.
At another level, some complementary decision-support focuses on the comparison of the alternative solutions for the information system transformations:
(1) An analysis of the quality of the cluster maps. This analysis is based on the definition of three quality indicators: the level of separation between clusters of a same map, the internal degree of cohesion of a cluster, the number of clusters in a map. These indicators can evaluate the quality of the clustering. But overall, they are used to characterize the transformation between two configurations of the information system (pre and post change). (2) An analysis of the transformation effort. Considering two configurations of the same information system, the dependency gaps are identified among the cluster maps from one configuration to the other. Then, the two indicators 'extension' and 'amplitude' of the transformation are calculated. This information is useful in selecting among several change alternatives.
Conclusion and perspectives
This paper has presented the dependency approach and clustering method used to implement Organizational Urbanism of Information Systems. Based on models formalizing knowledge of the business processes and their technical/ organizational environment, Organizational Urbanism provides process cluster maps, which present new organizational views. The method tends to be generic. The models were developed for only one enterprise, but offer the necessary flexibility to be adapted to other enterprises and domains. This method makes use of simplified enterprise representations. Of course, these models cannot integrate all the complexity and exhaustiveness of the existing interactions among the various components of the systems. The definition of the dependencies could thus be refined, by describing more precisely the existing links (for example, the inter-services links or the trans-functional co-ordinations in the company organizational chart). Nonetheless, the cluster maps are synthetic decisionsupport systems that managers can deploy and adapt to their needs. At each level, the different dependency maps provide tools that, when in the hands of the managers, can forecast highlight and control the strengths and the weaknesses of the possible evolutions of the information system.
The implementation of this methodology on fifteen processes of the company ST-Microelectronics has confirmed the feasibility of the approach. The successive steps of calculation are embedded in the tools which generate the clusters. Meanwhile, the case study has underlined the fact that each implementation of the methodology requires fine tuning to fit with the internal enterprise context and structure. Beyond the feasibility study, the real benefits of the method will appear with an even broader application. Indeed, Organizational Urbanism should provide a real added-value when the number of processes and interactions considered is high and justifies a systematic and mathematical analysis, as proposed. After the success of the first tests described here, ST-Microelectronics is currently generalizing process modelling on several production sites. Furthermore, other decision-support systems using process clusters have been suggested, notably: (a) identifying the inconsistence between two information systems when any company has to be interconnected with an industrial partner, and (b) managing inter-plants benchmarks, and process transfers from one production plant to another.
