Persistent activity, the maintenance of neural activation over short periods of time in cortical networks, is widely thought to underlie the cognitive function of working memory. A large body of modeling studies has reproduced this kind of activity using cell assemblies with strengthened synaptic connections. However, almost all of these studies have considered persistent activity within networks with homogeneous neurons and synapses, making it difficult to judge the validity of such model results for cortical dynamics, which is based on highly heterogeneous neurons. Here, we consider persistent activity in a detailed, strongly data-driven network model of the prefrontal cortex with heterogeneous neuron and synapse parameters. Surprisingly, persistent activity could not be reproduced in this model without incorporating further constraints. We identified three factors that prevent successful persistent activity: heterogeneity in the cell parameters of interneurons, heterogeneity in the parameters of short-term synaptic plasticity and heterogeneity in the synaptic weights. Our model predicts that persistent activity is recovered if the heterogeneity in the activity of individual interneurons is diminished, which could be achieved by a homeostatic plasticity mechanism. Such a plasticity scheme could also compensate the heterogeneities in the synaptic weights and short-term plasticity when applied to the inhibitory synapses. Cell assemblies shaped in this way may be potentially targeted by distinct inputs or become more responsive to specific tuning or spectral properties. Furthermore, the model predicts that a network that exhibits persistent activity is not able to dynamically produce intrinsic in vivo-like irregular activity at the same time, because heterogeneous synaptic connections are required for these dynamics. Thus, the background noise in such a network must either be produced by external input or constitutes an entirely different state of the network, which is brought about, e.g., by neuromodulation.
currents, which is originally set to 1.09 [26, 27] (see Methods for a full overview over all 86 parameter variations). Almost none of these manipulations led to persistent activity 87 (with a single exception, which requires unphysiological levels of NMDA currents and 88 puts the entire network in an epileptiform state with extremely high firing rates). 89 Figure 1C shows the normalized activity in the cell assembly (see Methods for details) 90 before the stimulus presentation (blue) and for the last 500 ms of the simulation (red). 91 The results are sorted for ascending values of the activity before the stimulus. One can 92 see that all possible activity values are covered, and the activity values at the end of 93 the simulation hover around those before stimulation, i.e. activity that is low before 94 stimulation stays low afterwards ( Figure 1A) , while high activity levels at the end of 95 the simulation are already generated before stimulus presentation ( Figure 1B) , 96 reflecting a continuum of monostable states. Failed persistent activity in the original network. A: Raster plot (upper panel) and instantaneous firing rate (lower panel) of layer 2/3 of the network, with pyramidal cells in red (cell assembly members) and black (neurons outside the assembly) and interneurons in blue. The red bar denotes a stimulus to the assembly neurons. Activity in the cell assembly quickly decays back to baseline after a few hundred ms. B: Raster plot as in A. Activity in the assembly persists, but arises spontaneously, i.e., not in reaction to the external stimulus. C: Summary of normalized activity in the cell assembly (see Methods for details) before stimulus presentation (blue) and at the end of the simulation (red) for 300 simulations with different parameters (assembly size between 30 and 80 cells). Simulations are sorted by ascending values of activity before the stimulus. 97 The remainder of the paper aims to identify how bistability can be introduced in a 98 physiologically realistic network configuration. To differentiate bistability-induced 99 persistent activity from the monostable states described above ( Figure 1A and B ), we 100 introduce the measure d PA , which is defined as the difference between the normalized 101 activity in the cell assembly after and before the stimulus, ranging between zero and 102 one (d PA is set to zero for negative differences, i.e. higher activity before the stimulus, 103 see Methods for details). d PA is close to zero in all of the monostable cases (largely 104 constant firing rates over time) and increases only if the stimulus induces a persistent 105 high-activity state, i.e., in the bistable case. 106 Constraints for persistent activity 107 The above results (Figure 1) show that none of the simulations exploring a wide range 108 of parameter combinations for the biologically validated network model was able to interneuron variability set to 5% as increasing number of interneurons are replaced by neurons at the original variability, but only with rheobases above (blue) or below (red) the mean rheobase. Background currents are adjusted accordingly (see text for details). The dashed line demarks d PA = 0.3 as in A. 141 naturally occurring heterogeneity in the neuron parameters [21, 28] prevents persistent 142 activity, we first analyzed the effect of individual cell types and neuron parameters, in 143 particular the rheobase, the minimal amount of input current that elicits an action 144 potential. Figure 2A shows the persistent activity measure d PA as the cellular 145 variability of pyramidal cells or interneurons were varied, respectively, while the other 146 cells were left at their original parameter distribution. It is apparent that only the 147 heterogeneity in the interneurons affects persistent activity (blue curve), while 148 pyramidal cell variability does not have a noticeable effect, either when varied alone 149 (red curve) or in concert with interneuron variability (black vs. blue curve). 150 To differentiate the effects of the individual neuron parameters of the interneurons, 151 we started from a simulation where the variability of all parameters was set to 5% of 152 their original values ( Figure 2B , left bar, d PA = 0.60 ± 0.02; mean ± SEM). Then, we 153 replaced the reduced distribution of each of the nine independent model parameters of 154 the neuron model (the simplified exponential integrate and fire neuron, or 155 simpAdEx [28] ) by the full distribution, one at a time. d PA significantly decreased 156 relative to baseline for each of these manipulations, but mostly stayed above 0.3, The parameters V th and E L that proved most important in the above analysis are 163 the major determinants of the rheobase current in the simpAdEx [28] . Thus, we 164 hypothesized that interneurons with low rheobase and high spontaneous firing rate 165 will prevent the initiation of persistent activity. To test this hypothesis, we set up a 166 simulation with two populations of interneurons, one using the original distribution 167 and another with the variability of all parameters reduced to 5%. We first drew all 168 interneurons from the reduced distribution and then replaced increasing numbers of 169 interneurons by those drawn from the original distribution and computed the d PA 170 measure in each of these cases. Importantly, we replaced only neurons with rheobases 171 above the average in one set of simulations (blue curve in Figure 2C ) and only those 172 with rheobases below the average in another one (red curve in Figure 2C ). Background 173 currents were adjusted such that the input relative to the mean rheobase was kept 174 constant as neurons were replaced, so the effective mean input into the interneurons 175 are not changed. While the replacement of neurons above rheobase does not affect 176 persistent activity, d PA drops as the number of replaced neurons below rheobase is 177 increased. This implies that interneurons with rheobases below the population average 178 dominate inhibition and prevent the initiation of persistent activity. Importantly, the 179 adjustment of the (constant) background current was not sufficient to compensate the 180 increased inhibitory activity. This suggests that the low-rheobase interneurons may 181 induce a skew in the distribution of inhibitory activity rather than just shifting its 182 mean.
183
Homeostatic compensation for rheobase heterogeneity recovers persistent 184 activity Persistent activity occurs in prefrontal cortex where cells are highly 185 heterogeneous, so it is important to explain how persistent activity and cellular 186 heterogeneity can be reconciled in a model of the prefrontal cortex. As we identified 187 high spontaneous firing rates in low-rheobase interneurons as the main limiting factor 188 for the initiation of persistent activity, the effect of these interneurons on total 189 inhibition needs to be limited in a biologically realistic way. A potential mechanism 190 limiting the maximal inhibition is homeostatic scaling of synaptic weights that aims to 191 keep roughly uniform firing rates. This kind of homeostatic plasticity has been 192 observed in both in vivo and in vitro studies and has been shown to regulate both 193 excitatory and inhibitory synapses [24] . We emulate this homeostatic regulation by 194 adjusting the excitatory background inputs (which are meant to represent the average 195 synaptic input from outside the simulated network) individually for each interneuron 196 such that the effective drive (input current minus rheobase) is the same for each 197 interneuron. External input constitutes the bulk of the excitatory input to each cell, 198 so extending the homeostasis to all excitatory input does not significantly change the 199 results. With this adjustment, the distribution of firing rates in the network peaks at 200 the mean rheobase, while previously, it was strongly skewed towards low-rheobase 201 interneurons at high rates ( Figure 3A ). Furthermore, persistent activity emerges as the 202 background currents are slightly decreased compared to the original value of 37pA 203 (blue curve in Figure 3B ). Importantly, the same manipulation lacks any effect without 204 rheobase compensation (red curve). Thus, homeostatic plasticity is a possible way to 205 compensate rheobase heterogeneity and allow for persistent activity.
206
The role of short-term plasticity The simulations shown in Figure 2 and 3 were 207 conducted without short-term synaptic plasticity (STP). Here, we investigate the how 208 the incorporation of STP affects persistent activity. STP refers to the dynamic change 209 of synaptic efficacies in response to incoming spikes, which relaxes back to a baseline 210 within several hundred milliseconds [29] (see Methods for details). This short time 211 scale sets STP apart from long-term plasticity, which induces lasting changes in the Compensation of rheobases restores persistent activity. A: Average interneuron firing rate as a function of rheobase with (blue) and without (red) background currents adapted to rheobases (mean ± SEM over all neurons). B: Persistent activity measure d PA as a function of the background current into interneurons with (blue) and without (red) compensation of rheobases by adapting the background currents such that the input relative to each individual rheobase is constant (mean ± SEM over 12 simulations). synaptic weights. It has also been suggested that STP can be used as a dynamic basis 213 for persistent activity [15] , a proposal we do not consider in this study. Instead, we 214 investigate the effect of STP heterogeneity on persistent activity generated by 215 reverberation in a cell assembly. Our original model [21] contained three types of STP, 216 which are suggested by electrophysiological data: Predominantly facilitating plasticity, 217 predominantly depressing plasticity, and a mixed plasticity type [30, 31] . These studies 218 also show that the cell types of the pre-and postsynaptic neuron determines the 219 plasticity type of a given synapse. Connections among pyramidal cells, among 220 fast-spiking interneurons and between fast-spiking interneurons and pyramidal cells, 221 however, can exhibit all three types of plasticity with different probabilities (see 222 Methods for details), introducing another factor of heterogeneity. We refer to 223 simulations with this full distribution of STP types as "heterogeneous STP" and to 224 those with only one STP type for a given pair of cell types as "homogeneous STP". In 225 the homogeneous case, only the most frequently occurring STP is being used for each 226 pair of cell types (facilitating STP for pyramidal-pyramidal connections and 227 depressing STP for fast-spiking interneurons inhibiting pyramidal cells as well as for 228 interneuron-interneuron connections, c.f. Figure 2B in [21] ).
229
The different curves in Figure 4 represent these different parameter configurations 230 of STP: Heterogeneous STP (red curve), no STP at all (black curve) and homogeneous 231 STP (blue curve). With heterogeneous STP (red curve), d PA is close to zero for all 232 values of cell parameter variability, while in the simulations without STP (black curve), 233 persistent activity emerges as cellular heterogeneity is reduced. However, removing 234 STP is not a necessary condition for persistent activity. Homogeneous STP (blue 235 curve) also leads to persistent activity for low cell parameter heterogeneity. Thus, it is 236 the heterogeneity of STP that prevents persistent activity to emerge, not STP per se. Dynamic impact of heterogeneous synaptic input The above results show that 238 persistent activity can be achieved when heterogeneities in interneuron cell parameters 239 and short-term plasticity are removed or compensated. While these conditions are 240 necessary for persistent activity, they are not sufficient: All of the simulations so far 241 used a uniform connectivity of 10% across all cell types, while persistent activity could 242 not be generated in the full network with all layers and cell types included and the 243 original connectivity pattern obtained from in vitro data [21] . In this original pattern, 244 connection probabilities are higher among interneurons (25%) and between 245 interneurons and pyramidal cells (15% to 70%) compared to the connectivity among 246 pyramidal cells (about 10%). Fast-spiking interneurons and Martinotti cells project 247 particularly frequently onto pyramidal cells (about 50% and 70%, respectively). In the 248 following, we investigate how this pattern of heterogeneous connectivities between different cell types shapes the dynamics of the full network (including homogeneous 250 short-term plasticity) and why it prevents persistent activity from emerging. 251 First, we found that the most notable difference between the heterogeneous 252 connectivity patterns and the homogeneous one (10% connectivity among all cell 253 types) lies in the distribution of synaptic weights: In the heterogeneous connection 254 pattern, pyramidal cells receive many more connections from fast-spiking interneurons 255 and Martinotti cells in layer 2/3 compared to other cells types and cells from layer 5.
256
Furthermore, synaptic weights for these densely connected cells type combinations are 257 much stronger compared to others (2.30 mV and 1.91 mV, for fast-spiking Dynamic difference between homogeneous and heterogeneous synaptic connections. A: Histogram of synaptic weights in networks with homogeneous connectivity (10% for all cell types, blue curve) and heterogeneous connectivity (connectivity constrained by data, red curve). B: Histogram of the total strength of each synapse in the networks with homogeneous and heterogeneous connectivity, computed as the product of the synaptic weight, the variables of short-term synaptic plasticity, averaged over all synaptic events, and the number of synaptic events. The inset shows the distributions on a log-log scale to demonstrate the heavy tail of the distributions. The black bar shows a 1/x 2 distribution for comparison. 266 Second, we investigated the impact of the weight distribution on the total synaptic 267 input from a given interneuron to a given cell assembly member. The total synaptic 268 input is defined as the sum of synaptic conductance changes in the target neuron by 269 spikes from the presynaptic interneuron, summed over the entire spike train of that 270 interneuron. These total inputs follow of a heavy-tailed distribution ( Figure 5B ), 271 where the tail sits on top of barely visible bimodal distribution at lower values. While 272 the two modes reflect the distribution of the weights, the heavy tail occurs from the 273 fact that large values of the total input require the rare coincidence of both large 274 weights and high firing rates. Furthermore, inputs from interneurons with high rates 275 are often strongly attenuated by short-term synaptic plasticity, as the predominant 276 plasticity type from interneurons to pyramidal cells is synaptic depression. Thus, a 277 high total input also requires suitable parameters of short-term plasticity, most 278 importantly, a short time constant of synaptic depression. All these conditions only 279 rarely coincide, but when they do, very large total synaptic inputs result, constituting 280 the heavy tail of the distribution. Importantly, coincidence is much more likely if there 281 is a large fraction of strong synapses, as in the noise network. Thus, the tail is heavier 282 for heterogeneous connectivity ( Figure 5B In the previous section, we reported conditions under which a biologically tightly 310 constrained network model [21] can exhibit persistent activity. An important goal of 311 the study that introduced this model [21] was to mimic the asynchronous-irregular 312 (AI) background activity [32, 33] , which has been observed both in models [32] [33] [34] and 313 experiments [33, 35] . Thus, it needs to be tested whether AI activity can be generated 314 in a network that fulfills the constraints for persistent activity (note that we 315 concentrate on the irregularity in the following). We implemented all three conditions 316 (homogeneous short-term plasticity, interneuron parameter variability at 5% of its 317 original value and uniform connectivity at 10% for all cell types) in the original 318 network and assessed both persistent activity and measured the coefficient of variation 319 (C V ), a measure of inter-spike time variability. As expected, persistent activity 320 robustly emerged in this network ( Figure 6A ) after decreasing the background current 321 from 500 to 120 pA. However, activity was also much more regular compared to the 322 original, heterogeneous network (mean C V = 0.46 before and mean C V = 0.14 after 323 the stimulus in Figure 6A compared to 1.04 ± 0.33 in the original network [21] , mean 324 ± SD). While removing the constraints on variability of cellular and short-term 325 plasticity parameters did not change the regularity of the activity, using the original, 326 heterogeneous connectivity did: The mean C V reached 0.64, which is above the lower 327 bound of the values found in the original network. However, persistent activity was 328 not possible in this configuration: Activity levels quickly decay back to baseline once 329 the stimulus is switched off ( Figure 6B ). This could not be changed by using a range 330 of different background currents and synaptic weight strengths (see below). There are 331 at least two possible explanations for this observation: Persistent activity could either 332 be destabilized by noise, or the dynamic regimes that bring about persistent activity 333 and which generates noisy, irregular behavior may be mutually exclusive. In the 334 following to sections, we present tests of both hypotheses. We found that persistent 335 activity is robust to noise, but that noise indeed needs to be generated at a different 336 synaptic configuration. Finally, we tested to which degree a "noise network" 337 generating irregular activity could overlap with the "signal network" generating 338 persistent activity, both in terms of pyramidal cells and interneurons. below for more interleaved networks). Figure 7A Figure 7A , spanning one standard deviation around the mean C V s measured 363 in a multi-item working memory task in rats [21, 36] ). Activity before stimulus 364 presentation is much more regular: C V values do not reach the in vivo range for any of 365 the c values used (stronger connections with c > 0.25 ignite persistent activity 366 independent of the stimulus). Apparently the additional (noisy) drive from persistent 367 activity is needed to fuel sufficient activity in the neurons outside the cell assembly, so 368 the noisy activity is a joint product of the noisy dynamics of persistent activity and 369 the synaptic bombardment from outside the network. In summary, input from the noise network is effective for increasing the C V of the 371 signal network without harming its ability to generate persistent activity for moderate 372 connectivity between the two networks.
the same network (potentially at different times and states), we tried to transform the 376 signal network into a noise network (i.e., a network exhibiting C V s near one outside 377 the cell assembly) while keeping its ability to generate persistent activity. If this is not 378 possible, the noise within a network exhibiting persistent activity may either have to 379 be generated by external input or by modulation of its properties. As the key 380 difference between the signal and the noise network is in the connection probabilities, 381 we changed these probabilities in the signal network from the uniform 10% back to the 382 original values of the noise network (see previous section) and tried to retrieve 383 persistent activity by compensating for these changes using the synaptic weights:
384 Whenever a connections probability was decreased, we increased the weight of the 385 remaining synapses, and vice versa. Note that this procedure is not intended to mimic 386 a real biological process, but rather to test whether it is possible to construct a 387 network which is capable of both persistent and noise-like activity (see section 388 "Working memory and irregular activity" for a possible way to switch between 389 persistent and irregular activity using neuromodulation). Indeed, we obtained Figure 1A) . B: Persistent activity measure d PA as a function of the C V for all attempts to combine spontaneous and persistent activity generation in the same network. The shaded area denotes the range of one standard deviation around the mean (dotted line) of C V measured experimentally in vivo. 395 We summarize all attempts to combine persistent and spontaneous activity by Figure 7B and Figure 8B [21, 36] ).
404
Admissible overlap between signal and noise network As subnetworks in the 405 cortex do not exist in isolation, we next studied to which degree the signal network 406 (generating persistent activity) and the noise network (generating noisy, spontaneous 407 activity) can be mutually interconnected without harming persistent activity, as 408 opposed to the one-directional projection from noise to signal network we described 409 above. We considered two different types of connections ( Figure 9A ): First, synapses 410 between the two networks, but within the same cell type, i.e. from pyramidal cells of 411 the noise network to pyramidal cells of the signal network, and the same for active. As heterogeneity of interneuron rheobase increases, more and more pyramidal 447 cells in the cell assembly are being driven into one of these two extremes, taking them 448 out of the bistable regime that is necessary for stimulus-dependent persistent activity.
449
To show that this mechanism does not depend on the specific configuration of the 450 present model, we use a minimal model of persistent activity [37] , comprising only a Figure 10A ). Geometrically, this implies that the slope of the I syn nullcline needs to 486 change sign at least once. As the inhibitory input is varied (directly or via rheobase 487 variation), the inhibitory component of the I syn nullcline is shifted to the left or to the 488 right. When the inhibitory input becomes too strong, the I syn bends more and more 489 to the left, eventually losing the active state fixed point at non-zero firing rates (left 490 green curve in Figure 10B ). When the input to the interneurons drops below the 491 rheobase, on the other hand, the inhibitory component of the I syn becomes zero and 492 the I syn is identical to its excitatory component, which lacks a change in the slope sign 493 and does not cross the FR firing rate at zero firing rate (right green curve in 494 Figure 10B ), losing the inactive stater fixed point. In both cases, the system becomes 495 monostable, either in the active or the inactive state.
496
To study the effects of heterogeneity in the interneurons, we model a population of 497 1000 pyramidal cells, each of which receiving a different amount of inhibition and thus 498 being governed by a different I syn nullcline ( Figure 10B , see Methods for details). As 499 heterogeneity increases, more and more of these cells will be driven out of the bistable 500 range, into one of the two monostable regimes. As a result, the number of bistable 501 neurons, i.e., exhibiting three fixed points, drops with increasing rheobase 502 heterogeneity, which is precisely the effect we observed in the full model using the 503 measure d PA (Figure 11A , blue curve). Importantly, changing the (mean) background Figure 1C ).
507
The amount of rheobase heterogeneity that is admissible for persistent activtiy 508 depends on the curvature of the I syn nullcline, or more precisely, on the range between 509 the current at zero firing rate and the one at the first local maximum where the 510 nullcline changes its slope (e.g. -6 and 15 nA in Figure 10B ). This range is largely 511 determined by the strength of the two synaptic inputs. Thus, it is possible to restore 512 persistent activity at a given level of interneuron heterogeneity, e.g., by choosing larger 513 peak conductances. However, such a scaling also increases the firing rate of the active 514 state, illustrated by comparing the (mean) I syn nullclines in Figure 10A and B. Indeed, 515 as we systematically vary the scaling of the peak conductances of the NMDA and 516 GABA currents ( Figure 12A ), we observe a linear increase in both the maximal 517 admissable rheobase variability (blue curve) and the firing rate (orange curve) as the 518 scaling, and thus, the range of the I syn nullcline, is increased. Fig 12. Restoring bistability by increasing peak conductances or number of interneurons A: Maximum of the rheobase standard deviation without a drop in the number of bistable neurons (blue curve) and firing rate in the active state (orange curve) as both NMDA and GABA peak conductances are being scaled by the same factor. As the weights are scaled up, the range of the (mean) I syn nullcline also increases (written above the graph for each value of the scaling factor). B: Number of bistable neurons as the number of interneurons (ReLU units with different rheobase values filtering the inhibitory conductance) is being increased. The standard deviation of the rheobase was set to 60 pA for all simulations. 519 Next, we compare the effect of interneuron heterogeneity with the effect of 520 pyramidal cell heterogeneity. To that end, we filter the NMDA conductances instead 521 of the GABA conductances by a number of ReLUs, effectively modelling a number of 522 pyramidal cells that are excited by the modelled cell and excite that cell in turn. If the 523 same slope is being used for the pyramdial ReLUs as for the interneuron ReLUs each representing a single pyramidal cell. As this number is increased, more and more 537 of the variability in the inhibitory input is averaged out, which leads to a lower 538 standard deviation in the total input to each pyramidal cell. Consequently, the 539 number of bistable neurons increases as the number of simulated interneurons increase 540 ( Figure 12B ). As apparent in the figure, about 1000 interneurons are sufficient to keep 541 all pyramidal cells in the bistable regime for a rheobase variability of 60 pA.
542
As the above results suggest that increasing the number of neurons could be a 543 possible way to produce persistent activity in the presence of heterogeneities, we also 544 conducted a number of simulations of the full model with larger networks. As 545 expected, homogeneous networks showed persistent activity, while heterogeneous 546 networks (using the original connectivity) did not using 3000, 5000 or 10000 neurons.
547
Importantly, the 3000 neuron network also showed persistent activity when the 548 rheobase heterogeneity was increased to 10% of the original values, while the 5000 549 neuron network could even tolerate 50% heterogeneity. However, even the 10000 550 neuron network was not able to produce peristent activity at full rheobase 551 heterogeneity. So, increasing the network size can in fact be used to extend the range 552 of admissible heterogeneity, but the full range obtained from in vitro data can not be 553 averaged out even in a network that is larger than a cortical column (containing about 554 7500 neurons [40] ).
555

Discussion
556
We presented a working memory model based on persistent activity within a 557 biologically validated network model of the prefrontal cortex. We found that the 558 network shows the bistability necessary for stimulus-dependent persistent activity only 559 under the condition that the excitability of the interneurons that inhibit the neurons 560 of the cell assembly is largely homogeneous. The same is true for the strengths of the 561 inhibitory inputs onto the assembly members -a heavy tail in the distribution of these 562 inputs also destroys persistent activity. Furthermore, pairs of neurons need to exhibit 563 the same type of short-term plasticity (if present) for a given combination of cell types. 564 None of these homogeneity criteria is fulfilled in the full network model, nor in the 565 electrophysiological experiments from which the neuron and synapse parameter 566 distributions of the model are taken from [21] . Thus, we argue that persistent activity 567 may require that heterogeneities are compensated by appropriate learning rules such 568 as homeostatic plasticity, at least locally for a given cell assembly.
569
Breaking persistent activity by interneuron heterogeneity 570 We have identified the dynamic mechanism of breaking persistent activity by 571 heterogeneity in the rheobase of the interneurons, namely a spread in the inhibitory 572 input that drives part of pyramidal cells into inactivity and another part into 573 hyperactivity. Using a minimal model of persistent activity, we have shown that this 574 mechanism does not depend on the exact implementation details of the model. Rather, 575 using the language of dynamical systems theory, we have shown that this mechanism 576 is a general dynamic phenomenon that can occur in any system where at least one of 577 the nullclines exhibits enough variability to lead to different number of fixed points for 578 the different components (e.g. pyramidal cells). In this sense, the interneuron 579 rheobase can be seen as a bifurcation parameter that is varied above and below the 580 two bifurcation points between bistability and monostability of the active and inactive 581 state, respectively. In particular, any source of heterogeneity in the inhibitory part of with bitufted and other cross-layer projecting interneurons. The first two types may 688 project beyond a single cortical column, while the latter is largely confined within its 689 own column. The current study may explain the differential effect of VIP and 690 PV/SOM cells on persistent activity under the assumption that signal and noise 691 networks are spatially separated in different cortical columns: Activating PV and 692 SOM cells may elicit inhibitory effects that travels across networks, contaminating the 693 signal networks supporting the delay phase activity. VIP cells, on the other hand, 694 mostly inhibit cells within one column, so there is much less inhibitory crosstalk 695 between different networks. On the other hand, a recent study [51] suggested that cell 696 assembly formation may not be limited to pyramidal cells, but local interneurons can 697 be recruited into the assembly, while far-reaching interneurons such as SOM cells 698 decorrelate from the assembly. Thus, it seems possible that a cell assembly may learn 699 to separate itself from direct inhibitory input from the outside that is harmful to 700 persistent activity, even in the absence of spatial separation. 
708
Regarding the biological relevance, we emphasize that all heterogeneities in this 709 model are directly derived from electrophysiological experiments [21] . Nevertheless, we 710 cannot exclude that the variability of cellular and synaptic parameters may be 711 artificially inflated, e.g., by combining data from different experimental conditions. So 712 in theory, if this artificial variability is larger than the variability due to biological Figure 2) . Thus, potential artificial variability would have to be 717 inflated at least four-fold over biological variability to break persistent activity on its 718 own, which is highly unlikely. Furthermore, we have drawn all neuron parameters from 719 a multivariate distribution which respects the correlations between these parameters 720 (see Methods for details), so we can exclude that the effect of heterogeneity in one 721 parameter e.g. on firing rate output is compensated by the heterogeneity in another 722 one by mean of correlations between the two [52] . However, we cannot exclude that 723 such compensatory mechanisms exist between neuron and synapse parameters, as we 724 have obtained the latter from the experimental literature. In fact, such correlations 725 could arise the result of homeostatic mechanisms, e.g., compensating the effect of 726 strongly firing interneurons with lower synaptic weights [52] (see below).
727
For a biologically plausible mechanism to fulfill the homogeneity constraints, we 728 consider that cell assemblies are assumed to be formed by long-term neural plasticity 729 as a result of repeated common input to a set of neurons. This Hebbian plasticity may 730 be complemented by homeostatic plasticity rules that are known to scale synaptic 731 efficacies such that a given average firing rate in the postsynaptic network is 732 maintained [23, 24] . Here, we have considered a (simplified) scaling of the excitatory 733 input into interneurons, such that the differences in excitability are compensated by 734 opposing differences in the input. Another way to limit the effect of the skewed 735 excitability distribution would be to leave the firing rates of the interneurons 736 unaffected, but scale the inhibitory synapses onto pyramidal cells. Recent studies have 737 suggested that both types of homeostatic plasticity may work together to maintain a 738 balance of excitation and inhibition [24] , at a spatial resolution that allows fine-tuning 739 of individual synapses [53] . While such a homeostatic mechanism is unlikely to 740 eliminate all heterogeneity in effective excitability, our results suggest that a decrease 741 to a maximum of approximately 20% of the original heterogeneity will be sufficient to 742 enable persistent activity.
743
Using homeostatic plasticity on the inhibitory synapses could also help to 744 attenuate heterogeneities in the synaptic input: Pyramidal cells that are subject to 745 very high total inputs from interneurons will fire much less than others, leading to a 746 downregulation of its inhibitory weights. Similarly, combined homeostatic plasticity on 747 excitatory and inhibitory synapses could assimilate inputs from synapses with different 748 types of short-term plasticity: On average, facilitating synapses have a stronger total 749 input on the postsynaptic neuron compared to depressing or mixed-type synapses. As 750 an effect, neurons will exhibit higher or lower firing rates, depending on which type of 751 plasticity dominates, and thus, the respective weights will be adjusted to compensate 752 existing heterogeneities.
753
Functional benefits from cellular heterogeneity 754 At first glance, the constraints outlined above appear to limit the utility of cell 755 assemblies as the basis of working memory. However, they could also provide a specific 756 benefit: If each cell assembly is controlled by inhibition of a well-defined strength and 757 timing, the heterogeneity in these parameters between cell assemblies could make each 758 assembly most reactive to a stimulus with specific tuning properties. More specifically, 759 interneuron excitability is an important determinant of the specific frequency of 760 PING-type rhythms (pyramidal-interneuron network gamma [54] ) that are generated 761 within a given subnetwork. A cell assembly with a given, mostly homogenous set of 762 interneurons will likely exhibit a rhythm at a narrowly defined frequency and also 763 resonate to input of that particular frequency. If different assemblies exhibit different 764 resonance frequencies, this could help multiplexing multiple memory items at a time, 765 avoiding interference between the assemblies. This proposal is supported by a recent 766 study in monkeys [55] , reporting brief gamma bursts during the delay period. Each of 767 these bursts has a well-defined frequency, which varies considerably among different The current model makes a number of concrete predictions which could be tested 773 experimentally. Here, we make them explicit and briefly discuss methodological issues 774 of this test. methods are now available for cell assembly detection in electrophysiological data, the 786 most recent one even spanning a range of lag times [56] . The non-trivial process of 787 detecting these assemblies may be one of the reasons why the above properties have 788 not been identified before: Assemblies are not necessarily spatially localized, thus 789 anatomical and physiological recordings that are focused in a small spatial volume 790 may fail to see the organization of cellular and synaptic properties within a cell 791 assembly. If these recordings are combined with a detection of the cell assembly, 792 though, one could test, e.g., the first prediction by comparing the firing rates of Naturally, the predictions rest on the assumption that the network model [21] 801 provides a reasonably valid image of the prefrontal cortex, despite the necessary 802 simplifications, such as a specific selection of cell types and cortex layers, a 803 phenomenological model of the neurons [28] and a constant background current for all 804 pyramidal cells and interneurons of a given layer. We have previously shown that the 805 neuron model provides an accurate description of neuron's responses to fluctuating 806 currents [28] and the network model veridically reproduces many key features of 807 baseline in vivo activity [21] . Nevertheless, the model needs to be further tested in 808 terms of its ability to reproduce a wider range of dynamic regimes and functions of the 809 prefrontal cortex.
810
Heterogeneity in previous working memory models 811 While there is a wide range of models of working memory based on persistent activity, 812 most of them use homogeneous parameters and few have investigated the effects of 813 heterogeneities on working memory performance; to our knowledge, there are four 814 studies on variants of the ring model [17] [18] [19] [20] and another one on a related parametric 815 memory model [57] , investigating the effect of random and spatially structures 816 heterogeneities on working memory. In the ring model [16] , neurons are spatially 817 organized on a ring and form the strongest connections to their nearest neighbors, 818 effectively forming a continuum of cell assemblies along the ring. Thus, input at any 819 point of the ring can cause a persistent bump of activity in the neurons nearby.
820
Random heterogeneities, e.g., in neural excitability, cause these bumps to drift towards 821 specific points on the ring, compromising their ability to encode the spatial position of 822 the input over time [17] [18] [19] [20] . The reason for this drift is the fact that the energy 823 landscape along the ring is basically flat (neutral stability on the ring), such that any 824 point of the line can be represented. Random heterogeneities create hills and valleys in 825 this landscape, so activity drifts towards its local minimum. Homeostatic plasticity 826 has shown to effectively flatten out these local minima such that the representation 827 becomes stable again. In contrast to random heterogeneities, spatially structured 828 heterogeneities are deliberately put into the networks to fulfill a specific 829 function [20, 57] , in one case even to counteract the harmful effects of the random 830 heterogeneities [20] .
831
In the present model, we focus on random heterogeneities in the cell parameters, 832 which destroy working memory when present in the interneurons. The cause of this 833 problem is very different from the one in the ring model: Instead of shifting persistent 834 activity into some uninformative region, it is either completely lost or permanently 835 activated without a stimulus (c.f. Figure 1 ) -in short, the system loses its bistability.
In the ring model, the instability was compensated using either homeostatic plasticity 837 targeting the activity of pyramidal cells [17] , short-term plasticity [18, 19] or a 838 systematic structure of the energy landscape, effectively segmenting the line attractor 839 into a discrete set of attractors [20] . In principle, however, this instability could be 840 removed by considering a ring with a sufficiently large number of neurons, which 841 would statistically equalize populations representing different spatial positions. The 842 loss of bistability due to the skewed distribution of interneuron excitability, on the 843 other hand, must be compensated for persistent activity to work at all. These 844 considerations emphasize the need to work with parameter distributions that are 845 derived from experimental studies.
846
The current state of persistence-based working memory models 847 Persistent activity in cell assemblies in the prefrontal cortex has long been the 848 dominant model for the mechanism of working memory. Recently, this dominance is 849 challenged by a a number of alternative model frameworks which are based, e.g., on 850 short-term synaptic modifications [15] , dynamic activity patterns [11] , or short-lived 851 attractor states [58] , potentially paced by beta, gamma and theta oscillations [59] .
852
The theoretical proposals are accompanied by experimental observations that delay 853 activity may be more complex than simply maintaining neurons at elevated firing 854 rates [11, 55] . Supporters of persistence-based models counter these arguments showing 855 that the alternative models "could mediate only a limited range of memory-dependent 856 behaviors" and are not mutually exclusive with stimulus-dependent persistent 857 activity [6] . 858 We argue that tests of the current model's predictions would also contribute to the 859 evidence in favor or against the general concept of persistence-based working memory 860 models. As the role of oscillations in working memory has been addressed in a number 861 of recent studies [55, 60, 61] , we note that we also see slow, quasi-periodic interruptions 862 of persistent activity in our model (e.g. Figure 1B , frequencies in the delta range, 0.6-2 863 Hz), and faster (beta/gamma) oscillations can by induced by strongly decreasing the 864 background current into the interneurons while increasing the 865 pyramidal-to-interneuron connections, leaving interneuron activity to be more 866 controlled by pyramidal cell activity and thus enabling a PING-type rhythm 867 (pyramidal-interneuron network gamma [54] ). As outlined above, this would lead to a 868 range of assemblies, each of them associated with its own, relatively well defined 869 frequency signature, as seen in [55] . As proposed in [59] , increased working memory 870 load would then be associated to more gamma-synchronized assemblies being active at 871 the same time. This would not only result in increased gamma power (e.g. [55, 62] ), 872 but also predict that the overall gamma band would be more smeared out, because it 873 would result from several assemblies oscillating at different frequencies. All these 874 proposals can now be tested in a biologically validated modeling framework, 875 contributing to our understanding of the neural underpinnings of working memory.
876
Methods
877
Model description 878
The data-driven model of the prefrontal cortex used here is described in detail in [21] . Briefly, the model consists of 1000 neurons modeled by a simplified version (simpAdEx [28] ) of the adaptive exponential integrate-and-fire neuron (AdEx [63] ) which was optimized for high-throughput fitting to in vitro electrophysiological data:
where C is the membrane capacitance, g L a leak conductance (with reversal potential 879 E L ), τ m and τ w are the membrane and adaptation time constants, respectively, Θ 880 denotes the heavy-side function, and w V is the V-nullcline of the system as defined in 881 Equation 1. Like the full AdEx [64] , this model consists of one differential equation for 882 the membrane potential V (including an exponential term with slope parameter ∆ T , 883 which causes a strong upswing of the membrane potential once it exceeds V T ), and one 884 for an adaptation variable w, and can reproduce a whole variety of different spiking 885 patterns [28] . A spike is recorded whenever V crosses V up , at which point the voltage 886 is reset to V r and spike-triggered adaptation is simulated by increasing w by a fixed 887 amount b.
888
Based on about 200 neurons from rodent PFC, we generated multivariate 889 parameter distributions for five different electrophysiological neuron types [21] , namely 890 pyramidal cells in layer 2/3 and 5, fast-spiking, bitufted and Martinotti interneurons.
891
These distributions respect the full covariance structure between the eight parameters 892 of model, which was estimated from the joint data set of all fits of the model to each Tables SS1 Table to 
These recursive equations describe the dynamics of the relative efficiency a(t sp k ) across 908 series of spikes, with initial conditions u 1 = U and R 1 = 1, where t sp k is the interval 909 between the (k − 1)th and the kth spike. Model parameters U , τ rec and τ fac were 910 specified according to [30] and [31] who differentiated between facilitating, depressing 911 or combined short-term dynamics, for both excitatory and inhibitory connections. The 912 cell types of the pre-and postsynaptic neurons determine which of these classes is self-consistent way from the network activity itself (see [21] for details).
921 Importantly, the model has been validated with neuronal data on two levels. On 922 the single-cell level, the fits obtained from the simpAdEx model were tested with in 923 vitro data which are fundamentally different from those used for the fit [28] , namely External stimuli were simulated by Poisson spike train with firing rate f inp for period 946 of T inp ms in a number of N inp excitatory input neurons. Two cases are considered: In 947 the first case, a single input neuron (N inp =1) is randomly connected to L2/3 cells, 948 using the connection probability for pyramidal cells within that layer. In the second 949 case, there is one input neuron for each pyramidal cell in the assembly (N inp =N ex CA ), 950 with connections from each input neuron to one of the assembly neurons. In both cases, 951 all synaptic peak conductances of the input are set to s inp times the peak conductance 952 of excitatory synapses within the network. Unless otherwise stated, the following 953 values are used for these parameters: f inp = 1000 Hz, T inp = 50 ms and s inp = 1.
954
Measures of persistent activity 955
To quantify to which degree a cell assembly exhibits persistent activity, we define the 956 measure d PA as follows 957 d PA = Θ(a end − a start ) (a end − a start ) ,
December 20, 2018 23/31 a end and a start are normalized measures of the activity during 500 ms before the 958 stimulus and the last 500 ms of the simulation, respectively. Θ is the heavy-side 959 function, setting d PA to zero if activity is higher in the beginning (i.e. 960 a end − a start < 0). The activity measures are computed by comparing the firing rate in 961 the cells of the assembly with those outside the assembly. An assembly cell is regarded 962 as activated if its average firing rate during the observed time interval exceeds those of 963 the average firing rate of all non-assembly (pyramidal, layer 2/3) cells. Normalized 964 activity a is then defined as the fraction of activated cells in the assembly. Thus, by 965 definition, d PA ranges between zero and one. The maximum of one is reached when all 966 cells in assembly are activated at the end of the simulation and none of them before 967 the stimulus, which reflects the desired case of stimulus-induced persistent activity.
968
On the other hand, d PA is zero if either none of the assembly cells is activated in the 969 end (decayed activity) or more cells are activated before the stimulus 970 (a end − a start < 0, spontaneous persistent activity).
971
Variation of model parameters 972 We systematically varied a number of parameters of the model in order to find 973 configurations allowing for persistent activity. In particular, we varied the size of the 974 cell assembly between 30, 50, 80 and 470 neurons (the latter being the number of 975 neurons in L2/3), the ratio between NMDA and AMPA conductances between 1, 2, 3, 976 4, 6 and 8 times the original value, the peak conductance among pyramdial cells 977 between 1, 5, 10, 15 and 20 times the original value, the scaling factor s CA of the 978 synaptic weights within the cell assembly between 1, 5, 15 and 20, connectivity within 979 the cell assembly between 10 and 40% and both background currents I ex into 980 pyramidal cells and I inh into interneurons between 0 and 1000 pA. We conducted all of 981 these changes in isolation (using a default of 80 cell assembly neurons, the original 982 ratio of NMDA and AMPA conductances as well as the original value of peak 983 conductances among pyramidal cells, a scaling factor for the weights within the cell 984 assembly of 5 and a connectivity of 10% as well as I ex and I inh values of 300 and 200 985 pA, respectively) and also assessed a considerable number of these modifications 986 together. Overall, we performed 720 simulations with the full model, summarized in 987 Figure 1C (except for those where the full L2/3 was used as a single assembly, as they 988 exhibit epiletiform activity following stimulus presentation).
989
Minimal model of persistent activity 990
To assess the dynamic mechanisms of persistent activity and the effect of rheobase 991 heterogeneitities in more detail, we employ a minimal model of persistent activity [37] 992 comprising a single pyramidal cell modelled by a simplified version of the 993 Hodgkin-Huxley equations [38] that excites itself by an NMDA autapse and also 994 inhibits itself by a GABA autapse. We modify this model in three ways: First, we Figure 12A) . 998 Further decrease of the weights would have required too much fine-tuning to show the 999 principle results, but we also discuss the effect of the scaling in the main text. Second, 1000 we filter the inhibitory conductances by a function G I that mimicks interneuron 1001 heterogeneity. This function is described in details below. In some simulations 1002 (indicated at the text), we apply a function G E of the same form to the excitatory 1003 conductances, but with different parameters. Finally, we simulate a population of 1000 1004 pyramidal cells instead of one, which only differ in their particular realization of G I or 1005
