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Abstract
ZIF-7 is mainly popular because of the so called gate opening effect that it
shows for large guest particles. However, there are other interesting aspects
of this lattice that can be investigated. We therefore, focused on studying
the transport properties of some small guest species in ZIF-7 at 298 K.
We have first checked different interaction models to define the best lattice
structure, i.e the closest geometry of ZIF-7 to that of the X-ray structure.
Our investigations have shown that changing the partial charge sets can
influence the geometry of the lattice in our model. The conservation of
the geometry of the framework, especially conservation of the window size,
is very important to get a model that yields correct diffusion and adsorption.
After finding an appropriate model, Gibbs Ensemble Monte Carlo (GEMC)
simulations were performed to investigate, in equilibrium at given ther-
modynamic conditions, the adsorption properties and the amount of guest
particles in the lattice: Hydrogen (H2), deuterium (D2), helium (He), neon
(Ne), nitric oxide (NO) and carbon monoxide (CO). The amount of uptake
for most of the studied species at ambient pressure was very low, our inves-
tigations have been therefore conducted to high pressures.
Our studies have been then followed by studying the diffusion of the guest
species by means of molecular dynamics (MD) simulations. No evidence
of the diffusion of these particles in the rigid ZIF-7 lattice has been found.
Hence, the flexibility has been applied to the framework which resulted in
diffusion of the guest particles. Their self-diffusion coefficients have been
calculated.
However, one of the most challenging parts of our work was simulation of
the lattice flexibility. The input file of DL-POLY that includes all atom in-
teractions (i.e angle bending, bond stretching and torsions) contains more
than 20000 lines that requires lots of skill and large amount of work.
It is worth noting that flexibility of the lattice results in the oscillation of the
atoms of the lattice meaning that they change their positions repeatedly. To
study these oscillations, the velocity autocorrelation function (VACF) and
its Fourier transform have been applied to each type of atoms that yielded
the spectral density of atoms of the linker (i.e benzimidazole).
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1.1 Metal organic frameworks (MOFs) and Zeolitic imi-
dazolate frameworks (ZIFs)
Porous materials are used in a wide range of applications [18, 27, 33, 50, 51, 57]. Among
various recently developed porous materials, the family of the so called metal organic
frameworks (MOF) is considered to be particularly promising for gas separation and
gas storage [17]. In these crystals, metal ions are interlinked by a huge variety of or-
ganic linkers the length and performance of which allow to tune, to a certain extent,
the sizes of the typical internal voids as well as the stiffness of the lattice, resulting in
specific properties for each MOF [27, 40, 49, 52].
Zeolitic imidazolate frameworks (ZIFs), a subfamily of the MOFs, in which metal ions
such as zinc and cobalt are linked by organic linkers, have attracted a lot of attention.
Besides offering, like other MOFs, a high porosity and surface area, ZIFs are usually
rather stable, which gives them advantages over other metal organic frameworks [37].
The fact that alternation of the ZIFs organic linker leads to differences in adsorption
properties, cavity and window size, has made them promising candidates in selective
shape and size guest separation and adsorption [17]. Designing such porous structures
has thus recently become a very attractive field of research and therefore molecular
modelling should be instructive and helpful in tailoring these systems.
1
1. INTRODUCTION
Figure 1.1: Similarity of the angle of M − Im−M and Si−O−Si in ZIFs and Zeolites.
Since the M-Im-M (M: metal, Im:imidazolate) angles in ZIFs coincide with the Si-O-
Si angles in zeolites (145 ◦, Figure 1.1), these newly constructed materials follow the
topologies of the parent tetrahedral zeolites [38].
1.2 The aim of this study
ZIF-7 is mostly popular because of the gate opening effect that it shows for large
molecules. However, there exist other interesting features that can be studied for this
lattice and therefore, filling this gap, in this study we have chosen to investigate the
transfer properties of some small guest particles in ZIF-7. We have also studied spectra
of the lattice vibrations.
Since diffusion governs the reaction rate or the time constant of the adsorption process,
understanding the diffusion of the guest species becomes very important. Molecular
dynamics simulation (MD) [4, 30] is a powerful tool to study such a phenomenon [20].
After finding a suitable model for our system, we have studied the spectra of the lattice
vibrations. Then we have explored the transport properties of hydrogen (H2), deu-
terium (D2), helium (He), neon (Ne), carbon monoxide (CO) and nitric oxide (NO) in
ZIF-7 lattice.
Before proceeding to investigate the details of our own system, some knowledge about
the industrial background and application of such systems would be interesting.
Nowadays the use of hydrogen in the field of clean energy is apparent to everyone and
therefore, study of its transport properties in porous materials is of great importance.
2
1.3 Applications
Moreover, both medical and industrial use of hydrogen isotopes has led to several stud-
ies of separation of hydrogen and deuterium.
Helium and neon have attracted our interest because of their industrial applications.
Nitric oxide adsorption is considerable for a number of applications. Beside its medical
use, one of its interesting applications is in the field of gas separation and NOx traps
for lean burn engines. However the importance of this gas in the area of medicine and
biology should not be underestimated.
Pressure swing adsorption (PSA) and temperature swing adsorption (TSA) are two
familiar ways of removing common contaminants such as CO, CO2 and NO from dif-
ferent sources [48]. Basically, there exist up to three different adsorbent layers in the
PSA units for hydrogen purification. An alumina or silica gel is usually the layer that
the mixture stream reaches first. Here the stream loses the water vapour. The next
layer is composed of activated carbon that adsorbs carbon monoxide, carbon dioxide,
methane and traces of sulfur components. In order for improving the adsorption of
nitrogen, carbon monoxide and other trace components, a third layer of zeolite is used.
Therefore, selecting an appropriate material, the size and ratio of layers and the com-
position of the feed gas would have a significant influence on the efficiency and yield of
the process [6, 10, 41, 53].
1.3 Applications
The idea of using MOFs for volume specific applications such as adsorption, separa-
tion, purification processes, catalysis, molecular sieves etc. originates from the special
properties of them like high porosity and missing hidden volumes [13].




1.3.1 Gas separation and purification
Elimination of electron-rich molecules, like water, sulfur containing molecules, amines,
phosphines, oxygenates or alcohols from different gases is one of the applications of the
MOFs, especially those with free accessible open metal sites. If the concentration of all
components in the gas mixture is in the same order of magnitude, the gas separation
will become meaningful. Removal of tetra-hydrothiophene from natural gas is an ex-
ample. Utilizing an electrochemically prepared Cu-EMOF at room temperature traces
of 10-15 ppm sulfur can be fully captured down to less than 1 ppm [13].
Another example is the usage of MOF-5 framework for separating CO2 from CH4 from
a mixture containing methane and carbon dioxide. To do that, Bae et al. in their
work [5], have replaced the planar benzene with a rigid and stable 3-dimensional carbo-
rane cluster. By removing the solvent molecules, open metal sites within the lattice
have been revealed. Then, the pressure-dependent adsorption properties of both MOF
structures for single-component gases CO2 and CH4 have been investigated. Finally
they have concluded that the open metal sites increase the interaction of the frame
work with polar CO2 in comparison with nonpolar CH4.
1.3.2 Gas storage
Due to their high internal surface area, MOFs provide plenty of space to interact with
surface centers which enables them to adsorb a large amount of gases. Because of their
high capacity in adsorption of strategic gases such as: H2, CO2, CH4, C2H6 etc., MOFs
are usable in high range for clean energy applications.
1.4 ZIF-7
ZIF-7 is one of the interesting structures of ZIFs [37]. The linkage of Zn ++ cations
with benzimidazole linkers forms this sodalite type lattice with a six-membered ring
pore aperture with a nearly 0.3 nm size in diameter. (Figures 1.2).
4
1.4 ZIF-7




2.1 Molecular dynamics simulation
Due to shortcomings of experiments such as time-consumption, cost or difficult ac-
cessibility, computer simulations have become of great importance. The basic idea of
molecular dynamic simulation is generating succeeding states of the system by inte-
grating Newtons’s laws of motion. The result gives us a trajectory of the system that
describes the changes of the positions and velocities of the atoms in that system with
the time [24, 30]. The corresponding trajectory is obtained by solving the differential







Equation 2.1 explains the motion of a particle i with the mass mi along the x axis.
In this equation Fxi denotes the force acting on the particle in x direction. It should
be noted here that the formula is the same for the other directions (i.e y and z) and
because of the superposition theorem a separate equation for each direction can be
written.
In 1957, the first molecular dynamics simulation of a condensed phase system has been
performed by Wainwright and Alder [3, 26]. They have used a hard sphere model in
which the spheres move in straight lines between collisions and have a constant velocity.
All totally elastic collisions in this model take place when the separation distance
between the centres of the spheres is equal to the sphere diameter. Although such
a simple hard-sphere interaction model contains deficiencies, it includes many useful
6
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insights about the microscopic nature of fluids. In this model, the force on each particle
will not change with the changes of its position or the position of the particle it interacts
with. It is zero except during collisions, where this force is infinite. In more realistic
models, this force changing has been involved by applying the continuous potentials.
The first simulation with the continuous potentials has been performed by Rahman in
1964 [30]. When the continuous potential is applied to the system, the motion of all
particles will be coupled together that leads to a many-body problem and cannot be
solved analytically. Accordingly, the equations of motion should be integrated using a
finite difference method.
2.1.1 Finite difference methods and Algorithms
The finite difference method’s basic idea for generating a molecular dynamics trajectory
is to break down the integration into small steps each separated in time by a fixed δt
time. At a given time, the total force on each particle will be then computed as the
vector sum of its interaction with the other particles. Particles’ acceleration can be de-
termined from the force. Combining the accelerations with the positions and velocities
at a given time t leads to calculate the positions and velocities at a time t+ δt. Then,
the forces on the particles in their new positions will be determined which leads to the
new positions and velocities at time t+ 2δt, and so on [4, 30].
There exist different kinds of algorithms for integrating equations of motion in molec-
ular dynamics simulations using finite difference methods. Among them, the Verlet
family of algorithms starts from a Taylor expansion in which velocities and accelera-
tions (dynamical properties) are approximated as Taylor series expansions when the
classical trajectory is continuous [4, 30](equation: 2.2):









δt4 ~c(t) + ... (2.2)
where ~v (velocity), ~a (acceleration) , ~b and ~c are the first to the forth derivative of
the position with respect to the time.
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2.1.2 The Verlet algorithm
The most widely used algorithm in molecular dynamics simulations is probably the
Verlet algorithm. In this method, the positions and accelerations at time t and the
positions from the previous step ~r(t − δt) to calculate the new positions ~r(t + δt) at
time t+ δt are used [4, 30]:
~r(t+ δt) = ~r(t) + δt~v(t) +
1
2
δt2~a(t) + ... (2.3)
~r(t− δt) = ~r(t)− δt~v(t) + 1
2
δt2~a(t)− ... (2.4)
Summation of the equations 2.3 and 2.4 and neglecting terms of 4th and higher orders
and reordering the equation yields:
~r(t+ δt) = 2~r(t)− ~r(t− δt) + δt2~a(t) (2.5)
As it is obvious from equation 2.5, the velocities are not explicitly appearing in the
Verlet integration algorithm hence, there are different ways to compute them. A sim-
ple way to calculate velocities is to approximate the derivative of space coordinates
numerically by the central difference scheme:
~v(t) =
~r(t+ δt)− ~r(t− δt)
2 δt
(2.6)
However, the Verlet algorithm has some especial feature. Equations 2.3, 2.4 and 2.5
reveal that velocities do not appear until the positions are computed at the next step.
One other especial characteristic of this algorithm is that since it calculates the new
positions from the current positions ~r(t) and the positions from the previous timestep
~r(t− δt), is not a self-starting one. Several modifications on the Verlet algorithm have
been applied and other algorithms such as Leap-frog technique (Hockney 1970) and
velocity Verlet method have been obtained [30].
2.1.3 The Leap-frog and velocity Verlet algorithms
In the Leap-frog method, from the velocities at time t − 12 δt and the accelerations at
time t the velocities ~v(t+ 12δt) are first calculated [30]:
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where ~a denotes the acceleration. Then the positions ~r(t+ δt) from the calculated
positions and the positions ~r(t) at time t are deduced using equation 2.7. The velocities



















Therefore, velocities to give their values at t+ 12 δt, would do leap-frog jumps over the
positions. Then the positions leap over the velocities giving their new value at the time
t+ δt and become ready for the velocities at the time t+ 32 δt and so on.
As shown in equations 2.7, 2.8 and 2.9, the velocities are explicitly included in Leap-
frog algorithm yet, it needs an additional construction to calculate potential energy
and kinetic energy for the same moment of time.
The velocity Verlet method [30] which has been applied in the molecular dynamics
simulations in this work, calculates the positions, velocities and accelerations at the
same time:




~v(t+ δt) = ~v(t) +
1
2
δt [~a(t) + ~a(t+ δt)] (2.11)
The special feature of this algorithm is that it needs ~a(t + δt) which is not known at
time t. Therefore, first we calculate ~r(t+ δt) from the time t, and we use it to calculate
~a(t+ δt) and then employ this to calculate ~v(t+ δt).
2.2 Force field and potentials
Many of the problems that we face with in molecular modelling are too large to be
considered by quantum mechanics methods that deal with electrons in the system.
Even if some electrons are ignored, as in semi-empirical methods, a considerable number
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of particles must be contemplated and the calculations will be time consuming. Force
field methods (also known as molecular mechanics) are those that neglect the electronic
motion, and calculate the energy of a system only as a function of the nuclear positions
(mass points) [30]. Molecular mechanics is in fact based on several assumptions. One
of the most important ones among them is the Born-Oppenheimer approximation,
without that it is not possible to consider the energy as a function of the nuclear
coordinates. The model of interactions within the system which forms the basis of
molecular mechanics is simple and straightforward. Interactions such as the bond
stretching, opening and closing the angles (angle bending) and the rotations about the
single bonds are those that define this model. A forcefield, beyond its simplicity, is
transferable enough to be used for much wider problems and the developed parameters
of small molecules can be used for investigating much larger molecules such as polymers.
The total potential energy, of a molecule is then defined as the sum of the bonded and
non-bonded terms (inter- and intra-molecular forces within the system) according to
superposition principle [19, 24].
2.2.1 Bonded potentials
Figure 2.1 shows the three basic bonded or intermolecular interactions that demonstrate
atoms linked together directly or with maximum three bonds in series.
Figure 2.1: Schematic of molecular mechanics bonded interactions, Bond stretching (left),
Angle bending (middle), Torsion (right).
Bond stretching refers to a bond between two atoms that are connected by one
covalent bond. An effective way to model such a bond would be to assume that the
two atoms are joined with a spring. This assumption leads to the use of Hook’s law
for calculating the required energy to stretch a bond from its ideal length, r0. This
means that the bond stretching potential can be defined by a simple harmonic potential
10
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(equation 2.12). In this equation r shows the distance between the two atoms, r0 defines
the ideal bond length and kr is the force constant. For each pair of bonded atoms r0




kr(r − r0)2 (2.12)
The interaction of two atoms bonded to a common atom can be explaned by angle
bending. Here again we can assume that a spring is acting between each two connected
atom. The same as in bond stretching, Hook’s law is applied to evaluate the required
energy for bending the bonds from their ideal angle θ0 (equation 2.13), and angle




kθ (θ − θ0)2 (2.13)
In this equation θ0 defines actual bond angle and kθ shows the angle bending force
constant. θ0 and kθ depend on the chemical types of the atoms that construct the angle.
Torsion angles (also called dihedral angles) potentials explain those interactions
which results from torsional forces in molecules. As exhibited in Figure 2.1 this potential
can be expressed by determination of four atomic positions and dihedral angle between
two planes. Since barriers for rotation around chemical bonds are yielded from dihedral
angle potentials, these torsional potentials play important role in conformation of a
molecule [30]. The potential energy due to torsion angle is usually expressed by a
periodic cosine function (equation 2.14):
Utor = kφ [1 + cos(mφ− φ0)] (2.14)
In this equation kφ defines the torsional rotational force constant or the barrier to
rotate which is always positive, φ is the angle between the two planes i.e the dihedral




Non-bonded potentials (Figure 2.2) include the electrostatic and van der Waals inter-
actions which involve interactions between all pairs of species in the system.
Figure 2.2: Schematic of molecular mechanics non-bonded interactions, electrostatic in-
teraction (left), Lennard-Jones interaction (right).
The interactions originated from the net charge or non-uniform distribution over the
molecules generate the electrostatic interactions [30]. A routine way for presenting
this charge in a force field is to define it as a point charge and place it at the center
of its belonging atom site. Determining of the charges in this way, represents the
electrostatic feature of the molecules. The electrostatic interaction is expressed by







In this equation ε0 shows the permittivity of free space, atomic charges are shown
by qi and qj and the distance between atoms i and j is shown by rij . Precision of each
electrostatic interaction depends on the appropriate assignment of charges to individual
atoms yet the charge assignment method is different in different forcefields.
Van der Waals interaction is another non-bonded term in a forcefield which de-
scribes the attraction and repulsion of the species in the system that are not directly
connected. The van der Waals interaction at large interatomic distances becomes zero
and for small distances turns to be very repulsive [30]. One of the most popular poten-













2.3 Ewald summation method
In this equation, εij represents the minimum (well depth) of the interaction potential
between atoms i and j, and σij shows the separation in which the energy is zero. Finally
the distance between the atom centers is defined by rij . The first term of this equation
expresses the repulsion at the short range where the electron clouds overlap more than
the optimal range. The second term represents the long range attractions. Both εij
and σij normally depend on the two i and j atoms.
2.3 Ewald summation method
The Ewald summation technique is an efficient method for summing the interactions
between a particle and all its periodic images. This method has been first created by
Paul Peter Ewald [16]for studying the energetics of ionic crystals. In this technique, a
particle interacts with all particles in the simulation box and also with their images in
the infinite array of periodic cells. The position of each image box could be associated
with the central box by determining a vector in which each of its components is an
integral multiple of the length of the box. Here for simplicity we assume a cubic box
with length of L (iL, jL, kL; iL, jL, kL =0, ±1L, ±2L, ±3L, etc.) containing N charges.
Following the expression given in [30], the charge-charge contribution (equation 2.15) of












where rij defines the distance between the charges i and j. The central box is
surrounded with six boxes with the length L and following coordinations: (0, 0,±L),
(0,±L, 0), and (±L, 0, 0). In order for calculating the contribution of the charge-charge
interactions between the charges in the central box and all images of all species in these











4πε0 |~rij + ~rbox|
. (2.18)













4πε0 |~rij + ~n|
(2.19)
in which ~n = (nxL, nyL, nzL, ) and nx, ny, nz are integers. In order to incorporate
the interaction between pairs of charges in central box, the former equation can be












4πε0 |~rij + ~n|
(2.20)
In this expression |n| is equal to zero in the central box and the prime on the first
summation reveals that the series does not cover the interaction i = j for ~n = 0.
Therefore, the total energy consists of the contributions of the interactions inside the
central box and interactions between central box and all surrounding image boxes.
Equation 2.20 converges remarkably slow meaning that it is conditionally convergent.
The sum of the conditionally convergent series depends upon the order in which its
terms are contemplated. One more complication with the coulomb interaction is that
at short distances it changes very rapidly. Thus, to calculate the Ewald summation










f(r) should be selected in such a way that it deals with the rapid variation of 1/r at
small r and the slow decay at large r. To do so, each charge should be neutralized by
being surrounded with a neutralizing charge distribution of equal magnitude but with











In this way, the sum over point charges will be converted to a sum between the
















2.3 Ewald summation method











In order to apply equation 2.21, the Ewald method employs erfc(r) as the func-
tion f(r). This new summation including error function converges very quickly. The
convergence rate depends on the width of the cancelling Gaussian distributions i.e α
in equations 2.22 and 2.23. The series will converge faster when the Gaussian is wider.
Particularly, choosing a proper α is important. It should be defined in such a way that
the only terms in the series are those in which |~n| = 0 (equation 2.23). This means
that only interactions containing charges in the central box are chosen. When a cutoff
is applied, α is chosen so that only interactions with the other charges within the cutoff
are involved. Then, a second charge distribution will be added to the system to coun-
teract the former neutralizing distribution. To define the contribution of this second
























~k is reciprocal vector and this summation is implemented in reciprocal space which
its detail is not necessary to be noted here. This reciprocal sum converges noticeably
faster than the original point-charge sum. Although the parameter α defines the rela-
tive convergence rate between the real-space and reciprocal-space, the former converges
quickly for large α while the latter converges quickly for small α. The mentioned recip-
rocal space summation corresponds to the second term of the equation 2.21. This term
is necessarily a slowly varying function for all r and therefore, its Fourier transform
(which is what this summation is) could be approximated with small number of recip-
rocal vectors. In real space, the sum of Gaussian functions contains the interaction of
each Gaussian with itself. Hence, a third self-term (equation 2.26)should be subtracted:







For the systems containing dipolar molecules a forth correction term might be also
required. The interaction energies would be summed spherically and thus, the electro-





























































2.4 Periodic Boundary conditions (PBC)
In a molecular dynamics simulation, the number of particles is commonly of the order of
102 or 103 which is only a small fraction of 6.02×1023 molecules in one mole of bulk fluid.
Under such circumstances the fluid shows a big surface-to-volume ratio and so, the bulk
properties will be unrecognisable because of the effect of the surface tension and other
surface effects. In order to solve this problem and model a macroscopic system by a
finite system of N molecules, the idea of periodic boundary conditions (PBS) has been
introduced. In this method, these N particles are enclosed within an original central
box (primary cell) which is then periodically replicated in all three dimensions and
forms an infinite lattice. All the boxes are dynamically identical with the same number
of particles within the box. The assigned velocity to each corresponding particle is
the same in the boxes. When a particle escapes from a box during the simulation,
its image with the identical velocity will enter the box from the opposite side and
therefore, during the simulation the total number of the particles in the original box
remains constant. As the consequence, the surface effects will be removed and the
primary cell remains free of any boundary effect. The simplest periodic system to be
programmed and visualised is the cubic box. However, a box with a different shape
could be more suitable for different simulations [30].
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Figure 2.3: Periodic Boundary conditions in two dimension.
2.5 Cutoff radius and minimum image convention
Basically, the non-bonded interactions, i.e. the intermolecular interactions between
atoms or groups of atoms that are far enough from each other in a large molecule,
and intramolecular interactions are computed between each pair of atoms (or, more
generally, sites) in a system. In order for increasing the computational efficiency in
the system, a cutoff radius is applied. In this method, each particle interacts with
the nearest image of the N-1 particles or, with those images contained in a sphere of
radius Rcut (cutoff radius) which is centered at the particle. This cutoff radius should
be half of the width of the box or less. The interactions for distances larger than the
cutoff radius are negligible in the calculation of the trajectory. It is worth to note that
although the system to be simulated is virtually infinite, since all of the boxes are equal,
it is sufficient to calculate the dynamical properties of one of them and store the data
for it.
Short range potential values in many cases can be also set to zero for the distances
greater than or equal to half of the simulation box length. Here we define the concept
of the minimum image convention. In this technique, the energy of each particle i and
the force acting on it will be calculated by summing up over the nearest images to that
particle. This means that if the particle i and j are both existing in the original cell
with a distance larger than half of the box length, the particle j will not contribute to
17
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the energy of particle i and instead particle j’ which is one of the periodical images of
particle j in the neighbour box will take part [4, 19]
2.6 Radial distribution function (RDF)
One of the mathematical functions for describing the structure of the matter is the
radial distribution function (RDF) or the pair correlation function g(r). If we consider
a spherical shell with the thickness of dr at a distance r from a chosen atom (see




π (r + dr)3 − 4
3
π r3 (2.29)
V = 4π r2 dr + 4π r dr2 +
4
3
π dr3 ≈ 4π r2 dr (2.30)
Figure 2.4: Schematics of the radial distribution function (RDF).
Then, if we consider the number of atoms per unit volume (density) as ρ = N/V , the
total number in the shell would be 4πρr2dr and therefore the number of atoms in the
volume element would change as r2.
The probability of finding an atom at a distance r from the other atom is given by
radial distribution function, g(r).









δ [~r − ~rij ]
〉
. (2.31)
In this equation N defines the total number of the atoms and ~rij shows the vector




In homogeneous uniform systems, the structural arrangement of the atoms does not
depend on the orientation of the separation vector and depends only on the distance









δ [r − rij ]
〉
. (2.32)
In order to calculate the pair distribution function from a simulation, the surround-
ing particles of each atom or molecule are plotted into histograms or distance bins.The
number of neighbours in each bin will be then averaged over the whole simulation.
In experiments, the radial distribution function would be obtained from a neutron
diffraction or x-ray measurement. It is worth mentioning that RDF is dimensionless
and commonly plotted as a function of the interatomic distance r [24, 30].
2.7 Adsorption
Guest particles can be captured on the surface or within the pores (internal surface) of
a solid or in a host system e.g. a liquid or a porous solid by the host species. A common
way to simulate the adsorption equilibria is to apply Monte-Carlo methods particularly
Grand Canonical MC (GCMC) and Gibbs Ensemble MC (GEMC). In GCMC the
Metropolis MC is used together with particle insertion and removal. The insertion
and removal is done in dependence upon a chosen size of the chemical potential. The
shortcoming of GCMC is that from experiments the pressure and not the chemical
potential is known. Therefore, in the present work GEMC is preferred.
2.7.1 Basics of Monte-Carlo(canonical Metropolis MC)
The derivation follows S. Fritzsche, personal communication, lecture given in Bangkok.
Monte Carlo simulations are stochastic simulation methods of classical many body sys-
tems that are designed to probe the structure and phase behaviour of fluids and their
thermodynamics. Applying these techniques, random configurations with correct prob-
ability distributions are created, and the state of the system can be changed randomly





Figure 2.5: Schematic of a random walk
2.7.2 Probability of configurations in the canonical ensemble
In the canonical ensemble, if we assume the system in the state Xj , the probability to
be in this state would be:
P (Xj) ∝ exp[−βH(Xj)] (2.33)
where Xj is the complete set of parameters that defines state j which contains sites
of the atoms and molecules, bending angles and so on. H is the potential energy (called
Hamiltonian) and β shows 1/kBT .
2.7.3 Detailed Balance
If we assume W (Xj → Xj′) be the conditional probability of a transition between
two states from Xj to Xj′ , the total probability density in time to see a transition
of Xj → Xj′ will be then P (Xj)W (Xj → Xj′), where P (Xj) defines unconditioned
probability to find the system in state Xj and W (Xj → Xj′) denotes the conditional
probability of a Xj → Xj′ - move of the system if it is in state Xj .
The transition probability W (Xj → Xj′) for Xj → Xj′ must follow this condition:
P (Xj)W (Xj → Xj′) = P (Xj′)W (Xj′ → Xj). (2.34)
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Equation 2.35 is called the micro reversibility-detailed balance.
2.7.4 Metropolis Monte-Carlo
In the canonical ensemble with the probability density P (Xj) ∝ exp [−βH], we will
have:
W (Xj → Xj′)
W (Xj′ → Xj)
= exp[−βδH] (2.36)
in which
δH = HN (Xj′)−HN (Xj) (2.37)
This means that the former ratio depends only on the difference of the Hamilton
functions of the configurations j and j′.
Consequently, metropolis Monte Carlo is defined as:
W (Xj → Xj′) =
{




W (Xj → Xj′) = min(1, exp{−βδH}). (2.39)
Figure 2.6 exhibits the algorithm of the Metropolis Monte Carlo method.
2.7.5 Gibbs Ensemble Monte-Carlo (Basic principles)









~F inti · ~ri
〉
. (2.40)
However, it is not easy to find the pressure within the porous solid. The solution
to this problem will be possible with the aid of Gibbs ensemble Monte Carlo simula-
tions [21]. This method is a combination of two independent Metropolis MC simulations
in one where a particle exchange between to two boxes is attempted from time to time
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Figure 2.6: Algorithm of Metropolis MC.
Equation 2.41 expresses the exchange probability of transfer of a randomly chosen
particle from box I to an equally distributed site in box II.
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Figure 2.7: Schematic of Gibbs ensemble MC








In this equation, ∆ΨI displays the change in potential energy of box I when the
particle is removed and ∆ΨII defines the change of potential energy of box II when
the particle is about to insert. The volumes of two boxes are shown with VI and VII
respectively. NI and NII are the particle numbers within the two simulation boxes. It
should be noted that the total number of the particles remains constant.
2.7.6 Adsorption at high dilution
As mentioned formerly, the adsorption of a gas onto a porous solid is considered when
the crystal is surrounded by a gas phase. We will briefly explain the phenomenon here
yet, for more detailed explanation you can follow [1].
At low pressure in which the interaction between adsorbed particles could be negligible,
the particle density will be distributed according to the following equation (barometric
law):
n(~r) = n0 exp {−β U(~r)} (2.42)
where n(~r) defines the particle’s density at a site ~r and U(~r) is the local potential
energy of a single adsorbed particle. β is equal to 1/kBT and n0 denotes the density




= β p (2.43)
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Now assume that, N is the total number of the adsorbed particles within the porous







d3 ~r n(~r) (2.44)
From equations 2.42 , 2.43 and 2.44 we will reach to the following equation:
N = β p
∫
V
d3~r exp{−β U(~r)} (2.45)




d3~r exp{−β U(~r)}, (2.46)
analogously to the ideal gas law we will obtain:




If we define the constant k as k(T ) = βVeff(T ), equation 2.47 corresponds to Henry’s
law as:
N = kp (2.48)
It is worth to note that this equation is only valid at high dilution.
2.8 Principles of diffusion
Any kind of natural random movement of particles, atoms, molecules or any diffusant
such as animals, men and ideas can be expressed under the definition of the diffu-
sion [28]. It is therefore an omnipresent phenomenon. The science of diffusion in solids,
liquids and gases started in the 19th century. Brownian motion or the random walk
of small particles which was first revealed by Robert Brown, is closely related to this
phenomenon. In fact, random walk theory related the mean square displacement of the
particles to the self-diffusion coefficient (Ds).
The thermal molecular motion of the particles in gases or fluids and their subsequent
collisions result in the diffusion phenomenon which is mainly categorized in two dif-
ferent types: Transport diffusion and tracer or self-diffusion. Transport diffusion is
caused by a concentration gradient but in a tracer or self-diffusion there is no gradient
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of the concentration. Transport diffusion occurs in non-equilibrium while, the tracer
or self-diffusion can be observed both in equilibrium and non-equilibrium. Figure 2.8
shows the schematic of these two kinds of diffusion.
Figure 2.8: Schematic of transport diffusion (left) and self-diffusion (right).
It is worthwhile here to note that, although mainly both self and transport diffusions
take place with essentially the same microscopic principle and in sufficiently dilute
concentrations they are strictly equivalent, they are not the same. In the following
sections we will describe these two kinds of transports in more details.
2.8.1 Self (or tracer) diffusion
Our derivation here follows that of [28]. Let us assume that the diffusing (guest)
molecules diffuse in a channel (thought as a series of cages connected by ”windows”)
of the host framework as an example. This channel can be divided in parallel layers
with the thickness of λ, in which λ is equal to the distance between the center of two
adjacent cavity of the porous solid that are connected by windows. If we consider N of
the guest particles in the layer to be labelled, the number of the labelled particles will






Solving the differential equation leads to equation 2.50:
N = N0 e
−t
τ , (2.50)
where τ is a characteristic time which shows the average residence time of the
particle in the layer. Since in case of self-diffusion, τ depends on the concentration c
and not upon the number of the labelled particles, there is no concentration gradient
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and τ remains the same everywhere. Now, let c?i be the number of labelled particles in
layer i per volume V of this layer. With the area A perpendicular to the z−direction,
V can be obtained from equation 2.51:
V = λA (2.51)
Assuming that the labelled particles exist in all cavities, and half of the leaving
particles from the cavities move to the positive z−direction and the other half to the





































If we consider the movement of the labelled particles from layer i to the layer i+ 1,
we will reach to the Fick’s first law. By defining the flux density of the labelled particles






















This equation explains the microscopic situation of the self-diffusivity corresponding
to the measurement by observing the flux of one labelled particle as shown in Figure 2.8.
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2.8.2 Transport diffusion
As mentioned before, transport diffusion is the result of the concentration gradient
which is shown in Figure 2.8. In this case, not all the particles are labelled. Instead,
there exists a gradient in c. Therefore, for different cs there will be different τs. Similar













































If c is small enough, τ will not depend on c and therefore Dt and Ds will be equal.





























2.8.3 Einstein relation and linear theory of diffusion (Analytical the-
ory of diffusion in molecular dynamics simulation)
Considering the Brownian motion in which the displacement of particles obey a sym-
metrical distribution function, the famous equation for probability density distribution
has been derived by Einstein in 1905. The mean square displacement will be related to

















This equation which is related to the measurement of the self-diffusivity by stor-
ing individual displacement of particles, is the so-called Einstein relation or Einstein-
Smoluchowski relation. The subscript eq on the average 〈...〉 in the equation shows that
the averaging is done in equilibrium. It should be noted here that the self-diffusion co-
efficient (Ds) is the same in Einstein relation and equation 2.57.
As mentioned formerly, the diffusion coefficient of the diffusing particles due to the
gradient of their concentration is called the transport diffusivity. Let us assume that
an external force ,Fext, is applied to the system and causes the flux density of the par-
ticles. This flux density can be explained using the average velocity of the streaming
particle, 〈v〉, that is related to their mobility B:
〈v〉 = BFext. (2.65)
B is a nonequilibrium mobility which can be related to the equilibrium auto cor-
relation function of the flux density J of the system of N particles using the Kubo















































2.8 Principles of diffusion
Dc = B kBT, (2.70)
the mobility will be connected with the diffusion process. In this case, Dc is identical
to the so-called Maxwell-Stefan diffusivity.










〈~vi(t) · ~vi(t+ τ)〉eq (2.71)
Ds is the self-diffusion coefficient and equations 2.64 and 2.71 are equal.
Since Dc and Ds do not depend on t, to reduce the statistical errors in simulations, the
equations 2.64, 2.69 and 2.71 are commonly additionally averaged over t.
Now, if there exists a negative gradient of the chemical potential µ that is able to








































µ− µ0 = kBT ln
f
p0




µ = kBT ln f (2.78)




Dc = ΓDc. (2.79)









The thermodynamic correction factor splits the transport diffusivity into two terms:
Maxwell-Stefan diffusivity and the influence of thermodynamics on diffusion.
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Computational details and model
At the very beginning of our study we have examined different interaction models to de-
fine the best lattice for this investigation. Changing the partial charge sets we reached
to the point that they affect the geometry of the lattice in our model. Therefore, we
have tried to apply the different sets of atomic charges to find the closest geometry of
ZIF-7 lattice to that of X-ray structure. The conservation of the lattice geometry of the
flexible framework in comparison to the X-ray structure, especially of the window size,
is of great importance to obtain a model that yields correct diffusion and adsorption.
After finding a suitable model, Gibbs Ensemble Monte Carlo (GEMC) simulations
were carried out to determine, in equilibrium at given thermodynamic conditions, the
amount of guest particles in the lattice. A home-made software, Gibbon was used for
this purpose [11, 42].
The basic principle of GEMC is that Metropolis Monte Carlo is carried out in two
separate simulation boxes: box A is a cubic box containing a gas phase at the desired
pressure (density) and temperature. Its size is chosen so that the desired gas pressure,
as given by a state equation, is reliably achieved. The other box, box B, contains the
ZIF-7 lattice with guest molecules. Here, this box contains 4 × 4 × 4 unit cells. The
lattice dimensions were 91.9560× 79.6360× 63.0520 Å3.
Additionally to conventional Metropolis MC particle moves, the Gibbs ensemble re-
quires exchange of molecules between the two boxes, A and B, thus leading to an
equilibrium between the bulk phase and the adsorbed phase. All LJ and Coulomb
interactions agreed with those of the MD simulations. However, the lattice could be
kept rigid, contrary to the MD case. Firstly because no dynamics is involved and
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secondly because to best of our knowledge no deformation of the lattice (like gate
opening) has been ever observed by the particles considered it this work. The adsorp-
tion isotherm is much less influenced by the lattice flexibility as long as there is no
structural phase transition like the so called gate opening [23, 49] taking place in the
lattice [39]. Noguera-Diaz et al. have mentioned in their paper that there exists a
gate opening effect in the adsorption of hydrogen onto ZIF-9 and ZIF-7 at 77 K [36].
Although, in the represented adsorption isotherms we could see a gate opening effect
for ZIF-9, there is no such an effect in case of ZIF-7. However, to best of our knowledge
no gate opening effect has been so far reported for hydrogen adsorption onto ZIF-7 at
298 K (the temperature of our study).
It is worth noting here that to have a better understanding about our system we have
additionally calculated the pressure. The pressure was calculated from the ideal gas
equation of state at low pressure and from the Peng-Robinson equation at high pressure.
NVE molecular dynamics simulations (MD simulations) have been then performed on
a periodic 2 × 2 × 2 (box edges 45.978 × 39.818 × 31.526 Å3) ZIF-7 lattice using the
DL-POLY2.20 package [46]. The velocity verlet algorithm with a time step of 1 fs has
been used to integrate the Newtons equation of motion. The Ewald summation method
has been used to calculate the coulombic long-range interactions. All intermolecular
van der Waals interactions in the box have been calculated within a cutoff distance of
15 Å. The simulations have been carried out for a total time of 5 ns.
Using the output of the MD simulations, MSD (mean square displacement) plots for
different concentrations of the guest particles have been then plotted and fitted to the
straight line. Self-diffusion coefficients have been obtained from the slopes of the MSD
plots using Einstein relation (equation 2.64).
To parametrize the force field the atoms in the lattice are categorized into 7 types
(see Figure 3.1 for definition of atom types). Table 3.1 shows the atomic types cor-
responding to the AMBER force field [56], LJ parameters used for each atom type as
well as their final partial charges that are used in this study.
In order to obtain the Lennard Jones potentials between the guest particles and lattice
atoms the Lorenz-Berthelot mixing rules have been used( 3.1, 3.2):
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Figure 3.1: Definition of atom types of the linker in ZIF-7
Table 3.1: Given atomic type, their non-bonded potential parameters and charges in the
lattice.
atom type ε (kcal/mol) σ (Å) charge (e)
CA 0.0860 3.4000 -0.1973
CB 0.0860 3.4000 0.2497
CR 0.0860 3.4000 0.2977
H5 0.0150 2.4215 0.0409
HA 0.0150 2.6000 0.1264
NB 0.1700 3.2500 -0.5560
Zn 0.0125 1.9600 1.1147
σij = (σi + σj)/2 (3.1)
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where εij is the well depth and σij is the Lennard-Jones diameter.
All the Lennard-Jones parameters belonging to the guest molecules and their partial
charges are listed in Table 3.2. In order to find the proper Lennard-Jones parameters
for deuterium, relations 3.3 and 3.4 have been used [32]. These two equations clearly
show that the difference between the LJ parameters of hydrogen and deuterium is very
small and the main obvious difference between them is their molecular weight.
Table 3.2: LJ potential parameters of the guest molecules. The parameters have been
taken from [8, 32, 42, 45, 58]
species ε (kcal/mol) σ (Å) q (e)
H2 0.0749 2.88 0.0
D2 0.0705 2.85 0.0
He 0.0201 2.56 0.0
Ne 0.0728 2.79 0.0
N (NO) 0.1581 3.014 0.0288
O (NO) 0.1928 2.875 -0.0288
C (CO) 0.10499 3.34 0.107
O (CO) 0.05999 3.12 -0.107
The bond length between oxygen and carbon in carbon monoxide, and oxygen and











4.1 Spectra of the lattice vibrations
Our investigations of the diffusion of the guest molecules in the rigid lattice showed
that no diffusion of any studied gas has occurred in a rigid ZIF-7. This has also been
reported by Battisti et al. [7]. A drastic influence of the flexibility has been formerly
reported by Seehamart et al. for the self-diffusion of ethane in Zn(tbip) [43, 44]. These
authors have shown that the self-diffusion coefficient (Ds) of the guest molecule becomes
significantly larger when the flexibility of the framework is treated correctly. Further-
more, the pattern of dependence of Ds upon the concentration of guest molecules is
changed. This influence of the lattice flexibility on the self-diffusion of guest molecules
in ZIFs has meanwhile been confirmed in other cases, e.g. [25, 55].
Imposing the flexibility to the framework allows the guest molecules to diffuse in
the lattice. Lattice flexibility results in oscillation of the atoms of ZIF-7, hence they
change their positions repeatedly. In order to study these oscillations, the velocity
autocorrelation function (VACF) and its Fourier transform have been applied to each
type of atoms. VACF is defined as:
C(∆t) = 〈~v(t+ ∆t) · ~v(t)〉 (4.1)
where ~v shows the velocity of one particle and 〈...〉 defines the average over time.
The atoms in the solids, similar to the coupled oscillators, vibrate forward and back-
ward leading to reversion of their velocity at the end of each oscillation. Therefore, their
36
4.1 Spectra of the lattice vibrations
VACFs also oscillate strongly, where the amplitude of the oscillations of the VACF de-
cays with the time because of the perturbative forces that disrupt the perfect oscillatory
motion. In ZIF-7 all VACFs display the expected decaying oscillating behaviour. For
example, Zn atoms with the highest mass and inertia, have a less dense oscillation
compared to the other atoms of the lattice, whereas H-atoms that contain the lowest
atomic mass, oscillate with the highest frequency and therefore demonstrate the more
dense VACF. Figures 4.1, 4.2 and 4.3 show Normalized VACFs of ZIF-7 atoms.
The vibrational analysis is usually carried out by studying the spectral densities [9].
Therefore, to explain the oscillations and their frequencies more clearly, the spectral
density of each atom type of the linker (benzimidazole) obtained from the Fourier
transform of the VACF has been analysed. To investigate in an approximate fashion
the oscillations in ZIF-7 atoms (i.e. without computing normal modes, or instantaneous
normal mode-type vibrations), the VACFs and their Fourier transforms are compared
for each type of atoms in Table 4.1 and have been compared with [12, 34, 35]. The
spectral densities are exhibited in Figure 4.4 as a function of the wavenumber ν̄ (in
cm−1).
The frequencies reported for each atom type are the positions of the main peaks in
the spectral densities. We note here that these are the densities of states (DOS) that
can be compared indirectly with IR densities [47].
Some of the obtained frequencies and their FTIR assignment are as below: The C-C
stretching in benzene are assigned to the band at 1251 cm−1 [34]. The in-plane bending
vibrations of the carbons are related to the band at 1015 cm−1 [12, 34, 35]. Subse-
quently, the bands at 478 and 578 cm−1 are assigned to the carbon-carbon out of plane
bending [12, 34]. The C-H spectra are observed at 3116 cm−1 [12, 34, 35]. Vibrations
involving C-H in plane bending of benzene are observed at 1154 cm−1 [34] and those
of out of plane bending at 741 cm−1 [12, 34, 35]. The bands at 1294,1313 cm−1 are
related to C-N stretching [34]. One band at 1683 cm−1 introduces the C=N stretching.
Further frequencies obtained along with their probable FTIR assignment are listed in
Table 4.1. As it is clear from Figure 4.4 and Table 4.1 our results are in good agreement
with the ones reported in [12, 34, 35].
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4.1.1 Dynamics of the pore apertures: Tuning the Model
Figure 4.5 shows one of the micropores. The pore aperture is a ring that consists of
three Benzimidazole linkers. The six hydrogen atoms belonging to these linkers define
the window. The pore aperture diameter has been determined using the method applied
in [2].
The effect of different charge sets on the geometry of the lattice has been then
investigated and the one that yielded the window size of the ZIF closest to the X-ray
structure, has been chosen for the final model to be used in the MD and GEMC simu-
lations.
In Figure 4.6 histograms of the window diameters obtained with applying three of
the different charge sets (named CS1, CS2 and CS3) are shown. For more details see
Table 4.2).
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Figure 4.1: Normalized VACFs of C CA, C CB, C CR.
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Figure 4.2: Normalized VACFs of H H5, H HA, N NB.
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Figure 4.4: Spectral density of ZIF-7 sorted by atomtypes.
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Table 4.1: Computed frequencies and their assignments compared with [12, 34, 35].
Frequencies Frequencies Frequencies Frequencies
Atom type obtained in Related FTIR assignment reported in [35] reported in [34] reported in [12]
this study(cm−1) (cm−1) (cm−1) (cm−1)
222 Bz (C-C-C) out of plane bending — 214 —
238 Bz (C-C-C) out of plane bending — 231 —
478 Bz (C-C-C) out of plane bending — 472 —
578 Bz (C-C-C) out of plane bending — 570 579
C CA 741 Bz (C-H) out of plane bending 746 739 744
895 Bz (C-C-C) in-plane ring bending — — 890
938 Bz (C-C-C) in-plane bending, — — 935
Bz (C-H) out of plane bending 933 933 —
1015 Bz (C-C-C) in plane bending, — 1012 1007
Bz (C-H) out of plane bending 1005 — —
1154 (C-H) in plane bending — 1146 —
1251 (C-C) stretching, — 1241 1248
Bz (C-H) bending 1246 — —
1459 Bz (C-C) stretching, — 1449 1456
Bz (C-H) bending 1459 — —
3116 Bz (C-H) stretching 3115 3121 3115
222 Bz (C-C-C) out of plane bending — 214 —
238 Bz (C-C-C) out of plane bending — 231 —
478 Bz (C-C-C) out of plane bending — 472 —
578 Bz (C-C-C) out of plane bending — 570 579
C CB 895 Bz (C-C-C) in-plane ring bending — — 890
938 Bz (C-C-C) in-plane bending — — 935
1015 Bz (C-C-C) in plane bending — 1012 1007
1251 (C-C) stretching — 1241 1248
1459 Bz (C-C) stretching — 1449 1456
1683 (C=N)stretching — 1691 —
525 Im rings stretching 542 — —
740 Im (C-H) out of plane bending — 739 —
936 Im (C-H) out of plane bending — 933 —
C CR 1129 Im (C-H) in plane bending 1134 1130 —
1225 Im (C-H)bending 1202 — —
1294 (C-N) stretching — 1308 —
1313 (C-N) stretching — 1308 —
3124 Im (C-H) stretching — 3121 3115
740 Im (C-H) out of plane bending — 739 —
936 Im (C-H) out of plane bending — 933 —
H H5 1225 Im (C-H)bending 1202 — —
1131 Im (C-H) in plane bending 1134 1130 —
3124 Im (C-H) stretching — 3121 3115
741 Bz (C-H) out of plane bending 746 739 744
938 Bz (C-H) out of plane bending 933 933 —
H HA 1015 Bz (C-H) out of plane bending 1005 — —
1154 (C-H) in plane bending — 1146 —
1251 Bz (C-H) bending 1246 — —
1459 Bz (C-H) bending 1459 — —
3116 Bz (C-H) stretching 3115 3121 3115
171 lattice — — 157
262 (Zn-linker) stretching — — 272
521 Im rings stretching 542 — —
N NB 1294 (C-N) stretching — 1308 —
1313 (C-N) stretching — 1308 —
1683 (C=N)stretching — 1691 —
Zn 171 lattice — — 157
262 (Zn-linker) stretching — — 272
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4.1 Spectra of the lattice vibrations
Figure 4.5: Structure of a micropore in ZIF-7.
43
4. RESULTS AND DISCUSSION
Since the mean value of 3.16 Å obtained at the MP2-ch level of charge calculation
leads to a stable geometry of the lattice in agreement with an average window size that
was previously reported [31], this charge set (CS3) has been chosen. The other charge
sets lead to an expansion of the windows and have therefore been rejected.
Table 4.2: Different set of partial charges examined in the current study.
atom type HF (CS1) DFT (CS2) MP2 (CS3) HF (CS4) HF (CS5) (CS6) [54]
ch ch ch mk
CA -0.3077 -0.1985 -0.1973 -0.2290 -0.2709 -0.1940
CB 0.4399 0.2548 0.2497 0.2788 0.2546 0.2000
CR 0.5119 0.3551 0.2977 0.4701 0.2656 0.4660
H5 0.0129 0.0283 0.0409 0.0444 0.0931 0.0150
HA 0.146 0.1254 0.1264 0.1507 0.1928 0.1510
NB -0.879 -0.5675 -0.5560 -0.6938 -0.5419 -0.6490
Zn 2.000 1.0692 1.1147 1.2576 1.0565 1.1780
However, a value of 3.16 Å for the pore aperture of ZIF-7 seems to indicate that
the guest molecules larger than this diameter will not be able to pass the pore aperture
and therefore, no gas transfer or adsorption in the lattice would be possible. Never-
theless, experimental observations clearly show the permeability or adsorption of guest
molecules in ZIF-7 [31, 49]. As it is obvious from the Figure 4.6, applying the flexibility
to the lattice leads to a kind of breathing of the window diameter that is a periodic
change with the 3.16 Å diameter as average.
4.2 Gibbs ensemble MC and MD simulations of hydrogen
and deuterium
It has been reported previously that there is nearly no adsorption of hydrogen in ZIF-
7 [49]. However, recently Youngchae et al. have investigated the dependence of perme-
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Table 4.3: Charge sets examined in this thesis (see Table 4.2) and the corresponding
average window sizes (CS= Charge Set).








ability of hydrogen to the time (1,2 and 3 hours) and temperature (105, 115 and 125
◦C) in which ZIF-7 lattice is synthesized [22]. They have prepared ZIF-7 membrane
by in-situ growth method. It is reported in their work that the time and temperature
conditions can affect the morphology, intergrowth and thickness of ZIF-7 membranes
which consequently will affect the adsorption and permeability properties of the lattice.
In another interesting study of hydrogen adsorption in ZIF-7, Mudit Dixit et al. have
suggest that a modification in the lattice can increase the uptake of hydrogen in such
a way that this modified lattice could be used for hydrogen storage at room tempera-
ture [14]. We will not discuss more about their results here because it is not our subject
of study.
In our study we have investigated the small, but not vanishing adsorption behaviour
of hydrogen and deuterium molecules at 298 K in unmodified ZIF-7 structure. We have
first done our investigations at low pressure and then increased the pressure up to 1000
bar. Our results show that the adsorption of both guest molecules follows the Lang-
muir adsorption model. We have then continued our investigations with checking the
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diffusion properties of these two small gases.
Up to the pressure of 1.5 bar (Figure 4.7), the adsorption of hydrogen reached only
about 0.045 mmol/g. The amount of adsorption at this pressure for deuterium is very
close to that of hydrogen i.e 0.041 mmol/g. Increasing the pressure up to 10 bar,
the adsorption reached only about 0.281 mmol/g for hydrogen and 0.264 mmol/g for
deuterium. At the pressure of 76-77 bar the uptakes were 1.561 mmol/g and 1.470
mmol/g for hydrogen and deuterium respectively. At the pressure of about 460 bar
the uptake of hydrogen on ZIF-7 became 4.048 mmol/g while this amount was 4.020
mmol/g for deuterium. Finally we have increased the pressure up to nearly 1000 bar.
At the pressure of 1032 bar the uptake of hydrogen was 5.527 mmol/g. At pressure of
1032 bar uptake of deuterium was 5.703 mmol/g.
It is worth noting that at this high pressure we still did not reach the saturation
point of adsorption but, we avoided to increase the pressure. To best of our knowledge
no information about the deformation of our lattice with these two molecules is available
at this temperature. However, even the pressure of 1000 bar is only a hypothetical test
to find the saturation pressure and we do not know up to which pressure the lattice is
stable. Figures 4.7 and 4.8 show the adsorption behaviour of hydrogen and deuterium
guest molecules in ZIF-7 at 298 K.
The diffusion properties of these two isotopes have been also investigated using
molecular dynamics simulations. The results of MD simulations reveal that the self-
diffusion coefficients of these two species remain at the same order of magnitude (10−9
m2 s−1) and very similar to each other at the studied temperature i.e. 298 K. Calcu-
lated self-diffusion coefficients are listed in Tables 4.4 and 4.5. MSD plots of various
concentrations of hydrogen and deuterium are demonstrated in Figure 4.9.
As shown in Tables 4.4 and 4.5, in order to have only 1 molecule of guest particle
in ZIF-7 lattice per unit cell (for our simulation model) i.e. 0.33 molecule per cage the
pressure of the system should be kept at a value of about 7 bar for both guest species.
Increasing the concentration of the guest molecules has lead to a better diffusion. How-
ever, in order to have 3.33 particles per cage (10 molecules per unit cell) the pressure
of the system would be about 114 bar. This pressure for 6.66 guest molecules per cage
or 20 molecules per unit cell would be 380 bar. Finally, in order to have 30 molecules
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Table 4.4: Calculated self-diffusion coefficients and pressures of hydrogen at 298 K.
guests per Ds of H2 uncertainty pressure
unit cell (m2 s−1) (%) (bar)
1 1.07 ×10−9 0.045 7
10 1.57×10−9 0.017 114
20 1.82×10−9 0.017 380
30 2.00×10−9 0.017 1032
Table 4.5: Calculated self-diffusion coefficients and pressures of deuterium at 298 K.
guests per Ds of D2 uncertainty pressure
unit cell (m2 s−1) (%) (bar)
1 0.95 ×10−9 0.112 7
10 1.33×10−9 0.051 115
20 1.49×10−9 0.011 380
30 1.66×10−9 0.029 988
of the guest per unit cell (10 molecule per cage), the pressure of the system should be
1032 bar for hydrogen and 987 bar for deuterium.
It is clear from the tables and plots although variation of concentration of guest
molecules resulted in changes of the self-diffusion coefficients yet, these changes were
similar for both hydrogen and deuterium molecules. Therefore, their Ds cannot be
distinguished at the level of accuracy of the simulations.
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Radial distribution function (RDF) for hydrogen and deuterium around the ZIF-
7 atoms, benzimidazolate linker and Zn metal(Figure 4.10) reveals that H2 and D2
molecules would prefer to be adsorbed at sites near the aperture surrounded by ben-
zimidazolate linkers. Similar behaviour has been reported by Zhang et al. [54] about
hydrogen.
4.3 Gibbs ensemble MC and MD simulations of helium
and neon
In this part of our study we have investigated the adsorption and diffusion behaviour
of helium and neon at 298 K. Here again we have done our investigations first at
low pressure. The pressure has been then increased up to 1000 bar. Similar to that of
hydrogen and deuterium the adsorption plot of helium follows the Langmuir adsorption
model.
Our finding shows that helium is hardly adsorbed onto ZIF-7 lattice at low pressure.
At the pressure of 0.959 bar the amount of adsorption is only 0.0086 mmol/g or 0.015
particle per cage (0.045 per unit cell of simulation box). Increasing the pressure up to
2 bar the amount of adsorption reached only 0.0182 mmol/g or 0.333 particles per cage
(See Figure 4.11).
As exhibited in Figure 4.11 at the pressure of 8.357 bar the uptake of helium reaches
only 0.777 mmol/g or 0.138 particles per cage. We have continued our investigations by
increasing the pressure. Up to the pressure of nearly 40 bar the amount of adsorption
is only 0.368 mmol/g or 0.659 particles per cage (See Figure 4.11). Our study has been
continued by increasing the pressure and its influence on the adsorption of helium on
ZIF-7. Our findings show that in order to reach an uptake of nearly 1 mmol/g i.e. 1.787
particles per cage, the pressure should be increased up to 118 bar (See Figure 4.11).
As it is obvious from Figure 4.12, increasing the pressure up to 970 bar leads to
increase of the uptake of helium. The amount of uptake at 496 bar reaches a value of
3.327 mmol/g or 5.978 particles per cage (17.934 per unit cell). Again, similar to the
adsorption of hydrogen and deuterium onto ZIF-7, even at high pressures we could not
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reach the saturation point of adsorption, we therefore have stopped our investigations
at the pressure of nearly 1000 bar.
Following our study about transport properties of helium in ZIF-7, we have per-
formed molecular dynamics simulations at different concentrations of the guest species.
Our findings reveal that at low concentration i.e. 1 guest particle per unit cell (0.33
per cage) the particle starts to diffuse in the lattice but at a simulation time of 5 ns
the diffusion was low and and its MSD plot was not linear. We therefore could not
calculate the diffusion-coefficient at the mentioned concentration of the guest particle
(Figure 4.15). Our results show that although helium is able to diffuse in ZIF-7 lattice,
determining its diffusion-coefficient is only possible at higher concentrations and there-
fore, in order to have more particles in the lattice, a higher pressure is needed for our
model. As an example, in order to have 10 guest particle per cage (30 per unit cell), the
pressure should be 1025 bar. The self-diffusion coefficients for higher concentrations of
the guest particle are summarised in Table 4.6.
Table 4.6: Calculated self-diffusion coefficients and pressures of helium at 298 K.
guests per Ds of He uncertainty pressure
unit cell (m2 s−1) (%) (bar)
10 5.09 ×10−9 0.054 243
20 5.35×10−9 0.045 606
30 5.74×10−9 0.029 1025
Our study has been carried on by investigation of adsorption and diffusion prop-
erties of another noble gas i.e neon. Similar to our previous study, we have checked
the adsorption of this guest particle up to 1000 bar followed by investigation of its
diffusion properties for different concentrations at 298 K. The adsorption of neon was
also following the Langmuir adsorption model.
As shown in Figure 4.13, up to the pressure of 1.5 bar the amount of adsorption
reaches only 0.039 mmol/g or 0.071 particles per cage. At the pressure of nearly 10 bar
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the uptake amount of neon reaches 0.261 mmol/g i.e. 0.470 particles per cage. In order
to have an uptake of about 1.01 mmol/g the pressure would be 46.670 bar (Figure 4.13).
Increasing the pressure led to an increase of the amount of adsorption and at the
pressure of 93.431 the uptake became 1.726 mmol/g (Figure 4.14). As shown in Fig-
ure 4.14 at the pressure of 520.131 bar the amount of adsorption of neon onto ZIF-7
reaches 4.533 mmol/g or 24.429 particles per unit cell of the simulation box. Finally
at the pressure of 986.218 bar the adsorption becomes 6.183 mmol/g (Figure 4.14).
In order to achieve a better understanding of the behaviour of neon in ZIF-7 lattice,
molecular dynamics simulations have been also performed for different concentrations
of the guest particle. Similar to helium at a concentration of 1 particle per unit cell
(0.33 per cage), diffusion starts to become observable in our simulations. However,
within the simulation time of 5 ns the MSD plot was not linear and hence we were
not able to calculate its diffusion coefficient (Figure 4.15). Our results predict that
neon can diffuse in ZIF-7 but again similar to helium, in order to be able to calculate
its self-diffusion coefficient, higher concentrations of the guest particles were necessary.
In order to have more particles in ZIF-7 lattice with our defined model, high pressure
is needed. For instance, with a concentration of 10 particles per unit cell (3.33 per
cage) the pressure should be 93 bar. Calculated self-diffusion coefficients are listed in
Table 4.7.
Table 4.7: Calculated self-diffusion coefficients and pressures of neon at 298 K.
guests per Ds of Ne uncertainty pressure
unit cell (m2 s−1) (%) (bar)
10 0.65 ×10−9 0.026 93
20 0.89 ×10−9 0.016 366
30 0.95 ×10−9 0.014 783
50







2.0 2.5 3.0 3.5 4.0 4.5 5.0









2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5









2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
window diameter / Å
flexible
x-ray
Figure 4.6: Histogram of the window diameter obtained using CS1 (top), CS2 (middle)
CS3 (bottom). Dashed lines define the window diameter of the x-ray lattice.
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Adsorption of H2 and D2 in ZIF-7 at 298 K
  H2
  D2
Figure 4.7: Adsorption of hydrogen and deuterium molecules at 298 K up to a pressure
of 1.5 bar (top), 10 bar (middle) and 80 bar (bottom)
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Adsorption of H2 and D2 in ZIF-7 at 298 K
  H2
  D2
Figure 4.8: Adsorption of hydrogen and deuterium molecules at 298 K up to a pressure
of 500 bar (top) and 1000 bar (bottom)
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Figure 4.9: MSD plot for various hydrogen (top) and deuterium (bottom) concentrations
at 298 K.
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Figure 4.10: The radial distribution function for hydrogen (top) and deuterium (bottom)
around the ZIF-7 atoms.
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Adsorption of He in ZIF-7 at 298 K
Figure 4.11: Adsorption of helium at 298 K up to a pressure of 8.5 bar (top), 45 bar
(middle) and 120 bar (bottom)
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Adsorption of He in ZIF-7 at 298 K
Figure 4.12: Adsorption of helium up to 500 bar (top) and and 1000 bar (bottom).
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Adsorption of Ne in ZIF-7 at 298 K
Figure 4.13: Adsorption of neon at 298 K up to a pressure of 1.5 bar (top), 10 bar
(middle) and 50 bar (bottom)
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Adsorption of Ne in ZIF-7 at 298 K
Figure 4.14: Adsorption of neon at 298 K up to a pressure of 100 bar (top), 550 bar
(middle) and 1000 bar (bottom)
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Figure 4.15: The MSD plot for different concentrations of helium (top) and neon (bottom)
in ZIF-7 at 298 K.
Radial distribution functions of helium and neon around atoms of the lattice are
demonstrated in Figure 4.16. As it is clear from the plots both guest particles similar to
hydrogen and deuterium tend to be adsorbed at the site of the carbon of the window.
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Figure 4.16: The radial distribution function for helium (top) and neon (bottom) around
the ZIF-7 atoms.
4.4 Gibbs ensemble MC and MD simulations of nitric ox-
ide
Nitric oxide was the next guest species the adsorption and diffusion behaviour of which
in ZIF-7 has been explored. Similar to the other guest particles adsorption of nitric
oxide follows the Langmuir model. In contrast to the other guests that have been in-
vestigated in this study so far, this molecule is adsorbed onto ZIF-7 at low pressure
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(Figure 4.17) and nearly reaches its saturation point. Our results show that at the
pressure of 1.336 bar the amount of uptake reached the value of 2.293 mmol/g. The
pressure has then been increased. At the pressure of 9.082 bar and 21.660 bar the up-
take became 3.625 mmol/g and 4.253 mmol/g respectively (3.625 and 7.655 molecules
per cage). Since the adsorption reached almost at its saturation point, we have avoided
to continue our investigation by increasing the pressure.
We have then continued our investigations with checking the diffusion properties of
nitric oxide in ZIF-7. The MSD plots are shown in Figure 4.18 and results are shown
in Table 4.8. As it is clear from the table at the concentrations below 3.33 molecule per
cage we could not calculate the diffusion coefficient for this guest particle at the sim-
ulation time of 5 ns. The diffusion coefficients reveal that this molecule would diffuse
in the lattice slower than our previous guest species. These diffusion coefficients are
significantly smaller than those calculated for hydrogen, deuterium, helium and neon.
Table 4.8: Calculated self-diffusion coefficients and pressures of nitric oxide at 298 K.
guests per Ds of NO uncertainty pressure
unit cell (m2 s−1) (%) (bar)
10 2.7 ×10−11 0.032 0.847
20 4.9 ×10−11 0.033 10.568
Radial distribution functions of nitric oxide are shown in Figure 4.19. It is clear
from the pictures that nitric oxide would also prefer to be adsorbed at the site of the
carbon of the window in the lattice. Although this linear particle is adsorbed from both
its nitrogen and oxygen sites, it prefers to be adsorbed from its nitrogen side rather than
its oxygen side. This could be related to the fact that nitrogen contains positive partial
charge in our model while carbon of the window have the negative partial charge.
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4.5 Gibbs ensemble MC and MD simulations of carbon
monoxide
The last particle that has been explored in this study was carbon monoxide as a linear
molecule. Adapting the same procedure as with the other species we have first checked
its adsorption properties and then have continued with molecular dynamics simulations.
Our adsorption results show that carbon monoxide also follows the Langmuir ad-
sorption model and can be adsorbed onto ZIF-7 at low pressures. However, the amount
of uptake is not very high. At the pressure of 1.37 bar the amount of adsorption reaches
1.155 mmol/g. At the pressure of nearly 3-4 bar the adsorption saturation starts. Al-
though by increasing the pressure more carbon monoxide particles could be adsorbed
onto the lattice, we have stopped our investigations at the pressure of 31 bar (Fig-
ure 4.20). At pressure of 15.323 bar the amount of uptake reached 2.347 mmol/g or
4.221 molecule per cage. As it is clear from the adsorption plot at the pressure of 31.080
bar the asorption would be 2.59 mmol/g or 4.672 molecule per cage.
Molecular dynamics simulations have been applied to investigate the diffusion prop-
erties of CO as well. Results are shown in Figure 4.21 and Table 4.21. Here again,
below the concentration of 3.33 molecule per cage we could not calculate the diffusion
coefficient at the simulation time of 5 ns. However, as shown in the table, the calculated
self-diffusion coefficients at higher concentration of the guest molecule are small and
in the 10−11 order of magnitude. However, in order to have 6.66 particles in cage the
pressure of the system should be more than 224.387 bar.
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Adsorption of NO in ZIF-7 at 298 K
Figure 4.17: Adsorption of nitric oxide at 298 K up to a pressure of 1.5 bar (top), 10 bar
(middle) and 22 bar (bottom)
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MSD plot of NO in ZIF-7 at 298 K
10 molec./u.c.
20 molec./u.c.
Figure 4.18: The MSD plot for different concentrations of nitric oxide at 298 K.
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RDF of nitric oxide around carbon of the window
O-CA
N-CA
Figure 4.19: The radial distribution function of nitrogen of nitric oxide (top) and oxygen
of nitric oxide (middle) around the ZIF-7 atoms. Comparison of the radial distribution
function of nitric oxide atoms around carbon of the window of ZIF-7 lattice (bottom).
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Adsorption of CO in ZIF-7 at 298 K
Figure 4.20: Adsorption of carbon monoxide at 298 K up to a pressure of 1.5 bar (top),
15 bar (middle) and 35 bar (bottom)
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MSD plot of CO in ZIF-7 at 298 K
10 molec./u.c.
20 molec./u.c.
Figure 4.21: The MSD plot for different concentrations of carbon monoxide at 298 K.
Table 4.9: Calculated self-diffusion coefficients and pressures of carbon monoxide at 298
K.
guests per Ds of CO uncertainty pressure
unit cell (m2 s−1) (%) (bar)
10 ≈ 0.82 ×10−11 0.191 4.912
20 1.43 ×10−11 0.060 >224.378
The radial distribution function of carbon monoxide around the atoms of the lattice
(Figure 4.22) reveals that similar to the other guest species carbon monoxide is also
adsorbed at the site of the carbon of the window. However, this linear molecule clearly
would prefer to be adsorbed from its carbon side rather than its oxygen side. This
could be again related to the partial charges of carbon and oxygen in our model. Since
carbon of the carbon monoxide has a positive partial charge and carbon of the window
contains the negative one, there is more attraction between them rather than with that
of oxygen and carbon of the window.
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RDF of carbon monoxide around carbon of the window
O-CA
C-CA
Figure 4.22: The radial distribution function of carbon of carbon monoxide (top) and
oxygen of carbon monoxide (middle) around the ZIF-7 atoms. Comparison of the radial





In order to obtain the closest geometry of ZIF-7 to that of X-ray structure, different
interaction models have been checked. Our findings reveal that partial charge sets can
influence the geometry of the lattice, especially the window size. Five sets of charges
among six that have been applied to our model, resulted in expansion of the window
size in comparison with the window size of the X-ray structure.
After finding a suitable model for our lattice we have examined adsorption and diffusion
properties of six small guest particles in ZIF-7 lattice at 298 K: H2, D2, He, Ne, NO
and CO.
Our results reveal that the adsorption of all these guest species follows the Langmuir
type of the adsorption model.
Except nitric oxide and carbon monoxide the adsorption of the particles was very low at
low (ambient) pressure and therefore to check their adsorption behaviour, the pressure
has been increased up to nearly 1000 bar.
Since we could not see any diffusion of any of our studied guest particles in the rigid
lattice, we have performed the flexibility and we could observe the diffusion. The dif-
fusion properties of all guest particles have been investigated and their self-diffusion
coefficients have been calculated. Our results predict that although these guest species
can diffuse in ZIF-7 lattice, in order to be able to calculate the self-diffusion coefficient,
higher concentration of the guest particles is needed in the lattice and in order for
having more particles in the lattice, higher pressures than ambient pressure is required.
We found that hydrogen and deuterium molecules show very similar adsorption and
diffusion behaviour at the studied temperature and pressure. Hence, their separation
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would not be possible at the accuracy level of our simulations.
The radial distribution function of the studied particles has been investigated. Ac-
cording to our results, all guest species would prefer to be adsorbed at the site of the
carbon of the window of the lattice. Both linear studied particles (nitric oxide and
carbon monoxide) also show the same behaviour. Although nitric oxide is adsorbed
from both its nitrogen and oxygen sites, it prefers to be adsorbed from its nitrogen side
rather than its oxygen side. This could be related to the fact that nitrogen contains
positive partial charge in our model while carbon of the window have the negative par-
tial charge. The adsorption behaviour of carbon monoxide shows that it is preferably
adsorbed from its carbon side rather than its oxygen side. This could be again related
to the partial charges of carbon and oxygen in our model.
By imposing the flexibility to the lattice which resulted in the oscillation of the atoms
of the framework, we were able to investigate the velocity auto correlation functions
(VACFs) of the atoms of them and consequently their spectral densities that have been
obtained by applying the Fourier transform to the VACFs.
5.1 Outlooks
Adsorption and diffusion of the studied particles can be checked in their mixtures and
at different temperatures to check the ability of ZIF-7 for their separation and investi-
gate if there is any difference in their adsorption and diffusion behaviour in the mixture
compared to those in single particle phase.
The binding energy of adsorption could also be checked by quantum calculations. Es-
pecially in case of nitric oxide and carbon monoxide with two different sites, it could
be interesting if one can check the differences of the binding energy between the atoms
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ZIF-7 is mainly popular because of the so called gate opening effect that it
shows for large guest particles. However, there are other interesting aspects
of this lattice that can be investigated. We therefore, focused on studying
the transport properties of some small guest species in ZIF-7 at 298 K.
We have first checked different interaction models to define the best lat-
tice structure, i.e the closest geometry of ZIF-7 to that of X-ray structure.
Our investigations have shown that changing the partial charge sets can
influence the geometry of the lattice in our model. The conservation of the
geometry of the framework, especially conservation of the window size, is
very important to get a model that yields correct diffusion and adsorption.
After finding an appropriate model, Gibbs Ensemble Monte Carlo (GEMC)
simulations were performed to investigate, in equilibrium at given ther-
modynamic conditions, the adsorption properties and the amount of guest
particles in the lattice: Hydrogen (H2), deuterium (D2), helium (He), neon
(Ne), nitric oxide (NO) and carbon monoxide (CO). The amount of uptake
for most of the studied species at ambient pressure was very low, our inves-
tigations have been therefore conducted to high pressures.
Our studies have then been followed by studying the diffusion of the guest
species by means of molecular dynamics (MD) simulations. No evidence
of the diffusion of these particles in the rigid ZIF-7 lattice has been found.
Hence, the flexibility has been applied to the framework which resulted in
diffusion of the guest particles. Their self-diffusion coefficients have been
calculated.
It is worth noting that flexibility of the lattice results in the oscillation of the
atoms of the lattice meaning that they change their positions repeatedly. To
study these oscillations, the velocity autocorrelation function (VACF) and
its Fourier transform have been applied to each type of atoms that yielded
the spectral density of atoms of the linker (i.e benzimidazole).
