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Abstract
We present an approach to the parametrization of (super) Schottky space ob-
tained by sewing together three-punctured discs with strips. Different cubic
ribbon graphs classify distinct sets of pinching parameters; we show how they
are mapped onto each other. The parametrization is particularly well-suited
to describing the region within (super) moduli space where open bosonic or
Neveu-Schwarz string propagators become very long and thin, which dominates
the IR behaviour of string theories. We show how worldsheet objects such as
the Green’s function converge to graph theoretic objects such as the Symanzik
polynomials in the α′ → 0 limit, allowing us to see how string theory reproduces
the sum over Feynman graphs. The (super) string measure takes on a simple
and elegant form when expressed in terms of these parameters.
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1 Introduction
In this article, we lay out all the details of the approach introduced in [1]. There we
suggested a new set of ‘pinching parameter’ co-ordinates for (super) Schottky space
of multi-loop open string worldsheets. These pinching parameters are useful in a
number of ways.
One benefit of the pinching parameters is that they clarify how various Feynman
diagram topologies with arbitrary numbers of loops emerge from the string theory
measure on (super) moduli space, in the zero slope limit. It has been known since
the early days of string theory [2, 3] that as the string tension goes to infinity
(i.e. α′ → 0), string scattering amplitudes reproduce those of a quantum field theory
as the stringy states become infinitely massive and decouple. In the case of bosonic
strings or type I/II superstrings, the open string sector yields gauge theories in the
α′ → 0 limit while the closed string sector gives gravitation theories.
This fact has been used to gain insight about the computation of particle scatter-
ing amplitudes (without assuming any position on the validity of superstring theory
itself as an accurate description of the world). The added complication due to the
replacement of particles with extended objects is offset by a number of simplifica-
tions, for example, traces over colour factors and integrals over loop momenta are
done for free in the string-based approach, with Schwinger-parametrized Feynman
integrands arising naturally as the limits of the string measure on moduli space. An
analysis of how this works in terms of tropical geometry was proposed in [4].
Starting in the late 1980’s, string-inspired approaches to the computation of
one-loop amplitudes were developed for gauge theories [5–9] and gravitation [10]. It
was shown in [8] how to relate the one-loop string-inspired rules to the Feynman
graph based approach — but only if the Feynman diagrams were computed using a
particular non-Hermitian gauge condition for the Yang-Mills gauge fields, identified
by Gervais and Neveu in [11]. The reasons for this gauge preference have recently
been explained [12]. In [13] it was established which regions of the moduli space
contributed to which Feynman diagram topologies.
Going beyond one loop, it becomes important to choose a useful set of world-
sheet moduli to integrate over. The benefits of using Schottky groups for string-
inspired QFT calculations were laid out in [14]. Schottky groups had arisen as a
parametrization of the moduli space of multi-loop string worldsheets in the earliest
days of string theory, emerging automatically from an approach to amplitudes based
on sewing together string interaction vertices [15–20]. The use of Schottky groups in
string theory was put on a surer footing in the 1980’s with the use of methods such
as BRST quantization [21–25], conformal field theory [26] and the ‘group theoretic
approach’ [27, 28], and a super-geometric extension of Schottky groups [29] allowed
the analysis to be generalized to the Neveu-Schwarz (NS) sector of the superstring.
Detailed two-loop scalar QFT computations using Schottky groups have been
presented in [30] and [31]. Similar techniques have been used to compute multi-loop
open string amplitudes with twisted periodicity conditions, allowing the analysis
of states between D-branes at an angle or with a constant background gauge field
switched on, allowing the computation of the two-loop Euler-Heisenberg effective
action [32–34]. In fact, with such approaches, it is possible to examine the various
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terms in the string moduli space integrand and identify not only separate Feynman
graph topologies, but to see which fields are propagating through which edges in the
graphs, allowing string-based computations to be used on a diagram-by-diagram
basis [35, 36].
Canonically, Schottky space is co-ordinatized by the fixed points and multipliers
of a set {γi} of hyperbolic Mo¨bius maps which generate the Schottky group. The
presence of two types of parameter complicates the measure and makes it difficult
to find a symmetric mapping onto the Schwinger parameters ti of a Feynman graph
in the zero-slope limit. This problem was solved for the ‘sunset’ two-loop vacuum
Feynman graph in [35, 36]. At two loops there is a symmetry between three of the
Schottky group multipliers [22] which allows us to write down the three pinching
parameters straightforwardly. But for Feynman graphs of more complicated topolo-
gies, there are no longer enough constraints to obtain a set of ‘pinching parameter’
moduli from graph symmetries alone.
Our approach is based on the idea of building open string worldsheets by sewing
together three-punctured discs with plumbing fixtures. For the bosonic string, the
‘lengths’ of the plumbing fixtures are the only parameters, and they become the
moduli of the resulting surfaces. The construction turns out to be equivalent to a
particular parametrization of Schottky groups. At two loops, our approach precisely
reproduces the pinching parameters obtained by symmetry in [35, 36], but our ap-
proach has the advantage of being defined for general Feynman graph topologies,
with arbitrary numbers of loops and external edges.
The basic idea of our analysis resembles a number of other approaches which
have appeared in the Physics and Mathematics literature. Fock gives an approach
very similar to ours in spirit, in which the geometry of a ribbon graph is translated
into Mo¨bius maps between its vertices, although the mapping is not the same [37].
The idea of building string Feynman diagrams by joining cubic vertices with prop-
agators was used in Witten’s open string field theory [38] which is known to give
a single cover of moduli space [39]. But the Witten vertex yields a complicated
mapping between strip lengths and Koba-Nielsen variables [40], whereas in our ap-
proach the Koba-Nielsen variables are rational functions of the pinching parameters.
Recently, Sen has constructed a gauge-invariant 1PI effective action for superstring
theory by separating the contribution from string diagrams which can be obtained
by gluing lower-order diagrams with plumbing fixtures [41–43]. Penner described
how to use trivalent ribbon graphs to give a cell decomposition of moduli space [44],
and Marden gave a coordinatization of Teichmu¨ller space derived from the starting
point of sewing three-punctured spheres, although the transition functions are not
all Mo¨bius maps (unlike ours) [45].
The use of the pinching parameters provides a link between worldsheet objects
defined in terms of Riemann surfaces such as the period matrix and the Green’s
function, and graph theoretic objects such as the Symanzik polynomials (cf. sections
3.4 and 4.1 of [4]). To be precise, we can express pinching parameters pi in terms of
dimensionful Schwinger parameters ti by setting pi = e
−ti/α′ , and then in taking the
α′ → 0 limit we find that geometric objects asymptote to graph theoretic objects. We
focus on the worldline Green’s function, which is used in string-inspired calculations
of scalar QFT amplitudes. Dai and Siegel described in an elegant paper how the
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worldline Green’s function could be found for arbitrary multi-loop diagrams using
methods from electric circuit theory [46]. We show how the building blocks used
in their analysis can be arrived at from the limiting behaviour of Riemann surface
objects. This illustrates, in particular, how Feynman graphs for scalar QFTs can
arise from the asymptotics of string theory diagrams.
Our approach also defines coordinates on the super-moduli space of super Rie-
mann surfaces (SRS), near corners corresponding to NS open string degenerations.
In recent years there has been a resurgence of interest in SRS and super moduli
space [47–52]. Superstring perturbation theory contains integrals which are only
conditionally convergent in the IR region, and there can be ambiguities arising from
the choice of which even supermoduli to hold fixed when integrating over the odd
supermoduli. For example, consider the integral
∫ 1−
y= dθ dφ d log y, where y is an
even supermodulus and θ, φ are odd supermoduli. This seems to vanish on the face
of it, but after making the change of variables y = 1 − u − θ φ this is no longer
the case. The choice of which even supermoduli to hold fixed while integrating over
the odd supermoduli is thus non-arbitrary, and a complete formulation of pertur-
bative superstring theory requires a prescription of which even supermoduli to use.
Witten shows that the correct even supermoduli to fix near the corners of super-
moduli space are the so-called canonical parameters (see, for example, section 6.3
of [47] and section 2.4 of [49]). The pinching parameters that we have written down
for the NS sector are defined by gluing pairs of punctures a` la Eq. (6.31) of [47],
which means they constitute a set of canonical parameters (canonical parameters,
in general, are only defined modulo coordinate choices around the punctures). Thus
our pinching parameters allow the correct computation of conditionally convergent
integrals. The NS pinching parameters are, roughly, like square roots of the bosonic
pinching parameters. The three-punctured discs we use for the construction only
have NS punctures. Such discs have a Grassmann-odd super-projective invariant;
these invariants become the odd supermoduli.
One benefit of the pinching parameterization is that the string measure on (su-
per) Schottky space is given a very elegant and symmetric form. In particular,
there is a direct correspondence between poles in the measure and edges in the
corresponding Feynman graph. This differs from the canonical coordinatization of
Schottky space for which the geometric meaning of the poles can be unintuitive.
Furthermore, it is interesting that the measure includes a product over the borders
of the worldsheet, meaning that, for example, the measure for a planar two-loop
vacuum diagram (which has three borders) is qualitatively different from the mea-
sure for the non-planar two-loop vacuum diagram (which has just one border) — a
distinction that is completely obscured with the canonical coordinates.
The construction given in section 2 requires the use of a cyclic ordering of the
three punctures on the discs that are used to construct the worldsheets. This is
appropriate for open strings because they have a fixed ordering at interactions.
Conversely, closed strings do not have a fixed ordering at interactions, and so they
cannot be described by these pinching parameters in a natural way. It would be
interesting to find an extension of the pinching parametrization that exhibits the
symmetries of closed string amplitudes.
The organization of the paper is as follows. In section 2 we present the construc-
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Figure 1: A graph with E = 11 internal edges labelled with Schwinger parameters
ti, n = 2 external edges labelled Xj and g = 4 loops with a basis {`i}.
tion of the pinching parametrization, first in the bosonic case in section 2.1 and then
for the Neveu-Schwarz sector in section 2.2. In section 3 we describe how the graph
period matrix and worldline Green’s function arise as the α′ → 0 limit of objects on
moduli space, given a straightforward mapping between pinching parameters and
Schwinger parameters. Section 4 describes the relations between sets of pinching
parameters that correspond to pairs of graphs differing by a duality transformation
on one of the internal edges. In section 5 we give the leading part of the (super)
string measure in terms of the pinching parameters, and show how it can be proven.
In appendix A we provide proofs of several claims in the paper: we derive the leading
behaviour of pinching parameter expressions for the (semi) multiplier in section A.1,
for the period matrix in section A.2 and for the Green’s function in section A.3.
2 Construction of the pinching parametrization
Our goal is to construct a set of (super) moduli for string worldsheets that have a
simple geometric interpretation in terms of degenerating surfaces, and thus can be
used gainfully to analyse the α′ → 0 limit of string amplitudes.
2.1 Bosonic strings
First we consider the simpler bosonic case. In section 2.1.1 we describe how sewing
discs can lead to an expression for Koba-Nielsen variables in terms of pinching
parameters, and then in section 2.1.2 we show how the construction can be extended
to incorporate loops with the use of Schottky groups.
2.1.1 Local coordinates at the punctures
Let the target graph Γ be a connected ribbon graph (i.e. the edges connect to vertices
with a fixed cyclic ordering) whose vertices are all either three-valent or one-valent
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(we call edges joining a 1-valent vertex external edges). Let all edges whose endpoints
are both three-valent vertices (possibly the same one) be called internal edges and
be labelled with a Schwinger parameter tk. If the graph has g loops and n external
edges, then we can label the external edges Xi (i = 1, . . . , n), label the cubic vertices
vj (j = 1, . . . , 2g + n − 2), and label the internal edges Ek (k = 1, . . . , 3g + n − 3).
Furthermore, we choose a homology basis of g loops in Γ, i.e. a set of g closed paths
`i in Γ which are independent in the sense that no non-trivial composition of the `i
is homologous to a trivial path. An example target graph with 4 loops, 11 internal
edges and 2 external edges is shown in Fig. 1.
Given such a graph, we can build a corresponding bordered Riemann surface Σ
parametrized by 3g − 3 + n real moduli {pi} (i.e. coordinates on Schottky space).
When we take all of the pi → 0, the surface degenerates into Σ0: a union of 3-
punctured discs joined at nodes, so we call the pi’s pinching parameters. The topol-
ogy of Σ0 is classified by the target graph Γ.
We build Σ from two ingredients: 3-punctured discs and open-string plumbing
fixtures. On each 3-punctured disc, we put three standard coordinate charts: one
centred at each puncture. If we label the punctures a1, a2 and a3 with a clockwise
ordering, then we want three coordinate charts zi, i = 1, 2, 3 satisfying
zi(ai) = 0 . (2.1)
The image of the disc under zi is the upper-half plane with the projective real line
as its boundary, so let us fix the zi coordinates of the other two coordinates to 1
and ∞:
zi(ai+1) =∞ zi(ai−1) = 1 , (2.2)
where the indices are mod 3. Then there is a unique Mo¨bius map ρ which serves as
a transition function cycling the three charts. In order to satisfy
zi = ρ(zi+1) , (2.3)
we need to have
ρ(0) =∞ ; ρ(∞) = 1 ; ρ(1) = 0 . (2.4)
This is satisfied by
ρ(z) ≡ 1− 1
z
, (2.5)
which can be written as the PSL(2) matrix
ρ ≡
(
1 −1
1 0
)
. (2.6)
The inverse transformation is given by
ρ−1(z) =
1
1− z ; ρ
−1 ≡
(
0 1
−1 1
)
. (2.7)
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wz = −p
wz
(b)
Figure 2: Given a bordered Riemann surface Σ with two charts z and w which map
the border of Σ onto the real line and whose images include a neighbourhood of 0
(Fig. 2a), we can add an open string plumbing fixture to Σ (Fig. 2b) by imposing
Eq. (2.8) on a suitable domain.
Note, of course, that ρ3 = 1.
The other ingredient is the ‘open string plumbing fixture’. Suppose a Riemann
surface Σ has two charts w and z, both of which map its border to the real line, and
whose images each include a neighbourhood around 0 (Fig. 2a). Then for a given
pinching parameter p ∈ (0, 1), we can insert a plumbing fixture by cutting out two
semi-discs |w| < w and |z| < z and imposing the relation
zw = −p (2.8)
for w < |w| ≤ p/z and z < |z| ≤ p/w (Fig. 2b). The effect of the plumbing fixture
is to add a ‘strip’ between the two charts on Σ, either by adding a loop or by joining
together two connected components.
Once a plumbing fixture is in place, we can use it to get a transition function
between the two charts we used to define it: we can say
w = σp(z) (2.9)
where
σp(z) ≡ −p
z
; σp ≡ 1√
p
(
0 −p
1 0
)
. (2.10)
The two types of transition function we’ve defined, Eq. (2.6) and Eq. (2.10),
are the two ‘building blocks’ we’ll use to build the Riemann surface Σ. In order to
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z2
z3 z4
z5 z6
p1 p2
Figure 3: Three 3-punctured discs sewn to give a surface with n = 5 punctures.
The zi’s label coordinate charts centred at the indicated points. We can use the
pinching parametrization to find transition functions between any pair of them in
terms of the pi’s. Note that the centres of z2, . . . , z5 get excised from the surface by
the sewing procedure.
define Σ, we need to specify the transition functions between any pair of coordinate
charts, as well as the positions of all the punctures. To achieve this, we lay out
the three-punctured discs and plumbing fixtures in the arrangement defined by the
target graph Γ. Each disc comes with three local coordinate systems as defined
by Eq. (2.1) and Eq. (2.2), related to each other by Eq. (2.3). Furthermore, two
coordinate systems w and z which lie at opposite ends of the same open string
plumbing fixture can be related to each other by Eq. (2.9). Thus, by finding a
path between two charts, we can write down a transition function as an alternating
product of σpi ’s and ρ
±1’s.
For example, consider the surface indicated by the diagram in Fig. 3; suppose
we want to find the transition function between the charts z1 and z6. We can build
it piece-by-piece: first we note that since z1 and z2 are on the same disc with the
centre of z1 situated anti-clockwise from the centre of z2, we can use Eq. (2.3) to see
z1 = ρ(z2). Next, since z2 and z3 are at opposite ends of the open string plumbing
fixture labelled by the pinching parameter p1, we have z2 = σp1(z3). We can combine
this with the previous equation to get a transition function straight from z3 to z1:
z1 = (ρ · σp1)(z3). The next two pairs of consecutive coordinate systems are related
to each other by z3 = ρ(z4) and z4 = σp2(z5). Lastly, because z5 is on the same disc
as z6 but in this case centred clockwise from it, we have z5 = ρ
−1(z6). Putting this
all together we find z1 =
(
ρ · σp1 · ρ · σp2 · ρ−1
)
(z6).
Clearly, it was not necessary to write down the intermediate coordinate charts,
and in fact, the transition function depended only on the path taken to get from
the puncture at z6 = 0 to the puncture at z1 = 0. This is the case in general: the
procedure for getting a surface Σ from a target graph Γ can be defined in terms of
a mapping from paths on Γ into the space PSL(2) of Mo¨bius maps.
In order to define the parametrization precisely, instead of using paths on Γ we
must construct a new graph Γ̂ in the following way: Firstly, we ‘blow up’ every 3-
valent vertex into a triangle whose corners are 3-valent vertices as shown in Fig. 4a.
Secondly, we delete every external edge, leaving a now 2-valent vertex which we
label with the label Xj that belonged to the deleted external edge, as shown in
Fig. 4b. Let us distinguish the edges in triangles and the edges inherited from Γ
as short edges and long edges, respectively. The triangles in Γ̂ correspond to the
three-punctured discs used to construct Σ; the edges correspond to the open string
plumbing fixtures.
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ti1
ti3
ti2
ti1
ti3
ti2
(a)
ti1
ti2 Xj
Xj
ti2
ti1
(b)
Figure 4: Γ̂ is obtained from Γ by first blowing up all the cubic vertices into triangles
(Fig. 4a) and then deleting any external edges but reusing their labels (Fig. 4b).
Ek
(tk)
(a)
(cw)
(b)
(acw)
(c)
Figure 5: A path in Γ̂ can be decomposed into three elementary types of path:
traversal of a long edge Ek (tk) (Fig. 5a), clockwise moves around a triangle (cw)
(Fig. 5b) and anti-clockwise moves around a triangle (acw) (Fig. 5c).
Every vertex in Γ̂ corresponds to a local coordinate chart on Σ, and every path
in Γ̂ corresponds to a transition function between the charts at its two ends. There
is a homomorphism φ from the groupoid of paths on Γ̂ to PSL(2); we can define it
as follows.
Every path P can be decomposed into three elementary types of paths. The
first type of elementary path is the traversal of one of the long edges Ek that was
inherited from Γ with Schwinger parameter tk. Let us denote this type of path by
(tk). The second type of elementary path is simply a ‘rotation’ from one vertex to
another vertex on the same triangle. We can distinguish further between rotations
depending on whether the end vertex is immediately clockwise or anti-clockwise of
the start vertex: let us call them (cw) and (acw) respectively. Thus any path in Γ̂
can be written as a sequence composed of (cw), (acw) and (tk).
Once decomposed in this way, a path P can be written as a Mo¨bius map φ(P ) ∈
PSL(2) with the homomorphism φ where:
φ(acw) = ρ , φ(cw) = ρ−1 , φ(tk) = σpk , (2.11)
in terms of the PSL(2) maps defined in Eq. (2.6), Eq. (2.7) and Eq. (2.10).
Note that to do this for a graph Γ we have implicitly introduced a set {pk} of
pinching parameters with one associated to each long edge Ek. These will become
the coordinates on Schottky space.
Also note that because ρ3 = σ2pk = id, the mapping φ is insensitive to sub-paths
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E1 E2
X1
X5X2 X3 X4
X6X7
E3 E4
(a)
E1 E2
X1
X5X2
X3 X4
X6X7
E3 E4
PX5
(b)
Figure 6: Fig. 6a shows an n = 7 tree graph Γ; the external edges are labelled Xi,
i = 1, . . . , 7 and the internal edges are labelled Ej , j = 1, . . . , 4. The blown-up graph
Γ̂ (Fig. 6b) has a base point at B = X1 (indicated with a dot); a path PX5 from X5
to B is indicated with the blue dotted line.
which traverse an edge then reverse, or which visit all three nodes at a cubic vertex
in succession.
Given a graph Γ, let us choose a vertex in Γ̂ and fix it as the ‘base point’ B. We’ll
use the coordinate chart defined by B as a canonical chart and write down all the
other charts with respect to it. In particular, we want to find the transition functions
to the charts which vanish at the punctures on the surface Σ (corresponding to the
external edges on Γ). To achieve this, for each external edge Xj , we find a path PXj
from Xj to B on the blown-up graph Γ̂. Then the n sets of local coordinates at the
external punctures are given by V −1Xj , where
VXj ≡ φ(PXj ) , (2.12)
in terms of the mapping φ defined by Eq. (2.11). The Koba-Nielsen variables corre-
sponding to the positions of the external punctures as seen in the chart defined by
the base point B are given as
zj = VXj (0) . (2.13)
For example, consider the n = 7 tree graph Γ shown in Fig. 6a and its blow-up
Γ̂ in Fig. 6b. A path PX5 from X5 to the base point B = X1 is indicated on Γ̂, and
it can be decomposed into the basic moves of Fig. 5 as
PX5 = cw · t1 · cw · t2 · acw · t3 · cw · t4 · acw. (2.14)
Using Eq. (2.11), this gives us
V5 = φ(PX5) = ρ
−1 · σp1 · ρ−1 · σp2 · ρ · σp3 · ρ−1 · σp4 · ρ ; (2.15)
plugging this in Eq. (2.13) we find that the Koba-Nielsen variable for the corre-
sponding point on Σ is given in terms of the pinching parameters as
z5 =
1 + p3
1 + p1 + p3 + p1p3 + p1p2p3
. (2.16)
Since the base point is at B = X1, we have V1 = id and so the Koba-Nielsen variable
corresponding to the first puncture is at z1 = 0. The Koba-Nielsen variables for the
other five punctures zi(pj) can be computed similarly.
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`1 `2
(a)
E1
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E2
P`1
P`2
B
(b)
Figure 7: The graph Γ with n = 0, g = 2 comes with a homology basis of two loops
`1 and `2 (Fig. 7a); these can be used to define paths P`1 and P`2 on the blown-up
graph Γ̂ which start and end at the base point B (marked as a black dot on Fig. 7b).
2.1.2 The Schottky group
We’ve introduced a mapping φ from the set of paths in Γ̂ into PSL(2), and said that
it can be used to find transition functions between charts on Σ. But for multiply-
connected graphs Γ, there are many independent paths joining any pair of vertices
in Γ̂. This would seem to violate the cocycle condition, but in fact is not a problem
once we understand all the charts as being defined modulo a Schottky group G.
Recall that Γ came with a homology basis {`i}gi=1; each loop `i can be used to
define a closed path P`i on Γ̂ which starts and ends at a chosen base point B. See
Fig. 7 for a two-loop example.
Then we define g Mo¨bius maps γi with
γi ≡ φ(P`i) . (2.17)
The γi’s are hyperbolic Mo¨bius maps—that is to say, they are conjugate to di-
latations z 7→ ki z, and thus they can be parametrized by their multiplier ki with
|ki| < 1, and their attractive and repulsive fixed points ui and vi ∈ R ∪ {∞}. The
γi’s are related to their parameters via
γi(z)− ui
γi(z)− vi = ki
z − ui
z − vi . (2.18)
From another point of view, the vectors |ui〉 ≡ (ui, 1)t and |vi〉 ≡ (vi, 1)t are eigen-
vectors of the matrix γi, satisfying
γi|ui〉 = 1√
ki
|ui〉 γi|vi〉 =
√
ki|vi〉 ; (2.19)
these equations can be solved to express the parameters ki, ui and vi as functions
of the pinching parameters {pj}.
The rank-g group G freely generated by the γi’s is a Schottky group of genus g.
Schottky groups give a classical construction of Riemann surfaces as quotient spaces;
in the early days of string perturbation theory they arose naturally by sewing n-
string vertices [17–20]. Let us briefly recall the Schottky group construction for open
strings; a more detailed discussion is given, for example, in section 2.1 of [53].
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(b)
Figure 8: The Schottky group construction (Fig. 8a) of a planar g = 2 surface
with b = 3 borders (Fig. 8b). The construction induces a loop basis {`1, `2} on the
surface.
The construction uses the fact that Mo¨bius maps take circles to circles. In
particular, any semicircle C that is centred on the real axis and that separates the
two fixed points u, v of a hyperbolic Mo¨bius map γ is mapped by γ to another such
semicircle C′ (see Fig. 8a). This cuts the upper-half plane into three regions: one
containing u, one containing v, and one (say F) that contains neither fixed point.
Quotienting the closure F by γ has the effect of identifying the two semicircles on
its boundary C ∼ C′; the resulting surface is an annulus.
The construction makes sense with any number g of Mo¨bius maps γi as long as
we can find an appropriate set of 2g semicircles {Ci, C′i} such that γi(Ci) = C′i and
that all lie on the boundary of a single region F (see Fig. 8a for an example with
g = 2). Then quotienting the closure F by G has the effect of identifying pairs of
semicircles Ci ∼ C′i, where G is the group generated by the g γi’s. The resulting
surface is a bordered Riemann surface of genus h = (g + 1 − b)/2 where b is the
number of border components (note that h = 0 for planar topologies, which have
b = g + 1 borders). F can be treated as a single chart covering the surface. The
example in Fig. 8b has g = 2, h = 0.
The surface doesn’t depend on the choice of semicircles; any set of semicircles
with empty intersection that satisfies γi(Ci) = C′i gives the same surface Σ. It’s not
strictly necessary for Ci and γi(Ci) to be geometric semicircles, only that they have
the right topology; there exist non-classical Schottky groups such that the Ci can’t
all be chosen as geometric semicircles, but the Schottky construction remains valid.
The g Mo¨bius maps {γi} thus define a surface, but there is some redundancy
because two Schottky groups that are related by a PSL(2) change of coordinates
define the same surface. We can choose three specific parameters, say u1, v1 and v2,
to ‘gauge fix’ to some chosen values; this saturates the reparametrization symmetry.
The remaining 3g− 3 parameters {ui}gi=2 ∪{vi}gi=3 ∪{ki}gi=1 can be used as moduli.
The space described by these parameters is called Schottky space.
The 3g−3 Schottky parameters can themselves be expressed in terms of pinching
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parameters via Eq. (2.17). Note that for graphs Γ with no external edges n = 0, the
number of internal edges of Γ is |E| = 3g−3, so the pinching parameters can be used
as a local coordinate system on Schottky space near the corresponding degeneration.
Recall that for graphs Γ with n ≥ 1 external edges, we need to find paths PXi
from the external edges to the base point B on Γ̂. But with g ≥ 1 loops, there isn’t
a unique way to choose such a path. Two different paths PXi 6= P˜Xi will give two
different inverse charts VXi = φ(PXi) and V˜Xi = φ(P˜Xi), and therefore two different
values for the Koba-Nielsen variable of Xi: one will give zXi = VXi(0) and the other
will give z˜Xi = V˜Xi(0). But zXi is defined only modulo the Schottky group G, so
this isn’t a problem. We can find a path P`α ≡ PXi · (P˜Xi)−1; because this path
starts and ends at B, it can be expressed in terms of the homology basis {P`i}.
Thus the Mo¨bius map γα ≡ φ(P`α) can be written as a product of the γi = φ(P`i),
so it is a member of the Schottky group, γα ∈ G. So VXi = γα · V˜Xi , and thus
zXi = γα(z˜Xi); in other words, the procedure defines the Koba-Nielsen variable
unambiguously modulo the Schottky group G.
So the g Schottky group generators and the n Koba-Nielsen variables, which
can be used as a set of moduli for the surface, can be written as functions of the
3g + n− 3 gluing parameters pk, and thus the pk’s can be used as coordinates on a
suitable region of Schottky space.
2.1.3 Properties of the parametrization
1. Since φ is a homomorphism, the Schottky group G doesn’t depend on the
choice of homology basis {`i}, i.e. on which of its elements are treated as
generators, but only on the graph Γ.
2. Changing the base node B 7→ B̂ is equivalent to a global change of coordinates:
let P
BB̂
be a path from B to B̂ then the parametrization with the base node
B̂ is given by taking
γ̂i = φ(PBB̂) · γi · φ(PBB̂)−1 ; V̂Xj = φ(PBB̂) · VXj . (2.20)
3. Let us use the term loop to refer to a closed path in Γ defined modulo cyclic
permutations, i.e. the path Ejn · . . . · Ej2 · Ej1 defines the same loop ` as
Ej1 · Ejn · . . . · Ej2 (see Fig. 9 for an illustration). Every closed path Pα in Γ̂
corresponds to a loop `α in Γ. To obtain `α, we first list the edges traversed by
Pα. If the first and last edges listed are the same then we can use invariance
under cyclic permutations to delete them from the list, since they must be
traversed in opposite directions. This can be repeated until the first and last
edges that remain are distinct.
If `α is a loop corresponding to a closed path Pα then the multiplier of the
Schottky group element γα ≡ φ(P`α) is given to leading order as
kα =
(∏
i
pnα
i
i
)
(1 +O(pj)) , (2.21)
where nα
i counts the number of times that the loop `α crosses the edge Ei.
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Pα
(a)
`α
(b)
Figure 9: We distinguish between closed paths Pα in the graph (Fig. 9a) and the cor-
responding loops `α (Fig. 9b), which are equivalence classes of closed paths defined
modulo conjugation, and which are independent of the base point.
4. If the path Pα is conjugate to a loop `α that consists solely of either clockwise or
anticlockwise turns at the vertices, then the multiplier is precisely the product
of the gluing parameters of the edges traversed by `α:
kα =
∏
i
pnα
i
i . (2.22)
5. The moduli pi characterize some of the boundaries of the Deligne-Mumford
compactification of moduli space: the boundary corresponding to the pinching
of an edge with gluing parameter pi is given by taking pi → 0.
6. Our construction is only suitable for open strings, not closed strings, because
the transition functions on the three-punctured discs can only be written down
by assuming a cyclic ordering of the punctures, meaning that strings must be
assumed to interact with a fixed cyclic ordering.
2.1.4 Examples
Some illustrative examples are given in Fig. 10. Note that we have drawn the paths
Pi on the target graphs Γ instead of on the blown-up graphs Γ̂, because the target
graphs Γ are simpler but we can unambiguously represent paths on Γ̂ in this way,
as long as we indicate the base point. To indicate the base point (which is a vertex
of Γ̂) on Γ, we draw a black dot near the appropriate vertex on the appropriate
incident edge.
1. Fig. 10a corresponds to a path which can be expressed as follows:
• Traverse the edge labelled E1.
• Move anticlockwise around the next vertex onto the edge labelled E2.
14
E1
E2
P1
(a)
E1
E2
P2
(b)
E1
E2
P3
(c)
E1
E2
P4 X1
(d)
E1
E2
P5
X1
(e)
Figure 10: Some examples of graphs Γ with paths corresponding to loops (Fig. 10a–
Fig. 10c) and local coordinates at punctures (Fig. 10d–Fig. 10e). The base points
B are marked as large dots.
• Traverse the edge labelled E2.
• Having arrived at the starting vertex, move anticlockwise around the
vertex to arrive back at the base point.
More concisely, the path is P1 = acw · t2 · acw · t1, so the Mo¨bius map
γ1 = φ(P1) is given by
γ1 = ρ σ2 ρ σ1 =
1√
p1
√
p2
(
1 p1(1 + p2)
0 p1p2
)
. (2.23)
2. The loop shown in Fig. 10b is the same as the one in Fig. 10a except that the
base point B has been moved to a different leg of the same vertex. In this
case, the base point is on a different edge from the one the path starts on, so
the first step must be a clockwise move about the vertex:
• Starting from the base point B, move clockwise about the vertex onto
the edge labelled E1.
• Traverse the edge labelled E1.
• Move anticlockwise around the next vertex onto the edge labelled E2.
• Traverse the edge labelled E2.
• Having arrived at the starting vertex, move clockwise around the vertex
to arrive back at the base point.
More concisely, the path can be written right-to-left as P2 = cw · t2 · acw ·
t1 · cw, so the Mo¨bius map γ2 = φ(P2) corresponding to this path is given as
γ2 = ρ
−1 σ2 ρ σ1 ρ−1 =
1√
p1
√
p2
(
p1 −(1 + p1)
p1(1 + p2) −(1 + p1(1 + p2))
)
. (2.24)
Note that this can be obtained from the map in Eq. (2.23) after a conjugation
by ρ. This means, in particular, that their multipliers are the same.
3. The loop depicted in Fig. 10c is almost the same as the one in Fig. 10b except
that the path must cross the second vertex by making a clockwise turn, not
an anticlockwise turn. So in this case, we must change the third step to
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• Move clockwise around the next vertex onto the edge labelled E2.
while the other steps are unchanged. The path is now P3 = cw ·t2 ·cw ·t1 ·cw
and thus the Mo¨bius map γ3 = φ(P3) corresponding to this path is given as
γ3 = ρ
−1 σ2 ρ−1 σ1 ρ−1 =
1√
p1
√
p2
(
0 1
−p1p2 1 + p2(1 + p1)
)
. (2.25)
4. The path shown in Fig. 10d corresponds to a local coordinate at the external
puncture. The path, as always, starts at the external puncture X1 and finishes
at the base point B. It is composed of the following steps:
• Move anticlockwise about the vertex from the external puncture X1 onto
the edge labelled E1.
• Traverse the edge labelled E1.
• Move anticlockwise about the vertex onto the base point B.
The path can be written as P4 = acw · t1 · acw, and thus the corresponding
local coordinate system V4 = φ(P4) is given by
V4 = ρ σ1 ρ =
1√
p1
( −1− p1 1
−p1 0
)
. (2.26)
The Koba-Nielsen variable z4 corresponding to this puncture is given by
z4 = V4(0) =∞ . (2.27)
5. Similarly, the path shown in Fig. 10e is an alternative choice of local coor-
dinates for the same puncture, equivalent modulo the action of the Schottky
group. In this case the path is given by P5 = cw · t2 · cw, so the associated
coordinate chart V5 = φ(P5) is given by the Mo¨bius map
V5 = ρ
−1 σ2 ρ−1 =
1√
p2
(
0 1
−p2 1 + p2
)
, (2.28)
so the Koba-Nielsen variable is given by
z5 = V5(0) =
1
1 + p2
. (2.29)
The two coordinate choices in the last two examples are related to each other
by the action of the Schottky generator γ2 given in Eq. (2.24) (since these
examples share a base point with the graph in Fig. 10b). We have
V5 = γ2 · V4 (2.30)
and in particular
z5 = γ2(z4) . (2.31)
In general, alternative choices of path Pa which give different Koba-Nielsen
variables for the same puncture actually just correspond to different represen-
tatives of the same Schottky group equivalence class.
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2.2 Neveu-Schwarz superstrings
The description of Riemann surfaces by Schottky groups can be extended to describe
non-split super Riemann surfaces, with the restriction that only 2g of the 22g possible
spin-structures are admissible—roughly, those in which the odd coordinate is single-
valued on the Schottky covering space, i.e. the ai components of the ϑ-characteristics
are fixed. In physics terms, these super Schottky groups [26, 29] can be used to
describe RNS superstring worldsheets near degenerations in which all the pinched
string channels belong to the NS sector.
See section 2.2 of [53] for a discussion of super Schottky groups; we will use the
conventions and notation of that reference. Then to extend the approach we used
in section 2.1, we need to describe how to give g super Schottky generators γi and
n sets of local coordinates Vj , now from OSp(1|2) instead of PSL(2).
As in section 2.1, we give a homomorphism φ from the semigroup of paths
between nodes in Γ into OSp(1|2). To do this, we endow each of the (2g+ n− 2) 3-
valent vertices vi in the target graph Γ with a Grassmann-odd parameter θi. Also, we
must pick a direction (arbitrarily) for each edge in Γ. Each path must be decomposed
into four types of building block: now the traversal of an edge with Schwinger
parameter tk must take into account whether its sense is the same as, or opposite
from, the edge’s direction marking (denoted Ek and Ek
−1, respectively), and the two
types of turn, acwi and cwj , must also be labelled by the corresponding 3-valent
vertex.
Then φ is given by
φ(acwi) = ρθi ≡
 −1 1 −θi−1 0 0
−θi 0 1
 (2.32)
φ(cwi) = ρ
−1
θi
=
 0 −1 01 −1 θi
0 −θi 1
 (2.33)
φ(Ej
−1) = σ−1εj ≡
 0 εj 0−ε−1j 0 0
0 0 1
 (2.34)
φ(Ej) = σεj ≡
 0 −εj 0ε−1j 0 0
0 0 1
 , (2.35)
(note that σεk ∈ OSp(1|2) is not its own inverse, unlike σpk ∈ PSL(2)). Just as
in section 2.1, we choose a base node B and then write down an appropriate path
for each loop and each external edge. Now using φ, we can write each path as an
element of OSp(1|2), giving us the g super Schottky group generators γi and the n
local coordinates Vj .
The derivation of the parametrization is similar to the bosonic case, but some
changes need to be made. Firstly, instead of 3-punctured discs, the surfaces are to be
built from SRS discs with three NS punctures (NNN discs). Whereas 3-punctured
discs have no moduli, NNN discs have one odd supermodulus: if the three punctures
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have superconformal coordinates xi = xi|ξi, then
Θx1x2x3 ≡ ±
ξ1(x2
.− x3) + ξ2(x3 .− x1) + ξ3(x1 .− x2) + ξ1ξ2ξ3√
(x1
.− x2)(x2 .− x3)(x3 .− x1)
(2.36)
is a superprojective (pseudo)-invariant. Here .− denotes the NS difference of two
superpoints: if a = a|α and b = b|β then
a .− b ≡ a− b− αβ . (2.37)
Θx1x2x3 can be used as the odd supermodulus of the NNN disc. We can fix a global
superconformal chart so the three punctures have homogeneous coordinates
(0, 1|0)t , (1, 0|0)t , (1, 1|Θx1x2x3)t . (2.38)
Then Eq. (2.32) and Eq. (2.33) can be used to cycle between the three charts on an
NNN disc whose pseudo-invariant is θi, in the same way that Eq. (2.6) and Eq. (2.7)
cycle between the three charts on a 3-punctured disc.
The second change that needs to be made to the bosonic derivation is that the
plumbing fixture Eq. (2.8) needs to be replaced with a NS plumbing fixture. If
z = z|ζ and w = w|ψ are two superconformal charts with small discs cut out
around 0|0, then we can sew them together by identifying
z w = −ε2 , z ψ = ε ζ , w ζ = −εψ , ψ ζ = 0 (2.39)
(Eq. (6.31) of [47]). Here ε is a Grassmann-even parameter which behaves roughly
as the square root of a bosonic pinching parameter; we call it the “NS pinching
parameter” of the plumbing fixture. Eq. (2.39) is satisfied by taking w = σε(z),
where σε is the superconformal function
σε(z) ≡ −ε2/z
∣∣ ε ζ/z ; (2.40)
this function is equivalent to the OSp(1|2) matrix in Eq. (2.35).
The (3g+n− 3) even parameters εi and the (2g+n− 2) odd parameters θj can
be used as local coordinates for super Schottky space.
2.2.1 Properties of the parametrization of supermoduli
The obvious analogues of properties 1 and 2 from section 2.1.3 also hold in the
NS case. For hyperbolic OSp(1|2) maps (such as super Schottky group elements),
it is more useful to talk about semimultipliers than multipliers: each such map is
conjugate to one of the form z|ζ 7→ q2z|qζ, then q is the semimultiplier (see section
2.2.3 of [53]). Thus properties 3 and 4 need to be replaced with expressions for the
semi -multipliers of loops.
• Just as in the bosonic case, every super Schottky group element γα can be
associated to a closed path Pα ∈ pi1(Γ, B) in the fundamental group of Γ.
Furthermore, we can reduce the closed path Pα to a loop `α by cancelling
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out any consecutive pairs of edges which are inverses of each other. The
semimultiplier qα of γα is given to leading order as
qα = (−1)nα
( ∏
Ei∈Γ
ε
miα
i
)
(1 +O(εj)) , (2.41)
where
nα = # of clockwise turns in `α (2.42)
+ # of edges that `α crosses against the marked direction
and
miα = # of times that `α crosses the edge Ei . (2.43)
This formula is proved in Appendix A.1.
• For paths Pα which are composed solely of cw or acw turns, qα is given
exactly by the leading term of Eq. (2.41):
qα = (−1)nα
∏
Ei∈Γ
ε
miα
i . (2.44)
• The supermoduli εi characterize some of the boundaries of the Deligne-Mumford
compactification of supermoduli space: the boundary corresponding to the
pinching of an edge with gluing parameter εi is given by taking εi → 0.
3 Graph polynomials from Riemann Surfaces
Dai and Siegel [46] showed how Feynman graph integrands for scalar field theories
can be computed in terms of geometric properties of the skeleton graph. In this
section we show how the objects they used can be obtained as the α′ → 0 limit of
objects defined on (super) Riemann surfaces in terms of the parametrization given
above, so long as we make the following identification between Schwinger times and
gluing parameters:
pi = e
−ti/α′ . (3.1)
Let Γ be a g-loop Schwinger-parametrized cubic Feynman graph with a chosen ho-
mology basis `i, then we can define the g × g graph period matrix (θij) of Γ. First
define an inner product measuring the degree of intersection of two paths:
〈P, P̂ 〉k ≡

1 if P and P̂ cross Ek in the same direction
−1 if P and P̂ cross Ek in opposite directions
0 if P and P̂ do not both cross Ek.
(3.2)
Then the graph period matrix is given by
θij =
∑
k
〈`i, `j〉k tk , (3.3)
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where i, j = 1, . . . , g. Let Xa and Xb be two external edges on Γ, then choose a path
Pab from Xb to Xa. Then define a vector ~v by
vi =
∑
k
〈`i, Pab〉k tk , (3.4)
where the sum runs over all the edges. Finally, define a scalar s by
s =
∑
k
〈Pab, Pab〉k tk . (3.5)
Dai and Siegel compute the Green’s function as
G(Xa, Xb) = −1
2
s+
1
2
~v t · θ−1 · ~v . (3.6)
This formula is analogous to the worldsheet Green’s function commonly used in
string theory [13]
G(x1, x2) = log |E(x1, x2)| − 1
2
(∫ x2
x1
~ω
)
· (2piImτ)−1 ·
(∫ x2
x1
~ω
)
. (3.7)
Here E(x1, x2) is the Schottky-Klein prime form, given by
E(x1, x2) ≡ x1 − x2√
dx1
√
dx2
∏
α
′x1 − γα(x2)
x1 − γα(x1)
x2 − γα(x1)
x2 − γα(x2) , (3.8)
with the Schottky group product including one from each pair of inverse elements
{γα, γ−1α }.
ωi, i = 1, . . . , g is a basis of Abelian differentials and τ is the period matrix,
defined by
1
2pii
∮
aj
ωi = δij ; τij =
1
2pii
∮
bj
ωi . (3.9)
where ai and bj are a basis of homology cycles normalized in the standard way [23].
Using the Schottky parametrization, ωi(z) are given by the formula:
ωi(z) =
∑
α
(i)
( 1
z − γα(ui) −
1
z − γα(vi)
)
dz (3.10)
where the sum is over all Schottky group elements whose right-most factor is not
γ±ni . There is a Schottky group formula for the period matrix:
τij =
1
2pii
(
δij log ki − (i)
∑
γα
′(j) log
ui − γα(vj)
ui − γα(uj)
vi − γα(uj)
vi − γα(vj)
)
(3.11)
where the summation is over all Schottky group elements γα whose left-most factor
is not γ±ni and whose right-most factor is not γ
±n
j ; the identity is excluded for i = j.
When using the pinching parametrization described in section 2, and choosing
the paths from the external edges to the base node such that
PXb = PXaPab , (3.12)
20
X1 X2
PX1 PX2
`1 `2
E1 E2
E3
E4
E5
Figure 11: A non-planar graph Γ with g = 2 loops and n = 2 external edges (labelled
X1 and X2). The internal edges are labelled Ei, i = 1, . . . , 5. A loop basis {`1, `2}
is indicated. The base point is marked as a black dot; the chosen paths from the
external edges to the base point are marked as PX1 and PX1 .
we find that graph-theoretic objects defined on Γ arise as limits of objects defined
on Σ:
s = lim
α′→0
2α′ log
E(za, zb)√
V ′a(0)V ′b (0)
(3.13)
vi = lim
α′→0
α′
∫ zb
za
~ωi (3.14)
θij = lim
α′→0
2piα′ Im τij , (3.15)
if we make the identification Eq. (3.1).
This makes clear how Feynman graph integrands arise as limits of the string
measure on moduli space (at least for scalar fields).
3.1 Example
Let us work out an example. We will pick a Feynman graph and show first of all in
section 3.1.1 how its period matrix and worldline Green’s function can be written
down by inspecting the graph a` la Dai and Siegel, and then in section 3.1.2 how the
same quantities arise asymptotically from objects on moduli space.
3.1.1 By inspection
Consider the n = 2, g = 2 non-planar graph Γ shown in Fig. 11. The paths PX1 ,
PX2 from the two external edges X1 and X2 to the base point are indicated; the
paths P`1 and P`2 corresponding to the loop basis can be taken as the natural choice
(since both loops pass through the vertex at which the base point lies).
First of all, let us compute the graph period matrix (θij). The diagonal entries
θii are just the sums of the Schwinger parameters of the edges in the loops `i, so we
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p1 p2
p3
p4 p5
Figure 12: The Feynman graph in Fig. 11 can be used to construct a Riemann surface
with pinching parameters arranged in such a way that the graph is recovered in the
α′ → 0 limit, after matching pinching parameters to Schwinger parameters according
to Eq. (3.1).
have
θ11 = t1 + t3 + t4 , θ22 = t2 + t3 + t5 . (3.16)
The two loops `1 and `2 intersect on one edge, E3, and they both cross it in the
same direction so we have
θ12 = θ21 = t3 . (3.17)
The first Symanzik polynomial can be computed as
det θ = (t1 + t4)(t2 + t5) + t3 (t1 + t2 + t4 + t5) . (3.18)
Next let us compute the Green’s function a` la Dai and Siegel [46]. We need to pick
a path from X2 to X1; let us use PX1X2 ≡ P−1X1 · PX2 . Then since PX1X2 crosses the
edges E2 and E1, we have
s = t1 + t2 . (3.19)
PX1X2 intersects `1 along the edge E1, which they both traverse in the same direction,
while PX1X2 intersects `2 along the edge E2 which they both traverse in opposite
directions. Therefore the vector ~v is given by
v1 = t1 , v2 = −t2 . (3.20)
Plugging Eqs. (3.16)–(3.20) into Eq. (3.6), we get the following expression for the
worldline Green’s function:
G = − t1t2t4 + t1t3t4 + t2t3t4 + t1t2t5 + t1t3t5 + t2t3t5 + t1t4t5 + t2t4t5
2 det θ
. (3.21)
3.1.2 From the zero-slope limit
Let us now verify that our approach gives the same answer. We can use the graph
Γ in Fig. 11 to construct a bordered Riemann surface Fig. 12 parametrized by
pinching parameters {pi} corresponding to the graph edges Ei. Then we can write
22
down expressions for the period matrix and the terms in the Green’s function, use
Eq. (3.1) to take the zero-slope limit, and verify that Eqs. (3.13) – (3.15) hold.
The paths in Fig. 11 can be expressed as
PX1 = cw · t1 · cw (3.22)
PX2 = t2 · cw (3.23)
P`1 = acw · t3 · acw · t4 · cw · t1 · acw (3.24)
P`2 = acw · t3 · cw · t5 · cw · t2 . (3.25)
Then according to our prescription, the corresponding bordered Riemann surface
(Fig. 12) can be parameterized by the Mo¨bius maps Vi = φ(PXi), γj = φ(P`j ),
giving
V1 = ρ
−1 · σ1 · ρ−1 , (3.26)
V2 = σ2 · ρ−1 , (3.27)
γ1 = ρ · σ3 · ρ · σ4 · ρ−1 · σ1 · ρ , (3.28)
γ2 = ρ · σ3 · ρ−1 · σ5 · ρ−1 · σ2 . (3.29)
The six Schottky group moduli can be computed from γ1 and γ2; they are given in
terms of the pi’s by
k1 =
F413 −
√
F 2413 − 4 p1 p3 p4
F413 +
√
F 2413 − 4 p1 p3 p4
= p1 p3 p4 +O(p2i ) , (3.30)
k2 =
F352 −
√
F 2352 − 4 p2 p3 p5
F352 +
√
F 2352 − 4 p2 p3 p5
= p2 p3 p5 +O(p2i ) , (3.31)
u1 =
1
1 + p1
+
F413 +
√
F 2413 − 4 p1 p3 p4
2 (1 + p1) p3 p4
=
1
p3p4
(
1 +O(pi)
)
, (3.32)
v1 =
1
1 + p1
+
F413 −
√
F 2413 − 4 p1 p3 p4
2 (1 + p1) p3 p4
= 1 +O(pi) , (3.33)
u2 = − p2 p5
1 + p5
+
F352 +
√
F 2352 − 4 p2 p3 p5
2p3 (1 + p5)
=
1
p3
(
1 +O(pi)
)
, (3.34)
v2 = − p2 p5
1 + p5
+
F352 −
√
F 2352 − 4 p2 p3 p5
2p3 (1 + p5)
= −p2p3p5 +O(p2i ) , (3.35)
where we’ve used the notation
Fabc··· ≡ 1 + pa Fbc··· ; Fa ≡ 1 + pa . (3.36)
The Koba-Nielsen variables zi = Vi(0) are given by
z1 =
1
1 + p1
, z2 = −p2 . (3.37)
We also have
V ′1(0) =
p1
(1 + p1)2
, V ′2(0) = p2 . (3.38)
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First of all we can compute the period matrix using Eq. (3.11). At leading
order, the diagonal elements come only from the Schottky group multipliers: from
Eq. (3.30) and Eq. (3.31) we get
τ11 =
1
2pii
log
(
p1 p3 p4
)
+O(pi) , τ22 = 1
2pii
log
(
p2 p3 p5
)
+O(pi) . (3.39)
To compute the diagonal entries τ12 = τ21, we use the second term in Eq. (3.11).
For this graph, the only non-vanishing contribution to the sum at leading order in
the pi comes from the identity element of the Schottky group. After substituting
the expressions for the fixed points we computed in Eq. (3.32) – Eq. (3.35) we get
τ12 = − 1
2pii
log
(u1 − v2
u1 − u2
v1 − u2
v1 − v2
)
+ O(pi) = − 1
2pii
log
(
− 1
p3
)
+ O(pi)
=
1
2pii
log p3 + n+
1
2
+ O(pi) , (3.40)
where we’ve written log(−1) = (2n+ 1)pi. Then we can check that Eq. (3.15) holds.
We have
2pi Im(τij) =
( − log (p1p3p4) − log p3
− log p3 − log
(
p2p3p5
) ) + O(pi) . (3.41)
After making the substitution in Eq. (3.1) and multiplying by α′, we get
2pi α′ Im(τij) =
(
t1 + t3 + t4 t3
t3 t2 + t3 + t5
)
+ O(e−ti/α′) . (3.42)
In the α′ → 0 limit, the correction vanishes and we arrive at the graph period matrix
(θij) given in Eq. (3.16) and Eq. (3.17), showing that Eq. (3.15) holds in this case.
Next let’s check Eq. (3.13), for the ‘scalar’ term s in Dai and Siegel’s approach
to the worldline Green’s function. First we can compute the numerator. To leading
order in the pi’s the only contribution to the Schottky-Klein prime form Eq. (3.8)
comes from the first factor, so we have
logE(z1, z2) = log(z1 − z2) +O(pi) . (3.43)
The Koba-Nielsen variables zi can be substituted from Eq. (3.37) giving
logE(z1, z2) = log
( 1
1 + p1
+ p2
)
+O(pi) = O(pi) , (3.44)
i.e. the numerator vanishes at leading order and the only contribution comes from
the weights in the denominators. Substituting from Eq. (3.38), we get
log
1√
V ′1(0)V ′2(0)
= log
1 + p1
(p1p2)1/2
+ O(pi) (3.45)
= −1
2
log p1p2 + O(pi) . (3.46)
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Combining Eq. (3.44) and Eq. (3.46), making the substitution in Eq. (3.1) and
multiplying by 2α′ we get
2α′ log
E(z1, z2)√
V ′1(0)V ′2(0)
= t1 + t2 +O(e−ti/α′) . (3.47)
Taking α′ → 0, the correction vanishes and we recover s from Eq. (3.19) as expected,
verifying Eq. (3.13) for this example.
Last of all, we need to check that Eq. (3.14) holds. We can integrate Eq. (3.10)
to get ∫ z1
z2
ωi(z) =
∑
α
(i)[
log
z − γα(ui)
z − γα(vi)
]z1
z2
. (3.48)
At leading order in the pi’s, the only Schottky group element that gives a non-
vanishing contribution to the sum is the identity, so we obtain∫ z1
z2
ωi(z) = log
z1 − ui
z1 − vi
z2 − vi
z2 − ui + O(pi) . (3.49)
Substituting the Koba-Nielsen variables from Eq. (3.37) and the fixed points from
Eq. (3.32) – Eq. (3.35), we find∫ z1
z2
~ω(z) =
(− log p1, log p2 + (2n+ 1)ipi)t + O(pi). (3.50)
Multiplying by α′ and replacing the pinching parameters with Schwinger parameters
according to Eq. (3.1), we get
α′
∫ z1
z2
~ω(z) =
(
t1, − t2 + ipi α′(2n+ 1)
)t
+ O(e−ti/α). (3.51)
Taking the limit α′ → 0, we recover ~v as given in Eq. (3.20), so we’ve also seen that
Eq. (3.14) holds too as expected. This completes the computation demonstrating
that Eqs. (3.13) – (3.14) all hold for our example.
There is nothing special about our choice of example. A proof that this type of
computation would give the expected results in the general case is given in sections
A.2 and A.3.
4 Duality transformations
We say two cubic skeleton graphs are ‘dual’ to each other (in the sense of dual
resonance models) if one can be obtained from the other by (repeatedly) cutting out
a subgraph of the form of Fig. 13a and replacing it with one of the form of Fig. 13b,
respecting the labels of the cut edges. This is sometimes known as a Whitehead
move.
If two graphs are dual to each other, then their corresponding pinching parametriza-
tions can be mapped onto each other with a change of variables, which we compute
in this section. We work out the change of variables needed in the super-geometric
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34
t
(a)
1 2
34
t˜
(b)
Figure 13: Two four-point tree graphs which are dual to each other (in the sense of
dual-resonance models).
(a) (b)
(c) (d)
Figure 14: An example cubic graph with n = 5, g = 2 (Fig. 14a) and the intermediate
graphs (Fig. 14b, Fig. 14c) obtained via duality transformations in order to put it
in the canonical form (Fig. 14d). In Figs. 14a–14c, edges drawn with red dots are
those which are duality-transformed to arrive at the successive graph.
case, since the bosonic case follows as a corollary by ignoring the odd parameters
and taking pi = ε
2
i .
Any two planar cubic graphs with the same number of loops and the same
number of external edges labelled in the same order are dual to each other. This
means that any planar cubic graph is dual to one of the form in Fig. 19. Fig. 14
shows an example with n = 5, g = 2, illustrating the duality transformations needed
to get from the graph in Fig. 14a to the canonical one in Fig. 14d.
As described in section 2.1, each g-loop, n-point skeleton graph induces a set of
(super) moduli for a worldsheet with the same number of loops and n punctures.
Thus, the notion of duality between graphs gives a natural notion of duality between
sets of pinching moduli pi. We can derive the algebraic relationship between the two
sets of moduli.
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t1
t2
t3
t4
t5
Pγ
Pβ
Pα
ϕa ϕb
(a)
ta tb
Pγ˜
P
β˜
Pα˜
tc
td te
ϕ1
ϕ2
(b)
Figure 15: Two dual sub-graphs of a cubic graph. We can find the relationship be-
tween the two sets of supermoduli (t1, . . . , t5|ϕa, ϕb for Fig. 15a and ta, . . . , te|ϕ1, ϕ2
for Fig. 15b) by identifying the corresponding paths as described in the text.
4.1 Duality on internal edges
First of all, let us consider the case where all of the edges involved in the duality
transformation are internal edges with associated Schwinger times ti. Consider a
subgraph of a target graph, as shown in Fig. 15a, and the subgraph it is dual to,
shown in Fig. 15b. We are considering the supergeometric case, so we have labelled
the vertices involved in the duality transformation with odd supermoduli ϕa, ϕb, ϕ1
and ϕ2, and we have given the involved edges an orientation.
We have indicated three paths Pα, Pβ and Pγ on Fig. 15a. Any path which
traverses this subgraph may be written in terms of these three paths. On Fig. 15b,
we have indicated three paths Pα˜, Pβ˜ and Pγ˜ , which correspond to the matching
ones on Fig. 15a in the sense that they join the same pairs of vertices. If we can find
a relationship between the dual supermoduli which solves
φ(Pα) = φ(Pα˜) , φ(Pβ) = φ(Pβ˜) , φ(Pγ) = φ(Pγ˜) , (4.1)
then the super Schottky group generators γ` and local co-ordinate charts Vi induced
by the two dual graphs will be identical, and thus describe the same surface. Thus,
Eq. (4.1), gives us a mapping between dual sets of pinching supermoduli.
According to the prescription in section 2.2, Eq. (4.1) we have
φ(Pα) = σ
−1
2 ρ
−1
a σ3 ρ
−1
b σ5 (4.2)
=
1
ε2 ε3 ε5
 p2 (1 + p3 − ε3 ϕa ϕb) p2 p3 p5 p2 ε3 ε5(ϕa − ε3 ϕb)−1 0 0
ε2 (ϕa − ε3 ϕb) 0 ε2 ε3 ε5
 (4.3)
φ(Pα˜) = σ
−1
d ρ
−1
2 σe (4.4)
=
1
εd εe
 −pd −pd pe pd εe ϕ21 0 0
−εd ϕ2 0 εd εe
 (4.5)
φ(Pβ) = σ
−1
5 ρ
−1
b σ4 (4.6)
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=
1
ε4 ε5
 −p5 −p4 p5 p5 ε4 ϕb1 0 0
−ε5 ϕb 0 ε4 ε5
 (4.7)
φ(P
β˜
) = σ−1e ρ
−1
2 σc ρ
−1
1 σb (4.8)
=
1
εb εc εe
 pe (1 + pc + εc ϕ1 ϕ2) pb pc pe pe εb εc(ϕ2 − εc ϕ1)−1 0 0
εe (ϕ2 − εc ϕ1) 0 εb εc εe
 (4.9)
φ(Pγ) = σ
−1
4 ρ
−1
b σ
−1
3 ρ
−1
a σ1 (4.10)
=
1
ε1 ε3 ε4
 −p4 (1 + p3 − ε3 ϕa ϕb) −p1 p3 p4 p4 ε1 ε3(ϕb + ε3 ϕa)1 0 0
−ε4 (ϕb + ε3 ϕa) 0 ε1 ε3 ε4

(4.11)
φ(Pγ˜) = σ
−1
b ρ
−1
1 σa (4.12)
=
1
εa εb
 −pb −pa pb pb εa ϕ11 0 0
−εb ϕ1 0 εa εb
 , (4.13)
where we have written pi ≡ ε2i . Using Eq. (4.3)–Eq. (4.13), we see that Eq. (4.1)
requires the simultaneous solution of 15 equations (9 Grassmann even and 6 Grass-
mann odd); since we have only 5|2 supermoduli to solve for, this is a non-trivial
check of the consistency of our approach. The solution exists and is given by
εa = ± ε1 ε3
M
, εb = ± ε4M , εc = ± 1
ε3
, εd = ε2M , εe = − ε3 ε5
M
,
ϕ1 = ± ϕb + ε3 ϕa
M
, ϕ2 =
ϕa − ε3 ϕb
M
, (4.14)
where M is one of the two roots of
M2 = 1 + p3 − ε3 ϕa ϕb , (4.15)
giving four branches to the solution (the ± signs must be chosen consistently). Thus,
once we have found a set of pinching moduli (εi|ϕj) corresponding to some skeleton
graph Γ, we can compute the pinching supermoduli (εˆi|ϕˆj) for a dual graph Γˆ with
the (repeated) use of Eq. (4.14).
We have assumed in this calculation that all of the edges involved in the duality
transformation are distinct from each other. In section 4.3 we describe the case in
which two edges are identified such that there is a loop (as in the transformation
from Fig. 14c to Fig. 14d), which has a slightly different solution.
4.2 Duality with external edges
If some of the edges involved in the duality transformation are external edges, then
a modified approach is needed. Recall that each external edge on the skeleton graph
Γ is associated to a puncture on the surface Σ located at zi = Vi(0|0), where Vi is
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P
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Figure 16: Two dual sub-graphs of a target graph with an external edge in common.
The subgraphs here each have one less even supermodulus than those in Fig. 15. To
find the duality relation we need to fix z1 by satisfying Pˆγ(0|0) = Pˆγ˜(0|0).
computed as described in section 2.2. Thus, we want to find a relationship between
the dual sets of pinching supermoduli (εi|ϕj), (εˆi|ϕˆj) such that we leave unchanged
all paths traversing the subgraph and also such that the positions of the punctures
on Σ are unchanged, Vi(0|0) = Vˆi(0|0).
For example, consider a duality transformation when one of the involved edges
is an external edge, as in Fig. 16. The paths Pα and Pβ in Fig. 16a and Pα˜, Pβ˜ in
Fig. 16b are identical to those in Fig. 15. Again, solving the equations
φ(Pα) = φ(Pα˜) , φ(Pβ) = φ(Pβ˜) (4.16)
will ensure that any path traversing the subgraphs is unaffected by the duality
transformation.
But now there is a new constraint of a different type: we need the position of z1
— the position of the puncture corresponding to the external edge X1 — to be fixed
by the duality transformation. Recall that z1 = V1(0|0), where V1 = φ(P1) with P1
some path which starts at z1 and ends at the base point. Any path which starts at
z1 on Fig. 16a can be written with Pˆγ as its right-most factor. For Fig. 16b, we can
use the same path, but with the right-most factor changed from Pˆγ to Pˆγ˜ and any
factors of Pα and Pβ changed to Pα˜ and Pβ˜, respectively.
Then
φ(Pˆγ)(0|0) = φ(Pˆγ˜)(0|0) (4.17)
is a sufficient condition to guarantee that z1 is fixed by duality (as long as Eq. (4.16)
also holds). The two matrices in Eq. (4.17) are given by
φ(Pˆγ) = σ
−1
4 ρ
−1
b σ
−1
3 ρ
−1
a (4.18)
=
 ε3 ε4 −ε4M2/ε3 ε3 ε4 ϕa + ε4 ϕb0 1/ε3 ε4 0
0 −ϕa − ϕb/ε3 1
 (4.19)
φ(Pˆγ˜) = σ
−1
b ρ
−1
1 (4.20)
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= εb −εb εb ϕ10 1/εb 0
0 −ϕ1 1
 (4.21)
and then the images of 0|0 are computed as
φ(Pˆγ) · (0 1|0)t = (−ε4M2/ε3 , 1/ε3 ε4 | − ϕa − ϕb/ε3)t (4.22)
∼ −p4M2
∣∣− ε3 ε4 ϕa − ε4 ϕb (4.23)
and
φ(Pˆγ˜) · (0 1|0)t = (−εb , 1/εb | − ϕ1)t (4.24)
∼ −pb
∣∣ − εb ϕ1 . (4.25)
It can be easily checked that Eq. (4.14) satisfies Eq. (4.17).
This follows automatically from the fact that Eq. (4.14) solves φ(Pγ) = φ(Pγ˜).
To see why this is true, note that we have
φ(Pγ) = φ(Pˆγ) · σ1 , φ(Pγ˜) = φ(Pˆγ˜) · σa , (4.26)
so
φ(Pˆγ˜) = φ(Pˆγ) · σ1 · σ−1a . (4.27)
But 0|0 is fixed by σ1 · σ−1a , and thus Eq. (4.14) solves Eq. (4.17).
Note that since ε1 and εa are not parameters of Fig. 16a and Fig. 16b, respec-
tively, the first equation in Eq. (4.14) (εa = ±ε1ε3/M) is to be simply ignored.
For similar reasons, the relevant equations in Eq. (4.14) continue to give the
relationship between dual sets of pinching supermoduli when two, three or four of
the involved edges are external (the edges labelled t3 and tc must be internal edges).
Furthermore, the solutions in section 4.3 also reduce to give solutions in the cases
where one or both of the unconnected edges are taken to be external.
4.3 Duality involving loops
4.3.1 Loop connecting adjacent edges
It is also possible to compute dual pinching supermoduli when a loop is involved in
the duality transformation, in the sense that one of the involved edges connects one
of the involved vertices back to itself or to the other involved vertex as in Fig. 17.
The paths Pβ and Pβ˜ in Fig. 17a and Fig. 17b, respectively, are identical to those
in Fig. 15; thus we still need to solve
φ(Pβ) = φ(Pβ˜) (4.28)
where the matrices for φ(Pβ) and φ(Pβ˜) are given in Eq. (4.7) and Eq. (4.9), re-
spectively. But now we have the paths Pδ in Fig. 17a and Pδ˜ in Fig. 17b so we need
to solve
φ(Pδ) = φ(Pδ˜) (4.29)
30
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Figure 17: Two dual subgraphs in which a loop is involved in the duality.
These paths are represented by the matrices
φ(Pδ) = σ
−1
4 ρ
−1
b σ
−1
3 ρ
−1
a σ1 ρ
−1
a σ3 ρ
−1
b σ5 (4.30)
and
φ(P
δ˜
) = σ−1b ρ
−1
1 σa ρ
−1
2 σe . (4.31)
As always, φ(Pδ) is of the form
φ(P ) =
 x y ξ−1/y 0 0
ξ/y 0 1
 (4.32)
with (
φ(Pδ)
)
1
1 =
ε3(1 + p1p3 − ε1(1 + p3))ϕa ϕb − (1 + p3)(1 + p1p3)
ε1 ε23 ε5
ε4 (4.33)(
φ(Pδ)
)
1
2 = − ε1 ε4 ε5 p3 (4.34)(
φ(Pδ)
)
1
3 = (1− ε1)ε3 ε4 ϕa + (1 + ε1 p3)ε4 ϕb . (4.35)
φ(P
δ˜
) is of the same form with
(
φ(P
δ˜
)
)
1
1 =
1 + pa − εa φ1φ2
εa εe
εb (4.36)(
φ(P
δ˜
)
)
1
2 = εa εb εe (4.37)(
φ(P
δ˜
)
)
1
3 = εb ϕ1 − εaεb ϕ2 . (4.38)
Eq. (4.28) and Eq. (4.29) are solved by:
εa = ∓ε1 ε3 , εb = ±M ε4 , εc = ∓ 1
ε3
, εe =
ε3 ε5
M
, (4.39)
ϕ1 = ±ε3 ϕa + ϕb
M
ϕ2 = −ϕa − ε3 ϕb
M
, (4.40)
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Figure 18: Two dual subgraphs with a pair of opposite edges joined to form a loop.
where M is defined in Eq. (4.15). Notice that we have ε1 = εa εc, corresponding to
the multiplier of the loop. There is another solution
εa = ∓ε3 , εb = ±Mˆε4 , εc = ∓ 1
ε1 ε3
, εe =
ε1 ε3 ε5
Mˆ
, (4.41)
ϕ1 = ∓ε1 ε3 ϕa − ϕb
Mˆ
, ϕ2 =
ϕa + ε1 ε3 ϕb
Mˆ
, (4.42)
where
Mˆ2 = 1 + p1 p3 + ε1 ε3 ϕa ϕb . (4.43)
However, this solution has εaεc = 1/ε1, so it is not relevant to the pinching limit
we want, since both sides of this equation should get small simultaneously as the
Schwinger time length of the loop gets large.
4.3.2 Loop connecting opposite edges
It is also possible to compute the duality relation in the case that two opposite edges
are connected in a loop, as depicted in Fig. 18. To find the duality relation, we need
to solve
φ(Pξ) = φ(Pξ˜) , φ(Pζ) = φ(Pζ˜) . (4.44)
The first two matrices here are given by
φ(Pξ) = σ
−1
5 ρb σ
−1
3 ρ
−1
a σ1
=
 ε3 ε5/ε1 ε1 ε3 ε5 −ε3 ε5 ϕaM2/ε1 ε3 ε5 −ε1 ε3/ε5 (ε3 ϕa + ϕb)/ε5
−(ϕa − ε3 ϕb)/ε1 ε1 ε3 ϕb 1 + ε3 ϕa ϕb
 (4.45)
φ(P
ξ˜
) = σ−1e ρ
−1
2 σc ρ1 σa
32
= −εe/εa εc −(1 + pc + εc ϕ1 ϕ2) εa εe/εc (ϕ1 + εc ϕ2) εe/εc1/εa εc εe εa/εc εe −ϕ1/εc εe
−ϕ2/εa εc (εc ϕ1 − ϕ2) εa/εc 1− ϕ1 ϕ2/εc
 .
(4.46)
The second two are given by
φ(Pζ) = σ
−1
1 ρ
−1
a σ2 ρ
−1
b σ
−1
3 ρ
−1
a σ1 , (4.47)
φ(P
ζ˜
) = σ−1a ρ
−1
1 σ
−1
c ρ
−1
2 σ
−1
b ρ
−1
1 σa , (4.48)
which are of the form Eq. (4.32) (since Pζ and Pζ˜ contain only clockwise turns),
where (
φ(Pζ)
)
1
1 =
1 + p2(1 + p3)− ε2(1 + ε2 ε3)ϕa ϕb
ε2 ε3
(4.49)(
φ(Pζ)
)
1
2 = p1 ε2 ε3 (4.50)(
φ(Pζ)
)
1
3 = ε1(1− ε2 ε3)ϕa − ε1 ε2 ϕb (4.51)
and (
φ(P
ζ˜
)
)
1
1 = −1 + pc(1 + pb) + εc(1− εb εc)ϕ1 ϕ2
εb εc
(4.52)(
φ(P
ζ˜
)
)
1
2 = −ε2a εb εc (4.53)(
φ(P
ζ˜
)
)
1
3 = εa(1 + εb εc)ϕ1 + εa εc ϕ2 . (4.54)
Then Eq. (4.44) is solved by
εa = ∓ε1 ε3
M
, εb = ∓M2 ε2 , εc = ± 1
ε3
, εe =
ε3 ε5
M
, (4.55)
ϕ1 = ∓ε3 ϕa + ϕb
M
, ϕ2 = −ϕa − ε3 ϕb
M
. (4.56)
where M satisfies Eq. (4.15).
5 The string measure
The Schottky space measure for an n-point, h-loop bosonic string theory amplitude
is given by [13]
[dm]ng =
1
dVabc
n∏
i=1
dzi
V ′i (0)
g∏
j=1
[ dkj duj dvj
k2j (uj − vj)2
(1− kj)2
]
× (det Im τ)−d/2
∏
α
′[ ∞∏
i=1
(1− knα)−d
∞∏
j=2
(1− knα)2
]
× factors coming from external states. (5.1)
dVabc is the projective-invariant volume element given by
dVabc =
dρa dρb dρc
(ρa − ρb)(ρb − ρc)(ρa − ρc) , (5.2)
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Figure 19: An example planar skeleton graph with g loops and n external edges.
The large dot indicates our choice of base point.
where the three ρis have been chosen from among the Koba-Nielsen points zj and
the Schottky fixed points u`, v` to be fixed (usually to 0, 1 and ∞) to eliminate the
projective invariance. Let us write the first line of Eq. (5.1) as [dm0]
n
g . Using the
parametrization described above, it takes the elegant form
[dm0]
n
g =
∏
edges i
dpi
p2i
∏
cl.bord.β
(1− kβ) (5.3)
where the second product is over all closed borders. We define a border path in a
graph Γ to be a path P whose decomposition includes solely either cw or acw turns.
A closed border of Γ is a closed path Pβ that is a border path. The multiplier kβ of
the corresponding Mo¨bius map φ(Pβ) is simply the product of the gluing parameters
pk of the edges Ek traversed by Pβ.
5.1 Planar surfaces
We will prove Eq. (5.3) for planar surfaces by the following method: first we will
compute it explicitly for some particular choice of parametrization of a planar surface
with g loops and n external edges. Then we will show that its form is preserved by
‘duality transformations’ which change the topology of the target skeleton graph Γ,
as in section 4.
Let us choose to parametrize our surface in such a way as to correspond with
the skeleton graph in Fig. 19. Then the surface is parametrized by the 3g − 3 + n
variables {pis , pjs , pks , pmt ; s = 1, . . . , g; t = 1, . . . n− 3}.
The Schottky group generators γs are given by
γs = Us σjs ρ σks ρ σjs U
−1
s s = 1, . . . , g , (5.4)
where
Us = Us−1 ρ−1 σis ρ
−1 , U0 = Id . (5.5)
Since γs is conjugate to ρ
−1σks , its multiplier is
ks = pks . (5.6)
Its fixed points can be computed as
us =
1 + f2s pis(1 + pjs pks)
1 + f1s pis(1 + pjs pks)
; vs =
1 + f2s pis(1 + pjs)
1 + f1s pis(1 + pjs)
, (5.7)
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where
frs ≡
{
0 if s < r
1 + pis−1fr (s−1) if s ≥ r ,
(5.8)
for r = 1, 2. The local coordinates at the punctures, Vt, are given by
V1 = Ug ρ
−1 σm1 ρ
−1 , (5.9)
Vt = Vt−1 ρ−1 σmt ρ
−1 (5.10)
for t = 2, . . . , n− 3,
Vn−2 = Vn−3 ρ−1 , (5.11)
Vn−1 = ρ , (5.12)
Vn = Id . (5.13)
As holomorphic functions, the coordinate charts Vt are given in the form
Vt(z) =
1 + (1− z) g2t pmt
1 + (1− z) g1t pmt
(5.14)
for t = 1, . . . , n− 3, where we’ve extended the definition of frs from Eq. (5.8) with
grt =
{
fr (g+1) if t = 1
1 + pmt gr (t−1) if t > 1.
(5.15)
For these values of t, this gives
zt = Vt(0) =
1 + g2t pmt
1 + g1t pmt
; V ′t (0) =
∏g
s=1 pis
∏t
r=1 pmr
(1 + g1tpmt)
2
, (5.16)
where we’ve used
g1t − g2t =
g∏
s=1
pis
t−1∏
r=1
pmr . (5.17)
Note that with this choice of base point, the coordinates of three particular punctures
zt = Vt(0) are ‘gauge fixed’, i.e. independent of the moduli:
Vn(0) = 0 , Vn−1(0) =∞ , Vn−2(0) = 1 . (5.18)
To keep track of the infinity, let us temporarily include a small  in Vn−1:
V
()
n−1(0) ≡ 1−
1
z + 
, (5.19)
so V
()
n−1(z) = 1− 1/. Since the three Koba-Nielsen variables zn−2, zn−1 and zn are
independent of the moduli, they must be inserted in the projective-invariant volume
element dVabc Eq. (5.2) as ρa, ρb and ρc, giving
dVabc =
dzn−2 dzn−1 dzn
(zn−2 − z()n−1)(z()n−1 − zn)(zn−2 − zn)
= −dzn−2 dzn−1 dzn
(1− )/2 . (5.20)
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To write down the measure Eq. (5.1) in terms of our new moduli, we need to
compute the Jacobian determinant. Note that us, vs and ks are independent of pir ,
pjr and pkr for r > s; similarly zt is independent of pmr for r > t and t ≤ n−3. This
means that the Jacobian matrix is in upper-triangular block form: So to compute
its determinant we need to evaluate only the entries of the blocks on the diagonal.
We can write the Jacobian matrix as
(
A B
0 D
)
where A is a 3g × 3g matrix, also in
upper-triangular block form:
A =

A11 A12 · · · A1g
0 A22 · · · A2g
...
...
. . .
...
0 0 · · · Agg
 ; Ars =
 ∂us/∂pir ∂vs/∂pir 0∂us/∂pjr ∂vs/∂pjr 0
∂us/∂pkr ∂vs/∂pkr ∂ks/∂pkr
 ,
(5.21)
D is an (n− 3)× (n− 3) upper-triangular matrix,
D =

D11 D12 · · · D1,(n−3)
0 D22 · · · D2,(n−3)
...
...
. . .
...
0 0 · · · D(n−3),(n−3)
 ; Drs = ∂zs∂pmr , (5.22)
and the 3g × (n − 3) matrix B is not needed to compute the determinant. The
determinant can be evaluated with the use of the following partial derivatives:
∂us
∂pis
= − (1 + pjspks)
∏s−1
r=1 pir
(1 + f1spis(1 + pjspks))
2
(5.23)
∂us
∂pjs
= − pks
∏s
r=1 pir
(1 + f1spis(1 + pjspks))
2
(5.24)
∂vs
∂pis
= − (1 + pjs)
∏s−1
r=1 pir
(1 + f1spis(1 + pjs))
2
(5.25)
∂vs
∂pjs
= −
∏s
r=1 pir
(1 + f1spis(1 + pjs))
2
(5.26)
∂ks
∂pks
= 1 (5.27)
∂zt
∂pmt
= −
∏g
s=1 pis
∏t−1
r=1 pmr
(1 + g1t pmt)
2
(5.28)
(∂us/∂pks and ∂vs/∂pks are also unneeded to compute the determinant). The minors
can be evaluated as∣∣∣∣ ∂us/∂pis ∂us/∂pjs∂vs/∂pis ∂vs/∂pjs
∣∣∣∣ = (1− pks) pis ∏s−1r=1 p2ir(1 + f1spis(1 + pjs))2(1 + f1spis(1 + pjspks))2 , (5.29)
which can be combined with
(us − vs)2 =
(1− pks)2 p2js
∏s
r=1 p
2
ir
(1 + f1spis(1 + pjs))
2(1 + f1spis(1 + pjspks))
2
(5.30)
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to give
(1− ks)2
k2s (us − vs)2
∣∣∣∣ ∂us/∂pis ∂us/∂pjs∂vs/∂pis ∂vs/∂pjs
∣∣∣∣ = 1− pk5pis p2js p2ks . (5.31)
Similarly, V ′t (0) from Eq. (5.16) can be combined with Eq. (5.28) to give
1
V ′t (0)
∂zt
∂pmt
= − 1
pmt
, (5.32)
for t = 1, . . . , n− 3. We also have
1
V ′n−2(0)
=
g∏
s=1
pis
n−3∏
t=1
pmt ,
1
V
()
n−1′(0)
= 2 ,
1
V ′n(0)
= 1 . (5.33)
Combining all the factors from Eq. (5.20), Eq. (5.31), Eq. (5.32) and Eq. (5.33) and
letting → 0, we get (up to a sign)
1
dVabc
n∏
t=1
dzt
V ′t (0)
g∏
s=1
dus dvs dks
(us − vs)2
(1− k2s)
k2s
=
n∏
t=1
dpmt
p2mt
g∏
s=1
dpis
p2is
dpjs
p2js
dpks
p2ks
(1− pks) .
(5.34)
This is exactly of the form of Eq. (5.3), because the closed borders of the diagram
in Fig. 19 are precisely the g loops whose multipliers are pks .
5.2 Invariance under duality transformations
We can prove that the pole structure of the Schottky group string measure, Eq. (5.3),
is invariant under the duality transformations of the pinching moduli pi as described
in section 4. This implies, in particular, that our calculation of the string measure
for the graph in Fig. 19 proves the validity of Eq. (5.3) for all planar graphs.
5.2.1 Invariance under transformations without external edges
For a duality transformation which doesn’t involve external edges, we must simply
show that Eq. (5.3) is invariant under the change of variables in Eq. (4.14). For the
bosonic case we can write Eq. (4.14) in terms of the p’s and set the odd supermoduli
to 0 to get
pa =
p1 p3
1 + p3
pb = p4 (1 + p3) pc =
1
p3
pd = p2 (1 + p3) pe =
p3 p5
1 + p3
. (5.35)
The factor ∏
cl.bord.β
(1− kβ) (5.36)
is unchanged. To see why this true, let us consider an example. Supposed the path
Pα in Fig. 15a is part of a closed border, i.e. that there is some path Pα′ including
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only CW turns such that Pα · Pα′ is a closed path in some graph Γ. Its multiplier
will be
k = p2 p3 p5
∏
Ei∈Pα′
pi . (5.37)
Then Pα˜ ·Pα′ will be a closed path in the dual graph Γˆ, where Pα˜ is the path depicted
in Fig. 15b. The multiplier of this path will be given by
kˆ = pd pe
∏
Ei∈Pα′
pi . (5.38)
But from the last two equations of Eq. (5.35) we get
pd pe = p2 p3 p5 , (5.39)
which implies that k in Eq. (5.37) is equal to kˆ in Eq. (5.38), and thus the contri-
bution to Eq. (5.36) is unchanged.
Similarly, from Eq. (5.35) we have
pa pb = p1 p3 p4 , pb pc pe = p4 p5 , pa pc pd = p1 p2 , (5.40)
so any closed border in Γ will correspond to a closed border in Γˆ with the same
multiplier.
The Jacobian determinant of Eq. (5.35) is given by
∣∣∣∣∂(pa, . . . , pe)∂(p1, . . . , p5)
∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣
p3/(1 + p3) 0 p1/(1 + p3)
2 0 0
0 0 p4 1 + p3 0
0 0 −1/p23 0 0
0 1 + p3 p2 0 0
0 0 p5/(1 + p3)
2 0 p3/(1 + p3)
∣∣∣∣∣∣∣∣∣∣
(5.41)
= 1 . (5.42)
Since
pa pb pc pd pe = p1 p2 p3 p4 p5 , (5.43)
the form of the measure Eq. (5.3) is unchanged by the duality transformation, which
is what we wanted to show.
If the duality transformation includes a loop as in Fig. 17 or Fig. 18 then it is
necessary to use the slightly different transformations as given in sections 4.3.1 and
4.3.2.
5.2.2 Invariance under transformations involving external edges
For a duality transformation which does involve external edges, we need to do more
work.
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The reason for this is that although our prescription for duality transformations
does ensure that Vt(0) = zt = Vˆt(0) where Vt and Vˆt are local coordinates around a
puncture, it does not in general give V ′t (0) = Vˆ ′t (0). Therefore since V ′t (0)−1 appears
on the left-hand-side of Eq. (5.1), the measure needs to be multiplied by V ′t (0)/Vˆ ′t (0)
for each external edge involved in the duality transformation.
So to check that Eq. (5.1) is invariant under duality transformations, we need to
show that ∣∣∣∣ ∏
ext. edges i
V ′i (0)
Vˆ ′i (0)
∣∣∣∣ = ∣∣∣∣ ∏
int. edges j, k
pj
pˆk
∣∣∣∣2 × ∣∣∣∣∂pˆk∂pj
∣∣∣∣ (5.44)
holds for all combinations of external edges, where pj ∈ {pa, . . . , pe} and pˆk ∈
{p1, . . . , p5}. The cases in which there are 1, 2, 3 or 4 external edges must each
be checked separately; furthermore in the case of 2 external edges, there are two
sub-cases which differ in whether the edges are adjacent or opposite.
All of these cases can be checked by direct computation; let us give one in detail
so that the approach is clear. Suppose there is one external edge involved in the
duality transformation; let us use the labels from Fig. 16. First of all, let us note that
since we no longer have p1 and pa as moduli in Fig. 16a and Fig. 16b, respectively,
the Jacobian determinant will not be as simple as it was in Eq. (5.42). We get
∣∣∣∣∂(pb, . . . , pe)∂(p2, . . . , p5)
∣∣∣∣ =
∣∣∣∣∣∣∣∣
0 p4 1 + p3 0
0 −1/p23 0 0
1 + p3 p2 0 0
0 p5/(1 + p3)
2 0 p3/(1 + p3)
∣∣∣∣∣∣∣∣ =
1 + p3
p3
. (5.45)
The product of the moduli is given by
pb pc pd pe = p2 (1 + p3) p4 p5 . (5.46)
To find the ratio V ′1(0)/Vˆ ′1(0), we use the fact that we can write
V1 = V0 · φ(Pˆγ) , Vˆ1 = V0 · φ(Pˆγ˜) . (5.47)
where V0 is some map which is unchanged by the duality transformation, so that
V1 = Vˆ1 · φ(Pˆγ˜)−1 · φ(Pˆγ) . (5.48)
Using the chain rule, we have
V ′1(0) = Vˆ
′
1
(
φ(Pˆ−1γ˜ Pˆγ)(0)
) · φ(Pˆ−1γ˜ Pˆγ)′(0) (5.49)
but φ(Pˆ−1γ˜ Pˆγ)(0) = 0 by construction, so
V ′1(0)
Vˆ ′1(0)
= φ(Pˆ−1γ˜ Pˆγ)
′(0) =
p3
1 + p3
. (5.50)
We can then combine Eq. (5.45), Eq. (5.46) and Eq. (5.50) to get
V ′1(0)
dpb
p2b
dpc
p2c
dpd
p2d
dpe
p2e
=
Vˆ ′1(0)
φ(Pˆ−1γ˜ Pˆγ)′(0)
∣∣∣∣∂(pb, . . . , pe)∂(p2, . . . , p5)
∣∣∣∣ dp1 dp2 dp3 dp4p22 (1 + p3)3 p24 p25 (5.51)
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Figure 20: Cutting the edge Ej in Fig. 20a leaves a connected, but not closed, border
cycle joining two external edges marked X1 and X2 in Fig. 20b. To prove Eq. (5.3)
inductively we compare the string measures of the two diagrams.
= Vˆ ′1(0)
dp2
p22
dp3
p23
dp4
p24
dp5
p25
, (5.52)
so Eq. (5.3) is preserved by duality transformations involving one external edge.
By similar computations, it is straightforward to show that Eq. (5.3) is invariant
under a duality transformation involving two, three, or four external edges.
5.3 For non-planar diagrams
The proof in section 5.1 only establishes Eq. (5.3) for planar diagrams. For non-
planar diagrams, we can prove the result by induction on the number of loops `, by
showing that the formula Eq. (5.3) is respected by the process of sewing together a
pair of legs on an (` − 1)-loop, (n + 2)-point diagram to obtain an `-loop, n-point
diagram.
5.3.1 Sewing to form a loop with a closed border
The inductive step is performed differently depending on whether or not the sewing
creates a closed border path on the diagram (recall that this means that this means
a closed path whose turns are either all clockwise or all anti-clockwise). Let us deal
first of all with the case in which a closed border cycle is created.
This case can be further divided into two sub-cases: in the first, the loop being
sewn includes at least one edge Ej which also belongs to another, distinct border
path (this is not the case, for example, for non-planar diagrams that have a single
border cycle). When this is the case, cutting Ej leaves the border open but still
with a single component, as in Fig. 20.
To perform the inductive step, we compute the ratio of the string measures
[dm0]
n
` and [dm0]
n+2
`−1 for the diagrams in Fig. 20a and Fig. 20b respectively and
show that they differ by the correct factor required by Eq. (5.3), i.e.
[dm0]
n
` = [dm0]
n+2
`−1 ×
dpj
p2j
(1− k border) (5.53)
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where pj is the pinching parameter for the edge which is cut and k border is the
multiplier of the closed border cycle in Fig. 20a, which is given by
kborder = pj ×
r∏
s=1
pis . (5.54)
The factors in the measures corresponding to the loops that are not cut and to the
external edges that are not sewn together will clearly give an identical contribution
to both sides of Eq. (5.53), so we need to compute only the factors that differ. Thus
we need to show
du` dv` dk`
(u` − v`)2
(1− k`)2
k2`
=
dz1 dz2
V ′1(0)V ′2(0)
× dpj
p2j
(1− kborder) (5.55)
where u`, v` and k` are the parameters of a Schottky generator corresponding to the
newly sewn loop.
The base point (marked by the dot in Fig. 20a) lies at the position of the external
edge marked X1, so the chart V1 is just the identity:
V1 = Id , z1 = V1(0) = 0 , V
′
1(0) = 1 . (5.56)
The chart V2 can be found by tracing the path from X2 to the base point indicated
in Fig. 20b by the dotted line and following the procedure described in section 2.1
to get
V2 = ρ
−1 σi1 ρ
−1 σi2 ρ
−1 . . . ρ−1 σin (5.57)
or as a holomorphic function,
V2(z) =
1
y − xz , (5.58)
where
x = pi1 pi2 . . . pin , y = 1 + pi1(1 + pi2(1 + . . . (1 + pim) . . .)) . (5.59)
This gives
z2 = V2(0) = 1/y , V
′
2(0) = x z
2
2 . (5.60)
We need to add a generator γ` to the Schottky group to account for the loop being
added; we can use the Schottky group element defined by the closed border cycle:
γ` = V2 σj (5.61)
or, as a holomorphic map,
γ(z) =
z
y z + pj x
. (5.62)
Its multiplier and fixed points are given by
k` = pj x = k border , u` =
1− k`
y
, v` = 0 . (5.63)
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Figure 21: To prove Eq. (5.3) inductively for diagrams belonging to a certain class,
we can show that the measures [dm0]
n+2
`−1 and [dm0]
n
` for the diagrams in Fig. 21a
and Fig. 21b have the desired ratio.
Since v` and z1 are both gauge-fixed to 0, we can delete dv` and dz1 from Eq. (5.55) as
they are both cancelled by the projective-invariant volume element dVabc in Eq. (5.1).
Then using
u` = z2(1− x pj) k` = x pj (5.64)
we find ∣∣∣∣∂(u`, k`)∂(z2, pj)
∣∣∣∣ = ∣∣∣∣ 1− pjx 0−z2 x x
∣∣∣∣ = x(1− pjx) . (5.65)
Inserting this in
du` dk` =
∣∣∣∣∂(u`, k`)∂(z2, pj)
∣∣∣∣ dz2 dpj , (5.66)
it is easy to verify with simple algebra that Eq. (5.55) holds.
5.3.2 Sewing to form a loop without a closed border
In section 5.3.1 we gave the details of the inductive step to prove Eq. (5.3) in the
case that an `-loop, n-point diagram with B closed border cycles had an internal
edge removed to give an (` − 1)-loop, (n + 2)-point diagram with (B − 1) closed
border cycles. In this section we deal with the case that both diagrams have the
same number of border cycles B.
The loop being cut must include both clockwise and anti-clockwise turns (or it
would have a closed border cycle). Without loss of generality, let us assume that
the loop being cut consists of two clockwise turns and one anti-clockwise turn as in
Fig. 21b. A diagram with a loop consisting of a complicated sequence of clockwise
and anti-clockwise turns (such as Fig. 22a) is dual to another diagram (such as
Fig. 22b) where the corresponding loop is of this sort, and we have proven that
Eq. (5.3) is unchanged by duality transformations. So then we can take the local
coordinates of the punctures (before sewing the loop) to be given by:
V1 = ρ
−1 · σi1 · ρ−1 , (5.67)
V2 = V1 · ρ−1 · σi2 · ρ−1 , (5.68)
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(a) (b)
Figure 22: A diagram that contains a loop with many edges attached to both
its inside and its outside (an example is shown in Fig. 22a) is dual to a diagram
(e.g. Fig. 22b) where the corresponding loop has one edge attached to its inside and
two edges attached to its outside.
V3 = V2 · ρ−1 · σi3 · ρ−1 , (5.69)
while the Schottky generator for the loop in Fig. 22b (after sewing) is given by
γ = V3 · σj · V −11 . (5.70)
We find
dudv dk
(u− v)2
(1− k)2
k2
dz2
V ′2(0)
=
3∏
m=1
dpim
p2im
× dpj
p2j
(5.71)
and
3∏
m=1
dzm
V ′m(0)
=
3∏
m=1
dpim
p2im
(5.72)
Eq. (5.72) and Eq. (5.71) differ by a factor of dpj/p
2
j , so Eq. (5.3) has been shown
by induction.
5.4 The superstring case
The corresponding part of the measure for the NS sector of the superstring is given
by
[dm0]
n
g =
1
dVabc
n∏
t=1
dzt
(DV ζt )(0|0)
g∏
s=1
dus dvs d(q
2
s)
us
.− vs
(1 + qs)
2
q3s
(5.73)
with
1
dVabc
=
√
(a .− b)(b .− c)(c .− a)
dadb dc
dΘab,c , (5.74)
where Θab,c and a
.− b have been defined in Eq. (2.36) and Eq. (2.37), respectively.
Furthermore, V ζt is the odd part of Vt and D is the superderivative.
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Figure 23: The symmetric g = 3, n = 0 tetrahedral graph.
When expressed in terms of the pinching parameters of section 2.2, [dm0]
n
g take
the following form (cf. Eq. (5.3)):
[dm0]
n
g =
∏
edges i
∏
vertices j
∏
cl.bord.β
dpi
ε3i
dϕj (1 + qβ) (5.75)
Note that as well as the products over edges and borders, there is now a product over
graph vertices, which we have put in 1–1 correspondence with the odd supermoduli
ϕj .
This formula could be proven by applying the same approach as in the previous
sections; instead we will show how the computation can be done for one particular
diagram.
5.4.1 The Mercedes-Benz diagram
Consider the graph Γ depicted in Fig. 23. Let us compute the super Schottky mea-
sure [dm0]
n=0
g=3 Eq. (5.73) in terms of the pinching parameters (εi|ϕj) corresponding
to this graph. We get
γ1 = Σd,−6 Σc,1 Σb,5 , (5.76)
γ2 = ρ
−1
d Σd,−4 Σa,2 Σc,6 ρd , (5.77)
γ3 = ρd Σd,−5 Σb,3 Σa,4 ρ−1d , (5.78)
where
Σs,±n ≡ ρ−1s σ±1n . (5.79)
The semimultipliers are given by
q1 = ε1 ε5 ε6 , q2 = ε2 ε4 ε6 , q3 = ε3 ε4 ε5 . (5.80)
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The fixed points can be written as eigenvectors satisfying
γi Ui = q
−1
i Ui , γi Vi = qi Vi , (5.81)
in the form
Ui = ρ
1−i
d ·
 1− piAi
(1 + xi)Ψi
 , Vi = ρ1−id ·
01
0
 , (5.82)
where
Ψijαβγ ≡ ϕa + εi ϕb − εi εj ϕγ , (5.83)
Aijαβγ ≡ 1 + pi(1 + pj) + ϕαΨijαβγ − pi εjϕβϕγ . (5.84)
The 3 super-points that are gauge-fixed are
v1 = 0|0 , v2 = 1|ϕd , v3 =∞|0 ; (5.85)
their odd super-projective invariant is
Θv1v2v3 = ϕd . (5.86)
Thus the standard (3g − 3|2g − 2) = (6|4) super Schottky moduli used for this
worldsheet are
(q1, q2, q3, u1, u2, u3|θ1, θ2, θ3,Θv1v2v3). (5.87)
We can express these in terms of the pinching supermoduli
(ε1, . . . , ε6|ϕa, . . . , ϕd) . (5.88)
To rewrite the super-Schottky measure in terms of the pinching supermoduli we
need to compute the Berezinian of the matrix
( A |B
C |D
)
where
A =
 ∂q1/∂ε1 . . . ∂u3/∂ε1... . . . ...
∂q1/∂ε6 . . . ∂u3/∂ε6
 ; B =
 ∂θ1/∂ε1 . . . ∂θ3/∂ε1... . . . ...
∂θ1/∂ε6 . . . ∂θ3/∂ε6
 ; (5.89)
C =
 ∂q1/∂ϕa . . . ∂u3/∂ϕa... . . . ...
∂q1/∂ϕd . . . ∂u3/∂ϕd
 ; D =
 ∂θ1/∂ϕa . . . ∂θ3/∂ϕa... . . . ...
∂θ1/∂ϕd . . . ∂θ3/∂ϕd
 ; (5.90)
We can find (with the use of Mathematica) that this matrix has
Ber =
det(A−BD−1C)
det(D)
= −8 (1 + q4) ε
2
4 ε
2
5 ε
2
6 u1 (u2 − v2 − θ2 φ2)
(1 + q1)(1 + q2)(1 + q3)
(5.91)
where q4 ≡ ε1 ε2 ε3. Multiplying this by
2∏
r=1
1
ur
.− vr
2∏
s=1
(
1 + qs
qs
)2
, (5.92)
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we get
[dm0]
0
3 =
1
dVv1v2v3
g∏
s=1
dus dvs d(q
2
s)
us
.− vs
(1 + qs)
2
q3s
(5.93)
= dϕd
2∏
r=1
1
ur
.− vr
g∏
s=1
dus d(q
2
s)
(1 + qs)
2
q3s
(5.94)
=
∏
i=a,b,c,d
dϕi
6∏
j=1
dεj
ε3j
4∏
`=1
(1− q`) . (5.95)
This is exactly of the form given in Eq. (5.73). In section 4.2 of [1] a similar compu-
tation was given for the g = 2, n = 2 diagram obtained by cutting one of the edges
of Fig. 23.
6 Directions for further research
6.1 Feynman graphs with gluons
The pinching parametrization allows us to arrive at the worldline Green’s function as
the α′ → 0 limit of the worldsheet Green’s function, and thus we can see exactly how
the various Feynman graphs for scalar Φ3 theory arise from the infrared dynamics
of string theories with scalar fields in their spectrum. In [36], it was shown how to
isolate not only different Feynman graph topologies within the string measure, but
even further to distinguish propagators belonging to different fields (such as gluons,
ghosts and scalars). Whereas the results of [35, 36] were worked out at length only
for the two loop vacuum diagram, the use of pinching parameters would allow a
similar analysis to be extended to Feynman graphs of arbitary topology. However,
our proof in section 3 that the pinching parameters give a diagram-by-diagram
matching between string theory and QFT is only valid for the scalar sector. We do
know that at two loops the pinching parameters allow us to correctly obtain Feynman
graphs involving gluons, because the pinching parametrization is a generalization of
the parametrization used in [35, 36]. However, it is possible that for graphs with
more complicated topologies the correspondence ceases to hold for gluons.
It would be interesting, then, to investigate whether Feynman diagrams with
gluons can be reproduced with the use of the pinching parametrization, possibly
with modification.
6.2 Ramond pinching parameters
The construction described in section 2.2 provides a pinching parametrization for su-
perstring worldsheets with states from the NS sector — which correspond to space-
time bosons — propagating along the plumbing fixtures. To describe a complete
superstring theory we would have to allow states from both the Ramond (R) and
NS sectors to propagate. The proper inclusion of the R sector — necessary for the
description of spacetime fermions — would require a different type of plumbing fix-
ture to be used (see section 6.2.1 of [47]). The inclusion of R plumbing fixtures would
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require the introduction of a number of novel features. First of all, R punctures are
best described by non-superconformal coordinates z|ζ in which the superderivative
takes the form D∗ζ = ∂ζ + ζ f(z) ∂z, where f(z) is some polynomial vanishing at the
puncture. Next, an SRS disc with three punctures can have zero or two R punctures,
and unlike the NNN disc, the NRR disc has no supermoduli (odd or even). Lastly, a
plumbing fixture between two R punctures must have one Grassmann-even parame-
ter and one Grassmann-odd parameter, whereas an NS plumbing fixture just has an
even one (εi in our case). Whereas an NS plumbing fixture is an OSp(1|2) mapping
between the charts at its two ends, this is not the case for the R plumbing fixture,
and so the transition functions obtained will not belong to OSp(1|2).
One possible pinching parametrization that implements these constraints is the
following. Let us put three charts on the NRR disc, zi|ζi, i = 0, 1, 2. Let z0|ζ0 be
a superconformal chart centred on the NS puncture at z0|ζ0 = 0|0. Then we can
define the other two charts by
z0|ζ0 = ρ(z1)
∣∣∣ ζ1√
z1
= ρ−1(z2)
∣∣∣ √z2
z2 − 1 ζ2 , (6.1)
where ρ and ρ−1 are defined in Eq. (2.5) and Eq. (2.7), respectively. It follows from
the chain rule that the superderivative takes on the following form:
∂ζ0 + ζ0∂z0 = z
1/2
1 (∂ζ1 + ζ1 z1 ∂z1) = (z
1/2
2 − z−1/22 )(∂ζ2 + ζ2 z2 ∂z2) , (6.2)
so the charts z1|ζ1 and z2|ζ2 define standard R punctures at their origins (cf. Eq. (4.4)
of [47]). Sewing two such R punctures can be effected with the map
σ±p|κ(z|ζ) ≡ −p
1 + κ ζ
z
∣∣∣± i (ζ + κ) , (6.3)
which preserves the superderivative. Here p is a Grassmann-even parameter of the
sewing and κ is a Grassmann-odd parameter. Note that the inverse of σ±p|κ is given
by (
σ±p|κ
)−1
= σ∓p|∓ iκ . (6.4)
Of course, the purely bosonic parts of Eq. (6.1) and Eq. (6.3) reproduce Eq. (2.6) and
Eq. (2.10). Unfortunately, the pinching parametrization defined by these equations
does not enjoy the nice properties of the parametrization defined in section 2.2. For
example, if two target graphs are related by a duality transformation as in section
4, the two corresponding pinching parametrizations may no longer be obtained from
each other simply by changing variables.
It could be very valuable to construct a pinching parametrization for the R sector
(whether the one defined by Eq. (6.1) and Eq. (6.3) or otherwise), and to write down,
for example, the superstring measure in terms of these supermoduli.
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A Proofs of formulae
A.1 (Semi)multiplier
In this section we prove Eq. (2.21) and Eq. (2.41), i.e. that to leading order the
(semi)multiplier of a (super) Schottky group element is simply the (signed) prod-
uct of the (NS) pinching parameters associated to the edges in the graph that are
included in the corresponding loop.
We will write out the proof for the NS case Eq. (2.41); the bosonic case Eq. (2.21)
follows as a corollary because any Schottky group can be embedded in a split super
Schottky group (i.e. one with odd constants θj set to 0), and then the multipliers
are the squares kα = q
2
α of the corresponding semimultipliers.
Any super-Schottky group element γα written down according to the procedure
above is conjugate to one of the form
γN = σ
r1
εi1
ρ s1θj1
σ r2εi2
ρ s2θj2
· · ·σ rNεiN ρ
sN
θjN
, (A.1)
where the rn’s and sn’s are all ±1 and the εin ’s and θin ’s are not necessarily distinct
(in case the loop traverses an edge or vertex more than once). Since the semimulti-
plier is a conjugacy class invariant, we can use Eq. (A.1) to compute it without loss
of generality.
Let us define
ΠγN =
N∏
n=1
rn sn εin . (A.2)
Then Eq. (2.41) can be restated as
qγN = ΠγN (1 +O(εin)) . (A.3)
The overall sign
∏
n rn sn in Eq. (A.3) matches the sign we described geometrically in
Eq. (2.41) because each edge Ein traversed against the marked direction corresponds
to a factor of σ−1εin in Eq. (A.1) so rn = −1, and each clockwise move around a vertex
Vjn corresponds to a factor of σ
−1
θjn
in Eq. (A.1) so sn = −1.
Note that to invert γN , as well as reversing the order of the factors in Eq. (A.1),
we would multiply each of the exponents by (−1), so Eq. (A.2) implies Πγ−1N = ΠγN
because (−1)2N = 1.
To compute the semimultiplier, we first show that γ is always of the form
γN =

Π−1γN
 Π
2
γN
+ P2N−1 P2N−2 P2N−1 Ω
−1 + P2N−2 1 + P2N−2 P2N−3 Ω− θN
P2N−1 Ω P2N−3 Ω ΠγN + P2N−2 Ω
2
 if sN = 1
Π−1γN
 Π
2
γN
+ P2N−1 −Π2γN + P2N−1 P2N−1 Ω + Π2γN θN
P2N−2 1 + P2N−2 P2N−2 Ω
P2N−1 Ω P2N−1 Ω ΠγN + P2N−1 Ω
2
 if sN = −1 ,
(A.4)
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where the notation Pn has been used to stand for any arbitrary polynomial in the
εi’s of degree at most n with constant term zero, whose coefficients are valued in
the Grassmann algebra generated by the θi’s. None of the various polynomials Pn
necessarily coincide with each other, and Pn ≡ 0 if n ≤ 0. Ω denotes the odd-parity
subspace of the Grassmann algebra generated by the θi’s.
We can prove Eq. (A.4) by induction on N . We can take all of the rn’s to be
+1 without loss of generality since σ±1εin = σ±εin so the exponents may be absorbed
into the signs of the εin’s. In the N = 1 case, Eqs. (A.1) and (2.32) – (2.35) give us
γ1 =

ε−1i1
 ε
2
i1
0 0
−1 1 −θj1
−εi1 θj1 0 ε1
 if s1 = 1
(−εi1)−1
 ε
2
i1
−ε2i1 ε2i1 θ1
0 1 0
0 εi1 θj1 −εi1
 if s1 = −1 ,
(A.5)
which is of the form Eq. (A.4) with Πγ1 = s1 ε1.
For the inductive step, we need to multiply each of the matrices in Eq. (A.4) on
the right by both of the matrices in Eq. (A.5) (after replacing εi1 , θj1 7→ εiN+1 , θjN+1).
It can be verified that the resulting matrices are still of the form in Eq. (A.4), with
the replacement N 7→ N + 1. To check this, note that Pm εin may be written as
Pn+1, that any polynomial Pm can also be written as Pn if m ≤ n, and that we can
write Pn + Pn = Pn.
Now we know the general form of an OSp(1|2) element given by Eq. (A.1), we
can compute the semimultiplier. The supertrace of an OSp(1|2) matrix γ = (γij) is
defined to be
sTr(γ) = γ11 + γ22 − γ33 . (A.6)
Any hyperbolic OSp(1|2) map γ satisfies
sTr(γ) = qγ + q
−1
γ − 1 , (A.7)
where qγ is the semimultiplier. To compute the semimultiplier of a hyperbolic
OSp(1|2) map, we can compute the supertrace and solve Eq. (A.7) for qγ .
Both matrices in Eq. (A.4) have supertraces of the form
sTr(γN ) = ΠγN +
1 + P2N−1
ΠγN
− 1 , (A.8)
(after simplifying P2N−1 +P2N−2−P2N−2Ω2 7→ P2N−1 in the first case and P2N−1 +
P2N−2 − P2N−1Ω2 7→ P2N−1 in the second case).
Equating the right-hand-sides of Eq. (A.7) and Eq. (A.8), we get a quadratic
equation for qγN , with solution
qγN =
Π2γN + P2N−1 + 1
2ΠγN
(
1−
√
1−
( 2ΠγN
Π2γN + P2N−1 + 1
)2)
(A.9)
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(the other root is q−1γN ). Then expanding the square root as a power series in ΠγN ,
qγN =
Π2γN + P2N−1 + 1
2ΠγN
(
1− 1 + 1
2
( 2ΠγN
Π2γN + P2N−1 + 1
)2
+O(Π3γN )
)
(A.10)
=
ΠγN
Π2γN + P2N−1 + 1
+ O(Π3γN ) , (A.11)
and lastly we can expand the denominator in the pinching parameters yielding
qγN = ΠγN (1 +O(εi)) , (A.12)
which is what we wanted to show.
Of course, the proof of the bosonic case Eq. (2.21) is analogous, and can be
obtained by setting all Grassmann-odd parameters to 0 and considering only the
PSL(2) subgroup of OSp(1|2).
A.2 Period matrix
We want to prove the period matrix formula
(τij) =
1
2pii
∑
k
〈`i, `j〉k log(± pk) + +O(pn) . (A.13)
Our starting point is the Schottky group formula for the period matrix, Eq. (3.11).
To compute the cross-ratio in Eq. (3.11), we can use
γα(uj) = uαjα¯ γα(vj) = vαjα¯ (A.14)
where uαjα¯ (respectively vαjα¯) is the attractive (repulsive) fixed point of γαjα¯ ≡
γαγjγ
−1
α . If we write ηαβ to denote the following cross-ratio of the fixed points of
two Schottky group elements γα, γβ:
ηαβ ≡ uα − vβ
uα − uβ
vα − uβ
vα − vβ , (A.15)
then Eq. (3.11) can be rewritten as
τij =
1
2pii
(
δij log ki − (i)
∑
γα
′(j) log ηi,αjα¯
)
. (A.16)
Now we will show how the cross-ratio ηi,αjα¯ on the right-hand-side of Eq. (A.16)
can be expressed in terms of multipliers, which can ultimately be expressed in terms
of pinching parameters depending on the geometry of the graph Γ, thanks to the
results of section A.1.
Let us note that the multiplier kαβ of the product of two Schottky group elements
γα, γβ is given by:
kαβ =
(1− ηαβ)2
η2αβ
kα kβ +O(kα)2 +O(kβ)2 . (A.17)
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(a) (b)
Figure 24: Ignoring all the other loops and external edges, if two loops `α, `β don’t
cross each other as in Fig. 24a then ηαβ > 0; if they do cross as in Fig. 24b then
ηαβ < 0.
We can use Eq. (A.17) to express the cross-ratio Eq. (A.15) in terms of multipliers:
ηαβ =
±√kαkβ/kαβ
1±√kαkβ/kαβ +O(kα) +O(kβ) . (A.18)
The sign choice in Eq. (A.18) depends on the ordering of the fixed points {uα, vα, uβ, vβ}
on the projective line, which is determined by the topology of the two loops `α and
`β. If the two loops don’t cross, as in Fig. 24a, then ηαβ > 0; if they do cross as in
Fig. 24b) then we have ηαβ < 0.
With this, the period matrix can be expressed as a function of multipliers, and
thus pinching parameters, by making the replacement
log ηi,αjα¯ = log
±√kikj/kiαjα¯
1±√kikj/kiαjα¯ +O(pi)2 (A.19)
in Eq. (A.16), where kiαjα¯ ≡ k(γiγαγjγ−1α ) and so on, and we have used the fact
that kαjα¯ = kj .
Only finitely many Schottky group elements give a contribution to Eq. (3.11)
that doesn’t vanish to first order in the pi’s. Let’s compute one of the off-diagonal
elements—say τ12 without loss of generality. Let’s compute the contribution to the
series coming from the identity element (which is always included in the summation).
We have
log η12 = log
±√k1k2/k12
1±√k1k2/k12 +O(k1) +O(k2) . (A.20)
Let’s suppose, first of all, that the loops `1 and `2 do not have any edges in common.
Let us take the base point to be on `1 (there is no loss of generality since the period
matrix elements are PSL(2) invariant). Then γ1 depends only on the pinching
parameters in the loop `1 while γ2 is of the form γ2 = V
−1 γ˜2 V , where γ˜2 depends
only on the pinching parameters in the loop `2 and V = φ(P ) is a matrix moving
the base point along a path P to a point on the loop `2. Then we have
γ1γ2 = γ1 V
−1 γ˜2 V (A.21)
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Ei1 Ei2 Ein
· · ·
...
...
...
...`1
`2
P12
(a)
Figure 25: Two loops `1 and `2 from the homology basis (shown as blue dotted
curves) intersect along a chain of edges Ei1 , . . . , Ein . Here, their orientations are
opposite where they intersect. The red dashed curve is the reduced path P12 = P1 ·P2
(where Pj is the path corresponding to the loop `j). It crosses all the edges that `1
and `2 do, with the exception of Ei1 , . . . , Ein .
so, with the results of section A.1, we have
k12 = k(γ1 γ2) = k1 k2
∏
Ei∈P
p2i
(
1 + O(pj)
)
. (A.22)
Plugging this in Eq. (A.20) we get
log η12 = O(pi) (A.23)
in the case of no intersecting edges. One can check that the contribution from
non-identity Schottky group elements vanishes.
Next, suppose that there is a connected chain of edges Ei1 , Ei2 , . . . , Ein lying on
both `1 and `2; and that both loops cross these edges in opposite directions. Assume
the base point is at the start of the chain as in Fig. 25. Then the Schottky group
element γ1γ2 corresponds to a closed path P12 which includes all of the edges in γ1
and γ2 except from Ei1 . . . Ein . Thus we get
k12 = k(γ1γ2) =
k1 k2
p2i1 · · · p2in
(
1 +O(pj)
)
. (A.24)
Putting this in Eq. (A.20), we find
log η12 = log
(± pi1 pi2 · · · pin)+O(pj) . (A.25)
Now suppose, on the other hand, that `1 and `2 cross Ei1 . . . Ein in the same
direction. Then `1 and `
−1
2 cross in opposite directions, so the above result has to
be modified by replacing η12 with η12¯ to get
log η12¯ = log
(± pi1 pi2 · · · pin)+O(pj) . (A.26)
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We want to compute η12 not η12¯, but since γ
−1
2 and γ2 can be obtained from each
other by fixing the multiplier k2 and swapping the fixed points (i.e. u2¯ = v2, v2¯ = u2),
we have
η12¯ =
1
η12
, (A.27)
and thus in this case
log η12 = − log
(± pi1 pi2 · · · pin)+O(pj) . (A.28)
Now suppose that `1 and `2 intersect more than once, i.e. that they both traverse
Ei1 , . . . , Ein1 , then separate, then come together again to intersect on a second
connected chain Ej1 , . . . , Ejn2 , as in Fig. 26. Suppose that they cross Ej1 , . . . , Ejn2
in opposite directions. Then there is a contribution from the Schottky group identity
which is the same as in Eq. (A.26), but now contributions from other Schottky group
elements must be added. If we follow `2 from Ein1 to Ej1 and then `1 from Ej1 back
to Ein1 , then we get a loop `α corresponding to a closed path Pα starting and
ending at the base point, and a corresponding Schottky group element γα. The loop
`1α2α¯ crosses each edge as many times as `1 and `2 do, with the exception of the
edges Ej1 , . . . , Ejn2 . Using our expression for Schottky group multipliers in terms of
pinching parameters Eq. (2.21), we get
k1α2α¯ = k(γ1γαγ2γ
−1
α ) =
k1 k2
p2j1 · · · p2jn2
(
1 +O(pi)
)
(A.29)
which we can insert into Eq. (A.19) finding
log η1,α2α¯ = log
(± pj1 · · · pjn2) + O(pi) , (A.30)
which (recalling Eq. (A.16)) is the contribution to the period matrix entry τ12 coming
from the Schottky group element γα.
If `1 and `2 traverse Ej1 , . . . , Ejn2 in the same direction then, as above, we get
log η1,α2α¯ = − log
(± pj1 · · · pjn2) + O(pi) . (A.31)
The computation of Eq. (A.30) and Eq. (A.31) is valid for arbitrary numbers
of intersections between `1 and `2, with each one getting a contribution from a
different Schottky group element γα. The only Schottky group elements γα which
give contributions to Eq. (3.11) that don’t vanish at leading order are those that
arise in this manner. In fact, in the remaining cases, the path `1α2α¯ = `1`α`2`
−1
α
does not have any cancellations and Eq. (2.21) gives simply
k1α2α¯ = k1 k2 k
2
α
(
1 +O(pi)
)
, (A.32)
which can be substituted in Eq. (A.19) to give
log η1,α2α¯ = log
1
1 + kα
+O(pi) = O(pi) . (A.33)
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Figure 26: Two loops `1 and `2 from the homology basis (shown as blue dotted
curves) could intersect as in Fig. 25 before splitting apart and then joining together
to intersect again in a chain Ej1 , . . . , Ejn2 of edges. The loop `α (also shown with
blue dots) is formed by tracing `2 from Ein1 to Ej1 and then tracing `1 back to Ein1 .
The red dashed curve is the reduced path P1α2α¯ = P1 · Pα · P2 · P−1α . It crosses all
the edges that `1 and `2 do, with the exception of Ej1 , . . . , Ejn2 .
Now suppose that `1 and `2 have no edges in common. Then for any loop `α, we
find
k1α2α¯
k1k2
= O(pi)2 , (A.34)
which can be substituted in Eq. (A.19) to give
log η1,α2α¯ = O(pi) . (A.35)
The general proof of Eq. (A.34) is quite cumbersome. It is easy to check in the
sub-case that none of the loops (`1, `2 and `α) have edges in common with each
other. It can also be checked in the sub-case that `1 and `2 may have some edges in
common with `α: it can be verified that any edges from `1 cancelled in the product
`1`α are recovered from `α¯, and so on, such that `1α2α¯ contains all of the edges in `1
and `2 plus more (see Fig. 27).
This proves that Eq. (A.13) holds for the off-diagonal elements of the period
matrix.
The leading contribution to the diagonal elements comes entirely from the term
1
2pii δij log ki in Eq. (3.11), since
log ki =
∑
Ej∈`i
log pj + O(pj) . (A.36)
The second term in Eq. (3.11) vanishes at leading order for the diagonal elements
because log η1,α1α¯ is always O(pi) for all Schottky group elements γα. For γα such
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P1 P2
Pα
(a)
`1α2α¯
(b)
Figure 27: A 3-loop example illustrating that if `1 and `2 have no edges in common
then the reduced loop `1α2α¯ always includes all the edges in the loops `1 and `2 even
if there are some intermediate cancellations. Fig. 27a shows the three paths P1, P2
and Pα.
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that the corresponding loop `α has no edges in common with `1, this claim can be
checked easily.
The proof is a bit more involved in the case where `α and `1 have at least one
edge (or connected chain of edges) in common. Let us suppose the base point is at
one of the ends of `1 ∩ `α such that the paths corresponding to the loops are given
by P1 = P
′
1 · PI and Pα = P ′α · PI , where PI is a path traversing the connected
component of the intersection (see Fig. 28a). Then
P1 Pα P1 Pα¯ = P
′
1 PI P
′
α PI P
′
1 P
′
α¯ . (A.37)
Since PI and P
′
1 are each traversed twice, and together they comprise all the edges
in the loop `1 (as shown in Fig. 28b), we see that
k1α1α¯ = k
2
1
( ∏
Ei∈P ′α
p2i
)(
1 +O(pi)
)
. (A.38)
We’ve assumed here that Pα and P1 cross PI in the same direction, but if not then
we could simply swap Pα ↔ Pα¯ without changing the result since `1α1α¯ = `1α¯1α.
Eq. (A.19) gives us
log η1,α1α¯ = log
1
1±√k1α1α¯/k1
+O(pi) , (A.39)
into which Eq. (A.38) can be inserted giving
log η1,α1α¯ = −
∏
Ei∈P ′α
pi + O(pj) = O(pj) . (A.40)
So at leading order, the only contribution to the diagonal elements of the period
matrix τii comes from Eq. (A.36).
This complete the proof that the graph period matrix arises as the α′ → 0 limit
of the period matrix when using the pinching parametrization along with Eq. (3.1).
A.2.1 An example requiring non-identity Schottky group elements
Let us consider an example where the computation of the period matrix requires
summing over more Schottky group elements than just the identity, even at leading
order. Consider the graph shown in Fig. 29. The graph period matrix (θ)ij with the
indicated loop basis is
θij =

t2 + t3 + t5 + t6 + t8 + t9 −t2 − t6 − t9 −t5 −t8
−t2 − t6 − t9 t1 + t2 + t4 + t6 + t7 + t9 −t4 −t7
−t5 −t4 t4 + t5 0
−t8 −t7 0 t7 + t8
 . (A.41)
We want to see how the Schottky group formula reproduces Eq. (A.41). Let us
choose the following set of Schottky generators corresponding to the loop basis and
base point indicated:
γ1 = σ9 · ρ−1 · σ8 · ρ−1 · σ6 · ρ−1 · σ5 · ρ−1 · σ2 · ρ−1 · σ3 · ρ−1 , (A.42)
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PIP1 Pα
(a)
`1α1α¯
(b)
Figure 28: The path `1α1α¯ always includes all of the edges in `1 at least twice. This
figure illustrates why this is true in the case that `1 and `α have an edge in common.
`1`2
`3
`4
t2t1 t3
t4 t5
t6
t7 t8
t9
(a)
Figure 29: A 4-loop graph with a homology basis marked. This example shows the
necessity of including contributions from non-identity Schottky group elements in
the period matrix formula Eq. (3.11) even at leading order.
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γ2 = ρ
−1 · σ1 · ρ−1 · σ2 · ρ−1 · σ4 · ρ−1 · σ6 · ρ−1 · σ7 · ρ−1 · σ9 , (A.43)
γ3 = (ρ σ6ρ
−1σ7ρ−1σ9)−1 · ρ−1σ4 ρ−1σ5 · (ρ σ6ρ−1σ7ρ−1σ9) (A.44)
γ4 = (ρ · σ9)−1 · ρ−1 · σ7 · ρ−1 · σ8 · (ρ · σ9) . (A.45)
The multipliers of these generators are
k1 = p2 p3 p5 p6 p8 p9 , k2 = p1 p2 p4 p6 p7 p9 , k3 = p4 p5 , k4 = p7 p8 . (A.46)
Clearly, the diagonal elements of Eq. (A.41) are given by
θii = −α′ log ki (A.47)
after making the replacement Eq. (3.1). The off-diagonal entries come from the
second term in Eq. (3.11). We can compute all the non-vanishing contributions as
(− log η̂ij) =

0 − log p9 0 − log p8
− log p9 0 − log p4 − log p7
0 − log p4 0 0
− log p8 − log p7 0 0
 + O(pn) (A.48)
(− log η̂i,4¯j4) =

0 0 0 0
− log p6 0 0 0
− log p5 0 0 0
0 0 0 0
 + O(pn) (A.49)
(− log η̂i,4j4¯) =

0 − log p6 − log p5 0
0 0 0 0
0 0 0 0
0 0 0 0
 + O(pn) (A.50)
(− log η̂i,34j4¯3¯) =

0 − log p2 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 + O(pn) (A.51)
(− log η̂i,4¯3¯j34) =

0 0 0 0
− log p2 0 0 0
0 0 0 0
0 0 0 0
 + O(pn) , (A.52)
where we’ve used the short-hand notation η̂i,αjα¯ to mean η̂i,αjα¯ ≡ 1 if i = j and
γα = id or if the left-most factor of γα is γ
±n
i or the right-most factor is γ
±n
j ;
otherwise η̂i,αjα¯ ≡ ηi,αjα¯ as defined in Eq. (A.15). Clearly, when all these terms
are inserted in the sum Eq. (A.16) along with the diagonal elements, we can use
Eq. (3.1) to arrive at
θij = lim
α′→0
Im(2piα′τij) (A.53)
for the graph period matrix in Eq. (A.41).
To see an application of the construction in Fig. 26 which was used to arrive at
Eq. (A.30) and Eq. (A.31) in the proof above, let us consider one particular entry in
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(a) (b) (c)
Figure 30: Starting from the red arrows, the blue curves indicate paths of the form
P1α2α¯ ≡ P1 ·Pα ·P2 ·P−1α for γα = id (Fig. 30a), γα = γ−14 (Fig. 30a) and γα = γ−14 γ−13
(Fig. 30a), for the marked graph in Fig. 29.
(a) (b) (c)
Figure 31: By deleting pairs of consecutive edges that are inverses of each other in
the paths in Fig. 30, we arrive at the loops shown here.
the period matrix—say, τ12. It is clear from Eqs. (A.48)–(A.52) that the important
contributions to τ12 come from
log η12 ∼ log p9 , log η1,424¯ ∼ log p6 , log η1,3424¯3¯ ∼ log p2 . (A.54)
To see why these are the important Schottky group elements, recall from the proof
above that each cross-ratio log η1,α2α¯ can be computed with Eq. (A.19) by finding
the multiplier of k1α2α¯ and noting how it differs from k1k2 at leading order.
In Fig. 30 we have drawn the paths P1α2α¯ ≡ P1 · Pα · P2 · P−1α for the three
relevant Schottky group elements, namely γα = id, γα = γ
−1
4 and γα = γ
−1
4 γ
−1
3 .
These paths can be reduced by removing pairs of consecutive edges that are inverses
of each other; the resulting reduced paths (shown in Fig. 31) can be used to read
off the multipliers k1α2α¯. These reduced paths cross the same edges that `1 and `2
do, with the exception of one edge in each case (E9 in Fig. 31a, E6 in Fig. 31b and
E2 in Fig. 31c). In accordance with the calculation in the above proof (particularly
Eq. (A.30)), this explains why at leading order τ12 gets the three non-zero contri-
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butions listed in Eq. (A.54), with one corresponding to each of the three respective
edges where `1 and `2 intersect.
We have seen above that the necessity of including non-identity Schottky group
elements in Eq. (3.11) comes from pairs of loops `i, `j whose intersections have > 1
connected components. Although `1 and `3 intersect in just one edge (E5), the non-
vanishing contribution to τ13 comes from γα = γ
−1
4 in Eq. (A.50), not from γα = id.
This is because we have used the same base point (indicated on Fig. 29) for each
period matrix entry τij , instead of using PSL(2) invariance to choose a new one
common to `i and `j in each case.
A.3 Green’s function
In this section we prove that the worldline Green’s function arises as the α′ → 0
limit of the worldsheet Green’s function, as described in section 3. In section A.3.1
and A.3.2 we show Eq. (3.13), then in section A.3.3 we prove Eq. (3.14).
A.3.1 Leading factor
In this section we show that when expressed in terms of pinching parameters, the
Schottky-Klein prime form converges to the length of a path in the graph, as in
Eq. (3.13). We will begin by considering the first factor (x1 − x2)/(
√
dx1
√
dx2)
in Eq. (3.8). It turns out that this is the only factor which gives a non-vanishing
contribution at leading order in the pinching parameters. The computation will be
re-used in section A.3.2 to show that the rest of the factors vanish.
Choose a coordinate system at X1 (i.e. a path from X1 to the base point) and
pick some path P from X2 to X1. This determines a coordinate system at X2: let
W = φ(P ) (where φ is the homomorphism from paths to Mo¨bius maps defined in
section 2.1) and take
V2 = V1 ·W , (A.55)
then the factor we want to compute is given by
V1(0)− V2(0)√
V ′1(0)V ′2(0)
≡ V1(0)− (V1 ·W )(0)√
V ′1(0)(V1 ·W )′(0)
≡ f(V1,W ) . (A.56)
If we write
W = WN ≡ ρ±1σi1ρ±1σi2ρ±1 . . . ρ±1σiNρ±1 , (A.57)
where N is the number of edges in the path P , then we can denote the sum of the
logs of the pinching parameters in this path as
SP =
∑
Ei∈P
log pi . (A.58)
Then we claim that
log |f(V1,W )| = −1
2
SP +O(pim) . (A.59)
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We can show this by induction on N (the number of edges in the path P between
X1 and X2). Let’s start with the N = 0 base case in which the two external edges
X1 and X2 must be on the same cubic vertex and thus
W = W0 = ρ
±1 . (A.60)
Let us write V1 = V =
(
a b
c d
)
with ad− bc = 1, so z1 = b/d and V ′1(0) = 1/d2.
First we can check the case with W0 = ρ, which gives z2 = a/c and V
′
2(0) = 1/c
2.
Then
log
|z1 − z2|√
log V ′1(0)V ′2(0)
= log
|b/d− a/c|√
1/c2d2
= log |ad− bc| = 0 . (A.61)
Alternatively, if W0 = ρ
−1 so z2 = a+bc+d and V
′
2(0) = 1/(c+ d)
2, then
log
|z1 − z2|√
log V ′1(0)V ′2(0)
= log
|a/c− (a+ b)/(c+ d)|√
(1/(c+ d)2)(1/c2)
= 0 , (A.62)
Since the sum in Eq. (A.59) has no terms for N = 0 it should vanish, so the base
case has been checked.
It remains to do the inductive step: for m ≥ 1 let us denote by C(m) the
statement
log
∣∣∣ (V ·Wm)(0)− V (0)√
(V ·Wm)′(0)V ′(0)
∣∣∣ = −1
2
m∑
n=1
log pin + O(pi`) , (A.63)
then we want to show that C(m)⇒ C(m+ 1). This is equivalent to
log
∣∣∣(V ·Wm+1)(0)− V (0)
(V ·Wm)(0)− V (0)
√
(V ·Wm)′(0)
(V ·Wm+1)′(0)
∣∣∣ = −1
2
log pim+1 +O(pin) . (A.64)
We can show this by expanding (V ·Wm+1)(0) and (V ·Wm+1)′(0) as power series in
pim+1 . By factorizing (V ·Wm+1)(z) as
(V ·Wm+1)(z) = (V ·Wm)(σim+1 · ρ±1(z)) (A.65)
we can power expand:
(V ·Wm+1)(z) = (V ·Wm)(0) + (V ·Wm)′(0) (σim+1 · ρ±1)(z) + . . . . (A.66)
Similarly, Using the chain rule on Eq. (A.65) gives
(V ·Wm+1)′(z) = (V ·Wm)′(σim+1 · ρ±1(z)) × (σim+1 · ρ±1)′(z) , (A.67)
and the first factor (V ·Wm)′ can be power-expanded as above,
(V ·Wm+1)′(z) =
(
(V ·Wm)′(0) + (σim+1 · ρ±1(z)) (V ·Wm)′′(0) + . . .
)
(A.68)
× (σim+1 · ρ±1)′(z) .
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To find the dependence of (V ·Wm+1)(0) and (V ·Wm+1)′(0) on pim+1 , we can use
(σim+1ρ)(z) = pim+1
z
1− z (A.69)
and
(σim+1ρ
−1)(z) = −pim+1(1− z) , (A.70)
to see
(σim+1ρ)(0) = 0 , (σim+1ρ
−1)(0) = −pim+1 ; (A.71)
we will use the observation that these are both of the general form
(σim+1ρ
±1)(0) = O(pim+1) . (A.72)
In both Eq. (A.69) and Eq. (A.70) the derivative at z = 0 is the same:
(σim+1ρ
±1)′(0) = pim+1 . (A.73)
Now, putting z = 0 in Eq. (A.66) and inserting Eq. (A.72) we see that
(V ·Wm+1)(0) = (V ·Wm)(0) +O(pim+1) . (A.74)
Similarly, putting z = 0 in Eq. (A.68) and inserting Eq. (A.73) and Eq. (A.72) we
see that
(V ·Wm+1)′(0) = pim+1
(
(V ·Wm)′(0) + O(pim+1)
)
. (A.75)
Now, with the use of Eq. (A.74), the first factor inside the log on the left-hand-side
of Eq. (A.64) becomes
log
∣∣∣(V ·Wm+1)(0)− V (0)
(V ·Wm)(0)− V (0)
∣∣∣ = log ∣∣∣1 + O(pim+1) 1(V ·Wm)(0)− V (0)
∣∣∣
= O(pim+1) . (A.76)
Similarly, with the use of Eq. (A.74) and Eq. (A.75) the other term on the left-hand
side of Eq. (A.64) becomes
log
∣∣∣√ (V ·Wm)′(0)
(V ·Wm+1)′(0)
∣∣∣ = log ∣∣∣√ 1
pim+1
(
1 +O(pim+1)
)∣∣∣
= −1
2
log pim+1 + O(pim+1) . (A.77)
Adding Eq. (A.76) and Eq. (A.77), we can check that Eq. (A.64) holds for all m ≥ 0
and thus by induction, Eq. (A.59) holds for all N .
This proves that
log |E(x1, x2)| = −1
2
SP + O(pi) . (A.78)
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A.3.2 The rest of the prime form factors
The rest of the factors in the prime form are of the form
Fα(x1, x2) ≡ x1 − γα(x2)
x1 − γα(x1)
x2 − γα(x1)
x2 − γα(x2) . (A.79)
These factors don’t contribute at order O(pi),
logFα(x1, x2) = O(pi) . (A.80)
To see why this is true, first note that since Fα(x1, x2) ≡ Fα(V1(0), V2(0)) is a cross-
ratio, it is a projective invariant so we can make a change of coordinates to replace
V1, V2 and γα with
Vˆ1 = id , Vˆ2 = V
−1
1 V2 , γˆα = V
−1
1 γαV1 . (A.81)
Then we can write Fα(x1, x2) in the form
Fα(x1, x2) =
id(0)− (γˆαVˆ2)(0)
id(0)− γˆα(0) ·
Vˆ2(0)− γˆα(0)
Vˆ2(0)− (γˆαVˆ2)(0)
. (A.82)
In terms of the function f(V,W ) defined in Eq. (A.56), Fα(x1, x2) may be expressed
as
Fα(x1, x2) =
f(id, γˆαVˆ2)
f(id, γˆα)
f(Vˆ2, Vˆ
−1
2 γˆα)
f(Vˆ2, Vˆ
−1
2 γˆαVˆ2)
. (A.83)
Using Eq. (A.59) and the results of section A.3.1, we can express Fα(x1, x2) in terms
of the ‘lengths’ of some paths in the graph:
log |Fα(x1, x2)| = −1
2
∣∣∣Sˆα2 − Sˆ2¯α2 + Sˆ2¯α − Sˆα∣∣∣+O(pi) , (A.84)
where Sˆ2¯α means SPˆ−12 Pˆα
and so on, with Pˆ2 and Pˆα being the paths corresponding
to the maps Vˆ2 and γˆ2 defined in Eq. (A.81).
The sum over edges on the right-hand side of Eq. (A.84) vanishes. In fact, the
path edge sums Sα obey the sum rule
Sβδ = Sβ + Sδ − 2Sβ̂δ , (A.85)
where S
β̂δ
means the contribution from any right-most factors of the path Pβ that
cancel left-most factors of the path Pδ. Then
Ŝα2 = Ŝα + Ŝ2 − 2Ŝα̂2 (A.86)
Ŝ2¯α2 = Ŝ2¯ + Ŝα + Ŝ2 − 2Ŝ̂¯2α − 2Ŝα̂2 (A.87)
Ŝ2¯α = Ŝ2¯ + Ŝα − 2Ŝ̂¯2α (A.88)
and so
Ŝα2 − Ŝ2¯α2 + Ŝ2¯α − Ŝα = 0 . (A.89)
This shows that Eq. (A.3.2) doesn’t contribute at leading order.
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A.3.3 The second term in the Green’s function
The second term in the Green’s function Eq. (3.7) ensures that G(x1, x2) is single-
valued on Σ × Σ [54]. For our purposes, this means that the Green’s function is
independent of the choice of path P from X2 to X1 used to define the coordinate
chart V2. Therefore certainly when we find limα′→0 α′G(x1, x2), we must also find
an expression that is independent of the path P .
We have proven in the previous section that in the α′ → 0 limit, the first term
in G(x1, x2) asymptotes to s/2, where s is the sum of the Schwinger parameters ti
in the path P (Eq. (3.5)). This means that the second term in the Green’s function
should asymptote to some expression
f(Γ, P, ti) ≡ lim
α′→0
α′
(∫ x2
x1
~ω
)
· (2piImτ)−1 ·
(∫ x2
x1
~ω
)
(A.90)
such that the combination
−1
2
s+
1
2
f(Γ, P, ti) (A.91)
is independent of which path P is chosen between external edges X1 and X2 on Γ,
and vanishes when the two external edges coincide.
The function which satisfies this symmetry requirement is
f(Γ, P, ti) = ~v
t · θ−1 · ~v , (A.92)
where the graph period matrix and the vector ~v associated to the path P are defined
in Eq. (3.3) and Eq. (3.4), respectively.
This completes the proof of the claim that the worldline Green’s function arises
as the limit of the worldsheet Green’s function,
G(X1, X2) = − lim
α′→0
α′G(x1, x2) , (A.93)
and in particular this is an indirect proof that
∫ x2
x1
~ω has the asymptotics given in
Eq. (3.14), since we already checked in section A.2 that the asymptotics of τij are
given by Eq. (3.15).
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