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Povzetek
V diplomskem delu je predstavljen problem iskanja najcenejˇsih poti v usmerjenem
grafu s pomocˇjo Bellmanovega algoritma. Algoritem je razlicˇica Bellmanovih enacˇb
z novostjo, da delo poteka nad matrikami in operacijami tropskega polkolobarja. Za
utezˇen usmerjen graf cene povezav zapiˇsemo v matriko A. Matrika ima kvazi inverz
A∗ nad tropskim polkolobarjem, s pomocˇjo katerega izracˇunamo minimalno resˇitev
sistema enacˇb, izrazˇenega iz Bellmanovih enacˇb. Resˇitev algoritma je vektor cen
najcenejˇsih poti do vseh vozliˇscˇ v grafu.
Kljucˇne besede: Tropska algebra, kvazi inverz, Bellmanov algoritem, usmerjen
graf.

Abstract
The thesis presents the problem of finding the shortest path in a directed graph
with the Bellman’s algorithm. This algorithm a version of Bellman equation with
the novelty that the we work with matrices and operations over tropical semiring.
Given a weighted directed graph, its arc prices are written in a matrix A. The
matrix has a quasi-inverse A∗ over tropical semiring, which is used to compute the
minimal solution of the system of equations expressed from the Bellman equation.
The solution of the algorithm is a vector of prices that represents the prices of the
shortest paths to all nodes in the graph.
Keywords: Tropical algebra, quasi inverse, Bellman’s algorithm, directed graph.

Poglavje 1
Uvod
Do pred kratkim je delo razvijalcev zlasti na podrocˇjih fizike in uporabne mate-
matike temeljilo na uporabi klasicˇnih algebraicˇnih struktur kot so grupe, obsegi ter
kolobarji. V zadnjem cˇasu pa je prihajalo do vedno vecˇjih potreb po uporabi novejˇsih
nacˇinov resˇevanja problemov, saj obicˇajne algebrske strukture ne vsebujejo primer-
nih orodij za modeliranje in resˇevanje nekaterih problemov. Kot primer taksˇnega
problema lahko podamo iskanje najcenejˇsih poti v grafu, katerega bomo kasneje tudi
podrobneje predstavili.
Diplomsko delo je sestavljeno iz treh poglavij. V prvem bo predstavljenih ne-
kaj osnov tropske algebre, kot so osnovne operacije in njihove lastnosti. V drugem
poglavju se bomo osredotocˇili na matrike nad realnimi sˇtevili in kako resˇiti sistem
enacˇb, cˇe ta ima resˇitev oziroma kako poiskati najboljˇsi priblizˇek, cˇe resˇitev ne ob-
staja. Za racˇunanje sistema, katerega resˇitev ne obstaja bomo uporabili posplosˇen
Moore-Penroseov inverz. Tako bomo vzpostavili povezavo s tropskim svetom, v ka-
terem prav tako obstaja poseben kvazi inverz za resˇevanje sistemov linearnih enacˇb.
Eden od problemov, ki ga resˇuje taksˇen sistem je iskanje najcenejˇsih poti v grafih,
ki bo predstavljen v zadnjem poglavju.
Za iskanje taksˇne poti bomo uporabili Bellmanov algoritem, katerega smo tudi
implementirali. Za lazˇje preverjanje algoritma smo spisali javanski program, ki na
podlagi zˇeljenega sˇtevila vozliˇscˇ generira graf, katerega cene povezav so nakljucˇna
sˇtevila med 1 in 9. Tako smo lahko na vecˇ grafih preverili delovanje algoritma. Prav
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tako nas je zanimala cˇasovna kompleksnost spisanega algoritma in kaj nanjo najbolj
vpliva.
Poglavje 2
Tropska algebra
Za boljˇse razumevanje implementiranega algoritma bomo za zacˇetek predstavili ne-
kaj osnovnih pojmov sveta, v katerem smo problem najcenejˇsih poti resˇili. Tropska
algebra, ki je poznana tudi pod imenom minus-plus algebra (zaradi definicije trop-
skega polkolobarja), je relativno novo podrocˇje v matematiki. Skozi leta je dobila
vedno vecˇji pomen v matematiki, predvsem v kombinatoriki, algebri in novejˇsih po-
drocˇjih matematike. Pridevnik “tropska” so francoski matematiki podelili v cˇast
brazilskemu kolegu Imre Simonu, ki je bil eden od pionirjev minus-plus algebre [4].
Tropski polkolobar je mnozˇica realnih sˇtevil z dodatnim elementom pozitivne
neskoncˇnosti
S = R ∪ {+∞},
na kateri definiramo operaciji sesˇtevanja in mnozˇenja:
x⊕ y = min{x, y} (2.1)
x⊗ y = x+ y. (2.2)
Tropska vsota (2.1) je minimum dveh sˇtevil, tropski zmnozˇek (2.2) pa njuna
vsota.
Pri nekaterih problemih bi bilo bolj uporabno, cˇe bi pri operaciji sesˇtevanja
namesto minimuma uporabljali maksimum. V taksˇnih primerih je tropski polkolobar
3
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definiran kot P = R∪{−∞}, operaciji sesˇtevanja in mnozˇenja pa sta definirani kot:
x⊕′ y = max{x, y}
x⊗′ y = x+ y.
Zaradi procesa iskanja resˇitve najcenejˇse poti smo se odlocˇili, da bomo vedno
uporabljali tropski polkolobar, katerega operacija sesˇtevanja predstavlja minimum
med izbranima sˇteviloma.
Tukaj sta dva primera tropskega sesˇtevanja in mnozˇenja:
4⊕ 8 = 4
4⊗ 8 = 12.
Kot vidimo smo v tropski aritmetiki osredotocˇeni le na sesˇtevanje in mnozˇenje.
Cˇe imamo v realnem svetu podano enacˇbo 3 + x = 10 je ta enostavno resˇljiva:
3 + x = 10
x = 10− 7
x = 3.
Do problema pride, cˇe zˇelimo isto enacˇbo resˇiti v svetu tropskih sˇtevil.
3⊕ x = 10
min{3, x} = 10.
Enacˇbo je nemogocˇe resˇiti, saj bi moral biti x po eni strani enak 10, da bi ustrezal
desni strani enacˇbe, po drugi strani pa bi moralo biti sˇtevilo 10 manjˇse od 3. Tukaj
pride do ocˇitnega protislovja.
Mnogo dobro poznanih lastnosti iz aritmetike velja tudi v tropski matematiki in
jih je mogocˇe enostavno preveriti:
1. Sesˇtevanje in mnozˇenje sta komutativna, kar pomeni, da velja:
x⊕ y = y ⊕ x in x⊗ y = y ⊗ x.
2. Velja, da je operacija mnozˇenja distributivna nad operacijo sesˇtevanja:
5x⊗ (y ⊕ z) = x⊗ y ⊕ x⊗ z in
(x⊕ y)⊗ z = x⊗ z ⊕ y ⊗ z.
Ne smemo pozabiti, da ima operacija mnozˇenja prednost pred sesˇtevanjem,
zato bomo tukaj podali primer za lazˇje razumevanje distributivnosti in na-
daljnjega sesˇtevanja in mnozˇenja:
3⊗ (6⊕ 2) = 3⊗ 2 = 5,
3⊗ (6⊕ 2) = 3⊗ 6⊕ 3⊗ 2 = 9⊕ 5 = 5.
3. Prav tako za obe operaciji velja zakon asociativnosti:
(x⊕ y)⊕ z = x⊕ (y ⊕ z) in
(x⊗ y)⊗ z = x⊗ (y ⊗ z).
4. Obe operaciji imata svoj nevtralni element. To je poseben element, za katerega
za vsak a ∈ S velja:
e ? a = a ? e = a.
Pri tem je ? operacija, za katero obstaja nevtralni element.
(a) Ker za vsak a ∈ S velja x ⊕ (+∞) = x, je +∞ nevtralni element
sesˇtevanja. Odslej ga bomo prikazovali z znakom
ε = +∞.
.
(b) Ker za vsak a ∈ S velja x ⊗ 0 = x, je 0 nevtralni element mnozˇenja.
Tudi tega bomo odslej prikazovali z novim znakom
e = 0.
5. Operacija sesˇtevanja je idempotentna. Torej za vsak a ∈ S velja:
a⊕ a = a
Ker preverjanje nasˇega algoritma temelji na grafih, smo se odlocˇili v nadaljevanju
predstaviti nekaj osnovnih pojmov o grafih.
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Definicija 2.1 Usmerjen utezˇen graf G je definiran kot trojica (V,E, c), kjer je
V mnozˇica elementov, ki predstavljajo vozliˇscˇa, E nabor usmerjenih povezav med
vozliˇscˇi in c mnozˇica cen med posameznimi povezavami.
Kljub temu, da je mozˇno med dvema vozliˇscˇema imeti vecˇ povezav (u, v), ki imajo
isto zacˇetno (u) in koncˇno (v) vozliˇscˇe, se bomo mi ukvarjali izkljucˇno z grafi, v
katerih je med vozliˇscˇema najvecˇ ena povezava (u, v). To pa sˇe ne pomeni, da ne
more obstajati povezava (v, u). Prav tako bomo za vsako povezavo podali dolocˇeno
ceno cuv in na podlagi teh izracˇunali najcenejˇse poti do dolocˇenih vozliˇscˇ. Primer
enostavnega grafa je prikazan na sliki 2.1.
Slika 2.1: Graf
Vsak graf z n vozliˇscˇi lahko zapiˇsemo z matriko velikosti n × n. Za lazˇjo na-
daljnjo razlago smo jo poimenovali matrika A. Vsak element matrike predstavlja
ceno povezave med dvema vozliˇscˇema. Element Aij je cena povezave med vozliˇscˇem
i in vozliˇscˇem j. Cˇe med dvema vozliˇscˇema ni povezave, je vrednost elementa na
tem mestu ε. Za vse diagonalne elemente Aii, katerih pripadajocˇa povezava ima isto
zacˇetno in koncˇno tocˇko, smo se odlocˇili vedno podati ceno e. Na primer, matrika
katere elementi so dolocˇeni z grafom na sliki 2.1 je enaka:
7A =

e 3 ε ε 4 ε
ε e 6 ε 1 ε
ε ε e 1 ε ε
ε ε ε e ε 4
ε ε ε 7 e ε
ε ε ε ε ε e

Definirajmo sˇe tropsko sesˇtevanje in mnozˇenje na matrikah. Cˇe imamo podani
matriki A in B z elementi iz S, definiramo njuno vsoto kot matriko, katere elementi
so minimum istolezˇnih elementov matrik A in B.
(A⊕B)ij = Aij ⊕Bij
To je mozˇno le, cˇe sta A = (Aij) in B = (Bij) enake velikosti.
Primer sesˇtevanja:
(
1 2
3 4
)
⊕
(
5 6
7 8
)
=
(
min{1, 5} min{2, 6}
min{3, 7} min{4, 8}
)
=
(
1 2
3 4
)
Matricˇno mnozˇenje matrik A in B je mozˇno le, cˇe je sˇtevilo stolpcev matrike A
enako sˇtevilu vrstic matrike B (torej, velikost A je m×n, B pa n×r) [1]. Definiramo:
(A⊗B)ij =
n⊕
k=1
Aik ⊗Bkj
Primer mnozˇenja:
(
1 2
3 4
)
⊗
(
5 ε
e ε
)
=
(
min{1 + 5, 2 + e} min{1 + ε, 2 + ε}
min{3 + 5, 4 + e} min{3 + ε, 4 + ε}
)
=
(
min{6, 2} min{ε, ε}
min{8, 4} min{ε, ε}
)
=
(
2 ε
4 ε
)
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Matrika
In =

1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1

∈ Rnxn (2.3)
predstavlja nevtralni element za mnozˇenje matrik nad R.
Velja:
A · In = A in Im ·A = A, za vse A ∈ Rm×n
Prav tako obstaja identicˇna matrika v mnozˇici tropskih matrik, katere elementi
na diagonali so enaki e, ostali pa ε:
I =

e ε ε . . . ε
ε e ε . . . ε
ε ε e . . . ε
...
...
...
. . .
...
ε ε ε . . . e

Poglavje 3
Resˇevanje predolocˇenih
sistemov linearnih enacˇb
Za trenutek se vrnimo v svet realnih sˇtevil in osredotocˇimo na resˇevanje sistema
linearnih enacˇb za katerega je znacˇilno, da ima lahko eno, nobene ali neskoncˇno
mozˇnih resˇitev. Podanih imamo m enacˇb z n neznankami:
a11x1 + a12x2+ · · ·+ a1nxn = b1
a21x1 + a22x2+ · · ·+ a2nxn = b2
. . . (3.1)
am1x1 + am2x2+ · · ·+ amnxn = bm.
Tako napisan sistem (3.1) lahko zapiˇsemo v matricˇni obliki:
Ax = b, (3.2)
kjer je A matrika sistema, x vektor neznank in b vektor desne strani enacˇb.
Poleg matrike A potrebujemo tudi razsˇirjeno matriko A˜. To dobimo tako, da na
desni strani matrike A dodamo vektor b:
A˜ =

a11 a12 . . . a1n b1
a21 a22 . . . a2n b2
. . .
am1 am2 . . . amn bm

9
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Izrek 3.1 Sistem linearnih enacˇb (3.2) je resˇljiv natanko tedaj, ko je rang matrike
A enak rangu matrike A˜.
Eden od nacˇinov kako ugotoviti rang matrike je, da poiˇscˇemo vrsticˇno kanonicˇno
formo za matriko s pomocˇjo Gaussove eliminacije, kot bomo to naredili pri primeru
3.1. Rang je enak sˇtevilu pivotov.
Izrek 3.2 Cˇe je sistem Ax = b resˇljiv, je njegova resˇitev enaka x = Gb natanko
tedaj, ko je G posplosˇen inverz matrike A. To je matrika za katero velja: AGA =
A.
Dokaz. Pokazali bomo le, da za posplosˇen inverz G velja, da je Gb resˇitev sistema
Ax = b. Velja AGA = A in zˇelimo dokazati, da je A(Gb) = b. Ker je sistem resˇljiv,
obstaja taksˇen y, da velja: Ay = b
A(Gb) = A(G(Ay)) = Ay = b.

V primeru, da je matrika A obrnljiva, obstaja taksˇna matrika A−1, da velja:
A ·A−1 = A−1 ·A = I.
Potem je resˇitev enacˇbe (3.2) enaka:
x = A−1b.
Obrnljive so lahko le kvadratne matrike. To so matrike, katere sˇtevilo stolpcev je
enako sˇtevilu vrstic.
Primer 3.1 Podan imamo sistem treh linearnih enacˇb z dvema neznankama
−2x+ 3y = 5
x− 2y = −4 (3.3)
1
2
x+ y = 4,
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zapisan v matricˇni obliki:
A =

1 −2
−2 3
1
2 1
 in b =

−4
5
4
 .
Na razsˇirjeni matriki naredimo Gaussovo eliminacijo in tako dobimo resˇitev: x = 2,
y = 3:
A˜ =

1 −2 −4
−2 3 5
1
2 1 4
→

1 −2 −4
0 1 −3
0 2 6
→

1 −2 −4
0 −1 −3
0 0 0
→

1 0 2
0 1 3
0 0 0

Kot smo omenili zˇe v izreku 3.1 ima sistem resˇitev, cˇe sta ranga matrik A in A˜
enaka. V tem primeru sta oba ranga enaka 2. Da obstaja resˇitev lahko vidimo tudi
na grafu na sliki 3.1, saj se vse premice sekajo v isti tocˇki, katere koordinate so enake
resˇitvi sistema.
Slika 3.1: Graf treh premic, ki se sekajo v tocˇki, ki je resˇitev sistema enacˇb
(3.3).
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Primer 3.2 Tudi tokrat imamo podan sistem treh enacˇb z dvema neznankama
x+ y = 2
x+ 3y = 7 (3.4)
3x− y = 4
Slika 3.2: Graf treh premic, ki se ne sekajo v skupni tocˇki.
Cˇe prikazˇemo tri premice na grafu na sliki 3.2, lahko vidimo, da se ne sekajo v
skupni tocˇki. Iz tega lahko predvidevamo, da resˇitev ne obstaja. Tudi po izracˇunu
rangov matrik lahko vidimo, da resˇitve ni, saj je rang matrike A enak 2, matrike A˜
pa 3.
V taksˇnih primerih se lahko osredotocˇimo na iskanje taksˇnega x, da bo Ax kar
najbolj podoben b. Isˇcˇemo torej taksˇen x, da bo dolzˇina ‖Ax− b‖ najmanjˇsa. Tega
dobimo s pomocˇjo Moore-Penroseovega posplosˇenega inverza A+:
x = A+b. (3.5)
Definicija 3.1 Moore-Penroseov posplosˇeni inverz je poseben posplosˇen inverz ma-
trike A, ki zadostuje naslednjim sˇtirim lastnostim:
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1. AA+A = A
2. A+AA+ = A+
3. (AA+)
T
= AA+
4. (A+A)
T
= A+A
Izracˇunamo ga s pomocˇjo matrik, dobljenimi pri singularnem razcepu matrike
A.
Izrek 3.3 (SVD [3]) Vsako matriko A velikosti n ×m lahko izrazimo kot produkt
matrik U , Σ in V T tako, da velja:
A = UΣV T . (3.6)
1. U je ortogonalna matrika velikosti n × n z levimi singularnimi vektorji, tj.
lastnimi vektorji matrike ATA
2. V je otrogonalna matrika velikosti m×m z desnimi singularnimi vektorji, tj.
lastnimi vektorji matrike AAT
3. diagonalna matrika Σ =

σ1
σ2
σ3
. . .
σn

velikosti n×m, katere ele-
mente σ1, σ2, σ3, . . . , σn imenujemo singularne vrednosti.
Moore-Penroseov inverz matrike Σ je enak:
Σ+ =

σ+1
σ+2
σ+3
. . .
σ+n

,
kjer je
σ+i =
{
1/σi, σi 6= 0,
0, σi = 0.
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Izrek 3.4 Moore-Penroseov inverz poljubne matrike A = UΣV T velikosti n×m je
enak
A+ = V Σ+UT (3.7)
Primer 3.2 nima resˇitev. Cˇe pa zˇelimo poiskati najboljˇsi priblizˇek x in y po
metodi najmanjˇsih kvadratov, potem se lotimo problema tako, da poiˇscˇemo matrike
V , U in Σ s pomocˇjo singularnega razcepa. Matrika V je sestavljena iz normira-
nih lastnih vektorjev v1, v2, . . . , vm, ki pripadajo lastnim vrednostim σ1, σ2, . . . , σm
matrike ATA. Podobno dobimo matriko U, le da namesto matrike ATA uporabimo
matriko AAT . Diagonalni elementi matrike Σ so
√
σ1,
√
σ2, . . .
√
σmin{n,m}. Nato
izracˇunamo Σ+ in s pomocˇjo enacˇbe 3.7 dobimo Moore-Penroseov inverz, s kate-
rim po enacˇbi 3.5 poiˇscˇemo resˇitev. V nadaljevanju bo prikazan potek resˇevanja
omenjenega primera. Iz sistema (3.4) zapiˇsemo
A =

1 1
1 3
3 −1
 in b =

2
7
4
 .
Najprej izracˇunamo matriko V . Matrika
ATA =
(
1 1 3
1 3 −1
)
1 1
1 3
3 −1
 =
(
11 1
1 11
)
ima karakteristicˇni polinom enak (λ − 12)(λ − 10), torej sta njeni lastni vrednosti
enaki λ1 = 12 in λ2 = 10. Za pripadajocˇa lastna vektorja lahko izberemo v1 =
(
−1
−1
)
in v2 =
(
1
−1
)
. Cˇe ju normiramo ju lahko sestavimo v matriko:
V =
− 1√2 1√2
− 1√
2
− 1√
2
 .
Po istem postopku izracˇunamo sˇe matriko U:
AAT =

1 1
1 3
3 −1

(
1 1 3
1 3 −1
)
=

2 4 2
4 10 0
2 0 10
 .
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Tudi tokrat izracˇunamo karakteristicˇni polinom, ki je enak λ(λ − 12)(λ − 10). Iz
njega dobimo tri lastne vrednosti λ1 = 12, λ2 = 10 in λ3 = 0, s pomocˇjo katerih
izberemo tri pripadajocˇe lastne vektorje u1 =

−1
−2
−1
, u2 =

0
−1
2
 in u3 =

−5
2
1
.
Tudi te normiramo in iz njih sestavimo matriko:
U =

− 1√
6
0 − 5√
30
− 2√
6
− 1√
5
2√
30
− 1√
6
2√
5
1√
30
 .
Nato iz singularnih vrednosti matrike A sestavimo diagonalno matriko:
Σ =

√
12 0
0
√
10
0 0
 .
Ker nas zanima ali smo pravilno izracˇunali singularni razcep, po enacˇbi 3.6 zmnozˇimo
UΣV T , za katero ugotovimo, da je enaka matriki A. Potem, ko smo se prepricˇali o
pravilnosti matrik V , U in Σ, izracˇunamo:
Σ+ =
 1√12 0 0
0 1√
10
0
 .
Tako imamo dovolj podatkov, da izracˇunamo Moore-Penroseov inverz
A+ =
− 1√2 − 1√2
− 1√
2
1√
2
 1√12 0 0
0 1√
10
0


− 1√
6
− 2√
6
− 1√
6
0 − 1√
5
2√
5
− 5√
30
2√
30
1√
30
 =
(
0.0833 0.0667 −0.2833
0.0833 0.2667 −0.1167
)
in resˇimo sistem (3.4) po enacˇbi (3.5) kot
x = A+b =
(
0.0833 0.0667 −0.2833
0.0833 0.2667 −0.1167
)
2
7
4
 =
(
1.7667
1.5667
)
.
Resˇitev sistema je torej x =
(
1.7667
1.5667
)
. V grafu na sliki 3.3 jo lahko prikazˇemo kot
tocˇko, ki po metodi najmanjˇsih kvadratov najbolje aproksimira premice, podane z
enacˇbami (3.4).
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Slika 3.3: Graf treh premic brez skupnega presecˇiˇscˇa s tocˇko, ki je od treh
premic najmanj oddaljena.
Tako se izracˇuna resˇitev, cˇe sta vektorja x in b stolpca, vendar je prav tako
mogocˇe sistem resˇiti s podanimi vrsticami. Iz enacˇbe
xTA = bT ,
izracˇunamo xT :
xT = bTA+.
V tropskem svetu obstaja veliko posplosˇenih inverzov. Eden izmed njih je A∗, ki ga
bomo predstavili v poglavju 4.1. Resˇi nek sistem tropskih enacˇb. Oba priblizˇka A∗b
in A+b resˇitev linearnega sistema Ax = b, ki ju dobimo z A∗ v tropskem svetu ali
A+ v realnem svetu sta najblizˇja vektorju b.
Poglavje 4
Iskanje najcenejˇse poti v grafu
V tem poglavju se vrnimo v svet tropske algebre in se osredotocˇimo na iskanje
najcenejˇse poti v grafu. Kot je prikazano v prejˇsnjem poglavju, cˇe enacˇba Ax = b
v realnem svetu nima resˇitve, potrebujemo le Moore-Penroseov inverz za izracˇun x,
da se Ax karseda najbolj prilega b. Tudi v tropskem svetu obstaja podoben kvazi
inverz A∗, s pomocˇjo katerega lahko resˇimo sistem enacˇb oblike:
y = y ⊗A⊕ bT .
Resˇitev, ki jo dobimo s pomocˇjo kvazi inverza je v primeru, da je A matrika cen po-
vezav v grafu enaka vektorju najcenejˇsih poti. Da to drzˇi, bomo dokazali v poglavju
4.2.
4.1 Kvazi inverz matrike
Naj bo A kvadratna matrika velikosti n× n z elementi v polkolobarju (S,⊕,⊗). Za
poljuben k ∈ N je Ak k-ta potenca matrike A, torej A⊗A⊗· · ·⊗A (k krat). Matrika
A(k) je definirana kot
A(k) = I ⊕A⊕A2 ⊕ · · · ⊕Ak, (4.1)
kjer je I identicˇna matrika [2].
Trditev 4.0.1 Velja A(k) = (I ⊕A)k.
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Dokaz. Ker je a⊕ a = min{a, a} = a, je tudi A⊕A = A. Dokaz z indukcijo:
1. Trditev velja za k = 1:
A(1) = (I ⊕A)1
2. Cˇe trditev velja za k, velja tudi za k + 1:
(I ⊕A)(k+1) = (I ⊕A)k ⊗ (I ⊕A) = A(k) ⊗ (I ⊕A) =
def(4.1)
= (I ⊕A⊕ · · · ⊕Ak)⊗ (I ⊕A) =
= I ⊕ · · · ⊕Ak ⊕A⊕A2 ⊕ · · · ⊕Ak+1 =
idempotentnost
= I ⊕A⊕ · · · ⊕Ak+1 def(4.1)= A(k+1)

Definicija 4.1 Kvazi inverz A∗ matrike A je limita
A∗ = lim
k→∞
A(k),
cˇe ta obstaja.
Trditev 4.0.2 V tropih velja:
e⊕ a⊕ a2 ⊕ · · · ⊕ ak = min{e, a, a2, . . . , ak}.
Cˇe je a poljubno nenegativno sˇtevilo, trditev vedno velja.
Naslednje trditve ne bomo dokazovali v celoti.
Trditev 4.0.3 Cˇe so utezˇi vseh ciklov v grafu G(A) nenegativna sˇtevila, limita A∗
obstaja in velja
A∗ = lim
k→∞
A(k) = A(n−1) = A(n) = . . . ,
kjer je n sˇtevilo vozliˇscˇ v grafu. Zato:
A∗ = I ⊕A⊕ · · · ⊕An−1. (4.2)
Velja tudi, da inverz izpolnjuje matricˇni enacˇbi:
A∗ = I ⊕A⊗A∗ = I ⊕A∗ ⊗A.
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Dokaz.
I ⊕A⊗A∗ enakost(4.2)= I ⊕A⊗ (I ⊕A⊕ · · · ⊕An−1)
= I ⊕A⊕A2 ⊕ · · · ⊕An = A(n) = A(n−1) = A∗.
Drugo enakost dokazˇemo podobno. 
4.2 Bellmanove enacˇbe v povezavi z iskanjem
najcenejˇse poti v grafu
Podan imamo graf G = [V,E, c], kjer je V mnozˇica vozliˇscˇ, E mnozˇica povezav in c
mnozˇica cen teh povezav. Zanima nas, kako bi iz prvega vozliˇscˇa najceneje priˇsli do
vseh ostalih vozliˇscˇ. Za izhodiˇscˇe bi lahko izbrali poljubno vozliˇscˇe v grafu, vendar
smo se odlocˇili, da bomo vedno izhajali iz prvega. Kot primer iz realnega sveta
lahko podamo potnika, ki zˇeli iz neke zˇelezniˇske postaje najceneje pripotovati do
vecˇih krajev. Vozliˇscˇa v grafu so tukaj zˇelezniˇske postaje, povezave so zˇelezniˇske
proge, cene pa cena vozovnice od enega postajaliˇscˇa do drugega. Eden od nacˇinov,
kako to izracˇunati, je s pomocˇjo Bellmanovih enacˇb:
ui =
 0, cˇe je i = 1min
k 6=i
{uk + cki}, cˇe je i 6= 1 (4.3)
za i = 1, 2, . . . , n. Pri tem uk predstavlja ceno poti od zacˇetnega vozliˇscˇa do nepo-
srednega predhodnika izbranega koncˇnega vozliˇscˇa. cki pa predstavlja ceno povezave
med predhodnim in koncˇnim vozliˇscˇem. Pomen obeh je graficˇno prikazan na sliki
4.1.
Prej napisane Bellmanove enacˇbe lahko nekoliko drugacˇe zapiˇsemo tudi v svetu
tropske algebre. Nahajamo se v polkolobarju (S,⊕,⊗), kjer sta operaciji ⊕ in ⊗
definirani kot je zapisano v enakostih (2.1) in (2.2). Prav tako ne smemo pozabiti
na nevtralna elementa sesˇtevanja in mnozˇenja ε ter e. Tako enacˇbe (4.3) zapiˇsemo
kot
yt+1 =
{
bT , cˇe je t = 1,
yt ⊗A⊕ bT , cˇe je t 6= 1,
(4.4)
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Slika 4.1: Graficˇni prikaz cen uk in cki.
za t = 1, 2, . . . , n.
Z vektorjem bT velikosti n podamo, iz katerega vozliˇscˇa zˇelimo izracˇunati najce-
nejˇse poti. V primeru, da je zacˇetno vozliˇscˇe prvo vozliˇscˇe v grafu, je vektor enak
bT =
[
e ε . . . ε
]
. Matrika A velikosti n×n predstavlja cene povezav med posa-
meznimi vozliˇscˇi. Bellmanove enacˇbe lahko pretvorimo v algoritem, ki ga imenujemo
Bellmanov algoritem. Za njega je znacˇino iterativno izvajanje. Ob prvem obhodu je
y enak vektorju bT , nato pa se ob vsakem obhodu starim cenam poti priˇstejejo cene
povezav do naslednjega vozliˇscˇa iz matrike A. Med vsemi cenami se izbere tista, ki
je najmanjˇsa.
Cˇe poracˇunamo prvih nekaj cˇlenov algoritma, pridemo do novega zanimivega
spoznanja:
y1 = bT
y2 = bT ⊗A⊕ bT
y3 = y2 ⊗A⊕ bT = (bT ⊗A⊕ bT )⊗A⊕ bT =
= bT ⊗A2 ⊕ bT ⊗A⊕ bT = bT ⊗ (I ⊕A⊕A2)
...
yt = bT ⊗ (I ⊕A⊕ · · · ⊕At). (4.5)
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Iz enakosti (4.5) je razvidno, da konvergiranje Bellmanovega algoritma enacˇimo
s konvergiranjem vrste: I ⊕ A ⊕ · · · ⊕ At ⊕ . . . Ker imamo v grafu n vozliˇscˇ lahko
predvidevamo, da bo algoritem konvergiral v najvecˇ n − 1 iteracijah, saj v n − 1
korakih pregleda vseh n vozliˇscˇ. Torej je yn vektor najcenejˇsih poti v grafu. Sistem
Bellmanovih enacˇb lahko zapiˇsemo tudi v matricˇni obliki:
y = y ⊗A⊕ bT . (4.6)
Ker je bT ⊗A∗⊗A⊕ bT = bT ⊗ (A∗⊗A⊕ I), ustreza b⊗A∗ resˇitvi enacˇbe (4.6).
Zato po trditvi 4.0.3 Bellmanov algoritem konvergira k:
y = bT ⊗A∗,
kjer je y vrstica, b pa stolpec.
Pri urejenosti v tropskem kolobarju velja sˇe vecˇ: bT ⊗A∗ ni samo resˇitev enacˇbe
(4.6), ampak je tudi minimalna resˇitev sistema glede na . Pri tem s  oznacˇimo
linearno urejenost v tropskem polkolobarju. Definiramo jo s predpisom
a  b⇔ ∃c : b = a⊕ c = min{a, c}. (4.7)
Da bi se prepricˇali, da je bT ⊗ A∗ minimalna resˇitev, v enacˇbo (4.6) namesto y
na desni strani vstavimo y = y ⊗A⊕ bT . Sledi:
y = (y ⊗A⊕ bT )⊗A⊕ bT =
= y ⊗A2 ⊕ bT ⊗ (I ⊕A)
Cˇe postopek ponavljamo k-krat dobimo:
y = y ⊗Ak ⊕ bT ⊗A(k−1)
Tako za k ≥ n dobimo:
y = y ⊗Ak ⊕ bT ⊗A∗ = min{y ⊗Ak, bT ⊗A∗}
Po (4.7) velja bT ⊗A∗  y, zato je bT ⊗A∗ minimalna resˇitev sistema.
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4.3 Bellmanov algoritem
Iskanje najcenejˇse poti deluje po nacˇelu dinamicˇnega programiranja. To je metoda,
ki pri resˇevanju sistematicˇno preglejuje vse mozˇne poti in zato tudi pride do op-
timalne resˇitve [5]. Osnova dinamicˇnega programiranja so Bellmanove enacˇbe iz
katerih lahko zapiˇsemo Bellmanov algoritem.
Algoritem 1 Bellmanov algoritem
Dolocˇitev prve vrstice matrike A∗ ali dokaz, da A(K) 6= A∗
y0 = bT = (e, ε, . . . , ε)
t = 1
loop . yt je trenutna resˇitev
yt+1 = yt ⊗ A⊕ bT
if yt+1 = yt then . algoritem se koncˇa
yt = bT ⊗ A∗
break
if yt+1 6= yt ∧ k ≤ K then
t = t + 1
if yt+1 6= yt ∧ k = K then . prekini z racˇunanjem: A∗ 6= A(K)
break
Zgoraj je napisana psevdokoda Bellmanovega algoritma (Algoritem 1), katerega
smo v Matlabu implementirali. Da smo lahko preverili pravilnost le tega, smo v
jeziku Java napisali enostaven program, ki glede na vpisano sˇtevilo vozliˇscˇ sestavi
graf, katerega cene povezav so nakljucˇna sˇtevila med 1 in 9. Tako nastalo matriko
cen A zapiˇse v txt datoteko, ki se v Matlabu prebere in na podlagi te se izvede
Bellmanov algoritem. Primer taksˇne matrike je matrika
A =

e 1 ε ε
ε e 3 8
ε ε e 8
ε ε ε e
 ,
iz katere nastane graf, prikazan na sliki 4.2. Za boljˇse razumevanje algoritma bomo
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na roke po algoritmu 1 izracˇunali ceno najcenejˇsih poti za prej omenjen graf. Kot
zacˇetno vozliˇscˇe smo si izbrali prvo, zato bo vektor bT =
[
e ε ε ε
]
. Ker imamo
sˇtiri vozliˇscˇa vemo, da se bo algoritem koncˇal po najvecˇ treh ponovitvah.
Slika 4.2: Graf, ki nastane iz matrike na sliki A.
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t = 1 y1 = bT =
[
e ε ε ε
]
t = 2 y2 = bT ⊗A⊕ bT =
[
e ε ε ε
]
⊗

e 1 ε ε
ε e 3 8
ε ε e 8
ε ε ε e
⊕
[
e ε ε ε
]
=
=
[
e 1 ε ε
]
t = 3 y3 = y2 ⊗A⊕ bT =
[
e 1 ε ε
]
⊗

e 1 ε ε
ε e 3 8
ε ε e 8
ε ε ε e
⊕
[
e ε ε ε
]
=
=
[
e 1 4 9
]
t = 4 y4 = y3 ⊗A⊕ bT =
[
e 1 4 9
]
⊗

e 1 ε ε
ε e 3 8
ε ε e 8
ε ε ε e
⊕
[
e ε ε ε
]
=
=
[
e 1 4 9
]
Vektor, ki nastane po koncˇanem algoritmu je enak y =
[
e 1 4 9
]
. Iz tega lahko
razberemo, da je cena najcenejˇse poti od zacˇetnega do koncˇnega vozliˇscˇa enaka 9.
Iz vektorja lahko razberemo najcenejˇse poti do vseh vozliˇscˇ grafa in ne samo do
koncˇnega. Kljub temu, da je najcenejˇsa pot do koncˇnega vozliˇscˇa po vozliˇscˇih 1, 2
in 4, lahko vidimo, da je najcenejˇsa pot do 3. vozliˇscˇa 1, 2 in 3.
4.3.1 Cˇasovna kompleksnost
Predvidevamo, da je kompleksnost vsake operacije ⊕ in ⊗ enaka O(1).
Trditev 4.0.4 Cˇasovna zahtevnost Bellmanovega algoritma je O(KM), kjer je M
sˇtevilo elementov, razlicˇnih od ε, K pa sˇtevilo iteracij.
Dokaz. V vsaki iteraciji zmnozˇimo matriko z vektorjem (n2 operacij ⊕ in ⊗, kjer
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je n velikost matrike in vektorja) ter sesˇtejemo dva vektorja (n operacij ⊕), zato
je kompleksnost takrat enaka O(Kn2). V primeru, da se M elementov matrike A
razlikuje od ε, je M  n2, se kompleksnost zniˇza na O(KM). 
Slika 4.3: Funkcija tropskega mnozˇenja.
Do problema pri implementiranem algoritmu pride pri racˇunanju osnovnih ope-
racij ⊕ in ⊗. Kot piˇse pred trditvijo 4.0.4, naj bi bila cˇasovna kompleksnost obeh
operacij O(1). V nasˇem primeru za operacijo ⊕ ta velja, pri ⊗ pa se pojavijo tezˇave.
Vecˇino sesˇtevanja in mnozˇenja je matricˇnega, zato sta obe operaciji nekoliko zahtev-
nejˇsi, kot pa cˇe bi se izvajali nad enostavnimi realnimi sˇtevili. Funkcija mnozˇenja
je prikazana na sliki 4.3. Kot vidimo vsebuje dve for zanki, zaradi katerih njena
cˇasovna zahtevnost ni enaka O(1).
Da bi videli, kaksˇna je razlika med kompleksnostjo mnozˇenja in sesˇtevanja, smo
konstruirali matriko A velikosti 10×10. Izvedli smo operaciji sesˇtevanja in mnozˇenja
tako, da smo matriko A sesˇteli oziroma pomnozˇili samo s sabo in izmerili cˇas trajanja
obeh funkcij. Rezultati so pokazali, da se za sesˇtevanje porabi 0.000019 s v primerjavi
z mnozˇenjem, ki se izvaja 0.001519 s. Mnozˇenje torej porabi skoraj 80-krat vecˇ cˇasa
kot sesˇtevanje.
Zanimala nas je tudi cˇasovna kompleksnost algoritma glede na sˇtevilo vozliˇscˇ
grafa, zato smo zgenerirali 100 nakljucˇnih matrik in na njih preverili algoritem.
Vsaka naslednja je bila za ena vecˇja od prejˇsnje. Rezultati so prikazani na grafu na
sliki 4.4.
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Slika 4.4: Cˇasovna kompleksnost algoritma glede na sˇtevilo vozliˇscˇ grafa.
Vecˇ kot ocˇitno je, da se trajanje programa z vecˇanjem sˇtevila vozliˇscˇ vecˇa, saj
se sorazmerno vecˇa tudi sˇtevilo iteracij v algoritmu. Vseeno pa krivulja na glafu 4.4
ni monotona, verjetno zaradi nakljucˇnih matrik, ki so nastale. Te se razlikujejo v
sˇtevilu ε. Za matrike, iz katerih je nastal graf na sliki 4.4 je znacˇilno, da ne obstajajo
povezave v vozliˇscˇa, katerih sˇtevilke so manjˇse od izhodiˇscˇa povezave. Zato je v
matrikah veliko vecˇ ε kot bi jih bilo drugacˇe. Za primerjavo in ilustracijo trditve
4.0.4 smo sˇe enkrat zgenerirali 100 nakljucˇnih matrik, v katerih smo pustili mozˇnost
povratnih povezav in nad njimi izvedli Bellmanov algoritem. Cˇasovna zahtevnost
teh je prikazana na sliki 4.5. Razlika ni drasticˇna, vendar lahko vidimo, da se trajanje
algoritma v prvem grafu komaj dvigne nad 0.2 s, v drugem pa je maksimum krivulje
nad 0.25 s. Torej lahko predvidevamo, da se z vecˇanjem sˇtevil, ki so razlicˇna od ε,
vecˇa tudi cˇas trajanja algoritma.
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Slika 4.5: Cˇasovna kompleksnost algoritma glede na sˇtevilo vozliˇscˇ grafa s
povratnimi povezavami.
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Poglavje 5
Zakljucˇek
V diplomskem delu smo najprej podrobneje spoznali svet tropske algebre. Pogledali
smo si na novo definirane operacije in njihove lastnosti. Prav tako smo opisali
znacˇilnosti usmerjenih grafov in kako so povezani z matrikami. V nadaljevanju
smo se prestavili v svet realnih sˇtevil, v katerem smo predstavili sisteme linearnih
enacˇb, katere smo zapisali tudi v matricˇni obliki. Ti lahko imajo eno, vecˇ ali nicˇ
resˇitev. V primeru, da resˇitev ne obstaja, smo zˇeleli poiskati taksˇno, ki se resˇitvi
najbolj priblizˇa. Izracˇunali smo jo s pomocˇjo Moore-Penroseovega inverza in tako
vzpostavili povezavo s tropsko algebro. Tudi v tej obstajajo sistemi linearnih enacˇb,
ki jih resˇimo s pomocˇjo podobnega inverza. Ta se imenuje kvazi inverz. Nato smo
se osredotocˇili na glavni problem iskanja najcenejˇsih poti v grafu. Ta je enaka
minimalni resˇitvi sistema y = y ⊗ A⊕ bT . Poiskali smo jo s pomocˇjo Bellmanovega
algoritma, ki smo ga tudi implementirali. Enega izmed testiranih primerov smo tudi
zapisali v delo in na njem razlozˇili, kaj nam taksˇna resˇitev sploh pove. Zanimala nas
je tudi cˇasovna kompleksnost taksˇnega algoritma in kaj vse nanajo vpliva.
Opazili smo, da implementiran algoritem deluje nad grafi, ki vsebujejo tudi ne-
gativne povezave pod pogojem, da ne vsebuje negativnih ciklov. Edini problem, ki
smo ga opazili je, da je implementiran algoritem relativno pocˇasen zaradi na novo
napisane funkcije ⊗.
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