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Abstrakt
Testovanie softwaru je proces, pri ktorom sa snažíme overiť funkčnosť a akosť testova-
ného produktu. V tejto práci sa zaoberáme testovaním jadra operačného systému Linux, za
účelom overenia funkčnosti a výkonnosti jeho sieťovej časti. Používame pri tom vlastné met-
riky a metodológiu zostavenú na základe štandardov zaoberajúcich sa testovaním aktívnych
sieťových prvkov.
Abstract
Software testing is a process in which we try to check functionality and quality of tested
software product. In this thesis we will discuss testing of Linux kernel in order to check
up its functionality and performance of its network related part. We use our own metrics
developed on standards, which describes testing of network active devices.
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Kapitola 1
Úvod
V priebehu rokov sa operačné systémy stali z jednoduchých prostredníkov medzi hardvérom
počítača a aplikačným softvérom komplexnými softvérovými riešeniami. S príchodom mul-
titaskingu došlo k masívnej expanzii úloh, ktoré musí jadro operačného systému vykonávať.
Pre korektný a bezpečný beh viacerých úloh na jednom stroji je nevyhnutné implementovať
ochranu pamäte a virtualizáciu adresového priestoru. Tieto opatrenia umožňujú izolovať
proces do svojho vlastného sveta a vytvoriť ilúziu, že on je jedinou výpočetnou úlohou
bežiacou na danom stroji. Jediná cesta, ktorá umožňuje komunikáciu s okolitým svetom,
vedie cez jadro operačného systému, ktoré rieši komunikáciu medzi jednotlivými procesmi,
a má nad ňou absolútnu kontrolu. Izolácia procesov si teda vyžiadala implementáciu ďalšej
funkcionality, ktorou je medziprocesorová a medzisystémová komunikácia.
V operačnom systéme unixového typu má programátor k dispozícii plejádu komunika-
čných prostriedkov. Od rýchlych signálov cez robustné rúry až po univerzálne rozhranie
schránok. Práve rozhranie schránok sa teší veľkej obľube u vývojárov aplikačného softvéru.
Je to komunikačný mechanizmus umožňujúci efektívnu výmenu veľkého množstva dát s
prijateľnými režijnými nákladmi. Jeho hlavnou, často rozhodujúcou výhodou je však vy-
soká škálovateľnosť systémov, ktoré ho používajú, pretože umožňuje flexibilné rozvrhnutie
jednotlivých procesov na uzly počítačovej siete.
Navzdory skutočnosti, že rozhranie schránok je súčasťou operačných systémov už mnoho
rokov, prebieha stále v tejto oblasti masívny vývoj. Tento vývoj sa snaží uspokojiť vzrastaj-
úci tlak na kvalitu implementácie a množstvo implementovanej funkcionality. Je zrejmé, že
vývoj v tejto oblasti nieje vôbec priamočiary a jednoduchý. V tejto práci sa budeme zaobe-
rať podporou vývoja vo forme testovania výkonnosti existujúcich implementácii rozhrania
schránok.
V prvej časti našej práce sa budeme venovať rešerši existujúcich metodológii, zaoberaj-
úcich sa výkonnostným testovaním protokolových zásobníkov a aktívnych sieťových prvkov.
Účelom tejto časti je zdokumentovať postupy a techniky, ktoré sa pri meraní výkonnosti
protokolového zásobníka využívajú. Pri každej metodológii uvedieme jej pozitíva, negatíva
a význam pre našu prácu.
V druhej časti práce si kladieme za cieľ zostaviť testovaciu metodológiu na testovanie
implementácie TCP/IP protokolového zásobníku v operačnom systéme GNU/Linux. Tes-
tovacia metodológia by mala pokrývať funkčnosť a výkonnosť implementácie čo najväčšej
časti protokolového zásobníka. Pri tvorbe našej testovacej metodológie budeme vychádzať
z existujúcich metodológii uvedených v prvej časti. Z pohľadu päťvrstvového TCP/IP mo-
delu budeme zostavovať testovaciu metodiku pre transportnú, sieťovú a linkovú vrstvu.
Najspodnejšia, teda fyzická vrstva bude reprezentovaná hardvérom, ktorý použijeme pre
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testovanie, a aplikačná vrstva bude implementovať nami navrhnutú metodológiu. Hardvér
a nami implementovaný softvér ostáva teda v priebehu celého testovania nemenný a mení
sa len verzia distribúcie, ktorá je nainštalovaná na testovacích strojoch. Z pohľadu päťvrst-
vového TCP/IP modelu je možné oddeliť testovaciu a testovanú časť podľa vrstiev tak, ako
je to znázornené na ??.
 Fyzická
 Linková
Sieťová
Transportná
Aplikačná Implementáciabenchmarku
Testovaná
funkcionalita
Testovacia sieť
Obrázek 1.1: Testovaná funkcionalita
V tretej časti práce sa budeme zaoberať implementáciov softvérových nástrojov nevy-
hnutných pre automatické testovanie v súlade s testovacou metodológiou. V tejto časti sa
budeme venovať výberu vhodného prostredia a programovacieho jazyka a z časti vlastnej
implementácií. Kladieme si za cieľ, aby bolo možné navrhnutú testovaciu metodológiu re-
alizovať automatizovane, len s minimálnym ľudským zásahom. V tejto časti budeme riešiť
problémy ako automatická inštalácia distribúcie zo siete, beh jednotlivých testov a repre-
zentácia a archivácia výsledkov.
V poslednej časti práce sa budeme venovať diskusii o získaných výsledkoch, odhalených
problémoch a regresiách. V tejto časti sa nachádza aj zhodnotenie celého projektu a krátka
úvaha nad jeho prípadnou budúcnosťou.
3
