= ~. It is known, see e.g. Proposition 2.14 of [7] , that so that g(n) is sub-logarithmic, i.e. g~n) C log n. Throughout this paper we make the assumption that g(n) is slowly varying at oo. This will be satisfied in particular if Xn is in the domain of attraction of a non-degenerate R2-valued normal random variable.
As usual, L~ will denote the local time of X at x, i.e. the number of times k n such that Xk = x. We extend Lt to non-integer t by linear interpolation. The following law of the iterated logarithm for the local time L~ was proven in [7] :
where logj denotes the j'th iterated logarithm. For the simple random walk in Z2, (1.3) was proven by Erdos and Taylor [4] . See [7] , for x > xo(8) sufficiently large (but much smaller than t, see the exact statement in [7] for the details, which won't present a problem here) Combining these we see that for any b > 0 and y > x > 0 for n sufficiently large, depending on b, x, y and 6 > 0. Furthermore, Lemma 2.7 of [7] Proof. -Define nj by g(nj ) = j. Using the fact that as in (4.7) together with Lemma 3 we have if j is big enough. Let This Lemma and its proof are essentially the same as the corresponding Lemma and proof in Revesz and Willekens [9] .
When n = pm for some m, the last element in (5.1 ) vanishes and the above proof immediately implies the following corollary. ~) be the last resp. first return of the random walk X. to the origin before resp. after ( This Lemma under the condition (i) is proved in Klass [6] , while for the proof under (ii) we refer to Lemma 3.1 and its proof in [3] .
To show Lemma 
