In this paper we introduce the theory of derivatives of moments. At first we improve the bounds for the Carathéodory number, especially on algebraic varieties and with small gaps (not all monomials are present). We find that for every ε > 0 there are n, d ∈ N such that we can construct a moment functional L : R[x 1 , . . . , xn] ≤d → R which needs at least (1 − ε) · n+d n atoms lx i . Consequences and results for the Hankel matrix and flat extension are gained. We find that there are moment functionals L : R[x 1 , . . . , xn] ≤2d → R which need to be extended to the worst case degree 4d, L : R[x 1 , . . . , xn] ≤4d → R, in order to have a flat extension. For representing moment sequences by Gaussian mixtures, characteristic functions of polytopes, and simple functions of polytopes we develop the new method of derivatives ∂ α s of moment sequences s ∈ S A which correspond to derivatives ∂ α µ of measures in the distributional sense.
Introduction
The theory of (truncated) moment sequences is a field of diverse applications and connections to numerous other mathematical fields, see e.g. [ A crucial fact in the theory of truncated moment sequences is the Richter (Richter-Rogosinski-Rosenbloom) Theorem [Ric57, Rog58, Ros52] which states that every truncated moment sequence is a convex combination of finitely many Dirac measures, see also Theorem 2.2. The Carathéodory number is the minimal number N such that every truncated moment sequence (with fixed truncation) is a sum of N atoms, i.e., Dirac measures. It has been studied in several contexts but in most cases the precise value of the Carathéodory number is not known [Ric57, Str71, Möl76, Rez92, Kun14, RS18, dDS18b, dDS18a] .
In this work we proceed the study of Carathéodory numbers. We treat moment sequences with small gaps (see Section 3), moment sequences of measures supported on algebraic varieties (Section 4), and the multidimensional polynomial case on R n and [0, 1] n (Section 5). For moment functionals with small gaps we find explicit lower and upper bounds for dimension n = 1 based on Descartes' rule of signs, see Theorem 3.6. For moment functionals L : R[X ] ≤2d → R on polynomial functions on an algebraic set X ⊂ R n and for sufficiently large d, Theorem 4.5 yields an upper bound of P (2d) − 1 and a lower bound of
where P is the Hilbert polynomial and k the dimension of X . In the case X = R n and L : R[x 1 , . . . , x n ] ≤2d → R, this gives the lower bound n + 2d n − n · n + d n + n 2 (Theorem 5.2). We obtain similar bounds for odd degrees and the case X = [0, 1] n in Section 5. In Section 6 we discuss implications of these bounds, when n → ∞ and d → ∞. We show that there are moment functionals L : R[x 1 , . . . , x n ] ≤2d → R that behave as bad as possible under flat extensions, see Theorem 6.2 for the precise statement. For literature on flat extensions in this context see [CF96, CF98, Lau09, Sch17] and the references therein. In Section 7 we begin with a more analytic treatment of moment functionals L and sequences s. We introduce the concept of derivatives ∂ α L, ∂ α s and ∂ α µ of functionals L, sequences s, and measures µ, respectively. It turns out that ∂ α L and ∂ α s can be calculated without any knowledge on the representing measure µ (Definition 7.2). But if ∂ α µ exists as a (signed) measure (Definition 7.9), then ∂ α µ is a (signed) representing measure of ∂ α L or ∂ α s, respectively (Theorem 7.10). This concept is a simple and unified way to deal with several problems. It can be used to recover the parameters of a single multidimensional Gaussian distribution from its moments (Theorem 8.5). See e.g. [Pea94, TSM85, PFJ06, AFS16, dD19] and references therein for literature on moments of Gaussian distributions and their applications.
Moments are used to reconstruct [Hu62, DBN92, Che93, APST19] and recognize [SMD + 07] shapes. Especially the reconstruction of polytopes from the moments of their characteristic functions are intensively studied as a special case of the K-moment problem [Mae77, Cas84, Sch91, KS93, Sch03] and several algorithms have been proposed, see e.g. [Bal61, MN68, MR80, LR82, MVKW95, GMV99, BGL07, GLPR12, GNPR14, GPSS18, KSS18] and references therein. We provide a simple proof of one version of these algorithms (Theorem 9.3) using derivatives of moments and the Brion-Lawrence-Khovanskii-Pukhlikov-Barvinok (BBaKLP) formula [Bri88, Law91, Bar91, PK92, Bar92] . Similar ideas allow us to reconstruct simple functions, that are sums of characteristic functions of polytopes, especially hyperrectangles, from their moments (Theorems 9.7 and 10.4).
Preliminaries
2.1. Truncated Moment Problem. Let A be a (finite dimensional) real vector space of measurable functions on a measurable space (X , A). Denote by L : A → R a continuous linear functional. If there is a (positive) measure µ on (X , A) such that (1) L(a) = X a(x) dµ(x), for all a ∈ A, then L is called a moment functional. If A is finite dimensional, it is a truncated moment functional. By A = {a 1 , . . . , a m } we denote a basis of the m-dimensional real vector space A and by s i := L(a i ) the a i -th (or simply i-th) moment of L (or µ for a µ as in (1)). Given a sequence s = (s 1 , . . . , s m ) ∈ R m we define the Riesz functional L s by setting L s (a i ) = s i for all i = 1, . . . , m and extending it linearly to A, i.e., the Riesz functional induces a bijection between moment sequences s = (s 1 , . . . , s m ) and moment functionals L = L s . By M A we denote the set of all measures on (X , A) such that all a ∈ A are integrable and by M A (s) or M A (L) we denote all representing measures of the moment sequence s resp. moment functional L. Even though moment sequences and moment functionals are the same, when we apply techniques from algebraic geometry it is easier to work with moment functionals L : A → R on e.g. A = R[x 1 , . . . , x n ] ≤2d or R[X ] ≤2d while when we work with Hankel matrices and introduce the concept of derivatives of moments it is easier to work with moment sequences s in a fixed basis A of A. Since the polynomials R[x 1 , . . . , x n ] ≤2d are of special importance, we denote by A n,d : {x α | α ∈ N n 0 ∧ |α| = α 1 + · · · + α m ≤ d} the monomial basis, where we have x α = x α1 1 · · · x αn n with α = (α 1 , . . . , α n ) ∈ N n 0 . On N n 0 we work with the partial order α = (α 1 , . . . , α n ) ≤ β = (β 1 , . . . , β n ) if α i ≤ β i for all i = 1, . . . , n.
Definition 2.1. Let A = {a 1 , . . . , a m } be a basis of the finite dimensional vector space A of measurable functions on the measurable space (X , A). We define s A by Of course, s A (x) is the moment sequence of the Dirac δ x measure and the corresponding moment functional is the point evaluation l x with l x (a) := a(x). By a measure we always mean a positive measure unless it is explicitly denoted as a signed measure.
The fundamental theorem in the theory of truncated moments is the following. 
with k ≤ m, c 1 , . . . , c k > 0, and x 1 , . . . , x k ∈ X .
The theorem can also be called Richter-Rogosinski-Rosenbloom Theorem [Ric57, Rog58, Ros52], see the discussion after Example 20 in [dDS18a] for more details.
That every truncated moment sequence has a k-atomic representing measure ensures that the Carathéodory number C A is well-defined.
Definition 2.3. Let A = {a 1 , . . . , a m } be linearly independent measurable functions on a measurable space (X , A). For s ∈ S A we define the Carathéodory number C A (s) of s by
We define the Carathéodory number C A of S A by
The same definition holds for moment functionals L : A → R.
The following theorem turns out to be a convenient tool for proving lower bounds on the Carathéodory number C A .
Theorem 2.4 ([dDS18b, Thm. 18]). Let A = {a 1 , . . . , a m } be measurable functions on a measurable space (X , A), s ∈ S A , and a ∈ A with a ≥ 0 on X , Z(a) = {x 1 , . . . , x k } and L s (a) = 0. Then
Remark 2.5. Note that in Theorem 2.4 it is crucial that the zero set of a is finite: Take a = 0 and X = R n for a simple example where the statement fails when the zero set is not finite.
It is well-known that in general not every sequence s ∈ R m or linear functional L : A → R has a positive representing measure. But of course it always has a signed k-atomic representing measure with k ≤ m.
Lemma 2.6 ([dDS18a, Prop. 12]). Let A = {a 1 , . . . , a m } be a basis of the finite dimensional space A of measurable functions on a measurable space (X , A). There exist points x 1 , . . . , x m ∈ X such that every vector s ∈ R m has a signed k-atomic representing measure µ with k ≤ m and all atoms are from {x 1 , . . . , x m }, i.e., every functional L : A → R is the linear combination L = c 1 l x1 + · · · + c m l xm , c i ∈ R.
It is well-known that in dimension n = 1 the atom positions x i of a moment sequence can be calculated from the generalized eigenvalue problem, see e.g. [GMV99] . To formulate this and other results we introduce the following shift.
For a space A of measurable functions with basis
. The atom positions of a truncated moment sequence s (resp. moment functional L) are then determined by the following result from a generalized eigenvalue problem.
Lemma 2.8. Let n, d ∈ N, X = C n , and s = (s 0 , s 1 , . . . ,
for some z i ∈ C, c i ∈ C, and k ≤ d. Then the z i are unique and are the eigenvalues of the generalized eigenvalue problem
Proof. That the z i are the eigenvalues of (2) and therefore uniqueness follows from
We gave here only the 1-dimensional formulation, but a similar result holds also for n > 1. But as seen from the Carathéodory number and the flat extension in Section 5 and Section 6, the size of the Hankel matrix of the flat extension can be very large. For numerical reasons it is therefore advisable to reduce n-dimensional problems to 1-dimensional problems. This will we done in Section 9 and Section 10.
2.2. Algebraic Geometry. Consider the polynomial ring R[x 0 , . . . , x n ] with the natural grading and let I ⊂ R[x 0 , . . . , x n ] be a homogeneous ideal. Let R = R[x 0 , . . . , x n ]/I be the quotient ring which is a graded ring itself. Recall that the Hilbert function of R is given by
C is a projective variety and I is its homogeneous vanishing ideal, then the Hilbert function/polynomial HF V resp. HP V of V is the Hilbert function/polynomial of R[x 0 , . . . , x n ]/I. In this case, the leading coefficient of HP V is e k! where e is the degree of V . Now we consider the dehomogenization map
Let I ⊂ R[x 1 , . . . , x n ] be an ideal and I h ⊂ R[x 0 , . . . , x n ] the homogenization of I, i.e., the ideal generated by the homogenizations f h of all f ∈ I. Then the dehomogenization map induces an isomorphism of vector spaces (R[x 0 , . . . , x n ]/I h ) d → (R[x 1 , . . . , x n ]/I) ≤d for all d ≥ 0. Here (R[x 1 , . . . , x n ]/I) ≤d is the subspace of R[x 1 , . . . , x n ]/I consisting of the residue classes of polynomials of degree at most d. The main application of this observation will be the case when I is the vanishing ideal of finitely many points Γ in R n . In this case the dimension dim lin {s A n,d (x) | x ∈ Γ} of the span of the point evaluations s A n,d (x) in R[x 1 , . . . , x n ] * ≤d at the points from Γ needed Theorem 2.4 is
The Hilbert function HF I of an ideal I can be easily calculated if it is generated by a regular sequence. Definition 2.9. Let A be a commutative ring. A sequence f 1 , . . . , f r ∈ A is a regular sequence if for all i = 1, . . . , r the residue class of f i is not a zero divisor in A/(f 1 , . . . , f i−1 ). Lemma 2.10. Let I ⊂ R[x 0 , . . . , x n ] be a homogeneous ideal and R = R[x 0 , . . . , x n ]/I with Hilbert function HF R . Let f 1 , . . . , f r ∈ R be a regular sequence of homogeneous elements of degree d. The Hilbert function HF R/(f1,...,fr ) of R/(f 1 , . . . , f r ) is
Proof. We prove the statement by induction on r. The case r = 0 is trivial. In order to prove the induction step, let R i = R/(f 1 , . . . , f i ) for i = 0, . . . , r. For all j ∈ Z we have the exact sequence
where the first map is given by multiplication with f r . Therefore
By induction hypothesis this implies that
At various places we will make use of the following version of Bertini's Theorem. As a reference see for example [Jou83, Thm. 6.10, Cor. 6.11].
Theorem 2.11. Let X ⊂ P n be a real projective variety of dimension k. Then the following statements hold for generic homogeneous forms f 1 , . . . , f r ∈ R[x 0 , . . . , x n ], r ≤ k, of degree d > 0 in the sense that the set of exceptions is contained in a lower dimensional algebraic subset of R[x 0 , . . . , x n ] r d . i) The homogeneous vanishing ideal of X ∩ V(f 1 , . . . , f r ) is generated by the homogeneous vanishing ideal of X and f 1 , . . . , f r . ii) If X is irreducible and r < k, then X ∩ V(f 1 , . . . , f r ) is irreducible as well. iii) We have dim(X ∩ V(f 1 , . . . , f r )) = k − r. iv) If the singular locus of X has dimension at most r − 1, then X ∩ V(f 1 , . . . , f r )
is smooth.
For more on Hilbert functions and polynomials see e.g. [Sta78] , or standard text books on commutative algebra like [Eis95] , [Eis05] , or [BH93] .
Carathéodory Numbers for Moment Sequences with small Gaps
We want to start our investigation of the Carathéodory number in the 1-dimensional case with gaps, i.e., not all monomials are present.
Let d 1 , . . . , d r ∈ N be some natural numbers whose greatest common divisor is one. We consider the subring R = R[t d1 , . . . , t dr ] of R[t]. By R ≤d we denote the vector space of polynomials in R of degree at most d. By the assumption on the greatest common divisor there is a constant c such that t d ∈ R for all d ≥ c. We choose c minimal with this property and denote it by c. We observe that one has
where c + 1 − g is the number of monomials in R of degree at most c. In other words, g is the number of monomials that are not in R (i.e., the number of gaps).
Definition 3.1. The k-th Descartes number D k of R is the maximal number of different real zeros that a polynomial f ∈ R ≤k can have.
Recall that Descartes' rule of signs says that the number of positive real zeros (counted with multiplicities) of a polynomial f = n k=0 c k t k is bounded from above by the number Var(c 0 , . . . , c n ) of sign changes in the sequence c 0 , . . . , c n after erasing all zeros. The number of negative zeros (again counted with multiplicities) of f is then bounded by Var(c 0 , −c 1 , . . . , (−1) n c n ). Conversely, Grabiner [Gra99] constructed for all sequences of signs (σ 0 , . . . , σ n ), σ i ∈ {0, ±1}, a polynomial f = n k=0 c k t k with only simple positive and negative zeros and sgn(c i ) = σ i , that realizes both bounds. Thus Descartes' rule of signs gives a purely combinatorial way to determine an upper bound on the k-th Descartes number from the numbers d 1 , . . . , d r . This also shows that D k is the maximal number of different real zeros that a polynomial f ∈ R ≤k with f (0) = 0 can have since adding a small constant of appropriate sign does not decrease the number of real zeros of a polynomial whose only possibly multiple real root is 0.
. Then the Descartes number D 7 is the maximal number of real roots that a polynomial of the form a + bt 4 + ct 6 + dt 7 can have. By trying out all possible signs on the coefficients, we find by Descartes' rule of signs that such a polynomial can have at most five real zeros and by [Gra99] there actually is such a polynomial. Thus D 7 = 5. b) The Descartes number does not only depend on the number of involved monomials but also on their parities. For example if R = R[t 5 , t 6 , t 9 ], then D 9 = 3.
Proof. We prove the claim by induction on k. The case k = 0 is trivial. Let k ≥ 1 and assume that the claim is true for k − 1. Then there is a sequence of signs (σ 0 , . . . , σ c+k−1 ), σ i ∈ {0, ±1}, σ 0 = 0, of coefficients of a polynomial in R with D c + k − 1 different real zeros. In particular,
Letting σ c+k = −σ c+k−1 we get that . Here the lower bound is realized by a polynomial that is the square of an element of R.
Proof. For the lower bound just take the square of a polynomial of degree k with D k = D c +k −c real zeros. On the other hand, if f ∈ R is a nonnegative polynomial with N real zeros, then tf ′ ∈ R has at least 2N − 1 zeros. Therefore, 2N − 1 ≤ D 2k implies
Lemma 3.5. The point evaluations l p1 , . . . , l pn : R ≤e → R are linearly independent for any pairwise distinct points p 1 , . . . , p n ∈ R and e ≥ c + n − 1.
Proof. We consider the map ψ : R ≤e → R n , g → (g(p i )) 1≤i≤n . The polynomial t c n i=1,i =j (t − p i ) is mapped to a nonzero multiple of the j-th unit vector except for the case when p j = 0. Thus we have at least all unit vectors but one in the image and the constant polynomial 1 is mapped to the vector (1, . . . , 1). Thus ψ is surjective which implies the claim. 
Carathéodory Numbers for Measures supported on algebraic Varieties
Now for any subset X ⊂ R n we are interested in the ring R[X ] of polynomial functions X → R. The finite dimensional vector space of all functions X → R that can be represented by a polynomial of degree at most d is denoted by
be the Zariski closure of V 0 in the complex projective space. Then one has
From Richter's Theorem we thus immediately get the following.
Proposition 4.1. Every moment functional L : R[X ] ≤2d → R is a conic combination of at most HF V (2d) point evaluations l xi with x i ∈ X . In particular, for large d this upper bound grows like a polynomial whose degree is the dimension of the Zariski closure of X .
If X consists of not more than HF V (2d) path-connected components, then HF V (2d) − 1 point evaluations are sufficient, see e.g. [dD19, Thm. 12].
In order to provide lower bounds as well, we will need the following lemma.
Lemma 4.2. Assume that V is irreducible with homogeneous vanishing ideal I and that its singular locus has codimension at least 2. If k = dim(V ), then, for all d large enough, there are k homogeneous polynomials f 1 , . . . , f k of degree d whose common zero set Z on V consists of d k · deg(V ) different points that are all real and contained in V 0 . Furthermore, one can choose the f 1 , . . . , f k to be a regular sequence with the property that they generate the homogeneous vanishing ideal of Z modulo I.
Proof. By Bertini's theorem, for a generic choice of k − 1 linear forms l 1 , . . . , l k−1 the set V ∩ V(l 1 , · · · , l k−1 ) ⊂ P n is a smooth irreducible curve X. Since the real points of V are dense in V we can furthermore assume that X(R) is nonempty. Now by [Sch00, Cor. 2.10, Rem. 2.14], for large enough d, there is a homogeneous polynomial f of degree d all of whose zeros on X are real, simple and do not lie at the hyperplane at infinity. Since deg X = deg V =: e, these are de many points. The same is true for the zeros of f on X ′ where X ′ is the intersection of V with linear forms l ′ 1 , . . . , l ′ k−1 that are sufficiently small perturbations of l 1 , . . . , l k−1 . Therefore, for sufficiently small ǫ > 0, the common zero set on V of f with the polynomials f i = d j=1 (l i + jǫ · x 0 ), i = 1, . . . , k − 1, consists of exactly d k e real, simple points that do not lie in the hyperplane at infinity. Thus these d k e points lie in V 0 .
In order to obtain the additional properties, we can perturb f 1 , . . . , f k a little bit so that each I i = I + (f 1 , . . . , f i ) is a radical ideal by Bertini's Theorem. Finally, since the dimension of V(I i ) is exactly k − i, the f 1 , . . . , f k have to form a regular sequence modulo I.
Remark 4.3. In the proof of the preceding lemma lies the reason why, in this section, we get lower bounds only for sufficiently large d. Namely, Scheiderer's result in [Sch00] , which states that for every smooth algebraic curve X there are polynomials of degree d that have only real zeros on X, is only true for sufficiently large d. To find an explicit lower bound on d, that ensures the existence of such polynomials, is an open problem, except for the case of M -curves where a good lower bound has been provided by Huisman [Hui01] .
Example 4.4. The assumption on the singular locus in Lemma 4.2 is necessary. Consider for example the singular plane curve
But by Descartes' rule of signs this can not have 4d different real zeros. We dealt with curves of this kind in Section 3.
From this we get our main theorem on the Carathéodory numbers for measures supported on an algebraic set.
Theorem 4.5. Let X = V 0 ⊂ R n be Zariski closed of dimension k such that its projective closure V ⊂ P n is irreducible and its singular locus has codimension at least 2. Let P ∈ Q[t] be the Hilbert polynomial of V . For large enough d > 0, every moment functional L :
On the other hand, there are moment functionals L : R[X ] ≤2d → R that are not a conic combination of fewer than
Proof. The upper bound is just Richter's Theorem. For the lower bound we consider the polynomials f 1 , . . . , f k of degree at most d from Lemma 4.2 whose common zero set Z on X consists of d k · deg V simple points. The polynomial
is nonnegative and has the same zero set Z on X . By Theorem 2.4 a lower is then given by the dimension of the span of the point evaluations of polynomials of degree at most 2d in Z. This is the same as the dimension of the vector space (R[x 0 , . . . , x n ]/J) 2d where J is the homogeneous vanishing ideal of Z considered as a subset of P n . This is by definition HF Z (2d). Since J is given by I + (f 1 , . . . , f k ) where I is the homogeneous vanishing ideal of Z, and since the f i form a regular sequence, we have
k 2 by Lemma 2.10. For large d this coincides with the Hilbert polynomial and the number of path-connected components of X is smaller than P (2d), i.e., P (2d) − 1 point evaluation are sufficient by [dD19, Thm. 12].
Let us examine the ratio of the lower and upper bound from Theorem 4.5 as d goes to infinity:
Thus if the dimension k of X is not too small, our bounds are rather tight -at least for large d. On the other hand, if k = 1, i.e., X is a smooth algebraic curve, our bounds are even better, namely they differ only by one.
Theorem 4.6. Let X = V 0 ⊂ R n be an algebraic set of dimension 1 such that its projective closure V ⊂ P n is a smooth irreducible curve of degree e. For large enough d > 0, every moment functional L : R[X ] ≤2d → R is a conic combination of at most d · e + 1 point evaluations l xi with x i ∈ X . On the other hand, there are moment functionals L : R[X ] ≤2d → R that are not a conic combination of fewer than d · e point evaluations l xi .
Proof. The Hilbert polynomial of V is of the form HP V (t) = e · t + a. Thus the lower bound from Theorem 4.5 is just d · e. The upper bound follows from the fact that a polynomial of degree 2d that is nonnegative on X can have at most 2de different zeros on X .
Remark 4.7. As we have seen in Section 3, the smoothness assumption in Theorem 4.6 is crucial.
In the next section we use the techniques and results from this and the preceding sections to obtain new lower bounds for the cases X = R n und X = [0, 1] n .
Lower Bounds on the Carathéodory Number
Several lower bounds on the Carathéodory number are known, see e.g. [DR84] . For bivariate polynomials of odd degree
In [dDS18b] we gave a very general lower bound improving Möllers lower bound to
In [RS18] C. Riener and M. Schweighofer further improved the lower bound to
They used [RS18, Prop. 8.5], a polynomial version of Theorem 2.4, applied to f 2
In [dDS18a] this was extended to higher dimensions by investigating the linear (in)dependence of s A (x i ) on the grid G = {1, . . . , d} n (for X = R n ) and G = {0, 1, . . . , d} n (for X = [0, d] n ). As in the previous section the main idea is that the dimension of point evaluations
i.e., the dimension of the homogeneous part of R[x 0 , . . . , x n ]/I of degree d for some homogeneous ideal I.
Lemma 5.1. Let n, d ∈ N and set
for i = 1, . . . , n. The following holds:
i) The sequences p 1 , . . . , p n and q 1 , . . . , q n are regular.
ii) The ideals generated by p 1 , . . . , p n resp. q 1 , . . . , q n are radical.
iii) Let f 1 , . . . , f n be a regular sequence of homogeneous functions
In particular, we have
and
Proof. Part (i) follows directly from the fact that each p i resp. q i is a monic poly-
for k ≥ 0 and HF P n (k) = 0 otherwise, Lemma 2.10 directly implies (iii).
From this lemma we derive the following lower bounds for the Carathéodory number C A n,2d and C A n,2d+1 on X = R n .
Theorem 5.2. Let n, d ∈ N and X ⊆ R n with non-empty interior. For even degree
and for odd degree A = R[x 1 , . . . , x n ] ≤2d+1 we have
Proof. Since X ⊆ R n has non-empty interior there is a ε > 0 and y ∈ R n such that y + ε · {1, . . . , d} n ⊂ X . The affine map T :
we can assume that {1, . . . , d} n ⊂ X . Then we can proceed as in the proof of Theorem 4.5 by choosing the f i to be the p i from Lemma 5.1. We have already calculated the concrete resulting values of the Hilbert function in Lemma 5.1.
These lower bounds coincide with the numerical results in [dDS18a, Tab. 2]. Note that for n = 1 we get for the even and odd degree cases the bound d. This is the maximal number of zeros of a non-zero and non-negative univariate polynomial, i.e., the Carathéodory number of moment sequences on the boundary of the moment cone S A n,2d or S A n,2d+1 , respectively. In fact, we proved the following.
Proposition 5.3. Let n, d ∈ N, k ∈ {0, 1}, X = R n , and G = {1, . . . , d} n . Then
supported on the grid G with L(p) = 0, p = p 2 1 + · · · + p 2 n ≥ 0 from Lemma 5.1, and the representing measure µ = x∈G δ x has the Carathéodory number
We get the following lower bounds for the case X = [0, 1] n (or equivalently X = [0, d] n ) which serves as an example of a compact set X .
Theorem 5.4. Let n, d ∈ N and X = [0, 1] n . For even degree A = R[x 1 , . . . , x n ] ≤2d we have
Proof. The proof follows the same arguments as in Theorem 5.2.
Note that for n = 1 we get for the even and the odd case the lower bound d + 1. This is the maximal number of zeros of a non-zero and non-negative polynomial on [0, 1]. For n = 2 we get the following.
Corollary 5.5. For d ∈ N and X = [0, 1] 2 (n = 2) we have
Theorems 5.2 and 5.4 give lower bounds on the Carathéodory number of S A n,k by constructing one specific boundary moment sequence s and calculating its Carathéodory number C A n,k (s). But from the following considerations it will be clear that Theorems 5.2 and 5.4 already show that in higher dimensions and degrees the Carathéodory numbers behave very badly, see Theorem 5.6. Previous results in [dDS18b] and [RS18] show that for n = 2 we have
From Theorems 5.2 and 5.4 we get the following limits.
Theorem 5.6. For X ⊆ R n with non-empty interior we have
Proof. Follows by direct a calculation as in Equation (3). In (7), i.e., [dDS18b] and [RS18] , we have seen that for n = 2 the upper bound on the Carathéodory number is considerably smaller than |A 2,d |, namely 3 4 · |A 2,d | is an upper bound. But Theorems 5.2, 5.4, and 5.6 confirm the apprehensions in [dDS18a] on the Carathéodory numbers and their limits. Note that for X = [0, 1] n the following was proved already in [dDS18a] .
Theorem 5.7 ([dDS18a, Thm. 59]). For R[x 1 , . . . , x n ] ≤2 on X = [0, 1] n we have n + 2 2 − n ≤ C An,2 ≤ n + 2 2 − 1.
Thus for higher dimensions n, even with fixed degree d, it is not possible to give upper bounds C A n,d ≤ c · |A n,d | with c < 1 for all n.
Corollary 5.8. Let X ⊆ R n with non-empty interior and d ∈ N. For ε > 0 there is an N ∈ N such that for every n ≥ N there is a moment sequence s ∈ S A n,d /a moment functional L :
i.e., L is the conic combination of at least (1 − ε) · n+d n point evaluations l xi .
Proof. Choose s resp. L as in Proposition 5.3. This has the desired property.
So even when we work with the probably most well behaved moment problem, i.e., polynomials, the Carathéodory number is cursed by high dimensionalities. In the next section we study the consequences of these new lower bounds and their limits for Hankel matrices and flat extension.
Hankel Matrices and Flat Extension
Recall that for a finite dimensional space A of measurable functions with basis A = {a 1 , . . . , a m } the Hankel matrix H(L) of a linear functional L : A 2 → R is given by H(L) = (L(a i a j )) m i,j=1 , i.e.,
if µ is a (signed) representing measure of L. Hence we have the following.
Lemma 6.1. Let A be a finite dimensional vector space of measurable functions with basis A = {a 1 , . . . , a m }. For L :
The following are equivalent:
Proof. By replacing x α , x β , and x α+β by a i , a j , and a i,j = a i · a j , respectively, with (8) the proof is verbatim the same as in [Sch17, Prop. 17.21].
Note that the previous result holds for signed representing measures. It is very hard to check whether a linear functional L is a moment functional. If X is compact and A 2 contains an e > 0 on X then one has to check the following condition:
. But the set of non-negative functions Pos(A 2 , X ) on X is in general hard to describe. For example deciding, whether a polynomial p ∈ R[x 1 , . . . , x n ] ≤2d is non-negative, is an NP-hard problem (for fixed d ≥ 2 as a function of n), see e.g. [BPT13, p.56]. One approach to overcome this problem is to approximate non-negative polynomials with sums of squares (SOS): Checking whether a given polynomial is a sum of squares is equivalent to deciding whether a certain semidefinite program (SDP) is feasible, see = lim n→∞ (2d − c + 1) · · · (2d) (n + 2d − c + 1) · · · (n + 2d) = 0. This is a contradiction, i.e., c = 0 must hold.
Derivatives of Moments, Moment Sequences and Measures
The following simple and well-known example from the theory of distributions is our motivation in this section. As in the theory of distributions we denote by D(Ω) = C ∞ 0 (Ω, R) the set of all test functions and by D ′ (Ω) the set of all distributions (continuous linear functionals on D(Ω)). Most of our applications and examples will work on Ω = X = R n , n ∈ N.
Example 7.1. Let µ on X = R be given by dµ := χ [a,b] · dλ, where χ [a,b] is the characteristic function of the set [a, b], a < b, and λ is the Lebesgue measure on R.
where we understand ∂ x χ [a,b] in the distributional sense [Gru09] and ∂ x µ = δ a − δ b as defined above.
In Example 7.1 we showed how ∂ x µ evaluated at f ∈ C 1 (R) makes sense. We want to generalize this to moment sequences. This treatment is similar to the theory of distributions [Gru09] but with the main difference that we do not want to restrict ourselves to test functions f ∈ C ∞ 0 (R n , R) but want to extend it e.g. to polynomials. Since ∂ α a i ∈ A we can calculate ∂ α s i directly from L (not necessarily a moment functional). Example 7.4. a) Let A = A n,d on R n , s = (s α ) ∈ S A n,d , and β ∈ N n 0 . We have 
∂ 3 x s = (s 2 , −s 1 , . . . , k 3 · s 2k , −k 3 · s 2k−1 ), ∂ 4 x s = (s 1 , s 2 , . . . , k 4 · s 2k−1 , k 4 · s 2k ), etc. Note that ∂ α and M β in Definition 2.7 "almost" commute.
Remark 7.6. When s resp. L is a moment sequence/functional, then ∂s resp. ∂L (or −∂s resp. −∂L) is in general not a moment sequence. Let s = (1, 1, 1) be the moment sequence of δ 1 with A = {1, x, x 2 }, then ∂s = (0, −1, −2), i.e., (∂L)(1) = L ∂s (1) = 0 but (∂L)(x) = L ∂s (x) = 0.
Lemma 7.7. Let A be a vector space of measurable functions on the measurable space (X , A), 1 ∈ A, α ∈ N n 0 , α = 0, ∂ α A ⊆ A, and L : A → R a linear functional. The following are equivalent:
Proof. While (ii) ⇒ (i) is clear, for (i) ⇒ (ii) let µ be a representing measure of ∂ α L. Then µ(X ) = (∂ α L)(1) = (−1) |α| · L(∂ α 1) = 0, i.e., µ = 0 and therefore ∂ α L = 0.
Remark 7.8. Let A be a vector space of measurable functions on the measurable space (X , A), α ∈ N n 0 , α = 0 such that ∂ α A ⊆ A. The following are equivalent: i) For every linear functional L : A → R there exists a K :
In Example 7.1 we have seen that for the specific measure µ with dµ = χ [a,b] dλ the derivative is ∂ x µ = δ a − δ b , of course in the distributional sense:
Here we make use of the notation µ(f ) for f dµ from the theory of distributions that comes in very handy. Note that we can even choose f ∈ C ∞ (R, R) since supp µ is compact and therefore compactness of supp f can be omitted. For the rest of this section we want to define ∂ α µ for measures µ, especially µ ∈ M A (s), if it exists.
Definition 7.9. Let A be a (finite dimensional) vector space of measurable functions, µ a measure and α ∈ N n 0 . Assume that ∂ α a ∈ A for all a ∈ A and that there exists a ν ∈ D ′ (X ) such that
If ν is a (signed) measure such that all a ∈ A are ν-integrable, then we say the α-th derivative ∂ α µ of µ exists on A and is defined by
The following statement, which connects Definition 7.2 with Definition 7.9, is the crucial observation of this section. It enables us to apply results from the theory of distributions to derivatives of moment functionals.
Theorem 7.10. Let A be a (finite dimensional) vector space of measurable functions on the measurable space (X , A), L : A → R be a moment functional with representing measure µ, and α ∈ N n 0 such that ∂ α a ∈ A for all a ∈ A. If ∂ α µ exists on A, then ∂ α µ is a (signed) representing measure of ∂ α L, i.e., = ν(a)
Remark 7.11. Theorem 7.10 says that we can compute the derivative of a moment functional L on A by taking the derivative of a representing measure µ (if its derivative exists on A). In particular, the result does not depend on the choice of the representing measure.
Example 7.12. Let x ∈ X ⊂ R n , α ∈ N n 0 , A ⊂ C |α| (X , R), and µ = δ x , then ∂ α µ = ∂ α δ x is given by
, for all a ∈ A. Note that δ x is an example of a measure whose derivative is no longer a measure.
Besides the Dirac measures also measures of the form f dλ n are very important, where λ n is the n-dimensional Lebesgue measure and f is a measurable function. ∂ α Λ f = Λ ∂ α f , for all f ∈ L 1 loc (X ). If ∂ α Λ f exists on A, then by Theorem 7.10 we have
The following example will be most important in the reconstruction of polytopes and simple functions from their moments, see Sections 9 and 10.
Example 7.15. Let f : R → R be a continuous and piece-wise linear function with compact support. Let ξ 1 < · · · < ξ k be the points where f is not differentiable.
ξi+1−ξi for i = 1, . . . , k − 1 and c 0 = c k = 0 are the slopes of f . In particular, (Λ f ) ′′ is a signed k-atomic measure.
Example 7.16. Let p i,j ∈ R be points, i = 1, . . . , n and j = 0, 1. We define the n-dimensional hyperrectangle p of p = (p 1,0 , p 1,1 , . . . , p n,0 , p n,1 ) ∈ R 2n by p := [p 1,0 , p 1,1 ] × · · · × [p n,0 , p n,1 ] ⊂ R n . The vertices of p are p J = (p 1,j1 , . . . , p n,jn ) for all J = (j 1 , . . . , j n ) ∈ {0, 1} n . Since p is compact all moments
for α ∈ N n 0 exist. Here we abbreviated the characteristic function χ p of p as χ p . Set 1 := (1, . . . , 1). From the Definitions 7.2 and 7.9 as well as Theorem 7.14 we find that (14) ∂ 1 s with ∂ 1 s α = (−1) n · α 1 · · · α n · s α−1 for 1 ≤ α, 0 else ∀α ∈ N n 0 has the signed representing measure
supported only at the vertices p J of p where |J| = j 1 + · · · + j n .
We will also investigate Gaussian distributions in Section 8.
exist where a ∈ R >0 , b ∈ R, and k > 0. For l ∈ N 0 we find from the Definitions 7.2 and 7.9 as well as Theorem 7.14 that (16) ∂ l s with ∂ l s i = 0 for i = 1, . . . , l − 1,
. has a signed representing measure given by
where H l is the l-th Hermite polynomial:
In the remaining parts we will present a couple of applications of the concepts introduced in this section.
Reconstruction of Gaussian Distributions from Moments
For what follows, we give the following notation. 
has rank two with kernel (1, −ab, a) T · R.
In this case, one has a = s 2 0 s0s2−s 2 1 , b = s1 s0 and c = s 0 · a π . Proof. While (i) ⇒ (ii) is clear, we show (ii) ⇒ (i) by induction on i. Since 0 = s 0 = c · e −a(x−b) 2 dx for c = s 0 · a π and s −1 := 0, we have by (ii), (17), (18) and the induction hypothesis that
for all i = 0, . . . , k − 1,
i.e., s i+1 is the (i + 1)-th moment of c · exp(−a(x − b) 2 ).
Lemma 8.2 is a special case of the following multi-dimensional version. We give a proof here in order to explain how this fits into our context of derivatives of moment functionals introduced in the preceding section.
Theorem 8.3. Let n ∈ N, A = (a 1 , . . . , a n ) = (a i,j ) n i,j=1 ∈ R n×n be a symmetric and positive definite matrix, b ∈ R n , c ∈ R, c = 0, and k ∈ N with k ≥ 2. Set
. For a multi-indexed real sequence s = (s α ) α∈N n 0 :|α|≤k the following are equivalent: i) s is the moment sequence of Λ g , i.e., s α = x α · g(x) dλ n (x) for all α ∈ N n 0 with |α| ≤ k. ii) For i = 1, . . . , n the matrix (∂ i s, s, M e1 s, . . . M en s) k−1 has the 1-dimensional kernel
Proof. For i = 1, . . . , n we have ( * ) 0 = ∂ i g(x) − b, a i · g(x) + a i,1 x 1 · g(x) + · · · + a i,n x n · g(x). ( d, (1, x 1 , . . . , x n ) 2 ) = (d 0 + d 1 x 1 + · · · + d n x n ) 2 dΛ g (x) implies d = 0, i.e., H has full rank n + 1. Therefore (∂ i s, s, M e1 s, . . . , M en s) 1 has rank at least n + 1 since it has H as submatrix. Its kernel can thus be at most one-dimensional.
(ii) ⇒ (i): Let O ∈ R n×n be an orthogonal matrix such that O · A · O T = diag (λ 1 , . . . , λ n ), λ i > 0. The coordinate change on R n given by y = Ox induces a linear transformation on the space of moment sequences. Let t = (t α ) |α|≤k be the moment sequence obtained from s via this transformation. A straight-forward calculation shows that ker(∂ i t, t, M e1 t, . . . , M en t) 1 = ker(∂ i t, t, M e1 t, . . . , M en t) k−1 = (1, −λ ibi , 0, . . . , 0, λ i , 0, . . . , 0) T · R, whereb = Ob. This means that we are in the 1-dimensional setting
The inverse transformation x = O T y together with λ 1 · · · λ n = det(A) gives the n-dimensional assertion.
This result provides the following algorithm to check whether a sequence has a multi-dimensional Gaussian distribution representation and to determine its parameters. -If FALSE: s is not represented by one Gaussian distribution.
Step 2: Check: A = (a i,j ) n i,j=1 is symmetric and positive definite? -If FALSE: s is not represented by one Gaussian distribution.
Step 3: Calculate b = A −1 · (β 1 , . . . , β n ) T and c = √ det(A) π n/2 · s 0 . Out: "s is represented by a Gaussian distribution": TRUE or FALSE. If TRUE:
A, b, c.
The method extends to the study of similar distributions, e.g. for
which implies the following result. We state it only for n = 1.
Theorem 8.5. Let k, d ∈ N with k ≥ 4d − 2 and s = (s 0 , . . . , s k ) be a real sequence with s 0 = 0. The following are equivalent: i) s is the moment sequence of the distribution c · exp −a 2d (x − b) 2d with a, b, c ∈ R, a > 0, c = 0. ii) There are a, b ∈ R with a > 0 such that the matrix
has a one-dimensional kernel spanned by
(1, a 2d−1 0 (−b) 2d−1 , a 2d−1 1 (−b) 2d−2 , . . . , a 2d−1 2d−2 (−b), a 2d−1 2d−1 ) T , and s i is the i-th moment of c · exp −a 2d (x − b) 2d for i = 0, . . . , 2d − 2. In this case c = 2d a 2d · s0 2·Γ(1+ 1 2d ) .
Proof. Similar to the proof of Lemma 8.2 using (20) instead of (18) in the induction. The formula for c follows from R exp(−x 2d ) dx = 2 · Γ(1 + 1 2d ), d ∈ N.
Reconstruction of Polytopes from Moments
The problem of reconstructing a (convex and full-dimensional) polytope P ⊂ R n , i.e., finding all vertices, is an extensively studied question and several algorithms have been proposed, see e.g. [Bal61, MN68, MR80, LR82, MVKW95, GMV99, BGL07, GLPR12, GNPR14, GPSS18, KSS18], and references therein.
Based on derivatives of moments we will present a simple proof of one version of these algorithms which calculates the vertices from finitely many moments
using the Brion-Lawrence-Khovanskii-Pukhlikov-Barvinok (BBaKLP) formulas [Bri88, Law91, Bar91, PK92, Bar92] and the generalized eigenvalue problem (as in Lemma 2.8). The aim is to convince the reader that derivatives of moments are a convenient tool for proving and extending the statement in a concise and conceptual way.
Let us state the BBaKLP formulas. This presentation is taken from [GLPR12] . Let P be a polytope in R n with vertices v 1 , . . . , v k (k ≥ n + 1), then Definition 9.1. Let k, n ∈ N, P be a polytope with vertices v 1 , . . . , v k ∈ R n , r ∈ R n \ {0} a vector (of length 1), a ∈ R, and H r,a := {x ∈ R n | r, x = a} be an affine hyperplane with normal vector r. We define the area function Θ P,r to be the (n − 1)-dimensional volume of P ∩ H r,x Θ P,r : R → R, x → Θ P,r (x) := vol n−1 (P ∩ H r,x ) =
Hr,x χ P (y) dλ n−1 (y)
where λ n−1 is the (n − 1)-dimensional Lebesgue measure on H r,x .
Of course, the area function is integration by parts
The area function Θ P,r is a continuous piecewise polynomial function of degree n if r is not a normal vector of any facet of P . Example 7.15 motivates the following lemma which is the only step where we need the BBaKLP formulas.
Lemma 9.2. Let r ∈ R n be a vector of unit length such thatD vi (r) is non-zero and well-defined, i.e., its numerator and denominator is non-zero. Then
Proof. Set y := x, r . From (21) for j = 0, . . . , n − 1 we have y j · ∂ n Θ P,r (y) dy
and from (22) with j ′ ≥ 0 we have y n+j ′ · ∂ n Θ P,r (y) dy
Here ( * ) and (+) hold since supp Θ P,r is compact. Thus the claim follows since the set of polynomial functions on a compact set K is dense in C ∞ (K).
From this we easily get the following theorem, cf. e.g. [GLPR12, Main Theorem] . Note that we propose to replace Prony's Method/Vandermonde factorization of finite Hankel matrices by the (numerically more stable) generalized eigenvalue problem (as in Lemma 2.8), see [GMV99, p. 1225 ]. For simplicity we assume uniform distribution on P .
Theorem 9.3. Let P ⊂ R n be a polytope with vertices v 1 , . . . , v k , k ≥ n+1, r ∈ R n be such that it is neither a pole nor a zero of anyD vi ( · ), and for j = 0, . . . , 2k−n+1 the s j = s j (r) are the directional moments
Then the projections ξ i := v i , r are the eigenvalues of the generalized eigenvalue problem
Proof. Since s = (s i ) 2k+1 i=0 has the representing measure Λ ΘP,r , the sequence ∂ n s has the at most k-atomic representing (signed) measure ∂ n Λ ΘP,r = k i=1D vi (r) · δ vi ,r by Theorem 7.10 and Lemma 9.2. By Lemma 2.8 the positions ξ i = v i , r are the eigenvalues of the generalized eigenvalue problem (24).
Remark 9.4. Besides the simple proof, the method of derivatives of moments has another advantage. Since Lemma 9.2 holds in the distributional sense, one can obtain a version of Theorem 9.3 involving other, non-polynomial directional momentes like in Example 7.4(b) or (c). However, the generalized eigenvalue problem must then be replaced by a suitable method to determine the atoms δ ξi from ∂ n s.
Remark 9.5. In [GLPR12, Eq. (5)] a "scaled vector of moments" is defined in a similar way as ∂ n s in Example 7.4(a). However, the strength of Theorem 7.10, in particular in combination with Theorem 7.14, has not been used.
Remark 9.6. With n + 1 different directions r the vertices can be reconstructed using the previous theorem and (n + 1)(2k − n) + 1 moments are required. If k is unknown, the previous theorem also determines k if sufficiently many directional moments are given. By linearity of integration and differentiation Theorem 9.3 also detects the vertices v i,j , j = 1, . . . , d i , of full-dimensional polytopes P i ⊂ R n , j = 1, . . . , p, from the moments
if the P i or c i are in general position. We say that a set
. Furthermore, we say that c 1 , . . . , c p are in general position iff
has non-zero mass µ( v i,j , r ) = 0 for r ∈ R n in general position, i.e., coefficients in (28) do not cancel out for vertices v i,j with the same projection v i,j , r .
Theorem 9.7. Let P i ⊂ R n , i = 1, . . . , p, be full-dimensional polytopes with vertices v i,j , j = 1, . . . , d i . Let the vertices v i,j or c 1 , . . . , c p be in (27) in general position. Let d := d 1 + · · · + d p . Then for a direction r ∈ R n in general position the projections ξ i,j := r, v i,j are the eigenvalues of the generalized eigenvalue problem
where s 0 , . . . , s 2d−n+1 are the directional moments (26) of (27).
Proof. By linearity of ∂ n and Lemma 9.2 we have that
is a (signed) representing measure of ∂ n s (Theorem 7.10). Then (∂ n Λ Θ ξ,r )( r, v i,j ) = 0 for all i, j since the v i,j or c i are in general position. Hence the projections r, v i,j are the eigenvalues of (29) by Lemma 2.8.
In the next section the P i 's are hyperractangles and the direction r can be chosen to be the standard unit vectors e i .
Reconstruction of Simple Functions from Moments
In the previous section we reconstructed the vertices of a polytope P by taking derivatives of the area function Θ P,r from Definition 9.1. In the case of simple functions we face the additional problem that we work with linear combinations of several indicator functions:
We will only use characteristic functions of n-dimensional hyperrectangles p and differentiation in direction of the normal vectors of the faces, i.e., the unit vectors e 1 , . . . , e n , see Example 7.16. So for a hyperrectangle p corresponding to p = (p 1,0 , p 1,1 , . . . , p n,0 , p n,1 ) ∈ R 2n defined by we have already seen in (15) that a representing measure of ∂ 1 s, s the moments of χ p = χ p , is (1, . . . , 1) , ∂ 1 = ∂ x1 . . . ∂ xn , p J = (p 1,J1 , . . . , p n,Jn ), and J = (J 1 , . . . , J n ).
The following examples show that even in the simplest case of hyperrectangles the ∂ 1 -derivative method of a linear combination of characteristic functions (30) and the ∂-derivative method for the area function Θ P,r do not always give all vertices. that the ∂ 1 -derivative is
i.e., the vertices of 5 at (1, 1), (1, 2), (2, 2), (2, 1) cancel out with one vertices of each i , i = 1, . . . , 4.
But with the definition of Θ f,r in (25) we find for e 1 = (1, 0) and e 2 = (0, 1) that for f from the previous example the following holds:
. So we get the grid {0, 1, 2, 3} × {0, 1, 2, 3} which contains the vetices of all i , i = 1, . . . , 5. Unfortunately, the following shows that this Θ P,ei -differentiation method also fails in certain cases. With e 1 = (1, 0) and e 2 = (0, 1) we have Θ g,ei = 2 · χ [0,4] ⇒ Θ ′ g,ei = 2 · δ 0 − 2 · δ 4 , i.e., we find only the grid {0, 4} × {0, 4} with the method in Theorem 9.3.
But we have
i.e., we have the grid {0, 1, 3, 4} × {0, 1, 3, 4} which are all vertices. So in Example 10.1 and Example 10.2 only one method (either the ∂ 1 -method or the ∂Θ P,eimethod) gives all vertices (a grid that contains all vertices) but not both methods work at the same time. In the simplest case of one hyperrectangle, see Example 7.16, both methods work. Combining both examples (e.g. shifting one to the right) gives an example where none of the two methods work. But let us complete this list with an example where both methods fail at the same vertices/hyperrectangle. It will also show that even with c i > 0 in (30) both methods can fail simultaneously. Then Θ h,ei = 4 · χ [0,1] ⇒ Θ ′ h,ei = 4 · δ 0 − 4 · δ 4 , i.e., with the ∂Θ P,ei -method in Theorem 9.3 we get only the grid {0, 4} 3 . On the other side the ∂ 1 -method gives by linearity of the differentiation that ∂ 1 h is a linear combination of δ-measures at all vertices of i except the vertices of 9 since each of them cancel out with one vertices of i , i = 1, . . . , 8.
So the examples show that problems appear with either method when in (30) the P i = i share vertices or when H ei,x contains more than one facet from the set of hyperrectangles i . But if we assume that in (30) the P i = i are in general position, i.e., every H ei,x contains at most one facet, or the c i are in general position, then we can reconstruct (30) from moments similar to Theorem 9.7. If we want to approximate a function f by (30), then this is of course no restriction.
Theorem 10.4. Let k, n ∈ N and j ⊂ R n , j = 1, . . . , k, be k hyperrectangles of the form j = [p j,1,0 , p j,1,1 ] × · · · × [p j,n,0 , p j,n,1 ] with p j,i,0 < p j,i,1 ∀i = 1, . . . , n such that each hyperplane H ei,c = {x ∈ R n | x i = c}, i = 1, . . . , n, contains at most one facet of the j 's (the j 's are in general position). Let
and consider the moments
The following holds: i) For each i = 1, . . . , n we have {p 1,i,0 , p 1,i,1 , . . . , p k,i,0 , p k,i,1 } = {ξ i,1 , . . . , ξ i,2k },
i.e., the vertices of the hyperrectangles j are contained in the grid (31) {ξ 1,1 , . . . , ξ 1,2k } × · · · × {ξ n,1 , . . . , ξ n,2k },
where the ξ i,j are the 2k eigenvalues of the generalized eigenvalue problem (32) H(u)y j = ξ i,j H(t)y j with t = (t 0 , t 1 , . . . , t 4k ), u = (t 1 , . . . , t 4k+1 ), t 0 = 0, and t l = −l · s (l−1)ei for l = 1, . . . , 4k + 1. ii) Let r ∈ R n be a vector of length 1 such that each hyperplane H r,x intersects the grid (31) in at most one point. Then for each vertex p j,J = (p j,1,J1 , . . . , p j,n,Jn ) of j for j = 1, . . . , k and J = (J 1 , . . . , J n ) ∈ {0, 1} n we have {p j,J } = {ξ 1,1 , . . . , ξ 1,2k } × · · · × {ξ n,1 , . . . , ξ n,2k } ∩ H r,ρj,J where the k · 2 n pairwise different points ρ j,J ∈ R are the eigenvalues of the generalized eigenvalue problem with v = (v 0 , . . . , v k·2 n+1 ), w = (v 1 , . . . , v k·2 n+1 +1 ), v 0 = · · · = v n−1 = 0 and v l = (−1) n · r 1 · · · r n · l! (l − n − 1)! R n (r 1 x 1 + · · · + r n x n ) l−n · f (x) dλ n (x) = (−1) n · l! (l − n − 1)! α:|α|=l−n l − n α · r α+1 · s α for all l = n, . . . , k · 2 n+1 + 1.
iii) With v as in (ii) we have c j = (−1) |J| · g j,J (ξ j,J ) −1 · L v (g j,J ), for all (j, J) ∈ {1, . . . , n} × {0, 1} n with g j,J (y) := j ′ ,J ′ ∈{1,...,n}×{0,1} n :(j ′ ,J ′ ) =(j,J) (y − ξ j ′ ,J ′ ).
Proof. (i): From integration by parts (Fubini) we find
i.e., since the hyperplanes H ei,x contain at most one face from set of hyperrectangles j the moment sequence s = (s lei ) 4k+1 l=0 has the representing measure Λ Θ f,e i with
and the ξ i,1 , . . . , ξ i,2k are the coordinates p 1,i,0 , p 1,i,1 , . . . , p k,i,0 , p k,i,1 . Since this holds for all i = 1, . . . , n, the vertices of all j are contained in (31). By Definitions 7.2 and 7.9 and Theorem 7.14 we have that ∂s = (−l · s (l−1)ei ) 4k+1 l=0 has the representing measure
Then by Lemma 2.8 the ξ i,j 's are the eigenvalues of (32).
(ii): With ∂ 1 r, x l = r 1 · · · r n · l! (l − n − 1)! · r, x l−n and Λ ∂ 1 f = k j=1 J∈{0,1} c j · (−1) |J| · δ pj,J we find from v l = (−1) n · r 1 · · · r n · l! (l − n − 1)! R n (r 1 x 1 + · · · + r n x n ) l−n · f (x) dλ n (x) = (−1) n · c j ′ · (−1) |J ′ | · g(ξ j ′ ,J ′ ) = (−1) |J| · c j · g j,J (ξ j,J ).
Compared to Theorem 9.3 we no longer have the disadvantage, that we need to chose n random directions r i which are not normal vectors of any face of the polytope. We can chose the directions as e 1 , . . . , e n and in step (ii) the direction r can be chosen based on the grid from step (i). In step (i) we need to solve n generalized eigenvalue problems (32) of size (2k + 1) × (2k + 1) (constructed from 4k + 1 moments since) despite that we have k · 2 n vertices. The choice of e i is essential so that H ei,x ranges over the faces of each j and therefore covers 2 n−1 vertices of the same square at once. Only in step (ii) where we cut the vertices p j,J out of the grid (31) we need to go to degree 2·k·2 n = k·2 n+1 (k·2 n+1 +1−n moments since v 0 = · · · = v n−1 = 0) and have to solve a generalized eigenvalue problem of size (k · 2 n + 1) × (k · 2 n + 1). In summary, Theorem 10.4 and Algorithm 10.5 require n · (4k + 1) − (n − 1) + k · 2 n+1 − n + 1 = k · 2 n+1 + 4kn − n + 2 moments.
So in applications with n = 3 we need to solve 3 generalized eigenvalue problems of size (2k + 1) × (2k + 1) from 4k + 1 moments each and one generalized eigenvalue problem of size (8k + 1) × (8k + 1). So even for larger numbers k of characteristic function χ i in (30) the computational costs are small.
Note that the hyperrectangles no longer need to be in general position if the coefficients c i are in general position, i.e., for every ε > 0 there arec i ∈ (c i −ε, c i +ε) such that Theorem 10.4 and Algorithm 10.5 reconstructf = k i=1c i · χ i from its moments similar to Theorem 9.7.
It shall also be noted that in Theorem 10.4(iii) g j,J is the product of (y − ξ j ′ ,J ′ ) and not (y − ξ j ′ ,J ′ ) 2 . (y − ξ j ′ ,J ′ ) 2 would give the same result but with higher computational costs. It is sufficient that all but one atom lie in the zero set of g j,J . The condition g j,J ≥ 0 used in the moment theory (positive measures) is here obsolete since we work with signed atomic measures anyway.
We find the following algorithm to determine (30) from its moments.
Algorithm 10.5. Input: n ∈ N the dimension of R n ; s = (s α ) |α|≤k·2 n+1 +1−n the moments of f ; (k ∈ N the number of hyperrectangles j in f ).
Step 1: For i = 1, . . . , n calculate: a) Set t 0 = 0 and t l = −l · s (l−1)ei for l = 1, . . . , 4k + 1. b) Set t = (t 0 , . . . , t 4k ) and u = (t 1 , . . . , t 4k+1 ). c) Calculate the eigenvalues ξ i,j (j = 1, . . . , 2k) of H(t)y j = ξ i,j H(u)y j .
Step 2: a) Find r ∈ R n \ {0} such that every hyperplane H r,x intersects the grid {ξ 1,1 , . . . , ξ 1,2k }×· · ·×{ξ n,1 , . . . , ξ n,2k } from step 1 in at most one point. b) Set v 0 = · · · = v n−1 = 0. Calculate v l = (−1) n · r 1 · · · r n · l! (l − n − 1)! R n (r 1 x 1 + · · · + r n x n ) l−n · f (x) dλ n (x) or set v l = (−1) n · l! (l − n − 1)! α:|α|=l−n l − n α · r α+1 · s α for all l = n, . . . , k · 2 n+1 + 1. c) Set v = (v 0 , . . . , v k·2 n+1 ) and w = (v 1 , . . . , v k·2 n+1 +1 ). d) Calculate the eigenvalues ρ i (i = 1, . . . , k · 2 n ) of H(w)z i = ρ i H(v)z i .
Step 3: Calculate v i = {ξ 1,1 , . . . , ξ 1,2k } × · · · × {ξ n,1 , . . . , ξ n,2k } ∩ H r,ρi .
Step 4: Group the v i 's into k sets of 2 n vertices p j,J of the same hyperrectangle j .
Step 5: Calculate c j = g j,0 (ξ j,0 ) −1 · L v (g j,0 ) for j = 1, . . . , k.
Out: Squares j = [p j,1,0 , p j,1,1 ] × · · · × [p j,n,0 , p j,n,1 ] and coefficients c j .
For step 4, assigning the vertices v i to the squares j , the important property should be used that if two vertices v i and v j have a common coordinate, then they belong to the same face of a polytope since the P i are in general position.
Theorem 10.4 and Algorithm 10.5 are proven only with restrictions on the hyperrectangles j . However, it also applies to more general sets as the following example shows, compare with Theorem 9.7.
Example 10.6. Let P = [0, 1] × [0, 3] ∪ [1, 2] × [0, 1] ∪ [1, 2] × [2, 3] be a ⊏-shaped set. Then step 1 of Algorithm 10.5 finds the grid {0, 1, 2} × {0, 1, 2, 3} and step 2, e.g. with r = 1 √ 5 (1, 2) T , gives all vertices {(0, 0), (0, 2), (1, 1), (2, 1), (2, 1), (2, 2), (0, 3), (2, 3)}. So Algorithm 10.5 can also detect (all) vertices in more complicated shapes. But we can not ensure this. Efficiency in higher dimensions still remains because several small generalized eigenvalue systems are solved.
Note that in Theorems 9.3 and 9.7 we use the n-th derivatives ∂ n Θ P,r since the area function Θ P,r is continuous and piece-wise polynomial and the BBaKLP fomulas (Lemma 9.2) hold. In Theorem 10.4 and Algorithm 10.5 we use the first derivative ∂Θ P,ei in (i) and step 1. Also in (ii) and step 2 we use the ∂ 1 -derivative. To build algorithms which reconstruct more complicated shapes from moments, n-th and the ∂ 1 -derivatives (and maybe others depending on the shape) should be used simultaneously. This is an open problem but the theory of derivatives of moment sequences introduced in this paper paves the way for a deeper understanding of such new methods.
