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Abstract
Background: Test case (TC) selection is considered a hard problem, due to the high number of possible
combinations to consider. Search-based optimization strategies arise as a promising way to treat this problem, as they
explore the space of possible solutions (subsets of TCs), seeking the solution that best satisfies the given test
adequacy criterion. The TC subsets are evaluated by an objective function, which must be optimized. In particular, we
focus onmulti-objective optimization (MOO) search-based strategies, which are able to properly treat TC selection
problems with more than one test adequacy criterion.
Methods: In this paper, we proposed two MOO algorithms (BMOPSO-CDR and BMOPSO-CDRHS) and present
experimental results comparing both with two baseline algorithms: NSGA-II and MBHS. The experiments covered
both structural and functional testing scenarios.
Results: The results show better performance of the BMOPSO-CDRHS algorithm for almost of all experiments.
Furthermore, the performance of the algorithms was not impacted by the type of testing being used.
Conclusions: The hybridization indeed improved the performance of the MOO PSO used as baseline and the
proposed hybrid algorithm demonstrated to be competitive compared with other MOO algorithms.
Keywords: Multi-objective test case selection; Software testing; Particle swarm optimization; Harmony search;
Multi-objective optimization
Background
This work addresses a currently very relevant issue in our
industrialized society: the quality of the software embed-
ded in products being offered to customers, ranging from
a simple cell phone or a microwave oven to cars. Clearly,
in competitive markets, companies which develop poor-
quality products may quickly lose their customers. Yet,
there are several situations in which software failure may
cost lives, such as in the aircraft industry. Hence, software
companies and organizations which embed software-
controlled elements in their products must undergo every
effort to drastically reduce and preferably eliminate any
defects [1].
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In order to increase the quality of products, companies
perform software testing activities, aiming to detect faults
in the software through its execution [2]. The related lit-
erature presents two main approaches for software (SW)
testing: structural (white box) and functional (black box)
testing. Structural testing investigates the behavior of the
software through directly accessing its code. Functional
testing, in turn, investigates whether the software func-
tionalities of the final product are responding/behaving as
expected without using knowledge about the code [3].
In both approaches, the testing process relies on the
(manual or automatic) generation and execution of one or
more test suites (TSs). Each TS consists of a set of (related)
test cases and has a different goal. A test case (TC), in turn,
consists of “a set of inputs, execution conditions, and a set
pass/fail conditions” [3].
The testing process usually deploys some SWmetrics to
help determining the state of the SW or the adequacy of
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the testing itself. Each testing approach deploys different
metrics (quantitative measures) to evaluate the quality of
a test suite (or of the testing process as a whole) [4].
For structural testing, the most commonly used met-
ric is code coverage, which reveals the amount of source
code that is exercised by a particular test suite. Examples
of code coveragemetrics are statement, branch, condition,
path, and function coverage. It is possible to deploy more
than one coverage criteria to measure the percentage of
code executed by the test suite.
Within the functional approach, the metrics vary
according to the adopted testing method (e.g.,
specification-based testing, use case testing, model-based
testing, among others) [1]. In the functional specification-
based testing, test cases are created based on the SW
requirements and (formal) specifications. This metric is
known as requirement coverage. Similarly, for use case
testing, the used metric is use case coverage.
As already mentioned, the above cited metrics can be
used to evaluate the adequacy of a test suite to exercise
a particular SW, with respect to the chosen coverage cri-
terion. As such, they are usually named as test adequacy
criteria or even more precisely coverage-based test ade-
quacy criterion [5]. A test suite is considered adequate to
exercise a given SW when it provides the desired cover-
age of the chosen test adequacy criterion. In fact, we seek
TSs which fully satisfy the adequacy criterion, with the
idea that they would assure a satisfactory level of fault
detection.1
It is worth mentioning that the same test suite may be
considered adequate to test a SW regarding a particular
criterion and not adequate to test the same SW under a
different criterion. For instance, consider a white box test-
ing scenario which uses statement coverage as adequacy
criterion. In this case, an adequate TS would be expected
to exercise 100 % of the code statements at least once.
However, if the adopted metric is path coverage, an ade-
quate TS would be expected to exercise all possible paths
in the SW at least once.
Note that, in real testing sets, it is not always possible
(due to any testing environment constraints) to test 100 %
of the code. In such cases, testers tend to establish less
ambitious adequacy criteria, such as testing 90 or 80 % of
the code.
Now looking at the testing process as a whole, we note
that some of its activities may be very time consuming
when manually performed. First of all, the manual cre-
ation of test cases can be very complex, due to the number
of TC combinations to be considered. Yet, in order to pro-
vide test suites which fully attend the adopted adequacy
criterion, testers usually produce very large TSs, which
also impacts on the time needed to fully execute them.
Finally, the results obtained with the execution of each TC
must be analyzed.
Clearly, this is an expensive and time-consuming pro-
cess, whichmay reach about 40 % of total costs involved in
software development [6]. As such, automation emerges
as the key solution for improving the efficiency and effec-
tiveness of the testing process, as well as to reduce its
costs.
We can cite here strategies and tools for the automatic
generation of test suite from some given software speci-
fication (e.g., Autolink [7], TaRGeT [8], and LTSBT [9]).
Although they speed up the test generation process, these
tools/strategies tend to generate very large TSs (regard-
less the adopted TC generation approach), in order to
fully satisfy the adopted test adequacy criterion. However,
as mentioned above, the execution of large TSs is a very
expensive task, demanding a great deal of the company’s
available resources (time and execution team) [10].
Fortunately, it is possible to identify in large TSs redun-
dant TCs concerning a requirement or piece of code (i.e.,
two or more TCs covering the same requirement or piece
of code). Thus, we can envision ways to reduce the TSs in
order to fit the available resources without seriously com-
promising the coverage of the adequacy criterion and thus
the quality of the testing process.
The task of reducing a test suite based on a selection cri-
terion is known as test case selection. Given an input TS,
TC selection aims to find a relevant TC subset regard-
ing the adopted test adequacy criterion, such that the test
cases that do not improve the reduced TS coverage can be
eliminated. Clearly, the selection criterion relies upon the
coverage of the adopted adequacy criterion.
Test case selection
TC selection can be manually or automatically performed.
Nevertheless, manual selection is very time consuming,
as a huge number of TC combinations must be consid-
ered when searching for an adequate TC subset. Besides, it
depends upon a human expert’s previous knowledge (the
test engineer). As such, it does not always preserve the
coverage of the test adequacy criterion [11].
Thus, we investigate here strategies to automate this
task. We can identify in the related literature several
techniques/strategies for automatic TC selection. On one
side, we count on deterministic approaches, among which
we cite: data flow analysis [12], symbolic execution [13],
dynamic partitioning [14], control flow graphs [15], tex-
tual differences in the code [16], model-based testing [17],
and TC selection based on a similarity functions [11].
The main problem with these approaches is that they may
be inappropriate when dealing with large TSs, since the
computational cost may be prohibitive [18, 19].
In this light, we turn our attention to search-based
strategies, which according to [20] is a more promising
way to treat the TC selection problem. These techniques
explore the space of possible solutions (subsets of TCs),
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seeking the solution (reduced TS) that best attends the
given test adequacy criterion.
Unlike the deterministic strategies, these search-based
techniques are able to deal with large TSs at a feasible cost,
delivering very good TC subsets regarding test adequacy
criterion coverage. We will detail this approach in what
follows, since the present work developed search-based
solutions for the TC selection problem.
Search-based test case selection
When analyzing the available search-based strategies, we
initially disregard random search since, when dealing with
large and complex search spaces, random choices sel-
dom deliver a good TC subset regarding the adopted test
adequacy criterion.
On the other extreme, we have the exhaustive (brute-
force) search strategies, aiming to determine the best
reduced TS by enumerating all possible solutions. How-
ever, they may be unfeasible for large TSs, due to the high
computational cost to evaluate all possible TC combina-
tions [19].
We then focus our attention on more sophisticated
optimization techniques [21], such as simulated anneal-
ing, genetic algorithms, and particle swarm optimization
(PSO). These techniques deal with problems in which
there is usually a large set of possible solutions (i.e., a large
search space). The quality of a solution in a search space
is evaluated by an application-specific objective function,
which has to be optimized. Optimization techniques aim
to find, in a reasonable time, good solutions in terms of
the objective function.
In our context, solutions in the search space are TC
subsets. The objective function to be optimized measures
the coverage of adopted test adequacy criterion offered
by each solution. The optimization technique iteratively
explores the search space of TC subsets, looking for a
solution with highest coverage of the given test adequacy
criterion [22, 23].
Note that when the TC selection problem involves
more than one test adequacy criterion, the search strat-
egy should deploy one objective function to each different
adequacy criterion. These cases are properly treated by
multi-objective optimization techniques.2
It is worthmentioning here the test environments which
must deal with restrictions, such as the available time to
execute the TS (see [20]). In such cases, the above cited
techniques can also be successfully deployed; however
they may reflect the search restriction in some way. Our
previous work using PSO falls within this case [23, 24].
In those works, we formulated the TC selection problem
as a constrained optimization task in which the objec-
tive function to be optimized concerns the functional
requirements coverage, and the execution effort is used as
a constraint in the search process.
Multi-objective optimization TC selection
So far, few works have investigated the use of multiple
selection criteria. Some approaches to this problem com-
bine the existing selection criteria into a unique objective
function using weights or some other heuristics [25–27].
The main drawbacks of these works are the following:
(1) they demand a human expert or previous knowledge
in order to set a priori appropriate weights to the multiple
criteria or to create heuristics to combine them; and (2)
they do not offer to the tester a set of (optional) solutions
in terms of the search objective functions, so that tester
would have the flexibility to choose the solution that best
fits the current testing context.
Considering the above scenario, recent studies have
investigated the use of multi-objective optimization
(MOO) strategies by mapping each existing selection cri-
terion into a different search objective function.
These works use concepts of Pareto optimization [21],
returning to the tester a set of solutions which are non-
dominated considering the objective functions. This way,
the tester/final user is able to verify the relations among
the varied objectives and choose the solution that best
fits the available resources for test execution. Examples
of works within this approach are [28–36], which in its
majority adopted evolutionary techniques.
Overview of the developed work
Following this new and promising trend, our current
work proposed two MOO algorithms for multi-objective
TC selection: (1) the Binary Multi-Objective Particle
Swarm Optimization with Crowding Distance and Roul-
lete Wheel (BMOPSO-CDR) and (2) a hybrid version
(BMOPSO-CDRHS) which combines the BMOPSO-CDR
with the Harmony Search (HS) algorithm. Each algorithm
provides to the user a set of solutions (test suites) with
different combinations of the objective’s values. The user
may then choose the solution that best fits the available
resources. It is important to highlight that, although the
focus of our research is the TC selection problem, the pro-
posed algorithms can also be applied to MOO in other
contexts.
The motivation of our work is twofold. First, we aimed
to investigate the use of multi-objective PSO and HS tech-
niques to the problem of TC selection, which has not
been deeply investigated yet. The HS algorithm [37] has
drawn more attention from search-based community due
to its excellent characteristics such as easy implementa-
tion and good optimization ability. But, to the best of
our knowledge, only our previous work [38] investigated
the HS algorithm in the context of TC selection. Sec-
ond, we aimed to investigate the use of hybrid techniques
in our problem. Hybrid optimization techniques have
achieved very good results but in different applications.
We expected to achieve good results in the TC selection
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problem as well, by combining two competitive optimiza-
tion approaches. Therefore, this is a promising study area
that we will explore further.
In [38], we presented the preliminary experiments
which evaluated the proposed algorithms. In the cur-
rent work, we provide a more detailed description of the
algorithms as well as a deeper experimental analysis. In
order to consider a more diverse set of experiments, we
addressed both structural and functional testing, differ-
ent from [38] which addressed only structural testing. For
structural testing, the experiments were performed here
using five programs (flex, grep, gzip, sed, and space) from
the Software-artifact Infrastructure Repository (SIR) pro-
grams [39]. For functional testing, in turn, two suites from
the context of a Motorola mobile device were adopted.
The proposed algorithms optimized two objectives simul-
taneously: maximize branch coverage (structural testing)
or functional requirement coverage (functional testing)
while minimizing execution cost (time). We point out that
it is not the purpose of this work to discuss which objec-
tives are more important for the TC selection problem.
Branch coverage and functional requirement coverage are
likely good candidates for assessing the quality of a TS,
and execution time is one realistic measure of cost.
In the experiments, we initially investigated the influ-
ence of the HS parameters on the performance of the
proposed algorithms. Following, the proposed algorithms
were compared to two baselines: (1) the Non-dominated
Sorting Genetic Algorithm (NSGA-II) [40]; (2) the Multi-
Objective Binary Harmony Search Algorithm (MBHS)
[41]. The proposed hybrid algorithm achieved a statis-
tically significant gain in performance compared to the
baselines.
The following section (“Methods”) will introduce
a formalization of the problem being tackled here.
The proposed algorithms will be described in detail.
The subsequent section (“Results and discussion”) will
present the experiments performed to evaluate the
proposed algorithms, discussing the obtained results.
Finally, we have the conclusions and future directions of
research.
Methods
In the current work, we proposed new MOO algorithms
for the problem of TC selection with multiple criteria. An
MOO problem considers a set of k objective functions
f1(x), f2(x), . . . , fk(x) where x is an individual solution for
the problem being solved. The output of an MOO algo-
rithm is usually a population of non-dominated solutions
considering the objective functions. Formally, let x and
x′ be two different solutions. We say that x dominates x′
(denoted by x ≺ x′) if x is better than x′ for at least
one objective function and x is not worse than x′ for any
objective function. x is said to be not dominated if there is
no other solution xi in the current population, such that
xi ≺ x. The set of non-dominated solutions in the objec-
tive space returned by an MOO algorithm is known as
Pareto frontier [21].
As said, we proposed to solve the problem of TC selec-
tion with multiple criteria by the hybridization of PSO
and HS techniques. The PSO algorithm is a population-
based search approach, inspired by the behavior of birds’
flocks [42] and has shown to be a simple and efficient
algorithm compared to other search techniques, includ-
ing for instance the widespread genetic algorithms [43].
The basic PSO algorithm starts its search process with a
random population (also called swarm) of particles. Each
particle represents a candidate solution for the problem
being solved and it has four main attributes:
1. the position (t) in the search space (each position
represents an individual solution for the optimization
problem);
2. the current velocity (v), indicating a direction of
movement in the search space;
3. the best position (tˆ) found by the particle (the
memory of the particle);
4. the best position (gˆ) found by the particle’s
neighborhood (the social guide of the particle).
For a number of iterations, the particles fly through
the search space, being influenced by their own experi-
ence tˆ and by the experience of their neighbors gˆ. Par-
ticles change position and velocity continuously, aiming
to reach better positions and to improve the considered
objective functions.
Problem formulation
In this work, the particle’s positions were defined as
binary vectors representing candidate subsets of TCs to
be applied in the software testing process. Let T =
{T1, . . . ,Tn} be a test suite with n test cases. A particle’s
position is defined as t = (t1, . . . , tn), in which tj ∈ {0, 1}
indicates the presence (1) or absence (0) of the test case Tj
within the subset of selected TCs.
As said, two objective functions were adopted: cover-
age (branch or functional requirements) and execution
cost. The coverage (function to be maximized) consists
of the ratio (in percentage) between the amount of code
branches or functional requirements covered by a solu-
tion t in comparison to the amount of covered by T.
Formally, let C = {C1, . . . ,Ck} be a given set of k
branches/functional requirements covered by the original
suite T. Let F(Tj) be a function that returns the subset
of branches/functional requirements in C covered by the
individual test case Tj. The coverage of a solution t is
given by:
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tj=1{F(Tj)} is the union of branches/ func-
tional requirement subsets covered by the selected test
cases (i.e., Tj for which tj = 1).
The execution cost (function to be minimized) repre-
sents the amount of time required to execute the selected
suite. Formally, each test case Tj ∈ T has a cost score cj.





Finally, the proposed algorithms are used to deliver a
good Pareto frontier regarding the objective functions
C_Coverage and Cost.
The BMOPSO-CDR algorithm
The BMOPSO-CDR was firstly presented in [44]. It uses
an External Archive (EA) to store the non-dominated
solutions found by the particles during the search process.
See [44] for more details of BMOPSO-CDR algorithm.
The following summarizes the BMOPSO-CDR:
1. Randomly initialize the swarm, evaluate each particle
according to the considered objective functions, and
then store in the EA the particles’ positions that are
non-dominated solutions;
2. WHILE stop criterion is not verified DO
(a) Compute the velocity v of each particle as:
v ← ωv + C1r1(tˆ − t) + C2r2(gˆ − t) (3)
where ω represents the inertia factor; r1 and
r2 are random values in the interval [0,1]; C1
and C2 are constants. The social guide (gˆ) is
defined as one of the non-dominated
solutions stored in the current EA and it is
selected by using the Roulette Wheel.
(b) Compute the new position t of each particle
for each dimension tj as:
tj =
{
1, if r3 ≤ sig(vj)
0, otherwise (4)
where r3 is a random number sampled in the
interval [0,1] and sig(vj) is defined as:
sig(vj) = 11 + e−vj (5)
(c) Use the mutation operator as proposed by
[45];
(d) Evaluate each particle of the swarm and
update the solutions stored in the EA;
(e) Update the particle’s memory tˆ;
3. ENDWHILE and return the current EA as the
Pareto frontier.
The BCMOPSO-CDRHS algorithm
The Harmony Search algorithm (see [37]) is inspired by
the musical process of searching for a perfect harmony.
It imitates the musician seeking to find pleasing har-
mony determined by an aesthetic standard, just as the
optimization process seeks to find a global optimal solu-
tion determined by an objective function [46]. The har-
monies in music are analogous to the points in a search
space, and the musician’s improvisations are analogous to
search operators in optimization techniques [47]. HS has
been successfully applied to several discrete optimization
problems [41, 46, 47].
The HS algorithm starts by creating random harmonies
(solutions) and storing them into a set called harmony
memory (HM). The HM is used, during all the optimiza-
tion process, to store the best harmonies found by the
algorithm. After the initialization of the HM, the improvi-
sation begins and it is controlled by three operators3:
1. Harmony memory considering operator (HMCO): it
creates a new harmony from a current one by
exchanging components (dimensions) from the other
HMmembers. The HMCO is adopted with a
probability defined by the parameter harmony
memory considering rate (HMCR). This operator
controls the balance between the exploration and
exploitation when performing the improvisation;
2. Random selection operator (RSO): it randomly
changes a component of a harmony to generate a
new one. It is also controlled by the HMCR, in such a
way that the probability of randomly changing a
harmony component is 1 - HMCR;
3. Pitch adjustment operator (PAO): controls when a
harmony will suffer a pitch adjustment (analogous to
a local search mechanism) after HMCO. The PAO is
always performed after HMCO with a probability
defined by the pitch adjustment rate (PAR).
At the end of the improvisation, if the new harmony
obtained after applying the operators is better than the
worst harmony in the HM, it will be stored into the HM
and the worst harmony is removed. This process contin-
ues until a stop criterion is reached. As an alternative to
the sequential update of the HM, one could also apply
the parallel update strategy (see [46] for more details). In
this strategy, a number of NGC new harmonies are gener-
ated before updating the HM. The sequential strategy is a
special case (i.e., when NGC = 1).
In order to create the hybrid BCMOPSO-CDRHS, we
adapted the Discrete Harmony Search algorithm from
[46]. In our work, the HM corresponds to the EA (each
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particle is treated as a harmony) and, hence there is
no need to initialize the HM. The HS operators will be
applied to the particles produced in the end of each PSO
iteration, i.e., we introduced the HS improvisation process
after the step (e) of the main loop (2) of BMOPSO-CDR.
For each PSO particle, we create NGC new solutions t by
applying the improvisation operator as follows:
1. For each dimension of a harmony DO
tj =
{




1, if r2 ≤ 0.5
0, otherwise (7)
where tj is j th component to update in the harmony;
r1 and r2 are random values in the interval [0,1]; and
tkj is the j th component of a harmony tk randomly
chosen from the HM;
(a) If the element of the new harmony came from
HM (i.e., if r1 ≤ HMCR) then
tj =
{
Gj, if r3 ≤ PAR
tj, otherwise
(8)
where r3 is a random value in the interval
[0,1]; Gj is the j th element of the best solution
stored in HM.
Since we deal with multiple objective
functions, there is no best single solution in
the HM. Hence, we used the Roulette Wheel
with Crowding Distance4 (from BMOPSO-
CDR) in order to select G that will be the
same used for all new candidate harmonies.
2. Update the HM (EA) by adding the non-dominated
created harmonies and by removing the dominated
solutions from HM. The improvisation process is
repeated for 205 iterations.
Results and discussion
This section presents the experiments performed in order
to evaluate the search algorithms implemented in this
work. In addition to the aforementioned algorithms, we
also implemented the well-known NSGA-II algorithm
[40], and the only (to the best of our knowledge) pro-
posed Multi-Objective Binary Harmony Search (MBHS)
algorithm [41]. These algorithms were implemented in
order to compare whether our proposed algorithms are
competitive as multi-objective optimization techniques.
As said, the developed methods were evaluated in two
different scenarios: for structural testing and for func-
tional testing, which will be described as follows.
Structural testing
For the structural testing scenario the experiments were
performed using five programs (flex, grep, gzip, sed,
space) from the Software-Artifact Infrastructure Reposi-
tory (SIR) [39], which are commonly adopted as bench-
marks for experiments. Flex, grep, gzip, and sed are unix
utilities obtained from the Gnu site. The space program,
from the European Space Agency, is an interpreter for
an array definition language (ADL). The space program
has several test suites, hence we choose one of the suites
with most code coverage. For the other SIR programs,
we choose the largest available suite. Details about these
programs can be observed on Table 1.
Since there is no cost information for these suites, we
estimated the execution cost of each TC by using the
Valgrind profiling tool [48], as proposed in [30]. TC exe-
cution time is hard to measure accurately since it involves
many external parameters that can affect the execution
time, such as a different hardware, application software,
and operating system. In order to circumvent these issues,
we used Valgrind, which executes the program binary
code in an emulated, virtual CPU [30]. The computa-
tional cost of each test case was measured by counting
the number of virtual instruction codes executed by the
emulated environment. These counts allow to argue that
they are directly proportional to the cost of the TC execu-
tion. Additionally, for the same reasons, we computed the
branch coverage information by using the profiling tool
gcov from the GNU compiler gcc (also proposed in [30]).
Functional testing
For the functional testing scenario, we used two test suites
(integration and regression) from the context of mobile
devices6. For the functional testing selection, we selected
two test suites related to mobile devices: an integration
suite (IS), which is focused on testing whether the various
features of a mobile device can work together, i.e., whether
the integration of the features behaves as expected; and a
regression suite (RS), which is aimed at testing whether
updates to a specific main feature (e.g., the message fea-
ture) have not introduced faults into the already developed
(and previously tested) feature functionalities. Both suites
have 80 TCs, each one representing a functional testing
scenario. Contrarily to the structural suites, where each
Table 1 Details about the SIR programs
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Table 2 Mean value and standard deviation of NGC - BMOPSO-CDRHS
NGC 1 10 15 20 30
Flex HV 0.836 0.846 0.848 0.848 0.848
(0.004) (0.004) (0.004) (0.003) (0.004)
GD 0.003 0.002 0.002 0.001 0.001
(4.6E-4) (4.2E-4) (5.3E-4) (4.8E-4) (3.8E-4)
IGD 0.003 0.002 0.001 0.001 0.001
(5.3E-4) (3.7E-4) (3.8E-4) (3.0E-4) (3.3E-4)
C 1.0 0.998 0.996 0.996 0.996
(0.0) (0.006) (0.012) (0.046) (0.018)
Grep HV 0.772 0.782 0.782 0.785 0.786
(0.005) (0.006) (0.004) (0.004) (0.004)
GD 0.002 0.001 0.001 0.001 0.001
(4.2E-4) (3.0E-4) (3.6E-4) (2.6E-4) (3.2E-4)
IGD 0.002 0.001 0.001 0.001 0.001
(3.6E-4) (4.3E-4) (4.9E-4) (3.3E-4) (3.7E-4)
C 1.0 0.999 0.999 0.996 0.991
(0.0) (0.005) (0.004) (0.010) (0.024)
Gzip HV 0.953 0.961 0.963 0.961 0.963
(0.003) (0.003) (0.003) (0.003) (0.004)
GD 0.004 0.002 0.002 0.002 0.002
(6.6E-4) (7.4E-4) (6.3E-4) (8.1E-4) (0.001)
IGD 0.004 0.003 0.002 0.003 0.002
(7.2E-4) (8.6E-4) (8.4E-4) (0.001) (0.001)
C 1.0 0.994 0.986 0.995 0.996
(0.0) (0.018) (0.035) (0.022) (0.013)
Sed HV 0.847 0.862 0.861 0.863 0.864
(0.004) (0.006) (0.004) (0.005) (0.004)
GD 0.004 0.003 0.003 0.002 0.002
(0.001) (0.001) (0.002) (0.001) (0.001)
IGD 0.005 0.002 0.003 0.003 0.002
(6.6E-4) (7.7E-4) (6.5E-4) (7.6E-4) (5.9E-4)
C 1.0 1.0 1.0 0.988 0.998
(0.0) (0.0) (0.0) (0.043) (0.009)
Space HV 0.938 0.949 0.949 0.949 0.949
(0.004) (0.004) (0.003) (0.002) (0.003)
GD 0.002 0.001 0.001 9.2E-4 9.1E-4
(2.2E-4) (2.8E-4) (3.2E-4) (1.5E-4) (1.8E-4)
IGD 0.002 0.001 0.001 0.001 0.001
(8.8E-4) (7.8E-4) (7.2E-4) (9.2E-4) (7.7E-4)
C 1.0 0.994 0.991 0.989 0.996
(0.0) (0.010) (0.012) (0.019) (0.007)
IS HV 0.714 0.719 0.719 0.719 0.719
(0.001) (7.0E-4) (6.4E-4) (5.8E-4) (7.1E-4)
GD 2.6E-4 1.5E-4 1.5E-4 1.4E-4 1.5E-4
(2.4E-5) (1.4E-5) (1.5E-5) (1.1E-5) (1.3E-5)
IGD 6.1E-4 3.1E-4 3.0E-4 2.8E-4 2.7E-4
(2.3E-4) (1.0E-4) (1.1E-4) (8.2E-5) (9.0E-5)
C 0.979 0.857 0.870 0.849 0.854
(0.012) (0.040) (0.036) (0.049) (0.047)
RS HV 0.910 0.912 0.912 0.912 0.912
(0.001) (3.7E-4) (4.1E-4) (4.2E-4) (3.4E-4)
GD 2.9E-4 1.8E-4 1.5E-4 1.8E-4 1.4E-4
(5.8E-5) (3.7E-5) (4.5E-5) (4.8E-5) (4.6E-5)
IGD 0.001 4.1E-4 3.8E-4 3.3E-4 3.8E-4
(7.8E-4) (2.2E-4) (2.7E-4) (1.2E-4) (2.8E-4)
C 0.781 0.493 0.417 0.450 0.439
(0.099) (0.086) (0.098) (0.072) (0.081)
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Table 3 Mean value and standard deviation of NGC - MBHS
NGC 1 10 15 20 30
Flex HV 0.833 0.832 0.833 0.832 0.833
(0.003) (0.003) (0.003) (0.002) (0.002)
GD 0.001 0.001 0.001 0.001 0.001
(4.2E-4) (4.5E-4) (4.4E-4) (2.7E-4) (5.2E-4)
IGD 0.001 0.001 0.001 0.001 0.001
(2.2E-4) (1.7E-4) (2.2E-4) (1.4E-4) (2.1E-4)
C 0.995 0.984 0.998 0.998 0.997
(0.018) (0.027) (0.006) (0.007) (0.011)
Grep HV 0.770 0.770 0.772 0.771 0.773
(0.003) (0.003) (0.004) (0.004) (0.004)
GD 0.001 0.001 0.001 0.001 0.001
(3.6E-4) (4.4E-4) (4.5E-4) (4.7E-4) (3.3E-4)
IGD 0.001 0.001 0.001 0.001 0.001
(2.3E-4) (2.7E-4) (2.1E-4) (2.7E-4) (2.7E-4)
C 0.992 0.995 0.996 0.996 0.995
(0.015) (0.013) (0.013) (0.009) (0.010)
Gzip HV 0.941 0.943 0.941 0.942 0.941
(0.003) (0.003) (0.002) (0.003) (0.003)
GD 0.003 0.003 0.003 0.003 0.003
(9.0E-4) (0.001) (0.001) (0.001) (0.001)
IGD 0.002 0.002 0.002 0.002 0.002
(2.9E-4) (3.4E-4) (3.5E-4) (4.2E-4) (3.4E-4)
C 1.0 0.996 0.994 0.990 0.994
(0.0) (0.012) (0.017) (0.027) (0.021)
Sed HV 0.837 0.835 0.836 0.837 0.836
(0.004) (0.003) (0.004) (0.005) (0.004)
GD 0.002 0.002 0.002 0.002 0.002
(6.0E-4) (8.5E-4) (6.5E-4) (9.3E-4) (8.0E-4)
IGD 0.009 0.009 0.007 0.009 0.008
(0.003) (0.003) (0.004) (0.003) (0.004)
C 0.998 0.996 0.992 0.990 0.994
(0.007) (0.012) (0.021) (0.048) (0.016)
Space HV 0.948 0.946 0.947 0.947 0.946
(0.002) (0.002) (0.003) (0.003) (0.002)
GD 0.001 0.001 0.002 0.001 0.001
(2.0E-4) (1.8E-4) (2.2E-4) (1.9E-4) (1.3E-4)
IGD 0.002 0.002 0.002 0.001 0.001
(7.4E-4) (7.6E-4) (9.1E-4) (7.9E-4) (8.2E-4)
C 0.994 0.993 0.992 0.994 0.997
(0.013) (0.016) (0.019) (0.007) (0.007)
IS HV 0.714 0.715 0.715 0.714 0.715
(0.001) (0.001) (0.001) (0.001) (0.001)
GD 2.2E-4 2.1E-4 2.2E-4 2.2E-4 2.2E-4
(2.4E-5) (1.4E-5) (1.5E-5) (1.1E-5) (1.3E-5)
IGD 4.1E-4 4.0E-4 3.8E-4 4.0E-4 3.8E-4
(1.4E-4) (1.2E-4) (1.0E-4) (1.3E-4) (1.4E-4)
C 0.733 0.760 0.749 0.764 0.774
(0.041) (0.028) (0.034) (0.034) (0.038)
RS HV 0.912 0.912 0.912 0.912 0.912
(5.1E-4) (2.5E-4) (1.9E-4) (2.3E-4) (1.9E-4)
GD 2.0E-4 1.8E-4 2.0E-4 2.0E-4 2.1E-4
(5.0E-5) (4.5E-5) (9.2E-5) (4.8E-5) (4.2E-5)
IGD 1.9E-4 1.9E-4 1.9E-4 2.0E-4 2.0E-4
(3.9E-5) (3.8E-5) (2.3E-5) (2.8E-5) (3.6E-5)
C 0.493 0.515 0.488 0.486 0.503
(0.079) (0.073) (0.067) (0.076) (0.070)
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suite is intended to test the related program almost as
whole, the used functional suites are related to a much
more complex environment. Hence, just a little portion of
the mobile device operational system is tested.
The cost to execute each test case of the functional suite
was measured by the Test Execution Effort Estimation
Tool, developed by [49]. The effort represents the cost
(in time) needed to manually execute each test case on a
particular mobile device. Each TC has annotated which
requirements it covers, thus we used this information in
order to calculate the functional requirement coverage.
Metrics
In our experiments, we evaluated the results (i.e., the
Pareto frontiers) obtained by the algorithms, for each
test suite, according to four different quality metrics usu-
ally adopted in the literature of multi-objective optimiza-
tion. The following metrics were adopted in this paper,
each one considering a different aspect of the Pareto
frontier.
1. Hypervolume (HV) [50]: computes the size of the
dominated space, which is also called the area under
Fig. 1 HV metric - BMOPSO-CDRHS
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the curve. A high value of hypervolume is desired in
MOO problems.
2. Generational distance (GD) [21]: The GD reports
how far, on average, one Pareto set (called PFknown) is
from the true Pareto set (called as PFtrue).
3. Inverted generational distance (IGD) [21]: is the
inverse of GD by measuring the distance from the
PFtrue to the PFknown. This metric is complementary
to the GD and aims to reduce the problem when
PFknown has very few points, but they all are clustered
together. So, this metric is affected by the distribution
of the solutions of PFknown comparatively to PFtrue.
4. Coverage (C) [50]: The coverage metric indicates the
amount of the solutions within the non-dominated
set of the first algorithm which dominates the
solutions within the non-dominated set of the second
algorithm.
Both GD and IGD metrics requires that the PFtrue be
known. Unfortunately, for more complex problems (with
Fig. 2 GDmetric - BMOPSO-CDRHS
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bigger search spaces), as the space and flex programs, it is
impossible to know PFtrue a priori. In these cases, instead,
a reference Pareto frontier (called here PFreference) can be
constructed and used to compare algorithms regarding
the Pareto frontiers they produce (as suggested in [30]).
The reference frontier represents the union of all found
Pareto frontiers, resulting in a set of non-dominated solu-
tions found. Additionally, the C metric reported in this
work refers to the coverage of the optimal set PFreference,
over each algorithm, indicating the amount of solutions
of those algorithms that are dominated, e.g., that are not
optimal.
The results of these metrics were statistically compared
by using theWilcoxon rank-sum test. TheWilcoxon rank-
sum test is a nonparametric hypothesis test that does
not require any assumption on the parametric distribu-
tion of the samples. In the context of this paper, the null
hypothesis states that, regarding the observed metric, two
different algorithms produce equivalent Pareto frontiers.
The α level was set to 0.95, and significant p values suggest
Fig. 3 IGD metric - BMOPSO-CDRHS
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that the null hypothesis should be rejected in favor of
the alternative hypothesis, which states that the Pareto
frontiers are different.
Parameter study
Before comparing our proposed algorithms (BMOPSO-
CDRHS and BMOPSO-CDR) with the baselines NSGA-II
and MBHS (the main experiment), we performed a study
focused on the HS parameters. Since the use of HS in
multi-objective binary search spaces is new, we aimed to
investigate how sensitive is the algorithm performance to
its parameters as well as to find suitable parameter values
for the test case selection problem. This study was based
on [46] with additional values suggested in [41].
For each of the following experiments, the algorithms
were run 30 times with 200,000 objective function
evaluations.
The NGC parameter
The sequential strategy in the standard HS improvises
only one new candidate at each iteration and then updates
the HM.
Fig. 4 C metric - BMOPSO-CDRHS
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On the other hand, the parallel strategy generates mul-
tiple candidates in order to update the HM at each iter-
ation7. In a previous work, [38], we adopted the parallel
strategy, without performing any experiment to verify
whether it is actually better than the sequential strategy
in our context. In the present work, we investigated the
use of both the sequential and the parallel strategy as
well as the effect of the number of NGC (new generating
candidates) in the optimization performance.
In our experiments, both algorithms BMOPSO-CDRHS
and MBHS were evaluated using different values of NGC:
1, 10, 15, 20, and 30. We highlight that NGC = 1 corre-
sponds to the sequential strategy. Furthermore, we fixed
the values of the other HS parameters by using the same
values adopted in [38] (HMS = 200, HMCR = 0.9, and
PAR = 0.03). Tables 2 and 3 show the mean and stan-
dard deviation values for each metric. Additionally, we
highlighted the best results in the aforementioned tables
aiming to ease the reading. Furthermore, it is important to
note that as we wanted to measure the effects of the num-
ber of NGC in each algorithm, we formed the PFreference
using only the frontiers of each algorithm separately.
Fig. 5 HV metric - MBHS
de Souza et al. Journal of the Brazilian Computer Society  (2015) 21:19 Page 14 of 20
Concerning the BMOPSO-CDRHS algorithm, it is pos-
sible to observe from Table 2 that for almost all metrics,
the sequential strategy is outperformed by the parallel
strategy. Only in three situations the sequential strategy
was equal to the parallel strategy. Hence, the use of parallel
strategy indeed improved the BMOPSO-CDRHS algo-
rithm. Furthermore, we can point out that the value of
NGC = 30 was always the best parameter settings in sta-
tistical terms. Thus, NGC= 30 is recommended and used
as the default value in the next sections.
Differently, we can see in Table 3 that the parallel strat-
egy had not the same impact on the MBHS as on the
BMOPSO-CDRHS. The sequential strategy for most of
the cases was as good as the parallel strategy. In fact,
NGC = 1 (sequential strategy) in some situations was
better than some values of parallel strategy (NGC > 1).
Despite of that, we choose the value of NGC = 20 as the
default value to be used in the next sections because it
was the one that most appeared among the best statistical
results.
Fig. 6 GDmetric - MBHS
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The HMCR and PAR parameters
The HMCR and PAR parameters are important param-
eters of the HS algorithm as they control the trade-off
between finding globally and locally improved solutions.
Ideally there is a combination of these values that improve
the optimization ability of the HS algorithm. Because of
that, we investigated the influence of these two parameters
simultaneously. In our experiments, HMCR was tunned
from 0.3 to 0.9 with increment 0.2 and PAR was set within
{0.03 0.1 0.3 0.5 0.7 0.9}.
Figures 1, 2, 3, 4, 5, 6, 7 and 8 present the results
obtained by the BMOPSO-CDRHS and the MBHS con-
sidering all evaluation metrics and benchmarks adopted
and by varying the parameters HMCR and PAR. As it can
be observed, the choice of HMCR had a bigger impact on
the quality of the solutions than the choice of PAR. For
all metrics, the best results were obtained when HMCR =
0.9 for both BMOPSO-CDRHS and MBHS algorithms.
Concerning the PAR parameter, we point out that there
was not a single value that was the best for all situations.
In the remaining experiments, we adopted PAR = 0.5
(for BMOPSO-CDRHS) and PAR = 0.3 (for MBHS) since
they were observed more often among the best statistical
results.
Fig. 7 IGD metric - MBHS
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Fig. 8 C metric - MBHS
It is important to highlight that the best parameter
settings observed in our experiments were sometimes dif-
ferent from the default parameter values suggested in
previous work in the HS literature [38, 46] and [41]. The
previous experiments supported finding parameter val-
ues that are more suitable to the multi-objective test case
selection problem.
Main experiment
In this section, we evaluated whether the proposed binary
multi-objective algorithms were competitive against base-
line methods such as the well-known NSGA-II and other
binary MBHS.
In this experiment, all algorithms were run 30 times
with a total of 200,000 objective function evaluations.
The BMOPSO-CDR and the hybrid BMOPSO-CDRHS
algorithms used 20 particles, mutation rate of 0.5, ω lin-
early decreases from 0.9 to 0.4, constants C1 and C2 1.49,
maximum velocity of 4.0, and EA’s size of 200 solutions.
These values are the same used in [44] and represent
generally used values in the literature. Regarding the HS
parameters, we used the recommended values from the
de Souza et al. Journal of the Brazilian Computer Society  (2015) 21:19 Page 17 of 20
Table 4 Mean value and standard deviation of the algorithms
BMOPSO-CDR BMOPSO-CDRHS MBHS NSGA-II
Flex HV 0.736 0.888 0.882 0.791
(0.004) (0.004) (0.004) (0.013)
GD 0.026 0.001 0.006 0.012
(0.003) (4.1E-4) (0.001) (0.003)
IGD 0.023 0.001 0.003 0.017
(7.8E-4) (4.5E-4) (7.3E-4) (0.002)
C 1.0 0.955 1.0 1.0
(0.0) (0.104) (0.0) (0.0)
Grep HV 0.657 0.821 0.823 0.712
(0.006) (0.004) (0.004) (0.016)
GD 0.028 0.001 0.003 0.004
(0.003) (4.1E-4) (5.7E-4) (0.001)
IGD 0.023 0.002 0.002 0.015
(0.001) (5.1E-4) (3.1E-4) (2.4E-4)
C 1.0 0.963 0.990 1.0
(0.0) (0.058) (0.027) (0.0)
Gzip HV 0.821 0.976 0.973 0.888
(0.008) (0.003) (0.002) (0.019)
GD 0.030 0.001 0.003 0.010
(0.004) (3.3E-4) (6.3E-4) (0.003)
IGD 0.026 0.005 0.004 0.016
(0.001) (0.002) (0.001) (0.002)
C 1.0 0.963 0.998 1.0
(0.0) (0.056) (0.006) (0.0)
Sed HV 0.698 0.908 0.905 0.769
(0.008) (0.005) (0.006) (0.023)
GD 0.050 0.002 0.007 0.017
(0.006) (0.002) (0.002) (0.006)
IGD 0.034 0.002 0.002 0.022
(0.001) (0.001) (4.5E-4) (0.003)
C 1.0 0.957 0.995 1.0
(0.0) (0.071) (0.015) (0.0)
Space HV 0.809 0.965 0.947 0.856
(0.008) (0.001) (0.002) (0.017)
GD 0.019 7.0E-4 0.003 0.002
(0.003) (7.7E-5) (0.001) (7.4E-4)
IGD 0.018 0.003 0.001 0.018
(0.001) (0.001) (3.9E-4) (0.001)
C 1.0 0.968 0.983 0.991
(0.0) (0.024) (0.018) (0.031)
IS HV 0.600 0.719 0.591 0.649
(0.005) (4.0E-4) (0.008) (0.012)
GD 0.007 2.0E-4 0.002 8.4E-4
(4.2E-4) (4.5E-4) (4.4E-4) (2.7E-4)
IGD 0.005 1.9E-4 0.005 0.005
(5.5E-4) (1.9E-5) (5.4E-4) (0.001)
C 1.0 0.835 0.655 0.972
(0.0) (0.030) (0.054) (0.058)
RS HV 0.802 0.912 0.846 0.843
(0.005) (3.7E-4) (0.009) (0.017)
GD 0.012 2.2E-4 0.002 0.001
(0.001) (5.0E-5) (7.0E-4) (7.6E-4)
IGD 0.010 2.4E-4 0.002 0.012
(0.001) (4.0E-5) (2.5E-4) (0.002)
C 1.0 0.667 0.661 0.982
(0.0) (0.070) (0.050) (0.048)
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parameter study: NGC = 30, HMCR = 0.9, and PAR =
0.5 for BMOPSO-CDRHS; NGC = 20, HMCR = 0.9, and
PAR = 0.3 for MBHS.
The NSGA-II algorithm, in turn, used a mutation rate
of 1/population size, crossover rate of 0.9, and popula-
tion size of 200 individuals. As the NSGA-II and MBHS
algorithms do not use an external archive to store solu-
tions, we decided to use the population size and HMS
of 200 solutions to permit a fair comparison. This way,
all the algorithms are limited to a maximum of 200 non-
dominated solutions.
Results
The results of the metrics for each algorithm are shown
in Table 4 where the best results are highlighted in order
to ease the reading. Differently from the parameter study,
here we want to compare the algorithms with each other,
so the PFreference (used to calculate the GD, IGD, and
C metrics) was formed by the Pareto frontiers of all
algorithms.
From Table 4, we can see that the BMOPSO-CDRHS
outperformed the other algorithms for almost all the
metrics and benchmarks (excepting three situations).
It is possible to observe, from the HV metric, that
the BMOPSO-CDRHS dominates bigger objective space
areas when compared to the others. Furthermore, the GD
values obtained by the algorithm show that its Pareto
frontiers have better convergence to the optimal Pareto
frontier (represented by the PFreference). Additionally, the
results obtained by considering the IGD metric show
that its Pareto frontiers are also well distributed com-
paratively to optimal Pareto set (except on the gzip and
space programs). Finally, the coverage metric indicates
that the BMOPSO-CDRHS algorithm was the least dom-
inated algorithm by the optimal Pareto set, hence several
of its solutions are within the optimal frontier (except on
the integration suite). Furthermore, we point out that the
type of testing scenario does not impact in the results of
the experiments.
In addition to aforementioned results, we also state that
the hybrid mechanism indeed improved the BMOPSO-
CDR algorithm, and that the BMOPSO-CDRHS selection
algorithm is a competitive multi-objective algorithm. It
is also important to highlight that the MBHS algorithm
outperformed, for almost all cases, the NSGA-II and the
BMOPSO-CDR algorithms. Thus, the MBHS is also suit-
able to the problem and further studies can be performed
in order to improve its performance.
Conclusions
In this work, we propose a new hybrid algorithm
by combining the Harmony Search algorithm into the
binary multi-objective PSO for TC selection. The main
contribution of the current work was to investigate
whether this hybridization can improve the multi-
objective PSO both branch/functional requirements cov-
erage and execution cost. Furthermore, we performed
a parameter study in order to verify the appropriate
parameter settings for the HS search operators. We high-
light that the hybrid binary multi-objective PSO with
Harmony Search was only investigated by [38] (our pre-
vious work) in the context of TC selection. Besides,
the developed selection algorithms can be adapted to
other test selection criteria and are not limited to two
objective functions. Furthermore, we expect that the
good results can also be obtained in other application
domains.
In the performed experiments, the hybrid algorithm
(BMOPSO-CDRHS) was the best one when compared to
the BMOPSO-CDR, MBHS, and NSGA-II algorithms for
almost all metrics and benchmarks adopted for structural
and functional test. Hence, we conclude that hybridization
indeed improved the former BMOPSO-CDR algorithm
and the hybrid algorithm is a competitive multi-objective
search strategy.
As future work, we can point the investigation of other
hybrid strategies and perform the same experiments on a
higher number of programs in order to verify whether the
obtained results are equivalent to those presented here,
and also whether these results can be extrapolated to other
testing scenarios. Also we will perform a more complete
parameter study with more settings as well with more
specific aspects of the PSO.
Endnotes
1However, note that 100 % of code coverage do not
ensure the total absence of faults, since the same code
may correctly process a number of inputs and incorrectly
process different inputs. Similarly, for functional testing,
the total coverage of the requirements or use cases does
not guarantee absence of faults in the SW.
2Note that the aforementioned deterministic strategies
do not address the multi-objective TC selection
problems; they only work with a single selection criterion.
3We followed in this paper the nomenclature of HS
presented in [41].
4See [44] for more details on the Roulette Wheel with
Crowding Distance mechanism.
5This value was found by trial and error and further
formal investigation will be performed in order to verify
its influence.
6These suites were created by test engineers of the
Motorola CIn-BTC (Brazil Test Center) research project.
7For more details about the sequential and parallel
strategies, see [46].
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