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THE GRADIENT OF A POLYNOMIAL AT INFINITY
JACEK CHDZYSKI AND TADEUSZ KRASISKI
Abstrat. We give a full desription of the growth of the gradient of a poly-
nomial in two omplex variables at innity near any ber of the polynomial.
1. Introdution
Let f : Cn → C be a non-onstant polynomial and let ∇f : Cn → Cn be its
gradient. There exists a nite set B(f) ⊂ C suh that f is a loally trivial C∞-
bundle over C \B(f). The set B(f) is the union of the set of ritial values C(f) of
f and ritial values Λ(f) orresponding to the singularities of f at innity. The set
Λ(f) is dened to be the set of all λ ∈ C for whih there are no neighbourhood U of
λ and a ompat set K ⊂ Cn suh that f : f−1(U)\K → U is a trivial C∞-bundle.
It is known that the set Λ(f) is nite ([Ph℄, Appendix A1, [V℄, Corollary 5.1). It
turns out that for λ ∈ C the property of being in Λ(f) depends on the behaviour
of the gradient ∇f near the ber f−1(λ).
Ha in [H2℄ dened the notion of the ojasiewiz exponent L˜∞,λ0(f) of the gra-
dient ∇f at innity near a bre f−1(λ0) in the following way
L˜∞,λ0(f) := lim
δ→0+
L∞(∇f |f
−1(Dδ)),(1.1)
where Dδ := {λ ∈ C : |λ− λ0| < δ} and L∞(∇f |f−1(Dδ)) is the ojasiewiz
exponent at innity of the mapping ∇f on the set f−1(Dδ) (see the denition
in Setion 3) and gave, without a proof, a haraterization of Λ(f) for n = 2 in
terms of L˜∞,λ0(f). Namely, λ0 ∈ Λ(f) if and only if L˜∞,λ0(f) < 0 (or equivalently
L˜∞,λ0(f) < −1). A generalization of this result was given by Parusi«ski in [P℄.
Moreover, Ha also gave a formula for L˜∞,λ0 (f) in terms of Puiseux expansions of
roots of the polynomial f−λ0 at innity for λ0 ∈ Λ(f) (this formula is analogous to
the formula for the loal ojasiewiz exponent of the gradient ∇f , given in [KL℄).
The aim of this paper is to give in the ase n = 2 a omplete desription of the
behaviour of the gradient ∇f near any bre f−1(λ) for λ ∈ C. To ahieve this we
dene a more onvenient ojasiewiz exponent at innity of ∇f near a bre f−1(λ)
(it will turns out in Setion 5 to be equivalent to the above one) as the inmum of
the ojasiewiz exponents at innity of∇f on meromorphi urves approximating
f−1(λ) at innity. Preisely, for a non-onstant polynomial f : Cn → C we dene
L∞,λ(f) by
L∞,λ(f) := inf
Φ
deg∇f ◦ Φ
degΦ
,(1.2)
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where Φ = (ϕ1, ..., ϕn) is a meromorphi mapping dened in a neighbourhood of∞
in C suh that deg Φ > 0 and deg(f−λ)◦Φ < 0.Here degΦ := max(degϕ1, ..., degϕn).
We shall also all suh mappings meromorphi urves.
The main results of the paper are eetive formulas for L∞,λ(f) for eah λ ∈ C
and properties of the funtion λ 7→ L∞,λ(f) for n = 2. To desribe them we outline
the ontents of the setions.
Setion 2 has an auxiliary harater and ontains tehnial results on relations
between roots of a polynomial and its derivatives.
In Setion 3 we investigate L∞,λ(f) for λ ∈ Λ(f). In partiular we obtain the all
results of Ha with full proofs.
The main theorems are given in Setion 4. They are Theorems 4.1, 4.4 and 4.5
whih give eetive formulas for L∞,λ(f) for eah λ ∈ C in terms of the resultant
Resy(f(x, y) − λ, f ′y(x, y) − u), where λ, u are new variables and (x, y) is a generi
system of oordinates in C2. As a onsequene we obtain (Theorem 4.6) a basi
property of the funtion λ 7→ L∞,λ(f). Namely,
L∞,λ(f) = const. > 0 for λ /∈ Λ(f),
L∞,λ(f) ∈ [−∞,−1) for λ ∈ Λ(f)
Tehnial problems in proofs of Theorems 4.4 and 4.5 are aused by the fat that the
exponent L∞,λ(f) does not have to be attained on a meromorphi urve i.e. it may
happen that there is no meromorphi urve Φ suh that deg Φ > 0, deg(f−λ)◦Φ < 0
and
L∞,λ(f) =
deg∇f ◦ Φ
degΦ
.
At the end of this setion we ompare the funtions λ 7→ L∞,λ(f) and λ 7→
L∞(∇f |f−1(λ)) (Theorem 4.8). It turns out they dier only in a nite set of points,
ontaining Λ(f).
In Setion 5 we show the equivalene (only in ase n = 2) of the two above
notions of the ojasiewiz exponent at innity of ∇f near a bre f−1(λ) i.e. the
equality
L˜∞,λ(f) = L∞,λ(f) for λ ∈ C.(1.3)
In Setion 6 some partial results on L∞,λ(f) and L˜∞,λ(f) in n dimensional ase
are given. Here a omplete haraterization (in terms of the exponents L∞,λ(f)
and L˜∞,λ(f)) of the values of f for whih the Malgrange ondition does not hold
is given. Some open problems on L˜∞,λ(f) and L∞,λ(f) are also posed.
In the end we explain some tehnial assumptions oured in Setions 2-5. Sine
one an easily show that the exponent L∞,λ(f) does not depend on linear hange of
oordinates in Cn we shall assume in Setions 2-5 that the polynomial f ∈ C[x, y] is
moni with respet to y and deg f = degy f. Then we have a simple haraterization
of the set Λ(f) whih will be used in the paper. Namely, in [H1℄ and [K℄ there was
proved that
Λ(f) = {λ ∈ C : c0(λ) = 0},(1.4)
where the polynomial c0(λ)x
N + · · · + cN (λ) is the resultant of the polynomials
f(x, y)− λ, f ′y(x, y) with respet to the variable y.
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2. Auxiliary results
Let f be a non-onstant polynomial in two omplex variables of the form
f(x, y) = yn + a1(x)y
n−1 + · · ·+ an(x), deg ai 6 i, i = 1, ..., n.(2.1)
It an be easily showed (see [CK1℄).
Lemma 2.1. If n > 1, then for every λ0 ∈ C there exist an D ∈ N and funtions
β1, ..., βn, γ1, ..., γn−1, meromorphi at innity, suh that
(a) deg βi 6 D, deg γj 6 D,
(b) f(tD, y)− λ0 =
∏n
i=1(y − βi(t)),
() f ′y(t
D, y) = n
∏n−1
j=1 (y − γj(t)).

We shall now give a lemma whih diretly follows from the property B.3 in [GP℄.
Loal version of this lemma was proved in [KL℄.
Lemma 2.2. ([GP℄, B.3) Under notation and assumptions of Lemma 2.1 for every
i, j ∈ {1, ..., n}, i 6= j, there exists k ∈ {1, ..., n− 1} suh that
deg(βi − βj) = deg(βi − γk)(2.2)
and inversly for every i ∈ {1, ..., n} and k ∈ {1, ..., n− 1} there exists j ∈ {1, ..., n}
suh that (2.2) holds.

Now we prove a proposition useful in the sequel. A loal version of it is given in
[P2℄ and [Ro℄. We put Ψl(t) := (t
D, γl(t)), l ∈ {1, ..., n− 1}.
Proposition 2.3. Under notations and assumptions of Lemma 2.1 we have
n
min
i=1

 n∑
j=1,j 6=i
deg (βi − βj) +
n
min
j=1,j 6=i
deg(βi − βj)

 = n−1min
l=1
(deg (f − λ0) ◦Ψl).
(2.3)
Proof. (after [Ro℄). There exists i0 ∈ {1, ..., n} suh that the left hand side in (2.3)
is equal to
n∑
j=1,j 6=i0
deg (βi0 − βj) +
n
min
j=1,j 6=i0
deg(βi0 − βj)
and j0 ∈ {1, ..., n} suh that
n
min
j=1,j 6=i0
deg(βi0 − βj) = deg(βi0 − βj0).(2.4)
By Lemma 2.2 there exists k0 ∈ {1, ..., n− 1}
deg(βi0 − βj0) = deg(βi0 − γk0).(2.5)
We shall lead the further part of the proof in four steps.
A. We rst show that for eah j ∈ {1, ..., n} we have
deg(γk0 − βj) > deg(βi0 − βj0).(2.6)
Take any j ∈ {1, ..., n} and onsider two ases:
(a) deg(βi0 − βj0) 6 min
n
s=1
s6=j
deg(βs − βj),
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(b) deg(βi0 − βj0) > min
n
s=1
s6=j
deg(βs − βj).
In ase (a) by Lemma 2.2 there exists p ∈ {1, ..., n} suh that
deg(γk0 − βj) = deg(βp − βj) >
n
min
s=1
s6=j
deg(βs − βj) > deg(βi0 − βj0).
whih gives (2.6).
In ase (b) by denition of i0 and (2.4) we have
n∑
s=1,s6=i0
deg (βs − βi0) + deg(βj0 − βi0)
6
n∑
s=1,s6=j
deg(βs − βj) +
n
min
s=1,s6=j
deg(βs − βj).
Hene and from (b) we get
n∑
s=1,s6=i0
deg (βs − βi0) <
n∑
s=1,s6=j
deg(βs − βj).
Then there exists s 6= i0, s 6= j suh that
deg (βs − βi0) < deg(βs − βj).
Hene and from (2.5) we get
deg(βj − βi0) = deg(βj − βs + βs − βi0) > deg(βs − βi0)
> deg(βj0 − βi0) = deg(γk0 − βi0)
In onsequene
deg(γk0 − βj) = deg(γk0 − βi0 + βi0 − βj) > deg(γk0 − βi0) = deg(βj0 − βi0).
This gives (2.6) in ase (b).
B. We shall now show that for eah j ∈ {1, ..., n}, j 6= i0, we have
deg(γk0 − βj) = deg(βi0 − βj).(2.7)
Take j ∈ {1, ..., n}, j 6= i0, and onsider two ases:
(a) deg(γk0 − βj) > deg(γk0 − βi0),
(b) deg(γk0 − βj) = deg(γk0 − βi0).
By (2.5) and (2.6) there are no more ases. In ase (a) we have
deg(βi0 − βj) = deg(βi0 − γk0 + γk0 − βj) = deg(γk0 − βj),
whih gives (2.7).
In ase (b) by (2.4) and (2.5) we have
deg(βi0 − βj) = deg(βi0 − γk0 + γk0 − βj) 6 deg(βi0 − γk0)
= deg(βi0 − βj0) 6 deg(βi0 − βj),
whih gives (2.7) in ase (b).
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C. We notie that by (2.7) we have
deg(f − λ0) ◦Ψk0 =
n∑
j=1
deg (γk0 − βj)
=
n∑
j=1,j 6=i0
deg (γk0 − βj) + deg (γk0 − βi0)
=
n∑
j=1,j 6=i0
deg (βi0 − βj) +
n
min
j=1
j 6=i0
deg (βi0 − βj) .
Thus we have shown
n
min
i=1

 n∑
j=1,j 6=i
deg (βi − βj) +
n
min
j=1,j 6=i
deg(βi − βj)

 > n−1min
l=1
(deg (f − λ0) ◦Ψl).
(2.8)
D. We shall now show the inequality opposite to (2.8). There exist
l0 ∈ {1, ..., n− 1} and j0 ∈ {1, ..., n} suh that
n−1
min
l=1
(deg (f − λ0) ◦Ψl) = deg (f − λ0) ◦Ψl0 ,(2.9)
n
min
j=1
deg(γl0 − βj) = deg(γl0 − βj0).(2.10)
Observe rst that for any j ∈ {1, ..., n}, j 6= j0, we have by (2.10)
deg (βj − βj0) = deg (βj − γl0 + γl0 − βj0) 6 deg(βj − γl0).(2.11)
By Lemma 2.2 there exists k0 ∈ {1, ..., n−1} suh that deg(γl0−βj0) = deg (βk0 − βj0) .
Hene using Lemma 2.1 and (2.11) we get
deg (f − λ0) ◦Ψl0 =
n∑
j=1
deg (γl0 − βj) >
n∑
j=1,j 6=j0
deg (βj0 − βj) + deg(γl0 − βj0)
>
n∑
j=1,j 6=j0
deg (βj0 − βj) +
n
min
j=1,j 6=j0
deg(βj − βj0),
whih gives the inequality opposite to (2.8).
This ends the proof.
3. Critial values at infinity
We start with denitions and notation needed in the sequel.
Let F : Cn → Cm, n > 2, be a polynomial mapping and let S ⊂ Cn be an
unbounded set. We dene
N(F |S) := {ν ∈ R : ∃A,B > 0 ∀z ∈ S (|z| > B ⇒ |F (z)| > A |z|ν)},
where |·| is the polyylindri norm. If S = Cn we put N(F ) := N(F |Cn).
By the ojasiewiz exponent at innity of F |S we shall mean L∞(F |S) :=
supN(F |S) whenN(F |S) 6= ∅, and −∞ whenN(F |S) = ∅. Analogously L∞(F ) :=
supN(F ) when N(F ) 6= ∅, and −∞ when N(F ) = ∅.
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We give now a lemma needed in the sequel, whih gives known formulas for the
ojasiewiz exponent at innity of a polynomial on the zero set of the another one.
Let g, h be polynomials in two omplex variables (x, y) and
0 < deg h = degy h.
Let τ ∈ C and R(x, τ) := Resy(g(x, y) − τ, h(x, y)) be the resultant of g(x, y) − τ
and h(x, y) with respet to y. We put
R(x, τ) = R0(τ)x
K + · · ·+RK(τ), R0 6= 0,
T := h−1(0).
Lemma 3.1. ([P1℄, Proposition 2.4) Under above notation and assumptions there
is:
(i) L∞(g|T ) > 0 if and only if R0 = const.,
(ii) L∞(g|T ) = 0 if and only if R0 6= const. and R0(0) 6= 0,
(iii) −∞ < L∞(g|T ) < 0 if and only if there exists r suh that R0(0) = · · · =
Rr(0) = 0 and Rr+1(0) 6= 0,
(iv) L∞(g|T ) = −∞ if and only if R0(0) = · · · = RK(0) = 0.
Moreover, in ase (i)
L∞(g|T ) =
[
K
max
i=1
degRi
i
]−1
and in ase (iii)
L∞(g|T ) = −
[
r
min
i=1
ord0Ri
r + 1− i
]−1
.

Let f be a polynomial in two omplex variables of the form (2.1) and deg f > 1..
Fix λ0 ∈ C, denote z := (x, y) and dene
Sλ0 := {z ∈ C
2 : f(z) = λ0},
Sy := {z ∈ C
2 : f ′y(z) = 0}.
In notation of Lemma 2.1 we put Φi(t) := (t
D, βi(t)) for i ∈ {1, ..., n} and as
previously Ψj(t) := (t
D, γj(t)) for j ∈ {1, ..., n− 1}.
Under these notation we give, without a proof, a simple lemma whih follows
easily from Lemma 2.1.
Lemma 3.2. We have
(i) degΦi = D, i = 1, ..., n, degΨj = D, j = 1, ..., n− 1,
(ii) L∞(f ′y|Sλ0) =
1
D min
n
i=1 deg f
′
y ◦ Φi,
(iii) L∞(f − λ0|Sy) =
1
D min
n−1
j=1 deg (f − λ0) ◦Ψj.

Now, we give a theorem important in the sequel.
Theorem 3.3. If L∞(f − λ0, f ′y) < 0, then
(i) L∞(f − λ0, f ′y) = L∞(f − λ0|Sy),
(ii) λ0 ∈ Λ(f).
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Moreover, if additionally L∞(f − λ0, f ′y) 6= −∞ then
L∞(f − λ0|Sy) < L∞(f
′
y|Sλ0).(3.1)
Proof. Let us start from (i). In the ase L∞(f − λ0, f ′y) = −∞ we get easily (f.
[CK3℄, Theorem 3.1(iv)) that L∞(f − λ0|Sy) = −∞, whih gives (i) in this ase.
Let us assume now that L∞(f−λ0, f ′y) 6= −∞. In this ase by the Main Theorem
in [CK1℄, (f. [CK4℄, Theorem 1) we have
L∞(f − λ0, f
′
y) = min(L∞(f − λ0|Sy),L∞(f
′
y|Sλ0)).(3.2)
Hene to prove (i) in this ase it sues to show (3.1).
Assume to the ontrary that (3.1) does not hold. Then by (3.2) and the assump-
tion of the theorem we have L∞(f ′y|Sλ0) < 0. On the other hand, by Lemma 3.2(ii)
there exists i ∈ {1, ..., n} suh that
deg f ′y ◦ Φi = DL∞(f
′
y|Sλ0).(3.3)
By the above we get deg f ′y ◦ Φi < 0. Hene and by Lemma 2.1() we have
deg f ′y ◦ Φi =
n∑
j=1,j 6=i
deg (βi − βj)
>
n∑
j=1,j 6=i
deg (βi − βj) +
n
min
j=1,j 6=i
deg(βi − βj).
In onsequene we get
deg f ′y ◦ Φi >
n
min
k=1

 n∑
j=1,j 6=k
deg (βk − βj) +
n
min
j=1,j 6=k
deg(βk − βj)

 .
Hene by Proposition 2.3, Lemma 3.2(iii) and (3.3)
L∞(f − λ0|Sy) < L∞(f
′
y|Sλ0),
whih gives a ontradition. Then (3.1) holds.
Assertion (ii) is a simple onsequene of the fats L∞(f − λ0|Sy) < 0, Lemma
3.1 and (1.4).
This ends the proof.
Let us x the same notation as in Theorem 3.3.
Theorem 3.4. If L∞(f − λ0, f ′y) < 0, then
L∞,λ0(f) = L∞(f − λ0, f
′
y)− 1.(3.4)
Proof. Without loss of generality we may assume, as before, that L∞(f −λ0, f ′y) >
−∞. By Theorem 3.3(i) it sues to show that
L∞,λ0(f) = L∞(f − λ0|Sy)− 1.(3.5)
We shall rst show the inequality
L∞,λ0(f) > L∞(f − λ0|Sy)− 1.(3.6)
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Aording to denition (1.2) of L∞,λ0 (f) it sues to show that for any meromor-
phi urve Φ(t) = (ϕ1(t), ϕ2(t)) satisfying
degΦ > 0,(3.7)
deg (f − λ0) ◦ Φ < 0,(3.8)
we have
deg∇f ◦ Φ
deg Φ
> L∞(f − λ0|Sy)− 1.(3.9)
From (3.7) and (3.8) it easily follows degϕ1 > 0. So, without loss of generality
we may assume that Φ(t) = (tdegϕ1 , ϕ(t)). Then by (3.8) we also get easily that
degΦ = degϕ1. On the other hand, by Lemma 3.2(iii) it follows that there exists
l∗ ∈ {1, ..., n− 1} suh that
L∞(f − λ0|Sy) =
deg (f − λ0) ◦Ψl∗
degΨl∗
.(3.10)
Hene we get that inequality (3.9) an be replaed by the inequality
deg∇f ◦ Φ
deg Φ
>
deg (f − λ0) ◦Ψl∗
degΨl∗
− 1.(3.11)
At the ost of superpositions of Φ and Ψl∗ , if neessary, with appropriate powers
of tα and tβ , whih does not hange the value of fration in (3.11), we may assume
that deg Φ = degΨl∗ . Moreover, inreasing D in Lemma 2.1 we may also assume
that deg Φ = D. Summing up, to show (3.6) it sues to prove
deg∇f ◦ Φ > deg (f − λ0) ◦Ψl∗ −D.(3.12)
Before the proof of this we notie that inequality (3.8) implies easily the following
deg (f − λ0) ◦ Φ 6 deg∇f ◦ Φ+D.(3.13)
Consider now two ases:
(a) there exists l0 ∈ {1, ..., n− 1} suh that
deg(ϕ− γl0) <
n
min
i=1
deg(ϕ− βi),
(b) for eah l ∈ {1, ..., n− 1}
deg(ϕ− γl) >
n
min
i=1
deg(ϕ− βi).
In the ase (a) for eah j ∈ {1, ..., n} we have
deg(γl0 − βj) = deg(γl0 − ϕ+ ϕ− βj) = deg(ϕ− βj).
Then
deg (f − λ0) ◦Ψl0 6 deg (f − λ0) ◦ Φ.
Hene, from (3.10) and Lemma 3.2(iii) we get
deg (f − λ0) ◦Ψl∗ 6 deg (f − λ0) ◦ Φ.(3.14)
By (3.13) and (3.14) we get (3.12) in ase (a).
We shall now show (3.12) in the ase (b). Let minni=1 deg(ϕ−βi) = deg(ϕ−βi0)
for some i0 ∈ {1, ..., n}. Then for eah l ∈ {1, ..., n− 1}
deg(βi0 − γl) = deg(βi0 − ϕ+ ϕ− γl) 6 deg(ϕ− γl).
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Hene
deg f ′y ◦ Φi0 6 deg f
′
y ◦ Φ.(3.15)
On the other hand, by Proposition 2.3, Lemma 3.2(iii), and (3.10)
deg f ′y ◦ Φi0 =
n∑
j=1,j 6=i0
deg (βi0 − βj)
=
n∑
j=1,j 6=i0
deg (βi0 − βj) +
n
min
j=1,j 6=i0
deg(βi0 − βj)−
n
min
j=1,j 6=i0
deg(βi0 − βj)
>
n
min
k=1

 n∑
j=1,j 6=k
deg (βk − βj) +
n
min
j=1,j 6=k
deg(βk − βj)

 −D
= DL∞(f − λ0|Sy)−D = deg (f − λ0) ◦Ψl1 −D.
Hene and by (3.15) we get
deg f ′y ◦ Φ > deg (f − λ0) ◦Ψl1∗ −D.(3.16)
By (3.16) and the obvious inequality deg∇f ◦ Φ > deg f ′y ◦ Φ we get inequality
(3.12) in ase (b). Then we have proved (3.12) and in onsequene (3.6).
To nish the proof we have to show
L∞,λ0(f) 6 L∞(f − λ0|Sy)− 1.(3.17)
By assumption, Theorem 3.3(i) and (3.10) we have
deg (f − λ0) ◦Ψl∗ < 0.(3.18)
Hene
deg (f − λ0) ◦Ψl∗ = deg∇f ◦Ψl∗ +D.(3.19)
Hene and from (3.10) we get
L∞(f − λ0|Sy)− 1 =
deg∇f ◦Ψl∗
degΨl∗
.
Hene taking into aount (3.18) and (1.2) we obtain (3.17).
This ends the proof of the theorem.
We shall now give three simple orollaries of Theorems 3.3 and 3.4.
Corollary 3.5. The following onditions are equivalent:
(i) L∞(f − λ0, f ′y) < 0,
(ii) L∞,λ0(f) < −1,
(iii) L∞,λ0(f) < 0,
(iv) λ0 ∈ Λ(f),
(v) L∞(f − λ0|Sy) < 0.
Proof. (i)⇒(ii). Theorem 3.4.
(ii)⇒(iii). Obvious.
(iii)⇒(i). Obvious.
(i)⇒(iv). Theorem 3.3(ii).
(iv)⇒(i). [CK3℄, Theorem 3.1.
(i)⇒(v). Theorem 3.3(i).
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(v)⇒(i). Obvious.
This ends the proof.
Corollary 3.6. If L∞(∇f) 6 −1, then
(i) there exists λ0 ∈ C suh that L∞(∇f) = L∞,λ0(f),
(ii) L∞(∇f) = L∞(∇f |Sy).
Proof. Let Φ, deg Φ > 0, be a meromorphi urve on whih the ojasiewiz expo-
nent L∞(∇f) is attained. Then
L∞(∇f) =
deg∇f ◦ Φ
degΦ
.(3.20)
We shall show
deg f ◦ Φ 6 0.(3.21)
Indeed, it sues to onsider the ase deg f ◦ Φ 6= 0. Then
deg f ◦ Φ
deg Φ
6
deg∇f ◦ Φ
degΦ
+ 1 = L∞(∇f) + 1 6 0,
whih gives (3.21).
Inequality (3.21) implies that there exists λ0 ∈ C suh that
deg(f − λ0) ◦ Φ < 0.(3.22)
Then by (3.20), (3.22) and (1.2) we get L∞,λ0(f) 6 L∞(∇f). The opposite inequal-
ity is obvious. This gives (i).
From (3.22), the assumption and (3.20) we get L∞(f − λ0, f ′y) < 0. Hene a-
ording to (i) and Theorems 3.4 and 3.3(i) we get
L∞(∇f) = L∞(f − λ0|Sy)− 1.
Hene and from the obvious inequality
L∞(f − λ0|Sy)− 1 > L∞(∇f |Sy)
we obtain
L∞(∇f) > L∞(∇f |Sy).
The opposite inequality is obvious, whih gives (ii).
This ends the proof.
Corollary 3.7. If L∞(f − λ0, f
′
y) < 0 and funtions β1, ..., βn, meromorphi at
innity, are as in Lemma 2.1 then
L∞,λ0(f) + 1 =
1
D
n
min
i=1

 n∑
j=1,j 6=i
deg (βi − βj) +
n
min
j=1,j 6=i
deg(βi − βj)

 .(3.23)
Proof. By Theorems 3.4 and 3.3 (i) we get
L∞,λ0(f) + 1 = L∞(f − λ0|Sy).(3.24)
Aording to Lemma 3.2
L∞(f − λ0|Sy) =
1
D
n−1
min
l=1
deg(f − λ0) ◦Ψl.(3.25)
Now, (3.24), (3.25) and Proposition 2.3 implies (3.23).
This ends the proof.
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At the end of this setion we notie that from Corollary 3.5 it follows that all
results of this setion onern ritial values of f at innity. Indeed, by Corollary
3.5 one an always replae the assumption L∞(f −λ0, f ′y) < 0 with the assumption
λ0 ∈ Λ(f).
We shall now disuss the onnetion of the above three orollaries with the results
by Ha [H2℄. It shall be shown in Setion 5 that the above ojasiewiz exponent
L∞,λ(f), dened by (1.2), oinides with the ojasiewiz exponent L˜∞,λ(f), dened
by (1.1), introdued by Ha in [H2℄. Thus Corollary 3.5 is a hanged and extended
version of Theorems 1.3.1 and 1.3.2 in [H2℄. In turn, Corollaries 3.6(i) and 3.7
orrespond exatly to Theorems 1.4.3 and 1.4.1 in [H2℄, respetively.
4. Effetive formulas for L∞,λ(f)
In this setion f is a polynomial in two omplex variables of the form (2.1). Let
(λ, u) ∈ C2 and Q(x, λ, u) := Resy(f−λ, f ′y−u) be the resultant of the polynomials
f − λ and f ′y − u with respet to the variable y. By the denition of the resultant
we get easily that Q(0, λ, 0) = ±nnλn−1+ terms of lower degrees. Hene Q 6= 0.
We put
Q(x, λ, u) = Q0(λ, u)x
N + · · ·+QN (λ, u), Q0 6= 0.(4.1)
Let us pass now to the eetive alulations of L∞,λ(f). We start with the rst
main theorem onerning the ase when λ0 is a ritial value of f at innity.
Theorem 4.1. A point λ0 ∈ C is a ritial value of f at innity if and only if
Q0(λ0, 0) = 0. Moreover
(i) L∞,λ0(f) = −∞ if and only if Q0(λ0, 0) = · · · = QN(λ0, 0) = 0,
(ii)
L∞,λ0(f) = −1−
[
r
min
i=0
ord(λ0,0)Qi(λ, u)
r + 1− i
]−1
if and only if there exists r ∈ {0, ..., N − 1} suh that Q0(λ0, 0) = · · · =
Qr(λ0, 0) = 0, Qr+1(λ0, 0) 6= 0.
Proof. By Corollary 3.5 (iv) ⇐⇒ (i) and Theorem 3.1 in [CK3℄ we get the rst
assertion of the theorem. The seond one follows from Theorems 3.1 and 3.3 in
[CK3℄ whih give formulas for L∞(f − λ0, f ′y) in the ase Q0(λ0, 0) = 0 and
Theorem 3.4.
Now let us pass to the more ompliated ase when λ0 is not a ritial value of f
at innity. Similarly as previously we shall use resultant (4.1). We shall now prove
two theorems on dependene of L∞,λ0(f) for λ0 /∈ Λ(f) on the oeient Q0(λ, u)
of the resultant (4.1).
Diretly from the rst assertion of the above theorem we have.
Corollary 4.2. A point λ0 /∈ Λ(f) if and only if Q0(λ0, 0) 6= 0.

The rst theorem shall be preeded by a lemma, well known in loal ase. First
we introdue notations.
LetM(t) be the eld of germs of meromorphi funtions at innity i.e. the eld
of all Laurent series of the form
∑−∞
n=k ant
n, k ∈ Z, onvergent in a neighbourhood
of ∞ ∈ C. Let M(t)∗ :=
⋃∞
k=1M(t
1/k) be the eld of onvergent Puiseux series
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at innity. Similarly as in the loal ase M(t)∗ is an algebraially losed eld. If
ϕ ∈M(t)∗ and ϕ(t) = ψ(t1/k) for ψ ∈M(t), then we dene degϕ := (1/k) degψ.
Using simple properties of the funtion deg and the Vieta formulae we obtain
Lemma 4.3. Let
P (x, t) = c0(t)x
N + c1(t)x
N−1 + · · ·+ cN (t) = c0(t)(x− ϕ1(t)) · · · (x− ϕN (t)),
where c0, c1, ..., cN ∈ M(t), c0 6= 0, ϕ1, ..., ϕN ∈M(t)∗. Then
N
max
i=1
degϕi =
N
max
i=1
deg ci − deg c0
i
.
We shall now prove the seond main theorem of the paper.
Theorem 4.4. If λ0 /∈ Λ(f) and deguQ0(λ, u) = 0 then L∞,λ0(f) > 0 and
L∞,λ0(f) =
[
N
max
i=1
deguQi(λ, u)
i
]−1
.(4.2)
Proof. Put δ :=
[
maxNi=1
deg
u
Qi(λ,u)
i
]−1
. By an elementary property of the resul-
tant Q it follows that deguQ(λ, u) > 0. Hene δ > 0.
We rst show that
δ 6 L∞,λ0(f).(4.3)
Take an arbitrary meromorphi urve Φ(t) = (x(t), y(t)) suh that deg Φ > 0 and
deg(f − λ0) ◦ Φ < 0. To show (4.3) it sues to prove
deg f ′y ◦ Φ
degΦ
> δ.(4.4)
Notie that inequality deg(f − λ0) ◦ Φ < 0 and (2.1) implies immediately deg Φ =
deg x. Put λ(t) := f ◦ Φ(t), u(t) := f ′y ◦ Φ(t). Then (4.4) takes the form
deg u
deg x
> δ.(4.5)
By a property of the resultant we have
Q(x(t), λ(t), u(t)) ≡ 0.(4.6)
By Corollary 4.2 and the assumption of the theorem we have Q0(λ0, 0) 6= 0 and Q0
does not depend on u. Sine deg(λ(t)− λ0) < 0 then
degQ0(λ(t), u(t)) = 0.(4.7)
By (4.7) and (4.6) taking into aount deg x > 0 and degλ 6 0 we get easily
deg u > 0.(4.8)
Consider the polynomial in variable x
Q(x, λ(t), u(t)) = Q0(λ(t), u(t))x
N + · · ·+QN(λ(t), u(t))
with oeients meromorphi at innity. Identifying meromorphi funtions at
innity with with their germs inM(t) and using (4.6), (4.7) and Lemma 4.3 we get
deg x(t) 6
N
max
i=1
degQi(λ(t), u(t))
i
.
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Hene and from the inequality degλ(t) 6 0 we obtain
deg x(t) 6 deg u(t)
N
max
i=1
deguQi(λ, u)
i
=
1
δ
deg u(t).
This gives (4.5) and in onsequene (4.4) and then (4.3).
We shall now prove that
L∞,λ0(f) 6 δ.(4.9)
Let us introdue notations. Let
Qi(λ, u) = Q
i
0(λ)u
ki + · · ·+Qiki(λ),(4.10)
αi := ordλ0 Q
i
0(λ)(4.11)
for i = 1, ..., N. Take now an arbitrary M ∈ N and put
uM (t) := t
M , λ(t) := λ0 +
1
t
.(4.12)
Sine Q0(λ0, 0) 6= 0 and Q0 does not depend on u then
degQ0(λ(t), uM (t)) = 0.(4.13)
On the other hand by (4.10), (4.11) and (4.12) for almost all M ∈ N we have
degQi(λ(t), uM (t)) =Mki − αi, i = 1, ..., N.(4.14)
Dene α := min{αi :
ki
i = δ
−1}. Then from (4.14) and denition of δ it follows
that for almost all M ∈ N we have
N
max
i=1
degQi(λ(t), uM (t))
i
=Mδ−1 − α.(4.15)
Consider the polynomial in variable x
Q(x, λ(t), uM (t)) = Q0(λ(t), uM (t))x
N + · · ·+QN(λ(t), uM (t))
with oeients meromorphi at innity. Identifying meromorphi funtions at
innity with their germs in M(t), applying Lemma 4.3 and taking into aount
(4.13), we obtain that there exists ϕM ∈ M(t)∗ suh that
Q(ϕM (t), λ(t), uM (t)) = 0 in M(t)
∗
(4.16)
and
degϕM (t) =
N
max
i=1
degQi(λ(t), uM (t))
i
.
Taking into aount (4.15) for almost all M ∈ N we have
degϕM (t) =Mδ
−1 − α.(4.17)
Consider polynomials f(ϕM (t), y)− λ(t) and f ′y(ϕM (t), y)− uM (t) in variable y
with oeients inM(t)∗. By (4.16) their resultant is equal to zero inM(t)∗. Then
there exists a funtion ψM (t) ∈M(t)∗ suh that
f(ϕM (t), ψM (t)) = λ(t),(4.18)
f ′y(ϕM (t), ψM (t)) = uM (t).(4.19)
By (4.18) and (2.1) we get
degϕM > degψM .(4.20)
By denition of M(t)∗ there exists D ∈ N suh that ϕM (tD), ψM (tD) ∈ M(t).
Then there exists a meromorphi mapping at innity ΦM (t) = (xM (t), yM (t)) suh
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that the germs of xM (t) and yM (t) at innity are equal ϕM (t
D) and ψM (t
D),
respetively. By (4.20) and (4.17) we obtain
deg ΦM = deg xM = D(Mδ
−1 − α).(4.21)
By (4.18) and (4.19) we have
deg(f − λ0) ◦ ΦM = deg(λ(t
D)− λ0) = −D < 0,(4.22)
deg f ′y ◦ ΦM = deg uM (t
D) =MD.(4.23)
By (4.21) for almost all M ∈ N degΦM > 0. Hene, from (4.22) and the rst
equality in (4.21) we easily get deg f ′x ◦ ΦM 6 deg f
′
y ◦ ΦM , that is
deg∇f ◦ ΦM = deg f
′
y ◦ ΦM .(4.24)
By (4.21), (4.23) and (4.24) for almost all M ∈ N we get
deg∇f ◦ ΦM
degΦM
=
M
Mδ−1 − α
.
Summing up, we have found a sequene {ΦM} of mappings meromorphi at
innity, suh that for almost all M ∈ N, degΦM > 0, (4.22) holds and
lim
M→∞
deg∇f ◦ ΦM
degΦM
= δ,
whih in aording with (1.2) gives (4.9).
This ends the proof.
We shall now prove the third main theorem of the paper.
Theorem 4.5. If λ0 /∈ Λ(f) and deguQ0(λ, u) > 0 then L∞,λ0(f) = 0.
Proof. If deg f = 1 then we easily hek that L∞,λ0(f) = 0. Assume that deg f > 1.
Let us notie rst that by assumption and Corollary 3.5 (iii)⇒(iv)
L∞,λ0(f) > 0.(4.25)
On the other hand, by assumption and Corollary 4.2 we have
Q0(λ0, 0) 6= 0.(4.26)
To show the inequality opposite to (4.25) we onsider two ases:
(a) degQ0(λ0, u) > 0,
(b) degQ0(λ0, u) = 0.
In ase (a) taking into aount (4.26) and Lemma 3.1 we get L∞(f ′y|f
−1(λ0)) = 0.
Hene and by Lemma 3.2 (ii) it follows that there exists i ∈ {1, ..., n} suh that
deg f ′y ◦ Φi = 0. On the other hand, from the form of f we easily onlude that
deg∇f ◦ Φi = deg f ′y ◦ Φi. Summing up, deg Φi > 0 and
deg(f − λ0) ◦ Φi = −∞, deg∇f ◦ Φi = 0.(4.27)
Then denition (1.2) of L∞,λ0(f) implies L∞,λ0(f) 6 0, whih together with (4.25)
gives the assertion of the theorem in ase (a).
Let us pass to ase (b).
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We rst show that there exist funtions λ(t), u(t), meromorphi at innity, suh
that
deg(λ(t) − λ0) < 0,(4.28)
deg u(t) > 0,(4.29)
Q0(λ(t), u(t)) ≡ 0.(4.30)
Let
Q0(λ, u) = Q
0
0(λ)u
k0 + · · ·+Q0k0(λ), Q
0
0 6= 0.
In this ase taking into aount (4.26) we have
ordλ0 Q
0
k0 = 0, ordλ0 Q
0
i > 0 for i = 0, ..., k0 − 1.(4.31)
Put λ˜(t) := λ0 +
1
t and onsider the polynomial in variable u
Q0(λ˜(t), u) = Q
0
0(λ˜(t))u
k0 + · · ·+Q0k0(λ˜(t))(4.32)
with oeients meromorphi at innity. Notie rst that by (4.31) and denition
of λ˜
k0
max
i=1
degQ0i (λ˜(t)) − degQ
0
0(λ˜(t))
i
>(4.33)
>
degQ0k0(λ˜(t))− degQ
0
0(λ˜(t))
k0
=
1
k0
ordλ0 Q
0
0 > 0.
Identifying meromorphi funtions at innity with their germs in M(t) and using
Lemma 4.3 to polynomial (4.32) and taking into aount (4.33) we get that there
exists ϕ ∈ M(t)∗ suh that
Q0(λ˜(t), ϕ(t)) = 0 in M(t)
∗,(4.34)
degϕ > 0.(4.35)
By denition of M(t)∗ there exists D ∈ N suh that ϕ(tD) ∈ M(t). Then there
exists a funtion u(t) meromorphi at innity whih germs at innity is equal to
ϕ(tD). Put λ(t) := λ˜(tD). By denition of λ˜, (4.35) and (4.34) we obtain that the
funtions λ(t), u(t) satisfy (4.28), (4.29) and (4.30).
Now we onsider two subases:
(b1) for every i ∈ {1, ..., N} Qi(λ(t), u(t)) ≡ 0,
(b2) there exists i ∈ {1, ..., N} suh that Qi(λ(t), u(t)) 6≡ 0.
Consider ase (b1). Then for every M ∈ N we have
Q(tM , λ(t), u(t)) ≡ 0.(4.36)
Consider polynomials in variable y,
f(tM , y)− λ(t), f ′y(t
M , y)− u(t)
with oeients meromorphi at innity. Aording to (4.36) their resultant van-
ishes identially. Then there exist a funtion yM (t), meromorphi at innity, and
an integer D ∈ N suh that
f(tMD, yM (t)) = λ(t
D),(4.37)
f ′y(t
MD, yM (t)) = u(t
D).(4.38)
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Dene ΦM (t) := (t
MD, yM (t)). By (4.37) and (4.28) we get
deg(f ◦ ΦM − λ0) < 0.(4.39)
Hene and from (2.1) we obtain
deg ΦM =MD.(4.40)
By (4.39) and (4.40) we easily get deg f ′x◦ΦM 6 deg f
′
y ◦ΦM , whih means deg∇f ◦
ΦM = deg f
′
y ◦ ΦM . Hene by (4.38) we obtain
deg∇f ◦ ΦM
deg ΦM
=
deg u
M
.(4.41)
Summing up, we have found a sequene {ΦM} of mappings meromorphi at
innity, suh that degΦM > 0 and (4.39) holds. Moreover, by (4.41)
lim
M→∞
deg∇f ◦ ΦM
degΦM
= 0,
whih aording to denition (1.2) gives L∞,λ0 (f) 6 0. Hene and by (4.25) we get
the assertion of the theorem in ase (b1).
Let us pass to ase (b2). Put λM (t) := λ(t) +
1
tM for M ∈ N and M >
− deg(λ(t) − λ0). It is easy to see that for every i ∈ {0, 1, ..., N} there exists an
integer αi ∈ Z suh that for any M
deg(Qi(λ(t), u(t)) −Qi(λM (t), u(t))) 6 −M + αi.(4.42)
Indeed, let Qi(λ, u(t)) = R
i
0(t)λ
li + · · · + Rili(t). Then it sues to take αi :=
maxlij=0 degR
i
j(t). By (4.42) we also easily obtain that for almost allM there exists
an integer dM ∈ Z suh that
degQ0(λM (t), u(t))) = dM ,(4.43)
dM 6 −M + α0.(4.44)
Indeed, in our ase (b) by (4.26) and (4.30) we see that the polynomial Q0(λ, u(t))
in variable λ is not onstant i.e. degλQ0(λ, u(t)) > 0. Then for almost all M there
exists an integer dM ∈ Z suh that (4.43) holds. Inequality (4.44) is a onequene
of (4.42) and (4.43).
Consider now for suiently large M the following polynomial in variable x
Q(x, λM (t), u(t))) = Q0(λM (t), u(t))x
N + · · ·+QN (λM (t), u(t)),(4.45)
with oeients meromorphi at innity.
Let us notie there exists i0 ∈ {1, ..., N} suh that
lim
M→∞
(degQi0(λM (t), u(t)) − degQ0(λM (t), u(t))) =∞.(4.46)
In fat, by assumption (b2) there exists i0 suh that Qi0(λ(t), u(t))) 6≡ 0. Put
di0 := degQi0(λ(t), u(t))). Then di0 ∈ Z and by (4.42) for −M < di0 −αi0 we have
degQi0(λM (t), u(t)) = di0 . Hene by (4.43) and (4.44) we get (4.46).
Let us return to polynomial (4.45). Identifying meromorphi funtions at innity
with their germs in M(t) and using Lemma 4.3 to polynomial (4.45) we get that
there exists ϕM ∈ M(t)∗ suh that
Q(ϕM (t), λM (t), u(t)) = 0 in M(t)
∗,(4.47)
degϕM (t) =
N
max
i=1
degQi(λM (t), u(t)) − deg(Q0(λM (t), u(t))
i
.(4.48)
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By (4.47), similarly as in the proof of Theorem 4.4, there exists ψM (t) ∈M(t)∗
suh that
f(ϕM (t), ψM (t)) = λM (t),(4.49)
f ′y(ϕM (t), ψM (t)) = u(t).(4.50)
Then there exist an integer DM ∈ N and funtions xM (t), yM (t) meromorphi at
innity whih germs at innity are equal to ϕM (t
DM ), ψM (t
DM ), respetively. Put
ΦM (t) := (xM (t), yM (t)). By (4.49) and the denition of λM (t) we have
deg(f ◦ ΦM − λ0) < 0.(4.51)
Hene and by (2.1) we get
deg ΦM (t) = DM degϕM (t).(4.52)
By (4.51) and (4.52) we get deg∇f ◦ΦM = deg f ′y ◦ΦM . Hene aording to (4.50)
and (4.52) we get
deg∇f ◦ ΦM
degΦM
=
deg u(t)
degϕM (t)
.
This, together with (4.46) and (4.48), gives for almost all M ∈ N
deg ΦM > 0
and
lim
M→∞
deg∇f ◦ ΦM
degΦM
= 0.
Hene and (4.51), taking into aount denition (2.1), we get L∞,λ0(f) 6 0.
Hene and by (4.25) we get the assertion of the theorem in ase (b2).
This ends the proof of the theorem.
As a orollary of Theorems 4.1, 4.4 and 4.5 we obtain a theorem on the funtion
C ∋ λ 7−→L∞,λ(f) ∈ R ∪ {−∞}.
Theorem 4.6. The funtion C ∋ λ 7−→L∞,λ(f) takes the values in [−∞,−1) for
λ ∈ Λ(f). Outside Λ(f) this funtion is onstant and non-negative. Moreover,
(a) if deguQ0(λ, u) = 0, then L∞,λ(f) = const. > 0 for λ /∈ Λ(f),
(b) if deguQ0(λ, u) > 0, then L∞,λ(f) = const. = 0 for λ /∈ Λ(f).

At the end we illustrate Theorem 4.6 with three simple examples.
Example 4.7. (a) For f(x, y) := y2 + x we have L∞,λ(f) ≡ 1.
(b) For f(x, y) := yn+1 + xyn + y, n > 1, we have
L∞,λ(f) =
{
1
n for λ 6= 0,
−1− 1n−1 for λ = 0.
() For f(x, y) := y2 we have
L∞,λ(f) =
{
0 for λ 6= 0,
−∞ for λ = 0.

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At the end of this setion we ompare the ojasiewiz exponent of ∇f at in-
nity near a bre and on the bre. Preisely, we shall ompare the funtion
C ∋ λ 7−→L∞,λ(f) to the funtion C ∋ λ 7−→L∞(∇f |f−1(λ)) for a xed polyno-
mial f of the form (2.1). For simpliity we put
Sλ := f
−1(λ) for λ ∈ C.
Theorem 4.8. The funtions C ∋ λ 7−→L∞,λ(f) and C ∋ λ 7−→L∞(∇f |Sλ) are iden-
tial besides a nite set of points λ0, in whih L∞,λ0(f) <L∞(∇f |Sλ0). This in-
equality holds if and only if when L∞,λ0(f) ∈ (−∞,−1) or when L∞,λ0(f) > 0
and
N
max
i=1
deguQi(λ, u)
i
>
N
max
i=1
deguQi(λ0, u)
i
.(4.53)
Proof. Notie rst that by the form (2.1) of f and Lemma 3.2 we easily get
L∞(∇f |Sλ) = L∞(f
′
y|Sλ) for λ ∈ C.(4.54)
Let Q(x, λ, u) = Q0(λ, u)x
N + · · · + QN (λ, u), Q0 6= 0, be, as before, the
resultant of f(x, y)−λ and f ′y(x, y)− u with respet to y. Fix λ0 ∈ C and onsider
four ases:
(a) Q0(λ0, 0) 6= 0 and deguQ0(λ, u) = 0. Then by Lemma 3.1 and (4.54) we have
L∞(∇f |Sλ0) =
[
N
max
i=1
deguQi(λ0, u)
i
]−1
.
Hene and by Corollary 4.2 and Theorem 4.4 we get L∞(∇f |Sλ0) > L∞,λ0(f) if
and only if (4.53) holds. Obviously, the set of suh points is nite.
(b) Q0(λ0, 0) 6= 0 and deguQ0(λ, u) > 0. Then by Lemma 3.1, (4.54) and Theo-
rem 4.5 we have L∞(∇f |Sλ0) = L∞,λ0(f) = 0.
() There exists r ∈ {0, ..., N − 1} suh that Q0(λ0, 0) = · · · = Qr(λ0, 0) =
0 Qr+1(λ0, 0) 6= 0. Then by Theorem 4.1 −∞ < L∞,λ0(f) < 0. Hene and by
Corollary 3.5, L∞(f −λ0, f ′y) < 0. Then by Theorems 3.4, 3.3 and (4.54) we obtain
L∞,λ0(f) < L∞(f − λ0, f
′
y) = L∞(f − λ0|Sy) < L∞(f
′
y|Sλ0) = L∞(∇f |Sλ0).
Obviously, the set of λ0 ∈ C for whih () holds is ontained in Λ(f) and thus nite.
(d) Q0(λ0, 0) = · · · = QN (λ0, 0) = 0. Then by Theorem 4.1, Lemma 3.1 and
(4.54) we have −∞ = L∞,λ0(f) = L∞(f
′
y|Sλ0) = L∞(∇f |Sλ0).
This ends the proof.
We illustrate the above theorem with the same polynomials as in Example 4.7.
Example 4.9. (a) For f(x, y) := y2 + x we have L∞,λ(f) = L∞(∇f |Sλ) = 1
for λ ∈ C.
(b) For f(x, y) := yn+1+xyn+y we have L∞,λ(f) = L∞(∇f |Sλ) =
1
n for λ 6= 0
and −1− 1n−1 = L∞,0(f) < L∞(∇f |S0) = 0.
() For f(x, y) := y2 we have L∞,λ(f) = L∞(∇f |Sλ) for any λ ∈ C.

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5. Equivalene of the definitions of L˜∞,λ(f) and L∞,λ(f)
In the Introdution we have dened L˜∞,λ(f) and L∞,λ(f) by formulas (1.1)
and (1.2), respetively. We notie that the limit in (1.1) always exists (it may
happen to be −∞) beause by denition of L∞(∇f |f−1(Dδ)) the funtion δ 7→
L∞(∇f |f−1(Dδ)) is non-inreasing.
We now prove
Theorem 5.1. Let f : C2 → C be a non-onstant polynomial and λ0 ∈ C. Then
L˜∞,λ0(f) = L∞,λ0(f)
holds.
Proof. Obviously
L˜∞,λ0(f) 6 L∞,λ0(f).
We shall now prove the opposite inequality. Sine the set Λ(f) is nite then there
exists D = {λ ∈ C : |λ− λ0| < δ0} suh that (D \ {λ0}) ∩ Λ(f) = ∅. Aording to
Theorem 4.6 we have
L∞,λ(f) > L∞,λ0(f) for λ ∈ D.(5.1)
Take an arbitrary 0 < δ < δ0 and put Dδ := {λ ∈ C : |λ− λ0| < δ}. Sine the
set f−1(Dδ) is semi-algebrai in C
2
by the Curve Seletion Lemma the exponent
L∞(∇f |f−1(Dδ)) is attained on a meromorphi urve Φδ, degΦδ > 0, lying in
this set (see [CK4℄, Proposition 1). It is easy to see that there exists λ˜ ∈ Dδ ⊂
D suh that deg(f − λ˜) ◦ Φδ < 0. By denition of L∞,λ0(f) and (5.1) we get
L∞(∇f |f−1(Dδ)) > L∞,λ˜(f) > L∞,λ0(f). Hene
lim
δ→0+
L∞(∇f |f
−1(Dδ)) = lim
δ→0+
L∞(∇f |f
−1(Dδ)) > L∞,λ0(f).
This ends the proof.
6. n-dimensional ase
Let us start with denitions. A non-onstant polynomial f : Cn → C, n > 2, is
said to satisfy the Malgrange ondition for a value λ0 ∈ C if
∃η0,δ0,R0>0∀p∈Cn(|p| > R0 ∧ |f(p)− λ0| < δ0 ⇒ |p| |∇f(p)| > η0).(6.1)
By K∞(f) we denote the set of λ ∈ C for whih the Malgrange ondition does not
hold. It is easy to hek that λ ∈ K∞(f) if and only if there exists a sequene
{pk} ⊂ Cn suh that
lim
k→∞
|pk| =∞, lim
k→∞
f(pk) = λ, and lim
k→∞
|pk| |∇f(pk)| = 0.(6.2)
It is known (see [JK℄, f. [S℄) that
#K∞(f) < +∞.(6.3)
We now give a haraterization of K∞(f) in terms of the exponents L˜∞,λ(f)
and L∞,λ(f).
Theorem 6.1. For λ0 ∈ C the following onditions are equivalent:
(i) λ0 ∈ K∞(f),
(ii) L˜∞,λ0(f) < −1,
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(iii) L∞,λ0(f) < −1.
Proof. (iii)⇒(ii)⇒(i). Take λ0 /∈ K∞(f). Then λ0 satises (6.1). Without loss of
generality, by (6.3), we may assume that {λ ∈ C : |λ− λ0| < δ0} ∩ K∞(f) = ∅.
Take δ, 0 < δ < δ0, and put Dδ := {λ ∈ C : |λ− λ0| < δ}. Then by (6.1) we have
L∞(∇f |f−1(Dδ)) > −1. Hene by denition (1.1) we get L˜∞,λ0(f) > −1. From an
obvious inequality
L∞,λ(f) > L˜∞,λ(f) for λ ∈ C(6.4)
we also get L∞,λ0(f) > −1. This gives the required sequene of impliations.
We now show the impliation (i)⇒(iii). Let λ0 ∈ K∞(f) and {pk} ⊂ Cn be
a sequene satisfying (6.2). By (6.3) there exists a losed dis D := {λ ∈ C :
|λ− λ0| 6 δ0} suh that D ∩ K∞(f) = ∅. Sine f−1(D) is a semialgebrai set in
Cn, then by the Curve Seletion Lemma the exponent L∞(∇f |f−1(D)) is attained
on a meromorphi urve Φ, degΦ > 0, lying in this set (f. [CK4℄, Proposition 1).
Thus there exists a λ˜ ∈ D suh that deg(f−λ˜)◦Φ < 0. On the other hand almost all
elements of the sequene {pk} lie in f−1(D). Then (6.2) implies L∞(∇f |f−1(D)) <
−1. In onsequene deg∇f ◦ Φ/ degΦ = L∞(∇f |f−1(D)) < −1. Hene we get
λ˜ ∈ K∞(f) and thus λ˜ = λ0. Summing up, there exists a meromorphi urve Φ,
degΦ > 0, suh that deg(f − λ0) ◦ Φ < 0 and deg∇f ◦ Φ/ degΦ < −1. Then by
denition (1.2) we have
L∞,λ0 (f) < −1.
This gives the desired impliation and ends the proof.
To illustrate the usefulness of L∞,λ(f) we show how with the help of this expo-
nent one an nd the set K∞(f) in an example. We onsider the Rabier's example
(see [R℄, Remark 9.1).
Example 6.2. Let fR : C3 → C, fR(x, y, z) := (xy − 1)yz. Then K∞(fR) = {0}
and L∞,0(fR) = −∞.
Indeed, we rst show 0 ∈ K∞(fR). Taking Φ˜(t) := (t, 1/t, 0), we have deg Φ˜ > 0,
fR ◦ Φ˜(t) ≡ 0 and deg∇fR ◦ Φ˜ = −∞. Hene aording to (1.2) we get L∞,0(fR) =
−∞ and thus 0 ∈ K∞(fR). To prove the opposite inlusion assume that there exists
λ 6= 0 suh that λ ∈ K∞(fR). Then by Theorem 6.1 L∞,λ(fR) < −1. Then there
exists a meromorphi urve Φ = (ϕ1, ϕ2, ϕ3) suh that deg Φ > 0 and
deg(fR − λ) ◦ Φ < 0,(6.5)
deg∇fR ◦ Φ < − degΦ.(6.6)
From (6.5)
deg((ϕ1ϕ2 − 1)ϕ2ϕ3) = 0,(6.7)
whereas from (6.6) we get deg f ′z ◦ Φ < − degΦ and thus
deg(ϕ1ϕ2 − 1)ϕ2) < − degΦ.(6.8)
By (6.7) and (6.8) we get − degϕ3 < − degΦ, whih is impossible.

Using L∞,λ(f) we shall prove one more theorem
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Theorem 6.3. Let f : Cn → C, n > 2, be a non-onstant polynomial. If L∞(∇f) 6
−1, then there exists λ0 ∈ C suh that
L∞(∇f) = L∞,λ0(f).(6.9)
Proof. Let Φ, deg Φ > 0, be a meromorphi urve on whih the ojasiewiz expo-
nent L∞(∇f) is attained. Then
L∞(∇f) =
deg∇f ◦ Φ
degΦ
.(6.10)
We shall show
deg f ◦ Φ 6 0.(6.11)
Indeed, it sues to onsider the ase deg f ◦ Φ 6= 0. Then
deg f ◦ Φ
deg Φ
6
deg∇f ◦ Φ
degΦ
+ 1 = L∞(∇f) + 1 6 0,
whih gives (6.11).
Inequality (6.11) implies that there exists λ0 ∈ C suh that
deg(f − λ0) ◦ Φ < 0.(6.12)
Then by (6.10), (6.12) and (1.2) we get
L∞,λ0(f) 6 L∞(∇f).
The opposite inequality is obvious.
This ends the proof.
Diretly from the above theorem we obtain
Theorem 6.4. Let f : Cn → C, n > 2, be a non-onstant polynomial. The follow-
ing onditions are equivalent:
(i) K∞(f) 6= ∅,
(ii) L∞(∇f) < −1.
Proof. (i)⇒(ii). Take λ0 ∈ K∞(f). Then by Theorem 6.1 we have L∞,λ0(f) < −1.
Then L∞(∇f) < −1.
(ii)⇒(i). By Theorem 6.3 there exists λ0 ∈ C suh that L∞,λ0(f) = L∞(∇f) <
−1. Hene by Theorem 6.1 λ0 ∈ K∞(f).
This ends the proof.
Theorem 6.5. We have
L˜∞,λ(f) = L∞,λ(f) for λ ∈ K∞(f).(6.13)
Proof. Take any λ0 ∈ K∞(f). Sine the inequality L∞,λ0(f) > L˜∞,λ0(f) is obvious
it sues to show
L∞,λ0(f) 6 L˜∞,λ0(f).(6.14)
Similarly as in the seond part of the proof of Theorem 6.1 we take a losed
dis Dδ := {λ ∈ C : |λ− λ0| 6 δ} suh that Dδ ∩K∞(f) = ∅. Then analogously
as previously we show that there exists a meromorphi urve Φδ lying in f
−1(Dδ)
suh that,
deg Φδ > 0, deg(f − λ0) ◦ Φδ < 0, L∞(∇f |f
−1(Dδ)) =
deg∇f ◦ Φδ
deg Φδ
.(6.15)
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Hene and from (1.2) we get
L∞,λ0(f) 6 L∞(∇f |f
−1(Dδ))(6.16)
Then taking δ → 0+ we get (6.14).
This ends the proof.
We give now a omplement of Theorem 6.5, whih follows immediately from
Theorem 6.1.
Proposition 6.6. If λ0 /∈ K∞(f) and there exists a meromorphi urve suh that
deg(f − λ0) ◦ Φ < 0 and deg∇f ◦ Φ = − degΦ then
L∞,λ0 (f) = L˜∞,λ0 (f) = −1.

Before we pose questions onerning L˜∞,λ(f) and L∞,λ(f) for n > 2 we return
to the Rabier's example.
Example 6.7. For the Rabier's polynomial we have
L∞,λ(f
R) = L˜∞,λ(f
R) =
{
−∞ for λ = 0,
−1 for λ 6= 0.
(6.17)
Indeed, for any λ ∈ C and Φλ(t) := (t, 1/2t,−4λt) we have fR ◦ Φλ(t) ≡ λ and
deg∇f ◦ Φλ = − degΦλ. Hene and from Proposition 6.6 we get (6.17).

This example gives rise to the question: an one generalize Theorems 5.1 and
4.6 to the n dimensional ase? Preisely
Question 6.8. Does the equality
L∞,λ(f) = L˜∞,λ(f)
hold for any non-onstant polynomial f : Cn → C, n > 2, and λ ∈ C?

Question 6.9. Does for a non-onstant polynomial f : Cn → C, n > 2, there exists
a number cf ∈ [−1,∞) suh that
L∞,λ(f) = L˜∞,λ(f) = cf for any λ /∈ K∞(f)?

Remark 6.10. It is known for n = 2 (see i.e. [S℄) that Λ(f) = K∞(f). Then the
answers to both Problems 6.8 and 6.9 are positive. Moreover, by Theorem 4.6 the
onstant cf belongs to the interval [0,∞).
For n > 2 we have only the inlusion Λ(f) ⊂ K∞(f) (see [P℄). In general
the equality does not hold. One an show that for the polynomial fPZ(x, y, z) :=
x− 3x5y2 + 2x7y3 + yz (see [PZ℄) we have
∅ = Λ(fPZ)  K∞(f
PZ) 6= ∅.
Therefore by (6.3) it seems to be more natural in the ase n > 2 to onsider the
dependene of the exponents L˜∞,λ(f) and L∞,λ(f) on K∞(f) and not on Λ(f).

GRADIENT OF A POLYNOMIAL 23
Let us introdue one more denition. A non-onstant polynomial f : Cn → C,
n > 2, is said to satisfy the Fedorjuk ondition for a value λ0 ∈ C if
∃η0,δ0,R0>0∀p∈Cn(|p| > R0 ∧ |f(p)− λ0| < δ0 ⇒ |∇f(p)| > η0).(6.18)
By K˜∞(f) we denote the set of λ ∈ C for whih the Fedorjuk ondition does not
hold. It is easy to hek that λ ∈ K˜∞(f) if and only if there exists a sequene
{pk} ⊂ Cn suh that
lim
k→∞
|pk| =∞, lim
k→∞
f(pk) = λ, and lim
k→∞
|∇f(pk)| = 0.(6.19)
It is known (see [S℄) that K˜∞(f) is algebrai. Then we have two exluded
possibilities
#K˜∞(f) < +∞ or K˜∞(f) = C.(6.20)
Analogously to Theorem 6.1 we show
Theorem 6.11. If K˜∞(f) 6= C then for λ0 ∈ C the following onditions are equiv-
alent:
(i) λ0 ∈ K˜∞(f),
(ii) L˜∞,λ0(f) < 0,
(iii) L∞,λ0(f) < 0.

Remark 6.12. The inlusion K∞(f) ⊂ K˜∞(f) is obvious. For n = 2 we have
K∞(f) = K˜∞(f) and thus K˜∞(f) is nite. For n > 2 the equality K∞(f) = K˜∞(f)
does not have to hold. Namely, from Example 6.7 and Theorem 6.11 we have
K˜∞(f
R) = C whereas K∞(f
R) is nite.

Question 6.13. Does the equality K˜∞(f) = C imply that L∞,λ(f) < 0 for eah
λ ∈ C ?

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