Abstract-We study the compression of arbitrary parametric families of n identically prepared finite-dimensional quantum states, in a setting that can be regarded as a quantum analogue of population coding. For a family with f free parameters, we propose an asymptotically faithful protocol that requires a memory of overall size ( f /2) log n. Our construction uses a quantum version of local asymptotic normality and, as an intermediate step, solves the problem of the optimal compression of n identically prepared displaced thermal states. Our protocol achieves the ultimate bound predicted by quantum Shannon theory. In addition, we explore the minimum requirement for quantum memory: On the one hand, the amount of quantum memory used by our protocol can be made arbitrarily small compared to the overall memory cost; on the other hand, any protocol using only classical memory cannot be faithful.
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I. INTRODUCTION
Many problems in quantum information theory involve a source that prepares multiple copies of the same quantum state. This is the case, for example, of quantum tomography [1] , quantum cloning [2] , [3] , and quantum state discrimination [4] . The state prepared by the source is generally unknown to the agent who has to carry out the task. Instead, the agent knows that the state belongs to some parametric family of density matrices {ρ θ } θ∈Θ , with the parameter θ varying in the set Θ. Also, it is promised that all the particles emitted by the source are independently prepared in the same quantum state ρ θ : when the source is used n times, it generates n quantum particles in the tensor product state ρ ⊗n θ . How much information is contained in the n-particle state ρ ⊗n θ ? One way to address this question is to quantify the minimum amount of memory needed to store the state. Solving this problem requires an optimization over all possible compression protocols. When the number of copies is large, it is tempting to use a classical protocol, wherein the parameter θ is estimated and the estimate is stored in a classical memory. However, this type of storage is generally not faithful, as shown in [5] for several examples of pure state families. In order to achieve a faithful storage, a non-zero amount of quantum memory is generally required. It is important to stress that the problem of storing the n-copy states {ρ ⊗n θ , θ ∈ Θ} in a quantum memory is different from the standard problem of quantum data compression [6] , [7] , [8] . In our scenario, the mixed state ρ θ is not regarded as the average state of an information source, but, instead, as a physical encoding of the parameter θ. The goal of compression is to preserve the encoding of the parameter θ, by storing the state ρ ⊗n θ into a memory and retrieving it with high fidelity for all possible values of θ. To stress the difference with standard quantum compression, we refer to our scenario as compression for quantum population coding. The expression "quantum population coding" refers to the encoding of the parameter θ into the many-particle state ρ ⊗n θ . We choose this expression in analogy with (classical) population coding, whereby a parameter is encoded into the population of n individuals [9] . The typical example of population coding arises in computational neuroscience, where the population consists of neurons and the parameter represents an external stimulus.
The compression for quantum population coding has been studied by Plesch and Bužek [10] in the case where ρ θ is a pure qubit state (see also [11] for a prototype experimental implementation). A first extension to mixed states, higher dimensions, and non-zero error was proposed by some of us in [12] . Later, a new protocol that reaches the ultimate information-theoretic bound was found for qubit states [13] . The classical version of the problem was addressed in [14] . However, finding the optimal protocol for arbitrary parametric families of quantum states has remained as an open problem so far.
In this paper, we provide the general theory for the compression of n-tensor product state in a quantum parametric state family. We consider two categories of state families: families of finite-dimensional states and displaced thermal families of infinite-dimensional states. These two categories of state families turn out to be connected by the quantum version of local asymptotic normality (Q-LAN) [15] , [16] , [17] , [18] , which reduces n-tensor product of a finite-dimensional state locally to a displaced thermal state. As the first step, we discuss this kind of compression for the thermal states family, which can be regarded as the quantum extension of the Gaussian distribution. In the next step, employing Q-LAN, we reduce the problem of compressing generic finite-dimensional states to the case of displaced thermal states. Unlike previous works, our protocol does not require any assumption on the symmetry of the state family. In addition, an intriguing feature of this protocol is that the ratio between the size of quantum memory and the size of classical memory can be made arbitrarily close to but not equal to zero. Such a feature is not an incidence but an essence: for identically prepared displaced thermal states and qudit states, we show that any compression protocol using only classical memory must have non-vanishing error.
The rest of the paper is structured as follows. In Section II we show the main result of the paper. In Section III we propose a protocol for the compression of identically prepared finite-dimensional states. Optimality of the protocol is proven later in Section IV. Finally, we conclude the paper by some discussions in Section V.
II. MAIN RESULT.
The main result of our work is the optimal compression of identically prepared quantum states. We consider two major categories of states: finite dimensional (i.e. qudit) states and displaced thermal states. The key question addressed here is what are the minimal amounts of memory required to encode these families of states, in a way that they can be recovered with an error vanishing in the number of input copies. The memory cost essentially depends on the (sub)family from which the states are drawn. For instance, the memory cost for states diagonalized in the same basis (i.e. classical probability distributions) should be less than the cost for general qudit states. As a consequence, we need to specify the state subfamily being considered before stating the main result.
We begin by introducing the parameterization for d(< ∞)-dimensional non-degenerate quantum systems, whose states can be generated by rotating a fixed state ρ 0 (μ) with spectrum μ, i.e.
where
is the exponential form of a SU(d) element, E j,k is a d × d matrix with entry ( j, k) equal to 1 and other entries equal to 0. Therefore, any non-degenerate qudit state can be parameterized as ρ θ , where
where Θ i is the range of the i-th component of θ. For simplicity of discussion, we assume
Otherwise the range set of the parameter contains only one value and the parameter is fixed. We denote by f c ( f q ) the number of free classical (quantum) parameters of the (sub)family.
Next we introduce displaced thermal states, which are a type of infinite-dimensional states frequently encountered in quantum optics. Displaced thermal states can be regarded as coherent states subject to Gaussian additive noise:
is a suitable parameter and
is a thermal state with {|k } being the photon number basis. We consider a (sub)family of n identically prepared displaced thermal states, denoted by {ρ ⊗n α,β } (β,α)∈Θ with Θ = Θ β × Θ α being the parameter space. Similar as the qudit state case, there are three real parameters for the displaced thermal state family: the thermal parameter β, the strength of the displacement |α|, and the phase T = arg α. The former is a classical parameter, specifying the probability distribution of the eigenvalues, while the latter two are quantum parameters, determining the eigenstates of the density matrix.
A compression protocol consists of two components: the encoder, which compresses the input state into a memory, and the decoder, which recovers the state from the memory. A protocol is thus represented by a couple of quantum channels (completely positive trace-preserving linear maps) (E, D)
characterizing the encoder and the decoder, respectively. We focus on faithful compression protocols, whose error vanishes in the large n limit. As a measure of error, we choose the supremum of the trace distance between the original state and
The main result of our work is the following: Theorem 1 states that to encode each free parameter a memory of size (1/2+δ) log n is required. When the parameter is classical, the required memory is fully classical; when the parameter is quantum, a quantum memory of δ log n qubits is required. Note that Theorem 1 solves the compression of several important (sub)families: compressed into (d/2) log n classical bits, retrieving the result of [14] . To compress states of finite-dimensional systems, we adapt a series of quantum information techniques:
• Quantum local asymptotic normality (Q-LAN) . The first ingredient is the quantum version of local asymptotic normality for finite-dimensional states derived in [18] , which states that n identical copies of a qudit state can be approximated by a classical-quantum Gaussian state in a sufficiently small neighborhood of a point θ 0 ∈ Θ for large n. Explicitly, for a fixed point θ 0 = (μ 0 , ξ 0 ) and for a fixed η ∈ (0, 1), we define the following neighborhood
where δθ ∞ is the infinity vector norm defined as δθ ∞ := max i |(δθ) i |. Q-LAN states that every n-fold product state ρ ⊗n θ with θ in the neighborhood Θ n,η (θ 0 ) can be approximated by a classical-quantum Gaussian state. Specifically, the stated ρ ⊗n θ is approximated by the Gaussian state
where N δμ,I μ 0 is the multivariate normal distribution with mean δμ and covariance matrix I μ 0 (equal to the inverse of the quantum Fisher information of the eigenvalues μ, evaluated at μ 0 ) and ρ α j,k ,β j,k is the displaced thermal state defined as 
where · 1 denotes the trace norm and κ(η) is a function of η which is strictly positive when η ∈ (7/9, 1).
• Displaced thermal state compressor. Since Q-LAN turns the problem into the compression of displaced thermal states ρ α j,k ,β j,k , we can use a displaced thermal state compressor P j,k for each individual quantum mode. Details for the compressor can be found in [19] .
• Quantum state tomography. State tomography is an important technique of quantum information processing which is used to determine the density matrix of an unknown quantum state. Here we use the tomography protocol for d-dimensional quantum systems provided in [20] , which gives an estimate ρθ of a qudit state ρ θ with confidence
−nε 2 (13) using n copies of the state.
• Quantum amplifier. A quantum amplifier [21] is a device that increases the intensity of quantum light while preserving its phase information. Here we use an amplifier A γ α,β for displaced thermal state, capable of amplifying a displaced thermal state ρ α,β to ρ γα,β approximately, where γ is the amplification ratio. The amplifier is defined explicitly as the following quantum channel
where a and b are the annihilation operators of the input mode and the ancillary mode B, respectively, and r α,β,γ > 0 is a parameter depending on γ, α and β. For any δ ∈ (0, 2/9), our compression protocol runs as follows (see also Fig. 1 for a flowchart illustration):
• Encode the input state into memories. We break the encoding of ρ ⊗n θ into four steps: 1) Tomography. First take out n 1−δ/2 copies of ρ θ for quantum tomography. In this way, one obtains a neighborhood Θ n,2δ/3 (θ 0 ) (note that 2δ/3 is not the only choice) that contains the state with confidence approaching one in the large n limit. To encode the outcome of the tomography, the parameter space Θ is discretized into a lattice of n ( f c + f q )/2 points, each point corresponding to an outcome of tomography. The point that is closest to θ 0 is encoded in a classical memory. 2) Q-LAN. After the tomography step, n − n 1−δ/2 copies remain for compression. Define
so that the number of remaining copies is n/γ n . The n/γ n copies are sent through the channel T (n/γ n ) θ 0 (11) Fig. 1 . Compression protocol for finite dimensional states.
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which outputs the Gaussian state G (n/γ n ),θ defined by Eq. (8). 3) Amplification. Next, the Gaussian state is amplified to compensate the loss of input copies. The state ρ α j,k ,β j,k of each quantum mode is amplified by
. The Gaussian distribution on the classical register is rescaled by a constant factor:
where {|u } stands for the Cartesian basis of the classical register. 4) Gaussian state compression. Each quantum mode ( j, k) of the amplified Gaussian state is compressed by a displaced thermal state compressor P j,k . The output state is then stored in a quantum memory. The state of the classical mode is compressed by an channel that truncates the state into a O(n δ )-hypercube centered around the mean of the Gaussian.
• Recover the original state. The state can be decompressed from the memory by sending the state of the hybrid memory through the channel S (n) θ 0 (12), which can be constructed by consulting the outcome of tomography. In [19] , we showed that the protocol generates an error which scales at most
with κ(δ) a function of δ which is strictly positive for δ ∈ (7/9, 1). The error indeed vanishes for large n.
On the other hand, There are three sources of memory cost: a classical memory of [( f c + f q )/2] log n bits for the tomography outcome, a classical memory of f c δ log n bits for the classical part of the Gaussian state and a quantum memory of f q δ log n qubits for the quantum part of the Gaussian state. It takes (1/2 + δ) log n bits to encode a classical free parameter and (1/2) log n bits plus δ log n qubits to encode a quantum free parameter. The ratio between the quantum memory cost and the classical memory cost is
which can be made close to zero when δ is set close to zero. The above result shows that the quantum memory cost can be made arbitrarily small compared to the classical memory cost. It is then intuitive to ask whether this ratio can be made equal to zero, i.e. compressing faithfully using a fully classical memory. The answer to the above question is negative: we proved in the extended version [19] that quantum states can be faithfully compressed into classical bits, only if they can be diagonalized in the same basis.
IV. OPTIMALITY OF THE COMPRESSION
In this section, we prove the optimality of our compression protocol, namely that any protocol with an overall memory size of ( f /2 − δ) log n for δ > 0 cannot be faithful for a subfamily of f free parameters.
We begin by defining a mesh M on the parameter space Θ, which is a collection of points corresponding to states that are almost mutually distinguishable:
where θ 0 ∈ Θ is a fixed point. The mesh M is so defined that
which comes from the Euclidean expansion of trace distance,
On the other hand, the number of points contained in the mesh satisfies
where T Θ > 0 is independent of n. Now, if a compression protocol (E, D) with a memory M of size n enc is faithful, two parties can apply the following protocol to communicate log |M| bits of classical information almost perfectly: 1) Both parties agree apriori on a one-to-one correspondence between messages and point in the mesh M. To communicate a certain message, the sender picks the corresponding point θ on the mesh and prepares ρ ⊗n θ .
2) The sender applies the encoder E and transmits E(ρ ⊗n θ ) to the receiver.
3) The receiver recovers the message by first applying the decoder D and then measuring with the POVM {Mθ} defined asMθ
where M σ is the qudit tomography POVM element defined in Eq. (9) of [20] , which the property that
(For displaced thermal state families, a similar result holds for the heterodyne measurement of α and maximum likelihood estimation of β [22] .) The point-wise probability of error for the above protocol can be bounded as [19] 
Consider the case when the messages are uniformly distributed. Using the monotonicity of mutual information and the upper bound of entropy, we have
Applying Fano's inequality [23] , the bound continues as
where ε is the error of compression, h(x) = −x log x (h(0) := 0) and P e ≤ n − C log n 8 is the average error probability. The optimality of our compression protocol is justified by Eq. (25) .
V. CONCLUSION
In this work we have solved the problem of compressing identically prepared states of finite-dimensional quantum systems and identically prepared displaced thermal states. We showed that the total size of the required memory is proportional to the number of free parameters of the state. Moreover, we observed the asymptotic ratio between the amount of quantum bits and the amount of classical bits can be set to an arbitrarily small constant. Still, a fully classical memory cannot faithfully encode genuine quantum states: only states that are jointly diagonal in fixed basis can be compressed into a purely classical memory.
A natural development of our work is the study of compression protocols for quantum population coding beyond the case of identically prepared states. The idea is to consider families of states representing a population of indistinguishable quantum particles following Bose-Einstein, Fermi-Dirac or other intermediate statistics. From the point of view of quantum simulations, it is also meaningful to consider the compression of tensor network states [24] , [25] which provide a variational ansatz for a large number of quantum manybody systems. The extension of quantum compression to this scenario is appealing as a technique to reduce the number of qubits needed to simulate systems of distinguishable quantum particles, in the same spirit of the compressed simulations introduced by Kraus [26] and coauthors [27] , [28] for the Ising model and other models in quantum statistical mechanics. In the long term, the information-theoretic study of manybody quantum systems may provide a new approach to the simulation of complex systems that are not efficiently simulatable on classical computers.
