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Introduccio´n
El concepto de multiplicidad de una raı´z de un polinomio es bien conocido. Sean K 2 fR; C g
y P : K ! K un polinomio. Decimos que 
0
es una raı´z (o un cero) de P de multiplicidad k 2 N
cuando, en el anillo de los polinomios, (  
0
)
k divide a P (), y (   
0
)
k+1 no divide a P ().
Excepcionalmente, se dice que 0 es una raı´z (o un cero) de orden infinito (o de multiplicidad infinita)
del polinomio cero. Este concepto se puede generalizar con facilidad a funciones f : 
 ! K
suficientemente regulares, donde 
 es un abierto de K . Se dira´ que 
0
2 
 es un cero de f de
multiplicidad k 2 N cuando f(
0
) =    = f
k 1)
(
0
) = 0 y fk)(
0
) 6= 0. Equivalentemente,
cuando la funcio´n
 7!
f()
(  
0
)
k
(1)
sea continua en 
0
, y la funcio´n
 7!
f()
(  
0
)
k+1
no lo sea. Se dira´ que 
0
2 
 es un cero de f de orden infinito (o multiplicidad infinita) cuando
f
j)
(
0
) = 0 para todo j  0. Equivalentemente, cuando la funcio´n (1) sea continua para todo
k 2 N .
Hay otro concepto de multiplicidad igualmente familiar; a saber, el de multiplicidad algebraica
de un autovalor de un operador compacto. Sea U un espacio de Banach sobre K 2 fR; C g y sea A
un operador linear y compacto de U en U . Sea 
0
2 K n f0g un autovalor de A. Entonces existe un
nu´mero k 2 N tal que
N [(A  
0
I)
i
℄ ( N [(A  
0
I)
j
℄  N [(A  
0
I)
k
℄ = N [(A  
0
I)
`
℄; 0  i < j  k  `;
donde I es la identidad en U , y la multiplicidad del autovalor 
0
del operador A se define como
dimN [(A   
0
I)
k
℄. Una definicio´n equivalente es la que sigue. Si K = R entonces U y A se
complexifican de manera natural, con lo que sin pe´rdida de generalidad se puede considerar que
K = C . Se sabe que 
0
es un punto aislado del espectro de A. Se toma una curva de Jordan  en C
que sea rectificable, positivamente orientada y tal que el u´nico punto del espectro de A que encierre
 en su interior sea 
0
. Entonces
1
2i
Z

(I  A)
 1
d
es una proyeccio´n en U cuya imagen es N [(A  
0
I)
k
℄. Con lo cual, una definicio´n equivalente de
V
VI Introduccio´n
la multiplicidad de 
0
como autovalor de A es
dimR

1
2i
Z

(I  A)
 1
d

;
donde R denota el subespacio imagen. No´tese que para esta u´ltima caracterizacio´n es necesaria la
teorı´a de funciones de variable compleja. En particular, si U tiene dimensio´n finita todo lo anterior
es va´lido incluso para cuando el autovalor 
0
vale 0. En este caso en que A es una matriz cuadrada
y 
0
es un autovalor suyo, la multiplicidad de 
0
como autovalor de A tambie´n se puede definir
equivalentemente como el orden (o multiplicidad) del polinomio
 7! det(A  I)
en 
0
. Todo esto es bien conocido; ver, por ejemplo, A. E. Taylor [66], N. Dunford and J. T.
Schwartz [12], K. Yosida [70], o I. Gohberg et al. [24].
Existe un concepto de multiplicidad que generaliza y extiende a estos dos conceptos que hemos
expuesto y que sera´ estudiado en la Parte I de esta memoria.
Sea U un espacio de Banach sobre K 2 fR; C g, 
 un abierto de K , 
0
2 
 y L : 
 ! L(U)
una funcio´n de clase C1 tal que L(
0
) 2 
0
(U). Aquı´ L(U) denotara´ el conjunto de aplicaciones
lineales y continuas de U en U , y 
0
(U)  L(U) el subconjunto formado por aquellos operadores
que son Fredholm de ı´ndice cero, es decir, operadores T 2 L(U) tales que
dimN [T ℄ = odimR[T ℄ <1: (2)
La hipo´tesis de Fredholm de ı´ndice cero es ba´sicamente una hipo´tesis de finitodimensionalidad,
puesto que los operadores Fredholm de ı´ndice cero comparten muchas de las buenas propiedades
de las que gozan las matrices cuadradas, ya que la propiedad (2) esta´ detra´s de gran parte de ta-
les propiedades. Hay un concepto de multiplicidad de L en 
0
, denotado por m[L;
0
℄, que viene
caracterizado por el siguiente resultado, que constituye el teorema principal del Capı´tulo 1.
Teorema 1 Sea S el conjunto de funciones de clase C1 definidas en un entorno de 
0
con valores
en 
0
(U). Existe una u´nica aplicacio´n
m[;
0
℄ : S ! [0;1℄
que cumple las siguientes propiedades:
M1. Para cualesquiera L;M 2 S , m[LM;
0
℄ = m[L;
0
℄ +m[M;
0
℄.
M2. Existe una proyeccio´n P
0
2 L(U) de rango 1 tal que m[(  
0
)P
0
+ I
U
  P
0
;
0
℄ = 1.
La propiedad M1 se conoce como fo´rmula del producto. La propiedad M2 es una simple norma-
lizacio´n. La demostracio´n del Teorema 1 se basa en una factorizacio´n de la familia debida a R. J.
Magnus [49]. Esta multiplicidad m goza, entre otras, de las siguientes propiedades, siendo todas
ellas consecuencia u´nicamente de M1 y M2:
m[L;
0
℄ 2 f0; 1; : : : ;1g.
Introduccio´n VII
Si dimU < 1 entonces m[L;
0
℄ coincide con la multiplicidad (u orden) de 
0
como raı´z
de detL.
m[L;
0
℄ = 0 si y so´lo si L(
0
) es un isomorfismo.
m[LM;
0
℄ = m[L;
0
℄ +m[M;
0
℄, donde M 2 C1(
;L(V )), M(
0
) 2 
0
(V ) y V es
un K -espacio de Banach.
m[L;
0
℄ < 1 si y so´lo si existe un entero k  0 tal que (   
0
)
k
L()
 1 existe y es
acotado en un entorno perforado de 
0
. En particular, si L es analı´tica, 
 es conexo y L(
1
)
es isomorfismo para algu´n 
1
2 
 entonces m[L;℄ <1 para todo  2 
.
Si T 2 L(U) y L() := I   T , donde I es la identidad en U , entonces
m[L;
0
℄ = sup
k2N
dimN [(
0
I   T )
k
℄:
m[L;
0
℄ <1 si y so´lo si existe un entorno abierto 
0 de 
0
contenido en 
 tal que L admite
una factorizacio´n de la forma
L() = E() [D() I
U
1
℄F();  2 

0
;
donde E;F 2 C1(
0;L(U)), E(
0
);F(
0
) son isomorfismos, U = U
0
 U
1
con dimU
0
<
1 y U
1
es un subespacio cerrado de U cuyo operador identidad es I
U
1
, yD 2 C1(
;L(U
0
))
se expresa, respecto de cierta base, de la forma diagonal siguiente
D() = diag

(  
0
)
k
1
; : : : ; (  
0
)
k
n
	
para ciertos enteros n  0 y k
1
; : : : ; k
n
 1.
Si L()   I es compacto para todo  2 
 y m[L;
0
℄ < 1 entonces el ı´ndice de Leray-
Schauder Ind(L(); 0) de L() en 0 cambia cuando  cruza 
0
si y so´lo si m[L;
0
℄ es
impar. Dicho de otra manera,
lm
!
 
0
Ind(L(); 0) = ( 1)
m[L;
0
℄
lm
!
+
0
Ind(L(); 0):
El concepto de multiplicidad se remonta a la escuela rusa en la de´cada de 1940, donde se
introdujo en el caso holomorfo, es decir, cuando K = C . Ver M. V. Keldysˇ [33], A. S. Markus
and E. I. Sigal [53], V. M. Eni [13], I. C. Gohberg and E. I. Sigal [29], I. C. Gohberg et al. [26]
y las referencias allı´ citadas. Su teorı´a esta´ basada en las cadenas de Jordan, construccio´n que
expondremos en el Capı´tulo 3.
En el caso K = R la definicio´n es ma´s tardı´a; sen˜alamos aquı´ las construcciones de P. Sarreither
[63], J. Ize [30], R. J. Magnus [49], J. Esquinas and J. Lo´pez-Go´mez [15] y J. Esquinas [14],
y P. J. Rabier [58]. P. Sarreither [63] y P. J. Rabier [58] acuden a las cadenas de Jordan, como
explicaremos en el Capı´tulo 3. J. Ize [30] se basa en una reduccio´n finitodimensional de la familia
L y define la multiplicidad de L como la multiplicidad del determinante de la familia reducida.
VIII Introduccio´n
R. J. Magnus [49] define, a partir de la familia L, una sucesio´n de familias hasta que llega a una
factorizacio´n de L en un producto de familias ma´s simples, factorizacio´n que le sirve para definir
su multiplicidad. Esta teorı´a esta´ parcialmente explicada en el Capı´tulo 1. J. Esquinas and J. Lo´pez-
Go´mez [15], J. Esquinas [14] y J. Lo´pez-Go´mez [43] primero definen la multiplicidad para una
familia transversalizada, y luego caracterizan aquellas familias que pueden ser transversalizadas
mediante un cambio de variable. Explicaremos esta teorı´a en el Capı´tulo 2.
Esta memoria no pretende dar una descripcio´n exhaustiva de las distintas definiciones de mul-
tiplicidad; para ello se pueden consultar J. Esquinas [14], P. M. Fitzpatrick and J. Pejsachowicz
[18], o [55]. Se conoce la equivalencia de todas estas construcciones de la multiplicidad (ver P. J.
Rabier [58] y J. Lo´pez-Go´mez [43, Chapter 5]). Nosotros explicaremos aquellas construcciones de
la multiplicidad que nos sean u´tiles para probar los resultados de esta memoria.
La razo´n de disponer de una buena definicio´n de multiplicidad viene avalada por la multitud
de aplicaciones que tiene en diversas a´reas de la matema´tica; entre otras, las construcciones de la
multiplicidad algebraica se emplean en:
Criterios sobre el cambio de grado topolo´gico de una familia uniparame´trica de operadores
cuando el para´metro cruza un autovalor de la familia. Criterios de existencia de autovalores
no-lineales en ecuaciones muy generales en el marco de la teorı´a de bifurcacio´n. Consultar
P. Sarreither [63], J. Ize [30], R. J. Magnus [49], J. Esquinas and J. Lo´pez-Go´mez [16], J.
Esquinas [14], P. J. Rabier [58], P. M. Fitzpatrick and J. Pejsachowicz [19].
Clasificacio´n local de familias de operadores; existencia y unicidad de la forma cano´nica de
Smith. Ver I. C. Gohberg et al. [26].
Teorı´a espectral local y global de familias de operadores. Ver I. C. Gohberg et al. [26], I.
Gohberg et al. [25], J. Lo´pez-Go´mez [43].
Criterios de completitud de los autovectores y autovectores generalizados de operadores y de
familias de operadores. Ver A. Friedman and M. Shinbro [21], I. C. Gohberg and M. G. Kreı˘n
[27].
Ecuaciones diferenciales ordinarias con coeficientes constantes; problemas de valor inicial y
de valores en la frontera. Consultar I. Gohberg et al. [25], J. T. Wloka et al. [67].
Ecuaciones en diferencias. Ver I. Gohberg et al. [25].
Interpolacio´n de familias de matrices. Ver J. A. Ball et al. [7].
Teorı´a de sistemas lineales y de control en ingenierı´a. Ver B. F. Wyman et al. [69].
En este trabajo so´lo se desarrollan dos de tales aplicaciones, a saber, la construccio´n de forma
local de Smith que veremos en el Capı´tulo 3, y la aplicacio´n a la teorı´a de bifurcacio´n que veremos
en la Parte II.
En el Capı´tulo 1 daremos teoremas de unicidad de la multiplicidad. Allı´ probaremos, entre otros,
el Teorema 1 en el cual la multiplicidad queda axiomatizada por unas pocas de sus propiedades.
Introduccio´n IX
Hasta ahora hemos supuesto que la familia L es de clase C1. ´Esta es una hipo´tesis de simplifi-
cacio´n pero no es realmente necesaria, como veremos en el desarrollo de esta memoria. Tampoco
es necesario que L tome valores en 
0
(U); basta que lo haga en 
0
(U; V ) donde V es otro espacio
de Banach.
El punto de partida del Capı´tulo 2 es el siguiente resultado, ya cla´sico, debido a I. C. Gohberg
and E. I. Sigal [29]; consu´ltese tambie´n I. Gohberg et al. [24, Chapter XI].
Teorema 2 Sea 
 un abierto conexo de C y L : 
 ! 
0
(U; V ) una funcio´n holomorfa tal que
L(
1
) es un isomorfismo para algu´n 
1
2 
. Entonces el conjunto de autovalores  := f 2 
 :
dimN [L()℄  1g es discreto en 
 y la funcio´n L 1 es holomorfa en 
 n . Para cada 
0
2 ,
L
 1 admite un desarrollo de Laurent
L()
 1
=
1
X
n= k
R
n
(  
0
)
n
para un cierto entero k  1. Se cumple que R
0
2 
0
(V;U) y R
n
es de rango finito para cada
 k  n   1. Es ma´s, el desarrollo de Laurent de L0L 1
L
0
()L()
 1
=
1
X
n= k
M
n
(  
0
)
n
cumple que M
n
tiene rango finito para cada  k  n   1, y su traza vale
trM
n
=
(
0 si   k  n   2
m[L;
0
℄ si n =  1:
El objetivo del Capı´tulo 2 es generalizar el Teorema 2 al caso K = R; la familia L, pues, no
sera´ necesariamente analı´tica, sino de clase Cr para un cierto natural r.
En vistas a una generalizacio´n del Teorema 2 al caso Cr, parece que lo primero que debemos
hacer es precisar lo que entendemos por desarrollo de Laurent, y dar condiciones suficientes para su
existencia. La factorizacio´n de L debida a R. J. Magnus [49] nos proporciona la herramienta para
mostrar que, cuando la multiplicidad de L en 
0
es finita, entonces L 1 admite una expresio´n de la
forma
L()
 1
=
q
X
n=p
R
n
(  
0
)
n
+ o ((  
0
)
q
)
para ciertos enteros p  q. Sin embargo, la construccio´n de R. J. Magnus [49] no permite dar un
criterio que decida cua´ndo la multiplicidad es finita. Para ello usamos la teorı´a de J. Esquinas and
J. Lo´pez-Go´mez [15], J. Esquinas [14] y J. Lo´pez-Go´mez [43]. La siguiente definicio´n se debe a J.
Lo´pez-Go´mez [43].
Definicio´n 3 Sea L 2 Cr(
;L(U; V )) tal que L(
0
) 2 
0
(U; V ). Dado un entero k  1 decimos
que 
0
es un autovalor k-algebraico de L cuando L() es un isomorfismo en un entorno perforado
de 
0
, la familia (   
0
)
k
L()
 1 esta´ acotada en un entorno perforado de 
0
y la familia (  

0
)
k 1
L()
 1 no esta´ acotada en ningu´n entorno perforado de 
0
.
X Introduccio´n
En J. Lo´pez-Go´mez [43, Chapter 4] se prueba que si 
0
es un autovalor k-algebraico de L 2
C
r
(
;L(U; V )) y k  r entonces la multiplicidad m[L;
0
℄ de L en 
0
esta´ definida y es finita. Una
vez que tenemos un desarrollo de Laurent finito de L 1, podemos pasar a estudiar los coeficientes
de la parte singular del desarrollo de Laurent de L0L 1. Esto lo hacemos primero para familias L
que son transversales en 
0
, concepto definido en J. Esquinas and J. Lo´pez-Go´mez [15], y luego se
hace para familias arbitrarias, gracias al resultado de J. Lo´pez-Go´mez [43] segu´n el cual una familia
L 2 C
r puede ser transversalizada multiplicando por la derecha por una familia de isomorfismos si
y so´lo si 
0
es un autovalor k-algebraico de L para algu´n k  r. Con todos estos ingredientes, en
el Capı´tulo 2 llegamos al siguiente resultado.
Teorema 4 Sean n  k  1 nu´meros enteros y 
0
2 
 un autovalor k-algebraico de L 2
C
n+k
(
;L(U; V )), con L(
0
) 2 
0
(U; V ). Entonces existen n+1 operadores (definidos unı´voca-
mente) R
i
2 L(V;U),  k  i  n  k tales que
L()
 1
=
n k
X
i= k
R
i
(  
0
)
i
+ o
 
(  
0
)
n k

:
Se cumple que R
0
2 
0
(V;U) y R
i
es de rango finito para cada  k  i   1. Adema´s
L
0
()L()
 1
=
n k
X
i= k
M
i
(  
0
)
i
+ o
 
(  
0
)
n k

cumple que M
i
tiene rango finito para cada  k  i   1, y su traza vale
trM
i
=
(
0 si   k  i   2
m[L;
0
℄ si i =  1:
Estrechamente relacionados con la construccio´n de la multiplicidad se encuentran los conceptos
de cadenas de Jordan, multiplicidades parciales y forma cano´nica de Smith, conceptos ciertamente
antiguos que se remontan a H. J. S. Smith [65] y a F. G. Frobenius [22, 23]. Las multiplicidades
parciales de L en 
0
son un concepto ma´s refinado que el de multiplicidad y permiten describir
el comportamiento de L en un entorno de 
0
. El punto de partida del Capı´tulo 3 es el siguiente
resultado cla´sico, sacado de I. Gohberg et al. [24, Theorem XI.8.1] (ver tambie´n I. C. Gohberg and
E. I. Sigal [29] e I. C. Gohberg et al. [26]).
Teorema 5 Sea L : 
 ! L(U; V )) una funcio´n holomorfa con L(
0
) 2 
0
(U; V ) y tal que
L(
1
) es un isomorfismo para algu´n punto 
1
del abierto conexo 
  C . Entonces existe una
descomposicio´n del espacio U = U
0
 U
1
con dimU
0
= dimN [L
0
℄ = n, y U
1
un subespacio
cerrado de U , con respecto de la cual podemos expresar
L() = E() [D() I
U
1
℄F();  2 

0
; (3)
para un cierto abierto 
0 con 
0
2 

0
 
 y ciertas familiasD 2 H(
0;L(U
0
)), F 2 H(

0
;L(U))
y E 2 H(
0;L(U; V )) tales que E(
0
), F(
0
) son isomorfismos; adema´s, existe una base en U
0
con respecto de la cual D se expresa en forma diagonal
D() = diag

(  
0
)
k
1
; : : : ; (  
0
)
k
n
	 (4)
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para ciertos enteros k
1
     k
n
 1.
La factorizacio´n (3), ası´ como la expresio´n diagonal (4) reciben el nombre de forma local de Smith.
Se comprueba que los enteros k
1
; : : : ; k
n
de (4) esta´n determinados unı´vocamente, y se conocen
como multiplicidades parciales de L en 
0
. Tambie´n se demuestra que la multiplicidad de L en 
0
es precisamente k
1
+   + k
n
. La demostracio´n del Teorema 5 se basa en
una reduccio´n finitodimensional de la que gozan todas las familias L por el mero hecho de
ser L(
0
) Fredholm de ı´ndice cero; y
un proceso de diagonalizacio´n de matrices cuadradas dependientes de un para´metro cuya idea
ba´sica (pivotar y hacer ceros) recuerda el me´todo de eliminacio´n gaussiana.
En cada uno de estos dos pasos hay una reduccio´n. En el primero, un problema infinitodimensional
se reduce a uno finitodimensional. En el segundo, un proceso inductivo permite, en cada paso, ir
reduciendo la dimensio´n del problema en una unidad hasta llegar a un problema unidimensional
donde se resuelve fa´cilmente. Por tanto, debemos encontrar un invariante que se conserve en estos
procesos y garantice que, en cada paso, la nueva familia simplificada verifique las mismas hipo´tesis
que la original. La forma usual de hacer esto (ver, por ejemplo, P. J. Rabier [58]) es mediante
las cadenas de Jordan. Sin embargo, pensamos que era conveniente disponer de otro invariante
ma´s manejable e intrı´nseco a la familia L, y, sobre todo, que no involucrara ninguna construccio´n,
como ocurre con las cadenas de Jordan. Finalmente, e´ste vino dado por el concepto de autovalor
algebraico (definicio´n 3). Para reconstruir completamente la teorı´a hubo que relacionar la teorı´a de
multiplicidad dada por cadenas de Jordan y la dada por transversalizacio´n. Todo esto se hace en el
Capı´tulo 3 y llegamos a la siguiente versio´n del Teorema 5, va´lida para K = C y K = R.
Teorema 6 Supongamos que L 2 Cr(
;L(U; V )) con L(
0
) 2 
0
(U; V ) para algu´n r 2 N . Las
siguientes afirmaciones son equivalentes:
L admite una forma local de Smith en 
0
, es decir, existen un entorno abierto 
0  
 de 
0
,
familias E 2 C(
0;L(U; V )), F 2 C(
0;L(U)) tales que E(
0
) y F(
0
) son isomorfismos,
una descomposicio´n U = U
0
 U
1
con dimU
0
= dimN [L(
0
)℄ = n y U
1
un subespacio
cerrado de U , de tal manera que (3) y (4) para ciertos enteros 1  k
1
; : : : ; k
n
 r.

0
es un autovalor k-algebraico de L para un cierto k  r.
Las longitudes de las cadenas de Jordan de L en 
0
esta´n acotadas por k  r.
La multiplicidad m[L;
0
℄ existe y es finita.
Los capı´tulos 1, 2 y 3 constituyen la parte de esta memoria dedicada a la multiplicidad algebrai-
ca. Los restantes capı´tulos 4 y 5 tratan de la teorı´a de bifurcacio´n. ´Este es un tema a la vez cla´sico y
muy activo; los artı´culos dedicados a esta amplia teorı´a son innumerables; ve´anse por ejemplo las
referencias citadas en las monografı´as de J. Ize [30], S. N. Chow and J. K. Hale [9], E. Zeidler [71],
W. Krawcewicz and J. Wu [37], J. Lo´pez-Go´mez [43], B. Buffoni and J. Toland [8], o H. Kielho¨fer
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[35]. Nosotros trataremos so´lo dos aspectos de la teorı´a de bifurcacio´n, a saber: la aplicacio´n de la
forma local de Smith a la caracterizacio´n de autovalores no-lineales, y la estimacio´n del nu´mero de
soluciones de los continuos bifurcados.
Sean U un espacio de Banach real, y L 2 C(R;L(U)), N 2 C(RU;U) aplicaciones tales que
(HL) L()  I es compacto para todo  2 R, donde I es la identidad en U .
(HN) N es compacto yN(; u) = o(u) uniformemente en intervalos acotados de  2 R.
Consideramos la aplicacio´n F : R  U ! U definida por F(; u) := L()u + N(; u), y la
ecuacio´n
F(; u) = 0: (5)
Es inmediato ver que F(; 0) = 0 para todo  2 R. Aunque simplificando mucho, se puede decir
que la teorı´a de bifurcacio´n estudia las soluciones de (5) que, de una manera imprecisa, emanan de
la recta de soluciones R  f0g.
Se dira´ que  2 R es un punto de bifurcacio´n de F, o de la ecuacio´n (5), cuando
(; 0) 2 F
 1
(0) \ [R  (U n f0g)℄:
Se comprueba que todo punto de bifurcacio´n  de F es un autovalor de L, es decir, N [L()℄ 6= f0g;
el recı´proco no es cierto. Un autovalor de L se dira´ no-lineal si es un punto de bifurcacio´n de F para
cualquier N que cumpla (HN). El propo´sito del Capı´tulo 4 sera´ dar una demostracio´n no topolo´gica
y basada en la teorı´a de multiplicidad de la siguiente caracterizacio´n.
Teorema 7 Sea 
0
un autovalor aislado de L. Entonces, 
0
es un autovalor no-lineal de L si y so´lo
si el ı´ndice de Leray-Schauder de 0 con respecto de L() cambia cuando  cruza 
0
, es decir,
lm
!
 
0
Ind(L(); 0) 6= lm
!
+
0
Ind(L(); 0): (6)
Los conceptos de ı´ndice y grado de Leray-Schauder sera´n recordados en el Capı´tulo 4.
La prueba de que el cambio de ı´ndice la solucio´n 0 de L() implica un feno´meno de bifurcacio´n
se remonta a los trabajos de M. A. Krasnosel’skiı˘ [36]; en P. H. Rabinowitz [59], J. Ize [30], R. J.
Magnus [49], H. Kielho¨fer [34], y J. Lo´pez-Go´mez [43] se encuentran generalizaciones y posterio-
res desarrollos de aquel resultado pionero. La demostracio´n de la otra implicacio´n del Teorema 7
es ma´s moderna. J. Esquinas and J. Lo´pez-Go´mez [15, 16] y J. Esquinas [14] lo hicieron en el caso
en que L posee la regularidad suficiente para que la multiplicidad este´ definida. La demostracio´n
topolo´gica, ma´s general, se debe a J. Ize [31], donde usa teorı´a de obstruccio´n.
La demostracio´n que presentamos nosotros se basa en la existencia de la forma local de Smith
del Teorema 6; esto permite convertir la ecuacio´n (5) en una ecuacio´n ma´s simple para la cual,
si la multiplicidad de L en 
0
es par (equivalentemente, si (6) no es cierto), se puede construir
explı´citamente unaN que cumpla (HN) para la cual la ecuacio´n (5) no exhiba bifurcacio´n. Esta idea
esta´ tomada de J. Esquinas and J. Lo´pez-Go´mez [16] y J. Esquinas [14], pero nuestra demostracio´n
es ma´s directa.
El Capı´tulo 5 esta´ dedicado a la teorı´a global de bifurcacio´n. Se puede decir que esta teorı´a nace
con el siguiente resultado de P. H. Rabinowitz [59].
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Teorema 8 Sea L() := I   K ,  2 R, donde K 2 L(U) es compacto e I es la iden-
tidad en U . Sea 
0
un autovalor de K de multiplicidad impar. Entonces, la componente C de
F
 1
(0) \ [R  (U n f0g)℄ que contiene a (
0
; 0) satisface alguna de estas alternativas:
C es no acotado;
(
1
; 0) 2 C para un cierto 
1
2 R n f
0
g.
Por supuesto, por componente entendemos componente conexa. Poco despue´s, E. N. Dancer [10], J.
Ize [30] y R. J. Magnus [49] generalizaron este resultado de la manera siguiente. Supongamos que
el conjunto  de autovalores de L es discreto. Sea 
1
el subconjunto de  formado por aquellos

0
tales que (6), y 
0
:=  n 
1
. Expresamos 
1
como 
1
= f
i
g
s
i=r
, con r; s 2 Z[ f 1;1g,
r  s, y 
i 1
< 
i
para todo i 2 Z\ [r + 1; s℄. Consideramos una aplicacio´n P : ! f 1; 0; 1g
que cumpla las siguientes propiedades:
P () = 0 si  2 
0
.
P (
i
)P (
i 1
) =  1 para todo i 2 Z\ [r + 1; s℄.
Se cumple entonces la siguiente mejora del Teorema 8 probada por R. J. Magnus [49].
Teorema 9 Sea C una componente acotada de F 1(0) \ [R  (U n f0g)℄. Entonces
X
(;0)2C
P () = 0:
En el Capı´tulo 5 probaremos una versio´n general del Teorema 9 va´lida para espectros  arbi-
trarios, es decir, sin imponer que  sea discreto. Para ello debemos redefinir la funcio´n P . Sean
r; s 2 Z[ f 1;1g con r  s, y fJ
i
g
s
i=r
una familia localmente finita de intervalos abiertos no
vacı´os tales que J
i
\ = ? para todo i 2 Z\ [r; s℄. Sea a
i
2 f 1; 1g el valor de Ind(L(); 0) para
 2 J
i
. Se define P : Z\ [r + 1; s℄ ! f 1; 0; 1g mediante P (i) = (a
i
  a
i 1
)=2. Finalmente, la
familia de intervalos compactos fI
i
g
s
i=r+1
viene definida por I
i
:= [supJ
i 1
; inf J
i
℄. Con esto se
prueba la siguiente versio´n del Teorema 9.
Teorema 10 Sea C una componente acotada de
S :=
h
F
 1
(0) \ [R  (U n f0g)℄
i
[
h
(R n
s
[
i=r
J
i
) f0g
i
:
Sea
B := fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \ C 6= ?g: (7)
Entonces
P
i2B
P (i) = 0.
Lo que realmente se prueba en la demostracio´n del Teorema 10 es una fo´rmula del grado topolo´gico
de F(; ) en un abierto que contiene a C

:= fu 2 U : (; u) 2 Cg y esta´ suficientemente cen˜ido
a e´l, para cada  2 R n
S
i2B
I
i
en te´rminos de la aplicacio´n P . En realidad, dicha fo´rmula no so´lo
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es va´lida para componentes acotadas C deS, sino tambie´n para componentes semiacotadas, que se
definen como las componentes acotadas de S \ ([;1)  U) para un cierto  2 R. Puesto que el
grado topolo´gico sirve, de alguna manera, para contar o estimar el nu´mero de ceros de una funcio´n,
los ca´lculos anteriores permiten concluir lo siguiente.
Teorema 11 Sea C una componente acotada deS\([;1)U). Sean (7) y  2 [;1)nS
i2B
I
i
tal que D
u
F(; u) existe y es un isomorfismo para cada u 2 C

. Entonces CardC

es par y
CardC

 2



X
i2B
<I
i
P (i)



:
En el Capı´tulo 5 este resultado y otros del mismo espı´ritu permiten estudiar la estructura de las
componentes semiacotadas que bifurcan desde la recta de soluciones R  f0g de la ecuacio´n (5).
Parte I
Multiplicidad algebraica
1
Capı´tulo 1
Unicidad de la multiplicidad algebraica
Dada una familia L de clase C1 de una variable (real o compleja) cuyos valores son operadores
de Fredholm de ı´ndice cero en un espacio de Banach, hay varias definiciones de multiplicidad
algebraica de la familia L en un punto 
0
del para´metro donde el operador L(
0
) deja de ser
invertible. Este capı´tulo muestra que la multiplicidad algebraica esta´ determinada unı´vocamente por
unas pocas de sus propiedades, independientemete de su construccio´n. Este capı´tulo esta´ basado en
[57].
1.1. Introduccio´n
Dados K 2 fR; C g, 
0
2 K , y una funcio´n definida en un entorno de 
0
y con valores en K ,
la multiplicidad de f en 
0
se define como el orden de 
0
como cero de f . En otras palabras, se
dice que la multiplicidad de f en 
0
es un entero k  0 si fn)(
0
) = 0 para todo 0  n < k
y fk)(
0
) 6= 0, mientras que la multiplicidad de f en 
0
es infinita cuando fn)(
0
) = 0 para
todo n  0. Aunque este concepto es bien conocido, el problema de definir una multiplicidad para
familias L : 
 ! L(U), donde 
 es un abierto de K y U es un espacio de Banach sobre K , es
ma´s reciente y nada trivial. Cuando K = C , parece que este problema se remonta a la escuela
rusa (ver A. S. Markus and E. I. Sigal [53] o I. C. Gohberg and E. I. Sigal [29] y las referencias
allı´ citadas), mientras que si K = R, las primeras definiciones generales se deben a P. Sarreither
[63], R. J. Magnus [49] y J. Ize [30]. Desde entonces, se han venido introduciendo otros conceptos
de multiplicidad algebraica que han resultado ser todos ellos equivalentes.
El principal objetivo de este capı´tulo es mostrar que la multiplicidad algebraica esta´ determinada
unı´vocamente por unas pocas de sus propiedades, independientemente de la construccio´n.
Una de las primeras aplicaciones de la multiplicidad algebraica generalizada fue establecer
una clasificacio´n espectral local para familias de operadores (ver I. C. Gohberg et al. [26] y las
referencias allı´ citadas, ası´ como el Capı´tulo 3 de esta tesis). En el caso real, se ha empleado con
e´xito en el contexto de teorı´a de bifurcacio´n para estudiar el conjunto de soluciones de ecuaciones
no lineales abstractas (ver J. Ize [30], R. J. Magnus [49], P. J. Rabier [58], J. Lo´pez-Go´mez [43] y
la Parte II de esta memoria).
Este capı´tulo se distribuye de la siguiente manera. En la Seccio´n 1.2 se establece el marco
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general del capı´tulo, y se presentan los resultados relativos a la multiplicidad de R. J. Magnus [49],
que prueban la existencia de una multiplicidad que cumple unos axiomas bastante naturales. Los
teoremas de unicidad, que dependen esencialmente de los resultados de la Seccio´n 1.2, se presentan
en la Seccio´n 1.3. En la Seccio´n 1.4 repasamos brevemente algunos desarrollos ma´s avanzados de
la teorı´a de la multiplicidad algebraica.
1.2. La multiplicidad de R. J. Magnus
En lo que sigue, se fija un espacio de Banach U sobre K 2 fR; C g con dimU  1. Denotamos
por L(U) al conjunto de operadores lineales y continuos de U en sı´ mismo, y 
0
(U) es el conjunto
de L(U) formado por los operadores Fredholm de ı´ndice cero. Recordemos que el producto (la
composicio´n) de dos elementos de 
0
(U) esta´ de nuevo en 
0
(U) (ver por ejemplo, I. Gohberg
et al. [24, Theorem XI.3.2]) y que 
0
(U) contiene todos los elementos invertibles de L(U); en
particular, I
U
2 
0
(U), donde I
U
representa el operador identidad en U .
Sea 
 un abierto de K . Vamos a manejar familias
L : 
! L(U):
A lo largo de este capı´tulo se supondra´ que esta familia es de clase C1 si K = R, y holomorfa si
K = C . Esta hipo´tesis dista de ser necesaria, pero simplifica la exposicio´n.
A partir de ahora se reserva la letra  para la variable de K y se considera fijo un 
0
2 K .
Denotamos por S al conjunto de todas las familias C1 definidas en un entorno de 
0
con valores en

0
(U); dicho entorno puede depender de la funcio´n. Tomemos L 2 S . Si L(
0
) no es isomorfismo,

0
recibe el nombre de autovalor de L.
El producto LM 2 S de dos familias L;M 2 S se define mediante (LM)() := L()M(),
para cada  perteneciente a la interseccio´n de los dominios de definicio´n de L y M. Tambie´n, si
L(
0
) es un isomorfismo para algu´n L 2 S entonces la funcio´n  7! L() 1 esta´ bien definida y
es C1 en un entorno de 
0
. Por tanto, tambie´n L 1 2 S .
En este contexto, R. J. Magnus [49] probo´ el siguiente resultado.
Teorema 1.2.1 Sea L 2 S . Entonces ocurre alguna de las siguientes alternativas, mutuamente
excluyentes:
(a) L(
0
) es un isomorfismo.
(b) Existen  proyecciones de rango finito P
1
; : : : ; P

2 L(U) n f0g, para algu´n entero   1,
tales que
L() =M() [(  
0
)P
1
+ I
U
  P
1
℄    [(  
0
)P

+ I
U
  P

℄ ;  ' 
0
; (1.1)
para una cierta familia M 2 S que toma valores invertibles.
(c) Para cada entero   1 existen  proyecciones de rango finito P
1
; : : : ; P

2 L(U) n f0g y
una familia M 2 S tal que se cumple (1.1).
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Es ma´s, en el caso (b), el nu´mero P
i=1
rankP
i
es independiente de las proyecciones P
1
; : : : ; P

escogidas.
Por supuesto, para cualquier T 2 L(U), rankT representa la dimensio´n de la imagen de T . Con
esta teorema tiene sentido la siguiente definicio´n debida a R. J. Magnus [49].
Definicio´n 1.2.2 Siguiendo las notaciones del Teorema 1.2.1, la multiplicidad de L en 
0
se define
por
[L;
0
℄ :=
8
>
<
>
:
0 si ocurre (a),
P

i=1
rankP
i
si ocurre (b),
1 si ocurre (c).
Cuando lo veamos conveniente, escribiremos explı´citamente la variable  de la familia L y ası´ pon-
dremos [L();
0
℄ para referirnos a [L;
0
℄.
Se dispone de algunas otras definiciones de multiplicidad algebraica en la literatura. Entre ellas
recordamos las construcciones de J. Ize [30], P. J. Rabier [58] y J. Esquinas and J. Lo´pez-Go´mez
[15]. En P. J. Rabier [58] y en J. Lo´pez-Go´mez [43, Chapter 5] se prueba la equivalencia de estas
cuatro multiplicidades. Ve´ase tambie´n el Capı´tulo 3, donde demostramos la equivalencia de las
construcciones de [58] y de [43].
Proposicio´n 1.2.3 La multiplicidad de acuerdo a la Definicio´n 1.2.2 verifica las siguientes propie-
dades:
M0. Para todo L 2 S , [L;
0
℄ 2 f0; 1; : : : ;1g.
M1. Para cualesquiera L;M 2 S , [LM;
0
℄ = [L;
0
℄ + [M;
0
℄.
M2. Para cualquier P 2 L(U) proyeccio´n de rango uno, [(  
0
)P + I
U
  P ;
0
℄ = 1.
M3. Para cada L 2 S tal que L(
0
) es un isomorfismo, [L;
0
℄ = 0.
Demostracio´n. Las propiedades M0 y M3 se siguen directamente de la Definicio´n 1.2.2. La pro-
piedad M1 esta´ probada en R. J. Magnus [49, Theorem 2.4], mientras que M2 sale de la Definicio´n
1.2.2, ya que se cumple (b) del Teorema 1.2.1 con  = 1, P
1
= P yM() = I
U
.
1.3. Los teoremas de unicidad
Esta es la seccio´n central de este capı´tulo, y esta´ dedicada a los enunciados y las demostraciones
de los teoremas de unicidad de la multiplicidad algebraica.
Primero vemos un resultado auxiliar sobre las proyecciones de rango finito en un espacio de
Banach. La propiedad (familiar en dimensio´n finita) segu´n la cual todas las proyecciones de rango
uno son similares se generaliza aquı´ a dimensio´n infinita.
Lema 1.3.1 Sean P;Q 2 L(U) dos proyecciones de rango uno. Entonces existe un isomorfismo
T 2 L(U) tal que P = TQT 1.
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Demostracio´n. Como P;Q 2 L(U) son proyecciones, tenemos las descomposiciones en suma
directa
U = N [P ℄R[P ℄ = N [Q℄R[Q℄:
Tomemos p 2 R[P ℄ n f0g y q 2 R[Q℄ n f0g. A fin de construir el isomorfismo T distinguimos dos
casos. En el primero se supone N [P ℄ = N [Q℄. Entonces definimos el operador
T : N [Q℄R[Q℄! N [P ℄R[P ℄
como el u´nico operador T que cumple
T j
N [Q℄
= Ij
N [Q℄
= Ij
N [P ℄
; T q = p;
donde I es el operador identidad. Entonces T 2 L(U) es un isomorfismo y PT = TQ.
Ahora supongamos N [P ℄ 6= N [Q℄. En el espacio de Banach N [P ℄ consideramos su subespacio
cerrado N [P ℄ \ N [Q℄, que tiene codimensio´n uno; en efecto, como Q tiene rango uno, podemos
expresar
Qu = f(u)q; u 2 U; (1.2)
para un cierto f 2 U 0 n f0g, donde U 0 es el dual topolo´gico de U (ver por ejemplo, T. Kato [32,
Section III.x4.3]). Entonces f j
N [P ℄
2 N [P ℄
0
n f0g. En efecto, es claro que f j
N [P ℄
es una forma
lineal y continua en N [P ℄, y adema´s, f j
N [P ℄
6= 0 ya que N [P ℄ 6= N [Q℄ y se cumple (1.2). Entonces
N [P ℄ \N [Q℄ = fu 2 N [P ℄ : f j
N [P ℄
(u) = 0g
es un hiperplano cerrado de N [P ℄. Por tanto, N [P ℄ \ N [Q℄ posee un complemento topolo´gico
unidimensional en N [P ℄, digamos, U
0
. Por la misma razo´n, N [P ℄\N [Q℄ admite un complemento
topolo´gico unidimensional en N [Q℄, digamos, U
1
,
N [P ℄ = (N [P ℄ \N [Q℄) U
0
; N [Q℄ = (N [P ℄ \N [Q℄) U
1
:
Tomemos u
0
2 U
0
n f0g y u
1
2 U
1
n f0g. Definimos el operador
T : (N [P ℄ \N [Q℄) U
1
R[Q℄! (N [P ℄ \N [Q℄) U
0
R[P ℄
como el u´nico operador T que cumple
T j
N [P ℄\N [Q℄
= Ij
N [P ℄\N [Q℄
; Tu
1
= u
0
; T q = p:
Entonces T 2 L(U) es un isomorfismo y PT = TQ.
El enunciado del Lema 1.3.1 sigue siendo cierto (con similar demostracio´n) si suponemos que
P;Q son proyecciones del mismo rango finito, pero dicha generalizacio´n no la vamos a usar.
Presentamos ahora el primero de los teoremas de unicidad.
Teorema 1.3.2 Existe una u´nica funcio´n
m[;
0
℄ : S ! [0;1℄
que cumple las siguientes propiedades:
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M1. Para cualesquiera L;M 2 S , m[LM;
0
℄ = m[L;
0
℄ +m[M;
0
℄.
M2. Existe una proyeccio´n de rango uno P
0
2 L(U) con m[(  
0
)P
0
+ I
U
  P
0
;
0
℄ = 1.
Demostracio´n. La existencia de la funcio´n m[;
0
℄ esta´ garantizada por la Proposicio´n 1.2.3 y
porque, gracias a que dimU  1 y al teorema de Hahn-Banach, hay proyecciones de rango uno. El
resto de la demostracio´n trata de la unicidad.
Sea m[;
0
℄ cualquier funcio´n que cumpla M1–M2. Se verifican entonces las siguientes propie-
dades:
P1. Si L 2 S y L(
0
) es invertible entonces m[L;
0
℄ = 0.
P2. Si P 2 L(U) es una proyeccio´n de rango uno entonces m[(  
0
)P + I
U
  P ;
0
℄ = 1.
P3. Si P 2 L(U)nf0g es una proyeccio´n de rango finito entonces m[( 
0
)P +I
U
 P ;
0
℄ =
rankP .
Probemos P1. Sea P
0
el operador que aparece en M2, y sea L 2 S tal que L(
0
) es invertible.
Entonces, por M2 y M1 tenemos
1 = m[(  
0
)P
0
+ I
U
  P
0
;
0
℄ = 1 +m[L;
0
℄ +m[L
 1
;
0
℄:
Como m[;
0
℄  0, entonces m[L;
0
℄ = 0, lo que pretendı´amos.
Probemos ahora P2. Sea P 2 L(U) una proyeccio´n de rango uno. Por el Lema 1.3.1, existe un
operador invertible T 2 L(U) tal que P = TP
0
T
 1
, donde P
0
es la proyeccio´n que aparece en
M2. Entonces
(  
0
)P + I
U
  P = T [(  
0
)P
0
+ I
U
  P
0
℄ T
 1
;
luego m[(  
0
)P + I
U
  P ;
0
℄ = 1, gracias a M1, P1 y M2, lo que prueba P2.
Probemos ahora P3. Tomemos P 2 L(U) una proyeccio´n de rango n  1 finito; entonces
podemos encontrar n proyecciones de rango uno mutuamente disjuntas, digamos 
1
; : : : ;
n
2
L(U) tales que P =
P
n
i=1

i
. Por consiguiente,
(  
0
)P + I
U
  P = [(  
0
)
1
+ I
U
 
1
℄    [(  
0
)
n
+ I
U
 
n
℄
y, gracias a M1 y P2, obtenemos
m[(  
0
)P + I
U
  P ;
0
℄ =
n
X
i=1
m[(  
0
)
i
+ I
U
 
i
;
0
℄ = n:
Ya tenemos todos los ingredientes necesarios para demostrar la unicidad. Tomemos un L 2 S
y consideremos las opciones (a), (b), (c) del Teorema 1.2.1. Si ocurre (a), tendrı´amos por P1 que
m[L;
0
℄ = 0.
Supongamos que ocurre (b) del Teorema 1.2.1. Entonces L se puede factorizar segu´n (1.1),
donde P
1
; : : : ; P

2 L(U)nf0g son proyecciones de rango finito yM 2 S es invertible en 
0
. Con
esto vemos que
m[L;
0
℄ = m[M;
0
℄ +

X
i=1
m[(  
0
)P
i
+ I
U
  P
i
;
0
℄ =

X
i=1
rankP
i
;
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gracias a M1, P1 y P3.
Supongamos, por u´ltimo, que ocurre (c) del Teorema 1.2.1. Entonces, para cada entero   1
la familia L se factoriza como (1.1), donde P
1
; : : : ; P

2 L(U) n f0g son proyecciones de rango
finito yM 2 S . Ası´ pues,
m[L;
0
℄ =m[M;
0
℄ +

X
i=1
rankP
i
 ;
debido a M1, P3 y a que m[;
0
℄  0. Como   1 es arbitrario, esto prueba que m[L;
0
℄ =1 y
concluye la demostracio´n.
Para ciertos fines (ve´anse [55] o [57]), a veces es ma´s conveniente una versio´n ligeramente dis-
tinta de este teorema. Necesitamos para ello la siguiente notacio´n. Definimos T como el subcojunto
de S formado por aquellas familias L con multiplicidad finita  en 
0
,
T := fL 2 S : [L;
0
℄ <1g:
La propiedad M1 de la Proposicio´n 1.2.3 implica que el producto de dos elementos de T vuelve
a pertenecer a T . Es ma´s, la Definicio´n 1.2.2 nos muestra que el conjunto S n T consta de aquellas
familias L para las que ocurre la alternativa (c) del Teorema 1.2.1. Con esto, presentamos el segundo
teorema de unicidad.
Teorema 1.3.3 Existe una u´nica funcio´n
m[;
0
℄ : T ! C [ f1g
que cumple las siguientes propiedades:
M1. Para cualesquiera L;M 2 T , m[LM;
0
℄ = m[L;
0
℄ +m[M;
0
℄.
M2. Existe una proyeccio´n de rango uno P
0
2 L(U) con m[(  
0
)P
0
+ I
U
  P
0
;
0
℄ = 1.
M3. Si L 2 T y L(
0
) es un isomorfismo entonces m[L;
0
℄ = 0.
Demostracio´n. La demostracio´n es realmente parecida a la del Teorema 1.3.2, y por ello so´lo
sera´ esbozada. La existencia de la funcio´n m[;
0
℄ esta´ garantizada por la Proposicio´n 1.2.3. Para
probar la unicidad, sea m[;
0
℄ una funcio´n que cumpla M1–M3. Las siguientes propiedades se
comprueban sin dificultad:
Si P 2 L(U) es una proyeccio´n de rango uno entonces m[(  
0
)P + I
U
  P ;
0
℄ = 1.
Si P 2 L(U)nf0g es una proyeccio´n de rango finito entonces m[( 
0
)P +I
U
 P ;
0
℄ =
rankP .
Ahora consideramos la alternativa del Teorema 1.2.1. Ya hemos visto que so´lo pueden ocurrir
las opciones (a), (b) del Teorema 1.2.1. El resto de la demostracio´n sigue la del Teorema 1.3.2
palabra por palabra.
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No´tese que en el Teorema 1.3.3 el conjunto C [ f1g donde m[;
0
℄ toma sus valores no
desempen˜a ningu´n papel esencial. Se puede sustituir por cualquier otro semigrupo que contenga a
f0; 1; : : :g como sub-semigrupo.
El Teorema 1.3.3 pudiera parecer poco satisfactorio a menos que se tenga una criterio explı´cito
que distinga cua´ndo una familia L 2 S pertenece a T . Esto se hace en el siguiente teorema, debido
a J. Lo´pez-Go´mez [43, Chapter 5]. Vea´se tambie´n el Capı´tulo 3 de esta tesis.
Teorema 1.3.4 Sea L 2 S . Entonces, L 2 T si y so´lo si existen Æ > 0, C > 0 y un entero
k  1 tales que para cada 0 < j   
0
j < Æ el operador L() es un isomorfismo y kL() 1k 
Cj  
0
j
 k
.
Presentamos ahora, sin demostracio´n, otro resultado de unicidad que ha sido probado en [55] y
en [56], en el que se usa la forma local de Smith que explicaremos en el Capı´tulo 3. Necesitamos la
siguiente notacio´n. Para cualquier espacio de Banach U , Sub(U) designa el conjunto de todos los
subespacios lineales cerrados no nulos de U con o bien dimensio´n finita o bien codimensio´n finita,
y S
U
representa el conjuto de todas las familias C1 definidas en un entorno de 
0
con valores en

0
(U).
Teorema 1.3.5 Sea U un espacio de Banach y supongamos que existe una funcio´n
m[;
0
℄ :
[
V 2Sub(U)
S
V
! [0;1℄
que cumple las siguientes propiedades:
M1. Para cualesquiera V 2 Sub(U) y E;L;F 2 S
V
,
m[ELF;
0
℄  m[L;
0
℄:
M2. Si V 2 Sub(U) tiene dimensio´n uno, entonces m[( 
0
)
n
I
V
;
0
℄ = n para cualquier entero
n  1.
M3. Existe L 2 S
U
tal que m[L;
0
℄ = 0.
M4. Si V 2 Sub(U) cumple V = V
1
 V
2
para ciertos V
1
; V
2
2 Sub(V ) y L
i
2 S
V
i
para i = 1; 2
entonces
m[L
1
 L
2
;
0
℄ = m[L
1
;
0
℄ +m[L
2
;
0
℄:
Entonces para cualesquiera V 2 Sub(U) y L 2 S
V
,
m[L;
0
℄ = [L;
0
℄:
En [57] y [55] estos teoremas de unicidad se utilizan para probar algunas fo´rmulas explı´citas
para la multiplicidad.
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1.4. Desarrollos ulteriores de la multiplicidad algebraica
En este capı´tulo se ha definido la multiplicidad para familias C1. Esta hipo´tesis se puede sim-
plificar fa´cilmente, como explicaremos en los Capı´tulos 2 y 3. Allı´ la multiplicidad estara´ definida
para funciones Cr, donde r es “suficientemente grande” dependiendo del comportamiento de L (o,
equivalentemente, de L 1) cerca del punto 
0
donde se pretende definir la multiplicidad.
Una generalizacio´n fa´cil consiste tambie´n en definir una multiplicidad para familias cuyos va-
lores esta´n en 
0
(U; V ) en vez de 
0
(U), donde V es otro espacio de Banach. El que 
0
(U; V )
sea no vacı´o implica que U y V son isomorfos, luego se puede definir fa´cilmente una multiplicidad
para este tipo de funciones.
Cuando los valores de la familia son Fredholm de ı´ndice arbitrario, se puede llevar a cabo una
construccio´n similar. Ve´anse R. Magnus [51] e I. C. Gohberg et al. [26]. En este u´ltimo se muestra
que las multiplicidades parciales junto con el ı´ndice de Fredholm constituyen un conjunto o´ptimo
de invariantes para describir el comportamiento local de la familia cerca del punto.
Tambie´n hay definiciones de multiplicidad para familias cuyos valores son operadores lineales
no necesariamente continuos. Entre ellas, recordemos la construccio´n de B. Laloux and J. Mawhin
[39, 40]. Ellos definen una nocio´n de multiplicidad de un valor caracterı´stico 
0
2 K de un par
(L;A), donde U; V son espacios normados, L es un operador Fredholm de ı´ndice cero de U en V
no necesariamente continuo, A 2 L(U; V ) goza de ciertas propiedades de compacidad y A(N [L℄ n
f0g) \ R[L℄ = ?. En el lenguaje usado en este capı´tulo, esto equivale a definir una multiplicidad
para la familia L() := L  A en un autovalor 
0
bajo las hipo´tesis recie´n mencionadas.
Finalmente, se dispone de una nada trivial extensio´n de la teorı´a de multiplicidad para familias
cuyos valores son operadores lineales arbitrarios (no necesariamente Fredholm). En concreto, hay
una teorı´a satisfactoria para familias holomorfas definidas en un abierto 
  C con valores en
L(U), donde U es un espacio de Banach complejo. Esta teorı´a esta´ fuera de los objetivos de este
trabajo. El lector interesado debe consultar R. Magnus [50], J. Arason and R. Magnus [4, 5, 6], y
[52].
Capı´tulo 2
Desarrollos de Laurent de la inversa y
residuos logarı´tmicos
Este capı´tulo generaliza al caso real (no analı´tico) algunas propiedades locales (en un entorno
de un autovalor) de familias de operadores de Fredholm de ı´ndice cero que son cla´sicas en el caso
holomorfo. SeanU; V dos espacios de Banach, yL una familia suficientemente regular de un abierto

  R a L(U; V ) tal que L(
0
) 2 
0
(U; V ) para un cierto 
0
2 
. Supongamos que L tiene
multiplicidad finita en 
0
. Mostramos entonces que L 1 posee un desarrollo de Laurent finito en

0
, es decir, L 1 admite una expresio´n del siguiente estilo
L()
 1
=
p
X
n= k
R
n
(  
0
)
n
+ o ((  
0
)
p
)
para ciertos enteros k  0, p   k, y ciertos R
n
2 L(V;U), con  k  n  p. Una vez que
se tiene un desarrollo de Laurent, se puede definir un residuo logarı´tmico de manera natural como
el coeficiente (   
0
)
 1 del desarrollo de Laurent de L0L 1 en 
0
. Mostramos entonces que la
traza de este operador de rango finito es precisamente la multiplicidad de L en 
0
. Este capı´tulo
esta´ basado en [46].
2.1. Introduccio´n
A lo largo de este capı´tulo, U , V y W sera´n espacios de Banach sobre K 2 fR; C g; el conjunto
de los operadores lineales y continuos de U en V se denota por L(U; V ), y 
0
(U; V ) representa
el subconjunto de L(U; V ) formado por los operadores Fredholm de ı´ndice cero. Nuestro principal
objetivo es analizar ciertas propiedades locales de funciones L 2 Cr(
;
0
(U; V )) en un autovalor

0
2 
  K . Por autovalor de L entendemos un valor 
0
para el cual L(
0
) no es invertible. El
conjunto de autovalores de L sera´ denotado por . Estamos, por tanto, considerando dos clases de
aplicaciones: familias holomorfas si K = C , y familias Cr si K = R.
Un autovalor aislado 
0
se dice autovalor algebraico de L si existen C > 0 y un entero k  1
tales que
kL()
 1
k  Cj  
0
j
 k
;  ' 
0
;  6= 
0
: (2.1)
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El concepto de autovalor algebraico fue introducido por J. Lo´pez-Go´mez [43] en conexio´n con una
multiplicidad algebraica generalizada, que denotaremos por [L;
0
℄, que se remonta a J. Esquinas
[14] y J. Esquinas and J. Lo´pez-Go´mez [16], que resulta un invariante o´ptimo en teorı´a de bifurca-
cio´n local y global; ve´ase tambie´n la Parte II de esta memoria. Se sabe que esta multiplicidad es la
u´nica que verifica los axiomas del Capı´tulo 1.
El primer resultado de este capı´tulo muestra que si K = C , entonces esta multiplicidad alge-
braica [L;
0
℄ viene dada por la traza del residuo logarı´tmico de la familia L en el autovalor 
0
, es
decir,
[L;
0
℄ = tr
1
2i
Z

L
0
()L()
 1
d; (2.2)
donde  es cualquier curva de Jordan rectificable que rodea a 
0
en 
 n , positivamente orientada
y homo´topa a 
0
en 
 n . Es ma´s, la traza de los dema´s coeficientes singulares del desarrollo de
Laurent de L0L 1 en 
0
es cero. Esto prueba que [;
0
℄ coincide con la multiplicidad descrita en
I. C. Gohberg and E. I. Sigal [29].
La principal contribucio´n de este capı´tulo consiste en extender este resultado a familias reales
L 2 C
r bajo la hipo´tesis (2.1). Se sabe que si L es holomorfa, 
 es conexo y L(
1
) es invertible para
algu´n 
1
2 
, entonces el conjunto  de autovalores es discreto en 
 y todo 
0
2  es un autovalor
algebraico de L. Este capı´tulo muestra que (2.1) es el u´nico requerimiento para reconstruir toda la
teorı´a holomorfa. En particular, si K = R, 
0
es un autovalor algebraico de L 2 Cr , de tal manera
que se cumpla (2.1), y r  2k   1, entonces
L
0
()L()
 1
=
 1
X
i= k
R
i
(  
0
)
i
+ o
 
(  
0
)
 1

;  ' 
0
;  6= 
0
; (2.3)
donde todos los operadores R
i
con  k  i   1 tienen rango finito y
[L;
0
℄ = trR
 1
; 0 = trR
i
;  k  i   2: (2.4)
Describimos ahora la distribucio´n de este capı´tulo. En la Seccio´n 2.2 fijamos ciertas notaciones
y explicamos la teorı´a de transversalizacio´n y de la multiplicidad algebraica  de J. Lo´pez-Go´mez
[43]. En la Seccio´n 2.3 presentamos un resultado cla´sico sobre el desarrollo de Laurent de la in-
versa de una aplicacio´n holomorfa de operadores de Fredholm de ı´ndice cero (ve´ase, por ejemplo,
I. Gohberg et al. [24]). La Seccio´n 2.4 recoge algunas propiedades conocidas sobre el concepto de
traza (consu´ltese, por ejemplo, T. Kato [32]) y ensen˜a ciertas propiedades de la traza de los coe-
ficientes de Laurent de un producto de funciones cuyos valores son operadores. En la Seccio´n 2.5
obtenemos (2.2), mostrando ası´ que si K = C , entonces [L;
0
℄ es la misma multiplicidad que
la descrita en I. C. Gohberg and E. I. Sigal [29]. El resto de las secciones tratan del caso real no
analı´tico. En la Seccio´n 2.6 probamos la existencia de un desarrollo de Laurent finito de L 1 en
un autovalor algebraico de L. En la Seccio´n 2.7 usamos la teorı´a de transversalizacio´n para probar
(2.4). La Seccio´n 2.8 generaliza (sin demostraciones) al caso real algunos resultados conocidos en
el contexto de familias polinomiales (ve´ase, por ejemplo, I. Gohberg et al. [25]) que relacionan los
coeficientes de la expansio´n (2.3) con las cadenas de Jordan de L en 
0
. Finalmente, en la Seccio´n
2.9 vemos un ejemplo que proviene de una ecuacio´n diferencial ordinaria, en el cual el desarrollo
de Laurent se puede calcular explı´citamente.
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2.2. La multiplicidad de J. Esquinas y J. Lo´pez-Go´mez
Adema´s de las notaciones generales introducidas en la Seccio´n 2.1, para cualquier espacio de
Banach U , I
U
representara´ la identidad enU , y, para cualquier elemento T 2 L(U; V ), denotaremos
por N [T ℄ al nu´cleo de T , y por R[T ℄ a la imagen de T . En lo que sigue, fijamos un 
0
2 K y un
entorno abierto 
 de 
0
en K , y trabajaremos con una familia de operadores
L : 
! L(U; V )
tal que L(
0
) 2 
0
(U; V ). Como el ana´lisis llevado a cabo a lo largo de este capı´tulo es local,
podemos suponer que
L(
)  
0
(U; V );
ya que 
0
(U; V ) es un abierto de L(U; V ) (ve´anse, por ejemplo, T. Kato [32, Theorem IV.5.17], o I.
Gohberg et al. [24, Theorem XI.4.1]). Como es usual, para cualquier entero r  1, Cr(
;
0
(U; V ))
representa el espacio de aplicaciones de clase Cr de 
 a 
0
(U; V ), y H(
;
0
(U; V )) denota el
espacio de funciones holomorfas de 
 a 
0
(U; V ). Para cualquier familia L de clase Cr usaremos
la siguiente notacio´n
L
j
:=
1
j!
L
j)
(
0
); 0  j  r;
es decir, L
j
es el coeficiente j-e´simo del desarrollo de Taylor de L alrededor de 
0
. Por supuesto,
si K = C entonces Cr(
;
0
(U; V )) es lo mismo que H(
;
0
(U; V )).
Ahora recogemos los principales conceptos y resultados relativos a la multiplicidad algebraica
introducida en J. Esquinas [14] y J. Esquinas and J. Lo´pez-Go´mez [16], y mejorada en J. Lo´pez-
Go´mez [43]; las demostraciones detalladas de todos estos resultados se pueden encontrar en [43,
Chapters 4 and 5], donde se supone que K = R, pero las mismas construcciones y demostra-
ciones siguen siendo va´lidas para cuando K = C . A lo largo de esta seccio´n suponemos que
L 2 C
r
(
;
0
(U; V )) para un cierto r  1.
Definicio´n 2.2.1 Dado un entero 1  k  r, se dice que 
0
es un autovalor k-transversal de la
familia L si
k
M
j=1
L
j
(N [L
0
℄ \    \N [L
j 1
℄)R[L
0
℄ = V; (2.5)
y
L
k
(N [L
0
℄ \    \N [L
k 1
℄) 6= f0g:
El entero k recibe el nombre de orden de transversalidad de L en 
0
, que claramente es u´nico.
Por supuesto, un autovalor transversal sera´ un autovalor k-transversal para algu´n entero k.
Definicio´n 2.2.2 Supongamos que 
0
es un autovalor k-transversal de L. Entonces la multiplicidad
algebraica de L en 
0
se define como
[L;
0
℄ :=
k
X
j=1
j  dimL
j
(N [L
0
℄ \    \N [L
j 1
℄):
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El siguiente concepto caracteriza cua´ndo una familia L puede ser transversalizada por medio de
un cambio de variable.
Definicio´n 2.2.3 El autovalor 
0
se dice un autovalor algebraico de L si existen Æ > 0, C > 0
y un entero k  0 tales que para cada  que cumpla 0 < j  
0
j < Æ el operador L() es un
isomorfismo, y


L()
 1


 C j  
0
j
 k
: (2.6)
El menor entero k  0 para el cual se cumple esta estimacio´n se llama el orden de 
0
. Decimos
entonces que 
0
es k-algebraico para L. Tambie´n, se dira´ que 
0
es 0-algebraico cuando L
0
es un
isomorfismo.
El siguiente resultado nos permite extender el concepto de multiplicidad introducido en la De-
finicio´n 2.2.2 al caso de familias generales de operadores (ve´ase J. Lo´pez-Go´mez [43, Chapters 4
and 5]).
Teorema 2.2.4 Sea L 2 Cr(
;
0
(U; V )). Entonces:
1. Si 
0
es un autovalor k-algebraico de L con 0  k < r + 1, entonces existe una familia
polinomial de operadores  : K ! L(U) tal que (
0
) = I
U
y 
0
es un autovalor k-
transversal de L.
2. Para cualesquiera dos aplicaciones ;	 2 Cr(
;L(U)) que cumplan lo siguiente:
a) (
0
) y 	(
0
) son isomorfismos,
b) 
0
es un autovalor k
1
-transversal de L := L para algu´n 1  k
1
 r,
c) 
0
es un autovalor k
2
-transversal de L	 := L	 para algu´n 1  k
2
 r,
se tiene que k
1
= k
2
y, para cada 1  j  k
1
= k
2
,
dimL

j
(
j 1
\
i=0
N [L

i
℄) = dimL
	
j
(
j 1
\
i=0
N [L
	
i
℄):
En particular, [L;
0
℄ = [L
	
;
0
℄.
3. Si 
0
no es un autovalor algebraico de L, entonces no existe  2 C(
;L(U)) con (
0
)
isomorfismo tal que 
0
es un autovalor transversal de L.
En consecuencia, el Teorema 2.2.4 muestra la consistencia del siguiente concepto de multipli-
cidad que extiende el introducido en la Definicio´n 2.2.2.
Definicio´n 2.2.5 Supongamos que 
0
es un autovalor algebraico de L de orden 1  k  r. Sea
 2 C
r
(
;L(U)) una familia tal que (
0
) es un isomorfismo y 
0
es un autovalor k-transversal
de L. Entonces las multiplicidad algebraica de L en 
0
se define mediante
[L;
0
℄ := [L;
0
℄:
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Definimos adema´s [L;
0
℄ = 0 cuando L(
0
) es un isomorfismo, y [L;
0
℄ = 1 cuando 
0
no
es un autovalor algebraico de L. Dejamos [L;
0
℄ sin definir si 
0
es k-algebraico y L no es de
clase Ck en 
0
.
Esta definicio´n de multiplicidad coincide con la dada en el Capı´tulo 1; ve´ase J. Lo´pez-Go´mez [43,
Theorem 5.3.1]. Con estos dos enfoques de la multiplicidad se puede mejorar el Teorema 1.2.1
sobre la factorizacio´n de las familias, y se consigue el siguiente resultado (consu´ltese J. Lo´pez-
Go´mez [43, Chapter 5]).
Teorema 2.2.6 Sea L 2 Cr(
;
0
(U; V )) tal que 
0
2 
 es un autovalor k-algebraico de L, para
un cierto 0  k < r+1. Entonces existen k proyecciones de rango finito P
1
; : : : ; P
k
2 L(U) n f0g
tales que para cualquier  2 
,
L() =M() [(  
0
)P
1
+ I
U
  P
1
℄    [(  
0
)P
k
+ I
U
  P
k
℄ ;
para una cierta familia M 2 Cr k(
;L(U; V )) tal que M(
0
) es un isomorfismo. Adema´s,
[L;
0
℄ =
k
X
i=1
rankP
i
:
2.3. Un resultado cla´sico sobre series de Laurent
El siguiente resultado, cuya demostracio´n puede encontrarse en I. Gohberg et al. [24, Corollary
XI.8.4], es cla´sico (ve´ase tambie´n A. G. Ramm [61]). Uno de los principales objetivos de este
capı´tulo es generalizarlo para cubrir el caso de familias no analı´ticas de operadores.
Teorema 2.3.1 Sea 
 un abierto conexo de C y L 2 H(
;
0
(U; V )) tal que L(
1
) es invertible
para algu´n 
1
2 
. Entonces el conjunto de autovalores
 := f 2 
 : dimN [L()℄  1g
de la familia L es discreto en 
, el operador inverso
R() := L()
 1
;  2 
 n ;
es holomorfo en 
 n , y todo autovalor 
0
2  es un polo de R. Para cada 
0
2  existe un
entorno perforado D
0
de 
0
en el que R() posee un u´nico desarrollo de Laurent
R() =
1
X
n= k
R
n
(  
0
)
n
;  2 D
0
;
uniformemente en subconjuntos compactos de D
0
. Entonces R
0
2 
0
(V;U), y para cada  k 
n   1, R
n
tiene rango finito.
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Gracias al Teorema 2.2.4, para cualquier 
0
2 , el orden del polo 
0
de L 1 es igual al orden
de transversalidad de 
0
de cualquier familia transversalizada de L. En lo que sigue, para cada
n   k, escribiremos
(R; 
0
; n) := R
n
:
Ma´s generalmente, si 
  K es abierto, 
0
2 
, p  q son enteros, W es cualquier K -espacio de
Banach, y R : 
 n f
0
g !W admite una expresio´n
R() =
q
X
n=p
R
n
(  
0
)
n
+ o((  
0
)
q
);  2 
 n f
0
g;
entones los coeficientes R
n
2W , p  n  q, son u´nicos y denotaremos
(R; 
0
; n) := R
n
; p  n  q:
Tambie´n, dados n 2 Z y f : 
 n f
0
g !W , se dira´ que f() = o((  
0
)
n
) si
lm
!
0
f()
(  
0
)
n
= 0:
2.4. El operador traza
Dados un espacio de Banach U sobre K 2 fR; C g y T 2 L(U), se dice que T es de rango finito
si dimR[T ℄ <1. Supongamos que T es de rango finito. Entonces el operador
T
R
:= T j
R[T ℄
: R[T ℄! R[T ℄
esta´ bien definido y es finitodimensional, luego esta´ definida su traza trT
R
. La traza de T , denotada
por tr T , se define como la traza de T
R
,
tr T := trT
R
:
Aunque hay conceptos ma´s generales de traza (ve´anse T. Kato [32, Chapter X] o I. Gohberg et al.
[24, Chapter VII] y las referencias allı´ citadas), e´ste que hemos indicado es suficiente para nuestros
propo´sitos. La traza goza de las siguientes propiedades, cuyas demostraciones se pueden encontrar,
por ejemplo, en [32, Paragraph III-x4.3]:
1. Para cualquier subespacio finitodimensional M de U tal que R[T ℄  M , consideremos
T
M
:= T j
M
:M !M . Entonces
trT = trT
M
:
2. Para cualesquiera operadores de rango finito T; P 2 L(U),
tr(T + P ) = trT + trP:
3. Para cualquier operador de rango finito T 2 L(U), y  2 K ,
tr(T ) =  trT:
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4. Para toda proyeccio´n de rango finito  2 L(U),
tr = dimR[℄:
5. Para todo B 2 L(V;U) y todo operador de rango finito A 2 L(U; V ),
tr(AB) = tr(BA):
Ahora vamos a obtener dos propiedades relativas a la traza de los coeficientes de Laurent de
productos de familias meromorfas de operadores. En las Proposiciones 2.4.1 y 2.4.2, U , V y W
sera´n espacios de Banach complejos, y 
 designa un abierto de C .
Proposicio´n 2.4.1 Sea 
 un abierto de C , tomemos 
0
2 
, y supongamos que R 2 H(
 n
f
0
g;L(U; V )) yS 2 H(
 n f
0
g;L(V;U)) poseen desarrollos de Laurent alrededor de 
0
de la
forma
R() =
1
X
n=p
R
n
(  
0
)
n
; S() =
1
X
n=q
S
n
(  
0
)
n
;
donde p; q 2 Z, y los operadores R
n
y S
m
tienen rango finito para cada p  n   1 y q  m 
 1; no excluimos los casos p  0 o q  0. Entonces para cada p + q  n   1, los operadores
(RS; 
0
; n) 2 L(V ) y (SR; 
0
; n) 2 L(U) tienen rango finito y
tr (RS; 
0
; n) = tr (SR; 
0
; n):
Demostracio´n. An˜adiendo, si es necesario, algunos coeficientes nulos, podemos suponer que p; q 
 1. Un sencillo ca´lculo muestra los siguientes desarrollos de Laurent
R()S() =
1
X
n=p+q
n q
X
i=p
R
i
S
n i
(  
0
)
n
; S()R() =
1
X
n=p+q
n q
X
i=p
S
n i
R
i
(  
0
)
n
:
Tomemos p+ q  n   1. Como R
i
tiene rango finito para p  i   1, S
n i
tiene rango finito
para n+ 1  i  n  q, y n   1, entonces los operadores R
i
S
n i
yS
n i
R
i
tienen rango finito
para cada p  i  n  q, ya que o bien R
i
o bien S
n i
tienen rango finito. Luego los operadores
(RS; 
0
; n) =
n q
X
i=p
R
i
S
n i
y (SR; 
0
; n) =
n q
X
i=p
S
n i
R
i
tienen rango finito. Finalmente, gracias a las propiedades generales de la traza, obtenemos
tr
n q
X
i=p
R
i
S
n i
= tr
n q
X
i=p
S
n i
R
i
;
lo que concluye la demostracio´n.
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Proposicio´n 2.4.2 Sean 
  C un abierto, y M 2 H(
;
0
(U; V )), L 2 H(
;
0
(V;W )) dos
aplicaciones holomorfas tales que 
0
2 
 es un autovalor k-algebraico de L y un autovalor `-
algebraico de M, para ciertos enteros k; `  0. Entonces para cada  k   `  n   1, los
operadores ((LM)0(LM) 1; 
0
; n) 2 L(W ), (L
0
L
 1
; 
0
; n) 2 L(W ) y (M0M 1; 
0
; n) 2
L(V ) tienen rango finito, y
tr ((LM)
0
(LM)
 1
; 
0
; n) = tr (L
0
L
 1
; 
0
; n) + tr (M
0
M
 1
; 
0
; n):
Demostracio´n. Por la Definicio´n 2.2.3, 
0
es un autovalor algebraico de LM de orden no ma-
yor que k + `. Ası´ pues, gracias al Teorema 2.3.1, ((LM) 1; 
0
; n) tiene rango finito para ca-
da  k   `  n   1. Como (LM)0 2 H(
;L(U;W )), se sigue de la Proposicio´n 2.4.1 que
((LM)
0
(LM)
 1
; 
0
; n) tiene rango finito para cada  k   `  n   1. Ana´logamente, para cada
 k `  n   1, (L
0
L
 1
; 
0
; n) tiene rango finito. De hecho, (L0L 1; 
0
; n) = 0 para n <  k.
Por otra parte,
(LM)
0
(LM)
 1
= L
0
L
 1
+ LM
0
M
 1
L
 1
:
Luego para cada  k   `  n   1, el operador (LM0M 1L 1; 
0
; n) tiene rango finito y
tr ((LM)
0
(LM)
 1
; 
0
; n) = tr (L
0
L
 1
; 
0
; n) + tr (LM
0
M
 1
L
 1
; 
0
; n):
Ası´ pues, para completar la demostracio´n de la proposicio´n nos falta ver que
tr (LM
0
M
 1
L
 1
; 
0
; n) = tr (M
0
M
 1
; 
0
; n);  k   `  n   1: (2.7)
Tenemos que LM0 2 H(
;L(U;W )). Gracias al Teorema 2.3.1, 
0
es un polo de orden ` deM 1 y
para cada  `  n   1, (M 1; 
0
; n) tiene rango finito. Gracias a la Proposicio´n 2.4.1, 
0
es un
polo de LM0M 1 de orden menor o igual que `, y (LM0M 1; 
0
; n) tiene rango finito para cada
 `  n   1. De nuevo gracias al Teorema 2.3.1, 
0
es un polo de orden k de L 1 y para cada
 k  n   1, el operador (L 1; 
0
; n) tiene rango finito. Por tanto, se sigue de la Proposicio´n
2.4.1 que para cada  k  `  n   1, los operadores (LM0M 1L 1; 
0
; n) y (M0M 1; 
0
; n)
tienen rango finito y sus trazas coinciden. Esto muestra (2.7) y concluye la demostracio´n.
Para el caso real necesitaremos la siguiente versio´n de la Proposicio´n 2.4.1.
Proposicio´n 2.4.3 Supongamos que K = R y que
L : 
 n f
0
g ! L(V;U); M : 
 n f
0
g ! L(U; V )
son dos aplicaciones tales que
L() =
p
2
X
n=p
1
L
n
(  
0
)
n
+ o((  
0
)
p
2
); M() =
q
2
X
n=q
1
M
n
(  
0
)
n
+ o((  
0
)
q
2
);
cuando ! 
0
, donde p
1
, p
2
, q
1
, q
2
2 Z cumplen
p
1
 p
2
, q
1
 q
2
, p
1
+ q
2
  1, p
2
+ q
1
  1.
Si p
1
  1 entonces p
2
  1 y L
n
tiene rango finito para cada p
1
 n   1.
2.5. La multiplicidad algebraica como residuo logarı´tmico 19
Si q
1
  1 entonces q
2
  1 y M
n
tiene rango finito para cada q
1
 n   1.
Entonces para cada p
1
+ q
1
 n   1, los operadores (LM; 
0
; n) 2 L(U) y (ML; 
0
; n) 2
L(V ) tienen rango finito y
tr (LM; 
0
; n) = tr (ML; 
0
; n):
Demostracio´n. An˜adiendo coeficientes nulos podemos suponer sin pe´rdida de generalidad que
p
1
  1 y q
1
  1. Pongamos
p := mnfp
1
+ q
2
; p
2
+ q
1
g:
Entonces, en un entorno de 
0
tenemos
L()M() =
p
X
n=p
1
+q
1
n q
1
X
j=maxfp
1
;n q
2
g
L
j
M
n j
(  
0
)
n
+ o((  
0
)
p
);
M()L() =
p
X
n=p
1
+q
1
n q
1
X
j=maxfp
1
;n q
2
g
M
n j
L
j
(  
0
)
n
+ o((  
0
)
p
):
Como L
n
tiene rango finito para p
1
 n   1, y M
n
tiene rango finito para q
1
 n   1, cada
uno de los operadores
n q
1
X
j=maxfp
1
;n q
2
g
L
j
M
n j
;
n q
1
X
j=maxfp
1
;n q
2
g
M
n j
L
j
;
tiene rango finito para p
1
+ q
1
 n   1 y sus trazas coinciden.
2.5. La multiplicidad algebraica como residuo logarı´tmico
A lo largo de esta seccio´n supondremos lo siguiente:
1. U , V son espacios de Banach complejos,
2. 
 es un abierto conexo de C ,
3. L 2 H(
;
0
(U; V )) es invertible en algu´n punto de 
.
Bajo estas hipo´tesis generales, se sigue del Teorema 2.3.1 que el espectro  de L es discreto y
que todo 
0
2  es un polo de L 1. Gracias al Teorema 2.2.4, el orden de este polo 
0
es igual al
orden de transversalidad de 
0
de cualquiera de las familias transversalizadas de L.
Nuestro resultado principal muestra que la multiplicidad algebraica [L; 
0
℄ es igual a la traza
del residuo logarı´tmico de la aplicacio´n L0L 1 en 
0
2 . Este resultado muestra que [L; 
0
℄
coincide con la multiplicidad algebraica descrita en I. C. Gohberg and E. I. Sigal [29] usando el
concepto de cadena de Jordan; la construccio´n de [29] la presentaremos en el Capı´tulo 3. El teorema
principal de esta seccio´n es el siguiente.
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Teorema 2.5.1 Supongamos las hipo´tesis 1,2,3 y tomemos 
0
2 . Sea k el orden del polo 
0
de
L
 1
. Entonces para cada  k  n   1, el operador (L0L 1; 
0
; n) 2 L(V ) tiene rango finito, y
tr (L
0
L
 1
; 
0
; n) =
(
0;  k  n   2;
[L;
0
℄; n =  1:
(2.8)
En particular,
[L;
0
℄ = tr
1
2i
Z

L
0
()L()
 1
d; (2.9)
donde  es cualquier curva de Jordan rectificable, positivamente orientada que rodee a 
0
y sea
homo´topa a 
0
en 
 n .
El resto de esta seccio´n esta´ dedicado a la demostracio´n de este teorema. Primero lo probaremos
para el caso especial en el que 
0
es un autovalor k-transversal de L. Luego lo concluiremos para
aplicaciones generales. El siguiente resultado halla las proyecciones asociadas a la suma directa
(2.5) en un autovalor transversal.
Lema 2.5.2 Supongamos que 
0
2  es un autovalor k-transversal de L. Entonces por definicio´n,
V = R[L
0
℄ L
1
(N [L
0
℄)     L
k
(
k 1
\
j=0
N [L
j
℄); dimL
k
(
k 1
\
j=0
N [L
j
℄)  1; (2.10)
y, gracias a los Teoremas 2.2.4 y 2.3.1, el operador inverso R := L 1 (definido en 
 n ) admite
una u´nica expansio´n de la forma
R() =
1
X
n= k
R
n
(  
0
)
n
; (2.11)
donde R
 k
6= 0 y para cada  k  n   1, (L 1; 
0
; n) = R
n
tiene rango finito. Con estas
notaciones, resulta que los operadores L
0
R
0
;L
1
R
 1
; : : : ;L
k
R
 k
2 L(V ) son las proyecciones
asociadas a cada uno de los factores de la suma directa (2.10). Dicho de manera precisa,
R[L
0
R
0
℄ = R[L
0
℄; R[L
i
R
 i
℄ = L
i
(
i 1
\
j=0
N [L
j
℄); 1  i  k; (2.12)
y
k
X
i=0
L
i
R
 i
= I
V
; L
i
R
 i
L
j
R
 j
= Æ
ij
L
i
R
 i
; 0  i; j  k: (2.13)
Demostracio´n. Basta probar (2.12) y (2.13). Un ca´lculo directo nos proporciona
I
V
= L()L()
 1
= L()R() =
1
X
n= k
n+k
X
i=0
L
i
R
n i
(  
0
)
n
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y, por la unicidad del desarrollo de Laurent, encontramos que
k
X
i=0
L
i
R
 i
= I
V
(2.14)
y
n+k
X
i=0
L
i
R
n i
= 0;  k  n   1: (2.15)
En particular, se cumple la primera identidad de (2.13). Afirmamos ahora que
R[R
 k+i
℄ 
r i
\
j=0
N [L
j
℄; 0  i  r  k   1: (2.16)
La demostracio´n de (2.16) se hara´ por induccio´n sobre 0  r  k   1. Cuando r = 0, (2.16)
es R[R
 k
℄  N [L
0
℄, lo cual es cierto puesto que L
0
R
 k
= 0 gracias a (2.15) para n =  k.
Supongamos ahora que (2.16) es cierto para un r  k   2 particular. Entonces, se particulariza
(2.15) en n =  k + r + 1 y obtenemos
L
0
R
 k+r+1
+
r+1
X
i=1
L
i
R
 k+r+1 i
= 0: (2.17)
Por la hipo´tesis de induccio´n, tenemos que
R[R
 k+i
℄ 
r i
\
j=0
N [L
j
℄; 0  i  r;
es decir, para cada 1  i  r + 1, R[R
 k+r 1 i
℄ 
T
i 1
j=0
N [L
j
℄, y ası´
R[L
i
R
 k+r 1 i
℄  L
i
(
i 1
\
j=0
N [L
j
℄); 1  i  r + 1:
Gracias entonces a (2.10), se sigue de (2.17) que L
i
R
 k+r+1 i
= 0 para cada 0  i  r + 1. En
otras palabras, L
r+1 i
R
 k+i
= 0 para cada 0  i  r + 1. Equivalentemente,
R[R
 k+i
℄  N [L
r+1 i
℄; 0  i  r + 1:
Por tanto,
R[R
 k+i
℄ 
r+1 i
\
j=0
N [L
j
℄; 0  i  r + 1:
Esto completa la demostracio´n de (2.16). En particular,
R[R
 i
℄ 
i 1
\
j=0
N [L
j
℄; 1  i  k;
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luego
R[L
0
R
0
℄  R[L
0
℄; R[L
i
R
 i
℄  L
i
(
i 1
\
j=0
N [L
j
℄); 1  i  k:
Ası´ pues, gracias a (2.14) y a la unicidad de las proyecciones asociadas a cualquier suma directa,
los operadores L
0
R
0
, L
1
R
 1
, . . . , L
k
R
 k
son necesariamente las proyecciones asociadas a la
descomposicio´n en suma directa (2.10). Esto concluye la demostracio´n del lema.
Ahora probamos el Teorema 2.5.1 en el caso especial en que 
0
es un autovalor k-transversal
de L. Gracias a (2.11) y a
L
0
() =
1
X
n=0
(n+ 1)L
n+1
(  
0
)
n
;
tenemos que
L
0
()L()
 1
=
1
X
n= k
n+k+1
X
i=1
iL
i
R
n+1 i
(  
0
)
n
:
Luego por (2.16), tenemos que (L0L 1; 
0
; n) = 0 para cada  k  n   2. Es ma´s, como
(L
0
L
 1
; 
0
; 1) =
k
X
i=1
iL
i
R
 i
;
se sigue del Lema 2.5.2 que (L0L 1; 
0
; 1) es efectivamente una combinacio´n lineal de proyec-
ciones de rango finito. Usando las propiedades de la traza enunciadas en la Seccio´n 2.4, llegamos a
que
tr (L
0
L
 1
; 
0
; 1) =
k
X
i=1
idimL
i
(
i 1
\
j=0
N [L
j
℄) = [L;
0
℄:
Esto concluye la demostracio´n del Teorema 2.5.1 cuando 
0
es un autovalor k-transversal de L.
En el caso general, cuando 
0
es un polo de orden k de L 1 aplicamos el Teorema 2.2.4.
Entonces existe una familia polinomial  : C ! L(U) tal que (
0
) = I
U
y 
0
es un autovalor
k-transversal de la nueva familia L() := L()(),  2 
. Gracias a la Proposicio´n 2.4.2, para
cada  k  n   1 tenemos que
tr ((L)
0
(L)
 1
; 
0
; n) = tr (L
0
L
 1
; 
0
; n) + tr (
0

 1
; 
0
; n):
Como 0 1 es holomorfa en 
0
, (
0

 1
; 
0
; n) = 0 para cada n   1, luego
tr ((L

)
0
(L

)
 1
; 
0
; n) = tr (L
0
L
 1
; 
0
; n);  k  n   1:
Puesto que 
0
es un autovalor k-transversal de L, ya sabemos que
tr ((L

)
0
(L

)
 1
; 
0
; n) =
(
0;  k  n   2;
[L

;
0
℄; n =  1:
Es ma´s, por la Definicio´n 2.2.5, [L;
0
℄ = [L;
0
℄. Con lo cual se cumple (2.8). La fo´rmula (2.9)
es una simple consecuencia de los hechos anteriores y del teorema de los residuos. Esto completa
la demostracio´n del Teorema 2.5.1.
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Obse´rvese que la prueba del Teorema 2.5.1 se puede adaptar fa´cilmente para mostrar que
tr
1
2i
Z

f()L
0
()L()
 1
d = f(
0
)[L;
0
℄
para cualquier f 2 H(
; C ). Adema´s, el enunciado del Teorema 2.5.1 sigue siendo cierto si cam-
biamos L0L 1 por L 1L0. Por supuesto, en este u´ltimo caso, (L 1L0; 
0
; n) 2 L(U).
En I. C. Gohberg and E. I. Sigal [29] o I. Gohberg et al. [24, Section XI.9] se ve co´mo la fo´rmula
integral (2.9), conocida como principio del argumento o teorema del residuo logarı´tmico, resulta
muy u´til para probar la continuidad e invariancia por homotopı´a de la multiplicidad en un conjunto
abierto, y tambie´n para probar la fo´rmula del producto.
2.6. Expansiones asinto´ticas en el caso real
A lo largo de esta seccio´n, U , V y W son espacios de Banach reales, y 
 es un abierto de R. El
resultado principal de esta seccio´n es la siguiente versio´n real del Teorema 2.3.1.
Teorema 2.6.1 Tomemos un entero n  0 y supongamos que para un cierto entero k  1, 
0
2 

es un autovalor k-algebraico de una familia L 2 Ck+n(
;
0
(U; V )). Entonces existen n + 1
operadores, u´nicos, R
i
2 L(V;U),  k  i  n  k, tales que
R() := L()
 1
=
n k
X
i= k
R
i
(  
0
)
i
+ o
 
(  
0
)
n k

cuando  ! 
0
. Es ma´s, R
i
tiene rango finito cuando  k  i  mnfn   k; 1g; R
 k
6= 0, y,
siempre que n  k, entonces R
0
2 
0
(V;U).
Demostracio´n. La unicidad de los operadores R
i
es inmediata. Para probar la existencia aplicamos
el Teorema 2.2.6: existen k proyecciones de rango finito 
j
2 L(U), 0  j  k   1, un intervalo
abierto D  
 con 
0
2 D y una familia invertible T 2 Cn(D;L(V;U)) tales que
L()
 1
=

(  
0
)
 1

0
+ I
U
 
0

  

(  
0
)
 1

k 1
+ I
U
 
k 1

T() (2.18)
para  2 D n f
0
g. En D se tiene que
T() =
n
X
i=0
T
i
(  
0
)
i
+ o((  
0
)
n
):
Al multiplicar los primeros k factores del miembro de la derecha de (2.18) nos queda

(  
0
)
 1

0
+ I
U
 
0

  

(  
0
)
 1

k 1
+ I
U
 
k 1

=
0
X
i= k
M
i
(  
0
)
i
; (2.19)
para ciertos operadores de rango finito M
j
2 L(U),  k  j   1, ya que 
j
tiene rango finito
para 0  j  k 1. Por otra parte, los operadores I
U
 
0
; : : : ; I
U
 
k 1
son Fredholm de ı´ndice
cero, ya que 
0
; : : : ;
k 1
son proyecciones de rango finito. Ası´ pues,
M
0
= [I
U
 
0
℄    [I
U
 
k 1
℄ 2 
0
(U);
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por ser un producto de operadores de Fredholm de ı´ndice cero (consu´ltese, por ejemplo, I. Gohberg
et al. [24, Theorem XI.3.2]). Con lo cual,
L()
 1
=
n k
X
i= k
mnfn;i+kg
X
j=maxf0;ig
M
i j
T
j
(  
0
)
i
+ o
 
(  
0
)
n k

en D n f
0
g, y para cada i < 0,
R
i
:= (L
 1
; 
0
; i) =
mnfn;i+kg
X
j=0
M
i j
T
j
2 L(V;U)
tiene rango finito. Como k es el mı´nimo entero para el cual se cumple (2.6), se tiene que R
 k
6= 0.
Finalmente, supongamos que n  k. Entonces,
(L
 1
; 
0
; 0) =M
0
T
0
+
k
X
j=1
M
 j
T
j
;
M
0
T
0
es Fredholm de ı´ndice cero, y
P
k
j=1
M
 j
T
j
es un operador de rango finito. Por tanto, se
sigue de T. Kato [32, Theorem IV.5.26], o de I. Gohberg et al. [24, Theorem XI.4.2], que el operador
(L
 1
; 
0
; 0) es Fredholm de ı´ndice cero. Esto completa la demostracio´n.
El siguiente corolario inmediato de los Teoremas 2.2.6 y 2.6.1 muestra que una condicio´n sufi-
ciente para la continuidad de la familia (  
0
)
k
L()
 1 es que este´ acotada.
Corolario 2.6.2 Supongamos que L 2 Cr(
;
0
(U; V )) para algu´n r 2 N [ f1g, y que (  

0
)
k
L()
 1 existe y es acotado para  en un entorno perforado de 
0
, y para un cierto entero
k  r. Entonces la funcio´n  7! (  
0
)
k
L()
 1 es de clase Cr k en un entorno de 
0
.
2.7. La multiplicidad como residuo logarı´tmico en el caso real
Como en la Seccio´n 2.6, U , V y W denotara´n espacios de Banach reales, y 
 es un abierto de
R. El principal resultado de este capı´tulo es la siguiente versio´n real del Teorema 2.5.1.
Teorema 2.7.1 Supongamos que L 2 C2k 1(
;
0
(U; V )) y 
0
es un autovalor k-algebraico de
L. Entonces para cada  k  n   1, el operador (L0L 1; 
0
; n) 2 L(V ) tiene rango finito y
tr (L
0
L
 1
; 
0
; n) =
(
0;  k  n   2;
[L;
0
℄; n =  1:
El resto de esta seccio´n esta´ dedicado a la demostracio´n del Teorema 2.7.1. Siguiendo el esque-
ma general de la Seccio´n 2.5, lo probaremos primero en el caso especial en que 
0
es k-transversal
y luego, para el caso general usaremos el Teorema 2.2.4.
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Supongamos que 
0
es un autovalor k-transversal de L 2 C2k 1(
;
0
(U; V )). Entonces se
cumple (2.10). Es ma´s, usando las notaciones introducidas en la prueba del Teorema 2.6.1 y tenien-
do en cuenta (2.18) y (2.19), existe un entorno abierto D de 
0
tal que
L()
 1
=
"
0
X
n= k
M
n
(  
0
)
n
#
T();  2 D n f
0
g;
donde T 2 Ck 1(D;L(V;U)) es una familia de operadores invertibles. Ası´, para cada  2 Dnf
0
g
se tiene que
I
V
= L()L()
 1
=
"
k
X
n=0
L
n
(  
0
)
n
+ o((  
0
)
k
)
#"
0
X
n= k
M
n
(  
0
)
n
#
T()
=
"
0
X
n= k
n+k
X
i=0
L
i
M
n i
(  
0
)
n
+ o(1)
#
T():
Como T() es invertible, se verifica
0
X
n= k
n+k
X
i=0
L
i
M
n i
(  
0
)
n
+ o(1) = T()
 1
;  2 D;
luego
k
X
i=0
L
i
M
 i
= T
 1
0
;
n+k
X
i=0
L
i
M
n i
= 0;  k  n   1: (2.20)
Por consiguiente, el mismo argumento que se uso´ para probar (2.16) muestra tambie´n que
R[M
 k+i
℄ 
r i
\
j=0
N [L
j
℄; 0  i  r  k   1: (2.21)
Por tanto, de la primera identidad de (2.20) sacamos que
L
0
M
0
T
0
+
k
X
i=1
L
i
M
 i
T
0
= I
V
con
R[L
0
M
0
T
0
℄  R[L
0
℄; R[L
i
M
 i
T
0
℄  L
i
(
i 1
\
j=0
N [L
j
℄); 1  i  k:
Esto prueba que L
i
M
 i
T
0
2 L(V ), 0  i  k, son las proyecciones asociadas a la suma directa
(2.10).
Por otra parte, en un entorno perforado de 
0
tenemos que
L
0
() =
k 1
X
n=0
(n+ 1)L
n+1
(  
0
)
n
+ o
 
(  
0
)
k 1

;
L()
 1
=
0
X
n= k
M
n
(  
0
)
n
T(); T() =
k 1
X
n=0
T
n
(  
0
)
n
+ o
 
(  
0
)
k 1

;
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ya que T es de clase Ck 1. Luego
L
0
()L()
 1
=
 1
X
n= k
X
(a;b;)2S
n
(a+ 1)L
a+1
M
b
T

(  
0
)
n
+ o((  
0
)
 1
);
donde el conjunto S
n
se define como
S
n
:=

(a; b; ) 2 Z
3
: a+ b+  = n; 0  a  n+ k;  k  b  n; 0    n+ k
	
:
Gracias a (2.21), (L0L 1; 
0
; n) = 0 para cada  k  n   2. Puesto que M
 k
; : : : ;M
 1
tienen
rango finito,
(L
0
L
 1
; 
0
; 1) =
X
(a;b;)2S
 1
(a+ 1)L
a+1
M
b
T

tiene rango finito. Es ma´s, (2.21) implica
(L
0
L
 1
; 
0
; 1) =
k
X
i=1
iL
i
M
 i
T
0
+
k 1
X
j=1
k j
X
i=1
iL
i
M
 i j
T
j
=
k
X
i=1
iL
i
M
 i
T
0
;
y, por tanto, como la traza de una proyeccio´n coincide con su rango,
tr (L
0
L
 1
; 
0
; 1) =
k
X
i=1
idimL
i
(
i 1
\
j=0
N [L
j
℄) = [L;
0
℄:
Esto completa la demostracio´n del Teorema 2.7.1 en el caso en que 
0
es un autovalor k-transversal
de L.
Para completar la prueba en el caso general, consideramos un polinomio  : R ! L(U) tal que
(
0
) = I
U
y para el cual 
0
es un autovalor k-transversal de L := L. Tal polinomio existe por
el Teorema 2.2.4. Puesto que
(L

)
0
(L

)
 1
= L
0
L
 1
+ L
0

 1
L
 1
y
tr ((L

)
0
(L

)
 1
; 
0
; n) =
(
0;  k  n   2;
[L

;
0
℄; n =  1;
ya que 
0
es un autovalor k-transversal de L, para completar la demostracio´n del Teorema 2.7.1
basta mostrar que el coeficiente (L0 1L 1; 
0
; n) tiene rango finito y
tr (L
0

 1
L
 1
; 
0
; n) = 0
para cada  k  n   1. En efecto, como L es C2k 1 y 0,  1 son analı´ticos en 
0
, existen
Q
n
2 L(U; V ), 0  n  2k   1, tales que
L()
0
()()
 1
=
2k 1
X
n=0
Q
n
(  
0
)
n
+ o
 
(  
0
)
2k 1

:
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Por otra parte, de acuerdo con el Teorema 2.6.1, es claro que
L()
 1
=
 1
X
n= k
R
n
(  
0
)
n
+ o
 
(  
0
)
 1

;
con R
n
de rango finito,  k  n   1. Luego al aplicar la Proposicio´n 2.4.3 a L0 1 y a L 1
con p
1
= 0, p
2
= 2k  1, q
1
=  k, q
2
=  1, obtenemos que los operadores (L0 1L 1; 
0
; n)
y (0 1; 
0
; n) tienen rango finito, y
tr (L
0

 1
L
 1
; 
0
; n) = tr (
0

 1
; 
0
; n);  k  n   1:
Por u´ltimo, como 0 y  1 son analı´ticos en 
0
, entonces (0 1; 
0
; n) = 0, n   1. Esto
concluye la demostracio´n del Teorema 2.7.1.
Como ya se indico´ al final de la Seccio´n 2.5, la demostracio´n del Teorema 2.7.1 tambie´n se
puede adaptar fa´cilmente para mostrar que
tr (fL
0
L
 1
; 
0
; 1) = f(
0
)[L;
0
℄
para cualquier funcio´n real f de clase Ck 1 en un entorno de 
0
. De la misma manera, el enunciado
del Teorema 2.7.1 sigue siendo cierto si se cambia L0L 1 por L 1L0.
Con esta representacio´n de la multiplicidad como traza del residuo de L0L 1, se puede probar
con facilidad la fo´rmula del producto, como se hace en [46], y que llega al siguiente resultado;
compa´rese con R. J. Magnus [49, Theorem 2.4] y P. Sarreither [64].
Teorema 2.7.2 Tomemos k; `  1 nu´meros enteros. Supongamos que 
  R es un intervalo
abierto que contiene a 
0
,
L 2 C
2k+` 1
(
;
0
(V;W )); M 2 C
k+2` 1
(
;
0
(U; V ));
y 
0
es un autovalor algebraico de L y de M de o´rdenes respectivos k y `. Entonces 
0
es un
autovalor algebraico de LM de orden p para un cierto maxfk; `g  p  k + `. Si, adema´s,
LM 2 C
2p 1
, entonces
[LM;
0
℄ = [L;
0
℄ + [M;
0
℄:
No´tese que LM 2 C2p 1 si L;M 2 C2k+2` 1.
2.8. Desarrollos de Laurent y cadenas de Jordan
En esta seccio´n estudiamos algunas relaciones entre los coeficientes de la parte singular de L 1
en 
0
y las cadenas de Jordan de L en 
0
. Vamos a obtener generalizaciones de resultados que
son cla´sicos en el contexto de familias polinomiales. Nuestra referencia ba´sica sera´ I. Gohberg et
al. [25]. Suponemos que el lector esta´ familiarizado con las cadenas de Jordan; ve´anse [25] o el
Capı´tulo 3 de esta memoria. Adema´s de los resultados que relacionan cadenas de Jordan y desarro-
llos de Laurent, lo que pretende esta seccio´n es mostrar que tenemos una poderosa herramienta (la
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existencia de desarrollos de Laurent de L 1) para generalizar al caso real algunos resultados que
son conocidos en el caso holomorfo.
Es esta seccio´n U; V son espacios de Banach sobre K 2 fR; C g, y 
0
2 
  K con 
 abierto,
si bien los resultados que presentamos son conocidos en el caso K = C . No vamos a proporcionar
demostraciones que estos resultados; para ello consu´ltese [46].
Sea L 2 C2k(
;
0
(U; V )) tal que 
0
es un autovalor k-algebraico de L. Entonces, por el
Teorema 2.6.1,
L()
 1
=
0
X
n= k
R
n
(  
0
)
n
+ o(1)
para ciertos operadores R
 k
; : : : ;R
0
2 L(V;U).
Introducimos la siguiente notacio´n. Dados  k  m   1, el operador S
m
se define mediante
la siguiente descomposicio´n triangular por bloques
S
m
:=
0
B
B
B
B

R
 k
R
 k+1
R
 k
.
.
.
.
.
.
.
.
.
R
m
R
m 1
   R
 k
1
C
C
C
C
A
2 L(V
m+k+1
; U
m+k+1
):
Adema´s, para u
1
; : : : ; u
p
2 U , definimos
ol[u
1
; : : : ; u
p
℄ :=
0
B
B

u
1
.
.
.
u
p
1
C
C
A
2 U
p
:
Recordemos que el rango ranku de un u 2 N [L
0
℄nf0g es la longitud ma´xima de cadenas de Jordan
de L en 
0
que comienzan en u. Veremos en el Teorema 3.4.5 que sup
u2N [L
0
℄nf0g
ranku = k. Se
cumple la siguiente generalizacio´n de I. Gohberg et al. [25, Proposition 1.17].
Proposicio´n 2.8.1 Siguiendo las notaciones anteriores,
N [L
0
℄ = fu 2 U : ol[0; : : : ; 0; u℄ 2 R[S
 1
℄g
y para cada u 2 N [L
0
℄ n f0g,
ranku = max fr 2 f1; : : : ; kg : ol[0; : : : ; 0; u℄ 2 R[S
 r
℄g :
Si u 2 N [L
0
℄nf0g con ranku = r y S
 r
ol[x
r
; : : : ; x
k
℄ = ol[0; : : : ; 0; u℄ entonces (u
0
; : : : ; u
r 1
)
es una cadena de Jordan de L en 
0
, donde
u
0
:= u; u
j
:=
k
X
n=r
R
j n
x
n
; 1  j  r   1:
El siguiente resultado, de naturaleza general, nos permite reducir el problema de manejar una
familia arbitraria al de tratar con una familia polinomial.
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Proposicio´n 2.8.2 Sean L;M 2 Cr(
;
0
(U; V )) tales que 
0
es un autovalor k-algebraico de L.
Se cumplen las siguientes afirmaciones:
1. Si r  k y L
n
= M
n
, 0  n  k, entonces 
0
es k-algebraico para M, y las cadenas de
Jordan de L y M coinciden.
2. Si r  2k   1 y L
n
=M
n
, 0  n  2k   1, entonces L() 1  M() 1 = o((  
0
)
 1
)
cuando ! 
0
.
La Proposicio´n 2.8.2 e I. Gohberg et al. [25, Corollary 2.5] nos permiten concluir el siguiente
resultado. El concepto de cadena de Jordan por la izquierda se define de manera natural (ve´ase por
ejemplo [25]).
Proposicio´n 2.8.3 Supongamos que U es finitodimensional y sea L 2 C2k 1(
;L(U)) tal que 
0
es un autovalor k-algebraico de L. Entonces para cada conjunto cano´nico '(j)
0
; : : : ; '
(j)
r
j
 1
, 1 
j  , de cadenas de Jordan de L en 
0
existe un conjunto cano´nico z(j)
0
; : : : ; z
(j)
r
j
 1
, 1  j  ,
de cadenas de Jordan por la izquierda de L en 
0
tal que
L()
 1
=

X
j=1
r
j
X
k=1
(  
0
)
 k
r
j
 k
X
r=0
'
(j)
r
j
 k r
 z
(j)
r
+ o((  
0
)
 1
):
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El propo´sito de esta seccio´n es mostrar un ejemplo de una familia infinitodimensional L de
operadores de Fredholm de ı´ndice cero de tal manera que el desarrollo de Laurent de L 1 se pueda
computar explı´citamente.
Tomemos un entero n  1, un intervalo abierto D  R que contenga al 0, una funcio´n g 2
C
r
(D;R) para un cierto r  1 tal que g(0) = 0, otra funcio´n h 2 C(D  [0; 1℄  R  R;R), y
definamos
f() := (n)
2
+ g();  2 D:
Consideremos, para cada  2 D, el siguiente problema de valores en la frontera no lineal unidi-
mensional
(
 u
00
= f()u+ u
2
h(; x; u; u
0
) en (0; 1);
u(0) = u(1) = 0;
(2.22)
donde se supone que u es de clase C2. Si llamamos U al espacio de Banach del conjunto de funcio-
nes u 2 C2([0; 1℄;R) tales que u(0) = u(1) = 0, y V := C([0; 1℄;R) entonces el operador
d
2
dx
2
: U ! V; u 7! u
00
es un isomorfismo, y por el teorema de Ascoli-Arzela`,

d
2
dx
2

 1
: V ! V
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es compacto. Estos resultados son bien conocidos. Entonces (2.22) es equivalente a la ecuacio´n no
lineal
L()u+N(; u) = 0; (; u) 2 D  V; (2.23)
donde
L()u := u+ f()

d
2
dx
2

 1
u; N(; u) :=

d
2
dx
2

 1
 
u
2
h(; ; u; u
0
)

:
Es fa´cil comprobar que L 2 Cr(D; 
0
(V )), ya que f 2 Cr(D;R) y L() es una perturbacio´n
compacta de la identidad. Por consiguiente, la ecuacio´n (2.23) se ajusta el marco abstracto que
describiremos en la Parte II de esta tesis. Aquı´ vamos a estudiar el operador inverso L 1. Llamando
! :=
p
f()
e integrando el problema lineal asociado de valores en la frontera, es fa´cil ver que para cada  2 D
tal que sin! 6= 0, v 2 V , y x 2 [0; 1℄,
L()
 1
v(x) = v(x) + ! os(!x)
Z
x
0
sin(!t)v(t)dt
+

 
! os!
sin!
Z
1
0
sin(!t)v(t)dt + !
Z
1
0
os(!t)v(t)dt

sin(!x):
(2.24)
No´tese que N [L(
0
)℄ = span[sin(n)℄, y que 0 es un autovalor aislado de la familia L si y so´lo si
0 es un cero aislado de g.
Supongamos que 0 es un cero que orden k  1 de g para un cierto k que cumpla r  2k  1, y,
como es habitual, denotemos g
k
:= (k!)
 1
g
k)
(0). Entonces 0 es un cero de orden k de sin!, luego
se sigue de (2.24) que 0 es un autovalor k-algebraico de L. Por tanto, gracias al Teorema 2.6.1,
existen k operadores, u´nicos, R
i
2 L(V ),  k  i   1, de rango finito, tales que
R() := L()
 1
=
 1
X
i= k
R
i

i
+ o(
 1
):
Es ma´s, gracias al Teorema 2.7.1, para cada  k  n   1, el operador (L0L 1; 0; n) 2 L(V )
tiene rango finito y
tr (L
0
L
 1
; 0; n) =
(
0;  k  n   2;
[L; 0℄; n =  1:
Resulta que en este caso los coeficientes R
i
se pueden calcular directamente a partir de (2.24). Por
ejemplo, como
lm
!0

k
(sin!)
 1
= ( 1)
n
2ng
 1
k
;
se sigue que para cada v 2 V y x 2 [0; 1℄,
R
 k
v(x) = lm
!0

k
L
 1
()v(x) =  2n
2

2
g
 1
k
Z
1
0
sin(nt)v(t)dt sin(nx):
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Ana´logamente, tambie´n se pueden calcular explı´citamente todos los dema´s coeficientes R
i
. Ahora,
L
0
()L()
 1
= kg
k

d
2
dx
2

 1
R
 k

 1
+ o(
 1
)
y como

d
2
dx
2

 1
sin(n) =  (n)
 2
sin(n);
se sigue que
(L
0
L
 1
; 0; 1)v(x) = 2k
Z
1
0
sin(nt)v(t)dt sin(nx); v 2 V; x 2 [0; 1℄;
de donde (L0L 1; 0; 1) es un operador de rango uno cuya traza es k porque
(L
0
L
 1
; 0; 1) sin(n) = k sin(n):
Luego por el Teorema 2.7.1, [L; 0℄ = k.
Capı´tulo 3
Caracterizacio´n de la existencia de la
forma local de Smith
Este capı´tulo ensen˜a la relaciones que hay entre las construcciones de la multiplicidad dada
por transversalizacio´n (ve´ase el Capı´tulo 2) y dada por cadenas de Jordan, para concluir que son
equivalentes. Usamos esos resultados para caracterizar cua´ndo las longitudes de las cadenas de
Jordan de una familia L de clase Cr de operadores de Fredholm de ı´ndice cero esta´n uniformemente
acotadas superiormente, y cua´ndo existe una forma local de Smith en un autovalor 
0
de L dado.
Nuestro resultado principal establece que existe una forma local de Smith si y so´lo si 
0
es un
autovalor algebraico de L. Este capı´tulo esta´ basado en [45].
3.1. Introduccio´n
Las cadenas de Jordan generalizadas fueron introducidas en la de´cada de 1940 para desarrollar
una teorı´a espectral dentro del contexto de las matrices polinomiales (ve´ase por ejemplo, I. Gohberg
et al. [25] y las referencias allı´ citadas). Desde entonces, se ha comprobado que constituyen una
potente herramienta te´cnica en un gran nu´mero de a´reas; entre ellas, para estudiar la estructura del
conjunto de soluciones de sistemas lineales de ecuaciones diferenciales (ve´ase por ejemplo, J. T.
Wloka et al. [67]), para analizar problemas de autovalores no-lineales en el contexto de teorı´a de
bifurcacio´n (consu´ltese P. J. Rabier [58]), o para estudiar la completitud de autovectores de familias
no lineales (consu´ltese A. Friedman and M. Shinbrot [21]).
Las cadenas de Jordan aparecieron por primera vez definidas para familias polinomiales; desde
entonces se han propuesto varias generalizaciones: para familias holomorfas (ve´ase I. Gohberg and
L. Rodman [28]), familias meromorfas (ve´ase J. A. Ball et al. [7]), familias de clase C1 (ve´ase P. J.
Rabier [58]), y familias de clase Cr (ve´anse P. Sarreither [63] y tambie´n [45]). Nosotros seguiremos
la construccio´n descrita en [45] y anticipada en [44].
Estrechamente relacionada con el concepto de cadena de Jordan esta´ la construccio´n de la forma
local de Smith. Aunque la extensio´n de la definicio´n de cadena de Jordan al caso Cr es trivial, la
construccio´n de la forma local de Smith para familias Cr, y especialmente la caracterizacio´n de su
existencia, exhibe ciertas dificultades te´cnicas.
33
34 3. Caracterizacio´n de la existencia de la forma local de Smith
Cuando se trata de matrices polinomiales, la existencia de una forma local de Smith es un caso
particular de la forma global de Smith descrita en I. Gohberg et al. [25, Chapter S1]. Aunque estas
te´cnicas pueden adaptarse con facilidad para construir una forma local de Smith para familias de
clase C1 en un autovalor 
0
donde ninguna cadena de Jordan se puede prolongar indefinidamente
(ve´ase P. J. Rabier [58]), fue necesario utilizar la teorı´a de transversalizacio´n de J. Lo´pez-Go´mez
[43, Chapter 4] descrita en la Seccio´n 2.2 para proporcionar un criterio intrı´nseco que decidiera si
las longitudes de las cadenas de Jordan de una familia C1 arbitraria esta´n uniformemente acotadas
superiormente, lo que, al mismo tiempo, caracteriza la existencia de una forma local de Smith en

0
.
En este capı´tulo se va a mostrar que una familia L de clase Cr tal que L(
0
) es Fredholm de
ı´ndice cero posee una forma local de Smith en 
0
si y so´lo si 
0
es un autovalor k-algebraico de
L para algu´n k  r. La clave de nuestro enfoque dado por transversalizacio´n reside en que la
estructura de las cadenas de Jordan en un autovalor transversal es extremadamente simple.
Este capı´tulo se distribuye de la siguiente manera. En la Seccio´n 3.2 recordamos el concepto de
cadena de Jordan. La Seccio´n 3.3 explica los conceptos de multiplicidades parciales, multiplicidad
basada en cadenas de Jordan, y conjuntos cano´nicos de cadenas de Jordan, y mostramos que existe
una forma local de Smith de una funcio´n C1 bajo la hipo´tesis de que no haya cadenas de Jordan
arbitrariamente largas. En la Seccio´n 3.4 explicamos las relaciones entre los conceptos de multipli-
cidad dada por cadenas de Jordan y dada por transversalizacio´n. Toda esta informacio´n sera´ juntada
en la Seccio´n 3.5 para probar el resultado principal de este capı´tulo, a saber, la caracterizacio´n de la
existencia de la forma local de Smith.
3.2. Cadenas de Jordan
En esta seccio´n recordamos algunos conceptos y fijamos notacio´n. A lo largo de este capı´tulo,
K 2 fR; C g, 
  K es un abierto tal que 
0
2 
, U y V son dos espacios de Banach sobre K , y
L : 
! L(U; V ) es una aplicacio´n de clase Cr, para algu´n r 2 N [ f1g, tal que N [L(
0
)℄ 6= f0g
y L(
0
) 2 
0
(U; V ). En lo que sigue, 
0
(U; V )  L(U; V ) representa la clase de operadores de
Fredholm de ı´ndice cero. Usaremos la siguiente notacio´n para los coeficientes de Taylor de L en 
0
L
j
:=
1
j!
L
j)
(
0
); 0  j < r + 1:
Definicio´n 3.2.1 Todo conjunto ordenado de s+1 vectores (u
0
; : : : ; u
s
) 2 U
s+1 con 0  s < r+1,
u
0
6= 0, y
j
X
i=0
L
i
u
j i
= 0; 0  j  s; (3.1)
recibe el nombre de cadena de Jordan de longitud s+ 1 de la familia L en 
0
que comienza en u
0
.
Cuando j = 0, (3.1) se reduce a L
0
u
0
= 0. Por eso 
0
se dice autovalor de L y u
0
se dice
autovector.
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No´tese tambie´n que en el caso especial en que U  V y L() = i   T ,  2 K , donde
T 2 L(U; V ) e i 2 L(U; V ) es la inclusio´n, entonces (3.1) se reduce a
Tu
0
= 
0
u
0
; Tu
1
= 
0
u
1
+ u
0
; : : : ; Tu
s
= 
0
u
s
+ u
s 1
;
y, por tanto, (u
0
; : : : ; u
s
) es una cadena de Jordan del operador T en el autovalor 
0
en sentido
cla´sico.
Observacio´n 3.2.2 Si (u
0
; : : : ; u
s
) es una cadena de Jordan, tambie´n lo es (u
0
; : : : ; u
p
) para cual-
quier 0  p  s.
Definicio´n 3.2.3 El rango de u
0
2 N [L
0
℄ n f0g, denotado por ranku
0
, se define como la lon-
gitud ma´xima de las cadenas de Jordan que comienzan en u
0
si tales longitudes esta´n acotadas
superiormente, mientras que ranku
0
:=1 en caso contrario.
Supongamos que U = V , T 2 L(U) es compacto, y L() = I   T ,  2 K . Entonces para
cada autovalor 
0
6= 0 de L y u
0
2 N [T   
0
I℄ n f0g, el rango de u
0
esta´ acotado superiormente
por el ascendente algebraico de T en 
0
, es decir, por el menor nu´mero natural   1 tal que
N [(T   
0
I)

℄ = N [(T   
0
I)
+1
℄.
El siguiente ejemplo muestra que en general el rango de un autovector no es necesariamente
finito: si U = V = K = R, 
0
= 0, y
L() :=
(
e
 
 2
si  2 R n f0g;
0 si  = 0;
entonces L
j
= 0 para todo j  0, luego ranku
0
= 1 para todo u
0
2 R n f0g, ya que para cada
n  1, (u
0
; : : : ; u
0
) 2 R
n es una cadena de Jordan de longitud n de L en 
0
= 0.
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Sea L 2 Cr(
;L(U; V )) para algu´n r 2 N [ f1g. Esta seccio´n supone que la longitud de
todas las cadenas de Jordan de L en 
0
esta´ uniformemente acotada superiormente por un entero
k
1
con 1  k
1
 r. Sin pe´rdida de generalidad, se puede suponer que k
1
es o´ptimo, es decir,
existe un u
0;1
2 N [L
0
℄ n f0g con ranku
0;1
= k
1
. Vamos a proceder inductivamente, ası´ que
suponemos que hemos elegido i   1 vectores linealmente independientes, u
0;1
; : : : ; u
0;i 1
, con
2  i  n := dimN [L
0
℄, y tomamos u
0;i
2 C
i
:= N [L
0
℄ n span[u
0;1
; : : : ; u
0;i 1
℄ tal que
ranku
0;i
= k
i
:= maxfranku : u 2 C
i
g  k
i 1
:
Se repite este proceso hasta que se hayan elegido n elementos u
0;1
; : : : ; u
0;n
. Ahora, para cada
i 2 f1; : : : ; ng sea (u
0;i
; u
1;i
; : : : ; u
k
i
 1;i
) cualquier cadena de Jordan de L en 
0
de longitud k
i
que comience en u
0;i
. La familia ordenada

u
0;1
; : : : ; u
k
1
 1;1
;    ;u
0;i
; : : : ; u
k
i
 1;i
;    ;u
0;n
; : : : ; u
k
n
 1;n

recibe el nombre el conjunto cano´nico de cadenas de Jordan de L en 
0
. Por construccio´n, k
1

    k
n
 1, y se obtiene el siguiente resultado; ve´ase P. J. Rabier [58].
36 3. Caracterizacio´n de la existencia de la forma local de Smith
Proposicio´n 3.3.1 Los enteros k
1
; : : : ; k
n
son independientes del conjunto cano´nico de cadenas de
Jordan.
Ası´ pues, el siguiente concepto de multiplicidad es consistente; ve´ase P. J. Rabier [58].
Definicio´n 3.3.2 Los enteros k
1
; : : : ; k
n
reciben el nombre de multiplicidades parciales de L en

0
, y M [L;
0
℄ :=
P
n
j=1
k
j
se conoce como la multiplicidad de L en 
0
.
Se sabe que este concepto de multiplicidad es el u´nico que cumple los axiomas del Capı´tulo 1 (ve´ase
P. J. Rabier [58]); en particular, veremos en la Seccio´n 3.4 que esta multiplicidad coincide con la
definida en la Seccio´n 2.2. Todos estos conceptos y resultados son cla´sicos (ve´anse M. V. Keldysˇ
[33], A. S. Markus and E. I. Sigal [53], I. C. Gohberg and E. I. Sigal [29], I. Gohberg and L. Rodman
[28], o I. Gohberg et al. [25]). El siguiente resultado muestra la invariancia de las multiplicidades
parciales bajo multiplicacio´n por familias de isomorfismos; esta´ probado en I. Gohberg et al. [25,
Proposition 1.11] para familias polinomiales, y en P. J. Rabier [58] para familias C1, pero la misma
demostracio´n es va´lida para el caso Cr.
Proposicio´n 3.3.3 Sea L 2 Cr(
;L(U; V )) tal que la longitud de todas las cadenas de Jordan de
L en 
0
esta´ acotada superiormente por algu´n entero k  r. Sean ~U; ~V dos espacios de Banach y
E 2 C
r
(
;L(V;
~
V )), F 2 C
r
(
;L(
~
U;U)) dos familias de operadores tales que E(
0
) y F(
0
) son
isomorfismos. Entonces las multiplicidades parciales de L en 
0
son las mismas que las de ELF.
En particular, M [L;
0
℄ =M [ELF;
0
℄.
Necesitaremos una versio´n ligeramente diferente de este resultado de invariancia.
Proposicio´n 3.3.4 Supongamos que ~U es un espacio de Banach, y sean
L 2 C
r
(
;L(U; V )); M 2 C
r
(
;L(U;
~
U )); E 2 C(
;L(
~
U; V ))
tales que E(
0
) es un isomorfismo, y L = EM. Entonces para todo 0  s < r + 1, L y M tienen
las mismas cadenas de Jordan en 
0
de longitud s.
Demostracio´n. Por simetrı´a sera´ suficiente probar que toda cadena de Jordan deM en 
0
es tambie´n
una cadena de Jordan de L en 
0
. Sean 0  s < r + 1, y (u
0
; : : : ; u
s
) una cadena de Jordan de M
en 
0
. Vamos a probar por induccio´n sobre s que (u
0
; : : : ; u
s
) es una cadena de Jordan de L en 
0
.
Para s = 0 esto es obvio ya que M
0
u
0
= 0 implica L
0
u
0
= E
0
M
0
u
0
= 0.
Supongamos que el resultado es cierto para un cierto s   1 con s < r + 1 y probe´moslo para
s. Tenemos entonces que (u
0
; : : : ; u
s
) es una cadena de Jordan de M en 
0
, y por la Observacio´n
3.2.2 y la hipo´tesis de induccio´n, (u
0
; : : : ; u
s 1
) es una cadena de Jordan de M y de L en 
0
. So´lo
3.4. Construccio´n de conjuntos cano´nicos de cadenas de Jordan 37
hace probar, pues, que
P
s
i=0
L
i
u
s i
= 0. Tenemos
s
X
i=0
L
i
u
s i
= L
0
u
s
+
s
X
i=1
lm
!
0
L() 
P
i 1
j=0
(  
0
)
j
L
j
(  
0
)
i
u
s i
= L
0
u
s
+ lm
!
0
2
4
s
X
i=1
(  
0
)
 i
L()u
s i
 
 1
X
k= s
(  
0
)
k
s+k
X
j=0
L
j
u
s+k j
3
5
= L
0
u
s
+ lm
!
0
s
X
i=1
(  
0
)
 i
L()u
s i
= L
0
u
s
+ lm
!
0
2
4
s
X
i=1
(  
0
)
 i
E()M()u
s i
  E()
 1
X
k= s
(  
0
)
k
s+k
X
j=0
M
j
u
s+k j
3
5
= L
0
u
s
+
s
X
i=1
lm
!
0
E()
M()  
P
i 1
j=0
(  
0
)
j
M
j
(  
0
)
i
u
s i
= E
0
M
0
u
s
+
s
X
i=1
E
0
M
i
u
s i
= E
0
s
X
i=0
M
i
u
s i
= 0:
Esto concluye la demostracio´n.
En el siguiente resultado, y de hecho en todo este capı´tulo, vamos a identificar un operador
lineal entre espacios de la misma dimensio´n finita con la matriz cuadrada que lo representa. En e´l
se establece la existencia de la forma local de Smith para familias C1 de matrices cuadradas; ve´ase
P. J. Rabier [58] para una demostracio´n.
Proposicio´n 3.3.5 Sea L 2 C1(
;L(U; V )), donde U y V tienen dimensio´n finita m. Supongamos
que ninguna cadena de Jordan de L en 
0
se puede prolongar indefinidamente. Entonces L posee
una forma local de Smith en 
0
, es decir, L() admite una descomposicio´n de la forma
L() = E()D()F();  ' 
0
; (3.2)
donde E y F son matrices m m de clase C1 tales que E(
0
) y F(
0
) son isomorfismos, y D es
una matriz diagonal de la forma
D() = diag

(  
0
)
k
1
; : : : ; (  
0
)
k
n
; 1; : : : ; 1
	
;
donde k
1
     k
n
 1 son las multiplicidades parciales de L en 
0
. Adema´s, si L es analı´tica
entonces E y F se pueden tomar analı´ticas.
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Es esta seccio´n y en la siguiente usaremos la teorı´a de la multiplicidad algebraica  descrita
en la Seccio´n 2.2. Ve´ase J. Lo´pez-Go´mez [43, Section 4.2] para una demostracio´n del siguiente
resultado.
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Proposicio´n 3.4.1 Supongamos que 
0
es un autovalor k-transversal de L 2 Cr(
;
0
(U; V )),
para un cierto entero k  r, y llamemos
`
i
:= dimL
i
(N [L
0
℄ \    \N [L
i 1
℄); 1  i  k:
Entonces dimN [L
0
℄ = `
1
+   + `
k
, `
k
6= 0 y N [L
0
℄ \    \N [L
k
℄ = f0g.
El siguiente resultado describe las cadenas de Jordan en autovalores transversales.
Proposicio´n 3.4.2 Supongamos que 
0
es un autovalor k-transversal de L 2 Cr(
;
0
(U; V ))
para un cierto 1  k  r. Entonces, para cada entero 0  s  r, el conjunto ordenado
(u
0
; : : : ; u
s
) 2 U
s+1 es una cadena de Jordan de L en 
0
si y so´lo si u
0
6= 0 y
u
j
2
s j
\
i=0
N [L
i
℄; 0  j  s: (3.3)
En particular, no hay cadenas de Jordan de longitud superior a k.
Demostracio´n. Supongamos 0  s  r, u
0
6= 0 y (3.3). Entonces
j
X
i=0
L
j i
u
i
= 0; 0  j  s; (3.4)
luego (u
0
; : : : ; u
s
) es una cadena de Jordan de L. Supongamos ahora que 0  s  r y que
(u
0
; : : : ; u
s
) es una cadena de Jordan de L en 
0
. Entonces u
0
6= 0 y se cumple (3.4). Probe-
mos (3.3) por induccio´n sobre s. Se sigue de (3.4) que L
0
u
0
= 0, luego se cumple (3.3) para s = 0.
Supongamos que para cualquier cadena de Jordan (y
0
; : : : ; y
s 1
) de longitud s se tenga
y
j
2
s 1 j
\
i=0
N [L
i
℄; 0  j  s  1;
y sea (u
0
; : : : ; u
s
) una cadena de Jordan de longitud s+1. Por la Observacio´n 3.2.2, (u
0
; : : : ; u
s 1
)
es una cadena de Jordan de longitud s, luego por la hipo´tesis de induccio´n,
u
j
2
s 1 j
\
i=0
N [L
i
℄; 0  j  s  1: (3.5)
Por otra parte, al particularizar (3.4) en j = s obtenemos
L
0
u
s
+
s
X
i=1
L
i
u
s i
= 0: (3.6)
Gracias a (3.5) se tiene que
L
0
u
s
2 R[L
0
℄; L
i
u
s i
2 L
i
(N [L
0
℄ \    \N [L
i 1
℄) ; 1  i  s:
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Ası´ pues, como 
0
es un autovalor k-transversal de L, la Definicio´n 2.2.1 y (3.6) implican que
L
s j
u
j
= 0, 0  j  s. Por la Proposicio´n 3.4.1, este argumento tambie´n funciona cuando s > k.
Al combinar estas relaciones con (3.5) obtenemos u
j
2
T
s j
i=0
N [L
i
℄, 0  j  s, luego se cumple
(3.3). Finalmente, por la Proposicio´n 3.4.1, Tk
i=0
N [L
i
℄ = f0g, lo que implica que s < k.
El resto de los resultados de esta seccio´n van a relacionar los invariantes de la teorı´a de la
multiplicidad algebraica  descrita en la Seccio´n 2.2 con los de la teorı´a de las cadenas de Jordan
de la Seccio´n 3.3. Recordemos que n = dimN [L
0
℄.
Proposicio´n 3.4.3 Supongamos que 
0
es un autovalor k-transversal de L 2 Cr(
;
0
(U; V ))
para ciertos 1  k  r. Pongamos
`
j
:= dimL
j
(N [L
0
℄ \    \N [L
j 1
℄); 1  j  k:
Entonces todo conjunto cano´nico de cadenas de Jordan de L en 
0
esta´ formado exactamente por `
j
cadenas de Jordan de longitud j, para cada j 2 f1; : : : ; kg; en otras palabras, las multiplicidades
parciales vienen dadas por
k; : : : ; k
| {z }
`
k
; k   1; : : : ; k   1
| {z }
`
k 1
; : : : ; 2; : : : ; 2
| {z }
`
2
; 1; : : : ; 1
| {z }
`
1
| {z }
n=`
k
++`
1
: (3.7)
Demostracio´n. Gracias a la Proposicio´n 3.4.2, ya sabemos que L no admite cadenas de Jordan de
longitud superior a k. Para cada 1  i  k consideremos un subespacio finitodimensional U
i
 U
tal que
N [L
0
℄ \    \N [L
i 1
℄ = U
i
 (N [L
0
℄ \    \N [L
i
℄) :
Es fa´cil ver entonces que L
i
(N [L
0
℄ \    \N [L
i 1
℄) = L
i
(U
i
) y `
i
= dimL
i
(U
i
) = dimU
i
para
1  i  k. Por la Proposicio´n 3.4.1, N [L
0
℄ = U
1
     U
k
y n = `
1
+    + `
k
. Para cada
1  j  k, sea
n
u
P
k
i=j+1
`
i
+1
; : : : ; u
P
k
i=j
`
i
o
una base de U
j
. Entonces fu
1
; : : : ; u
n
g es una base de N [L
0
℄. Por la Proposicio´n 3.4.2, es fa´cil ver
que el siguiente conjunto ordenado es un conjunto cano´nico de cadenas de Jordan de L en 
0

u
1
; 0; : : : ; 0
| {z }
k
;    ;u
`
k
; 0; : : : ; 0
| {z }
k
;u
`
k
+1
; 0; : : : ; 0
| {z }
k 1
;    ;u
`
k
+`
k 1
; 0; : : : ; 0
| {z }
k 1
;    ;
u
`
k
++`
3
+1
; 0
| {z }
2
;    ;u
`
k
++`
3
+`
2
; 0
| {z }
2
;u
`
k
++`
3
+`
2
+1
| {z }
1
;    ;u
`
k
++`
2
+`
1
| {z }
1

;
y por tanto esta´ formado por `
k
cadenas de Jordan de longitud k, `
k 1
cadenas de Jordan de longitud
k  1, . . . , y `
1
cadenas de Jordan de longitud 1. La Proposicio´n 3.3.1 concluye la demostracio´n.
El siguiente resultado es una consecuencia fa´cil de las Proposiciones 3.3.5 y 3.4.3.
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Corolario 3.4.4 Supongamos que U y V tienen dimensio´n finita m, y que 
0
es un autovalor k-
transversal de la familia L de clase C1, para un cierto entero k  1. Entonces L admite una forma
local de Smith L = EDF con
D() = diag

(  
0
)
k
; : : : ; (  
0
)
k
| {z }
`
k
; : : : ;   
0
; : : : ;   
0
| {z }
`
1
; 1; : : : ; 1
| {z }
m n
	
; (3.8)
es decir, las multiplicidades parciales de L en 
0
vienen dadas por (3.7). En particular, detL tiene
un cero en 
0
de orden M [L;
0
℄ =
P
k
j=1
j`
j
= [L;
0
℄.
Para autovalores generales (no transversales) se cumple el siguiente resultado, que relaciona los
invariantes de las construcciones de la multiplicidad basada en una transversalizacio´n y de la basada
en cadenas de Jordan. En particular, prueba que ambas multiplicidades coinciden.
Proposicio´n 3.4.5 Supongamos que 
0
es un autovalor algebraico de L de orden 1  k  r, y sea
 : K ! L(U) cualquier polinomio que cumpla (
0
) = I
U
y para el cual 
0
es un autovalor
k-transversal de L := L. Entonces las longitudes de las cadenas de Jordan de L en 
0
en
cualquier conjunto cano´nico coinciden con las de L en 
0
. Por tanto, llamando
`
j
:= dimL

j
(N [L

0
℄ \    \N [L

j 1
℄); 1  j  k;
se tiene que cualquier conjunto cano´nico de cadenas de Jordan de L posee `
k
cadenas de longitud
k, `
k 1
cadenas de longitud k   1, . . . , y `
1
cadenas de longitud 1. En particular, si U y V tienen
dimensio´n finita m y L es de clase C1 entonces L admite una forma local de Smith L = EDF con
(3.8).
Demostracio´n. La existencia de  esta´ garantizada por el Teorema 2.2.4, ası´ como la independen-
cia de `
j
con respecto de la familia transversalizadora . Por la Proposicio´n 3.4.3, todo conjunto
cano´nico de cadenas de Jordan de L consta de `
j
cadenas de Jordan de longitud j para cada
1  j  k. Gracias a las Proposiciones 3.3.1 y 3.3.3, todo conjunto cano´nico de cadenas de Jordan
de L consta de `
j
cadenas de Jordan de longitud j para cada 1  j  k. Con esto queda probada la
primera parte del enunciado.
Ahora supongamos que dimU = dimV = m y que la familia L es de clase C1. Por el
Corolario 3.4.4 tenemos entonces que L admite una forma local de Smith L = EDF donde D
viene dada por (3.8). Luego para  ' 
0
se tiene que
L() = L

()()
 1
= E()D()F()()
 1
;
lo que concluye la demostracio´n.
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Presentamos el principal resultado finitodimensional de este capı´tulo.
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Teorema 3.5.1 Supongamos que dimU = dimV = m <1.
Si L 2 C1(
;L(U; V )) entonces las siguientes afirmaciones son equivalentes:
C1. L posee una forma local Smith en 
0
, es decir, existen E;F familias C1 de matrices mm defi-
nidas en un entorno de 
0
tales que E(
0
) y F(
0
) son isomorfismos, L() = E()D()F()
para  ' 
0
, y
D() = diag

(  
0
)
k
1
; : : : ; (  
0
)
k
n
; 1; : : : ; 1
	 (3.9)
para ciertos enteros k
1
; : : : ; k
n
 1, y n = dimN [L
0
℄.
C2. detL tiene un cero de orden finito en 
0
.
C3. 
0
es un autovalor algebraico de L.
C4. Las longitudes de las cadenas de Jordan de L en 
0
esta´n uniformemente acotadas superior-
mente, es decir,
sup
u2N [L
0
℄nf0g
ranku <1:
C5. Ninguna cadena de Jordan de L en 
0
se puede prolongar indefinidamente, es decir, no existe
ninguna sucesio´n u
0
; u
1
; : : : en U con u
0
6= 0 tal que
j
X
i=0
L
i
u
j i
= 0; j  0:
C6. La multiplicidad [L;
0
℄ es finita.
Adema´s, en este caso, y si L es analı´tica, entonces podemos escoger E y F analı´ticas.
Cuando L es de clase Cr para algu´n r 2 N , entonces las siguientes afirmaciones son equiva-
lentes:
D1. L posee una forma local de Smith en 
0
, es decir, existen familias continuas E;F de matrices
m  m definidas en un entorno de 
0
tales que E(
0
) y F(
0
) son isomorfismos, L() =
E()D()F() para  ' 
0
, y (3.9) para ciertos enteros 1  k
1
; : : : ; k
n
 r, y n =
dimN [L
0
℄.
D2. 
0
es un autovalor algebraico de L de orden k  r.
D3. Las longitudes de todas las cadenas de Jordan de L en 
0
esta´n acotadas superiormente por
k  r.
D4. La multiplicidad [L;
0
℄ existe y es finita.
Adema´s, en este caso podemos escoger que E sea de clase Cr k y F sea analı´tica.
42 3. Caracterizacio´n de la existencia de la forma local de Smith
Demostracio´n. Primero suponemos que L es de clase C1 y demostramos la equivalencia C1–C6.
C1 implica C2: Los hechos L = EDF y (3.9) implican
detL() = (  
0
)
k
1
++k
n
detE() det F();  2 
;
con detE(
0
) detF(
0
) 6= 0.
C2 implica C3: Supongamos que detL tiene un cero de orden  2 N en 
0
. Entonces existe
a 2 C
1
(
;K ) tal que a(
0
) 6= 0 y detL() = (   
0
)

a() para  2 
. Por otra parte, la
desigualdad de T. Kato [32, Remark I.4.2], nos dice que para cualquier norma en Km existe una
constante  > 0 tal que para cada T 2 L(Km) invertible, se cumple la siguiente estimacio´n


T
 1


 
kTk
m 1
jdet T j
:
Con estos ingredientes es fa´cil ver que para algu´n C > 0, kL() 1k  Cj   
0
j
  para todo 
en un entorno perforado de 
0
. Por tanto, 
0
es un autovalor algebraico de L de orden k  .
C3 implica C4: Supongamos que 
0
es un autovalor k-algebraico de L. Gracias a la Proposicio´n
3.4.5, la longitud de cualquier cadena de Jordan de L en 
0
esta´ acotada superiormente por k.
C4 implica C5 es obvio, C5 implica C1 es la Proposicio´n 3.3.5 y C3 equivale a C6 es la Defi-
nicio´n 2.2.5. Esto completa la demostracio´n del teorema en el caso en que L es C1.
Ahora supongamos que L es de clase Cr para un cierto r 2 N .
D1 implica D2: Si L = EDF, donde E y F son familias continuas de matrices mm que son
invertibles cerca de 
0
, y (3.9), entonces
D()
 1
= diag

(  
0
)
 k
1
; : : : ; (  
0
)
 k
n
; 1; : : : ; 1
	
;  ' 
0
;  6= 
0
;
y es fa´cil ver que kL() 1k  Cj   
0
j
 k para cualquier  en un entorno perforado de 
0
, para
una cierta cierta constante C > 0, y k := maxfk
1
; : : : ; k
n
g.
D2 implica D1: Definimos para  ' 
0
,
~
L() :=
k
X
i=0
(  
0
)
i
L
i
; F() :=
~
L()L()
 1
:
Afirmamos que F es de clase Cr k en un entorno de 
0
. En efecto, ~L L es de clase Cr y se anulan
todas sus derivadas en 
0
hasta orden k; por tanto,
R() := (  
0
)
 k
h
~
L()  L()
i
;  ' 
0
;
es de clase Cr k y R(
0
) = 0. Ası´,
F() =
h
L() + (  
0
)
k
R()
i
L()
 1
= I
V
+ (  
0
)
k
L()
 1
R();
donde R es de clase Cr k, y tambie´n lo es la funcio´n  7! (   
0
)
k
L()
 1 por el Corolario
2.6.2. Luego F es de clase Cr k y F(
0
) = I
V
. Ası´ pues, 
0
es un autovalor k-algebraico de
la funcio´n analı´tica ~L. Por las Proposiciones 3.3.5 y 3.4.5, existen dos familias analı´ticas ~E; ~F de
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matrices mm definidas en un entorno de 
0
tales que ~E(
0
) y ~F(
0
) son isomorfismos, ~L() =
~
E()D()
~
F() para  ' 
0
, y (3.9). Entonces L = F 1~ED~F.
D3 implica D2: Definimos para  ' 
0
,
~
L() :=
k
X
i=0
(  
0
)
i
L
i
; F() := L()
~
L()
 1
:
Entonces ~L es C1 y las longitudes de sus cadenas de Jordan esta´n acotadas superiormente por k;
sea k
1
la cota o´ptima. Por la equivalencia C1–C6 de la primera parte del teorema, y la Proposicio´n
3.4.5, 
0
es un autovalor k
1
-algebraico de ~L. Ahora bien, F es continua e invertible en 
0
. En efecto,
F() =
h
~
L() + o((  
0
)
k
)
i
~
L()
 1
= I
V
+ o(1):
Entonces 
0
es un autovalor k
1
-algebraico de L.
D2 implica D3: Definimos para  ' 
0
,
~
L() :=
k
X
i=0
(  
0
)
i
L
i
; F() :=
~
L()L()
 1
:
Como ya hemos visto en la demostracio´n de D2 implica D1, F es continua e invertible en un
entorno de 
0
. En consecuencia, 
0
es un autovalor k-algebraico de ~L, y por la Proposicio´n 3.4.5,
las longitudes de las cadenas de Jordan de ~L en 
0
esta´n acotadas superiormente por k. Por la
Proposicio´n 3.3.4, L y ~L tienen las mismas cadenas de Jordan en 
0
. Por tanto, las longitudes de
las cadenas de Jordan de L esta´n acotadas superiormente por k.
D2 equivale a D4: Esto es la Definicio´n 2.2.5.
El siguiente resultado nos permite reducir un problema infinitodimensional (con la condicio´n de
Fredholm) a un marco finitodimensional. Esta´ sacado de I. Gohberg et al. [24, Section XI.8] (ve´ase
tambie´n I. C. Gohberg and E. I. Sigal [29]).
Lema 3.5.2 Sea L 2 Cr(
;L(U; V )) tal que L(
0
) 2 
0
(U; V ). Entonces existen un entorno
abierto 
0  
 de 
0
, una descomposicio´n U = U
0
 U
1
con dimU
0
< 1 y U
1
un subespa-
cio cerrado de U , familias E 2 Cr(
0;L(U; V )), F 2 Cr(
0;L(U)), M 2 Cr(
0;L(U
0
)) con
E(
0
);F(
0
) isomorfismos tales que
L() = E() [M() I
U
1
℄F();  2 

0
:
Demostracio´n. Como L(
0
) es Fredholm de ı´ndice cero, existe un operador de rango finito F 2
L(U; V ) para el cual la nueva familia
E() := L() + F;  2 
;
es un isomorfismo en un entorno de 
0
(ve´ase por ejemplo I. Gohberg et al. [24, Theorem XI.5.3]).
Ası´, L() = E()[I
U
  E()
 1
F ℄. Como F tiene rango finito, N [F ℄ posee un complemento
topolo´gico finitodimensional U
0
en U
U = U
0
N [F ℄:
44 3. Caracterizacio´n de la existencia de la forma local de Smith
Sea P 2 L(U) la proyeccio´n que cumple R[P ℄ = U
0
y N [P ℄ = N [F ℄. Entonces P tiene rango
finito y FP = F , ya que I
U
  P es una proyeccio´n sobre N [F ℄. Ası´ pues,
I
U
  E()
 1
F =

I
U
  PE()
 1
FP
 
I
U
  (I
U
  P )E()
 1
FP

:
Designemos para cada  suficientemente cerca de 
0
,
F() := I
U
  (I
U
  P )E()
 1
FP:
Esta familia F es de clase Cr y es invertible en un entorno de 
0
. De hecho,
F()
 1
= I
U
+ (I
U
  P )E()
 1
FP;  ' 
0
:
Ası´ pues,
L() = E()

I
U
  PE()
 1
FP

F();  ' 
0
:
Definamos G() := I
U
  PE()
 1
FP para  ' 
0
. Con respecto a la descomposcio´n U =
R[P ℄N [P ℄, la familia G se escribe como
G() =
 
G()j
U
0
0
0 I
N [F ℄
!
;
puesto que G()(U
0
)  U
0
y G()j
N [F ℄
= Ij
N [F ℄
. Esto concluye la demostracio´n.
El Lema 3.5.2 nos permite generalizar los resultados del Teorema 3.5.1 al caso infinitodimen-
sional. Se obtiene ası´ la siguiente caracterizacio´n.
Teorema 3.5.3 Sea L 2 C1(
;L(U; V )) con L(
0
) 2 
0
(U; V ). Las siguientes afirmaciones son
equivalentes:
C1. L posee un forma local de Smith (infinitodimensional) en 
0
, es decir, existen 
0  
 un
entorno abierto de 
0
, familias E 2 C1(
0;L(U; V )), F 2 C1(
0;L(U)) tales que E(
0
)
y F(
0
) son isomorfismos, una descomposicio´n U = U
0
 U
1
con dimU
0
< 1 y U
1
un
subespacio cerrado de U tales que L() = E()[D()  I
U
1
℄F() para  2 
0, y
D() = diag

(  
0
)
k
1
; : : : ; (  
0
)
k
n
	 (3.10)
para ciertos enteros k
1
; : : : ; k
n
 1, y n = dimN [L
0
℄.
C2. Para cualquier descomposicio´n de la forma
L() = E() [M()N()℄F(); (3.11)
para  en un entorno 
0 de 
0
, donde E 2 C1(
0;L( ~V ; V )), F 2 C1(
0;L(U; ~U )),
~
U =
~
U
1

~
U
2
,
~
V =
~
V
1

~
V
2
con dim ~U
1
= dim
~
V
1
< 1,
~
U
2
es un subespacio cerra-
do del espacio de Banach ~U , ~V
2
es un subespacio cerrado del espacio de Banach ~V , N 2
C
1
(

0
;L(
~
U
2
;
~
V
2
)), yM 2 C1(
0;L( ~U
1
;
~
V
1
)), entonces detM tiene un cero de orden finito
en 
0
.
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C3. 
0
es un autovalor algebraico de L.
C4. Las longitudes de todas las cadenas de Jordan de L en 
0
esta´n uniformemente acotadas
superiormente.
C5. Ninguna cadena de Jordan de L en 
0
se puede prolongar indefinidamente.
C6. La multiplicidad [L;
0
℄ es finita.
Adema´s, en este caso, y si L es analı´tica, entonces podemos escoger que las E y F de C1 sean
analı´ticas.
Sea L 2 Cr(
;L(U; V )) con L(
0
) 2 
0
(U; V ) para un cierto r 2 N . Las siguientes afirma-
ciones son equivalentes:
D1. L posee una forma local de Smith (infinitodimensional) en 
0
, es decir, existen 
0  
 un
entorno abierto de 
0
, familias E 2 C(
0;L(U; V )), F 2 C(
0;L(U)) tales que E(
0
) y
F(
0
) son isomorfismos, una descomposicio´n U = U
0
 U
1
con dimU
0
< 1 y U
1
un
subespacio cerrado de U tales que L() = E()[D()  I
U
1
℄F() para  2 
0, y (3.10)
para ciertos enteros 1  k
1
; : : : ; k
n
 r, y n = dimN [L
0
℄.
D2. 
0
es un autovalor algebraico de L de orden k  r.
D3. Las longitudes de las cadenas de Jordan de L en 
0
esta´n acotadas superiormente por k  r.
D4. La multiplicidad [L;
0
℄ existe y es finita.
Adema´s, es este caso podemos escoger que E sea de clase Cr k y F sea analı´tica.
Demostracio´n. Supongamos que L es de clase C1.
C1 implica C3: Para cada  en un entorno perforado de 
0
,
L()
 1
= F()
 1
[D()
 1
 I
U
1
℄E()
 1
;
y gracias a (3.10), kL() 1k  Cj   
0
j
 k
, donde C > 0 es una cierta constante, k :=
maxfk
1
; : : : ; k
n
g, y  esta´ en algu´n entorno perforado de 
0
.
C5 implica C1: Usamos el Lema 3.5.2 y, siguiendo sus notaciones, L = E(M  I
U
1
)F. Por la
Proposicio´n 3.3.3, ninguna cadena de Jordan de M  I
U
1
se puede prolongar indefinidamente. Es
fa´cil ver que las cadenas de Jordan de M I
U
1
en 
0
son exactamente las de la forma

u
0
0

; : : : ;

u
s
0

;
donde (u
0
; : : : ; u
s
) es una cadena de Jordan de M en 
0
. Por tanto, ninguna cadena de Jordan de la
familia finitodimensional M se puede prolongar indefinidamente. Por el Teorema 3.5.1, M admite
una forma local de Smith (finitodimensional). Esto nos permite concluir el resultado con facilidad.
C3 implica C2: Supongamos que se tiene (3.11) como se describe en C2. Entonces para  en
un entorno perforado de 
0
,
M()
 1
N()
 1
= F()L()
 1
E();
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de donde kM() 1k  CkL() 1k para una cierta constante C > 0. Entonces 
0
es un autovalor
algebraico de M, y por el Teorema 3.5.1, detM tiene un cero de orden finito en 
0
.
C2 implica C3: Usamos el Lema 3.5.2 y, siguiendo sus notaciones, L = E(MI
U
1
)F. Entonces
detM tiene un cero de orden finito en 
0
. Por el Teorema 3.5.1, 
0
es un autovalor algebraico de
M, y por tanto de L.
C3 implica C4 sale de la Proposicio´n 3.4.5, C4 implica C5 es obvio, y C3 equivale a C6 es la
Definicio´n 2.2.5. Esto completa la demostracio´n en el caso en que L es C1.
Ahora supongamos que L es de clase Cr para algu´n r 2 N .
D1 implica D2 es parecido a demostracio´n de C1 implica C3. D2 implica D3 sale de la Pro-
posicio´n 3.4.5. D3 implica D1 es similar a la prueba de C5 implica C1. D2 equivale a D4 es la
Definicio´n 2.2.5. Esto concluye la demostracio´n.
Parte II
Teorı´a de bifurcacio´n
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Capı´tulo 4
Caracterizacio´n de los autovalores
no-lineales
4.1. Bifurcacio´n local abstracta
A lo largo de este capı´tulo consideramos un espacio de Banach real U , un intervalo abierto

  R, un entorno U de 0 2 U , una familia L 2 Cr(
;L(U)) para algu´n r  0, yN 2 C(
U ; U)
de tal manera que se cumplan las siguientes propiedades:
(HL) L()  I es compacto para todo  2 
.
(HN) N es compacto, es decir, N lleva acotados de 
  U en relativamente compactos de U .
Adema´s, para cualquier compacto K  
,
lm
u!0
sup
2K
N(; u)
kuk
= 0:
Definimos
F : 
U ! U; F(; u) = L()u+N(; u): (4.1)
Por supuesto, para cada  2 
, L() es precisamente D
u
F(; 0), la derivada de F(; ) en 0.
Nuestras hipo´tesis implican que F(; 0) = 0 para todo  2 
. La teorı´a de bifurcacio´n local estudia
las soluciones de F(; u) = 0 para u 6= 0 pequen˜o. Un punto de bifurcacio´n de F es un  2 
 tal
que
(; 0) 2 F
 1
(0) \ [
 (U n f0g)℄:
Un autovalor de L es un  2 
 tal que L() no es invertible. El siguiente resultado es cla´sico
(ve´ase por ejemplo J. Lo´pez-Go´mez [43, Lemma 6.1.2]).
Lema 4.1.1 Todo punto de bifurcacio´n de F es un autovalor de L.
Demostracio´n. Sea 
0
un punto de bifurcacio´n de F. Entonces para cada entero n  1 exixten

n
2 
, u
n
2 U n f0g tales que F(
n
; u
n
) = 0, lm
n!1

n
= 
0
y lm
n!1
u
n
= 0. Ası´, para
cada n,
[L(
n
)  L(
0
)℄
u
n
ku
n
k
+
N(
n
; u
n
)
ku
n
k
= L(
0
)
u
n
ku
n
k
;
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luego
lm
n!1
L(
0
)
u
n
ku
n
k
= 0;
lo que prueba que L(
0
) no es isomorfismo.
El recı´proco del Lema 4.1.1 es falso, como muestra el siguiente ejemplo: consideremos U =
U = 
 = R, L() = 
2
,N(; u) = u
3
. Entonces las u´nicas soluciones que la ecuacio´n

2
u+ u
3
= 0
son (; 0), luego F no tiene puntos de bifurcacio´n. Pero sin embargo 0 es un autovalor de L.
Sea 
0
un autovalor de L. Entonces siempre existe una N que cumple (HN) y tal que 
0
es un
punto de bifurcacio´n, puesto que por ejemplo podemos tomarN(; u) = 0. Esto motiva la siguiente
definicio´n.
Definicio´n 4.1.2 Supongamos que L cumple (HL), y sea 
0
un autovalor de L. Se dice entonces
que 
0
es autovalor no-lineal de L si 
0
es un punto de bifurcacio´n de la F definida en (4.1) para
cualquier N que cumpla (HN).
Se conoce una caracterizacio´n topolo´gica de los autovalores no-lineales, al menos en el caso en que
el autovalor es aislado. ´Esta yace en el concepto del ı´ndice de Leray-Schauder de un isomorfismo
lineal que es una perturbacio´n compacta de la identidad. Este concepto, ası´ como el grado de Leray-
Schauder, sera´ explicado en la Seccio´n 4.2. La siguiente caracterizacio´n es ya cla´sica.
Teorema 4.1.3 Sea 
0
un autovalor aislado de L. Entonces 
0
es un autovalor no-lineal de L si y
so´lo si Ind(L(); 0) cambia cuando  cruza 
0
.
El resultado segu´n el cual un cambio de Ind(L(); 0) cuando  cruza 
0
es una condicio´n suficiente
para que 
0
sea un autovalor no-lineal se remonta a M. A. Krasnosel’skiı˘ [36]; en P. H. Rabinowitz
[59], J. Ize [30], R. J. Magnus [49], H. Kielho¨fer [34], y J. Lo´pez-Go´mez [43] se pueden encontrar
varias generalizaciones y desarrollos posteriores. La necesidad de dicha condicio´n fue probada por
J. Esquinas and J. Lo´pez-Go´mez [15, 16] y J. Esquinas [14] en el caso en que L es suficientemente
regular, por medio del procedimiento de transversalizacio´n (descrito aquı´ en el Capı´tulo 2) que ellos
desarrollaron. J. Ize [31] demostro´ este resultado con hipo´tesis ma´s de´biles de regularidad sobre L
usando teorı´a de obstruccio´n.
Nuestro objetivo en este capı´tulo sera´ usar la teorı´a de multiplicidad desarrollada en la Parte I
de esta memoria para obtener demostraciones sencillas de los dos siguientes resultados conocidos:
Siempre que la multiplicidad esta´ definida, Ind(L(); 0) cambia cuando  cruza 
0
si y so´lo
si la multiplicidad de L en 
0
es impar.
Existe una N que cumple (HN) tal que 
0
no es un punto de bifurcacio´n de F siempre que 
0
sea un autovalor de L de multiplicidad algebraica par.
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4.2. El grado de Leray-Schauder
No pretende esta seccio´n construir el grado de Leray-Schauder [41], sino fijar notaciones y
enunciar las propiedades del grado que usaremos a lo largo de este capı´tulo y del siguiente. Se
pueden encontrar exposiciones del grado de Leray-Schauder, con un gran nu´mero de aplicaciones
y con posteriores generalizaciones y extensiones, por ejemplo en los libros de N. G. Lloyd [42], K.
Deimling [11], I. Fonseca and W. Gangbo [20], o W. Krawcewicz and J. Wu [37].
Probablemente la manera ma´s ra´pida de introducir el grado de Leray-Schauder sea por medio
del siguiente resultado, cuya parte de existencia se debe a J. Leray and J. Schauder [41], y la parte
de unicidad se debe a H. Amann and S. A. Weiss [3]. Recordemos que I
U
representa el operador
identidad en U .
Teorema 4.2.1 Sea U un espacio de Banach real. Llamemos D al conjunto de pares (f;
) tales
que 
  U es abierto acotado, f : D(f)! U es continua, con 
  D(f)  U , 0 2 U n f(
),
y f   I
U
es compacta. Entonces existe una u´nica aplicacio´n
Deg : D ! Z
que cumple
1. Para cada 
  U abierto acotado con 0 2 
,
Deg(I
U
;
) = 1:
2. Para todo (f;
) 2 D y todo par de abiertos disjuntos 

1
;

2
de 
 tales que 0 2 U n f(
 n
(

1
[ 

2
)),
Deg(f;
) = Deg(f;

1
) + Deg(f;

2
):
3. Para todo 
  U y toda H : [0; 1℄  
 ! U continua tal que (H(t; );
) 2 D para cada
t 2 [0; 1℄,
Deg(H(0; );
) = Deg(H(1; );
):
El valor Deg(f;
) recibe el nombre de grado de Leray-Schauder (o grado topolo´gico o senci-
llamente grado) de f en 
.
Sean D  U y f : D ! U continua tal que f   I
U
es compacta. Sean 

1
;

2
 U abiertos
acotados que contengan a u
0
y este´n contenidos enD tales que f 1(0)\

1
= f
 1
(0)\

2
 fu
0
g.
Entonces
Deg(f;

1
) = Deg(f;

2
);
y este valor recibe el nombre de Ind(f; u
0
), el ı´ndice (de Leray-Schauder) de f en u
0
, o tambie´n el
ı´ndice de u
0
como cero de f . En otras palabras,
Ind(f; u
0
) = lm
r!0
Deg(f;B
r
(u
0
));
donde B
r
(u
0
)  U es la bola abierta de radio r centrada en u
0
.
Denotemos por GL

(U) al conjunto de isomorfismos lineales A 2 L(U) tales que A   I
U
es
compacto. Las siguientes propiedades sera´n usadas a lo largo de este capı´tulo y del siguiente.
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Proposicio´n 4.2.2 Se cumplen las siguientes propiedades del grado de Leray-Schauder:
1. Sean a < b y O un abierto acotado de [a; b℄  U . Sea H : O ! U una aplicacio´n continua
tal que H(t; )   I : O
t
! U es compacta para cada t 2 [a; b℄, donde O
t
:= fu 2 U :
(t; u) 2 Og. Si H(t; u) 6= 0 para cualquier (t; u) que cumpla t 2 [a; b℄ y u 2 O
t
, entonces
Deg(H(a; );O
a
) = Deg(H(b; );O
b
):
2. Sea (f;
) 2 D. Entonces
Deg(f;?) = 0:
3. Sea (f;
) 2 D tal que f 1(0) \ 
 es finito. Entonces
Deg(f;
) =
X
x2f
 1
(0)\



Ind(f; x):
4. Sea (f;
) 2 D tal que Df(x), la derivada de f en x, existe y es un isomorfismo para cada
x 2 f
 1
(0) \


. Entonces f 1(0) \ 
 es finito y
Deg(f;
) =
X
x2f
 1
(0)\



Ind(Df(x); 0):
5. Si T 2 GL

(U) entonces Ind(T; 0) 2 f 1; 1g. Es ma´s, la aplicacio´n
Ind(; 0) : GL

(U)! f 1; 1g
es continua.
6. Sean A;B 2 GL

(U). Entonces
Ind(AB; 0) = Ind(A; 0) Ind(B; 0):
7. Sean U
1
; U
2
dos subespacios cerrados de U tales que U = U
1
 U
2
. Sea T 2 GL

(U) tal
que T (U
i
)  U
i
para i = 1; 2. Entonces
Ind(T; 0) = Ind(T j
U
1
; 0) Ind(T j
U
2
; 0):
8. Si T 2 L(U) y dimU <1 entonces
Ind(T; 0) = signdetT:
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4.3. La multiplicidad como indicador de un cambio de ı´ndice
El siguiente resultado esta´ sacado de J. Lo´pez-Go´mez [43, Theorem 5.6.2], aunque versiones
previas y menos generales de e´ste aparecieron ya en M. A. Krasnosel’skiı˘ [36], P. H. Rabinowitz
[59], P. Sarreither [63], E. N. Dancer [10], J. Ize [30] y R. J. Magnus [49]. Recordemos que [L;
0
℄
designa la multiplicidad de L en 
0
.
Proposicio´n 4.3.1 Supongamos que L 2 Cr(
;L(U)) cumple (HL), y sea 
0
un autovalor k-
algebraico de L con 0  k  r. Entonces Ind(L(); 0) cambia cuando  cruza 
0
si y so´lo si
[L;
0
℄ es impar.
Demostracio´n. Si k = 0 entonces [L;
0
℄ = 0, L(
0
) es invertible, y el resultado es una con-
secuencia de la Proposicio´n 4.2.2(5). Supongamos que k 6= 0; entonces L() 2 
0
(U) para todo
 2 
, ya que L() es una perturbacio´n compacta de la identidad (ve´ase por ejemplo T. Kato
[32, Theorem IV.5.26] o I. Gohberg et al. [24, Corollary XI.4.3]). Aplicamos el Teorema 2.2.6 y
expresamos para un cierto Æ > 0,
L() =M()f
1
()    f
k
(); j  
0
j < Æ;
donde
f
i
() := (  
0
)P
i
+ I
U
  P
i
; j  
0
j < Æ; 1  i  k;
M 2 C((
0
  Æ; 
0
+ Æ); GL

(U)), y P
1
; : : : ; P
k
2 L(U) n f0g son proyecciones de rango finito.
El hecho de que M() es una perturbacio´n compacta de la identidad se sigue de que L() lo
es; ve´ase, si es necesario, J. Lo´pez-Go´mez [43, Theorem 5.6.2] para una demostracio´n. Fijemos
0 < j  
0
j < Æ. Entonces por la Proposicio´n 4.2.2(6),
Ind(L(); 0) = Ind(M(); 0) Ind(f
1
(); 0)    Ind(f
k
(); 0):
Ahora, por la Proposicio´n 4.2.2(5) existe  2 f 1; 1g tal que Ind(M(); 0) =  para todo j  

0
j < Æ. Fijemos 1  i  k; entonces
Ind(f
i
(); 0) = Ind(f
i
()j
R[P
i
℄
; 0) Ind(f
i
()j
N [P
i
℄
; 0)
= Ind((  
0
)Ij
R[P
i
℄
; 0) Ind(Ij
N [P
i
℄
; 0)
= signdet
 
(  
0
)Ij
R[P
i
℄

= (  
0
)
dimR[P
i
℄
;
donde hemos usado la Proposicio´n 4.2.2(7,8) y el Teorema 4.2.1(1). Por tanto, por el Teorema 2.2.6,
Ind(L(); 0) = sign(  
0
)
[L;
0
℄
; 0 < j  
0
j < Æ;
lo que concluye la demostracio´n.
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4.4. Una nolinealidad explı´cita sin bifurcacio´n
Supongamos que L 2 Cr(
;L(U)) cumple (HL), y sea 
0
un autovalor k-algebraico de L para
un cierto entero 1  k  r y tal que [L;
0
℄ es par. En esta seccio´n construimos una N explı´cita
que cumple (HN) y tal que los u´nicos ceros en un entorno de (
0
; 0) de la F definida por (4.1) son
los de la forma (; 0). Este resultado se remonta a J. Esquinas and J. Lo´pez-Go´mez [15, 16] y J.
Esquinas [14], quienes lo probaron usando el procedimiento de transversalizacio´n que ellos desarro-
llaron. Nuestra demostracio´n esta´ inspirada en la suya, pero creemos que la nuestra es ma´s simple y
transparente, aunque la idea ba´sica es la misma: transformar la ecuacio´n original en una equivalente
y ma´s fa´cil de manejar. Tambie´n pensamos que nuestra demostracio´n constituye una agradable apli-
cacio´n de la forma local de Smith, teorı´a desarrollada en el el Capı´tulo 3. Cuando la familia L tiene
escasa regularidad y la multiplicidad no esta´ definida, no se pueden aplicar ni nuestra demostracio´n
ni las de [15, 16, 14], pero J. Ize [31] desarrollo´ una prueba puramente topolo´gica, usando teorı´a de
obstruccio´n, del hecho de que si Ind(L(); 0) no cambia cuando  cruza 
0
entonces 
0
no es un
autovalor no-lineal de L. Su demostracio´n tiene la ventaja de ser ma´s general pero la desventaja de
no ser constructiva.
Ası´ que supongamos que L 2 Cr(
;L(U)) cumple (HL) y que 
0
es un autovalor k-algebraico
de L para algu´n entero 1  k  r tal que [L;
0
℄ es par. Vamos a construir una N que cumple
(HN) de tal manera que los u´nicos ceros de F en un entorno de (
0
; 0) sean aquellos de la forma
(; 0). Por el Teorema 3.5.3, L admite una forma local de Smith en 
0
, es decir, existen 
0 un
entorno abierto de 
0
, familias E;G 2 C(
0;L(U)) tales que
L() = E() [D() I
U
1
℄G();  2 

0
;
donde E;G toman valores invertibles, U
0
; U
1
son subespacios cerrados complementarios de U , y
D() = diag

(  
0
)
k
1
; : : : ; (  
0
)
k
n
	
2 L(U
0
);  2 

0
;
para unos ciertos enteros k
1
; : : : ; k
n
 1, y n = dimN [L
0
℄ = dimU
0
. Mediante el cambio de
variables u = G()v, es fa´cil ver que la ecuacio´n
L()u+N(; u) = 0 (4.2)
es equivalente en un entorno de (
0
; 0) a
[D() I
U
1
℄v +M(; v) = 0; (4.3)
donde M(; v) := E()N(;G()v), en el sentido de queDI
U
1
cumple (HL),M cumple (HN),
y que (; u) es solucio´n de (4.2) si y so´lo si (;G() 1u) es solucio´n de (4.3). En particular, 
0
es
punto de bifurcacio´n de la ecuacio´n (4.2) si y so´lo si lo es de la ecuacio´n (4.3). Por tanto, basta con
mostrar una M que cumpla (HN) y tal que las u´nicas soluciones de (4.3) sean de la forma (; 0).
Escribimos v = x + y con x 2 U
0
, y 2 U
1
. Elegimos M cuya imagen yazca en U
0
. Entonces
la ecuacio´n (4.3) queda
(
D()x+M(; x) = 0
y = 0:
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Luego hemos reducido el problema a encontrar un Æ > 0 y n funciones continuasM
i
: (
0
 Æ; 
0
+
Æ) B
Æ
(0)! R, 1  i  n, donde B
Æ
(0) es la bola abierta de radio Æ y centro 0 2 Rn , tales que
lm
x!0
sup
j 
0
j<Æ
M
i
(; x)
kxk
= 0; 1  i  n;
y que las u´nicas soluciones de
0
B
B

(  
0
)
k
1
.
.
.
(  
0
)
k
n
1
C
C
A
0
B
B

x
1
.
.
.
x
n
1
C
C
A
+
0
B
B

M
1
(; x)
.
.
.
M
n
(; x)
1
C
C
A
= 0 (4.4)
para (; x) 2 (
0
  Æ; 
0
+ Æ)  B
Æ
(0) sean las de la forma (; 0). No´tese que la hipo´tesis de
compacidad de (HN) se cumple automa´ticamente, porque hemos escogido M para que su imagen
yazca en un espacio finitodimensional.
Tomemos 1  i  n tal que k
i
es par. La ecuacio´n i-e´sima de (4.4) es
(  
0
)
k
i
x
i
+M
i
(; x) = 0:
Elegimos M
i
(; x) = x
3
i
y obtenemos ası´ que toda solucio´n de esta ecuacio´n cumple x
i
= 0.
Como suponemos que [L;
0
℄ = k
1
+    + k
n
es par, hay una cantidad par de k
i
que son
impares, luego podemos agruparlos de dos en dos. Sea pues k
i
; k
j
uno de tales pares. Entonces las
ecuaciones i-e´sima y j-e´sima de (4.4) son
(
(  
0
)
k
i
x
i
+M
i
(; x) = 0
(  
0
)
k
j
x
j
+M
j
(; x) = 0:
Elegimos M
i
(; x) = x
3
j
y M
j
(; x) =  x
3
i
, y concluimos que toda solucio´n de esta ecuacio´n
cumple x
i
= x
j
= 0. Esto termina la construccio´n.
Por supuesto, la ecuacio´n (4.4) se conoce en la literatura como una reduccio´n de Lyapunov-
Schmidt de nuestra ecuacio´n original F(; u) = 0; ve´ase por ejemplo S. N. Chow and J. K. Hale
[9, Section 2.4], E. Zeidler [71, Section 8.6], o J. Lo´pez-Go´mez [43, Section 3.1]. La clave aquı´ es
que existe una reduccio´n de Lyapunov-Schmidt cuya parte lineal es diagonal.
Capı´tulo 5
Contar soluciones de ecuaciones de
bifurcacio´n abstractas
En este capı´tulo usamos el grado topolo´gico para dar cotas inferiores del nu´mero de soluciones
de las secciones (obtenidas fijando el valor del para´metro) de las componentes semiacotadas de
las soluciones no-triviales de una ecuacio´n no lineal uniparame´trica (con ciertas propiedades de
compacidad) para la cual se conoce una recta de soluciones triviales. Una componente semiacotada
sera´ aproximadamente una componente que es acotada a lo largo de una direccio´n del para´metro.
No se supone que el espectro de la linealizacio´n de la ecuacio´n en la solucio´n trivial sea discreto.
Mientras que el Capı´tulo 4 estudiaba teorı´a local de bifurcacio´n, e´ste esta´ dedicado a la teorı´a global
de bifurcacio´n. Este capı´tulo esta´ basado en [47] y en [48].
5.1. Introduccio´n
A lo largo de este capı´tulo, U va a ser un espacio de Banach real, L(U) representa el conjunto
de operadores lineales y continuos en U , y consideraremos una aplicacio´n F 2 C(R  U;U) de la
forma
F(; u) = L()u+N(; u);
donde
(HL) L 2 C(R;L(U)) y L()  I es compacto para todo  2 R; I es la identidad en U .
(HN) N 2 C(R  U;U) es un operador compacto tal que para cada conjunto compacto K  R,
lm
u!0
sup
2K
N(; u)
kuk
= 0:
Estas hipo´tesis implican que para cada  2 R, F(; 0) = 0, y L() es la diferencial de F(; ) en 0.
El objetivo principal de este capı´tulo sera´ obtener cotas inferiores del cardinal de las secciones
(obtenidas fijando ) de las componentes semiacotadas del conjunto de soluciones no-triviales de
F(; u) = 0 (5.1)
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que bifurcan desde R  f0g. El conjunto de soluciones no-triviales sera´ el conjunto de soluciones
(; u) con u 6= 0 ma´s algunas soluciones de la forma (; 0) con  un posible punto de bifurcacio´n.
A lo largo de este capı´tulo llamaremos  al conjunto de  2 R para los que L() no es un
isomorfismo, que se conoce con el nombre de espectro de L. Es fa´cil ver que  es cerrado, y,
recı´procamente, gracias a ciertos resultados conocidos sobre extensio´n de funciones continuas, para
cada cerrado   R es sencillo construir una familia L que cumpla (HL) y tenga a  como espectro.
El Lema 4.1.1 demuestra que
F
 1
(0) \ [R  (U n f0g)℄ \ (R  f0g)   f0g;
es decir, todo punto de bifurcacio´n de F es un autovalor de L.
El conjunto de soluciones no-triviales de la ecuacio´n (5.1) sera´
S :=

F
 1
(0) \ [R  (U n f0g)℄

[ ( f0g);
donde  es un “agradable” cerrado de R que contiene a  de tal manera que S sea cerrado. Una
definicio´n ma´s precisa aparecera´ en la Seccio´n 5.2.
El principal objetivo de este capı´tulo es analizar la estructura de las componentes acotadas
(luego compactas) de S \ (J  U), donde
J 2 I := fRg [ f( 1;℄ :  2 Rg [ f[;1) :  2 Rg:
Las componentes acotadas deS\(JU) para algu´n J 2 I se llamara´n componentes semiacotadas
de S. En todo este capı´tulo componente querra´ decir componente conexa. En lo que sigue, para
cualquier subconjunto S  R  U y  2 R denotaremos
S

:= fu 2 U : (; u) 2 Sg:
De manera ma´s precisa, dado J 2 I y una componente acotada de C de S \ (J  U), nuestro
principal resultado proporciona una cota inferior de CardC

para cada  2 J para el cual (; 0) =2
C. Esto se hara´ calculando el grado topolo´gico de Deg(F(; );


n

B

) en un entorno abierto
adecuado 
 de C en J  U , para  > 0 suficientemente pequen˜o. En todo este capı´tulo B


U representa la bola abierta de radio  > 0 centrada en cero. El entero Deg(F(; );


n

B

)
sera´ calculado por medio de un concepto de paridad, exclusivamente basado en la estructura del
espectro , que mide el cambio de ı´ndice de L() en 0 cuando  cruza un posible intervalo de
bifurcacio´n.
Las te´cnicas usadas para probar estos resultados adaptan las usadas por P. H. Rabinowitz [59] y
R. J. Magnus [49]. En el marco de P. H. Rabinowitz [59], L era de la forma L() = I   K para
algu´n operador compacto K 2 L(U); e´l demostro´ que toda componente acotada C de soluciones
no-triviales que emanan de un autovalor 
0
2  de multiplicidad impar (equivalentemente, para
el cual Ind(L(); 0) cambia cuando  cruza 
0
) debe encontrarse con (
1
; 0), donde 
1
2  n
f
0
g. Este resultado pionero ha constituido uno de los paradigmas en ana´lisis no lineal debido a
su gran cantidad de aplicaciones (consu´ltese, por ejemplo, H. Amann [2], P. M. Fitzpatrick and
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J. Pejsachowicz [19], J. Mawhin [54], ası´ como las referencias allı´ citadas). R. J. Magnus [49]
probo´ que si  es discreto y C es una componente acotada de soluciones no-triviales, entonces
X
(;0)2C
P () = 0;
donde P : ! f 1; 0; 1g es una aplicacio´n paridad que mide el cambio de Ind(L(); 0) cuando
 cruza algu´n punto de . Nosotros generalizamos estos resultados en tres direcciones:
Cubrimos el caso en el que  no es discreto.
Estudiamos componentes semi-acotadas (no meramente acotadas).
Damos estimaciones de CardC

, donde C es una componente semiacotada de soluciones
no-triviales.
Este capı´tulo se organiza de la siguiente manera. En la Seccio´n 5.2 definimos los conceptos
de familia admisible de intervalos para , y de aplicacio´n paridad asociada. Estos conceptos nos
proporcionan el marco y lenguaje necesarios para tratar con espectros  arbitrarios (no necesa-
riamente discretos). En la Seccio´n 5.3 mostramos la existencia de entornos abiertos aislantes para
componentes semiacotadas. Ba´sicamente, un entorno abierto aislante 
 es un entorno abierto de la
componente C de tal manera que no tenga soluciones no nulas de (5.1) en su frontera y que 
 n C
sea pequen˜o. En la Seccio´n 5.4 probamos nuestro resultado principal, que es una fo´rmula del grado
de F(; ) en la seccio´n  de un entorno abierto aislante en te´rminos de la aplicacio´n paridad. En la
Seccio´n 5.5 usamos dicha fo´rmula para obtener estimaciones de CardC

bajo hipo´tesis adiciona-
les de regularidad. De manera acorde, introducimos los conceptos de signatura de C y de cardinal
mı´nimo. El cardinal mı´nimo sera´ una funcio´n con valores enteros y cuya variable sera´ el para´metro
 que indicara´ una cota inferior de CardC

bajo hipo´tesis adicionales de regularidad; la signatura
de C consistira´ en el conjunto de intervalos de bifurcacio´n (junto con sus paridades) con los que se
encuentra C. Veremos que basta conocer la signatura para computar el cardinal mı´nimo. En la Sec-
cio´n 5.6 estudiamos el comportamiento local de la componente bajo la hipo´tesis de que consista en
una curva regular; este ana´lisis nos lleva a definir los conceptos de punto regular, punto de retorno
y punto de histe´resis. Finalmente, en las Secciones 5.7 y 5.8 estudiamos la estructura global de C
en el caso en que este´ formado por arcos compactos de curva diferenciable bajo ciertas hipo´tesis de
regularidad.
5.2. Familias admisibles y aplicaciones paridad inducidas
Antes de introducir el concepto de familia admisible de intervalos para  y su asociada apli-
cacio´n paridad, es conveniente recordar algunos resultados elementales sobre familias localmente
finitas. Dado un espacio topolo´gico X , una familia A cuyos elementos son subconjuntos de X
se dice localmente finita si para cada x 2 X existe un entorno 
 de x en X tal que el conjunto
fA 2 A : A \ 
 6= ?g es finito. El siguiente lema recoge dos conocidas propiedades de familias
localmente finitas.
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Lema 5.2.1 Para cualquier compacto K  X y cualquier familia localmente finita A, el conjunto
fA 2 A : A \K 6= ?g es finito. Adema´s, el conjunto S
A2A
A es cerrado si A consta u´nicamente
de conjuntos cerrados.
El siguiente lema muestra que los miembros de una familia localmente finita de intervalos
abiertos disjuntos pueden ser ordenados. En todo lo que sigue, dados A;B dos conjuntos no vacı´os
de R, escribiremos A < B cuando a < b para cualesquiera a 2 A y b 2 B. Si A = fag, se
dira´ simplemente que a < B. Ana´logamente, escribiremos A < b si B = fbg.
Lema 5.2.2 SeaA una familia localmente finita no vacı´a de intervalos abiertos no vacı´os disjuntos
de R. Entonces A es finito o numerable, y existen r; s 2 Z[ f 1;1g con r  s tales que A se
puede expresar como A = fJ
i
g
s
i=r
, donde J
i 1
< J
i
para todo i 2 Z\ [r + 1; s℄.
Demostracio´n. Pongamos para cada n 2 N ,
A
n
:= fA 2 A : [ n; n℄ \A 6= ?g:
Gracias al Lema 5.2.1, A
n
es finito para cada n  1. Luego A es numerable, al ser A =
S
1
n=1
A
n
.
Fijemos n 2 N tal que A
n
6= ?. Por el Lema 5.2.1, A
n
consta de una cantidad finita de intervalos
abiertos no vacı´os y disjuntos, luego existen p
0
; q
0
2 Z con p
0
 q
0
tales que
A
n
= fJ
p
0
; J
p
0
+1
; : : : ; J
q
0
g con J
p
0
<    < J
q
0
:
Es evidente que A
n+1
= fJ
p
1
; : : : ; J
q
1
g para ciertos p
1
; q
1
2 Z con p
1
 p
0
 q
0
 q
1
y
J
p
1
<    < J
q
1
. Un argumento de induccio´n concluye la demostracio´n.
Ya podemos introducir el concepto de familia admisible de intervalos para el cerrado  de R
que representa el espectro de una familia L que cumple (HL).
Definicio´n 5.2.3 Sea A una familia no vacı´a y localmente finita de intervalos abiertos de R dis-
juntos y no vacı´os tal que A \  = ? para todo A 2 A. Diremos que A es una familia ad-
misible de intervalos para  cuando, de acuerdo al Lema 5.2.2, hemos expresado para ciertos
r; s 2 Z[ f 1;1g con r  s, A = fJ
i
g
s
i=r
, donde J
i 1
< J
i
para todo i 2 Z\ [r + 1; s℄.
Sea A = fJ
i
g
s
i=r
una familia admisible de intervalos para . Por la Proposicio´n 4.2.2(5), el ı´ndice
Ind(L(); 0) es constante para  2 J
i
. Denotemos por a
i
2 f 1; 1g a este valor, i 2 Z\ [r; s℄. Ya
estamos preparados para introducir el concepto de aplicacio´n paridad asociada a cualquier familia
admisible de intervalos.
Definicio´n 5.2.4 La aplicacio´n paridad P asociada a la familia admisible A := fJ
i
g
s
i=r
se define
por
P : Z\ [r + 1; s℄! f 1; 0; 1g; P (i) =
a
i
  a
i 1
2
:
No´tese que, llamando
 
0
:= fi 2 Z\ [r + 1; s℄ : a
i 1
= a
i
g;  
1
:= fi 2 Z\ [r + 1; s℄ : a
i 1
6= a
i
g;
la aplicacio´n P de la Definicio´n 5.2.4 cumple las siguientes propiedades:
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P (i) = 0 si i 2  
0
.
P (i) 2 f 1; 1g si i 2  
1
.
P (i)P (j) =  1 si i; j 2  
1
con i < j y (i; j) \  
1
= ?.
De hecho, P y  P son las u´nicas aplicaciones definidas en Z \ [r + 1; s℄ que cumplen estas tres
propiedades. Luego cada uno de los conjuntos  
0
y  
1
determina P salvo el signo. En las Secciones
5.4 y 5.5 veremos que esto basta para aplicar los resultados allı´ demostrados. Todos los capı´tulos
anteriores de esta memoria, y especialmente la Proposicio´n 4.3.1, han descrito co´mo la multiplici-
dad algebraica puede calcular los conjuntos  
0
y  
1
cuando  es discreto y L es suficientemente
regular para que la multiplicidad este´ definida. Por tanto, en ese caso tenemos una descripcio´n de
P sin tener de manejar el ı´ndice de Leray-Schauder.
A cada familia admisible fJ
i
g
s
i=r
para  se le asocia la familia de intervalos compactos fI
i
g
s
i=r+1
definida mediante
I
i
:= [supJ
i 1
; inf J
i
℄; i 2 Z\ [r + 1; s℄:
Estos I
i
son no vacı´os pero pueden estar formados por un u´nico punto. Adema´s, I
i
< I
i+1
para
todo i 2 Z\ [r + 1; s  1℄.
En todo lo que sigue, para cualesquiera (; u) 2 RU yR > 0, B
R
(; u)  RU designara´ la
bola abierta de radio R centrada en (; u).
Lema 5.2.5 La familia fI
i
g
s
i=r+1
es localmente finita. Adema´s, para cualquier compacto no vacı´o
K  R  U el conjunto
B := fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \K 6= ?g (5.2)
es finito, y existe  > 0 tal que
B = fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \ [K +B

(0; 0)℄ 6= ?g: (5.3)
Demostracio´n. Tomemos x 2 R. Como fJ
i
g
s
i=r
es localmente finita, existen a; b 2 R con a <
x < b tales que
fi 2 Z\ [r; s℄ : J
i
\ (a; b) 6= ?g (5.4)
es finito. Si (5.4) es vacı´o entonces el conjunto fi 2 Z\ [r + 1; s℄ : I
i
\ (a; b) 6= ?g tiene como
mucho un elemento. Supongamos, pues, que (5.4) es no vacı´o y sean i
0
y i
1
el mı´nimo y ma´ximo,
respectivamente, de este conjunto. Como J
i
0
\ (a; b) 6= ? y J
i
0
 1
\ (a; b) = ? se tiene que
supJ
i
0
 1
 a. Sea ahora i 2 Z con I
i
\ (a; b) 6= ?. Entonces i  i
0
. Ana´logamente, b  inf J
i
1
+1
y i  i
1
+ 1. Con lo cual fI
i
g
s
i=r+1
es localmente finito.
Sea ahora K  R  U un compacto no vacı´o y consideremos el conjunto B definido por (5.2).
Como fI
i
f0gg
s
i=r+1
es localmente finito en RU , entonces B es finito por el Lema 5.2.1. Ahora
bien, el compacto K tiene interseccio´n vacı´a con
S
i2Z\[r+1;s℄nB
(I
i
 f0g), que es cerrado por el
Lema 5.2.1. Luego existe  > 0 tal que
[K +B

(0; 0)℄ \
[
i2Z\[r+1;s℄nB
(I
i
 f0g) = ?:
62 5. Contar soluciones de ecuaciones de bifurcacio´n abstractas
Esto muestra (5.3) y concluye la demostracio´n.
Por u´ltimo, a cada familia admisible de intervalos A = fJ
i
g
s
i=r
para  se le asocia el corres-
pondiente conjunto de soluciones no-triviales de (5.1) definido por
S :=
h
F
 1
(0) \ [R  (U n f0g)℄
i
[
" 
R n
s
[
i=r
J
i
!
 f0g
#
: (5.5)
Lema 5.2.6 El conjunto S es cerrado, y todo cerrado y acotado de S es compacto.
Demostracio´n. Sea S := F 1(0)\ [R  (U n f0g)℄. Por el Lema 4.1.1, S \ (R f0g)  f0g.
Como   R n
S
s
i=r
J
i
,

S \ (R  f0g) 
 
R n
s
[
i=r
J
i
!
 f0g:
Como S es cerrado en R  (U n f0g) tenemos que S \ [R  (U n f0g)℄ = S, luego
S =

S [
" 
R n
s
[
i=r
J
i
!
 f0g
#
(5.6)
debe ser cerrado.
Por u´ltimo, como todo cerrado y acotado de (R n
S
s
i=r
J
i
)f0g es compacto, y por las hipo´tesis
(HL) y (HN), todo cerrado y acotado de S es compacto, concluimos a partir de (5.6) que todo
cerrado y acotado de S es compacto.
Salvo cuando  = R, siempre existen familias admisibles de intervalos A para , y hay una
cantidad infinita de ellas. Una pregunta natural es co´mo elegirlas. Veremos en las Secciones 5.4
y 5.5 que, hablado de una manera imprecisa, cuanto ma´s grande sea el conjunto S
A2A
A, mayor
informacio´n obtenemos. Hay una circunstancia en la que la familia A se puede elegir de manera
cano´nica, y es cuando  esta´ formado por una familia localmente finita de intervalos cerrados.
Aquı´, el conjunto formado por un punto se considera como un intervalo cerrado, luego en particular
un  discreto entra dentro de este marco. En este caso, las componentes conexas de R n  forman
una familia admisible de intervalos A para . Pero sin embargo no siempre es posible una eleccio´n
cano´nica; por ejemplo, si  es el conjunto formado por una sucesio´n inyectiva junto con su lı´mite.
5.3. Entornos abiertos aislantes
A partir de ahora, en todo este capı´tulo fijaremos una familia admisible A = fJ
i
g
s
i=r
para ,
un  2 R, un J 2 fR; ( 1;℄; [;1)g, y una componente acotada C deS\ (J U). Gracias al
Lema 5.2.6, C es compacto. Tambie´n vamos a considerar la familia asociada fI
i
g
s
i=r+1
construida
en la Seccio´n 5.2, y denotaremos
B := fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \ C 6= ?g : (5.7)
Por el Lema 5.2.5, B es finito; es ma´s,

J \
[
i2B
I
i

 f0g  C;
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ya que C es una componente. Adema´s, todo  2 R n
S
s
i=r
J
i
con (; 0) 2 C cumple  2
S
i2B
I
i
,
ya que C es acotado. Ası´ pues,
C \ (R  f0g) =

J \
[
i2B
I
i

 f0g: (5.8)
El siguiente concepto va a desempen˜ar un papel importante en todo el ana´lisis que vamos a
llevar a cabo.
Definicio´n 5.3.1 Un abierto acotado 
  R  U se dice entorno abierto aislante de C en J  U
si se cumplen las siguientes condiciones:
C  
; 
 \S  (R n J) U; B = fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \ 
 6= ?g; (5.9)
donde B es el conjunto definido por (5.7).
Por supuesto, la seguna relacio´n de (5.9) quiere decir 
 \S = ? en el caso J = R.
Presentamos ahora, sin demostracio´n, una propiedad topolo´gica de la familia de los “teoremas
de conexio´n/separacio´n”, tradicionalmente atribuido a G. T. Whyburn [68], aunque parece que di-
cho resultado es considerablemente anterior. Consu´ltese K. Kuratowski [38, Chapter Five] para un
compendio de resultados de este estilo, y J. C. Alexander [1] para una exposicio´n bajo el punto de
vista de la teorı´a de bifurcacio´n.
Lema 5.3.2 Sean M un espacio me´trico compacto, y A;B dos subconjuntos cerrados no vacı´os de
M . Supongamos que no existe un conexo C M que cumpla C \A 6= ? y C \B 6= ?. Entonces
existen dos compactos disjuntos no vacı´os de M , digamos M
A
y M
B
, tales que
A M
A
; B M
B
; M =M
A
[M
B
:
El siguiente resultado establece la existencia de entornos abiertos aislantes que cumplen ciertas
propiedades necesarias para calcular el grado topolo´gico de F.
Proposicio´n 5.3.3 Supongamos que C es una componente acotada deS\ (J U). Entonces para
cada  > 0, C admite un entorno abierto aislante 
 en J  U tal que

  C+B

(0; 0): (5.10)
Adema´s, para todo  > 0 suficientemente pequen˜o, todo entorno abierto aislante 
 de C en J U
que cumpla (5.10), y todo " > 0, existe  = (") > 0 tal que para cada 0 <    y
 2 J
"
:= J n
[
i2B
[I
i
+ ( "; ")℄
ocurre alguna de las siguientes alternativas: o bien B

\ 


= ? o bien fu 2 B

: F(; u) =
0g = f0g.
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Demostracio´n. Por el Lema 5.2.5, existe 
0
> 0 tal que para todo  2 (0; 
0
℄,
B = fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \ [C+B

(0; 0)℄ 6= ?g: (5.11)
Fijemos  2 (0; 
0
) y llamemos U := C + B

(0; 0). Si U \ S  (R n J)  U entonces U ya
es un entorno abierto aislante de C en J  U . Supongamos, pues, que U \S \ (J  U) 6= ? y
llamemos
M :=

U \S \ (J  U) ; A := C; B := U \S \ (J  U) :
Entonces M;A;B cumplen las hipo´tesis del Lema 5.3.2, ya que C es una componente deS\ (J 
U). Ası´ pues, existen dos compactos disjuntos de M , digamos M
A
y M
B
, tales que A  M
A
,
B M
B
y M =M
A
[M
B
. Entonces 
 :=M
A
+B

(0; 0) es un entorno abierto aislante de C en
J  U para todo  > 0 suficientemente pequen˜o. En efecto, por (5.7) y (5.11) se tiene que
B = fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \M
A
6= ?g;
ya que C = A M
A
M  C+

B

(0; 0)  C+B

0
(0; 0). Luego por el Lema 5.2.5, Para todo
 > 0 suficientemente pequen˜o,
B = fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \ 
 6= ?g:
En consecuencia, como C M
A
 
, para probar que 
 es un entorno abierto aislante de C basta
ver que

 \S  (R n J) U: (5.12)
Como M
A
;M
B
son compactos disjuntos con unio´n M , podemos reducir  > 0, si fuera necesario,
para que

 \M = ?: (5.13)
Suponemos que a partir de ahora hemos escogido  > 0 de esa manera. Como
M = B [ [U \S \ (J  U)℄ y M
A
\M
B
= ?;
es claro que M
A
 U , luego para  > 0 suficientemente pequen˜o, 
  U . Ası´ pues,

 \S \ (J  U) = 
 \ U \S \ (J  U)  
 \M = ?;
debido a (5.13), lo que concluye la demostracio´n de (5.12) y muestra que 
 es un entorno abierto
aislante de C. No´tese que por construccio´n,

 =M
A
+B

(0; 0)  U +B

(0; 0) = C+B

(0; 0) +B

(0; 0) = C+B
+
(0; 0):
Como  y  > 0 se pueden tomar arbitrariamente pequen˜os, para cualquier  > 0 existe un entorno
abierto aislante 
 de C en J  U que cumple (5.10). Esto concluye la demostracio´n de la primera
parte del enunciado.
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Sea ahora 
 un entorno abierto de C en J  U tal que (5.10) para un cierto  > 0. Para probar
la existencia de un  > 0 que cumpla los requisitos del enunciado, razonaremos por contradiccio´n.
Supongamos que existe " > 0 tal que para cada entero n  1 existen

n
> 0; 
n
2 J
"
; u
n
2

B

n
n f0g;
que cumplen
lm
n!1

n
= 0;

B

n
\ 


n
6= ?; F(
n
; u
n
) = 0: (5.14)
Si f
n
g
n2N
fuera no acotado entonces 


k
= ? para un cierto k, puesto que 
 es acotado, lo que
es imposible porque B

n
\


n
6= ?. Luego f
n
g
n2N
debe ser acotado, con lo que extrayendo una
subsucesio´n adecuada, etiquetada de nuevo por n, podemos suponer que
lm
n!1

n
=  2 J
"
:
No´tese que J
"
es cerrado. Como
u
n
6= 0 y lm
n!1
(
n
; u
n
) = (; 0);
entonces (; 0) es un punto de bifurcacio´n de (5.1) y, por el Lema 4.1.1,  2 . Puesto que  2 J
"
,
se tiene que  62
S
i2B
I
i
; se sigue entonces de (5.8) que (; 0) 62 C. Luego por (5.10) se tiene que
(; 0) 62 
 para  > 0 suficientemente pequen˜o. Gracias ahora a (5.14), para cada n  1 existe
v
n
2

B

n
\ 


n
. Por construccio´n tenemos que
lm
n!1
(
n
; v
n
) = (; 0) y (
n
; v
n
) 2 
; n  1:
Ası´ pues, (; 0) 2 
 n 
 = 
, y usando (5.9) obtenemos
(; 0) 2 
 \S  (R n J) U;
para  > 0 suficientemente pequen˜o, y por tanto  62 J , lo que es imposible puesto que  2 J
"
 J .
Esto concluye la demostracio´n.
5.4. El grado de F en te´rminos de la aplicacio´n paridad
Mantendremos en esta seccio´n las notaciones introducidas en las Secciones 5.2 y 5.3. Recorde-
mos que P es la aplicacio´n paridad de la Definicio´n 5.2.4; por otra parte, siguiendo una convencio´n
habitual, un sumatorio sobre el conjunto vacı´o se define como cero. La seccio´n esta´ dedicada a la
demostracio´n del siguiente resultado.
Teorema 5.4.1 Supongamos que C es una componente acotada de S \ (J  U). Entonces existe

0
> 0 tal que para cada  2 (0; 
0
), cualquier entorno abierto aislante 
  C + B

(0; 0) de C
en J  U y cualquier  2 J n
S
i2B
I
i
, existe  > 0 tal que para cada 0 <   ,
Deg
 
F(

; );



n

B


= 2 signJ

X
i2J

P (i); (5.15)
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donde
J

:=
(
fi 2 B : I
i
> 

g si J = [;1);
fi 2 B : I
i
< 

g si J = ( 1;℄;
signJ

:=
(
1 si J = fi 2 B : I
i
> 

g;
 1 si J = fi 2 B : I
i
< 

g;
y
J

2

fi 2 B : I
i
> 

g; fi 2 B : I
i
< 

g
	
si J = R:
En particular, si J = R entonces
X
i2B
P (i) = 0: (5.16)
Demostracio´n. Supongamos J = [;1). Llamemos
J

:= fi 2 B : I
i
> 

g = fi
1
; : : : ; i
M
g; i
1
<    < i
M
:
No se excluye el caso J = ?. Gracias a (5.8), existe Æ > 0 tal que
[
i2B
(I
i
 f0g) +B
Æ
(0; 0)  
; (5.17)
puesto que C  
, y 
 es abierto. Como adema´s fI
i
g
i2B
es una familia finita de intervalos com-
pactos no vacı´os, podemos tomar Æ ma´s pequen˜o para que fI
i
+ ( Æ; Æ)g
i2B
sea una familia de
intervalos disjuntos, y


=2
[
i2B
[I
i
+ ( Æ=2; Æ=2)℄ ;
ya que  2 J n
S
i2B
I
i
. Tomemos un Æ > 0 que cumpla esos requisitos. Gracias entonces a la
Proposicio´n 5.3.3, existe  = (Æ=2) > 0 tal que para cada  2 (0; ℄ y
 2 J
Æ
:= J n
[
i2B
[I
i
+ ( Æ=2; Æ=2)℄
ocurre alguna de las siguientes alternativas: o bien B

\


= ? o bien fu 2 B

: F(; u) = 0g =
f0g. Fijemos  2 (0; ℄ y llamemos
s
 
j
:= inf I
i
j
  Æ=2; s
+
j
:= sup I
i
j
+ Æ=2; 1  j M:
Entonces por la Proposicio´n 4.2.2(1), para cada 1  j  M , Deg(F(; );


) es constante en el
intervalo  2 [s 
j
; s
+
j
℄. En efecto, si  2 [s 
j
; s
+
j
℄ para un cierto 1  j  M , y (; u) 2 
,
entonces (; u) =2 S, por (5.9), y  2 J . Por (5.17) tenemos adema´s que (; 0) 2 
 y u 6= 0. Luego
F(; u) 6= 0 y, por tanto,
Deg(F(s
 
j
; );

s
 
j
) = Deg(F(s
+
j
; );

s
+
j
); 1  j M: (5.18)
De nuevo por la Proposicio´n 4.2.2(1), existen d
0
; : : : ; d
M
2 Z tales que
Deg(F(; );


n

B

) = d
j
;  2 [s
+
j
; s
 
j+1
℄; 1  j M   1;
Deg(F(; );


n

B

) = d
M
;  2 [s
+
M
;1);
Deg(F(; );


n

B

) = d
0
;  2 [

; s
 
1
℄:
(5.19)
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Para probar (5.19) bastara´ ver que F(; u) 6= 0 si
 2 [

; s
 
1
℄ [ [s
+
M
;1) [
M 1
[
j=1
[s
+
j
; s
 
j+1
℄ y u 2 (


n

B

): (5.20)
Tomemos, pues, un (; u) que cumpla (5.20). Evidentemente, u 6= 0 y  2 J
Æ
. Por la Proposicio´n
4.2.2, o bien B

\


= ? o bien fu 2 B

: F(; u) = 0g = f0g. Supongamos que B

\


= ?.
Entonces 


n

B

= 


y por lo tanto (; u) 2 
 \ (J  U). Ası´ pues, gracias a (5.9) tenemos
(; u) =2 S, luego F(; u) 6= 0, ya que u 6= 0. Supongamos ahora que fu 2 B

: F(; u) =
0g = f0g. Gracias a (5.20) se tiene que u 2 (


n

B

)  


[ B

y, si u 2 B

, entonces
F(; u) 6= 0, mientras que si u 2 


entonces (; u) 2 
 \ (J  U), por lo que gracias a (5.9),
(; u) =2 S. Con lo cual, F(; u) 6= 0, ya que u 6= 0, lo que concluye la demostracio´n de (5.19).
No´tese adema´s que d
M
= 0, ya que 
 es acotado y aplicamos la Proposicio´n 4.2.2(2). Por otra
parte, para cada  > 0 suficientemente pequen˜o y 1  j M , tenemos por el Teorema 4.2.1(2),
Deg(F(s
 
j
; );

s
 
j
) = d
j 1
+ Ind(L(s
 
j
); 0); Deg(F(s
+
j
; );

s
+
j
) = d
j
+ Ind(L(s
+
j
); 0);
luego por la Definicio´n 5.2.4, la identidad (5.18) se puede escribir de la forma
d
j 1
  d
j
= Ind(L(s
+
j
); 0)  Ind(L(s
 
j
); 0) = 2P (i
j
); 1  j M:
Sumando estas igualdades y usando que d
M
= 0 obtenemos
d
0
=
M
X
j=1
(d
j 1
  d
j
) = 2
M
X
j=1
P (i
j
)
y entonces a partir de (5.19) sacamos que
Deg
 
F(

; );



n

B


= 2
M
X
j=1
P (i
j
):
Esto concluye la demostracio´n en el caso J = [;1). Si J = ( 1;℄ se procederı´a de manera
completamente ana´loga.
Por u´ltimo, supongamos que J = R, sean C una componente acotada de S, 
  C+ B

(0; 0)
un entorno abierto aislante de C en R  U , y  2 R n
S
i2B
I
i
. Tomemos    tal que 
 
[;1)U . Entonces C es una componente deS\([;1)U), y 
 es un entorno abierto aislante
de C en [;1) U . Por tanto, la primera parte de la demostracio´n nos dice que
Deg
 
F(

; );



n

B


= 2
X
i2B
I
i
>

P (i):
Ana´logamente,
Deg
 
F(

; );



n

B


=  2
X
i2B
I
i
<

P (i):
Esto prueba (5.16) y concluye la demostracio´n.
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5.5. Cotas inferiores de CardC

Usamos el Teorema 5.4.1 para estimar el nu´mero de elementos de C

en ciertas circunstancias
especiales. Veremos aquı´ que basta conocer la paridad P salvo el signo para aplicar los resultados
de esta seccio´n.
Teorema 5.5.1 Sea C una componente acotada de S \ (J  U). Supongamos que existen  2
J n
S
i2B
I
i
y n 2 N ceros aislados de F(; ), u
j
2 C

 , 1  j  n, todos ellos diferentes, tales
que
Ind(F(

; ); u
j
) 2 f 1; 0; 1g; 1  j  n: (5.21)
Llamemos
n

:= Cardf j 2 f1; : : : ; ng : Ind(F(

; ); u
j
) = 1 g: (5.22)
Entonces
CardC


 n+ 1 si 2




X
i2J

P (i)




6= jn
+
  n
 
j : (5.23)
En particular, CardC


 n+ 1 si n
+
+ n
 
es impar.
Demostracio´n. Supongamos que C


= fu
1
; : : : ; u
n
g. Por (5.8) se tiene que para cada 1  j  n
es u
j
6= 0, ya que  2 J n
S
i2B
I
i
. En particular, C


\

B

= ? para  > 0 suficientemente
pequen˜o. Observamos ahora que el conjunto
Z := f

g  fu 2 U n C


: F(

; u) = 0g
es cerrado, ya que C

 consta de ceros aislados de F(; ). Como C \ Z = ? y C es compacto,
existe  > 0 tal que (C + B

(0; 0)) \ Z = ?. Gracias a la Proposicio´n 5.3.3, existe un entorno
abierto aislante 
  C+B

(0; 0) de C en J  U . Como 
 \ Z = ?,
C


=

u 2 



n

B

: F(

; u) = 0
	
:
Luego por la Proposicio´n 4.2.2(3),
Deg
 
F(

; );



n

B


=
n
X
j=1
Ind(F(

; ); u
j
):
A partir de (5.15) se obtiene que
2




X
i2J

P (i)




= jn
+
  n
 
j;
lo que concluye la demostracio´n de (5.23). Por u´ltimo, si n
+
+ n
 
es impar, entonces n
+
  n
 
es
tambie´n impar, con lo que se puede aplicar (5.23). Esto completa la demostracio´n.
En lo que sigue manejaremos el siguiente concepto.
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Definicio´n 5.5.2 Supongamos que C es una componente de S \ (J  U), y  2 J n
S
i2B
I
i
.
Se dice entonces que  es un valor regular del para´metro para C si o bien C

 es vacı´o o bien
consta de n 2 N ceros aislados de F(; ), digamos u
1
; : : : ; u
n
, que cumplen (5.21). Si adema´s,
poniendo (5.22), se cumple n = n
+
+ n
 
, entonces se dira´ que  es un valor fuertemente regular
del para´metro para C.
No´tese que por la Proposicio´n 4.2.2(4,5), todo  2 J nS
i2B
I
i
es un valor fuertemente regular
del para´metro para C siempre que D
u
F(

; u) exista y sea un isomorfismo para cada u 2 C

 . La
siguiente consecuencia de los Teoremas 5.4.1 y 5.5.1 nos proporciona una cota inferior de CardC


en un valor regular del para´metro  2 J n
S
i2B
I
i
.
Teorema 5.5.3 Sea C una componente acotada deS\(JU), y  2 J n
S
i2B
I
i
un valor regular
del para´metro para C. Entonces
CardC


 2




X
i2J

P (i)




:
Adema´s CardC

 es par si  es un valor fuertemente regular del para´metro para C.
Demostracio´n. Estamos suponiendo que C

 esta´ formado por n  0 ceros aislados de F(; ),
digamos u
j
, 1  j  n. Como adema´s  2 J n
S
i2B
I
i
, se sigue de (5.8) que 0 62 C

 . Adaptando
la demostracio´n del Teorema 5.5.1 obtenemos que
2




X
i2J

P (i)




=




n
X
j=1
Ind(F(

; ); u
j
)





n
X
j=1
j Ind(F(

; ); u
j
)j = n
+
+ n
 
 CardC


;
donde n
+
y n
 
se definen en (5.22).
Por u´ltimo, si CardC


= n
+
+n
 
, entonces por el u´ltimo aserto del Teorema 5.5.1, n
+
+n
 
es par, lo que concluye la demostracio´n.
El Teorema 5.5.3 motiva la siguiente definicio´n.
Definicio´n 5.5.4 Sea C una componente acotada de S \ (J  U). Si J 2 f( 1;℄; [;1)g
supongamos adema´s que C

6= ? y que  =2
S
i2B
I
i
. Entonces:
Cuando B = fi
1
; : : : ; i
N
g con i
1
<    < i
N
, la signatura de C en J  U se define por
 
i
1
   i
N
P (i
1
)    P (i
N
)
!
;
mientras que la signatura de C en J  U es vacı´a si B = ?.
Cuando B = fi
1
; : : : ; i
N
g con i
1
<    < i
N
, el cardinal mı´nimo de C en J  U es la
aplicacio´n denotada por MC
[C;JU ℄
, o simplemente por MC si es que C y J esta´n claros por el
contexto, definida por
MC
[C;JU ℄
: J n
[
i2B
I
i
! N
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MC() :=
8
>
>
>
>
>
<
>
>
>
>
>
:
2max
n
1;


N
X
j=1
P (i
j
)


o
; si  2 [; inf I
i
1
);
2max
n
1;


N
X
j=k+1
P (i
j
)


o
; si  2 (sup I
i
k
; inf I
i
k+1
); 1  k  N   1;
0; si  2 (sup I
i
N
;1);
si J = [;1), por
MC() :=
8
>
>
>
>
<
>
>
>
>
>
:
2max
n
1;


N
X
j=1
P (i
j
)


o
; si  2 (sup I
i
N
;℄;
2max
n
1;


k
X
j=1
P (i
j
)


o
; si  2 (sup I
i
k
; inf I
i
k+1
); 1  k  N   1;
0; si  2 ( 1; inf I
i
1
);
si J = ( 1;℄, y por
MC() :=
8
>
>
<
>
:
0; si  2 ( 1; inf I
i
1
) [ (sup I
i
N
;1);
2max
n
1;


k
X
j=1
P (i
j
)


o
; si  2 (sup I
i
k
; inf I
i
k+1
); 1  k  N   1;
si J = R, mientras que definiremos MC := 0 si B = ?.
No´tese que MC
[C;JU ℄
esta´ determinado unı´vocamente a partir de la signatura de C en J  U ,
una vez que se ha fijado una familia admisible A para . Con estos conceptos en mente, el Teorema
5.5.3 se puede reescribir de la siguiente manera: MC
[C;JU ℄
() es una cota inferior de CardC

para cualquier valor fuertemente regular del para´metro  2 J n
S
i2B
I
i
para C.
Por el Teorema 5.5.3 o por la Definicio´n 5.5.4, vemos que cuanto mayor sea




X
i2J

P (i)




; (5.24)
mayor es la informacio´n que tenemos. Sin embargo, en muchas situaciones, el nu´mero (5.24) es
0 o 1. Para que (5.24) fuera mayor que 1 harı´a falta que la J = fi
1
; : : : ; i
M
g definida en el
Teorema 5.4.1 con i
1
<    < i
M
cumpliera que haya enteros 1  j < k  M tales que
P (i
j
) = P (i
k
) 6= 0 y P (i
h
) = 0 para cada j < h < k. Supongamos que sea e´ste el caso. Entonces
por supuesto, por la definicio´n de aplicacio´n paridad, debe existir un entero i
j
< ` < i
k
tal que
P (i
j
) =  P (`), pero (I
`
 f0g) \ C = ?. Gracias al Teorema 5.4.1 o a resultados conocidos en
teorı´a de bifurcacio´n (ve´ase por ejemplo J. Lo´pez-Go´mez [43, Theorem 6.2.1]) existe un conexo ~C
de S que tiene soluciones non nulas y corta a I
`
 f0g, pero por construccio´n ~C \ C = ?. Esto es
lo que pretende indicar la Figura 5.1: representamos  en el eje horizontal, y u en el eje vertical,
donde  2 L(U) es una cierta proyeccio´n de rango uno. Hay seis autovalores y hemos escrito sus
paridades respectivas: 1,  1, 1,  1, 1,  1. Aparecen dos componentes mutuamente disjuntas, y
las hemos representado, respectivamente, con trazo grueso y con trazo fino. Desgraciadamente, no
hemos encontrado ningu´n ejemplo en que esto ocurra. Cuando U = R esto es imposible, como
muestra el siguiente resultado.
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Figura 5.1: Dos componentes disjuntas de S
Proposicio´n 5.5.5 Sea C una componente acotada de S \ (J  R) tal que B = fi
1
; : : : ; i
N
g con
i
1
<    < i
N
para un cierto N  2. Supongamos que existen 1  j < k  N tales que
P (i
j
)P (i
k
) 6= 0 y P (i
h
) = 0 para cada j < h < k. Entonces
P (i
j
) =  P (i
k
);
y por tanto, MC
[C;JR℄
2 f0; 2g.
Demostracio´n. Para cada 1  h  N   1, o bien
C

\ (0;1) 6= ? para todo  2 (sup I
i
h
; inf I
i
h+1
); (5.25)
o bien
C

\ ( 1; 0) 6= ? para todo  2 (sup I
i
h
; inf I
i
h+1
): (5.26)
Tomemos un 1  h  N   1 que cumpla (5.26), y sea ~F : R  R ! R la familia reflejada a partir
de F,
~
F(; u) := L()u+
~
N(; u);
~
N(; u) :=
(
N(; u) si u  0;
 N(; u) si u  0:
Observamos que ~F cumple las hipo´tesis (HL)-(HN) de la Seccio´n 5.1, es impar en u, y su aplica-
cio´n paridad P es la misma que la aplicacio´n paridad de F, puesto que podemos tomar la misma
familia admisible A para . Sea ~S el conjunto de soluciones no-triviales de ~F y denotemos por ~C
la componente de ~S que contiene a I
i
h
 f0g; no´tese que es acotada. Llamemos
S
h
:= (sup I
i
h
; inf I
i
h+1
) \
[
i2P
 1
(f 1;1g)
I
i
y sean ~C
1
; : : : ;
~
C
m
las componentes de ~S cuya interseccio´n con S
h
 f0g es no vacı´a. Estas com-
ponentes son necesariamente acotadas, ya que tiene interseccio´n vacı´a con ~C, luego yacen dentro
de alguna componente acotada de R2 n ~C. Llamemos ahora ~B
`
al conjunto (5.7) asociado a ~C
`
,
1  `  m. Por la u´ltima afirmacio´n del Teorema 5.4.1 tenemos que
X
i2
~
B
`
P (i) = 0; 1  `  m:
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Ası´ pues,
0 =
m
X
`=1
X
i2
~
B
`
P (i) =
X
I
i
S
h
P (i)
con lo que, Cardfi 2 Z\ [r+1; s℄ : I
i
 S
h
g es par para cada 1  h  N   1 que cumple (5.25).
El argumento anterior se adapta con facilidad al caso (5.25) y se llega a la misma conclusio´n. Por
tanto,
Cardfi 2 Z\ [r + 1; s℄ : I
i
 S
h
g 2 2N; 1  h  N   1:
Con lo cual, se sigue de la definicio´n de S
h
que
Card

i 2 Z\ [r + 1; s℄ : I
i
 (sup I
i
j
; inf I
i
k
); P (i) 2 f 1; 1g
	
2 2N;
lo que concluye la demostracio´n.
5.6. Puntos regulares, de retorno y de histe´resis
El objetivo de esta seccio´n es proporcionar una condicio´n suficiente para que el ı´ndice de una
solucio´n aislada pertenezca a f 1; 0; 1g. Analizamos tambie´n el comportamiento local del conjunto
de soluciones en el caso en que e´ste forme una curva regular. Los conceptos de punto regular, de
retorno y de histe´resis aparecen ası´ de manera natural.
En esta seccio´n suponemos que F es de clase C1 en un entorno de (
0
; u
0
) 2 R  U con
F(
0
; u
0
) = 0 y DF(
0
; u
0
) sobreyectiva. Tambie´n se supondra´ que L es diferenciable en 
0
y N
es diferenciable en (
0
; u
0
).
Comenzamos por una construccio´n sencilla de ana´lisis funcional.
Lema 5.6.1 Sea T 2 L(R  U; V ) sobreyectiva con nu´cleo unidimensional. Supongamos que
T j
f0gU
: f0g  U ! V (5.27)
no es isomorfismo. Entonces existe una descomposicio´n U = X  Y con dimX = 1 tal que
T j
RY
: R  Y ! V (5.28)
es isomorfismo.
Demostracio´n. Existe un hiperplano cerrado Y de U tal que N [T ℄\ (R Y ) = f0g. En efecto, de
lo contrario, todo hiperplano cerrado Y de U cumplirı´a N [T ℄  R  Y . Por el teorema de Hahn-
Banach, la interseccio´n de todos los hiperplanos cerrados en un espacio de Banach es el espacio
cero. Luego N [T ℄ = R  f0g y esto implica que (5.27) es isomorfismo, en contra de nuestra
hipo´tesis. Fijemos pues un hiperplano cerrado Y de U tal que N [T ℄ \ (R  Y ) = f0g. Sea X un
complemento unidimensional de Y en U . Entonces R  Y es un complemento de N [T ℄ en R  U
y (5.28) es isomorfismo.
Observamos ahora que DF(
0
; u
0
) es Fredholm de ı´ndice 1; en efecto, tenemos que
DF(
0
; u
0
) =
 
L
0
(
0
)u
0
+D

N(
0
; u
0
);L(
0
) +D
u
N(
0
; u
0
)

:
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El operador D
u
N(
0
; u
0
) es compacto como derivada de una aplicacio´n compacta; el operador
L(
0
) es Fredholm de ı´ndice 0. Por tanto, el operador L(
0
)+D
u
N(
0
; u
0
) es Fredholm de ı´ndice 0
por resultados conocidos sobre operadores de Fredholm (consu´ltese por ejemplo T. Kato [32, Theo-
rem IV.5.26] o I. Gohberg et al. [24, Theorem XI.4.2]). Esto implica que DF(
0
; u
0
) es Fredholm
de ı´ndice 1.
Sea F : R  U ! V tal que DF(
0
; u
0
) : R  U ! V es sobreyectiva; como es Fredholm de
ı´ndice 1, tiene un nu´cleo unidimensional. Supongamos que D
u
F(
0
; u
0
) no es isomorfismo. Por el
Lema 5.6.1, existe una descomposicio´n U = X  Y con dimX = 1 tal que
DF(
0
; u
0
)j
RY
: R  Y ! V
es un isomorfismo. A partir de ahora, identificamos U con X  Y , y escribimos las variables como
(; x; y) 2 R X  Y . Tambie´n escribimos u
0
= (x
0
; y
0
) 2 X  Y .
Aplicamos el teorema de la funcio´n implı´cita a F : R  X  Y ! V en (
0
; x
0
; y
0
) y con-
cluimos que existen dos funciones ~ 2 C1([a; b℄;R) y ~y 2 C1([a; b℄; Y ), con x
0
2 (a; b), tales que
F(
~
(x); x; ~y(x)) = 0 para todo x 2 [a; b℄, y hay un entorno abierto U de (
0
; x
0
; y
0
) 2 RX Y
tal que si (; x; y) 2 U con F(; x; y) = 0 entonces x 2 (a; b),  = ~(x) e y = ~y(x). En par-
ticular, ~(x
0
) = 
0
y ~y(x
0
) = y
0
. Tomemos ahora a < a0 < x
0
< b
0
< b tal que el compacto
f(
~
(x); x; ~y(x)) : x 2 [a
0
; b
0
℄g este´ contenido en el abierto U . Entonces existe un abierto V tal que
f(
~
(x); x; ~y(x)) : x 2 [a
0
; b
0
℄g  V 

V  U :
Definicio´n 5.6.2 Si D
u
F(
0
; u
0
) es un isomorfismo entonces (
0
; u
0
) recibe el nombre de punto
regular. Si D
u
F(
0
; u
0
) no es isomorfismo y ~ tiene un ma´ximo o mı´nimo (locales) en x
0
entonces
(
0
; u
0
) se llama punto de retorno. Si D
u
F(
0
; u
0
) no es isomorfismo y ~ no presenta ni ma´ximo
ni mı´nimo (locales) en x
0
entonces (
0
; u
0
) recibe el nombre de punto de histe´resis.
El sencillo lema que presentamos ahora nos proporciona condiciones necesarias y condiciones su-
ficientes para cada uno de estos conceptos. Denotemos en lo que sigue P

2 L(R  U;R) a la
aplicacio´n P

(; u) = .
Lema 5.6.3 Siguiendo las notaciones anteriores,
1. Si (
0
; u
0
) es un punto de retorno o de histe´resis entonces ~0(x
0
) = 0.
2. (
0
; u
0
) es un punto de retorno si y so´lo si existe un entorno abierto O de (
0
; u
0
) tal que o
supP

(F
 1
(0) \O) = 
0
o inf P

(F
 1
(0) \ O) = 
0
.
3. Si D
u
F(
0
; u
0
) no es isomorfismo y ~ 
0
tiene un cero de orden par en x
0
entonces (
0
; u
0
)
es un punto de retorno.
4. Si D
u
F(
0
; u
0
) no es isomorfismo y ~   
0
tiene un cero de orden impar en x
0
entonces
(
0
; u
0
) es un punto de histe´resis.
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Figura 5.2: Un punto regular, uno de retorno, y uno de histe´resis
Demostracio´n. Probemos el primer enunciado. Llamemos a
1
(x) := D

F(
~
(x); x; ~y(x)) 2 L(R; V ),
a
2
(x) := D
x
F(
~
(x); x; ~y(x)) 2 L(X;V ) y a
3
(x) := D
y
F(
~
(x); x; ~y(x)) 2 L(Y; V ) para x 2
(a; b). Siguiendo la convencio´n usual dada por el hecho de que dimX = 1, a veces identifica-
remos L(X;V ) con V , y por tanto consideraremos a
2
(x) como un miembro de V . Sabemos que
(a
2
(x
0
); a
3
(x
0
)) 2 L(X  Y; V ) no es isomorfismo, pero (a
1
(x
0
); a
3
(x
0
)) 2 L(R  Y; V ) sı´ lo
es. Tambie´n sabemos que
a
1
(x)
~

0
(x) + a
2
(x) + a
3
(x)~y
0
(x) = 0; x 2 (a; b): (5.29)
Observamos que R[(a
2
(x
0
); a
3
(x
0
))℄ = R[a
3
(x
0
)℄, puesto que una inclusio´n es trivial, y ambos
conjuntos son hiperplanos cerrados de V . En particular, R[a
2
(x
0
)℄  R[a
3
(x
0
)℄ y por (5.29), hay
un y 2 Y tal que a
1
(x)
~

0
(x
0
) + a
3
(x
0
)y = 0, luego ~0(x
0
) = 0.
Las afirmaciones restantes son obvias.
En la Figura 5.2 hemos dibujado tres curvas: en la primera hemos representado un punto regular;
en la segunda, un punto de retorno; y en la tercera, un punto de histe´resis. Queremos calcular
Ind(F(
0
; ); u
0
), caso de existir, en cada una de las situaciones dadas por la Definicio´n 5.6.2.
Punto regular
Supongamos que (
0
; u
0
) es un punto regular. Entonces D
u
F(
0
; u
0
) es isomorfismo, y ası´ u
0
es un cero aislado de F(
0
; ). Por la Proposicio´n 4.2.2(4,5),
Ind(F(
0
; ); u
0
) = Ind(D
u
F(
0
; u
0
); 0) 2 f 1; 1g:
Punto de retorno
Supongamos ahora que (
0
; u
0
) es un punto de retorno. Sin pe´rdidad de generalidad podemos
suponer que ~ tiene un ma´ximo en x
0
. Primero analizamos el caso en que este ma´ximo no es
estricto, es decir, existe una sucesio´n inyectiva x
n
! x
0
tal que ~(x
n
) = 
0
para todo n. Entonces,
por supuesto F(
0
; )
 1
(0) es infinito y u
0
no es un punto aislado de F(
0
; )
 1
(0), pero podemos
decir ma´s. Es fa´cil ver que u
0
6= 0, luego la curva
f(
~
(x); x; ~y(x)) : x 2 (a; b)g (5.30)
es un conexo contenido en S, al menos para a; b suficientemente cerca de x
0
. Sea C la componente
de S \ (J  Y ) que contiene a (
0
; u
0
), y supongamos que  6= 
0
si J 2 f[;1); ( 1;℄g.
Entonces para a; b suficientemente cerca de x
0
, (5.30) es un conexo contenido en S \ (J  Y ),
luego contenido en C. Entonces, para n suficientemente grande, los elementos (~(x
n
); x
n
; ~y(x
n
))
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esta´n en C. Con lo cual, (x
n
; ~y(x
n
)) 2 C

0
es una sucesio´n inyectiva que converge a u
0
, con lo que
u
0
no es un elemento aislado de C

0
.
Supongamos ahora que ~ tiene un ma´ximo estricto en x
0
. Podemos suponer que se han elegido
a; b de tal manera que ~(x) < 
0
para todo x 2 [a; b℄ n fx
0
g. Afirmamos que existen ;  con  <

0
<  tal que el hecho ~(x) 2 [; ℄ con x 2 [a; b℄ implica x 2 [a0; b0℄. En efecto, supongamos que
no. Entonces existe una sucesio´n x
n
2 [a; b℄ n [a
0
; b
0
℄ con ~(x
n
)! 
0
y x
n
! x
1
2 [a; b℄ n (a
0
; b
0
).
Ası´, 
0
=
~
(x
1
), contradiccio´n con la condicio´n de ma´ximo estricto. Fijemos, pues, ;  con esa
propiedad.
Sea F(; x; y) = 0 con (; x; y) 2 V y  2 [; ℄. Entonces x 2 (a; b),  = ~(x) e
y = ~y(x). Por la eleccio´n de ;  obtenemos x 2 [a0; b0℄. Entonces (; x; y) 2 V . Esto prue-
ba que F(; x; y) 6= 0 siempre que (; x; y) 2 V y  2 [; ℄. Por la Proposicio´n 4.2.2(1),
Deg(F(; );V

) es constante para  2 [; ℄. Por la condicio´n de ma´ximo estricto vemos que
Deg(F(
0
; );V

0
) = Ind(F(
0
; ); u
0
) y Deg(F(b; );V
b
) = 0, por la Proposicio´n 4.2.2(2), ya que
F(b; ) no tiene ceros en V
b
. Por tanto, Ind(F(
0
; ); u
0
) = 0.
Punto de histe´resis
Supongamos por u´ltimo que (
0
; u
0
) es un punto de histe´resis. Como en la prueba del Le-
ma 5.6.3, llamemos a
1
(x) := D

F(
~
(x); x; ~y(x)) 2 L(R; V ), a
2
(x) := D
x
F(
~
(x); x; ~y(x)) 2
L(X;V ) y a
3
(x) := D
y
F(
~
(x); x; ~y(x)) 2 L(Y; V ) para x 2 (a; b). Sabemos que
(a
2
(x
0
); a
3
(x
0
)) 2 L(X  Y; V )
no es isomorfismo, pero (a
1
(x
0
); a
3
(x
0
)) 2 L(R  Y; V ) sı´ lo es. Queremos probar que hay reales
x arbitrariamente cerca de x
0
tales que (a
2
(x); a
3
(x)) es isomorfismo. Supongamos que no. Redu-
ciendo (a; b), podemos suponer que (a
2
(x); a
3
(x)) nunca es isomorfismo, pero (a
1
(x); a
3
(x)) sı´ lo
es, para x 2 (a; b). Vemos que R[(a
2
(x); a
3
(x))℄ = R[a
3
(x)℄, puesto que una inclusio´n es trivial,
y ambos conjuntos son hiperplanos cerrados de V . En particular, R[a
2
(x)℄  R[a
3
(x)℄. Entonces,
gracias a (5.29), para cada x 2 (a; b) hay un f(x) 2 Y tal que a
1
(x)
~

0
(x) + a
3
(x)f(x) = 0, luego
~

0
(x) = 0 para todo x 2 (a; b). Entonces ~ es constante en un entorno de x
0
y por la Definicio´n
5.6.2, x
0
es un punto de retorno, y no un punto de histe´resis.
Supongamos que u
0
no es un cero aislado de F(
0
; ). Entonces por supuesto F(
0
; )
 1
(0)
es infinito, pero podemos decir ma´s. Existe una sucesio´n inyectiva (x
n
; y
n
) ! (x
0
; y
0
) tal que
F(
0
; x
n
; y
n
) = 0 para todo n. Para n suficientemente grande se tiene que x
n
2 (a; b), 
0
=
~
(x
n
) e y
n
= ~y(x
n
). Como ya se probo´ en el caso de punto de retorno, si C es la componente
de S \ (J  Y ) que contiene a (
0
; u
0
) y  6= 
0
si J 2 f[;1); ( 1;℄g, entonces para n
suficientemente grande, (~(x
n
); x
n
; ~y(x
n
)) pertenece a C. Por tanto, (x
n
; y
n
) 2 C

0
es una sucesio´n
inyectiva que converge a u
0
, y ası´ u
0
no es un punto aislado de C

0
.
Supongamos que u
0
es un cero aislado de F(
0
; ). Eligiendo a; b suficientemente cerca de x
0
,
y usando la continuidad de ~y, podemos suponer que F(
0
; x; ~y(x)) 6= 0 para todo x 2 [a; b℄ n fx
0
g.
Afirmamos ahora que existen ;  con  < 
0
<  tal que el hecho ~(x) 2 [; ℄ con
x 2 [a; b℄ implica x 2 [a0; b0℄. En efecto, de no ser cierto existirı´a una sucesio´n x
n
2 [a; b℄ n [a
0
; b
0
℄
con ~(x
n
) ! 
0
y x
n
! x
1
2 [a; b℄ n (a
0
; b
0
). Entonces 
0
=
~
(x
1
) y F(
0
; x
1
; ~y(x
1
)) = 0,
contradiccio´n. Fijemos, pues, ;  con esa propiedad.
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Sea F(; x; y) = 0 con (; x; y) 2 V y  2 [; ℄. Entonces x 2 (a; b),  = ~(x) e
y = ~y(x). Por la eleccio´n de ;  obtenemos que x 2 [a0; b0℄, luego (; x; y) 2 V . Esto prue-
ba que F(; x; y) 6= 0 siempre que (; x; y) 2 V y  2 [; ℄. Por la Proposicio´n 4.2.2(1),
Deg(F(; );V

) es constante para  2 [; ℄.
Ya hemos probado que existe x
1
2 [a; b℄ arbitrariamente cerca de x
0
tal que ~(x
1
) 2 [; ℄ y
(a
2
(x
1
); a
3
(x
1
)) 2 L(XY; V ) es isomorfismo. Desgraciadamente, necesitamos ma´s informacio´n
para concluir que
Deg(F(
~
(x
1
); ; );V
~
(x
1
)
) = Ind(F(
~
(x
1
); ; ); (x
1
; ~y(x
1
))
= Ind(D
u
F(
~
(x
1
); x
1
; ~y(x
1
)); 0) 2 f 1; 1g:
(5.31)
Cada una de las siguientes hipo´tesis es consecuencia de la siguiente, y cualquiera de ellas garantiza
(5.31).
~
 es inyectiva en (x
0
; x
0
+ ") o en (x
0
  "; x
0
) para algu´n " > 0.
La multiplicidad de ~ en x
0
es finita (necesariamente impar por el Lema 5.6.3).
~
 es analı´tica.
F es analı´tica.
Como u
0
es un cero aislado de F(
0
; ) entonces, siempre que V sea suficientemente pequen˜o,
Deg(F(
0
; );V

0
) = Ind(F(
0
; ); u
0
). Por tanto si se cumple (5.31) entonces Ind(F(
0
; ); u
0
) 2
f 1; 1g.
5.7. Estructura de C en el caso fuertemente regular
En toda esta seccio´n, C es una componente acotada deS\ (J U). Si J 2 f( 1;℄; [;1)g
suponemos adema´s que
 =2
[
i2B
I
i
y C

6= ?: (5.32)
Tambie´n imponemos la siguiente condicio´n de no degeneracio´n fuerte:
(SND) D
u
F(; u) existe y es un isomorfismo para cada (; u) 2 C \ [J  (U n f0g)℄, y existe un
entorno abierto O de C n (R  f0g) tal que la aplicacio´n
O ! L(U); (; u) 7! D
u
F(; u)
esta´ bien definida y es continua.
Obse´rvese que no suponemos que F sea C1 en sus dos variables.
Nuestro principal objetivo es estudiar co´mo cambia CardC

cuando  va variando a lo largo
de J . Aunque la mayorı´a de nuestros resultados esta´n enunciados y demostrados para el caso J =
[;1), debe estar claro co´mo se adaptan a los restantes casos J 2 fR; ( 1;℄g.
Usaremos en esta seccio´n la siguiente versio´n del teorema de la funcio´n implı´cita. Consu´ltese
por ejemplo E. Zeidler [71, Theorem 4.B].
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Teorema 5.7.1 Sean Z;U; V tres espacios de Banach, 
 un abierto de Z  U , y G : 
 ! V
una aplicacio´n continua con la propiedad de que D
u
G exista y sea continua en 
. Supongamos
que existe un punto (z
0
; u
0
) 2 
 tal que G(z
0
; u
0
) = 0 y D
u
G(z
0
; u
0
) es isomorfismo. Entonces
existen abiertos Z  Z U  U tales que, para cada z 2 Z , existe un u´nico u = u(z) 2 U que
cumple G(z; u(z)) = 0. Adema´s, la aplicacio´n z 7! u(z) es continua.
El primer resultado es el siguiente.
Proposicio´n 5.7.2 Supongamos (SND). Sea C una componente acotada deS\ (J U). Entonces
CardC

es finito y localmente constante para  2 J nS
i2B
I
i
. Por lo tanto, es constante en cada
componente conexa de J n
S
i2B
I
i
.
Demostracio´n. Para probar que C

es finito para cada  2 J n
S
i2B
I
i
es suficiente ver que es
compacto y discreto. Como C es compacto, tambie´n lo es C

. El que C

es discreto se sigue de
manera inmediata del Teorema 5.7.1, ya que D
u
F(; u) es un isomorfismo para cada (; u) 2 C
con  2 J n
S
i2B
I
i
.
Mostramos ahora que CardC

es localmente constante en J n
S
i2B
I
i
. Tomemos  2 J n
S
i2B
I
i
y llamemos
r := CardC


; C


= fu

1
; : : : ; u

r
g:
Si r = 0, la compacidad de C muestra que C

= ? para  ' . Supongamos, pues, que r > 0.
Tenemos que u
i
6= 0 para cada 1  i  r. Gracias al Teorema 5.7.1, existen Æ > 0 y r aplicaciones
continuas u
i
: (

  Æ; 

+ Æ)! U , 1  i  r, tales que u
i
(

) = u

i
y
F(; u
i
()) = 0; j  

j < Æ;
1  i  r. Adema´s, si F(; u) = 0 con j   j < Æ y ju   u
i
j < Æ para un cierto 1  i  r,
entonces u = u
i
(). Reduciendo Æ > 0 se puede suponer que u
i
() 6= 0 con 1  i  r, j j <
Æ, que u
i
() 6= u
j
() si 1  i < j  r, y que (   Æ;  + Æ) \
S
i2B
I
i
= ?. Con lo cual, como
C es una componente de S \ (J  U),
r
[
i=1
f(; u
i
()) : j  

j < Æ;  2 Jg  C
y CardC

 CardC


= r si  2 (  Æ; + Æ)\J . Para completar la demostracio´n de la cons-
tancia local de CardC

razonaremos por contradiccio´n. Supongamos pues que existen sucesiones
f
n
g
n1
 (

  Æ; 

+ Æ) \ J y fv
n
g
n1
 U tales que
lm
n!1

n
= 

; v
n
2 C

n
n fu
1
(
n
); : : : ; u
r
(
n
)g; n  1:
Necesariamente, jv
n
  u

i
j  Æ para 1  i  r y n  1. Por compacidad, se puede extraer una
subsucesio´n, etiquetada de nuevo por n, tal que
lm
n!1
(
n
; v
n
) = (

; u

) 2 C
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para un cierto u 2 C

 . Entonces ju   u
i
j  Æ para 1  i  r, luego CardC


 r + 1, lo cual
es imposible. Esto completa la demostracio´n.
Como consecuencia inmediata de la Proposicio´n 5.7.2, cualquier cambio en CardC

indica
un feno´meno de bifurcacio´n desde R  f0g. Adema´s, gracias a (SND), se sigue de la Proposicio´n
4.2.2(4,5) que todo  2 J nS
i2B
I
i
es un valor fuertemente regular del para´metro para C de acuerdo
a la Definicio´n 5.5.2. Con estos hechos se puede llegar a obtener la estructura de la componente
C. De hecho, C consta de una cantidad finita de curvas continuas que cumplen las propiedades
establecidas en el siguiente teorema. Entre ellas, que MC
[C;JU ℄
nos proporciona una cota inferior
de CardC

para cada  2 J n
S
i2B
I
i
, lo que muestra la consistencia de los conceptos introducidos
en la Definicio´n 5.5.4.
Teorema 5.7.3 Supongamos que C es una componente acotada de S \ (J  U) con J = [;1),
(5.32) y (SND). Entonces B 6= ?. Pongamos B = fi
1
; : : : ; i
N
g, i
1
<    < i
N
. Entonces
(a) P

C = [; sup I
i
N
℄ y C
sup I
i
N
= f0g.
(b) CardC

es un nu´mero par, y es constante para  en cada uno de los intervalos [; inf I
i
1
),
(sup I
i
j
; inf I
i
j+1
), 1  j  N   1.
(c) CardC

 MC
[C;JU ℄
() para cada  2 [; sup I
i
N
℄ n
S
i2B
I
i
.
(d) C se expresa como
C =
[
2 
([a

; b

℄) [
[
i2B
(I
i
 f0g);
donde   es un conjunto finito de curvas continuas  : [a

; b

℄! R  U , a

< b

, tales que
(a

) 2 (fg  C

) [
S
i2B
(I
i
 f0g) y (b

) 2
S
i2B
(I
i
 f0g),
P

(()) =  para cada  2 [a

; b

℄,
((a

; b

)) \

S
i2B
(I
i
 f0g) [ (fg  C

)

= ?,
([a

; b

℄) \ ([a

; b

℄) 
S
i2B
(I
i
 f0g) para cualesquiera ;  2   con  6= .
Adema´s, para cada j 2 f1; : : : ; N   1g y a; b 2 J tales que
fi 2 B : [a; b℄ \ I
i
6= ?g = fi
j
g; a < I
i
j
< b ; (5.33)
se verifica
CardC
b
+ \[a; i
j
℄ = CardC
a
+ \[b; i
j
℄; (5.34)
donde hemos denotado
\[a; i
j
℄ := Card

 2   : a

< a < b

; b

2 I
i
j
	
;
\[b; i
j
℄ := Card

 2   : a

< b < b

; a

2 I
i
j
	
:
Ası´, \[a; i
j
℄ + \[b; i
j
℄  2 es par. Adema´s, \[b; i
1
℄  1 si N  2.
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Demostracio´n. Como C

6= ? y C

= ? para  suficientemente grande, se sigue de la Proposicio´n
5.7.2 que B 6= ?. Pongamos B = fi
1
; : : : ; i
N
g, i
1
<    < i
N
. Como C es conexo, se sigue de (5.8)
que [; sup I
i
N
℄  P

C. Gracias adema´s a la Proposicio´n 5.7.2, CardC

es constante para cada
 > sup I
i
N
; esta constante es necesariamente 0 ya que C

= ? para  suficientemente grande.
Luego P

C = [; sup I
i
N
℄. El que C
sup I
i
N
= f0g se puede ver fa´cilmente por un argumento de
prolongacio´n usual basado en que [; sup I
i
N
℄ = P

C. Esto muestra (a).
Las partes (b) y (c) son consecuencias inmediatas de la Proposicio´n 5.7.2 y del Teorema 5.5.3.
La parte (d) es una consecuencia fa´cil de lo anterior, usando un tı´pico argumento de prolongacio´n.
Supongamos ahora que a; b 2 J cumplen (5.33). Entonces hay exactamente \[a; i
j
℄ curvas de  
que conectan \[a; i
j
℄ puntos de fagC
a
con I
i
j
f0g. Por tanto, gracias a (SND) y a un argumento
de prolongacio´n usual basado en el Teorema 5.7.1, el resto de
R
a
:= CardC
a
  \[a; i
j
℄
puntos deben estar conectados mediante R
a
curvas de   con R
a
puntos de fbgC
b
. Ana´logamente,
el resto de los puntos de fbg  C
b
,
R
b
:= CardC
b
 R
a
;
deben yacer en R
b
curvas de   yendo hacia atra´s hasta I
i
j
f0g. Como ningu´n arco ma´s de   puede
conectar I
i
j
 f0g con fbg  C
b
, obtenemos que
R
b
= \[b; i
j
℄ = CardC
b
 CardC
a
+ \[a; i
j
℄;
lo que muestra (5.34). El que \[a; i
j
℄ + \[b; i
j
℄ 2 2Z se sigue fa´cilmente de (b) y de (5.34); no se
puede anular porque I
i
j
f0g  C y C es conexo. Falta ver que \[b; i
1
℄  1 si N  2. Supongamos,
por reduccio´n al absurdo, que N  2 y \[b; i
1
℄ = 0, y denotemos por  
1
al conjunto de  2   tales
que
(I
i
1
 f0g) \ ([a

; b

℄) 6= ?:
Entonces C se descompone como una unio´n de
[
2 
1
([a

; b

℄) [ (I
i
1
 f0g) y
[
2 n 
1
([a

; b

℄) [
N
[
j=2
(I
i
j
 f0g);
que son dos conjuntos cerrados, disjuntos, no vacı´os de C, lo que contradice que C sea conexo. Por
tanto, \[b; i
1
℄  1, lo que concluye la demostracio´n.
No´tese que \[a; i
j
℄ y \[b; i
j
℄ no dependen de a; b siempre y cuando a 2 (sup I
i
j 1
; inf I
i
j
) (o
a 2 [; inf I
i
1
) si j = 1) y b 2 (sup I
i
j
; inf I
i
j+1
).
Por ejemplo, en la Figura 5.3 hemos representado cuatro componentes C de S \ ([;1) 
U) que cumplen las hipo´tesis del Teorema 5.7.3 con las siguientes condiciones adicionales: B =
fi
1
; i
2
g con i
1
< i
2
, P (i
1
) = P (i
2
) 6= 0, CardC

= 4 y I
i
1
= fag, I
i
2
= fbg.
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a b
a b
a b a b
Figura 5.3: Cuatro componentes C que cumplen el Teorema 5.7.3 con CardC

= 4
5.8. Estructura de C en el caso regular
Es esta seccio´n, C es una componente acotada de S \ (J  U). Si J 2 f( 1;℄; [;1)g
imponemos adema´s (5.32). Suponemos tambie´n la condicio´n de no degeneracio´n:
(ND) DF(; u) existe y es sobreyectiva para cada (; u) 2 C \ [J  (U n f0g)℄, y hay un entorno
abierto O de C n (R  f0g) para el cual la aplicacio´n
O ! L(R  U;U); (; u) 7! DF(; u)
esta´ bien definida y es continua.
Como en la Seccio´n 5.7, estudiamos la estructura de C. Aunque el siguiente resultado se enun-
cia y prueba para el caso J = [;1), se puede adaptar fa´cilmente a los restantes casos J 2
fR; ( 1;℄g. En e´l se establece que C consiste en un conjunto de arcos de curva cuyos extremos
yacen en el conjunto
E := (fg  C

) [
[
i2B
(I
i
 f0g):
Teorema 5.8.1 Supongamos que C es una componente acotada deS\(JU) tal que J = [;1),
(5.32) y (ND). Entonces C se expresa como
C =
[
2 
(I

) [
[
i2B
(I
i
 f0g);
donde   es una familia (finita o numerable) de curvas continuas  2 C(I

;R  U), para un cierto
intervalo I

 R, tal que para todo  2  ,
1. 
 
Æ
I


\
S
i2B
(I
i
 f0g) = ?.
2. El conjunto
!

:=
n
z 2 R  U : lm
n!1
(t
n
) = z para algu´n ft
n
g
n1
con lm
n!1
t
n
2 finf I

; sup I

g
o
esta´ contenido en E .
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1 
2 
a
Figura 5.4: Dos componentes que cumplen el Teorema 5.8.1
3. ((I

) [ !

) \ ((I

) [ !

) 
S
i2B
(I
i
 f0g) si  2   n fg.
4. Para cada  2 J n
S
i2B
I
i
, el conjunto f 2   :  2 P

((I

))g es finito.
Demostracio´n. Como ya se vio en la Seccio´n 5.6, para cada (
0
; u
0
) 2 C \ [J  (U n f0g)℄ hay,
localmente, una u´nica curva C1 de ceros de F que pasa por (
0
; u
0
). Esto nos permite un argumento
de prolongacio´n global. Tomemos cualquier (
0
; u
0
) 2 C\ [J(U nf0g)℄ y consideremos la curva
C
1 maximal  : 
! J U , para un cierto intervalo 
  R tal que (0) = (
0
; u
0
) y F((t)) = 0
para todo t 2 
, maximal con la propiedad (
)\
S
i2B
(I
i
f0g) = ?. Si existen lm
t!inf I
(t) o
lm
t!sup I
(t), extendemos  con continuidad a esos puntos, y despue´s de una reparametrizacio´n,
obtenemos una curva continua  definida en un cierto intervalo I

 R. Sea ~  el conjunto de curvas
obtenidas de esta manera, para cada (
0
; u
0
) 2 C \ [J  (U n f0g)℄. Declaramos que dos curvas
en ~  son equivalentes si una se puede obtener de la otra por medio una reparametrizacio´n (que
puede conservar la orientacio´n o no). Sea   un subconjunto de ~  obtenido al elegir exactamente un
miembro de cada clase de equivalencia. Entonces esta   satisface la propiedades 1–3.
Para probar que   es numerable bastara´ ver que para cualquier compacto K de C \ [J  (U n
f0g)℄, el conjunto de curvas de   que cortan a K es finito. Ası´ que sea K un compacto de C\ [J 
(U n f0g)℄ y consideremos 
n
2   y a
n
2 
n
(I

n
) \K para cada n 2 N. Sea a 2 K un punto de
acumulacio´n de la sucesio´n fa
n
g
n2N
. Entonces por la unicidad dada por el teorema de la funcio´n
implı´cita, obtenemos que 
n
es la misma curva para n suficientemente grande.
Probemos ahora la propiedad 4. Supongamos que existan 
0
2 J n
S
i2B
I
i
y una sucesio´n

n
2  , n  1, tales que 
0
2 P

(
n
(I

n
)) para todo n  1. Entonces para cada n  1 existe
u
n
2 C

0
tal que (
0
; u
n
) 2 
n
(I

n
). Por compacidad, podemos suponer que
u
1
:= lm
n!1
u
n
2 C

0
:
Necesariamente u
1
6= 0, ya que 
0
=2
S
i2B
I
i
y (
0
; u
1
) 2 C. La unicidad proporcionada por el
teorema de la funcio´n implı´cita concluye que 
n
es la misma curva para n suficientemente grande.
Esto termina la demostracio´n.
El conjunto de curvas   dado por el Teorema 5.8.1 puede ser infinito, ya que por ejemplo, C
puede exhibir infinitas curvas cerradas que salen de
S
i2B
I
i
 f0g y vuelven a e´l. Esto se ilustra
en la Figura 5.4(1), donde B = fi
1
g e I
i
1
= fag; se representa una sucesio´n de curvas cerradas
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que “convergen” a (a; 0). La Figura 5.4(2) muestra por que´ CardC

pudiera ser infinito para algu´n
 2 J n
S
i2B
I
i
. Aquı´ una curva exhibe infinitos puntos de retorno.
Creemos que en el contexto del Teorema 5.8.1, el cardinal mı´nimo MC
[C;JU ℄
() es tambie´n
una cota inferior de C

, como ocurrı´a en el Teorema 5.7.3. Desgraciadamente, no hemos sido ca-
paces de probar esta afirmacio´n, aunque los resultados de las Secciones 5.5 y 5.6 pueden ser u´tiles
para probar este hecho en algunos casos particulares.
Por u´ltimo, no´tese que la hipo´tesis (ND) hecha en esta seccio´n es gene´rica, gracias al teorema
de Sard. Un enunciado ma´s explı´cito de esta idea puede encontrarse en B. P. Rynne [62].
Ape´ndice A
Notaciones
Generales
N;Z;R; C Los conjuntos de nu´meros naturales, enteros, reales y complejos
K Cualquiera de los cuerpos R o C
Æ
ij
Delta de Kronecker: Æ
ij
= 1 si i = j; Æ
ij
= 0 si i 6= j
C
r
(
; V ) Espacio de las funciones de clase Cr de 
 a V
H(
; V ) Espacio de las funciones holomorfas de 
 en V
o(  
0
)
p Cualquier funcio´n definida en un entorno perforado de 
0
tal que
lm
!
0
(  
0
)
 p
f() = 0
jaj Valor absoluto de a 2 R, o mo´dulo de a 2 C
signa Signo de a 2 R n f0g; es decir, signa = a=jaj
CardA Nu´mero de elementos del conjunto A, si A es finito, e 1 si A es infinito
Espacios vectoriales
U; V;W Espacios de Banach reales o complejos
kuk Norma de u 2 U
U
0
; U
1
Subespacios vectoriales cerrados de U
L(U; V ) Espacio de Banach de los operadores lineales y continuos de U en V
kTk Norma de operadores de T 2 L(U; V )
detA Determinante de la matriz cuadrada A
trA Traza del operador de rango finito A 2 L(U)
L(U) L(U;U)

0
(U; V ) Subconjunto de L(U; V ) formado por los operadores de Fredholm de ı´ndice cero

0
(U) 
0
(U;U)
I
U
Operador identidad en U
I Operador identidad, cuando se sobreentienda el espacio
U
0 Espacio dual de U , es decir, L(U;K )
GL

(U) Subconjunto de 
0
(U) formado por los isomorfismos T tales que
T   I
U
es compacto
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84 A. Notaciones
N [T ℄ Espacio nu´cleo de T 2 L(U; V )
R[T ℄ Espacio imagen de T 2 L(U; V )
rankT dimR[T ℄, donde T 2 L(U; V )
span[u
1
; : : : u
n
℄ Subespacio vectorial generado por u
1
; : : : u
n
2 U
dimU
0
Dimensio´n del espacio vectorial U
0
odimU
1
Codimensio´n en U del subespacio U
1
 U , es decir, dim(U=U
1
)
diagfa
1
; : : : ; a
n
g Matriz diagonal cuyos elementos diagonales son a
1
; : : : ; a
n
B
r
(u) Bola abierta de centro u 2 U y radio r > 0
B
r
B
r
(0)
B
r
(; u) Bola abierta de centro (; u) 2 R  U y radio r > 0
Familias uniparame´tricas de operadores lineales

 Un abierto de K

0
Un punto de 

ranku Rango de u 2 U como autovector de la familia L en 
0
 Espectro (conjunto de autovalores) de una familia L
L
j
Coeficiente j-e´simo del desarrollo de Taylor o de Laurent de L en 
0
m[L;
0
℄; [L;
0
℄;
[L;
0
℄;M [L;
0
℄ Multiplicidad de L en 
0
fJ
i
g
s
i=r
Familia admisible de intervalos abiertos
fI
i
g
s
i=r+1
Familia de intervalos compactos asociada a fJ
i
g
s
i=r
P Aplicacio´n paridad. Ver la Definicio´n 5.2.4
Familias no lineales
Ind(f; u
0
)
´Indice de Leray-Schauder de la funcio´n f en el punto u
0
Deg(f;
) Grado de Leray-Schauder de la funcio´n f en el abierto 

F Una aplicacio´n de R  U en U
L;N Partes lineal y no lineal, respectivamente, de F
DF Diferencial de F
D
u
F Derivada parcial de F con respecto de la variable de U
S Conjunto de soluciones no-triviales de F
J Cualquiera de los conjuntos R, [;1) o ( 1;℄, para algu´n  2 R
C Una componente conexa de S \ (J  U)
B fi 2 Z\ [r + 1; s℄ : (I
i
 f0g) \ C 6= ?g
J

, signJ
 Ve´ase el Teorema 5.4.1
MC Funcio´n cardinal mı´nimo. Ver la Definicio´n 5.5.4
S

fu 2 U : (; u) 2 Sg
P

La aplicacio´n P

: R  U ! U dada por P

(; u) = 
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