AbstractÐWe present a method for the exact computation of the moments of a region bounded by a curve represented by a scaling function or wavelet basis. Using Green's Theorem, we show that the computation of the area moments is equivalent to applying a suitable multidimensional filter on the coefficients of the curve and thereafter computing a scalar product. The multidimensional filter coefficients are precomputed exactly as the solution of a two-scale relation. To demonstrate the performance improvement of the new method, we compare it with existing methods such as pixel-based approaches and approximation of the region by a polygon. We also propose an alternate scheme when the scaling function is sinx.
INTRODUCTION
M OMENTS are standard descriptors of the shape of an object [1] , [2] , [3] ; they easily yield features that are invariant to translation and rotation [4] or, more generally, to affine transformations, which makes them useful tools for pattern recognition. In the standard formulation, they are computed as surface integrals which requires raster scanning through the image. However, there are many instances where the boundaries of objects are described by parametric curves. This is the case, for example, when the objects are detected using parametric snakes which are represented using B-spline [5] , [6] , [7] , [8] or wavelet basis functions [9] , [10] . Another simple case is when the region is described as a polygon [11] .
In this paper, we address the problem of computing the area moments of objects described by such parametric curves when the basis functions are scaling functions. The popular wavelet curve descriptors also fall into this class. The originality of our approach is that the computation is exact and also more direct than the conventional pixelbased method which requires an explicit labeling of the inner region of the curve prior to computation. Moreover, the pixel-based schemes suffer a low accuracy due to the loss of subpixel details in the rasterizing process. Also, the error in the area-based computation of moments is dependent on the orientation of the shape.
Since a polygon can be represented in terms of linear splines, the computation of moments by approximating the shape as a polygon [11] , [12] , [13] is a particular case of our approach. While the polygon method can be made as accurate as desired by increasing the number of segments, the convergence is slow because of the low approximation order of linear splines. Moreover, it is not suitable for computing the curvature, which is an interesting shape feature as it is invariant to rotation and translations, and can be easily normalized to scale changes. This motivates us to investigate higher order schemes where the curve is represented by smoother basis functions such as B-splines and other scaling functions that appear in wavelet theory [14] , [15] . These type of basis functions also occur naturally when one seeks multiresolution representation of curves which are well suited for pattern recognition and shape simplification [16] , [10] .
The paper is organized as follows: In Section 2, we show how Green's Theorem can be used for the computation of the area moments of a parametric curve. In Section 3, we consider the computation of the moments of such a curve represented in spline or wavelet bases. Here, we also discuss the properties of the multidimensional kernel used in the computation of moments. In Section 4, we give the implementation details of the moment computation. In the following section, we deal with the precomputation of the kernel. In Section 6, we present an alternate implementation that works for any order moments, but it is rigorously exact only when the scaling function is sinx. This is especially interesting because it makes our method applicable to the Fourier representation of curves as well. In the last section, we compare the new method with the existing schemes such as approximation using polygons and rasterizing.
PRELIMINARIES

Computation of Moments Using
Green's Theorem
Green's Theorem relates the volume integral of the divergence of a vector field in a closed region to the integral of the field over the surface enclosing it. In this section, we show how it can be used to compute the moments of an area enclosed by a curve.
Consider a closed region , bounded by a surface . Green's Theorem states that, for any vector field p,
where d is the unit vector pointing out of the surface .
Assuming the volume has a constant cross-section bounded by the curve g and that the variation of the field along the zEdiretion is zero, we can restrict the theorem to two dimensions as, dp x dx dp y dy dxdy
The first integral is evaluated over the area enclosed by the curve and the second one along the curve g in the clockwise direction. The computation of the moments involves the evaluation of the integral x m Xy n Xdxdy on the surface bounded by the curve. This, by (2) , is equivalent to
with p e y x m y nI nI ; e y denotes the unit vector along the y direction. Note that the choice of p is not unique. We choose the vector field p that makes the computation simple. Another possible choice that has the same computational complexity is p Àe x x mI y n mI .
Parametric Representation of a Curve
A curve in the x Ð y plane can be represented in terms of an arbitrary parameter t as rt xtY yt. If the curve is closed, as discussed in the paper, the functions xt and yt are periodic.
When the curve g is represented as above, rt can be approximated efficiently as linear combinations of some basis functions, which makes the representation compact and easy to handle.
In this paper, we mainly focus on the representation of the function vector rt in a scaling function basis as In the context of wavelets, 9 is called the scaling function; it satisfies the two-scale difference equation
where hk is the mask of the corresponding refinement filter [14] . The scaling function representation enables us to have local control of the contour, which is desirable in many applications. It also permits a multiresolution representation of the curve [9] , [17] . Moreover, the scaling function representation is affine-invariant; an affine transformation of the curve is achieved simply by transforming the coefficient vector k Y k HY IY F F F Y w À I. This is because of the linearity of the representation and the partition of unity condition:
which is satisfied by all valid scaling functions in wavelet theory. Among the scaling functions, a case of special interest is 9 n , where n is the causal B-spline of degree n This yields spline curves which are frequently used in computer graphics [19] and computer vision [6] , [20] , [21] .
We now consider a simple example to illustrate this kind of curve representation. Given in Fig. 1 is a polygon and its parametric representation. The dotted lines show the linear 
B-spline basis functions,
I t À k (tent function), multiplied by the corresponding coefficients.
The description of g in the scaling function basis is equivalent to a periodized wavelet representation [9] . This implies that, if we have a wavelet description of the curve, the scaling function coefficients at any scale can be obtained from the wavelet coefficients using the fast reconstruction equation described in [22] . Hence, the theory is sufficiently general to include the wavelet curve descriptors as well.
The representation of the curves in a sinc basis also falls in this class, as sinc is a valid scaling function. The description of the curve in the sinc basis as (5) is not efficient, as sinc has an infinite mask unlike most of the widely used scaling functions. It is well known (c.f. [23] ) that the sinc interpolation of a periodic signal can be formulated into a numerically stable and efficient expression as
where Pv I w, assuming w to be odd. A similar expression is obtained for even w as well. Here, k is the discrete Fourier transform of the vector sequence rk. Note that (10) provides the Fourier series description of the curve, which is frequently used for the representation of closed curves [24] , [25] .
Differentiation of Scaling Functions
We will use the property that the kth derivative of a scaling function 9 can be expressed as [26] 9 k x Á k 9 fkg xY II where 9 fkg x denotes the scaling function whose mask is given by
rz is the mask of 9. Á denotes the backward difference operator, defined as Á x x À x À I. The relation (11) follows from the fact that any mth order scaling function can be written as 93
where is a refinable distribution which does not satisfy the partition of unity. The mask of 9 is rz
Note that
Iz ÀI P m is the mask of mÀI and r the mask of .
Differentiating 9 with respect to x, k number of times (k m) yields To facilitate the understanding of our method, we first give a detailed derivation of the formula for the area of the region bounded by the curve. We then extend our formulation to the general case.
Computation of the Area
For the parametric representation of the curve, the area of the region is given by
When the curve is described in a scaling function basis as in (5), we have
Substituting for 9 H p t from (6), we get
which is equivalent to
Again, substituting for 9 p from (6), we get the kernel g p H l as the w periodized version of
With the simplification (11), the above equation becomes
Note that, if 9t 9( À t, then f H x can be written as the convolution
We prefer to represent the kernel g p in terms of f due to its nice properties, discussed later.
For the example given in Fig. 1 , we have
where n is the causal B-spline function of degree n. 
RP unitsX
Here, hx I Y x P i stands for the P inner product given by k x I kx P k.
General Formula
Having shown how to compute the area, we proceed on to the general case. The formula for the computation of the general moments are given by the following theorem:
Let g be a closed curve in the xEy plane represented in the parametric form in a periodized scaling function basis as (4) . Then, the mY nth order area moment of the region , bounded by the curve g, given by s mYn x m y n dxdy for mY n ! H PH can be computed as
Here, m stands for the mEtimes tensor product 1 F F F and i À k denotes the sequence
Proof. For a parametric curve, the evaluation of the mY nth order moment given by (20) can be reduced to
by (3) . When the curve is described in a scaling function basis, we have X PT Hence, the mY nth order moment is
As in the case of the area, the kernel g p is obtained by the wEperiodiztion of
where k P mnI . Expressing 9 H in terms of 9 fIg , we get
The kernel f has many interesting properties, which are discussed next.
Properties of the KernelÐf
1. Finite Support. As the kernel is an integral of products of the translates of finitely supported functions, it has a finite support as well. If the scaling function is continuous and has a support HY x, then the kernel will be supported on the integer points in the interval
Symmetry. The fact that the kernel is obtained from the integration of similar translated scaling functions introduces a lot of symmetry. As (30) is symmetric with respect to the parameters k I Y k P Y XX, interchanging them will not affect the value of the kernel. This implies
where ' ' i indicates all possible m n I3 permutation operators. In addition, if the scaling functions are symmetric as in the case of splines, we have fk fÀkX QQ Both these properties together imply Pm n I3 relations, which are used to accelerate the computation of the kernel as well as the moments.
1.
H is defined as the neutral element H m m .
3. Two-Scale Relation. We now show that the kernel satisfies a two-scale relation, which is the key to our computational approach. This property follows from the fact that the scaling functions 9t and 9 fIg t, from which the kernel is derived, satisfy two-scale relations. If we consider (30) and rewrite the 9 and 9 fIg in terms of the corresponding two-scale relations (cf. (7)), we get f mn k lP mI r mn lXf mn Pk À lY QR where k P mI . The mask r in the above equation is
The zEtrnsform of the mask is given by
It is this property that enables us to compute the kernels exactly, by solving a linear system of equations. This technique, which is discussed later, is analogous to the computation of the integer (or dyadic rational) samples of a scaling function from the transition operator [14] . Note that a scaling relation similar to (34) was also considered by mathematicians in the context of the wavelet-Galerkin method for the computation of integrals involving products of scaling functions and their derivatives [27] , [28] . The work of Dahmen and Miccheli is essentially theoritical; Restrepo and Leaf concentrated on numerical issues and proposed a solution which is equivalent to the computation of our kernel g m instead of f m . This slightly complicates the approach and also increases the dimensionality of the problem; this issue is discussed further in Section 5.1. The above mentioned properties imply that the kernel can be computed exactly for any finitely supported scaling function, as discussed in Section 5. In the next section, we will give some examples for the kernels when the scaling functions are B-splines.
Examples with Splines
Splines possess nice approximation properties. The B-splines have the maximum approximation order among the class of functions that satisfy a two-scale relation with a given support. Hence, they give better local control of the contour. Moreover, they are symmetric, which facilitates the computation of the kernel and moments as discussed before. So, it is worthwhile to analyze the properties of the kernels for a spline representation of the curve. For the results used in this section, refer to [18] .
We consider causal B-splines, as they satisfy a two-scale relation for all orders. The refinement filter for a B-spline of degree n is the binomial filter we get the discrete Fourier transform of the kernel as the P%Eperiodized version of (39). We give some examples of kernels for the computation of the first three moments when we have a linear spline representation. For linear splines, the kernel f mÀI
It is interesting to see that the computation of the moments using the linear spline kernel is the same as when the polygon is triangulated in a specified way and the moments of individual triangles added up as in [11] . We also give the kernel f H for the cubic spline representation.
The higher order kernels are omitted due to space constraints. They can be downloaded from http:// bigwww.epfl.ch/jacob.
IMPLEMENTATION
In this section, we analyze equation (21) and simplify it for faster computation. We start with the simplest case: the area of the region.
The area bounded by the curve (cf. (15) where g H is given by (17) . The sequences p k and d p k are wEperiodized versions of the coefficients k and d k with respect to the period w. This is simply because convolving a nonperiodized sequence with a periodized kernel is equivalent to convolving a periodized sequence with a nonperiodized kernel. We have also reduced the range of summation of the inner sum to Àx I to x À P, which is typically much less than the range H to w À I. Similarly, for the higher order moments all the summations, except the outer one, are in the range Àx I to x À P.
From (45), we see that the computation of the area involves just a filtering operation by gÀl g l, followed by an inner product. This can be written as,
where hXY Xi stands for the inner product hY di wÀI kH kdk. With a similar notation, the computation of the other moments are given as
As the m n IEh sequence is separable, the filtering operation is much simpler than the usual m n IEdimensionl filtering. The complexity in the computation of the moment s mYn is wXPx À P mnP , without taking the symmetries into account. Thus, for basis functions with small support and reasonable m and n, the complexity is quite managable.
COMPUTATION OF THE KERNEL
In this section, we propose two schemes for computing the kernel. An exact space domain scheme and an approximate one in the Fourier domain.
Exact Method
In this scheme, we compute the kernels in space domain making use of the properties of kernels discussed before. We start with the computation of f H and later extend it to the general case. Making use of the finite support property, the two-scale relation (34) can be rewritten in the matrix form as,
where e H is the square matrix with coefficients e H kYl r H Pk À l and f H is the vector whose elements are f H n. As the support of f H is Àx IY x À P, the indices of e H run from Àx I to x À P. It can be seen from (49) that f H is an eigen-vector of the matrix e H , with eigen-value I. Solving for f H is equivalent to solving for a vector which falls in the nullspace of e H À s, where s is the identity matrix. Since f H T H, e H must have the eigen-value 1, which is in general single. This provides f H up to a constant which is further set by the normalization identity
which can be seen from (19) . This is because the function 9x has at least an approximation order of one [14] , which implies k 9x k I. One of the equations in e H À sXf H H can be substituted for by the (50) to yield the system of equations given by fXf H yY SI f is the matrix obtained by substituting one of the rows of e H À s with the row vector IY IY F F F Y I and y is given by HY HY H F F F Y HY HY I c.f [30] . Now, f is a full rank matrix and, hence, the eigen-vector f H can be solved by matrix inversion.
To represent the two-scale relations of the higher order kernels in the matrix form, we introduce a one-to-one function & X Àx IY x À P m U 3HY Px À P m À I. Using this function, (34) can be rewritten as
which is a linear system of equations. This can be written in the matrix form as Let us now compare our computational solution with the method developed for computing g m in the context of wavelet-Galerkin approach [27] . For a scaling function of support x, the kernel g m is zero outside the interval
as compared to f m whose support is given by (31) . Thus, the direct computation of g m involves a linear system with Px À I m variables as compared to Px À P m for f m in our case. For QEdimensionl kernels involving cubic splines, we achieve a 40 percent reduction in the number of equations. As the computational complexity in inverting a linear system is proportional to the third power of the number of equations, this implies a performance improvement of around S times. The approach becomes even more rewarding for higher order kernels. Moreover, the normalization constraint (50) that we use to make the system full rank is much more straightforward than the corresponding relation for the derivative functions.
Note that this simplification is covered by Dahmen and Michelli's general theory for integrals of multidimensional scaling functions [28] . This is because the mask of any mth order I À h scaling function can be always factored as proposed in [28, Corollary 3.3]. In the case of waveletGalerikin integrals, the performance improvement can even more substantial depending on the number of derivatives.
Approximate Method for Splines
Because the spline kernel has a closed-form expression in the frequency domain, the kernel can be obtained by taking the inverse DFT of the above mentioned Fourier transform (40) sampled at an appropriate rate; we make use of the finite support property of the kernel. As sinc is a decaying function, the periodization of the Fourier transform may be approximated with an appropriately truncated sum to achieve any desired accuracy. This is because we can have an upper bound for the error that is a decreasing function of the summation range. Moreover, the symmetries of the kernel discussed before may be used for the efficient computation of the box spline kernels as in [31] .
However, this technique, besides being approximate, can be used only for scaling functions that have a closed form expression in the frequency domain, i.e., splines in practice. This scheme may be useful to precompute the spline kernels for very high order moments, where the exact scheme can be computationally expensive.
COMPUTATION OF THE AREA MOMENTS USING RIEMANN SUMS
An alternate approach to compute the moments is to approximate the integral (3) by a Riemann sum:
where is an appropriate oversampling factor. We show in this section that this quadrature formula is exact when the curves are described in a sinc basis. For other representations, it can be used for the approximate computation of higher order moments.
Sinc Representation of the Curve
A curve represented in a sinc basis also falls into the framework of Theorem 1 because sinx is a valid scaling function. However, computing the moments as described in Section 4 is expensive as the mask of the sinc function is not finitely supported. We remind the reader that the representation of a periodic signal in the sinc basis is equivalent to the Fourier representation as seen in (10) . In this particular case, the moments can be computed exactly and more efficiently using (54), where the oversampling factor, , is any integer greater than The continuously defined functions x int t and y int t are obtained by interpolating the sample values of the curve at the integers, using the periodized sinc function. The computation is exact because we implicitly assume that the functions xt and yt are bandlimited functions, with bandwidth f P%.
Proof. The integral (3) can be considered as an v P HYw inner product of two functions, which are d , respectively. So, these functions are exactly represented in the basis fsin x ÀkY Vk P g, where P% ! f H . Because the sinc basis is orthogonal, the v P HYw inner product is equivalent to the P HYw ÀI inner product. Hence, it is sufficient to compute the discrete summation instead of the integral. Finally, the sinc function is interpolating, so that the coefficients of the basis functions are the resampled curve values and, hence, the result (54). t u
Using the equivalence of the sinc and the Fourier representations, we can compute the interpolated samples efficiently with a w point inverse FFT of the Fourier coefficients k and d k .
We will compare the sinc moment estimator with the scaling-function-based moment estimator in the next section. One disadvantage of the Fourier(sinc) representation of curves is the loss of local control property that we were having with the finitely supported scaling functions.
The complexity in the computation of the moments in this scheme is w Q logw m n P. Here, Qw logw is the cost of the inverse FFT of the sequences k , d k , and kX k , and m n Pw corresponds to the multiplications.
Spline Representation of the Curve
The quadrature formula (54) is also applicable to the spline representation, provided that the functions x int t and y int t are obtained by interpolating the integer sample values, using the corresponding B-spline functions. This scheme is no longer exact, but it may be a viable alternative for computing the higher order moments. The necessary condition for the computation to be reliable is that the Fourier transform of the B-spline function is essentially bandlimited to P% , where is the oversampling factor. The error in the moments computed with the approximate method is, thus, proportional to the residual energy of the B-spline function in the corresponding outband. As the Fourier transform of the B-spline is a decaying function of the frequency, the error will be a decaying function of as well. Thus, any desirable accuracy may be achieved by choosing sufficiently large.
The complexity of the spline quadrature formula is yw m n Pm n P Qx , where wm n P is the total number of resampled points. The evaluation of the spline representation requires x multiplications to obtain one resampled point from the corresponding B-spline representation. Then, the computation of the discrete sum costs m n P multiplications per resampled point. Interestingly, the approximate scheme will give better results for higher order splines as these functions will become bandlimited as the order tends to infinity [32] .
EXPERIMENTS AND RESULTS
In this section, we compare the new technique with the existing ones: approximation using polygons and rasterizing. We first consider the exact scheme proposed in Section 4. We try to estimate the parameters of a known ellipse and choose the relative error in the parameters as the criterion of comparison. Our preferred choice is to represent the curve in a cubic B-spline basis due to its nice approximation properties and minimum curvature properties. To compare it with the approximation of the region as a polygon, the ellipse is sampled uniformly and the samples are interpolated using the two techniques (linear and cubic splines). The average relative error in the three centered second order moments versus the number or samples are plotted in Fig. 2 . It can be seen that the relative error is much smaller for the cubic spline interpolation even at low sampling rates and that it exhibits a faster decay.
In the traditional scanning approach, the ellipse is scanned along the x and y axes with a step size Á and the monomials are computed at the grid points assigned to the interior of the curve. Fig. 3 shows the decay of the average relative error for an ellipse versus It can be seen that to achieve a relative error of HXI percent the interior of the ellipse has to be sampled at about 3,600 points, whereas to achieve the same error using the cubic spline interpolation we need only around nine points on the curve. In comparison, the polygon method (linear spline) requires more than 40 samples to have a similar error. More interesting is the case when the interior of the ellipse has to be sampled at about PXS Â IH S points to achieve an error of HXHHP percent while the cubic splines require only 25 samples to achieve the same accuracy. In  Fig. 4 , we show the ellipse corresponding to the second order moments of the central structure in the image. The contour of the object was estimated using a snake where the curve was represented parametrically in terms of cubic B-splines; the moments are computed using our algorithm. Note that the fit is astonishingly good. Having observed that the cubic spline estimator performs better than the polygon method, we now compare it with the Fourier (sinc) technique proposed in Section 6. It is not fair to use the ellipse as we did before because it can be represented exactly in a Fourier series representation with v P. So, we choose the real shape of corpus callosum shown in Fig. 5 , represented in a linear spline basis with 39 knot points as the reference shape. This shape was resampled at different rates and these points were interpolated using cubic B-spline and Fourier representations, respectively. The moments of the corresponding curves were calculated using the respective algorithms discussed before. Fig. 6 shows the decay of the relative error with the resampling rate for both representations. We observe that the spline estimator is better than the Fourier estimator for small sampling rates, while the Fourier estimator performs better at very high sampling rates (typically more than eight times the number of points used for the description of g). In the example considered, the Fourier method performs better when the shape of corpus callosum is represented with around 312 samples.
To evaluate the performance of the approximate scheme introduced in Section 6.2, we now consider the case where the corpus callosum is represented by a cubic B-spline curve with 20 knot points. The relative error in the computation of the second order moments by the quadrature formula as a function of its relative computational complexity (proportional to ) is shown in Fig. 7 ; here, the reference method is the kernel-based computation, which is exact. Our results indicate that, for the second order moments, the error of the quadrature formula is quite substantial (e.g., 9.4 percent). Thus, it is not advantageous for computing the lower order moments. However, the quadrature formula will eventually start to pay off for higher order moments, because its cost increases only quadratically with the degree as compared to exponentially for the kernel-based method.
CONCLUSION
In this paper, we have presented a new approach for the computation of the moments of a curve described in a wavelet or scaling function basis. It is especially useful for objects detected using parametric snakes. The main advantages of the proposed scheme over the conventional methods are:
. the exactness of the computation, . its independence of the orientation of the shape, and . the consistency with the snake model and the fact that it is the most direct method available. In addition, the method is reasonably fast and easy to implement.
We recommend using our exact kernel-based approach for computing the lower order moments (typically m n P) for which the kernels are available. For higher order moments, we have proposed a quadrature formula that approximates the continuous integrals with Riemann sums. The latter method is exact for the sinc basis functions; otherwise, it can be made as accurate as desirable by resampling the model at a finer rate ( sufficiently large). 
