Constructions and bounds are givenf or the largest clique that can be represented as an intersection graph of intervals on the real line with bounded depth and multiplicity.A lso, for the graph defined on the subsets of a set by putting vertices adjacent if and only if the corresponding subsets intersect, the interval number and boxicity are examined.
Introduction
In this note, we consider the use of intervals to represent twoclasses of highly symmetric graphs, in fact with n!-fold symmetry.T he first are the complete graphs. The second are the graphs whose vertices correspond to the subsets of an n-set, with vertices adjacent if and only if the corresponding sets intersect. The symmetry is important in each discussion. First we define the parameters to be studied.
Consider representing a graph by assigning each vertex v asubset f (v)ofthe real line, such that vertices are adjacent if and only if the corresponding subsets intersect. If each vertexi sa ssigned a set consisting of at most t intervals, we have a t-interval representation.T he interval number i(G)ofagraph G is the minimum t such that G has a t-interval representation. The graphs with interval number 1 are called interval graphs,a nd have been thoroughly studied and characterized. If each point of the line appears in sets assigned to at most r vertices of G,t he representation has depth r.T he depth r interval number i r (G)ist he minimum t such that G has a t-interval representation of depth r.L etting ∆(G)d enote the maximum vertexd egree in G and ω(G)t he maximum clique size,
, so all these parameters are well defined. In fact, Griggs and West [1] showed i 2 (G) ≤ (∆(G) + 1) /2.I nS ection 2, we show 1/2(
+ 2 log r n+1. In other words, the largest clique representable by intervals with depth at most r and multiplicity at most t has about 2t(r − 1) vertices.
In Section 3, we consider the subset intersection graph G n . G n has 2 n vertices, one for each subset of {1, . . . , n},with vertices adjacent if the corresponding sets intersect. We show( √   n + 1) /2 ≤ i(G n ) ≤ n/2.W ealso consider another graph parameter for this graph. The boxicity of G,denoted b(G), is the minimum number of interval graphs whose intersection (as sets of edges) is G.E quivalently,itisthe minimum d such that G is the intersection graph of d-dimensional boxes (products of intervals in each of d coordinates). As with interval number,the boxicity of a graph is as large as the boxicity of anyinduced subgraph. We showthat the boxicity of G n is much higher than its interval number.I nparticular,when n is eventhe subgraph of G n induced by the subsets with at most n/2 elements has boxicity 1/2( n n/2 ). Note that there is no relationship between boxicity and interval number; K m,n has boxicity 2 but interval number (mn + 1) /(m + n) [8, 11] , while the complement of a complete matching on n vertices has interval number 2 but boxicity n/2 [7, 8] . Results on both boxicity and interval number,i ncluding those used in arguments here, are surveyed in [12] .
Representations of cliques
Most of the results of this section were initially obtained in the thesis of the first author [9] . As urprisingly accurate lower bound comes from a simple counting argument. This basic argument was used independently in [6] for the purpose of bounding the interval number in terms of the clique number.
Proof.C ount the edges representable by a t-interval representation of depth r.R eading from left to right, the initial endpoint of each interval can introduce at most r − 1new edges, except that for the first r − 1intervals we have a
When r = 2, this bound reduces to n/2,which is achievable, since it is well-known that the edges of K n can be decomposed into n/2 paths. For n > r >2n + 1/2 − √    3n 2 − n,the bound reduces to 2, which is achievable when r ≥ 3n/8.T osee this, we use the ad hoc representation in Fig. 1 to show i 3 (K 8 ) = 2. Then i 3 p (K 8 p ) = 2bye xpanding the set assigned to each vertexinto identical sets for p vertices; if n <8r/3,simply delete some of the intervals that were generated. (Note that there is a ''redundancy''inFig. 1 in that intervals for vertices 4 and 5 meet twice. The effect of forbidding redundancyisdiscussed in [10] .) Forarbitrary fixed values of r,wehav e arecursive upper bound construction.
Proof.P artition the vertices of K n into r sets of size at most n/r.F orm a depth r representation for each of the induced cliques. The remaining edges form a complete r-partite graph H.S ince H has no r + 1-clique, i r (H) = i(H). As obtained in anyof [4, 5, 7] i(H) ≤ 1/2(n/r+1).P utting these representations together yields the desired bound. I
If n is a power of r,w ec an eliminate the ceiling functions and expand the recurrence to get a closed form
n − 1 r − 1 + c log r n,where c = 1if r is evenand c = 1/2if r is odd. To get a similar closed-form upper bound in general, we use a slightly weaker recursive bound.
Proof.A sinthe previous proof, partition the vertices of K n ,but use r parts with exactly n/r vertices and one part S with |S|<r.A sargued previously,the subgraph induced by vertices outside S has a depth r representation with t = i r (K n/r ) + 1/2(n/r+1).W ec an handle the edges involving the remaining vertices by piling up one interval for each, and then placing a small interval for each of the other vertices in the intersection. Since there were less than r leftoverv ertices, there is a levelo fd epth available for this. This givest he recursive bound
Fixing r and letting
+ 2 log r n+1. I
Forall n,Theorems 1 and 3 showthat i r (K n )isasymptotic to n/( 2r − 2) for fixed r.A lthough theyhav e the same asymptotic behavior,neither of the bounds in Theorems 1 and 2 is exact. Theorem 2giv es i 3 (K 8 ) ≤ 3, but we sawe arlier that i 3 (K 8 ) = 2. For an example where the lower bound of Theorem 1 is not tight, consider i 6 (K 19 ), where the computation yields i 6 (K 19 ) ≥ 18 6/9 7=2. Tos how i 6 (K 19 ) ≠ 2, we need an extension of Helly'sT heorem.
Helly [3] provedthat a finite family of pairwise intersecting intervals has a common point, or in other words that a 1-interval representation of K n has depth at least n.G ý a rfas and Lehel [2] extended this to consider pairwise intersecting sets that are each composed of more than one interval. If each set is composed of at most 2 intervals, theyp rovedt here always exist three points such that every set contains at least one of the three points. Consequently,e very 2-interval representation of K n has depth at least n/3.H ence every 2-interval representation of K 19 has depth at least 7, so i 6 (K 19 )>2. (More generally,t heys howed there exists a finite number L(t)s uch that, for ev ery finite collection F of pairwise intersecting sets consisting of at most t intervals each, there is a set of L(t) points meeting each set in F.B eyond L(1 ) = 1and L(2 ) = 3, no values or reasonable bounds are known.)
The subset intersection graph
Nowconsider the graph G n defined in the introduction; the intersection graph of the subsets of an n-set. Suppose the elements of the n-set are labeled {1, . . . , n}.
Proof.F or the upper bound, there is a simple construction. Assign the subset A intervals (i − 1/2, i + 1/2] for each i ∈A,w hich lets subsets intersect if and only if theya re assigned intersecting intervals. The number of intervals assigned to a set is at most its cardinality.H owev er, if i, i + 1∈A,t hen the intervals (i − 1/2, i + 1/2] and (i + 1/2, i + Forthe lower bound, place the elements in a √   n by √   n square, and consider the sets formed by the rows and by the columns. Let H n be the subgraph induced by these 2 √   n sets; we have i(G n ) ≥ i(H n ). Since H n is simply K √   n, √   n ,itiswell-known that i(H n ) = ( √   n + 1) /2 [11] . I Although G n has manyc opies of H n ,t he gap between the upper and lower bound here cannot be closed solely by considering these, because the upper bound construct shows that the subgraph induced by all sets of size √   n has interval number at most √   n.
To discuss boxicity,l et us consider the subgraph G′ n induced by the sets of size at most n/2.O fc ourse b(G n ) ≥ b(G′ n ), but we can also give a construction to achieve the lower bound on b(G′ n )that does not accomodate addition of the sets of larger size.
