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ABSTRACT
The brain operates in a world with rich dynamics across a wide range of timescales,
including those on the order of seconds and above. Behavioral experiments on
memory and timing reveal striking similarities in the behavioral patterns across
a range of timescales from seconds to minutes. To subserve these behavioral pat-
terns and adapt to natural statistics, the collective activity of the large of number of
neurons in the brain should exhibit dynamics over these macroscopic timescales as
well. Most established results in systems neuroscience concern the short-term re-
sponses of single neurons to static features of the world. Recently, new techniques
for large-scale and chronic measurements of neural activity open up the opportu-
nity to investigate neural dynamics across different macroscopic timescales.
This dissertation presents work that reveals the temporal patterns of neural
activity across a range of macroscopic timescales and explores their mechanis-
tic basis. Chapter 1 briefly surveys the relevant empirical evidence, biophysical
processes and modeling techniques. Chapter 2 presents a biophysically-realistic
neural circuit model that combines a detailed simulation of a calcium-activated
membrane current with the mathematical formalism of the inverse Laplace trans-
form to produce sequential neural activity with a scale-invariant property. Chap-
vii
ter 3 is a theoretical analysis of the ability of linear recurrent neural networks to
generate scale-invariant neural activity. It is shown that the network connectivity
matrix should have a geometric series of eigenvalues and translated eigenvectors
if the eigenvalues are real and distinct. Chapter 4 presents an empirical analysis
of neural data motivated by the hypothesis that robust neural dynamics should
simultaneously exist on multiple timescales. The analysis reveals the existence of
repeatable neural dynamics on the timescale of both seconds and minutes in mul-
tiple neural recordings of rodents performing various cognitive tasks. Chapter 5 of
the dissertation presents an initial effort to characterize the changes in the neural
population activity during learning on the timescale of tens of minutes by analyz-
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perience twice (left), analogous to the sequences on the timescale of
seconds. In this case, the correlation between a pair of population
vectors from different experiences will decay as the difference in
time within each experience increases (right). Bottom: alternatively,
the slow dynamics may be solely driven by the stochastic noise in
neural systems and therefore drift randomly during different expe-
riences (left). In this case, the correlations described above would
not have any pattern (right). . . . . . . . . . . . . . . . . . . . . . . . 83
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4.2 (Previous page.) The experiments analyzed have two timescales.
For each experiment, animals are trained to perform some task for
several second-long trials in a minute-long session. The calcium ac-
tivity of the same neurons are recorded across sessions. During the
treadmill running task (Experiment 1), mice are trained to run on
the treadmill for 10 seconds before going to the opposite side of the
maze to collect a water reward. The mice perform the same task for
tens of trials each session for a total of around 20 minutes. For the
spatial alternation task (Experiment 2), mice are trained to alternate
between left and right turns in a T maze to collect food rewards.
Each trial consists of a study and test phase where mice have to turn
to opposite directions at the crossroads. Mice perform tens of trials
for a total of around 30 minutes during each session. For the linear
track experiment, mice are trained to run back and forth on a linear
track to collect water rewards at both ends of the track. Each trial are
3 minutes long and are separated by 3-minute resting periods where
mice are placed in a separate box. Each session consists of 5 pairs
of running and resting trials for a total of 30 minutes. See Methods
section for more details of each experiment. . . . . . . . . . . . . . . . 84
xxvii
4.3 Many hippocampal neurons exhibit consistent dynamics across
seconds and across minutes a-c. Example neurons with consis-
tent dynamics across trials for each of the experiments. In a, the
10-second running period is evenly divided into 10 time bins. In b,
the start arm of the maze is evenly divided into 10 location bins. In
c, the linear track is evenly divided into 10 location bins. See Meth-
ods for details. d-f. Example neurons with consistent activity across
sessions. Trials within each session are evenly divided into 5 trial
bins. Each line represents the z-scored calcium transient rate over
one trial/session (Methods). Inactive trials/sessions are not shown.
See Supplementary figures B.1 and B.2 for more example neurons. . . 85
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4.4 A significant proportion of hippocampal neurons have consistent
responses both across seconds and minutes. For each neuron, a
firing consistency rank and a firing linearity rank are computed to
quantify the characteristics of its dynamics. They are both numbers
from 0 to 1 that represent how consistent the single cell dynamics
are across different trials/sessions and how linear the single cell dy-
namics are across each trial/session, respectively (see Methods for
details). a-c. Middle panel: example distributions of the across-trial
firing consistency rank for the three experiments. All distributions
are significantly skewed towards 1 compared to those obtained from
shuffled neural activity, indicating that the number of neurons with
high firing consistency is significantly larger than chance. Right
panel: example joint distributions of the across-trial firing consis-
tency rank and the across-trial firing linearity rank (each point rep-
resents one neuron, examples neurons in Figure 4.3 are labeled in
red). Neurons across the population have a variety of firing linearity
ranks. d-f. The same results for across-session ranks. Distributions
are aggregated over all animals. Importantly, qualitatively the same
distribution is present across the two different timescales (compare
a-c with d-f). See Supplementary figures B.3 - B.13 for the results on
each individual trial type, session and animal. . . . . . . . . . . . . . 88
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4.5 Populations dynamics in the hippocampus are consistent across
both seconds and minutes. a-c. Consistent population dynamics
across second-long trials. Each element of the matrix is the cosine
similarity between a pair of population vectors at different spatial
or temporal locations during a pair of trials, averaging over all pair
of trials, sessions and animals. In the spatial alternation task (b), the
heatmaps were also averaged across the four different trial types
(Methods) and only the neural activity along the start arm was in-
cluded. In the linear track task (c), the heatmaps were averaged
across both running directions. As clearly shown, in the treadmill
running experiment (a), the population dynamics across 10-second
running trials on the treadmill are consistent, and this dynamics
slow down later in the trial as represented by the spreading of the
high-valued region. In both the spatial alternation (b) and linear
track (c) tasks, there are consistent population dynamics across tri-
als as a function of location in the environment. d-f. Consistent
population dynamics across minute-long sessions. Similar to a-c,
except each element of the matrix is the cosine similarity between a
pair of population vectors from two different sessions, averaged over
all pairs of sessions and animals. The elements of all three matri-
ces are highest on the diagonal and gradually decrease off-diagonal,
similar to the matrices over a trial (a-c). This shows that the popula-
tion dynamics are also consistent across minute-long sessions. . . . . 90
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5.1 Overview of the task and two potential neural circuit mechanisms
for learning the task. On each session, six random stimuli are ar-
ranged into two-to-one mappings (a) and the monkey is required to
learn the mappings via trial and error. On each trial, the monkey
receives a cue and a choice stimuli separated by a 750ms delay, after
which it has to make a decision of whether the two stimuli match by
a saccade response for match. For nonmatch trials, the match stim-
ulus is shown after 250 ms after which the monkeys are required
to make the same saccade as in match trials (b). During each ses-
sion the monkey’s performance gradually increases (c). To solve this
task, the underlying neural circuit could employ two computational
strategies (d). It could learn to develop more similar representations
for cue stimuli that correspond to the same associate (scenario 1),
or it could learn to change the landscape of its dynamics such that
at the end of the delay period, the neural states corresponding to
different associate stimuli are separated by an energy barrier (sce-
nario 2). (a), (b), (c) are adapted from Brincat et al., 2015. . . . . . . . 100




5.2 (Previous page.) Normalized distance (ND) characterizes the ge-
ometry of neural trajectories in state space. We simulated an ex-
periment where a neural population responds to one of the four
cues during each trial. We compared different metrics for extract-
ing information about stimulus category in two simulated neural
populations. One population contain neurons that are purely selec-
tive for one of the four cues (A1, A2, B1 or B2) (cue-selective pop-
ulation, a). The other population contain neurons with selectivity
for both the cue category (A,B) and the cue identity (A1, A2, B1,
B2) (category-selective population, b). (Left) Low-dimensional rep-
resentation of the neural trajectories for both populations in the top
3 principal component space. Each trajectory represents the trial-
averaged population activity under one condition. Darker color
means later in time (Middle left) The condition-averaged firing rates
for an example neuron in the population. The example neuron in
the cue-selective population fires most for A1 and remains baseline
firing for all the other conditions (top). The example neuron in the
category-selective population fires most for A1, less for A2 and re-
mains at baseline firing rate for B1 and B2 (bottom). (Middle) ND for
the category-selective population goes above 1, and falls back when
the single cell selectivity returns to baseline. On the other hand,
ND for the cue-selective population fluctuates around 1. (Middle
right) The inter-group distance (the numerator of ND) for both the
cue-selective and category-selective populations goes up due to the
increased overall firing rate with time in both populations. There-
fore the inter-group distance alone, without proper normalization
does not accurately reflect the neural information. (Right) The de-
coding accuracy for cue category (A vs. B) quickly grows above
chance in both populations due to larger raw distances between all
pairs of neural trajectories. Therefore, although category informa-
tion is only explicitly encoded in the category-selective population,
the decoding accuracy does not reflect this distinction. . . . . . . . . 106
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5.3 Normalized distance for categories. The ND for cue category was
calculated by grouping the neural trajectories according to the cue
category (a). PFC has intermittent information about the category
information (that A1 and A2 both predict A!, and B1 and B2 predict
B!, b, red lines), whereas HPC in Monkey J also has intermittent in-
formation (b, blue lines). Shaded area shows 68% confidence inter-
val computed from 10000 iterations of bootstrap resampling across
sessions. Dots on top represent timepoints when the ND is signifi-
cantly larger than 1 (p < 0.05, cluster-based permutation test). Gray
shaded areas indicate time periods when the cue and associate are
presented and response is made. . . . . . . . . . . . . . . . . . . . . . 110
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5.4 Normalized distance for cues. To calculate the ND for cues.
trial-averaged neural trajectories were grouped according to the
cue identity (a, different colors correspond to different groups).
ND(cues) was then the ratio of the average Euclidean distances be-
tween neural trajectories across groups with that of neural trajecto-
ries within groups. PFC (b, left) and, in one of the two animals, HPC
(b right) significantly encode cue information. The information in
PFC persists longer, potentially reflecting the longer timescale of the
neuronal activity in PFC compared to HPC. The average ND during
the cue presentation does not change with learning in both brain re-
gions. Shaded area shows 68% confidence interval computed from
10000 iterations of bootstrap resampling across sessions. Dots on
top represent timepoints when the ND is significantly larger than
1 (p < 0.05, cluster-based permutation test). Gray shaded areas in-
dicate time periods when the cue and associate are presented and
response is made. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
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5.5 Normalized distance for associates. The ND for associates was
computed during the period after the associate has been presented.
Neural trajectories were grouped according to the identity of the
associate stimuli (a). Both PFC (b left) and HPC (b right) encode
information about the identity of the associate stimulus. The infor-
mation in PFC sustains longer than HPC (Shaded area shows 68%
confidence interval computed from 10000 iterations of bootstrap re-
sampling across sessions. Dots on top represent timepoints when
the ND is significantly larger than 1 (p < 0.05, cluster-based permu-
tation test). Gray shaded areas indicate time period when the cue
and associate are presented and response is made). In the HPC of
monkey J, the information about the associate stimulus is stronger
later in learning (rightmost panel of b, ND averaged across the asso-
ciate presentation period. Asterisks indicate statistical significance
using Mann-Whitney U test). . . . . . . . . . . . . . . . . . . . . . . . 113
xxxv
5.6 Normalized distance for decision/movement. The ND for deci-
sion/movement was calculated by grouping the neural trajectories
according to whether it is a match or non-match trial (a). In the PFC
of monkey J, information about the match versus non-match trial
type starts to ramp up halfway through the second stimulus inter-
val (b, left). The ND for HPC fluctuates around 1 for both monkeys
(b, right). Shaded area shows 68% confidence interval computed
from 10000 iterations of bootstrap resampling across sessions. Dots
on top represent timepoints when the ND is significantly larger than
1 (p < 0.05, cluster-based permutation test). Gray shaded areas in-
dicate time periods when the associate is presented and response is
made. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.7 Normalized distance for trial outcome. The ND for trial outcome
was calculated by grouping the neural trajectories according to if the
animal was rewarded (a). In PFC (b, red lines) and, the information
for trial outcome persists throughout the 2.8 second intertrial inter-
val, as reflected by an ND significantly greater than 1 (dots on the
top part of the figure). In HPC the information about trial outcome
also persists for over a second (b, blue lines). Shaded area shows
68% confidence interval computed from 10000 iterations of boot-
strap resampling across sessions. Dots on top represent timepoints
when the ND is significantly larger than 1 (p < 0.05, cluster-based
permutation test). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
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A.1 Degree of scale-invariance decreases gracefully with noise. We
perturbed the connectivity and the initial condition with Gaussian
multiplicative and additive noise respectively for 100 independent
runs (see texts for details) and measured the deviation from scale-
invariance by the spread of the distribution of the ratio between
peak times for successive cells in the sequence. For the perturba-
tion on the connectivity matrix, the distribution of the ratio is more
spread out for larger noise (a). The mean difference from the noise-
less ratio increases linearly with the noise amplitude (b). c. The raw
(left) and rescaled (right) activity for two example runs with differ-
ent noise levels are shown. d-f. The same results for the perturba-
tion on the initial condition. Since in both cases the deviation from
scale-invariance is linear in noise strength, scale-invariance does not
depend on fine-tuning the connectivity matrix or the initial condition.135
B.1 More example hippocampal neurons that fire consistently across tri-
als. Each line represents the z-scored transient rate of that neuron
during a trial. Trials where the neuron is not identified or is inactive
are not plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
B.2 More example hippocampal neurons that fire consistently across
sessions. Sessions where the neuron is not identified or is inactive
are not plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
B.3 The distribution of the across-trial firing consistency rank for each
individual session in the treadmill running task. . . . . . . . . . . . . 146
xxxvii
B.4 The across-trial firing consistency rank plotted against the across-
trial firing linearity rank for each individual session in the treadmill
running task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
B.5 The joint distribution of the across-session firing consistency rank
and firing linearity rank for each individual mouse in the treadmill
running task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
B.6 The joint distribution of the across-trial firing consistency rank and
firing linearity rank for each individual session and trial type in the
spatial alternation task. Data for mouse Bellatrix. . . . . . . . . . . . . 149
B.7 The joint distribution of the across-trial firing consistency rank and
firing linearity rank for each individual session and trial type in the
spatial alternation task. Data for mouse Calisto. . . . . . . . . . . . . 150
B.8 (Continued on the following page.) . . . . . . . . . . . . . . . . . . . . 151
B.8 (Previous page.) The joint distribution of the across-trial firing con-
sistency rank and firing linearity rank for each individual session
and trial type in the spatial alternation task. Data for mouse Nix. . . 152
B.9 The joint distribution of the across-trial firing consistency rank and
firing linearity rank for each individual session and trial type in the
spatial alternation task. Data for mouse Polaris. . . . . . . . . . . . . 153
B.10 The joint distribution of the across-session firing consistency rank
and firing linearity rank for each individual mouse in the spatial
alternation task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
B.11 The distribution of the across-trial firing consistency rank for each
individual session in the linear track task. . . . . . . . . . . . . . . . . 155
xxxviii
B.12 The across-trial firing consistency rank plotted against the across-
trial firing linearity rank for each individual session in the linear
track task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.13 The distribution of the firing consistency rank and the firing linear-
ity rank for each individual mouse in the linear track task . . . . . . . 157
B.14 The firing consistency and linearity ranks across seconds and min-
utes are not meaningfully correlated. The correlation between the
firing consistency rank across seconds and minutes for the tread-
mill running (a), spatial alternation (b) and linear track (c) experi-
ments. The same for the firing linearity rank (d-f). Kendall’s τ : a:
τ = 0.05, p = 0.008, n = 1241. b: τ = −0.008, p = 0.488, n = 2999. c:
τ = 0.02, p = 0.293, n = 1098. d: τ = −0.002, p = 0.912, n = 1241. e:
τ = 0.002, p = 0.867, n = 2999. f: τ = 0.03, p = 0.09, n = 1058. . . . . . 158
B.15 The cross-trial correlations for each individual session in the tread-
mill running task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
B.16 The cross-session correlations for each individual mouse in the
treadmill running task . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
B.17 The cross-trial correlations for each individual session, task phase
and turn direction in the spatial alternation task. Data for mouse
Bellatrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
B.18 The cross-trial correlations for each individual session, task phase
and turn direction in the spatial alternation task. Data for mouse
Calisto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
B.19 The cross-trial correlations for each individual session, task phase
and turn direction in the spatial alternation task. Data for mouse Nix. 163
xxxix
B.20 The cross-trial correlations for each individual session, task phase
and turn direction in the spatial alternation task. Data for mouse
Polaris. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
B.21 The cross-session correlations for each individual mouse in the spa-
tial alternation task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
B.22 The cross-trial correlations for each individual session and running
direction in the linear track task . . . . . . . . . . . . . . . . . . . . . . 166
B.23 The cross-session correlations for each individual mouse in the lin-





1.1 EMPIRICAL EVIDENCE FOR NEURONAL DYNAMICS AND BEHAV-
IORS ACROSS MACROSCOPIC TIMESCALES
Our thoughts and behaviors extend over long periods of time. A goal worth fight-
ing for can linger in our memory and keep us busy for days and years. These
functions are presumably mediated by the time-varying activity of a large number
of neurons in the brain. Yet this seems a challenging task for the brain to accom-
plish given that neurons communicate with each other using short pulses of action
potentials on the timescale of milliseconds. In the field of systems neuroscience,
although considerable achievements have been made in revealing how individual
neurons represent different features of the world (Hubel & Wiesel, 1962; O’Keefe
& Dostrovsky, 1971; Hafting et al., 2005), the temporal dimension is usually ne-
glected in these studies.
Over the past few decades neurophysiologists have studied the neural basis of
working memory (WM), the ability to keep things in mind for seconds (Baddeley,
2003). The leading hypothesis is that neurons’ rate of emitting action potentials,
or “firing rate”, increases throughout the entire period when an item is stored in
working memory (Fuster, 2015; Wang, 2001). This hypothesis of persistent activity
is supported by early recordings of single neurons in monkeys. In those exper-
iments, monkeys are trained to remember a stimulus during a “memory delay”
of a few seconds and respond to a second stimulus according the identity of both
stimuli and some rule. It was found that many neurons in the prefrontal cortex
(PFC) region of the brain exhibit elevated firing rate throughout the memory de-
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lay (e.g. Fuster & Alexander, 1971; Funahashi et al., 1989). Moreover, many PFC
neurons exhibit significantly higher firing rates only after a subset of stimuli are
presented. As a result, the identity of the stimuli can be reconstructed based on
the firing rate of the PFC neurons. Therefore it was concluded that PFC neurons
represent stimuli stored in WM by a persistent change in their firing rates for a few
seconds following the presentation of those stimuli.
However, recently the persistent activity hypothesis has been challenged by
alternative theories. For example, many simultaneous recordings of large popula-
tions of neurons in behaving animals reveal incredible heterogeneity in the tem-
poral response of single neurons during memory delays (Pastalkova et al., 2008;
MacDonald et al., 2011; Kraus et al., 2013, 2015; Murray et al., 2017; Lundqvist
et al., 2016; Stokes et al., 2013; Brody et al., 2003; Bright et al., 2020). In addition,
it is also proposed that the architecture of the neural network could play a role in
maintaining WM (Stokes, 2015; Mongillo et al., 2008; Lundqvist et al., 2016). Un-
der this scenario, neurons could show periods of silent activity during memory
delays. To date, the principles that govern the neural population dynamics during
memory delays remain elusive.
The brain contains tens of billions of neurons, and the number of underlying
degrees of freedom is orders of magnitude higher. For a dynamical system with
such astronomical complexity, it is challenging to extract principles of its dynamics
solely from observing neural activity. In some way, it can be likened to trying to
understand the laws governing the collective properties of macroscopic matter by
only observing the movements of its constituents. On the other hand, behavioral
experiments in cognitive psychology, where the behavioral outputs of humans and
animals are quantitatively studied while they perform some task, provide a fruitful
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approach to constrain the dynamics of large populations of neurons. In this sense
cognitive psychology is analogous to thermodynamics in physics, both of which
provide top-down constraints on the properties of complex interacting systems.
One class of behavioral experiments that is particularly relevant to this disserta-
tion is called the free recall task. During its simplest form, the immediate free recall
task, human subjects are first presented with a list of words (or pairs of words) se-
quentially. Immediately after the last word is presented, they are required to recall
as many words as possible in the list. Subjects usually are more likely to remem-
ber the last words as well as recall them first, a phenomenon termed the “recency
effect”. This is consistent with the intuition that the strength of items in WM de-
cays with time. This suggests a decay in the WM representation. Interestingly, the
recency effect is preserved in other variations of the free recall tasks as well with
vastly different timescales ranging from seconds (Murdock, 1962; Kahana, 1996)
to hundreds of seconds (Glenberg et al., 1980; Howard & Kahana, 1999). For ex-
ample, Glenberg et al. (1980) studies the so-called continuous distractor free recall
task, where subjects are required to solve a “distractor task”, in this case simple
arithmetic problems, between the presentation of word pairs. The time duration
between the presentation of the last word pair and the start of the recall period is
also filled with a distractor task. This manipulation effectively scales up the tem-
poral structure of the entire task compared to the the immediate free recall task.
The author found that the recency effect persists in this continuous distractor free
recall task (Glenberg et al., 1980). Some author have used different task designs
to show that the recency effect persists over the timescales of weeks, months and
years (Moreton & Ward, 2010; Uitvlugt & Healey, 2019).
Besides the presence of the recency effect in free recall across timescales, a
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wealth of other results from behavioral experiments show that subjects’ behavioral
measures are similar across a wide range of timescales (for a review, see Howard
& Eichenbaum, 2013). These set of phenomena are referred to as "scale-invariance"
in behavior, and will be the focus of Chapter 2-4.
This evidence for scale-invariance in behavior place stringent constraints on
the neural substrates underlying such behavior. A reasonable hypothesis is that
the underlying neuronal dynamics should also exhibit similar dynamics over a
wide range of timescales. However, to explain scale-invariance in behavior, the
time course of the neural activity should span the timescales over which scale-
invariance holds, which is reported to be from seconds to minutes. As mentioned
previously, it is non-trivial for neurons to have such a slow response time course
since the biological time constants in the brain are typically much smaller. Below I
give a brief introduction on the timescales of the biophysical processes in the brain.
1.2 BIOLOGICAL TIMESCALES IN THE BRAIN
1.2.1 Timescales within single neurons
Neurons are immersed in a huge number and variety of ions and molecules. The
cell membrane is a lipid bilayer that is insulating to most charged molecules.
Therefore the cell membrane effectively creates a capacitor that separates the
charges at the interior and exterior of the membrane. The difference between the
electric potentials inside and outside of the neuron is called the membrane poten-
tial. When a neuron is at rest, there is usually an excess of negative charges at the
interior of the membrane, therefore the resting membrane potential is usually neg-
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where Cm is the membrane capacitance, Vm the membrane potential, and I(t) the
external current.
When there is a small external current applied to the membrane, the membrane
potential will change as Vm = IRm where Rm is the membrane resistance. It can be
seen by combining the previous two equations that the product of the membrane
capacitance and resistance τm = RmCm is a fundamental timescale that describes
the rate of change of the membrane potential around its resting value and is called
the membrane time constant. Since the membrane capacitance Cm is proportional
to the surface area of the neuron and resistance Rm is inversely proportional to the
surface area, the value of τm is independent of the surface area and is estimated to
be around 10-100 milliseconds (Dayan & Abbott, 2001). This is much smaller than
the macroscopic timescales suggested by the experiments in the previous section.
Therefore the fluctuations of the membrane potential near its resting value is not
enough to explain the behavioral patterns on macroscopic timescales.
When the external current brings the membrane potential further away from
its resting value, an abrupt increase in the membrane potential can occur. This is
called an action potential. The large number of voltage-gated ion channels on the
cell membrane are responsible for the generation of the action potential. As their
name suggests, the configurations of these ion channels depend on the membrane
potential. When the membrane potential reaches a certain threshold, the voltage-
gated ion channels will open to allow certain ions to pass through, which leads to a
further abrupt increase in the membrane potential - an action potential. Due to the
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large amplitude of the action potential, it can propagate along the axon (the long,
thin projection away from the cell body) to affect the downstream neuron (more
on that in the next section). Classic work by Hodgkin and Huxley (Hodgkin &
Huxley, 1952) shows that action potentials can be generated by the voltage-gated
sodium and potassium channels via a positive feedback process. Importantly, the
time duration of the action potential is on the order of milliseconds due to the fast
kinetics of the sodium and potassium channels. This is much smaller than the
macroscopic timescale mentioned previously. Therefore, some integration process
of the action potentials must happen to generate neuronal dynamics over macro-
scopic timescales of seconds and minutes.
1.2.2 Timescales at the synapse
The junction between a pair of neurons is called a synapse. A synapse consists of
the end region of the axon coming from the presynaptic neuron — the presynaptic
axon terminal, the small space in between neurons — the synaptic cleft, and the
receiving end of the postsynaptic neuron — the dendritic spine. An action poten-
tial emitted by the presynaptic neuron propagates along the axon until it reaches
the presynaptic axon terminal. This axonal transmission can take from less than
100 microseconds to greater than 100 milliseconds (Swadlow & Waxman, 2012).
At the presynaptic axon terminal, the action potential can influence the postsy-
naptic neuron by releasing chemicals called neurotransmitters into the synaptic
cleft. The neurotransmitters then bind to receptors located on the membrane of
the postsynaptic neuron, which can respond in one of two general ways. First, an
ionotropic receptor can directly open the ligand-gated ion channels on the postsy-
naptic cell membrane, which enables ions to flow across the membrane and leads
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to a transient change in the membrane potential of the postsynaptic neuron called
the postsynaptic potential. The time course of the postsynaptic potential is esti-
mated to be on the order of milliseconds to hundreads of milliseconds depending
on the specific type of receptor and neurotransmitter (Otis & Mody, 1992; Perouan-
sky & Yaari, 1993). A second type of receptor called metabotropic receptor can, in
addition to opening ion channels, modulate the production of second messengers,
which are molecules that can affect the ion channels or alter gene expressions to
initiate persistent changes in the state of the postsynaptic neuron. The binding
of metabotropic receptors can have an long-lasting effect on the downstream neu-
ron over timescales of seconds to minutes (for a review, see Hasselmo et al., 2020).
Those functions include, among others, persistent firing of the postsynaptic neu-
rons (Egorov et al., 2002; Hasselmo et al., 2020), which will be utilized in Chapter 2
to illustrate how it enables the generation of neuronal dynamics over many macro-
scopic timescales.
The efficacy of a synapse can also change over multiple timescales. Short-term
plasticity refers to a collection of biophysical processes that can affect the prob-
ability of neurotransmitter release over the timescale of milliseconds to seconds
(Zucker & Regehr, 2002). Short-term facilitation, the increase in synaptic efficacy,
is usually associated with residue Ca2+ at the presynaptic terminal, whereas short-
term depression, the decrease in synaptic efficacy is due to the depletion of neuro-
transmitters.
Long-term synaptic plasticity is the change in synaptic efficacy over tens of
minutes and beyond. It is believed to be the neuronal basis for learning and mem-
ory over long timescales. It includes long-term potentiation (LTP), which is the
enhancement of the synaptic efficacy, and long-term depression (LTD), which is
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the weakening of synaptic connections. The biophysical basis for LTP and LTD
has been extensively studied. For example, there is data suggesting that they de-
pend on the relative timing of the pre- and post-synaptic action potentials (Levy
& Steward, 1983; Wigström & Gustafsson, 1986; Bi & Poo, 1998) as well as neuro-
modulatorary signals (Hasselmo, 1995). Due to the complexity at the cellular scale,
phenomenological models of the long-term plasticity have been proposed, where
the change of synaptic efficacy is determined largely by the correlation between
the pre- and post-synaptic firing rates (see Chapter 8 of Dayan & Abbott, 2001 for
a review).
The biophysical processes described above are the ones most often included
in computational models, but there are other phenomena that contribute to the
temporal dynamics as well. For example, the expressions and properties of the
different ion channels on the cell membrane can change persistently across hours
and days, a phenomenon termed intrinsic plasticity (Cudmore & Desai, 2008). In
addition, certain types of neurons can be produced throughout the adult lifetime.
This is called adult neurogenesis and has been implicated in separating the neural
activity that represent memories at different times (Deng et al., 2010).
1.2.3 Timescale as an emergent property of neuronal networks
The previous section surveys the timescales of the individual constituents of a
neuronal network. As can been seen, many neuronal processes happen on the
sub-second timescale, which means that they by themselves cannot explain the be-
havioral pattern across macroscopic timescales of seconds and minutes mentioned
in Section 1.1. On the other hand, it is well know that certain properties not present
on the individual level can emerge in a complex interacting system. Therefore it is
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possible that neuronal networks can generate dynamics over those timescales via
the interactions among fast neurons. The idea that memory traces may be repre-
sented by patterns of reverberatory activity was first suggested by the Psychologist
Donald Hebb as early as 1949 (Hebb, 1949). The next section gives a brief introduc-
tion of neural network models that can generate time varying activity.
1.3 NEURONAL NETWORK MODELS FOR GENERATING TIME-VARYING
ACTIVITY
To highlight the network-level behavior of interconnected neurons, the neural net-
work models reviewed in this section are composed of simplified neuron models,
where the detailed biophysical processes generating the membrane currents are
not explicitly modeled. Instead, the state of each neuron i is simply described by a
scalar variable xi which either represents whether it emits an action potential or its
instantaneous probability of emitting an action potential. The synaptic connection
between neurons is represented by a matrix J. Under these simplifications, the
network models reviewed in this section can all be described by the equation
dx(t)
dt
= σ (Jx(t)) + I(t)) . (1.2)
Here x is a vector that represents the activity across neurons. I is the external
input. σ is the “input-output function” of a neuron that describes the relationship
between its input and its activity.
Despite this seemingly drastic simplification, this class of models has not only
been demonstrated to be very useful in revealing the functions of biological neu-
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ronal networks, but also applied to the field of machine learning and artificial in-
telligence to solve challenging tasks and build intelligent machines.
1.3.1 Neural network models of brain functions
The class of models described by Equation 1.2 has been applied to model a wide
range of brain functions. One early example is the Hopfield network (Hopfield,
1982), which attempts to model associative memory function - the ability to store
patterns of activity as “memories” in the network and later retrieve any of them
given a partially-overlapping pattern. In that model, the state of each neuron xi is
described by a binary variable, where xi = 1 indicates that neuron fires an action
potential and xi = 0 otherwise. Each neuron also has a firing threshold Ui. A
neuron will fire an action potential if the total input it receives is greater than its
firing threshold. In other words, the input-output function is such that σ(yi) = 1 if
yi > Ui and σ(yi) = 0 otherwise.
It has been shown (Hopfield, 1982; Amit et al., 1985) that by specifying the con-
nectivity matrix according to the Hebbian learning rule (Hebb, 1949), the Hopfield
model can store a number of patterns as fixed points of the network dynamics. In
other words, it can evolve towards a pattern when part of it is given as the initial
condition, mimicking our ability to retrieve a memory given partial cue. An in-
teresting connection to statistical physics is that the system at each timestep will
decrease an energy function E = −1
2
JijSiSj that is analogous to the one for a spin-
glass system (Hopfield, 1982).
Other neural network models describe the state of each neuron xi not as a bi-
nary variable but as a continuous variable. A special case is where the input-output
function σ(x) = kx, where k is a positive constant. This is called a linear network.
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This model can be solved analytically by using standard techniques of solving sys-
tems of ordinary differential equations. The eigenvalues of the connectivity ma-
trix J determine much of its properties. It can be shown that depending on the
largest eigenvalue, the network can selectively amplify a particular dimension of
the input (Abbott, 1994; Douglas et al., 1995) or integrate the input in time with-
out attenuation (Seung, 1996). Of particular relevance to this dissertation is the
analysis by Goldman on the ability of linear networks to integrate their input but
via time-varying activity (Goldman, 2009). It is shown that instead of using the
standard eigendecomposition technique on the connectivity matrix, the Schur de-
composition can reveal the hidden feedforward structure in the recurrent network
(Goldman, 2009).
Another example linear network model related to Chapter 2-3 is the TILT,
or timing from inverse Laplace transform, network introduced by Shankar and
Howard (Shankar & Howard, 2012). This network transforms the input function
via the Laplace and inverse Laplace transforms, which results in a set of output
functions. These output functions contain information about the input at different
time points in the past in a scale-invariant fashion. More details about this network
model will be presented in Chapter 2 along with a detailed simulation showing
how this network is realizable by the various biophysical machinery within single
neurons.
The linearity of the input-output function σ is an approximation in real neu-
rons. The power of neural network models can be greatly enhanced when the
function σ(x) is non-linear, because the high-dimensional dynamics of the net-
work state x(t) provides a large “reservoir” of possible dynamical behaviors. It has
been proved that by supplementing non-linear recurrent networks with a read-out
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mechanism, they can approximate any map between two continuous time series if
the map satisfies reasonable constraints (Maass et al., 2002). As such, representing
temporal information by high-dimensional neural states provides an important
perspective in understanding real-time computations in the brain (Buonomano &
Maass, 2009).
The analysis of the dynamics of non-linear recurrent networks is much more
complex than their linear counterpart, but many interesting theoretical under-
standings have been obtained. For example, in the case where σ(x) = tanh gx,
non-linear networks can exhibit chaotic activity when g > 1 (Sompolinsky et al.,
1988). In addition, the ability for non-linear networks to retain the information
about its input has been characterized, and non-normality in the connectivity J
(where JJ⊤ ̸= 1) has been shown to enhance the temporal horizan over which the
network state memorizes the input. Chapter 3 will also mention the advantages of
non-normal networks but in the context of generating time-varying activity that is
scale-invariant.
1.3.2 Recurrent neural network models for machine learning
The power of non-linear recurrent networks in representing maps between arbi-
trary time series is widely known (Maass et al., 2002; Jaeger & Haas, 2004). In
recent years, the advancement in computing power enables them to be widely ap-
plied in the field of artificial intelligence to fit complex maps for real-world use
(LeCun et al., 2015; Graves, 2013; Graves et al., 2016).
Adjusting the parameters of a network in order to fit a map is called a “train-
ing” process. During training, synaptic strengths are iteratively adjusted so that
the difference between the network output and the desired output — the “loss
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function” — is minimized. The algorithm through which the connections are ad-
justed is called the “learning rule”. Commonly used learning rules include back-
propagation, where the connections are adjusted so that the loss function decreases
along the gradient in the space of connection strength, and recursive least square
rule (or FORCE learning as popularized by Sussillo & Abbott, 2009), where the
connection strengths are continuously adjusted according to the covariance struc-
ture of the network activity.
One task that nonlinear recurrent neural networks can be trained to perform
is machine translation, where models based on variations of recurrent network
(Hochreiter & Schmidhuber, 1997) have achieved impressive performance (e.g.
Sutskever et al., 2014). Another application is to train recurrent networks to per-
form the same behavioral tasks that animals are trained to perform (e.g. Mante
et al., 2013; Sussillo et al., 2015; Yang et al., 2019). The network can later be dis-
sected to reveal the computational motifs that contribute to its performance. Some-
times the same motifs can be found in neural recordings while the animals perform
the same task (Mante et al., 2013; Sussillo et al., 2015).
Furthermore, recurrent networks can be fitted to directly generate experimen-
tally recorded neural activity (Rajan et al., 2016). Such models provide a platform
to explore circuit motifs that can produce a given pattern of neural activity ob-
served in experiments.
1.4 STRUCTURE OF THE DISSERTATION
This dissertation presents modeling, theoretical and empirical work on the tem-
poral dynamics of the nervous system across behaviorally-relevant macroscopic
timescales. Chapters 2-4 relate to the topic of scale-invariance in behavior intro-
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duced above in Section 1.1. Chapter 2 explores one of the effects of metabotropic
receptor activation (c.f. Section 1.2.2) on neuronal dynamics over the seconds-long
timescale. A biophysically detailed neural network model is presented to generate
neural activity that could underlie scale-invariance in behavior. A detailed sim-
ulation of a calcium-activated current that depends on the activation of the mus-
carinic receptor (a type of metabotropic receptor) will be shown to enable neurons
to generate gradually changing activity over seconds to tens of seconds. The re-
sulting biophysical network provides a neurally-plausible implementation of the
TILT network introduced above in Section 1.3.1.
Chapter 3 explores the network mechanisms for generating neural dynamics
over macroscopic timescales that could underlie the scale-invariance behavior. It
presents an analysis on the ability of linear recurrent networks (c.f. Section 1.3.1)
to generate scale-invariant neural activity. In particular, it examines the constraints
on the eigenvalues and eigenvectors of their connectivity matrix for such networks
to generate scale-invariant activity.
Chapter 4 contains an empirical analysis also motivated by the experimental
data on scale-invariance in behavior which ranges from timescales of seconds to
minutes (c.f. Section 1.1). It examines the slow dynamics on the timescale of min-
utes in neural activity recorded using the fluorescence imaging technique. It is
found that those slow dynamics are consistent over repeated experiences rather
than exhibiting random drifts.
Chapter 5 studies the long-timescale changes in neural systems over tens of
minutes underlying learning, and is related to the issue of long-term plasticity
introduced in Section 1.2.2. Neural data recorded using electrophysiology while
monkeys learn to associate arbitrary visual stimuli is analyzed, and the informa-
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tion about different task variables in the neural activity both over seconds-long
trials and minutes-long learning sessions are examined.
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CHAPTER 2
A neural microcircuit model for a scale-invariant representation of time
2.1 INTRODUCTION
2.1.1 Behavioral evidence for a scale-invariant internal representation of time
Numerous behavioral experiments in humans and other animals suggest that time
is represented in the brain in a scale-invariant fashion. For example, in interval
timing experiments, the variability of the reproduced interval is proportional to
the duration of the interval (Rakitin et al., 1998; Ivry & Hazeltine, 1995). The distri-
butions of the response to different intervals are scale-invariant in that they over-
lap when rescaled by the duration of the interval, a phenomenon termed the scalar
property (Gibbon, 1977).
Scale-invariance is also often observed in the associative learning rate in ani-
mal conditioning experiments. For instance, it has been shown that the number
of trials needed for animals to develop a conditioned response increases when the
reinforcement latency is increased and decreases when the intertrial interval is in-
creased (Gallistel & Gibbon, 2000). Moreover, as long as the ratio between the in-
tertrial interval and the reinforcement latency is fixed, the number of trials needed
to develop a conditioned response is fixed, again indicating scale-invariance in the
animal’s timing behavior.
Results from memory experiments also point to a scale-invariant representa-
tion of time. The classic power-law of forgetting (Wixted, 2004) indicates that a
single mechanism may underlie both short and long term forgetting. In free re-
call, subjects are given a list of words and are asked to recall them in any order.
The recency effect refers to the phenomenon that words from the end of a list are
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more easily recalled. This effect has been observed over a wide range of timescales,
from fractions of seconds (Murdock & Okada, 1970) to several minutes (Glenberg
et al., 1980; Howard et al., 2008), indicating that a single memory mechanism with
a scale-invariant representation of time may serve under different timescales.
2.1.2 Time cells in the brain
Behavioral scale-invariance requires that the neural system supporting behavior
is also scale-invariant. Recent neurophysiological recordings in behaving animals
show spiking activity at specific temporal intervals by individual neurons, referred
to as time cells. These experimental data provide a possible neural substrate for
timing behavior and various forms of memory (Howard et al., 2015).
Sequentially-activated time cells have been observed in a wide range of behav-
ioral tasks and in many brain regions. Time cells were observed when an animal is
performing delayed match to sample (MacDonald et al., 2011), delayed match to
category (Tiganj et al., 2018), spatial alternation (Salz et al., 2016), or temporal dis-
crimination tasks (Tiganj et al., 2017). Time cells have been found in various parts
of the brain including the hippocampus (MacDonald et al., 2011; Kraus et al., 2013;
Salz et al., 2016), entorhinal (Kraus et al., 2015), prefrontal cortex (PFC) (Jin et al.,
2009; Tiganj et al., 2017; Bolkan et al., 2017) and striatum (Adler et al., 2012; Mello
et al., 2015; Akhlaghpour et al., 2016). A recent study suggests that neurons in the
amygdala are sequentially activated during the intertrial interval of a conditioning
task (Taub et al., 2018).
Time cells exhibit phenomena that are suggestive of time-scale-invariance. The
firing fields of time cells that fire later in the delay period are wider than the fir-
ing fields of time cells that fire earlier in the delay period (Figure 2.1). Moreover,
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the number density of time cells goes down with delay. Although there is not
yet quantitative evidence that time cells are scale-invariant, these findings imply
that the representation of the past is compressed (Howard, 2018) and are at least
qualitatively consistent with a scale-invariant representation. If it turns out that
sequentially-activated time cells support timing behavior, and if time cells are
scale-invariant, then the neurophysiological mechanisms that endow time cells
with scale-invariance are of critical importance in behavior. Scale-invariance of
time cells is important because it provides the temporal basis for an animal to use
the same set of mechanisms to integrate information and make decisions over dif-
ferent time scales. Because the natural world’s choice of scale is not known a priori,
treating all scales equally is adaptive. It can be shown that a logarithmically spaced
one-dimensional receptor optimally represent a function when the statistics of the
stimulus function is unknown (Howard & Shankar, 2018). Just as in visual system
the acuity decreases further away from the fovea and facilitates saccades, a scale-
invariant representation of time where the temporal acuity decreases as we recede
into the past would potentially facilitate retrieval of episodic memory (Howard,
2018).
2.1.3 Chaining models are ill-suited to support scale-invariant sequential acti-
vation
A natural proposal for a model that generates sequentially activated neurons is to
connect neurons sequentially in a one-dimensional chain. Although such chains
can readily model sequentially-activated neurons, it is very difficult to make such
chains scale-invariant.
For instance, Goldman (2009) proposed a feedforward network model for sus-






Figure 2.1: Sequentially activated neurons in the brain. Each row
on each heatplot displays the normalized firing rate for one time cell.
Red corresponds to high firing rate, while blue corresponds to low
firing rate. The cells are sorted with respect to the median of the
spike time in the delay interval. Two features related to temporal
accuracy can be seen from examination of the heatmaps. First, time
fields later in the delay are more broad than time fields earlier in the
delay. This can be seen as the widening of the central ridge as the
peak moves to the right. In addition the peak times of the time cells
were not evenly distributed across the delay, with later time periods
represented by fewer cells than early time periods. This can be seen
in the curvature of the central ridge; a uniform distribution of time
fields would manifest as a straight line. a. After Tiganj, et al., in
press. b. After Tiganj, et al., 2017. c. After Bolkan et al., 2017. d.














































Figure 2.2: (Continued on the following page.)
leaky integrators are sequentially connected. In particular, the neurons all have the
same decay time constant τ . By solving the dynamical equation it can be shown






However this set of activations is not scale-invariant, as they are not of the same
functional form. Figure 2.2 shows the actual and scaled neuronal activity in the
chain. The rescaled neuronal activity becomes more concentrated for the neurons
that are activated later.
This property ultimately arises from the Central Limit Theorem. Consider a
chain of N neurons where every neuron is modeled by a same synaptic kernel
K(t). That is, the activity of every neuron is the convolution of its synaptic kernel
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Figure 2.2: (Previous page.) Simple chaining models produce time
cells, but these time cells are not scale-invariant and have proper-
ties that differ from experimentally-observed time cells. a: A sim-
ple chain of units can give rise to sequentially-activated cells. The
direction of the ‘clock hands’ within the neurons indicate the peak
firing time of that neuron. b. Simulated “time basis functions” con-
structed from the chaining model described in Goldman (2009). Top:
5 successive time basis functions in the chaining model. They repre-
sent the neuronal activity for 5 successive nodes along the chain. We
set τ = 20s. Bottom: The same time basis functions rescaled by the
peak time along the x axis and by the maximum activity along the
y axis. They deviate from each other systematically. It is clear that
the neurons at different points along the chain do not obey scale-
invariance. In particular, the activity of neurons that are activated
later is more concentrated when rescaled. This can be shown in an
asymptotic analysis using the Central Limit Theorem (see text). c.
The heatmap for the activity of 50 neurons in the chaining model.
The number of neurons coding later time is the same as the num-
ber coding for earlier times. This indicates that these neurons do not
represent time in a scale-invariant way.






Since the functions K(t) and gi(t) are bounded, we can treat them as probability
distributions up to a scale factor. Then the activity of the ith neuron gi(t) is propor-
tional to the probability distribution of the sum of the random variables described
by K(t) and gi−1(t). Assuming the kernel K has mean µ and standard deviation σ,
then by the Central Limit Theorem, for large i, gi(t) would have a Gaussian shape
with mean iµ and standard deviation
√
iσ. The coefficient of variation (CV) would
scale as 1√
i
. When rescaled, the neuronal activity for the neurons that get activated
later will be more concentrated. This is indeed what is observed in Figure 2.2.
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This logic is quite general. Systems that develop slow behavior from inter-
actions among elements with a single characteristic time scale will show Central
Limit Theorem scaling and thus not exhibit scale-invariance. This logic applies
whether the kernel with a single characteristic time scale takes the form of a sin-
gle time constant for the leaky integrators, a single time scale of synaptic trans-
mission or a single time constant of a recurrent network. In order to construct a
scale-invariant neural system, it is essential that it be endowed with a range of
characteristic time scales.
Previous work (which we describe in detail below) has shown that one can
build a scale-invariant memory using leaky integrators taking input in parallel,
rather than in series as in the chaining model described above, if the integrators
decay with a spectrum of time constants. This set of leaky integrators represents
the Laplace transform of the past; approximately inverting the Laplace transform
generates a set of units that activate sequentially and are scale-invariant (Shankar
& Howard, 2013), much like neurophysiologically observed time cells (Howard
et al., 2014). In this paper we develop a biologically-realistic minimal neural cir-
cuit to implement these equations. The set of leaky integrators with a spectrum
of time constants is implemented using a previous computational model (Tiganj
et al., 2015) that uses known single-unit properties of neurons in a variety of brain
regions measured from slice physiology experiments (Egorov et al., 2002; Fransén
et al., 2006; Navaroli et al., 2011). We will find that the minimal circuit model to im-
plement the inverse Laplace transform merely implements off-center/on-surround
receptive fields. Moreover temporal rescaling of sequences can be accomplished
by any mechanism that changes the slope of the f-I curve of the leaky integrators.
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2.2 METHODS
Here we describe the mathematical framework for building a set of scale-invariant
time cells. Following that, we describe a biologically-plausible instantiation of
these equations.
2.2.1 A mathematical approach for constructing a scale-invariant history
The neural circuit presented in this paper is built upon a mathematical framework
that has been proposed to construct a representation of the recent past in a dis-
tributed, scale-invariant way (Shankar & Howard, 2012, 2013). This mathematical
model has two layers of nodes. Nodes in the first layer integrate the input stim-
uli with an exponential kernel, equivalent to performing a Laplace transform on
the stimuli. The activity of the nodes in the second layer is obtained by inverting
the Laplace transform using the Post approximation (Post, 1930). After present-
ing a delta function as input to the first layer, the activity of units in the second
layer resembles the firing rates of scale-invariant time cells. The model can be im-
plemented as a two layer feedfoward neural network where the weights can be
explicitly computed as a function of the time constants of the nodes in the first
layer. Here we give a brief overview of the mathematical model and emphasize
the connection to our neural circuit that will be introduced later.
The goal of this method is to reconstruct a vector-valued function over the time
leading up to the present f(t′ < t). For simplicity we focus our attention on a single
component f(t). As shown in Figure 2.3a, this input stimulus is fed in parallel into
a series of leaky integrators F (s, t):
dF (s, t)
dt




𝐹(𝑡, 𝑠) 𝑓((𝑡, 𝜏∗)
b c










































Figure 2.3: (Continued on the following page.)
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Figure 2.3: (Previous page.) Illustration of the scale-invariant math-
ematical model for sequentially-activated time cells. a. Rather than
a simple chain, in this formulation, an input is provided in paral-
lel to a set of leaky integrators, F . These units provide a feedfor-
ward input to another set of units f̃ that function like time cells. The
direction of the ‘clock hands’ within the neurons indicate the time
constant of that neuron (peak time for sequentially-activated cells
and decay time constant for leaky integrators) b. The activation of
f̃ nodes after a delta function input in the mathematical model is
scale-invariant. Top: The activation of 5 f̃ nodes with different time
constants
∗
τ (Equation 2.7). k = 2 is chosen in the inverse Laplace
transform. Bottom: The same functions rescaled by
∗
τ along the x axis
and by the maximum activation along y axis as in Figure 2.2. Unlike
the chaining model, the five lines exactly overlap each other, show-
ing the scale-invariant property. c. Heatmap from the mathemati-
cal model. The time at which a time cell activates is ultimately con-
trolled by the time constant of the integrators that provide input to
it. Choosing the time constants of the leaky integrators controls the
number density of time cells.
Here F (s, t) is the activity of the node labeled by s. α(t) is an an externally con-
trolled parameter. For now, we assume that α(t) = 1. 1 We can observe from
Equation 2.2 that the set of activities F (s, t) are just the Laplace transform of the
original stimuli with Laplace index s.





More specifically if we take the stimulus to be a delta function f(t) = δ(0), the
neuron represented by the F node will simply have an exponentially decay firing
rate with a decay time constant of 1
s
F (s, t) ∝ e−st (2.4)
1By modulating α(t) with velocity, the model can produce place cells (Howard et al., 2014).
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The activity of the F nodes is transformed by a second layer of f̃ nodes. The
f̃ nodes are in one-to-one correspondence with the F nodes. At each moment the
activity of the F node labeled by s is transformed in the following way:
f̃(
∗









τ ≡ k/s is a parameter that indexes the nodes in f̃ 2 and k is some integer
that we later identify to be related to the precision of the inverse Laplace transfor-
mation. The only time-varying part in Eq. 2.5 is F . It will turn out that the value
of
∗
τ specifies the time that each unit in f̃ has its peak activation following a delta
function input.
The above transformation is an inverse Laplace transform in the sense that
f̃(
∗
τ , t) ≈ f(t− ∗τ) (2.6)
where f(t− ∗τ) is the value of the stimulus function a time ∗τ prior to the present. The
approximation becomes exact when k → ∞ (Post, 1930). Because there are many
units in f̃(
∗
τ , t), that set of units traces out the past values of the input function such
that an approximation of the entire function is available at time t. Thus we can see
that the set of activations f̃(
∗
τ , t) constitutes a faithful representation of the original
stimulus function delayed by
∗
τ . This is true regardless of the form of the function
f(t).
To better understand the properties of f̃(
∗
τ), consider the form it has if f(t) is a
delta function at time zero. Then, each node in F (s) decays exponentially as e−st
2Note that this definition of
∗
τ differs from the notation in some previous papers where
∗
τ was
defined to be negative. We adopt this convention for convenience here.
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and each f̃ node is given by:
f̃(
∗
τ , t) =
sk+1
k!

















in the last step.
Equation 2.7 has properties that resemble the firing rate of a time cell with a
peak firing rate at t =
∗
τ . Note that the time-dependence of this expression depends
only on the fraction t∗
τ
. Thus if we rescale the x axis according to
∗
τ , and the y axis
by the maximum activity, the firing activity of all the cells will coincide, as shown
in Figure 2.3b. Thus, the activity of nodes in f̃ is scale-invariant.
This mathematical framework produces a set of functions that resembles the
firing rates of time cells. Moreover this mechanism gives rise to time cells that
are scale-invariant, which would be a desirable property for the brain to possess.
However, it is not clear whether it is possible for neural circuits in the brain to
actually implement this hypothesized mechanism. We will demonstrate that this
is indeed neurally realistic by constructing a biologically detailed neural circuit
that utilizes a biophysical model of exponentially decaying persistent firing neu-
ron (Tiganj et al., 2015) to perform the computation of this mathematical model,
thereby generating a set of scale-invariant time cells.
The values of
∗
τ in f̃ are controlled by the values of s in F . It remains to specify
the distribution of values of s and thus
∗
τ . In order to preserve scale-invariance,
equate the information content of adjacent nodes (Shankar & Howard, 2013) and
enable f̃ to implement Weber-Fechner scaling (Howard & Shankar, 2018), we
choose the values of
∗
τ to be logarithmically spaced as shown in Figure 2.3c. This
is equivalent to choosing the number density of s to go down like s−1. Power
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law distributions of time scales emerge in physical systems under quite general
circumstances (e.g. Amir et al., 2012)
2.2.2 A biophysical model implementing this mathematical framework
The mathematical framework requires two physical processes. One is a set of
exponentially-decaying cells with a spectrum of time constants. For this we follow
(Tiganj et al., 2015) with a set of integrate-and-fire neurons equipped with a slowly
decaying calcium-dependent non-specific cation current (Fransén et al., 2006). The
second process is an implementation of the operator to approximately invert the
Laplace transform in Eq. 2.5. We will implement this with a neural circuit with
realistic synaptic conductances. First, however, we discuss how to implement the
derivatives Eq. 2.5 with discrete values of s.
2.2.2.1 The weight matrix for inverse Laplace transform WL
By Equation 2.5, the connection weights should depend on the discretized kth
derivative with respect to s. To write derivatives in matrix form, imagine there
are three successive F nodes, with labels s−1, s0 and s1. Note that the first deriva-
tive of a function with respect to s0 can be approximated as a weighted average of
the slope of the line connecting the successive points on the curve.
dF (s0)
ds














The factors in the parentheses account for the fact that the accuracy of the slope
further away from the point s0 is a less accurate estimate of the derivative.3
The derivative as expressed in Equation 2.8 is a linear combination of F (s1),
3This approximation works when the second derivative d
2f(s)
ds2 does not change sign along the
interval [s−1, s1]. This is always the case for F (s, t).
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F (s0) and F (s−1) with coefficients determined by s1, s0 and s−1. Therefore if we
represent the function F (s) by a discretized vector of values
F (s) → F ≈ [F (s1), F (s2), ... F (sN)]T (2.9)




where the matrix D is given by
Di,i−1 = −
s1 − s0




(s0 − s−1)(s1 − s−1)
− s0 − s−1




(s1 − s0)(s1 − s−1)
(2.13)
for i = 1, 2, . . . , N and all the other elements are 0. The kth derivative can be




After we have the matrix representation of the kth derivative, the activity for a
given f̃ node f̃(t, s) can be approximated by a linear combination of the F node




sk+1 ⊙DkF(t) ≡ WLF(t) (2.15)
where ⊙ represents element-wise multiplication, and sk+1 = [sk+11 , sk+12 , ... sk+1N ]T .
Thus the inverse Laplace transform is readily implemented in a neural network
via a weight matrix WL.
30
In our simulation we will choose k = 2, so for a given f̃ node labeled by s0 its
activity at any given time t will depend on its five nearest neighboring F nodes,
F (t, s−2), F (t, s−1), F (t, s0), F (t, s1) and F (t, s2). In this simulation, we have 9 F
nodes labeled by s1 to s9. According to above they will generate 5 f̃ nodes.
2.2.2.2 A biophysical model for exponentially decaying persistent firing neurons





implementing these equations requires some mechanism
implementing time constants of at least tens of seconds. It is non-trivial to identify
a biophysical mechanism that can result in persistent spiking that lasts over that
period of time. While recurrent connections with appropriate eigenvalues would
implement this property perfectly well, here we follow previous work that uses
known single-cell properties to build long time constants. Tiganj et al. (2015) de-
veloped a computational model of single neurons that uses a calcium-activated
nonspecific (CAN) cationic current to achieve decay time constants up to several
tens of seconds under realistic choice of parameters. Here we utilize that same
model as the neural realization of the F nodes.
The model works because cells contain a slowly-deactivating current that de-
pends on calcium concentration. Because this current causes spikes, and because
spikes cause an influx of calcium, this mechanism can result in very long func-
tional time constants. Because the functional time constant depends on spiking,
mechanisms that alter the amount of current needed to cause a spike also alter the
functional time constant.
The dynamics of the model are summarized as follows:




Layer I neurons (F)
Layer II neurons
Output layer neurons/
Time cells (𝑓%(𝑡, 𝜏∗))
= 12 layer I neurons
= 4 layer II neurons
Figure 2.4: Schematic of the architecture of the biological network.
Only a subset of the second layer neurons are drawn. Each blue cir-
cle represents 12 first-layer neurons. Each orange circle represents
4 excitatory second layer neurons. Each orange triangle represents
4 inhibitory second layer neurons. Each black circle represents one
output layer neuron. The direction of the ‘clock hands’ within the
neurons indicates the time constant of that neuron. In the actual sim-
ulation, 9 groups of 12 persistent spiking first-layer neurons connect
to 5 output layer neurons (later identified as time cells) via weights
generated by a matrix representation of the inverse Laplace trans-
form WL. In order to satisfy Dale’s Law, an excitatory/inhibitory
second layer neuron is placed on each positive/negative connection.
In total, there are 108 first-layer neurons, 100 second layer neurons
and 9 output layer neurons.
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where Cm is the membrane capacitance and iCAN is the CAN current.
2. The CAN current is given by
iCAN(t) = ḡCAN m [vm (t)− ECAN] (2.17)




ECAN is the reversal potential of the CAN current ion channels and m is a
dimensionless quantity between 0 and 1 that is associated with the activation
of the CAN current ion channels.
3. Critically, the value of m depends on the concentration of calcium. Following
previous computational work (Traub et al., 1991; Fransén et al., 2002), we




= a [Ca2+](t)(1−m)− b m (2.18)
where a and b are free parameters. Following Fransén et al. (2002), we choose
a and b as 0.02 and 1, respectively, in this simulation.
4. The dynamics of the calcium concentration is given by an exponential decay








where τp is the decay time constant.
5. Critically, a fixed amount of calcium influx occurs whenever the cell fires an
action potential.
[Ca2+](t) → [Ca2+](t) + kCa (2.20)
Tiganj et al. (2015) showed both analytically and numerically that under the appro-
priate assumptions the firing rate will be approximately exponentially decaying
with a functional decay time constant τ that far exceeds the decay time constant τp










where γ = a (v̄m − ECAN), v̄m is the average membrane potential during a spike
and Q is the total charge influx during a spike. Note that this expression allows
infinite values of the functional time constant. This expression holds when the
neurons are in the linear regime and when the change of m is much faster than
the change of calcium i.e., 1
a[Ca2+](t)+b ≪ τp and the interspike interval is much less
than τp, the decay time constant of the calcium concentration. Therefore, there
would slight deviations from exponential at low firing rate. In the simulation we
choose the parameters to satisfy the two conditions above, so that the firing rates
are well approximated by exponential decaying functions with a broad range of
time constants.
2.2.2.3 first-layer neurons implementing F nodes
The first layer consists of 108 integrate-and-fire neurons driven by the CAN cur-
rent described above, modeling the F nodes from the mathematical model. The set
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of model neurons spans 9 different values of s with 12 neurons for each value. To
model the experimental finding of logarithmically-compressed timeline, the time
constants 1/s were chosen to be logarithmically spaced between 2 s and 83 s by
adjusting maximum CAN current conductance gCAN and initial calcium concen-
tration in the CAN driven persistent firing neuron model above according to Ta-
ble 2.1. All the model parameters are summarized in Table 2.1
2.2.2.4 Second-layer neurons relay the activity and ensure Dale’s law
The expression for the synaptic weights WL in Eq. 2.15 requires both positive and
negative connections. The 9 groups of first-layer neurons are connected to 5 output
layer neurons (time cells) via connection matrix WL with k = 2. If there were
only direct connections between first-layer neurons and the output layer neurons,
implementing WL would violate Dale’s Law. To ensure adherence to Dale’s law
we place a second layer neuron on every connection. The second layer neurons are
inhibitory or excitatory depending on the sign of the connection weight that they
convey to the output neurons, as shown in Figure 2.4.
To keep the firing rates of the second layer neurons in a reasonable regime, the
PSPs (postsynaptic potentials) coming from 3 first-layer neurons from the same
group are used as the input to one second layer neuron. second layer neurons are
modeled as leaky integrate and fire neurons. The time evolution of the second
layer neurons is given by
Vint(t + △t) =








i=1 PSPpre,i(t) + 0.42U (0, 1) otherwise
(2.22)
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where Eint is the resting potential for the second layer neurons, τint is the membrane
time constant, PSPpre,i is the postsynaptic potential (PSP) coming from first-layer
neuron i modeled as an alpha function and a noise term U (0, 1) represents a ran-
dom number drawn uniformly from (0, 1). We added a background voltage of
0.42mV so that the second layer neurons are in their linear regime, an essential
point to ensure scale-invariance.
2.2.2.5 Second-layer cells project to output layer cells
PSPs generated by the second layer neurons with 5 different time constants of the
intermediate neurons are summed up and provide input to the output layer neu-
rons, as in Figure 2.4. The weight matrix WL is implemented by different PSP am-
plitudes of individual second layer neurons, which can be computed from Equa-
tions 2.11-2.15. We also rescaled the individual PSPs so that the inputs to the dif-
ferent output layer neurons have the same maximum. This ensures that the output
layer neurons are all in their linear regimes. A biophysical mechanisms to achieve
such a regime could be due to homeostatic synaptic scaling in which the activity of
neurons regulates the magnitude of synaptic inputs (Turrigiano et al., 1998). Later
we will elaborate that as the time constants of nearby neurons become closer (i.e.,
si+1 − si → 0), the receptive field will closely resemble an off-surround, on-center
one.
2.2.2.6 Output layer cells model the f̃ nodes in the mathematical framework
The output layer neurons are also leaky integrate and fire neurons.
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Vpost(t + △t) =













where i indexes different time constants and j indexes the different second layer
neurons with the same time constant.
Although CAN current is prevalent in pyramidal neurons, the amount of per-
sistent spiking in different populations of entorhinal cortex neurons varies, with
less persistent spiking in stellate cells (Klink & Alonso, 1997; Yoshida et al., 2013).
Thus, the CAN current may be present in different magnitudes in different neu-
ronal populations. We have used simple integrate and fire neurons in the output
layer as a simplified initial representation, but future implementations could in-
clude a more complex range of membrane currents.
We use alpha functions for modeling the synaptic potentials and Euler’s
method with a time step of 0.1 ms in MATLAB 2016a to implement differential
equations.
2.3 RESULTS
There are two primary results in this paper. The first is that the simulated output
layer neurons, like time cells, fire sequentially in response to a delta function input
and the sequential firing is approximately scale-invariant. This property comes
from receptive fields that can be understood as off-center/on-surround in the pro-
jections to the output layer units. The second is that the simulated neural sequence
can be rescaled by adjusting the gain of the first-layer neurons. Before describing
those results, we first describe the activity profile of each of the layers in turn.
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2.3.1 First-layer neurons showed exponential decay with a range of time con-
stants
The first-layer neurons as shown in the bottom layer of Figure 2.4 are driven by
the input to the network. They are equipped with an internal CAN current and
have persistent, exponentially decaying firing rates. The decay time constants are
logarithmically spaced between 2.04 s and 83.49 s. This is achieved by adjusting
the maximum CAN current conductance gCAN and initial calcium concentration
according to Table 2.1.
The dotted lines in Figure 2.5a,b are exponential functions; the degree to which
the firing rates align with these theoretical functions confirm that the firing rates
indeed decay exponentially. This is in accordance with the activity of the F nodes
in the mathematical model.
There are 9 groups of first-layer neurons in total, each neuron within a group
has the same time constant. Within each group there are 12 first-layer neurons with
the same parameters. For every 3 of them, their PSPs are summed up and sent as
input to one second layer neuron, as shown in Equation ?? and Figure 2.4.
2.3.2 Second layer cells also decayed exponentially
The second layer cells shown in the middle layer of Figure 2.4 are leaky integrate
and fire neurons, with parameters given in Table 2.1. Driven by upstream neurons
with exponentially decaying firing rates, they also display firing rates that decay
exponentially, at least initially. At very long times they maintain a background fir-
ing rate of around 1 Hz due to the background current as described in Equation ??.




Figure 2.5: Neurons in the first and second layer decay exponen-
tially. a. The first-layer is composed of exponentially decaying per-
sistent spiking neurons with CAN current. These cells are driven by
the network input. b. Firing rates for first-layer neurons. Nine ex-
ample neurons with time constants logarithmically spaced between
2.04 s and 83.49 s are shown. The dotted lines are exponentially de-
caying functions from theoretical prediction. c. The second layer
is composed of leaky integrate and fire neurons. They are driven di-
rectly by the downstream persistent spiking neurons in the first layer.
They serve the role of exciting and inhibiting the neural activity from
first layer to the output layer in order to complete the computation of
the inverse Laplace transform. d. Firing rates for nine second layer
neurons with different decay constants. All firing rates are averaged
over 100 trials.
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is crucial for exact scale-invariance of the computation performed by this neural
circuit.
The PSPs of the second layer neurons contribute differently to the output layer
neurons due to the different amplitude of their individual PSPs. The PSPs of sec-
ond layer neurons with 5 different time constants provide input to one output layer
neuron, as shown in Figure 2.4. Since each second layer neuron is only involved in
one connection, Dale’s Law is satisfied by simply choosing the second layer neuron
to be excitatory if it corresponds to a positive weight, and vice versa. The model
does not have constraints on the specific type of synaptic transmitter used. For
this particular simulation, the excitatory neurons activate postsynaptic receptors
with NMDA. The postsynaptic potential is modeled as an alpha function with a
time constant of 45 ms (Otis & Mody, 1992). The inhibitory neurons activate post-
synaptic receptors with GABAA. The time constant for the postsynaptic potential
is 15 ms (Perouansky & Yaari, 1993).
2.3.3 Post-synaptic neurons fired sequentially and were approximately scale-
invariant
The post-synaptic cells shown in the top layer of Figure 2.4 are also modeled as
leaky integrate and fire neurons. When driven by the PSPs from the second layer
neurons, their firing rates resemble the mathematical expression of Equation 2.7.
As shown in Figure 2.6 their peak firing times scale with the width of their firing
fields. When rescaled according to peak firing times, their firing rates overlap with
each other. This indicates that the output layer neurons fire sequentially and have




Figure 2.6: Our model produces scale-invariant time cells that re-
semble neural data. a. The output layer consists of 5 leaky inte-
grate and fire neurons which we identify as time cells. b. From
top to bottom: output layer firing rates for the five time cells gen-
erated by this network. Rescaled version of the firing rates for the
five neurons. It is clear that the firing rates coincide with each other
when rescaled, showing that the firing rates for the time cells are
indeed scale-invariant. Firing rates are averaged over 100 trials. c.
Heatmap generated from 100 simulated time cells. Compare to Fig-
ures 2.1, 2.2c, and 2.3c.
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2.3.4 The weight matrix WL approximates an off-center, on-surround receptive
field when time constants are densely spaced
In the above simulation we chose a specific series of time constants and the neigh-
boring index k = 2 in the inverse Laplace transform, and the connectivity pat-
tern is given by Equation 2.15. For any choice of time constants and k value,
the general form of connectivity can be derived from the matrix WL in Equa-
tion 2.15. We found that as the time constants of nearby f̃ nodes become closer (i.e.,
si+1 − si → 0), the receptive fields will become more similar to a symmetrical off-
center, on-surround one. To this end, we ran an additional simulation with 99 (in-
stead of 9) time constants logarithmically spaced between 2 s and 50 s. The results
are shown in Figure 2.7. The receptive fields for all the time cells have the same
off-surround, on-center shape, and their firing rates are still scale-invariant. In vi-
sion, receptive fields like this can be learned from natural scene statistics by max-
imizing statistical independence (Bell & Sejnowski, 1997) or sparsity (Olshausen
& Field, 1996). If temporal and visual information processing reflect similar prin-
ciples (Howard, 2018), it is possible that the receptive field in our model could
also reflect the adaptation of our mechanism of temporal information processing
to statistical properties of the world.
2.3.5 The network exhibits linearity in response to a square wave input
In the above simulation we presumed that the time cells fire during a delay period,
whose start is signaled by some stimulus which we abstracted as a delta function.
In reality we would be interested in the response of the network to a temporally
extended stimulus. To this end we ran the model with a square wave input that
lasted for 150s. Since the Laplace transform of a continuous function is just the
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Figure 2.7: Increasing the number of first-layer neurons result in
off-center, on-surround receptive fields for time cells. We showed
that as the nearby time constants get closer, the shape of the receptive
field becomes similar to an off-center, on-surround one. We simu-
lated the network activity using an augmented version of the model
with 99 time constants for first-layer neurons spanning 2s-50s. The
resulting receptive fields become almost off-center, on-surround (a
right, distance indicates the distance from the second layer neuron
with the same label s as the output layer neuron (black circles, a left),
line thickness in a left schematically represents the amplitude of the
receptive fields). The firing rates of the time cells still remain scale-
invariant (b top, activity of 6 representative time cells. b bottom: the
firing rates rescaled along the x axis by peak time.)
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convolution of that function with the Laplace transform of a delta function, the
response of the time cells in theory would just be the convolution of the stimulus
with the impulse response given by Equation 2.7. As shown in Figure 2.8, the firing
rates of the first layer and second layer neurons faithfully represent the Laplace
transform of the square wave input, and the firing rates of the time cells agree
with the theoretical prediction (shown as solid lines in the figures).
2.3.6 Time rescaling of time cells can be achieved by globally changing f-I
curves of first-layer neurons
This mathematical approach can readily simulate the “time rescaling" phe-
nomenon, where the firing fields of time cells are rescaled by the length of the delay
interval (MacDonald et al., 2011; Mello et al., 2015; Wang et al., 2018). In recurrent
neural network models, time rescaling manifests itself as a collective phenomenon
where the neural trajectory sweeps through similar space but with different linear
(Hardy et al., 2017; Wang et al., 2018) or angular (Goudar & Buonomano, 2018)
speeds. In previous work based on reservoir computing frameworks, rescaling re-
quires learning new sets of weights. On the contrary in the current framework,
rescaling of the neural sequence is achieved simply by cortical gain control, i.e., a
global change in the slope of the f-I curves among all the first-layer neurons.
Figure 2.9 shows the results of two simulations where the speed of the sequence
was rescaled by α = 1
2
and α = 2, according to Equation 2.2. This is equivalent to
the time constants of all the first-layer neurons being rescaled by 1
α




respectively. Notice that according to Equation 2.21, the time constant is controlled
by the maximum CAN current conductance gCAN, calcium influx after a spike kCa
and the charge required for a spike Q. These variables all affect the slope of the f-I
curves of the first-layer neurons. Here we altered the conductance (gCAN) of all the
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Figure 2.8: The network implements the Laplace transform and
inverse for a temporally extended stimulus. We simulated the net-
work activity with a square wave input (top left). The network ac-
tivity agrees with the theoretical prediction from the mathematical
framework. The first layer neurons and the second layer neurons ex-
hibit the activity of a charging capacitor (5 representative first layer
neurons, top right; 5 representative second layer neurons, bottom
left). The firing rates of time cells (bottom right, 5 representative
time cells shown) agree with the prediction from the mathematical
framework (black line)
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first-layer neurons. This potentially reflects the effect of acetylcholine on the ac-
tivation of the muscarinic receptors. Previous study has shown that activation of
the muscarinic receptors activates a calcium-sensitive, nonspecific cation current
(Shalinsky et al., 2002) which induces persistent firing (Hasselmo & McGaughy,
2004; Egorov et al., 2002; Yoshida & Hasselmo, 2009; Jochems et al., 2013). High
levels of acetylcholine are also associated with attention, which is related to the
change in cortical gain (summarized in Thiele & Bellgrove, 2018). We focused on
changes in CAN current conductance because of this data on the effect of acetyl-
choline. Less data is available on modulations of other physiological parameters.
Indeed as shown in Figure 2.9a,b changing the slope of the f-I curves changes
the time constants of first-layer neurons. Figure 2.9c shows the firing rates of the
same time cells before and after the change in α. Their firing fields appear rescaled
by the scaling factor 1
α
, in accordance with observation(MacDonald et al., 2011;
Mello et al., 2015).
Figure 2.9b shows the peak times of 55 time cells before and after remapping.
The sequentially activated time cells follows a straight line, indicating that the time
cells indeed code relative time during an interval.4
2.4 DISCUSSION
We proposed a neural circuit that encodes the Laplace transform of an input func-
tion and then approximately inverts the Laplace transform to produce a series of
sequentially firing cells. The time constants and the peak firing times of the time
cells range from a few seconds to almost 100 seconds. Critically, the firing rates
of the sequentially-activated time cells are scale-invariant. This provides a possi-
4Note that in this simulation we used an augmented version of the model where the first-layer




Figure 2.9: (Continued on the following page.)
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Figure 2.9: (Previous page.) Rescaling of time cell firing rates by a
global change of the slope of the f-I curves. We simulated the "time
rescaling" phenomenon described in MacDonald et al., 2011, where
the firing fields of time cells are rescaled according to the length of
the delay interval. We globally changed the slopes of the f-I curves
of all the first-layer cells by means of changing the maximum CAN
current conductance gCAN (a, three f-I curves of the same first-layer
cells when the delay interval is changed to half (blue), twice (red),
and the same as the original). This results in the rescaling of the
peak times of all the time cells (b, red: peak times become twice the
original, blue: peak times become half the original. Three straight
lines indicate y = 0.5x(blue), y = x(black) and y = 2x(red)). Firing
rates of 3 representative time cells are shown in c (before remapping
(c,top), when the delay interval is changed to one half (c,middle) and
twice (c,bottom) of the original, same color indicates the same cell).
The firing rates of the same time cell under different delay lengths
coincide when the time axis is rescaled according to the peak times
(d). Color indicates the same cell in (c), thick line: α = 2, dotted line:
α = 1, thin line: α = 0.5)
ble neural substrate for the scalar timing behavior observed across a wide range
of timescales in behavioral tasks, and also approximates the neurophysiological
recordings of sequentially activated cells that have been observed across a wide
range of regions of the cortex including the hippocampus(MacDonald et al., 2011;
Salz et al., 2016), PFC (Tiganj et al., 2017) and striatum (Adler et al., 2012; Mello
et al., 2015).
2.4.1 Constraints on the neural circuit to preserve scale-invariance
A biological constraint on the neural circuit that can cause deviation from scale-
invariance is the input-output function (f-I curve) of the second layer neuron. Only
when the second-layer neurons are in their linear regimes can they faithfully relay
the temporal information from the presynatic neurons to the output layer neurons.
Since we modeled the second layer neurons as leaky integrate and fire neurons,
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their f-I curves are discontinuous near the threshold input value. Thus some back-
ground firing is required for the second layer neurons to be in their linear regimes.
Also some steady background firing for the first-layer neurons would not change
the scale-invariance property, since a constant shift in F (s, t) would not affect the
derivative that contributes to the inverse Laplace transform.
Alternatively, any type-I model neuron with a linear f-I curve would satisfy
the biological constraint imposed by scale-invariance, with or without background
firing. By appropriately modeling an adaptation current, a log-type f-I curve could
be transformed into a linear one (Ermentrout, 1998).
2.4.2 Experimental evidence on persistent firing
Additional biological features of this model are the use of decaying persistent spik-
ing activity, which resembles the persistent firing properties observed in intracel-
lular recordings from slice preparations of the entorhinal cortex (Klink & Alonso,
1997; Tahvildari et al., 2007; Jochems et al., 2013; Egorov et al., 2002; Yoshida et al.,
2008) and peririnal cortex (Navaroli et al., 2011). Mechanisms of decaying per-
sistent firing has also been observed in other structures such as hippocampus
(Knauer et al., 2013) and prefrontal cortex (HajDahmane & Andrade, 1996). In
addtion, there are in vivo recordings showing a spectrum of timescales across cor-
tex (Bernacchia et al., 2011; Murray et al., 2014; Meister & Buffalo, 2017; Tsao et al.,
2017).
2.4.3 Alternative approaches to implementing the mathematical model
There are other neural circuit models that produce sequentially activated neurons,
but to our knowledge, the present model is the first one that has the additional fea-
ture of scale-invariant neuronal activity. However, functionally identical models
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with different biological realizations of the same equations might also be possible.
For example, rather than implementing long functional time constants via intrin-
sic currents, one could construct an analog of Eq. 2.2 using recurrent connections.
For example, Gavornik and Shouval showed that in a spiking recurrent neural
network trained to encode specific time intervals, units exhibit persistent spiking
activity (Gavornik & Shouval, 2011). Other neural circuits for computing the in-
verse are also possible. The computation of the inverse Laplace transform amounts
to a suitable linear combination of inputs from cells with exponentially decaying
firing rates. Poirazi et al., 2003 showed, in a detailed compartmental model of a
hippocampal CA1 pyramidal cell, that the dendritic tree functions as a two-layer
artificial neural network. Thus a single dendritic tree could implement something
like WL used here. It is also within the realm of possibility that the exponentially
decaying firing rates could be replaced with slow dendritic conductances.
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Generation of Scale-invariant activity in linear recurrent networks
3.1 INTRODUCTION
The current state of the brain can carry memory for the past via history-dependent
dynamics. This memory can be used to adaptively shape behavior to anticipate the
future. However, the natural world has temporal relationships on a wide range of
timescales (e.g. Voss & Clarke, 1975). This presents a problem in the design of
the history-dependent dynamics of the brain. The world can contain behaviorally
relevant predictive information over a range of scales, but we do not necessarily
know the relevant timescales a priori. Suppose the brain’s dynamics had a single
characteristic scale so. If the world contains useful information at a scale much
longer than so, this information would be invisible to the brain’s dynamics and
the system would not be able to exploit this information. Similarly, if the world
contains useful information at a scale much shorter than so, the brain’s dynamics
would not represent this information efficiently. One solution is a dynamic rep-
resentation of the world that is scale-invariant across time (Howard & Shankar,
2018). Indeed, a spectrum of timescales is an essential ingredient in neural cir-
cuit models for temporal pattern recognition (Tank & Hopfield, 1987; Hopfield &
Brody, 2000; Buonomano & Maass, 2009; Gütig & Sompolinsky, 2009).
There is empirical evidence suggesting that the brain in fact implements some-
thing like scale-invariance. Decades of research in cognitive psychology demon-
strate that human timing and memory behavior exhibit the same properties on a
wide range of timescales (Murdock, 1962; Glenberg et al., 1980; Rakitin et al., 1998;
Howard et al., 2008). Sequential neural activity has been observed in many areas
of the brain and is thought to have important cognitive functions in memory and
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decision making (MacDonald et al., 2011; Harvey et al., 2012; Howard, 2018). In
light of these considerations, recently it has been proposed that “scale-invariance”
is a desirable property for neural sequences (Shankar & Howard, 2012, 2013). In a
scale-invariant neural sequence, the cells that are activated later have wider tempo-
ral receptive fields. More specifically, the responses of different cells have identical
time courses when they are rescaled in time by their peaks. The hypothesis of scale-
invariant neural sequences for time is consistent with recent electrophysiological
recordings of “time cells” during a delay period when animals are performing var-
ious cognitive tasks (Pastalkova et al., 2008; Jin et al., 2009; MacDonald et al., 2011;
Kraus et al., 2013; Mello et al., 2015; Salz et al., 2016; Tiganj et al., 2018). The firing
fields of time cells that fire later in the delay period are wider than the firing fields
of time cells that fire earlier in the delay period.
Many researchers have studied recurrent neural networks that generate se-
quential activity (Goldman, 2009; Rajan et al., 2016; Wang et al., 2018), but not many
of these works considered scale-invariant sequences (but see Voelker & Eliasmith,
2018). In this paper we seek to identify general constraints on the network con-
nectivity for the generation of scale-invariant neural sequences in recurrent neural
networks. We study a linear network of interacting neurons. The f-I curve of many
neurons are observed to be largely linear (e.g. Chance et al., 2002). The learning
dynamics of linear feedforward neural networks exhibit many similarities com-
pared to their non-linear counterparts (Saxe et al., 2013). Therefore linear neural
networks provide a good model for studying systems-level properties of real neu-
ronal circuits.
The paper is organized as follows. In Section 3.2 the network constraints for
the generation of scale-invariant neural sequences are derived analytically. The
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exact constraints hold when the connectivity matrix has real, distinct eigenvalues.
The modifications to generalize them to complex and distinct eigenvalues are dis-
cussed. Networks with degenerate eigenvalues are discussed in Appendices A.3
and A.4. To illustrate the mathematical result, in Section 3.3 two example net-
works with different single cell dynamics are constructed. Each of the constraints
are broken to show that they are necessary for scale-invariance. In Section 3.4,
we compare the eigenvectors and eigenvalues of a chaining model and a random
recurrent network with those of the examples in Section 3.3. It is shown that nei-
ther of these networks satisfy the structural constraints derived from Section 3.2,
therefore neither of them support sequential neural activity that is scale-invariant.
3.2 DERIVATION OF THE CONSTRAINTS FOR SCALE-INVARIANCE
In this section we derive the constraints on the connectivity matrix of a linear re-
current network for it to support scale-invariant activity. In Section 3.2.1, we start
with a formal definition of scale-invariance of network activity. In Section 3.2.2
and Section 3.2.3 we will derive the two constraints on the connectivity matrix to
achieve scale-invariance. Lastly in Section 3.2.4, we point out that in addition to
the two constraints, a particular initial condition is required for the subsequent
network dynamics to be scale-invariant. These constraints are sufficient and nec-
essary for a network to generate scale-invariant activity, but only if the network
connectivity matrix has real, distinct eigenvalues. We mention a straightforward
modification to the results when the network has complex but distinct eigenval-
ues. The details are shown in Appendix A.1. We discuss the modifications to the
constraints for matrices with degenerate eigenvalues in Appendices A.3 and A.4.
We also show in Appendix A.5 that deviations from the constraints derived below
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will cause a graceful degradation in the scale-invariant property of the resulting
network activity.
3.2.1 Formulation of the problem
We consider the autonomous dynamics of a linear recurrent network with N neu-
rons:
ẋ(t) = Mx(t), (3.1)
where x is an N -dimensional vector summarizing the activity of all the neurons in
the network and M is the N × N connectivity matrix of the network. We consider
the case where there is no input into the network since sequential neural activity is
thought to be maintained by internal neuronal dynamics (Pastalkova et al., 2008).
Scale-invariance of the network activity means that the responses of any two
neurons in the sequence are rescaled version of each other in time (Figure 3.1b).
Mathematically, this requirement can be written in the following form:
xi(t) = xj(αijt), ∀i, j ∈ 1, 2, ..., N. (3.2)
That is, for every pair of neurons i and j, their responses xi(t) and xj(t) are rescaled
in time by a factor αij . As will be discussed below, this condition can only be sat-
isfied when the network connectivity has real, distinct eigenvalues. Otherwise,
only a subset of responses can be rescaled versions of each other. Therefore, in
the following sections we are going to focus on connectivity matrices with real,
distinct eigenvalues. We will derive two conditions on the connectivity matrix M
necessary for Equation 3.2 to hold and for the network to generate scale-invariant
sequential activity. When the connectivity matrix has complex, distinct eigenval-
ues, we will state the constraints that allow it to have two distinct scale-invariant
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sequences. The modifications to the constraints when the eigenvalues are degen-
erate are discussed in Appendices A.3 and Appendices A.4.
3.2.2 Constraint 1: Geometrically spaced network timescales
We start by solving Equation 3.1 using the standard eigendecomposition tech-
nique. We diagonalize the connectivity matrix M as M = UΛU−1 where Λ is a
diagonal matrix consisting of the eigenvalues and U is a matrix whose columns
are the eigenvectors of M. The solution of Equation 3.1 is then a linear combina-










where the Ai’s are constants determined by the initial condition and are absorbed
into the definition of the matrix Ũ.








αijλkt ∀i, j ∈ 1, 2, ..., N. (3.4)
For this equation to hold, the time-dependent parts on both sides of the equation
must be identical. This means that all the eigenvalues involved in the left hand side
of the equation should be equal to a scaled version of the eigenvalues involved in
the right hand side. In other words, for each λk there should exist an integer δ such
that λk+δ = αijλk. The only way to achieve this is to have a geometric progression
of eigenvalues (network timescales) (Figure 3.2a). For example, λ1 = −1, λ2 = −2,
λ3 = −4, etc.. Therefore we arrive at the first constraint (as depicted in Figure 3.2a):
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Figure 3.1: (Previous page.) Scale-invariance for neural sequences
and the setup of the problem. a Left: the raster plots (top) and
trial-averaged firing rates (bottom) for three neurons from MacDon-
ald et al. (2011). The neurons were recorded in the hippocampus
of rats during a delay period when they were waiting to sample an
odor. The neurons that fire later in the delay period show wider re-
sponses than neurons that fire earlier during the delay. Right: a scat-
ter plot showing the relationship between the width of each neuron’s
response and the peak time at which that neuron fires for all neurons
recorded from Salz et al. (2016)). Neurons were recorded in the CA3
region of the rat hippocampus during the delay period of a T-maze
alteration task when the animal was running on a treadmill. b. In
this work, we study the dynamics of a linear recurrent network. We
seek constraints on the network connectivity matrix M (b, left) such
that the activity of every pair of neurons (here for example neurons i
and j, middle) are rescaled version of each other in time (right).
nalizable and has real, distinct eigenvalues to generate scale-invariant activity, the
eigenvalues must form a geometric progression.
Remarks: The above constraint needs to be slightly modified when there are
complex eigenvalues, since the eigenvalues must come in complex conjugate pairs
for the connectivity matrix M to be real. It can be shown (for details see Ap-
pendix A.1) that contrary to the definition of scale-invariance above (Equation 3.2),
there can at best be two scale-invariant sequences, where the responses of neurons
in different sequences are not rescaled versions of each other. For this to happen,
all the eigenvalues must be complex1. Therefore Constraint 1 in the case of com-
plex eigenvalues is as follows (See Appendix A.1 for details):
Constraint 1 for connectivity matrices with complex eigenvalues: For a linear recur-
rent network whose connectivity matrix is diagonalizable and has complex eigen-
values to generate two sequences of scale-invariant activity, the eigenvalues must
1When there is a mixture of real and complex eigenvalues, there will be at least 3 sequences,
which is further away from the strict definition of scale-invariance in Equation 3.2. Therefore we
do not consider this case in this paper.
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all be complex and form two geometric progressions that are complex conjugate
with each other.
In the example networks constructed in this paper, all of the eigenvalues have
negative real parts to prevent unbounded growth of network activity.
3.2.3 Constraint 2: Translation-invariant eigenvectors
A second constraint for Equation 3.4 to hold is that the rows of Ũ must satisfy a
translation-invariant relationship. Ũi,k+δ = Ũjk. This way the modes that different
neurons pick out will be rescaled versions of each other. Recall from Equation 3.3
that Ũij = UijAj . Therefore the condition above is equivalent to the columns of the
matrix U being translation-invariant up to a constant. For example, the different
columns could be v1 = [1,−1, 0, 0, 0], v2 = [0, 1,−1, 0, 0], v3 = [0, 0, 1,−1, 0], etc..
Notice that the columns of U are just the eigenvectors of M. Therefore, we reach
the second constraint (see Figure 3.2b for a graphical illustration):
Constraint 2: For a linear recurrent network whose connectivity matrix has real,
distinct eigenvalues to generate scale-invariant activity, the eigenvectors must con-
sist of the same motif (up to a scaling factor) at translated entries. In other words,
the eigenvectors must be translation-invariant.
Remarks: When the connectivity matrix has complex eigenvectors, they must
come in complex conjugate pairs to ensure that the matrix is real. In this case, it
can be shown (for details see Appendix A.1) that there can at best be two scale-
invariant sequences, contrary to the definition of scale-invariance above (Equa-
tion 3.2). The responses of neurons in different sequences are not rescaled versions
of each other. For this to happen, all the eigenvalues must be complex, and Con-
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straint 2 in the case of complex eigenvalues is as follows (see Appendix A.1 for
details):
Constraint 2 for connectivity matrices with complex eigenvalues: For a linear re-
current network whose connectivity is diagonalizable and whose eigenvalues are
complex to generate two sequences of scale-invariant activity, each eigenvector
should either be a translated version of another eigenvector or its complex conju-
gate.
A motif with length L in a vector of length N can at most be translated N − L
times. Therefore, there will be L eigenvectors that are not translated versions of
the rest of the eigenvectors. In this work we are interested in large networks where
N ≫ L. Therefore this number is negligible compared to the total number of
eigenvectors.
3.2.4 A note on initial conditions
Besides the constraints on the connectivity matrix, the initial condition of the net-
work also affects the scale-invariance of the network activity. Equation 3.3 requires
each neuron in the scale-invariant sequence to have a specific initial condition, i.e.
xi(0) =
∑N
j=1 Ũij , to ensure that the dynamics that ensues are scale-invariant. This
holds regardless of the eigenspectrum of the connectivity matrix.
For example, if the network has real, distinct eigenvalues, and the sum of the
elements in the motif is 0 (which will be the case for the examples in Section 3.3),
the constraint on the initial condition becomes:
xi(t = 0) =





where L is the length of the repeating motif. In the case where the number of
neurons in the network is much larger than the length of motif (N ≫ L), this
constraint on initial condition states that most of the neurons in the network need
to be inactive at t = 0, whereas a few active neurons act as “input nodes” and
propagate their activity to the rest of the network.
3.3 EXAMPLES
In this section we construct two example networks based on the analytical re-
sults derived above and show that they allow scale-invariant sequential dynam-
ics. The connectivity matrices of these networks will have geometric progressions
of eigenvalues and tranlation-invariant eigenvectors, as shown in Section 3.2. In
the first example (Section 3.3.1), all eigenvalues are real and the neurons in the
network have simple unimodal temporal receptive fields. In the second exam-
ple (Section 3.3.2), all eigenvalues are complex, which gives rise to more compli-
cated damped oscillatory single neuron dynamics. In this case, there will be two
scale-invariant sequences, as mentioned in Section 3.2. We will also show that the
network activity is no longer scale-invariant when either of the two constraints is
violated. In Section 3.3.3, we will discuss the relationship of our results to a pre-
viously proposed network model that generates scale-invariant sequential activity
(Shankar & Howard, 2013). In what follows, all simulations were performed in
Python 3.6 using Eulers method.
3.3.1 Simple unimodal temporal receptive fields
In this example we constructed a network that generates sequentially-activated
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Figure 3.2: (Previous page.) Graphical illustrations of the con-
straints for scale-invariance in linear recurrent networks whose
connectivity matrices are diagonalizable and have real, distinct
eigenvalues. To generate scale-invariant activity in linear recur-
rent networks whose connectivity matrices are diagonalizable and
have real and distinct eigenvalues (other cases are discussed in Ap-
pendix A.1- A.4), the network connectivity must have geometrically
spaced eigenvalues (a). Furthermore, it must have translation invari-
ant eigenvectors (columns of the matrix U) that consist of the same
motif (in red) at translated entries (b).
cell will have a simple unimodal temporal receptive field, similar to what was
observed in electrophysiological recordings of “time cells” (Pastalkova et al., 2008;
Jin et al., 2009; MacDonald et al., 2011; Kraus et al., 2013; Mello et al., 2015; Salz
et al., 2016; Tiganj et al., 2018).
We constructed the connectivity matrix from its eigendecomposition M =
UΛU−1. According to Constraint 1 (Section 3.2.2), the network must have geomet-
rically spaced eigenvalues. We hence let Λ be a diagonal matrix whose diagonal
elements are geometrically spaced between -0.1 and -5.12.
Λ =

−0.1 0 0 . . .
0 −0.22 0 . . .
...
... . . .
0 0 . . . −5.12

(3.6)
According to Constraint 2, the eigenvectors of the connectivity matrix M must
consist of the same motif. Equivalently, we constructed the matrix U such that
its rows consist of the same motif. In this example we constructed the motif to be
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(1,−1). Therefore the matrix U was given by
U =

1 −1 0 . . . 0
0 1 −1 . . . 0
... . . .
...
UN,1 UN,2 UN,3 . . . UN,N

. (3.7)
As mentioned in Section 3.2.3, since the motif in the eigenvectors can at most be
translated N − 2 times, the N th neuron will not be part of the scale-invariant se-
quence. Therefore, we chose the last row in U to be arbitrary numbers such that U
is invertible. In this example they were sampled from N (0, 1). Finally the connec-
tivity matrix of the network M was computed from M = UΛU−1.
The simulated activity of the network is shown in Figure 3.3a (top left). The
initial condition was specified to satisfy Equation 3.5. The bottom left of Figure 3.3a
shows the network activity rescales along the time axis according to the peak times
of each neuron. It is evident that the activations of the neurons are rescaled version
of each other, confirming that the constraints derived above indeed lead to scale-
invariant sequential activity.
We also broke each of the two constraints above and showed that the resulting
activity became no longer scale-invariant (Figure 3.3a, right two panels). To break
Constraint 1 (geometrically spaced eigenvalues), linearly spaced eigenvalues in the
same range were used in constructing the matrix Λ instead of geometrically spaced
eigenvalues. To break Constraint 2 (translation-invariant eigenvectors), a random
vector was added to each row of the matrix U where each entry was sampled from
N (0, 1), making each motif different. As a result, both manipulations generated
activity that was no longer scale-invariant (Figure 3.3a, bottom right two panels).
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3.3.2 Complicated single-cell tuning curves
Temporal coding needs not result in a simple unimodal sequential code. Instead,
it could also be embedded in the collective activity of neuronal populations where
single neurons may exhibit highly complex dynamics (e.g. Machens et al., 2010).
In this subsection we show that the framework we presented above is sufficiently
rich to allow for more complex single cell dynamics. In the previous example, the
connectivity matrix has real eigenvalues. Therefore it can only give rise to single
cell dynamics that are linear combinations of exponential functions. On the other
hand, in this subsection we will show that more complicated temporal dynamics
can be generated if the connectivity matrix has complex eigenvalues.
Following a similar procedure as detailed in Section 3.3.1, the connectivity ma-
trix with N = 20 neurons was set up so that all of its eigenvalues were complex,
and their real and imaginary parts both formed geometric progressions with the
same real common ratio (see Appendix A.2 for details). As mentioned in Sec-
tion 3.2.2, 3.2.3 and in more detail in Appendix A.1, the eigenvalues and eigenvec-
tors form complex conjugate pairs, and the network activity contains two distinct
scale-invariant sequences. The simulated and rescaled activity are shown in Fig-
ure 3.3b (left). The neural activity exhibits more complicated dynamics but at the
same time maintains scale-invariance for each sequence.
We also broke each of the two constraints using similar protocols as in the pre-
vious example. To break Constraint 1, eigenvalues with linearly spaced real and
imaginary parts in the same range were used instead of geometrically spaced ones.
To break Constraint 2, multiplicative noise sampled from N (0, 1) was used, so that
each matrix element Uij becomes Uij(1 + ϵij) where each ϵij was sampled from
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N (0, 1). As shown in Figure 3.3b (right two panels), the resulting neural activity is
no longer scale-invariant.
3.3.3 A special case: Laplace and inverse Laplace transforms
It should be noted that the geometric progression of time constants required by
Constraint 1 does not necessarily have to be an emergent property of the network,
but can instead be driven by physiological properties of single cells (Loewenstein
& Sompolinsky, 2003; Fransén et al., 2006; Tiganj et al., 2015; Liu et al., 2019). Con-
sequently, scale-invariant sequential activity could also be generated by feedfor-
ward networks where the neurons in the first layer receive inputs and decay expo-
nentially with a spectrum of geometrically-spaced intrinsic time constants, and the
neurons in the second layer are driven by the first layer via translation-invariant
synaptic weights, implementing the eigendecomposition in Equation 3.3 explicitly.
One such model has been proposed by Shankar and Howard (Shankar &
Howard, 2013). It is a two-layer feedforward neural network. In that model, the
first layer neurons F encode the Laplace transform of the input and have exponen-
tially decaying firing rates with a spectrum of decay constants.
dFi(t)
dt
= −λiFi(t), i = 1, 2, ..., N. (3.8)
The activity of the first layer constitutes a scale-invariant sequential activity (see
Equation 3.2). It is also the basis functions that make up any general scale-invariant
sequential activity (see Equation 3.3).
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Figure 3.3: (Previous page.) Generating scale-invariant neural se-
quences with simple (a) and complicated (b) single neuron dynam-
ics. Using the analytical result, we constructed networks with spe-
cific connectivity matrices so that they generate scale-invariant se-
quential activity (left column). We also broke each of the two con-
straints derived in Section 3.2 and showed that the resulting network
activity breaks scale-invariance (middle and right columns) a. The
network with real eigenvalues gives rise to simple unimodal single
cell temporal receptive fields (a, left top, each line represents the ac-
tivity of one neuron in the network). The activity of different neurons
overlap with each other when rescaled according to their peak times
(left bottom). The network activity becomes not scale-invariant when
Constraint 1 was broken by choosing linearly spaced eigenvalues or
Constraint 2 was broken by adding noise to the motifs (a, middle
and right columns, see text for details). b. The network with com-
plex eigenvalues gives rise to two sequences of neuronal responses
with more complex temporal dynamics (b left top, see text and Ap-
pendix A.2 for details). The responses of cells in each sequence are
rescaled version of each other in time (b left bottom). When each
of the two constraints is broken, the network activity becomes not
scale-invariant (right two columns).
pute the inverse Laplace transform of the first layer under the Post approximation
(Post, 1930). 2
f̃ = LkF, (3.9)
where F is the activity vector of all the first layer neurons and f̃ is that of the second
layer neurons. The matrix Lk is a discretized approximation of the inverse Laplace
transform of the kth order (Shankar & Howard, 2013).
From Equation 3.8 and Equation 3.9, the feedfoward dynamics above is equiv-
2Note that this transformation is written as L−1k in other papers.
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k f̃ ≡ MTILTf̃ , (3.10)
where S is a diagonal matrix consisting of the single cell time constants λi’s in
Equation 3.8.
Therefore the dynamics of the neurons in the second layer are equivalent to
the one generated by a linear recurrent network with connectivity matrix MTILT.
Because the matrix representation of the inverse Laplace transform Lk is approxi-
mated by taking derivatives of nearby nodes, it has the same motif across columns
(for details see Shankar & Howard, 2013). Therefore, the model in Shankar &
Howard (2012), although a feedforward network, is a special case in the family
of linear recurrent networks that can generate scale-invariant sequential activity.
It might be the case that that the exponentially decaying basis functions are in-
deed maintained by a separate population of neurons, and the downstream neu-
rons consititute a “dual” population. Such exponentially decaying cells have re-
cently been identified in lateral entorhinal cortex (Tsao et al., 2018; Bright et al.,
2020), whose downstream regions have been identified as locations for time cells
(Pastalkova et al., 2008; MacDonald et al., 2011; Kraus et al., 2013; Salz et al., 2016).
3.4 COMPARISON WITH COMMON NETWORK MODELS
Scale-invariance puts stringent constraints on the architecture of recurrent neural
networks. To illustrate this, in this section we consider two widely-used neural net-
work models that do not generate scale-invariant sequential activity. Section 3.4.1
considers a simple chaining model; the following section considers a random net-
work. We will see that the connectivity matrices for these two widely-used models
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violate the constraints derived above in Section 3.2 and that these models do not
support scale-invariant sequential activity. We will compare these two networks
with the two scale-invariant example networks described previously. All the net-
works in this section are simulated with N = 20 neurons.
3.4.1 Simple Feedforward Chaining Model
The simplest possible model to generate sequential activity is a simple feedforward
chaining model, which will be analyzed in this subsection. The connectivity ma-
trix of the studied model is non-diagonalizable, therefore the constraints derived
above in Section 3.2.2 and 3.2.3 do not apply exactly. However, as discussed in
Appendix A.4, the distinct eigenvalues should still form a geometric progression
even when the connectivity is non-diagonalizable to allow scale-invariant activity.
We will demonstrate that a chaining model composed of elements with the same
time constant cannot meet this requirement for scale-invariant sequential activity.






−xk + xk−1, 1 < k ≤ N
−xk, k = 1
(3.11)
Note that all of these neurons have the same time constant which is here set to
1. Because an activation in the first unit spreads gradually across the network,
this model generates sequential activity. Each neuron does not respond instanta-
neously to its input but has some finite integration time resulting in a spread of
activity across time. As the activation spreads across the chain, the spread in time
accumulates. However, as can be shown via the Central Limit theorem, this se-
quential activity is not scale-invariant because the peak time of the kth unit goes
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up linearly in k but the width of the peak goes up with
√
k (Liu et al., 2019). Here
we show that the eigenspectrum of the connectivity matrix of this simple model
(Eq. 3.11) does not satisfy the constraints derived from Section 3.2.
Figure 3.4a (left) shows the connectivity matrix of the chaining model described
in Eq. 3.11. This connectivity matrix has a simple motif that repeats across rows;
the self-interaction term gives a −1 on the diagonal and the chaining term gives
a +1 on the off-diagonal. This connectivity matrix is non-diagonalizable and has
a single degenerate eigenvalue of -1 (Figure 3.4a, middle left). According to Ap-
pendix A.4, the distinct eigenvalues of a non-diagonalizable connectivity matrix
should still follow a geometric progression for the network to allow scale-invariant
activity. The connectivity matrix of the chaining model violates this condition.
Therefore, although the network generates sequential activity (Figure 3.4a, mid-
dle right), the activity of different neurons are not rescaled versions of each other
(Figure 3.4a, right).
For contrast, Figure 3.4b illustrates the connectivity matrix, eigenvalues and
eigenvectors for the scale-invariant network with real eigenvalues described pre-
viously in Section 3.3.1. In illustrating the connectivity matrix, we have ordered
the neurons according to the order in which they are activated and we have only
included the neurons in the sequence (the same for the complex example below).
Recall that this matrix was constructed to obey the two constraints and has al-
ready been shown to generate scale-invariant sequential activity. Consequently,
by construction, the eigenvalues are geometrically spaced and the eigenvectors
are translated versions of one another (Figure 3.4b, middle left and middle pan-
els). Although the connectivity matrix clearly has a rich structure, the rows of the
connectivity matrix are certainly not translated versions of one another. The en-
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tries above the diagonal tend to be more negative, indicating that the connections
from neurons later in the sequence to the neurons earlier in the sequence tend to
be more inhibitory than the connections in the opposite direction (Figure 3.4b, left-
most panel). It is not at all obvious why this specific connectivity matrix yields
scale-invariant sequential activity. This is much more clear from examining the
eigenvalues and eigenvectors.
3.4.2 Random recurrent networks
Nonlinear neural networks with random connectivity matrices are able to generate
chaotic activity (Sompolinsky et al., 1988). With appropriately trained weights,
they are also able to generate sequential neural activity similar to that obtained
in actual recordings (Rajan et al., 2016). However, generic linear random neural
networks without training cannot produce scale-invariant, sequential activity due
to the conflict with the two constraints derived above in Section 3.2.
Random neural networks have eigenvalue spectrums that are uniformly dis-
tributed inside a unit disc in the complex plane (Rajan & Abbott, 2006; Girko, 1985),
therefore not geometrically spaced as required by scale-invariance (Section 3.2.2).
We simulated the activity of an instance of a linear network with a random con-
nectivity matrix and computed its eigenvalues and eigenvectors (Figure 3.4c). The
network dynamics is described by
dx(t)
dt
= −x(t) +Mx(t) = (M− I)x(t), (3.12)















































































































Figure 3.4: (Continued on the following page.)
of the connectivity matrix are approximately uniformly distributed in a unit disc
centered at (-1,0) (Figure 3.4c, middle left), confirming the results from Rajan &
Abbott (2006) and Girko (1985). The eigenvectors also apparently do not have any
translation-invariant structure (Figure 3.4c, middle). Consequently, the network
activity does not have the scale-invariant property (Figure 3.4c, right two panels).
In contrast, the network constructed in the same way as in Section 3.3.2 has two
geometric progressions of complex eigenvalues (Figure 3.4d, middle left) that are
complex conjugates of each other, and each half of the eigenvectors consist of the
same motif (Figure 3.4d, middle). Consequently, it allows two sequences of scale-
invariant activity (Figure 3.4d, right two panels).
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Figure 3.4: (Previous page.) Comparison with common network
models. a, b. Comparison between the simple feedforward model
(a) and a network constructed from Section 3.3.1 that generates scale-
invariant sequential activity (scale-invariant network [real], b). For
the simple feedforward chaining model, its connectivity matrix is
non-diagonalizable. Because the eigenvalues of its connectivity ma-
trix are not geometrically spaced (a, middle left), the network activ-
ity does not have the scale-invariant property (a, right two panels).
In contrast, the scale-invariant network has eigenvalues that are geo-
metrically spaced (b, middle left) and eigenvectors that consist of the
same motif (b, middle, aside from the boundary effect), resulting in
the connectivity that consists of excitation from neurons earlier in the
sequence to the ones later in the sequence and inhibition in the oppo-
site direction (b, left, only neurons in the sequence are shown. Same
below). Consequently, it allows scale-invariant sequential activity (b
right two panels). c, d. Same comparison between an instance of a
random recurrent network (c) and a network constructed from Sec-
tion 3.3.2 (scale-invariant network [complex], d). The eigenvalues of
the connectivity of a random network are not geometrically spaced
(c, middle left). The eigenvectors do not consist of the same motif (c,
middle). Consequently its activity is not scale-invariant (c, right two
panels). In contrast, the connectivity of the scale-invariant network
has two geometric progression of eigenvalues that are complex con-
jugate with each other (d, middle left). Its eigenvectors also contain
complex conjugate pairs, each with a repeating motif (d, middle).
Consequently the scale-invariant network can generate two scale-
invariant sequences (d, right two panels).
3.5 DISCUSSION
In this paper we study the constraints on the connectivity of a linear network for
it to generate scale-invariant sequential neural activity. It is analytically shown
that two conditions need to hold for the structure of the connectivity matrix
when it has real, distinct eigenvalues. First of all, it must have geometrically-
spaced eigenvalues. Second, its eigenvectors must contain the same motif with
a translation-invariant structure. Intuitively, the same motif in different eigenvec-
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tors pick out different timescales by the same proportion, and the geometric spac-
ing of timescales further ensures the activity of different cells are rescaled with
each other. The generated activity is highly dynamic, providing a possibility for
the dynamic coding of working memory (Stokes, 2015). It was also shown that a
straightforward generalization leads to the constraints for networks with complex
eigenvalues (for details see Appendix A.1). Analogous but more complicated con-
straints hold for networks with degenerate eigenvalues (Appendices A.3 and A.4).
3.5.1 Plausibility for a geometric progression of timescales
Geometrically spaced network eigenvalues can generically emerge from multi-
plicative cellular processes (Amir et al., 2012). Mechanistically, a spectrum of
timescales could be generated by positive feedback in recurrent circuits. It could
also be an inherent property of single neurons (Loewenstein & Sompolinsky, 2003;
Fransén et al., 2006; Tiganj et al., 2015; Liu et al., 2019). In vitro slice experiments
and modeling works have shown that a spectrum of slow timescales can be ob-
tained in single cells by utilizing the slow dynamics of calcium-dependent cur-
rents (Loewenstein & Sompolinsky, 2003; Egorov et al., 2002; Fransén et al., 2006;
Mongillo et al., 2008; Tiganj et al., 2015; Liu et al., 2019; Yoshida & Hasselmo, 2009).
In vivo experiments also showed a spectrum of timescales in cortical dynamics.
Bernacchia et al. (2011) showed that in monkey prefrontal, cingulate and parietal
cortex, reward modulates neural activity multiplicatively with a spectrum of time
constants (Bernacchia et al., 2011).
3.5.2 Weber-Fechner Law
The constraints for diagonalizable matrices with real unique eigenvalues suggest a
deep connection to the Weber-Fechner law. The Weber-Fechner law relates internal
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psychophysical scales to external physical variables. A quantity is said to obey the
Weber-Fechner law if a psychological quantity p is related to a physical quantity S
as p = k logS for an appropriate choice of units. The Weber-Fechner law is perhaps
the oldest quantitative relationship in psychology (Fechner, 1860/1912) and holds
at least approximately for a wide range of physical variables.
Consider a set of receptors responding to some physical variable S with a recep-
tive field center si. If the receptive field centers follow a geometric progression, a
logarithmic mapping between receptor number and S naturally results. Logarith-
mic spacing of receptive fields seems to be a common property of receptive fields
in sensory systems (Merzenich et al., 1973; Van Essen et al., 1984; Schwartz, 1977).
However, analogous logarithmic spacing is also observed for receptive fields over
non-sensory variables such as numerosity (Nieder & Miller, 2003; Nieder & De-
haene, 2009). The receptive fields of time cells in multiple brain regions are cer-
tainly compressed (Mello et al., 2015; Kraus et al., 2013; Tiganj et al., 2018), but it has
not been quantitatively established that this compression is logarithmic (Howard,
2018).
The constraints for diagonalizable matrices with unique real eigenvalues de-
veloped here are closely analogous to the requirements for a Weber-Fechner scale.
The geometric progression of eigenvalues places the eigenvalues on a logarithmic
scale such that the nth eigenvalue goes up exponentially with n. The requirement
that the eigenvectors are translated versions of the same motif is analogous to an
translation-invariant tiling along some dimension. Thus, scale-invariance in linear
recurrent networks can be interpreted as a translation-invariant tiling of receptors
along a logarithmic scale.
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3.5.3 The eigenvectors of scale-invariant networks are localized
The second constraint we derived requires that connectivity matrices with real,
distinct eigenvalues should have eigenvectors that consist of the same motif local-
ized at different entries. It is hard to imagine how this kind of translation-invariant
eigenvectors could arise generically in neural circuits. However the eigenvectors
that satisfy this constraint are a special case of “localized eigenvectors”, which
have been studied extensively first in condensed matter physics and later in theo-
retical neuroscience. Anderson first argued that the eigenvectors of matrices whose
elements are random and concentrated on the diagonal are exponentially localized
(Anderson, P., 1958). Later numerical and analytical studies confirmed that local-
ized eigenvectors indeed arise in neural networks in the presence of a gradient in
the strength of the local interactions (Chaudhuri et al., 2014) or global inhibition, as
in the case of ring attractor networks (Tanaka & Nelson, 2019). However, it should
be pointed out that the procedures described in this paper do not necessarily gen-
erate local interactions where the elements Mij decays with |i − j|, as can be seen
in Figure 3.4b. Furthermore, our constraint on the eigenvectors is more stringent
than only requiring them to be localized: the different localized “patches” need to
be the same as well.
3.5.4 Scale-invariant sequence gives logarithmic growth in cumulative dimen-
sionality
In a recent study, Cueva et al. (2019) showed that the cumulative dimensional-
ity of the population activity during working memory increases with a decreasing
speed (Cueva et al., 2019). This is consistent with the network activity generated by
linear networks that satisfy the two constraints we derived. Translation-invariant
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eigenvectors ensure that each eigenmode contributes one unique dimension to the
activity. Geometrically spaced eigenvalues ensure that one eigenmode would be
suppressed per unit time on a logarithmic scale. Therefore the cumulative dimen-
sionality of scale-invariant sequential activity would increase with the logarithm of
time. Furthermore, notice that any affine transformation on the neural trajectory
would not change the cumulative dimensionality. Therefore the same relation-
ship for cumulative dimensionality would hold even if the eigenvectors are not
translation-invariant. A geometric progression of eigenvalues is sufficient to gen-
erate linear dynamics whose cumulative dimensionality increases with the loga-
rithm of time.
3.5.5 Chaining models
Goldman (2009) proposed a class of linear network models that are able to generate
sequential activity. In these networks, the feedforward dynamics are constructed
by building up feedforward interactions between orthogonal Schur modes and are
hidden in the collective network dynamics (Goldman, 2009). Thanks to the hidden
feedforward dynamics, the networks can sustain its activity far longer than the
timescale constrained by the eigenvalue spectrum of the network. The example
studied in Section 3.4.1 is the simplest model proposed in Goldman (2009). Al-
though this simple model does not allow scale-invariant sequential activity, this
does not argue that any network constructed in the way in Goldman (2009) cannot
generate scale-invariant activity.
3.5.6 Non-normal networks
Because the eigenvetors of a scale-invariant network are translated versions of each
other, they do not form an orthonormal basis. Therefore, the networks that gener-
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ate scale-invariant sequential activity naturally belong to the family of non-normal
networks (White et al., 2004; Ganguli et al., 2008; Goldman, 2009). Non-normal
networks have been shown to have many desired properties such as extensive
memory capacity where the number of timesteps over which the network state
retains information about the past stimuli scales linearly with the size of the net-
work (White et al., 2004; Ganguli et al., 2008). The current work shows that scale-
invariance could be another potential computational benefit for non-normal net-
works.
3.5.7 Locally-interacting integral transform networks
Shankar studied a model where the activity of individual nodes can be effectively
described by a filtered input through a set of scale-invariant kernel functions with
different timescales (Shankar, 2015). It was shown that if this transformation were
to be implemented by a network involving only local (possibly non-linear) inter-
actions between nodes with similar timescales, the forms of the kernel functions
are strongly constrained: they can only be given by a linear combination of the
inverse Laplace transforms (c.f. Section 3.3.3). In this work we consider a slightly
different problem: the interactions between different nodes are constrained to be
linear, but non-local interactions are also allowed since the connectivity matrix is
not constrained to be local. In this case, the activity given by the inverse Laplace
transform (Equation 3.10) covers a subspace of all possible solutions. It is still no-
table that these two related approaches converge on similar results.
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CHAPTER 4
Consistent population activity on the scale of minutes in the mouse
hippocampus
4.1 INTRODUCTION
The hippocampus has long been implicated in episodic memory (Scoville & Mil-
ner, 1957). The retrieval of an episodic memory involves retrieving the spatial and
temporal context associated with that particular episode (Tulving, 1983). The hip-
pocampus contains single neurons that are active when the animal is at a particular
location within an environment (O’Keefe & Dostrovsky, 1971; Moser et al., 2008)
or at a particular time point during the gap between two stimuli (Pastalkova et al.,
2008; MacDonald et al., 2010; Kraus et al., 2013) (Figure 4.1a, top). This neural ac-
tivity is believed to construct a spatiotemporal context upon which memories are
organized. More recently, it has been proposed that sequence generation might
be a universal property of the hippocampus caused by the internal interactions
between cell assemblies (Buzsáki & Tingley, 2018).
Episodic memory has similar properties over many timescales (Howard &
Eichenbaum, 2013). For example, the recency and contiguity effects in free re-
call are present from the timescale of seconds (Murdock, 1962; Kahana, 1996;
Howard & Kahana, 1999; Howard et al., 2008; Unsworth, 2008; Healey et al., 2019)
to minutes (Glenberg et al., 1980; Howard & Kahana, 1999; Howard et al., 2008;
Unsworth, 2008; Healey et al., 2019). If the hippocampal representation of the spa-
tiotemporal context supports episodic memory, then this suggests that sequences
in hippocampal firing should extend over multiple timescales, including those
much longer than a few seconds. Recent studies have found that the activity of
hippocampal neurons changes slowly over long timescales. For example, it was
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reported that population neuronal activity in CA1 exhibits gradual changes over
multiple trials that span minutes (Manns et al., 2007; Mau et al., 2018) (Figure 4.1a,
bottom). It has also been reported that place cell and time cell activity slowly
“drift” across hours and days (Mankin et al., 2015, 2012; Rubin et al., 2015; Mau
et al., 2018). However, for this gradually changing activity to represent the spa-
tiotemporal context on a large timescale, it must be consistent over repeated expe-
riences (Figure 4.1b, top left). Alternatively, this slow dynamics can be caused by
stochastic processes in the neural system, in which case it would not show consis-
tency over repeated experiences (Figure 4.1b, bottom left).
As a thought experiment, imagine that an animal has had two identical expe-
riences. If the neuronal dynamics across these two experiences are consistent (Fig-
ure 4.1b, top left), a pair of population activity vectors, one from each experience,
would be highly correlated if they are from similar time points within their respec-
tive experiences, and this correlation would decay as they become further apart in
time during their respective experiences. Therefore, when these correlations are
plotted as a matrix, the elements would have the largest value along the diagonal
and decay off-diagonal (Figure 4.1b, top right). On the other hand, if the dynam-
ics are driven by stochastic neuronal noise, the correlation matrix above would be
random (Figure 4.1b, bottom). Moreover, doing this comparison requires the same
population of neurons to be recorded over multiple minute-long experiences. In
this work we examine the neural activity recorded using chronic calcium imaging
technique and show that in three cognitive tasks, populations of neurons in the
CA1 region of mice hippocampus exhibit consistent dynamics both over second-


























































































































































































Figure 4.1: (Continued on the following page.)
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Figure 4.1: (Previous page.) Distinguishing slow consistent se-
quences from random drifts. a. Top: The firing of time cells changes
across seconds in sequences that are consistent across trials (left),
which contributes to the decorrelation of population activity pattern
over the timescale of seconds (right). Bottom: The firing of hip-
pocampal neurons also changes slowly over trials (right), but it is
not known if this is driven by consistent sequences on the timescale
of minutes (left). b. Two possibilities for the nature of the slow dy-
namics over minutes. Top: it may reflect the animal’s experience. If
so, the neural activity would be similar if the animal goes through
the same experience twice (left), analogous to the sequences on the
timescale of seconds. In this case, the correlation between a pair of
population vectors from different experiences will decay as the dif-
ference in time within each experience increases (right). Bottom: al-
ternatively, the slow dynamics may be solely driven by the stochastic
noise in neural systems and therefore drift randomly during differ-
ent experiences (left). In this case, the correlations described above
would not have any pattern (right).
Exp 1: Treadmill running
(Mau et al., 2018)
Exp 2: Spatial alternation 
(Levy et al., 2019)
Exp 3: Linear track 




1 session ~ 20 mins
1 session ~ 30 mins
1 session = 30 mins
1 trial = 3 minutes 
of running
1 trial = study phase 
(blue) + test phase (red)
1 trial = 10 seconds 
running on the treadmill
Figure 4.2: (Continued on the following page.)
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Figure 4.2: (Previous page.) The experiments analyzed have two
timescales. For each experiment, animals are trained to perform
some task for several second-long trials in a minute-long session. The
calcium activity of the same neurons are recorded across sessions.
During the treadmill running task (Experiment 1), mice are trained
to run on the treadmill for 10 seconds before going to the opposite
side of the maze to collect a water reward. The mice perform the
same task for tens of trials each session for a total of around 20 min-
utes. For the spatial alternation task (Experiment 2), mice are trained
to alternate between left and right turns in a T maze to collect food
rewards. Each trial consists of a study and test phase where mice
have to turn to opposite directions at the crossroads. Mice perform
tens of trials for a total of around 30 minutes during each session. For
the linear track experiment, mice are trained to run back and forth on
a linear track to collect water rewards at both ends of the track. Each
trial are 3 minutes long and are separated by 3-minute resting peri-
ods where mice are placed in a separate box. Each session consists
of 5 pairs of running and resting trials for a total of 30 minutes. See
Methods section for more details of each experiment.
4.2 RESULTS
To distinguish between consistent sequences from stochastic dynamics (Fig-
ure 4.1), we examined the consistency of the neuronal dynamics across two
timescales - second-long trials and minute-long sessions - when mice perform
reward-based navigational tasks (Mau et al., 2018; Levy et al., 2019; Rubin et al.,
2015). In all experiments, each session consists of multiple trials, during which
mice were trained to navigate through an environment to obtain rewards (Fig-
ure 4.2). One-photon calcium imaging was used to record the activity of a large
number of neurons in the CA1 region of the hippocampus across sessions. Neu-
rons from different sessions were cross-registered so that the activity of the same
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neuron 314 Animal 3, neuron 418
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Figure 4.3: Many hippocampal neurons exhibit consistent dynam-
ics across seconds and across minutes a-c. Example neurons with
consistent dynamics across trials for each of the experiments. In a,
the 10-second running period is evenly divided into 10 time bins. In
b, the start arm of the maze is evenly divided into 10 location bins. In
c, the linear track is evenly divided into 10 location bins. See Meth-
ods for details. d-f. Example neurons with consistent activity across
sessions. Trials within each session are evenly divided into 5 trial
bins. Each line represents the z-scored calcium transient rate over
one trial/session (Methods). Inactive trials/sessions are not shown.
See Supplementary figures B.1 and B.2 for more example neurons.
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4.2.1 Single hippocampal neurons have consistent activity across seconds and
minutes
We first plotted the normalized calcium transient density (Methods) of individual
Region of Interests (ROIs) against position or time within a trial. For each ROI
we only included trials where it had at least one calcium transient event during
the trial period examined. We observed that many ROIs have consistent activity
across trials (Figure 4.3a-c). For example, some ROIs always have higher activity at
a particular time bin (Figure 4.3a, right) or location bin (Figure 4.3b-c, right) during
each included trial. Some other ROIs have higher activity at the start (Figure 4.3a,
left) or end (Figure 4.3b-c, left) of each included trial. Interestingly, similarly con-
sistent neural activity was observed when the it was plotted against trial number
instead of time or location within a trial (Figure 4.3d-f, Methods). For example,
some ROIs always show gradually increasing (Figure 4.3d-e, left) or decreasing
(Figure 4.3f, left and e, right) calcium activity as trials progress. Other ROIs are
always more active during some particular trials in the session (Figure 4.3f, right).
Importantly, all of the ROIs above show consistent dynamics during repeated ex-
periences, whether they are trials or sessions.
To quantify the extent to which single neurons fire consistently across the pop-
ulation, we computed a firing consistency rank for each neuron, which is a number
between 0 and 1 that represents the consistency of that neuron’s calcium dynamics
across pairs of trials or sessions compared to chance (see Methods for details). We
found that in all experiments and for both timescales, the distributions of the firing
consistency rank are significantly skewed towards 1 compared to those obtained
from the shuffled data (Figure 4.4. Kolmogorov-Smirnov test between the distri-
bution from true and shuffled data, treadmill running task (a): p < .001, n = 1860;
87
(d): p < .001, n = 1330; spatial alternation task (b): p < .001, n = 3525; (e):
p < .001.n = 4078; linear track task (c): p < .001, n = 1202; (f): p < .01.n = 1673).
Moreover, the firing consistency rank on the timescale of minutes and seconds
are not significantly correlated in two of the three experiments (Supplementary
figure B.14a-c). This indicates there are significantly more neurons that have con-
sistent dynamics both across trials and across sessions than would be expected by
chance, and for a given neuron the consistency across seconds and minutes are
statistically independent.
There could be different types of single cell dynamics that contribute to the
observed high firing consistency across repeated experiences. For example, some
cells could have gradually increasing or decreasing activity, or they could exhibit
non-monotonic dynamics over time such as those of time cells. To disentangle
these two types of single cell dynamics, we used a similar method as above to
construct a firing linearity rank for each neuron (Methods). The right panels of
Figure 4.4 show the joint scatter plot of the firing consistency rank and the firing
linearity rank for each of the experiments. As can be seen, there is a wide distribu-
tion of firing linearity across the population. As in the case of the firing consistency
rank, the firing linearity rank on the timescale of minutes and seconds are also not
significantly correlated (Supplementary figure B.14d-f). This indicates that there is
a diversity of consistent temporal dynamics both across a trial and a session, and
































































































Figure 4.4: A significant proportion of hippocampal neurons have
consistent responses both across seconds and minutes. For each
neuron, a firing consistency rank and a firing linearity rank are com-
puted to quantify the characteristics of its dynamics. They are both
numbers from 0 to 1 that represent how consistent the single cell dy-
namics are across different trials/sessions and how linear the single
cell dynamics are across each trial/session, respectively (see Meth-
ods for details). a-c. Middle panel: example distributions of the
across-trial firing consistency rank for the three experiments. All
distributions are significantly skewed towards 1 compared to those
obtained from shuffled neural activity, indicating that the number
of neurons with high firing consistency is significantly larger than
chance. Right panel: example joint distributions of the across-trial
firing consistency rank and the across-trial firing linearity rank (each
point represents one neuron, examples neurons in Figure 4.3 are la-
beled in red). Neurons across the population have a variety of firing
linearity ranks. d-f. The same results for across-session ranks. Dis-
tributions are aggregated over all animals. Importantly, qualitatively
the same distribution is present across the two different timescales
(compare a-c with d-f). See Supplementary figures B.3 - B.13 for the
results on each individual trial type, session and animal.
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4.2.2 Hippocampal population dynamics are consistent both over seconds and
minutes
The single cell analysis above left out trials or sessions where a given neuron is not
active (does not have any calcium transient during the selected time period). To
examine whether the consistency is present when the full ensemble of neurons is
considered, we next investigated whether the population-level dynamics are con-
sistent across trials and sessions. To this end, we computed the cosine similarity
between population vectors from different trials (Figure 4.5a-c) or sessions (Fig-
ure 4.5d-f) and assembled them into a matrix (details in Methods). We found that
in all experiments and across both timescales, the matrices exhibit a pattern where
the values decay away from the diagonal, which indicates that the population dy-
namics are consistent across repeated trials and sessions (c.f. Figure 4.1b). The
statistical significance was evaluated using a permutation test (see Methods for de-
tails). The degree to which all heatmaps show a diagonal pattern are greater than
that obtained from 10000 random shuffles of the neural activity in time. Notably,
for the across-trial correlation matrix in the treadmill running task (Figure 4.5a),
the high-valued region spreads out later in the trial, indicating that the popula-
tion dynamics slow down (Figure 4.5a) as time progresses. This is also consistent
with the observation in the original study that the number density of sequentially-


















































































































Figure 4.5: Populations dynamics in the hippocampus are consis-
tent across both seconds and minutes. a-c. Consistent population
dynamics across second-long trials. Each element of the matrix is
the cosine similarity between a pair of population vectors at different
spatial or temporal locations during a pair of trials, averaging over
all pair of trials, sessions and animals. In the spatial alternation task
(b), the heatmaps were also averaged across the four different trial
types (Methods) and only the neural activity along the start arm was
included. In the linear track task (c), the heatmaps were averaged
across both running directions. As clearly shown, in the treadmill
running experiment (a), the population dynamics across 10-second
running trials on the treadmill are consistent, and this dynamics slow
down later in the trial as represented by the spreading of the high-
valued region. In both the spatial alternation (b) and linear track
(c) tasks, there are consistent population dynamics across trials as a
function of location in the environment. d-f. Consistent population
dynamics across minute-long sessions. Similar to a-c, except each
element of the matrix is the cosine similarity between a pair of pop-
ulation vectors from two different sessions, averaged over all pairs of
sessions and animals. The elements of all three matrices are highest
on the diagonal and gradually decrease off-diagonal, similar to the
matrices over a trial (a-c). This shows that the population dynamics
are also consistent across minute-long sessions.
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4.3 DISCUSSION
In this paper, we show that the hippocampal dynamics are consistent over both
seconds and minutes in three tasks. In particular, the slow dynamics over min-
utes are consistent slow sequences rather than random drifts (Figure 4.1b). This
population effect results from a significant proportion of neurons with consistent
dynamics over repeated experiences (Figure 4.4), and these neurons have both
monotonic and more complex activity modulations across each experience (Fig-
ure 4.3 and Supplementary figures B.1- B.2). Therefore, the hippocampal neurons
exhibit consistent dynamics over two nested timescales - a trial and a session - in
these experiments.
This result suggests that the spatiotemporal context as represented by popu-
lation of neurons in the hippocampus have meaningful dynamics over multiple
timescales, from seconds to minutes. In view of the wide range timescales for the
autocorrelations of natural stimuli (Voss & Clarke, 1975; Hasson et al., 2008), it
might be beneficial for models of the hippocampus in artificial systems (Graves
et al., 2016; Stachenfeld et al., 2017; Wayne et al., 2018) to incorporate dynamics
over multiple timescales.
4.3.1 Alternative interpretations of the slow dynamics
While our results support the notion that the spatiotemporal context has dynam-
ics over multiple timescales, we acknowledge that any other variable that changes
consistently across each session could drive the slow sequence as well. For exam-
ple, since animals consume rewards in all experiments, their satiety level increases
during every experimental session. Therefore, the consistent sequences could re-
flect the change in the satiety level of the animals. Indeed, it has recently been
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reported that thirst level has a dramatic impact on the population activity in mul-
tiple brain regions in mice over the course of minutes (Allen et al., 2019). However,
it is worth noting that the single neuron activity reported there show a distinct
two-state transition between the thirsty state and the sated state, whereas the neu-
rons observed here show more smooth and complex changes in activity (Figure 4.3
and Supplementary figures B.1- B.2). Furthermore, food reward was used for the
spatial alternation experiment whereas liquid reward was used for the treadmill
running and the linear track experiments.
There are also experimental artifacts that could contribute to the consistency of
the slow dynamics. For example, the photobleaching effect can cause the calcium
fluorescence signal to decrease gradually during each imaging session, but we ob-
served many cells that do not simply decay monotonically throughout a session
(Figure 4.3 and Supplementary figures B.1- B.2). We also used the deconvolved
calcium signal which presumably is less affected by photobleaching. Another pos-
sible confound is that heating of the brain tissue caused by the laser could poten-
tially produce stereotypical changes in the apparent calcium fluorescence signal
for each ROI over the course of an imaging session. A comparison between the
shape of the ROIs at the start and end of the imaging session would be required to
evaluate this possibility.
While there are multiple interpretations for the nature of the slow hippocampal
dynamics observed, there is also recent work showing that the slow dynamics in
the lateral entorhinal cortex of rats while foraging represent the time since the start
of a session and the context of the environment (Tsao et al., 2018).
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4.3.2 Mechanisms for the slow dynamics
Several mechanisms have been proposed to generate slow neuronal dynamics. For
example, in vitro studies show that entorhinal cortex neurons have graded per-
sistent activity (Egorov et al., 2002; Fransén et al., 2006; Yoshida et al., 2013) and
require the nonspecific calcium-sensitive (CAN) cationic current. Computational
models show that the CAN current can also induce slowly decaying firing in a sim-
ple integrate-and-fire neuron model (Tiganj et al., 2015). This work suggest that the
slowly changing activity in the hippocampus might be driven by slowly decaying
activity from the entorihnal cortex. Indeed computational models utilize linear
combinations of slowly decaying activity to generate sequential activity (Shankar
& Howard, 2012, 2013; Liu et al., 2019; Rolls & Mills, 2019).
The slow sequences could also be intrinsic properties of hippocampal neurons.
For example, cAMP/Ca2+ responsive element binding protein (CREB) could in-
crease neuronal excitability (Yiu et al., 2014), and the temporary increase in neu-
ronal excitability has been shown to disentangle memories further away in time on
the scale of days (Cai et al., 2016). It could thus be the case that the slow changes
of CREB concentration induce slow cortical dynamics via gradually changing ex-
citability of the hippocampal neurons.
4.3.3 Relationship to other work
The consistent slow sequences we report here are on the timescale of minutes. On
the shorter timescale of seconds to tens of seconds, neural activity that carry in-
formation about events in previous trials have been found in the orbitofrontal cor-
tex and pyriform cortex of rats (Schoenbaum & Eichenbaum, 1995a,b), posterior
parietal cortex of mice (Morcos & Harvey, 2016) and anterior cingulate cortex, dor-
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solateral prefrontal cortex and lateral intraparietal cortex of monkeys (Bernacchia
et al., 2011). It remains to be studied whether the slow hippocampal sequences
we observe here carry information about events in the past on the timescale of
minutes. On longer timescales, there are recent studies showing gradually drifting
neuronal dynamics in the hippocampus (Mankin et al., 2012, 2015; Rubin et al.,
2015; Mau et al., 2018) and posterior parietal cortex (Driscoll et al., 2017) of ro-
dents across hours (Mankin et al., 2012, 2015; Levy et al., 2019) and days (Rubin
et al., 2015; Driscoll et al., 2017; Mau et al., 2018). It is not clear whether this even
slower neuronal dynamics are consistent across repeated experiences as the slow
sequences in our study, or carry information about past events such as the neural
activity that is modulated by past trials.
A recent study shows that there are neurons in the hippocampus CA1 of mice
that encode the number of laps that the animal has traversed in a task where they
have to run four consecutive laps to obtain a reward (Sun et al., 2020). Some of
the neurons reported in our work indeed show elevated activity at a particular
trial bin, but we have also observed neurons whose activity exhibit more complex
modulations by trial bin number (Figure 4.3d-f and Supplementary figures B.1-
B.2). It remains to be shown the exact functions of the slow sequences reported
here.
4.3.4 Future experiments
If the slow sequences encode events in the past on the timescale of minutes, it
should not only change consistently across repeated experiences, but also change
differently across different experiences. Therefore, future experiments where
there are experimentally-controlled events separated by minutes could determine
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A geometric characterization of population coding in the prefrontal cortex and
hippocampus during a paired-associate learning task
5.1 INTRODUCTION
With the development of experimental techniques for recording the activity of a
large number of neurons, researchers have started exploring the possibility that
the collective dynamics of interacting populations of neurons forms basic units for
some neural computations (Sussillo, 2014). The collective dynamics are usually
described by neural trajectories in state space which represent firing rates evolv-
ing through time. By looking at the collective neural dynamics through the lens
of dynamical systems, several studies have identified cognitive functions with fa-
miliar concepts in dynamical systems. For example, in Mante et al. (2013), it was
shown that the monkey prefrontal network performed a context-dependent deci-
sion making task by forming a pair of line attractors for the two contexts (Mante
et al., 2013). In Remington et al. (2018), the authors showed that in an interval
production task, monkey frontal cortex circuits encoded the information about the
time interval to be reproduced in the initial condition of the neural population
dynamics, and the neural dynamics for different reproduced time intervals were
represented by parallel neural trajectories with different speeds (Remington et al.,
2018).
Despite great progress in revealing collective functional features in neural com-
putation, it remains unclear how these collective features are formed during train-
ing. Although it has been shown that similar features are present in recurrent neu-
ral networks (RNNs) trained on the same task by backpropagation, the learning
dynamics of these RNNs are likely to differ from real neural circuits. To eluci-
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date the solutions to this problem, one should look at how population dynamics
change during the learning phase of a task. There exists studies that look at popu-
lation level changes during motor learning (Sadtler et al., 2014; Golub et al., 2018;
Vyas et al., 2018), but similar work for cognitive learning has been scarce (although
see Durstewitz et al., 2010). In this paper we present an initial effort to characterize
population level dynamics during the learning phase of a cognitive task.
The task we analyzed is a paired associate task where a monkey learned asso-
ciations between a pair of randomly chosen visual stimuli (cues) and a third visual
stimulus (associate). We are interested in the type of changes in the population ac-
tivity that correlate with learning in this task. For analysis of the neural recording
data, we introduced a dimensionless metric which we called normalized distance
(ND) that describes the geometric relationships among neural trajectories for dif-
ferent experimental conditions. Unlike decoding methods, ND characterizes the
encoding of all task variables in the population based directly on the geometry
of the neural code. The dimensionless property of ND also enables comparisons
of information in population codes between different learning stages as well as
different brain areas. Using this metric, we then compared population level dy-
namics between prefrontal cortex (PFC) and hippocampus (HPC) as well as across
learning stages in terms of the information content in the population codes. Our
results reveal a series of differences in the dynamics of the information content be-
tween PFC and HPC. Differences in population coding across learning stages are
also present, albeit in one of the two animals. These results demonstrate that nor-
malized distance is a robust way of measuring information content in population
codes with high temporal resolution in the face of noisy neural data.
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5.2 METHODS
5.2.1 Task and recording
We analyzed neural recording data from a previous study on a pair-associate learn-
ing task (Brincat & Miller, 2015). In that study, two macaque monkeys were trained
to perform an object paired-associate learning task that required them to learn arbi-
trary associations between pairs of visual images of objects. On each day, six novel
images were chosen. Four of them were randomly assigned as the cue objects and
the other two were assigned as the associate objects. Two random cue objects were
then paired with a random associate object, forming a 4:2 mapping from cues to
associates (Figure 5.1a).
The structure of a trial is illustrated in Figure 5.1b. During each trial, after a 500
ms fixation period, the monkeys were first presented with one of the cue stimuli
for 500 ms. Then, after a delay of 750 ms, the monkeys were presented with one
of the associate objects for another 500 ms. The monkeys should indicate whether
the previous two stimuli are associated with each other by making a saccade to
the indicated position on the screen if they match. If the two previous stimuli do
not match, the monkeys were required to hold the fixation. After a 250 ms delay,
the match stimulus will appear on the screen for 500 ms after which the monkeys
were required to make the saccade to the same position as in the match trial. The
monkeys were rewarded with water if the response was correct (Figure 5.1b).
During each recording session, the monkey must learn novel associations from
trial and error. The monkey was able to learn the associations above chance in
all recording sessions (Figure 5.1c). Microelectrodes were lowered into the lateral
prefrontal cortex and hippocampus and recorded spike and LFP signals while the
monkeys were performing the paired-associate learning task. Across all sessions,
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a total of 353 neurons in prefrontal cortex and 128 neurons in hippocampus were
recorded. During each session, 5-25 neurons were simultaneously recorded in PFC
and 5-16 in HPC.
The ways the underlying neural circuit can learn to solve this task can be
broadly divided into two categories. It could be that the network develops more
similar representations for the cues that belong to the same associate (Figure 5.1d,
scenario 1), as previously suggested by single-cell analysis (Brincat & Miller, 2016)
as well as results showing categorical representation in prefrontal cortex (e.g.
Freedman et al., 2001; Roy et al., 2010). Another possibility is that the landscape
of the network dynamics changes with learning while the network responses to
cues remain unchanged. In particular, the landscape changes in such a way that
after learning, the network states at the end of the delay corresponding to different
associate stimuli are separated by an energy barrier (Figure 5.1d, scenario 2). Be-
cause of this, subsequent input driven by the associate stimulus is more likely to
take them to different final decision states. In this scenario, learning could be facil-
itated by “silent" mechanisms such as synaptic plasticity (Bi & Poo, 1998; Mongillo
et al., 2008; Stokes, 2015). As will be shown by the analysis using the normalized
distance metric (described in detail in the next section), the result in Section 5.3.1
lends support to the second possibility.
5.2.2 Normalized distance
In this section we introduce the metric we used to characterize the information con-
tent in a neural population. This metric is computed from distance between neural
trajectories in state space, but normalized properly to account for the true neural























Figure 5.1: Overview of the task and two potential neural circuit
mechanisms for learning the task. On each session, six random
stimuli are arranged into two-to-one mappings (a) and the monkey
is required to learn the mappings via trial and error. On each trial,
the monkey receives a cue and a choice stimuli separated by a 750ms
delay, after which it has to make a decision of whether the two stim-
uli match by a saccade response for match. For nonmatch trials,
the match stimulus is shown after 250 ms after which the monkeys
are required to make the same saccade as in match trials (b). Dur-
ing each session the monkey’s performance gradually increases (c).
To solve this task, the underlying neural circuit could employ two
computational strategies (d). It could learn to develop more similar
representations for cue stimuli that correspond to the same associate
(scenario 1), or it could learn to change the landscape of its dynamics
such that at the end of the delay period, the neural states correspond-
ing to different associate stimuli are separated by an energy barrier
(scenario 2). (a), (b), (c) are adapted from Brincat et al., 2015.
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This metric is similar to the one used to characterize the community structure in
fMRI data (Schapiro et al., 2016), as well as the “abstraction index” used in analyz-
ing electrophysiological data (Bernardi et al., 2019). Both of these metrics and ND
describe the community structure of neural states organized by task variables. The
metrics used in Schapiro et al. (2016) and Bernardi et al. (2019) are computed by di-
viding the across-group correlation coefficient or Euclidean distance with the same
quantity within group. The difference between ND and the previous two metrics
is that ND is computed on a moment-by-moment basis. Therefore it reveals the
dynamics of the neural information.
When analyzing recordings from a population of neurons, it is often convenient
to represent the simultaneous activity of all neurons as a point in a “state space”. A
state space is a high dimensional space where each axis represents the activity (in
our case binned spike counts) of one neuron. Over time, the population dynamics
can be represented by a trajectory through the state space.
The ND for two task conditions A and B is a function of time ND(A,B, t).
At each point in time, it is defined to be the average Euclidean distance between
pairs of neural trajectories that represent different task conditions divided by the
average Euclidean distance between pairs of neural trajectories that represent the











In the equation above, i and j are indices for neural trajectories, Dij and dij rep-
resent the Euclidean distance between neural trajectories i and j when they belong
to the same or different task conditions, respectively. xi(t) and xj(t) are population
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vectors at time t for neural trajectories i and j. Brackets denote averaging, and
vertical lines denote the magnitude of a vector.
ND provides a way of computing the information explicitly encoded in the
population from the geometry of the neural data. In Equation 5.1, the numerator
is the average variability in the population code induced by the task condition of
interest (here A and B). The denominator is the average variability induced by all
the other factors when the task condition of interest is fixed. The variability in the
denominator could come from nested task conditions within A and B, trial his-
tory, or simply intrinsic neuronal noise. An ND(A,B) greater than 1 indicates that
the population code carries information about task condition A versus B, because
there is extra variability in the population code caused by the difference between
A and B beyond the variability caused by all the other factors. Geometrically, it
means that the neural states at time t are clustered according to task conditions A
and B. On the other hand, an ND(A,B) close to 1 indicates that the population
code does not carry information about A versus B, because the neural states are
randomly distributed in the state space.
It is worth emphasizing again that the normalizing part in ND (the denomi-
nator in Equation 5.1) is crucial. A large Euclidean distance between two neural
trajectories (the numerator of Equation 5.1) does not necessarily indicate that the
neural population encodes information about the experimental variable. To illus-
trate this, we simulated two populations of neurons that respond to one of the four
cues A1, A2, B1 and B2 (Figure 5.2) on a given trial. In this case the four cues are
organized by two higher-level “categories” A and B. The first population only has
selectivity for the identity of the cues (Figure 5.2a, cue selective population). The
second population of neurons has selectivity for both the higher-order categories
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(whether a cue belongs to category A or B) as well as the lower-order cue identity
(Figure 5.2b, category-selective population). The firing rate at each time point was
simulated as a Gaussian random variable with a time-varying mean. There are
equal number of neurons with any given selectivity in both populations. We com-
puted the normalized distance between the two categories ND(A,B, t) as well as
the raw distance between the neural trajectories for A and B (inter-group distance,
the numerator of ND(A,B, t)). As a result, the ND(A,B, t) for the two populations
have distinctively different time courses that correlate with their single-cell selec-
tivity for the higher-order variables (Figure 5.2, middle panel). On the other hand,
the inter-group distance between A and B is the same for both populations, show-
ing that the raw distance is not enough to capture the information content in the
population (Figure 5.2, middle right panel).
The neural trajectories used in the computation of ND could be the population
activity during a single trial, or trial-averaged activity for one task condition. This
is largely a practical choice and does not affect the rationale above. For this dataset
the neural trajectories represent the trial-averaged neural activity over time.
5.2.3 Comparison with decoding accuracy and single cell percentage of ex-
plained variance
An alternative way of quantifying the information in the population code is by
constructing a pattern classifier to separate neural activity vectors in the state
space according to task conditions. However decoding may miss important ge-
ometric properties of the neural states. To show this, we trained a linear discrimi-
nant analysis (LDA) classifier to distinguish between cue category A and B using
the two simulated neural populations above. The decoder was trained on 67%
of randomly-selected trials and tested on the held-out trials. This procedure was
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repeated 10 time and the decoding accuracy were averaged. As shown in Figure
2 (rightmost panel), the decoders for the two populations behave almost identi-
cally. They can both decode the cue category perfectly after a certain point in time.
Therefore, decoding accuracy can be blind to important geometric characteristics
in the neural data.
The form of the normalized distance (Equation 5.1) also reminds one of single
cell measures such as percent of explained variance (PEV). However, computing
PEV in the case of nested task conditions can be tricky. In the example above, one
cannot compute PEV by simply constructing a linear model for the firing rate of
individual neurons using all stimuli and category conditions (A1, A2, B1, B2, A, B)
as regressors as these regressors will be correlated. Another way would be to use
only the cue category (A, B) as regressors, but in this way the purely cue-selective
neurons would also have non-zero PEV for cue category. One can construct aux-
iliary regressors as in Brincat & Miller (2016) to balance out the PEVs for different
regressors, which is reminiscent of the normalizing term in the computation of ND.
However this technique is hard to generalize to situations when there are unequal
number of cues that belong to one category, whereas ND is generalizable to any
situation involving nested task conditions.
5.3 RESULTS
We applied the normalized distance metric introduced above to compute the time
evolution of the information encoded in the neural population. We started out in
Section 5.3.1 by computing the normalized distance for category information (if
the cue belongs to associate A or B) and found that neither PFC nor HPC exhibit




























































































































Figure 5.2: (Previous page.) Normalized distance (ND) character-
izes the geometry of neural trajectories in state space. We simulated
an experiment where a neural population responds to one of the four
cues during each trial. We compared different metrics for extracting
information about stimulus category in two simulated neural pop-
ulations. One population contain neurons that are purely selective
for one of the four cues (A1, A2, B1 or B2) (cue-selective popula-
tion, a). The other population contain neurons with selectivity for
both the cue category (A,B) and the cue identity (A1, A2, B1, B2)
(category-selective population, b). (Left) Low-dimensional represen-
tation of the neural trajectories for both populations in the top 3 prin-
cipal component space. Each trajectory represents the trial-averaged
population activity under one condition. Darker color means later in
time (Middle left) The condition-averaged firing rates for an example
neuron in the population. The example neuron in the cue-selective
population fires most for A1 and remains baseline firing for all the
other conditions (top). The example neuron in the category-selective
population fires most for A1, less for A2 and remains at baseline
firing rate for B1 and B2 (bottom). (Middle) ND for the category-
selective population goes above 1, and falls back when the single cell
selectivity returns to baseline. On the other hand, ND for the cue-
selective population fluctuates around 1. (Middle right) The inter-
group distance (the numerator of ND) for both the cue-selective and
category-selective populations goes up due to the increased overall
firing rate with time in both populations. Therefore the inter-group
distance alone, without proper normalization does not accurately re-
flect the neural information. (Right) The decoding accuracy for cue
category (A vs. B) quickly grows above chance in both populations
due to larger raw distances between all pairs of neural trajectories.
Therefore, although category information is only explicitly encoded
in the category-selective population, the decoding accuracy does not
reflect this distinction.
that the neural representations for cues corresponding to the same associate do
not become more similar with learning, contrary to what is suggested by one of
the hypotheses proposed (Figure 5.1d, scenario 1). Therefore, the neural circuit
may be employing the learning mechanism where the landscape of the network
dynamics is modified with learning (Figure 5.1d, scenario 2). Next, in Section 5.3.2
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the same ND metric is deployed to calculate the information content of other task
variables including cue identity, associate identity, decision/movement and trial
outcome.
To look at learning-dependent changes in the neural activity, we divided the
learning into 3 stages (early, mid, late) by evenly dividing all trials within a ses-
sion. Neural trajectories were obtained from condition-averaged firing rates. Fir-
ing rates were computed every 1 ms using a moving window with a width of 50
ms. Therefore there are 4 neural trajectories during the cue period (4 cues) and 8
neural trajectories after the associate stimulus is presented (4 cues × 2 associates).
A given ND was computed by partitioning all neural trajectories into groups that
correspond to each task condition, and we then normalized the average across-
group distance with average within-group distance, as detailed in Section 5.2.2.
For the all population analysis except for the one on trial outcome (Section 5.3.2.4),
only sessions where 5 or more neurons were simultaneously recorded were used in
computing ND, and for a given session only correct trials were included in calcu-
lating the condition-averaged response. For the trial outcome analysis, all sessions
are used. All the analysis were performed using simultaneously recorded neurons.
To test which part of the trial the ND is significantly larger than 1, we used cluster-
based permutation test (Maris & Oostenveld, 2007). To perform this test, we first
created a dataset representing ND at chance level which is 1 across all time points.
The sample size of the chance dataset is the same as the actual data. As a first-order
test, we computed for each time point a one-sided t-test against the chance. The
cluster-based permutation test then stipulates a cluster of time points as having
an ND significantly larger than chance when the sum of the t-statistic within that
cluster is larger than 95% of the random shuffles.
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5.3.1 Neural trajectories during the delay interval are not clustered by cue cat-
egory
The two hypotheses in Section 5.2.1 on how the neural circuits can learn to solve
this task make different predictions about the clustering of neural states during the
delay interval before and after learning (Figure 5.1d). Therefore, we started out by
investigating whether the information about the cue category was encoded in PFC
and HPC. By cue category we mean whether the cue was paired with associate A’
or B’. We define cue A1 and A2 to be in cue category A, and B1 and B2 to be in cue
category B. The ND between cue categories (ND(A,B)) was computed according to
Equation 5.1. Different neural trajectories were grouped according to the category
of their cues (Figure 5.3a). Importantly, since there are 4 task conditions before
the associate was presented and 8 after, the grouping of neural trajectories were
different before and after the associate was presented as well. Therefore, ND(A,B)
was calculated in different ways for the two stages (Figure 5.3a). According to
the discussion above, an ND larger than 1 implies that the population contains
information about the category of the cues. On the other hand, an ND close to 1
implies that the population does not carry information about the cue category.
As shown in Figure 5.3, in PFC, there is intermittent information about the cue
category during the cue and delay periods (Figure 5.3b, left). This might reflect
some representation for the cue category. However, this signal is much weaker
than the information about cues (compare Figure 5.4b). Similarly, ND(A,B) for
HPC is intermittant for one of the two animals (Figure 5.3b). These results indicate
that the neural representations for cues are not clustered according to the asso-
ciates they are paired with, even after learning. According to the discussions in
Section 5.2.1, this suggests that learning in this task is not reflected in the changes
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of neural representation for cues (Figure 5.1d, scenario 1), but might be facilitated
by the changes in the synaptic weights of the neural network (Bi & Poo, 1998;
Mongillo et al., 2008; Stokes, 2015) such that the landscape of the network dynam-
ics is gradually reshaped during learning (Figure 5.1d, scenario 2).
5.3.2 Normalized distance for other task variables
We next looked at the encoding of other task variables using the same normal-
ized distance metric (Section 5.2.2), including the identity of the cues (A1 vs. A2
vs. B1 vs. B2), associates (A′ vs. B′), decision/movement preparation (match vs.
non-match)1 as well as trial outcome. We found that PFC populations encode the
identity of the cue and associate stimuli in a sustained fashion, whereas HPC has a
more transient encoding of the cue and the associate. Only the HPC population in
one of the two animals shows a significant encoding of the cues. In one of the two
monkeys, the PFC population also show a slowly ramping decision/movement
information at the end of the trial. Moreover, the outcome of the previous trial is
encoded by both PFC and HPC populations for seconds in the inter-trial interval.
In the subsequent sections the time evolution of ND for each task variable across
learning stages and brain areas will be presented in turn.
5.3.2.1 Cue encoding
The ND between the 4 cue stimuli was computed as a function of time. The nor-
malization factor in Equation 5.1 was calculated from the distances between trajec-
tories encoding the same cue but different associate stimuli (Figure 5.4a). Figure 5.4
shows the ND among cues as a function of time. In PFC for both monkeys and HPC
1In this experiment we cannot tease apart the neural information for decision variable versus
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b. cue associate response
Figure 5.3: Normalized distance for categories. The ND for cue cat-
egory was calculated by grouping the neural trajectories according to
the cue category (a). PFC has intermittent information about the cate-
gory information (that A1 and A2 both predict A′, and B1 and B2 pre-
dict B′, b, red lines), whereas HPC in Monkey J also has intermittent
information (b, blue lines). Shaded area shows 68% confidence inter-
val computed from 10000 iterations of bootstrap resampling across
sessions. Dots on top represent timepoints when the ND is signifi-
cantly larger than 1 (p < 0.05, cluster-based permutation test). Gray
shaded areas indicate time periods when the cue and associate are
presented and response is made.
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for monkey J, ND(cues) rapidly goes up when the cue is presented at t=500ms,
reflecting the encoding of the cue information at stimulus presentation. The in-
formation about the cues then gradually decays to baseline and rapidly decreases
after the subsequent stimulus (associate) is presented. Notably, the ND for PFC has
a more sustained dynamics than HPC. This implies that the network timescale in
PFC may be longer than HPC. There are no significant learning-dependent changes
in ND for both PFC and HPC during the cue period (Fig 5.4b, Mann-Whitney U
test). Overall, the results show that PFC population carries sustained information
about the cues. The HPC population in one of the two animals shows significant
but more transient encoding of the cues.
5.3.2.2 Associate encoding
The ND between the 2 associate stimuli ND(A’,B’) was computed as in Equa-
tion 5.1, where the denominator is the average distance between neural trajectories
encoding the same associate stimuli but different cue stimuli (Figure 5.5a). The ND
was only computed after the associate was presented. As shown in Figure 5.5, the
ND between the two associates (A’ vs. B’) rapidly increases when the associate is
presented (t=1750ms). Similar to cue encoding, the ND in PFC shows sustained
information for a longer period of time than that in HPC (compare Figure 5.5b,
red and blue lines). In addition, we observed an interesting learning-dependent
change in one of the monkeys: the average ND during the associate presenta-
tion period is significantly smaller during early learning period (the first 1/3 of
the trial) than mid (the middle 1/3) and late (the last 1/3) learning periods (Fig-
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Learning stage Learning stage
Figure 5.4: Normalized distance for cues. To calculate the ND for
cues. trial-averaged neural trajectories were grouped according to
the cue identity (a, different colors correspond to different groups).
ND(cues) was then the ratio of the average Euclidean distances be-
tween neural trajectories across groups with that of neural trajecto-
ries within groups. PFC (b, left) and, in one of the two animals, HPC
(b right) significantly encode cue information. The information in
PFC persists longer, potentially reflecting the longer timescale of the
neuronal activity in PFC compared to HPC. The average ND during
the cue presentation does not change with learning in both brain re-
gions. Shaded area shows 68% confidence interval computed from
10000 iterations of bootstrap resampling across sessions. Dots on
top represent timepoints when the ND is significantly larger than
1 (p < 0.05, cluster-based permutation test). Gray shaded areas in-
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Figure 5.5: Normalized distance for associates. The ND for asso-
ciates was computed during the period after the associate has been
presented. Neural trajectories were grouped according to the iden-
tity of the associate stimuli (a). Both PFC (b left) and HPC (b right)
encode information about the identity of the associate stimulus. The
information in PFC sustains longer than HPC (Shaded area shows
68% confidence interval computed from 10000 iterations of bootstrap
resampling across sessions. Dots on top represent timepoints when
the ND is significantly larger than 1 (p < 0.05, cluster-based permu-
tation test). Gray shaded areas indicate time period when the cue
and associate are presented and response is made). In the HPC of
monkey J, the information about the associate stimulus is stronger
later in learning (rightmost panel of b, ND averaged across the as-
sociate presentation period. Asterisks indicate statistical significance
using Mann-Whitney U test).
early and mid). This possibly reflects some reconfigurations within the HPC circuit
that enable it to represent the associate stimulus more strongly with learning.
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5.3.2.3 Decision variable/movement encoding
To investigate the neural signals about the upcoming decision/movement after the
monkeys received the sequence of stimuli, we computed the ND between match
and non-match trials. Since we only looked at correct trials, decision about match
versus non-match is perfectly confounded with movement preparation. In this
experiment there is no way to look at one of them without the influence of the
other.
The ND between match and non-match trials is shown in Figure 5.6. It was
calculated by grouping the neural trajectories according to whether it is a match
or non-match trial (Figure 5.6a). In the PFC of one of the monkeys, the ND be-
tween match and non-match trials starts to ramp up halfway during the second
stimulus presentation period when all the information needed to form the deci-
sion is present. There is a latency of about 150 ms between the appearance of the
associate information in PFC and that of the decision (compare Figure 5.6b with
Figure 5.5b). This potentially indicates the time that the monkey took to compare
the incoming associate stimulus with the cue stimulus in the working memory. In
contrast, in HPC the ND between match and non-match trials fluctuates around 1
until the time of the response saccade (Figure 5.6f). Therefore HPC does not en-
code the decision variable during the time when the match/non-match decision is
presumably being made.
5.3.2.4 Trial outcome encoding
In Brincat & Miller (2015), it was shown that the synchrony between PFC and HPC
increases after the trial outcome, potentially serving as the communication signal
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Figure 5.6: Normalized distance for decision/movement. The ND
for decision/movement was calculated by grouping the neural tra-
jectories according to whether it is a match or non-match trial (a).
In the PFC of monkey J, information about the match versus non-
match trial type starts to ramp up halfway through the second stim-
ulus interval (b, left). The ND for HPC fluctuates around 1 for both
monkeys (b, right). Shaded area shows 68% confidence interval com-
puted from 10000 iterations of bootstrap resampling across sessions.
Dots on top represent timepoints when the ND is significantly larger
than 1 (p < 0.05, cluster-based permutation test). Gray shaded areas
indicate time periods when the associate is presented and response
is made.
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we compute the ND between the rewarded and nonrewarded trials after the trial
outcome (Figure 5.7a). The information of trial outcome persists for seconds in
both PFC and HPC, as measured by an ND that is significantly greater than 1. In
PFC the ND is significantly greater than 1 throughout the 2.8s interval we looked at
after the trial outcome (Figure 5.7b, red lines). In HPC the ND falls back to 1 more
quickly, but the information on trial outcome still persists for more than 1 second
(Figure 5.7b, blue lines). These results show that aside from the synchronous LFPs
between PFC and HPC (Brincat & Miller, 2015), the spiking activity in both regions
also carries information about the outcome of the previous trial for a period of
seconds 2.
5.4 DISCUSSION
In this paper we developed a new metric called normalized distance (ND) that
characterizes neural information in the population code based on the geometric
organization of neural trajectories in the state space. We then applied this metric
to recording from a paired-associate task (Brincat & Miller, 2015, 2016) to compare
the dynamics of the coding of different task variables across learning stages and
brain areas (PFC and HPC). We found that 1) The PFC population carries infor-
mation about the identity of both the cue and the associate stumuli. 2) The HPC
population carries information about the identity of the associate stimuli. The en-
coding of the cue stimuli is statistically significant in one of the two monkeys. 3)
The PFC population exhibits a longer network timescale for stimulus coding (Fig-
ure 5.4, 5.5). 4) The information about the cue category is intermittent in PFC but
not significant in HPC (Figure 5.3). 5) The information about the previous trial’s
2In this analysis we did not look at each monkey individually because there is not enough usable
data for one of the monkeys
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Figure 5.7: Normalized distance for trial outcome. The ND for trial
outcome was calculated by grouping the neural trajectories accord-
ing to if the animal was rewarded (a). In PFC (b, red lines) and, the
information for trial outcome persists throughout the 2.8 second in-
tertrial interval, as reflected by an ND significantly greater than 1
(dots on the top part of the figure). In HPC the information about
trial outcome also persists for over a second (b, blue lines). Shaded
area shows 68% confidence interval computed from 10000 iterations
of bootstrap resampling across sessions. Dots on top represent time-
points when the ND is significantly larger than 1 (p < 0.05, cluster-
based permutation test).
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outcome persists for seconds in both PFC and HPC (Figure 5.7, Wirth et al., 2009),
We also found learning-dependent changes, albeit only in one of the two monkeys.
These include 6) Coding for the associate object increases with learning in HPC but
not PFC (Figure 5.5), and 7) Information for decision/movement slowly ramps up
in PFC but not HPC (Figure 5.6).
The results 3, 6, 7 above were not reported in the original paper (Brincat &
Miller (2015, 2016)). In particular, the network timescale for object coding was
found to be longer in PFC than HPC, potentially providing suitable temporal dy-
namics for PFC to integrate incoming information from other cortices. It was in-
deed reported that single neurons in PFC have, on average, longer time constants
than motor areas (Murray et al. (2014)).
In the original paper (Brincat & Miller (2015, 2016)), the authors used another
metric, bias-corrected percentage of explained variance, to calculate neural infor-
mation as a function of learning. They discovered that the object category coding
was present in PFC but not HPC (Brincat & Miller (2015, 2016)). We find some
evidence that corroborate this finding (Figure 5.3). However, they also found that
the object category coding increased with learning, which we did not find using
the ND metric. It could be that the different metrics used caused different results,
but it should be noted that learning effects are subtle in this experiment.
There are other studies that reported single cell activity during associative
learning (Sakai & Miyashita (1991); Suzuki (2007)). These earlier studies used met-
rics based on single cell firing rates to correlate with learning performance and
experimental conditions. In contrast, in this paper the ND metric we used charac-
terizes the distributed information in the population code.
The ND metric developed in this paper serves a similar role as decoding accu-
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racy commonly adopted in analyzing population level data. In decoding analysis
hyperplanes are constructed that separate training data from different categories
as well as possible according to some objective function, and the decoding accu-
racy reflects how well these hyperplanes separate the held-out test data. It is noted
however that in high dimensional cases where the number of neurons is compa-
rable with the number of data points (as in our case here as well as data obtained
by modern large-scale recording techniques), the decoding accuracy can be gener-
ically high (Buonomano & Maass, 2009) and thus does not necessarily reflect the
underlying geometry of the neural code. It is therefore difficult to interpret results
obtained by directly comparing decoding accuracies across different recording ses-
sions. On the other hand, ND is directly computed from the geometrical config-
uration of the data, and therefore can be used regardless of the number of data
points compared with the number of dimensions and provide a clear geometrical
picture of the underlying neural code, as illustrated using the simulated data in
Section 5.2.3.
In this data set HPC does not encode the category information of the cues that
would help predict the upcoming stimuli even after learning. This seems contra-
dictory with the study by Stachenfeld et al. showing that HPC contains a predic-
tive map of the environment (Stachenfeld et al., 2017) and the study by McKenzie
et al. showing rodent HPC population encodes the hierarchical structure of the
task (McKenzie et al., 2014). However, the scenario studied by Stachenfeld et al.
is a reinforcement learning task in a spatial setting where sensory experience is
almost continuous. The task studied by McKenzie et al. also has a spatial compo-
nent, and the population activity was observed to be largely organized by spatial
context. On the other hand, the task we analyzed here is a simple sequential asso-
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ciative learning task. It could be that in this simple setting, the HPC is not utilized
to form more sophisticated relational representations (Eichenbaum (2017))
The normalized distance is directly calculated from the geometry of neuronal
population responses in the state space. Therefore it provides a characterization
of the degree of “tangling” of the underlying neuronal manifolds. Disentangled
neuronal manifolds were argued to be crucial in forming a “good” neuronal rep-
resentations for higher level processing (DiCarlo & Cox, 2007). An ND larger than
1 indicates that the neuronal manifolds representing different variables are some-
what disentangled. However, we do note that other geometric properties such as
curvature and topology (Bernardi et al., 2019; Chaudhuri et al., 2019) are needed




The previous chapters of the dissertation present work trying to address the tem-
poral characteristics of neuronal dynamics inside the brain and their relevance to
brain functions, in particular learning and memory. This work has only touched
the tip of the iceberg, and plenty of future work needs to be done to reach a more
complete understanding of the ever-changing brain activity.
6.1 INCORPORATING SLOW BIOPHYSICAL PROCESSES INTO NEURAL
NETWORK MODELS
The exact mechanisms responsible for generating neural activity over multiple
behaviorally-relevant timescales are still unclear. Chapter 2 presents a model that
incorporates the calcium activated non-specific current to achieve slowly decay-
ing activity over timescales much longer than the intrinsic timescales of synap-
tic transmission. This is an example of how biophysical processes mediated by
metabotropic receptors can extend the ability of neural circuits to perform impor-
tant functions. Current neural network modeling often faces a dilemma between
biological realism and function, and as a result a vast space of neural network
models is unexplored (Hasselmo et al., 2020). In the future, it would be valuable
to incorporate relevant biophysical details into neural network models. In particu-
lar, biophysical processes on the timescale of seconds to minutes could potentially
better facilitate comparison to psychophysical experiments, which are usually on
similar timescales.
Aside from enabling persistent activity, metabotropic receptor activation has a
wide range of other effects on the properties of neurons including directly chang-
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ing the membrane potential, reducing spike frequency adaptation and causing
presynaptic inhibition (Hasselmo et al., 2020). These processes operate on the
timescale of seconds to minutes. Previous modeling work has demonstrated the
effect of acetylcholine level on the network dynamics during memory functions
(Hasselmo & Wyble, 1997; Hasselmo & McGaughy, 2004; Hasselmo, 2006). Future
work could, for example, further explore the effects of metabotropic receptor acti-
vation on memory retrieval and compare to behavioral data from free recall tasks.
Short-term synaptic plasticity (Zucker & Regehr, 2002) is the change of synap-
tic strength on the timescales of hundreds of milliseconds to a few minutes, and is
usually caused by the residual calcium at the presynaptic terminal. Previous neu-
ral network models have incorporated phenomenological models of short-term
plasticity to illustrate how it may enable working memory without persistent ac-
tivity (Mongillo et al., 2008) and achieve synaptic gain control to better detect fluc-
tuations within a weak input (Abbott et al., 1997). Recently, short-term plasticity
has been combined with artificial neural network training to explore the variable
roles of persistent activity during working memory tasks (Masse et al., 2019). It
has also been incorporated into spiking network models to explain serial biases in
working memory tasks (Barbosa et al., 2020).
Similar phenomenological models for long-term synaptic plasticity have been
successfully included in neural network models. The resulting models are appli-
cable to theoretical analysis which provides important insights into the functions
of the molecular states involved in long-term potentiation and depression in main-
taining memory (Fusi et al., 2005; Benna & Fusi, 2016; Lahiri & Ganguli, 2013). This
provides a good example of how to strike a balance between complex biophysical
processes and simplicity of the model.
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6.2 PREDICTIVE INFORMATION AND SCALE-INVARIANCE
The principle of scale-invariance in this dissertation is motivated by behavioral
evidence from psychophysical experiments. However, the way scale-invariance
is manifested in neural activity is debatable. In the future, it would be interest-
ing if scale-invariance of neural activity could be derived from formal principles
of information processing in neural circuits. Chapter 3 of the dissertation shows
that in linear recurrent networks, scale-invariance leads to logarithmically spaced
network timescales. Therefore, the network dynamics are less discriminable to
stimuli further into the past. Indeed it has been proposed that one-dimensional
receptors should be evenly placed on a logarithmic scale to maximize “predictive
information content” and represent efficiently functions in a world with unknown
statistics (Shankar & Howard, 2013; Howard & Shankar, 2018). It is therefore plau-
sible that scale-invariant network activity represents an optimal compression of
the past input to the network in order to predict the future.
From a evolutionary perspective, the optimal way for an information channel
within an organism to compress the past would be to leave only the part of infor-
mation that is useful for the future. This leads to the idea of predictive information
(Bialek et al., 2001), which is the mutual information between the past and the
future time series. It has been shown that sensory neurons maximize predictive
information (Palmer et al., 2015). More recently, a related idea - information bottle-
neck (Tishby et al., 2000) - has been applied to analyze the feature representations
in deep neural networks (Tishby & Zaslavsky, 2015). Therefore it is reasonable to
expect the architecture of neural networks to have an impact on their ability to
optimally compress the input in order to predict the future. Future work could
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explore the consequence of maximizing predictive information on the architecture
of recurrent neural networks.
6.3 TOWARDS UNDERSTAND COGNITIVE FLEXIBILITY IN BIOLOGICAL
INTELLIGENCE
Given the rapid development of artificial intelligence (AI) in recent years (LeCun
et al., 2015), it is hard not to contemplate the implications of the work presented
in this dissertation to developing more human-like artificial intelligence. The im-
pressive performance of the recent neural network models essentially concerns in-
terpolating complicated multi-dimensional functions. On the other hand, humans
and animals can flexibly apply the knowledge they have learned to novel circum-
stances, that is, to extrapolate functions, or generalize. It has been argued that to
achieve such flexibility, AI systems need to be distilled with priors or inductive
biases about the world (Lake et al., 2017). It is still not clear what kind of priors are
the key to achieving human-level intelligence in machines.
The sequential neural activity introduced in Chapter 2 and 3 provide a can-
didate prior. In this view, neural circuits compute not with individual neurons,
but with ordered sets of neurons — sequences. Since the neurons in a sequence
have an intrinsic order, computing with sequences would provide a natural solu-
tion to relational reasoning and therefore generalization — an ability that current
state-of-the-art artificial intelligence agents still struggle with. Recently it has been
argued that structured representations and computations are the necessary priors
for achieving generalization in AI agents (Battaglia et al., 2018)
On the neurobiology side, recent empirical work suggests that humans and
animals use ordered neural activity to represent non-spatial quantities in a similar
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way that ordered neural activity represents space and time (Aronov et al., 2017;
Constantinescu et al., 2016). Therefore, using ordered sets of neurons to construct
a “cognitive map” might be a general way the brain uses to represent structures
of the world (Behrens et al., 2018). Indeed, active thinking seems to differ from
reflective behavior in that it always involves a “non-local” component where the
thinker retrieves information or simulate possible events that they are not directly
experiencing. These operations could be realized naturally if sequences are the
basic computing element. Neural sequences as a computing paradigm for artificial
systems may be a future direction where neurobiology and artificial intelligence
can inspire each other.
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APPENDIX A
Appendix for “Generation of scale-invariant activity in linear recurrent
networks”
The constraints derived in Section 3.2 are the sufficient and necessary conditions
for generating scale-invariant activity in a linear recurrent network, but only when
the network connectivity matrix has real, distinct eigenvalues. In this series of
appendices we discuss the modifications to the constraints when the connectiv-
ity matrix does not meet this requirement. We start out by discussing matrices
with complex, distinct eigenvalues (Appendix A.1). The results from this appendix
have already been stated in the main text. We then use these results to describe the
setup of the example network in Section 3.3.2 in Appendix A.2. The case when
the network connectivity has degenerate eigenvalues and is diagonalizable is dis-
cussed in Appendix A.3. The case when it is non-diagonalizable is discussed in
Appendix A.4. Finally in Appendix A.5 we discuss the sensitivity of the scale-
invariant property to perturbations in the initial condition and the network con-
nectivity.
A.1 CONNECTIVITY MATRICES WITH COMPLEX EIGENVALUES
We consider the case when all the eigenvalues are complex. It will be become
obvious below that a mixture of real and complex eigenvalues will make the net-
work activity further deviate from being strictly scale-invariant (c.f. Equation 3.2),
therefore we do not consider this case in this paper.
Since network connectivity matrices are real, their complex eigenvalues and
eigenvectors come in conjugate pairs. Consequently, the two constraints in Sec-
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where the modes are
x′j(t) = aje
λjt, (A.2)
except that the eigenvalues λi are now complex. Therefore the derivation in Sec-
tion 3.2 carries over. However, since the eigenvectors form complex conjugate




a b 0 . . . a∗ b∗ 0 . . . 0
































































where the motif is (a, b). Notice that the lower half of the matrix is not determined.
This is due to the constraint that there has to be a complex conjugate for every
eigenvector, and therefore the motif can only be translated N
2
−L times, rather than
N−L times as in the case of real eigenvalues (c.f. Section 3.2.3). The bottom half of
the matrix cannot simply repeat the upper half as this will make U not invertible.
Therefore, it is not possible to satisfy the scale-invariant condition in the main text
that any pair of responses are rescaled version of each other (c.f. Equation 3.2).





But we can do a little better if we allow the bottom half of the matrix to repeat
the structure of the upper half, only with a different motif:
U =

a b 0 . . . a∗ b∗ 0 . . . 0
0 a b . . . 0 a∗ b∗ . . . 0
...
...


























c d 0 . . . c∗ d∗ 0 . . . 0
0 c d . . . 0 c∗ d∗ . . . 0
...
...














This way, the network will generate two different scale-invariant sequences. Cells
within each sequence has responses that are rescaled version of each other, but
cells in different sequences are not rescaled version of each other. This is the way
the example network in Section 3.3.2 was constructed.
To summarize, linear recurrent networks with connectivity matrices whose
eigenvalues are all complex cannot generate scale-invariant activity in the strict
sense as defined by Equation 3.2. The closest scenario is to have two different
scale-invariant sequences, each composed of half of the cells in the network. In
this case, the constraint on the eigenvalues is that they form two geometric pro-
gressions that are complex conjugate with each other, with the same real common
ratio for both the real and imaginary parts. The constraint on the eigenvectors is
that each of the eigenvector should either be a translated version of another eigen-
vector or its complex conjugate. We applied these results to construct the example
network in Section 3.3.2, as detailed in the next appendix.
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Finally, it is not hard to see that if there is a mixture of real and complex eigen-
values, the network can at best generate three distinct scale-invariant sequences.
Since this scenario is even further from the strict definition of scale-invariance (c.f.
Equation 3.2), we do not consider this case in this paper.
A.2 THE SETUP OF THE EXAMPLE NETWORK WITH COMPLEX EIGEN-
VALUES
For the example in Section 3.3.2, the real and imaginary parts of the eigenvalues
were both chosen to be geometrically spaced between -0.15 and -0.48 (-0.15, -0.17,
..., -0.48), and the complex conjugates were also included. Therefore, the matrix Λ













To satisfy the constraint that the eigenvectors form complex conjugate pairs,
we constructed the motif so that the matrix U is in the form of Equation A.4 with
two repeating motifs, where a = 1 + i, b = −1 − i, c = 1 − i, d = −1 + i. In other




1 + i −1− i 0 . . . 1− i −1 + i 0 . . . 0
0 1 + i −1− i . . . 0 1− i −1 + i . . . 0
...
...


























1− i −1 + i 0 . . . 1 + i −1− i 0 . . . 0
0 1− i −1 + i . . . 0 1 + i −1− i . . . 0
...
...














where the unspecified elements are chosen randomly from a uniform distribution
from [0,1].
A.3 DIAGONALIZABLE CONNECTIVITY MATRICES WITH DEGENER-
ATE EIGENVALUES
A matrix with degenerate eigenvalues could be diagonalizable or non-
diagonalizable (defective). The modifications to the constraints are different
for these two cases. In this appendix we discuss these modifications when the
network connectivity is diagonalizable and in the next appendix we focus on non-
diagonalizable matrices. In both cases, degeneracy in the eigenvalues decreases
the number of distinct responses in the scale-invariant sequence because this
number is equal to the number of distinct eigenvalues of the connectivity. In both
this and the next appendices, we assume that the eigenvalues of the connectivity
matrix are all real. It is straightforward to generalize the results to the case of
complex eigenvalues based on the discussions in Appendix A.1.









where the modes are
x′j(t) = aje
λjt, (A.8)
except that some of the eigenvalues λj could be the same. Therefore, for scale-
invariance to hold, the modes that contribute to the summation in Equation A.7
for any pair of cells should have eigenvalues that are a multiple of each other (e.g.
for cell 1, the eigenvalues that contribute to the summation in Equation A.7 are {-1,
-1, -2, -4}, then for cell 2 they could be {-2, -2, -4, -8}, etc.). A necessary condition
for this to hold is that the distinct eigenvalues of the connectivity matrix form a
geometric progression. Therefore, the constraint on the eigenvalues is as follows:
For a linear recurrent network whose connectivity matrix is diagonal-
izable with degenerate, real eigenvalues to generate scale-invariant ac-
tivity, the distinct eigenvalues must form a geometric progression (c.f.
Section 3.2.2).
The constraint on the eigenvectors is more complicated due to the degeneracy
of eigenvalues. We here offer a compact statement for a sufficient condition on
the eigenvectors: During the diagonalization of the matrix M = UΛU−1, if we
rearrange the eigenvalues in the diagonal form of the connectivity Λ such that they
form blocks of distinct eigenvalues (e.g. λ1 = −1, λ2 = −2, λ3 = −4, λ4 = −1, λ5 =
−2, etc.), then at the block level, the matrix U would satisfy the original constraint
that its columns (i.e. the eigenvectors) consist of the same motif (c.f. Section 3.2.2)
at translated entries. In general, the eigenvectors would at least to be localized.
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A.4 NON-DIAGONALIZABLE CONNECTIVITY MATRICES
A non-diagonalizable (or defective) matrix can be transformed into a block-
diagonal matrix called its Jordan normal form by a similarity transformation. We
will show that when the connectivity matrix is non-diagonalizable, its distinct
eigenvalues still need to form a geometric progression. However, as for diago-
nalizable matrices with degenerate eigenvalues (Appendix A.3), the constraint on
the eigenvectors is more complicated. In what follows, we assume all eigenval-
ues are real. It is straighforward to generalize the results to the case of complex
eigenvalues based on the discussions in Appendix A.1.
To reach this conclusion, we first review some basic results about the Jordan
normal form. A non-diagonalizable connectivity matrix M can be transformed
into a block-diagonal matrix via a similarity transformation: M = U−1JU. The
columns of U are called the generalized eigenvectors of M and J is called the Jor-
dan normal form of M. J is a block-diagonal matrix where the diagonal elements
of each block is an eigenvalue λ of the matrix M. It also has off-diagonal elements 1
to the right of each diagonal element, i.e. Ji,i+1 = 1, except for the last row of each








where we use x′λk(t) to represent the mode corresponding to the kth last row of the
block with eigenvalue λ. Here, the modes will not all be exponential functions, but






Based on Equations A.9 and A.10 above, it is quite straightforward to come up
with the constraints on scale-invariance in the case of non-diagonalizable matrices.
For any pair of cells, the modes that contribute to their activity should have series
of eigenvalues λ that are a multiple of each other as well as the same sequence of
k. For example, if there are two modes contributing to the activity of cell 1, with
(k1, λ1) = (1,−1) and (k2, λ2) = (2,−2), then the two contributing modes for cell 2
could have (k1, λ1) = (1,−2) and (k2, λ2) = (2,−4), and similar relationships hold
for any pair of cells. As a special case, for diagonalizable connectivity matrices,
the contributing modes for any cell have k = 1 for all λ. The necessary condition
for the contributing eigenvalues for different cells to be a multiple of each other
is that the distinct eigenvalues of the connectivity form a geometric progression.
Therefore, the constraint on the eigenvalues is as follows:
For a linear recurrent network whose connectivity matrix is non-
diagonalizable and has real eigenvalues to generate scale-invariant ac-
tivity, the distinct eigenvalues of the connectivity matrix should form a
geometric progression (c.f. Section 3.2.2).
However, the constraint on the eigenvectors is harder to state in a compact
manner because of the degeneracy of the eigenvalues. The best we can say is that
each eigenvector would have to be localized, i.e. the range of the non-zero ele-
ments would have to be narrow.
A.5 ROBUSTNESS TO NOISE
In this appendix we show that deviations from the constraints derived in Sec-
tion 3.2 causes a graceful degradation in scale-invariance. We performed numer-
ical experiments where we perturbed the connectivity matrix of the network in
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Section 3.1 using Gaussian multiplicative noise: Mij −→ Mij (1 + ϵN [0, 1]) and the
initial condition with Gaussian additive noise: xi(t = 0) −→ xi(t = 0) + ϵN (0, 1).
We chose an additive noise for the initial condition because a multiplicative noise
would only rescale the initial state for the example in Section 3.1. The degree of
scale-invariance was measured in terms of the ratio of the peak times between suc-
cessive cells in the sequence. If the sequence is scale-invariant, this ratio should
equal to the common ratio of the geometric progression of eigenvalues for all pairs
of successive cells.
Figure A.1a and d show the distributions of the ratio obtained by 100 realiza-
tions of the perturbation on the connectivity and the initial condition, respectively.
As can be seen, the distributions become more spread out around the noiseless
values as the noise amplitudes ϵ are increased. Figure A.1b and e show that the
deviation from scale-invariance as measured by the average difference from the
noiseless ratio increases linearly with the noise amplitude ϵ. Figure A.1c and f
show the raw and rescaled activity for two realizations of the perturbation with
different noise levels. These results show that the degree of scale-invariance de-
creases linearly with the level of noise in both the initial condition and the connec-
tivity matrix. Generally, a small perturbation to a matrix changes its eigenvalues
and eigenvectors by an amount linear in the perturbation, and a small deviation in
the initial condition of a linear dynamical system causes the subsequent trajectory
to diverge from the original trajectory by an amount linear in the deviation. There-
fore it is expected that the deviation from scale-invariance increases linearly with
noise strength.
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Figure A.1: Degree of scale-invariance decreases gracefully with
noise. We perturbed the connectivity and the initial condition with
Gaussian multiplicative and additive noise respectively for 100 in-
dependent runs (see texts for details) and measured the deviation
from scale-invariance by the spread of the distribution of the ratio
between peak times for successive cells in the sequence. For the per-
turbation on the connectivity matrix, the distribution of the ratio is
more spread out for larger noise (a). The mean difference from the
noiseless ratio increases linearly with the noise amplitude (b). c. The
raw (left) and rescaled (right) activity for two example runs with dif-
ferent noise levels are shown. d-f. The same results for the perturba-
tion on the initial condition. Since in both cases the deviation from
scale-invariance is linear in noise strength, scale-invariance does not




Appendix for “Consistent population activity on the scale of minutes in the
mouse hippocampus”
B.1 METHODS
B.1.1 Behavioral tasks and calcium imaging
The treadmill running task. Four mice were trained to traverse a rectangular track
followed by running in place on a motorized treadmill for 10 s at a constant veloc-
ity to receive sucrose water reward after traversing an additional part of the track
(Figure 4.2, Experiment 1). During each session, the mice completed between 35-37
trials. A total of 4 sessions were performed for each mouse.
Mice received infusions of AAV9- Syn-GCaMP6f (U Penn Vector Core). Imag-
ing data in dorsal CA1 were acquired using a commercially available miniatur-
ized head-mounted epifluorescence microscope (Inscopix). The raw video was
pre-processed using an image segmentation algorithm called Tenaspis (D.W. Sul-
livan et al., 2017, Soc. Neurosci., abstract, software available at https://github.
com/SharpWave/TENASPIS) to extract ROIs and assign calcium transient events
to each ROI. This algorithm is designed to better distinguish between overlapping
ROIs. The calcium transients it detects correspond to the rising phase of the cal-
cium fluorescence. 296-1136 ROIs were identified during each session.
In order to identify the same neurons across recording sessions that are days
apart, ROIs were cross-registered across days. Briefly, this was done by first align-
ing the field of view of each session to the first session using vasculature as station-
ary landmarks via image registration software from MATLAB’s Image Processing
Toolbox, assuming rigid geometric transformation. Then, cells were successively
registered from each session to the next session (Day 1 to Day 2, Day 2 to Day 3,
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etc.). Cells were registered by searching for the nearest ROI with a threshold that
the ROI centroids must be within 3.3 microns apart. To ensure that neurons do not
drift excessively across days, the first day’s neurons were registered with the last
day’s neurons, and any registrations between Day 4 and Day 1 that are different
from Day 4 and Day 3 were discarded.
More details about the behavioral setup and the calcium imaging experiment
can be found in the Methods section of Mau et al., 2018.
The spatial alternation task. Four mice were trained on a spatial alternation task,
during which they alternated between Study and Test trials. On study trials, mice
were placed on the center stem of maze, ran to the crossroads, where a removable
barrier forced them to run down one of the two return arms and received a reward
of chocolate sprinkle. They then moved into the delay area located at the bottom
of the center stem, waited through a 20-second delay, and the delay barrier was
lifted to start the test trial. On a test trial, mice again ran up the center stem to
the crossroads but this time there was no barrier and they had to remember the
direction they traveled on the study trial and turn to the return arm opposite to
the preceding study trial in order to receive a reward. They then moved to the
delay area, and were placed in their home cage to wait through a 15-25 second
inter-trial interval while the next study trial was set up (Figure 4.2, Experiment 2).
Mice completed between 25 and 40 study-test trial pairs per session. Each of these
trial pairs is considered a “trial” in the analysis in the main text.
The experimental procedures for calcium imaging and the data pre-processing
pipeline are the same as the treadmill running task. 1149-3165 ROIs were identified
for each session. The cell cross-registration procedure is slightly different from the
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treadmill running task. Sessions were aligned to a “base” session from the middle
of the recording schedule using 25-40 “anchor” cells. Cells with centers within
3 microns were identified as the same cell. More details about the experimental
setup can be found in Levy et al., 2019.
The linear track task. Three mice (x were injected with AAV2/5-CaMKIIa-GCaMP6f
and y were injected with AAV2/5-CaMKIIa-GCaMP6s) were trained to run back
and forth on an elevated 96 cm long linear track. They received water sweetened
with lemon flavored fruit juice concentrate at each end of the track. An overhead
camera (DFK 33G445, The Imaging Source, Germany) was used to record mouse
behavior. Each session consisted of five 3-min trials with 3-min intertrial intervals.
7-8 sessions were performed in total for each mouse. Sessions were performed in
the morning and the evening in alternation.
An integrated miniature fluorescence microscope (nVistaHD, Inscopix) was
used to obtain the imaging data from the CA1 region of the hippocampus. Imaging
data was pre-processed using commercial software (Mosaic, Inscopix) and custom
MATLAB routines as previously described in Ziv et al. (2013). Spatial filters cor-
responding to individual ROIs were first identified using a cell-sorting algorithm
that utilizes principle component analysis and independent component analysis
(PCA and ICA, Mukamel et al., 2009) and then subjected to further manual cell
sorting (see the “Materials and methods” section of Rubin et al., 2015 for more
details). Calcium transient events were identified when the amplitude of the cal-
cium traces (dF
F
) crossed a threshold of 4 or 5 median absolute deviations (MAD),
for GCaMP6s or GCaMP6f, respectively. Further methods were taken to avoid the
detection of multiple peaks as well as the spillover of the calcium fluorescence to
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neighboring cells (see the “Materials and methods” section of Rubin et al., 2015 for
more details).
Registration of cells across sessions was performed by first aligning the field of
view in each session to the first session and then computing either the spatial cor-
relation or the distances between ROI centroids in the reference coordinate system.
Pairs with spatial correlation > 0.7 or distance < 5µm were registered as the same
neuron. For the full detail on the experimental setup please refer to the “Materials
and methods” section of Rubin et al. (2015).
B.1.2 Data analysis methods
B.1.2.1 Coarse-graining of calcium activity
Coarse-graining for the across session dynamics. To extract the slow neuronal dynam-
ics across multiple trials while filtering out the fast within-trial dynamics, the neu-
ral activity was first temporally coarse-grained before further analysis. When com-
paring a pair of sessions, the session with more trials was first truncated to have
the same number of trials as the other session. Then, all the remaining trials within
a session were evenly divided into 5 trial bins by using the array_split function
in Numpy. Then each ROI’s calcium transient density was averaged over over each
trial bin to obtain the coarsed-grained neural activity for that trial bin. Therefore,
the temporally coarse-grained activity of an ROI n during a session i was repre-
sented by a time series with length 5: vn,i = {vn,i,1, vn,i,2, vn,i,3, vn,i,4, vn,i,5}. Further-
more, since we are interested in the temporal modulation of the neural activity
rather than the absolute magnitude of the activity, the coarsed-grained activity of
each cell was z-scored across trial bins. We chose 5 as the number of time bins
within a session since each session in the linear track task consists of 5 running
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trials, and we wanted way the trials were divided up to be consistent across exper-
iments. Similar results were obtained for the treadmill running task and the spatial
alternation task by using 10 trial bins. To control for behavior, we only used cal-
cium activity when the animal’s behavior is stereotypical. In the treadmill running
task, the time periods used are when the animal is running on the treadmill for
10 seconds. In the spatial alternation experiment, the time periods used are when
the animal is running along the start arm. In the linear track experiment, the time
periods used are when the animal’s position is within the middle 60% of the linear
track.
Coarse-graining for the across trial dynamics. For the across-trial analysis, coarse-
graining was done in a similar way by computing the calcium transient density
over 10 time bins or location bins within each trial. For the treadmill running task,
calcium event rate was averaged over each second during the 10-second running
period. For the spatial alternation task, the start arm was evenly divided into 10
spatial bins and the calcium transient rate when the animal was within each lo-
cation bin was computed. The activity was computed separately for the two task
epochs (study and test) and two trial types (turn left and turn right) and the results
were averaged. For the linear track task, the 10 location bins span the middle 30%
of the track. We chose the middle 30% of the linear track because this is similar to
the length of the start arm in the spatial alternation task. Lastly, the activity of each
neuron was z-scored across all spatial or time bins for each trial.
B.1.2.2 Cosine similarity between population vectors
For Figure 4.5d-f, we computed the cosine similarity between pairs of population
activity vectors during different sessions after they were coarse-grained using the
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method above. We then built a matrix where each element represents the cosine
similarity between a pair of population vectors at two trial bins during two differ-
ent sessions, averaged over all pairs of sessions and all animals.
For Figure 4.5a-c, population vectors were computed by averaging neural ac-
tivity over temporal or location bins within each trial, as described above. Then a
similar correlation matrix was constructed where each element is the cosine simi-
larity between a pair of population vectors from different trials.
To test that the matrix shows a significant diagonal pattern, neural activity
across all bins within each session (Figure 4.5d-f) or trial (Figure 4.5a-c) was shuf-
fled 10000 times and matrices from this shuffled data were constructed. We char-
acterized the degree to which each matrix shows a diagonal pattern by an index d,
which equals the difference between the average value of the near-diagonal matrix
elements to that of the off-diagonal matrix elements. The near-diagonal matrix el-
ements are those whose row and column indices are differed by less than half the
dimension of the matrix. Mathematically, d =< Mij >|i−j|<N
2
− < Mij >|i−j|≥N
2
,
where N is the dimension of the matrix. Then we counted how many matrices
constructed from the shuffled data have a value d greater than the matrix obtained
from the true data. As a result, none of the 10000 matrices from the shuffled data
has a higher d than the actual matrices in Figure 4.5.
B.1.2.3 Firing consistency rank
To assess the consistency of the single neuron dynamics across repeated trials or
sessions, we computed a firing consistency rank for each neuron. For each cell n
and each pair of sessions or trials (for example i and j), we computed the Pear-
son’s correlation coefficient between the coarse-grained activity vectors vn,i and
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vn,j obtained from the method described in Section B.1.2.1. Then we shuffled the
entries in each activity vector and computed the Pearson’s correlation coefficient
again. This was repeated for 100 times, and all the cosine similarities were ranked
from the lowest to the highest. We then found the percentile where the true Pear-
son’s correlation is at among all the shuffles (if there are multiple shuffles that
yield the same Pearson’s correlation as the true data, the median was used for the
percentile). Finally, the firing consistency rank was obtained by averaging this per-
centile across all pairs of sessions (or trials). The rank across trials (Figure 4.4a-c)
were further averaged across trial types (for Figure 4.4a, c) and sessions. Sessions
(or trials) where a neuron does not have any calcium transient event during the
selected time period were excluded from the analysis.
B.1.2.4 Firing linearity rank
To disentangle the gradually ramping/decaying activity across from more com-
plex temporal modulations, we computed a firing linearity rank for each neuron.
For a given neuron n and a given session (or trial) i, we fitted a linear model as a
function of the bin number for the coarse-grained activity of that neuron during
that session (or trial). The F-statistic of this linear model was computed along with
the F-statistic obtained from 100 shuffled activity vectors (shuffling was performed
in the same way as in computing the firing consistency rank). The percentile of the
true F-statistic among all the shuffles was computed (if the F statistic of multiple
shuffles equal the true F statistic, the median was used as the percentile). This per-
centile was then averaged across all sessions (or trials) to obtain the firing linearity
rank for that neuron. The rank across trials (Figure 4.4a-c) were further averaged
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across trial types (for Figure 4.4a, c) and sessions. For each neuron, sessions (or tri-
als) where no calcium transients were observed were excluded from the analysis.
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B.2 SUPPLEMENTARY FIGURES
Animal 4, session 3, neuron 281
consistency: 0.98, linearity: 0.15
Animal 1, session 1, neuron 15
consistency: 0.97, linearity: 0.96
Time bin
Animal 1, session 1, neuron 314
consistency: 0.95, linearity: 0.13
Time bin
Animal 2, session 2, neuron 167
consistency: 0.94, linearity: 0.74
Time bin
Animal 3, session 2, neuron 291
consistency: 0.92, linearity: 0.73
Time bin
Animal 3, session 1, neuron 303
consistency: 0.99, linearity: 0.35
Time bin
Animal 4, session 1, neuron 410
consistency: 0.98, linearity: 0.08
Time bin Time bin
Time bin
Animal 2, session 1, neuron 129
consistency: 0.92, linearity: 0.83
Animal Bellatrix, session 1, neuron 314
test phase, right turn trials, start arm
consistency: 0.98, linearity: 0.99
Location bin
Animal Bellatrix, session 2, neuron 54
study phase, left turn trials, start arm





Animal Bellatrix, session 6, neuron 36
study phase, left turn trials, start arm
consistency: 0.96, linearity: 0.99
Location bin
Animal Bellatrix, session 7, neuron 145
study phase, left turn trials, start arm
consistency: 0.96, linearity: 0.94
Location bin
Animal Bellatrix, session 9, neuron 620
study phase, right turn trials, start arm
consistency: 0.99, linearity: 0.99
Location bin
Animal Nix, session 7, neuron 605
study phase, right turn trials, start arm
consistency: 0.96, linearity: 0.90
Location bin
Animal Nix, session 8, neuron 348
study phase, left turn trials, start arm
consistency: 0.96, linearity: 0.97
Location bin
Animal Polaris, session 9, neuron 1577
study phase, right turn trials, start arm
consistency: 0.96, linearity: 0.91
Location bin
Animal C6M4, session 1, neuron 88
right runs 
consistency: 0.96, linearity: 0.75
Animal C6M4, session 6, neuron 255
left runs 
consistency: 0.96, linearity: 0.75
Location bin
Animal c16m4, session 1, neuron 25
right runs 
consistency: 0.93, linearity: 0.26
Location bin
Animal c16m4, session 2, neuron 44
left runs 
consistency: 0.90, linearity: 0.78
Animal c16m4, session 3, neuron 27
left runs 
consistency: 0.93, linearity: 0.26
Location bin
Animal c16m4, session 7, neuron 18
left runs 
consistency: 0.98, linearity: 0.20
Location bin
Animal c68m3, session 1, neuron 275
right runs 
consistency: 0.93, linearity: 0.90
Location bin
Animal c68m3, session 3, neuron 238
left runs 
consistency: 0.93, linearity: 0.87
Figure B.1: More example hippocampal neurons that fire consis-
tently across trials. Each line represents the z-scored transient rate
of that neuron during a trial. Trials where the neuron is not identi-
fied or is inactive are not plotted.
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Animal 1, neuron 17
consistency: 0.93, linearity: 0.67
Animal 1, neuron 67
consistency: 0.81, linearity: 0.80
Animal 1, neuron 68
consistency: 0.86, linearity: 0.96
Animal 2, neuron 129
consistency: 0.84, linearity: 0.93
Animal 2, neuron 611
consistency: 0.95, linearity: 0.85
Animal 2, neuron 352
consistency: 0.92, linearity: 0.52
Animal 3, neuron 381
consistency: 0.98, linearity: 0.99
Animal 1, neuron 34
consistency: 0.96, linearity: 0.95
Animal Bellatrix, neuron 271
consistency: 0.95, linearity: 0.83
Animal Bellatrix, neuron 386
consistency: 0.97, linearity: 1.00
Animal Calisto, neuron 25
consistency: 0.92, linearity: 0.67
Animal Calisto, neuron 192
consistency: 0.98, linearity: 0.99
Animal Nix, neuron 1200
consistency: 0.93, linearity: 0.84
Animal Nix, neuron 2555
consistency: 0.94, linearity: 0.51
Animal Polaris, neuron 261
consistency: 0.96, linearity: 0.82
Animal Polaris, neuron 465
consistency: 0.92, linearity: 0.25
Animal C6M4, neuron 400
consistency: 0.91, linearity: 0.97
Animal C6M4, neuron 640
consistency: 0.94, linearity: 0.41
Animal c16m4, neuron 217
consistency: 0.80, linearity: 0.77
Animal c16m4, neuron 500
consistency: 0.81, linearity: 0.41
Animal c68m3, neuron 194
consistency: 0.94, linearity: 0.57
Animal c68m3, neuron 384
consistency: 0.88, linearity: 0.59
Animal c68m3, neuron 737
consistency: 0.80, linearity: 0.47
. . . . . .. . .
Animal c16m4, neuron 162
consistency: 0.95, linearity: 0.55
Figure B.2: More example hippocampal neurons that fire consis-
tently across sessions. Sessions where the neuron is not identified






Session 1 Session 2 Session 3 Session 4
Figure B.3: The distribution of the across-trial firing consistency rank
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Figure B.4: The across-trial firing consistency rank plotted against
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Figure B.5: The joint distribution of the across-session firing consis-




Figure B.6: The joint distribution of the across-trial firing consistency
rank and firing linearity rank for each individual session and trial
type in the spatial alternation task. Data for mouse Bellatrix.
150
Mouse Calisto
Figure B.7: The joint distribution of the across-trial firing consistency
rank and firing linearity rank for each individual session and trial
type in the spatial alternation task. Data for mouse Calisto.
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Mouse Nix
Figure B.8: (Continued on the following page.)
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Figure B.8: (Previous page.) The joint distribution of the across-trial
firing consistency rank and firing linearity rank for each individual




Figure B.9: The joint distribution of the across-trial firing consistency
rank and firing linearity rank for each individual session and trial
type in the spatial alternation task. Data for mouse Polaris.
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Figure B.10: The joint distribution of the across-session firing consis-
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Figure B.11: The distribution of the across-trial firing consistency
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Figure B.12: The across-trial firing consistency rank plotted against
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Figure B.13: The distribution of the firing consistency rank and the







Figure B.14: The firing consistency and linearity ranks across sec-
onds and minutes are not meaningfully correlated. The correlation
between the firing consistency rank across seconds and minutes for
the treadmill running (a), spatial alternation (b) and linear track (c)
experiments. The same for the firing linearity rank (d-f). Kendall’s τ :
a: τ = 0.05, p = 0.008, n = 1241. b: τ = −0.008, p = 0.488, n = 2999. c:
τ = 0.02, p = 0.293, n = 1098. d: τ = −0.002, p = 0.912, n = 1241. e:






Figure B.15: The cross-trial correlations for each individual session













































































Figure B.16: The cross-session correlations for each individual
mouse in the treadmill running task
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Mouse Bellatrix
Figure B.17: The cross-trial correlations for each individual session,




Figure B.18: The cross-trial correlations for each individual session,




Figure B.19: The cross-trial correlations for each individual session,




Figure B.20: The cross-trial correlations for each individual session,
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Figure B.21: The cross-session correlations for each individual





Figure B.22: The cross-trial correlations for each individual session
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Figure B.23: The cross-session correlations for each individual
mouse in the linear track task
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