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Abstract
This article offers a modern perspective which exposes the many
contributions of Leray in his celebrated work on the Navier–Stokes
equations from 1934. Although the importance of his work is widely
acknowledged, the precise contents of his paper are perhaps less well
known. The purpose of this article is to fill this gap. We follow Leray’s
results in detail: we prove local existence of strong solutions starting
from divergence-free initial data that is either smooth, or belongs to
H1, L2 ∩ Lp (with p ∈ (3,∞]), as well as lower bounds on the norms
‖∇u(t)‖2, ‖u(t)‖p (p ∈ (3,∞]) as t approaches a putative blow-up
time. We show global existence of a weak solution and weak-strong
uniqueness. We present Leray’s characterisation of the set of singu-
lar times for the weak solution, from which we deduce that its upper
box-counting dimension is at most 1
2
. Throughout the text we provide
additional details and clarifications for the modern reader and we ex-
pand on all ideas left implicit in the original work, some of which we
have not found in the literature. We use some modern mathematical
tools to bypass some technical details in Leray’s work, and thus expose
the elegance of his approach.
1 Introduction
The Navier–Stokes equations,
∂tu+ (u · ∇)u− ν∆u+∇p = 0,
∇ · u = 0,
where u denotes the velocity of a fluid, p denotes the scalar pressure and
ν > 0 denotes viscosity of the fluid, comprise the fundamental model for
the flow of an incompressible viscous fluid. They are named in recognition
of Claude-Louis Navier (1822) and George Stokes (1845) who first formu-
lated them, and they form the basis for many models in engineering and
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mathematical fluid mechanics. The equations have been studied extensively
and a number of excellent textbooks on the subject are available, see for
instance Constantin (2008), Constantin & Foias (1988), Lemarie´-Rieusset
(2002), Robinson, Rodrigo & Sadowski (2016), Sohr (2001) and Temam
(2001). However, the fundamental issue of the well-posedness of the equa-
tions in three dimensions remains unsolved.
In this article we focus solely on the work of Jean Leray (1934b), which
to this day remains of fundamental importance in the study of the Navier–
Stokes equations. Leray was the first to study the Navier–Stokes equations
in the context of weak solutions. It is remarkable that such solutions are
defined using a distributional form of the equations while the distribution
theory was only formally introduced later by Schwartz (1950).
Many of the ideas in the modern treatment of these equations and a
number of other systems originate from Leray’s (1934) paper (which we shall
often refer to simply as “Leray’s work” or “Leray’s paper”). The importance
of that work is witnessed by the fact that it is one of the most cited works
in mathematical fluid mechanics.
Leray studied the Navier–Stokes equations on the whole space (R3). Un-
like later authors who have largely adopted Faedo-Galerkin techniques (see
Hopf (1951) and Kiselev & Ladyzhenskaya (1957) for early examples), a
characteristic of earlier works, including Leray’s, is the use of explicit ker-
nels. In this instance, Leray applied the Oseen kernel (herein denoted by
T ), as derived by Oseen (1911), to obtain solutions of the inhomogeneous
Stokes equations:
∂tu− ν∆u+∇p = F, ∇ · u = 0,
for a given forcing F . At the time these were also known as the equations
for infinitely slow motion.
Oseen had previously applied this kernel iteratively to prove local well-
posedness of the Navier–Stokes equations in C2(R3) (with bounded velocity,
decay conditions on ω = ∇ × u, and polynomial growth estimtes on ∇ω
and ∇u; see Section 3.8 of Lemarie´-Rieusset (2016) for a more complete
discussion of Oseen’s contributions). Leray applied a more elegant iteration
scheme (a Picard iteration) to prove existence, uniqueness, and regularity
results for local-in-time strong solutions for initial data u0 ∈ H1 ∩L∞ ∩C1
(Leray used the term regular solutions). We will see that in fact, u0 ∈ L2 ∩
L∞ suffices to construct strong solutions when his arguments are rewritten
using a distributional form of equations.
Leray then derives lower bounds on various norms of the strong solution
u(t) as t approaches the maximal time of existence T0 if T0 is finite, which
indicate the rate of blow-up of a strong solution if such a blow-up occurs.
He leaves open the issue of existence of blow-ups.
Next, Leray considers a generalised notion of solution of the Navier–
Stokes equations, weak solutions. For this he studies the so-called regularised
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equations, which are obtained by replacing the nonlinear term (u · ∇)u by
(Jεu · ∇)u (where Jε is the standard mollification operator). He shows
that the regularised equations admit local well-posedness results similar to
those for strong solutions of the Navier–Stokes equations, with an additional
global-in-time estimate on the L∞ norm of the velocity. This extra property
results in global-in-time existence and uniqueness of solutions uε for each
ε > 0. By a careful compactness argument, he constructs a sequence of
solutions {uεn} converging to a global-in-time weak solution to the Navier–
Stokes equations. Such solutions, which he termed turbulent solutions, can
be thought of as weak continuations of the strong solution beyond the blow-
up time, a revolutionary idea at the time. He then shows that these weak
solutions are strong locally-in-time except on a certain compact set of sin-
gular times with Lebesgue measure zero. To this end he uses a certain
weak-strong uniqueness property.
We now briefly highlight a few important developments that proceeded
from Leray’s work. Eberhard Hopf (1951) performed a study of the Navier–
Stokes equations on the bounded domain Ω ⊂ R3, and proved global-in-time
existence of weak solutions. Then Ladyzhenskaya (1959) proved existence
and uniqueness of global-in-time strong solutions to the Navier–Stokes equa-
tions in bounded two-dimensional domains (Leray (1933) dealt with well-
posedness in R2 in his thesis but was less successful in studying the case
of bounded domains Leray (1934a)). Fujita & Kato (1964) used fractional
powers of operators and the theory of semigroups to construct local-in-
time strong solutions of the (three-dimensional) Navier–Stokes equations
on bounded domains (Kato (1984) used similar methods in the case of un-
bounded domains). As for the smoothness of weak solutions, it follows from
the work of Serrin (1962), Prodi (1959), and Ladyzˇenskaja (1967), that if a
weak solution u belongs to Lr((a, b);Ls) with 2/r+3/s ≤ 1, s > 3 then u is a
strong solution on the time interval (a, b); the critical case r =∞, s = 3 was
proved by Escauriaza et al. (2003). In addition, Beale et al. (1984) showed
that if curlu ∈ L1((a, b);L∞) then u is a strong solution on the time interval
(a, b].
Scheffer (1977) was the first to study the size of the singular set in
both time and in space. Subsequently, Caffarelli, Kohn & Nirenberg (1982)
proved that the one-dimensional Hausdorff measure of the singular set is
zero. We refer the reader to the textbooks above for a wider description of
the contributions to the theory of the Navier–Stokes equations in the last
80 years.
It is remarkable that despite many significant contributions, it is still not
known whether the (unique) local-in-time strong solutions to the Navier–
Stokes equations develop blow-ups or whether the global-in-time weak so-
lutions are unique. This remains one of the most important open problems
in mathematics, at the turn of the millennium, it was announced as one of
seven Millennium Problems, see Fefferman (2006).
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A number of concepts and methods that found early use in Leray’s work
are now ubiquitous in the analysis of PDEs. These include: weak compact-
ness of bounded sequences in L2, the concept of weak derivatives (called
quasi-derivatives by Leray), the mollification operation and the fact that a
weakly convergent sequence converges strongly if and only if the norm of
the limit is the limit of the norms. He made an extensive use of the space
of L2 functions with weak derivatives in L2 two years before the celebrated
work of Sobolev (1936). This space would later be called Sobolev space H1.
Furthermore, Leray was the first to introduce the compactness method of
solving partial differential equations (see the proof of Theorem 4.7); in fact
this, together with his work with Juliusz Schauder opened a new branch in
mathematics, the use of topological methods in PDEs.
The terms Leray weak solution (or Leray-Hopf weak solution) of the
Navier–Stokes equations (see Definition 4.5), Leray regularisation (see (4.1))
and Leray projection (for the projection of L2 onto the space of weakly
divergence-free vector fields) have become part of the mathematical lexicon
in recognition of his seminal paper on the Navier–Stokes equations. We refer
the interested reader to Lax (1998) for a broader description of Leray’s work
in the field of PDEs.
This article arose from series of lectures presented by the authors for a
fluid mechanics reading group organised at the University of Warwick by
James Robinson and Jose´ Rodrigo, and its purpose is to offer a modern
exposition of Leray’s work. We update the notation and we simplify some
technical details by applying some modern methods; in particular we use
the Fourier transform (see Theorem 2.2) and the distributional forms of
the partial differential equations appearing in Leray’s work. It is perhaps
remarkable that these updates do not detract from the originality of Leray’s
arguments; rather they make them even more elegant.
We have also endeavoured to give a rigorous account of all non-trivial
results that are left implicit in the original work, some of which we were
not able to find in the literature. These include Leray’s derivations of the
blow-up rate of the norm ‖u(t)‖p (with p > 3) of a strong solution u as
t approaches the putative blow-up time (see Corollary 3.12), and a result
on local existence of strong solutions for initial data u0 ∈ L2 ∩ Lp (with
p ∈ (3,∞]) that is weakly divergence free (see Corollary 3.18). In order
to make the exposition self-contained we have also added appendices on
relevant facts from the theory of the heat equation, integral inqualities, the
Volterra equation and other topics.
For simplicity of notation we focus only on the case ν = 1. The corre-
sponding results for any ν > 0 can be recovered using the following rescaling
argument: if u, p is a solution of the Navier–Stokes equations with ν = 1,
then u˜(x, t) := u(xν, tν), p˜ := p(xν, tν) is a solution for given ν > 0.
The structure of the article is as follows. In the remainder of this sec-
tion we describe some notation, we recall some preliminary results, and we
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introduce the Oseen kernel T , which will be the main tool for solving the
Stokes equations.
In Section 2 we study the Stokes equations. We first show that if the
forcing F is sufficiently smooth (see (2.9)) the equations can be solved clas-
sically using the representation formulae
u(t) := Φ(t) ∗ u0 +
∫ t
0
T (t− s) ∗ F (s) ds,
p(t) := −(−∆)−1(divF (t)),
see (2.3), (2.4), where Φ(t) denotes the heat kernel (Theorem 2.2). We also
show some further properties of the representation formula for u in the case
of less regular forcing F (Lemma 2.1). We then focus on a special form of
the forcing
F = −(Y · ∇)Y,
see (2.12), which is reminiscent of the nonlinear term in the Navier–Stokes
equations. This special form of F gives rise to the modified representation
formulae,
u(t) := Φ(t) ∗ u0 +
∫ t
0
∇T (t− s) ∗ [Y (s)Y (s)] ds,
p(t) := ∂k∂i(−∆)−1(Yi(t)Yk(t)),
see (2.14), (2.15). After deducing some properties of this modified represen-
tation formula (Lemma 2.3) we show that it gives a unique solution (in some
wide sense) to the Stokes equations with the forcing F of the form above,
in the sense of distributions (Theorem 2.5 and Theorem 2.6).
In Section 3 we study strong solutions of the Navier–Stokes equations.
After defining strong solutions on an open time interval (0, T ) (Definition
3.1) we use the theory of the Stokes equations developed in Section 2 to
deduce the smoothness of such solutions (Corollary 3.3), as well as other
interesting properties, such as the energy equality
‖u(t2)‖2 + 2
∫ t2
t1
‖∇u(s)‖2 ds = ‖u(t1)‖2,
(Theorem 3.4) and the comparison of strong solutions
‖(u− v)(t2)‖2 ≤ ‖(u− v)(t1)‖2e
1
2
∫ t2
t1
‖u(s)‖2
∞
ds, t1 < t2
(Lemma 3.5). We then define strong solutions on a half-closed time interval
[0, T ) (Definition 3.7) and show local-in-time existence and uniqueness of
such solutions with weakly divergence-free initial data u0 ∈ L2 ∩ L∞ (The-
orem 3.9). Next, we discuss the issue of the maximal time of existence T0
of strong solutions (Lemma 3.10 and Corollary 3.11), from which we deduce
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the rates of blow-up of u(t) in various norms as t approaches T0 (if T0 is
finite):
‖u(t)‖∞ ≥ C√
T0 − t
, ‖∇u(t)‖ ≥ C
(T0 − t)1/4
,
and
‖u(t)‖p ≥ C
(1−3/p)/2(1− 3/p)
(T0 − t)(1−3/p)/2
(Corollary 3.12). This study of strong solutions is concluded with an ob-
servation that less regular initial data u0 also gives rise to a unique strong
solution on the time interval (0, T ) for some T > 0. This motivates the
definition of semi-strong solutions (Definition 3.15); we show that if u0 ∈ L2
is weakly divergence free, and either
∇u0 ∈ L2 or u0 ∈ Lp (with p > 3),
then there exists a unique local-in-time semi-strong solution starting from
initial data u0 (Theorem 3.17 and Corollary 3.18).
In Section 4 we study weak solutions of the Navier–Stokes equations.
To this end, for each ε > 0 we consider regularised equations, where a
mollification operator is applied in the nonlinear term,
∂tu−∆u+ ((Jεu) · ∇)u+∇p = 0
(Definition 4.1). We show that for each ε > 0 the regularised equations can
be analysed in a similar way to strong solutions of the Navier–Stokes equa-
tions in Section 3, the difference being that the maximal time of existence of
the solution uε is infinite (Theorem 4.2). In order to take the limit ε→ 0+
we first show that the kinetic energy of uε(t) outside a ball can be estimated
independently of ε,∫
|x|>R2
|uε(t)|2 dx ≤
∫
|x|>R1
|u0|2 dx+ C(u0, t)
R2 −R1 , R2 > R2 > 0,
(Lemma 4.3). Thanks to this separation of energy result we can let ε →
0+ (along a carefully chosen subsequence) to obtain a global-in-time weak
solution of the Navier–Stokes equations (Theorem 4.7). We then show the
so-called weak-strong uniqueness result (Lemma 4.9) and we deduce that
the weak solution admits a particular structure, namely that it is (locally)
a strong solution at times
t ∈
⋃
i
(ai, bi)
where the intervals (ai, bi) ⊂ (0,∞) are pairwise disjoint (Theorem 4.11).
Finally we show that the complement of their union
Σ := (0,∞) \
⋃
i
(ai, bi),
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(the set of putative singular times) is bounded, its box-counting dimension
is bounded above by 1/2 and that the weak solution admits certain decay
for sufficiently large times (Theorem 4.12 and Corollary 4.13).
Unless specified otherwise, each proof follows Leray (1934b), possibly
with minor modifications. We also comment on Leray’s methodology through-
out the text, in footnotes and in the “Notes” at the end of each section.
Equation numbers marked in italics correspond to expressions in Leray’s
paper.
1.1 Preliminaries
The letter C denotes a numerical constant, whose value may change at each
occurrence. Occasionally we write C ′ (or C ′′) to denote a constant that
has the same value wherever it appears within a given section. Also, Cm
(and cm) denotes a numerical constant for each m. Throughout the article
(unless specified otherwise) we consider function spaces on R3, for example
Lp := Lp(R3), Hm := Hm(R3), C∞0 := C
∞
0 (R
3). We also define
∫
:=
∫
R3
,
‖ · ‖p := ‖ · ‖Lp and we reserve the notation ‖ · ‖ for the L2 norm. We say
that a velocity field v is weakly divergence free if div v = 0 in the sense of
distributions, that is ∫
v · ∇g = 0 (1.1)
for all g ∈ C∞0 , and we set
H := {f ∈ L2 : f is weakly divergence free}.
V := {f ∈ H1 : div f = 0}. (1.2)
We understand Q+ as the nonnegative rational numbers and we define
∂j := ∂/∂xj and ∇m := Dm, where we understand all derivatives in the
weak sense. We use the convention of summing over repeated indices. For
example, we write vj∂jui to denote the vector (v ·∇)u (here i = 1, 2, 3). For
an interval I define
H1/2(I) :={f : R3 × I : ∃C(t), a continuous function on I, such that
|f(x, t)− f(y, t)| ≤ C(t)|x− y|1/2 for all t ∈ I, x, y ∈ R3},
that is H1/2(I) is the space of functions such that ‖f(t)‖C0,1/2 ≤ C(t) for
some continuous C(t) (where ‖·‖C0,1/2 denotes 1/2-Ho¨lder seminorm). Note
that H1/2(I) is defined in the same way for vector-valued functions.
We recall the integral Minkowski inequality
‖f(t)‖p ≤
∫ t
0
‖g(s)‖p ds. (1.3)
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whenever p ∈ [1,∞] and f(x, t) is of the form f(x, t) = ∫ t0 g(x, s)ds. More
generally, for integrable and nonnegative ξ, η, if
F (x, t) =
∫
R
ξ(s)
∫
η(y)f(x, y, t, s) dy ds
then
‖F (t)‖p ≤
∫
R
ξ(s)
∫
η(y)‖f(·, y, t, s)‖p dy ds. (1.4)
Now let p, q, r > 0 satisfy 1/q = 1/p+1/r− 1 and let f ∈ Lp, g ∈ Lr. Then
‖f ∗ g‖q ≤ ‖f‖p‖g‖r. (1.5)
This is Young’s inequality for convolutions (see e.g. Stein & Weiss (1971),
p. 178, for the proof). Here “∗” denotes the convolution, that is
(f ∗ g)(x) :=
∫
f(x− y)g(y) dy.
If f and g are also functions of time t we omit x and simply write u(t) =
f(t)∗g(t). We apply this notation in the statement of the following extension
of Young’s inequality to the case of space-time convolutions, whose proof we
give in Appendix A.2 (see Lemma A.3).
Lemma 1.1. If p, q, r ≥ 1 satisfy
1
q
=
1
p
+
1
r
− 1,
A ∈ L1loc([0, T );Lp) and B ∈ C((0, T );Lr) with ‖B(t)‖r bounded as t → 0+
then u defined by
u(t) :=
∫ t
0
A(t− s) ∗B(s) ds
belongs to C([0, T );Lq) and
‖u(t)‖q ≤
∫ t
0
‖A(t− s)‖p‖B(s)‖r ds.
Let Jε denote the standard mollification operator, that is
Jεv := ηε ∗ v,
where ηε is a standard mollifier, e.g. ηε(x) := ε
−3η(x/ε), where η(x) :=
C exp((|x|2 − 1)−1) for |x| < 1 and η(x) := 0 for |x| ≥ 1 with the constant
C > 0 chosen such that
∫
η = 1.
Lemma 1.2 (properties of mollification). The mollification operator Jε (on
R3) enjoys the following properties:
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(i) ‖Jεv‖p ≤ ‖v‖p for all p ∈ [1,∞], ε > 0,
(ii) ∂kJεv = Jε(∂kv) for every k = 1, 2, 3 whenever ∇v ∈ L1loc,
(iii) ‖Jεv‖∞ ≤ Cε−3/2‖v‖,
(iv) if v ∈ L2 then Jεv ∈ Hm for all m with ‖Jεv‖Hm ≤ Cmε−m‖v‖,
(v) if v ∈ L1loc then Jεv → v almost everywhere as ε→ 0,
(vi) if v ∈ Lp, where p ∈ [1,∞), then Jεv → v in Lp as ε→ 0.
The proofs of the above properties are elementary (and can be found in
Appendix C in Evans (2010), Section 3.5.2 in Majda & Bertozzi (2002) or
Appendix A.3 in Robinson et al. (2016)).
For f ∈ L2 define
(−∆)−1f(x) :=
∫
f(y)
4π|x− y| dy. (1.6)
The symbol (−∆)−1 relates to the fact that g := (−∆)−1f satisfies the
Poisson equation −∆g = f in R3 in the sense of distributions (which follows
by an application of Fubini’s theorem). Since we will often estimate terms
similar to the right-hand side of (1.6), we formulate the following lemma
(which is Leray’s (1.14)).
Lemma 1.3. If f ∈ H1 then for any y ∈ R3∫ |f(x)|2
|x− y|2 dx ≤ 4‖∇f‖
2. (1.7)
Proof. It is enough to prove the claim when y = 0 and when f is a scalar
function. If f ∈ C∞0 then integration by parts, the Cauchy–Schwarz inequal-
ity and Young’s inequality give∫
(f(x))2
|x|2 dx = −
∫
x
|x|2 · ∇(f(x))
2 dx = −2
∫
x
|x|2 · ∇f(x)f(x) dx
≤ 2‖∇f‖
√∫
(f(x))2
|x|2 dx ≤ 2‖∇f‖
2 +
1
2
∫
(f(x))2
|x|2 dx.
For f ∈ H1 the claim follows from the density of C∞0 functions in H1 and
Fatou’s lemma.
Lemma 1.4 (The Plancherel Lemma). The operator
f 7→ ∂i∂k(−∆)−1f
is a bounded operator from L2 to L2 for every i, k. Consequently an applica-
tion of Fubini’s theorem gives that ∂i∂k(−∆)−1 is a bounded operator from
Hm to Hm for every m ≥ 0.
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Proof. This follows by considering the Fourier transform and using the
Plancherel property:
‖∂i∂k(−∆)−1f‖2 =
∫ ∣∣∣∣ξiξk|ξ|2 f̂(ξ)
∣∣∣∣2 dξ ≤ ∫ ∣∣∣f̂(ξ)∣∣∣2 dξ = ‖f‖2,
where f̂ denotes the Fourier transform of f .
Consider the heat equation in R3 × (0, T ):
vt −∆v = 0
with initial condition v(0) = v0 (understood in the sense of L
2 limit as
t→ 0+) for some v0 ∈ L2. Then a classical solution v of the heat equation
is given by the convolution
v(t) = Φ(t) ∗ v0,
where
Φ(x, t) :=
1
(4πt)3/2
e−|x|
2/4t (1.8)
is the heat kernel. In what follows, we will rely on some well-known proper-
ties of the heat equation and the heat kernel, which we discuss in Appendix
A.1.
Finally, we will often use an integral version of an elementary fact from
the theory of ordinary differential equations: if f, φ : [0, T ) → R+ are C1
functions such that{
f ′ ≤ g fk + a,
φ′ ≥ g φk + b on [0, T ) with f(0) < φ(0),
where k > 0 and g, a, b are continuous functions such that g > 0 and a ≤ b,
then f < φ on [0, T ). In particular, we will use the following result, which
corresponds to the case k = 2.
Lemma 1.5 (Integral inequalities). Suppose g > 0 is a continuous function
on (0, T ) that is locally integrable [0, T ), that functions f, φ : (0, T ) → R+
satisfy
f(t) ≤
∫ t
0
g(t− s)f(s)2 ds+ a(t),
φ(t) ≥
∫ t
0
g(t− s)φ(s)2 ds+ b(t)
for all t ∈ (0, T ), where a, b are continuous functions satisfying a ≤ b, φ is
continuous, and that f2 and φ2 are integrable near 0. Then f ≤ φ on (0, T ).
Note that no assumption on the continuity of f is needed. We prove this
lemma, along with a few related results, in Appendix A.5 (see Lemma A.5).
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1.2 The Oseen kernel T
The Oseen kernel is the main tool in solving the Stokes equations in R3
(which we discuss in the next section; see also the comment following The-
orem 2.2). It is a 3× 3 matrix-valued function T = [Tij] defined by
Tij(x, t) := δijΦ(x, t) + ∂i∂jP (x, t), x ∈ R3, t > 0, (1.9)
where δij denotes the Kronecker delta and
P (x, t) :=
1
4π3/2t1/2|x|
∫ |x|
0
e−ξ
2/4t dξ. (1.10)
It was first introduced by Oseen (1911) (see pages 3, 19 and 41 therein)
Note that P (·, t) is a smooth function for each t > 0. Indeed, for fixed t
the function P˜ : R→ R defined by P˜ (0) := 1,
P˜ (s) :=
1
4π3/2s
∫ s
0
e−r
2/4t
t1/2
dr
is even and smooth (one can verify that P˜ , dP˜ds are continuous and that
d2P˜
ds2
= e−s2/4t/(4πt)3/2, a smooth function). Therefore, since P (x, t) =
P˜ (|x|), P (·, t) is smooth as well (for each t > 0). A direct computation
shows that
−∆P = Φ. (1.11)
This yields an equivalent definition of Tij:
T1,1 = −(∂22 + ∂23)P, T1,2 = ∂1∂2P, T1,3 = ∂1∂3P,
T2,1 = ∂1∂2P, T2,2 = −(∂21 + ∂23)P, T2,3 = ∂2∂3P,
T3,1 = ∂1∂3P, T3,2 = ∂2∂3P, T3,3 = −(∂21 + ∂22)P.
(1.12)
Since the derivatives ∇mP satisfy the pointwise estimate
|∇mP (x, t)| ≤ Cm
(|x|2 + t)(m+1)/2 , m ≥ 0
(see Theorem A.4), we obtain the following pointwise estimates on the Oseen
kernel
|∇mT (x, t)| ≤ Cm
(|x|2 + t)(m+3)/2 for x ∈ R
3, t > 0,m ≥ 0. (1.13)
Using these bounds we can easily deduce the integral estimates
‖T (t)‖ ≤ C t−3/4 and ‖∇T (t)‖1 ≤ C t−1/2 (1.14)
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for t > 0, where we used the facts
∫
(|x|2 + t)−3 dx = C/t3/2 and ∫ (|x|2 +
t)−2 dx = C/t1/2. Similarly, by (1.13) and an application of the Dominated
Convergence Theorem we obtain
T ∈ C((0,∞);L2) and ∇T ∈ C((0,∞);L1). (1.15)
Finally T enjoys a certain integral continuity property, which we will use
later to show Ho¨lder continuity of the solution to Stokes equations (see
Lemma 2.3 (ii)).
Lemma 1.6 (1/2-Ho¨lder continuity of ∇T in an L1 sense). For x, y ∈ R3,
t > 0 ∫
|∇T (x− z, t) −∇T (y − z, t)|dz ≤ C|x− y|1/2t−3/4.
Leray mentions this inequality on page 213, and he frequently uses it
in his arguments (in (2.14), (2.18), the inequality following (3.3), and the
first inequality on page 219) to show Ho¨lder continuity of functions given by
representation formulae involving ∇T . We provide a proof for the sake of
completeness.
Proof. Let R := |x− y| and
Ω := B(x, 2R) ∪B(y, 2R).
Since Ω ⊂ B(x, 3R) we can use (1.13) to write∫
Ω
|∇T (x− z, t)|dz
≤ C
∫
B(x,3R)
dz
(|x− z|2 + t)2 = C
∫ 3R
0
r2
(r2 + t)2
dr
≤ C
∫ 3R
0
r2 + t
(r2 + t)2
dr =
C
t1/2
tan−1
(
3R
t1/2
)
≤ CR
1/2
t3/4
,
(1.16)
since tan−1 α ≤ α1/2 for α > 0. Analogously∫
Ω
|∇T (y − z, t)|dz ≤ CR1/2t−3/4. (1.17)
As for z ∈ R3 \ Ω note that |z − x| ≥ 2R. Hence for any point ξ from the
line segment [x, y]
|z − x| ≤ |z − ξ|+ |ξ − x| ≤ |z − ξ|+R ≤ |z − ξ|+ |z − x|/2,
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and so |z − ξ| ≥ |z − x|/2. Thus, using the Mean Value Theorem and the
bound on ∇2T (see (1.13)) we obtain∫
R3\Ω
|∇T (x− z, t)−∇T (y − z, t)|dz = R
∫
R3\Ω
|∇2T (ξ(z) − z, t)|dz
≤ CR
∫
R3\Ω
dz
(|ξ(z) − z|2 + t)5/2 ≤ CR
∫
R3\B(x,R)
dz
(|x− z|2 + 2t)5/2
= CR
∫ ∞
R
r2
(r2 + 2t)5/2
dr ≤ CR1/2
∫ ∞
R
r5/2
(r2 + 2t)5/2
dr
≤ CR1/2t−3/4
∫ ∞
R/
√
t
ρ5/2
(ρ2 + 1)5/2
dρ ≤ CR1/2t−3/4,
where ξ(z) ∈ [x, y] for each z. This together with (1.16) and (1.17) proves
the claim.
2 The Stokes equations
In this section we consider the Stokes equations,
∂tu−∆u+∇p = F, (2.1)
div u = 0 in R3 × (0, T ), (2.2)
where T > 0 and F (x, t) is a vector-valued forcing. Leray calls these equa-
tions the infinitely slow motion. The Stokes equations model a drift-diffusion
flow of a incompressible velocity field u. Here p denotes the pressure func-
tion. One can think of the appearance of the pressure function as providing
the extra freedom necessary to impose the incompressibility constraint (2.2)
for an arbitrary F , see the comment after Theorem 2.2. As usual, we denote
the initial condition for (2.1), (2.2) by u0 ∈ H, which is understood in the
sense of the L2 limit, that is ‖u(t)− u0‖ → 0 as t→ 0+.
In his paper, Leray includes an essentially complete analysis of the Stokes
initial value problem in R3. The results for this problem are fundamental in
the analysis of the Navier–Stokes equations that follows; while the arguments
are at times somewhat technical, we therefore present them in full, but with
some details in Appendix A.4.
The Stokes equations with the general form of the forcing F can be
solved using the representation formulae1,
u(t) = u1(t) + u2(t) := Φ(t) ∗ u0 +
∫ t
0
T (t− s) ∗ F (s) ds, (2.3)
p(t) := −(−∆)−1(divX(t)), (2.4)
1These formulae are stated by Leray in (2.2) and (2.9).
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see Theorem 2.2 below (in which we focus only on the case of regular F ).
(See (1.6) for the definition of (−∆)−1, and recall that Φ(t) denotes the heat
kernel (1.8).) Here the convolution of the matrix function T (t − s) and a
vector function F (s) is understood as a matrix-vector operation, that is
u2,i(x, t) =
∫ t
0
∫
Tij(x− y, t− s)Fj(y, s) dy ds.
In this section we study the representation formulae (2.3), (2.4) and certain
modified representation formulae (that is (2.14), (2.15)) in the case when F
is of the special form F = −(Y · ∇)Y for some vector field Y . Of the two
cases
F of general form and F = −(Y · ∇)Y for some Y
Leray considers2 mainly the former case; studying the formula (2.3) given
appropriate regularity of F , and only mentioning briefly the latter case3.
Here we treat the two cases separately. We treat the former case briefly,
and we focus more on the latter case. An advantage of this approach is that
it makes our results for each of the two cases directly applicable in the anal-
ysis of the Navier–Stokes equations. Moreover, in this slight refinement of
Leray’s approach, we construct the solution using the representation formu-
lae, rather than deducing the representation as a property of the solution.
As a result, we obtain a simple existence and uniqueness theorem for the
Stokes equations (Theorem 2.6).
2.1 A general forcing F
Consider a forcing F ∈ C([0, T );L2) and let u, p be given by the represen-
tation formulae (2.3), (2.4) above.
Lemma 2.1. If F ∈ C([0, T );L2) then the function u defined above satisfies
(i) u ∈ C((0, T );L∞) with4,
‖u(t)‖∞ ≤ C
∫ t
0
‖F (s)‖
(t− s)3/4 ds+ C‖u0‖t
−3/4. (2.5)
(ii) ∇u ∈ C((0, T );L2) with5
‖∇u(t)‖ ≤ C
∫ t
0
‖F (s)‖
(t− s)1/2 ds+ C‖u0‖t
−1/2. (2.6)
2This corresponds to Sections 11–13.
3See Lemma 8 in his work.
4Leray does not state this bound (we state it as a tool for proving (iii)).
5This is Leray’s (2.8), (2.12) and (2.19).
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More generally, if F, . . . ,∇mF ∈ C([0, T );L2) then
∇m+1u ∈ C((0, T );L2)
with
‖∇m+1u(t)‖ ≤ C
∫ t
0
‖∇mF (s)‖
(t− s)1/2 ds+ Cm+1‖u0‖t
−(m+1)/2.
(iii) u ∈ C([0, T );L2) with6
‖u(t)‖ ≤
∫ t
0
‖F (s)‖ds + ‖u0‖ for all t ∈ (0, T ). (2.7)
Moreover u satisfies the energy dissipation equality
‖u(t)‖2 − ‖u0‖2 + 2
∫ t
0
‖∇u(s)‖2 ds = 2
∫ t
0
∫
u · F dxds (2.8)
for all t ∈ (0, T ).
The properties (i), (ii) of the lemma follow from Lemma 1.1, the integral
bounds on the Oseen kernel (see (1.14)) and the corresponding property
of the heat kernel (see (ii), (iii) in Appendix A.1). As for (iii), assuming
first that F is smooth, the functions u, p constitute a classical solution to
the Stokes equations (2.1), (2.2) (which is proved in the following theorem).
The required estimates are straightforward for classical solutions. If F is
not smooth, one obtains (iii) by a density argument. See Appendix A.4.2
for the detailed proof of (iii).
Theorem 2.2 (Classical solution for smooth forcing F ).
Suppose that for some R > 0
F ∈ C∞(R3× [0, T );R3) and suppF (t) ⊂ B(0, R) for t ∈ [0, T ). (2.9)
Then the pair of functions u, p given above is a classical solution of the
Stokes equations (2.1), (2.2) with u(0) = u0. Moreover u ∈ C([0, T );L2).
In fact the functions u, p constitute a unique solution in a much wider
class, namely the class of distributional solutions u, p such that u ∈ C([0, T );L2)
and p ∈ L1loc(Rn × [0, T )), see Theorem 2.5 in Section 2.2.
Theorem 2.2 follows by showing that u1, u2 satisfy the equations
7
∂tu1 −∆u1 = 0,
div u1 = 0,
u1(0) = u0,

∂tu2 −∆u2 +∇p = F,
div u2 = 0,
u2(0) = 0,
(2.10)
6This is Section 13 in Leray (1934b).
7The study of u1 and u2 corresponds to Leray’s Sections 11 and 12, respectively.
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The part of the claim for u1 follows directly from the analysis of the heat
equation, see Appendix A.1. As for u2, using the Fourier transform one can
see that it is enough to prove the claim in Fourier space. It therefore suffices
to use the Fourier transform of the Oseen kernel,
F [T (t)] =
(
I − ξ ⊗ ξ|ξ|2
)
e−4pi
2t|ξ|2 t > 0, (2.11)
obtained from (1.9) and (1.11), where I denotes the identity matrix and
ξ ⊗ ξ denotes the 3× 3 matrix with components ξiξj. An interested reader
is referred to Appendix A.4.1 for the detailed proof.
At this point it is interesting to note that the Stokes equations are in
fact a nonhomogeneous heat equation for u under the incompressibility con-
straint div u = 0. Since ∆p = divF we see that p appearing in the Stokes
equations acts as a modification of the forcing F to make it divergence free
(that is div (F − ∇p) = 0). Since any solution of a nonhomogeneous heat
equation with divergence-free forcing and initial data remains divergence
free for positive times, we see that the role of p in the Stokes equations is to
guarantee that u(t) remains divergence free for t > 0. One can also think of
it as the projection of X(t) onto the space of weakly divergence-free vector
fields (which is often called the Leray projection).
Moreover, from (2.4) we see that the Fourier transform of the modified
forcing F −∇p is (
I − ξ ⊗ ξ|ξ|2
)
F̂ (ξ, t).
Thus we see from (2.11) that the Oseen kernel is precisely the modification
of the heat kernel that accounts for this modification of the forcing. This is
particularly clear from a calculation in the Fourier space in Appendix A.4.1.
2.2 A forcing of the form F = −(Y · ∇)Y
Here we assume that F is of a particular form, namely
F = −(Y · ∇)Y (2.12)
(in components Fk = Yi∂iYk) for some weakly divergence-free Y ∈ C((0, T ), L∞)
such that ‖Y (t)‖∞ remains bounded as t→ 0+. Note that since the deriva-
tives ∂iYk are not well-defined we understand (2.12) in a formal sense and we
will consider the Stokes equations (2.1), (2.2) in the sense of distributions.
More precisely, we say that u, p is a distributional solution of (2.1), (2.2)
with F of the form (2.12) if u(t) is weakly divergence free for t ∈ (0, T ) and∫
u0 ·φ(0) dx+
∫ T
0
∫
(u · (φt +∆φ) + p divφ) =
∫ T
0
∫
Y ·(Y ·∇)φ (2.13)
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for φ ∈ C∞0 (R3 × [0, T );R3). We will also consider a modified form of the
representation formulae (2.3), (2.4) that accounts for this special form of
the forcing,
u(t) = u1(t) + u2(t) := Φ(t) ∗ u0 +
∫ t
0
∇T (t− s) ∗ [Y (s)Y (s)] ds, (2.14)
p(t) := ∂k∂i(−∆)−1(Yi(t)Yk(t)), (2.15)
where we write
(∇T (t− s) ∗ [Y (s)Y (s)])j (x) :=
∫
∂iTjk(x− y, t− s)Yi(y, s)Yk(y, s) dy.
(2.16)
Clearly, such u, p are well-defined since no derivatives fall on Y in these
modified representation formulae. If Y is regular (in the sense of (2.9)) then
the above definition of u, p is equivalent to (2.3), (2.4), and so Theorem 2.2
implies that such u, p constitute a classical solution of the Stokes equations
(and hence also a distributional solution). In this section we show that u,
p constructed above constitute the unique distributional solution in a wide
class if we have Y ∈ C([0, T );L2) in addition to the assumptions on Y
mentioned in (2.12), see Theorem 2.6 below.8
For this purpose we derive several properties of such u, p. In view of
Lemma 2.1, we now prove refined bounds on ‖u(t)‖∞ and ‖u(t)‖, and show
that u ∈ H1/2((0, T )) and ∇u ∈ C((0, T );L∞).
Lemma 2.3 (Properties of u, p given by (2.14-2.15)). Let u0 ∈ L2 and u, p
given by (2.14) and (2.15) for some Y with the properties described following
(2.12).
(i) If u0 is bounded then u ∈ C((0, T ), L∞) with9
‖u(t)‖∞ ≤ C
∫ t
0
‖Y (s)‖2∞√
t− s ds+ ‖u0‖∞.
Moreover u ∈ C([0, T ), L∞) if u0 ∈ L∞ is uniformly continuous.
(ii) u ∈ H1/2((0, T )) and the corresponding Ho¨lder constant C0(t) satis-
fies10
C0(t) ≤ c0
∫ t
0
‖Y (s)‖2∞
(t− s)3/4 ds+ c0
‖u0‖
t
8This corresponds to Leray’s Lemma 8, in which he states that the representation
formula (2.14) is a property of the solution.
9Leray does not state this bound explicitly, but he uses it in later sections during the
study of the Navier–Stokes equations (for instance in (3.5), at the bottom of p. 222, and
at the top of p. 232).
10Leray shows a similar property of ∇u in the case of F of general form (which he
obtains in (2.18) and as a consequence of (2.7) and (2.8)). We translate this result to the
case of F of the form F = −(Y · ∇)Y .
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for some c0 > 0.
More generally, if Y , ∇Y , ... , ∇mY ∈ C((0, T ), L∞) with the respec-
tive L∞ norms bounded as t → 0+ then ∇mu ∈ H1/2((0, T )) and the
corresponding constant Cm(t) satisfies
Cm(t) ≤ cm
∑
α+β=m
∫ t
0
‖∇αY (s)‖∞‖∇βY (s)‖∞
(t− s)3/4 ds+ cm
‖u0‖
t(m+2)/2
.
(iii) If additionally Y ∈ C([0, T );L2) then p ∈ C([0, T );L2) and u ∈ C([0, T );L2)
with11
‖u(t)‖ ≤ C
∫ t
0
‖Y (s)‖∞‖Y (s)‖√
t− s ds+ ‖u0‖. (2.17)
Moreover if T ′ < T and {Y (n)} is a sequence such that Y (n) → Y in
C([0, T ′];L2) and maxt∈[0,T ′] ‖Y (n)(t)‖∞ ≤ maxt∈[0,T ′] ‖Y (t)‖∞ then
u(n) → u and p(n) → p in C([0, T ′];L2).
(iv) If additionally Y ∈ H1/2((0, T )) with the corresponding constant C0(t)
bounded as t→ 0+ then ∇u ∈ C((0, T );L∞) with12
‖∇u(t)‖∞ ≤ C
∫ t
0
‖Y (s)‖∞C0(s)
(t− s)3/4 ds+ C
‖u0‖
t5/4
. (2.18)
More generally if for every multi-index α with |α| ≤ m − 1, DαY ∈
H1/2((0, T )) ∩ C((0, T );L∞) with the corresponding Ho¨lder constant
Cα(t) and ‖DαY (t)‖∞ bounded as t → 0+ then ∇mu ∈ C((0, T );L∞)
with
‖∇mu(t)‖∞ ≤ Cm
∫ t
0
∑
α+β=m−1 ‖∇αY (s)‖∞Cβ(s)
(t− s)3/4 ds
+ Cmt
−m
2
− 3
4‖u0‖
Proof. Since Y ∈ C((0, T );L∞) with ‖Y (t)‖∞ bounded as t→ 0+ the same
is true of YiYk for each pair i, k and so claim (i) follows from Lemma 1.1
and from the properties of the heat kernel (see Appendix A.1; note also that
Lemma A.1 verifies the comment in (i)). In a similar way one obtains (iii),
where the claim for p follows directly from the Plancherel Lemma (Lemma
1.4) and the limiting property follows from (2.17) and the Plancherel Lemma.
11Leray does not state this property, but he uses it in showing existence of strong
solutions to the Navier–Stokes equations (in the inequality he states at the bottom of
page 223). We will apply it in a similar way (see Theorem 3.9) and also it in the existence
and uniqueness theorem for the Stokes equations (Theorem 2.6).
12This corresponds to Leray’s property of ∇u (which he obtains in (2.7) and (2.20)).
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Property (ii) is a consequence of the Ho¨lder continuity of the heat kernel (see
(v) in Appendix A.1) and the Ho¨lder continuity of ∇T in L1 (see Lemma
1.6). Indeed we have
|u2(x, t)− u2(y, t)|
≤
∫ t
0
∫
|∇T (x− z, t− s)−∇T (y − z, t− s)| dz‖Y (s)‖2∞ ds
≤ C|x− y|1/2
∫ t
0
‖Y (s)‖2∞
(t− s)3/4 ds.
As for property (iv) note that the bound on∇u1 in (2.18) (that is ‖∇u1(t)‖∞ ≤
C‖u0‖t−5/4) and the continuity ∇u1 ∈ C((0, T );L∞) follow from properties
of the heat kernel (see (iv) in Appendix A.1). As for u2, the bound on ∇u2
in (2.18) can be shown using the following trick. Recalling that Y is weakly
divergence free, we obtain∫
∂liTkj(x− y, t)Yi(y, s) dy = 0
for all j, k, l and s, t ∈ (0, T ), x ∈ R3, where the integral exists due to (1.13).
Hence, for each j, l and t ∈ (0, T )
∂lu2,j(x, t) = −
∫ t
0
∫
∂liTjk(x− y, t− s)Yi(y, s)Yk(y, s) dy ds
= −
∫ t
0
∫
∂liTjk(x− y, t− s)Yi(y, s) [Yk(y, s)− Yk(x, s)] dy ds, (2.19)
and so using the bound |∇2T (x, t)| ≤ C(|x|2 + t)−5/2 (see (1.13)) and the
assumption Y ∈ H1/2((0, T )) we obtain
|∇u2(x, t)| ≤ C
∫ t
0
∫
C0(s)‖Y (s)‖∞|x− y|1/2
(|x− y|2 + (t− s))5/2 dy ds
= C
∫ t
0
‖Y (s)‖∞C0(s)
(t− s)3/4 ds,
where we used the fact
∫ |y|1/2/(|y|2+t)5/2 dy = Ct−3/4. Thus (2.18) follows.
One can also employ this trick to show the continuity ∇u2 ∈ C((0, T );L∞),
see Appendix A.4.3 for the details.
Finally, claims (ii) and (iv) for higher derivatives ∇mu follow in a similar
way. Indeed, the claims corresponding to u1 follow from the properties of
the heat kernel (see (iv) in Appendix A.1) and, as for u2, we write any
Dγu2,j with |γ| = m as the sum of the integrals∫ t
0
∫
∂l∂iTjk(x− y, t− s)Yα,i(y, s)Yβ,k(y, s) dy ds
where Yα, Yβ denote appropriate derivatives of Y of orders α, β, respectively,
where α+ β = m− 1, l, j = 1, 2, 3, and we repeat the reasoning above.
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Corollary 2.4. The results of the above lemma extend to the case Fi =
−∂k(YiZk) for some weakly divergence-free Y,Z ∈ C((0, T ), L∞) with the
L∞ norms bounded as t → 0+. In particular, if such Y,Z satisfy also
Y,Z ∈ C([0, T ), L2) and v is given by
v(t) := Φ(t) ∗ u0 +
∫ t
0
∇T (t− s) ∗ [Y (s)Z(s)] ds (2.20)
then v ∈ C((0, T ), L∞) ∩ C([0, T ), L2) with
‖v(t)‖∞ ≤ C
∫ t
0
‖Y (s)‖∞‖Z(s)‖∞√
t− s ds+ ‖u0‖∞,
‖v(t)‖ ≤ C
∫ t
0
‖Y (s)‖∞‖Z(s)‖√
t− s ds+ ‖u0‖.
The existence and uniqueness theorem for distributional solutions to the
Stokes equations is based on the following uniqueness result.
Theorem 2.5 (Uniqueness of distributional solutions to the Stokes equa-
tions13). If u, p are such that u ∈ C([0, T );L2) is weakly divergence-free,
p ∈ L1loc(R3 × [0, T )), and∫ T
0
∫
((φt +∆φ) · u+ p divφ) dxdt = 0 (2.21)
for all φ ∈ C∞0 (R3 × [0, T );R3), then u ≡ 0.
It follows that
∫ T
0
∫
p divφdxdt = 0, and so integration by parts and
the Fundamental Lemma of Calculus of Variations give ∇p ≡ 0; that is p
is a function of t only. Since both the Stokes equations and the Navier–
Stokes equations are invariant under addition to the pressure function any
function of time, we will identify two solutions u1, p1 and u2, p2 of the Stokes
equations (or the Navier–Stokes equations) if u1 = u2 and p1 differs from p2
by a function of time.
Proof (sketch; see Appendix A.4.4 for details). The proof of the theorem is
based on considering the regularisations of u, p,
v(x, t) :=
∫ t
0
(Jεu)(x, s) ds, q(x, t) :=
∫ t
0
(Jεp)(x, s) ds, ε > 0.
Such a regularisation is still a solution of (2.21) and one can show that
∆q = 0 in a distributional sense. Thus ∆v satisfies the homogeneous heat
equation in a distributional sense and the uniqueness of the solution to the
heat equation gives ∆v = 0. An application of Liouville’s theorem and
the assumption ‖u(t)‖ < ∞ for all t then gives v ≡ 0 for all ε > 0, and
consequently u ≡ 0.
13This is a version of the argument from Section 14 of Leray (1934b).
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We are now ready to prove the existence and uniqueness of distributional
solutions, the central result of the study of the Stokes equations.
Theorem 2.6 (Distributional solution for F of the form (2.12)). Let Y ∈
C([0, T ), L2) ∩ C((0, T ), L∞) be weakly divergence free such that ‖Y (t)‖∞
remains bounded as t → 0+. Then u, p given by (2.14), (2.15) comprise a
distributional solution of (2.1), (2.2) with initial data u0 and F = −(Y ·∇)Y .
Moreover this solution is unique in the class u ∈ C([0, T ), L2), p ∈ L1loc(R3×
[0, T )).
Proof. Uniqueness follows from the theorem above. The fact that u ∈
C([0, T );L2) and the L2 continuity at t = 0, ‖u(t) − u0‖ → 0 as t → 0, is
clear from Lemma 2.3, (iii). Fix φ ∈ C∞0 (R3× [0, T ),R3) and let T ′ ∈ (0, T )
be such that φ = 0 for t ≥ T ′. Let {Y (n)} be a sequence of functions
Y (n) ∈ C∞(R3× [0, T )) such that suppY (n)(t) ⊂ B(0, Rn) for some Rn > 0,
‖Y − Y (n)‖C([0,T ′],L2) → 0 as n→∞
and maxt∈[0,T ′] ‖Y (n)(t)‖∞ ≤ maxt∈[0,T ′] ‖Y (t)‖∞. Note that the above con-
vergence means that also
‖YiYk − Y (n)i Y (n)k ‖C([0,T ′],L2) → 0 as n→∞
for all i, k. The existence of such Y (n)’s is guaranteed by Lemma A.12. Let
(un, pn) be given by (2.3), (2.4) with F replaced by F
(n), where F
(n)
k :=
−∂i(Y (n)i Y (n)k ). By Theorem 2.2 (un, pn) satisfies the equations (2.1), (2.2)
with F replaced by F (n) in the classical sense, and so also in the sense of
distributions, that is un is weakly divergence free and∫
u0 · φdx+
∫ T
0
∫
(un · (φt +∆φ) + pn divφ) =
∫ T
0
∫
Y (n) · (Y (n) · ∇)φ.
(2.22)
By Lemma 2.3, (iii), we have
‖un − u‖C([0,T ′],L2) → 0, ‖pn − p‖C([0,T ′],L2) → 0 as n→∞
and so we can take the limit n → ∞ to obtain that u is weakly divergence
free and, from (2.22),∫
u0 · φdx+
∫ T
0
∫
(u · (φt +∆φ) + p divφ) =
∫ T
0
∫
Y · (Y · ∇)φ,
that is u, p is indeed the distributional solution.
Corollary 2.7. The conclusion of Theorem 2.6 also holds if F is of the
form Fi = −∂i(YiZk), where Y,Z ∈ C([0, T ), L2)∩C((0, T ), L∞) are weakly
divergence free with ‖Y (t)‖∞, ‖Z(t)‖∞ bounded as t → 0+, and the repre-
sentation formula (2.14) is replaced by (2.20).
21
Notes
As remarked in the beginning of the section, we focused on the forcing of
the form F = −(Y ·∇)Y more directly than Leray. In particular Lemma 2.3
is not stated by explicitly by Leray. Thanks to the use of the distributional
form of the Stokes equations (2.13) and the limiting property of the repre-
sentation formulae (2.14), (2.15) (that is Lemma 2.3 (iii)) the main results
of the section can be encapsulated in Theorem 2.6.
In the next section we will follow Leray in applying the results for the
Stokes equations to study the Navier–Stokes equations. In particular we will
employ the other properties of the modified representation formulae (2.14),
(2.15), that is Lemma 2.3 (i),(ii),(iv). These properties were presented by
Leray either implicitely during the study of the Navier–Stokes equations or
by showing a related result for a general of the forcing F , as we pointed out
in the footnotes in Lemma 2.3.
3 Strong solutions of the Navier–Stokes equations
We now consider the Navier–Stokes equations
∂tu−∆u+∇p = −(u · ∇)u, (3.1)
div u = 0 (3.2)
in R3 × (0, T ). We will consider a weak form of these equations,∫ T
0
∫
(u · (ft +∆f) + p div f) =
∫ T
0
∫
u · (u · ∇)f (3.3)
for f ∈ C∞0 (R3 × (0, T )), where u(t) is weakly divergence free. We first
define solutions on the open time interval (0, T ) (see below) and we study
their properties in Section 3.1. In Section 3.2 we equip the problem (3.1)-
(3.2) with initial data, and for this reason we extend the definition of strong
solutions to the half-closed time interval [0, T ) (Definition 3.7). We then
show existence and uniqueness of local-in-time strong solutions (Theorem
3.9). In Section 3.3 we study the maximal time of existence for strong
solutions and the rate of blow-up of strong solutions if the maximal time
is finite. In Section 3.4 we study local existence and uniqueness of strong
solutions with less regular initial data.
Definition 3.1. A function u is a strong solution of the Navier–Stokes
equations on the time interval (0, T ) if it satisfies the weak form of the
equations with some p ∈ L1loc(R3 × (0, T )) and if
u ∈ C((0, T );L2) ∩ C((0, T );L∞).
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This is how Leray defines a strong solution, except that he requires the
continuity of all terms appearing in the Navier–Stokes equations (3.1) (see
p. 217). Here we make use of the weak form of equations and thus we avoid
specifying any conditions on derivatives of u. However, smoothness of strong
solutions (Corollary 3.3) implies that the two definitions are equivalent to
each other. Note also that if u is a strong solution of the Navier–Stokes
equations then (3.3) is equivalent to requiring that∫
u(t1) · f(t1)−
∫
u(t2) · f(t2) +
∫ t2
t1
∫
(u · (ft +∆f) + p div f)
=
∫ t2
t1
∫
u · (u · ∇)f (3.4)
for all f ∈ C∞0 (R3 × (0, T )) and t1, t2 ∈ (0, T ) with t1 < t2. While the “⇐”
part this equivalence is trivial, the “⇒” part is not immediate but can be
obtained by a simple cut-off procedure, which we now explain.
For h > 0 let Fh(x, s) := f(x, s)θh(s), where θh ∈ C∞(R) is a nonin-
creasing function such that θh(s) = 1 for s ≤ t2, θh(s) = 0 for s ≥ t2 + h.
Using Fh as a test function in (3.3) we obtain∫ t2+h
0
∫
(u · (ft +∆f) + p div f) θh +
∫ t2+h
t2
∫
u · fθ′h
=
∫ t2+h
0
∫
u · (u · ∇)fθh.
Since u, f ∈ C((0, T );L2) the function s 7→ ∫ u(s) ·f(s) is continuous. Thus,
since θh is nonincreasing and
∫
R
θ′h = −1 we obtain∫ t2+h
t2
∫
u · f θ′h → −
∫
u(t2) · f(t2) as h→ 0+.
Thus taking the limit h → 0+ in the last equation (via the Dominated
Convergence Theorem) gives
−
∫
u(t2) · f(t2) +
∫ t2
0
∫
(u · (ft +∆f) + p div f) =
∫ t2
0
∫
u · (u · ∇)f.
Applying a similar cut-off procedure at time t1 gives (3.4).
From (3.4) and the theorem about the existence and uniqueness of dis-
tributional solutions to Stokes equations (Theorem 2.6) we see that a strong
solution of the Navier–Stokes equations admits representation formulae14,
u(t2) = Φ(t2 − t1) ∗ u(t1) +
∫ t2
t1
∫
∇T (t2 − t1 − s) ∗ [u(s)u(s)] ds,
p(t2) = ∂i∂k(−∆)−1(ui(t2)uk(t2)).
(3.5)
14These are (3.2) and (3.3) in Leray (1934b).
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for all t1, t2 ∈ (0, T ) with t1 < t2. Recall we employ the notation
(∇T (t− s) ∗ [Y (s)Z(s)])j (x) :=
∫
∂iTjk(x− y, t− s)Yi(y, s)Zk(y, s) dy.
Note this representation formula also determines uniquely the pressure func-
tion p.
3.1 Properties of strong solutions
In this section we study the properties of strong solutions of the Navier–
Stokes equations on the open time interval (0, T ). We will show that if u is
a strong solution and p is the corresponding pressure function then u and p
are smooth and u satisfies an energy equality, along with some other useful
results. The theorem below as well as the following corollary show that u,
p are smooth.
Theorem 3.2. 15 If u is a strong solution of the Navier–Stokes equations
on (0, T ) then
∇mu ∈ C((0, T );L2) ∩ C((0, T );L∞) for all m ≥ 0.
The proof of the theorem (as well as the corollary that follows) is a
simplification16 of Leray’s arguments (which he presents on pages 218-219).
Proof. The proof proceeds by a double use of induction. First, we show that
∇mu ∈ C((0, T );L∞) ∩H1/2((0, T )) for m ≥ 0.
Here the base case follows from the definition of a strong solution and from
Lemma 2.3, (ii), and the induction step follows from the same lemma, prop-
erties (iv) and (ii).
Second, we show that
∇mu ∈ C((0, T );L2), ∇m [(u · ∇)u] ∈ C((0, T );L2) for m ≥ 0.
Here the base case follows from the definition of a strong solution and by
deducing that (u · ∇)u ∈ C((0, T );L2) by using Ho¨lder’s inequality,
‖(u(t) · ∇)u(t)− (u(s) · ∇)u(s)‖
≤ ‖u(t)‖ ‖∇u(t) −∇u(s)‖∞ + ‖∇u(s)‖∞‖u(t) − u(s)‖.
The induction step follows from Lemma 2.1 (ii) and from a similar use of
Ho¨lder’s inequality.
15Theorem 3.2 and Corollary 3.3 correspond to pp. 218-219 in Leray (1934b).
16This simplification is due to our choice to organise the properties of the representation
formulae (2.3), (2.4) and (2.14), (2.15) into Lemmas 2.1 and 2.3, see Notes at the end of
the section
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Note that in fact for each s ∈ (0, T ) we have bounded the norms ‖∇mu(s)‖,
‖∇mu(s)‖∞, m ≥ 0 using only the norms ‖u(t)‖, ‖u(t)‖∞, t ∈ (0, T ).
Corollary 3.3 (Smoothness of strong solutions). If u is a strong solution
of the Navier–Stokes equations on (0, T ) and p is the corresponding pressure
then
∂kt∇mu, ∂kt∇mp ∈ C((0, T );L2) ∩ C((0, T );L∞) for all m,k ≥ 0.
In particular u, p ∈ C∞(R3 × (0, T )) and u, p constitute a classical solution
of the Navier–Stokes equations on R3 × (0, T ).
Proof. From the representation of p, (3.5), and the Plancherel Lemma (Lemma
1.4), we obtain that ∇mp ∈ C((0, T );L2) for all m. Moreover, using the
Cauchy-Schwarz inequality and Lemma 1.3 we obtain for any x ∈ R3
|p(x, t)− p(x, s)| ≤
∫ |∂iuj(y, t)(∂jui(y, t)− ∂jui(y, s))|
4π|x− y| dy
+
∫ |∂jui(y, s)(∂iuj(y, t)− ∂iuj(y, s))|
4π|x− y| dy
≤ C‖∇u(t)−∇u(s)‖
(√∫ |∇u(y, t)|2
|x− y|2 dy +
√∫ |∇u(y, s)|2
|x− y|2 dy
)
≤ C‖∇u(t)−∇u(s)‖ (‖∇2u(t)‖+ ‖∇2u(s)‖) .
Thus p ∈ C((0, T );L∞) and performing a similar calculation for each of the
spatial derivatives of p shows that ∇mp ∈ C((0, T );L∞) for all m. Thus
the distributional form of the Navier–Stokes equations (3.3) gives ∇mut ∈
C((0, T );L2) ∩ C((0, T );L∞) for all m.
The regularity of higher derivatives in time follows by induction: regu-
larity of ∂kt u follows from the regularity of u, ∂tu, . . . , ∂
k−1
t u and ∂
k−1
t p, and
by taking (k − 1)-th time derivative (in a weak sense) of the Navier–Stokes
equations, and the regularity of ∂kt p follows by taking k time derivatives of
the representation formula of p, (3.5).
Theorem 3.4 (Energy equality for strong solutions17). A strong solution u
of the Navier–Stokes equations on (0, T ) satisfies
‖u(t2)‖2 + 2
∫ t2
t1
‖∇u(s)‖2 ds = ‖u(t1)‖2 (3.6)
for all t1, t2 ∈ (0, T ).
17This is (3.4) in Leray (1934b).
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Proof. Since Theorem 3.2 gives in particular (u·∇)u ∈ C((0, T );L2), Lemma
2.1, (iii) gives
‖u(t2)‖2 − ‖u(t1)‖2 + 2
∫ t2
t1
‖∇u(s)‖2 ds = 2
∫ t2
t1
∫
u · (u · ∇)u dxds.
The theorem follows by noting that the right-hand side vanishes: integration
by parts and the incompressibility constraint, ∂kuk = 0, give∫
u · (u · ∇)u =
∫
ui uk ∂kui = −
∫
∂kui uk ui, (3.7)
that is
∫
u · (u · ∇)u = 0.
We now show that we can control the separation of two strong solutions.
Lemma 3.5 (Comparison of two strong solutions18). Suppose that u, v are
strong solutions to the Navier–Stokes equations on (0, T ) and let
w := u− v.
Then
‖w(t2)‖2 ≤ ‖w(t1)‖2e
1
2
∫ t2
t1
‖u(s)‖2
∞
ds (3.8)
for t1, t2 ∈ (0, T ) with t1 < t2.
In particular, if u, v coincide at time t1 then they continue to coincide
for the later times. We will extend this uniqueness property to account for
the initial data in Section 3.2 (Lemma 3.8).
Proof. Since both u and v satisfy the Navier–Stokes equations pointwise,
subtracting them gives
∂tw −∆w +∇q = −(u · ∇)u+ (v · ∇)v = −(v · ∇)w − (w · ∇)u.
As in (3.7) we have
∫
w·(v·∇)w = 0 and hence multiplying the above equality
by w, integrating by parts in spatial variables, using the incompressibility
constraint, ∂kwk = 0, we obtain for t ∈ (0, T )
1
2
d
dt
‖w(t)‖2 + ‖∇w(t)‖2 = −
∫
w · ((v · ∇)w + (w · ∇)u)
=
∫
wiwk ∂kui = −
∫
∂kwiwk ui
≤ ‖∇w(t)‖‖w(t)‖‖u(t)‖∞
≤ ‖∇w(t)‖2 + 1
4
‖w(t)‖2‖u(t)‖2∞,
18This is Section 18 of Leray (1934b).
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where we also used the Cauchy-Schwarz and Young inequalities (and we
omitted the argument “t” under the integrals). Hence
d
dt
‖w(t)‖2 ≤ 1
2
‖w(t)‖2‖u(t)‖2∞,
and the claim follows by applying Gronwall’s inequality.
Finally, the remark after the proof of Theorem 3.2 suggests the following
convergence property of a family of strong solutions of the Navier–Stokes
equations.
Lemma 3.6 (Convergence lemma19). Suppose {uε}ε>0 is a family of strong
solutions of the Navier-Stokes equations such that
‖uε(t)‖∞, ‖uε(t)‖ ≤ f(t) for t ∈ (0, T ),
where f is a continuous function on (0, T ). Then there exists a sequence
εk → 0+ and a function u, such that uεk → u, ∇uεk → ∇u uniformly on
compact sets in R3 × (0, T ) as εk → 0+.
Moreover u is a strong solution of the Navier-Stokes equations in (0, T )
and satisfies ‖u(t)‖∞, ‖u(t)‖ ≤ f(t) for all t ∈ (0, T ).
Proof. Let pε(t) denote the pressure function corresponding to uε (which is
determined uniquely by the representation formula (3.5) with u replaced by
uε). Fix a bounded domain Ω ⊂ R3 and δ > 0. We see from Corollary 3.3
that for a multi-index α and m such that m, |α| ≤ 3
|∂tmDαuε|, |∂tmDαpε| ≤ CΩ,δ on Ωδ × (δ/2, T − δ/2),
where Ωδ := Ω+B(0, δ). Thus an application of the Arzela`–Ascoli theorem
and a simple diagonalization argument produces a sequence {εk} such that
all derivatives ∂tmD
αuεk , ∂tmD
αpεk with m, |α| ≤ 2 converge to the respec-
tive derivatives of u and p uniformly on Ω × (δ, T − δ), for some functions
u, p. In particular the Navier–Stokes equations
∂tuεk −∆uεk +∇pεk = −(uεk · ∇)uεk ,
div uεk = 0
converge uniformly on Ω × (δ, T − δ) to Navier–Stokes equations for u (in
the sense that all terms converge). Now consider a sequence of bounded
sets Ωn ր R3, a sequence δn → 0+ and apply another diagonal argument
to obtain a subsequence {εk} (which we relabel) such that for m, α with
m, |α| ≤ 2
∂tmD
αuεk → ∂tmDαu, ∂tmDαpεk → ∂tmDαp
19This is Lemma 9 in Leray (1934b).
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uniformly on compact sets in R3 × (0, T ). In particular u, p satisfy the
Navier–Stokes equations pointwise, and thus also in the sense of distribu-
tions (3.3). That ‖u(t)‖∞ ≤ f(t) holds for all t is clear, and the inequality
‖u(t)‖ ≤ f(t) follows by an application of Fatou’s lemma. According to
Definition 3.1 it remains to verify that u ∈ C((0, T );L2) ∩ C((0, T );L∞).
For this let I be a closed interval in (0, T ) and note that there exists M > 0
such that ‖∂tuεk(t)‖∞, ‖∂tuεk(t)‖ ≤ M for t ∈ I, k ≥ 0 (see Corollary 3.3).
Thus the mean value theorem gives
‖uεk(t)− uεk(s)‖∞, ‖uεk(t)− uεk(s)‖ ≤M |t− s| for s, t ∈ I, k ≥ 0.
Thus taking the limit in k (and applying Fatou’s lemma) gives the required
continuity.
3.2 Local existence and uniqueness of strong solutions
In this section we study the Navier–Stokes initial value problem, that is
we consider the equations (3.1), (3.2) with initial data. For this reason we
extend the definition of strong solutions (Definition 3.1) to the half-closed
time interval [0, T ).
Definition 3.7. A function u is a strong solution of the Navier–Stokes
equations on [0, T ) if for some p ∈ L1loc(R3 × [0, T ))∫
u(0) · f(0) +
∫ T
0
∫
(u · (ft +∆f) + p div f) =
∫ T
0
∫
u · (u · ∇)f (3.9)
for all f ∈ C∞0 (R3× [0, T );R3), u(t) is weakly divergence free for t ∈ (0, T ),
and
u ∈ C([0, T );L2) ∩ C((0, T );L∞) (3.10)
with ‖u(t)‖∞ bounded as t→ 0+.
The regularity (3.10) is a part of Leray’s definition of solutions on the
time interval [0, T ), but he also requires ∇u ∈ C([0, T );L2) and that u and
its spacial derivatives are continuous at t = 0 (see pp. 220-221 of his paper).
It is remarkable that by use of the weak formulation (3.9), these additional
assumptions are not necessary for showing local well-posedness (see Theorem
3.9 below). Moreover, the above definition is much less restrictive than the
commonly used definition of strong solutions, which usually requires
u ∈ L∞loc([0, T );H1) ∩ L2loc([0, T );H2),
and so consequently u ∈ C([0, T );H1) see, for example, Definition 6.1 and
the following discussion in Robinson et al. (2016). In particular, Definition
3.7 makes no assumption on the regularity of ∇u(t) for times t near 0.
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Since Definition 3.7 is an extension of the definition of the strong solution
on the open time interval (0, T ) (Definition 3.1), we see that u, p admit the
representation formulae (3.5). Moreover, now the representation formula
also holds for t1 = 0,
u(t) = Φ(t) ∗ u(0) +
∫ t
0
∇T (t− s) ∗ [u(s)u(s)] ds (3.11)
for t ∈ (0, T ), a consequence of the definition above and Theorem 2.6.
We also see that (3.9) is equivalent to∫
u(0) · f(0)−
∫
u(t) · f(t)
+
∫ t
0
∫
(u · (ft +∆f) + p div f) =
∫ t
0
∫
u · (u · ∇)f
(3.12)
being satisfied for all t ∈ (0, T ), f ∈ C∞0 (R3 × [0, T );R3) (see the discussion
following Definition 3.1). A consequence of this fact is that a strong solution
on the time interval [0, T ) is also a strong solution on the time interval [τ, T )
for any τ ∈ (0, T ).
Given the definition of strong solutions on the half-closed time interval
[0, T ), we immediately obtain the energy equality (3.6) with t1 = 0 and the
uniqueness of strong solutions.
Lemma 3.8 (Uniqueness and the energy equality for local strong solution).
A strong solution u to the Navier–Stokes equations on [0, T ) satisfies the
energy equality
‖u(t)‖2 + 2
∫ t
0
‖∇u(s)‖2 ds = ‖u0‖2 (3.13)
for t ∈ [0, T ).
Moreover, if v is another strong solution to the Navier–Stokes equations
on [0, T ) with v(0) = u(0) then u ≡ v.
Proof. The claim follows by taking the limit t1 → 0+ in (3.6) and (3.8) and
applying the Monotone Convergence Theorem.
From the lemma we obtain the semigroup property: if τ ∈ (0, T1) and
u, u˜ are strong solutions on the intervals [0, T1), [τ, T2) respectively with
u˜(τ) = u(τ), then u˜ = u on the time interval [τ,min{T1, T2}). We now
state the central theorem regarding strong solutions to the Navier–Stokes
equations.
Theorem 3.9 (Local existence of strong solutions). If u0 ∈ H ∩L∞ (that is
u0 ∈ L2 ∩L∞ is weakly divergence free, see (1.2)) then there exists a unique
strong solution u of the Navier–Stokes equations on [0, T ) with u(0) = u0,
where T > C/‖u0‖2∞.
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This theorem is proved by Leray in Section 19 in the case when u0 ∈
C1 ∩ H1 ∩ L∞. Here, we use the distributional form of equations to relax
this regularity requirement to only u0 ∈ H ∩ L∞, and to demonstrate how
Leray’s original proof can be simplified while exposing his main ideas.
Proof. Uniqueness is guaranteed by Lemma 3.8. As for existence, we con-
sider the following iterative definition of u(n):
u(0)(t) := Φ(t) ∗ u0
and
u(n+1)(t) :=
∫ t
0
∇T (t− s) ∗
[
u(n)(s)u(n)(s)
]
ds+ u(0)(t),
using the notation from (2.16). From properties of the heat kernel (see (iii)
in Appendix A.1) we have
u(0) ∈ C([0,∞);L2) ∩ C((0,∞);L∞),
‖u(0)(t)‖∞ ≤ ‖u0‖∞ and ‖u(0)(t)‖ ≤ ‖u0‖ for t ≥ 0. Moreover, using
induction we deduce from Lemma 2.3, (i) and (iii) (applied with Y := u(n))
that for all n ≥ 0, t ≥ 0,
u(n+1) ∈ C([0,∞);L2) ∩ C((0,∞);L∞),
‖u(n+1)(t)‖∞ ≤ C ′
∫ t
0
‖u(n)(s)‖2∞√
t− s ds+ ‖u0‖∞, (3.14)
and
‖u(n+1)(t)‖ ≤ C ′
∫ t
0
‖u(n)(s)‖∞‖u(n)(s)‖√
t− s ds+ ‖u0‖, (3.15)
Theorem 2.6 guarantees that if
p(n+1)(t) := ∂k∂i(−∆)−1
(
u
(n)
i (t)u
(n)
k (t)
)
(recall (1.6) for the notation) then for each n ≥ 0 the pair u(n+1), p(n+1) is
a distributional solution of the problem
∂tu
(n+1) −∆u(n+1) +∇p(n+1) = (u(n) · ∇)u(n), div u(n+1) = 0
with initial condition u(n+1)(0) = u0, that is u
(n+1) is weakly divergence free
and∫
u0 · f(0) dx+
∫ ∞
0
∫ (
u(n+1) · (ft +∆f) + p(n+1) div f
)
=
∫ ∞
0
∫
u(n) · (u(n) · ∇)f (3.16)
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for all f ∈ C∞0 (R3 × [0,∞), n ≥ 0. In order to take the limit in n we will
find a uniform bound on ‖u(n+1)‖∞ on the finite time interval [0, T ], where
T :=
1
32(1 + C ′)4‖u0‖2∞
.
For such choice of T > 0 the constant function φ(t) := (1+C ′)‖u0‖∞ satisfies
the integral inequality
φ(t) ≥ C ′
∫ t
0
φ2(s)√
t− s ds+ ‖u0‖∞ (3.17)
for all t ∈ [0, 8T ). A use of induction and (3.14) thus gives
‖u(n)(t)‖∞ ≤ φ(t). (3.18)
for all such t’s and all n ≥ 0. Now noting that for all j, k = 1, 2, 3, n ≥ 1
u
(n)
k u
(n)
j − u(n−1)k u(n−1)j = u(n)k
(
u
(n)
j − u(n−1)j
)
+ u
(n−1)
j
(
u
(n)
k − u(n−1)k
)
we use Corollary 2.4 twice (first with Y := u(n), Z := u(n)−u(n−1) and then
with Y := u(n−1), Z := u(n) − u(n−1)) to obtain
‖u(n+1)(t)− u(n)(t)‖∞
≤ C ′
∫ t
0
(‖u(n)(s)‖∞ + ‖u(n−1)(s)‖∞) ‖u(n)(s)− u(n−1)(s)‖∞√
t− s ds, (3.19a)
‖u(n+1)(t)− u(n)(t)‖
≤ C ′
∫ t
0
(‖u(n)(s)‖∞ + ‖u(n−1)(s)‖∞) ‖u(n)(s)− u(n−1)(s)‖√
t− s ds. (3.19b)
Applying (3.18) to the second of the above inequalities gives for t ∈ [0, T ]
‖u(n+1)(t)− u(n)(t)‖
≤ 2C ′(1 + C ′)‖u0‖∞‖u(n) − u(n−1)‖C([0,T ],L2)
∫ t
0
1√
t− s ds
= 4C ′(1 + C ′)‖u0‖∞
√
t‖u(n) − u(n−1)‖C([0,T ],L2)
≤ λ‖u(n) − u(n−1)‖C([0,T ],L2),
where λ := 4C ′(1 + C ′)‖u0‖∞
√
T . Hence
‖u(n+1) − u(n)‖C([0,T ],L2) ≤ λ‖u(n) − u(n−1)‖C([0,T ],L2)
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Because the definition of T implies λ ∈ (0, 1) we see that {u(n)} is a Cauchy
sequence in C([0, T ];L2) and so
u(n) → u in C([0, T ];L2)
for some u ∈ C([0, T ];L2) such that u(0) = u0 and u(t) is weakly divergence
free for each t ∈ [0, T ] (since u(n)(0) = u0 and u(n)(t) is weakly divergence
free for each n). Similarly, applying (3.18) to the first inequality in (3.19)
gives
‖u(n+1) − u(n)‖C([0,T ];L∞) ≤ λ‖u(n) − u(n−1)‖C([0,T ];L∞).
Although this does not imply that {u(n)} is Cauchy in C([0, T ];L∞) (recall
each u(n) need not belong to this space; it is continuous into L∞ only on the
open time interval (0,∞)), it does follow that {u(n)} is a Cauchy sequence
in C([δ, T ];L∞) for any δ ∈ (0, T ), and therefore
u(n) → u in C([δ, T ];L∞) (3.20)
for each δ. Note that the limit function is u since L2 convergence implies
convergence almost everywhere on a subsequence. Therefore
u ∈ C([0, T ];L2) ∩ C((0, T ];L∞)
and (3.18) gives ‖u(t)‖∞ ≤ (1 + C ′)‖u0‖∞ for all t ∈ [0, T ]. Letting
p(t) := ∂i∂k(−∆)−1 (ui(t)uk(t))
we see that the Plancherel Lemma (Lemma 1.4) gives that
p(n) → p in C([0, T ];L2).
Therefore, taking the limit n→∞ in (3.16) we obtain∫
u0 · f dx+
∫ T
0
∫
(u · (ft +∆f) + p div f) =
∫ T
0
∫
u · (u · ∇)f
for all f ∈ C∞0 (R3× [0, T )). Thus u is a strong solution of the Navier–Stokes
equations on [0, T ).
Note that if u0 is more regular then the continuity as t→ 0+ of the cor-
responding strong solution u on [0, T ) may be stronger. This is, in essence,
the issue of continuity as t → 0+ of the solution of the heat equation (cf.
Lemma A.1). If u0 is uniformly continuous then the representation formula
(3.11) gives that u(t)→ u0 in L∞ as t→ 0+ (cf. the proof of Lemma 2.3 (i)).
Furthermore, for such u0 the proof above simplifies since each u
(n) belong to
C([0,∞);L∞) (cf. the same lemma) and so they converge in C([0, T ];L∞)
rather than in C([δ, T ];L∞) for all δ’s as in (3.20).
32
3.3 Characterisation of singularities
Here we investigate the maximal time of existence of strong solutions and
derive the rates of blow-up of u in various norms at an approach to a (pu-
tative) blow-up time.
Let u0 ∈ V ∩ L∞ (that is u0 ∈ H1 ∩ L∞ is divergence free, see (1.2)),
let u be the strong solution of the Navier–Stokes equations starting from u0
and let T0 be its maximal time of existence, that is u cannot be extended
to a solution on [0, T ′) for any T ′ > T0. Note that Theorem 3.9 gives that
T0 ≥ C/‖u0‖2∞ and, if T0 is finite,
‖u(t)‖∞ blows up as t→ T−0 ,
as otherwise we could extend u beyond T0 and hence obtain a contradiction.
In this section we will apply the theory of integral inequalities (see
Lemma 1.5) to bound the L∞ norm of a strong solution u on some time
interval starting from 0 and thus obtain lower bounds on T0 as well as lower
bounds on ‖u(t)‖∞, ‖∇u(t)‖ and ‖u(t)‖p with p > 3 when t→ T−0 (if T0 is
finite).
Since (3.11) holds for t ∈ (0, T0), Lemma 2.3 (i) gives that for all t ∈
[0, T0), p > 3
‖u(t)‖∞ ≤ C ′
∫ t
0
‖u(s)‖2∞√
t− s ds+min
(
‖u0‖∞, C ′ ‖∇u0‖
t1/4
, C ′
‖u0‖p
t3/2p
)
. (3.21)
Here, the minimum on the right-hand side is obtained by applying Young’s
inequality for convolutions (1.5) to u1(t) = Φ(t)∗u0 (with exponents (1,∞),
(6/5, 6) and (p/(p−1), p) respectively), the fact that ‖Φ(t)‖p ≤ C/t−3(p−1)/2p,
and the Gagliardo-Nirenberg-Sobolev20 inequality ‖u0‖6 ≤ C‖∇u0‖. Simi-
larly, the convolution under the time integral in the representation formula
(3.11) can be bounded in terms of ‖∇T (t − s)‖∞‖u(s)‖2 (rather than by
‖∇T (t− s)‖1‖u(s)‖2∞ as in Lemma 2.3, (i)), and this gives for t ∈ [0, T0),
‖u(t)‖∞ ≤ C ′′
∫ t
0
min
(‖u(s)‖2∞√
t− s ,
‖u0‖2
(t− s)2
)
ds+ ‖u0‖∞, (3.22)
where we also used the facts ‖∇T (t)‖∞ ≤ Ct−2 (see (1.13)) and ‖u(t)‖ ≤
‖u0‖ (see the energy equality (3.13)). The two inequalities above21 allow us
to obtain bounds on ‖u(t)‖∞ in terms of various norms of the initial data.
20Note that this inequality were not available in the 1930’s. Instead, Leray used Lemma
1.3 to obtain
∣∣∣∣
∫
Φ(x− y, t)u0(y) dy
∣∣∣∣ ≤ 2
∣∣∣∣
∫
|Φ(x− y, t)|2|x− y|2
∣∣∣∣
1/2
‖∇u0‖ ≤ C ‖∇u0‖ t
−1/4
.
21These comprise (3.5) in Leray (1934b).
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Lemma 3.10. 22If u is the strong solution with initial data u0 ∈ V ∩ L∞
then
(i) ‖u(t)‖∞ ≤ C‖u0‖∞ for t ≤ C/‖u0‖2∞,
(ii) ‖u(t)‖∞ ≤ C‖∇u0‖t−1/4 for t ≤ C/‖∇u0‖4,
(iii) ‖u(t)‖∞ ≤ C‖u0‖pt−3/2p for t ≤ (C(1− 3/p)/‖u0‖p)2p/(p−3), p > 3.
Moreover, there exists ε > 0 such that ‖u(t)‖∞ ≤ C‖u0‖∞ for all t ≥ 0 if
‖u0‖2 ‖u0‖∞ < ε.
Proof. As in the proof of Theorem 3.9, we note that the constant function
φ(t) = C‖u0‖∞ satisfies the integral inequality (3.17) for t ∈ [0, C/‖u0‖2∞]
and (i) follows from this, (3.21) and from the theory of integral inequalities
(see Lemma 1.5). Similarly, a direct calculation shows that the function
φ(t) = C‖∇u0‖t−1/4 satisfies the integral inequality
φ(t) ≥ C ′
∫ t
0
φ(s)2√
t− s ds+ C
′‖∇u0‖t−1/4
for t ∈ (0, C/‖∇u0‖4], and so (ii) follows. One can also check that the
function φ(t) = C‖u0‖pt−3/2p satisfies the integral inequality
φ(t) ≥ C ′
∫ t
0
φ(s)2√
t− s ds+ C
′‖u0‖pt−3/2p
for t ∈ (0, (C(1 − 3/p)/‖u0‖p)2p/(p−3)], and (iii) follows.
The last claim follows from (3.22) and the fact that the constant function
φ(t) = C‖u0‖∞ satisfies the integral inequality
φ(t) > C ′′
∫ t
0
min
(
φ(s)2√
t− s ,
‖u0‖2
(t− s)2
)
ds+ ‖u0‖∞, (3.23)
for all t > 0 if and only if
‖u0‖∞ > C
∫ ∞
0
min
(‖u0‖2∞√
s
,
‖u0‖2
s2
)
ds.
One can check that this last condition is equivalent to the smallness condition
‖u0‖2 ‖u0‖∞ < ε for some ε > 0. Therefore, the integral inequalities (3.23)
and (3.22) show that, given the smallness condition, ‖u(t)‖∞ ≤ φ(t) for all
t ≥ 0 (where we apply another fact from the theory of integral inequalities,
see Corollary A.7).
22This lemma and the two following corollaries correspond to Sections 21 and 22 in
Leray (1934b).
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From the lemma we immediately obtain lower bounds on the maximal
time of existence T0, the rates of blow-up of norms ‖u(t)‖∞, ‖∇u(t)‖ and
‖u(t)‖p, where p > 3, as t→ T−0 , as well as global existence result for small
data, which we formulate in the following three corollaries.
Corollary 3.11 (Lower bounds on the existence time T0). If T0 is the
maximal time of existence of the strong solution u with initial data u0 ∈
V ∩ L∞ then
(i) T0 > C/‖u0‖2∞,
(ii) T0 > C/‖∇u0‖4,
(iii) T0 >
(
C
(
1− 3p
)
/‖u0‖p
)2p/(p−3)
for all p > 3.
Proof. It is a direct consequence of Lemma 3.10 (i)-(iii).
Corollary 3.12 (Blow-up rates). If u is a strong solution of the Navier–
Stokes equations on the time interval (T, T0), where T0 <∞ is the maximal
existence time, then for t ∈ (T, T0),
‖u(t)‖∞ ≥ C√
T0 − t
, ‖∇u(t)‖ ≥ C
(T0 − t)1/4
,
and, for p > 3,
‖u(t)‖p ≥ C
(1−3/p)/2(1− 3/p)
(T0 − t)(1−3/p)/2
.
Proof. Let t ∈ (T, T0). Since u(t) ∈ H ∩L∞, the local existence and unique-
ness theorem (Theorem 3.9) gives that (T0 − t) ≥ C/‖u(t)‖2∞, which gives
the first bound. The other two follow in a similar way using Corollary 3.11,
(ii) and (iii).
Corollary 3.13 (Global existence for small initial data). There exists ε > 0
such that if either ‖u0‖2 ‖u0‖∞ < ε, ‖u0‖ ‖∇u0‖ < ε or
(C‖u0‖)2(p−3) ‖u0‖pp < C
(
1− 3
p
)
εp−3 for any p > 3 (3.24)
then T0 = ∞, that is the strong solution with initial data u0 exists for all
times.
Proof. The first claim follows directly from the last claim of Lemma 3.10. As
for the smallness condition on ‖u0‖ ‖∇u0‖, let t0 := C/‖∇u0‖4, the endpoint
time in Lemma 3.10 (ii). Then
‖u(t0)‖∞ ≤ C‖∇u0‖t−1/40 = C‖∇u0‖2,
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and so, using the energy equality (3.13), we obtain
‖u(t0)‖2 ‖u(t0)‖∞ ≤ C‖u0‖2‖∇u0‖2.
In other words, the condition ‖u(t0)‖2 ‖u(t0)‖∞ < ε holds if ‖u0‖ ‖∇u0‖ is
sufficiently small, as required.
As for the smallness condition on (C‖u0‖)2(p−3)‖u0‖pp, take t0 := (C(1−
3/p)/‖u0‖p)2p/(p−3), the endpoint time in Lemma 3.10 (iii). Then
‖u(t0)‖∞ ≤ C‖u0‖pt−3/2p0 = C‖u0‖p/(p−3)p
(
C
(
1− 3
p
))−3/(p−3)
.
Thus the energy equality (3.13) and (3.24) gives
‖u(t0)‖2‖u(t0)‖∞ ≤ ‖u0‖2‖u(t0)‖∞ < ε,
as required.
Finally, we deduce the following result23, which we will only use later in
analysing the structure of a weak solution (Theorem 4.12).
Corollary 3.14. Let u be a strong solution of the Navier–Stokes equations
on the time interval (T, T0), let t1 ∈ (T, T0) and t2 > t1. If t2 − t1 ≤
C‖∇u(t1)‖−4 then
‖u(t2)‖∞ ≤ C ‖∇u(t1)‖
(t2 − t1)1/4
, and ‖∇u(t2)‖ ≤ C‖∇u(t1)‖.
Proof. The first inequality follows directly from Lemma 3.10 (ii). For the
second one, note that from the smoothness of strong solutions (see Corollary
3.3) we have (u · ∇)u ∈ C([t1, T0);L2), so by the representation (3.5) and
Lemma 2.1 (ii), we obtain24
‖∇u(t)‖ ≤ C
∫ t
t1
‖∇u(s)‖‖u(s)‖∞√
t− s ds+ ‖∇u(t1)‖
≤ C ′′′‖∇u(t1)‖
∫ t
t1
‖∇u(s)‖√
t− s(s− t1)1/4
ds+ ‖∇u(t1)‖
for all t ∈ [t1, T0). Now, a direct calculation shows that the constant function
φ(t) := C‖∇u(t1)‖ satisfies the integral inequality
φ(t) ≥ C ′′′‖∇u(t1)‖
∫ t
t1
φ(s)√
t− s(s− t1)1/4
ds+ ‖∇u(t1)‖
for t ∈ [t1, t1 + C/‖∇u(t1)‖4]. Therefore,
‖∇u(t)‖ ≤ φ(t) for t ∈ [t1, t1 + C/‖∇u(t1)‖4],
where we also used a fact from the theory of integral inequalities, see Corol-
lary A.6. Thus we obtain the second of the required inequalities.
23This corollary is a consequence of Leray’s (3.19).
24This is (3.6) in Leray (1934b).
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3.4 Semi-strong solutions
In this section we focus on the regularity required from u0 in order to gener-
ate a unique strong solution. In Section 3.2 we have shown that u0 ∈ H∩L∞
generates such a solution that is strong on [0, T ) (see Definition 3.7) for some
T > 0 (see Theorem 3.9). We also observed that the high regularity of u0
guarantees some further properties of such solutions; in particular the rep-
resentation formula (3.11).
It turns out that relaxing the regularity of u0 still gives a unique strong
solution for (sufficiently small) positive times. This motivates the following
definition.25
Definition 3.15. A function u is a semi-strong solution of the Navier–
Stokes equations (3.1), (3.2) on the time interval [0, T ) if it is a strong
solution on the open time interval (0, T ) (see Definition 3.1) such that u ∈
C([0, T );L2) and ∫ t
0
‖u(s)‖2∞ ds <∞ for all t ∈ (0, T ). (3.25)
Note this definition is less restrictive than the definition of strong solu-
tions on the time interval [0, T ) (Definition 3.7). Namely, we replace the
weak form of the equations (3.9) by the weak form (3.3), which does not
include the initial data u0, and we replace the boundedness of ‖u(t)‖∞ as
t → 0+ by the integral condition (3.25). Note that the initial condition
u(0) = u0 is now incorporated in the assumption u ∈ C([0, T );L2).
Lemma 3.16. Semi-strong solutions to the Navier–Stokes equations on
[0, T ) (that satisfy a given initial condition) are unique and satisfy the energy
equality
‖u(t)‖2 + 2
∫ t
0
‖∇u(s)‖2 ds = ‖u(0)‖2
for all t ∈ [0, T ).
Proof. As in Lemma 3.8, the claim follows by taking the limit t1 → 0+ in
(3.6) and (3.8) and applying Monotone Convergence Theorem (note that
the integral condition (3.25) guarantees that the exponent in (3.8) remains
finite as t1 → 0+).
We now use the notion of semi-strong solutions to obtain a local-in-time
well-posedness for initial data u0 ∈ V (rather than u0 ∈ H ∩ L∞ as in
Theorem 3.9).26
25Definition 3.15 and the uniqueness result in Lemma 3.16 are stated in Section 23 in
Leray’s paper.
26This is Section 24 in Leray (1934b).
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Theorem 3.17. If u0 ∈ V (that is u0 ∈ H1 is divergence free) then there
exists a unique semi-strong solution u on time interval [0, T ), where T ≥
C/‖∇u0‖4, such that u(0) = u0.
Proof. Note that Jεu0 ∈ H∩L∞ and div(Jεu0) = 0 (see Section 1.1). Hence
Theorem 3.9 implies the existence of a unique strong solution uε(t) to the
Navier–Stokes equations on some time interval [0, Tε) such that uε(0) =
Jεu0. The energy equality (3.13) and the properties of mollification (see
Lemma 1.2) give
‖uε(t)‖ ≤ ‖uε(0)‖ = ‖Jεu0‖ ≤ ‖u0‖, (3.26)
‖∇uε(0)‖ = ‖∇(Jεu0)‖ = ‖Jε(∇u0)‖ ≤ ‖∇u0‖. (3.27)
The last bound and Corollary 3.11 let us bound the existence time Tε from
below independently of ε,
Tε ≥ C/‖∇u0‖4 =: T.
Moreover, Lemma 3.10 (ii) gives
‖uε(t)‖∞ ≤ C‖∇uε(0)‖t−1/4 ≤ C‖∇u0‖t−1/4 (3.28)
for t ∈ [0, T ). By (3.26) and (3.28) we may apply the convergence lemma
(Lemma 3.6) to extract a sequence {εk} such that uεk → u almost ev-
erywhere, where u is a strong solution of the Navier–Stokes equations on
R3 × (0, T ) with
‖u(t)‖ ≤ ‖u0‖ (3.29)
and
‖u(t)‖∞ ≤ C‖∇u0‖t−1/4 (3.30)
for t ∈ (0, T ). It follows from the last inequality that ∫ t0 ‖u(s)‖2∞ ds is finite
for all t ∈ (0, T ). It remains to verify that u(t) → u0 in L2 as t→ 0. Since
uεk is a strong solution to the Navier–Stokes equations on [0, T ) (3.12) gives
0 =
∫
uεk(t) · φ−
∫
(Jεku0) · φ−
∫ t
0
∫
uεk ·∆φ−
∫ t
0
∫
uεk · (uεk · ∇)φ
for t ∈ [0, T ) and φ ∈ C∞0 . By the fact that Jεu0 → u0 in L2 as ε→ 0, (3.26)
and the Dominated Convergence Theorem (applied to the time integrals) we
can pass to the limit in the above equation to obtain
0 =
∫
u(t) · φ−
∫
u0 · φ−
∫ t
0
∫
u ·∆φ−
∫ t
0
∫
u · (u · ∇)φ,
which gives that ∫
u(t) · φ→
∫
u0 · φ as t→ 0+
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for all φ ∈ C∞0 , which, by L2 boundedness (3.29), gives that u(t) ⇀ u0
weakly in L2 as t → 0+. In order to show that u(t) → u0 strongly in L2 it
is enough to show the convergence of the norms, ‖u(t)‖ → ‖u0‖ as t→ 0+.
This last claim follows from properties of weak limits and (3.29) by writing
‖u0‖ ≤ lim inf
t→0
‖u(t)‖ ≤ lim sup
t→0
‖u(t)‖ ≤ ‖u0‖.
Similarly, we obtain that the notion of semi-strong solutions gives local-
in-time well-posedness for u0 ∈ H ∩ Lp, where p > 3.27
Corollary 3.18. Given u0 ∈ H ∩ Lp with p ∈ (3,∞) there exists a semi-
strong solution u of the Navier–Stokes equations on [0, T ) with u(0) = u0,
where T ≥ (C (1− 3/p) /‖u0‖p)2p/(p−3).
Proof. Copy the proof above making the following replacements. Replace
(3.27) by ‖uε(0)‖p ≤ ‖u0‖p, (3.28) by ‖uε(t)‖∞ ≤ C‖u0‖pt−3/2p, (3.30) by
‖u(t)‖∞ ≤ C‖u0‖pt−3/2p, and T by (C(1− 3/p)/‖u0‖p)2p/(p−3).
Notes
This section corresponds to Chapters III and IV of Leray (1934b).
In Section 20 Leray (1934b) considers the issue of the existence of solu-
tions that blow up. He points out that such a solution exists if{
∆U(x)− αU(x) − α(x · ∇)U(x)−∇P (x) = (U(x) · ∇)U(x),
divU(x) = 0,
has a nontrivial solution in R3 for some α > 0. In that case there would
exist a strong solution of the Navier–Stokes equations on the time interval
(−∞, T ) of the following self-similar form
u(x, t) :=
1√
2α(T − t)U
(
x√
2α(T − t)
)
,
which would blow up at time T . However, Necˇas, Ru˚zˇicˇka & Sˇvera´k (1996)
have shown that this system of equations has no nontrivial L3 solutions.
In fact, it is rather remarkable that the issue of the existence of solutions
that blow up is one of the most important open problems in mathematics
to this day, one of seven Millennium Problems (see Fefferman (2006)).
Leray showed the smoothness of strong solutions via similar bounds as in
the analysis of the Stokes equations (pp. 218-219). Since in our presentation
the properties of the representation formulae (2.3), (2.4) and (2.14), (2.15)
27This is Section 25 of Leray (1934b). Note that the case u0 ∈ H ∩ L
∞, for which
Leray states well-posedness of semi-strong solutions, was covered in this article in the
well-posedness result for strong solutions, see Theorem 3.9.
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are organised in Lemmas 2.1 and 2.3, we were able to prove the smoothness
of strong solutions by induction.
Furthermore, Section 3.3 shows that the analysis of the maximal time
of existence and the blow-up rates can be done without the use of Leray’s
(3.6),
‖∇u(t)‖ ≤ C
∫ t
0
‖∇u(s)‖ ‖u(s)‖∞√
t− s ds+ ‖∇u0‖,
which we use only in the proof of Corollary 3.14.
4 Weak solutions of the Navier–Stokes equations
In this section we show the global existence of a weak solution (which Leray
termed a turbulent solution) of the Navier-Stokes equations. His approach
is characterised by considering the following modified system, for ε > 0:
∂tu−∆u+ ((Jεu) · ∇)u+∇p = 0,
div u(t) = 0,
(4.1)
which is often called the Leray regularisation. We will see that this regular-
isation of the nonlinear term gives for each ε > 0 a unique, global in time,
strong solution. We then study the limit ε→ 0 of the solutions of the above
equations.
4.1 Well-posedness for the regularised equations
Definition 4.1. A function uε is a strong solution of the regularised equa-
tions (4.1) on the interval [0, T ) if for some pε ∈ L1loc(R3 × [0, T ))∫
uε(0)·f(0)+
∫ T
0
∫
(uε·(ft+∆f)+pε div f) =
∫ T
0
∫
(Jεuε)·(uε·∇)f (4.2)
for all f ∈ C∞0 (R3× [0, T );R3), uε(t) is weakly divergence free for t ∈ (0, T ),
and
uε ∈ C([0, T );L2) ∩ C((0, T );L∞)
with ‖uε(t)‖∞ bounded as t→ 0+.
Note this definition follows the lines of the definition of a strong solution
of the Navier–Stokes equations on time interval [0, T ) (Definition 3.7), the
difference appearing only in the form of the distributional equations (4.2).
Moreover, we see that a solution uε and the corresponding pressure pε are
given by
uε(t) = Φ(t) ∗ uε(t1) +
∫ t
t1
∫
∇T (t− s) ∗ [(Jεuε)(s)uε(s)] ds,
pε(t) = ∂i∂k(−∆)−1 ((Jεuε,i)(t)uε,k(t))
(4.3)
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for all 0 ≤ t1 < t < T , cf. (3.5) and (3.11), see also Corollary 2.7.
Now let u0 ∈ H1 ∩ L∞ be divergence free; we will show existence and
uniqueness of global-in-time strong solution of the regularised equations with
initial data u0.
Theorem 4.2 (Global well-posedness of the regularised equations28). For
each ε > 0 there exists a unique strong solution uε of the regularised equa-
tions (4.1) on the time interval [0,∞) such that uε(0) = u0, uε is smooth
on the time interval (0,∞) (in the sense of Corollary 3.3) and the energy
equality
‖uε(t)‖2 + 2
∫ t
0
‖∇uε(s)‖2 ds = ‖u0‖2 (4.4)
holds for all t ≥ 0.
Proof. We note that the analysis from Section 3 can be applied to the reg-
ularised equations (4.1). In particular, by noting that ‖Jεv‖ ≤ ‖v‖ and
‖Jεv‖∞ ≤ ‖v‖∞ for any v ∈ L2 ∩ L∞ (see Lemma 1.2, (i)), we can prove a
local existence and uniqueness theorem following Theorem 3.9, to obtain a
unique strong solution uε of the system (4.1) on the time interval [0, T ) for
some T ≥ C/‖u0‖2∞. Now following the arguments in Section 3.1 we note
that (using the representation formulae (4.3) instead of (3.5)) uε is smooth
on the time interval (0, T ), and so following Theorem 3.4 and Lemma 3.8
we obtain the energy equality
‖uε(t)‖2 + 2
∫ t
0
‖∇uε(s)‖2 ds = ‖u0‖2
for t ∈ [0, T ). It remains to show that T , the maximal time of existence, is
infinite.
As in Section 3.3 we see that ‖uε(t)‖∞ must blow-up as t → T− if
T <∞. We also obtain
‖u(t)‖∞ ≤ C
∫ t
0
‖(Jεuε)(s)‖∞‖u(s)‖∞√
t− s ds+ ‖u0‖∞
for t ∈ [0, T ), in a similar way to the derivation of (3.21). This inequality,
however, is fundamentally different from (3.21) in the sense that we can now
apply the bound
‖(Jεuε)(s)‖∞ ≤ Cε3/2‖uε(s)‖ ≤ Cε3/2‖u0‖,
(see Lemma 1.2 (iii) and the energy equality (4.4)). Moving this bound
outside of the integral, we obtain a linear integral inequality,
‖uε(t)‖∞ ≤ C ′ε−3/2‖u0‖
∫ t
0
‖uε(s)‖∞√
t− s ds+ ‖u0‖∞.
28This is Section 26 of Leray (1934b).
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Letting φε ∈ C([0,∞)) be the unique solution to the corresponding linear
integral equation29,
φε(t) = C
′ε−3/2‖u0‖
∫ t
0
φε(s)√
t− s ds+ ‖u0‖∞, t ≥ 0, (4.5)
we see that ‖uε(t)‖∞ ≤ φε(t) for all t ≥ 0 (see Corollary A.6). Therefore
‖uε(t)‖∞ remains bounded on every finite interval and hence T = ∞, as
required.
In order to study the limit as ε → 0 of the solutions uε to the system
(4.1), we first show that the kinetic energy of uε(t) outside of a ball can be
bounded independently of ε.
Lemma 4.3 (Separation of energy30). Let ε > 0, 0 < R1 < R2 and let uε
be the solution of (4.1) with initial condition u0. Then for t ≥ 0∫
|x|>R2
|uε(t)|2 dx ≤
∫
|x|>R1
|u0|2 dx+ C(u0, t)
R2 −R1 ,
where C(u0, t) := C‖u0‖2
√
t+ C‖u0‖3t1/4.
Proof. For brevity we will write u in place of uε. Let
f(x) :=

0 |x| < R1,
|x|−R1
R2−R1 R1 ≤ |x| ≤ R2,
1 |x| > R2.
Taking the scalar product of the regularised equations (4.1) against −2f(x)ui(x, t),
integrating in space and time and using div u = 0 yields
2
∫ t
0
∫
f |∇u|2 +
∫
f |u|2
=
∫
f |u0|2 −
∫ t
0
∫ (
2∂kf ui ∂kui + 2∂if p ui + ∂kf(Jεuk)|u|2
)
(4.6)
Bounding below the second term on the left-hand side by
∫
|x|>R2 |u(t)|2 and
29(4.5) is an example of the Volterra equation; see Appendix A.6 for the proof of exis-
tence and uniqueness of solutions.
30This is Section 27 of Leray (1934b).
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using the nonnegativity of the first term yields∫
|x|>R2
|u(t)|2
≤
∫
f |u0|2 −
∫ t
0
∫ (
2∂kfui∂kui + 2∂if p ui + ∂kf(Jεuk)|u|2
)
≤
∫
|x|>R1
|u0|2 + 1
R2 −R1
∫ t
0
(
2‖u‖‖∇u‖ + 2‖u‖‖p‖ + ‖Jεu‖‖u‖24
)
≤
∫
|x|>R1
|u0|2 + ‖u0‖
R2 −R1
(
2
∫ t
0
‖∇u‖+ 2
∫ t
0
‖p‖+
∫ t
0
‖u‖24
)
.
Let us denote the last three integrals on the right hand side by I1, I2 and
I3 respectively. We have
I1 ≤
√
t
(∫ t
0
‖∇u(s)‖2 ds
)1/2
≤
√
t
2
‖u0‖ (4.7)
by the energy equality (4.4). As for I2, I3 note that since |u|2 solves (triv-
ially) the Poisson equation ∆|u|2 = ∆|u|2 we can integrate by parts to
obtain
|u|2 = −1
4π
∫
1
|x− y|∆|u(y)|
2 dy =
1
4π
∫
x− y
|x− y|3 · ∇|u(y)|
2 dy.
Thus
‖u‖44 =
1
4π
∫ ∫
|u(x)|2 x− y|x− y|3 · ∇|u(y)|
2 dxdy
≤ 1
2π
∫ ∫ |u(x)|2
|x− y|2 |u(y)| |∇u(y)|dxdy
≤ C‖∇u‖2
∫
|u(y)| |∇u(y)|dy ≤ C‖∇u‖3‖u‖,
where we used Lemma 1.3 and the Cauchy-Schwarz inequality. Note that
this estimate is independent of t (which we omitted in the notation). More-
over, the representation formula (4.3) for p together with the Plancherel
Lemma (Lemma 1.4) and the bound ‖Jεu‖4 ≤ ‖u‖4 (see Lemma 1.2 (i))
give
‖p‖ ≤ C‖|Jεu| |u|‖ ≤ C‖u‖24 ≤ C‖∇u‖3/2‖u‖1/2. (4.8)
Therefore ‖p‖ and ‖u‖24 enjoy the same bound C‖∇u‖3/2‖u‖1/2. Thus, by
the energy equality (4.4) and Ho¨lder’s inequality, we obtain
I2, I3 ≤ C
∫ t
0
‖∇u(s)‖3/2‖u(s)‖1/2 ds ≤ C‖u0‖1/2
∫ t
0
‖∇u(s)‖3/2 ds
≤ C‖u0‖1/2t1/4
(∫ t
0
‖∇u(s)‖2 ds
)3/4
≤ C‖u0‖2t1/4.
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Hence, finally∫
|x|>R2
|u(t)|2 ≤
∫
|x|>R1
|u0|2 + ‖u0‖
R2 −R1 (2I1 + 2I2 + I3)
≤
∫
|x|>R1
|u0|2 + C
R2 −R1
(
t1/2‖u0‖2 + t1/4‖u0‖3
)
.
Remark 4.4. It is interesting to note that Leray (1934b) presented a way
of deriving the bound (4.8) that does not use the Plancherel Lemma (in fact
Leray does not mention the use of Fourier transform). See Appendix A.7
for details.
4.2 Global existence of a weak solution
Here we study the limit as ε → 0 of the solutions uε of the regularised
equations (4.1) to obtain a global-in-time weak solution of the Navier–Stokes
equations, as defined below.
Definition 4.5. 31 A function u is a weak solution of the Navier–Stokes
equations if there exists a set S ⊂ (0,∞) of measure zero such that u(t) is
weakly divergence free for all t ∈ (0,∞) \ S,∫
u(t) · f(t) =
∫
u0 · f(0) +
∫ t
0
∫
u · (∂tf +∆f) +
∫ t
0
∫
u · (u · ∇)f (4.9)
for all t > 0 and all divergence-free test functions f such that ∂mt ∇kf ∈
C([0,∞);L2) ∩ C([0,∞);L∞) for all k,m ≥ 0, and
‖u(t)‖2 + 2
∫ t
s
‖∇u(r)‖2 dr ≤ ‖u(s)‖2 (4.10)
for every s ∈ [0,∞) \ S and every t ≥ s.
Such a solution is often called a Leray-Hopf weak solution (Eberhard
Hopf (1951) considered weak solutions in a similar sense on a bounded
domain), while weak solutions are functions (belonging to L∞(0, T ;H) ∩
L2(0, T ;V )) satisfying the first part but not necessarily the energy inequal-
ity, see, for example, Definitions 4.9 and 3.3 in Robinson et al. (2016) (see
also Lemma 6.6 therein for the equivalence of the spaces of test functions).
The set S is often called the set of singular times.
Corollary 4.6. A weak solution u satisfies
u ∈ L∞((0,∞);L2) ∩ L2((0,∞);H1).
Moreover, it is L2 weakly continuous in time and for s ∈ [0,∞) \ S, u(t)→
u(s) in L2 as t→ s+.
31This is the definition in Section 31 of Leray (1934b).
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Proof. The first property is a consequence of the energy inequality (4.10),
the L2 weakly continuity is a consequence of (4.9), and the last property
is a consequence of the weak continuity and the convergence of the norms
‖u(t)‖ → ‖u(s)‖ for s ∈ [0,∞) \ S (which follows from (4.10)).
Theorem 4.7 (Global existence of a weak solution32). If u0 ∈ H then there
exists a weak solution u of the Navier–Stokes equations such that ‖u(t) −
u0‖ → 0 as t→ 0+.
Proof. For each ε > 0 let uε be the unique strong solution of (4.1) with
uε(0) = Jεu0. The existence of such uε is guaranteed by Theorem 4.2,
which also gives
‖uε(t)‖2 + 2
∫ t
0
‖∇uε(s)‖2 ds = ‖Jεu0‖2 ≤ ‖u0‖2 (4.11)
for t ≥ 0, ε > 0 (see (4.4); the last inequality is a property of the mollifica-
tion operator, see Lemma 1.2 (i)). The weak solution is constructed in the
following four steps.
Step 1. Construct the sequence {εn}.
Multiplying the equation in (4.1) by f and integrating by parts we obtain,
for t ≥ 0,∫
uε(t) ·f(t) =
∫
Jεu0 ·f(0)+
∫ t
0
∫
uε · (∂tf +∆f)+
∫ t
0
∫
uε · (Jεuε ·∇)f.
(4.12)
Inequality (4.11) implies that for each t the numbers ‖uε(t)‖ are bounded
independently of ε, and so using a diagonal argument we extract a subse-
quence {εn} such that for all t ∈ Q+, ‖uεn(t)‖ → W (t) as k → ∞, for
some function W : Q+ → [0,∞). Extend W to the whole of R+ by letting
W (t) := lim infs→t−W (s) for t ∈ R+ \Q+. Using the following fact, we see
that ‖uεn(t)‖ →W (t) as n→∞ for times t at which W is continuous.
Fact 4.8 (Helly’s theorem33). If gn ∈ C([0, 1]) is nonincreasing for each n
and gn(t) → g(t) for all t ∈ Q ∩ [0, 1] then gn(t) → g(t) at each continuity
point t of g.
Since ‖uεn(t)‖ is a nonincreasing function of t for each n (see the energy
equality (4.4)), the same is true of the limit function W (t). Therefore,
since any non-increasing non-negative function has at most countably many
points of discontinuity, we can apply the diagonal argument to account for
such points and obtain
‖uεn(t)‖ →W (t) for t ≥ 0, (4.13)
32This theorem corresponds to Sections 28-31 of Leray (1934b).
33This result is due to Helly (1912), see also Lemma 13.15 in Carothers (2000).
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where we have also relabelled the sequence {εn} and redefined W at its
points of discontinuity. Note that since
uεn(0) = Jεnu0 → u0 in L2 (4.14)
(see Lemma 1.2 (vi)) we obtain
W (0) = lim
n→∞ ‖uεn(0)‖ = limn→∞ ‖Jεnu0‖ = ‖u0‖.
We now want to take the limit of the functions themselves (rather than the
norms). Since
‖Jεnuεn(t)‖ ≤ ‖uεn(t)‖ ≤ ‖u0‖, εn > 0, t ≥ 0 (4.15)
(see Lemma 1.2 (i) and (4.11)) we can apply the diagonal argument once
more (and relabel the sequence {εn}) to deduce that the numbers∫ t2
t1
∫
Ω
(uεn)k and
∫ t2
t1
∫
Ω
(uεn)k (Jεnuεn)l converge as n→∞
(4.16)
for all t1, t2 ∈ Q+, k, l = 1, 2, 3 and all cubes Ω ⊂ R3 with rational vertices,
that is vertices whose coordinates are rational numbers. Moreover, from
the timewise uniform continuity of the above integrals (that is from the
bound C(T )|t2 − t1| of the integrals whenever t1, t2 ∈ (0, T ) for some T ) we
obtain that in fact they converge as n → ∞ for every pair t1, t2 ≥ 0, every
k, l = 1, 2, 3 and every cube Ω with rational vertices.
From the convergence in (4.16) we see that∫ t2
t1
∫
uεn · (∂tf +∆f) and
∫ t2
t1
∫
uεn · (Jεnuεn · ∇) f (4.17)
converge as n→∞ for all t1, t2 ≥ 0 and all test functions f (see Definition
4.5). Indeed, fix t1, t2 ≥ 0, a test function f , and ǫ > 0. Without loss
of generality we can assume t1 < t2. There exists N ∈ N, {gk}Nk=1 ⊂ R3,
{Ωk}Nk=1 (cubes with rational coordinates), and a family of intervals
{(pk, qk) : 0 ≤ pk < qk ≤ ∞, k = 1, . . . , N}
such that the (vector-valued) function
GN (x, t) :=
N∑
k=1
gkIΩk(x)I(pk ,qk)(t),
satisfies
‖(∂tf +∆f)−GN‖L∞((t1,t2);L2) ≤
ǫ
4‖u0‖(t2 − t1) . (4.18)
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Moreover, the first part of (4.16) gives that for sufficiently large n,m∣∣∣∣∫ t2
t1
∫
(uεn − uεm) ·GN
∣∣∣∣ ≤ ǫ2
Thus∣∣∣∣∫ t2
t1
∫
(uεn − uεm) · (∂tf +∆f)
∣∣∣∣
≤
∣∣∣∣∫ t2
t1
∫
(uεn − uεm) ·GN
∣∣∣∣+ ∫ t2
t1
∫
(|uεn |+ |uεm|) |(∂tf +∆f)−GN |
≤ ǫ
2
+
ǫ
4‖u0‖(t2 − t1)
∫ t2
t1
(‖uεn(s)‖+ ‖uεm(s)‖) ds
≤ ǫ
2
+
ǫ
2‖u0‖(t2 − t1)
∫ t2
t1
‖u0‖ds = ǫ,
where we also used the energy inequality (4.11). Thus we obtain the first
part of (4.17). The second part follows in a similar way, by choosing a simple
(matrix) function GN such that
‖∇f −GN‖L∞((t1,t2);L∞) ≤
ǫ
2‖u0‖2(t2 − t1) ,
rather than (4.18). Thus we obtain (4.17).
On the other hand, the convergence Jεnu0 → u0 in L2 (see (4.14)) im-
plies, in particular, the convergence of numbers∫
Jεnu0 · f(0)→
∫
u0 · f(0) for all test functions f.
Combining this with (4.17) we can use the weak form of the regularised
equations (4.12) to obtain that the numbers∫
uεn(t) · f(t) converge for all test functions f and all t ≥ 0.
Thus letting f(x, t) := φ(x) for some φ ∈ L2 such that φ ∈ Hm for all m ≥ 1
and divφ = 0, we obtain that the numbers∫
uεn(t) · φ converge for all t ≥ 0, φ. (4.19)
This together with the fact that ‖uεn(t)‖ ≤ ‖u0‖ (see (4.11)) implies that34
uεn(t)⇀ u(t) as n→∞ in L2, t ≥ 0, (4.20)
34This functional analytical fact is one of Leray’s remarkable contributions, which
he discusses on page 209. To see it, note that if (4.20) does not hold then (us-
ing the boundedness in L2) one could extract subsequences {nk}, {mk} such that
uεn
k
(t) ⇀ v(t), uεm
k
(t) ⇀ w(t) for some v(t), w(t) ∈ L2, v(t) 6= w(t). In that case
(4.19) gives
∫
(uεn
k
(t) − uεm
k
(t))φ → 0 for all φ, and taking φ := Jδ(v(t) − w(t)) gives∫
(v(t) − w(t))Jδ(v(t) − w(t)) = 0, which in the limit δ → 0
+ gives ‖v(t) − w(t)‖ = 0, a
contradiction.
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for some u(t) ∈ L2 (note u(0) = u0 by (4.14) and u(t) is weakly divergence
free for each t). We have thus constructed the sequence {εn} and we obtained
u as the weak limit of uεn ’s. In order to show that u is the required weak
solution (Step 4), we first show that in fact uεn(t)→ u(t) strongly in L2 for
almost all t (Step 3).
Step 2. Define the set of singular times S.
Fatou’s lemma and (4.11) give∫ ∞
0
lim inf
εn→0
‖∇uεn(t)‖2 dt ≤ lim inf
εn→0
∫ ∞
0
‖∇uεn(t)‖2 dt ≤
1
2
‖u0‖2.
Hence lim infεn→0 ‖∇uεn(t)‖2 < ∞ for almost every t > 0, that is |S| = 0,
where
S := {t > 0 : ‖∇uεn(t)‖ → ∞ as n→∞} (4.21)
is the set of singular times.
Step 3. Show that uεn(t)→ u(t) strongly in L2 for t ∈ (0,∞) \ S.
Recalling that W (t) = limεn→0 ‖uεn(t)‖ (see (4.13)) we see that it is
enough to show that
‖u(t)‖ =W (t), t ∈ (0,∞) \ S, (4.22)
since weak convergence (4.20) together with the convergence of the norms
is equivalent to strong convergence. The estimate ‖u(t)‖ ≤ W (t) holds for
all t ≥ 0 by the property of weak limits,
‖u(t)‖ ≤ lim inf
εn→0
‖uεn(t)‖ =W (t). (4.23)
In order to prove the converse inequality, fix t ∈ (0,∞) \ S. For such t let
{εnk} be a subsequence along which lim infεn→0 ‖∇uεn(t)‖2 is attained, that
is
lim
k→∞
‖∇uεnk (t)‖ = lim infεn→0 ‖∇uεn(t)‖. (4.24)
It follows that the sequence {∇uεnk (t)} is bounded in L2 and therefore
∇uεnk (t)⇀ ∇u(t) in L2 (4.25)
on a subsequence (which we relabel back to εnk ; note on such a subsequence
(4.24) still holds). The limit function is ∇u(t) by the definition of weak
derivatives, and
‖∇u(t)‖ ≤ lim inf
εn→0
‖∇uεn(t)‖ for t ∈ (0,∞) \ S. (4.26)
At this point we need to apply the separation of energy result (Lemma 4.3).
We fix η > 0, and we let R1(η) > 0 be large enough that∫
|x|>R1(η)
|u0|2 ≤ η
2
,
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and set
R2(η, t) := R1(η) +
4
η
C(u0, t),
where C(u0, t) is the constant from the lemma. The lemma now implies that∫
|x|>R2(η,t)
|uε(t)|2 ≤ η, ε > 0. (4.27)
Since uεnk (t)⇀ u(t) in H
1 (see (4.20) and (4.25)) we have in particular
uεnk (t)⇀ u(t) in H
1(B(R2(η, t))),
and so the compact embedding35 H1(B(R2(η, t))) ⊂⊂ L2(B(R2(η, t))) im-
plies
uεnk (t)→ u(t) in L2(B(R2(η, t))).
Therefore, from (4.27), we obtain
lim sup
εnk→0
‖uεnk (t)‖2
≤ lim sup
εnk→0
∫
|x|≤R2(η,t)
|uεnk (t)|2 + lim sup
εnk→0
∫
|x|>R2(η,t)
|uεnk (t)|2
≤
∫
|x|≤R2(η,t)
|u(t)|2 + η ≤ ‖u(t)‖2 + η η > 0,
And hence, taking η → 0,
W (t) = lim sup
εnk→0
‖uεnk (t)‖ ≤ ‖u(t)‖.
Thus we obtained the ≥ inequality in (4.22), as required.
Step 4. Verify that u is a weak solution.
We already established (after (4.20)) that u(t) is weakly divergence free.
Step 3 gives∫
uεn(t) · (∂tf(t) + ∆f(t))→
∫
u(t) · (∂tf(t) + ∆f(t)) ,∫
uεn(t) · (Jεnuεn(t) · ∇)f(t)→
∫
u(t) · (u(t) · ∇)f(t)
for almost every t > 0. Thus, using (4.15), we obtain (4.9) by taking the
limit εn → 0+ in (4.12) and applying the Dominated Convergence Theorem
to the time integrals. As for the energy inequality (4.10), let s ∈ (0,∞) \ S
35Leray’s Lemma 2 provides a similar compactness result.
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and t > s. Since ‖∇u(τ)‖ ≤ lim infεn→0 ‖∇uεn(τ)‖ for almost every τ ≥ 0
(see (4.26)), we can use (4.23), Fatou’s lemma, the identity
‖uε(t)‖2 + 2
∫ t
s
‖∇uε(s)‖2 ds = ‖uε(s)‖2, ε > 0
(see (4.11)) and the fact that limεn→0 ‖uεn(s)‖ = ‖u(s)‖ (see (4.22)) to
obtain
‖u(t)‖2 + 2
∫ t
s
‖∇u(τ)‖2 dτ
≤ lim inf
εn→0
‖uεn(t)‖2 + 2
∫ t
s
lim inf
εn→0
‖∇uεn(τ)‖2 dτ
≤ lim inf
εn→0
(
‖uεn(t)‖2 + 2
∫ t
0
‖∇uεn(τ)‖2 dτ
)
= lim inf
εn→0
‖uεn(s)‖2 = ‖u(s)‖2.
The case s = 0 follows similarly by using (4.14) (rather than (4.22)) in the
last equality (recall also u(0) = u0). Finally ‖u(t)−u0‖ → 0 as t→ 0 follows
from the weak convergence u(t) ⇀ u0 in L
2 (a consequence of (4.9)) and
the convergence of norms ‖u(t)‖ → ‖u0‖ (a consequence of Fatou’s lemma
and energy inequality with s = 0).
4.3 Structure of the weak solution
Let u0 ∈ H and consider the weak solution u given by Theorem 4.7. We
first show that such solution enjoys the following weak-strong uniqueness
property36.
Lemma 4.9 (Weak-strong uniqueness). If ‖∇u(t0)‖ < ∞ for some t0 ≥ 0
then u = v on the time interval [t0, T ) for some T > t0, where v is the
semi-strong solution corresponding to the initial data u(t0) (recall Definition
3.15).
Proof. The assumption gives that u(t0) ∈ V (that is u(t0) ∈ H1 and u(t0)
is divergence free, recall (1.2)) and so Theorem 3.17 gives the existence of a
unique semi-strong solution v(t) on [t0, T ), for some T > t0. We will show
that37 u = v on time interval [t0, T ).
36Leray calls this Comparison of a regular solution and a turbulent solution, see pp.
242-244.
37This is essentially the so-called weak-strong uniqueness property (see, for instance,
Section 6.3 in Robinson et al. (2016)).
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From the energy equality for v (see Lemma 3.16) and the energy inequal-
ity for u (see (4.10)), we obtain for a.e. t1 ∈ (t0, T ) and every t ∈ (t1, T )
‖v(t)‖2 + 2
∫ t
t1
‖∇v(s)‖2 ds = ‖v(t1)‖2,
‖u(t)‖2 + 2
∫ t
t1
‖∇u(s)‖2 ds ≤ ‖u(t1)‖2.
Adding these together and letting w := u− v gives
‖u(t1)‖2 + ‖v(t1)‖2 ≥ ‖w(t)‖2 + 2
∫ t
t1
‖∇w(s)‖2 ds+ 2
∫
u(t) · v(t)
+ 4
∫ t
t1
∫
∇u : ∇v,
where A : B := AijBij denotes the inner product of matrices. Since v is
strong on (t0, T ) (see Definition 3.15), it satisfies ∂tv−∆v+(v ·∇)v+∇p = 0
in (t0, T ) × R3 and it can be used as a test function for u on time interval
(t1, t) (see (4.9)) to write∫
u(t1) · v(t1) =
∫
u(t) · v(t)−
∫ t
t1
∫
u · (∂tv +∆v + (u · ∇)v)
=
∫
u(t) · v(t)−
∫ t
t1
∫
u · (2∆v + (w · ∇)v −∇p)
=
∫
u(t) · v(t) +
∫ t
t1
∫
v · (w · ∇)w + 2
∫ t
t1
∫
∇u : ∇v,
where in the last step we integrated by parts all three terms under the last
integral and used the facts that u(t) and v(t) are weakly divergence free and
that
∫
v · (w ·∇)v = 0 (cf. (3.7)). Hence, using the inequality above and the
Cauchy-Schwarz inequality we obtain
‖w(t1)‖2 = ‖u(t1)‖2 + ‖v(t1)‖2 − 2
∫
u(t1) · v(t1)
≥ ‖w(t)‖2 + 2
∫ t
t0
‖∇w(s)‖2 ds− 2
∫ t
t1
∫
v · (w · ∇)w
≥ ‖w(t)‖2 + 2
∫ t
t1
‖∇w(s)‖2 ds− 2
∫ t
t1
‖v(s)‖∞‖w(s)‖ ‖∇w(s)‖ds
≥ ‖w(t)‖2 − 1
2
∫ t
t1
‖v(s)‖2∞‖w(s)‖2,
where in the last step we used Young’s inequality ab ≤ a2 + b2/4. Hence
Gronwall’s inequality implies
‖w(t)‖2 ≤ ‖w(t1)‖2exp
(
1
2
∫ t
t1
‖v(s)‖2∞ ds
)
.
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Since
∫ t
t0
‖v(s)‖∞ < ∞ (see Definition 3.15) and since t0 6∈ S both u and
v are continuous in L2 as t1 → t−0 (see Corollary 4.6) and we can take the
limit t1 → t−0 to obtain
‖w(t)‖2 ≤ ‖w(t0)‖2 exp
(
1
2
∫ t
t1
‖v(s)‖2∞ ds
)
= 0 t ∈ (t0, T ).
Thus u(t) = v(t) for t ∈ [t0, T ), as required.
We can use the weak-strong uniqueness to obtain that u, the weak solu-
tion given by Theorem 4.7, is regular in certain time intervals.
Definition 4.10. We call an open interval (a, b) ⊂ (0,∞) a maximal inter-
val of regularity if u is a strong solution on (a, b) (see Definition 3.1) and
u is not a strong solution on any open interval I strictly containing (a, b).
Theorem 4.11 (The structure of the weak solution38). If u is a weak so-
lution given by Theorem 4.7 then there exists a family of pairwise disjoint
maximal intervals of regularity (ai, bi) ⊂ (0,∞) of u such that the set
Σ := (0,∞) \
⋃
i
(ai, bi)
has measure zero.
Clearly S ⊂ (0,∞) \ ⋃i(ai, bi) (where S is the set of singular times of
u, see Definition 4.5), since a strong solution is divergence free for all times
and satisfies the energy equality (3.6). Therefore this theorems asserts that
any t0 ∈ (0,∞) \ S is an initial point of an interval in the interior of which
u coincides with a strong solution, and the coincidence continues as long
as the strong solution exists. Moreover, the energy inequality (4.10) shows
that ‖u(t)‖ is strictly decreasing on every interval of regularity (ai, bi). Note
also that the family {(ai, bi)}i is at most countable (as a family of pairwise
disjoint open intervals on R).
Proof. Since for the weak solution u constructed in the last theorem the
set S is given by (4.21), we see that if t0 /∈ S then ‖∇u(t0)‖ < ∞ and so
Lemma 4.9 gives that t0 either belongs to a maximal interval of regularity
(see Definition 4.10) or is a left endpoint of one such interval. That is
t0 ∈
⋃
i[ai, bi), and so
Σ ⊂ S ∪
⋃
i
{ai}.
Since there are at most countably many maximal intervals of regularity we
obtain |Σ| = 0, as required.
38This theorem corresponds to Sections 32 and 33 in Leray (1934b).
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Furthermore, it turns out that one of the intervals of regularity (ai, bi)
of the weak solution u contains (C‖u0‖4,∞) and on this interval u enjoys a
certain decay, which we make precise in the following theorem.
Theorem 4.12 (Supplementary information39). Under the assumptions of
the last theorem the set of singular times Σ is bounded above by C‖u0‖4, and
for t > C‖u0‖4
‖∇u(t)‖ < C‖u0‖t−1/2, (4.28)
‖u(t)‖∞ < C‖u0‖t−3/4. (4.29)
Moreover ∑
i: bi<∞
√
bi − ai ≤ C‖u0‖2. (4.30)
Proof. If the union
⋃
i(ai, bi) has only one element (0,∞) then the first claim
follows trivially. If not then let i be such that bi < ∞ and let t ∈ (aj , bj),
where j is such that bj ≤ bi (that is (ai, bi) does not preceed (aj , bj) on the
line). Since u becomes singular at bj Corollary 3.12 gives
‖∇u(t)‖ ≥ C(bj − t)−1/4 ≥ C(bi − t)−1/4. (4.31)
Applying this lower bound in the energy inequality (4.10) gives
‖u0‖2 ≥ 2
∫ bi
0
‖∇u(t)‖2 dt ≥ C
∫ bi
0
(bi − t)−1/2 ds = C(bi)1/2.
Thus all finite bi’s are bounded by C‖u0‖4 and the first claim follows. As
for the last claim of the lemma apply the first inequality of (4.31) to the
energy inequality (4.10) to obtain
‖u0‖2 ≥ 2
∑
j: bj<∞
∫ bj
aj
‖∇u(t)‖2 dt
≥ C
∑
j: bj<∞
∫ bj
aj
(bj − t)−1/2 dt = C
∑
j: bj<∞
√
bj − aj,
as required. It remains to show the decay estimates (4.28), (4.29). Let
s ∈ ⋃i(ai, bi) and t > s. Since u is strong on an interval containing s, we
can use Corollary 3.14 to write that if t− s ≤ C‖∇u(s)‖−4 then
‖∇u(t)‖ ≤ C‖∇u(s)‖, (4.32)
‖u(t)‖∞ ≤ C‖∇u(s)‖(t− s)−1/4. (4.33)
39This is Section 34 in Leray (1934b).
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From the first of these two inequalities we see that either t−s ≥ C‖∇u(s)‖−4
or ‖∇u(t)‖ ≤ C‖∇u(s)‖, and so
‖∇u(s)‖ ≥ Cmin
(
(t− s)−1/4, ‖∇u(t)‖
)
.
Using this lower bound in the energy inequality (4.10) we obtain
‖u0‖2 ≥ 2C
∫ t
0
min
(
(t− s)−1/2, ‖∇u(t)‖2
)
ds
≥ C
∫ t
0
min
(
t−1/2, ‖∇u(t)‖2
)
ds
= Cmin
(
t1/2, t‖∇u(t)‖2
)
.
Therefore, since the first argument of the minimum tends to∞ as t→∞, we
see that for t1/2 > ‖u0‖2/C ′ we must have min
(
t1/2, t‖∇u(t)‖2) = t‖∇u(t)‖2
and hence ‖u0‖2 ≥ Ct‖∇u(t)‖2, from which (4.28) follows.
To obtain (4.29), let s ≥ ‖u0‖4/2(C ′)2 and t := 2s. Then t1/2 ≥ ‖u0‖2/C ′
and so using the above result gives
t− s = t/2 = 1
2
(t−1/4t1/2)4 ≤ C(‖u0‖−1t1/2)4 ≤ C‖∇u(t)‖−4.
Therefore we may apply (4.33) to obtain ‖u(t)‖∞ ≤ C‖∇u(s)‖t−1/4. Now
(4.29) follows by an application of (4.28),
‖u(t)‖∞ ≤ C‖∇u(s)‖t−1/4 ≤ C‖u0‖t−3/4.
Finally, we remark on a consequence of (4.30).
Corollary 4.13. The set of singular times Σ satisfies
dH(Σ) ≤ dB(Σ) ≤ 1/2.
Here dH denotes the Hausdorff dimension and dB denotes the upper box-
counting dimension (see Sections 2.1 and 3.2 in Falconer (2014) for the defini-
tions). This corollary does not appear in Leray’s paper. Here we show it fol-
lowing the proof of a more general result by Lapidus & van Frankenhuijsen
(2006) (see Theorem 1.10 therein); see also Besicovitch & Taylor (1954).
An alternative approach can be found in the proof of Theorem 8.13 of
Robinson et al. (2016).
Proof. Note that due to the general inequality dH(K) ≤ dB(K) for any
compact K ⊂ R (see Lemma 3.7 in Falconer (2014)) it is enough to show
the bound dB(Σ) ≤ 1/2. In this context the upper box-counting dimension
is equivalent to the Minkowski-Bouligand dimension, which (for subsets of
R) is given by
dB(Σ) = 1− lim inf
δ→0+
log |Σδ|
log δ
, (4.34)
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where Σδ denotes the δ-neighbourhood of Σ (see, for instance, Proposition
2.4 in Falconer (2014)). Since Σ is bounded there exists a unique index i0
such that bi0 =∞, and so the set
⋃
i 6=i0(ai, bi) is bounded by ai0 . Thus
Σ = (0, ai0 ] \
⋃
i
(ai, bi),
where now each bi is finite. Thus we can renumber the intervals (ai, bi) such
that the length of (ai, bi) does not increase with i, that is bi−ai ≥ bi+1−ai+1
for all i.
For δ > 0 let Nδ be such that{
bi − ai < 2δ i > Nδ,
bi − ai ≥ 2δ i ≤ Nδ.
Observe that
Σδ = Σ ∪
(
Nδ⋃
i=1
(ai, ai + δ) ∪ (bi − δ, bi)
)
∪
⋃
i>Nδ
(ai, bi).
Thus, since |Σ| = 0,
|Σδ| ≤ 2δNδ +
∑
i>Nδ
(bi − ai) ≤ 2δNδ +
√
2δ
∑
i>Nδ
√
bi − ai ≤ 2δNδ + C
√
δ,
(4.35)
where we used the assumption
∑
i
√
bi − ai ≤ C (see the last inequality in
Theorem 4.12). Now since for each k
k
√
bk − ak =
k∑
j=1
√
bk − ak ≤
k∑
j=1
√
bj − aj ≤ C,
we see that bk−ak < 2δ for k > C/
√
2δ. In other words Nδ ≤ C/
√
δ. Hence
(4.35) gives |Σδ| ≤ C
√
δ and so (since log δ < 0 for small δ > 0)
log |Σδ|
log δ
≥ logC +
1
2 log δ
log δ
→ 1
2
as δ → 0+. Therefore dB(Σ) ≤ 1/2, as required.
It is interesting to note that apart from the bound dH(Σ) ≤ 1/2 a
stronger property H1/2(Σ) = 0 holds. This can be shown by an (earlier)
argument due to Scheffer (1976), which is similar to the above and is also
presented by Robinson (2006), see Proposition 8 therein.
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Notes
This section corresponds to Chapters V and VI of Leray (1934b), except
that Leray did not discuss the dimension of the set of singular times. In fact
the notion of the box-counting dimension was not properly unified in the
1930’s, although some variants were already being studied at the time (see
Bouligand (1928) and Pontrjagin & Schnirelmann (1932) for instance). On
the other hand, the notion of the Hausdorff dimension was already quite well
developed (see Hausdorff (1918), Besicovitch (1935)), but it is not apparent
whether or not Leray was aware of these developments. In any case, it was
Scheffer (1976) who was the first to study the dimension of the set of singular
times for the Navier–Stokes equations.
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A Appendix
A.1 The heat equation and the heat kernel
Let v0 ∈ L2 and v(t) := Φ(t) ∗ v0, where Φ = (4πt)−3/2e−|x|2/4t is the heat
kernel.
If v0 is a vector-valued function which is weakly divergence free then
div v(t) = 0 for each t > 0 (which can be shown directly by approximating
∇Φ(x− y, t) in L2 by the gradient of a smooth and compactly supported g
at each t). Furthermore for m ≥ 1, v satisfies
(i) v ∈ C([0, T );L2) with v(0) = v0, and ‖v(t)‖ ≤ ‖v0‖,
(ii) ∇mv ∈ C((0, T );L2) and
‖∇mv(t)‖ ≤ Cm‖v0‖t−m/2.
Moreover if ∇mv0 ∈ L2 then ∇mv ∈ C([0, T );L2) with ‖∇mv(t)‖ ≤
Cmmink≤m
{‖∇kv0‖t−(m−k)/2}.
(iii) v ∈ C((0, T );L∞) and ‖v(t)‖∞ ≤ Cmin{‖v0‖t−3/4, ‖v0‖∞},
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(iv) ∇mv ∈ C((0, T );L∞) and
‖∇mv‖∞ ≤ Cmmin{‖v0‖t−m/2−3/4, ‖v0‖∞t−m/2},
(v) v,∇mv ∈ H1/2((0, T )) with the corresponding constants C0(t) ≤ c0‖v0‖/t,
Cm(t) ≤ cm‖v0‖t−1−m/2.
The inequalities in (i)-(iv) follow directly from Young’s inequality (1.5) and
the bounds ‖∇mΦ(t)‖1 ≤ Cmt−m/2, ‖∇mΦ(t)‖ ≤ Cmt−m/2−3/4, m ≥ 0
(which can be verified by a direct calculation). The claims regarding con-
tinuity in (0, T ) follow from the fact that Φ and all its spacial derivatives
∇mΦ, m ≥ 1, belong to C((0, T );L1) ∩ C((0, T );L2) (a consequence of
the Dominated Convergence Theorem). The claims regarding continuity at
t = 0 in (i) and (ii) are known as the approximation of identity, see e.g.
Theorem 1.18 in Chapter 1 of Stein & Weiss (1971) for a proof. Finally,
property (v) follows from Morrey’s inequality (see, for example, Section
4.5.3 in Evans & Gariepy (2015)) and Young’s inequality for convolutions
(1.5) by writing
‖Φ(t) ∗ v0‖C0,1/2 ≤ C‖∇Φ(t) ∗ v0‖6 ≤ C‖∇Φ(t)‖3/2‖v0‖ = C‖v0‖/t. (A.1)
The claim for the derivatives follows similarly by noting that
‖∇m+1Φ(t)‖3/2 = Cmt−1−m/2.
As for the pointwise convergence as t→ 0+ we have
Lemma A.1 (pointwise convergence as t→ 0+ of the heat flow). If x0 ∈ R3
is a continuity point of v0 then
v(x0, t)→ v0(x0) as t→ 0+.
If v0 is bounded and uniformly continuous then
‖v(t) − v0‖∞ → 0 as t→ 0+.
See Section 4.2 in Giga et al. (2010) for a proof.
One can verify that v(t) is a solution of the heat equation vt = ∆v in
R3 × (0,∞) by a direct calculation. It is a unique such solution in the class
of functions C([0,∞);L2) satisfying v(0) = v0 for some v0 ∈ L2, which we
make precise in the following lemma.
Lemma A.2. Let w ∈ C([0, T );L2) be a weak solution of the heat equation
with w(0) = 0, that is ∫ T
0
∫
(φt +∆φ)w dxdt = 0 (A.2)
for all φ ∈ C∞0 (R3 × [0, T )). Then w ≡ 0.
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Proof. We modify the argument from Section 4.4.2 of Giga et al. (2010).
We focus on the case T <∞ (the case T =∞ follows trivially by applying
the result for all T > 0).
We first show that assumption w ∈ C([0, T );L2) implies that (A.2) holds
also for all φ ∈ C∞(R3 × [0, T )) such that{
supt∈[0,T ) (‖∂tφ(t)‖+ ‖Dαφ(t)‖) ≤ C for some C > 0,
suppφ ⊂ R3 × [0, T ′) for some T ′ < T. (∗)
Indeed, let θ ∈ C∞(R; [0, 1]) be such that θ(τ) = 1 for τ ≤ 1 and θ(τ) = 0 for
τ ≥ 2 (take for instance θ(τ) := q(2− τ)/(q(2− τ)+ q(1− τ)), where q(s) :=
e−1/s for s > 0 and q(s) := 0 otherwise). For x ∈ R3 Let θj(x) := θ(|x|/j).
Then θj ∈ C∞0 , for some M > 0 ‖∇θj‖∞ ≤ M/j and ‖D2θj‖∞ ≤ M/j2,
and
θj(x) =
{
1 |x| < j,
0 |x| > 2j.
Now for φ ∈ C∞(R3× [0, T )) satisfying (∗) let T ′ < T be such that φ(t) ≡ 0
for t ≥ T ′ and let
φj(x, t) := θj(x)φ(x, t).
Then φj ∈ C∞0 (R3 × [0, T )) and so (A.2) gives∫ T
0
∫
(∂tφj +∆φj)w dxdt = 0,
or equivalently∫ T
0
∫
θj(∂tφ+∆φ)w dxdt+
∫ T
0
∫
w (2∇θj · ∇φ+ φ∆θj) dxdt = 0, (A.3)
Since θj converges pointwise to 1 and∫ T
0
∫
|(∂tφ+∆φ)w|dxdt ≤
∫ T
0
‖∂tφ(t) + ∆φ(t)‖‖‖w(t)‖dt
≤ TC sup
t∈[0,T ′]
‖w(t)‖ <∞
the Dominated Convergence Theorem gives that the first integral on the
left-hand side of (A.3) converges to
∫ T
0
∫
(∂tφ + ∆φ)w dxdt. The second
integral is bounded by∫ T
0
∫
|w| |2∇θj · ∇φ+ φ∆θj| dxdt
≤ T sup
t∈[0,T ′]
‖w(t)‖(2CM/j + CM/j2) j→∞−→ 0.
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Therefore taking the limit j →∞ in (A.3) gives∫ T
0
∫
(∂tφ+∆φ)w dxdt = 0
as required.
We will show that ∫ T
0
∫
Ψw dxdt = 0
for all Ψ ∈ C∞0 (R3 × (0, T )). This finishes the proof as C∞0 is dense in L2
and so
∫ T
0
∫
vw dxdt = 0 for all v ∈ L2(R3 × (0, T )). Hence w ≡ 0.
Given Ψ ∈ C∞0 (R3× (0, T )) let T ′ < T be such that Ψ(t) ≡ 0 for t ≥ T ′.
Extend Ψ by zero for t ≤ 0 and t ≥ T . There exists a classical solution φ to
the problem {
φt +∆φ = Ψ in R
3 × (−∞, T ),
φ(x, T ) = 0 for x ∈ R3. (A.4)
Indeed, denoting φ˜(x, t) = φ(x, T − t) and Ψ˜(x, t) = Ψ(x, T − t) the above
problem becomes {
φ˜t −∆φ˜ = −Ψ˜ in R3 × (0,∞),
φ˜(x, 0) = 0 for x ∈ R3.
A classical solution φ˜ is obtained by an application of the Duhamel principle,
φ˜(t) := −
∫ t
0
Φ(t− s) ∗ Ψ˜(s) ds,
and such φ˜ is smooth (see for example Section 4.3.2 of Giga et al. (2010)).
Observe that, since Ψ(s) ≡ 0 for s ≥ T ′, we have that φ˜(t) ≡ 0 for t ∈
[0, T −T ′]. Moreover, since Ψ is smooth and compactly supported in R3×R
we have for |α| ≤ 2
Dαφ˜(t) = −
∫ t
0
Φ(t− s) ∗DαΨ˜(s) ds,
and it follows from Lemma 1.1 that Dαφ˜ ∈ C([0, T ], L2) (note that Φ ∈
L1loc([0,∞);L1) due to the bound ‖Φ(t)‖1 ≤ C0). Therefore, we also obtain
φ˜t = ∆φ˜− Ψ˜ ∈ C([0, T ];L2). Hence φ(x, t) = φ˜(x, T − t) is smooth, φ(t) ≡ 0
for t ∈ [T ′, T ], and
sup
t∈[0,T )
(‖∂tφ(t)‖+ ‖Dαφ(t)‖) = sup
t∈[0,T ]
(
‖∂tφ˜(t)‖+ ‖Dαφ˜(t)‖
)
,
that is φ satisties (∗). We can therefore use the first part and (A.4) to write
0 =
∫ T
0
∫
(φt +∆φ)w dxdt =
∫ T
0
∫
Ψw dxdt.
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A.2 The extension of Young’s inequality for convolutions
We will prove the following lemma (Lemma 1.1).
Lemma A.3. If p, q, r ≥ 1 are such that 1/q = 1/p + 1/r − 1, A ∈
L1loc([0, T );L
p) and B ∈ C((0, T );Lr) with ‖B(t)‖r bounded as t→ 0+ then
u defined by
u(t) :=
∫ t
0
A(t− s) ∗B(s) ds
belongs to C([0, T );Lq) and
‖u(t)‖q ≤
∫ t
0
‖A(t− s)‖p‖B(s)‖r ds. (A.5)
Proof. The bound (A.5) is clear from the integral version of Minkowski
inequality (1.3) and from Young’s inequality (1.5). This bound also implies
the continuity u(t) → 0 in Lq as t → 0+. It remains to show that u ∈
C((0, T );Lq). For this reason let T ′ < T and ε > 0. Let M > 0 be such
that
max
s∈[0,T ′]
‖B(s)‖r ≤M,
∫ T ′
0
‖A(s)‖p ds ≤M.
From the assumption on A we see that there exist η > 0 such that∫ η
0
‖A(s)‖p ds ≤ ε.
Since B is uniformly continuous into Lr on [η/2, T ′] there exists δ ∈ (0, η/2)
such that
‖B(s)−B(t)‖r < ε
whenever s, t ∈ [η/2, T ′], t > s and t− s < δ. Letting t1, t2 ∈ (0, T ′] be such
that t1 < t2, t2 − t1 < δ we obtain
u(t2)− u(t1) =
∫ t2
0
A(t2 − s) ∗B(s) ds−
∫ t1
0
A(t1 − s) ∗B(s) ds
=
∫ t2
0
A(t2 − s) ∗B(s) ds−
∫ t2
t2−t1
A(t2 − s) ∗B(s− (t2 − t1)) ds
=
∫ t2−t1
0
A(t2 − s) ∗B(s) ds
+
∫ t2
t2−t1
A(t2 − s) ∗ (B(s)−B(s− (t2 − t1))) ds.
(A.6)
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Thus, using the integral Minkowski inequality (1.3) and Young’s inequality
for convolutions (1.5) we obtain
‖u(t2)− u(t1)‖q ≤
∫ t2−t1
0
‖A(t2 − s)‖p‖B(s)‖r ds
+
∫ t2
t2−t1
‖A(t2 − s)‖p‖B(s)−B(s− (t2 − t1))‖r ds.
Since t2 − t1 < δ < η the first term on the right-hand side is bounded
by Mε. As for the second term, if t2 < η it can be similarly bounded by
2Mε. If not, then we decompose it into
∫ η
t2−t1 +
∫ t2
η , we bound the first
of the resulting integrals by 2Mε and, as for the second one, observe that
s, s− (t2 − t2) ∈ [η/2, T ′] whenever s ∈ [η, T ′] to write∫ t2
η
‖A(t2 − s)‖p‖B(s)−B(s− (t2 − t1))‖r ds
≤ ε
∫ t2
η
‖A(t2 − s)‖p ds ≤ εM.
Therefore ‖u(t2)− u(t1)‖q ≤ 4Mε.
A.3 Decay estimates of P (x, t)
Let P (x, t) := 1|x|
∫ |x|
0
e−ξ
2/4t
t1/2
dξ (see (1.10)). We have the following decay
estimates.
Theorem A.4.
|∇mP (x, t)| ≤ Cm
(|x|2 + t)(m+1)/2 (A.7)
for all x ∈ R3, t > 0.
Proof. Let us first assume that t = 1 (the general case will follow from the
rescaling P (x, t) = 1√
t
P (x/
√
t, 1)). We claim that any partial derivative
DαP (x, 1) of order |α| = m is of the form
DαP (x, 1) =
Qα(x)
|x|2m P (x, 1) + Eα(x) (A.8)
for m ≥ 0 and |x| > 1, where Qα(x) denotes a polynomial of degree less than
or equal to |α| = m and Eα(x) denotes a function that is smooth in |x| > 1
and whose derivatives of all orders decay exponentially when |x| → ∞. The
case m = 0 follows trivially with E0 ≡ 0. For the inductive step, assume
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(A.8) holds for all partial derivatives DαP (x, t) with |α| = m ≥ 0 and write
∂xiD
αP (x, 1) = ∂xi
(
Qα(x)
|x|2m P (x, 1) + Eα(x)
)
=
Q˜m−1(x)
|x|2m P (x, 1) −
2mQα(x)xi
|x|2m+2 P (x, 1)
+
Qα(x)
|x|2m
(
xi
|x|2P (x, 1) +
xi
|x|2 e
−|x|2/4
)
+ ∂xiEα(x)
=
P (x, 1)
|x|2m+2
(
|x|2Q˜m−1(x)− (2m− 1)Qα(x)xi
)
+
Qα(x)xi
|x|2m+2 e
−|x|2/4 + ∂xiEα(x)
for i = 1, 2, 3, where Q˜m−1(x) denotes some polynomial of degree less than
or equal to m−1. Clearly, the last bracket is some polynomial of degree less
than or equal to m+ 1 and the remaining two terms are smooth in |x| > 1
and decay exponentially as |x| → ∞. Hence the induction follows. Because
P (x, 1) decays like |x|−1 as |x| → ∞ we see from (A.8) that
|∇mP (x, 1)| ≤ Cm|x|m+1 ≤
Cm
(|x|2 + 1)(m+1)/2
holds for |x| ≥ 2. As P (·, 1) is a smooth function (see Section 1.2) we have
|∇mP (x, 1)| ≤ Cm ≤ Cm(|x|2 + 1)−(m+1)/2 for all x ∈ B(0, 2). Hence (A.7)
follows in the case t = 1. Finally, the rescaling P (x, t) = 1√
t
P (x/
√
t, 1)
yields
|∇mP (x, t)| =
∣∣∣t−(m+1)/2 [∇mP (y, 1)]y=x/√t∣∣∣
≤ t−(m+1)/2 Cm(∣∣x/√t∣∣2 + 1)(m+1)/2 =
Cm
(|x|2 + t)(m+1)/2
.
A.4 Properties of the Stokes equations
Here we present proofs of some results from Section 2. Namely we complete
the proof of Theorem 2.2, show property (iii) of the representation (2.3)
and the continuity ∇u ∈ C((0, T );L∞) given representation (2.14) with
Y ∈ H1/2((0, T )), and we show uniqueness of distributional solutions of the
Stokes equations (Theorem 2.5).
A.4.1 Proof of Theorem 2.2
Recall that it remains to verify that if for some R > 0
F ∈ C∞(R3 × [0, T );R3) and suppF (t) ⊂ B(0, R) for t ∈ [0, T )
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then the pair of functions u2, p given by (2.3), (2.4) is a classical solution of
the problem 
∂tu2 −∆u2 +∇p = F,
div u2 = 0,
u2(0) = 0,
and u2 ∈ C([0, T );L2). Indeed, as remarked after the statement of Theorem
2.2, then u = u1 + u2 is a classical solution of the Stokes equations (2.1),
(2.2) with u(0) = u0 and u ∈ C([0, T );L2).
Note that, since F is smooth and compactly supported in space and
since T ∈ L1loc([0, T );L2) (see (1.14)) we can use Lemma 1.1 to obtain
u2 ∈ C([0, T );L2) and ‖u2(t)‖ → 0 as t → 0+ (which means that u2 satis-
fies the initial condition u2(0) = 0). Moreover, since T ∈ C((0,∞);L2)
(see (1.15)), we deduce that the functions ∇u2, ∆u2, ∂tu2 are continu-
ous (an application of the Dominated Convergence Theorem) and belong
to C((0, T );L2) (a consequence of Lemma 1.1). Similarly ∇p is continuous
and ∇p ∈ C([0, T );L2) (by an application of the Plancherel Lemma (Lemma
1.4)). Therefore, since the Fourier transform is an isometry from L2 into
L2, we see that u2, p satisfy the claim above if and only if
∂tû2(ξ, t) + 4π
2|ξ|2û2(ξ, t) + 2πi ξ p̂(ξ, t) = F̂ (ξ, t) (A.9)
and
ξ · û2(ξ, t) = 0 (A.10)
hold for t > 0 and almost every ξ ∈ R3. Here û2, p̂, F̂ denote the Fourier
transform F of u2, p, F , respectively. Since p satisfies ∆p = divF we obtain
2πi ξ p̂(ξ, t) =
ξ ⊗ ξ
|ξ|2 F̂ (ξ, t),
where ξ⊗ ξ denotes the 3× 3 matrix with components ξiξj . Therefore (A.9)
is equivalent to (
∂t + 4π
2|ξ|2) û2(ξ, t) = (I − ξ ⊗ ξ|ξ|2
)
F̂ (ξ, t). (A.11)
Now since
F [Φ(·, t)] = e−4pi2t|ξ|2 (A.12)
(see e.g. Theorem 1.13 in Chapter 1 of Stein & Weiss (1971) for a proof of
this fact) and −∆P = Φ (see (1.11)), we obtain
F [P (·, t)] = 1
4π2|ξ|2 e
4pi2t|ξ|2 ,
and so
F [∂i∂jP (·, t)] = −ξiξj|ξ|2 e
−4pi2t|ξ|2 .
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Hence for all t > 0
F [T (t)] =
(
I − ξ ⊗ ξ|ξ|2
)
e−4pi
2t|ξ|2 .
Since u2(t) =
∫ t
0 T (t− s) ∗ F (s) ds,
û2(ξ, t) =
∫ t
0
(
I − ξ ⊗ ξ|ξ|2
)
F̂ (ξ, s)e−4pi
2(t−s)|ξ|2 ds, ξ 6= 0, (A.13)
and so (A.10) holds for ξ 6= 0 and(
∂t + 4π
2|ξ|2) û2(ξ, t)
=
(
∂t + 4π
2|ξ|2) ∫ t
0
(
I − ξ ⊗ ξ|ξ|2
)
e−4pi
2(t−s)|ξ|2F̂ (ξ, s) ds
=
(
I − ξ ⊗ ξ|ξ|2
)
F̂ (ξ, t)
for ξ 6= 0, that is (A.9), as claimed.
A.4.2 Property (iii) of the representation (2.3)
We need to show that if F ∈ C([0, T );L2), u0 ∈ L2 and u is given by (2.3),
u(t) = u1(t) + u2(t) = Φ(t) ∗ u0 +
∫ t
0
T (t− s) ∗ F (s) ds,
then u ∈ C([0, T );L2) with
‖u(t)‖ ≤
∫ t
0
‖F (s)‖ds + ‖u0‖ for t ∈ (0, T ). (A.14)
Moreover u satisfies the energy dissipation equality
‖u(t)‖2 − ‖u0‖2 + 2
∫ t
0
‖∇u(s)‖2 ds = 2
∫ t
0
∫
u · F dxds (A.15)
for t ∈ (0, T ).
We prove these claim by considering two cases.
Case 1. F is regular, that is satisfies (2.9) for some R > 0. For such F ,
due to Theorem 2.2 (or rather to the proof above), u = u1+u2 and p satisfy
u(0) = u0,
∂tu1 −∆u1 = 0, ∂tu2 −∆u2 +∇p = F in R3 × (0, T ) (A.16)
and u1, u2 ∈ C([0, T );L2), where p is given by (2.4).
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Note that for y ∈ B(0, R) and |x| > 2R
|x|/2 < |x| −R < |x− y| < |x|+R
and using (1.13) we can write for such x and for all t
|u2(x, t)| ≤
∫ t
0
∫
B(0,R)
C0
(|x− y|2 + t− s)3/2
|F (y, s)|dy ds
≤ C|B(0, R)|
1/2t
|x|3 maxs∈[0,t] ‖F (s)‖,
which gives a decay ∼ |x|−3 of |u2(x, t)| as |x| → ∞ that is uniform on any
compact time interval [0, T ′], where T ′ < T . Similarly one can derive a decay
∼ |x|−5 of |∆u2(x, t)| and decay ∼ |x|−3 of |∇p(x, t)|. Thus (A.16) gives the
decay ∼ |x|−3 of ∂tu2(x, t). Letting δ, t ∈ (0, T ), t > δ and using this decay
as well as the fact that u1 and all its derivatives belong to C((0, T );L
2) (see
(ii) in Appendix A.1) we can integrate the equality
u · ∂tu− u ·∆u+ u · ∇p = u · F
on R3 × (δ, t) to obtain
‖u(t)‖2 − ‖u(δ)‖2 + 2
∫ t
δ
‖∇u(s)‖2 ds = 2
∫ t
δ
∫
u · F dxds. (A.17)
Since u ∈ C([0, T );L2) we can take the limit δ → 0+ (and apply the Mono-
tone Convergence Theorem) to obtain (A.15). As for the bound (A.14) note
that the above equality and the Cauchy-Schwarz inequality give
d
dt
‖u(t)‖2 ≤ 2
∫
u(t) · F (t) dx ≤ 2‖u(t)‖ ‖F (t)‖, t ∈ (0, T ),
that is
d
dt
‖u(t)‖ ≤ ‖F (t)‖, t ∈ (0, T ).
Integrating this inequality in t gives (A.14).
Case 2. F ∈ C([0, T );L2). Let u be the velocity field corresponding
to F and the initial velocity field u0, and consider a compact time interval
[0, T ′] ⊂ [0, T ). For such F consider a sequence {FR} ⊂ C([0, T ′];L2) such
that FR ∈ C∞(R3 × R), suppFR(t) ⊂ B(0, R) for all t and
FR → F in C([0, T ′];L2) as R→∞.
(See Lemma A.12 for a proof of the existence of such a sequence.) Let
uR denote the velocity field corresponding to FR and to the initial velocity
u0. Since the representation formula (2.3) is linear we can apply (A.14)
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to the difference uR1 − uR2 for R1, R2 > 0 to see that {uR} is Cauchy in
C([0, T ′];L2) as R → ∞. Thus uR → u′ in C([0, T ′];L2) as R → ∞ for
some u′ ∈ C([0, T ′];L2). However, Lemma 2.1 (i) applied to the difference
uR−u gives ‖u(t)−uR(t)‖∞ → 0 for every t ∈ (0, T ′], and thus u = u′ (since
convergence in L2 gives convergence almost everywhere on a subsequence).
Hence u ∈ C([0, T ′];L2) and (A.14) follows for t ∈ [0, T ′] by taking R→∞
in the corresponding inequality for uR. As for the energy dissipation equality
(A.15), let δ ∈ (0, T ′) and note that property (ii) of the representation (see
Section 2.1) applied to the difference uR − u gives
∇uR → ∇u in C([δ, T ′];L2) as R→∞.
(Note that the convergence is not in C([0, T ′];L2) since each ∇uR need not
belong to this space; see (ii).) Since Case 1 gives for each R > 0, t ∈ [0, T ′]
1
2
‖uR(t)‖2 − 1
2
‖uR(δ)‖2 +
∫ t
δ
‖∇uR(s)‖2 ds =
∫ t
δ
∫
uR · FR dxds,
(see (A.17)) we can take the limit R → ∞ and then take the limit δ → 0+
(and apply the Monotone Convergence Theorem again) to obtain (A.15) for
all t ∈ [0, T ′].
A.4.3 The continuity ∇u ∈ C((0, T );L∞) for u given by formula
(2.14)
We need to show that if Y ∈ C((0, T ), L∞) is weakly divergence free,
‖Y (t)‖∞ remains bounded as t → 0+ and Y ∈ H1/2((0, T )) and if u2 is
given by
u2(t) :=
∫ t
0
∇T (t− s) ∗ [Y (s)Y (s)] ds
(recall the notation (2.16)) then ∇u ∈ C((0, T );L∞).
In order to prove it, fix T ′ < T and let M > 0 be such that
‖Y (t)‖∞, C0(t) ≤M for t ∈ [0, T ′].
Fix ε > 0. Let η > 0 be such that∫ t
0
1
(t− s)3/4 ds ≤
ε
M2
for t ≤ 2η.
Since for each pair i, k we have YiYk ∈ C((0, T );L∞), YiYk is uniformly
continuous into L∞ on time interval [η/2, T ′]. Thus there exists δ ∈ (0, η/2)
such that for all i, k
‖Yi(t)Yk(t)− Yi(s)Yk(s)‖∞ ≤ ε η
T ′
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whenever s, t ∈ [η/2, T ′] and |t− s| < δ. Now let t1, t2 ∈ [0, T ′] be such that
t1 < t2 and t2 − t1 < δ, and calculate
∂lu2,j(t1)− ∂lu2,j(t2) =
∫ t2−t1
0
∂liTjk(t2 − s) ∗ [Yi(s)Yk(s)] ds
+
∫ t2
t2−t1
∂liTjk(t2 − s) ∗ [Yi(s)Yk(s)
− Yi(s− (t2 − t1))Yk(s− (t2 − t1))] ds
(see calculation (A.6)) and denote the two integrals on the right-hand side
by I1, I2 respectively. As for I1, using the same trick of employing the
Ho¨lder continuity of Yk(s) as indicated in (2.19), we obtain
|I1| ≤
∫ t2−t1
0
∫
|∂liTjk(x− y, t2 − s)Yi(y, s) [Yk(y, s)− Yk(x, s)]| dy ds
≤M2
∫ t2−t1
0
∫
C|x− y|1/2
(|x− y|2 + (t2 − s))5/2
dy ds
=M2
∫ t2−t1
0
C
(t2 − s)3/4
ds ≤ Cε.
If t2 ≤ 2η then one can bound |I2| in a similar way to obtain
|I2| ≤ 2Cε.
Otherwise, we write
∫ t2
t2−t1 =
∫ η
t2−t1 +
∫ t2−η
η +
∫ t2
t2−η and denote the resulting
three integrals by I2,1, I2,2, I2,3, respectively. Since the length of the intervals
of integration in I2,1, I2,3 is less than 2η we obtain, as above,
|I2,1| , |I2,3| ≤ 2Cε.
For I2,2 note that s, s − (t2 − t1) ∈ [η/2, T ′] for each s from the interval of
integration to write
|I2,2| ≤
∫ t2−η
η
‖∂liTjk(t2 − s)‖1‖Yi(s)Yk(s)
− Yi(s− (t2 − t1))Yk(s− (t2 − t1))‖∞ ds
≤ ε η
T ′
∫ t2−η
η
C
t2 − s ds ≤ Cε,
where we used the Minkowski inequality (1.3), Young’s inequality (1.5) and
the bound ‖∇2T (t)‖1 ≤ C/t (see (1.13)). Thus altogether
|∂lu2,j(t1)− ∂lu2,j(t2)| ≤ 5Cε l, j = 1, 2, 3
and the continuity ∇u2 ∈ C((0, T );L∞) follows.
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A.4.4 Uniqueness of distributional solutions of the Stokes equa-
tions
We will show that if u, p are such that u ∈ C([0, T );L2) is weakly divergence
free, p ∈ L1loc(R3 × [0, T )), and∫ T
0
∫
((φt +∆φ) · u+ p divφ) dxdt = 0 (A.18)
for all φ ∈ C∞0 (R3 × [0, T );R3), then u ≡ 0.
Proof. Fix ψ ∈ C∞0 (Rn × [0, T )) let φ := ∇ψ. Then divφ = ∆ψ and so
(A.18) gives∫ T
0
∫
p∆ψ dxdt =
∫ T
0
∫
∇(ψt +∆ψ) · udxdt = 0 (A.19)
since u is weakly divergence free.
For ε > 0 let
v(x, t) :=
∫ t
0
(Jεu)(x, s) ds, q(x, t) :=
∫ t
0
(Jεp)(x, s) ds.
We first show that v, q also satisfy (A.18),∫ T
0
∫
((φt +∆φ) · v + q divφ) dxdt = 0 (A.20)
for all φ ∈ C∞0 (R3 × [0, T );R3), or equivalently
0 =
∫ T
0
∫ ∫ t
0
∫
(ηε(y)u(x− y, s) · (φt(x, t) + ∆φ(x, t))
+ ηε(y)p(x− y, s) div φ(x, t)) dy ds dxdt
=
∫
ηε(y)
∫ ∫ T
0
(∫ t
0
u(x, s) ds · (φt(x+ y, t) + ∆φ(x+ y, t))
+
∫ t
0
p(x, s) ds divφ(x+ y, t)
)
dt dxdy.
We will show that the expression under the y integral vanishes. In fact, for
fixed y ∈ R3 let
Ψ(x, t) := −
∫ T ′
t
φ(x+ y, s) ds,
where T ′ < T is such that φ(t) ≡ 0 for t ≥ T ′. Clearly Ψ ∈ C∞0 (R3 ×
[0, T );R3) and so (A.18) gives
0 =
∫ ∫ T
0
u(x, t) · (Ψt(x, t) + ∆Ψ(x, t)) dt dx
+
∫ ∫ T
0
q(x, t) div Ψ(x, t) dt dx.
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Integration by parts in t and the identity
∂t(Ψt(x, t) + ∆Ψ(x, t)) = φt(x+ y, t) + ∆φ(x+ y, t)
give ∫ ∫ T
0
(∫ t
0
u(x, s) ds · (φt(x+ y, t) + ∆φ(x+ y, t))
+
∫ t
0
p(x, s) ds divφ(x+ y, t)
)
dt dx = 0
as required. Therefore v, q indeed satisfy (A.20). Moreover, letting
Ψ(x, t) := −
∫ T ′
t
ψ(x+ y, s) ds,
this time for a scalar test function ψ we obtain from (A.19) that for each
y ∈ R3
0 =
∫ T
0
∫
p∆Ψdxdt = −
∫ T
0
∫
p(x, t)
∫ T ′
t
∆ψ(x+ y, s) ds dxdt
= −
∫ T
0
∫ (∫ t
0
p(x, s) ds
)
∆ψ(x+ y, t) dxdt.
Hence Fubini’s theorem gives
∫ T
0
∫
q∆ψ dxdt =
∫ T
0
∫ ∫ t
0
∫
ηε(y)p(x− y, s)∆ψ(x, t) dy ds dxdt
=
∫
ηε(y)
∫ T
0
∫ (∫ t
0
p(x, s) ds
)
∆ψ(x+ y, t) dxdt dy = 0,
that is, like p, q satisfies (A.19). Therefore (A.20) applied with ∆φ in
place of φ gives
0 =
∫ T
0
∫
∆(φt +∆φ) · v dxdt =
∫ T
0
∫
(φt +∆φ) ·∆v dxdt.
The uniqueness of weak solutions to the heat equation (see Lemma A.2) now
implies ∆v ≡ 0 almost everywhere in R3 × [0, T ), hence ∆v ≡ 0 everywhere
by continuity of ∆v. Hence Liouville’s theorem implies that v(t) is constant
for each t. Therefore v(t) ≡ 0 at each t due to the fact v ∈ C([0, T );L2).
Hence, differentiating the definition of v (in t), we see that Jεu(t) ≡ 0 for
each t and ε. The almost everywhere convergence of the mollification (see
Lemma 1.2, (v)) gives u(t) ≡ 0 for each t, as required.
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A.5 Integral inequalities
Lemma A.5. Suppose g > 0 is a continuous function on (0, T ) that is
locally integrable [0, T ), that functions f, φ : (0, T )→ R+ satisfy
f(t) ≤
∫ t
0
g(t− s)f(s)2 ds+ a(t), (A.21)
φ(t) ≥
∫ t
0
g(t− s)φ(s)2 ds+ b(t) (A.22)
for all t ∈ (0, T ), where a, b are continuous functions satisfying a ≤ b, φ is
continuous, and that f2 and φ2 are integrable near 0. Then f ≤ φ on (0, T ).
Proof. The proof proceeds in three steps.
Step 1. The case a(t) ≤ b(t)− δ for t ∈ (0, τ) for some δ, τ > 0.
Let
I :=
{
t′ :
∫ t
0
g(t− s)f(s)2 ds+ a(t) < φ(t) for all t ∈ (0, t′]
}
.
Note that (A.21) gives f(t) < φ(t) for t ∈ I. Let t0 ∈ (0, τ) be such that∣∣∣∣∫ t
0
g(t− s)f(s)2 ds
∣∣∣∣ < δ2 ,
∣∣∣∣∫ t
0
g(t− s)φ(s)2 ds
∣∣∣∣ < δ2
for t ∈ (0, t0]. Then for t ∈ (0, t0] (A.22) gives∫ t
0
g(t− s)f(s)2 ds+ a(t) < δ/2 + b(t)− δ
≤ φ(t)−
∫ t
0
g(t− s)φ(s)2 ds− δ/2 < φ(t),
that is t0 ∈ I. Now let T ′ := sup I. We need to show that T ′ = T . Suppose
otherwise that T ′ < T . Then∫ T ′
0
g(T ′ − s)f(s)2 ds+ a(T ′) <
∫ T ′
0
g(T ′ − s)φ(s)2 ds+ b(T ′) ≤ φ(T ′)
by (A.22). By continuity we obtain
∫ t
0 g(t − s)f(s)2 ds + a(t) < φ(t) for
t ∈ [T ′, T ′′] for some T ′′ > T ′. Hence T ′′ ∈ I, which contradicts the definition
of T ′. Therefore indeed T ′ = T and the lemma follows in this case.
Step 2. The case lim inft→0+(b(t) − a(t)) = 0: there exists t0 > 0 such that
f(t) ≤ φ(t) for t ∈ (0, t0).
Let t0 > 0 be small enough such that∣∣∣∣∫ t
0
g(t− s) ds
∣∣∣∣ < 14 ,
∣∣∣∣∫ t
0
g(t− s)f(s) ds
∣∣∣∣ < 14 for t ∈ [0, t0].
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Let ε ∈ (0, 1/3) and consider fε(t) := f(t)−ε. Then ε/2+3ε2/4−ε ≤ −ε/4
and so fε satisfies the inequality
fε(t) ≤
∫ t
0
g(t− s)(fε(s) + ε)2 ds+ a(t)− ε
≤
∫ t
0
g(t− s)fε(s)2 ds+ 2ε
∫ t
0
g(t− s)(f(s)− ε) ds
+ ε2
∫ t
0
g(t− s) ds+ a(t)− ε
≤
∫ t
0
g(t− s)fε(s)2 ds+ ε/2 + ε2/2 + ε2/4 + a(t)− ε
≤
∫ t
0
g(t− s)fε(s)2 ds+ a(t)− ε/4
Because a(t)−ε/4 ≤ b(t)−ε/4 on (0, t0), similarly as in Step 1 we obtain
fε ≤ φ on (0, t0). The claim follows by taking the limit ε→ 0+.
Step 3. The case lim inft→0+(b(t) − a(t)) = 0: f(t) ≤ φ(t) for all t ∈ (0, T ).
Let
I1 := {t ∈ (0, T ) : f(s) ≤ φ(s) for s ∈ (0, t)}.
Let t1 := sup I1. Note that Step 2 gives t1 ≥ t0 > 0. Suppose that t1 < T .
Let F (t) := f(t1 + t), Φ(t) := φ(t1 + t). Then F , Φ satisfy
F (t) ≤
∫ t
0
g(t− s)F (s)2 ds+A(t),
Φ(t) ≥
∫ t
0
g(t− s)Φ(s)2 ds+B(t),
where
A(t) := a(t1 + t) +
∫ t1
0
g(t1 + t− s)f(s)2 ds,
B(t) := b(t1 + t) +
∫ t1
0
g(t1 + t− s)φ(s)2 ds
≥ A(t) + b(t1 + t)− a(t1 + t).
Noting that A, B are continuous (by the Dominated Convergence Theorem)
and that A(t) ≤ B(t) for all t ∈ (0, T − t1), we can apply Step 1 and Step
2 to the functions F , Φ, to conclude that F (t) ≤ Φ(t) for all t ∈ (0, t2] for
some t2 > 0. Thus f(t) ≤ φ(t) for all t ∈ [0, t1 + t2), which contradicts the
definition of t1.
The above lemma can be modified to fit several other settings.
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Corollary A.6. Let g, a, b be as in Lemma 1.5 and let h satisfy the same
conditions as g. Let functions f, φ : (0, T ) → R be such that f and φ are
bounded near as t→ 0+ and φ is continuous and{
f(t) ≤ ∫ t0 g(t− s)h(s)f(s) ds+ a(t),
φ(t) ≥ ∫ t0 g(t− s)h(s)φ(s) ds + b(t)
for all t ∈ (0, T ). Then f ≤ φ on (0, T ).
Proof. Similar to the proof above.
Corollary A.7. Let a, b > 0 be such that a ≤ b and let h, g : (0,∞) → R+
be continuous functions such that g is locally integrable on [0,∞) and h is
integrable on (1,∞). Suppose also that there exist τ > 0, C ′ > 0 such that
h(s) ≥ C ′2g(s) for s ∈ (0, τ),
h(s) ≤ C ′2g(s) for s ∈ [τ,∞),
and for all t > 0
C ′ >
∫ t
0
min
(
C ′2g(t− s), h(t− s)) ds+ b.
If T > 0 and f is a positive function on (0, T ) that is bounded near 0 and
f(t) ≤
∫ t
0
min
(
g(t− s)f(s)2, h(t− s)) ds+ a
for t ∈ (0, T ), then f ≤ C ′ on (0, T ).
Proof. If t < τ then the minimum under the second last integral is (C ′)2g(t−
s) and so Lemma A.5 gives f(t) ≤ C ′ for such t’s. Thus letting
t0 := sup{t′ > 0: f(t) ≤ C ′ for t < t′}
we see that t0 ≥ τ > 0. If t0 < T we obtain∫ t0
0
min
(
g(t0 − s)f(s)2, h(t0 − s)
)
ds+ a
≤
∫ t0
0
min
(
g(t0 − s)(C ′)2, h(t0 − s)
)
ds+ b < C ′.
Thus, by continuity∫ t
0
min
(
g(t− s)f(s)2, h(t− s)) ds+ a < C ′
for t ∈ [t0, t0 + δ) for some δ > 0, which contradicts the definition of t0.
Thus t0 = T , as required.
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A.6 The Volterra equation
In this section we show that the equation
φ(x) = C
∫ x
0
φ(y)√
x− y dy +D, (A.23)
where C,D > 0, has a unique solution φ ∈ C[0,∞). This is equivalent to
showing that (A.23) has a unique solution φ ∈ C[0, T ] for every T > 0. We
can rewrite (A.23) in the form
φ−Aφ = D, (A.24)
where
Aφ(x) :=
∫ T
0
K(x, y)φ(y) dy (A.25)
with K(x, y) := C χ{y<x}(x − y)−1/2. This is an example of the Volterra
integral equation of the 2nd kind with with a weakly singular kernel K, that
is any K such that for all x, y ∈ [0, T ] with x 6= y K is continuous at (x, y)
and |K(x, y)| ≤ M |x − y|α−1 for some α ∈ (0, 1], M > 0. In what follows
we apply the theory of such equations to (A.24). We consider only the case
α = 1/2; other cases follow similarly. We follow the arguments from Kress
(2014).
First note that the set of compact operators is closed in the operator
norm.
Lemma A.8. Let X be a Banach space and An ∈ L(X) be a sequence of
compact operators such that ‖An − A‖ → 0 as n→∞ for some A ∈ L(X).
Then A is compact.
This is elementary (see e.g. Kress (2014), p. 26, for the proof). We now
show that A (defined by (A.25)) is a compact operator on X := C[0, T ] by
cutting off the singularity and using the above lemma.
Lemma A.9. The operator A : X → X is compact.
Proof. We see that A is continuous by writing
|Aφ(t)| = C
∣∣∣∣∫ t
0
φ(s)√
t− s ds
∣∣∣∣
≤ C‖φ‖sup
∫ t
0
(t− s)−1/2 ds = 2C‖φ‖sup t1/2 ≤ 2CT 1/2‖φ‖sup.
For n ∈ N we define a cut-off Kn of the kernel K by
Kn(t, s) :=
{
h(n|t− s|)K(t, s) t 6= s
0 t = s,
73
where h : [0,∞) → [0, 1] is a continuous function such that h(t) = 0 for
t ∈ [0, 1/2] and h(t) = 1 for t ≥ 1. Because Kn ∈ C([0, T ]2) for every n,
the corresponding integral operators An are compact by the Arzela`-Ascoli
theorem. Moreover
|Aφ(t)−Anφ(t)| =
∣∣∣∣∣
∫ t
t−1/n
(1− h(n|t− s|))K(t, s)φ(s) ds
∣∣∣∣∣
≤ ‖φ‖sup
∫ t
t−1/n
C√
t− s ds = C‖φ‖sup n
−1/2 → 0
as n → ∞ uniformly in t. Hence ‖An − A‖ → 0 and Lemma A.8 gives
compactness of A.
We now show the claim by applying Fredholm Alternative.
Theorem A.10. The equation (A.24) has a unique solution φ ∈ C[0, T ].
Proof. Because X is a Banach space and A : X → X is compact we can
apply Fredholm Alternative to conclude that (A.24) has a unique solution
if the equation
φ−Aφ = 0 (A.26)
has no non-zero solution. We will use induction to show that a solution φ
to this homogeneous problem satisfies
|φ(t)| ≤ ‖φ‖supM
ktk
k!
(A.27)
for some M > 0 and all t ∈ [0, T ], k = 0, 1, . . .. The base case k = 0 is
trivial. For the inductive step we first note that that for any t, s ∈ [0, T ]
with 0 ≤ s < t ≤ T we have∫ t
s
dτ√
t− τ√τ − s =
∫ 1
0
dz√
z(1− z) =: I
by the change of variable z := τ−st−s . Now assume that a solution φ to (A.26)
satisfies |φ(t)| ≤ M‖φ‖sup Cktkk! for some k. Then, because φ = Aφ = A2φ,
we have for all t ∈ (0, T ]
|φ(t)| = |A2φ(t)| = C2
∣∣∣∣∫ t
0
∫ τ
0
φ(s)√
τ − s√t− τ ds dτ
∣∣∣∣
≤ C2
∫ t
0
∫ τ
0
|φ(s)|√
τ − s√t− τ ds dτ = C
2
∫ t
0
∫ t
s
|φ(s)|√
τ − s√t− τ dτ ds
= IC2
∫ t
0
|φ(s)|ds ≤ ‖φ‖sup IC
2Mk
k!
∫ t
0
sk ds = ‖φ‖sup IC
2Mktk+1
(k + 1)!
,
where we used Fubini’s theorem. The bound (A.27) now follows with M :=
IC2. Taking the limit k →∞ in (A.27) gives φ ≡ 0.
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A.7 A proof of (4.8) without the use of the Plancherel Lemma
Here we give an elementary proof of (4.8),
‖p‖2 ≤ C‖∇u‖3‖u‖.
First note that the representation formula for p (see (4.3)) can be rewritten
in the form
p =
1
4π
∫
∇
(
1
|x− y|
)
· g(y) dy,
where g := (Jεu · ∇)u. Therefore
‖p‖2 = 1
(4π)2
∫∫∫ [
∇ 1|x− y| · g(y)
] [
∇ 1|x− z| · g(z)
]
dxdy dz
=
−1
(4π)2
∫∫∫ [
1
|x− y|div g(y)
] [
∇ 1|x− z| · g(z)
]
dxdy dz
Since ∇x|x − y|−1 = ∇y|x − y|−1, integration by parts in x and then in y
gives
‖p‖2 = −1
(4π)2
∫∫∫ [
1
|x− y|∇(div g(y))
]
· g(z)|x− z| dxdy dz.
Now the calculus identity
∇(div g) = ∆g + curl(curl g)
gives
‖p‖2 = 1
4π
∫∫
g(x) · g(z)
|x− z| dxdz
− 1
(4π)2
∫∫∫ [
1
|x− y|curl(curl g(y))
]
· g(z)|x− z| dxdy dz.
(A.28)
Since the ith component of curl g can be expressed in the form (curl g)i =
ǫijk∂jgk, where the coefficients
ǫijk :=

1 if ijk is an even permutation of 123,
−1 if ijk is an odd permutation of 123,
0 otherwise
satisfy ǫijk = −ǫkji, we can write the last triple integral as∫∫∫
ǫijk∂j (curl g(y))k gi(z)
|x− y| |x− z| dxdy dz,
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which integrated by parts three times (first in y then in x and z) gives
−
∫∫∫
ǫijk (curl g(y))k ∂jgi(z)
|x− y| |x− z| dxdy dz
=
∫∫∫
(curl g(y))k ǫkji∂jgi(z)
|x− y| |x− z| dxdy dz
=
∫∫∫
(curl g(y)) · (curl g(z))
|x− y| |x− z| dxdy dz =
∫
|F (x)|2 dx ≥ 0,
where F (x) :=
∫
curl g(y)/|x − y|dy. Therefore (A.28) gives
‖p‖2 ≤ 1
4π
∫∫
g(x) · g(z)
|x− z| dxdz
=
1
4π
∫∫
(Jεuk(x))∂kui(x)(Jεuj(z))∂jui(z)
|x− z| dxdz
(this inequality appears in Leray (1934b) on p. 233 with “≤” wrongly re-
placed by “=”), from where the Cauchy-Schwarz inequality and Lemma 1.3
give
‖p‖2 ≤ 1
4π
∫
‖∇u‖
(∫ |Jεuk(x)|2
|x− z|2 dx
)1/2
|Jεuj(z)| |∇u(z)|dz
≤ C‖∇u‖2
∫
|Jεuj(z)| |∇u(z)|dz ≤ C‖∇u‖3‖u‖,
where we also used ‖Jε(∇u)‖ ≤ ‖∇u‖, ‖Jεu‖ ≤ ‖u‖ (see Lemma 1.2 (i)).
A.8 Smooth approximation of the forcing
Lemma A.11 (Dini’s lemma). Let I be a compact interval and let fn, f ∈
C(I;R) be continuous functions such that fn(t) → f(t) as n → ∞ and
fn+1(t) ≤ fn(t) for each t ∈ I. Then ‖fn − f‖C(I) → 0.
Proof. This is elementary.
Lemma A.12. Let p ∈ [1,∞) and F ∈ C([0, T ), Lp). For any T ′ ∈ (0, T )
and any ε > 0 there exists F˜ ∈ C∞(R3×R) and R > 0 such that supp F˜ (t) ⊂
B(0, R) for all t ∈ R and
‖F − F˜‖C([0,T ′],L2) < ε. (A.29)
Moreover maxt∈[0,T ′] ‖F˜ (t)‖∞ ≤ maxt∈[0,T ′] ‖F (t)‖∞.
Proof. It suffices to consider T <∞. First extend F in time from [0, T ′] to
the whole line by taking F (·, t) := F (·, 0) for t < 0 and F (·, t) := F (·, T ′) for
t > T ′. For R > 0 let
FR(x, t) := χB(0,R)(x)F (x, t).
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Clearly FR ∈ C(R;Lp) (as a product of two such functions) and so ‖FR(t)−
F (t)‖p is continuous in t for each R. Hence, noting that ‖FR(t)−F (t)‖p is a
nonincreasing function of R converging to zero as R→∞ for each t ∈ [0, T ′],
we can use Dini’s Lemma (Lemma A.11) to fix R > 0 such that
‖FR − F‖C([0,T ′];Lp) < ε/3. (A.30)
We will now mollify FR to obtain F˜ . Let ηδ, ξδ be mollifiers in R
3 and R
respectively, that is let ξ(t) := C exp(1/(|t|2 − 1)) for t ∈ (0, 1) and ξ(t) := 0
if t 6∈ (0, 1), where C is such that ∫
R
ξ = 1, and let ξδ(t) := ξ(t/δ)/δ,
η(x) := ξ(|x|), ηδ(x) := η(x/δ)/δ3 . Define the mollification F δR of FR by
F δR(x, t) :=
∫
R
ξδ(s)
∫
ηδ(y)FR(x− y, t− s) dy ds
=
∫
R
ξ(s)
∫
η(y)FR(x− δy, t− δs) dy ds.
Clearly F˜ := F δR(x, t) has the required regularity for each δ > 0 (in particular
maxt∈[0,T ′] ‖F˜ (t)‖∞ ≤ maxt∈[0,T ′] ‖F (t)‖∞ holds by the property of mollifiers
(see (i) in Lemma 1.2)). Therefore the proof will be complete if we show
the approximation property (A.29) for some δ > 0. Because FR(x, t) −
F δR(x, t) =
∫
R
ξ(s)
∫
η(y) (FR(x, t)− FR(x− δy, t− δs)) dy ds, we can use
the Minkowski inequality (see 1.4) and the triangle inequality
‖FR(x− δy, t− δs)− FR(x, t)‖p ≤ ‖FR(x− δy, t− δs)− FR(x− δy, t)‖p
+ ‖FR(x− δy, t) − FR(x, t)‖p
to write
‖FR(t)− F δR(t)‖p ≤
∫
R
ξ(s)
∫
η(y)‖FR(· − δy, t− δs)− FR(·, t)‖p dy ds
≤
∫
R
ξ(s)‖FR(t− δs)− FR(t)‖p ds
+
∫
η(y)‖FR(· − δy, t)− FR(·, t)‖p dy.
(A.31)
Since FR is uniformly continuous on [−1, T ′+1] into Lp (recall we extended
F in time to the whole line) there exists sufficiently small δ1 > 0 such that
for δ ∈ (0, δ1)
‖FR(t− δs)− FR(t)‖p < ε/3
for all t ∈ [0, T ′], and so the first term on the right-hand side of (A.31) is
less than ε/3 for all t ∈ [0, T ′]. As for the second term there exists δ > 0
such that δ < δ1 and
‖FR(· − z, t) − FR(·, t)‖p < ε/3
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whenever |z| < δ and t ∈ [0, T ′]. Indeed, by the continuity of translation in
space of Lp functions for each t0 ∈ [0, T ′] there exists a δt0 such that ‖FR(·−
z, t0)−FR(·, t0)‖p < ε/3 whenever |z| < δt0 . Moreover, the continuity of FR
in time into Lp and triangle inequality gives that ‖FR(·−z, t)−XR(·, t)‖p <
ε/3 whenever |z| < δt0 and t belongs to some open set Jt0 containing t0.
By compactness of [0, T ′] we obtain a finite cover {Jti}i=1,...,m of [0, T ′]
consisting of such open sets and δ is obtained by taking the minimum of the
corresponding δti , i = 1, . . . ,m. This means in particular that
‖FR(· − δy, t)− FR(·, t)‖p < ε/3
whenever |y| < 1, that is for all y ∈ supp η. Therefore, for such δ the
second term on the right-hand side of (A.31) is bounded by ε/3 uniformly
in t ∈ [0, T ′]. The approximation property (A.29) therefore follows directly
from (A.30) and (A.31).
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