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1
E INLE I TUNG
Ubiquitous systems will involve many varieties of coope-
ration between hardware and software. But each system,
whether for medical care or home management or trafﬁc
control, will not stand alone. As we observed already, by
their very nature they will tend to be interconnected to a
lesser or greater extent. Their aggregation will constitute
a vast and ever-growing organism. I have been tempted to
call it the global ubiquitous computer; it is likely to become
the most complex artefact in human history. To what extent
can we scale up the present means of software production
and analysis, to build this artefact with full understanding?
Milner [2006]
Wie schon Steinbuch [1966] voraussagte, wird es bald „kaum mehr
Industrieprodukte geben, in welche die Computer nicht hineingewo-
ben sind, etwa so, wie das Nervensystem in Organismen hineingewo-
ben ist.“. Diese Verkörperung der Informatik in Dingen des alltägli-
chen Lebens hat grundlegende Konsequenzen, die Weiser [1991] in
seiner Vision des Ubiquitous Computing formuliert. Die Entwicklung
von Software und Diensten für solch smarte Dinge (smart items) mo-
tiviert diese Arbeit. Ziel ist es, realweltliche Dinge mit eingebetteten
Rechen- und Kommunikationseinheiten zu sogenannten Ubiquitären
Systemen zu vernetzen [Marin-Perianu et al., 2007; Riedel et al., 2007].
Ubiquitäre Systeme sind sehr heterogen und der Entwickler muss
vielfältige Plattformen und begrenzte Ressourcen in Betracht ziehen.
Darüber hinaus unterliegen sie externen Veränderungen, die sich auf
1
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die Ausführung von Software auswirken. Dieser zeitveränderliche
Ausführungskontext erfordert eine kontextgewahre Adaption der
Implementierung Ubiquitärer Systeme.
Klassische Systeme setzen auf Middleware-Mechanismen zur Ab-
straktion dieser systeminhärenten Heterogenität. Wie später gezeigt
wird, ist die Middleware jedoch selbst ein Faktor von Varianz ge-
worden. Wie Milner [2006] beobachtet, richtet sich die Funktionalität
immer neuer Systeme oft nicht daran, was „sinnvoll“ (im Sinne von
Milner durch die Theorie belegt) möglich ist, sondern was gerade be-
nötigt wurde. Diese „bottom-up“-Herangehensweise ist dabei stark in
der Entwicklung Ubiquitärer Systeme verankert [Bardram und Friday,
2009] und entspringt unter anderem dem experimentellen Charakter
des Forschungsfeldes.
Gerade angesichts der industriellen Anwendung und immer weiter
wachsender Heterogenität und Komplexität realer Ubiquitärer Syste-
me sind reine „bottom-up“ Methoden oft nicht mehr beherrschbar.
Gleiches gilt für „top-down“ Ansätze, also vom Abstrakten ausgehen-
de Methoden, welche daran scheitern, dass der Entwurfsraum stark
durch die Technologie vorgegeben wird. So stellten bereits die HP
Cooltown Entwickler fest, dass Technologie nicht ohne Verständnis der
Applikation entwickelt werden kann, aber genauso ubiquitäre Appli-
kationen nicht ohne neue Technologien ermöglicht werden können
[Barton und Vijayaraghavan, 2003].
Dieser Arbeit liegt die Hypothese zugrunde, dass modellgetriebene
Entwicklung (MDSD, [Stahl et al., 2006]) diesen Widerspruch
zwischen „top-down“- und „bottom-up“-Entwicklung durch einen
„middle-out“ Ansatz auﬂöst, welcher zwischen Technologie und
Abstraktion vermittelt. Im Folgenden soll daher ein MDSD als Mittel
verfolgt werden, um Middleware für Ubiquitäre Systeme auf dem von
Milner [2006] geforderten Turm von Modellen zu bauen, ohne den
Bezug zur konkreten Technologie zu verlieren. Der MDSD-Ansatz
verbindet wohldeﬁnierte Modelle mit ﬂexiblen, pragmatischen
Werkzeugketten. Es soll gezeigt werden, dass MDSD für Ubiquitäre
Systeme
1. ﬂexible, adaptive Systeme mit gleichzeitig größerer Ressour-
cenefﬁzienz durch Verlagerung von Intelligenz zwischen
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Laufzeit und Entwicklungsprozess mittels Formalisierung und
Automatisierung,
2. die Integration verschiedener, heterogener Systeme bei geringer
Codegröße durch dynamische Anpassung des Laufzeitsystems
mittels Codegenerierung
liefern kann.
1.1 struktur der arbeit
Kern dieser Arbeit ist ein neuartiger modellgetriebener Ansatz für
zwei zentrale Herausforderungen von Ubiquitären Systemen: adap-
tierte, verteilte Ausführung in verändernden Ausführungskontexten
und die efﬁziente Kommunikation zwischen heterogenen ubiquitären
Netzwerken.
Die Struktur der Arbeit, wie in Abbildung 1 dargestellt, ist in sechs
Kapitel unterteilt, welche der Methodik der Arbeit entsprechen. Zu-
nächst wird auf relevante Grundlagen eingegangen, welche in Kapitel
2 aufbereitet werden. In Kapitel 3 wird die Hypothese formuliert und
Methodik und Struktur der weiteren Arbeit hergeleitet. Auf dieser Ba-
sis werden Thesen formuliert, welche in den folgenden Kapiteln 4 und
5 anhand der Anwendungsszenarien jeweils belegt werden.
Kapitel 4 befasst sich mit dem Anwendungsfall der Implicit Midd-
leware. Dieser demonstriert, wie ein modellgetriebener Ansatz dazu
genutzt werden kann, die Verteilung monolithischer Java-Programme
auf Ubiquitären Systemen optimal gemäß eines Kostenmodells zu
gestalten. Ausgehend von der am realen Anwendungsfall motivierten
Problemstellung wird ein modellgetriebenes Vorgehen entwickelt.
Hierzu wird ein formales Modell des Verteilungsproblems hergeleitet,
auf dessen Basis die Implementierung erstellt wird. Zuletzt wird die
Implementierung gemäß der Thesen überprüft und gegen alternative
Implementierungen verglichen.
Das zweite Anwendungskapitel 5 ist parallel zu Kapitel 4 aufge-
baut und befasst sich mit der automatisierten Generierung von Web






















Abbildung 1: Schematischer Aufbau der Arbeit
hend die Vorgehensweise entwickelt und durch ein formales Modell
und eine modellgetriebene Codegenerierung implementiert. Schluss-
endlich wird gezeigt, dass auch hier wieder die von der Hypothese
abgeleiteten Beobachtungen gemacht werden können.
1.2 beiträge
Die beiden Anwendungskapitel enthalten neben dem Beleg der The-
sen auch die hauptsächlichen Beiträge dieser Arbeit, welche auf ver-
schiedenen Ebenen und Bereichen der Entwicklung von Ubiquitären
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Systemen und modellgetriebener Softwareentwicklung gemacht wer-
den konnten. So beinhalten die entwickelten Systeme jeweils Beiträge
auf Implementierungs- und Entwicklungsebene.
Die in Kapitel 4 entwickelte Implicit Middleware ist ein neuartiges
System zur ressourcenoptimierten Modularisierung und Transforma-
tion von monolithischem Java-Bytecode für die Ausführung auf Ubi-
quitären Systemen.
Um dieses innerhalb von MDSD umzusetzen, wurde ein Konzept
zur Optimierung von Modelltransformationen entwickelt, welches
die problemspeziﬁsche Formulierung der unterliegenden mathemati-
schen Optimierungen als homomorphe Abbildung des Metamodells
erlaubt (siehe insbesondere Abschnitt 4.3.2).
Kapitel 5 stellt ein neuartiges System zur automatisierten Überset-
zung von Sensornetzwerkkommunikation in internetbasierten Web
Service Protokollen vor, welches deutlich efﬁzienter als vergleichbare
Lösungen arbeitet.
Auf Entwicklungsebene wird ein formal motiviertes Entwicklungs-
rahmenwerk für die Entwicklung leichtgewichtiger, efﬁzienter Nach-
richtencodierung, -übersetzung und -kommunikation zwischen hete-
rogenen Systemen geschaffen, welches sich auf verschiedene verwand-
te Problemstellungen übertragen lässt.
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Dieses Kapitel etabliert die Grundlagen zur Nutzung modellgetriebe-
ner Entwicklungsmethoden in Ubiquitären Systemen. Im ersten Ab-
schnitt werden die speziﬁschen Herausforderungen und existierenden
Praktiken bei der Entwicklung Ubiquitärer Systeme herausgestellt. Es
wird insbesondere ein kurzer Überblick über typische Middleware-
systeme und Paradigmen gegeben werden, welche die Systementwick-
lung prägen. Der zweite Teil des Kapitels widmet sich den Grundla-
gen modellgetriebener Entwicklung als Alternative zu existierenden
Ansätzen. Vor allem werden allgemeine Grundbegriffe und Hinter-
gründe der MDSD dargestellt, welche für diese Arbeit relevant sind.
Beide Teile zusammen sind die Grundlage für das folgende Kapitel,
in welchem die Entwicklung von Ubiquitären Systemen mit modellge-
triebenen Methoden vorgeschlagen wird.
2.1 entwicklung ubiquitärer systeme
Für Ubiquitäre Systeme ist Verteilung von Funktionalität in die rea-
le Umgebung die Grundlage für einen Paradigmenwechsel. Rechner
verschwinden in den Hintergrund. Weiser [1991] vergleicht diesen Pro-
zess mit der Einführung von Elektromotoren: Waren am Anfang des
letzten Jahrhunderts noch einzelne große Aggregate für den Antrieb
verschiedenster mechanischer Funktionen einer Werkstatt oder Fabrik
zuständig, so bekamen mit der Einführung von Elektromotoren die
Maschinen und Werkzeuge unabhängige Antriebe, teilweise mehre-
re Motoren für jede Maschine. Heutzutage sind wir an einem Punkt,
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schreibt Weiser weiter, in dem z. B. alleine in einem typischen Auto-
mobil 22 Motoren verbaut sind, um verschiedenste Aufgaben vom
Anlasser, über den Scheibenwischer bis hin zur Zentralverriegelung
zu erfüllen.
Die ganze Breite des Phänomens Ubiquitous Computing [Weiser,
1991] wird in dieser Arbeit nicht behandelt.Vielmehr sollen wichtige
Problemstellungen für die Systementwicklung, die aus dieser Vision
entspringen, adressiert werden. Hierzu sollen kurz die für diese
Arbeit wichtigsten Aspekte des von Mark Weiser geprägten Begriffs
und Forschungsbereichs dargestellt werden.
Das Verschwinden von Rechnern führt zu neuen Möglichkeiten, ver-
ändert jedoch auch grundlegend die Herausforderungen für die Ent-
wicklung von Systemen aus verschiedensten gekoppelten Einzelsyste-
men. Ubiquitäre Systeme synonym für eine allgemeine technologische
Vision geworden: Der Einsatz von Informationstechnik führt zu einer
Verbesserung von Lebensqualität und wirtschaftlichen Möglichkeiten.
Amor [2001] nennt als grundlegende Aspekte, welche mit der Vision
von Ubiquitären Systemen verknüpft werden:
unsichtbare rechner , die in großer Zahl und in intuitiver Weise
Dienste bereitstellen.
eingebettete mikrosysteme , welche Alltagsgegenstände in
proaktive Computersysteme verwandeln.
immerverfügbarkeit von Informationen und Kommunikation mit
jedem, jederzeit und überall.
allgegenwärtige netze , welche alle Teile des Lebens informatio-
nell miteinander verbinden.
Während Möglichkeiten und Erwartungen bezüglich der Nutzung
Ubiquitärer Systeme grenzenlos erscheinen, konzentriert sich diese
Arbeit im Folgenden auf Herausforderungen in Bezug auf deren Ent-
wicklung [Banavar und Bernstein, 2002; Bardram und Friday, 2009;
Friday et al., 2006; Satyanarayanan, 2001].
Wie in Abbildung 2 dargestellt unterscheiden Ubiquitäre Systeme
sich grundlegend von anderen Paradigmen der Informationsverarbei-
tung mithilfe von Rechnersystemen. Sie sind klar in Abgrenzung von
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Abbildung 2: Abgrenzung von Ubiquitären Systemen anhand der Interaktion
von Mensch und realer Welt über Rechnersysteme [Rekimoto
und Nagao, 1995]
virtueller Realität, Simulationen oder Datenverarbeitungssystemen zu
sehen, die die Wirklichkeit modellieren, und bei denen der Mensch
mit diesem Modell interagiert. In typischen IT-Systemen wird ver-
sucht, Wissen über reale Dinge darzustellen, zu aggregieren und zu
verarbeiten, während Ubiquitäre Systeme sich auf die Dinge des rea-
len Lebens ausdehnen und Teil des realen Systems werden (siehe Ab-
bildung 2c).
Konzepte des Internets der Dienste und des Cloud Computing [Mell
und Grance, 2011] ermöglichen es auch, Dienste generell „ubiquitär“
verfügbar zu machen. Ubiquitäre Systeme gehen jedoch den entge-
gengesetzten Weg: weg von immer größeren Rechnerinfrastrukturen
hin zu kleineren autarken, eingebetteten Systemen. Dies verkürzt die
Kommunikationswege, ermöglicht eine direkte Interaktion mit der
Realität und skaliert mit den Dingen und damit mit der Quelle der
aufkommenden Datenﬂut.
Die Idee der Durchdringung der Realität mit Rechnersystemen
spiegelt sich auch im zu Ubiquitären Systemen äquivalenten Begriff
des Pervasive Computing [IBM, 1999] wider. Andere Forschungs-
bereiche, welche Aspekte des Ubiquitous Computing umfassen
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(oder umgekehrt), sind Context Aware Computing [Schilit et al.,
1994], Ambient Intelligence [Zelkha et al., 1998], Calm Computing
[Weiser et al., 1999], Universal Computing [Landay, 1999], Invisible
Computing [Esler et al., 1999], Post PC Computing [Satyanarayanan,
1999], Hidden Computing [Hermann, 2000], Amorphous Computing
[Abelson et al., 2000], Autonomous [Kephart und Chess, 2003] oder
Organic Computing [Müller-Schloer et al., 2004] und Cyberphysical
Systems [Lee, 2006]. Alle diese Forschungsbereiche beschäftigen sich
in irgendeiner Weise mit der Verteilung von Softwarefunktionalität
auf eine heterogene, eingebettete, verteilte Systemlandschaft.
Diese birgt neben den Vorteilen eine Reihe von Herausforderungen
für die Softwareentwicklung. Während Serversysteme hochoptimiert
sind und z. B. durch Cloud Computing eine performante und efﬁzi-
ente Ausführungsschicht unabhängig von den lokalen Gegebenheiten
bereitstellen, so sind Ubiquitäre Systeme stark vom Ausführungskon-
text abhängig.
2.1.1 Herausforderung: Ressourcenbeschränkte Hardware
Erste und offensichtlichste Herausforderung [Bardram und Friday,
2009] ist die Nutzung stark ressourcenbeschränkter Hardware als
direkte Konsequenz der physikalischen Einbettung.
Plattformen, welche im Ubiquitous Computing eingesetzt werden,
haben prinzipiell eine beschränkte Rechen- und Speicherkapazität.
Außerdem sind die verfügbaren Kommunikationsressourcen typi-
scherweise in Low power Wireless Personal Area Networks (LoWPAN)
stark beschränkt. Die Kosten bzw. die Ressourcenverfügbarkeit
für Kommunikation und Rechenleistung ist hierbei stark von der
eingesetzten Plattform abhängig und muss bei der Implementierung
beachtet und in Beziehung gestellt werden.
Klassische ubiquitäre Plattformen
Eine wichtige Grundlage für die physikalische Einbettung in die Rea-
lität ist die Entwicklung neuer Arten drahtlos vernetzter Kleinstsys-
teme; im Speziellen sogenannter Sensorknoten. Dabei handelt es sich
um autarke Systeme, die die eingebettete Erfassung, Verarbeitung und
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Kommunikation von Umgebungsinformationen ermöglichen. Ubiqui-
täre Plattformen umfassen auch mobile und eingebettete Geräte, wie
Mobiltelefone oder Gerätesteuerungen, welche untereinander vernetzt
werden. Erhöht sich jedoch das Maß der Einbettung, fordert dies eine
neuartige Klasse von Kleinstrechnern.
Pervasive networks unterscheiden sich je nach Anwendung in ver-
schiedenen Parametern wie Skalierung (bzgl. Abtastrate, Ausmaß und
Dichte des Netzwerks), Variabilität (bzgl. Topologie, Aufgaben und
Raum) und Autonomie (bzgl. Modalität und Komplexität). Diese Pa-
rameter bestimmen den Entwurf der unterliegenden Hardware. Sen-
sorknoten sind üblicherweise darauf ausgelegt Netze mit einer hohen
Skalierbarkeit und großer Variabilität bei einem hohen Maß an Auto-
nomie zu unterstützen [Estrin et al., 2002].
Eine Herausforderung ist vor allem der efﬁziente Umgang mit Ener-
gie als primär begrenzte Ressource. Energieefﬁzienz ist eine logische
Konsequenz aus typischen Anforderungen der Einbettung und Minia-
turisierung der Systeme bei gleichzeitiger massiver Vernetzung. Hier-
zu wurden seit Anfang des 21. Jahrhunderts verschiedenste einfachste
Rechnerarchitekturen entwickelt, welche Mikrocontroller, low-power
Radio-Transmitter und sensorische Mikrosysteme (MEMS) sowie ei-
ne autarke Energieversorgung in Form einer Batterie und/oder soge-
nannter Energy Harvesting Komponenten (z. B. Photovoltaik, piezo-
oder thermo-elektrische Generatoren) umfassen. Bei der Entwicklung
steht der Anspruch an dynamische Konﬁgurierbarkeit von Sensorik,
Erkennung, Kontextgewahrheit und Grad der Einbettung im Vorder-
grund [Beigl und Gellersen, 2003]. Durch ihre Kopplung an Alltagsge-
genstände ohne direkte Stromquelle müssen Systeme klein, leicht und
höchst energieefﬁzient sein.
Die Unterstützung von lokaler Übertragung (broadcast) und schnel-
le Reaktivität auf Nutzerverhalten stand beispielsweise bei der Ent-
wicklung der Smart-Its Particles [Beigl und Gellersen, 2003] im Vor-
dergrund. Das in dieser Arbeit verwendete Particle Computer pPart
[Decker et al., 2005a] (siehe Abbildung 3 und 4) implementiert diese
Fähigkeiten auf 15x48 mm, auf welchen eine PIC18F6720 8-bit MCU
mit 20 MHz (5 MIPS), ein TR1001-Transceiver mit einer maximalen Da-
tenrate von 125kbit/s auf 868 MHz, 2KB RAM und 512KB Flash Spei-
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Abbildung 3: pPart Sensorknoten mit Sensorboard und Gehäuse
cher arbeitet. Das System wird dazu von einem einzigen 1.2V AAA
Akku (800mAh nom.) betrieben, welcher auch die Dimension der Pla-
tine vorgibt und eine Betriebszeit von 20h bei Volllast und kontinu-
ierlicher Kommunikation oder ca. 1 Monat bei einem Aufwachzyklus
von 20ms pro Sekunde ermöglicht.
Eine ganz andere Dimension von Ressourcenbeschränkung gibt hin-
gegen das μPart [Beigl et al., 2006] vor, welches bei einem Aufwachzy-
klus von 30s auf einer Knopfzelle eine Lebenszeit von fast einem Jahr
hat. Diese Plattform ermöglicht einen noch höheren Grad der Einbet-
tung und Autonomie bei geringerer Variabilität (siehe Abbildung 5).
μParts müssen jedoch mit einem rfPIC 12F675 Mikrocontroller mit in-
tegriertem Sender mit 4MHz (1 MIPS), nur 1.4 kByte nichtﬂüchtigem
Programmspeicher und 64 Byte RAM und 128 Byte zusätzlichem EE-
PROM auskommen.
Wichtig herauszustellen ist, dass Preis, Funkbandbreite und -reich-
weite, Verarbeitungskapazität, Baugröße und erreichbare autonome
Lebenszeit orthogonale Entwurfskriterien sind.
2.1.2 Herausforderung: Heterogene Systeme
Die Konﬁguration des genutzten Systems richtet sich stark nach den
Anforderungen der Einbettung sowie nach den auf dem Markt ver-
fügbaren Komponenten. Typischerweise werden z. B. je nach Mög-
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Abbildung 4: pPart Sensorknoten integriert in ein System zur Überwachung
von chemischen Gütern aus [Riedel et al., 2007]
Abbildung 5: μPart in ein Konferenznamensschild „eingebettet“ aus [Beigl
et al., 2006]
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lichkeit der Stromversorgung (bzw. Batteriegröße, lokale Energiege-
winnung) verschiedenste Systeme eingesetzt, welche von batterielosen
RFID-Chips über 8bit Mikrokontroller basierte Sensorknoten bis hin
zu eher klassischen mobilen oder stationären Systemen mit 32bit CPU,
wie Smartphone oder WLAN Router, reichen. Infolgedessen müssen
Ubiquitäre Systeme also auf verschiedenster Hardware lauffähig sein.
Im Gegensatz zu PC-Systemen, bei denen Microsoft Windows Platt-
formen einen Marktanteil von 90% bei Desktopsystemen ausmachen
und IP-Technologie sowie POSIX Systeme, wie Linux, welche vom Ser-
verbereich über eingebettete Systeme bis hin zum Mobiltelefon zu ei-
ner starken Konvergenz führen, ist bei Ubiquitären Systemen eine sol-
che Konvergenz nicht absehbar.
Dies soll am Beispiel der Netzwerkkommunikation verdeutlicht
werden. Gerade in diesem wichtigen Bereich der Sensor Netzwerke
wird diese Heterogenität als logische Konsequenz der Applikations-
anforderungen und der zuvor diskutierten Ressourcenbeschränkung
sichtbar. Wichtiger Grundbestandteil von Sensornetzwerken neben
Sensorik und lokaler Rechenkapazität ist die drahtlose Netzwerk-
kommunikation. Die MAC-Alphabet-Soup [Langendoen, 2009] listet
73(!) verschiedene Medium Access Control-Protokolle für drahtlose
Sensornetzwerke, welche jeweils einen anderen Trade-off zwischen
Energieverbrauch, Latenz, Durchsatz und Fairness haben und auf
unterschiedlichsten Radiochips implementiert und optimiert wurden.
Die zunehmende Kommerzialisierung hat viele dieser Protokolle
heute verdrängt. Wenn sich auch mit dem 802.15.4(a) Standard ein
„Gewinner“ ausmachen lässt, lässt der Standard eine ganze Liste
physikalischer, inkompatibler Implementierungen zu. Auf höheren
Schichten divergiert die Standardisierung nochmals. So setzen
WirelessHART, 6LowPAN, FLEXConnect, SimplicyTI und Zigbee
(PRO) konkurrierend auf dem Standard auf.
Diese Heterogenität setzt sich in der Wahl der Betriebssysteme,
Middleware und Entwicklungsplattformen fort. So ist es nicht unüb-
lich, innerhalb einer Applikation mit Geräten konfrontiert zu werden,
welche alle ihre eigenen Abstraktionen, Kommunikationsmittel und
-topologien mitbringen. So unterscheiden sich die Kommunikations-
muster von einem RFID-Tag grundlegend von einem Smartphone
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oder einem Sensorknoten. Die Notwendigkeit von Optimierungen
wird dabei weiterhin im Einzelfall gegenüber der Konvergenz zu
Standards abgewogen [Bardram und Friday, 2009].
2.1.3 Herausforderung: Zeitveränderlicher Ausführungskontext
Entscheidend für die Fähigkeiten von Ubiquitären Systemen auf res-
sourcenschwachen Plattformen ausführbar zu sein, ist die Möglich-
keit ressourcenintensive Aufgaben durch sogenanntes cyber foreaging
[Balan et al., 2002] auszulagern oder Kommunikationswege zu opti-
mieren, indem Geräte direkt miteinander kommunizieren [Kindberg
und Fox, 2002]. So müssen Ubiquitäre Systeme die logische und phy-
sikalische Mobilität von Systembestandteilen [Saif und Greaves, 2001;
Coulouris et al., 2011] unterstützen, da sich Komponenten in oder aus
einem System bewegen, oder Systembestandteile unterschiedlich auf
Komponenten abgebildet werden.
So ändert sich ein Ubiquitäres System über die Lebenszeit der
Software stetig, indem z. B. neue Hardware in das System eingebracht
oder ausgetauscht wird, was die Ressourcenverteilung im System
nachhaltig ändert. Nicht nur das System an sich, sondern auch
die Umgebung des Systems kann sich ändern. So führen z. B.
Störeinﬂüsse oder Ressourcenteilung des Funkkanals zu stetigen
Veränderungen. Weiterhin kann sich die Energieverfügbarkeit z. B.
bei Harvesting Anwendungen durch die Umgebung, Jahreszeit oder
andere externe Faktoren ändern. Auf diese Veränderungen muss ein
Ubiquitäres System reagieren können.
Ressource-aware computing [van Roy und Haridi, 1999], [Rosu et al.,
1997] bezeichnet die Fähigkeit von Systemen gewahr der aktuell ver-
fügbaren Ressourcen zu sein. Laut Bardram und Friday [2009] ist
es das unabdingbare Ziel Ubiquitärer Systeme, trotz sich verändern-
der Bedingungen und Einschränkungen bestmöglich zu funktionieren.
Wichtig ist, dass insbesondere auch für zukünftige Zeitpunkte keine
A-priori-Garantien gegeben werden können. Die Fähigkeit von Sys-
temen, mit unvollständigem Wissen umzugehen, kann als „tolerance
for ignorance“ zusammengefasst werden [Friday et al., 2006]. Diese
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Unvollständigkeit des Vorwissens muss im Entwicklungsprozess wi-
dergespiegelt werden.
2.1.4 Lösungsansätze: Softwareentwicklung
Im Buch „Ubiquitous Computing Fundamentals“ schreiben Bardram
und Friday [2009], dass Software Entwicklung in Ubiquitären Syste-
men meist durch den experimentellen wissenschaftlichen Prozess ge-
prägt ist (siehe Abbildung 6). So wird ein klassischer „bottom-up“ Ent-
wicklungsprozess beschrieben, der vom Detail ausgehend das große




Abbildung 6: Gegenüberstellung Experimenteller Informatik [Feitelson,
2006] und Entwicklungsprozess (Quelle:[Bardram und Friday,
2009])
Bardram und Friday [2009] begründet diese Methodik durch explo-
rative Ergründung neuartiger Konzepte, wie sie typisch für Ubiquitäre
Systeme sind. Legt man jedoch eine historische Dialektik der Softwa-
retechnik zugrunde, wie sie von Boehm [2006] in Anlehnung an Hegel
formuliert wird, liegt jedoch nahe, dass der Ansatz großteils auch aus
anderen Strömungen der Zeit begründet werden kann.
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Die Entwicklung erster Ubiquitärer Systeme koinzidiert mit der Ver-
breitung von Technologien wie dem World Wide Web und dem daraus
resultierenden Druck eines extrem schnellen Time-to-Market. (1990-
1991 schaffte es HP bereits, die Entwicklungszeit innerhalb der glei-
chen Produktlinie nach einem Anstieg von 50 auf über 60 Monate von
1986-87 auf unter ein Jahr zu drücken.) Während zuvor sequenziel-
le „top-down“-Prozesse noch das Mittel der Wahl waren, waren die
90er Jahre, von schneller iterativer und nebenläuﬁger Entwicklung ge-
prägt Boehm [2006]. Gleichzeitig war die Zeit stimuliert von der auf-
kommenden Open Source Bewegung, welche ihre Ursprünge in der
„Hacker“-Kultur der 1960er-Jahre hatte.
Neben wegweisenden Arbeiten, welche den Usability-Aspekt im
Software Engineering betonen, sind vor allem die inkrementellen und
evolutionären Entwicklungsansätze wie das „Scandinavian Participa-
tory Design“ [Bjerknes et al., 1987] und Prototyping-basierte Ansätze
wie „Rapid Application Development“ [Martin, 1991]) prägend für die
Entwicklung Ubiquitärer Applikationen und Systeme.
Aufgrund der hohen Heterogenität spielt das aufkommende Para-
digma der Middleware eine entscheidende Rolle in der Software Ent-
wicklung für Ubiquitäre Systeme. Abbildung 7 stellt die gemeinsame
Erwähnung bestimmter Begriffe in Veröffentlichungen zwischen den
Jahren 1996 und 2012 dar, wie sie von der Google Scholar Suchma-
schine indiziert wurden. Während der Anteil der Veröffentlichungen
über Middleware insgesamt ähnlich hoch wie in der gesamten Infor-
matik ist, so ist der Zusammenhang zwischen Software Engineering
und Middleware deutlich stärker.
So kommt der Begriff „Middleware“ in 43% aller Veröffentlichun-
gen vor, in die „Ubiquitous Computing“ im Zusammenhang mit „Soft-
ware Engineering“ erwähnen. Die in Abbildung 7 dargestellte Stich-
probe unterstreicht besonders die verstärkte Verknüpfung von Midd-
leware und Prototyping im Bereich Ubiquitärer Systeme gerade in
Bezug zur Grundgesamtheit der Systeme in der Informatik. Auf Ba-
sis dieser Betrachtung kann man empirisch mit einer sehr hohen Si-
gniﬁkanz von p=0,9999 die Hypothese annehmen, dass sich damit
die Rolle von Middleware in der Softwareentwicklung von Ubiqui-
tären Systemen grundlegend von anderen Bereichen der Informatik
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Abbildung 7: Anteil der Veröffentlichung mit Bezug auf Middleware 1996 bis
2012 (Quelle: Google Scholar)
unterscheidet (zumindest bezüglich der gemeinsamen Referenzierung
der Begriffe in wissenschaftlichen Arbeiten und aufgrund der großen
Stichprobe der durch Google indizierten Arbeiten).
2.1.5 Lösungsansätze: Middleware
Diese Rolle von Middleware für den Systementwurf ist schon in frü-
hen Arbeiten zur Entwicklung Ubiquitärer Systeme belegt [Dey et al.,
2001; Roman et al., 2002] und ist bis heute ein relevantes Forschungs-
thema. Middleware in Ubiquitären Systemen ist stark mit der bottom-
up Methodik des Entwurfs verbunden.
Die Hauptaufgabe ubiquitärer Systemsoftware ist die Ermöglichung
der Verbindung zwischen ubiquitären Datenlieferanten und ubiquitär-
en Agenten, welche letztendlich menschliche Dienstnehmer oder intel-
ligente Systeme sein können. Middleware agiert hier nach Roy Camp-
bell als „The Switch“ [Friday et al., 2006] zwischen vielen heterogenen
Systemen.
Abgeleitet aus den zuvor genannten Herausforderungen Ubiquitär-
er Systeme, deﬁniert Banavar und Bernstein [2002] herausragende Teil-
gebiete der Softwareentwicklung für Ubiquitäre Systeme:
• Applikationsentwicklung und -ausbringung
• Softwareinfrastruktur
• Dienste und Dienstkomposition
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• Semantische Modellierung
• Kontextuelle Adaption
Die Herausforderung von Middleware besteht in der Schaffung einer
abstrakten Plattform, welche vor allem die dynamische Komposition
und Rekonﬁgurierbarkeit von ubiquitärer Hardware und Software er-






















Abbildung 8: aus [Madden et al., 2005]
Abstraktion durch Middleware
Die Abstraktion der Middleware (also der Zugriff auf verteilte
Funktionalität) deﬁniert typischerweise in verteilten Anwendungen
die Plattform stärker als das Betriebssystem [Bernstein, 1996].
Betrachtet man die oben genannten Systeme, so wird ersichtlich,
dass über die Zugriffsmöglichkeiten der Plattform auch die Anwen-
dung stark beeinﬂusst wird. Da die Wahl der Middleware in einem
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„bottom-up“-Ansatz früh geschehen muss, um eine Ausführbarkeit zu
erreichen, werden gerade durch spezialisierte Middleware wichtige
Abstraktionen eingeführt, welche den Entwurfsraum bestimmen.
Gerade im Bereich der Sensornetze wurde durch die Schaffung
entsprechender Abstraktionen oft von einem klaren Datenﬂuss
hin zum Backendsystem ausgegangen. Zudem haben Systeme wie
TinyDB [Madden et al., 2005] oder COUGAR [Yao und Gehrke, 2002]
für Sensornetze mit einer großen Anzahl gleichartiger Knoten eine
SQL-ähnliche Abfragesprache für Sensornetze ermöglicht.
Die Abstraktion von Daten als globale Struktur ist auch in ande-
ren Ansätzen zu ﬁnden, welche Informationen als verteilten Speicher
darstellen. So z. B. Tuple Space basierte Ansätze wie Linda In Mobile
Environment (LIME, [Murphy et al., 2001].), welches auch für draht-
lose Sensorknoten portiert wurde [Curino et al., 2005]. Eine ähnliche
Abstraktion, welche jedoch nicht vollständige Netze oder atomare Da-
ten in den Vordergrund stellt, sondern eine Ordnung verfügbarer Res-
sourcen, steht hinter ressourcenorientierter Middleware wie [Roman
et al., 2002; Hess und Campbell, 2003]. So lassen sich beispielsweise
verteilte Namensräume [Pike et al., 1992] efﬁzient auf Dateisysteme
auf ressourcenbeschränkte Hardware abbilden [Riedel, 2005; Decker
et al., 2005b].
Dienstorientierte Abbildung von Kommunikationsmechanismen
Die Idee der Dienstabstraktion ist sehr allgemein und erlaubt eine
verteilte Bereitstellung verschiedenartiger Dienstleistungen durch das
zur Verfügung stellen von heterogenen Informationen, Berechnungen
und Kommunikationsmitteln innerhalb wohldeﬁnierter Schnittstellen.
Während dienstorientierte Ansätze eine hohe Flexibilität bereitstel-
len, liegt ein Schwerpunkt der Forschung zu Dienstarchitekturen für
Ubiquitäre Systeme auf der efﬁzienten Umsetzung sehr expressiver
und expliziter Schnittstellen. Die Entwicklung von Gatewaysystemen
und -architekturen ist ein relevantes und weites Feld innerhalb
von Ubiquitären Systemen. Immer wieder kommt es zu Neu-
Implementierungen, um konkrete technische Eigenschaften zu
ermöglichen. Viele Implementierungen nutzen hierzu entweder ma-
nuell implementierte Stellvertreterdienste auf dem Gateway [Guinard
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et al., 2010] oder übersetzen direkt auf niedrigem Protokollniveau
[Dohndorf et al., 2010]. Beide dieser Lösungen sind jedoch stark
an die technische Implementierung gebunden, beschränken die
Freiheitsgrade bei der Entwicklung, nutzen entweder nur wenig
Wissen über die konkrete Nachrichtenstruktur oder bedürfen großen
manuellen Implementierungsaufwand.
Das Gateway übernimmt dabei die Aufgabe, Nachrichten von einer
Sensornetzwerkplattform kommend so aufzubereiten, dass sie über
ein Web Service Interface konsumiert werden können. Außerdem
werden auch umgekehrt die Web Service Nachrichten optimiert auf
das Sensornetzwerksystem als binäre speicherefﬁzient konsumierbare
Nachrichten übertragen. Hierzu werden verschiedenste Möglichkei-
ten der Transformationen auf Basis des Metamodells genutzt. So
beinhaltet die Gatewayarchitektur die efﬁziente (De-)Codierung von
Nachrichten, die transparente Umwandlung von Nachrichtenfor-
maten, die syntaktische Transformation, als auch Teile, welche das
Protokollverhalten entkoppeln [Riedel et al., 2007].
Die CoBIs Gateway Architektur verwendet hierzu Active Interfa-
ces [Riedel et al., 2007]: Active Interfaces bestehen aus zwei dyna-
misch durchgeführten Transformationsabläufen, einer syntaktischen
Transformation der Gateway-Schnittstellen und einer semantischen
Transformation des Nachrichtenaustauschs zwischen CoBIs Gateway
und den verschiedenen Sensornetzwerken, welche deklarativ in der
Schnittstellenbeschreibung implementiert sind. Durch die transparen-
te, dynamische Umsetzung wird auch eine Kommunikation über meh-
rere Netzwerke wie z. B. internetweite P2P-Netzwerke möglich [Iso-
mura et al., 2006]. Deklarative Übersetzungsbeschreibungen für ubi-
quitäre Interaktion zwischen Geräten auf Basis von UPnP und Blue-
tooth werden auch von Nakazawa et al. [2006] beschrieben.
Einen anderen ﬂexiblen Ansatz verfolgt die RUNES-Middleware
[Costa et al., 2007], die über sogenannte Interaction Services erweitert
werden kann, welche die Kommunikation selbst auf Ebene des
Komponentensystems hebt. Die Middleware kann zur Laufzeit
entscheiden, welche Kommunikationsimplementierung abhängig von
der darunterliegenden Netztopologie vorzuziehen ist. Dadurch wird
die Middleware sehr ﬂexibel und kann auf Veränderungen in der
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Umwelt reagieren. Die Skalierbarkeit dieser Middleware hängt stark
von der tatsächlichen Implementierung der einzelnen Komponenten
ab.
2.2 model driven software development
Middleware ist der Versuch, der immer schneller werden Plattforment-
wicklungen und der wachsenden Heterogenität durch Schnittstellen-
abstraktionen Herr zu werden. Schon Anfang des Jahrtausendwech-
sels stellte sich für viele Experten heraus, dass der Kampf um eine
Vereinheitlichung durch Middleware langfristig verloren geht. Midd-
leware selbst ist zum Faktor für Heterogenität geworden. So war schon
im Jahr 2000 nicht abzusehen, dass die Entwicklung, die zu stetig „bes-
seren“ Middlewaretechnologien wie CORBA, Enterprise JavaBeans,
nachrichtenorientierter Middleware, XML/SOAP, COM+ und .NET
führten, nicht abreißen würde. So sollte durch Standardisierung auf
Modellebene nachhaltige Interoperabilität hergestellt werden [Soley
et al., 2000].
Modellgetriebene Softwareentwicklung (MDSD) stellt einen Gegen-
pol zu dem in Ubiquitären Systemen vorherrschenden Rapid Appli-
cation Prototyping Ansätzen dar [Boehm, 2006], indem es die Speziﬁ-
kation in Form des Modells stark in den Vordergrund rückt. Abstrak-
tionen werden also nicht mehr implizit in den Systemschnittstellen
mitgeführt, sondern explizit entwickelt. MDSD erlaubt ein hohes Maß
an Flexibilität, da Modelle nicht unveränderliche Speziﬁkationen dar-
stellen, sondern selbst zum Gegenstand des Entwicklungsprozesses
werden und Plattformbindung letztendlich durch Codegenerierung
ermöglichen.
Nach Stahl et al. [2007] ist modellgetriebene Softwareentwicklung
(Model Driven Software Development, MDSD)
ein Oberbegriff für Techniken, die aus formalen Modellen
automatisiert lauffähige Software erzeugen.
Der Kern des Ansatzes besteht daraus, durch Transformationen von
einer problemspeziﬁschen Beschreibungssprache zu Software zu ge-
langen. Ziel ist es, dabei größtenteils auf manuelle Reimplementierung
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von analogen Programmfragmenten oder Bibliotheken zu verzichten.
Die wichtigste Eigenschaft des MDSD ist nach dieser Deﬁnition die
Codegenerierung ausgehend von formalen Modellen als (bzw. gleich-
wertig zu) Quellcode. Zum anderen unterstreicht die Deﬁnition die
Automatisierung und damit die Ausprogrammierung des Software-
entwicklungsprozesses mithilfe von abgepassten Werkzeugketten. Bei-
de Eigenschaften in sich haben Auswirkungen auf den Rahmen, in
dem Software entworfen und implementiert wird.
Genauso wie man die MDSD als Werkzeugsammlung verstehen
kann, ist sie auch als Entwicklungsphilosophie im Sinne der Softwa-
retechnik zu begreifen. Auch wenn sich aus der MDSD eine Vorge-
hensweise zur Softwareerstellung ergibt, so ist sie nicht unbedingt
ein Softwareentwicklungsprozess im eigentlichen Sinne. So lässt sich
MDSD prinzipiell agil wie auch strikt linear-iterativ betreiben [Par-
viainen et al., 2009] (Ob dies unter vollständiger Konformität mit vor-
gegebenen Prozessen geschehen kann, ist im Einzelfall nachzuweisen
[Stahl et al., 2006]).
2.2.1 Deﬁnitionen: Modell und Metamodell
Stachowiak [1973] zufolge werden durch Modelle:
• reale Entitäten abgebildet,
• die Beschreibung auf relevante Aspekte reduziert,
• diese anstatt der Realität pragmatisch nutzbar.
Schichl [2004] deﬁniert den Hauptnutzen von Modellen im Allge-
meinen in:
erklärung von phänomenen z. B. in der Physik, um das Verhalten
der Realität auf Gesetzmäßigkeiten abzubilden.
vorhersage z. B. innerhalb aerodynamischer Modelle, um die Steu-
erbarkeit eines Flugzeugs vorherzusagen.
entscheidungsfindung z. B. beim Entwurf einer Chemiefabrik,
um Raum, Kosten und Kapazitäten abzuwägen.
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kommunikation z. B. um den Anfahrtsweg mit dem Auto durch eine
graﬁsche Skizze zu beschreiben.
Diese Deﬁnition trifft auf einen Großteil der in der Informatik
genutzten Repräsentationen zu; so modellieren Computerprogramme
immer die Realität. Ausgehend von dieser Beobachtung setzt mo-
dellgetriebene Entwicklung an einem viel früheren Punkt an, welche
durch die pragmatische Deﬁnition eines formalen Modells aus [Stahl
et al., 2006] reﬂektiert wird:
Ein formales Modell ist ein Programm, das in einer domä-
nenspeziﬁschen Sprache (DSL) geschrieben [und] in aus-
führbaren Code überführt werden kann.
Zum einen ist diese Deﬁnition der Formalität über die Ausführbar-
keit zielführend, weil wir uns gemäß Deﬁnition der MDSD für die
Überführung von Programmen in Zielcode interessieren. Zum ande-
ren widerspricht sie nicht unbedingt der Deﬁnition einer formalen
Speziﬁkation in der Tradition von [Guttag und Horning, 1980]. Durch
den Bezug zur Ausführbarkeit wird zumindest ein eindeutiges Ma-
schinenverhalten in Form einer Übersetzersemantik vorausgesetzt. In
der Praxis wird jedoch oft die formale Semantik von Quell- oder Zwi-
schenmodellen eines modellgetriebenen Entwicklungsprozesses unab-
hängig vom Zielcode deﬁniert. Der Nachweis der lückenlosen Kor-
rektheit der Transformation bleibt jedoch eine Herausforderung. Die-
ser Makel ist jedoch nicht per se bei allen MDSD Implementierungen
relevant, sollte jedoch klarmachen, dass das MDSD nicht unbedingt
korrekte Software zur Folge haben muss.
Meta-Modell und DSL
Eine domänenspeziﬁsche Sprache (DSL), wie sie in der MDSD ge-
nutzt wird, ist somit nichts anderes als eine Programmiersprache im
Sinne einer formalen Sprache mit abstrakter Syntax und einer stati-
schen Semantik sowie einer konkreten Syntax. DSL beschreiben also
Modelle als Quellcode.
Ein Meta-Modell ist die abstrakte Syntax einer DSL (und damit
des Models). Jedes Meta-Modell hat wiederum selber eine abstrakte
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Syntax (Meta-Meta-Modell) [mil, 2003; OMG, 2005]. Um eine Wohlge-
formtheit der Modelle sicherzustellen, steht schließlich an der Spitze
dieser Hierarchie ein Modell, das sich selbst syntaktisch beschreiben
























Abbildung 9: aus [Stahl et al., 2007]
Das Metamodell, beschreibt also die möglichen Beziehungen der
Modellelemente. Die Entwicklung des Metamodells hat demnach
bei der MDSD Vorrang vor der konkreten Syntax der Modelle
[Stahl et al., 2007]. Da sich (Meta-)Modelle jedoch nach [Evans,
2004] während der Entwicklung genauso wie Quelltexte dynamisch
entwickeln sollten, spricht man bei der MDSD von einem lebendigen
Meta-Modell [Stahl et al., 2007]. Praktisch ist die Unterstützung von
Meta-Modellevolution während des Entwicklungsprozesses jedoch in
den meisten Werkzeugketten ungenügend und ist daher vor allem in
einer frühen konzeptionellen Phase sinnvoll.
MDSD als Konzept lässt sich nicht klar einem einzigen Ursprung
zuordnen, sondern hat sich evolutionär aus den verschiedensten An-
sätzen seit den 1960er-Jahren entwickelt (siehe 2.2.3). Oft sind Begriff-
lichkeiten von der Implementierung konkreter Werkzeuge abgeleitet.
Daher ﬁnden sich auch in der (hier zitierten) Literatur teils unterein-
ander widersprüchliche Deﬁnitionen für Artefakte der MDSD. Die De-
ﬁnition von Clark et al. [2008] schließt beispielsweise auch die kon-
krete Syntax in das Meta-Modell mit ein. Ziel der hier aufgeführten
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Deﬁnitionen ist es eine möglichst große Konformität mit den genutz-
ten Werkzeugen wie dem Eclipse Modelling Framework herzustellen,
und dabei eine möglichst breite Konformität zu der bestehenden Li-
teratur herzustellen. Insbesondere [Bezivin, 2004; Bézivin, 2005] und
[Atkinson und Kuhne, 2003; Atkinson und Kühne, 2007] geben einen
weiterführenden Einblick über in dieser Arbeit genutzte Konzepte der
Meta-Modellierung im Sinne der MDSD.
2.2.2 Deﬁnitionen: Domänenarchitektur
Die Metamodellierung innerhalb der MDSD nach [Stahl et al., 2006]
hat dabei im Gegensatz zu Werkzeugen, welche Modelle nur zur Do-
kumentation, Analyse oder zur direkten Codeerzeugung einsetzen,
das Ziel einen Transformationsprozess zu entwickeln (siehe Abbil-
dung 10). Dieser überführt eine abstrakte Darstellung schrittweise in
ausführbare Darstellungen, welche die konkrete Implementierung des
Softwareprodukts ist.
Metamodell, die Plattform und die Transformationen bilden eine

































Abbildung 10: Domänenarchitektur aus [Stahl et al., 2007]
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Eine Domänenarchitektur ist eine domänenspeziﬁ-
sche Softwarearchitektur, welche Rahmenwerke und
Werkzeuge verbindet, die für die Konstruktion neuer
Implementierungen innerhalb einer Domäne genutzt
werden.
Eine MDSD-Domänenarchitektur beschreibt speziell, wie von ein-
zelnen Modellen ausgehend alle möglichen Produkte innerhalb der
Domäne automatisch durch die Transformation von Modellen erstellt
werden können. Die Domänenarchitektur ist also keine Architektur im
Sinne einer Softwarearchitektur, sondern vielmehr gemäß eines Soft-
wareentwicklungsprozesses. Frei nach der Erkenntnis von Osterweil
[1987], dass Softwareprozesse Software sind, wird eine Software ge-
schrieben, welche schrittweise die Speziﬁkationen in Software über-
setzt bzw. als solche interpretiert. In diesem Kontext spricht man auch
von Metaprogrammen, also Programmen, die, wenn sie ausgeführt
werden, andere Programme erzeugen. Diese Umwandlung geschieht
nicht einschrittig, sondern in Form hintereinandergeschalteter Trans-
formationen.
Domäne und Scope
Die Domäne deﬁniert den sogenannten „Scope“ (Domäneneinschrän-
kung, Geltungs-, Gestaltungs-, Anwendungsbereich) dieses Entwick-
lungsprozesses: Also welche Softwareprodukte erstellbar sind.
Die Domäne deﬁniert in MDSD genau das, was durch die
domänenspeziﬁsche Sprache und das Metamodell ausge-
drückt werden kann.
Die Aussage, dass modellgetriebenes Arbeiten immer im Kontext
eines begrenzten Wissensgebietes und Interessengebietes stattﬁndet
[Stahl et al., 2006], ist somit per Deﬁnition erfüllt.
Wichtiger als die Semantik des Domänenbegriffs ist jedoch seine
Pragmatik. Auf semantischer Ebene ist streng genommen auch jede
Programmiersprache eine domänenspeziﬁsche Sprache. Die Domäne,
die sie beschreibt, ist dabei sehr groß. Jedoch ist die Domäne auf prag-
matischer Ebene, soweit wie möglich auf das Problem zu fokussieren,
28 grundlagen
um eine efﬁziente vollständige Umsetzung [Stahl et al., 2006] und eine
problemorientierte Interaktion aller Projektbeteiligten [Evans, 2004] zu
erreichen.
Das Metamodell gibt eindeutig vor, was sich mit Domänenarchitek-
tur erzeugen lässt. Prinzipiell unterscheidet Simos et al. [1996] zwei
Arten der Domäneneinschränkung (Scoping): Vertikale und horizon-
tale Domänen. Während vertikale Domänen vollständige Systeme
bzw. Anwendungsfelder enthalten, beinhalten horizontale Domänen
gemeinsame Konzepte verschiedener Anwendungsfelder. Beispiel
für horizontale Domänen sind sogenannte „pervasive services“,
welche auf einer Reihe von Plattformen Anwendung ﬁnden, wie z. B.
Dateisysteme, Netzwerkprotokolle oder Sicherheitsdienste.
Softwaretechnische Konzepte wie Objektorientierung, Entwurfs-
muster oder Komponentenbildung haben meist nicht etwas mit den
Problemen der Domäne zu tun, obwohl sie Teil des Softwaresystems
sind. Wichtig ist sie nicht frühzeitig zu vermischen, um den Vorteil
der Abstraktion gegenüber zu behalten [Evans, 2004].
Das Meta-Modell ist in der MDSD jedoch auch niemals getrennt
von der technischen Implementierung zu sehen. Vor einer Meta-
Modellierung, als Basis der Formalisierung und Automatisierung
innerhalb der Domänenarchitektur, steht immer auch die Erstellung
von manuellen Prototypen, welche schrittweise in die Referenz-
implementierung einﬂießen (siehe Abbildung 10). Wie Abbildung
11 zeigt, ist die Aufgabe des Softwareprozesses impliziertes Wissen
mit Hilfe von Modellen zu formalisieren und nutzbar zu machen.
Hierzu werden gleichzeitig iterativ die Implementierung und die
Modellierungstechnik weiterentwickelt. Für die MDSD ist eine
Formalisierung dann erreicht, wenn sich aus der Modellierung
automatisiert die Implementierung generieren lässt.
Insofern setzt MDSD an der Stelle an, an der, der von Bardram und
Friday [2009] vorgeschlagenen experimentellen Entwicklungsprozess
(Abbildung 6) für ubiquitäre Systeme in der ersten Iteration aufhört.
Durch die Erfassung der Freiheitsgrade, Entwurfsentscheidungen und
unterliegende Erkenntnisse über das System innerhalb von Metamo-
dellen, bzw. die Rückführung der Implementierung auf formalisiertes
Wissen, kann die Entwicklung nachhaltig gestaltet werden. Am Ende







Abbildung 11: Middleout-Formalisierung bei der MDSD aus [Stahl et al.,
2007]
einer Iteration steht eine Transformationskette, welche jede Modellin-
stanz des Meta-Modells als Implementierung akzeptiert und daraus
ausführbaren Code erstellt. Somit ist MDSD im Kern ein „Middle-
out“-Ansatz, welcher jeweils Abstraktion (Meta-Modell) und konkrete
Technologie (Prototyp) in Interaktion miteinander entwickelt.
Modelltransformationen
Wie auch Abbildung 10 zeigt, ersetzen Modelle und Transformationen,
ausgehend von einer Referenzimplementierung, schrittweise konkre-




• und Modell-zu-Text-Transformation (M2T).
Diese Transformationstypen werden auch in dieser Reihenfolge
ausgeführt und als sogenannte Abläufe (Workﬂows) verkettet.
Bei komplexeren Abläufen kann es mehrere Modell-zu-Modell-
Transformationen geben. Genauso kann es vorkommen, dass direkt
aus dem Eingabemodell der Zielcode erzeugt wird.
Konzeptioneller Kern der MDSD ist die Möglichkeit, mithilfe von
Transformationen ein Modell unter Berücksichtigung der Metamodel-
le in ein anderes Modell zu überführen. In der Praxis kommen hier
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verschiedene Arten von imperativen, wie deklarativen Transformati-
onssprachen im Einsatz, welche verschiedene (Meta-)Meta-Modelle
unterstützen. Spezialfälle von M2M Transformationen sind insbeson-
dere Modellmodiﬁkationen, welche das gleiche Metamodell für Quel-
le und Ziel nutzen. Ebenso auch sogenannte Modellverwebungen, wel-
che zwei unverknüpfte Teilmodelle mit separaten Metamodellen in ein
Modell mit einem gemeinsamen Metamodell überführen.
Da es sich bei den Artefakten des MDSD immer um formale Be-
schreibungen handelt, ist die Unterscheidung von Modell und Text
eigentlich künstlich. „Texte“ sind also Modelle in einer beliebigen se-
rialisierten Darstellung. T2M und M2T Transformationen bilden also
die Schnittstellen des Transformationsprozesses zu externen Model-
len.
Generative Programmierung
Es besteht dabei ein enger Zusammenhang zwischen MDSD und Ge-
nerativen Programmierung, welche auf der sogenannten Automatisie-
rungsannahme [Czarnecki, 1999; Czarnecki und Eisenecker, 2000] be-
ruht:
Wenn man Bestandteile manuell zusammenfügen kann, so
kann man diesen Prozess auch automatisieren.
Der Generativen Programmierung liegt die Vision einer automati-
sierten Softwareentwicklung analog zur Industrialisierung der Pro-
duktion und Produktkonﬁguration in der Automobilproduktion zu-
grunde. Produkte der Softwareentwicklung sind Anwendungen, al-
so Funktionalitäten, welche von Systemen angeboten werden [Alhir,
2003]. Generell unterscheidet die Generative Programmierung zwei
prinzipielle Entwicklungsziele. Im Kontext der MDSD beschreibt eine
Systemfamilie Anwendungen, welche auf Basis einer Domänenarchi-
tektur im Sinne der MDSD erstellt werden können. Die Vielzahl fach-
lich abgestimmter Applikationen stellen eine Produktlinie dar, welche
sich verschiedene gemeinsame Metamodelle teilt [Withney, 1996].
In der ursprünglichen Generativen Programmierung stehen im
Gegensatz zur MDSD weniger die Metamodellierung bzw. formale
Syntax und Semantik von Domänenmodellen im Vordergrund,
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sondern vielmehr der reine Codeerzeugungs-Aspekt. So werden auch
informelle Mechanismen wie C++ Templates zur Codeerzeugung
betrachtet. Generatoren genannte Metaprogramme werden genutzt,
um sogenannte generative Domänenmodelle zu implementieren.
MDSD-Domänenarchitekturen ermöglichen die wohldeﬁnierte
Entwicklung solcher Generatoren.
Plattform
Plattformen sind eine Menge von Technologien, welche ei-
ne deﬁnierte Funktionalität durch Schnittstellen und Nut-
zungsmuster zur Verfügung stellen.
Bekannte Plattformen sind z. B. J2EE von Oracle oder die .NET Platt-
form von Microsoft, welche eine Reihe von Werkzeugen und Funktio-
nen anbieten, um davon ausgehend Softwaresysteme zu implementie-
ren. Eine andere Art von Plattform stellen Rechnerarchitekturen wie
z. B. Android oder iPhone Mobiltelefone dar, welche neben Software-
auch speziﬁsche Hardwareschnittstellen liefern [Alhir, 2003].
In der MDSD eine Plattform der Teil einer Applikation, auf dem
der erzeugte Code aufsetzt und der nicht generiert wird. Das kön-
nen Hardwaresysteme, klassische Plattformen wie Virtuelle Maschi-
nen oder Programmbibliotheken sein, aber auch andere Arten von
Schnittstellen. Im Gegensatz zur MDA, welche dies per Deﬁnition for-
dert, ist es in der MDSD nicht zwingend notwendig, die Plattform zu
formalisieren. Genauso wie der Modellbegriff ist der Plattformbegriff
der MDSD also pragmatisch deﬁniert und ﬂexibel durch eine Domä-
nenarchitektur implementierbar.
2.2.3 MDSD im Kontext anderer Modellierungstechniken
Die Nutzung von Modellen in der Softwareentwicklung ist einer der
Grundpfeiler der Informatik. MDSD stellt keine neue Modellierungs-
methodik dar, sondern vereinheitlicht den Umgang mit Modellen wäh-
rend der Entwicklung. Kern ist die Meta-Modellierung von konzeptu-
ellen Modellen wie in Abbildung 12 dargestellt. Es trägt deshalb zum
grundlegenden Verständnis der Potenziale der MDSD bei, die grund-
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legende Rolle von Modellen für die Softwaretechnik darzustellen. Im
Sinne der Vision von Weiser [1991] sollte Softwareentwicklung gera-
de auch über gesellschaftliche und fachliche Bereiche hinweg gesche-
hen werden. Modellgetriebene Softwareentwicklung ist ein integrati-












Abbildung 12: Meta-Modellierung als Beschreibung von Beschreibungen der
realen Welt (aus [Stahl et al., 2007])
Besonders da die aktuelle Literatur zum Thema MDSD, wie sie auch
diesem Kapitel zugrunde liegt, einen sehr eingeschränkten Blickwin-
kel einnimmt und oft MDSD als radikale Neuerung darstellt, sollen im
Folgenden die genutzten Verfahren in einen Kontext gesetzt werden.
Dieser beruht auf 30.000 Jahre Modellierungsgeschichte. Eine genaue-
re Betrachtung zeigt, dass Modellgetriebe Entwicklung keinen kurz-
fristigen Trend darstellt. (Ein umfassenderer Überblick über mathe-
matische Modellierung im Allgemeinen ﬁndet sich in [Schichl, 2004];
konzeptuelle Modellierung innerhalb der Informatik im Speziellen ﬁn-
det sich in [Bubenko, 2007].)
Mathematischer Hintergrund Modellgetriebener Entwicklung
Ein Überblick zur Geschichte mathematischer Modellierung [Schichl,
2004] zeigt, dass eine Entwicklung von Produkten auf Basis abstrakter
Modelle keinesfalls „neu“ ist. Modellierung (von lat. „modus“) kann
als die Art und Weise gesehen werden, wie Menschen mit der Realität
umgehen. Die ersten explizit mathematischen Modelle waren Zahlen,
deren Nutzung seit 30.000 v. Chr. dokumentiert ist. Andere klassische
Gebiete der Modellierung umfassen Astronomie und Architektur (seit
ca. 4.000 v. Chr.). Angefangen mit Thales of Miletus (600 v. Chr.), war
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es vor allen Dingen die Geometrie, welche als Mittel der Analyse der
Welt genutzt wurde.
Diverse gesellschaftliche Herausforderungen wurden zum treiben-
den Faktor für den Fortschritt von Modellierungstechniken. Dies zeigt
die Geschichte von Fibonacci, welcher die algebraischen Methoden
des Al-Hwarizm’s dazu nutzte seinen kaufmännischen Erfolg zu grün-
den und damit letzten Endes zum Wiedererblühen der abendländi-
schen Mathematik beitrug. Mathematische, wie graﬁsche, geometri-
sche Modelle waren Grundlage für eine Weiterentwicklung der Ma-
lerei, Architektur und Bildhauerei sowie der Anatomie während der
Renaissance, bis Physik und die Naturwissenschaften die treibenden
Kräfte der modernen Modellbildung wurden [Schichl, 2004].
Zur Optimierung auf Basis mathematischer Modelle hat insbesonde-
re die Ökonomie des 20. Jahrhunderts beigetragen, die auf Basis einer
mathematischen Abstraktion die Realwelt-Prozesse optimieren konn-
te. Die in Kapitel 4 genutzten Methoden entspringen genau diesem
Bereich und integrieren das Rapid Prototyping von Optimierungspro-
blemen [Koch et al., 2005] in einen MDSD-Entwicklungsprozess. Gera-
de durch das Aufkommen von Rechnern wurde es möglich, komplexe
Systeme zu analysieren, um sie optimal zu implementieren. Heutzu-
tage ist eine modellgetriebene Implementierung von Produkten auf
Basis domänenspeziﬁscher abstrakter Modelle aus fast keinem inge-
nieurwissenschaftlichen Bereich mehr wegzudenken.
Domänenspeziﬁsche Sprachen und Modelle, welche das formale
Grundgerüst der Wissenschaft bis heute bilden, können auch philo-
sophisch als notwendiges Konstrukt gesehen werden. Wittgenstein
[1922] betont dies damit, dass „das Sprechen der Sprache ein Teil
ist einer Tätigkeit, oder einer Lebensform“. Dazu zählen auch Äuße-
rungsformen wie diejenigen der Mathematik oder der formalen Logik.
Schon Wittgenstein formuliert die Grundidee einer domänenspeziﬁ-
schen Sprache: „Die Grenzen meiner Sprache bedeuten die Grenzen
meiner Welt“ [Wittgenstein, 1922].
Frühe Anfänge Modellgetriebener Softwareentwicklung
Solche theoretischen Überlegungen zur Ausdruckskraft und Berechen-
barkeit von Logik und zur Meta-Modellierung der Mathematik im All-
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gemeinen [Whitehead und Russell, 1910; Turing, 1938] waren es, die
entscheidend zur Erﬁndung des Rechners und der Informatik in ihrer
jetzigen Form beigetragen haben [Von Neumann, 1993].
Während sich die theoretische Informatik in der Folge vorrangig mit
Berechenbarkeit, Logik und Sprachen als analytisches Mittel beschäf-
tigt, geht die Geschichte der konzeptionellen Modellierung von infor-
mationsverarbeitenden Systemen auf Arbeiten von Young,Jr. und Kent
[1958] zurück. Hierzu führen Young und Kent eine graﬁsche Notation,
welche - angelehnt an elektrische Schaltkreise -, es „dem Analysten er-
möglichen [sollte] das Problem um ein beliebiges Stück Hardware zu
organisieren“ Young,Jr. und Kent [1958]. Ihr Ziel war es, eine abstrak-
te Notation zu schaffen, die eine invariante Basis für den Entwurf ver-
schiedener alternativer Implementierung darstellt. Gerade im Kontext
ubiquitärer Systeme ist dies, neben der Ressourcenbeschränktheit der
Systeme, ein analoger Aspekt.
Weitere Impulse für die Modellierung von IT-Systemen kamen
aus der betriebswirtschaftlichen Sichtweise. Anfang der 1960er-Jahre
wurden bereits Grundsteine für die Domänenorientierte Modellie-
rung von IT–Systemen gelegt. Langefors [1963, 1973] beschreibt darin
erstmalig Leitfäden zur Nutzung von Modellen von Systemen in
einer sehr ganzheitlichen Sichtweise auf realweltliche Prozesse. Be-
sonders hervorzuheben ist dabei die maschinenunabhängige Analyse
und Beschreibung von IT-Systemen auf einer problemorientierten
(also domänenspeziﬁschen) Ebene. Außerdem beschreibt Langfort
besonders die Selektion passender Hardware für IT-Systeme.
Bezug zu anderen Bereichen der Informatik
Bedeutung bekam die konzeptuelle Modellierung vor allem in
Hinblick auf Datenaustausch zwischen heterogenen Systemen, wie
es auch in Kapitel 5 im Vordergrund steht. Die CODASYL Gruppe
war maßgebend an der Suche nach einer maschinenunabhängigen
Beschreibungssprache auf Systemebene beteiligt [Bosak et al., 1962].
Vor allem die Trennung von Struktur und Daten [Tsichritzis und
Klug, 1978] prägte darauf die Informatik und sichert bis heute die
Grundlage für Interoperabilität von Datenbanksystemen.
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Grundlegende Überlegungen über die Struktur von Datenmodellen
stammen aus dieser Zeit und prägen die Modellierungstechniken bis
heute. Herausragende Vertreter sind das binäre Modell nach Abrial
[1974] und das Entity-Relationship-Modell von Chen [1976].
Inspiriert von den Möglichkeiten der Datenbanken nahmen
Forscher aus dem Gebiet der künstlichen Intelligenz im Bereich
der semantischen Netzwerke einen wichtigen Einﬂuss auf die
Weiterentwicklung konzeptioneller Modellierungstechniken. Es
entstanden konzeptionelle Modelle, welche die Vererbung in Form
von Spezialisierung und Generalisierung abbilden konnten, sowie
Konzepte wie Mengen, Typen oder Instanzen, die sich heute noch
in den Modellierungstechnologien der MDSD, wie der Enhanced
Meta-Object Facility (EMOF), wiederﬁnden. Immer wieder gab es
Bestrebungen, Synergien zwischen verschiedenen Fachrichtungen auf
Basis konzeptueller Modellierung herauszuarbeiten und zu nutzen
(zuletzt z. B. das Projekt Project [2008]). Gerade die sogenannten
„synergy-workshops“, die 1980 in Pingree Park unter Beteiligung ver-
schiedener Wissenschaftler aus den Bereichen künstlicher Intelligenz,
Programmiersprachen und Datenbanken stattfanden, waren hier
richtungsweisend und könnten als Schablene für die interdisziplinäre
Weiterentwicklung Ubiquitärer Systeme genutzt werden.
MDA, CASE und EMF
Seit dem Aufkommen objektorientierter Sprachen ist die Softwaremo-
dellierung vor allem durch verschiedenste objektorientierte Modellie-
rungsmethoden geprägt, welche schließlich zu einer Vereinheitlichung
innerhalb der Uniﬁed Modelling Language (UML) führten. Diese wird
seither von der OMG gepﬂegt und bildet die Basis für die wohl am
weitesten verbreitete MDSD-Technik, die Model Driven Architecture
(MDA). Die Motivation der OMG, welche sich bis dahin besonders
durch die Standardisierung der CORBA Middleware hervorgetan hat-
te, war es, eine modellgetriebene Architektur zu standardisieren. Aus
der Überzeugung, dass es keine Gewinner geben und obwohl Midd-
leware immer verbessert werden würde, schreibt Soley et al. [2000],
dass der Effekt der Migration auf neue Middleware eigentlich nur teu-
er und disruptiv ist. Die OMG sah sich in der Position, mittels der
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Model Driven Architecture eine Reihe von modellbasierten Standards
für modellgetriebene Softwareentwicklung zu schaffen (Dies ging so
weit, dass sie den Begriff Model Driven Development markenrechtlich
schützen ließen).
Wie bei jeder Standardisierung ist auch bei der MDA die Hoffnung
den Grad an Wiederverwendung (gerade im Bereich der Werkzeuge)
als auch die Möglichkeit der Schulung zu verbessern. Die MDA
lässt per Deﬁnition die Meta Object Facility (MOF) als einziges
Meta-Meta-Modell zu. Während theoretisch beliebige Metamodelle
und domänenspeziﬁsche Sprachen möglich sind, ﬁnden sich in der
Praxis der MDA-Implementierungen und Literatur fast ausschließlich
UML-Proﬁle. Das führt jedoch dazu, dass der Entwurfsraum
für MDA-basierte MDSD Systeme stark eingeschränkt wird. Die
Einbindung von Werkzeugen wie mathematische Optimierer, binäre
Modelle oder alternative Transformationsbeschreibungen und
Codegeneratoren, wie sie bei dieser Arbeit verwendet werden, sieht
die MDA nicht vor. Mit CASE (computer aided software engineering)
Tools liefern Hersteller oft geschlossene Domänenarchitekturen (aus
fertiger Modellierungssprache, Transformationen und Plattform) für
ein möglichst breites Spektrum von Anwendungen. Dieser „One size
ﬁts all“ Anspruch kann jedoch dazu führen, dass die Notwendigkeit
in 20% des Codes „gegen“ das Werkzeug zu arbeiten, schnell 80%
der Entwicklungszeit konsumieren kann und so Einsparungen durch
eine schnellere Adaption und größere Wiederverwendung schnell
wettgemacht werden [Stahl et al., 2006].
2.3 zusammenfassung
Ubiquitäre Systeme haben drei Kernherausforderungen:
• Ressourcenbeschränkte Hardware,
• Heterogene Systeme
• und zeitveränderliche Ausführungskontexte.
Dies führt in der Praxis zu einer starken Abhängigkeit zwischen
Applikationsentwurf und technischen Möglichkeiten, welcher bei
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der Entwicklung Ubiquitärer Systeme zu dem vorherrschenden
experimentellen, auf Prototypen basierten Bottom-up-Vorgehen
geführt hat. Ubiquitäre Systemsoftware in Form von Middleware
spielt dabei eine entscheidende Rolle bei der Entwicklung. Die
Forderung, dass bestehende Systeme durch die Nutzung von
ubiquitären Middlewareabstraktionen vollkommen neu organisiert
werden müssten (z. B. als Agentensysteme oder ereignisgetriebene
Systeme), lässt sich in der Praxis jedoch oft nicht realisieren. Trotzdem
dominiert die durch die Middleware vorgegebene Abstraktion die
Entwicklung.
Die Abstraktion des Systems zur Laufzeit birgt dabei das Risiko,
dass leichtgewichtige Abstraktionen unzureichend die Technologie
verbergen, während komplexe Systeme nicht auf eingebetteten
Kleinstrechnern lauffähig sind. Es ist dieses Spannungsfeld der
dynamischen Integration komplexer Geschäftsanwendungen in der
Realität mittels einfachster eingebetteter Rechnerknoten, in welchem
der Mehrwert Ubiquitärer Systeme zu sehen ist. In der Realität vieler
konkreter Projekte ist daher der übliche Ansatz, dass es eine harte
Grenze in Form von Schnittstellen gibt, welche mit der realen Welt
interagierende Lokations-, Identiﬁkations- oder Sensorik-Systeme klar
von der Verarbeitung der Information trennt. Diese datenorientierte
Kopplungsweise, wie sie z. B. in der EPCIS oder der AutoID oder
auch der OGC Sensor Web Enablement Architektur verankert ist,
führt letztendlich dazu, dass Ubiquitäre Systeme in der Praxis ihre
Fähigkeiten auspielen. Der Mehrwert der In-situ-Verarbeitung kommt
nicht nicht zum tragen und sie werden lediglich als Datenlieferant
genutzt. Hier bieten dienstorientierte Systeme eine neue Herange-
hensweise. Problem existierender Systeme ist jedoch immer die
Abbildung auf eine passende Abstraktion sowie die Abbildung der
Abstraktion auf eine efﬁziente technologische Implementierung.
Während Middleware selbst zum Faktor von Heterogenität gewor-
den ist, so propagiert modellgetriebene Softwareentwicklung (MDSD)
eine Lösungsalternative auf anderer Ebene. Anstatt Abstraktionen im
Laufzeitsystem anzubieten, setzt MDSD auf die explizite Abbildung
von Abstraktionen in Meta-Modellen. Auf deren Basis können ver-
schiedene Systeme durch Codegenerierung instanziiert werden.
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MDSD unterscheidet sich von anderen modellgetriebenen Vor-
gehensweisen dadurch, dass das Modell die Rolle von Quellcode
einnimmt und gleichzeitig die Entwicklung des Modells ein Teil des
Entwurfes ist. Diese Koevolution von technischer Abbildung und
Abbildung innerhalb der Abstraktion lässt sich mittels MDSD als
Middleout-Ansatz nutzen, der gerade für technologisch geprägte
Ubiquitäre Systeme interessant ist.
Wichtig ist insbesondere, dass MDSD wie Middleware eine
Vereinheitlichung anstrebt. MDSD ermöglicht es, im Gegensatz zu
geschlossenen Modellierungswerkzeugen, verschiedenste Modelle
einzubinden. Gerade zur Entwicklung Ubiquitärer Systeme bieten
viele existierende konzeptuelle Modelle der Informatik und anderer
Wissenschaften Ansatzpunkte. Die MDSD ist ein softwaretechnisches
Hilfsmittel, diese Modelle mittels eines werkzeuggetriebenen Vorge-
hens durch Codegenerierung für die Softwareentwicklung nutzbar
zu machen.
Durch eine offene MDSD, wie sie in dieser Arbeit verwendet wird,
können problemorientierte Modellierungsverfahren, existierende
Schnittstelle und bestehendes Domänenwissen einfacher eingebracht
werden. Die Pragmatik des MDSD Begriffes nach Stahl et al. [2006]
beruht auf offenen Werkzeugen und Modellen. Hierbei spielen ge-
meinsame Plattformen wie das Eclipse Modelling Framework (EMF)
[Steinberg et al., 2008] eine wichtige Rolle. Diese Arbeit nutzt einen
breiten Satz von Technologien und Modellierungsmethodiken, welche
über gemeinsame Ecore-Meta-Modelle und standardisierte Werk-
zeugschnittstellen des EMF interagieren. Solche MDSD-Werkzeuge
sind z. B. die in dieser Arbeit genutzten Transformationssprachen
Epsilon transformation language[Kolovos et al., 2008], medini QVT-R
[ikv++ technologies ag, 2012] und die xPand/xTend Sprachen. Gerade
aber auch die Anbindung anderer Werkzeuge wie Eclipe Testing
Proﬁling Tools Plattform [Schneider und Toomey, 2006] oder der
Eclipse Web Tools Platform [Dai et al., 2007] über bereits existierende
EMF Schnittstellen lässt eine ﬂexible Softwareerstellung durch den
automatisierten Zugriff auf Wissen zu.
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MODELLGETR IEBENE ENTW ICKLUNG UB IQU I TÄRER
SYSTEME
Ubicomp will be a nightmare unless a tower of models is,
by increments, built and used. Conversely, in building it we
seize the chance to justify the claim that — against public
perception —there is deep scientiﬁc content in understan-
ding software.
[Milner, 2006]
Mittlerweile ist die von Weiser [1991] postulierte Vision zu Ubiqui-
tären Systemen mehr als 20 Jahre alt. Durch immer weiter fortschrei-
tende Integration von Hardware und die ubiquitären Verbreitung von
Technologien wie Smartphone oder RFID, rückt die Vision dabei im-
mer näher an die Wirklichkeit. Es sind jedoch die Unwägbarkeiten
autonomer Systeme, welche Ubiquitäre Systeme gerade innerhalb von
Geschäftsanwendungen schwer realisierbar machen. Rigorose, spezi-
ﬁkationsgetriebene Verfahren haben seit jeher die Schwierigkeit, die
Dynamik und die Rahmenbedingungen von Ubiquitären Systemen
vollständig abzubilden. Ubiquitäre Anwendungen sind offene Syste-
me, welche sich an Veränderungen in ihrer Umgebung und allgemein
an ihren externen Kontext adaptieren müssen. Es ändern sich also
Speziﬁkationen dynamisch während der Lebenszeit . So mag es zwar
möglich sein ein Ubiquitäres System zu einem bestimmten Zeitpunkt
zu speziﬁzieren, seine dynamische Veränderung lässt sich jedoch nicht
vorhersagen.
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3.1 hypothese und methodik
MDSD ermöglicht es, aus den Erkenntnissen einer prototypischen Re-
ferenzentwicklung nachhaltig Modelle zu extrahieren, die dabei hel-
fen, die Erstellung Ubiquitärer Systeme wiederholbar zu gestalten.
Solch ein formalisiertes Wissen kann dazu genutzt werden, automati-
siert efﬁziente konkrete technische Implementierungen zu generieren.
MDSD bildet also eine Brückentechnologie zwischen abstraktem, theo-
riegeleitetem Entwurf und praxisgeleitetem, explorativem Arbeiten.
Insbesondere die drei Hinderungsgründe, welche Milner [2006] am
aktuellen Stand der Softwareentwicklung in Ubiquitären Systemen
kritisiert, lassen sich mithilfe von MDSD in einer konstruktiven Art
und Weise angehen:
• Die Theorien selbst sind nicht vollständig und vereinheitlicht:
MDSD hat einen pragmatischen Anspruch an Formalismus. Es
ist nicht notwendig, einen einheitlichen Formalismus zu ﬁnden.
Besonders kann auch die Implementierung in einem iterativen
Prozess das Modell verbessern.
• Softwarehersteller haben das entwickelt, nach was der Markt
fragt und nicht was die Theorie adressiert:
In der MDSD ist produzierbar, was ein Modell hat und alles Mo-
dellierte führt zum Produkt. So können Theoretiker und Prakti-
ker die gleiche Plattform nutzen und ein Äquivalenzbeweis ist
gleichzeitig Modelltransformation und Implementierung.
• Die Softwareindustrie ist übermäßig an der Verwaltung der Soft-
wareproduktion interessiert und beeinträchtigt damit ein tieferes
Verständnis.
Modellgetriebene Entwicklung schafft Wartbarkeit durch eine
augenfälligere Modellierung, also ein besseres Verständnis.
MDSD steht dabei nicht im Widerspruch zu diesen bestehenden
praktischen und theoretischen Ansätzen, sondern stellt eine Formali-
sierung der Entwicklungsmethodik in sich dar (im Gegensatz zu einer
reinen Formalisierung des Problems). Die standardisierte Darstellung
von Werkzeugketten, wie sie die MDSD ermöglicht, fördert eine akti-
ve Gestaltung und Weiterentwicklung dieser, parallel zur eigentlichen
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Applikationsentwicklung. Gerade die Entwicklung von neuen Werk-
zeugen ist eine notwendige Grundbedingung für einen Übergang von
klassischen Rechnersystemen zu Ubiquitären Systemen.
Es lässt sich folgende Hypothese formulieren:
Die modellgetriebene Entwicklung Ubiquitärer Systemen
löst den Widerspruch zwischen der Notwendigkeit von
Bottom-Up-Entwicklung und der Forderung nach Top-
Down-Entwicklung für Ubiquitäre Systeme. Durch die
Kombination aus Prototyping und formaler Modellierung
unterstützt ein modellgetriebener Softwareentwicklungs-
ansatz die nachhaltige und ﬂexible Integration und
Weiterentwicklung Ubiquitärer Systeme.
3.1.1 Middle-out-MDSD-Ansatz
Abbildung 13 stellt den hier verfolgten MDSD-Entwicklungsprozess
dar. Dieser geht im Kern vom existierenden Rapid Prototyping Pro-
zess für Ubiquitäre Systeme aus, wie er in Abbildung 6 dargestellt
ist. Prototyping wie oben in der Abbildung dargestellt, kann jedoch
nur der Ausgangspunkt sein. Der vorgeschlagene Middle-out-Ansatz
ermöglicht Ideen für Ubiquitäre Systeme prototypisch in mehren Itera-
tionen weiterzuentwickeln, relevante Konzepte zu isolieren [Bardram
und Friday, 2009] und diese dann wiederbenutzbar zu machen. Hier-
zu werden drei Phasen vorgeschlagen, welche jedoch nicht strikt se-
quenziell ablaufen, sondern ineinander übergehen und sich wechsel-
seitig beeinﬂussen:
1. Prototyping
2. Modellierung und Scoping
3. Automatisierung
Ziel ist, mit der Entwicklung eines einzelnen Ubiquitären Systems
einen Wissensgewinn zu erzeugen, welcher die Weiterentwicklung
einﬂießt. Entwurfsentscheidungen und der Entwurfsraum müssen
beschrieben werden. Diese Anwendungsanalyse, welche von einem










































wie auch immer speziﬁzierten Systementwurf ausgeht, stellt den
Top-Down-Teil der Entwurfsmethodik dar, der dieses leistet. Durch
das Erstellen von Modellen auf Basis von DSLs und Meta-Modellen
werden die Kernkonzepte der Implementierung konzeptualisiert.
Dieser formale Entwurf ist in der MDSD, wie es auch Stahl et al.
[2007] beschreibt, nicht losgelöst von der Implementierung zu sehen.
Während auf der linken Seite der Abbildung der Systementwurf den
Ausgangspunkt darstellt, geht der in der Abbildung dargestellte rech-
te Zweig von den einzelnen technischen Prototypen aus. Die so ent-
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wickelten Teilkomponenten werden als Referenzimplementierungen
extrahiert.
Diese Referenzimplementierungen sind typischerweise Teilsysteme,
welche einen bestimmten Aspekt des Ubiquitären Systems adressieren.
In diese Teilsysteme sind innerhalb des Protypingprozesses informell
viele technologisch motivierte Entwurfsentscheidungen eingeﬂossen.
Um diese zu konzeptualisieren, wird die konkrete Referenzimplemen-
tierung nun auf ein entsprechendes formales Referenzmodell abgebil-
det. Dieser Prozess ist nicht strikt sequenziell. Vielmehr wird über
mehrere Iterationen nach einem Meta-Modell gesucht, das die techni-
sche Implementierung beschreiben kann und die Referenzimplemen-
tierung in Teile einteilt, welche klar formal beschreibbar sind. Die rest-
lichen Komponenten werden als Plattform abgespalten.
Ist eine konzeptuelle Äquivalenz hergestellt, wird eine automatisier-
bare Abbildung von Modell auf Implementierung geschaffen. So wird
Stück für Stück eine Transformationskette erstellt, welche auf Basis
der formalen Referenzmodelle die Referenzimplementierung erzeu-
gen kann. Auch in diesem Schritt kann es zu iterativen Anpassungen
des Meta-Modells kommen. Die in Abbildung 13 gezeigten Entwick-
lungsblöcke laufen, wie auch in Abbildung 11 dargestellt, parallel ab
und interagieren miteinander.
Resultat ist zum einen eine per Deﬁnition dem formalen Modell ent-
sprechende Implementierung. Zum anderen wird mit der Domänenar-
chitektur eine Werkzeugkette erstellt, welche dieses Modell als Quell-
code akzeptiert und daraus die Implementierung generieren kann.
Diese Domänenarchitektur kann nun als Werkzeug für die Erstellung
weiterer Prototypen oder anderer Anwendungen genutzt werden. Ge-
rade die Entwicklung von neuen unterstützenden Werkzeugen ist eine
wichtige Grundlage, um den Übergang von klassischen Rechnersyste-
men zu Ubiquitären Systemen zu gestalten.
In dieser Arbeit kann auch gezeigt werden, dass insbesondere ei-
ne aus der Theorie begründete Wahl der Meta-Modelle zu einem Ef-
ﬁzienzgewinn sowohl bei der Entwicklung als auch bei der Ausfüh-
rung Ubiquitärer Systeme führen kann. Durch die Ableitung formaler
Modelle aus konkreten technischen Problemen, können in einfacher
Weise theoretisch begründete Methoden auf konkrete softwaretech-
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nische Probleme angewendet werden. Dabei führen konkrete techni-
sche Herausforderungen zur Weiterentwicklung der konkreten Mo-
delle und die Modellierung durch Übertragbarkeit von Erkenntnissen
zu neuen technischen Möglichkeiten. Besonders die Nutzung formaler
Modelle macht die Softwareentwicklung in komplex interagierenden
Ubiquitären Systemen beherrschbar. Am Beispiel praktischer Entwick-
lungsprobleme wird in den nächsten Kapiteln gezeigt, dass sich dieser
Softwareprozess, welcher formale Modelle und optimierte technische
Implementierung annähert und gleichzeitig weiterentwickelt, gerade
auf Querschnittsprobleme Ubiquitärer Systeme erfolgreich anwenden
lässt.
3.1.2 Methodische Struktur der Arbeit
Nachdem die Abduktion uns eine Theorie eingegeben hat,
nutzen wir die Deduktion, um von jener idealen Theorie
eine gemischte Vielfalt von Konsequenzen unter dem Ge-
sichtspunkt abzuleiten, dass wir, wenn wir gewisse Hand-
lungen ausführen, uns mit gewissen Erfahrungen konfron-
tiert sehen werden. Wir gehen dann dazu über, diese Ex-
perimente auszuprobieren, und wenn die Voraussagen der
Theorie veriﬁziert werden, haben wir ein verhältnismäßi-
ges Vertrauen, dass die übrigen Experimente, die noch aus-
zuprobieren sind, die Theorie bestätigen werden.
[Peirce, 1955]
Um zu belegen, dass mithilfe der Werkzeuge und Methoden der
MDSD ein Middle-Out-Ansatz erfolgreich implementierbar ist, wählt
diese Arbeit den induktiven Ansatz über die Implementierung prak-
tisch relevanter Querschnittsprobleme. Dieses Vorgehen wird in Ab-
bildung 14 anhand der Struktur der Arbeit verdeutlicht.
Auf Basis der Grundlagen im letzten Kapitel wurde eine Hypothese
formuliert. Im folgenden Teil der Arbeit wird es um den Nachweis
dieser Hypothese gehen. Um am Einzelfall die allgemeine Hypothese
belegen zu können, müssen also vorhersagbare Eigenschaften formu-
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Abbildung 14: Methodische Struktur der Arbeit
liert werden, welche es nachzuweisen gilt. Die Formulierung dieser
Thesen erfolgt dabei durch die deduktive Ableitung von bekanntem
Wissen über MDSD.
Der deduktive Schritt lässt sich folgendermaßen skizzieren: Lässt
sich modellgetriebene Entwicklung für Ubiquitäre Systeme erfolg-
reich anwenden, so kann man die in der Literatur erwarteten Effekte
von MDSD Methoden auch bei der modellgetriebenen Entwicklung
von Ubiquitären Systemen auf Basis theoretisch begründeter Modelle
beobachten. So lassen sich zwei Kernthesen aus den von Stahl et al.
[2007] beschriebenen Effekten ableiten, welche später noch genauer
differenziert werden. Zu erwarten sind insbesondere folgende
messbare Voraussagen:
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1. These: Durch eine Formalisierung der Modelle im Sinne der
MDSD wird größere Ressourcenefﬁzienz bei gleichzeitig höhe-
rer Adaptivität Ubiquitärer Systeme erreicht.
2. These: Die Nutzung von modellgetriebener Codegenerierung
führt zu einer besseren Integration von heterogenen Ubiquitären
Systemen mit weniger Quell- und Laufzeitcode.
Die nächsten zwei folgenden Kapitel stellen den induktiven Schritt
dar, wie er in Form von zwei unabhängigen Experimenten durchge-
führt wird. Die Experimente sind so gewählt, dass sie jeweils zwei
Grundvoraussetzungen genügen. Sie stehen exemplarisch für Grund-
probleme Ubiquitärer Systeme, wie sie im vorherigen Kapitel darge-
stellt wurden. Das erste Beispiel in Kapitel 4 beschäftigt sich mit der
optimalen Verteilung von Funktionalität über die Zeit in dynamischen
Systemen. Das Beispiel, welches in Kapitel 5 betrachtet wird, beschäf-
tigt sich mit der Implementierung von Kommunikation in heteroge-
nen, ressourcenbeschränkten Systemen. Beide Beispiele basieren auf
realen Anwendungen, wie sie innerhalb von Projekten zusammen mit
Industriepartnern konzipiert wurden und die Potenziale Ubiquitär-
er Systeme in einen wertschaffenden Kontext setzen. Die genutzten
Meta-Modelle und Modelltransformationen sollten dabei möglichst
auf wohlerforschten und klar gegründeten Theorien basieren, um das
Potenzial der methodischen Vorgehensweise bei der Entwicklung ge-
genüber einer Verbesserung der Implementierung zu ergründen.
3.2 these 1: höhere ressourceneffizienz bei
gleichzeitig hoher flexibilität
Wie im vorausgehenden Kapitel motiviert wurde, benötigen Ubiqui-
täre Systeme insbesondere im Gegensatz zu anderen Arten von Rech-
nersystemen hohe Anpassungsfähigkeit gegenüber sich verändernden
und unterschiedlichsten Rahmenbedingungen. Dieser zeitveränderli-
che Ausführungskontext muss durch Ubiquitäre Systeme adressiert
werden. Gleichzeitig fordert die Art der Rechnersysteme, durch die
eingeschränkte Verfügbarkeit von Ressourcen, möglichst efﬁziente Im-
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plementierungen in Hinblick auf Energie, Rechenleistung und Spei-
cher. Gerade im Bereich von Middleware stehen erhöhte Adaptivität
sowie die Abstraktion möglichst vieler konkreter Technologien einer
möglichst schlanken, skalierbaren Implementierung entgegen. Durch
die Verlagerung der dynamischen Adaptionsfähigkeit von der Ausfüh-
rung in den Entwicklungsprozess lässt sich dieser Widerspruch auﬂö-
sen. Lässt sich die MDSD auf Ubiquitäre Systeme übertragen, wird
folgende These zu beobachten sein:
Durch die Nutzung generativer Technologien und der ex-
pliziten Modellierung von Optimierungswissen während
der Entwicklungszeit, ermöglicht die modellgetriebene
Entwicklung Ubiquitärer Systeme eine höhere Ressour-
cenefﬁzienz, ohne die Flexibilität der Implementierung
einzuschränken.
3.3 these 2: bessere integration in komple-
xe und heterogene systeme bei geringer
codegröße
Durch die Heterogenität Ubiquitärer Systeme entsteht zusätzlich ei-
ne steigende Entwicklungskomplexität, welche typische Middleware-
systeme durch die Einführung von Abstraktionsschichten adressiert.
Mit der steigenden Anzahl heterogener, optimierter Systeme wach-
sen auch schnell der Umfang und die Komplexität dieser Abstrakti-
onsschichten und Schnittstellen. Es wird immer mehr Code sowohl
zur Entwicklungszeit als auch zur Laufzeit benötigt, um verschiedens-
te Systeme miteinander zu integrieren. Middlewareabstraktionen wer-
den dabei selbst zum Faktor von Heterogenität. MDSD verlagert auch
die Problematik der Interoperabilität auf die Entwicklungszeit und er-
möglicht die Bindung gerade auch existierender Abstraktionen und
Technologien aufeinander. Durch Transformationen können so efﬁzi-
ent Technologieabbildungen geschaffen werden. Die Reduktion auf
gemeinsame Kernkonzepte verringert den Quellcodeaufwand und die
Analysierbarkeit, während Codegenerierung die zur Laufzeit benötig-
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te Codemenge begrenzt und die Implementierung optimiert. Durch
die Anwendung von MDSD erwarten wir die Erfüllung folgender The-
se:
Durch die Abbildung von technologischen Umsetzungen
auf gemeinsame wohldeﬁnierte, problem-, aber auch tech-
nologieorientierte Grundkonzepte, ermöglicht die modell-
getriebene Entwicklung Ubiquitärer Systeme die Integrati-
on heterogener Systeme bei geringerer Codegröße sowohl
zur Entwicklungs- als auch zur Laufzeit.
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IMPL I Z I TE M IDDLEWARE
ziel: Ziel ist die optimierte verteilte Ausführung von Diensten auf
zeitveränderlichen Ubiquitären Systemen.
konzept: Die Implicit Middleware zerteilt automatisiert monolithische
Java-Dienste auf Klassenebene und generiert bedarfsgerechte
Middlewareschnittstellen. Mathematische Optimierungsmodel-
le werden in einen modellgetriebenen Transformationsprozess
auf kompilierten Java-Bytecode angewendet.
beiträge: Das Konzept der homomorphen mathematischen Mo-
delloptimierung ermöglicht efﬁzient die Transformation des
Programmmodells über die Formulierung eines erweiterbaren
mathematischen Optimierungsproblems. Durch Darstellung
der Bytecode-Transformationen auf Modellebene wird die
Verteilung und Optimierung vollständig mittels MDSD
automatisiert.
voraussetzungen: Die Transformationen integrieren mathe-
matische Prototyping-Werkzeuge des Zuse Instituts mit
Transformationssprachen innerhalb des Eclipse Modelling Fra-
mework. Das Laufzeitsystem nutzt JavaVMs für Sensorknoten
sowie die Überwachungs- und Codeverteilungsinfrastruktur
des CoBIs Projektes.
ergebnis: Es können insbesondere die erwarteten Eigenschaften er-
höhter Flexibilität und Performanz durch die formale Modellie-





Das CoBIs System [Riedel et al., 2007b], welches innerhalb des
gleichnamigen EU-Projektes entwickelt wurde, bildet Teile von
Geschäftsprozessen auf kollaborativ agierende Smart-Items ab.
Innerhalb des zentralen Anwendungsfalles wurden hierzu auf
Chemietonnen angebrachte, neuartig vernetzte eingebettete Systeme
mit existierender Lagerhaltungssystemen verbunden. Die Idee von
CoBIs war es, die Verarbeitung und Berechnung in das Netzwerk zu
verlagern. Die konkrete Fragestellung war also, wie eine nahtlose
Migration von einer serverbasierten zu einer „dinge-basierten"´
Ausführung von Diensten möglich ist, die es ermöglicht, Entschei-
dungen efﬁzient lokal zu treffen und Reaktionen am Point-of-Action
zu triggern [Kubach et al., 2004].
Der in diesem Kapitel vorgestellte Lösungsansatz ermöglicht eine
solche angepasste Ausführung existierender Dienste auf heterogenen,
in die Realität eingebetteten “Smart-Items” (SI).
Die Adaptionsmechanismen der hier vorgestellten Implicit Middlewa-
re gründen auf der Beobachtung, dass Zerteilung ohne Optimierung
und vice versa keinen Efﬁzienzgewinn birgt: Um Wissen ﬂexibel nut-
zen zu können, muss sowohl Modularisierung wie Optimierung auto-
matisiert werden.
Monolithische Javadienste werden zum formalen Modell im Sin-
ne des MDSD erhoben. Dieses Modell wird vor Ausführung über
ein vom Ausführungskontext abhängiges, aktuelles Kostenmodell op-
timiert. Code und Middleware werden für die verteilte Ausführung
generiert.
So ist die Implicit Middleware gleichzeitig:
• eine optimierende Middleware für den Einsatz in Ubiquitären
Systemen,
• ein modellgetriebener Middle-Out-Entwicklungsprozess auf Ba-
sis von mathematischen Optimierungen,
• ein System zur automatischen Modularisierung und Optimie-
rung von monolithischen Java-Applikationen.
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Wichtige Vorarbeiten
Die Konzeption und Implementierung des in diesem Kapitel vorge-
stellten Systems basiert in Teilen auf der ursprünglichen Veröffentli-
chung “Implicit Middleware: A ubiquitous abstract machine” [Riedel
et al., 2008a]. Das Vorgehen wurde jedoch auf eine vollständig modell-
basierte Werkzeugkette übertragen.
Die Idee zu einer Implicit Middleware für Ubiquitäre Systeme ent-
stand 2007 aus der Zusammenarbeit mit Prof. Arno Puder von der San
Francisco State University während seiner Zeit am SAP CEC Karlsru-
he. Puder arbeitete zu dieser Zeit an der XML11 [Puder, 2005]. XML11
und die unterliegende XMLVM-Darstellung von Java Bytecode ermög-
lichte es bereits, graﬁsche Nutzerschnittstellen zwischen einer Server-
anwendung und einem Webbrowser zu verteilen. Der Begriff der Im-
plicit Middleware wird erstmals von Puder et al. [2005] im Kontext au-
tomatischer Middlewaregenerierung verwendet.
Durch den Kontakt über das SAP CEC in Karlsruhe entstand
gemeinsam die Idee, mithilfe einer Implicit Middleware die Probleme
des CoBIs Projektes anzugehen. So wurde eine entsprechende
Implicit Middleware erstmalig in der Diplomarbeit von Célette [2007]
prototypisch implementiert. Die Implementierung der Middleware-
Bibliothek und der Codegenerierung wurden in der Studienarbeit von
Yordanov [2008] erstmals auf Sun SPOTS Knoten [Simon et al., 2006]
realisiert. Die ParticleVM [Riedel und Arnold, 2007], insbesondere
das Codeverteilungsrahmenwerk und die Virtuelle Maschine, wurden
innerhalb der Diplomarbeit von Arnold [2007] entwickelt.
4.2 scoping: ubiquitäre middleware als
mdsd-prozess
Kern dieses Kapitels ist eine Abstraktionsschnittstelle ähnlich einer
Middleware zu schaffen, welche es ermöglicht Programme transpa-
rent [ANSAware, 1993] auf verschiedenen Plattformen auszuführen.
Herausforderung bei Ubiquitären Systemen ist die starke Veränder-
lichkeit der Ausführungsumgebung und die Heterogenität der ein-
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zelnen Plattformen bezüglich verfügbaren Ressourcen wie Rechenleis-
tung, Energiereserven oder Sensoren.
Die Aufgabe, eine Anwendung möglichst optimal “am Geschehen”
ausführbar zu machen (siehe Abbildung 15), wird dabei zum Kern-
problem der Entwicklung praktischer Ubiquitärer Systeme. Das hier
vorgestellte System verlagert die Entwicklung von Ubiquitären Syste-
men von der Portierung einzelner Dienste [Chaves et al., 2006] oder
Anbindung über explizite Middlewareschnittstellen hin zur Schaffung
von modellgetriebenen Transformationen, welche eine ﬂexible, adap-
tierte Verteilung zur Laufzeit ermöglichen: einer Implicit Middleware.
Implicit Middleware baut auf der „ehrgeizigen“ Idee [Stahl et al.,
2007] auf, mithilfe von Reengineering und Annotation monolithische
Systeme innerhalb eines modellgetriebenen Entwicklungsprozesses
automatisiert verteilt neuzuimplementieren. Der MDSD-Prozess wird
hier dazu genutzt, das Programm mit Wissen über die Verteilungs-









Abbildung 15: Verlagerung der Ausführung auf Collaborative Business Items
[Riedel et al., 2007b]
Die Logik der Dinge (business items) wird oft bereits innerhalb von
bestehenden Applikationen und Dienstarchitekturen dargestellt. Es
handelt sich jedoch nicht um Ubiquitäre Systeme, da Aufgaben wie
Überwachung von Logistikketten oder andere Prozesse, welche real-
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weltliche Dinge umfassen, entfernt vom eigentlichen Geschehen ledig-
lich auf Basis von Daten über die Realität ausgeführt werden. Dies
führt klassischerweise zu einer Diskrepanz zwischen der virtuellen
Darstellung und der realweltlichen Ausführung. Diese informationel-
le „Lücke“ lässt sich durch eine Verlagerung der IT-Funktionalität und
einen höheren Grad der Einbettung von Rechnersystemen schließen.
Gerade die Verlagerung von Funktionalität aus Backendsystemen auf
Kleinstrechner vor Ort stellt technologisch, wie aber auch für den Ent-
wicklungsprozess, eine Herausforderung dar.
4.2.1 Motivierendes Beispiel: CoBIs
Das CoBIs Projekt war eines der ersten Forschungsprojekte, welches
einen dienstbasierten Ansatz zur Verlagerung der Ausführung solcher
Dienste in Sensornetze vorsah. Bis zu diesem Zeitpunkt beschäftigte
sich ein großer Teil der Forschung bezüglich Applikations- und Diens-
tebene von Sensornetzwerken mit Problemen der Datenaquisition und
-fusion sowie der Nutzung dieser Information innerhalb des Geschäfts-
systems Kubach et al. [2004].
Hauptanwendungsszenario des CoBIs-Projektes war die Gefahren-
gutanwendung [Kubach und Decker, 2004], welche innerhalb mehre-
rer Feldversuche in einem Chemiewerk in Hull, England implemen-
tiert wurde (siehe Abbildung 17). Hierzu wurde eine Überwachungs-
methodik, welche innerhalb des SAP Environment Health and Safety
Systems (SAP EHS) implementiert wird, auf eine ubiquitäre In-Situ-
Überwachung durch smarte Chemiefässer in die physikalische Reali-
tät abgebildet. Das Ubiquitäre System stellte hierzu Dienste bereit, wel-
che abhängig von geltenden Vorschriften und betroffenen Lagergütern
ein Überwachungs- und Warnsystem implementieren. Ziel war die
vorschriftskonforme gemeinsame Lagerung von reaktionsfähigen so-
wie brennbaren Chemikalien unter Berücksichtigung der Umgebung.
Die hierzu benötigte Logik wurde auf "‘intelligenten"´ Chemiefässer
implementiert.
Ein Beispiel hierfür ist ein Dienst, welcher die Lagersituation
von Chemikalien überwacht. So hängt die Ordnungsmäßigkeit im
Sinne der Gefahrstoffverordnung (bzw. das Globally Harmonized
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Abbildung 16: Gefahrengut als Collaborative Business Items aus [Kubach
und Decker, 2004]
Abbildung 17: Feldversuch mit „intelligenten“ Chemiecontainern bei BP in
Hull
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System) beim Gefahrguttransport bzw. bei der Gefahrstofﬂagerung
von vielen sensorisch erfassbaren Faktoren ab. So kann z. B. die
Überschreitung von Temperaturwerten über eine deﬁnierte Zeit
erkannt und gemeldet werden. Ein beispielhafter Dienst umfasst
Programmteile wie das Auslesen der Sensorwerte, ihre Filterung, den
Vergleich gegen Kenngrößen, die zeitliche Erfassung des Zustandes
und die Meldung von Überschreitungen. Viele dieser Teile lassen sich
dabei problemlos auf einer intelligenten Sensorplattform abbilden
und so entsprechend als Ubiquitäres System ausführen.
Kern der Verteilungsstrategie der ursprünglichen CoBIs-
Middleware war die Dekomposition solcher Dienste und das
Ersetzen durch Sensornetzwerkdienste. Hierzu stellt der Entwickler
CoBiL-Dienstbeschreibungen bereit, die sowohl Dienst als auch
potenzielle Ausführungsplattformen (stationäre und mobile Sensor-
knoten und eingebettete Systeme als auch Backend-Server) anhand
erweiterbarer Leistungsparameter und Beschränkungen beschreiben.
Die CoBIs-Architektur sieht dazu eine Mapper-Komponente vor,
welche Dienste auf Plattformen verteilt und dabei die Randbedin-
gungen der unterliegenden Plattformen berücksichtigt [Chaves
et al., 2006]. Praktisch stellt sich heraus, dass diese Möglichkeit oft
deshalb nicht optimale Ergebnisse liefern kann, weil die Zahl der
Freiheitsgrade nicht groß genug ist. Es waren demnach meist einfach
nicht ausreichend viele unterschiedliche Implementierungen für
verschiedene Plattformen vorhanden, um einen Dienst in mehr als
einer Weise zu ersetzen.
4.2.2 Problemstellung
Für Dienste auf Smart-Items bewahrheitet sich die Feststellung von
Banavar und Bernstein [2002]:
Building reusable services will also be different for ubi-
quitous environments. Not only will services encapsulate
business logic and data but also “information interfaces”
to physical artifacts, such as sensors and actuators.
Eine klare Abgrenzung zwischen Datenquellen und Berechnungen
ist hier, wie beschrieben, nicht mehr gegeben. Gekoppelt mit dem Pro-
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blem der efﬁzienten lokalen Ausführbarkeit ergibt sich ein immenser
Entwurfsraum, in dem sich immer nur im konkreten Anwendungs-
fall eine optimale Lösung ﬁnden lässt. Für die Frage, inwieweit eine
Verarbeitung im Sensornetzwerk „Sinn macht“, sind also nicht allge-
meine Entwurfskriterien der Modularisierung entscheidend, sondern
vielmehr die konkrete Verfügbarkeit und Ausnutzung von Ressourcen,
welche der Entwickler nicht voraussehen kann.
Versucht man nun, ohne das Wissen über die verschiedenen Platt-
formen ein System zu entwerfen, so stellt man fest, dass statische Mo-
dularisierungsansätze hier versagen. Sie fordern entweder zu einem
frühen Zeitpunkt informierte Entscheidungen oder arbeiten von vor-
neherein entweder auf zu feiner oder auch grobgranularer Ebene und
können so nicht efﬁzient auf der Hardware ausgeführt werden.
Da eine manuelle Modularisierung nicht möglich ist, muss das Do-
mänenwissen des Entwicklers über die Verteilung und Adaption des
Systems erfasst und der Prozess automatisiert werden. Dieses Wissen
kann genutzt werden, logisch modularisierte Dienste weiter ressour-
cengewahr zu zerteilen.
Die Implicit Middleware ist also nicht als Ersatz für dienst- oder kom-
ponentenbasierte Systeme zu verstehen. Vielmehr versucht sie Diens-
te oder Komponenten unterhalb der Dienstebene zwischen im Feld
beﬁndlichen eingebetteten vernetzen Systemen mit starken Ressour-
cenbeschränkungen und Gateway sowie Frontend-Systemen, wie sie
auch im Kontext von Geschäftssystemen momentan nicht wegzuden-
ken sind, zu verteilen. So ermöglicht sie einen post-hoc Entwicklungs-
prozess, der sich nahtlos in einen bestehenden Entwicklungsprozess
einfügt.
4.2.3 Implizite Middleware
Die Implicit Middleware ist, wie bereits einleitend angeführt, durch
Anbindung von sogenannten Smart-Items an eine dienstorientierte
Infrastruktur bzw. der Abbildung von Teilen des Geschäftssystems
auf Smart-Items motiviert. Will man eine solche Verlagerung ausfüh-
ren, so muss die Applikation unabhängig von der Ausführungsplatt-
form sein bzw. gemacht werden. Anstatt Middleware explizit in dieses
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Modell programmatisch zu integrieren, wie dies in der Middleware-
Deﬁnition von Bernstein [1996] skizziert ist, ist die Idee der Implicit
Middleware die Middleware nachträglich, dort wo sie benötigt wird,
automatisiert zu erstellen.
Generell führt jede Middleware eine Abstraktionsschicht ein, welche
sich jedoch aus Modellierungssicht auf gleicher Ebene (Instanzebene)
wie der ausgeführte Code beﬁndet. Im Sinne des MDSD ist Midd-
leware eine Plattform. Die Implicit Middleware betrachtet Verteilung
und Plattformbindung als einen Aspekt der Applikation, der nicht
durch die eigentliche Dienstimplementierung vorgegeben wird. Die
Verteilung wird als separater Aspekt betrachtet, welcher später mit
der Dienstimplementierung zu einem lauffähigen System verwoben
wird. Zur Entwicklungszeit wird aus Sicht der Implementierung ei-
ne verteilte Ausführung impliziert und erst unter Einbeziehung von
Domänen- und Laufzeitinformation zur Ausführungszeit über Midd-
leware explizit gemacht wird. Zur Entwicklungszeit muss nicht klar
sein, welcher Teil als Serveranwendung, welcher Teil im Webbrowser,
und welcher Teil als eingebettetes Programm auf einem Smart Object
läuft. Und noch viel wichtiger: Im Vorhinein müssen keine optimal














Abbildung 18: Klassische Middleware nach Bernstein [1996] im Vergleich zu
Implicit Middleware (rechts)
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Während die Verschiebbarkeit von Code eine wichtige Vorausset-
zung ist, ergibt sich die Nichtverschiebbarkeit aus der Implementie-
rung. So ist eine SensorAPI über native Schnittstellen klar an den
unterliegenden Sensor gebunden und kann nicht verteilt werden. Ge-
nauso braucht eine Benutzerschnittstelle Anzeige- und Eingabemög-
lichkeiten. Weitere nicht verschiebbare Klassen werden darauf auf-
bauend induktiv deﬁniert, um die korrekte Ausführung im Sinne der
ursprünglichen Programmsemantik gewährleisten zu können. Die ei-
gentliche Aggregation und Vorverarbeitung von Daten, sowie beding-
te Entscheidungen sind nicht unbedingt an eine Ausführungseinheit
gekoppelt. Dienste, die funktionale Schnittstellen logisch gruppieren,
sind also in sich nicht atomar und können verteilt werden. Die opti-
male Verteilung hängt dabei stark von den Ressourcen der unterlie-
genden Systeme ab.
Im Folgenden wird ein System zur nachträglichen Zerteilung von
Komponenten vorgestellt. Die als Bytecode vorliegende bestehende
Java-Anwendung wird auf Klassenbasis verteilt. Bei der Verteilung
eines monolithischen Dienstes werden bewegte Klassen automatisch
durch lokale Stellvertreter ersetzt. Hierzu wird Bytecode als Modell
mit explizitem Meta-Modell interpretiert, welches transformiert wird.
Auf der Basis von automatisch erstellten Ausführungsmetriken und
einem Modell der aktuellen Systemlandschaft wird dazu eine opti-
male Zerteilung für eine Anwendung berechnet. Diese soll zum Bei-
spiel Kommunikations- oder Laufzeitaspekte berücksichtigen. Auf Ba-
sis dieser sogenannten Allokation wird das System vor der Ausfüh-
rung zerteilt und gemäß dem Verteilungsplan automatisiert ausge-
bracht.
Abbildung 19 gibt einen schematischen Überblick über das Vorge-
hen der Implicit Middleware:
1. zuerst wird eine optimale Verteilung des monolithische Dienstes
anhand prognostizierter Kosten auf Basis des aktuellen System-
zustands und eines Ausführungsproﬁls berechnet,
2. dann werden auf Basis dieser Verteilung Middlewareschnittstel-
len generiert und das Programm auf das verteilte Ubiquitäre Sys-
tem ausgebracht.

























Abbildung 19: Schematisches Vorgehen der Implicit Middleware
Die Transformationen sind vollständig in eine Laufzeitumgebung inte-
griert und laufen automatisch ab, sodass ausgehend von einem Dienst
neue verteilte Implementierungen generiert werden können, sobald
sich entweder Ausführungsproﬁl oder Systemzustand ändern.
Im Gegensatz zu anderen Bytecode-Partitionierungssystemen wie
jOrchestra [Tilevich und Smaragdakis, 2009] setzt die Implicit Middle-
ware möglichst größere Teile der Plattformadaption innerhalb der Co-
degenerierung um und ist daher auf sehr ressourcenbeschränkten Sys-
temen lauffähig. So greift jOrchestra auch auf relativ schwergewich-
tige Java-Fernaufrufe (Java RMI) zurück, was eine Ausführung auf
ressourcenbeschränkten Systemen momentan unmöglich macht. Ein
System zur Applikationspartitionierung, das speziell für Sensorkno-
ten entwickelt wurde, ﬁndet sich in [Iwasaki und Kawaguchi, 2007].
Es basiert auf nachrichtenbasierten Schnittstellen, welche speziell über
den NesC Übersetzer von TinyOS bereitgestellt werden und ist daher
nicht zur Zerteilung existierender Dienste geeignet.
Im Gegensatz zu klassischen Middleware-Systemen zerteilt eine
Implicit Middleware die Anwendung erst nach der Entwicklung und
kurz vor der Ausführung. Sie ermöglicht sogar eine vollständige Über-
setzung des Programms ohne das Vorhandensein von Informationen
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über das Zielsystem. Informationen über das Zielsystem werden erst
explizit kurz vor der Verteilung/Ausführung (just-in-time) in den
Entwicklungsprozess eingebracht und ermöglichen das automatische
Optimieren der Verteilung.
Rahmenbedingungen und Eingliederung in die SAP Smart-Items Infra-
structure
Die initiale CoBIs-Architektur ist eine dienstorientierte Komponen-
tenarchitektur. Die CoBIs-Architektur ist in verschiedenen Entwick-
lungsstufen in [Riedel et al., 2007b; Marin-Perianu et al., 2007; Chaves
et al., 2006; Riedel et al., 2007a] beschrieben. Die in diesem Kapitel
dargestellte Domänenarchitektur richtet sich nach diesen äußeren Vor-
gaben. Schnittstellen sind hier die genutzten Quellmodelle und die
entsprechenden generierten Laufzeitartefakte.
Diese Geschäftslogik (siehe Abbildung 20) wird ausgehend von ei-
nem SAP Web Application Server (AS) ausgeführt. Für Smart-Item
Dienste ist ein spezielles Repository und Service Lifecycle Manage-
ment vorgesehen. Das Service Repository beinhaltet verschiedene Im-
plementierungen gleicher Dienste, welche auf verschiedenen Smart-
Items (Grundplattform mit speziﬁschen Basisdiensten) lauffähig sind
und über das Service Lifecycle Management ausgebracht und über-
wacht werden. Zusätzlich enthält das Repository Dienstbeschreibun-
gen in der CoBIL Sprache, die den Ressourcenbedarf und die funk-
tionellen und nichtfunktionellen Schnittstellen der Dienstimplemen-
tierung beschreibt.
Weiterhin enthält die Smart-Item Infrastruktur einen System-State-
Manager, welcher den aktuellen Systemzustand, die verfügbaren Kno-
ten, die verteilten Dienste als auch Tracing-Informationen liefert. Fragt
Service Mapper eine Verteilung von Geschäftslogik durch SI Dienste
an, so führt der Device Manager diese durch die Verteilung von Diens-
ten auf Plattformen aus.
Diese Verteilungsfrage optimiert und automatisiert zu lösen ist
zentrales Element der CoBIs-Architektur, bzw. der SAP Smart-
Item-Infrastructure. Die Implicit Middleware setzt an dieser Stelle an
und ergänzt eine zusätzliche Komponente, welche konzeptionell
zwischen Laufzeitsystem und manuellem Entwicklungsprozess liegt.
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Abbildung 20: Die SAP Smart Item Infrastructure [Chaves et al., 2006]
Sie implementiert dabei insbesondere Teile der Service-Mapper-
Komponente und des ursprünglichen Repository neu bzw. reduziert
deren Komplexität. Sie nutzt außerdem Komponenten und Modelle
des Laufzeitsystems. Aus Sicht der SI-Infrastruktur ist die Implicit
Middleware eine abstrakte Maschine (Modell-Interpreter).
Abbildung 21 stellt die Einbindung der Implicit Middleware in die
Smart-Item Infrastructure dar. Konzeptionell interessant ist, dass Teile
der Entwicklungsplattform in die Dienstarchitektur integriert werden.
Die Implicit Middleware ermöglicht so die Transformation der Dienste,




















Relocated Smart Item Service
Implicit 
Middleware
Abbildung 21: Integration der Implicit Middleware in SI2
zuhalten und dynamisch zu komponieren, wie dies in dem ursprüng-
lichen Repository der Fall war. Die Implicit Middleware entkoppelt so-
mit den Plattform- und Deployment-Aspekt von der Dienstimplemen-
tierung. Während bei der ursprünglichen CoBIs-Architektur für jede
Kombination von Plattformen verschiedenste Dienstabdeckungen vor-
zuhalten waren, um kompositionelle Dienste verteilt über Plattformen
auszuführen, ist bei der Implicit Middleware nur ein universelles Binär-




Die in Abbildung 22 dargestellte Domänenarchitektur setzt das in
Abbildung 19 dargestellte Vorgehen als vollständig automatisierbare
MDSD-Domänenarchitektur um. Die Schritte der Optimierung und
Verteilung werden im Folgenden einzeln als Modelltransformationen
dargestellt, welche über Modelle miteinander interagieren. Die Implicit
Middleware implementierte eine Domänenarchitektur für eine typische
„horizontale”’ Domäne [Simos et al., 1996] in Ubiquitären Systemen.
Implicit Middleware greift hierzu die existierenden Ideen auf und setzt













































Abbildung 22: Domänenarchitektur der Implicit Middleware
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4.3.1 Modelle
Die Implicit Middleware kennt in Anlehnung an die OMG MDA
verschiedene Modellierungsebenen. Auf oberster Ebene der Domä-
nenarchitektur steht, wie der in Abbildung 23 dargestellte Teil der
Domänenarchitektur veranschaulicht, ein plattformunabhängiges Mo-
dell. Dieses besteht in Einklang mit der SAP Smart-Item Infrastructure
aus:
• dem eigentlichen Dienst als Bytecode sowie ein Tracemodel, wel-
che im Service Repository hinterlegt wurden,
• dem Kostenmodell nach der die Verteilung auf Anfrage des Ser-
vice Mapper optimiert verteilt werden soll,













Abbildung 23: Plattformunabhängige Quellmodelle
Zusätzlich benötigt man speziﬁsches Wissen über die Programm-
ausführung:
• Messung eines repräsentativen Programmverhaltens des Byteco-
des anhand von hinterlegten Testfällen (Tracemodel),
• ein Modell, welches das Tracemodel anhand von (potenziellen)
Kosten in Beziehung zu den Plattformen im System State setzt.
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Bytecode Meta-Model
Modellgetriebene Entwicklung geht davon aus, dass aus jedem for-
malen Modell ausführbarer Code generiert werden kann [Stahl et al.,
2007]. Dies gilt natürlich insbesondere für primär interpretierbare bzw.
ausführbare Modelle wie z. B. Bytecode für eine Virtuelle Maschine.
Solche Artefakte erhalten im Falle des Java-Bytecodes aufgrund der
Notwendigkeit des dynamischen Linkens des Zielprogramms noch
immer einen großen Teil an strukturellen Informationen. Die Idee By-
tecode als Modelle der MDA wird auch von Puder et al. [2008] im
Kontext der XMLVM beschrieben. Die Implicit Middleware implemen-
tiert hierzu erstmals ein vollständig OMG-konformes Meta-Modell für
Java-Bytecode, welches auf Syntax und Semantik von Gosling et al.
[1996]) aufbaut und implementiert einen Workﬂow zur Manipulation
von Bytecode innerhalb des Eclipse Modelling Frameworks.
Einbindung des Tracemodels
Da das Modell des Programms, also der Bytecode, ausführbar ist,
können durch eine Simulation der Ausführung relevante dynamische
Parameter extrahiert werden. Zur Modellierung des erwarteten Pro-
grammverhaltens setzt die Implicit Middleware auf Werkzeuge und Mo-
delle des Eclipse Test & Performance Tools Platform Project auf, wel-
che über gemeinsame Meta-Modelle nahtlos integriert sind [Schneider
und Toomey, 2006].
Um das Tracemodel zu erhalten wird das Programm mittels der Eclip-
se Test und Proﬁling Tools Plattform (TPTP,[Schneider und Toomey,
2006]) auf Basis einer Testbeschreibung simuliert. Eine Simulation des
Java Bytecode liefert uns folgende Parameter:
• Anzahl der Kommunikationen zwischen Klassen (Methodenauf-
rufe),
• Größe der übertragenen Objekte (Aufrufparameter)
• und Berechnungsaufwand innerhalb von Klassen (Ausführungs-
zeit einzelner Methodenaufrufe).
Die große Herausforderung dabei ist die Repräsentativität des Tra-
cemodel. Hierzu ist es notwendig, dass entweder das System schon
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produktiv eingesetzt wurde und Proﬁling-Daten verfügbar sind, oder
es müssen künstlich Interaktionen mit dem Programm simuliert wer-
den. Die Repräsentativität des Tracemodel wird hier als gegeben an-
genommen. Durch die vollständige Automatisierung kann eine reprä-
sentative Ausführung jedoch auch in mehreren Iterationen angenähert
werden. Für die Erstellung des initialen Traces wird das Ausgangspro-
gramm unter Simulation der sensorischen Eingänge auf einer Refe-
renzarchitektur simuliert. Ziel der Simulation ist, die Kommunikation
und den Rechenaufwand bezüglich Programmteilen zu bemaßen, der
durch den wiederholten Aufruf verschiedener Methoden entsteht. Das
Tracemodel kann also automatisch auf Basis des Applikationsmodells,
also des Bytecodes, erstellt werden.
Kostenmodell und Maschinenmodell
Um die Verteilung einer Applikation auf ein gegebenes Ubiquitäres
System optimieren zu können, muss eine Metrik für die Kosten einer
Verteilung festgelegt werden. Diese soll die zur Laufzeit entstehenden
Kosten unter der Annahme einer konkreten Instanziierung des Sys-
tems abbilden.
Das Kostenmodell setzt den aktuellen Systemzustand, welcher
von der System-State-Komponente ermittelt wird, mit den Kosten
der Ausführung auf einer Plattform in Verbindung. Die System
State-Komponente erzeugt in unserem Fall direkt ein Modell,
welches für jedes von der Applikation nutzbare Gerät und für jede
mögliche Netzwerkverbindung zwischen den Geräten leistungs- und
ressourcenrelevante Daten liefert.
Es ist klar, dass es sich dabei nur um eine Schätzung handeln kann,
da die Kosten für die Ausführung eines Programms im Allgemein-
fall nicht berechenbar sind. Das Kostenmodell verknüpft Kostenfunk-
tionen, welche verschiedene Aspekte des Tracemodels abhängig von
der Plattform auf Kosten abbilden. Für das Kostenmodell der Implicit
Middleware wird angenommen, dass die Kosten kompositionell sind.
Das heißt, sie lassen sich auf Einzelkosten abbilden, welche entweder
durch die Ausführung von Programmteilen (hier Klassen) auf einer
Plattform oder durch Kommunikation von Programmteilen (hier Me-
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thodenaufrufe) untereinander entstehen und ebenfalls abhängig von
der Verteilung der kommunizierenden Teile sind.
Kosten werden jeweils auf Basis des Proﬁling-Modells dargestellt.
Das Kostenmodell lässt sich dazu in drei Teile unterteilen:
• plattformabhängige Kosten für die Ausführung von Klassen,
• Kosten für den Aufruf einer Methode zwischen zwei Plattfor-
men,
• einer globalen Kostenfunktion, welche die Teile in Verbindung
bringt.
Verteilungsmodell
Ziel des Optimierungsschrittes der Implicit Middleware ist ein plattfor-
moptimiertes Modell. Plattformoptimiert soll ausdrücken, dass das
Modell für die verfügbaren Plattformen eine optimierte Verteilung ent-
hält, jedoch noch keine plattformspeziﬁsche Umsetzung. Das Vertei-
lungsmodell, was auf dieser Modellebene hinzukommt, ist ein einfa-
ches Verknüpfungsmodell zwischen Plattformen und der Codestruk-
tur (d. h. hier der Klassen) des plattformunabhängigen Ausgangsmo-
dells. Das Code-Modell bleibt in diesem Schritt unverändert.
Der Codegenerierungsschritt der Domänenarchitektur transfor-
miert nun das Code–Modell anhand des Verteilungsmodells. Dabei
wird vereinfachend davon ausgegangen, dass auch das plattforms-
peziﬁsche Code-Modell auf der JVM Speziﬁkation beruht. Das
plattformspeziﬁsche Code-Modell wurde so verändert, dass für jedes
Teilprogramm eine Kommunikation von der Zielplattform mit ande-
ren Teilprogrammen gemäß dem Verteilungsmodell möglich ist. Aus
dem plattformspeziﬁschen Modell kann so über Codegenerierung
eine beliebige Menge an Teilprogrammen erstellt werden, welche
auf den durch das Verteilungsmodell vorgegebenen Plattformen
ausgeführt werden können. Auch das Verteilungsmodell ist ein
Ausgabeartefakt der Domänenarchitektur und kann vom Device
Manager konsumiert werden, um die Verteilung der Programmteile
auf die Plattformen zu veranlassen.
Die Modelle werden über entweder gegebene (TPTP), über
Speziﬁkationen deﬁnierte (Java Bytecode) oder neu zu erstellende
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Meta-Modelle (Verteilungs-Modelle) beschrieben, welche eine typi-
sierte Transformation der Teile ermöglichen. Innerhalb der Implicit
Middleware reicht hier teilweise eine abstrakte Syntax bzw. die
Darstellung in textueller XMI-Syntax aus.
4.3.2 Transformationen
Wie Abbildung 24 veranschaulicht, werden im nächsten Schritt der
Domänenarchitektur die Quellmodelle als Eingabe für einen automa-
tisierten Optimierungsschritt genutzt. Ziel ist es, abhängig vom aktuel-












Abbildung 24: Optimierungsschritt von plattformunabhängigen zu plattfor-
moptimierten Modellen
Homomorphe Mathematische Modelloptimierung
Ein Beispiel für eine architekturzentrische MDSD, welches gekoppel-
te Transformationen nutzt, um Performanzvorhersagen parallel zur
Erstellung eines Komponentensystems zu ermöglichen, ist das Pala-
dio Rahmenwerk [Becker et al., 2009]. In diesen Systemen spielt die
Analyse der Performanz eine wichtige Rolle, um den Entwickler kon-
struktiv bei der Wahl der Abbildung zu unterstützen. In Ubiquitären
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System mit stark veränderlichen Parametern, die der Entwickler nicht
antizipieren kann, muss die Entwurfsentscheidung automatisiert wer-
den, das heißt, das System muss diese autonom umsetzen und die
Ausführung kontextgewahr optimieren.
Diese Überlegung führt zu der Notwendigkeit optimierender Mo-
delltransformationen. Modelltransformation im Sinne der MDSD kön-
nen typischerweise auf Graphtransformationen zurückgeführt werden
[Amelunxen et al., 2006; Rensink und Nederpel, 2008]. Die Transfor-
mation für den Verteilungsschritt der Implicit Middleware geht über
eine einfache Graphtransformation hinaus und optimiert die Trans-
formation gemäß einer gegebenen globalen Kostenfunktion. So wird
durch eine Modelltransformation die Klassenstruktur des Programms
nicht nur valide auf eine Systemlandschaft aufgeteilt, sondern dies ge-
schieht auch optimal gemäß des vorgegebenen Kostenmodells. Aus
konkurrierenden validen Transformationen wird eine bestmögliche
ausgewählt.
Ein Ansatzpunkt zur Einführung quantitativer Parameter in Trans-
formationssprachen ist die Integration von Constraint Ausdrücken
in Transformationssprachen [Petter et al., 2009]. Mit QVTR2 existiert
auch [Drago et al., 2010] die Möglichkeit, QVTR Transformationen mit
beliebigen Kostenfunktionen zu belegen, was jedoch zu einer hohen
Laufzeit der Transformation führt. Statt eine allgemeine Erweiterung
einer Transformationssprache anzustreben, geht die Implicit Middlewa-
re einen alternativen Weg, welcher die mathematische Optimierung
und die Transformation explizit koppelt. Der hier vorgestellte Ansatz
ähnelt damit dem Ansatz von White et al. [2009], welcher die aspekt-
orientierte Modellverwebung über Constrained Satisfaction Probleme
steuert.
Da die Transformation im Kern äquivalent zu dem unterliegenden
mathematischen Optimierungsproblem ist, lässt sich die Optimierung
als Homomorphismus darstellen (siehe kommutatives Diagramm in
Abbildung 25). Betrachtet man die Menge aller Modelle m gemäß ei-
nes Meta-Modells M und die Transformation t, dann lässt sich ein Ho-















Abbildung 25: Kommutatives Diagramm einer optimierenden Transformati-
on als Homomorphismus zu einer mathematischen Optimie-
rung
M′ deﬁnieren und eine zur Transformation homomorphe Optimie-
rungsfunktion o formulieren, sodass:
o(ϕ(m)) = ϕ(t(m))
.
Der Homomorphismus ϕ projiziert bzw. abstrahiert das Problem
auf die für die optimale Verteilung relevanten Probleme. Bei
der Modellierung und Lösung des abstrakten mathematischen
Problems kann auf eine Vielzahl von bekannten Ansätzen zu-
rückgegriffen werden [Schichl, 2004]. So kann ein mathematischer
Modellierungsprozess (siehe Abbildung 26) in die modellgetriebene
Softwareentwicklung integriert werden.
Da es der Zweck des Homomorphismus ϕ ist, das Modell auf für die
Optimierung relevante Aspekte zu abstrahieren und dazu notwendi-
gerweise konkrete Informationen aus m verworfen werden, ist ϕ kein
Isomorphismus, also ϕ−1 nicht eindeutig bestimmbar. Da die mathe-




Abbildung 26: Detaillierter mathematischer Modellierungprozess nach
[Schichl, 2004]
auf Basis einer bekannten Lösung zu deﬁnieren. Die Idee besteht dar-
in, dass unter Kenntnis der Lösung o(ϕ(m0) die Transformation so
beschränkt wird, dass sie nicht mehr eine beliebige Verteilung liefert,
sondern genau die, welche gemäß ϕ der Lösung entspricht. Es muss
also t(m) über o(ϕ(m)) bestimmt bzw. eingeschränkt werden.
Hierzu lässt sich eine Transformationsschablone t′ bestimmen, so-
dass
t(m) = t′(ϕ′−1(o(ϕ(m))))(m)
Umgekehrt formuliert wird die Transformation dynamisch über die
Lösung der Optimierung gesteuert.
Coderewriting als Modelltransformation
Die Middlewaregenerierung und und das Umschreiben der Java-
Klassen wird innerhalb des nächsten Schritts der Domänenarchitektur
umgesetzt, wie Abbildung 27 zeigt. Mittels Modelltransformationen
wird der Bytecode als Ausgangsmodell anhand des Verteilungs-
modells in ein verteiltes Programm transformiert. Hierzu werden
bedarfsgerecht Middlewareschnittstellen eingebaut.
Da Java Programme von der Java Virtual Maschine (JVM) ausführ-















Abbildung 27: Middlewaregenerierung mittels Coderewriting-
Transformation
rungsplattform, also vom Bytecode, erlauben, so ist, wie Puder et al.
[2008] feststellt, der Bytecode ein plattformspeziﬁsches Model.
Die Implicit Middleware verfolgt dieses Konzept konsequent.
Die Darstellung ermöglicht Java-Bytecode als Instanz eines MOF-
Meta-Modells zu behandeln und darauf aufbauend eine nahtlose
Implementierung von Bytecode-Transformationen als Modelltrans-
formationen innerhalb eines generischen Rahmenwerks wie dem
EMF. Zur Adaption des Bytecodes baut die Implicit Middleware auf
existierenden Plattformen wie dem ASM-Framework [Kuleshov,
2007] auf.
Durch die Integration des Zerteilens, der Proﬁlanalyse, des Opti-
mierungsschrittes und der Bytecode-Transformation wird prinzipiell
ein vollständiger optimierender Übersetzer für eine Hochsprache als
EMF-Werkzeugkette implementiert. Dies entspricht weitestgehend ei-
ner Abbildung von Hochsprachenübersetzungsschritten auf MDSD
Werkzeuge, wie es auch von Floch et al. [2011] motiviert wird. Die-
se Verlagerung von klassischen Übersetzertechniken in den aktiven
Entwicklungsprozess, bzw. die Abstraktion von der Implementierung




Die Codegenerierung nimmt an, dass die Laufzeitmiddleware die
Semantik des eigentlichen Aufrufes des Quellmodells, gemäß der
Java Virtual Machine Speciﬁcation erhält. Hierzu werden die auf der
Quellplattform möglichen Kommunikations- und Ausführungsmecha-
nismen genutzt. Für die Übertragung nebenläuﬁger Programme auf
nichtunterbrechbare Virtuelle Maschinen wie die Particle Virtual Ma-
chine, wird eine zusätzliche statische Programmanalyse benötigt, die
notwendig parallelisierbare Methoden markiert und die Verteilung
entsprechend einschränkt. Die Speicherkonsistenz wird durch eine
prinzipielle Einschränkung der Verteilung auf Klassenebene, durch
eine klare Speicherpartitionierung und einer Gemeinsamverteilung














Abbildung 28: Abbildung des Verteilten Programms auf die Sensorknoten-
plattform
Abbildung 28 zeigt den letzten Schritt der Domänenarchitektur: die
Abbildung auf die Zielplattform. Hierzu wird der Dienst als eine Men-
ge von Bytecode-Artefakten dekomponiert. Neben dem Laufzeitsys-
tem (also der VM auf dem einzelnen Knoten) greift die Implicit Middle-
ware zur Verteilung dieser Teildienste und Überwachung der Ausfüh-
rung auf die Smart Item Infrastruktur zurück (siehe auch Abbildung
21 auf Seite 74).
4.3 domänenarchitektur 87
4.3.4 Auﬂösung von Entwicklungsabhängigkeiten
Durch die Formalisierung innerhalb der modellgetriebenen Vor-
gehensweise wird die Strukturierung des Entwicklungsprozesses
ermöglicht. Durch die vollständig automatisierte Transformation
des Ausgangsprogramms auf Basis einer Optimierung lässt sich das
Problem der Verteilung von der Applikationsentwicklung trennen.
Dies ist für den gegebenen Anwendungsfall von großer Bedeutung.
Während die Applikationslogik zur Entwicklungszeit klar speziﬁ-
ziert werden kann, so kann das konkrete unterliegende Netzwerk oder
Hardwaresystem im Feld oft nicht vorgegeben werden. Somit kann
auch die optimale Verteilung der Funktionalität durch den Entwickler
nicht bestimmt werden. Ein klassischer auf (nicht-ausführbaren) Spe-
ziﬁkationen beruhender Entwicklungsprozess wie er oben auf Seite
88 in Abbildung 29 anhand der beitragenden Rollen und Kommu-
nikationsschnittstellen gegeben ist, muss gerade für Ubiquitäre Sys-
teme extrem viel heterogenes Wissen sammeln, welches letztendlich
in die Softwareimplementierung einﬂießt. Der Entwickler einer einfa-
chen Überwachungsfunktionalität muss so Wissen über das eingebet-
tete System, die Netzwerke und die Nutzungsmuster in die Entwick-
lung einﬂießen lassen.
In der Praxis führt das dazu, dass Teile, welche auf Sensorknoten
ausgeführt werden, getrennt von logisch zusammengehörigen Teilen,
welche in Geschäftssystemen laufen, entworfen werden. So muss auch
die Implementierung der Applikationslogik zwischen mehreren Ent-
wicklerrollen verteilt werden, wie es auch im CoBIs Projekt vonnöten
war. Dies führt im besten Fall zu einem immensen Kommunikations-
aufwand und der Notwendigkeit der (menschenverständlichen) Do-
kumentation von funktionalen und nicht-funktionalen Schnittstellen
von Hardware und Software (siehe Abbildung 29) und im schlechtes-
ten Fall zu einer nicht auf die Umgebung abgestimmten Implementie-
rung. In der Praxis führen klar deﬁnierte und kontinuierlich verbes-
serte Schnittstellen zu einer Mischung von beidem.
Mithilfe der MDSD kann stattdessen das Wissen, das benötigt wird,
um aus einer Speziﬁkation ausführbaren Code zu erstellen, in dem
Sinne formalisiert werden, dass das Wissen ausführbar wird. Dies
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Abbildung 29: Auﬂösung der Abhängigkeiten zwischen verschiedenen Ent-
wicklungsperspektiven durch Formalisierung des Wissens
gleichzeitig vorliegen. Bzw. es kann in Iterationen die Implementie-
rung abgestimmt werden (falls sich wie bei der Implicit Middleware die
Problemfelder klar trennen lassen). Zum anderen kann sich die kom-
munizierte Speziﬁkation einzelner Teilsysteme präzise auf die Teile
beziehen, welche auch Einﬂuss auf die Freiheitsgrade der Implemen-
tierung und Ausführung haben.
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Um die in Abbildung 29 dargestellten Abhängigkeiten zwischen
den verschiedenen in der Entwicklung von SI Systemen beteiligten
Rollen (und somit die Kosten) gering zu halten, war es insbesondere
notwendig, die Softwareentwicklung von der Hardwareentwicklung
zu trennen. Will man weder eine manuelle Anpassung noch manuelle
Eingriffe im Falle einer Veränderung eines Teiles, so ist es wichtig, den
Schritt soweit zu modularisieren, dass es zu keinen Veränderungen im
jeweils nicht betroffenen Teil kommen kann. Da jedoch die Verteilung
von Software ein komplexes Optimierungsproblem darstellt, das nur
in der Interaktion beider Seiten zu lösen ist, kann die Modularisierung
wie zuvor motiviert efﬁzienter auf höheren Modellebenen geschehen.
Es wird daher zwischen dem Programmmodell, welches von Soft-
wareentwicklern erstellt wird, und dem Kostenmodell, welchen vom
Sensor Netzwerk Experten erstellt wird, unterschieden. Beide sollten
optimalerweise so weit getrennt werden, dass sie jeweils keine Annah-
men über die Ausprägungen des jeweils anderen Modells machen. Da
es deutlich weniger Experten auf dem Gebiet von Smart-Item Hardwa-
re als im Bereich der für Smart-Items relevanten Anwendungsfelder
gibt, ist es wichtig, dieses Wissen über efﬁziente Verlagerung mög-
lichst breit nutzbar zu machen. Dienstleister im Bereich Sensornetz-
werke werden vor allem vor Ort benötigt, wenn Hardware bereitge-
stellt wird bzw. wenn sich die Systemlandschaft verändert. Im laufen-
den Betrieb sollten sie dann nicht mehr benötigt werden. Das der Impli-
cit Middleware zugrunde liegende modellgetriebene Vorgehen führt da-
zu, dass die Generierung der eigentlichen Implementierung, wie dies
der untere Teil von Abbildung 29 darstellt, entkoppelt und bis kurz
vor ihrer Ausführung verzögert werden kann. Das heißt implizit auch,
dass Wissen, welches erst zur Laufzeit durch die Selbstgewahrheit des
Systems z. B. durch Monitoring vorliegt, noch in die Implementierung
einﬂießen kann.
Da bei hochoptimierten Systemen (wie im CoBIs Anwendungsfall)
davon ausgegangen werden muss, dass im Falle einer Veränderung
des Zielsystems eine ausgewählte Allokation von Funktionalität
suboptimal im Sinne der Kostenfunktion ist, ist es wichtig den
Optimierungs- wie den Verteilungsschritt vollkommen zu auto-
matisieren und zu einer beliebigen Zeit (wieder-)ausführbar zu
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halten. Im Gegensatz zu Laufzeitoptimierungen bietet generative
Programmierung eine frühe Bindung des Modells auf die Plattform
und führt zu einem efﬁzienteren Code zur Laufzeit [Czarnecki
und Eisenecker, 2000]. Im Fall der Implicit Middleware ist durch die
vollständige Automatisierung des Prozesses im Vergleich zu anderen
Softwareprozessen zusätzlich eine maximal späte Bindung und damit
eine maximale Adaption auf ein zeitveränderliches System möglich.
4.4 formale modellierung
Ein wichtiger Faktor der MDSD ist die Deﬁnition und Nutzung
problemorientierter, d. h. domänenspeziﬁscher Sprachen und Mo-
delle. Die Chance liegt in der Abstraktion des Problems und seiner
efﬁzienten Lösung auf Modellebene.
Die Domänenarchitektur ermöglicht es, Teilprobleme als separate
Domäne abzukoppeln. Das Verteilungsproblem der Implicit Middlewa-
re ist eine solche Teildomäne, welche formal modelliert werden kann.
Dieser Abschnitt entwickelt die formale Darstellung des Verteilungs-
problems der Implicit Middleware als Optimierungsproblem. Gerade
im Bereich der mathematischen Optimierungsprobleme kann so auf
einen bestehenden „Tower of Models“ [Milner, 2006] aufgebaut wer-
den.
Wie einleitend motiviert stellte es für den existierenden Software-
prozess ein qua Deﬁnition unlösbares Problem dar, den “richtigen”
Entwurf unter Unwissen der Anforderungen zu ﬁnden. Entwicklungs-
prozesse in anderen Ingenieurwissenschaften nutzen an dieser Stelle
einen rechnergestützten Entwurf, um Wissen über Entwurfsentschei-
dungen zu formalisieren und zu einem späteren Zeitpunkt durch Ein-
gabe der Parameter automatisiert umzusetzen.
Ein Beispiel ist das quadratische Zuweisungsproblem (quadratic assi-
gnment problem, QAP, [Koopmans und Beckmann, 1957]), welches sehr
stark mit dem Zuweisungsproblem verwandt ist. n Produktionsstät-
ten sollen auf n Standorte abgebildet werden. Zwischen jeder Pro-
duktionsstätte existiert ein deﬁnierter Warenﬂuss und zwischen jedem
Standort eine Distanz (siehe Abbildung 30). Ziel ist es, die Produkti-













Abbildung 30: Quadratic Assignment Problem: n Produktionsstätten werden
optimal auf n Produktionsstandorte verteilt
onsstätten nun so auf mögliche Standorte zu verteilen, dass die Sum-
me der Produkte von Distanz und Warenﬂuss global minimiert wird.
Alleine in dieser einfachen Form ist dieses kombinatorische Optimie-
rungsproblem NP-hart und schon bei einem relativ kleinen n kaum
manuell zu lösen.
Das Problem ist wohlverstanden und in der Praxis existieren ei-
ne immense Anzahl an immer neuen Lösungsansätzen. Die meisten
Ansätze nutzen zur Formulierung Ganzzahlige (ILP) oder Gemischt
Ganzzahlige (MILP) Lineare Programme [Loiola et al., 2007]. Betrach-
tet man also allein die über 100 Artikel, die theoretisch das Thema
diskutieren, und die nochmals zahlreicheren Artikel, welche algorith-
mische Lösungen betrachten, so bekommt man einen Eindruck wie
ein „Tower of Models”’ für Ubiquitäre Systeme aussehen könnte.
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Auch wenn es der Art dieser Arbeit geschuldet ist, dass eine eher
mathematische Betrachtung folgt, ist der Ansatz im Kern doch ein
ingenieursmäßiger. Auf Basis der mathematischen Modellierung des
Problems kann eine speziﬁsche Deﬁnition von Kostenfunktion, Rand-
bedingungen und Optimierungsziel erweitert werden. Die folgenden
Zusammenhänge wurden praktisch mithilfe der Zuse Institute Mathe-
matical Programming Language (ZIMPL) [Koch, 2004] entwickelt. Le-
sern, welche gerade bei der folgenden etwas umständlichen Herlei-
tung an der Intuitivität der Problemdarstellung zweifeln, sei nahege-
legt, im Implementierungsteil folgende dreizeilige Implementierung
mittels ZIMPL in Listing 4.6 nachzuschlagen.
Die folgende Implementierung beschreibt den Prozess der formalen
Modellbildung des MDSD-Softwareprozesses (siehe Abbildung 13),
welcher praktisch durch ein iteratives Prototyping der mathemischen
Modelle [Koch et al., 2005; Schichl, 2004] umgesetzt wurde (siehe Ab-
bildung 26).
4.4.1 Verteilungsproblem
Allgemeine mathematische Optimierungsprobleme über einen reell-
wertigen Möglichkeitsraum lassen sich generell in der Form
minimizex f (x)
subject to gi(x) ≤ 0, i = 1, . . . ,m
∧ hi(x) = 0, i = 1, . . . , p
darstellen. Zentral ist die Deﬁnition einer Zielfunktion f : Rn →
R, welche es über die Variable x zu minimieren gilt. Der Möglich-
keitsraum von x kann über zwei Arten von Randbedingungen einge-
schränkt werden: Ungleichheiten der Form gi(x) ≤ 0 und Gleichhei-
ten der Form hi(x) = 0. Lineare Optimierungen sind ein gut lösbarer
Spezialfall bei dem f (x) und g(x) lineare Funktionen sind.
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minimizex cTx
subject to Ax − b ≤ 0
∧ xi ≤ 0; i = 1, . . . ,m
Bei vielen Problemen, einschließlich der Zuweisungsprobleme,
gibt es jedoch die wichtige Einschränkung, dass die Variablen
nur (bestimmte) ganzzahlige Werte annehmen. Obwohl lineare
Optimierungsprobleme an sich sehr efﬁzient lösbar sind, führt die
Einschränkung dazu, dass das Optimierungsproblem im Allgemeinen
NP-äquivalent, d. h. im Allgemeinen wahrscheinlich niemals efﬁzient
lösbar ist.
Trotzdem existieren für diese Klassen von Optimierungsproblemen,
welche einen gut beherrschbaren Spezialfall der konvexen Optimie-
rungsprobleme darstellen, eine ganze Reihe hochefﬁzienter Lösungs-
algorithmen. Gerade für gemischt ganzzahlige Programme (nicht alle
Variablen müssen ganzzahlig sein) existieren viele freie wie kommer-
zielle Problemlöser (solver). Obwohl bereits in den 1950er-Jahren er-
folgreich eingesetzt, hat sich durch die Erhöhung der Rechenleistung
und der Verbesserung der Lösungsverfahren eine Anwendbarkeit auf
viele realistische Probleme, z. B. in Produktionsplanung, Logistik und
Telekommunikationsnetzen ergeben [Schichl, 2004].
Zur Formulierung des Verteilungsproblems der Implicit Middlewa-
re wird eine Relation gesucht, welche die Applikation auf den Aus-
führungskontext valide abbildet, und eine Kostenfunktion, welche die
Kosten für eine mögliche Abbildung repräsentiert und die es zu opti-
mieren gilt. Wenn im Folgenden von einer validen Verteilung gespro-
chen wird, so impliziert dies indirekt, dass diese Verteilung von Java
auf Klassenbasis „sinnvoll“ technisch möglich ist, was an dieser Stelle
jedoch einfach als gegeben angenommen wird.
Nimmt man also die Menge der Klassen der zu optimierenden Ap-
plikation A
CA = {c1, ..., cn} und die der Plattformen PS = {p1, ..., pn}, welche für
die Verteilung in einem abstrakten Systemzustand S zur Verfügung
stehen, so kann nun eine Funktion
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Abbildung 31: Beispielhaftes Verteilungsproblem n; Klassen werden optimal
auf m Plattformen verteilt
deﬁniert werden, welche jedem Element aus CA genau ein PS zuordnet.
Die Funktion entspricht einer möglichen Belegung des Systems.
m ist also eine linkstotale, rechtseindeutige Relation, deren charak-
teristische Funktion
χm : CA × PS → {0, 1}
genau dann den Wert 1 annimmt, wenn (c, p) ∈ m bzw. m(c) = p.
Um die durch die Funktion beschriebene Belegung später als Variable
μc,p im Optimierungsproblem nutzen zu können, wird die charakte-
ristische Funktion χm punktweise mithilfe von Binärvariablen
∀
c,p∈CA×PS
χm(c, p) = μc,p
deﬁniert. Die Variable μc,p ist also genau dann 1, wenn die Klasse c
der Plattform p zugewiesen wird.
Ziel ist es, Werte für μ zu berechnen, sodass zum einen der Funkti-
onscharakter von m erhalten bleibt (also alle Klassen auf Plattformen
abgebildet werden), weitere zu deﬁnierende Randbedingungen und
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Abhängigkeiten erhalten bleiben und dass die ebenfalls zu deﬁnieren-
den Kosten ||m|| minimiert werden.
4.4.2 Deﬁnition kontextueller Randbedingungen
Im Allgemeinen ist demnach nicht jede mögliche Belegung aller μc,p
eine gültige Belegung gemäß m. Notwendig für die korrekte Ausfüh-
rung eines verteilten Programms auf einer heterogenen Systemumge-
bung ist die Erfüllung zusätzlicher Randbedingungen. Die wichtigste,
wenn auch trivialste Bedingung für eine korrekte Verteilung ist die
Verfügbarkeit aller Programmteile. Hierzu muss man fordern, dass al-






Dies entspricht der Deﬁnition der Funktion m. Im Gegensatz zum qua-







Andere Einschränkungen ergeben sich aus der konkreten Problema-
tik der Verteilung von JVM Klassen mithilfe der einfachen Middlewa-
re. So ist eine Verteilung einer Klasse unabhängig von der Oberklasse
nur möglich, wenn bei einer Manipulation der Klassenvariablen der
Oberklasse, von Unterklassen ausgehend, Konsistenz hergestellt wer-
den kann. Da die Implicit Middleware diesen Fall nicht adressiert, muss
zur Wahrung der Semantik eine gemeinsame Verteilung von Unter-
und Oberklasse gemäß der Vererbungsrelation (super) gefordert wer-
den (die „Object“-Klasse kann davon ausgenommen werden).
∀
(c1,c2)∈(super),p∈PS
μc1, p = μc2, p)
Neben diesen prinzipiellen Randbedingungen gibt es ressourcen-
abhängige Randbedingungen. Die Gleichartigkeit der Plattformen ist
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hier nicht gegeben und auch nicht gewollt. Das System besteht aus
den verschiedensten Artefakten, welche je nach Objektkontext ver-
schiedene Schnittstellen zur Umgebung haben. Dieser innere wie äu-
ßere Zustand ist nicht beliebig replizierbar und durch lokale Sensoren
und Aktuatoren deﬁniert. So muss sichergestellt werden, dass solche
kontextabhängigen Klassen an der richtigen Stelle ausgeführt werden.
Zum Beispiel müssen so auch Benutzerschnittstellen beim Benutzer
ausgeführt werden, während Sensortreiber auf dem zu betrachtenden
Objekt ausgeführt werden müssen.
Solche festen Bezüge müssen auch formal abgebildet werden kön-
nen. Hierzu werden zusätzlich einzelne Klassen mittels einer Randbe-
dingung folgender Art eingebunden:
μcm,pn = 1
Dadurch wird auf eine einfache Art und Weise der Objektkontext ei-
nes Programms oder eines Programmteils abgebildet. Typischerweise
sind dies solche Klassen, welche nur auf dem Knoten verfügbare Im-
plementierungen aufweisen. Diese Klassen werden im Gegensatz zur
Applikation als “ﬁrmware” auf die Knoten aufgebracht (siehe auch
[Riedel et al., 2008b]).
Die so formulierten Randbedingungen beschreiben den Möglich-
keitsraum für die Verteilungsfunktion und somit für die Verteilung
einer Applikation innerhalb des vorgegebenen Modells. Verteilungen
von Klassen, die die Bedingungen nicht erfüllen, d. h. außerhalb die-
ses Raumes liegen, führen zwangsläuﬁg zu einer nichtkorrekten Ver-
teilung. Umgekehrt enthält der Raum alle möglichen korrekten Ver-
teilungen von Klassen auf Plattformen gemäß dem vorgegebenen Ver-
fahren. Weitere Randbedingungen sind möglich und reale Einschrän-
kungen können ohne Schwierigkeit nachmodelliert werden (s. u.).
4.4.3 Abbildung dynamischer Kosten
Während alle entsprechend durch die Verteilungsfunktion vorgegebe-
nen Verteilungen gültig sind, so ist es das Ziel der Implicit Middle-
ware, eine bestmögliche Verteilung für den aktuellen Systemzustand
zu ﬁnden und umzusetzen. Hierzu werden jedem Punkt innerhalb
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des Möglichkeitsraumes Kosten zugewiesen. Eine Funktion wird deﬁ-
niert, welche jede Verteilungsfunktion m auf einen skalaren Wert ||m||
abbildet.
Ausgehend von der verfügbaren Information des realweltlichen Pro-
blems kann formal eine kompositionelle Kostenfunktion abgeleitet
werden, welche die verschiedenen Kosten einer Abbildung auf Platt-
formen darstellt. Zwei Arten von abstrakten Kosten werden deﬁniert:
• Ausführungskosten cexec : (CA × PS) → R+,
welche bei der Ausführung einer Klasse auf einer Plattform in-
nerhalb einer gegebenen Applikation entstehen können.
• Kommunikationskosten clink : (CA × CA × PS × PS) → R+,
welche bei der Kommunikation einer Klasse auf einer Plattform
zu einer Klasse auf einer anderen Plattform innerhalb einer ge-
gebenen Applikation entstehen können.
Diese Modellierung abstrahiert von etwaigen Seiteneffekten, die bei-
spielsweise durch die gemeinsame Ausführung zweier Klassen auf
derselben Plattform oder durch die gemeinsame Nutzung eines Kom-
munikationskanals auftreten. Folgend deﬁniert sich die Gesamtkosten
eines Programms als die Summe dieser Einzelkosten in Abhängigkeit




cexec(c, p) ∗ μc,p +
∑
c,p,c′,p′∈CA×PS×CA×PS
clink(c, p) ∗ μc,p ∗ μc′,p′
Daraus lässt sich trivial ein Optimierungsproblem formulieren, wel-
ches die Problematik der optimierten Verteilung von Programmteilen
modelliert. Nimmt man nun zusätzlich an, dass alle Kostenfunktionen
cexec mit einem Faktor cexec p(p) linear abhängig von den Kosten der
Ausführung auf einer Referenzplattform cexecc(c) sind, so ist
cexec(c, p) = cexecc(c) · cexec p(p)
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und analog als Skalarprodukt für alle Verbindungen
clink(c, p, c′, p′) = clinkc(c, c
′) · clinkp(p, p′)
Die Vereinfachung des Problems beruht auf der Annahme, dass die
Kosten für die Ausführung von Klassen (zumindest auf Basis von In-
struktionsklassen) linear zwischen den Plattformen skalieren (Was zu-
mindest bei einer hier genutzten Interpretation des Bytecodes in der
Praxis eine beobachtbare Modelleigenschaft ist).









′) · clinkp(p, p′) ∗ μc,p ∗ μc′,p′
Da es sich bei der Optimierungsfunktion noch nicht um eine quadra-
tische binäre Form handelt, wird die Funktion zuletzt in eine lineare
Form gebracht. Hierzu wird der binäre Produkt-Ausdruck μc,p ∗ μc′,p′
durch eine einzelne Binärvariable μ′c,p,c′,p′ ersetzt, welche über Rand-
bedingungen so deﬁniert ist , dass
∀
c,p,c′,p′∈CA
μ′c,p,c′,p′ = μc,p ∗ μc′,p′
.
Wenn μ′c,p,c′,p′ also 1 ist, so folgt daraus, dass sowohl μc,p als auch
μc′,p′ 1 sind. Umgekehrt muss μ′c,p,c′,p′ also 0 sein, wenn entweder μc,p
oder μc′,p′ 0 ist. Aufgrund der Verwendung von μ′c,p,c′,p′ innerhalb einer
Minimierung kann die Randbedingung, da clink > 0 , auf
∀
c,c′,p,p′∈C2A×P2S
μ′c,p,c′,p′ ≥ μc,p + μc′,p′ − 1
reduziert werden.
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4.4.4 Ermittlung der Kostenfaktoren
Die Abbildungstreue des Modells beruht neben der Art der linearen
Abbildung immer auf der Verfügbarkeit von Daten zur Parametrisie-
rung. Die Ausführungskosten cexec können gut über die Ausführungs-
zeit innerhalb einer Klasse dargestellt werden aus der sich beispiels-
weise Energieverbrauch und absolute Ausführungszeit eines sequenzi-
ellen Programmlaufs kompositionell ableiten lassen. Da diese Funkti-
on (wie auch andere Kostenfunktionen, welche auf möglichen konkre-
ten Ausführungsfolgen beruhen) offensichtlich für beliebige Applika-
tionen A nicht berechenbar ist (Halteproblem), kann man allgemein
einen Schätzer deﬁnieren, welcher auf der repräsentativen Ausfüh-
rungsabfolge (progam trace) beruht.
Beispielhaft kann so für jede Klasse lediglich cexecc(c) gleich der si-
mulierten Ausführungszeit auf der Referenzplattform gesetzt werden.
Alternativ können hier auch die Anzahl der verschiedenen Bytecode-
Instruktionen genutzt werden. Analog deﬁniert man einen Schätzer,
welcher den Kommunikationsaufwand zwischen verschiedenen Klas-
sen c auf Plattform p und c′ auf Plattform p′ abbildet. Als einfache
Kostenfunktion clinkc(c, c
′) nimmt man die Anzahl der Aufrufe zwi-
schen c und c′.
Um nun die Kostenfunktion zu vervollständigen, können die Fak-
toren cexecp(p), clinkp(p, p
′) abhängig vom aktuellen Systemmodell für
alle verfügbaren Plattformen p ermittelt werden. Beides sind Skalie-
rungsfaktoren für die variablen anwendungsbezogenen Kosten. Die
(skalare Vektor-)Multiplikation beider Faktoren cexecp(p) · cexecc(c) er-
gibt wie oben deﬁniert die Kosten für die Ausführung der Klasse und
analog die potenzielle Interaktion zweier Klassen auf zwei Plattfor-
men. Die Wahl der Kostenparameter für die Plattform ist also abhän-
gig vom klassenabhängigen Kostenparameter zu deﬁnieren. Für das
obige Beispiel für die Ausführungszeit ist also cexecp(p) die relative Be-
schleunigung oder (bei Sensorknoten typischerweise) Verlangsamung
der Ausführung auf der Plattform gegenüber der Zielplattform. Die-
se kann über die Ausführung einfacher Benchmarks auf Zielplattform
und Referenzplattform ermittelt werden.
Genauso intuitiv kann der Skalierungsfaktor für die Kommunika-
tion festgelegt werden. Ist clinkc(c, c
′) über die Anzahl der Aufrufe
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deﬁniert, so kann clinkp(p, p
′) als die für einen Aufruf benötigte Zeit
oder Energie zwischen zwei Plattformen p und p′ deﬁniert werden.
Besteht keine direkte Verbindung zwischen p und p′, über die Kom-
munikation möglich ist, so können je nach unterliegendem Netzwerk
verschiedene Kosten angenommen werden. Ist keine Kommunikation
möglich, so setzt man die Kosten auf ∞ (o. B. d.A. ist es möglich, die
Zielmenge von clinkp(p, p
′) um diesen symbolischen Maximalwert zu
erweitern). Alternativ kann auch ein Routinealgorithmus über die kür-
zesten Pfade vorausgesetzt werden, sodass sich die fehlenden Kosten
additiv mit dem Floyd-Warshall-Algorithmus approximieren lassen.
Hierbei wird klar, dass das Modell an dieser Stelle nur eine Abstrak-
tion der Wirklichkeit darstellen kann. Nimmt man einen iterativen
Prozess wie in Abbildung 26 an, so können genauere Daten während
der Ausführung gesammelt werden und das Modell anhand weiterer
realer Ausführungstraces weiter angenähert werden. Innerhalb des li-
nearen Modells ist es außerdem möglich, Kostenfaktoren weiter zu dif-
ferenzieren. Hierzu kann man zum Beispiel zwischen verschiedenen
Bytecode-Instruktionsklassen oder unterschiedlich langen Methoden-
aufrufen unterscheiden. Wichtig für die Ausführung der Optimierung
innerhalb der Implicit Middleware ist, dass die Berechnung der Kosten
des plattformabhängigen Teils zu einem späteren Zeitpunkt gesche-
hen kann, da hierdurch eine (Neu-)Optimierung kurz vor Ausführung
des Programmes möglich wird, ohne dass das Programmmodell neu
erstellt werden muss.
4.4.5 Erweiterbarkeit der Modellierung
Der Vorteil der formalen Modellierung des Problems durch eine ma-
thematisch klar deﬁnierte Semantik ist die Erweiterbarkeit der Op-
timierung. Die oben dargestellte Optimierung der Ausführungszeit
ist ein Beispiel eines domänenspeziﬁschen Kostenmodells. So können
auch andere Kostenfunktionen gewählt werden, welche nicht unbe-
dingt realen Kosten entsprechen müssen.
Essenziell für das Ergebnis der Optimierung ist die Wahl des Ver-
hältnisses der Kosten der Instruktionsausführung zu denen der Kom-
munikation. Für eine sequenzielle, zeitliche Betrachtung ist hier der
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Zusammenhang zwischen Kommunikationslatenz und Instruktions-
zeiten klar deﬁniert. Analog können Kostenfaktoren für den Energie-
verbrauch gewählt werden. Die Optimierung liefert je nach Proportion
der Kommunikations- und der Ausführungskosten sowie der einzel-
nen Plattformen zueinander unterschiedliche Ergebnisse. Einfach aus-
zudrücken ist auch eine Multiparameteroptimierung, um z. B. Latenz
und Energieverbrauch gemeinsam zu optimieren. Will man nach meh-
reren Optimierungsparametern optimieren, so ist die oben genannte











′) ∗ clinkp(p, p′)) ∗ μc,p ∗ μc′,p′
Bei orthogonalen Kosten ist jedoch die Wahl der Faktoren κexec und
κlink, also des Trade-offs zwischen den Kostenfaktoren, nur durch Do-
mänenwissen bestimmbar.
Zusätzliche Erweiterungen lassen sich weiterhin über die Deﬁniti-
on von Randbedingungen einfach deﬁnieren. So kann man z. B. zu-
sätzliche Randbedingungen über den benötigten Programmspeicher
deﬁnieren. Hierzu kann man eine weitere Kostenfunktion sc(c) derart
deﬁnieren, dass sie den Speicherverbrauch von c in Relation zu dem
verfügbaren Speicher sp(p) einer Plattform p beschreibt. Das Summen-





sc(c) ∗ μp, c <= sp(p)
kann entsprechend durch den verfügbaren restlichen Platz auf einer
Plattform sp begrenzt werden.
Gleiches kann theoretisch für den Laufzeitspeicher geschehen. Hier-
zu müsste allerdings der maximale Speicherverbrauch für Instanzen
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einer Klasse durch das Proﬁlingmodell begrenzt werden, was durch
das aktuelle automatisierte Proﬁlingverfahren nicht gewährleistet wer-
den kann, sondern allenfalls zur Laufzeit approximativ geschieht.
Im folgenden Kapitel wird dargestellt, wie aus der mathematischen
Darstellung konkret eine klare Domänenarchitektur abgeleitet werden
kann, welche sowohl an das Laufzeitsystem als auch an die Entwick-
lungswerkzeugkette gekoppelt werden kann.
4.5 implementierung der impliziten middle-
ware
Im Folgenden wird die Implementierung der Implicit Middleware in
einer MDSD-Domänenarchitektur dargestellt. Die vollständige Imple-
mentierung geht in wenigen Punkten über das Dargestellte hinaus,
es sollte beim Lesen jedoch klar werden, dass gerade Erweiterungen,
wie sie am Ende des vorherigen Abschnitts vorgestellt wurden, sich
in einfacher Form integrieren lassen. Die Implicit Middleware zeichnet
sich zum einen durch den Fakt aus, dass ganz im Sinne der MDSD auf
handgeschriebenen Code verzichtet wird. Die Transformation und Co-
degenerierung kann vollständig automatisiert ablaufen. Zum anderen
werden die zugrunde liegenden Modelle (wie die Trace- und System-
modelle) im Gegensatz zu anderen typischen Domänenarchitekturen
auch automatisiert und nicht wie üblich vom Menschen erstellt.
Dieser Abschnitt konzentriert sich im Wesentlichen auf die Imple-
mentierung des Optimierungsschritts und der Codegenerierung, wel-
che über diesen gesteuert wird. Wichtigster Aspekt ist die Auslage-
rung der „Intelligenz“ der Middleware in die Domänenarchitektur,
wodurch die entstehende Implementierung besonders leichtgewichtig
ist.
4.5.1 Middleout-Modellierung
Die Betrachtung möglichst aller Artefakte eines Entwicklungsprozes-
ses als formale Modelle bietet große Vorteile in der Beschreibung von
automatisierten generativen Entwicklungsprozessen und stellt Werk-
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zeugketten auf eine formale Grundlage. Es zeigt sich in der Praxis die
Efﬁzienz der Adaption einer einheitlichen Sichtweise. Innerhalb des
EMF heißen Artefakte Ressourcen und dienen zum Austausch von
Modellen in sogenannten RessourceSets oder über das Filesystem.
Bytecode in EMF
Das Meta-Modell, welches in Abbildung 32 dargestellt ist, bildet die
abstrakte Syntax einer Java-Klasse gemäß der JVM-Speziﬁkation [Gos-
ling et al., 1996] vollständig ab. Die konkrete Syntax, also die Java-
Bytecode Repräsentation, wird durch das ASM-Framework zerteilt
und mithilfe des XMLVM-Bytecode Meta-Modells als EMF-Modell in-
terpretiert und in den Speicher geladen. Durch die Darstellung als
XMLVM Model können nun alle Transformationen innerhalb der EMF
Werkzeugkette durchgeführt werden. Des Weiteren erlaubt ein Import
als ECore Model die eindeutige Verknüpfung von Informationen mit
Programmstrukturen wie Klassen.
Durch die intelligente Nutzung existierender Werkzeuge be-
schränkt sich die Implementierung auf die Modellierung und
Anpassung des in [Gosling et al., 1996] deﬁnierten Meta-Modells
innerhalb des EMOF Meta-Meta-Modells und dessen Abbildung
auf einen SAX-Adapter. Durch die erweiterbare Ressourcenfacade
von EMF können beliebige Artefakte als Ressourcen dargestellt
werden. Hierzu ist lediglich eine entsprechende Serialisierungs- (save)
und De-Serialisierungs-Schnittstelle (load) zu implementieren und
diese anhand der Dateiendung zu registrieren. Listings 4.1 und 4.2
verdeutlichen den geringen Programmieraufwand.
Hier zeigt sich die Mächtigkeit des MDSD Ansatzes in der Kombina-
tion von Werkzeugen zur Erstellung und Manipulation von Modellen.
Der Arbeitsablauf zum Auslesen, Transformieren und Schreiben von
Java-Bytecode unterscheidet sich bis auf die Registrierung der Res-
sourcenFactory nicht von der Manipulation anderer Modelle (siehe
Listing 4.3).
Das direkte Einlesen von Klassenartefakten ermöglicht so die
Anbindung von allen JVM-Sprachen (z. B. Java, Scala, Groovy und
Clojure) über existierende Compiler an die Implicit Middleware-
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Listing 4.1: Klassenmodell-De-Serialisierer der ClassRessourceImpl
@Override
public void
load (XMLResource resource , InputSource src , Map<? ,? > opt )
throws IOException
{
org . objectweb . asm . ClassReader cr =
new org . objectweb . asm . ClassReader
( s r c . getByteStream ( ) ) ;
c r . accept (
new org . objectweb . asm . xml .
SAXClassAdapter ( getDefaultHandler ( ) , f a l s e ) ,
0 ) ;
}
Listing 4.2: Klassenmodell-Aerialisierer der ClassRessourceImpl
@Override
public void
save (XMLResource res , OutputStream out , Map<? ,? > opt )
throws IOException
{
super . save ( res , out , opt ) ;
org . objectweb . asm . ClassWri ter cw =
new org . objectweb . asm . ClassWri ter ( ) ;
SAXParserFactory . newInstance ( ) . newSAXParser ( ) . parse (
new ByteArrayInputStream (
new ByteArrayOutputStream ( ) . toByteArray ( ) ) ,
new org . objectweb . asm . xml . ASMContentHandler (cw ) ) ;
out . wri te (cw . toByteArray ( ) ) ;
}
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Listing 4.3: Workﬂow zur Stubgenerierung
Workflow {
bean = edu . teco .m.w. plugin . GlobalResourceSetSetup {
platformUri = " . . "
r e g i s t e r E co r eF i l e =
" platform :/ plugin/edu . teco . im/model/XMLVM. ecore "
extensionMap = {
from = " c l a s s "
to = \
"edu . teco .m. cr . impl . ClassResourceFactoryImpl "
}
}
component = org . e c l i p s e . emf .mwe. u t i l s . Reader {
useSingleGlobalResourceSet = t rue
modelSlot = " i n c l a s s "
ur i = " $ { app}/$ { c l a s s } . c l a s s "
}
component = edu . teco .m.w. c . qvtr . QVTRTransformer {
d i r e c t i on = " t a rge t "
t ransformat ion = " ClassToStub "
qv tF i l e = \
" platform :/ plugin/edu . teco . im/qvt/ClassToStub . qvt "
inputS lo t = " i n c l a s s "
outputS lot = " s tubc l a s s "
}
component = org . e c l i p s e . emf .mwe. u t i l s . Writer {
useSingleGlobalResourceSet = t rue
modelSlot = " s tubc l a s s "
ur i = " $ { app}/$ { c l a s s } _stub . c l a s s "
}
}
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vom XMLVM-Projekt entwickelt wurden, lassen sich auch Microsoft
CLR basierte Sprachen [Hamilton, 2003] aus dem .NET Framework
wie z. B. C# anbinden.
Simulationsproﬁle
Die Eclipse Test und Proﬁling Tools Plattform (TPTP) stellt bereits
Trace-Modelle mit entsprechenden Meta-Modellen über das EMF
bereit, sodass keine zusätzliche Modellierung notwendig ist. Die
Trace-Modelle werden als Ausgabe eines Programmlaufs generiert.
Das Verfahren zur Generierung der Traces wurde im Rahmen
der Diplomarbeit von Célette [2007] entwickelt. Der Vorteil der
Nutzung des TPTP liegt in der nahtlosen Einbindung in den
Entwicklungsprozess mithilfe weitverbreiteter Tools. So sind ein
hoher Automatisierungsgrad sowie eine große Erweiterbarkeit
erreichbar. Des Weiteren nutzt das TPTP bereits intern Ecore-Modelle,
auf die direkt mit EMF-Werkzeugen zugegriffen werden kann. Das
TPTP stellt (wie auch andere Proﬁling Tools) alle Informationen zur
Verfügung, die zur Parametrisierung des Kostenmodells nötig sind.
Hierzu werden auf Basis des Trace-Modells einfache OCL-Abfragen
für die Aggregation aller Ausführungszeiten und zur Auswertung der
Aufrufhäuﬁgkeit erstellt. Die Klassen des Traces können über den in-
nerhalb des Programms eindeutigen Namensraum einfach miteinan-
der in Beziehung gesetzt werden. Die Ausführung der main-Methode
der Klasse A aus 4.4 führt zu dem auszugsweise dargestellten Trace-
Modell aus Listing 4.5.
In diesem Fall ist der Programmaufruf unabhängig von möglichen
Ein- und Ausgaben, welche den Programmﬂuss verändern. In der Rea-
lität ist es wichtig, einen möglichst repräsentativen Programmablauf
über Testzyklen oder Instrumentierung einer realen Ausführung zu
erhalten. Beide Fälle werden über das TPTP Framework unterstützt.
Systemlandschaften und Kostenmodell
Das Systemmodell und das entsprechende Kostenmodell für die
Plattform sind vereinfachte Versionen der CoBIL Sprache CoBIs
[2005]. Es basiert auf einem erweiterbaren Meta-Modell, welches
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Listing 4.4: Minimales 2 Klassen Java Beispiel
publ ic c l a s s A {
publ ic s t a t i c void main ( S t r ing args [ ] ) { run ( ) ; }
s t a t i c void run ( ) { new B ( 1 2 3 ) . foo ( ) ; }
}
publ ic c l a s s B {
i n t n ;
publ ic B ( i n t i ) { n= i ; }
publ ic void foo ( ) { n=n*n ; }
}
Listing 4.5: Trace zu Listing 4.4
<TRACE>
. . .
<c lassDef threadIdRef=" 2 " name="A" . . .
c l a s s Id=" 3040 " ob j IdRef=" 3041 "
time=" .178383588 " />
<methodDef name="main " s ignature=" ( [ Ljava/lang/S t r ing ; )V" . . .
methodId=" 3038 " c l a s s IdRe f=" 3040 " />
<methodEntry threadIdRef=" 2 "
time=" 4 .178369760 " methodIdRef=" 3038 " c l a s s IdRe f=" 3040 " . . . />
<methodDef name=" run " s ignature=" ( )V" . . .
methodId=" 3037 " c l a s s IdRe f=" 3040 " />
<methodEntry threadIdRef=" 2 "
time=" 4 .181521892 " methodIdRef=" 3042 " c l a s s IdRe f=" 3044 " . . .
stackDepth=" 3 " />
<methodExit threadIdRef=" 2 "
methodIdRef=" 3042 " c l a s s IdRe f=" 3044 " . . .
time=" 4 .183601140 " overhead=" 0 .000014285 " cpuTime=" 0 .0 " />
<methodExit threadIdRef=" 2 "
methodIdRef=" 3037 " c l a s s IdRe f=" 3040 " . . .
time=" 4 .183609485 " overhead=" 0 .000010084 " cpuTime=" 0 .0 "/>
<methodExit threadIdRef=" 2 "
methodIdRef=" 3038 " c l a s s IdRe f=" 3040 " . . .
time=" 4 .183617353 " overhead=" 0 .000044257 " cpuTime=" 0 .0 " />
. . .
</TRACE>
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die Performanz-Eigenschaften einer Plattform anhand von einigen
Performanz-Indikatoren beschreibt.
Wie in Abschnitt 4.4.4 beschrieben, beschränkt sich die Betrachtung
hier auf einen skalaren Performance-Index, jeweils zur Beschrei-
bung von Kommunikations- und Ausführungskosten. Ist sich ein
neuer Knoten selbst beziehungsweise das Netzwerk (z. B. durch
vorheriges Benchmarking [Schoeberl et al., 2010]) seiner Leistung
gewahr, so kann er dynamisch in das Kostenmodell eingefügt
werden. Hierzu sind neben der Deployment-Schnittstelle also weitere
Schnittstellen im System Monitor zu implementieren. Genauso können
dynamische Randbedingungen, wie unbewegliche oder bereits
verteilte Klassen oder begrenzt vorhandener Speicherplatz dynamisch
erfragt werden. Diese Information wird über die System Monitor
Schnittstelle der SAP Smart-Item Infrastruktur abgefragt. In der
Proof-of-Concept-Implementierung wird diese Schnittstelle direkt an
interne Schnittstellen der ParticleVM und der SunSpots weitergeleitet.
Formulierung des Optimierungsproblems
Besonders im Kontext von Optimization Services (d. h. Optimierung
als Dienstleistung) gibt es bereits Bestrebungen, domänenspeziﬁsche
Sprachen [Fourer et al., 2010] zu deﬁnieren: Die LP-FML [Fourer et al.,
2005] ist als Ausgangspunkt für die Erstellung von Kostenmodellen
ohne entsprechende Werkzeugunterstützung nur sehr eingeschränkt
anwendbar. Die Implicit Middleware geht hier stattdessen den pragma-
tischen Weg über eine einfache textuelle DSL, welche die einfache
Programmierung von mathematischen Optimierungen mit direktem
Bezug zum Meta-Modell erlaubt.
4.5.2 Automatisierte Ausführungsoptimierung als Modelltrans-
formation
Kern der Implicit Middleware sind die Transformationen der Eingangs-
modelle zu einem Verteilungsmodell und zu einem mit Middleware-
Aufrufen instrumentierten Ausführungsmodell.
Zur Implementierung der Optimierung wird das Konzept der ho-






















Abbildung 33: Implementierung des Transformationshomomorphismus aus
Abbildung 25 als MDSD Transformation
Abschnitt 4.3.2 skizziert wurde. Abbildung 33 zeigt die Implementie-
rung innerhalb der MDSD. Die Projektion auf das Optimierungspro-
blem wird anhand einer Metatransformation dargestellt, welches aus
dem Kostenmodell (mit Bezug auf das Meta-Modell) eine Modelltrans-
formation erstellt, welche jede Instanz des Modells in ein mathemati-
sches Kostenmodell umwandelt. Dieses kann dann mathematisch opti-
miert werden. Das Ergebnis der Optimierung wird in ein Zuweisungs-
modell umgewandelt, welches das Eingangsmodell annotiert. Diese
Annotationen werden dann von der Transformation des Quellmodells
in das eigentliche Zielmodell überführt. Dieses Konzept ist prinzipiell
generisch auf die verschiedensten Kosten und Meta-Modelle anwend-
bar.
Für die Implicit Middleware wird in drei Schritten analog zur Abbil-
dung 33 vorgegangen:
• Im ersten Schritt werden die einzelnen Kosten und Rahmenbe-
dingungen, welche auf dem Tracemetamodell, dem Systemzu-
standsmetamodell deﬁniert sind (links oben), durch eine auf Ba-
sis des Kostenmodells automatisch erstellten Transformation ϕ
zusammen mit der Zielfunktion auf das mathematische Zuwei-
sungsproblem abgebildet.
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• Als Resultat der Kostentransformation erhält man ein Zuwei-
sungsproblem (links unten). Mittels eines Optimierungsschrit-
tes o wird anschließend aus dem parametrisierten Kostenmodell
ein optimales Verteilungsmodell berechnet (rechts unten). Dieses
wird über die Rücktransformation ϕ′−1 an die homomorphen
Entitäten des Ausgangsmodells annotiert.
• Diese Annotation, welche im Fall der Implicit Middleware die Zu-
ordnung von Klassen zu Plattformen enthält, wird dazu genutzt,
die Transformation t des Bytecodes zu steuern. Es wird anhand
der Annotation entschieden, welche Klasse jeweils in eine Stub-
Klasse transformiert wird.
• Optional kann die Kostenabbildung ϕ auf dem transformierten
System wiederholt werden, um die Validität der Transformation
bzgl. der Lösung zu überprüfen.
Das Kostenmodell aus Abbildung 33 besteht aus vier Teilen:
• dem allgemeinen Optimierungsziel, welches in der ZIMPL DSL
beschrieben wird,
• einer Abbildungsrelation zwischen Entitäten des Meta-Modells
zu Entitäten des Kostenmodells,
• Kostenparametern, welche das Quellmetamodell referenzieren
und den äquivalenten Entitäten des Kostenmodells Kosten zu-
ordnen,
• Vorbelegungen des konkreten Quellmodells (z. B. Bindungen ei-
ner ﬁxen Sensorklasse an eine Plattform)
Konzeptionell kann so eine beliebige Transformation durch die Ab-
bildung auf Randbedingungen und Kostenfunktionen gesteuert wer-
den. Die Implementierung dieser Schritte innerhalb einer Werkzeug-
kette wird im Folgenden kurz dargelegt.
Optimierung: Modell-zu-Modell Transformation
Basis für die Formulierung des Kostenmodelles bildet die frei verfüg-
bare Zuse Institute Mathematical Programming Language (ZIMPL)
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[Koch, 2004], welche die Grundkonzepte gängiger Optimierungspro-
bleme abdeckt und gerade im Gegensatz zu anderen Dateiformaten
wichtige modellrelevante Abstraktionen, wie Mengen von abstrakten
Entitäten, unterstützt. So werden Meta-Modellelemente und Model-
lentitäten auf Mengen von eindeutigen Modell-IDs abgebildet. Die
Kostenkomponenten werden als Parameter über diese Identiﬁkator-
menge deﬁniert. Diese werden dann bei der Formulierung in der ZIM-
PL DSL von Zielfunktionen und Rahmenbedingungen genutzt.
Die Modellierung und Erzeugung des durch den Solver lösbaren
Optimierungsproblems nutzt direkt die mathematische Darstellung in
ZIMPL [Koch et al., 2005]. Ausgangspunkt für die Transformation der
Eingabemodelle in ein Optimierungsproblem stellen die in Abschnitt
4.4 gemachten Überlegungen zur Darstellung als ILP dar. Die Speziﬁ-
kation des Optimierungsziels innerhalb der DSL ist eine sehr geradli-
nige Angelegenheit, bei der bis auf wenige syntaktische Feinheiten die
zuvor erstellte mathematische Darstellung eins zu eins übernommen
wird, wie das Listing 4.6 verdeutlicht.
Die Kostenparameter werden über die Modelldarstellung des Pro-
ﬁlingmodells gebunden. Die Kostenfaktoren werden mittels einfacher
OCL-Aggregationsausdrücke auf die Aufrufe bzw. Klassen des Trace-
Meta-Modells zurückgeführt (siehe Listing 4.7). Analog werden die
Faktoren clinkp ,cexecp deﬁniert. Weiterhin werden lediglich die gebun-
denen Klassen als Randbedingungen dem Optimierungsmodell hin-
zugefügt.
Mithilfe dieser textuellen Implementierung des Kostenmodells wird
mithilfe einer einfachen Meta-Transformation eine Transformation er-
stellt. Diese überträgt die graphenbasierte Struktur automatisiert auf
die Mengendarstellung des mathematischen ZIMPL Modells. Zusätz-
lich werden die Kostenfaktoren als Parameter über diese Mengen de-
ﬁniert, hier wird also clinkc in eine zweidimensionale Parametermatrix
bzw. cexecc als Parametervektor übertragen bzw. dargestellt. Die Klas-
sen und Mengenelemente werden über eindeutige Modellbezeichner
identiﬁziert. Die Implicit Middleware nutzt als Transformationsquelle
direkt die Darstellung im Trace-Modell, welches das Eclipse TPTP Fra-
mework auf Basis des Interaktionsmodells generiert hat.
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Listing 4.6: Kern der Implementierung des Optimierungsproblems
minimize cos t :
sum <p , c> in PLATFORMS*CLASSES :
c_exec_c [ c ] * c_exec_p [p ] * mu[p , c ]
+ sum <p0 , p1 , c0 , c1> in
PLATFORMS*CLASSES*PLATFORM*CLASSES :
c_ l ink_c [ c0 , c1 ] * c_ l ink_p [ p0 , p1 ]
* mu[p0 , c0 , p1 , c1 ] ;
subto s ing l e_as s ign : f o r a l l <c> in CLASSES :
sum <m> in MACHINES : mu[m, c ] == 1 ;
#mu_times_mu ( c0 , p0 , c1 , p1 ) equals mu( c0 , p0 ) *mu( c1 , p1 )
subto if_mu_and_mu_then_smu :
f o r a l l <p0 , p1 , c0 , c1> in MAP2 do
smu[m0 ,m1 , c0 , c1 ] >=
mu[m0 , c0 ]+mu[p1 , c1 , p0 , c1 ]−1 ;
#assume tha t mu_times_mu
# de fau l t s to 0 e l s e ( minimal cos t )
Listing 4.7: Berechnung der Kostenfaktoren über XTend/OCL
Floa t c_exec_c ( TRCClass c ) :
c . baseTime ;
In teger c_ l ink_c ( TRCClass c0 , TRCClass c1 ) :
c0 . methods . invoca t ions . s e l e c t (
e|e . invokedBy . method . def in ingClass . name==c1 . name ) . s i z e ;
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Durch den ZIMPL-Compiler wird dann das Optimierungsmodell,
welches aus den generierten Kostenfaktoren und Randbedingungen
und der vom Entwickler deﬁnierten Kostenfunktion besteht, über
einen weiteren Transformationsschritt in ein ganzzahliges lineares
Programm für das SCIP Solver Rahmenwerk [Koch, 2004] in Form
eines MPL-Modells überführt und an den Solver übergeben. Dieser
generiert ein Modell mit der Belegung für die optimale Lösung des
Problems. Obwohl es auch hier typisierte und strukturierte Formate
wie [Fourer et al., 2008] oder das XML-Schema basierte Format des
CPLEX-Solvers existieren, gibt es keine ﬂächendeckende Verbreitung.
Durch EMFText (www.emftext.org) kann die entstandene Adjazenz-
matrix (mit 1 oder 0 parametrisierte Relation) zwischen Systemmodell
und Codemodell als Annotationsmodell zugänglich gemacht werden.
Zerteilung: Modellgetriebene Bytecodetransformation
Auf Basis des Verteilungsmodells kann nun mit der Transformation
des Programms begonnen werden. Die Darstellung des Java-Bytecode
als MOF-Meta-Modell (siehe Abschnitt 4.5.1) ermöglicht eine efﬁzien-
te Implementierung von Bytecodetransformationen als Modelltrans-
formationen innerhalb des EMF.
Grundlage für die transparente Verteilung eines Dienstes durch die
Implicit Middleware ist die Zerteilung des Programms durch die Ein-
führung von sogenannten Stub-Klassen. Diese Stub-Objekte sind Stell-
vertreter für entfernt ausgeführte Klassen und übernehmen das soge-
nannte Marshalling der Aufrufparameter. Typischerweise werden sol-
che Stub-Objekte durch explizite Beschreibungssprachen erstellt, wie
der Interface Deﬁnition Language (IDL) bei CORBA oder der Web Ser-
vice Description Language (WSDL). Die Implicit Middleware geht den
Weg einer vollständig impliziten wie transparenten Zerteilung des By-
tecodes.
Hierzu werden:
• alle Objekt- und Klassenvariablen sowie alle Instruktionen aus
Methoden und Konstruktoren entfernt,
• ein Attribut für den Verweis auf das entfernte Objekt eingefügt,
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• ein Finalizer eingefügt, der die entfernte Garbagecollection steu-
ert,
• Bytecode für die Serialisierung der Parameter und den Fernauf-
ruf erzeugt.
Die “Aushöhlung” der Klasse zu einer Stub-Klasse kann mit mini-











Abbildung 34: Erstellung des Stubs und Dispatchers am Beispiel des Pro-
gramms aus Abbildung 31
Die MethodToStub-Transformation (Listing 4.8) ist eine einfache
Transformation, welche aus der Signatur der Methode einen Fernauf-





Hierfür werden, wie in Abbildung 34 dargestellt, Methodenstubs
für entfernte Klassen sowie ein zentraler Dispatcher für entfernt aufge-
rufene Klassen erzeugt. Jeder dieser Fernaufrufe nimmt als Argument
einen Identiﬁkator für die Zielmaschine, das Objekt, die Methode, Ein-
gabeargumente und ein Ausgabeargument oder eine Ausnahme. Der
Kern jeder ersetzten Methode ist dabei identisch aufgebaut. Zunächst
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Listing 4.8: QVTR Implementierung der Klassen-zu-Stub-M2M-
Transformation
top r e l a t i o n ClassToStub
{
enforce domain source s r cC las s : Asm : : c l a s s {
i n t e r f a c e s = i f c : Asm : : In ter facesType { } ,
minor = mi ,
major = mj ,
access = acc ,
name = nm,
parent = p ,
source = s r c : Asm : : SourceType { } ,
i nne r c l a s s = i c : Asm : : Innerc lassType { } ,
method = mtd : Asm : : MethodType { }
} ;
enforce domain t a rg e t tg tC la s s : Asm : : c l a s s {
i n t e r f a c e s = i f c : Asm : : In ter facesType { } ,
minor = mi ,
major = mj ,
access = acc ,
name = nm,
parent = p ,
source = s r c : Asm : : SourceType { } ,
i nne r c l a s s = i c : Asm : : Innerc lassType { } ,
method = stub : Asm : : MethodType { }
} ;
where {
MethodToStub (mtd , stub ) ;
}
}
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werden die Argumente im Keller der Virtuellen Maschine auf einen
expliziten Byte-Keller übertragen. Dieser wird dann dem Fernaufruf
übergeben, dessen Resultat direkt zurückgegeben wird. Durch die
Symmetrie der beiden Keller ist keine lokale Variable notwendig und
die Keller können jeweils umgeschichtet werden. Da der Keller in um-
gekehrter Reihenfolge verschickt wird, ergibt sich dadurch für den
Dispatcher eine Symmetrie, die es ermöglicht, auf beiden Seiten mi-
nimalen Code zu erzeugen. Eine spezielle Behandlung erfordern Ob-
jekte, welche gegen einen Schlüssel in einer lokalen HashMap (also
einem expliziten Heap) ausgetauscht werden. Dieser Schlüssel stellt
auch sicher, dass die Speicherverwaltung die Objekte nicht vorzei-
tig entfernt und jeweils einen Zähler enthält, der für jede Weitergabe
hochgezählt wird. Serialisierbare Objekte wie Strings können direkt in
den Aufruf eingepackt werden.
Abbildung 35 zeigt das Resultat der Transformation in einer hier-
archischen Modellansicht. Da der Klassenname als auch die Signatur
beibehalten werden, geschieht der Austausch von Klasse und Stub-
Klasse vollständig transparent für aufrufende Methoden. Auf der Ziel-
maschine kann die Zielklasse ohne die Notwendigkeit weiterer Ope-
rationen aufgerufen werden. Die Umsetzung eines einfachen Aufrufs
beim Aufrufer ist in Abbildung 36 dargestellt, der Kontrollﬂuss auf
dem Zielsystem in Abbildung 37. Hierbei sei anzumerken, dass der
Ablauf prinzipiell auch nebenläuﬁge Aufrufe unterstützt.
Hier zeigt sich jedoch die Einschränkung bei der Erhaltung des Ver-
haltens des Originalprogramms. Es kann mit der aktuellen Implicit
Middleware nicht sichergestellt werden, dass das Ausführungsverhal-
ten mehrsträngiger Programme auf einem Sensorknoten ohne Thread-
unterstützung erhalten bleibt.
4.5.3 Leichtgewichtige Plattformschnittstelle
Abbildung 38 zeigt eine einfache Anwendung, welche verteilt auf
einem Particle Sensorknoten und auf einem PC System ausgeführt
wird. Dabei werden die graﬁschen Teile auf das PC System gebunden,
während die Sensorik-Teile auf den Sensorknoten gebunden werden.
Die restlichen Klassen werden frei durch die Implicit Middleware
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Abbildung 35: Modell einer Klasse vor und nach der Bytecode-
Transformation
verteilt. Hierzu ist es notwendig, dass PC und Sensorknoten beide
Programmteile ausführen können und miteinander kommunizieren.
Hierzu interagieren, wie in Abbildung 39 dargestellt, die generierten
Programmteile mit einer Laufzeitumgebung.
An dieser Stelle soll nur kurz auf die Plattform eingegangen wer-
den, welche in Zusammenhang mit der Arbeit zur Implicit Middlewa-
re entstanden ist und die Basis für die verteilte Ausführung auf rea-
len Systemen bildet. Basis für die Ausführung der Klassen auf dem
Sensornetzwerk bildet die ParticleVM [Riedel und Arnold, 2007; Ar-
nold, 2007] für Particle und die SquawkVM [Simon et al., 2006] für
SunSPOTS Sensorknoten. Im Gegensatz zur SquawkVM ist die Par-
ticleVM auf 8bit Microcontroller optimiert. Dies wird durch eine vor-
geschaltete zusätzliche Transformation des JavaBytecodes ermöglicht,
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Abbildung 38: Monolithische GUI Anwendung, welche verteilt auf dem Sen-
sorknoten läuft
welche ebenfalls in die Codegenerierung der Domänenarchitektur ein-
gebettet wurde.
Neben Fernaufrufe stellt die Laufzeit-Middleware eine verteilte
Speicherverwaltung bereit. Diese erstellt und verwaltet Objekte
auf der Zielmaschine. Global adressierbare Objekte werden auf
einer Halde referenziert. Die Referenzen der verteilten Speicher-
verwaltung verhindern, dass lokal ungebrauchte Instanzen von
einer Speicherbereinigung erfasst werden. Wichtig ist, dass Objekte
über die ganze Applikation hinweg eindeutig adressierbar sind. In
diesem Fall geschieht das durch die Netzwerkadresse des Knotens,
welche das Objekt enthält. Diese Referenz wird in den Stub-Objekten
gespeichert, welche der Codegenerator für alle verteilbaren Klassen
erstellt hat. Um das Problem zu vereinfachen, können Objekte
während der Laufzeit nicht ihre Adresse wechseln, sodass es nicht
zu Inkonsistenzen bei den in den Stubs gespeicherten Referenzen
kommen kann. Wird nun der Stub aufgerufen, wird der Aufruf
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Abbildung 39: Aufteilung der Laufzeitimplementierung in generierte Tei-
le, plattformunabhängigen Teil und Plattform [Riedel et al.,
2008a]
an das eigentliche Zielobjekt weitergegeben. Die Garbagecollection
wird durch Erhöhen und Erniedrigen von Referenzzählern in den
generierten Stub-Objekten realisiert.
Der Fernaufruf wird für die ParticleVM auf ungesicherten unidi-
rektionalen Nachrichtenaustausch abgebildet. Bezüglich des Problems
der efﬁzienten Umsetzung von Kommunikation über Plattformgren-
zen hinweg sei hier auf das nächste Kapitel verwiesen. Aufgrund der
Natur des Systems ist die Nachrichtenzustellung im Funknetz nicht
immer möglich. Kommt der Aufruf nicht wie vorgesehen zu einem
Ende, so kann er durch einen VirtualMachineError (also eine Excep-
tion) signalisiert werden. Diese Ausnahmen könnten theoretisch im
Programmﬂuss abgefangen werden, falls der Programmierer proaktiv
eine generische Fehlerbehandlung vorsieht. Kann der Fehler nicht ab-
gefangen werden oder tritt er beispielsweise aufgrund des Ausfalls
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eines Knotens immer wieder auf, so kann durch die Management-
komponente eine Neuverteilung des Programms initiiert werden. Ei-
ne Neuverteilung kann prinzipiell immer dann geschehen, wenn die
Annahmen der Optimierung nicht mehr zutreffen und das Systemver-
halten degradiert.
4.6 beobachtungen
Während im vorherigen Teil gezeigt wurde, wie die Problemstellung
der verteilten Ausführung von monolithischen Java-Diensten in Ubi-
quitären Systemen innerhalb von MDSD umgesetzt werden kann, soll
im Folgenden diese experimentelle Implementierung anhand verschie-
dener Kriterien bewertet werden. Insbesondere sollen die in Kapitel 3
abgeleiteten Thesen quantitativ und qualitativ belegt werden. Hier-
zu wird neben der Performanz des Produktes auch der Umfang des
durch die Nutzung von MDSD eingesparten Codes analysiert. Be-
trachtet man beide Faktoren im Vergleich zur erreichten Flexibilität
und Integrierbarkeit, welche Grundvoraussetzungen für eine erfolg-
reiche Migration von monolithischen Systemen zu Ubiquitären Sys-
temen sind, so lässt sich daraus ableiten, dass MDSD zu den erwar-
teten Verbesserungen gegenüber reinen Top-down- oder Bottom-up-
Entwicklungsansätzen geführt hat.
4.6.1 Ausgangssituation
Im Kontext eines Feldtestes in der Chemiefabrik in Hull zeigt Bild
40 die auf den Containern versuchsweise angebrachten Sensorknoten,
die jeweils am Griff angebracht wurden. Die Sensorknotenplattform
wurden auf Basis der in Abschnitt 2.1.1 vorgestellten Particle Sensor-
knoten entwickelt. Diese integriert insbesondere Sensoren zur Über-
wachung der Position und Bewegung der Chemietonnen. Die Kno-
ten sind mit zwei AAA Batterien getrieben und waren so ausgelegt,
dass sie unter Berücksichtigung der maximalen Latenz bei der Alar-
mierung drei Jahre im Betrieb bleiben können. Hierzu wurden neben
dem Einsatz einer sehr energieefﬁzienten Hardware, das Netzwerk
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Abbildung 40: Verbindung zu Backend-System über 2.4Ghz WiFi mit linux-
basierten Gateway auf MIPS-Basis
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und die Knoten in einen zentral koordinierten Duty-Cycle getaktet,
welcher durch Schlafphasen die Lebenszeit stark verlängerte.
Der Duty-Cycle der Knoten wird konﬁguriert und hat direkte Aus-
wirkungen auf Netzwerklatenz und Ausführungsgeschwindigkeit von
Programmen. Verkürzt man die Wachzeit der Knoten gegenüber der
Schlafzeit, so verringern sich automatisch die verfügbare Prozessor-
zeit und damit die relative Leistung. Der zweite Faktor eines typischen
Duty-Cycle ist die Länge eines Schlaf-Wach-Zyklus. Dieser bestimmt
auch die Reaktivität bzw. Latenz des Netzwerks. Da nur in der Wach-
phase (u. U. sogar nur zu Beginn dieser) Nachrichten ausgetauscht
werden können, verlängert sich automatisch die Latenz eines Aufrufs
linear zur Länge des Schlaf-Wach-Zyklus.
Das gesamte Ubiquitäre System besteht aus drei Plattformen mit
unterschiedlichen Leistungsparametern, welche miteinander vernetzt
sind:
• Particle-Sensorknoten, welche mobil auf den Chemietonnen an-
gebracht wurden,
• Sensorknoten die zur Temperaturüberwachung, welche in der
Lagerhalle angebracht wurden,
• einem Wi-Fi Gateway, der im Falle eines Alarms, diesen propa-
giert.
Die lokalen Wi-Fi Gateways, welche auf Abbildung 40 zu sehen sind,
sind im Gegensatz zu den mobilen Knoten mit Strom versorgt. Sie bil-
den die Brücke zwischen den verschiedenen Kommunikationsschnitt-
stellen, können aber auch Code ausführen (entweder MIPS-glibc nativ
oder Javacode über die JamVM).
Es handelt sich bei den Geräten genauso um eingebettete Systeme,
auf Basis einer Broadcom MIPS32-Architektur mit 128MHz und 8MB
Speicher, die sich Applikationen mit dem Netzwerkteil teilen müssen.
Die Schnittstellen zu den Sensorknoten werden über serielle Schnitt-
stellen (USB) zu dedizierten Brückenknoten realisiert. Die Plattform
selbst ist wiederum mithilfe eines werksinternen Wi-Fi Netzes mit ei-
nem lokalen Server verbunden, welcher über eine Internetschnittstelle
verfügt. Eine Gatewaykomponente [Riedel et al., 2007b] ist dafür ver-
antwortlich den IP-basierten Teil der Dienstschnittstelle (UPnP) auf
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die Smart-Item-Dienste umzusetzen und neue Dienste auf Anforde-
rung auszubringen [Riedel et al., 2007a].
Ein Beispiel dafür, dass eine Auslagerung des Dienstes auf ein Sen-
sornetz nicht zwangsläuﬁg die erhoffte Skalierung des Systems be-
deutet, wurde im Rahmen des dreimonatigen Versuchs in der Che-
miefabrik in England erbracht. So reagierte zwar das lokale System
zuverlässig, doch es kam trotz der Einfachheit des Systems und prin-
zipiell ausreichenden Ressourcen zu unkontrollierten Überlastungen
der Kommunikation zwischen Sensorknotendienst und Backend (sie-
he Abbildung 41) [Riedel et al., 2007b]. Neben der Verteilung der Funk-
tionalität war ein weiterer Teil des Problems die Schaffung vieler, expli-
ziter Dienstschnittstellen zum Sensornetzwerk. So führte der feingra-
nulare Dienstansatz dazu, dass Komponenten deﬁniert wurden, wel-
che möglichst wiederverwendbar sein sollten. Demnach sollten diese
reichhaltige Funktionalität bereitstellen, welche von den Applikations-
entwicklern bereitwillig konsumiert wurde, ohne Konsequenzen für


























Abbildung 41: Überlastsituation mit kurzfristigem Aussetzen der Benachrich-
tigungen im Alarmfall (Nachrichten über Zeit aus [Riedel
et al., 2007b])
Im Folgenden wird dargestellt, inwieweit eine Implicit Middlewa-
re dazu beitragen kann, die optimierte Entwicklung des verteilten
Systems durch Nutzung einer automatisierten Domänenarchitektur
grundlegend zu verbessern.
4.6 beobachtungen 127
4.6.2 Höhere Ressourceneﬃzienz bei großer Flexibilität
Gegenüber der manuellen Implementierung der Implicit Middle-
ware wird insbesondere durch die Formalisierung des Optimie-
rungsproblems und Nutzung von Modelltransformationen zur
Bytecode-Modiﬁkation die Möglichkeit eröffnet, das System einfach
zu erweitern und mit anderen Werkzeugen zu kombinieren, um
weitere Anpassungen auf kontextuelle Parameter zu ermöglichen.
Danach wird nachgewiesen, dass die dynamische Anpassbarkeit der
Implementierung Ubiquitärer Systeme ohne Einbußen der Efﬁzienz
des Laufzeitsystems möglich ist.
Zum Nachweis der Flexibilität reicht das qualitative Argument, dass
durch die Automatisierung und Verlagerung der Verteilung der Ap-
plikation bis kurz vor die Ausführung auf eine größere Menge mög-
licher Implementierungen zurückgegriffen werden kann. Durch die
Nutzung von Java als Programmiersprache wird der Programmierer
nicht in seiner Ausdruckskraft gegenüber einer rein manuellen Imple-
mentierung eingeschränkt. Aktuelle Einschränkungen bei Nebenläu-
ﬁgkeit und öffentlichen Attributen gründen hingegen auf Entwurfs-
entscheidungen bzw. auf der Unvollständigkeit der Implementierung
und lassen sich nicht auf die Verwendung von MDSD zurückführen.
Als erstes Experiment wird die Optimierung des Überwachungs-
dienstes aus Abbildung 31 anhand der in Abschnitt 4.4.1 entwickel-
ten Kostenmodells und Optimierungsziele betrachtet. Der vorgege-
bene Testtrace entspricht dem Auslösen der Alarmsituation. Der ent-
sprechende Trace misst das Verhalten der Sensornetzwerkanwendung
über einen Zeitraum von 60 Sekunden. Ziel der Optimierung ist es, die
Zeit bis zur Auslösung des Alarms zu minimieren. Die Anwendung
soll zerteilt und auf drei Maschinen verteilt werden: einem mobilen
Sensorknoten, der auf der chemischen Tonne drum angebracht ist, ei-
nem stationären Knoten env, welcher die Umgebung überwacht, und
dem lokale Wi-Fi-Gateway gw, der auf Embedded Linux-Basis läuft
und die Schnittstelle nach außen darstellt sowie den lokalen Alarmge-
ber steuert. Wird in der initialen Testkonﬁguration dieselbe Netzwer-























Abbildung 42: Verteilung unter niedriger Netzwerklatenz
Verändern sich die Rahmenbedingungen und dominiert statt der
Anzahl der Aufrufe die Rechendauer innerhalb der Klassen, somit die
Ausführungszeit, stellt sich die Situation ganz anders dar. Im Experi-
ment haben die Maschinen env, drum und gw bereits unterschiedliche
Ausführungsgeschwindigkeiten. env und gw haben als Sensorknoten
jeweils nur Taktraten von 4 respektive 5 MIPS. gw dagegen ist ein fes-
tinstalliertes eingebettetes System und mit 200 M<IPS deutlich perfor-
manter. Erhöhen sich nun die Kosten der Kommunikation, z. B. weil
die Netzwerkparameter geändert werden, so resultiert dies wie in Ab-
bildung 43 dargestellt.
Um den Effekt der Optimierung unter unterschiedlichen Kosten-
funktionen darzustellen, werden in der folgenden Tabelle für die Ver-
teilung V1aus Abbildung 42 und für die Verteilung V2 aus Abbildung
43 die expliziten Kosten unter den veränderten Gegebenheiten berech-
net. Es zeigt sich, dass die beiden Verteilungen Latenzzeiten zur Folge
















































- Sensor 0.0 0.0
TemperatureSensingTask
- Alarm 13.0 13.0
FrequencyControler
- VibrationSensor 0.0 7.0
FrequencyControler
- Alarm 2.0 0.0
FrequencyControler
- Fft 0.0 0.0
Starter
- TemperatureSensingTask 2.0 2.0
Starter
- FrequencyControler 0.0 0.0
Gesamtkosten 17.0 22.0
Tabelle 2: Kommunikationskosten gemäß der jeweiligen Verteilung
Durch die Veränderung der Verteilung auf langsame Knoten ändern
sich entsprechend die Ausführungskosten.
Um das Optimierungspotenzial der Implicit Middleware innerhalb
des Entwurfsraums zu verdeutlichen, zeigt Abbildung 44 die optima-
le Ausführungszeit der Beispielanwendung bei konstanten Ausfüh-
rungskosten für eine veränderliche Netzwerklatenz. Die markierten
Bereiche zeigen dabei das jeweilige Optimierungspotenzial. Abhän-
gig vom Systemzustand ist so eine Einsparung von mehreren Größen-
ordnungen durch die richtige Wahl der Verteilung der Beispielanwen-
dung möglich. Noch komplexer zeigt sich der Zusammenhang, wenn
zusätzlich die Rechenkapazität der Sensorknoten z. B. über längere
Schlafphasen reduziert wird.
Die erste Kurve der Abbildung zeigt den nicht durch die Implicit
Middleware optimierten Fall. Hier ist klar ersichtlich, dass aufgrund
der fehlenden Adaption der Ausführung bei Veränderung der Para-
meter, die Geschwindigkeit nur linear mit der Netzwerklatenz skalie-
ren kann. Die Implicit Middleware adaptiert jedoch die Verteilung ent-
sprechend, wodurch die markierte Efﬁzienzsteigerung gegenüber der
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Abbildung 44: Optimale Ausführungskosten abhängig von der Kommunika-
tionslatenz
Abbildung 45 zeigt die optimale Ausführungszeit für den gleichen
Testlauf mit den dazu ausgewählten Implementierungen als dreidi-
mensionalen Plot. Für beide Sensorknotenplattformen wurde hier wie-
der die gleiche Ausführungsleistung und gleiche Latenzen angenom-
men, was dem veränderlichen Schlaf-Wach-Zyklus entspricht. Die Hö-
he der Fläche zeigt wie in Abbildung 44 wieder die Kosten der op-
timierten Implementierung. Gleichzeitig wird der jeweils optimalen
Verteilung ein Farbwert zugeordnet, der den entsprechenden Kosten
entspricht. Es ist klar ersichtlich, dass sich schon bei der linearen Ver-
änderung dieser zwei Parameter verschiedene optimale Verteilungs-
muster ausbilden, die sich nicht trivial über eine einheitliche lokale
Verteilungsstrategie darstellen lassen. Die Implicit Middleware ermög-
licht hier die Wahl der optimalen Verteilung gemäß eines globalen
Kostenmodells.
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Abbildung 45: Ausführungskosten abhängig von der Kommunikationslatenz
und Performanceunterschied
Validierung des linearen Modells
Die vorherigen Ergebnisse sind rein simulativ gemäß dem zur
Optimierung genutzten Modell. Um die Modelltreue einer realen
Anwendung nachzuweisen, wurde exemplarisch eine einfache
Anwendung auf einem PC und einem SunSpots Sensorknoten
ausgeführt. Die Kommunikation wurde entsprechend so verteilt,
dass entweder absichtlich Kommunikations- bzw. Middlewareaufrufe
maximiert oder minimiert wurden (siehe schematische Darstellung in
Abbildung 46).
Die Kommunikation über die USB-Schnittstelle der SUN-Spots-
Basisstation wurde dabei durch die Einbindung der gleichen
Kommunikationsbibliothek transparent für beide Programme (Pakete
vom PC an den mobilen Knoten können direkt adressiert und über die
Basisstation weitergeleitet werden und umgekehrt). Die Messungen
der lokalen Ausführung, welche im Rahmen von [Yordanov, 2008]
durchgeführt wurden, zeigen klar den Overhead durch die Implicit
Middleware, der im schlimmsten Fall angenommen werden kann.
Für die bei der Optimierung genutzte Modellierung ist es wichtig,
dass dieser Overhead jedoch konstant vom Aufruf abhängt. Hierzu
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Abbildung 46: Verteilung eines trivialen Testprogramms
Wichtig für die spätere Deﬁnition der Kostenfunktion für die Netz-
werkkosten ist, dass die genaue Größe der übertragenen Daten für den
Testfall eine untergeordnete Rolle spielt. Bei den Versuchen wurden ty-
pische Aufrufe verschiedener Methoden mit Integer- (4 Byte), Double-
(8 Byte) und String-Argumenten (mit einer Größe von 14 Byte) übertra-
gen. Wie in Abbildung 47 und 48 zu sehen ist, hing die Ausführungs-
dauer der Aufrufe im Test unabhängig von Methodentyp linear von
der Aufrufhäuﬁgkeit ab (dies ist dadurch zu erklären, dass alle Argu-
mente in ein Paket passen). Die beobachteten Schwankungen liegen
bei der Kommunikation mit dem Sensornetz in der Größenordnung
von einem Prozent, was auch bei einer Ungleichverteilung der Ab-
weichung eine akzeptable Modellabweichung darstellt. Interessant ist,
dass die Kommunikation zwischen zwei lokalen Komponenten, wie in
Abbildung 47 dargestellt, ähnlich lange Latenzen hat wie ein Aufruf
zu einem Sensorknoten. Dies liegt daran, dass die Middleware loka-
le Aufrufe nicht gesondert behandelt, sondern über den Dispatcher
einen neuen Ablaufstrang erzeugt. Eine Differenzierung des Spezial-
falls bzw. efﬁziente Interprozesskommunikationsmechanismen (IPC)
würden hier Abhilfe schaffen ist dies jedoch bei einer statischen Opti-
mierung und Zerteilung gar nicht nötig.
Um die Behauptung nachweisen zu können, dass eine Verbesse-
rung der Performanz gegenüber handgeschriebenem Code möglich
ist, wird die gleiche Anwendung ohne die Verwendung der “Impli-


















































Abbildung 48: Gemessene Zeit für Übertragungen zwischen Rechner und
SunSpots mit Middleware vs. lineares Modell
Während die manuelle Implementierung alle nichtgebundenen Teile
auf dem PC implementiert, was im Falle einer schnellen Kommuni-
kation die optimale Strategie darstellt, wird anschließend mithilfe der
Implicit Middleware die Verteilung auf den veränderten Ausführungs-
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kontext optimiert. Die kommunikationsintensiven Schnittstellen wer-
den als Resultat lokal gehalten und die Middleware nur an Stellen
eingeführt, an denen sie explizit benötigt wird.
Abbildung 49 zeigt die Messerergebnisse für die Testanwendungen,
welche zwischen einem SunSpots Sensorknoten und einem PC verteilt
wurde. Im ersten Vergleichsfall wird zwar die optimale Verteilung ge-
wählt, es wird jedoch auf eine automatische Generierung der Midd-
leware verzichtet. Aufgrund des hohen Overheads durch den wieder-
holten Aufruf der Middlewareschnittstelle auf den SunSpots ist hier,
eine unakzeptabel langsame Ausführung zu beobachten. Dieser Fall
entspricht einer manuell eingeführten Middleware, welche erst zur
Laufzeit dynamisch optimiert.
Deutlich besser ist das Ergebnis, wenn man nur das Nötigste auf
dem Sensorknoten ausführt und sich auf die suboptimale Verteilung
festlegt, aber die Middlewareschnittstellen nur an den notwendigen
Stellen einfügt. Hierdurch ist im Test trotz der statischen suboptimalen
Verteilung, im Beispiel eine Verbesserung von 83% gegenüber der "dy-
namischen"Middleware zu erreichen. Dieser Fall entspricht einer sta-
tischen manuellen Implementierung unter unvollständigem Wissen.
Nur durch die Implicit Middleware lässt sich eine optimale Strategie
ohne Wissen über den Ausführungskontext wählen und darauf
aufbauend die Middlewareschnittstelle minimieren. Hierdurch
waren nochmals 86% Einsparungen gegenüber der statischen
Implementierung erreichbar. Diese Zahlen sind nicht repräsentativ
für beliebige Anwendungen, belegen jedoch die Aussage, dass durch
die Implicit Middleware eine Verbesserung gegenüber alternativen
Implementierungen möglich ist. In realistischen Anwendungen fallen
die Einsparungen, wie auch vorangegangenen Experimente zeigen,
entsprechend geringer aus.
4.6.3 Bessere Integration in komplexe und heterogene Systeme
bei geringer Codegröße
Die Anforderung der dynamischen Anpassbarkeit der Verteilung über
heterogene Systeme mit unterschiedlichen Vernetzungs- und Ausfüh-






































Abbildung 49: Durchschnittliche Ausführungszeit über 100 Versuche
lewaresysteme dar. Dabei ist gerade Ressourcenefﬁzienz eine Heraus-
forderung, da komplexere Strategien nur unter erhöhtem Aufwand
zur Laufzeit implementiert werden können.
Neben der Ausführungsgeschwindigkeit ist dabei die Programm-
größe von komplexen Implementierungen ein begrenzender Faktor
für viele Ubiquitäre Systeme. Auf hoch eingebetteten Systemen wie
dem verwendeten Particle Computer steht, trotz einer sehr einfachen
(wie unvollständigen) JavaVM-Implementierung wie der ParticleVM,
nur sehr begrenzter Speicherplatz zur Verfügung (siehe Abbildung
50). Selbst eine minimalistische Middlewareschicht und zusätzlich ge-
nerierter Code wie die der Implicit Middleware ist hier kritisch. In Abbil-
dung 3 wurde abhängig von der Anzahl der von einer Verteilung be-
troffenen Klassen und Methoden der zusätzliche Programmspeicher
gemessen, welcher von der Implicit Middleware zur Laufzeit benötigt
wird. Die Laufzeitbibliothek wird hierzu auf beiden Plattformen be-
nötigt.
Zum Zeitpunkt ihrer Entwicklung war die Implicit Middleware da-
mit die einzige transparente Java Middleware, welche auf dieser Platt-
formklasse ausführbar war. Im Jahr 2011 wurde von Junior et al. [2011]
die SpotShout Middleware entwickelt, welche auf der Serialisierungs-
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Abbildung 50: Speichernutzung der ParticleVM auf einem Particle Computer
[Riedel und Arnold, 2007]
einmalig pro Klasse pro Methode
Bibliothek 37
Stubklasse 1,3
DispatchHelper 1,15 0,024 0,035
Tabelle 3: Speicheraufwand in kB abhängig von der Programmkomplexität
schnittstelle des Karlsruher Sensornetwork Projekts aufsetzt [Beste-
horn et al., 2009]. Die SpotShout Middleware nutzt ähnlich wie die Im-
plicit Middleware Codegenerierung, setzt aber zur Entwicklungszeit an.
So werden die Stubklassen auf Basis des Java-Sourcecodes erstellt und
der Programmierer muss explizit die Middlewareschnittstelle und die
Stubklassen einbinden.
Andere minimale Implementierungen von Java Fernaufrufen set-
zen hingegen auf Reﬂexionsmechanismen auf, welche von den meis-
ten eingebetteten Virtuellen Maschinen für Sensorknoten wie [Caracas
et al., 2009; Brouwers et al., 2009; Aslam et al., 2008; Riedel und Arnold,
2007] nicht unterstützt werden. Ein Beispiel für eine Implementierung
ist das LipeRMI Projekt. Modellgetriebene Entwicklung kompensiert
die fehlende Reﬂexion zur Laufzeit und erzielt eine kompakte Darstel-
lung im Programm.
Abbildung 4 vergleicht die verschiedenen Laufzeitbibliotheken zur
Unterstützung von Fernaufrufen. Zum Vergleich wurde den leichtge-
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GNU RMI LipeRMI SpotShout Implicit
+KSN Ser Middleware
12575/21653 474/615 791+735/1016+1001 425/606
Tabelle 4: Quellcodezeilen (logisch/physikalisch) verschiedener Java Midd-
leware für den Methodenfernaufruf
SpotShout Particle Computer PlainJava
588/747 169/237 168/233 163/229
Tabelle 5: Quellcodezeilen (logisch/physikalisch) für die Bindung gegen
Kommunikationsplattform
wichtigen Implementierungen zusätzlich eine vollständige Implemen-
tierung von Java RMI auf Basis von Corba IoP entgegengesetzt. Die
Implicit Middleware Implementierung, welche auf Codegenerierung be-
ruht, benötigt neben der reﬂexionsbasierenden Implementierung am
wenigsten Laufzeitcode und ist als Einzige vollständig automatisiert
auf bestehende Javaprogramme ohne Veränderung des Quellcodes an-
wendbar. Darüber hinaus braucht sie deutlich kleinere Schnittstellen
und Anpassungen auf existierende Sensornetzwerkplattformen. Tabel-
le 5 stellt den für die Plattformbindung benötigten Quellcode in Relati-
on zu der SpotShout-Implementierung dar, welche jedoch momentan
lediglich auf SunSpots-Sensorknoten lauffähig ist.
Für die Abschätzung des Implementierungsaufwandes nutzen wir
die Anzahl der Quellcodezeilen (SLOC) für äquivalente Codeanteile
in den verschiedenen Implementierungen. Um Vergleichbarkeit über
verschiedene Programmiersprachen hinweg sicherzustellen, wurde
die SLOC-Zähl-Implementierung des USC CodeCount-Werkzeugs
(UCC) genutzt, welches eine klare Zählmethode deﬁniert [Nguyen
et al., 2007]. Das Tool unterstützt die Berechnung der Quellcodezeilen
für die meisten gängigen Programmiersprachen. Da Modelltransfor-
mationssprachen keine vorimplementierten Zählregeln existieren,
wurde für diese Arbeit ein eigener UCC-Zähler für die Epsilon
Transformationssprache (ETL) entwickelt. Aufgrund der strukturellen
Ähnlichkeit konnten hierzu die Zählregeln für Java angepasst und





Optimierung 853/1233 0∗ 1631/2129∗∗
Kostenfunktion 31/41 6∗ -∗∗
Modell-zu-Kosten 144/232 14/19 -∗∗
Stellvertretererst. 1060/1723 245/200 1025/1446
EMF-Adapter - 126/183 -
Tabelle 6: Implementierungsaufwand Bytecodepartitionierungsysteme (∗
implizit/DSL,∗∗Heuristik)
Interessanter als die Komplexität der für die Domänenarchitektur
benötigten Plattform ist jedoch die Implementierung der Implicit Midd-
leware an sich. Die herausragende Motivation für die Adaption eines
MDSD Prozesses ist die Efﬁzienz der Entwicklung. Dabei ist diese
Entwicklungsefﬁzienz nicht alleine auf die Codegenerierung zurück-
zuführen. Vielmehr soll gezeigt werden, die Generierung von ausführ-
barem Code auf Basis von MDSD die Entwicklung beschleunigt. Hier-
zu ist es hilfreich, dass eine funktionsäquivalente Implementierung
der Implicit Middleware ohne MDSD bereits in [Célette, 2007; Yorda-
nov, 2008] entwickelt wurde. Gleichzeitig existiert mit jOrchestra [Ti-
levich und Smaragdakis, 2009] ein System, welches ähnlich wie die
Implicit Middleware monolithische Java-Programme auf Klassenbasis
zerteilen kann. Auch wenn jOrchestra durch seine Laufzeitkomple-
xität weder auf Sensorknoten lauffähig ist noch eine statische Opti-
mierung der Ausführungskosten bezüglich der Umgebung ausführt,
konnten teilweise äquivalente Teile für einen Vergleich herangezogen
werden. Der Vergleich der Quellcodezeilen, welcher in Tabelle 6 aufge-
führt ist, zeigt eine deutliche Reduktion des notwendigen Implemen-
tierungsaufwandes für relevante Teile des Systems. Wichtig ist, dass
es sich bei den verglichenen Systemen ebenfalls um Codegenerato-
ren handelt, die jedoch nicht eine Abbildung auf MDSD Werkzeuge
und Meta-Modelle abbilden. Entscheidender Faktor ist die Integrati-
on existierender, stabiler, optimierter Werkzeuge; im Fall der Impli-
cit Middleware von mathematischen Solvern wie soplex oder CPlex
(über die ZIMPL DSL). Hierdurch entfallen relevante Teile der Ent-
140 implizite middleware
wicklung lediglich auf die Abbildung des Problems auf bestehende
Werkzeuge, welche efﬁzient das speziﬁsche Problem lösen. Die zentra-
le Deﬁnition der Kostenfunktion kann hierdurch in 6 Zeilen Quelltext
abgehandelt werden, welche in entsprechend gekapseltem Java-Code
(Besuchermuster) noch das 5-fache an Code einnimmt. Die manuell
implementierte Optimierung aus [Célette, 2007] entfällt vollständig.
Auch transitive Randbedingungen wie die Zusammenverteilung von
Klassen mit der jeweiligen Oberklasse lassen sich auf mathematischer
Modellebene efﬁzient ausdrücken.
4.7 zusammenfassung
Ausgangspunkt für die Überlegungen in diesem Kapitel war die Her-
ausforderung, Dienste, wie die Überwachung von chemischen Gütern,
durch Ubiquitäre Systeme näher an der Realität auszuführen. Ziel war
ein nahtloser Übergang von monolithischen Systemen zu Ubiquitären
Systemen, ohne Sensorknoten lediglich als Datenlieferanten zu sehen.
Grundlage hierfür stellte die Portierung einer virtuellen Javamaschi-
ne auf Sensorknoten und die Dienstinfrastruktur dar, welche inner-
halb des CoBIs Projektes erstellt wurde. Motiviert durch die prakti-
schen Erfahrungen innerhalb des CoBIs Projekts adressiert die Implicit
Middleware das Problem einer optimalen Verteilung ohne Wissen über
den Ausführungskontext zur Entwicklungszeit. Grundlegende Idee ist
es daher, auf explizite Middleware zu verzichten und monolithische
Dienste direkt automatisiert auf zeitveränderlichen Ubiquitären Syste-
men zu verteilen.
Die Implicit Middleware ermöglicht es, vorkompilierte Java-Dienste
modularisiert auf Sensorknoten auszuführen. Durch die Automatisie-
rung und Verlagerung der Modularisierung von der Entwicklungszeit
bis zur letztendlichen Ausführung kann die Implicit Middleware die
Verteilung des Dienstes auf die kontextuellen Gegebenheiten der Aus-
führungsumgebung adaptieren. Durch die Integration mit der CoBIs-
Infrastruktur, kann die Implicit Middleware die Verteilung anhand der
lokal verfügbaren, aktuellen Netzwerk- und Rechenressourcen dyna-
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misch anpassen und das Programm dazu auf den Bytecode umschrei-
ben.
Hierzu wurde ein MDSD-Prozess entworfen, welcher von ausführ-
barem Bytecode, Proﬁling-Traces und dem aktuellen Systemzustand
ausgeht und über Kostenfunktionen - vom Entwickler speziﬁziert - in
ein mathematisches Optimierungsmodell transformiert. Auf Basis die-
ses Modells wurde ein gekoppelter Transformationsprozess deﬁniert,
welcher das Ausgangsmodell, also hier den ausführbaren Dienst, ana-
log der Lösung des Optimierungsproblems transformiert. Die Opti-
mierung ist auf Basis von mathematischer Programmierung durch die
Einbettung der Zuse Institute Mathematical Programming Language
leicht erweiterbar.
Die Domänenarchitektur wurde vollständig in das Eclipse Model-
ling Framework integriert und
• zerteilt eine Java-Applikation automatisiert in verteilte Artefak-
te,
• optimiert diese nach vorgegebenen Kostenmodellen
• und generiert bedarfsgerechte Middlewareschnittstellen.
Wie gezeigt wurde, kann die Transformation existierender Anwen-
dungen zur Laufzeit zu einem vielfachen Geschwindigkeitsgewinn
bei der Ausführung auf dem Zielsystem führen. Neben der Automa-
tisierbarkeit des Prozesses können als Effekt des modellgetriebenen
Entwicklungsprozesses insbesondere die erwarteten Eigenschaften er-
höhter Flexibilität und Performanz bei Reduktion der Implementie-
rungskomplexität durch die Nutzung formaler Modellierung und ele-
gante Einbindung problemspeziﬁscher Werkzeuge nachgewiesen wer-
den. Auch wenn die Implicit Middleware innovative Konzepte für die
Verteilung von Funktionalität auf Ubiquitären Systemen nutzt, sind
die erstellten Systeme in der Praxis nur begrenzt einsetzbar:
+ Die Nutzung kompilierter Javaprogramme ermöglicht die ver-
teilte Ausführung von monolithischen Javaprogrammen auf Ubi-
quitären Systemen ohne Eingriff in den Quelltext und ohne ex-
plizit zusätzliche Programmierabstraktionen einzuführen.
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+ Die Generierung von Middleware kann den zusätzlichen Over-
head auf den Bedarfsfall reduzieren. Modelladaptive Codetrans-
formation ist damit eine Alternative zu reﬂexiven Middleware-
mechanismen für ressourcenbeschränkte Ubiquitäre Systeme.
+ Durch die Integration existierender Modellschnittstellen und ma-
thematischer Optimierungstechniken zur Modelltransformation
konnte der Implementierungsaufwand der Implicit Middleware
stark reduziert werden.
− Durch die Nutzung der Java-Applikationsstruktur als Modell-
grundlage ist die Zerteilung und damit die Optimierung auf die
Klassenstruktur begrenzt.
− Der Erhalt der Semantik der JavaVM kann nur unter einschrän-
kenden Annahmen garantiert werden und hängt stark von den
Implementierungen des Laufzeitsystems der Sensorknotenplatt-
form ab.
− Sensornetzwerktypische Interaktionsformen wie nebenläu-
ﬁge Aggregation können durch die Transformation auf
Bytecodeebene nicht dargestellt werden.
+ Durch die Formalisierung des Optimierungswissens durch
MDSD können existierende Applikationen automatisiert auf
den Ausführungskontext Ubiquitärer Systeme angepasst
werden.
+ Durch die Verschiebung der Plattformbindung bis kurz vor die
Laufzeit und der Einbindung der Domänenarchitektur in das
Laufzeitsystem kann die Implicit Middleware im Gegensatz zu
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5
MODELLGETR IEBENE KOMMUN IKAT ION
ziel: Ziel ist die Entwicklung hoch-optimierter, plattformspeziﬁscher
Kommunikationsmechanismen, welche gleichzeitig Interopera-
bilität in heterogenen Ubiquitären Systemen sicherstellen.
konzept: Mittels MDSD wird heterogene Kommunikation zunächst
auf ein formales Grundgerüst reduziert, auf dessen Basis tech-
nologische Abbildungen entworfen werden. Codierungen und
Schnittstellen werden mit geringem Aufwand an den technolo-
gischen Kontext wie z. B. Web Services und proprietäre Sensor-
netzwerke adaptiert.
beiträge: Typische technologisch relevante Problemstellungen Ubi-
quitärer Systeme, wie Nachrichtenaustausch, -kompression und
-übersetzung werden auf ein formal fundiertes, leicht erweiterba-
res Entwicklungsrahmenwerk abgebildet, welches syntaktischen
und semantischen Transformation von Nachrichten auf eingebet-
teten Systemen unterstützt.
voraussetzungen: Die Referenzimplementierungen der Sensor-
knoten-Gateways entstanden innerhalb des Aletheia Projektes
und erweitern die Basis-Bibliotheken für Devices Proﬁle for
Web Services des WS4D Projektes. Die aspektorientierte Code-
generierung in EMF nutzt insbesondere xPand-Schablonen.
ergebnis: Speziell die erwarteten Eigenschaften erhöhter Flexibili-
tät und Ressourcenefﬁzienz durch die Codegenerierung konn-





Die Schaffung eines globalen Netzwerks verschiedener ubiquitärer
Netzwerke ist eine der treibenden technologischen Visionen innerhalb
Ubiquitärer Systeme. Dahinter steht maßgeblich die wirtschaftliche Vi-
sion der Schaffung von domänen- und netzwerkübergreifenden Ge-
schäftsfeldern und Nutzungsszenarien durch durchdringende Infor-
mationsvernetzung. Das sogenannte "‘Internet der Dinge“ (IoT, Inter-
net of Things) [Union, 2005], [Gershenfeld et al., 2004] spielt damit dop-
pelt, einmal technisch und zum anderen ökonomisch, auf das Internet
an. Zum einen referenziert es das globale IP-basierte Netzwerk, wel-
ches über 5 Milliarden Geräte verschiedenster Netzwerke verbindet,
und zum anderen den daraus seitdem entstandenen Kern wirtschaft-
lichen Wachstums [Research, 2010]. Genauso wie in der Evolution des
Internets ist die Voraussetzung für wirklich ubiquitäre Anwendungen
die Harmonisierung von existierenden Technologien und die Ermög-
lichung von übergreifenden Kommunikationssystemen.
Heutzutage sind 98% aller Rechnerkerne (Mikroprozessoren) inner-
halb von eingebetteten Systemen verbaut [Turley, 2003], welche zuneh-
mend vernetzt werden. Die globale Kommunikation zwischen den Ge-
räten und Entitäten des realen Lebens birgt durch die stärkere Interak-
tion mit alltäglichen Problemen und Prozessen über Domänengrenzen
hinweg einen enormen Mehrwert [Buckley, 2006]. Eine solch globale
übergreifende Kommunikation bedarf jedoch einer globalen Sprache
bzw. ubiquitär einsetzbarer Übersetzungsmechanismen.
Ein System, welches z. B. drahtlose Sensorknoten und klassische
RFID Technologie umfasst, muss zudem verschiedensten techni-
schen Anforderungen Rechnung tragen. Spezialisierte Protokolle
adressieren Ressourcenbeschränkungen wie Energie, Kommunika-
tionsbandbreite, Kommunikationstopologie sowie Rechenkraft der
verschiedenen Systeme. Die Entwicklung optimierter Protokolle, die
immer neue Anwendungen ubiquitärer Informationstechnologien
in verschiedenen Anwendungsfällen erlauben, ist ein komplexes
Unterfangen.
In diesem Kapitel wird gezeigt, dass sich mit einer einzigen an-
passbaren Domänenarchitektur auf Basis von existierenden Schnitt-
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stellensprachen wie der Web Service Description Language, proprie-
täre und standardisierte ubiquitäre Technologien efﬁzient untereinan-
der vernetzen. So werden Gateways generiert, welche genutzt werden,
um mobile Diagnoseapplikationen mit ad hoc-vernetzten Systemen zu
verbinden. Der Entwurf basiert nicht nur auf einem formalen Rahmen-
werk, sondern das formale Rahmenwerk selbst stellt die Implementie-
rung dar. Die hier entwickelte modellgetriebene Gateway-Architektur
nutzt hierzu aspektorientierte Codeerzeugung, welche auf aktuellen
Forschungen zu einer mächtigen, jedoch gut beherrschbaren Klasse
von eingabegetriebenen Kellerautomaten (Input-Driven Automata, IDA
[Mehlhorn, 1980] oder auch Visibly Pushdown Automata, VPA [Alur
und Madhusudan, 2004]) aufbaut. Auf Basis dieser wohldeﬁnierten
Formalismen kann der Nachrichtenaustausch in eine plattformunab-
hängige ausführbare Darstellung transformiert werden. Davon ausge-
hend wird plattformspeziﬁscher Code erstellt, welcher den Informa-
tionsaustausch gemäß dem Entwicklungsrahmen technisch realisiert.
Im Gegensatz zu anderen Middlewaresystemen werden nicht nur be-
stehende Kommunikationsstandards implementiert, sondern die Im-
plementierung (fast beliebiger) efﬁzienter, ﬂexibler Technologieabbil-
dungen in den Mittelpunkt gestellt. Eine MDSD Domänenarchitektur
ermöglicht es dem Entwickler, konkret neue plattformoptimierte Im-
plementierungen zu entwickeln oder an bestehende Systeme anzubin-
den.
Das hier vorgestellte Rahmenwerk für modellgetriebene Kommuni-
kation erlaubt
• die automatisierte Erzeugung von ressourcenefﬁzienten Überset-
zern für drahtlose, nachrichtenbasierte Ad-hoc-Kommunikation,
• die Entwicklung efﬁzienter angepasster Nachrichtenformate
und plattformabhängiger Schnittstellen für eingebettete Systeme
auf Basis von abstrakten Dienstdeﬁnitionen,
• sowie die Abbildung von Codierung, Übersetzung und Abfrage
von Nachrichten auf ein wohldeﬁniertes formales Rahmenwerk.
154 modellgetriebene kommunikation
5.1.1 Wichtige Vorarbeiten
Die Forschungen zur Transformation von Nachrichten mittels leicht-
gewichtigen Gateways haben, wie auch die Überlegungen des voran-
gegangenen Kapitels, bereits ihren Ursprung im CoBIs Projekt. Neben
der verteilten Ausführung von Code, wie sie dem letzten Kapitel zu-
grunde liegt, ist ein Problem in heterogenen Systemen (wie dem Co-
BIs System) die Unterstützung und Vereinheitlichung des Nachrich-
tenaustausches.
Die Konzepte zur syntaktischen und semantischen Transformation
wurden dazu erstmalig in [Riedel et al., 2007b] veröffentlicht und auf
global verteilte peer-to-peer Sensornetze in [Isomura et al., 2006] ange-
wendet. Der Transformationsprozess in der CoBIs Gatewayarchitektur,
insbesondere die Abbildung auf die UPnP Dienstarchitektur, wird in
dieser Arbeit stark verallgemeinert und von der Laufzeit auf die Ent-
wicklungszeit übertragen.
Die Nutzung der Modellierung auf Basis von eingabegetriebenen
Transduktoren, wie sie dieser Arbeit zugrunde liegt, wurde erstmals
in [Riedel et al., 2010b] veröffentlicht. Hier wird auch bereits der
modellgetriebene Entwicklungsprozess skizziert. Dieser wurde erst-
mals innerhalb der Diplomarbeit von Yordanov [2009] prototypisch
implementiert. Der Entwurf der dynamischen Laufzeitumgebung
für die Web-Service-Gatewayarchitektur, welche die Basis für den
Anwendungsfall liefert, wurde innerhalb der Studienarbeit von
Genaid [2011] erstmalig implementiert. Ein Überblick der Domänen-
architektur speziell für die Web-Service-Gateways wurde in [Riedel
et al., 2010a] veröffentlicht.
Diese Anwendung und die Anforderungen an modellgetriebene
Kommunikationstechnologien innerhalb von industriellen Szenarien
wurden in [Fantana und Riedel, 2009] und [Fantana und Riedel,
2010] in Zusammenarbeit mit Nicolaie Fantana erarbeitet. Die
Eingliederung der Technologien in eine semantische Informationsfö-
deration innerhalb des Aletheia Projektes, welche den übergeordneten
Projektrahmen der vorliegenden Arbeit bilden, wird in [Wauer et al.,
2011] beschrieben.
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5.2 scoping: mdsd für heterogene kommuni-
kation
In diesem Kapitel wird ein modellgetriebener Entwicklungsprozess
vorgestellt, der die Modellierung von verschiedenen Aspekten eines
heterogenen Nachrichtenaustauschs erlaubt und die Erstellung
konkreter Kommunikationsschnittstellen zwischen heterogenen
Diensten weitestgehend automatisiert. Die Domänenarchitektur ver-
folgt das Ziel, die Entwicklung verschiedenster Protokollübersetzer,
Nachrichtencodierungen und Kommunikationsschnittstellen auf
einfache Prinzipien zu reduzieren und gleichzeitig auf eine große
Menge heterogener, strukturell ähnlicher Technologien zurückgreifen
zu können. Sowohl die erzeugten Nachrichteninstanzen als auch die
Schnittstellenbeschreibungen können von unterschiedlichster, dem
aktuellen Entwicklungs- und Ausführungskontext angepasster Natur
sein. Wie der folgende Anwendungsfall zeigt, kann durch einen
Middle-Out-Ansatz eine plattformübergreifende Kommunikations-
abstraktion geschaffen werden. Diese lässt sich mithilfe eines
MDSD-Ansatzes technologisch efﬁzient innerhalb der vorgegebenen
Umgebung und mit technisch als auch menschlich begrenzten
Ressourcen efﬁzient implementieren.
5.2.1 Motivierendes Beispiel: Wartung industrieller Anlagen
mittels ad hoc ausgebrachter Sensorik
Historische und Echtzeit Informationsquellen sind für die Instandhal-
tung industrieller Anlagen sehr wertvoll. Eine Diskrepanz zwischen
der Welt, wie sie modelliert wird, und dem realen Zustand führt im
Umkehrschluss oftmals zu suboptimalen Wartungsstrategien führt.
Insbesondere bietet hier der Einsatz von drahtlosen Sensorknoten,
welche kostengünstigen Mikrosystem(MEMS)-Sensoren und energie-
efﬁziente drahtlose Kommunikationsschnittstellen verbinden, neue
Möglichkeiten für zustandsbasierte Wartung [Thanagasundram und
Schlindwein, 2006; Albarbar et al., 2009, 2008; Badri et al., 2010].
Neben Daten, die von den Anlagen selbst bereitgestellt werden, kön-
nen gerade ﬂexible, spontan ausgebrachte Sensoriksysteme dazu bei-
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tragen, Fehlerquellen an Anlagen zu identiﬁzieren, welche teilweise
über 40 Jahre im Einsatz sind. Heutiger Stand ist jedoch, dass gerade
Wartungsingenieure vor Ort nur einen begrenzten Zugang zu wichti-
gen Informationen über den Zustand einer Maschine und deren Um-
gebung haben.
Als Aspekt der Informationsföderation bildet die Anbindung
von heterogenen Diagnosesystemen den Kern einer informierten
Wartungsstrategie [Fantana und Riedel, 2009; Wauer et al., 2011].
Gesammelte Diagnosedaten können zusätzlich den Zugriff auf
bestehende Datenbestände stark verbessern. Gezielte spontane
Messung von Signalen, wie z. B. Schwingungsmustern vor Ort, helfen
bekannte Fehlerquellen zu identiﬁzieren. Innerhalb einer mobilen
Wartungsstrategie sind gerade drahtlose Sensorknoten eine geeignete
technische Plattform, welche jedoch aufgrund ihrer technischen
Eigenheiten sowie der beschränkten Ressourcen schwer direkt in
generische Informationsföderationssysteme einzubinden sind.
Nur durch den Einsatz standardisierter, wohldeﬁnierter Schnitt-
stellen lässt sich im Produktionsumfeld nicht nur nachhaltige,
kostengünstige, sondern auch hochqualitative, sichere und nahtlose
Daten- und Informationserfassung gewährleisten. Abbildung 51 zeigt
schematisch wie eine entsprechende Gatewayarchitektur aufgebaut
ist und wie sie sich in den Kontext der Aletheia-Architektur für das
mobile Wartungsszenario einfügt [Wauer et al., 2011].
Geht man davon aus, dass in Zukunft der Servicetechniker eine gan-
ze Reihe verschiedenartiger drahtloser Meßsysteme unterschiedlicher
Hersteller mitführt, so muss dem Messprogramm die Semantik aller
Schnittstellen bekannt sein. Weiterhin ist die Fähigkeit das System,
welches aus heterogenen Komponenten besteht, im Feld zu integrie-
ren, zu konﬁgurieren und zu kalibrieren von entscheidender Bedeu-
tung für die Anwendung von ad hoc vernetzter Sensorik im Wartungs-
szenario. Lose gekoppelte, dokumentenbasierte Web-Services bieten
einen wohldeﬁnierten Weg um Konﬁgurations- und Messdaten von
drahtlosen Ad-hoc-Systemen und Automatisierungssystemen auszut-
auschen [Jammes und Smit, 2005; Fantana und Riedel, 2010], haben
jedoch den Nachteil einen im Verhältnis zur enthaltenen Information
sehr hohen Laufzeitaufwand zu erzeugen.




















































Abbildung 51: Einbindung der Nachrichtenübersetzung in die Aletheia-
Gesamtarchitektur
Anhand dieses in Abbildung 52 schematisch dargestellten Anwen-
dungsfalls aus dem Aletheia-Projekt können schnell verschiedene Her-
ausforderungen ausgemacht werden. Erstens müssen standardisierte
Wege gefunden werden, um vergleichbar hochwertige Daten-Sets mit
opportunistischen, verteilten Messungen zu erhalten. Neben den An-
forderungen an die Sensorik sind hierbei auch gerade Kommunika-
tionsaspekte betroffen. Bei verteilten Messungen ist z. B. feingranulare
Synchronisation von verteilten Messungen von Bedeutung, weswegen
optimierte MAC-Protokolle (z. B. [Krohn et al., 2007]) benötigt werden.
Zweitens muss bei einer Live-Datenerfassung ein hoher Durchsatz an
Messdaten (z. B. 2 kHz * 3 Kanäle à 16 bit = 96 kbps) gewährleis-
tet werden, was bei gleichzeitiger Energieefﬁzienz der Hardware ei-
ne hohe Efﬁzienz bei der Bandbreitennutzung voraussetzt. Der IEEE










Abbildung 52: Schematische Darstellung der Datenﬂüsse im Anwendungs-
fall
Datenrate von 250 kbps, was ungefähr einer maximalen Nutzdatenra-
te von 101 kbps entspricht [Jennic, 2006]. Ohne Optimierung ist die
Abtastung und Übertragung eines dreiachsigen Beschleunigungswer-
tes mit 1 kHz Bandbreite nicht möglich. Eine Codierung als XML-
Nachricht wie bei Webservices ist nicht denkbar.
Dies erklärt auch, warum trotz verstärkter Anstrengungen Standar-
disierungen in diesem Bereich nur begrenzten Einﬂuss gezeigt haben.
Standards wie IEEE 802.15.4 adressieren die verschiedenen applika-
tionsspeziﬁschen Anforderungen dadurch, dass sie sich zum einen
bei der Standardisierung auf einen sehr kleinen Teil der Kommuni-
kation, wie die Adressierung und den konkurrierenden Kanalzugriff,
beschränken. Zum anderen lässt gerade 802.15.4a eine Reihe nicht in-
teroperabler Optionen für die physikalische Umsetzung zu. Während
im WLAN Standard 802.11 es noch geglückt ist, die Interoperabili-
tät der Geräte sicherzustellen, so stellt 802.15.4 global lediglich die
Interoperabilität bezüglich der Adressierung sicher. Dieser Trend zu
einer hohen Diversität nehmen auch Standardisierungsbestrebungen
wie ISA 100.11a zur Kenntnis und versuchen Interoperabilität auf ei-
ner höheren Ebene anzusetzen. Zu nennen sind aus jüngster Zeit z. B.
ZigBee(Pro), Wireless HART oder das OPC Binärprotokoll sowie eine
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Reihe von breit eingesetzten proprietären Protokollen. Das vorherr-
schende Problem ist, dass es statt zu einer Vereinheitlichung nur zu
dem parallelen Entstehen verschiedenster Standards kommt.
5.2.2 Problemstellung
Erweitert man die Betrachtung auf ein Internet der Dinge, so ist die
Anzahl der Protokolle und Kommunikationsparadigmen noch diver-
ser. Die eingesetzten Techniken rangieren von Web Services und Wi-
reless LAN über proprietäre Sensor- und Heimautomatisierungsnet-
ze zu global eingesetzten Funktechnologien wie die EPC Protokol-
le für RFID Anwendungen. Weitere Diversität wird durch verschie-
denste Programmiermodelle, Werkzeugunterstützung, Betriebssyste-
me, Nebenläuﬁgkeitsmodelle und Programmiersprachen eingeführt.
Die Möglichkeit und der Zwang innerhalb dieser Systeme möglichst
efﬁziente Implementierungen von Kommunikation zu schaffen, hat zu
einer Plethora an Protokollen und Datenformaten geführt. Das Resul-
tat ist ein babylonisches Sprachgewirr, das mit Übersetzungsmecha-
nismen wie Protokollgateways und integrativen Middlewarelösungen
adressiert werden muss.
Man sieht, dass die Heterogenität als Konsequenz von plattforms-
peziﬁschen Optimierungen
• durch bessere Ressourcenausnutzung neuartige Geräte für das
Internet der Dinge ermöglicht;
• durch fehlende Interoperabilität dem Internet der Dinge entge-
genwirkt.
In der Praxis führt die Heterogenität zu einer Reihe von Plattfor-
men X, welche nach Standard Y kommunizieren können. Jeder Stan-
dard kommt oft mit einer Vielzahl von Werkzeugketten daher, wel-
che sich für verschiedene Plattformen eignen. Trotz des Generalismus-
anspruches all dieser Systeme hat sich bis jetzt trotz der Ähnlichkeiten
keine dieser Beschreibungen durchsetzen können. Will man innerhalb
eines verteilten Systems verschiedenste Quell- und Zielformate zur
Kommunikation zwischen verschiedenen Plattformen und Program-
miersprachen nutzen, so führt dies schnell zu einer hohen Komple-
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xität an Übersetzungscode. Es entstehen (n∗m2 ) Möglichkeiten für die
direkte Kommunikation bzw. (m2 ) ∗m für Gateways auf m Plattformen
für n Kommunikationsprotokolle. Trotzdem beobachtet man, dass sich
sowohl die Formate als auch der Übersetzungscode stark ähneln und
oft redundant sind, es aber keinen Ansatz gibt, diese wieder zu nutzen.
Dies führt schnell zu einer schlechten Wartbarkeit solcher Systeme.
Im Gegensatz zu existierenden Lösungen, soll also nicht ein einzel-
ner Standard wie Web Services ([Spiess et al., 2009]), UPnP [Riedel
et al., 2007b] oder REST [Guinard et al., 2011] im Vordergrund stehen,
sondern die auf die Anforderungen angepasste Entwicklung wohldeﬁ-
nierter Schnittstellen auf heterogenen Systemen. Das Ziel ist eine Kom-
munikation über alle technischen Barrieren hinweg zu ermöglichen,
ohne kontextuelle Optimierungen zu verlieren. Abstrakte, konzeptio-
nelle Modelle sollen den Bezugspunkt bilden, um diese unabhängig
vom Medium abstrakt darzustellen.
Viele Anforderungen sind so stark gekoppelt, dass schon kleins-
te Änderungen eines Parameters beispielsweise über Anwendbarkeit
oder Nichtanwendbarkeit einer konkreten Technologie entscheiden
(z. B. bzgl. der Energieversorgung). Akzeptiert man die resultierende
Heterogenität als Notwendigkeit, so ist es die Aufgabe des Entwick-
lungsprozesses diese Heterogenität efﬁzient zu unterstützen.
Der Entwicklungsprozess für ubiquitäre Kommunikation muss
zwei Teilprobleme lösen:
• die efﬁziente Interaktion mit der Geräte- bzw. Sensorknotenplatt-
form;
• die efﬁziente Abbildung von Nachrichten auf das Kommunika-
tionsmedium.
5.2.3 Modellgetriebene Nachrichtenübersetzung
Die efﬁziente Übersetzung von Nachrichten ist hier ein hinlänglich be-
kanntes Problem Ubiquitärer Systeme. So nutzen beispielsweise die
UPnP Gateways der CoBIs Architektur [Riedel et al., 2007b] in die
Schnittstellenbeschreibung eingebettete Transformationsbeschreibun-
gen. Diese werden zur Laufzeit interpretiert und steuern die Umset-
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zung mithilfe handgeschriebener deklarativer Übersetzungsmodelle,
welche zur Laufzeit interpretiert werden. Ein ähnliches System liegt
z. B. auch hinter der uMiddle Middleware [Nakazawa et al., 2006]. An-
dere Systeme wie z. B. die Hydra-Middleware [Eisenhauer et al., 2009]
sind noch expressiver in der Möglichkeit der Übersetzung (hier mithil-
fe ontologischer Beschreibungen). Problem dieser Implementierungen
ist, obwohl sie begrenzt ﬂexibel gegenüber der Nachrichtenüberset-
zung sind, dass sie stark an die Gatewayplattform gebunden sind und
so beispielsweise Java benötigen. Steigt die dynamische Anpassbar-
keit, benötigen diese Laufzeitimplementierungen ein hohes Maß an
Ressourcen, sodass sie nur begrenzt in eingebetteten Systemen einge-
setzt werden können. Andere leichtgewichtigere Systeme wie Auto-
Wot [Mayer et al., 2010] beschränken sich dagegen gezielt auf eine Art
der Dienstschnittstellen.
Ein modellgetriebener Entwicklungsprozess ist hier deutlich ﬂe-
xibler, da er Bindung zwischen Modellen auf einer abstrakten Ebene
herstellt. Obwohl die efﬁziente Implementierung im Vordergrund der
Entwicklung steht, kann die konkrete Technologie zu einem späteren
Zeitpunkt abgeleitet werden. Durch Einführung einer einheitlichen
Schnittstelle auf Entwicklungsebene, ermöglicht es, die modellgetrie-
bene Kommunikation zwischen verschiedensten IoT-Systemen mit zu
übersetzen und benötigt nur minimalen Aufwand bei der Anbindung
neuer Plattformen, neuer Dienste und neuer Dienstnehmer.
Modellgetriebene Generierung und Übersetzung von Nachrichten-
schnittstellen wurde bereits von Plinta et al. [1989] für militärische
Anwendungen auf Basis von Ada vorgeschlagen. Durch modellgetrie-
bene Softwareentwicklung lässt sich das generative Vorgehen mit ho-
her Efﬁzienz auf die Entwicklung heterogener, dienstorientierter, Ubi-
quitärer Systeme anwenden. Modellgetriebene Entwicklung, wie sie
hier vorgestellt wird, erlaubt weiterhin, einen offenen Entwicklungs-
prozess zu gestalten, welcher es ermöglicht, auf einer stark formalen
Basis Technologien zu integrieren und weiterzuentwickeln. Durch die
modellgetriebene Entwicklung lassen sich efﬁzient unterschiedliche
Gateways (Produktlinien [Czarnecki, 1999]) für verschiedenste Tech-
nologien mit einem hohen Grad an Wiederverwendung entwickeln.
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Das modellgetriebene Vorgehen bildet die Grundlage für Flexibili-
tät und Wiederverwendbarkeit auf der einen Seite und plattformspe-
ziﬁsche Optimierung auf der anderen. Anstatt durch die Portabilität
konkreter Schnittstellen eingeschränkt zu sein, kann der Nachrichten-
austausch auf abstrakter Ebene erfasst werden. Es ist klar, dass ein
einheitliches Meta-Modell nicht für beliebige Übersetzungsaufgaben
funktioniert. Vielmehr bieten Meta-Modelle die Möglichkeit, für eine
klar deﬁnierte Klasse von Übersetzungsaufgaben Lösungen zu entwi-
ckeln. Dabei richtet sich das Meta-Modell zum einen an den zu unter-
stützenden Konzepten, zum anderen an der technische Umsetzbarkeit.
Die im Folgenden vorgeschlagene Kombination ist ein Beispiel für ei-
ne Modellwahl, die den besten Trade-Off zwischen Mächtigkeit und ef-
ﬁzienter Implementierbarkeit sucht. So kann die Sprachklasse für die
syntaktische Übersetzung wichtige Struktureigenschaften von Nach-
richten abbilden und ist abgeschlossen für die Nachrichtenverarbei-
tung relevanter Operationen wie Schnitt und Vereinigung. Gleichzei-
tig kann die Klasse entsprechender Generator-, Akzeptor und Überset-
zungsautomaten sehr efﬁzient von 8-Mikrocontrollern mit begrenztem
Speicher, ohne Parallelität aber dafür mit efﬁzienten Sprungbefehlen
ausgeführt werden. In ressourcenbeschränkten Ubiquitären Systemen
wird beispielsweise datenstromorientierte Verarbeitung von Nachrich-
ten erst durch die Wahl des passenden Meta-Modells ermöglicht.
Der Satz an unterstützten Kommunikationsprimitiven auf der Basis
des Web Service Message Exchange Primitives und des Devices Proﬁle
for Webservices deckt weiterhin die semantische Übersetzung für die
Interaktionsmuster der Applikationsdomäne vollständig ab und kann
genauso efﬁzient innerhalb leichtgewichtiger Gateways implementiert
werden.
5.3 domänenarchitektur
Beide Übersetzungsschritte werden vollständig modellgetrieben in der
MDSD-Domänenarchitektur abgebildet. Diese ermöglicht es, optimier-
te Gateways ausgehend von den Quellmodellen vollständig automati-
siert zu generieren. Die Domänenarchitektur ist in Abbildung 53 dar-
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gestellt und wird im Folgenden beschrieben. Als Eingabe dient eine
Reihe von etablierten domänenspeziﬁschen Schnittstellen und Nach-
richtenbeschreibungssprachen.
Die Transformation von diesen Quellmodellen zu der Gateway-
Implementierung geschieht in zwei großen Schritten. Zuerst werden
auf Basis der Nachrichtenmodelle plattformunabhängige Automaten
generiert. Im zweiten Schritt wird dann die Automatendarstellung ge-
nutzt, um darauf aufbauend die Codeerzeugung für die Zielplattform
zu implementieren.
5.3.1 Modelle
In dem in Abbildung 54 dargestellten ersten Schritt der Domänen-
architektur wird eine abstrakte Nachrichtenbeschreibung als Quellm-
odell eingelesen. Es existieren eine ganze Reihe von DSLs für die Be-
schreibung von Dienstkommunikation und Datencodierungen. Viele
decken im Kern den gleichen Funktionsumfang ab.
Grundsätzlich beschreiben Datenmodelle zwei verschiedene Aspek-
te. Zum einen sind dies Datentypen, welche sich mehr oder weniger
auf die in Programmiersprachen üblichen Darstellungen beschränken.
Viele in technischen Systemen relevante Eigenschaften, wie Auﬂösung
oder Präzision, sind oft nicht oder unzureichend beschrieben. Es ist
durchaus üblich, einen mit 8 bit abgetasteten Sensorwert lediglich als
IEEE-Fließkommazahl zu typisieren. Hier zeigt sich, dass auch gerade
durch mächtigere Schnittstellen oft Informationen verloren gehen.
Der andere Teil der Dokumentbeschreibungen ist die Struktur, wel-
che im Falle sequenzialisierter Nachrichten entweder Abfolgen oder
Hierarchien von Datentypen sind. Auch wenn die Komplexität von
Nachrichtenformaten gegenüber natürlichen Sprachen oder Program-
miersprachen eher einfach ist, so umfassen die meisten existieren-
den Speziﬁkationen von maschinenlesbaren Dokumenten einen Teil
kontextfreier Sprachen, der nicht mehr regulär ist. Interessanterweise
erlauben viele Speziﬁkationen wie DTD oder XML-Schema deutlich
komplexere Konstrukte, welche nicht mehr dieser Sprachklasse ent-
sprechen (und in der Praxis kaum Einsatz ﬁnden, weil sie konsequen-

















































Abbildung 54: Einbindung existierender Nachrichtenbeschreibungen als
Quellmodelle
Die grundsätzliche Überlegung bei der Entwicklung von Kommu-
nikation sollte demnach nicht sein, welche konkrete Sprache oder Be-
schreibungsgrammatik man verwenden sollte. Vielmehr steht hier die
Überlegung im Vordergrund, welche grundsätzliche Modellierung ei-
nerseits einen großen Teil der Domäne abdeckt und andererseits ge-
eignet ist, um daraus für eine Plattform efﬁzient ausführbaren Co-
de zu generieren. Diese Herangehensweise der Standardisierung der
Modellierung ist grundsätzlich von einer Standardisierung konkre-
ter Codierungen verschieden (beispielsweise innerhalb der W3C wie
EXI, CoAP). Während für die Formate des W3C vor allem die Unter-
stützung dynamischer Systeme im World Wide Web im Vordergrund
steht, ist dies für Codierung nach ASN.1 [ISO, 2008] die langfristi-
ge Standardisierung und Interoperabilität. Keines der existierenden
Systeme adressiert jedoch den Prozess der Abbildung auf die techni-
sche Implementierung und die Beherrschbarkeit der Systeme. Wäh-
rend viele Standards erst später einen formalen Unterbau bekommen,
ist der Bereich von Computersprachen sowohl experimentell als auch
theoretisch erforscht, sodass es theoretisch ein Leichtes ist, a priori
eine passende Darstellung zu ﬁnden. Hier zeigt sich wieder der Wi-
derspruch zwischen speziﬁkationsgetriebenem „top-down“-Vorgehen




Der Middle-Out-Ansatz, der dieser MDSD-Entwicklung für Gateways
zugrunde liegt, beginnt damit, ein formales domänenspeziﬁsches Mo-
dell zu ﬁnden, auf das sich einen möglichst großen Teil der relevan-
ten Systeme abbilden lässt. Die existierenden Standards zur Meta-
Modellierung liefern hierzu bereits einen breiten Ansatz für die ab-
strakte Modellierung von Datentypen und Strukturen. Die Essential
Meta Object Facility, welche auf MOF 2.0 [MOF, 2006] beruht, erlaubt
es, eine einfache abstrakte Repräsentation von Objektstrukturen und
gleichzeitig ein wohldeﬁniertes (Meta-)Modell zu deﬁnieren, welche
Nachrichten auf eine technologisch passende Repräsentation abbildet.
EMOF ist jedoch eine Obermenge von kontextfreien Grammatiken
[Alanen und Porres, 2003], welche ohnehin schon schwer zu handha-
ben sind und gerade unter dem Gesichtspunkt von ressourceneinge-
schränkten Systemen im Allgemeinfall nicht efﬁzient sind. Deswegen
wird hier ein Proﬁl von EMOF genutzt, welches regulären geschach-
telten Wortsprachen (regular nested word languages) [Alur und Madhu-
sudan, 2009] entspricht. Dies kommt einem intuitiven Verständnis von
Kommunikationsnachrichten gleich: einer Sequenz von allen Datenele-
menten, welche Teilnachrichten rekursiv enthalten können oder durch
andere Attribute weiter beschrieben werden können.
Im Vordergrund bei der Wahl der Modellierung steht die Beherrsch-
barkeit der Eingabemodelle. So soll sichergestellt werden, dass diese
nicht nur komplexe Strukturen zulassen, sondern auch efﬁzient als
Nachrichten oder Eingabeströme auf eingebetteten Geräten verarbei-
tet werden können. Basis hierzu bilden Ergebnisse aus der theoreti-
schen Informatik. Es konnte gezeigt werden, dass die Klasse der ge-
schachtelten Wortsprachen wichtige Teilklassen wie Hedges (Sequen-
zen geordneter Bäume), top-down und bottom-up Baumsprachen und
Sprachen mit balancierten Grammatiken (inkl. Klammersprachen) um-
fasst. Somit ist sie wohl die größte beschriebene Sprachklasse unter-
halb von kontextfreien Sprachen, für die wichtige formale Eigenschaf-
ten, wie Abschluss unter Schnitt und Vereinigung, gelten und die efﬁ-
zient auf ressourcenbeschränkten Systemen umsetzbar sind.
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5.3.2 Transformation
Zweck der Domänenarchitektur ist die schrittweise Abbildung
von Nachrichtencodierung und Übersetzung auf ausführbarem
Plattformcode auf Basis der zuvor beschriebenen Nachrichtenmodelle
(Abbildung 55). Kern der Transformation, welche für die Erzeugung
von Kommunikationsmodulen aus abstrakten Schnittstellen verant-








Abbildung 55: Automatengenerierung als erster Schritt der Domänenarchi-
tektur
Durch die Abgeschlossenheit der geschachtelten Wortklassen unter
Vereinigung und Schnitt ergeben sich hier wichtige Eigenschaften, die
zur Modularisierung genutzt werden können, z. B. die Möglichkeit
der Nutzung deterministischer Automaten ([Green et al., 2002])
und Abgeschlossenheit unter der Kleenischen Hülle zur efﬁzienten
Filterung von Nachrichten (pruning [Fernandez und Suciu, 1998]),
wenn die Schachtelungstiefe begrenzt ist. Diese Ergebnisse sind vor
allem dort interessant, wo ein Aufbau der vollständigen Nachricht
nicht möglich oder nicht erwünscht ist, entweder wegen begrenzter
Ressourcen (Daten-RAM ist oft viel eingeschränkter als statischer
Programm-ROM) oder weil es sich um potenziell unendliche
Nachrichtenströme handelt.
Der zweite wichtige Faktor ist die Analysierbarkeit der Bindung
zwischen Kommunikation und Programmausführung. Die Kapselung
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der Kommunikationsschnittstelle durch abstrakte Schnittstellen (ent-
weder abfragebasiert oder ereignisgetrieben) zur Laufzeit versteckt
viele Effekte der Ausführung, welche jedoch gerade im Bereich der
vernetzten eingebetteten Systeme wichtig sind. Das kann zum einen
der Speicherverbrauch sein, der dem Entwickler bis zur Ausführung
unbekannt bleibt. Zum anderen sind gerade bei ereignisgetriebenen
Systemen die zeitlichen Abfolgen und möglichen Effekte abgebroche-
ner oder zeitlich verschränkter Ausführungen interessant, welche mit-
hilfe einer Automatendarstellung analysiert und im Zweifel auch rigo-
ros veriﬁziert werden können.
Der letzte wichtige Grund ist die gewonnene Flexibilität. Dies mag
kontraintuitiv sein, da das Ausführungsmodell die Ausführung ein-
schränkt. Dies trifft jedoch in der Praxis auch auf eine nicht modell-
getriebenen traditionelle Programmierung zu. Über Schnittstellen ge-
kapselte Implementierungen begrenzen die Interaktion zwischen ver-
schiedenen Schichten untereinander und der Ausführungslogik .
Durch ein modellgetriebenes Vorgehen bei der Entwicklung
wird vor allem die Schichtenarchitektur existierender Systeme
aufgebrochen. Die Ausführung kann so in nahezu beliebiger Weise
mit dem Nachrichtensystem verwoben werden. Ein Beispiel sind
Crosslayer-Optimierungen wie der Early-Shutdown-Mechanismus
des AwareCon-Protokolls, welcher das erste Daten-Tupel der
Nachricht als Adressierungsschlüssel auf MAC-Layerebene nutzt
[Beigl et al., 2003], um so Applikationsinformationen zur Proto-
kolloptimierung zu nutzen. Hier werden also bereits verschiedene
Schichten über gemeinsame Modelle implizit gekoppelt. Um efﬁzient
und ﬂexibel verschiedene Nachrichtenaspekte für Optimierungen
zu nutzen, ist es wichtig, dass die dafür genutzten Modelle formal
miteinander kompatibel bleiben, was der modellorientierte Ansatz a
priori ermöglicht.
Plattformbindung
In Ubiquitären Systemen ist die Plattformwahl meist durch die ver-
fügbaren Geräte vorgegeben, sodass sich nicht die globale Frage stellt,
eine bestimmte Plattform (wie etwa J2EE oder .NET) zu nutzen. Oft
handelt es sich bei den eingesetzten Sensorknoten um Einprozessor-
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systeme, welche ein- oder zweisträngig (also ohne Multitasking, aber
mit Interrupt-Routinen) sowohl die Kommunikation, die Sensorabtas-
tung als auch jegliche Verarbeitung mehr oder weniger eng integrieren.
Particle Computer laufen rein aufrufgetrieben, während das weiterver-
breitete TinyOS auf Ereignisbasis läuft und Contiki einen koroutinen-
ähnlichen Ansatz über sogenannte Protothreads erlaubt. Multithrea-
ding oder präemptives Multitasking ist die Ausnahme. Gleichzeitig
interagieren Ubiquitäre Systeme oft mit verschiedenen interaktiven
Lösungen auf Basis von Java oder JavaScript. Gerade im industriellen
Bereich ist die Plattformwahl im Backend oft zusätzlich durch existie-
rende Richtlinien eingeschränkt.
Die Transformation von Nachrichten oder Datenmodelle in ausführ-
baren abstrakten Akzeptormodellen hat verschiedene Vorteile. Ein na-
heliegender Grund ist sicherlich der Efﬁzienzgewinn in Bezug auf Re-
chenleistung und Speichernutzung im Umgang mit Dokumenten im
Vergleich zu Systemen, die entweder auf Strukturreﬂexion oder auf ex-
pliziten Modellen zur Laufzeit arbeiten. Gerade in eingebetteten Syste-
men wird so Laufzeitaufwand in den Entwicklungsprozess verlagert.
Trotz der weiten Verbreitung von Codegenerierung im Bereich
Middleware ist ein Wechsel der Plattform selten möglich, ohne ein
komplett anderes Werkzeug zu wählen. Im Gegensatz zu einer MDSD
handelt es sich z. B. bei ASN.1-Werkzeugen um CASE Tools, bei denen
DSL und Transformation für die Codegenerierung vorgegeben sind.
Obwohl ASN.1-Werkzeuge eine Vielzahl von Systemen unterstützen
(z. B. der Übersetzer von OSS Nokalva über 250 Plattformen) ist
der Entwickler trotzdem auf die angebotene Plattformschnittstelle
angewiesen, welche im Falle der C Runtime Library alleine einer
Dokumentation von 444 Seiten bedarf. Es ist für den Entwickler nicht
möglich, die Darstellung der Automaten auf der Zielplattform zu
adaptieren (beispielsweise die Akzeptorzustände auf Instruktionen
anstatt auf Sprungtabellen abzubilden). Genauso sind die Codierun-
gen auf die angebotenen beschränkt. Zusätzliches Wissen z. B. über




Die Idee hinter dem verfolgten modellgetriebenen Ansatz ist es, ein se-
mantisch wohldeﬁniertes Modell zugrunde zu legen und theoretische
Ergebnisse für den Entwickler einfach nutzbar zu machen. Existieren-
de Werkzeuge im Bereich der Schnittstellengenerierung verstecken oft
interne Algorithmen oder sind nur schwer auf die Bedürfnisse einer
Plattform adaptierbar. Zerlegt man das Problem der Nachrichtenüber-
setzung jedoch in einfache Modelle, so ist die Entwicklung von Erwei-
terungen problemlos möglich.
Die Domänenarchitektur nutzt, wie in Abbildung 56 dargestellt, ein
einheitliches explizites Automatenmetamodell, um davon ausgehend
verschiedene Darstellungen zu generieren. Das Automatenmodell ist
die Basis für verschiedene Teilprobleme wie die Nachrichtengenerie-
rung und -kompression, die Nachrichtenübersetzung und den Emp-
fang und Filterung von Nachrichten. Die Domänenarchitektur ermög-
licht so die Generierung verschiedener technischer Systeme auf Basis








Abbildung 56: Flexible Nutzung der Automatendarstellung zur Implementie-
rung der Teilsysteme
Die theoretische Grundlage stellt sicher, dass die gewählte Darstel-
lung robust ist. Durch die Anwendung von Transformationen kommt
es niemals zum Verlassen der durch das Meta-Modell deﬁnierten Do-
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mäne. Ein Beispiel hierfür ist die Determinierung des Akzeptors. Zur
efﬁzienten Verarbeitung ist es wichtig, dass durch die Einschränkung
der Sprachklasse garantiert wird, dass eine Determinierung (ohne Er-
höhung der dynamischen Speicherkosten) möglich ist. Die Wahl der
richtigen Modelle ermöglicht so eine sequenzielle Abarbeitung von
Nachrichten, z. B. in Form von Nachrichtenströmen. Durch die Ver-
wendung geschachtelter Wortsprachen wird garantiert, dass der zur










Abbildung 57: Nutzung aspektorientierter Codegenerierung zur Erstellung
verschiedener Codierungen und Plattformbindungen
Zur Implementierung von Kommunikation über sequenzielle
Kanäle wie Kommunikationsströme ist eine Sequenzialisierung, also
eine lineare Darstellung von Nachrichten, und nicht eine strukturierte
Darstellung (z. B. als Baum) notwendig. Die Wikipedia Kategorie
„data serialization formats“ zählt momentan über 40 verbreitete
Formate auf [Wikipedia contributors, 2012]. Hinzu kommen in
Ubiquitären Systemen viele weitere anwendungsspeziﬁsche Codie-
rungen. So existiert beispielsweise das Constrained Application Protocol
(CoAP) [Shelby et al., 2012] für Systeme mit HTTP-äquivalenten
Interaktionsmustern und das ConCom-Tupelformat [Krohn et al.,
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2004] für Ad-hoc-Kommunikation. Ein weiteres Beispiel ist die
protokollspeziﬁsche Codierung von elektronischen Gerätebeschrei-
bungen (EDDL) in (Wireless)-HART Protokollen oder das binäre
OPC-UA Protokoll im industriellen Umfeld. Die Eignung orientiert
sich meist nicht an der menschlichen Nutzung, sondern vielmehr
am efﬁzienten “Verständnis’‘ durch die kommunizierende Maschine.
Als Beispiel wurden im Bereich der dienstorientierten Systeme viele
verschiedene Codierungen vorgeschlagen, die verschiedene Aspekte
adressieren. So ermöglicht beispielsweise VT-XML das efﬁziente
Einlesen von XML-Dokumenten durch eingebettete Systeme durch
das Einfügen zusätzlicher Verarbeitungsinstruktionen. Der Standard
EXI versucht, möglichst gut komprimierte Dokumente zu erstellen
und gleichzeitig eine Rücktransformation ohne Domänenwissen zu
ermöglichen. Andere Standards wie z. B. das BIM Encoding, welches
MPEG-7 und einigen Digital Video Broadcasting (DVB) Standards
zugrunde liegt, hat vor allem eine efﬁziente Verarbeitung bei geringer
Kommunikationsbandbreite im Sinn. Das BIM Encoding nutzt dazu
statisches Wissen über die Domäne bzw. das Meta-Modell in Form
des XML-Schemas. Ebenso existieren verschiedene weitere konkurrie-
rende Standards wie z. B. die verschiedenen ASN.1 Encoding Rules.
Die Wahl des Codierungsstandards basiert auf den verschiedensten
Überlegungen und wird stark durch die Domäne beeinﬂusst. Oft
ist die Nutzung von Codierungen historisch bedingt, so nutzt das
IMAP-Protokoll beispielsweise LISP-basierte s-expressions.
Durch den Anspruch der Vernetzung heterogener Systeme ist die
Implementierung von Codierungen ein wichtiger Aspekt Ubiquitärer
Systeme geworden. Fast ein Viertel (23%) aller Publikationen aus dem
Jahr 2011 zum Thema „Ubquitous Computing“ beschäftigen sich in
irgendeiner Form mit der Serialisierung als XML oder einer anderen
Codierung (siehe Tabelle 7). Die Nutzung von XML ist sicherlich dem
Bedürfnis nach Interoperabilität auf höheren Ebenen geschuldet, wäh-
rend der Einsatz irgendeiner Art von Gateways immerhin bei 12% der
wissenschaftlichen Veröffentlichungen genannt wird.
Aus softwaretechnischer Sicht lassen sich die sogenannten Core-
Level-Concerns (der strukturelle „Kern"), hier also abstrakte Syntax
und Semantik, von den funktionalen Anforderungen („Aspekten“),
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und Anzahl Anteil





Tabelle 7: Veröffentlichungen im Jahr 2011 gemäß Google Scholar-Suche
( Suche unter Ausschluss des jeweils anderen)
der Codierung, trennen. Ein aspektorientiertes Konzept [Kiczales
et al., 1997] lässt sich bei der Bindung des Automaten an eine
konkrete Codierung anwenden. Neben der Darstellung der Symbole
und Strukturen ist das Ausführungsmodell der Maschine ein
sogenannter „Aspekt“. Die Implementierung als DOM, SAX-Parser
oder Pull-Parser entspricht verschiedenen Ausführungsparadigmen
(eventgetrieben, Koroutinen, Threads). Ein typischer „Aspekt“ ist
die Validierung der Nachricht, welche in vollständig kontrollierten
Systemen oft nicht nötig ist, während sie, an den richtigen Stellen
eingesetzt, eine Fehlerbehandlung stark erleichtert. In der SOAP-
Web-Service-Welt werden solche Aspekte oftmals Bindungen oder
Kontrakte genannt. Aspekte können im Gegensatz zu klassischen
Schichtenmodellen [Jeckle und Wilde, 2004] auch Optimierungen
über Schichtgrenzen adressieren.
5.4 formale modellierung
In diesem Abschnitt soll die formale Modellierung der Automatendar-
stellung, welche der Domänenarchitektur im Kern zugrunde liegt, be-
handelt werden. Wie bereits dargelegt, soll durch die Einschränkung
der Nachrichtendarstellung auf ein (Meta-)-Modell bzw. eine Gram-
matikklasse eine efﬁziente und erweiterbare Basis für die Übersetzung,
Codierung und Filterung von Nachrichten geschaffen werden. Das for-
male Modell soll also nicht primär zur Analyse dienen, sondern soll
zur Implementierung genutzt werden.
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5.4.1 Geschachtelte Wortsprachen
Die Wahl gut beherrschbarer als auch expressiver Meta-Modelle
ist von grundlegender Bedeutung. Genauso wie bei jedem anderen
MDSD-Prozess zeigt sich hier, dass ein möglichst domänenspeziﬁ-
sches Modell die Grundlage für eine efﬁziente technische Realisation
bildet.
Die Klasse von geschachtelten Wortsprachen hat für die Modellie-
rung von Nachrichtenmodellen die interessante Eigenschaft, dass sie
beispielsweise unter der Vereinigung geschlossen sind und eine nicht-
deterministische Darstellung immer auf ein deterministisches Äquiva-
lent zu überführen ist. Damit sind sie so robust wie reguläre Sprachen,
obwohl sie kontextfreie Eigenschaften aufweisen. Im Gegensatz zu rei-
nen Baumsprachen kann man sowohl sequenzielle wie auch hierarchi-
sche Strukturen modellieren.
Geschachtelte Wortsprachen bestehen aus Sätzen, welche neben
der linearen Struktur zusätzlich eine explizite eingebettete hierar-
chische Schachtelungsstruktur enthalten. Ursprünglich wurde diese
Klasse von Sprachen als eingabegetriebene Sprache auf Basis von
Kellerautomaten beschrieben, deren Kelleroperationen lediglich
vom Eingabesymbol abhängen. Symbole lassen sich in eine Menge,
welche den Keller verkleinert, eine Menge, welche ihn unverändert
lässt, und eine, die ihn vergrößert, einteilen. Die sich dadurch
ergebenden Schachtelungseigenschaften lassen sich jedoch am besten
über den Umweg der geschachtelten Wortsprachen erklären. Diese
werden in neuerer Zeit, angeregt durch die Forschung von Alur
und Madhusudan [2009], diskutiert und haben zu einer Wiederent-
deckung von eingabegetriebenen Sprachen im Kontext u. a. von
Stromverarbeitung von XML-Dokumenten geführt. Diese Sprachen
haben neben regulären Sprachelementen (Chomsky-0) noch eine
hierarchische Struktur. Gerade Objektmodelle wie beispielsweise die
MOF bzw. Dokumenten-Objektmodelle (DOMs) sind gut als reguläre
geschachtelte Wörter darstellbar.
Die hier betrachtete Teilmenge der kontextfreien Sprachen ist äqui-
valent zu der Sprache der eingabegetriebenen Sprachen (Input-Driven
Languages, IDL, [von Braunmühl und Verbeek, 1983; Alur und Madhu-
sudan, 2009]), welche durch Kellerautomaten akzeptiert und in o(log-























Abbildung 58: Möglicher Verband formaler Sprachklassen in Komplexitäts-
klassen eingeteilt [Okhotin, 2012]
n-depth) [Dymond, 1988] erkannt werden können. Eingabegetriebe-
ne Kellerautomaten (IPDA) [Mehlhorn, 1980], welche diese Sprachen
akzeptieren, sind eine Klasse von einfachen Kellerautomaten, die in
folgender Weise intuitiv beschränkt werden: immer wenn sie in der
Struktur des Wortes “absteigen’‘, legen sie ein entsprechendes Symbol
auf den Keller, welches sie vom Keller nehmen, wenn sie wieder auf-
steigen. Ob ein Symbol auf den Keller gelegt oder heruntergenommen
wird, ist im Gegensatz zu Kellerautomaten, nur vom Eingabesymbol
abhängig.
In letzter Zeit hat die Wiederentdeckung dieser Automatenklasse
durch Alur und Madhusudan [2004] als Visibly Pushdown Automata
bzw. Nested Word Automata eine ganze Reihe von Forschungen losge-
treten, die die Klasse innerhalb von theoretischen Sprachklassen veran-
kern. Abbildung 58 zeigt die Einbettung der durch eingabegetriebene
Automaten akzeptierten Sprachen mittels Teilmengenrelationen. Man
sieht besonders die klare Untermengenbeziehung von nicht weiter be-
schränkten deterministischen kontextfreien Kellerautomaten bzw. ak-
zeptierten deterministischen kontextfreien Sprachen (DetCF). Außer-
dem wurde gezeigt, dass die Komplexität eingabegetriebener kontext-
freier Sprachen (IDCF) kleiner ist als für (deterministische) kontext-
freie Sprachen [von Braunmühl und Verbeek, 1983; Dymond, 1988]
(bei Parallelisierung, falls NC1 ⊂ NC2).
Viel wichtiger ist jedoch die Robustheit der Klasse im Vergleich zu
anderen Sprachklassen. Indeterminismen können prinzipiell immer in
eine deterministische Form gebracht werden. Weitere Eigenschaften
176 modellgetriebene kommunikation
∪ ∩ ˜ · ∗
Reg + + + + +
LLLinCF - - - - -
DetLinCF - - + - -
UnambLinCF - - ? - -
LinCF + - - - -
IDCF + + + + +
LLCF - - - - -
DetCF - - + - -
UnambCF - - - - -
CF + - - + +
LinConj + + + - -
UnambConj ? + ? ? ?
UnambBool + + + ? ?
Conj + + ? + +
Bool + + + + +
Tabelle 8: Abschluss verschiedener Sprachklassen unter typischen Operatio-
nen
bezüglich der Abgeschlossenheit der Sprachklasse sind in Tabelle 8 zu-
sammengefasst. So wird durch Verwendung von eingabegetriebenen
Kellerautomaten garantiert, dass verschiedene Sprachen immer verei-
nigt (∪) und geschnitten (∩) werden können und die resultierende
Sprache bzw. die Menge an Nachrichtenformaten immer durch einen
Kellerautomaten akzeptiert werden kann. Wichtig für den Nachweis
der Äquivalenz ist neben der Entscheidbarkeit der Sprachklasse, die
Abgeschlossenheit zur Negation (˜). Für die Konstruktion und Analyse
von Abfragen ist besonders der Kleene Operator (∗) interessant.
Eingabegetriebene Kellerautomaten
Während die oben beschriebenen Nested Word Languages explizite
Strukturen beschreiben, gelten diese Eigenschaften auch für die Seria-
lisierung, also der linearen Darstellung dieser Strukturen. Die linea-
re Codierung einer solchen Sprache, deren Symbole jeweils mit den
Typen der Position annotiert sind, ist eine kontextfreie Sprache mit
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einer ebenfalls geschachtelten Struktur. Diese Codierung deckt einen
großen, praktisch relevanten Teilbereich von kontextfreien Sprachen
ab, welche ähnlich gut beherrschbar sind wie reguläre Sprachen (s.
o.). Genauso wie für (deterministische) kontextfreie Sprachen kann
ein (deterministischer) Kellerautomat zum Einlesen verwendet wer-
den. Hierzu wird ein Teil des Automatenzustands durch einen Keller
abgebildet. Dieser kann jedoch in seiner Funktion stark eingeschränkt
werden.
Die Idee eingabegetriebener (oder visibly) Kellerautomaten ist, dass
neben dem Erkennungszustand für den regulären Teil noch ein hier-
archischer Zustand existiert. Übergangsfunktionen können unterteilt
werden in solche, welche beim Einlesen eines Symbols aus dem Alpha-
bet den normalen Akzeptorzustand verändern (δi) und solche, welche
außerdem einen hierarchischen Zustand verändern können.
IDA bestehen also wie ein endlicher Automat aus:
• einem endlichen Alphabet Σ = Σi unionmulti Σc unionmulti Σr,
• einer endlichen Zustandsmenge Q,
• einem Initialzustand q0 ∈ Q,
• einer Menge von Endzuständen Qf ⊂ Q ,
• internen Transitionen δi ⊂ (Q × Σi × Q)
und zusätzlich aus
• einem endlichen Kelleralphabet Γ,
• dem Kellerendsymbol ⊥,
• einer aufrufenden Transition, welche den Keller um ein Symbol
vergrößert δc ⊂ (Q × Σc × Q × Γ),
• einer rückkehrenden Transitionen, welche den Keller um ein
Symbol verkleinert δr ⊂ (Q × Σr × Γ× Q).
Die aufrufende Transition (q, c, q′, γ) ∈ δc wird als q c/γ−−→ q′, die
rückkehrenden analog mit q
c¯/γ−−→ q′ sowie die lokale Transition mit
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q c−→ q′ notiert. (Q, Γ∗) sind Konﬁgurationen des Automaten mit ei-
nem Keller Γ∗, der als Sequenz von Kellersymbolen deﬁniert ist. Die
initiale Konﬁguration des Automaten ist (qo,⊥).
Die spezielle Ausführungssemantik des Kellerautomaten ist, dass er
jedes Mal, wenn dieser einen Strukturabstieg akzeptiert mittels δc ein
Symbol auf den Keller anhängt, während er auf jeder rückkehrenden
Kante δr ein Symbol vom Keller entfernt. Interne Symbole verändern
dagegen nicht den Keller.
Diese Automaten werden eingabegetriebene Kellerautomaten (IDA)
genannt, weil die Veränderung des Kellerzustandes nur vom Einga-
besymbol abhängt. Solche eingabegetriebenen Automaten sind jedoch
äquivalent zu sogenannten Visibly Pushdown Automata (VPA) nach
der Deﬁnition von Alur und Madhusudan [2004], welche ebenfalls
die Eingabesymbolmenge unterteilen (VPA können in ihrer ursprüng-
lichen Deﬁnition im Gegensatz zu IDA den leeren Kellerzustand le-
sen).
Die abstrakten, plattformunabhängigen IDA bilden die Basis für die
Erzeugung ausführbaren Codes auf Plattformebene. Sie sind als aus-
führbares Modell die Schnittstelle zwischen abstrakter Modellierung
und konkreter Technologie. Der Speicherverbrauch für die Eingabe ist
dadurch auf die maximale Symbolgröße begrenzt. Zusätzlich kann die
Kellergröße des IDA durch die Tiefe der Verschachtelung des Einga-
bedokuments deﬁniert werden.
Eine interessante Fähigkeit, die daraus resultiert, ist die Fähigkeit
(unendliche) Ströme ressourcenbeschränkter Systeme zu verarbeiten.
Ströme eignen sich besonders gut, um den zeitlichen Zusammenhang
von Daten in Sensornetze zu codieren ([Gama und Gaber, 2007], [Rie-
del, 2005; Decker et al., 2005b]. Für IDAs ist intuitiv klar, dass diese
über eine ereignisgetriebene Schnittstelle, wie die XML SAX API, zu
bedienen sind, ohne dass eine Speicherrepräsentation aufgebaut wer-
den muss.
Gerade auf Mikrocontrollern ist eine Einschränkung des Speicher-
aufwandes von entscheidender Bedeutung, da insbesondere ﬂüchti-
ger Speicher relativ teuer und platzaufwendig ist und zusätzlich wäh-
rend des Betriebs (auch in Schlafzuständen) mit Strom versorgt wer-
den muss. Im Gegensatz zu anderen Prozessoren sind Mikrocontroller
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oft nicht nebenläuﬁg, jedoch kontrollﬂuss-optimiert und ermöglichen
eine optimale Abarbeitung von Automaten. Da sie keine superskala-
re Pipeline besitzen, sind (konditionale) Sprungbefehle typischerweise
genauso schnell wie Arithmetikoperationen auszuführen. Obwohl ei-
ne Implementierung über rekursiven Abstieg möglich ist, erweist sich
die explizite Modellierung des Automaten als Vorteil für die Code-
generierung, beispielsweise bei fehlender Mehrsträngigkeit und bei
gängigen Mikrocontrollerplattformen.
Auch der klar formulierte Zustand eines Automaten bei der Abar-
beitung ist aufgrund der eingeschränkten Möglichkeiten bei der Feh-
lersuche stark von Vorteil. So können die erzeugten Automaten zum
einen einfach statisch veriﬁziert werden, zum anderen ist eine einfache
Überwachung des Zustandes durch Instrumentierung des ausgeführ-
ten Automaten möglich. Dies reduziert die Entwicklungszeit, die oft
durch die Eingrenzung von Fehlerquellen dominiert wird, enorm.
Beziehung von Meta-Modellen zu eingabegetriebenen Kellerautomaten
Die Konstruktion der Automaten aus einem EMOF-Meta-Modell,
welches in Abschnitt 5.5.2 genutzt wird, baut auf bestehenden
Konstruktionsalgorithmen zur Überführung von MOF-Modellen
zu kontextfreien Grammatiken [Alanen und Porres, 2003] und der
Transformation von XML-Grammatiken zu IDAs [Kumar et al., 2007]
auf.
Abbildung 59: Einfaches Nachrichtenmodell für Sensordaten
Abbildung 59 und Abbildung 60 veranschaulichen ein einfaches
Meta-Modell und den zugehörigen Kellerautomaten. (Aufgrund
























































Abbildung 60: Eingabegetriebener Automat für Modell aus Abbildung 59
-Transitionen gewählt.) Der entsprechende Automat stellt den
abstrakten Kontrollﬂuss dar, mit welchem die geschachtelte Nachrich-
tenstruktur aus Abbildung 59 akzeptiert werden kann. Er ist nicht
unbedingt an eine textuelle Eingabe gebunden, sondern kann z. B.
auch einen “top-down“-Baumautomaten simulieren, welcher über
eine Speicherstruktur absteigt.
Die Konstruktion lässt sich so modularisieren, dass die Verknüp-
fung der Automatenzustände mit dem eClassiﬁer des MOF-Meta-
Modells den Automat in Module unterteilt. Kumar et al. [2007] spricht
hier von modularen VPA, welche in der Weise eingeschränkt werden
können, dass auf der returnTransition immer nur das Modul (also
der Typ) erreicht werden kann, das das Modul auch aufgerufen hat.
Gemäß dieser in Kumar et al. [2007] beschriebenen Modularisierung,
lässt sich der Automat auch aus dem MOF-Meta-Modell konstruieren.
Jedes Modul entspricht hier einer Klasse des MOF-Modells. Inner-
halb der Klasse werden alle strukturellen Eigenschaften auf einen
(deterministischen) endlichen Automaten abgebildet. Referenzen
werden durch eine aufrufende Kante auf den lokalen Startzustand
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des endlichen Automaten für das referenzierte Modul abgebildet.
Die Referenz wird an die Transition als Symbol und das Modul
des Ausgangszustandes als Kellersymbol annotiert. Die Transition,
welche von dem Modul zurückkehrt, wird in eine Menge von rück-
kehrenden Transitionen zwischen allen lokalen Endzuständen des
aufgerufenen Moduls modelliert. Auch hier wird das Symbol durch
die aufrufende Referenz und das Kellersymbol durch das aufrufende
Modul annotiert, welches einer Klasse des MOF-Modells entspricht.
Der Visibly-pushdown-Teil des Automaten lässt sich einfach über die
Enthaltensrelationen (containment) des Meta-Modells darstellen.
Die Struktur des Automaten ist somit für das MOF Meta-Modell
vorgegeben. Die Referenzen auf eClassiﬁer des EMOF Modells identi-
ﬁzieren immer das Eingabe- sowie das Kellersymbol. In dieser Weise
bildet der Automat eine formale (ausführbare) Parallelbeschreibung
für das lineare Encoding des Modells.
5.4.2 Transduktoren und kommunizierende Maschinen
Eine Grundfunktionalität eines Gateways ist die syntaktische Über-
setzung zweier Nachrichtendarstellungen ineinander. Sind die beiden
Darstellungen strukturäquivalent und vortypisierbar, so lässt sich die-
se Übersetzung über Transduktoren ausdrücken, also Automaten, die
zusätzlich zu der Eingabefunktion eines Akzeptors auch eine Ausga-
befunktion besitzen. Prinzipiell sind auch lokal arbeitende Nachrich-
ten (de-)codierende Transduktoren. Sie setzen von einer strukturierten
Speicher- oder Ereignisdarstellung einer Nachricht auf eine lineare
Darstellung um, indem sie auf der einen Seite die Struktur einlesen
und auf der anderen Seite die lineare Darstellung schreiben.
Ein (Visibly) Keller-Transduktor lässt sich als Erweiterung von (visi-
bly) Kellerautomaten durch die Einführung einer zusätzlichen Ausga-
befunktion deﬁnieren. Ein Kellertransduktor ist ein Tupel (A,Ω)
• aus einem Kellerautomat A = (Q, I, F, Γ, δ)
• und einer Ausgabefunktion (Morphismus) Ω : δ × Δ
, sodass jeder Transition ein Ausgabesymbol zugeordnet wird.
182 modellgetriebene kommunikation
Die Übersetzung von (Programmier-)Sprachen ist ein grundlegen-
des Konzept der Informatik, das typischerweise zur Übersetzung von
Quellcode (also Modellen in der MDSD) in eine Maschinendarstel-
lung eingesetzt wird. Obwohl Übersetzer im Bereich der Program-
miersprachen durch viele Optimierungen heutzutage deutlich kom-
plexer geworden sind, so deﬁniert Aho und Ullman [1972] bereits
syntaktisch getriebene Übersetzungen auf Basis von Kellertransduk-
toren als grundlegende Struktur für die Übersetzung und Codege-
nerierung. Die Idee hinter einem syntaktischen Übersetzungsschema
(syntax-driven translation scheme, SDTS) ist, dass jede Grammatik-
produktion A → α, β aus einem Quellelement α und einem Überset-
zungselement β besteht. Das Übersetzungselement β besteht jeweils
aus Terminalen und Nichtterminalen. Damit die Übersetzung weiter
gekoppelt stattﬁndet, sind die Nichtterminale in α und β gleich. Im
Falle eines einfachen SDTS kommen sie auch in der gleichen Reihen-
folge vor. Aho und Ullman [1972] zeigen, dass die einfache syntaktisch
getriebene Übersetzung (SDTS) genau durch Kellertransduktoren be-
schrieben wird. SDTS sind also genau die Klassen der Übersetzungen,
welche durch Kellertransduktoren beschrieben werden (genauso wie
kontextfreie Sprachen durch Kellerautomaten beschrieben werden)
Lokal können Transduktoren wie in Übersetzersystemen genutzt
werden, um Aktionen auszulösen. Dies kann zum Beispiel das Befül-
len oder Auslesen einer Struktur sein. Hierzu ist es oft notwendig
den Typ eines Ereignisses klar dem Grammatikelement, also hier dem
eClassiﬁer des EMOF Modells, zuzuweisen. Soll die Stromfähigkeit
erhalten werden, so muss die Eigenschaft der sogenannten Vortypisie-
rung (pre-order typing) für die Codierung vorausgesetzt werden.
Vortypisierung ist bei der Verwendung der MOF- oder XML-
Schema-basierten Serialisierung dadurch gegeben, dass die Elemente
niemals den gleichen Namen und unterschiedliche Typen be-
sitzen dürfen [Fallside und Walmsley, 2004]. Diese entsprechen
spezialisierten Dokument-Typ-Deﬁnitionen (SDTD) mit einer 1-
Typen-Beschränkung, welche vortypisierbar sind. Da diese wieder
exakt VPAs entsprechen, welche bei der Konstruktion aus dem
Modell heraus bereits deterministisch sind [Kumar et al., 2007], ist für
die Implementierung keine Determinierung notwendig.
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Kellertransduktoren ermöglichen also (konktextfreie) Nachrichten
zu interpretieren. Bei der Kommunikation zweier entfernter Systeme
lässt sich diese Struktur weiter ausbauen, indem die Ausgabe des
einen Transduktors T1 mit der Eingabefunktion T2 des anderen Trans-
duktors verknüpft ist. Für die Analysierbarkeit solcher Transformatio-
nen ist die Erhaltung der Sprachklasse interessant.
Da ein typischer Kellertransduktor keine Beschränkung auf der Aus-
gabefunktion hat, sind jedoch auch eingabegetriebene Transduktoren
nicht a priori abgeschlossen gegenüber ihrer Vereinigung bzw. Verket-
tung. Insbesondere ist T1(IDL) ⊆ CFL und kann nahezu beliebige
Sprachen erzeugen. Die durch T1 „gesendete“ valide Codierung eines
strukturierten Dokuments muss also nicht mehr durch einen Kellerau-
tomaten beschreibbar sein. Dies hat zur Folge, dass für die Verkettung
zweier Kellertransduktoren T1 ◦ T2 kein äquivalenter Kellertransduk-
tor T12 existieren muss.
Auch hier hilft die visibly-Eigenschaft die Eingabe mit der Ausgabe
zu synchronisieren und so die Ausgabesprache auf eine geschlossene
beherrschbare Klasse einzuschränken. Hierzu unterteilen Raskin und
Servais [2008] auch den Ausgabemorphismus in
• eine aufrufenden Morphismus Ωc : δc → Δc,
• eine rückkehrenden Ωr : δr → Δr
• und einen lokalen Ωl : δl → Δl ,
• sodass das Ausgabealphabet Δ = Δc unionmulti Δr unionmulti Δl und das Kelleral-
phabet Γ = Γi unionmulti Γd unionmulti Γc unterteilt wird.
Die Klasse von synchronisierten visibly Kellerautomaten deﬁniert sich
folgt: Für jedes (q, α, q′, γ) ∈ δc, δr gilt
• wenn γ ∈ Γi, wird ein Symbol auf allen Transitionen eingefügt
α = ,Ω(δ) = ,
• wenn γ ∈ Γd, wird ein Symbol auf allen Transitionen gelöscht
α = ,Ω(δ) = ,
• oder wenn γ ∈ Γd, wird ein Symbol auf allen Transitionen ge-
löscht α = ,Ω(δ) = .
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Für so synchronisierte Kellerautomaten kann gezeigt werden, dass
auch T(IDL) ∈ CFL [Raskin und Servais, 2008]. Falls es in der Ein-
gabe keine Epsilontransitionen gibt, so gilt weiterhin T(IDL) ∈ IDL.
Durch eine einfache Beschränkung der Ausgabefunktion kann man al-
so zeigen, dass der Transduktor eine durch einen Kellerautomaten ak-
zeptierbare Sprache erzeugt bzw. dass die kommunizierten Sprachen
mit den gleichen Mitteln beschreibbar sind.
Essentiell für einen Gateway ist die bidirektionale, umkehrbare
Übersetzung von Nachrichten. Hierzu muss ein inverser Transduktor
T−1 zu jedem T deﬁniert werden. Seien [[T]] alle von T erzeugbaren
Übersetzungen. Die Menge der entsprechenden Rückübersetzungen
[[T]]−1 ist per Deﬁnition gleich den Übersetzungen des inversen
Transduktors [[T−1]] .
T−1 lässt sich trivial über einen Automaten konstruieren, welcher
alle Zustände enthält und für jedes δ(q, α, γ, q′) das Eingabesymbol
durch die Ausgabe ersetzt δ′ = (q,Ω(δ), γ, q′) (und die Ausgabe als
Eingabe des ursprünglichen Automaten deﬁniert Ω(δ′) = α). Da au-
ßer den Eingabesymbolen und der Ausgabefunktion nichts geändert
wurde, ist T−1 wieder ein Kellertransduktor und da bereits in Ω die
Abbildungsmenge anhand der Deﬁnitionsmenge partitioniert wurde,
ist der unterliegende Automat und damit der Transduktor auch einga-
begetrieben.
Sind T = (A,Ω) und T−1 beide deterministisch, so ist [[T ◦ T−1]] =
L(A)2, also die Identitätsabbildung für die von Kellerautomaten A be-
schriebene Sprache. Hierzu ist es nicht notwendig, dass T eingabege-
trieben ist. Eine Einschränkung auf synchronisierte eingabegetriebene
Transduktoren und eingabegetriebene Sprachen erhöht die Beschreib-
barkeit der Kommunikationssprache bzw. der Codierung bei der Ver-
kettung mehrerer solcher Transduktionsschritte. In dieser Weise lässt
sich auf einfache Art komplexe Kommunikation zwischen verschiede-
nen Geräten auf klar deﬁnierte Sprachen reduzieren.
5.4.3 Kompression als Spezialfall der Serialisierung
Übersetzungen von Daten(-strömen) auf automatenbasierte, binäre
Darstellungen von Daten haben gerade auf mikrocontroller-basierten
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Systemen den Vorteil, efﬁzient verarbeitet werden zu können. Der
Speicheraufwand bei der Verarbeitung ist zudem geringer als
bei den meisten menschenlesbaren textuellen Darstellungen. Für
ressourcenbeschränkte Kanäle ist die Kompression der Daten der
wichtigste Faktor.
Die Kellerautomatendarstellung ist für die Kompression von Daten
sehr gut geeignet. Kompression von XML-Daten auf Basis von Keller-
automaten wurde bereits von Maruyama et al. [2006] für eine Vielzahl
von Anwendungen patentiert. Neben ASN.1 basierten Codierungen
[Dubuisson, 2001; Imamura und Maruyama, 2001] ist BiM Niedermei-
er et al. [2002]; de Cuetos et al. [2006] die am weitesten verbreitete auto-
matenbasierte XML-Binärdarstellung. BiM wird in MPEG-4, MPEG-7,
MPEG-21 sowie für DVB-basierte IP- und Handy-Rundfunksysteme
eingesetzt. Mit EXI [Schneider und Kamiya, 2008] ist ein Verfahren
hinzugekommen, welches Automaten zur Laufzeit erweitert, sich aber
auch auf ressourcenbegrenzten Systeme mit statischen, vorgenerierten
Automaten übertragen lässt [Doi et al., 2012].
Grundlegend für diese Grammatikkompressionen ist der Gedan-
ke eines minimalen invertierbaren Transduktors mit einer minimalen
Ausgabe. Typischerweise geschieht das durch eine einfache Durch-
nummerierung der Kanten. Es stellt sich heraus, dass sich IDAs beson-
ders gut für die Kompression eignen bzw. dass die meisten Konstrukti-
onsalgorithmen implizit visibly pushdown Strukturen erzeugen. Auch
wenn Mayordomo et al. [2011] gezeigt hat, dass sich Dokumente erzeu-
gen lassen, in denen eine IDA-Kompression dem Liv-Zempel Algo-
rithmus und anderen speicherbegrenzten Kompressionsverfahren un-
terlegen ist, gilt gleiches auch anders herum. Wie später in Abschnitt
5.6 gezeigt wird, ist gerade für typische Datagramme in Sensornetz-
anwendungen sowohl eine efﬁziente Konstruktion des Automaten als
auch ein höherer Kompressionsgrad als bei der Lev-Zempel basierten
XMill-Kompression [Liefke und Suciu, 2000] möglich.
Der Vorteil der IDA-Kompression ist, dass sie ohne dynamisches
Wissen z. B. in Form von Wörterbüchern auskommt und genauso wie
jede andere syntaktische Übersetzung über statische Codegenerierung
implementierbar ist. So zeigt Abbildung 61 den gleichen Automaten
bzw. Transduktor aus den vorherigen Beispielen mit einer komprimie-
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renden Ausgabefunktion. Durch die Kompression ändert sich das be-


































































Abbildung 61: Komprimierender VPT zu Modell in Abbildung 59
Neben der Transformation der Strukturelemente lassen sich durch
die Typisierung des Automaten über das MOF-Modell auch die Daten-
typen efﬁzient komprimieren. Voraussetzung ist die durch die Kon-
struktion gegebene Vortypisierbarkeit (preorder typing) der Eingabe.
Ein einfaches Beispiel ist die zusätzliche Nutzung von deﬁnierten mi-
nimalen und maximalen Werten eines in einem bestimmten Kontext
auftretenden Wertes. So kann z. B. der bereits zitierte Temperaturwert,
der durch einen Sensor mit einer Genauigkeit von 0.1°C gemessen
wird und maximal im Bereich von -20°C bis 80°C arbeitet, ohne Ver-
luste als 10bit Wert codiert werden. Der Interpretationskontext, wel-
cher die Typeinschränkung möglich macht, wird durch die Position
im Kellerautomaten klar festgelegt, sodass eine adaptive Kompressi-
on von strukturell eingebetteten Werten möglich ist. Voraussetzung
für die Invertierbarkeit des Transduktors ist, dass die Übersetzung
der Symbole Ω((q, α, γ, q′)) für ein variables α isomorph ist, d. h. das
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Eingabesymbol für jede Kombination aus Zustand und Kellersymbol
eindeutig auf ein Ausgabesymbol abgebildet wird.
5.5 modellgetriebene implementierung
In diesem Abschnitt werden die vorangegangen theoretischen
Überlegungen direkt über die unterliegenden Modelle auf eine
Implementierung übertragen. Die Domänenarchitektur ermöglicht es,
automatisiert Gateways für verschiedene syntaxgetriebene Überset-
zungen zu integrieren. Ein Anwendungsfall ist hier die Erstellung
generierter Gateways zur Anbindung von Sensorknoten über das
Devices Proﬁle for Webservices. Hier werden syntaktische Trans-
formationen in eine erstellte modellgetriebene Laufzeitumgebung
eingebettet. Diese wird auf Basis von abstrakten Dienstbeschrei-
bungen und Dienst-Dienstgeber-Beziehungen generiert. Neben der
Efﬁzienz der Abbildung soll zusätzlich gerade die Geradlinigkeit der




Alle Eingangsmodelle in Form von grammatikalischen Beschreibun-
gen von Nachrichten werden im ersten Schritt in eine Darstellung ge-
mäß der Essential Meta-Object Facility (EMOF) (ISO/IEC 19502:2005)
übersetzt. Das Eclipse Modelling Framework (EMF) stellt eine ausge-
reifte Implementierung der EMOF in Form von ECore bereit. EMF
bietet weiterhin eine Reihe von Modelltransformation nach ECore aus
verschiedenen Eingabemodellen an. So wird für das Übersetzen von
einem XML-Schema nach ECore auf eine bereits existierende Imple-
mentierung zurückgegriffen [Hudson, 2009], welche die für uns re-
levanten Aspekte direkt auf eine hierarchische Klassenstruktur über-
setzt. Weitere Aspekte des Schemas werden über Annotationen in das
Modell übernommen und können in späteren Transformationsschrit-
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ten genutzt werden. Dazu zählen beispielsweise Einschränkungen im
Wertebereich (z. B. auch reguläre Ausdrücke zur Einschränkung) der
Basisdatentypen.
Für andere Eingabegrammatiken ist dieser Prozess ähnlich. Für
UML Klassendiagramme existiert native Unterstützung im Eclipse
Modelling Framework. Für andere Grammatikformate wie ASN.1
oder RelaxNG existiert der Umweg über die Übersetzung in äqui-
valente XML-Schemata, wofür es verschiedene kommerzielle und
freie Werkzeuge gibt. Deshalb beschränkt sich die im Folgenden
vorgestellte Implementierung auf XSD als Quellgrammatik. Da es sich
bei EMOF um eine Oberklasse kontextfreier Grammatiken handelt
[Alanen und Porres, 2003], können prinzipiell Quellgrammatiken der
beschriebenen Klasse eingelesen werden. Darüber hinaus können
über Annotationen Besonderheiten der Quellmodelle festgehalten
werden, welche nicht oder schwer kontextfrei in EMOF ausdrückbar
sind. Dies wird hier insbesondere für Beschreibungen von atomaren
Datentypen genutzt.
Automatenmodell
Die formale Modellierung des eingabegetriebenen Automaten aus Ab-
schnitt 5.4 lässt sich direkt auf die modellgetriebene Entwicklung über-
tragen. Der IDA
• enthält 1..∗ Zustände State als Attribut states (Q)
• referenziert 1 Zustand State als start (q0)
• enthält 1..∗ Übergänge Transitions als transitions (τ)
.
Transitions (τ = τc ∪ τr ∪ τl ∪ τ)
• referenzieren 1 Instanz eines Zustands State (∈ Q) als source
(Quellzustand) wie einen als target (Zielzustand)
Konkrete Transitionen sind entweder
• aufrufende callTransitions (τc = Q × Σc × Γ× Q),
• zurückkehrende returnTransitions (τr = Q × Σr × Γ× Q),
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• oder interne localTransitions (τl = Q × Σl × Γ× Q),
• sowie spontane epsilonTransitions (τ = Q × {} × Q))
Abbildung 62: Meta-Modell des modularen eingabegetriebenen Automaten
Das resultierende Meta-Modell des Kellerautomaten ist in Abbil-
dung 62 dargestellt. Das Meta-Modell wurde gemäß der Konstruktion
des modularen IDA (VPA) nach Kumar et al. [2007] entworfen. Spezi-
ell an der hier genutzten Meta-Modellierung ist der direkte Bezug auf
das EMOF (Meta-)Modell, welches als Basis gelegt wurde. Das Keller-
alphabet Γ als auch das Symbolalphabet Σ werden durch Referenzen
auf das ECore-Modell der Nachrichtengrammatik ersetzt. In Abbil-
dung 63 wird eine vereinfachte Version des entsprechenden ECore
eMOF Modells dargestellt.
Die Einschränkung auf modulare IDAs ist dabei keine echte Ein-
schränkung. So lässt sich zum Beispiel durch die Eliminierung der Mo-
dule im Meta-Modell der Automat ohne Änderung auf einen reinen
IDA transformieren. Durch die zusätzliche Eliminierung der Speziali-
sierung der Transitionstypen entspricht das Modell einem einfachen
Kellerautomaten.
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Abbildung 63: Relevante Teile des ECore Meta-Modells
5.5.2 Formalisierte Modelltransformation
Erster Schritt für die Erzeugung von Codierungen bzw. Transduktoren
ist die Modellierung der Nachricht als Akzeptorautomat. Dieser ein-
gabegetriebene Kellerautomat wird durch eine Modelltransformation
auf dem ECore Meta-Modell erzeugt.
In der folgenden Implementierung der Transformation in der Epsi-
lon Transformation Language (ETL) [Kolovos et al., 2008] zeigt sich
die einfache Modellierung des wechselseitigen Zusammenhangs zwi-
schen Automat und vorgegebenem Grammatikmodell. Die Modell-
transformation erlaubt eine sehr anschauliche, aber genauso efﬁzient
ausführbare Beschreibung des Transformationsprozesses. Der Zusam-
menhang zwischen formaler Beschreibung und ausführbarer Imple-
mentierung bleibt nachvollziehbar.
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Es zeigt sich, dass sich durch die Nutzung der modellgetriebenen
Werkzeugkette die Implementierung stark an der formalen Problem-
beschreibung richtet. Geht man davon aus, dass (mithilfe einer vor-
herigen Transformation) ein ECore Meta-Modell für die Beschreibung
einer abstrakten Nachricht existiert, so ist es leicht, diese in eine Au-
tomatendarstellung zu übertragen. Listing 5.1 zeigt zur Veranschau-
lichung die vereinfachte Transformation des ECore MOF-Modells in
die Kellerautomatendarstellung. Als Eingabe dient das Nachrichten-
modell gemäß des in Abbildung 63 dargestellten ECore Meta-Modells.
Ausgabe ist ein Kellerautomat gemäß des in Abbildung 62 dargestell-
ten modularen IDA Meta-Modells. Die Transformation leitet sich di-
rekt aus der Beschreibung von Kumar et al. [2007] und Alanen und
Porres [2003] ab und ist in dieser Form die voll funktionsfähige Imple-
mentierung. Lediglich die Behandlung von nichthierarchischen Refe-
renzen und Datentypen kommt hinzu.
Die gemischt relationale und imperative Syntax von ETL kommt der
Formulierung entgegen, welche intuitiv der Beschreibung des zugrun-
de liegenden Äquivalenzbeweises von Kumar et al. [2007] entspricht.
Gerade durch die Verwendung des ::=-Operators, welcher das zur
Eingabe äquivalente Ausgabeelement zuweist, ist eine induktive Deﬁ-
nition möglich. Der Quelltext erstellt so für jede Klasse des Quellm-
odells ein Modul, welches einem Nichtterminal der Grammatik ent-
spricht. Induktiv wird nun für jede Klasse und bei Bedarf (lazy) für
jeden Basistyp ein endlicher Automat konstruiert. Referenziert ein
Datentyp einen anderen, wird über eine Aufrufkante in den Startzu-
stand des äquivalenten Zielmoduls übergegangen und alle Zielzustän-
de mit rückkehrenden Kanten mit dem nächsten Zustand verknüpft.
Die Symbole werden über die ECore-Referenz implizit plattformunab-
hängig deﬁniert.
Bei Betrachtung des Algorithmus wird klar, dass der Typ der Tran-
sition durch das ECore-Modell vorgegeben wird. Das heißt, dass die
Transformation automatisch die Schachtelungseigenschaft eingabege-
triebener Automaten erfüllen muss, und schon bei der Konstruktion
deterministisch und damit vortypisierbar ist (siehe Abschnitt 5.4). So
werden aufrufende und rückkehrende Transitionen immer von Refe-
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Listing 5.1: Transformation eines ECore Modells in einen Kellerautomaten
ru le Class2Module
transform c : ECore ! EClass to m : PDA!Module
{
m. parent : : = c . ePackage ; m. type := c ;
var s : new PDA! S t a t e ; s . module :=m; m. s t a r t := s ;
for ( r in c . eA l l S t ruc tu ra lFea tu re s ) {
var tmodule ;
tmodule : : = r . eType ;
var t : new PDA! Ca l lT rans i t i on ;
t . source := s ; t . symbol := r ; t . t a r g e t := tmodule . s t a r t ;
i f ( r . lowerbound==1 and r . upperbound==1 )
s :=new PDA! S t a t e ; s . module :=m;
for ( f ina l in tmodule . f ina l )
{
var t : new PDA! ReturnTrans i t ion ;
t . source := f ina l ; t . symbol := r ; t . t a r g e t := s ;
}
}




transform d : ECore ! EDataType to m: PDA!Module
{
m. type :=d ; m. parent : : = d . ePackage ;
var s : new PDA! S t a t e ; s . module=m;m. s t a r t =s ;
var f : new PDA! S t a t e ; f . module=m; m. f ina l . add ( f ) ;
var t : new PDA! Loca lTrans i t ion ;




transform p : ECore ! EPackage to a : PDA! Automaton { }
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renzen auf Datentypen ausgelöst, während lokale Transitionen das
Einlesen von Datentypen beschreiben.
In der einfachen Konstruktion aus Listing 5.1 werden alle sich
wiederholenden Elemente dem Kleene-Operator gleichgesetzt. Das
Quellmodell ist eine Teilsprache der akzeptierten Sprache. Die
Information über die Kardinalität ist jedoch weiterhin über das
verwobene Nachrichtenmetamodell verknüpft, sodass die Informa-
tion nicht verloren geht. Gleiches gilt für andere Einschränkungen
der Grammatik, welche der Codegenerierung weiterhin über das
Quellmodell zur Verfügung stehen und zur Laufzeit genutzt werden
können.
5.5.3 Syntaktische Übersetzung
Neben der Erzeugung der verschiedensten Nachrichtendarstellungen
ermöglicht die Codegenerierung die Implementierung verschiedener
Verarbeitungsparadigmen auf einer einzigen Codebasis. So können
ähnlich XML-Parsern z. B. ereignisgetriebene (SAX), dokumentenmo-
dellbasierte (DOM) oder aufrufgetriebene (pull API) Schnittstellen ge-
neriert werden. Gleichzeitig werden auch unterschiedliche Program-
miersprachen wie z. B. C oder Java unterstützt.
Daraus ergibt sich eine ganze Reihe von Produkten, die auf der Ba-
sis eines Grundgerüstes erstellt werden können. Voelter und Groher
[2007] stellen hierfür eine Möglichkeit vor, solche sehr weitreichenden
Variantenkonﬁgurationen efﬁzient durch aspektorientierte Program-
merzeugung abzubilden. Um den Programmerzeuger zu implemen-
tieren wird der Ansatz mittels der aspektorientierten Schablonenspra-
che xPand adoptiert. Alle möglichen Umsetzungsmöglichkeiten wer-
den als advice bezüglich der allgemeinen Automatenschablone imple-
mentiert. So können verschiedene Eingabe-, Ausgabe- sowie Kontroll-
ﬂussaspekte in die Akzeptorerzeugung als advices eingewoben wer-
den. Auf Modellebene bilden die Transitionen und Zustände der Auto-
matendarstellung mögliche “join points’‘ für Ein-und-Ausgabe- sowie
Ausführungsaspekte.
Für verschiedene Plattformen werden vorgefertigte Codegenerato-
ren als Plug-Ins für das Eclipse Rahmenwerk erstellt. Auch wenn die
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Erstellung von entsprechenden Schablonen für jedes Eingabe und Aus-
gabeformat einen einmaligen Aufwand darstellt, so kann jedoch eine
spätere Bindung der Formate vollkommen automatisiert über das ge-
meinsame Modell geschehen. Die Codegenerierung erstellt statische
oder dynamische Bibliotheken, welche direkt innerhalb des Arbeitsab-
laufes vorkompiliert und innerhalb des Zielsystems genutzt werden
können.
Momentan wird die automatische Erzeugung von Akzeptoren für
die Programmiersprachen C, Python und Java auf dem Windows,
Linux, Symbian, sowie dem Particle-[Decker et al., 2005a] und dem
Contiki-Betriebssystem [Dunkels et al., 2004] unterstützt. Für jede
Plattform kann die Erzeugung gemäß den Rahmenbedingungen
optimiert werden.
Plattformunabhängiger Kontrollﬂuss
Idee hinter der aspektorientierten Codegenerierung ist es, dass sich
die konkreten programmiersprachlichen Konstrukte der Implementie-
rung sehr stark ähneln. Auch bei unterschiedlichsten Plattformen sind
oft nur kleine Änderungen notwendig. So lassen sich typischerwei-
se aus jeder Implementierung weitere ableiten. Dies kann durch ein
Überschreiben der Codegeneratoren geschehen, bei denen ein konkre-
tes Konstrukt je nach Plattform überschrieben wird.
Durch die Nutzung von übereinander schachtelbaren Generator-
Schablonen lässt sich so mit geringstem Mehraufwand eine Vielzahl
verschiedener Implementierungen unterstützen [Voelter und Groher,
2007]. Listing 5.2 zeigt das Grundgerüst der Automatengenerierung
anhand des Meta-Modells. Der innerste Kontrollﬂuss ist durch den
Automaten vorgegeben und enthält keine programmiersprachenspe-
ziﬁschen Konstrukte. Listing 5.3 zeigt eine Implementierung durch
eine Schleife umgebene Switch/Case-Anweisung. Diese lässt sich mit
der gleichen konkreten Syntax für verschiedenste Programmierspra-
chen wie C, C++, C#, D, Java, PHP, ActionScript und JavaScript nut-
zen. Listing 5.5 zeigt den Advice, welcher den Funktionskontext für C
für einen unterbrechbaren Automaten herstellt. Listing 5.6 zeigt den
gleichen Kontext für Java, welcher den Automatenzustand in einem
Akzeptor-Objekt hält. Beide Automaten sind ohne Multithreading un-
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Listing 5.2: Plattformunabhängiges Grundgerüst für die Automatengenerie-
rung
«DEFINE emit FOR Automaton»
«EXPAND emit FOREACH modules−»
«ENDDEFINE»
«DEFINE emit FOR Module»
«EXPAND t r an s i t i o n FOREACH s ta t e s−»
«ENDDEFINE»
«DEFINE chooseTrans i t ion FOR S ta t e »
«EXPAND readSymbol−»
«ENDDEFINE»
«DEFINE endChoice FOR S ta t e »
«ENDDEFINE»
«DEFINE emit FOR S ta t e »
«EXPAND chooseTransi t ion−»
«EXPAND t r an s i t i o n FOREACH out−»
«EXPAND endChoice−»
«ENDDEFINE»
Listing 5.3: switch basierte Implementierung
«AROUND base : emit FOR Automaton »
while ( t rue )
switch ( label ) { « t a rge tde f . proceed ( ) » }
«ENDAROUND»
«AROUND base : emit FOR S ta t e »
case «getBeginCase ( ) » : { « t a rge tde f . proceed ( ) » break ; }
«ENDAROUND»
Listing 5.4: Implementierung über rekursiven Abstieg
«AROUND base : emit FOR Module»
accept_ <type > ( ) { « t a rge tde f . proceed ( ) » }
«ENDAROUND»
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Listing 5.5: Rumpf für C-Implementierung
«AROUND base : emit FOR Automaton
s t a t i c in t « s t a r t . type . name»_automaton
(READER_STRUCT * reader ,WRITER_STRUCT * writer , in t * _ l abe l )
{ « t a rge tde f . proceed ( ) »
«ENDAROUND»
Listing 5.6: Rumpf für Java-Implementierung
«AROUND base : emit FOR Automaton
c l a s s « s t a r t . type . name»
{
Stack <Sta te > s tack ; Reader reader ; Writer wr i te r ;
public void accept ( ) {
in t label=Stack . pop ( ) ;
« t a rge tde f . proceed ( ) »
Stack . push ( label ) ; }
«ENDAROUND»
terbrechbar, da sie explizit den Kellerzustand modellieren. Alternativ
kann auch rekursiver Abstieg genutzt werden, um einen VPA zu mo-
dellieren. Listing 5.4 gibt ein einfaches Muster vor.
Wichtig ist hier die aufwandsarme Adaptierbarkeit der Ausführung
auf die Plattformgegebenheiten. Ein gutes Beispiel ist der uiP Stack
der Contiki-Plattform, welcher auf Basis eines ereignisbasierten ko-
operativen Multithreadingansatzes funktioniert [Dunkels et al., 2004].
Hier können Transduktoren efﬁzient genutzt werden, um Sensormess-
werte als strukturierten Datenstrom über einen TCP-Kanal zu schi-
cken. Der Automat ermöglicht es, die Sensordaten direkt über typi-
sierte Ereignisse auf die Kommunikationsschicht zu schreiben. Der
Automat gibt nach jedem Zustandsübergang kooperativ den Kontroll-
ﬂuss ab und arbeitet ohne Zwischenpufferung direkt auf dem Netz-
werkpuffer. Er integriert sich damit perfekt in die Verarbeitungspara-
digmen des eingebetteten Betriebssystems.
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Typserialisierung und Codierungsaspekte
Der in Abbildung 62 deﬁnierte Kellerautomat modelliert kein expli-
zites Alphabet, sondern deﬁniert die Klassen (genauer „eClassiﬁer“)
des Datenmetamodells als Kelleralphabet. Die Referenzen und Attri-
bute („eStructuralFeature“) sind das Eingabealphabet für die Aufruf-
und Rückkehrtransition. Serialisierbare Datentypen bilden die Symbo-
le für lokale Transitionen. Durch diese Verwebung der Modelle ist es
leicht, das Grundgerüst des Akzeptors mit weitergehenden Typinfor-
mationen zu annotieren. Insbesondere können so Typrestriktion wie
Wertebereiche oder Präzision abgebildet und später genutzt werden.
Besonders wichtig ist die Verwebung von Meta-Modell und Auto-
matenmodell für die Typserialisierung und -deserialisierung. Werden
zu einem späteren Zeitpunkt die Zerteilungsroutinen geschrieben, so
kann die im Modell vorhandene Information, z. B. über den Typ, für
die Codierung genutzt werden. Im einfachsten Fall können hierzu die
in EMOF vorhandenen Typdeﬁnitionen genutzt werden (String, Short,
Boolean,. . . ). Außerdem können Typeinschränkungen (wie z. B. mi-
nInclusive, maxExclusive, maxLength oder fractionDigits im Fall von
XSD) modelliert werden (subtyping).
Dieses Vorgehen ist problemlos erweiterbar. So können zu jeder Zeit
neue Informationen an das Modell angehängt werden, die durch die
Codegenerierung genutzt werden können. Das Annotationsmodell un-
terstützt die Speziﬁkation von Wertebereichen und Präzisionsinforma-
tionen. Diese werden genutzt, um z. B. die Schnittstelle zu einem Sen-
sorknoten genauer zu beschreiben und so später eine optimale Dar-
stellung für die Codierung zu erzeugen. Ein Beispiel ist der Tempe-
raturwert, der mit einer Nachkommastelle von −20 bis 80 ◦C in 10bit
codiert werden kann.
Neben einer efﬁzienten kontextuell angepassten Ausführung ist ei-
ne angepasste Ausgabe von Nachrichten wichtig. Wie Listing 5.9 ver-
anschaulicht, ist die Codierung aus Sicht des kommunizierenden Pro-
gramms vollkommen transparent. Zur Veranschaulichung wird hier
eine XML-Datei über javax.xml.transform.Transformer in eine Bi-
närdarstellung überführt. Der Automat bzw. Transduktor implemen-
tiert hier einen SAXSerializer und hat als Eingabefunktion eine SAX-
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Listing 5.7: Wertecodierungsschablone
«DEFINE encode ( S t r ing val ) FOR Fixpoint »
( ( « val » ) − ( «min» ) )/ « s ca l i ng »
«ENDDEFINE»
«DEFINE decode ( S t r ing val ) FOR Fixpoint »
« IF signed ( ) »«EXPAND signCast »«ENDIF»
( ( ( «c» ) * « s ca l i ng ) » ) + ( «min» ) )
«ENDDEFINE»
Listing 5.8: Decodierungsschablone für ganzahlige Typen
«DEFINE readInt ( S t r ing out ) FOR IntegerTypes »
{
u«EXPAND type» c ;
r ead_b i t s ( reader , ( u_char *)&c , « ca l cB i t sLen ()−» ) ;
* ( « IF ! signed ( ) »u«ENDIF−»«EXPAND ctype» * )
«out» = «EXPAND decode ( " c " ) » ;
}
«ENDDEFINE»
Ereignisschnittstelle und als Ausgabe einen binären Ausgabestrom
(im Beispiel eine Datei).
5.5.4 Semantische Übersetzung
Die syntaktische Übersetzung ist in eine semantische Übersetzung ein-
gebettet, welche die verschiedenen Nachrichtenprimitive der beiden
Netzwerkseiten umsetzt. Hierzu werden typischerweise Gateways ge-
nutzt wie sie in Abbildung 64 dargestellt sind. Wie auf der rechten
Seite der Abbildung dargestellt, kann, falls Client und Service kom-
patible Netzwerkkommunikation nutzen, auch die Domänenarchitek-
tur dazu genutzt werden, lediglich die Dienstschnittstelle zu generie-
ren. Typischerweise ist jedoch entweder die Schnittstelle zu den Sen-
sornetzwerkdiensten vollständig durch den Hersteller festgelegt oder
die Applikationsschnittstelle durch den Anwendungskontext vorge-
ben (mittlerer Fall). Der dritte Fall ist, dass zwar beide Systeme offen
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Listing 5.9: Rumpf für C-Implementierung
FileOutputStream fos =
new FileOutputStream ( genDir + "/out . bin " ) ;
t ry {
Transformer xml2bin=
TransformerFactory . newInstance ( ) .
newTransformer ( ) ;
xml2bin . transform (
new StreamSource (new F i l e ( xmlPath ) ) ,
new SAXResult (
new SAXSer ia l izer ( fos ,TECO+" . gen . "+rootElem+"SAX2Bin " ) )
) ;
}
f ina l l y { fos . c l o se ( ) ; }
sind, jedoch die Kommunikation innerhalb des Sensornetzwerks un-
abhängig von anderen Teilen optimiert werden soll.
E.g. Contiki




























Abbildung 64: Anbindung verschiedener Sensornetzwerkplattformen inner-
halb der Aletheia-Gateway-Architektur
Wie schon in [Riedel et al., 2007b] eingeführt, ist es sinnvoll, bei der
Entwicklung von Dienstgateways zweischrittig vorzugehen (siehe Ab-
bildung 65). Der erste Schritt bezieht sich auf die syntaktische Trans-
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formation von Nachrichten. Dieser Schritt wird vollständig durch die
vorgestellte Automatengenerierung unterstützt und arbeitet vollstän-
dig auf Nachrichtenebene. Semantische Aspekte der Nachrichtenüber-
mittlung wie Zusicherung der Zustellung, Adressierung oder Aufruf-
konventionen werden dadurch nicht abgedeckt. Hierzu ist ein separa-
ter, zweiter Schritt notwendig.
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Abbildung 65: Schichtung der Nachrichtenübersetzung
Devices Proﬁle for Web Services
Wie in [Fantana und Riedel, 2010] diskutiert, können alle relevanten
Interaktionskonzepte des mobilen Wartungsszenarios und der
Informationsföderation innerhalb der Aletheia-Architektur auf
WebSevices-Primitive abgebildet werden. Die unterstützten Interak-
tionsmuster des Devices Proﬁle for Web Services (DPWS) bilden
deshalb den Rahmen der Implementierung.
Zur Zerteilung der XML-Nachrichten und Verarbeitung der SOAP-
Adressierung wurde auf der gsoap-Laufzeitbibliothek aufgesetzt. Für
die Kommunikation mit dem Sensornetzwerk wurde die libparticle-
basierte USB-Bridge Hardware bzw. für die Implementierung auf
IP-basierten Knoten direkt auf POSIX IPv6-UDP Sockets zugegriffen.
DPWS speziﬁsche Basisdienste, wie das Abonnementmanagement
(WS-Eventing) und das Geräteannoncierungsprotokoll (WS-Discovery,
WS-MetaDataExchange), wurden auf die ebenfalls auf gsoap aufset-
zende WS4D Implementierung [Zeeb et al., 2007] aufgesetzt. Auf
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Basis dieser minimalen WebServices-Plattform werden der dienst-
bzw. netzwerkspeziﬁsche Teil sowie die Ablaufsteuerung für die
Kommunikation vollständig modellgetrieben generiert. Ein kleiner
Teil der Domänenarchitektur ist plattformabhängig. Wobei Laufzeit-
system des Gateways, Sensornetzwerkplattform und dienstorientierte
Middlewareplattform auf unabhängige Teile der Domänenarchitektur
abgebildet werden. Der Aufwand ist hier wie bei der Codeerzeugung
für die Automaten nur einmalig pro Plattform zu leisten. Abbildung







































































Abbildung 66: Schematische Architektur eines modellgetriebenen Gateways
Den Kontext für die Ausführung der oben erstellten Aufrufe bie-
tet ein einfacher handimplementierter Server. Im Fall der DPWS Gate-
ways wird hierzu die gsoap-Bibliothek genutzt, die bereits eine Socket-
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Abstraktion bereitstellt. Der statische Teil besteht hauptsächlich aus
einer Hauptschleife, innerhalb der die Protokollübersetzung läuft. An-
dere Implementierungen, wie die REST-Implementierung des Gate-
ways, nutzen ebenfalls fertige leichtgewichtige Server wie den Jetty-
Server. Für Sensornetzwerke werden ebenfalls größtenteils bestehen-
de Implementierungen der unteren Schichten genutzt. Dieser kann
ebenfalls über ein modellgetriebenes Vorgehen implementiert werden.
Hierzu ist es notwendig, protokollspeziﬁsche Bindungen herzustel-
len. Bei den hier vorgestellten WebService-Gateways wird von der Be-
schreibung der Protokollsemantik des Web Services durch die Web
Service Description Language (WSDL) ausgegangen. Hierzu werden
die WSDL-Modelle als formale Modelle innerhalb der MDSD einge-
lesen und transformiert. Durch die Verwendung von WSDL Beschrei-
bungen können eine Reihe von bestehenden Werkzeugen angebunden
werden.
Abbildung von Dienstprimitiven
Adressauﬂösung wird für die eindeutige Identiﬁzierung von Diens-
ten gegenüber dem Dienstnehmer benötigt. In Ubiquitären Systemen
werden Dienste typischerweise nicht fest codiert, sondern zur Laufzeit
gebunden. Hierzu muss das Gateway ein Verzeichnis von Geräten und
Diensten vorhalten. Der DPWS Gateway implementiert hierzu das WS-
Discovery-Protokoll. Wichtig ist, dass Dienstgeber keine konkreten Ge-
räte darstellen müssen. Wie in [Riedel et al., 2007a] dargelegt, kön-
nen Dienste auch für beliebige kontextuelle Gruppen gelten. Praktisch
kann man dies über eine Bindung des Dienstes an eine spezielle Adres-
se codieren. Durch explizite Codierung von z. B. Manycast-Gruppen
in der Adresse kann die Logik zur Übersetzung schon im Gateway
geschehen. Ein Beispiel ist das „RAUM“-Modell [Beigl, 2001], bei wel-
chem durch eine explizite Adressierung über einer (partiellen) Raum-
ordnung eine Gruppe von Geräten adressiert werden. Diese wird im
Falle der Particle Computer Plattform in der Adresse umgesetzt, was
äquivalent zur Deﬁnition des Raumes als Dienstgeber ist.
Der DPWS Gateway verfolgt einen Ansatz, der ohne weitere In-
frastruktur wie Dienstregistraturen auskommt. Dazu wird der WS-
Discovery-Standard [Schlimmer et al., 2004] genutzt. Dieser ermög-
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licht, dass Dienste, welche im Sensornetzwerk vorhanden sind, mit
einer geeigneten WSDL-Schnittstelle ad hoc und infrastrukturlos an-
nonciert werden. Die in Abbildung 67 dargestellte Lifecycle Manage-
ment Komponente bietet eine Schnittstelle zur unterliegenden Platt-
form und kann den Laufzeitstatus verschiedener Dienste abfragen. So
kann etwa die Verfügbarkeit oder der temporäre Ausfall eines Kno-
tens dem Dienstnehmer mitgeteilt werden. Wie die Abbildung zeigt,
können zusätzlich über WS-MetaDataExchange Informationen über
den Dienst weitergegeben werden, um etwa ad hoc passende Bindun-
gen zu Diensten zu ﬁnden. Die Abbildung sensornetzwerkspeziﬁscher
Meta-Daten erfolgt über plattformspeziﬁsche Transformationen, die







































Abbildung 67: Abbildung des Service Lifecycle Management auf DPWS Ga-
teway
Die Zuordnung von Diensten zu Dienstgebern ist nicht an physika-
lische Grenzen gebunden und es ist möglich, jeden Dienst auf jeder
Plattform aufzurufen. Hierzu kann die Adressauﬂösung komplett
über zustandslose Übersetzung ermöglicht werden. In der Praxis ist
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es jedoch oft sinnvoll eine dynamische Netzwerkadressenübersetzung
einzusetzen, um einen größeren Adressraum wie in unserem Fall
der URLs bzw. URIs, in einen kleineren Adressraum abzubilden. Die
Adressübersetzung stellt sicher, dass Adressen wie z. B. URLs in
MAC-Adressen umgesetzt werden.
Wichtiger Teil der Adressauﬂösung ist die Network-Address-
Translation. Hier können zustandslose und zustandsbehaftete
Übersetzungen angewandt werden: die Einbettung der Adressen
und die Nutzung von dynamischen Übersetzungstabellen. Innerhalb
des DPWS Gateways werden beide Strategien genutzt. Für die
Kommunikation in das Sensornetzwerk können die Adressen der Sen-
sorknoten vollständig in die End-Point-URLs auf Web-Service-Seite
von WS-Addressing eingebettet werden. Über einen zusätzlichen
Auﬂösungsschritt können diese sogar unabhängig von Gateway als
URNs im Client gespeichert werden.So können z. B. elektronische
Produktcodes oder 802.15.4 MAC Adressen einfach auf URIs bzw.
URLs abgebildet werden. In die Gegenrichtung ist aufgrund der
limitierten Nachrichtengröße diese Strategie nicht anwendbar. Hier
wird die Adresse über eine Tabelle gehascht und über eine im
Gateway vorhandene Übersetzungstabelle aufgelöst.
Zur Unterstützung von spontanen Rückrufen eines Dienstgebers
in das Quellnetz ist zusätzlich im Falle von DPWS ein Abonne-
mentmechanismus notwendig, welcher den fehlenden Aufrufkontext
zwischen einer Rückrufoperation und dem Dienstnehmer herstellt.
Hierzu werden wie beim Aufruf alle Rückrufparameter inklusive
Adresse in der Adressübersetzungstabelle vorgehalten. Anders
als beim Aufruf werden diese nicht bei erfolgreichem Rückruf
gelöscht. Für den DPWS Gateway wird für die Herstellung des
Aufrufkontexts der WS-Eventing Dienst genutzt, welcher durch
das Gateway direkt implementiert wird. Rückrufkontexte sind
immer an die Zieladresse und die speziﬁsche Operation gebunden.
Unterstützt eine Dienstnehmerplattform parallele Aufrufe bzw.
mehrere Abonnements pro Dienstnehmer, kann die Listenposition
als dynamische Subportnummer an den Aufruf angehängt und muss
vom Zielsystem zurückgeschickt werden. Sonst wird für Aufrufe eine
FIFO-Struktur genutzt und für Abonnements die Nachricht an alle
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Abonnenten ausgeliefert. Alle Adresseinträge werden mit Time-Outs
versehen, welche bei Aufrufen zu einem Ausnahme-Fehler und bei






























Abbildung 68: Abbildung von WS-Discovery auf Sensornetzwerk-Dienste
Zusätzlich unterstützt das Gateway die Übersetzung verschiedener
Routingstrategien. Während auf einem drahtlosen Kanal oft eine
Broadcastauslieferung von Nachrichten Sinn macht, so ist dies oft in
anderen Netztopologien nicht efﬁzient durchführbar oder wird durch
die Plattform nicht unterstützt. Daher werden auf Gatewayebene
asynchrone Nachrichten von einem Broadcastschema auf der Sensor-
netzseite auf ein Publish-Subscribe-Schema mit Unicast- Nachrichten
auf Basis des WS-Eventing Standards umgesetzt. Hier können ver-
schiedene Filterstrategien für das Routing von Broadcast-Nachrichten
umgesetzt werden. Momentan werden nur Nachrichtentyp und
-quelle unterstützt. Es werden bei der Codegenerierung plattforman-
gepassten Cachingmechanismen genutzt. So können gerade bei stark
ﬂuktuierenden Netzwerken z. B. Sensornetzwerk und Geschäftslogik
stärker dynamisch entkoppelt werden.
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Abbildung 69: Relevante Teile des WSDL Meta-Modells
Abbildung von Nachrichtenprimitiven
Es zeigt sich, dass ein modellgetriebenes Vorgehen bei der Entwick-
lung auch die semantische Transformation von Nachrichtenaustausch
stark vereinfacht. Um die Interoperabilität aller Geräte zu gewährleis-
ten, wird eine einfache abstrakte Semantik vordeﬁniert. Als Binde-
glied für die Modellierung des Nachrichtenaustauschs nutzen wir die
Grundprimitive der Web Service Description Language (WSDL). Dies
hat zwei entscheidende Vorteile. Zum einen ist diese DSL bereits voll-
ständig über ein Meta-Modell deﬁniert und es existieren eine Reihe
von Werkzeugen, um Dienste auf Basis von WSDL zu speziﬁzieren.
Für unsere Anwendungsfälle (wie wahrscheinlich für die Mehrheit
aller Anwendungen) lassen sich zum anderen die entscheidenden Pri-
mitiven synchroner und asynchroner ubiquitärer Kommunikation in
WSDL abbilden.
Hierzu deﬁniert WSDL sogenannte Dienste, welche den Vorteil ha-
ben eine bidirektionale Schnittstelle über zwei Rollen zu deﬁnieren.
Ausgehend von der Dienstnehmerseite lässt sich die Deﬁnition so-
genannter Operationen durch verschiedene Nachrichtenprimitive aus-
drücken. Dies ist zum einen der klassische Aufruf, bei dem jede aus-
gehende Nachricht in einen Aufrufkontext mit einer Antwort gesetzt
wird. Wird lediglich eine Eingabe deﬁniert, so handelt es sich um ei-
ne einfache Nachricht vom Dienstnehmer zum Dienstgeber. Genauso












Abbildung 70: Nachrichtenprimitive von WSDL
kann durch die ausschließliche Deﬁnition einer Ausgabe eine asyn-
chrone Nachricht (Ereignis) vom Dienstgeber zum Dienstnehmer dar-
gestellt werden.
Die erste wichtige Einschränkung von WSDL ist, dass ein Kommuni-
kationskontext immer nur vom Dienstnehmer aufgebaut werden kann.
Dies schränkt praktische Anwendungen jedoch oft nicht ein und ver-
einfacht die Entwicklung. Asynchrone Nachrichten, welche spontan
vom Dienstgeber gesendet werden, müssen über eine Abonnement-
schnittstelle bereitgestellt werden. Die zweite Einschränkung ist, dass
maximal eine Eins-zu-Eins-Beziehung zwischen zwei Nachrichten in-
nerhalb des Modells explizit dargestellt wird. Das heißt, dass mehre-
re Rückgabenachrichten nicht problemlos einem Aufruf zugeordnet
werden können. Dies muss explizit über die Kombination mehrerer
einfacher Nachrichten geschehen. Hierzu kann der Abonnementme-
chanismus genutzt werden.
Die Implementierung der Gatewaylogik auf Basis von WSDL kann
durch die modellgetriebene Codegenerierung weitgehend plattform-
unabhängig geschehen. Listing 5.10 zeigt die abstrakte Übersetzung
einer eingehenden Nachricht entsprechend der in Abbildung 70 dar-
gestellten Nachrichtenprimitiven. Der konkret aktive Code für die ent-
sprechende Plattform wird erst durch die konkrete Konﬁguration der
Codegenerierung vorgegeben. Listing 5.10 zeigt die Übersetzung der
eingehenden Nachricht gegen die gSoap-Bibliothek. Hier ﬁndet auch
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Listing 5.10: Semantische Übersetzung eines Aufrufs
«DEFINE dispatchIncoming FOR TService »
«FOREACH port AS p»
«EXPAND incoming (p ) FOREACH port .\
getPortType ( ) . operat ion . s e l e c t ( e|e . input != null )−»
«EXPAND notfound (p ) »
«ENDFOREACH»
«ENDDEFINE»
«DEFINE incoming ( TPort port ) FOR TOperation»
«EXPAND is_op ( port ) »
«EXPAND in i t _ c on t e x t »
«EXPAND t rans l a t e _ou t FOR input . getMessage ( ) »
«EXPAND do_ca l l »
« IF output==null && fau l t ==null−»
«EXPAND oneway_return»
«ELSE−»«EXPAND reg i s t e r _ r e tu rn_ con t ex t »
«ENDIF−»
«EXPAND ex i t _ con t ex t »
«ENDDEFINE»
die Einbindung der syntaktischen Übersetzung statt. Der Ausdruck
«arg.localPart»\_sax2«tenc()»\_run expandiert zu einem Aufruf
an den jeweils passenden Transduktor für die Nachricht arg.localPart
für das konﬁgurierte Zielencoding tenc.
5.6 beobachtungen
Im Folgenden soll, wie schon im vorangegangen Kapitel, die Domä-
nenarchitektur anhand der vorgegebenen Thesen evaluiert werden.
Um die Gültigkeit der Hypothese zu belegen, ist es notwendig, dass
sich die Thesen beobachten lassen. Der Entwicklungsprozess für mo-
dellgetriebene Gateways und die Gatewayarchitektur wurden mit dem
Hintergedanken geschaffen, möglichst viele Systemlandschaften und
Use Cases zu unterstützen.
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Listing 5.11: C Speziﬁsche Implementierung (für gsoap)
«DEFINE is_op ( TPort port ) FOR TOperation»
i f ( in−>ac t ion && ! strcmp ( in−>act ion , " « input . anyAttr ibute . t oL i s t ( ) .
s e l e c t ( e|e . f ea tu re . name==" Action " ) . f i r s t ( ) . value» " )
«ENDDEFINE»
«DEFINE t r an s l a t e _ou t FOR TMessage»
« IF ! part . element . isEmpty»
s t r u c t WRITER_STRUCT* wr i te r=\




Durch die syntaktische wie semantische Übersetzung eines
Sensorknoten-Meßsystems auf ein Web-Dienstsystem, sollte ein hohes
Maß an Ausdruckstärke und Flexibilität erreicht werden. Dies wird
nun anhand des Anwendungsfalls überprüft. Hierzu müssen alle
wichtigen Interaktionsmuster durch das System efﬁzient abgedeckt
werden. Der Anwendungsfall ist ein zentraler Bestandteil des Aletheia
Projekt, welches es sich zum Ziel gesetzt hat, solche Informationen
zu föderieren und über den Produktlebenszyklus hinweg Nutzern
aufbereitet zur Verfügung zu stellen. Hier wird der IoT-basierte
Wartungsprozess, wie er in Fantana und Riedel [2009] beschrieben
wird, dazu genutzt, die Ausdruckstärke der Implementierung zu
evaluieren und mit der bestehenden der Referenzapplikation zu
vergleichen.
Innerhalb des Projektes wurde der folgende typische Arbeitsablauf
[Fantana und Riedel, 2009] entwickelt, bei dem der Wartungstechniker
1. das Gerät z. B. durch ein RFID-basiertes Typenschild identiﬁ-
ziert,
2. anhand von Geräte- und Typeninformation Beschreibungen zu
möglichen Fehlerursachen herunterlädt,
3. Sensorknoten nach Vorgabe oder Expertenwissen ausbringt,
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Abbildung 71: Testinstallation beim Projektpartner mit ad hoc ausgebrachten
Sensorknoten und mobilem Client
4. die Knoten über Ad-hoc-Vernetzung in sein mobiles Meßsystem
(welches Zugang zu lokalen Maschinen und Automatisierungs-
schnittstellen besitzt) einbindet,
5. Konﬁgurationsdaten (ggf. bereits hinterlegt) auf die Knoten über
eine Benutzerschnittstelle aufspielt,
6. Messungen durchführt, die er lokal visualisiert, analysiert und
speichert,
7. die Daten zentral hochlädt und manuell oder automatisiert mit
vergangenen Fällen vergleicht
8. und gegebenenfalls Schritt 3 bis 6 beliebig oft wiederholt.
Es existiert ein graﬁscher Client, welcher diesen Prozess unterstützt.
Diese Referenzapplikation ist jedoch direkt an bestehende APIs der
Sensorknoten gebunden. Aufgrund der Marktentwicklung war die
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c l i e n t = new SensorValuesCl ient ( ) ;
c l i e n t . Endpoint . Address = discoveryCl ien t . Find (
new F indCr i t e r i a ( typeof ( ISensorValues ) ) )
. Endpoints [ 0 ] . Address ;
temp= c l i e n t . GetSensorValues ( ) . Sample [ 0 ] . temperature ;
Abbildung 72: c# zum Auslesen eines Sensorknotens über DPWS mittels
WCF
Plattform jedoch nicht mehr verfügbar, was eine Neuentwicklung er-
forderlich gemacht hat, welche sich nicht mehr an eine Plattform bin-
den sollte. Aufgrund der bestehenden Bindung an das Microsoft .NET
Framework, wurden die Windows Communication Foundation als
Plattform ausgemacht, welche die Sensorknoten über Webservices an-
bindet. Diese Neuentwicklung wurde mithilfe der hier vorgestellten
Domänenarchitektur durchgeführt.
Vollständigkeit bzw. Äquivalenz der Funktionalität wurden
anhand von Testinstallationen beim Projektpartner überprüft (sie-
he Abbildung 71). Der Testablauf umfasst die Identiﬁkation, ad
hoc Platzierung, Konﬁguration, Messungen sowie Speicherung
und Analyse von Messdaten [Fantana und Riedel, 2009]. Wie in
[Fantana und Riedel, 2009] und [Riedel et al., 2010a] ausführlich
gezeigt wird, konnten alle Interaktionsmuster auf die Webservice-
Implementierung übertragen und efﬁzient mittels Web-Services in
der Client-Applikation implementiert werden.
Den Efﬁzienzgewinn bei der Anwendungsentwicklung auf Basis
des WCF veranschaulicht das Listing 72. welcher unabhängig vom
Sensorknoten das Aufﬁnden und Auslesen des Temperatursensors er-
möglicht und an Stelle einer über mehrere hundert Zeilen Code ver-
streuten Implementierung für eine einzelne Sensorknotenplattform
tritt (, die aus rechtlichen Gründen leider nicht genauer evaluiert wer-
den durfte).
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5.6.2 Höhere Performanz bei großer Flexibilität
Grundmotivation für die Einführung der Gatewayarchitektur war Fle-
xibilität. Die Notwendigkeit verschiedene Dienstgeber und Dienstneh-
mer über verschiedenste Middleware und Kommunikationstechnolo-
gien miteinander zu verbinden ist ein Teil dieser Herausforderung.
Auf zukünftige technologische Änderungen einzugehen ist eine weite-
re Herausforderung. Der modellgetriebene Prozess ermöglicht es, gan-
ze Software-Produktlinien efﬁzient zu implementieren. Die Neuimple-
mentierung der Mobile Service Anwendung sollte verschiedene Platt-
formen unterstützen, sodass diese Hypothese anhand eines realen An-
wendungsfalls überprüft werden konnte. Der modellgetriebene Ent-
wicklungsprozess wurde genutzt, um efﬁzient verschiedene Gateways
zu implementieren. Ziel war es, auch die Entwicklung zukünftiger Ga-
teways nachhaltig zu beschleunigen. Mithilfe des hier beschriebenen
Ansatzes wurden innerhalb des Aletheia Projekts die folgenden Im-
plementierungen prototypisch realisiert:
ppart binary encoding, AwareCon MAC, DOM-based code
upart binary encoding, uPart MAC, DOM-based code
6lowpan binary encoding, 6lowpan/802.15.4 MAC, event-based co-
de
java binary encoding, SAXReader implementation, IPv4
pc various encodings, IPv4, dom-based
microstrain vendor speciﬁc encoding, serial AT, closed source sys-
tem
Für alle Plattformen konnten trotz ihrer Diversität Übersetzer er-
zeugt werden. Wie auch noch im nächsten Abschnitt gezeigt wird, war
dies sogar mit einem geringen Mehraufwand möglich. Hier zahlt es
sich aus, dass gerade das Transduktor-Meta-Modell so gewählt wur-
de, dass eine sehr gute theoretische Beherrschbarkeit bei Erhaltung
maximaler Flexibilität und Efﬁzienz erreicht werden konnte.
Durch die Begrenzung des Entwurfsraums über Meta-Modelle,
kann niemals eine bessere Efﬁzienz oder eine höhere Ausdruckskraft
5.6 beobachtungen 213
gegenüber nicht begrenztem hand-optimierten Code erreicht werden.
In seltenen Fällen, in denen Ressourcen zu knapp sind, könnte
dies kritisch sein. Wie jedoch in Abschnitt 5.4 gezeigt wurde,
führt die Vergrößerung des Entwurfsraums durch Erweiterung der
Sprachklasse im Allgemeinfall dazu, dass die Möglichkeiten, diese
Nachrichten efﬁzient zu verarbeiten, stark eingeschränkt werden.
Die in sich geschlossene Nachrichtenverarbeitung unter Begrenzung
der Mittel ist nur durch die Beschränkungen auf den Automatentyp
möglich. Gleichzeitig kann ein enormer Efﬁzienzgewinn durch die
gute Handhabbarkeit der Modelle nachgewiesen werden.
Ein für die Implementierung kritischer Aspekt war die efﬁziente
Kommunikation zwischen Sensorknoten und Gateway. Hier war es
notwendig eine optimale Ausnutzung des Funkkanals zu erreichen
um möglichst hohe Bandbreiten bei Live-Messungen zu unterstützen.
Hierzu ist die XML-Darstellung von Web-Services ungeeignet,
also musste eine efﬁzientere Darstellung gefunden werden. Ein
allgemeiner Vergleich aktueller Packmechanismen für XML ﬁndet
sich in [Augeri et al., 2007]. Während gerade bei großen Datenmengen
wörterbuch-basierte Verfahren eine gute Performance liefern, sind
diese nicht für die Kommunikation kleiner Datenmengen, wie z. B.
Messungen, geeignet.
Deshalb wurden die Packraten verschiedener Codierungen für ein
typisches Sensorpaket ermittelt. Abbildung 73 zeigt das Ergebnis des
Vergleichs der Größe und der benötigten Energie. Zusätzlich zu der
ConCom-Codierung der Originalimplementierung sowie der vom ge-
nerierten Code erzeugten Binär-Codierung wurden verschiedene an-
dere Codierungen verglichen. Als Referenz wurde zusätzlich die XML
Codierung (ohne Leerzeichen und Zeilenumbrüche sowie Soap Hea-
der), wie sie auf Web Service Seite kommuniziert, herangezogen. Die-
se wurde zusätzlich mit bekannten Kompressionsmethoden gepackt.
Hierbei ist zu sehen, dass sogar der normale GZip Algorithmus eine
bessere Packrate zeigt als das XML-speziﬁsche XMill Packformat. Die
insgesamt schlechten Packergebnisse dieser Kompressionsmethoden
sind aufgrund der Kürze der Nachricht zu erwarten, da auf statischen
Vorkommen basierte Verfahren nicht greifen können. Als weitere Refe-






















Abbildung 73: Encoding size and related energy consumption
des XML-Stroms auf eingebetteten Geräten zum Ziel hat. Hier werden
dem XML Dokument nur Zerteilungshilfen hinzugefügt, wodurch so-
gar eine beträchtlichere Nachrichtengröße erzeugt wird.
5.6.3 Vergleich mit handgeschriebener Implementierung
Nachdem veriﬁziert wurde, dass die grammatikbasierte Kompression
die notwendigen Datenraten liefert, wurde die automatisch generierte
Implementierung der handgeschriebenen Applikation “Programma-
ble Remote Sensors’‘ (verfügbar unter http://particle.teco.edu),
welche das handoptimierte ConCom-Encoding nutzt, in verschiede-
nen anderen Aspekten gegenübergestellt. Für die Particle Plattform
[Decker et al., 2005a], eine Sensornetzwerkplattform auf Basis der 8bit
PIC18f6720 MCU und dem ungepufferten 869MHz TR1001 OOK Tran-
sceiver, haben wir eine quantitative Analyse des Codes durchgeführt.
Dazu wurde der handoptimierte Quellcode der ConCom API als Refe-
renz herangezogen. Als Compiler wurde der optimierende Compiler
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von CCS in der Version 4.016 verwendet. Die Ergebnisse, auf die nach-
folgend eingegangen wird, sind in Tabelle 9 dargestellt.
Handoptimierter Code ermöglicht theoretisch natürlich immer ei-
ne efﬁzientere Implementierung, als ein durch das Meta-Modell ein-
geschränkter generierter Code. Zusätzlich nutzt die Referenzimple-
mentierung eine Binärcodierung mit einem ﬂachen und efﬁzienten
Schlüssel-Wert-Schema [Krohn et al., 2004; Beigl, 2001], der Kernbe-
standteil des Particle Computer Systems ist und dessen API stark auf
Ressourcennutzung optimiert wurde. Trotzdem konnte gegenüber die-
ser Implementierung auf der Referenzplattform eine Steigerung der
Energieefﬁzienz nachgewiesen werden. So liegt, wie das Experiment
demonstriert, selbst bei sehr leichtgewichtigen Schnittstellen wie Con-
Com ein Overhead in der Modularisierung. Gerade die Unterstützung
von Sonderfällen, welche aufgrund fehlenden Wissens über Daten zur
Übersetzungszeit nicht heraus optimiert werden können, führt bei
nicht generiertem Code leicht auch zu Laufzeit-Overhead.
Wichtig gegenüber anderen Verfahren ist die ﬂexible Anpassbarkeit
der Codierung bei dem hier vorgestellten MDSD-Ansatz. So ist
beispielsweise bei einer Analyse des Assemblercodes auf dem PIC
Mikrokontrollern aufgefallen, dass das gewählte bitpackende Daten-
forum die generierte Implementierung mit dem handoptimierten
Code der PRS-Applikation verglichen. Beide Implementierungen
haben den gleichen Funktionsumfang. Die PRS-Applikation, welche
ConCom verwendet, nutzt jedoch eine vollständig untypisierte
Kommunikation. Weiterhin sind Teile des Sensorsamplings stark
mit dem Code zum Senden vermischt. Diese “Optimierungen“
haben zur Folge, dass für die ConCom-Implementierung weniger
Usercode benötigt wird, wie in Abbildung 9 zu sehen ist. Dies ist
jedoch größtenteils auf die durch die DPWS-Dienstimplementierung
gewonnene klare Struktur und Datentypisierung zurückzuführen,
während die Referenzimplementierung weitestgehend unstrukturiert
implementiert wurde. Zur Messung der Metriken wurde wieder das
USC CodeCount Werkzeug [Nguyen et al., 2007] verwendet.
Dies zeigt sich deutlich, wenn man die zyklomatische Komplexität
beider Implementierungen vergleicht. Die zyklomatische Komplexi-











































































































Der handgeschriebene ConCom-Code hatte eine Komplexität von 63,
was auf eine exzessive Nutzung von Fallunterscheidungen hinweist.
Implementierungen mit einer ähnlich hohen zyklomatischen Komple-
xität haben in Studien eine Fehlerwahrscheinlichkeit von über 90% ge-
zeigt. Diese Komplexität konnte durch die generierten Schnittstellen
deutlich gesenkt werden. Laut McCabe [1976] sollte diese zyklomati-
sche Komplexität im Idealfall grob unterhalb 10 liegen, was jedoch in
optimiertem C-Code für Mikrocontroller selten erreicht wird und auch
in unserem Fall nur für den Bibliothekscode erreicht werden konnte.
Es zeigt jedoch, dass durch die Nutzung von Codegenerierung die
Komplexität des Quellcodes extrem reduziert werden kann.
Noch höher ist die Komplexität des Application Convergence Layer,
welcher die Middlewareschicht darstellt und über die PRS Applikati-
on auf das Netzwerkprotokoll zugreift. Durch die Verwendung einer
ungleich leichtgewichtigeren Zwischenschicht für den generierten Co-
de, konnte nicht nur die Codemenge mehr als halbiert werden, auch
die zyklomatische Komplexität dieser Schicht konnte auf ein Drittel re-
duziert werden. Durch die Verwendung der ausgerichteten Codierung
mussten keine Bitpackmechanismen implementiert werden. Dadurch
konnten noch einmal 8% des Laufzeitsystems eingespart werden.
Als weiteren Schritt der Evaluierung wurden, ausgehend von
der initialen pPart Implementierung, die verschiedenen Plattformen
unter größtmöglicher Wiederverwendung von bestehendem Code
adaptiert. Ein Beispiel für eine alternative Konﬁguration ist die
6lowpan Dienstimplementierung für den Jennic JN5139 Prozessor.
Im Gegensatz zum Particle Computer handelt es sich hier um
eine low-power 32bit Architektur, welche ein integriertes 802.15.4
Packetradio nutzt. Die Endianess des Prozessors ist im Gegensatz
zum PIC MCU big-endian. Außerdem fordert der Prozessor wortaus-
gerichtete Zugriffe, für welche die Middleware Sorge tragen muss.
Zu einem einsträngigen prozeduralen System auf dem pPart ist das
Verarbeitungsmodell des Betriebssystems zudem nebenläuﬁg und
ereignisgetrieben. Der Akzeptor nutzt daher eine Ereignisschnittstelle,
die es erlaubt, eine Nachricht mit minimalem Speicheraufwand
(Kellergröße + Größe des längsten einfachen Datentyps) zu zerteilen.
Obwohl der Akzeptor keinen zeilenweise gleichen Code enthält und
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keine identische Codezeile, braucht der entsprechende Codegenerator
nur 150 Zeilen plattformspeziﬁschen Code.
5.6.4 Grenzen der technischen Umsetzung
Ein wichtiger Aspekt der Performanz ist die Skalierbarkeit des Sys-
tems in Hinblick auf eine wachsende Anzahl von Geräten und Gerä-
teinteraktionen. Der vorgestellte Ansatz ist dazu besonders gut geeig-
net, da Gateways Subnetze beliebiger Granularität bearbeiten können.
Der Durchsatz eines Netzwerkes kann so als technisch begrenzt an-
genommen werden. Besonders IoT Edge Netzwerke wie Low Power





















Abbildung 74: Durchsatz bei einer Datenrate von 10 Hz pro Knoten
Um die Skalierungseigenschaften des Prototypen zu testen, wurde
ausgehend von einer linear wachsenden Nachrichtenrate von einer
Nachricht von 100ms pro Knoten die Skalierung mit der Anzahl der
Knoten getestet und in Abbildung 74 dargestellt. Die Kurve zeigt ab
20 Knoten einen konstanten Durchsatz auf der Eingangsseite, da hier
die Bandbreite des simulierten Sensornetzes begrenzt wurde. Inter-
essanterweise kann man hier dennoch einen Zuwachs auf der Web-
Service-Seite beobachten, der durch die zusätzlich aufgebauten Event
Subscription zu erklären ist. Hier ist auch zu sehen, dass die Kno-
tenverwaltung im Prototypen einen Flaschenhals darstellt. Das einge-
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setzte eingebettete System war bei Sensornetzen mit über 50 Knoten
nicht mehr in der Lage, die HTTP-Push-Dispatching über separate
Event-Kanäle zum Client durchzuführen. Der trotzdem ansteigende
Netzwerkverkehr ist wiederum ein Artefakt, welches diesmal auf den
abnormalen TCP-Verbindungsabbau zurückzuführen ist.
Auch wenn im gegebenen Fall keine Änderungen notwendig waren,
da die Anforderungen gerade erfüllt werden konnten, offenbaren
die Experimente, dass es Sinn macht, Entwurfsentscheidungen über
Protokolle an einen späten Zeitpunkt der Entwicklung zu stellen.
Zum einen können die gemessenen Bottlenecks ohne Probleme
durch eine alternative Auslieferungsmethode, wie sie z. B. im
WS-Management Standard deﬁniert sind, gelöst werden. Zum
anderen zeigt sich, dass die Entkopplung der Kommunikation über
Transformationen die Nutzung von vorgegebenen standardisierten
Dienstschnittstellen erst ermöglicht. Auf einem Sensorknoten wäre
eine gesicherte Unicastübertragung von Events an mehrere Clients
gar nicht möglich.
Der Flaschenhals, welcher durch die Unicast-Publish-Subscribe-
Implementierung entsteht, wird im rechten Diagramm der Abbildung
74 noch offensichtlicher. In diesem Experiment wird die Anzahl der
Dienstnehmer auf Web Service Seite skaliert. Umgekehrt wird nur
ein einzelner Sensorknoten simuliert, welcher mit 4kbyte/s sendet.
Die Nachrichten werden über den Funkkanal des Sensornetzes auf
MAC Ebene empfangen, über den Gateway transformiert und an
die einzelnen Dienstnehmer über einzelne HTTP Verbindungen
ausgeliefert. Hier sieht man, dass das eingebettete Gerät, das für das
Experiment genutzt wurde, nur 250 kByte/s ausliefern kann. Ein
Proﬁling der Applikation zeigt, dass das Gateway die meiste Zeit für
den Aufbau der Eventing Verbindung im TCP Setup verbraucht. Die
für die syntaktische Transformation der Nachricht gebrauchte Zeit
war dagegen nicht signiﬁkant messbar.
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5.7 zusammenfassung
Ziel war, die Entwicklung hoch-optimierter, plattformspeziﬁscher
Kommunikationsmechanismen zu ermöglichen, welche gleichzeitig
Interoperabilität innerhalb eines Internet der Dinge sicherstellen.
Motiviert durch den Einsatz mobiler drahtloser ad hoc Diagnose-
systeme für die industrielle Wartung wurde ein Rahmenwerk zur
modellgetriebenen Entwicklung von Gateways für verschiedenste
Sensornetzwerkplattformen auf Basis von Dienstschnittstellen
erstellt. Die Referenzimplementierung, welche innerhalb des Aletheia
Projektes entstand, ermöglicht die plattformoptimierte, efﬁziente
Integration heterogener Sensornetzwerkplattformen auf Basis des
Devices Proﬁle for Web Services.
Es wurden Konzepte zur efﬁzienten syntaktischen und semanti-
schen Abbildung und Übersetzung von Nachrichtensystemen auf
eingebetteten Systemen mittels erweiterbarer, modellgetriebener
Codegenerierung entwickelt. Mittels MDSD konnte insbesondere die
syntaktische Übersetzung heterogener Kommunikationsmechanis-
men auf ein formales Grundgerüst abgebildet werden, auf dessen
Basis nun efﬁziente technologische Abbildungen entworfen werden
können. Die aspektorientierte Codegenerierung wurde innerhalb des
Eclipse Modelling Frameworks integriert. Die Domänenarchitektur
zeigt, wie technologisch relevante Problemstellungen Ubiquitärer
Systeme, wie z. B. Nachrichtenaustausch, Nachrichtenkompression
und automatische Übersetzung auf ein formal fundiertes und leicht
erweiterbares Entwicklungsrahmenwerk abgebildet werden.
Insbesondere die zu erwartenden Eigenschaften, wie erhöhte Flexi-
bilität und Ressourcenefﬁzienz durch die Codegenerierung, konnten
als Effekt der formalen Modellierung innerhalb des MDSD-Ansatzes
nachgewiesen werden. Neben den erwarteten Effekten des MDSD las-
sen sich die gemachten Beobachtungen wie folgt zusammenfassen:
+ Die formale Modellierung durch eingabegetriebene Kel-
lerautomaten ermöglicht ausgehend von dem konkreten
technologischen Problem der Übersetzung von Sensorkno-
tennachrichten in Web-Services die klare Beschreibung der
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theoretischen Grenzen und Möglichkeiten einer efﬁzienten
technologischen Abbildung.
− Das durch das Meta-Modell gegebene formale Rahmenwerk
schränkt entsprechend den Entwurfsraum ein. Eine Erweite-
rung des Meta-Modells ist oft nicht ohne Verlust der formalen
Eigenschaften möglich und würde alle nachfolgenden Schritte
betreffen.
+ Codierungen und Plattformschnittstellen können dafür mit
geringem Aufwand an den technologischen Kontext sowie
verschiedene Sensornetzwerkplattformen adaptiert werden.
+ Durch Codegenerierung konnte anhand eines realen An-
wendungsfalls im Vergleich zu handoptimierten Code eine
Verbesserung der Ressourcenefﬁzienz als auch der Inte-
grierbarkeit mit existierenden Plattformen nachgewiesen
werden.
− Der Middle-out-Ansatz hat seine Grenzen nicht nur im Modell,
sondern auch in den technologischen Randbedingungen. Im Fal-
le des Devices Proﬁle for Webservices Gateways skaliert die Er-
eignisauslieferung trotz optimierter Abbildung auf das Sensor-
netzwerk nur begrenzt mit der Anzahl der Sensorknoten und
Webservice Clients.
+ Im Gegensatz zum reinen Bottom-up-Ansatz ermöglicht die
MDSD vergleichsweise einfach den Wechsel auf eine andere
technologische Plattform unter Beibehaltung des Modells und
damit ein hohes Maß an Wiederverwendbarkeit.
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6
D ISKUSS ION UND AUSBL ICK
Grundlegende Herausforderung bei der Entwicklung von Ubiquitär-
en Systemen sind Heterogenität, Veränderlichkeit und Einbettung in
die physikalische Umgebung und die daraus erwachsenden Entwurfs-
möglichkeiten und -einschränkungen. Nur das Wissen über konkrete
technologische Rahmenbedingungen ermöglicht einen Applikations-
entwurf, während gleichzeitig die Entwicklung neuer Technologien
nur vom Einsatzzweck abhängt. Dieses Spannungsfeld zwischen theo-
retisch Möglichem und technisch machbarem führt im Bereich Ubi-
quitärer Systeme zu einem stark explorativen und unstrukturierten
Softwareprozess.
Dieser Arbeit lag die Hypothese zugrunde, dass modellgetriebene
Entwicklung den Widerspruch zwischen „top-down“- und „bottom-
up“-Entwicklung durch einen modellgetriebenen „middle-out“- An-
satz auﬂöst. Die Pragmatik dieses MDSD-Ansatz verbindet wohldeﬁ-
nierte Modelle mit ﬂexibler, technologieorientierter Werkzeugentwick-
lung, welche gerade zur Beherrschung komplexer Ubiquitärer Syste-
me notwendig ist. Die Erwartung gegenüber dem Einsatz von MDSD
für Ubiquitäre Systeme war
1. die Erzeugung ﬂexibler, adaptiver Systeme mit gleichzeitig grö-
ßerer Ressourcenefﬁzienz durch Verlagerung von Intelligenz von
der Laufzeit hinein in die Entwicklung,
2. die Integration verschiedener, heterogener Systeme bei geringer
Codegröße durch die Nutzung von Codegenerierung.
Abschließend sollen im letzten Kapitel kurz die Erkenntnisse der
Arbeit zusammengefasst werden, um darauf aufbauend den Nachweis
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der Thesen zu diskutieren und abschließend einen Ausblick auf wei-
terführende Fragestellungen und Möglichkeiten zu wagen.
6.1 zusammenfassung
Zentrale Rolle zur Strukturierung spielen Middleware-Systeme, wel-
che als Technologiemittler für eine parallele Entwicklung von Techno-
logie und Applikation sorgen. Sie führen zu einer Vielzahl konkur-
rierender Abstraktionen und Implementierungen, welche einer pro-
blemorientierten Modellierung und optimierten Umsetzung teilweise
entgegenstehen und selbst wieder zu einem Faktor von Heterogenität
werden. Für eine nachhaltige Entwicklung ist ein Softwareprozess not-
wendig, welcher sowohl von der konkreten Technologie als auch von
einer problemorientierten Abstraktion ausgeht.
Um die Hypothese zu belegen, wurden zwei repräsentative Domä-
nenarchitekturen entworfen, welche anhand repräsentativer Problem-
stellungen betrachtet wurden. Die beiden Anwendungskapitel enthal-
ten neben dem Beleg der Thesen auch die hauptsächlichen Beiträ-
ge dieser Arbeit, die auf verschiedenen Ebenen und Bereichen der
Entwicklung Ubiquitärer Systeme und modellgetriebener Softwareent-
wicklung gemacht werden konnten.
6.1.1 Implicit Middleware
Die Implicit Middleware, die in Kapitel 4 vorgestellt wurde, ist eine
Domänenarchitektur, die es ermöglicht, vorkompilierte Java-Dienste
modularisiert auf Sensorknoten auszuführen. Durch die Automatisie-
rung und Verlagerung der Modularisierung von der Entwicklungszeit
bis zur letztendlichen Ausführung, kann die Implicit Middleware
die Verteilung des Dienstes auf die kontextuellen Gegebenheiten
der Ausführungsumgebung adaptieren. Lokal verfügbare aktuelle
Netzwerk- und Rechenressourcen sowie die Nutzung konkreter
Sensorik führen jeweils zu einer unterschiedlichen Implementierung.
Hierzu wurde ein innovativer MDSD Prozess entworfen, welcher
aus der Mitte heraus von ausführbarem Byte-Code, Proﬁling-Traces
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und dem aktuellen Systemzustand ausgeht und über vom Entwickler
speziﬁzierten Kostenfunktionen in ein mathematisches Optimie-
rungsmodell transformiert. Auf Basis dieses Modells wird ein
gekoppelter Transformationsprozess deﬁniert, welcher das Ausgangs-
modell, also hier den ausführbaren Dienst, analog der Lösung des
Optimierungsproblems transformiert. Diese optimierte Zerteilung
basiert auf der Basis leicht-erweiterbarer Kostenfunktionen und
kann vollständig automatisiert geschehen. Durch die Transformation
existierender Anwendungen kann so zur Laufzeit, ein vielfacher
Geschwindigkeitsgewinn bei der Ausführung auf dem Zielsystem
erreicht werden.
6.1.2 Modellgetriebene Kommunikation
Die zweite Domänenarchitektur nutzt wieder ein wohlverstandenes
formal-theoretisches Modell als Basis für die Abstraktion des konkre-
ten Problems. Kapitel 5 adressiert das Problem der optimierten Kom-
munikation in heterogenen Ubiquitären Systemen, bei denen Ressour-
cenbeschränkungen und Spezialisierung zu einer großen Menge von
proprietären und standardisierten Nachrichtenformaten geführt ha-
ben. Am Beispiel für mobile drahtlose ad hoc Diagnosesysteme für die
industrielle Wartung wird das Problem der automatisierten Erstellung
von Web-Service Gateways für verschiedenste Sensornetzwerkplattfor-
men durch Codegenerierung adressiert. Hierzu wird ein MDSD Pro-
zess genutzt, welcher vorgegebene Nachrichtenstrukturen auf ausführ-
bare abstrakte Kellerautomaten abbildet und darauf basierend einen
aspektorientierten Codegenerierungsprozess aufsetzt. Ausgehend von
dieser formalen Darstellung können optimierte Nachrichtencodierun-
gen entworfen werden, welche sowohl die Übertragung, die Verarbei-
tung und die Integration in bestehende Plattformen optimieren. Die
Nutzung von generierten Transduktoren ermöglicht die automatisier-
te Übersetzung dieser Darstellungen in äquivalente Formen, wie in
unserem Fall Web-Service Nachrichten. So können zum Beispiel XML-
Nachrichten von 350 byte auf eine 5 byte binäre Darstellung abgebil-
det werden. Diese Reduktion erlaubt es, dass mächtige Web-Service
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Schnittstellen optimiert durch kleinste 8-bit-Mikrocontroller-basierte
Sensorknoten implementiert werden.
6.2 induktiver nachweis der hypothese
Die beiden Domänenarchitekturen bzw. Anwendungsszenarien stel-
len das Experiment dar, MDSD als „Middle-out’ Entwicklungsansatz
einzusetzen, um die Heterogenität und Veränderlichkeit von Ubiqui-
tären Systemen für den Entwickler zu abstrahieren. Als Nachweis der
Hypothese wurden anhand dieser Experimente die aus der Hypothe-
se abgeleiteten Thesen jeweils nachgewiesen.
6.2.1 These 1: Höhere Ressourceneﬃzienz bei gleichzeitig ho-
her Flexibilität
In Kapitel 3 wurde die These aufgestellt, dass die modellgetriebene
Entwicklung Ubiquitärer Systeme eine hohe Ressourcenefﬁzienz er-
möglicht ohne die Flexibilität der Implementierung einzuschränken.
Bei der Evaluation der Implicit Middleware konnte diese These klar
anhand der durch die automatische Optimierung der Verteilung ge-
wonnenen Performanzsteigerung, aber auch gleichzeitigen Adaptier-
barkeit der Implementierung nachgewiesen werden. So ließ sich durch
die Eingliederung der mathematischen Optimierung, welche letztend-
lich eine Form der künstlichen Intelligenz darstellt, Wissen formali-
sieren und automatisiert bereitstellen. Durch diese für die MDSD ty-
pische Automatisierung der konkreten Implementierung anhand von
Modellen können Freiheitsgrade offengelassen werden, welche spä-
ter automatisiert geschlossen werden. Die Optimierungskriterien, wie
auch die Freiheitsgrade und Technologien zur Verteilung, lassen sich
unabhängig vom eigentlichen Programmcode deﬁnieren. Dies ermög-
licht im Fall von Java-Applikationen, dass ohne spezielles Wissen über
das System die Programmlogik frei entworfen werden kann und spä-
ter in eine optimierte Implementierung überführt wird. Im Gegensatz
zum Einsatz von expliziter Middleware kann hier das System ohne
zusätzlichen Laufzeitballast adaptiert werden und sowohl große Flexi-
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bilität als auch Ressourcenefﬁzienz experimentell nachgewiesen wer-
den.
Flexibilität bei der Wahl der Kommunikationsmittel ist eine der
Grundvoraussetzungen für die efﬁziente Implementierung von
Kommunikation auf ressourcenbeschränkten Sensorknoten. Gerade
die Notwendigkeit einer globalen Kommunikation zwischen verschie-
densten Systemen schränkt jedoch entweder diese Flexibilität stark
ein oder die Übersetzung verschiedenster Kommunikationsmittel
macht Systeme global letztlich inefﬁzient. Durch den Einsatz von
MDSD innerhalb der Domänenarchitektur aus Kapitel 5 konnte
gezeigt werden, dass einheitliche Kommunikationsmechanismen und
efﬁziente technologische plattformabhängige Implementierungen
sich nicht entgegenstehen. Die Domänenarchitektur erhält die
Flexibilität zur Optimierung und liefert höchst ressourcenefﬁziente
Implementierungen. Es konnte in der Evaluation gezeigt werden,
dass der Entwurf von modellgetriebenen Protokollen auf der Basis
von Web-Services, sogar einer handoptimierten Implementierung
eines einfachen Schlüssel-Wert-Schemas überlegen sein kann.
6.2.2 These 2: Bessere Integration in komplexe und heterogene
Systeme bei geringer Codegröße
Die zweite abgeleitete These aus Kapitel 3 ist, dass eine Integration he-
terogener Systeme mittels Modellgetriebener Entwicklung mit einem
geringeren Codeaufwand zur Entwicklungs- und Laufzeit möglich ist.
Zur Laufzeit lässt sich viel Code durch die ﬂexible Generierung
einsparen. Gerade die Implicit Middleware fügt nur dort Middleware-
schnittstellen ein, wo sie benötigt werden. Dadurch, dass diese Ana-
lyse automatisiert ausgeführt wird, muss der Entwickler nicht Even-
tualitäten oder zukünftig benötigte Schnittstellen einplanen, sodass
entsprechend der Speziﬁkation mit einem Minimum von Code aus-
gekommen wird. Dies ist gerade bei den verwendeten Sensorknoten
wichtig, da außer auf den SunSPOTs Knoten nicht genügend Platz für
eine vollständige Middlewareimplementierung bereitstand und nur so
eine vollständige Verteilbarkeit sichergestellt werden konnte. Auch im
Vergleich zu alternativen Implementierungen für eingebettete Syste-
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me schneidet die Codegenerierung besser in Bezug auf die Größe der
benötigten Abstraktionsschichten zur Laufzeit ab. Zur Entwicklungs-
zeit ließen sich besonders durch die Einbindung externer Werkzeuge
große Einsparungen erzeugen. Die Implementierung durch eine DSL
ist gleichzeitig kürzer und weniger komplex. Nicht nur intern ließen
sich externe Werkzeuge einfach einbinden. Auch die Einbindung in
ein externes Rahmenwerk ist durch die Nutzung von formalen Model-
len zur Interaktion zwischen den Programmteilen einfach zu gestalten.
Gerade gegenüber alternativen Systemen konnte eine Reduktion der
Codegröße nachgewiesen werden, während insbesondere die Interak-
tion mit externen Systemen verbessert werden konnte.
Für die modellgetriebene Entwicklung der Gateways stellt sich das
Bild ähnlich dar. Auch hier war die Integration in eine bestehende
Plattform wichtig für den Erfolg. Große Teile der Entwicklung Ubi-
quitärer Systeme beschäftigen sich heutzutage mit der Handhabung
und Optimierung von Nachrichtenaustausch. Dieser Aufwand ließe
sich durch eine auf Modellen basierten Strategie der Wiederverwen-
dung von Code stark reduzieren. Während andere Tools nur eine
begrenzte Unterstützung von verschiedenen Plattformen liefern, ließ
sich durch das modellgetriebene Vorgehen und durch Codegenerie-
rung die Integration heterogener Technologien realisieren. Dabei zeig-
te sich, dass der Code durch die Generierung gegenüber der manu-
ellen Implementierung nicht nur reduziert werden konnte, sondern
auch weniger komplexe Abläufe enthielt. Die Generierungsphase ließ
sich aus der formalen Beschreibung ableiten und konnte mittels ein-
facher Muster auf die Plattformimplementierung gebunden werden.
Dabei konnte gezeigt werden, dass die Abstraktion auf eine forma-
le Darstellung dazu führt, dass gerade für ressourceneingeschränkte
Systeme mit geringen Variationen der Codegenerierung eine Vernet-
zung verschiedenster Technologien möglich ist. Die Anbindung von
Sensorknoten an Web Services bei Beibehaltung der Codegröße auf
dem Knoten und unter gleichzeitiger Erhöhung der Performanz, so-
wohl der Gatewayimplementierung als auch der Implementierung auf
dem Knoten, zeigt klar die Möglichkeiten von MDSD in Ubiquitär-
en Systemen. Dabei ist zu erwarten, dass die Einsparungen bei der
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Weiternutzung des Systems für andere Anwendungen sich nochmals
vervielfachen lassen.
6.2.3 Verallgemeinerung der experimentellen Aussage
Da die Beobachtungen so klar für beide unabhängigen Domänen ge-
zeigt werden konnten, ist dies ein klares Indiz dafür, dass die Hypo-
these hält. Gerade die klare formale Modellierung, die schlussendlich
hinter den Domänenarchitekturen steht, ist ein Zeichen, dass der Pro-
zess funktioniert hat. Die klare Abgrenzung der Domäne kann jedoch
nicht nur Resultat des Prozesses, sondern auch in den Problemstellun-
gen angelegt sein.
Viele der vertikalen Domänen in Ubiquitären Systemen sind nicht
so klar umrissen wie die hier präsentierten Querschnittsprobleme. So
wurden im Rahmen der hier behandelten Projekte auch einige Domä-
nenarchitekturen mit vertikalen „Scopes“ realisiert, jedoch mit sehr
wechselhaftem Erfolg. Oft wurde der Pfad der MDSD ab einem gewis-
sen Punkt verlassen und „händisch“ weitergearbeitet, was jedoch eine
valide Alternative nach dem vorgestellten Prozess darstellt.
Gerade jedoch für klar horizontale Probleme unterstützen die Expe-
rimente die Hypothese, dass MDSD typische Entwicklungsprobleme
Ubiquitärer Systeme löst.
6.3 diskussion
Der hier vorgestellte Prozess ist stark in der praktischen Projektarbeit
verankert, welche die Anwendung in industriellen Szenarien zum Ziel
hatte und oft die agile Entwicklung neuer Funktionalitäten und frü-
her Prototypen erforderte. Ein reiner speziﬁkationsgetriebener Prozess
hätte es nicht erlaubt gleichzeitig auf die Bedürfnisse von Partnern
und Projektträgern nach schnellen demonstrierbaren Ergebnissen ein-
zugehen, hätte aber vor allem dazu geführt, dass das Risiko die kon-
krete Technik am Anwender vorbei zu entwickeln, da der Raum aus
Anforderungen und Möglichkeiten gerade bei Ubiquitären Systemen
sich in einem stetigen Fluss beﬁndet. Dass Formalisierung, wenn sie
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aus der Mitte heraus geschieht, die technologische Entwicklung be-
gleitet und nicht diktiert, zeigte sich besonders in der nachträglichen
Adaptivität der Ergebnisse.
So erlaubte es die Formalisierung des Problems „von oben getroffe-
ne“ Entwurfsentscheidungen des Gesamtprojekts oft zu abstrahieren,
solange diese typischerweise eher technologischer Natur waren,
und unter Änderung der Randbedingungen im konzeptuellen Kern
äquivalente Lösungen ermöglichen. Die Implicit Middleware kann
z. .B durch die formale Abstraktion des Optimierungsproblems ohne
größere Implementierung andere Zielvorgaben erreichen oder die
Optimierung beispielsweise auf ein Komponentensystem anwenden,
statt auf vorkompilierte Klassen. Genauso ist die Implementierung
der modellgetriebenen Kommunikation innerhalb des Web Service
Gateways, wie sie aus den Anforderungen heraus entstanden ist,
problemlos auf andere Technologien übertragbar. Formale Modellie-
rung trägt insbesondere zum besseren Verständnis von Ubiquitären
Systems bei und lässt durch die Abstraktion des Problems ﬂexible
(Um-)Entscheidungen beim Entwurf zu, ohne den konzeptionellen
Kern zu stören.
Dies ist jedoch nur innerhalb dem durch das Meta-Modell gesteck-
ten Rahmen möglich. Die Optimierung der Implicit Middleware beruht
klar auf der geschlossenen Darstellung als mathematische Funktion
auf der Klassenstruktur. Die gesamte Werkzeugkette basiert auf die-
ser Darstellung. Es besteht das generelle Risiko, dass das vollständige
Problem nach einigen Iterationen mit dem gewählten Meta-Modell
sich als nicht darstellbar herausstellt und diese Werkzeugkette hinfäl-
lig wird. Gleiches gilt für die modellgetriebene Kommunikation, wel-
che nur auf der durch das Meta-Modell beschriebenen Klasse von Au-
tomaten funktioniert. Die klare Deﬁnition (im Sinne von Begrenzung)
der Domäne ist Vor- und Nachteil der MDSD.
Ein weiterer Nachteil ist die Werkzeugabhängigkeit der MDSD. Ge-
rade die spontane Einbeziehung von Partnern ist schwierig, wenn al-
lein der Versuch die notwendige Werkzeugkette zu installieren schei-
terte. Wie bei jeder Werkzeugnutzung gilt, dass der Adaptions- und
Lernaufwand gegen die erwarteten Vorteile abgewogen werden muss.
Die MDSD ermöglicht jedoch, wenn sie funktioniert, viel Komplexität
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auf Werkzeuge abzubilden und diese weiterzuentwickeln, was sich
vor allem bei wiederholter Nutzung auszahlt.
6.4 weiterführende fragestellungen
Viele ungelöste Fragestellungen gerade im softwaretechnischen
Bereich richten sich an die Weiterentwicklung modellgetriebener
Methoden im Allgemeinen und werden in der aktuellen Forschung
auch zunehmend behandelt. Prominentestes Beispiel ist hier die
Meta-Modellevolution, die zwar aus Prozesssicht gefordert wird,
jedoch in der Praxis nur sehr begrenzt handhabbar ist.
Ausgehend von Ubiquitären Systemen liegen jedoch die interessan-
testen Aspekte modellgetriebener Softwareentwicklung in der Integra-
tion verschiedenster Technologien zur Entwicklung neuartiger Softwa-
re. Gerade Aspekte der Kontextsensitivität von Software lassen sich
mithilfe von modellgetriebenen Methoden umsetzen, wie diese Arbeit
in begrenztem Umfang zeigt.
So ist die Nutzung von Optimierungen ein erster Schritt hin zur
Nutzung von Methoden der künstlichen Intelligenz als essenzieller
Teil von der Softwareerstellung. Gerade selbstadaptive Systeme kön-
nen sich mit Methoden der Meta-Programmierung implementieren.
Hier wäre es interessant Transformationen zu transformieren, um
sie zur Laufzeit auf Ubiquitären Systemen auszuführen. Transforma-
tionssprachen bieten hier einen interessanten Ansatz, welcher sich
vielleicht durch die vorgestellten Kellertransdukter auf Ubiquitären
Systemen umsetzen lassen.
Mögliche Verbindungen zu anderen formalen, ingenieurwis-
senschaftlichen aber auch ontologischen Modellierungsmethoden
eröffnen hier weitere interessante Bezugspunkte, um eine modellge-
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