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ABSTRACT

Author: Matt, Sarah, M. PhD
Institution: Purdue University
Degree Received: May 2018
Title: Applications of Multivariate Raman Spectroscopy
Committee Chair: Dor Ben-Amotz
The vibrational Raman spectrum of water can be used to probe changes in water structure
as a function of temperature and due to solute-water interactions. We have demonstrated a diverse
set of these applications by combining Raman spectroscopy with self-modeling curve resolution
(SMCR). To begin with, the affinity of halogen anions for both benzene and pyridine was
quantified by calculating ion partition coefficients based upon vibrational spectroscopic
measurements. These partition coefficients were also found to be in good agreement with those
obtained from MD simulations performed in collaboration with the Tobias group at University of
California, Irvine.
Next, we probed the water structure around select biological molecules as a function of
temperature, pH and position within the molecule. These proteins, tripeptides and amino acids
were challenging due to fluorescence interference and low aqueous solubility. However, promising
results related to the sensitivity of phenylalanine to its position within a tripeptide warrant further
investigation.
Additionally, spectra obtained from both pure and isotopically dilute water were used to
selectively probe the influence of intermolecular coupling on the OH (and OD) band shapes and
intensities of H2O (and D2O) in the absence of intramolecular coupling. These results revealed that
intermolecular coupling broadens and red-shifts the OH stretch band of HOD in H2O, relative to
the isolated OH stretch band of HOD in D2O. This broadening and shifting is also in qualitative
agreement with theoretical predictions.

xvii
Lastly, the temperature-dependent shape and intensity of the OH stretching band of the
water spectrum enabled development of an SMCR-based Raman thermometry method. This
method was applied to non-invasively measure the temperature of the fluid inside an operating
theta tip, a glass capillary used in mass spectrometry experiments. In collaboration with the
McLuckey group at Purdue University, we showed the first direct evidence that Joule heating
occurs during electroosmosis in a theta tip and that it is positively correlated with electroosmotic
voltage.

1

INSTRUMENTAL OVERVIEW AND ANALYSIS
METHODS

1.1

Raman Spectroscopy
Raman spectroscopy is a rotational-vibrational, optical spectroscopic method which

derives from the inelastic scattering of photons and the loss of energy through this interaction.
Although Raman scattering was initially observed by using focused sunlight, the prevalence of
Raman as a modern scientific tool really began with the introduction of the laser.1 When laser light
(monochromatic light) interacts with a molecule, most of the photons scatter with the same energy
and wavelength as the incident photons. This elastic scattering is referred to as Rayleigh scattering
and can be visualized in Figure 1.1, where the incident and scattered lines are both green.
Sometimes, though, Raman scattering occurs, and the scattered photons are observed to be of a
different energy and frequency than the incident light. Specifically, approximately one in one
million incident photons are inelastically scattered via Raman scattering.2 If the observed
frequency is lower than the incident frequency, this is referred to as Stokes Raman scattering and
will be the focus of this work. Raman spectroscopy is a vibrational (or rotational) method because
the observed energy loss corresponds to molecular vibrations (or rotations) within the molecule.
More specifically, Raman is the excitation of the vibrational or rotational modes of a molecule into
a virtual state by the incident photon, and the subsequent relaxation produces the Raman photon
of a lower frequency (for Stokes scattering). For a more detailed description of the fundamental
mechanisms of Raman spectroscopy, see Chapter 9 in Understanding Physical Chemistry by Dor
Ben-Amotz.2

2

Figure 1.1: Raman and Rayleigh Scattering. Jablonski energy diagram comparing Rayleigh and
Raman scattering. The incident light, shown as a green line, excites a molecule from the ground
state to a virtual higher energy state. If the scattered light has the same energy (E0) and frequency
(ν0) as the incident light, then this is elastic, Rayleigh scattering. A rarer phenomenon is inelastic
Raman scattering in which the scattered photons have a different frequency (ν) from the incident
photons. If the scattered light is of a lower energy (most common), this is called Stokes scattering
and is shown in red and labeled as E0 – hν to reinforce the lower energy of the scattered photons.
The magnitude of the lost energy (hν) corresponds to a vibrational or rotational mode of the
molecule. Finally, the lowest probability type of scattering is that of anti-Stokes Raman in blue,
and this occurs when the scattered light is of a higher energy than the incident light (E0 + hν).
1.2
1.2.1

Instrumentation Description
514 Raman System
The experiments conducted in Chapters 2, 4 and 5 were performed on a custom-built

Raman instrument using an Ar-ion 514.5 nm laser excitation source and is thus referred to
throughout this document as the “514 Raman System”. High signal-to-noise Raman spectra were
collected using ~ 15 mW laser power at the sample, unless noted otherwise. Full details of the
instrumentation and optics have been described previously.3 In brief, the incident laser and
backscattered Raman photons were transmitted to and from the sample using a 20× long working
distance microscope objective (Mitutoyo M Plan APO 20, NA = 0.42, WD = 20 mm). The
backscattered Raman photons were collected and transferred to the imaging spectrograph via a
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fiber bundle. This spectrograph is equipped with three gratings, of which the primary grating has
300 grooves/mm and results in a spectral resolution of ~6 cm-1/CCD pixel. Some experiments in
Chapter 2 were conducted with a 1200 grooves/mm higher resolution grating leading to a spectral
resolution of ~1 cm-1/pixel. Finally, the photons were recorded using a thermo-electrically (TE)
cooled charge coupled device (CCD) camera with dimensions of 1340 x 400 pixels, although this
is typically binned to 1340 x 1. This Raman system is also equipped with a temperature-controlled
sample holder with accuracy of ± 0.01°C and the experiments in this document were performed in
1 cm spectroscopic glass cuvettes with PTFE stoppers (Starna 21-G-10). Additionally, while
collecting unpolarized spectra is the default collection mode, the addition of a polarizer in the
detection path enables collection of spectra which are polarized either parallel or perpendicular to
the polarization of the excitation laser, and also thus the calculation of isotropic spectra. This is
further discussed and illustrated in Chapter 4, as well as previous publications.4-6 A typical
unpolarized water spectrum acquired on this instrument is shown below in Figure 1.2.
Lines from a helium (He) discharge lamp are included in all spectra in order to correct for
sub-pixel wavelength shifts which may be caused by changes in barometric pressure throughout
the experiment. Prior to data analysis, all spectra are adjusted such that the He peaks are aligned
at identical wavelengths. Additionally, a spectrum from a neon lamp is acquired daily which allows
calibration of the CCD to Raman Shift wavenumber (cm-1) units, using the wavelength of known
neon peak positions. Further details on neon calibration are available in Blake Rankin’s
dissertation.7
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Figure 1.2: Sample unpolarized water spectrum obtained on the 514 Raman System under typical
conditions. This was a 5 minute spectrum (sum of 750 accumulations of 0.4 s exposure time) at
20°C with 14 mW laser power at the sample. This experiment had ~31,000 counts per 0.4 s. Note
the main water features of the OH stretching and HOH bending modes. Additionally, the He peaks
were included to correct for sub-pixel shifts that may be present, see the text in 1.2.1 for a more
detailed description.
1.2.2

532 Raman System
The experiments conducted in Chapter 3 were performed on another custom-built Raman

instrument using a 532 nm diode laser excitation and is referred to in this document as the “532
Raman System”. Further details of the instrumentation have been described previously.8-9 This
instrument is equipped with a TE-cooled electron-multiplying (EM) CCD with 1600 wavelength
channels and a 300 grooves/mm reflective grating. The laser power is variable (up to 150 mW) on
this system and is noted for each experiment, although it is typically set to 15-25 mW at the sample.
This instrument also supports several objectives to suit a wide range of experiments. The work in
Chapter 3 was conducted using a 100× long working distance objective (Olympus LM Plan Fl,
NA = 0.8, WD = 3.4 mm). Another typical objective used is a 20× long working distance objective
(Olympus LM Plan Fl N, NA = 0.4, WD = 12 mm). A variety of water and oil immersion objectives
are also available, although less suitable for use in temperature-controlled experiments due to
thermal conduction through the objective. Fine, three-dimensional positional control is achieved
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with a computer-controlled, motorized microscope stage (Prior H101A/C). Finally, as discussed
above for the 514 Raman System, a neon emission spectrum is acquired daily to calibrate pixel to
wavenumber. A typical unpolarized water spectrum acquired on this instrument is shown in Figure
1.3.

Figure 1.3: Sample unpolarized water spectrum obtained on the 532 Raman System under typical
conditions. This is a 2 minute spectrum (sum of 120 accumulations of 1 s exposure time) at ~23°C
with 33.1 mW laser power at the sample. Note the main water features of the OH stretching and
HOH bending modes. Also, compare this to Figure 1.2 and note the qualitative similarity between
the spectra and also the absence of He peaks here.
1.3

Self-Modeling Curve Resolution
Many of these experiments utilize high quality Raman spectra analyzed with multivariate

curve resolution (Raman-MCR). Specifically, self-modeling curve resolution (SMCR) is a spectral
deconvolution method which decomposes a measured Raman spectrum into solvent and solutecorrelated (SC) components. SMCR models the measured spectrum as a linear combination of
these two components where both components have positive weights, and each spectrum is
constrained to non-negative intensities. These constraints lead to the unique solution of the
minimum area solute-correlated spectrum. The SC spectrum contains solute vibrational features

6
as well as any solvent features which differ from the bulk solvent. An example of how SMCR
works is shown in Figure 1.4. SMCR can be regarded as a spectral subtraction method where all
spectral features associated with the bulk solvent have been removed from the SC spectrum. Thus,
any solvent features remaining have been perturbed by the solute and structurally differ from the
bulk solution. For example, a pyridine-correlated spectrum (as shown in Figure 1.4C) contains the
intramolecular modes of pyridine in water (CH stretch at 3075 cm-1 and ring-breathing mode at
1003 cm-1) as well as perturbed water molecules in the first hydration shell of pyridine (~3300 –
3600 cm-1) which have a different structure than that of bulk water. Specifically, due to pyridine’s
aromatic nature, there is π-hydrogen bonding between water molecules and aromatic groups,
which is evident in the feature at ~3640 cm-1. This was experimentally observed and quantified
with benzene in liquid water by Gierszal, et al.10 It should be noted that the pyridine-correlated
spectrum is that of dilute pyridine in water and does not necessarily have the same peak frequencies
as that of pure liquid pyridine.
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Figure 1.4: SMCR procedure with 0.5 m aqueous pyridine. (A) unpolarized Raman spectrum of
0.5 m pyridine in water. Note the visible pyridine features of the CH stretching mode at 3075
cm-1 and the ring breathing mode at ~1000 cm-1 which appear on top of the pure water features
shown in panel (B). (B) unpolarized Raman spectrum of pure water with the prominent features of
the OH stretching mode at ~3000 – 3800 cm-1 and the HOH bending mode at 1640 cm-1. After
SMCR, the resulting SC spectrum in (C) is equivalent to the non-negative-minimum-area
difference spectrum between the aqueous pyridine solution and the pure water solvent. With the
intensity magnified by a factor of four, (C) includes the same prominent pyridine features of the
CH stretch and ring breathing modes, as well as other small pyridine peaks barely visible in (A).
Additionally, the inset is magnified 130x and shows the perturbed water features of the hydration
shell at 3300 – 3600 cm-1 and the π-hydrogen bonding feature at ~ 3640 cm-1.
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SPECIFIC ION INTERACTIONS WITH AROMATIC
RINGS IN AQUEOUS SOLUTIONS

Reprinted (adapted) with permission from Vincent, J. C.; Matt, S. M.; Rankin, B. M.; D’Auria, R.;
Freites, J. A.; Ben-Amotz, D.; Tobias, D. J., Specific Ion Interactions with Aromatic Rings in
Aqueous Solutions: Comparison of Molecular Dynamics Simulations with a Thermodynamic
Solute Partitioning Model and Raman Spectroscopy. Chemical Physics Letters 2015, 638, 1-8.
Copyright 2015 Elsevier B.V.

2.1
2.1.1

Introduction
History of the Hofmeister Series
The Hofmeister series is a ranking of cations and anions which is traditionally based on the

ion’s ability to stabilize proteins in solution. More specifically, the series was originally discovered
by Franz Hofmeister in the late 1800’s, who measured the ability of different salts to increase or
decrease the solubility of chicken egg white protein.11 Historically, ions have been classified as
either kosmotropic (water structure making) or chaotropic (water structure breaking), or as either
salting-out or salting-in species, depending upon whether the ions stabilize or denature proteins,
respectively. A typical Hofmeister series of anions is shown below in Figure 2.1, ranked based on
decreasing ability to precipitate proteins in solution.

Figure 2.1: Typical Hofmeister ranking of anions. Anions on the left side of the series are most
likely to cause proteins to precipitate from solution, known as “salting-out” anions, and have
historically been referred to as kosmotropes. The right side of the series behaves oppositely and
contains chaotropes which “salt-in” proteins.
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The kosmotropic/chaotropic designation has fallen out of favor in recent years as a variety
of studies promote the theory that ions primarily influence the structure and dynamics of the first
hydration-shell of water, as opposed to the bulk water structure effects implied by these two
terms.12 One study used femtosecond pump-probe spectroscopy to excite the OH stretch of water
in the presence of ions and examined the orientational correlation time of the water. This study
concluded that the hydrogen bonding network of the bulk water was not modified by the presence
of ions but confirmed that ions perturb the water in the first hydration shell.13 Another study came
to similar conclusions based on pressure perturbation calorimetry where the partial molar heat
capacity (CP) was measured with respect to pressure. Using a simple, but useful, two-state model
of water and fundamental thermodynamics relations, the water structure could be correlated with
the sign of (∂Cp/∂P)T. The authors found no direct correlation between bulk water structure and
well-known stabilizers and denaturants.14

2.1.2

Recent Applications of the Hofmeister Series
It has since been discovered that the Hofmeister series is applicable in many different

situations beyond protein solubility, with some sources reporting that up to 38 different phenomena
show the Hofmeister series. Examples include atmospheric processes related to seawater aerosols15,
stability and aggregation of vesicles and micelles16, enzyme kinetics17 and growth rate of select
bacteria18. Substantial research, both experimental and theoretical, has been conducted on the
Hofmeister series, especially at the air/water interface. One prominent figure in this field is that of
Professor Douglas J. Tobias at the University of California Irvine, with whom this collaborative
research project was performed. Specifically, in 2006 Doug Tobias and Pavel Jungwirth published
a comprehensive review which described the current state of knowledge surrounding the affinity
and distribution of inorganic ions (Hofmeister salts) at the air/water interface.19 This review
concluded with a discussion of the growing evidence of the presence of specific ions, including
heavy halides like iodide, at aqueous surfaces.20-21 Among other work, this review prompted
Professor Tobias to extend his molecular dynamics (MD) simulations of Hofmeister ions towards
the hydrophobic, aromatic molecule benzene. The research described in this Chapter involves
Raman multivariate curve resolution (Raman-MCR) vibrational spectroscopic measurements of
the affinity of halogen anions for both benzene and pyridine, and comparison with both MD

10
simulations performed by Tobias and co-workers and with a two-phase equilibrium solute
partitioning model (SPM) developed by Record and co-workers.22-23

2.2
2.2.1

Experimental Details
Materials and Methods
High signal-to-noise Raman spectra were collected using a 514.5 nm Ar-ion laser

excitation source with approximately 15 mW laser power at the sample, as described in Chapter 1.
Some of the experiments were performed with a higher resolution grating (1200 grooves/mm);
however, the resulting ion-induced CH frequency shifts were independent of resolution. Selfmodeling curve resolution (SMCR), which requires no assumptions regarding the spectral shape
or component concentrations of the input Raman spectra, was used to obtain the solute-correlated
(SC) spectra of benzene and pyridine in aqueous KF, NaCl, NaBr, NaI, Na2SO4, NaNO3, and
NaClO4 solutions. Vibrational features arising from the solute (benzene or pyridine) appear in the
SC spectra, as well as perturbed water molecules that differ in structure from bulk water. The threecomponent system consisting of water, salt, and benzene (or pyridine) was reduced to a twocomponent system by varying the concentration of only one component at a time, as previously
described.24 CH stretching frequencies were obtained by fitting the upper portion of the CH stretch
peak at ∼3070 cm−1 to a Gaussian function. The frequency of the CH stretching mode is sensitive
to the surrounding environment. The ion-induced frequency shifts in this work are reported as a
difference in frequency (Δ ) between the salt solution and salt-free solution. The magnitude of the
ion-induced frequency shift was used to calculate a partition coefficient, which gives an indication
of the affinity of the ion for aromatic groups.
The following chemicals were obtained from Sigma–Aldrich: pyridine (anhydrous, 99.8%),
potassium fluoride (ACS reagent, ≥99.0%), sodium iodide (ACS reagent, ≥99.5%), sodium nitrate
(ACS reagent), sodium perchlorate (ACS reagent, ≥98.0%), sodium sulfate (anhydrous, powder,
ACS reagent, ≥99.0%) and sodium fluoride (BioXtra, ≥99%). Benzene and sodium chloride
(Analytical Reagent) were obtained from EM Science and Mallinckrodt, respectively. All of the
above chemicals were used as received. Aqueous samples were prepared using ultrapure water
(Milli-Q UF Plus, 18.2 MΩ·cm resistance, Millipore).
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2.2.2

Partition Coefficients
We compared partition coefficients (Kp) computed from the MD simulations and our

Raman spectroscopic measurements with those obtained by applying the SPM to benzene
solubility data. Partition coefficients are a measure of the concentration ratio of the ion near the
benzene compared to that of the ion in bulk solution. Specifically, a value of Kp = 1 denotes that
the concentration of the ion in the first hydration shell of benzene (or pyridine) is equal to the
concentration of the ion in the bulk solution.
We calculated partition coefficients using Equation 2.1 which assumes that the observed
CH shifts reflect the probability that a single anion is present in the first hydration shell of the
solute:
1

Δ

Δ

1.54

Δ
Δ

2.1

The values for Δ are derived as discussed in Section 2.2.1 and correspond to the difference
in CH stretch frequency between the salt solution and salt-free solution. The largest source of
uncertainty in these calculated Kp values results from the value of Δ

7

3 cm . This value

corresponds to the shift induced by a single first hydration-shell anion and was determined using
iodide. This iodide-induced shift was obtained from the frequency of the pyridine CH peak
appearing in the iodide-correlated spectrum (and thus arising from pyridine molecules whose
hydration shells contain an iodide ion), as described further in Section 2.3.3. Further,

and

are the molalties of I− and water, respectively, and NHS 36 is the MD simulation-derived estimate
of the number of water molecules in the first hydration-shell of benzene. The second approximate
equality pertains to a 1 m salt solution.

2.3
2.3.1

Results and Discussion
Benzene with Iodide
As described earlier, we correlated the frequency shift of the CH stretching mode of

benzene (or pyridine) between a salt and salt-free environment to the affinity of the ion for the
benzene. Specifically, the salt-free frequency was determined by performing SMCR on a saturated
solution of benzene in water (~23 mM), and a resultant benzene-correlated spectrum is shown in
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blue in Figure 2.2. By fitting the CH stretching mode using a Gaussian function, the frequency
was found to be 3070.2 cm-1. For comparison, the frequency in a salt environment was determined
by performing SMCR on a saturated solution of benzene in 1 m NaI (or any salt), with the pure
salt solution as the solvent in SMCR. This produced a benzene-correlated spectrum such as that
shown in red in Figure 2.2, where the frequency of the CH stretch of benzene in NaI is red-shifted
to 3068.3 cm-1, leading to Δν = 1.9 cm-1 for I-. As will further be discussed in Section 2.3.2, similar
experiments were also conducted using pyridine. Note that the measured red-shift is independent
of pyridine concentration (over a 0.2–0.5 m range), which implies that the shifts are not due to
salt-induced pyridine aggregation, but rather to direct ion–solute interactions. Figure 2.2 also
illustrates that the relative intensity of the hydration-shell features (3200-3600 cm-1) is small with
the primary feature being the π-hydrogen bond at ~3606 cm-1.

Figure 2.2: Benzene SC spectra in salt and salt-free solution. The solute-correlated spectra of
saturated benzene in both pure water (blue) and 1 m NaI (red) are compared. Inset: expanded view
of the CH stretch peak of benzene showing the salt-induced red-shift in CH vibrational bands.
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After repetition, the average Δν for benzene in 1 m NaI was found to be 2.0 ± 0.1 cm-1. The
results for 1 m KI were indistinguishable, implying that these shifts arise primarily from the iodide
anion. Further support for this interpretation is provided by previous work which showed that Na+
does not appreciably affect SC spectra nor interact with hydrophobic groups.24

2.3.2

Comparison of Benzene and Pyridine
The MD results which influenced the beginning of this study were conducted on benzene,

which has very low aqueous solubility. Due to this low solubility, it was considered whether an
alternative aromatic species would behave similarly with the ions of interest but with a higher
aqueous solubility. This provided the opportunity to substitute higher solubility pyridine for
benzene, which increased the Raman signal and simplified the measurement of ion-solute
interactions. The ion affinity, as measured by CH frequency shifts, was found to be identical within
error for benzene and pyridine with iodide, as illustrated in Figure 2.3. The Δν of 1 m NaI with
benzene was found to be 2.0 ± 0.1 cm-1 and with pyridine 2.1 ± 0.1 cm-1.

Figure 2.3: Benzene and pyridine ion affinity comparison. Iodide-induced CH shift of both
benzene and pyridine vs. NaI concentration.
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2.3.3

Ion-Correlated SMCR
In order to obtain the shift induced by a single first hydration-shell anion, or Δν1, an ion-

correlated spectrum was analyzed. The ion-correlated spectrum is obtained by using two solutions
containing identical concentrations of the aromatic species, but where the reference solution does
not contain the ion/salt of interest. The ion-correlated spectrum contains any features of the ion/salt,
the perturbed water in the hydration shell of the salt and any aromatic features perturbed by the
salt. Therefore, if the ion-correlated spectrum contains any vibrational modes corresponding to the
aromatic species, it must result from an aromatic molecule which is perturbed by the presence of
an ion in its hydration shell. Thus, the shifted frequency of the perturbed aromatic species can be
taken as the shift induced by a single ion entering the hydration shell. This value is also the
maximum shift that can be observed in the SC spectrum, assuming that only one ion enters the
hydration shell.
Pyridine was chosen for use in ion-correlated experiments because only a fraction of the
pyridine in solution will show up in the ion-correlated spectrum with an iodide in its first hydration
shell. Given this, benzene which is already at a low concentration, is extremely difficult to use as
a probe within an ion-correlated spectrum. As the ion with the largest CH shift in the benzenecorrelated spectra (~2 cm-1/m), the interaction of iodide and pyridine was used to obtain an iodidecorrelated spectrum which would reveal the presence and magnitude of the CH frequency shift of
pyridine with an iodide ion in the hydration shell. Thus, Δν1 is calculated from the difference of
the CH frequency of pyridine in water and the CH frequency of pyridine in the hydration shell of
an iodide ion. Two representative spectra corresponding to these values are shown in Figure 2.4,
where the CH frequency of pyridine in water (blue) is 3074.5 cm-1 and the CH frequency of
pyridine with an iodide ion in close proximity (orange) is red-shifted to 3064.9 cm-1, leading to
Δν1=9.6 cm-1. This is just one example ion-correlated spectrum, multiple data sets are combined
for our experimental estimate that one iodide ion in the first hydration-shell induces an aromatic
CH red-shift of Δν1 = 7 ± 3 cm-1. The latter iodide-induced shift is quite similar to the iodideinduced shift in the CH stretch frequency of non-aromatic methyl groups of Δν1 = 9 ± 3 cm−1.24
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Figure 2.4: Representative ion-correlated spectrum in pyridine. The blue curve corresponds to
pyridine in water with a CH stretch frequency of 3074.5 cm-1. In comparison, the iodide-correlated
spectrum in orange shows evidence of iodide-induced water perturbations from 3200 – 3600
cm-1, and perturbed pyridine. The presence of pyridine in this spectrum implies that pyridine has
an ion in its first hydration shell. This perturbs the frequency of the CH stretch and red-shifts it by
9.6 cm-1.
2.3.4

Halogen Anion Partition Coefficients
Our most reproducible Raman-MCR results were those obtained in alkali halide solutions,

which were obtained from an SMCR analysis of Raman spectra of solutions containing either
benzene or pyridine dissolved in aqueous KF, NaCl, NaBr, or NaI solutions (with salt molalities
between 0.1 and 1). The CH frequency shifts per molal (Δν/m) and the resulting Kp values are
given in Table 2-1 for pyridine and illustrated in Figure 2.5 for both benzene and pyridine. These
Kp values were calculated using Equation 2.1 shown previously in this Chapter.
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Table 2-1: Raman-MCR results of alkali halide solutions with pyridine, including calculated Kp
values.
Salt
KF
NaCl
NaBr
NaI

Δν/m
(cm-1/m)
0.05
0.51
0.94
2.1

Kp
0.01
0.11
0.21
0.46

Note that the Raman-MCR derived Kp values in Figure 2.5 imply that both benzene and
pyridine have approximately the same Kp values. The Raman-MCR derived Kp values for KF,
NaCl, and NaBr were obtained assuming that Δν1 = 7 ± 3 cm−1 for all the anions. Although the
latter assumption remains to be independently verified, it seems unlikely that the shift induced by
a single halogen anion within the first hydration-shell could lie significantly outside this range.
The primary source of error in the resulting Kp values, as reflected in the hatched regions in Figure
2.5, derives from the uncertainty in the shift induced by a single first hydration-shell anion, Δν1,
which is significantly larger than the ±0.5 cm−1 maximum experimental uncertainty in Δν.
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Figure 2.5: Anion partition coefficients (Kp) vs frequency derivative for alkali halides. Kp
calculated from Eq. 2.1 plotted as a function of the salt induced frequency shift of both benzene
and pyridine induced by KF, NaCl, NaBr, and NaI. Hatched region represents maximum
uncertainty primarily derived from uncertainty in Δν1.

The primary finding of our Raman-MCR derived results was that the partition coefficient
of I− is somewhat smaller than unity, in agreement with the MD simulation predictions, and
significantly smaller than the thermodynamic SPM-based estimate that Kp > 1.5 for I−.22 Moreover,
since the I− induced aromatic CH red-shift of ∼2 cm−1 is approximately twice that found previously
for non-aromatic CH groups, our Raman-MCR results imply that I− ions have a higher affinity for
the first hydration-shells of aromatic than non-aromatic hydrocarbon groups.24 Overall, the
frequency of the benzene (or pyridine) CH stretch shifted due to direct ion-solute interactions and
confirmed the Hofmeister series ranking for the halogen Hofmeister anions. The magnitude of this
shift, combined with other experimental results, allowed ion partition coefficients (Kp) to be
calculated which were found to be in semi-quantitative agreement with those obtained from MD
simulations.
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2.3.5

Molecular Anion Results
Although our most reproducible Raman-MCR results were those obtained in alkali halide

solutions, we also attempted to use Raman-MCR to quantify the aromatic CH stretch shift induced
by molecular anions in Na2SO4, NaNO3, and NaClO4 solutions.
Our results indicate that all of these molecular anions produce significantly smaller CH
red-shifts than I−. More specifically, for both benzene and pyridine the CH red-shifts range from
Δν ∼ 0.2 ± 0.3 cm−1 in 1 m Na2SO4 to Δν ∼ 0.5 ± 0.4 cm−1 in 1 m NaClO4 (with intermediate
values of Δν ∼ 0.3 ± 0.3 cm−1 obtained in 1 m NaNO3). Additionally, the uncertainty on these Δν
is significantly higher than the ~ ±0.15 cm-1 which was typical of the halogen anions above. The
cause of the inconsistency of shifts on these molecular anions is currently unknown, especially
given numerous repeated trials for each species (as many as 10 for NaClO4).
The small shift induced by SO42− is consistent with the MD results, as well as the
assumption of the SPM that SO42− is strongly excluded from non-polar surfaces. Specifically, the
SPM makes the explicit assumption that Kp = 0 for SO42-.23 However, the small (compared to I−)
red-shift induced by ClO4− is rather surprising, as both the MD and SPM results suggest that this
anion should have a substantial affinity for benzene. Thus, if the same Δν1 of iodide is used to
calculate Kp as was used for the halogen anions, our Raman-MCR results may imply that ClO4−
has a quite small Kp (comparable to that of Cl−). Alternatively, our results could imply that the redshift induced by a single ClO4− anion in the first hydration-shell of benzene (or pyridine), Δν1, is
significantly smaller than that induced by an I− anion.

19

RAMAN THERMOMETRY IN NANO-ESI THETA
CAPILLARY TIPS

Reprinted (adapted) by permission from Springer Customer Service Centre GmbH: Springer
Nature Journal of The American Society for Mass Spectrometry, Joule Heating and Thermal
Denaturation of Proteins in Nano-ESI Theta Tips, Zhao, F.; Matt, S. M.; Bu, J.; Rehrauer, O. G.;
Ben-Amotz, D.; McLuckey, S. A., 2017.

3.1

Introduction
A theta tip is a glass capillary tip with two parallel channels used in electroosmotic mass

spectrometry (MS) experiments. A theta tip is shown in Figure 3.1A along with pertinent
dimensions. These theta tips were obtained from and used in close collaboration with the research
group of Scott McLuckey at Purdue University. Dual channel borosilicate theta capillaries (1.5
mm O.D., 1.17 mm I.D., 0.165 mm septum thickness, 10 cm length) were purchased from Sutter
Instrument Co. (Novato, CA, USA). Theta capillaries were pulled to theta tips (O.D. 10 μm) using
a Flaming/Brown micropipette puller (P-87) from Sutter Instrument Co. The theta tip then contains
two channels which can be loaded with different solutions, as desired. Platinum wires are placed
into each channel to spray and mix the solutions. By applying the same voltage to both channels,
the solutions are sprayed out simultaneously and subsequently mix in the Taylor cone as well as
in the ensuing droplets on a sub-millisecond time scale.25-26 Additionally, electroosmotic mixing
occurs when differential voltages are applied in the two channels to induce rapid mixing of the
fluid between the two sides of the theta tip, as first reported by Fisher, et al.27 This electroosmotic
mixing is visualized in Figure 3.1 where the “top” channel has a positive voltage applied and the
induced flow transfers the solution from the “top” to the “bottom” channel. The duration and rate
of flow can be controlled by adjustment of the applied voltage and time.
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Figure 3.1: Theta glass capillary tip image and diagram. Panel (A) contains an image of a theta tip,
including labeled dimensions. Additionally, in blue, is an illustration of applied voltage causing
electroosmotic flow. Panel (B) is a simplified diagram of electroosmotic flow between channels
of a theta tip, where a positive voltage is applied to the top channel and the bottom is grounded,
inducing electroosmotic flow from the top to the bottom channel.

One illustrative application of theta tips in electroosmotic mass spectrometry experiments
is shown in Figure 3.2 and were performed by Feifei Zhao. Bovine carbonic anhydrase II (CA II)
is a 29 kDa protein obtained from bovine erythrocytes with a reported melting (denaturation)
temperature of 64°C.28 CA II was dissolved in 5 mM ammonium acetate (CH3COONH4) and
loaded into a theta tip. The native, folded state of CA II is the holo- form meaning it contains a
Zn2+ cofactor. Upon unfolding or denaturation, this cofactor can be lost, and the protein changed
to the apo- form. The top panel of Figure 3.2 includes the mass spectrum of CA II without
electroosmosis. To produce this spectrum, the protein sample was simply sprayed into, and
detected by, the mass spectrometer. The folded, holo- state is indicated by the narrow charge state
distribution centered at +11 shown with orange circles. Panels (b) and (c) illustrate the changes
that occur to the mass spectrum upon mixing, at two different voltages. The charge state
distribution, i.e. the abundance and spread of mass spectral peaks, is indicative of the extent of
unfolding of a protein.29 Thus, the distribution of the holo-CA II shifting to higher charge states in
panel (b) and (c), indicates the unfolding of the protein. Additionally, the appearance of apo-CA
II in panel (c) is indicative of extensive denaturation and loss of the Zn2+ cofactor at the higher
mixing voltage. Figure 3.2 clearly suggests that protein denaturation can take place upon
electroosmosis in the theta tip and that the extent of denaturation increases with the electroosmotic
mixing voltage. The mechanism causing this voltage-dependent denaturation was unknown, but
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thermal denaturation of the protein was proposed. The mechanism behind heating was proposed
to be Joule heating.

Figure 3.2: Mass spectrum of bovine carbonic anhydrase (CA) II. Panel (a) is the resulting mass
spectrum with no electroosmosis performed and is in the native, folded form of the protein (holoCA II). Panel (b) is the spectrum after performing one cycle of electroosmosis with a mixing
voltage of ±200 V, and panel (c) is with a mixing voltage of ±230 V. Both panels (b) and (c) show
unfolding and denaturation of the protein, evidenced by the bi-modal distribution and shift to a
higher charge state distribution.

Joule heating, also known as resistive or ohmic heating, arises from an electrical current
passing through a conductor or semi-conductor. Joule heating is known to occur in electrophoretic
experiments. In capillary electrophoresis experiments, for example, Joule heating has been wellstudied because it dramatically decreases separation efficiency.30 However, the importance of
Joule heating during theta tip mixing was not initially clear. Theoretically, the magnitude of the
temperature change in solution caused by Joule heating is found to be dependent on the following
factors:
Δ ~

Λ

3.1
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where ΔT is the temperature change (°C), V is the voltage (V), Λ is the molar conductivity
(S∙m2∙mol–1) of the electrolyte and c is the electrolyte concentration (mol∙L–1). Practically, other
factors that can affect the temperature change include geometric considerations, such as the radius
at the tip, glass thickness, heat dissipation, etc. To address the question, we used Raman
spectroscopy to non-invasively probe the temperature of the fluid as a function of applied voltage,
providing a direct measurement of the possible presence of Joule heating during electroosmotic
mixing. In addition, we estimated the magnitude of Joule heating expected based on a geometric
model of the resistance in a theta tip.

3.2
3.2.1

Raman Thermometry
History
The shape and intensity of the OH stretching mode of water is highly temperature-

dependent and has been used in the past for Raman thermometry. Raman thermometry is a noninvasive technique to acquire the temperature of a liquid sample, in this case water, and can be
acquired from a small sample volume. Previous developments include those from the Michael
Morris research group which used a method of calibration based upon the water OH stretch areas
on either side of the approximate isosbestic point at 3403 cm-1. The accuracy of their technique in
1994 was ± 1°C in 2 minutes. Another implementation of Raman thermometry uses the ratio of
the Stokes and anti-Stokes intensities, but the uncertainty was theoretically calculated to be at best
± 2°C.31 More recently in our group, Owen Rehrauer implemented Raman thermometry using nonnegative matrix factorization (NNMF) in MATLAB.32 This provided the motivation for
implementation using SMCR, as described in the next section.

3.2.2

SMCR Implementation
We implemented an alternative hyperspectral procedure using self-modeling curve

resolution (SMCR) to decompose the OH stretch into its two primary spectral components such
that each spectrum is a linear combination of those two components. Briefly, each spectrum was
first baseline-subtracted in the OH stretch region using a quadratic fit to user-defined points in the
baseline on either side of the OH band. Next, using the baseline subtracted training spectra, a
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quadratic calibration curve relating measured temperature to a parameter representing the
fractional spectral weight of the high temperature component in each measured spectrum was
generated. Then for each experimental spectrum, a total least squares fit of the measured spectrum
to the two SMCR components was used to quantify the fractional weight of the high temperature
component, which was in turn converted to temperature using the training calibration curve.
Further details about SMCR can be found in Chapter 1, and a detailed guide for implementing
Raman thermometry can be found in Appendix B.

3.3
3.3.1

Experimental Details
Materials
All theta tip Raman thermometry experiments were performed using the 532 Raman

System described in Chapter 1 with laser power at the sample of 24.5 mW. Initial validation
experiments were performed on the 514 Raman System, but achieving precise focus in the apex of
a theta tip was easier on the 532 Raman System for two primary reasons: micron level positional
control from the Prior XYZ stage, and a narrower focal volume without the super-focal fiber optic
bundle of the 514 Raman System.
Ammonium acetate was purchased from Sigma-Aldrich and HPLC grade water was
purchased from Fisher Scientific. Both channels of the theta tip were filled with 5 mM ammonium
acetate solution as the electrolyte for electroosmotic mixing. During the experiment, the theta tip
was held by a theta tip holder from Warner Instruments, LLC (Hamden, CT, USA), shown in
Figure 3.3 below. The original silver wires in the holder were replaced with Teflon coated platinum
wires (A-M Systems, Sequim, WA, USA) to avoid discharge between the wires at the back of the
theta capillary when voltages applied to the wires were different. A plastic mount was used to
clamp and stabilize the Warner holder and is shown in Figure 3.4 below. This plastic mount was
custom machined by Randy Replogle of the Purdue Precision Machine Shop.
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Figure 3.3: Warner Instruments brand theta tip holder with platinum electrodes. Each thin,
platinum wire is inserted into one channel of the theta tip. The voltage source is connected by
alligator clamps to the metal prongs.

Figure 3.4: Custom machined plastic mount for Warner holder and theta tip. The two black knobs
are connected to screws which securely clamp the body of the Warner holder to the mount. Once
the theta tip is attached to the Warner holder, it is suspended as shown and the mount has a cut out
region below the tip to prevent reflection from the white surface.

To obtain the training spectra for temperature calibration, a Pyrex 9530-3 borosilicate glass
capillary (1.5–1.8 mm O.D., 90 mm length) was filled with 18.2 MΩ∙cm ultrapure water and heated
using a Physitemp TS-4MPER thermal stage to temperatures between 20°C and 90°C, measured
using a needle thermocouple (PhysitempMT-26/4 with an Omega DP701 reader).

25
3.3.2

Experimental Raman Setup
Temperature measurements within the theta tip were conducted off-line using a set-up

designed to simulate the theta tip arrangement in front of the mass spectrometer. The experimental
setup and typical experimental procedure is as follows. Ammonium acetate solutions (~50 µL)
were loaded into both channels of a theta tip using a micropipette, and the theta tip was then placed
into the Warner holder with one electrode in each channel. The theta tip was oriented such that the
septum was vertical. The two wires were inserted into each channel of a theta tip to apply voltage
to each side independently. The tips of each electrode were placed a few mm back from the apex
of the theta tip. The distance between the electrode ends and the apex of the theta tip affects the
rate of electroosmotic flow. The Warner holder was then clamped into the custom plastic mount
to stabilize the theta tip and ease attachment of the electrode leads as can be seen in Figure 3.4
above. This mounted theta tip setup was then placed on the Prior XYZ stage and secured using
scotch tape. The electrode leads were attached to the Warner holder using alligator clips, and the
wires were often taped to the side of the laser table to prevent downward pressure caused by their
weight which could tilt the theta tip. Finally, for experiments where the solution was sprayed out
of the theta tip, a grounded sheet of aluminum foil was placed a few centimeters in front of the
theta tip.
A simplified representation of the pertinent aspects of the experimental setup is shown in
Figure 3.5 with example, illustrative voltage values. Typically, the simplest technique of achieving
laser focus within the theta tip involved optimizing the z focus in a sufficiently wide portion of
one channel, and then slowly translating the stage in the x direction while continually adjusting y
and z to maximize signal. This translation was continued until all signal abruptly dropped off,
signifying the apex of the theta tip, and was then moved ~8 µm back into the theta tip to gain
sufficient Raman signal for detection (~300 counts above baseline).
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Figure 3.5: Illustration of experimental Raman setup. The top portion of this figure shows a side
view diagram of the two channels of a theta tip including an approximation of the probing position
of the laser in green. The two platinum wires inserted in the theta tip are illustrated in red and blue.
The bottom portion is a plot of the voltage applied to each wire during the three stages of the MS
cycle, and the duration of each stage.

To measure the solution temperature via Raman spectroscopy, the timing of the voltages
applied to the wires in the theta tip was designed to simulate the various steps used for the typical
mass spectrometry experiments. The detailed triggering method is shown in Supplemental Figure
S-3 of the publication by Zhao, et al.8 A simple diagram of the applied voltages is shown at the
bottom of Figure 3.5. There are three distinct phases of each MS cycle: mix, spray and wait.
Electroosmotic flow can be induced between channels of a theta tip by applying differential
voltages in the two channels, which can be seen in Figure 3.5 as the “blue” electrode being
grounded and the “red” electrode with a square voltage applied to it. Electroosmotic flow mixes
the solution from one channel with the other. By applying a square wave, there is no net fluid
movement over the course of each mixing cycle, i.e. the fluid is “sloshing” back and forth between
the two channels. Typically, the mixing voltages were ±100 to ±500 V. In order to spray the
solution out of the theta tip, a high voltage is applied to both channels simultaneously and the fluid
is rapidly expelled from the theta tip, this spraying voltage is typically +1500 V. In these
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experiments, this also serves to remove the heated fluid and replace it with cooler fluid from the
reservoir further up in the theta tip. Finally, we incorporated a “wait” phase in our MS cycle by
grounding both channels to mimic the waiting time required for detection in a MS experiment.
This mix/spray/wait MS cycle was repeated ~100 times for each experiment.

3.3.3

Theta Tip Thermometry

3.3.3.1 Training Spectra
The backbone of every thermometry experiment is the temperature training spectra. This
set of training spectra will form the calibration curve for all the experimental spectra, and thus
should be taken carefully. Ideally, these spectra will be taken on the same day as the experiment,
but if not, as close in time as possible to the experiment in order to limit day-to-day instrumental
and environmental changes. As described in the Materials section, training spectra were taken in
a glass capillary on a temperature-controlled stage with the actual temperature measured with a
thermocouple. The training spectra were acquired in solution near the tip of the thermocouple to
ensure accurate calibration. A capillary was chosen to approximate the conditions in a theta tip as
closely as possible. Training spectra were acquired for five minutes total acquisition time, although
similarly accurate results can often be obtained in as little as one minute. Spectra should be taken
over the entire range of expected temperatures that will be observed which allows interpolation
instead of extrapolation of the calculated temperatures. For the theta tip experiments, training was
performed from ~20-90°C. Generally, we found that extrapolation up to ~100°C was still accurate.
A representative set of training spectra in the OH stretch analysis region are shown in
Figure 3.6. Note that these spectra are normalized to the area in the OH stretch region (defined
here as ~2740 – 3950 cm-1) and are baseline subtracted. The horizontal black line in Figure 3.6 is
at zero intensity to illustrate the subtraction. Once training spectra are acquired, the analysis
procedure begins with baseline subtraction. The baseline was fit with a quadratic polynomial in
the OH stretch region and the same set of baseline points was used for all training and sample
spectra for consistency. It can be observed from Figure 3.6 that as the temperature increases, the
intensity of the lower frequency portion of the OH stretch decreases, and the higher frequency
portion increases. The lower frequency portion is commonly associated with tetrahedral ordering,
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such as that found in ice or clathrate hydrates, and so the decrease in this feature at high
temperatures follows an expected trend.3, 33-35

Figure 3.6: Raman thermometry training spectra. Each spectrum was acquired for a total
acquisition time of five minutes. These spectra were OH area normalized and baseline subtracted.
The horizontal black line is at zero intensity and illustrates the successful baseline subtraction. The
temperature of the solution was obtained from a thermocouple. This temperature-dependent shape
and intensity change is the basis of Raman thermometry.

Next, SMCR is used to decompose the OH stretch into the two primary spectral
components such that each spectrum is a linear combination of those two components. Further
details of the basics of SMCR are described in Chapter 1. All training spectra are input into SMCR
together with the lowest temperature spectrum placed in the first column. Definitionally, the lowest
temperature (21.4°C) is used as the first component. Although water has an approximate isosbestic
point, this does not necessarily imply only two components are present.36 We approximate water
over this temperature range as being composed of two structural motifs whose relative populations
changes with temperature. The two components are shown in Figure 3.7. Within our Igor Pro
implementation of SMCR, Component 1 is called Wspec and its component weight is fW, while
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Component 2 is called SCspec and its component weight is fSC. By comparing Figure 3.6 and
Figure 3.7, it can be seen that Component 1 in Figure 3.7 is identical with the 21.4°C curve, and
that Component 2 more closely resembles a high temperature spectrum. Each training spectrum is
a linear combination of Component 1 and Component 2 with varying weights of each Component.
Thus, the spectrum corresponding to 21.4°C water is composed of 100% Component 1,
definitionally. Further, the spectrum corresponding to 56.7°C is composed of 77% Component 1,
and 23% Component 2. And the spectrum corresponding to 90°C is equivalent to 56% Component
1, and 44% Component 2. These Component weights can be used to create a calibration curve.
Specifically, we chose to use the weight of Component 2 (fSC) with respect to temperature as our
calibration. This calibration curve is shown in Figure 3.8.

Figure 3.7: Water OH stretch temperature-dependent spectral components. These two spectral
components are the result of the SMCR decomposition of the set of training spectra shown in
Figure 3.6. Component 1 is equivalent to the lowest temperature training spectrum (21.4°C).
Component 2 contains water structural features which help model higher temperature spectra. Each
training spectrum can be represented as a linear combination of these two Components.

As shown in Figure 3.8, the plot of measured thermocouple temperature with respect to the
weight of Component 2 is remarkably well-correlated. The plot was fit to a quadratic polynomial
and the resulting equation was T °C

21.35

147.95 ∙ fSC

22.59 ∙ fSC . Similar results are

obtained with a linear fit, but quadratic was a slightly better fit to the data. If the training spectra
were re-analyzed against this calibration curve in the same way as the experimental spectra, the
resulting temperature error was ~0.1°C, implying a very good fit. This calibration curve was used
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for all data analysis to correlate spectral Component weight with solution temperature. This
concludes the Raman thermometry training process.

Figure 3.8: Raman-MCR temperature calibration curve. This calibration curve is formed from the
weights of Spectral Component 2 (fSC) shown in Figure 3.7 plotted with respect to the measured
temperature of each training spectrum shown in Figure 3.6. Using a quadratic curve fit results in
the following equation: T °C
21.35 147.95 ∙ fSC 22.59 ∙ fSC .

3.3.3.2 Experimental Theta Tip Spectra
As shown in Figure 3.5, the MS cycle of mix/spray/wait was repeatedly cycled, while the
Raman spectra were acquired near the apex of the theta tip. Each Raman spectrum was acquired
for 100ms total acquisition time and due to instrumental delays (of ~64 ms per spectrum) the actual
frame rate was 6 fps. These theta tip spectra have a much smaller signal-to-noise ratio than the
training spectra, but we are still able to predict accurate temperature values using SMCR Raman
thermometry. Representative spectra acquired during the theta tip experiments are shown in Figure
3.9 along with the output temperatures from SMCR. Additionally, training spectra used for
calibration are shown in Figure 3.9 for comparison and to visually confirm the correct temperature
prediction from SMCR.
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Each of these theta tip spectra, for example the thin purple curve in Figure 3.9, are input
into SMCR, decomposed into their respective weights of Component 1 and Component 2 from
Figure 3.7 using the GetCompAreas Igor macro, and the Component 2 weight (fSC) is converted
into a temperature value using the calibration curve in Figure 3.8. Thus, each spectrum is
represented by its associated SMCR temperature. A detailed data analysis procedure is given in
Appendix B.

Figure 3.9: Representative theta tip spectra and comparable training spectra. The OH stretch region
of two spectra acquired within a theta tip is shown by the thin red and purple curves. The resulting
SMCR temperature for each spectrum were 30°C (purple) and 74°C (red) which were obtained
using the calibration curve from Figure 3.8. For comparison, overlaid are two training spectra of
the same temperature used for calibration, which are shown as thick red and purple curves. Even
though the theta tip spectra are noisy, it is clear they are nearly identical to the calibration spectra.

The resulting SMCR temperature values from each spectrum can then be displayed with
respect to the Raman experimental time and can be seen in the top of Figure 3.10. Each of these
spectra are acquired back-to-back as the simulated MS experiment continues to cycle through the
mix/spray/wait stages. Figure 3.10 shows how the temperature periodically changes during the
experiment time and is the first direct evidence that heating occurs within a theta tip. In the bottom
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panel of Figure 3.10, expanded to show more detail, vertical lines denote the start and end of a MS
experimental cycle (mix/spray/wait).

Figure 3.10: Raman temperature results over experimental time. Each point in this figure
corresponds to the temperature calculated via SMCR based upon a 100 ms spectrum taken within
the operating theta tip. This data is from the experiment where ± 500V mixing voltage was applied.
The top panel contains approximately 400 spectra and therefore the elapsed experiment time was
~ 40 s. The bottom panel shows a narrower time frame and has two MS cycles indicated by vertical
black lines.

The Raman measurements were obtained asynchronously at a frame rate of about 6 fps and
subsequently synchronized with the applied voltage cycles to create plots similar to Figure 3.11.
The MS cycle and the Raman measurements were not synced, which allowed every stage of the
MS cycle to be sampled via Raman. This can be seen in the bottom panel of Figure 3.10 where the
first spectrum in MS Cycle 2 is acquired very early in the MS Cycle and is visible near the dividing
line, but in MS Cycle 1 the first spectrum occurs later in the cycle. Reconstruction of the MS cycle
time was performed with a code developed in conjunction with Jiexun Bu from Scott McLuckey’s
group, initially implemented in Matlab, and subsequently added to the “ThermometryAuto” Igor
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Procedure as a function called “Synchro”. In brief, this code assigned a phase time to each Raman
spectrum/temperature and then displayed the data with respect to this phase time. This code
assumed that the delay time between Raman spectra was constant, and that the MS cycle was
constant, meaning that the data from Raman spectra could be “overlapped” from numerous
repeated acquisitions. Thus, instead of only ~3 temperature points defining each MS cycle, all the
points from ~100 repetitions can be used to define the curve shown in Figure 3.11. The red curve
in Figure 3.11 includes 400 Raman measured temperature data points and approximately 110
cycles of the electroosmosis-spray-simulated mass analysis (or mix-spray-wait) process. Finally,
one insightful value that can be extracted from these curves is that of the maximum temperature
reached during electroosmosis. The peak of the curve in Figure 3.11 at ~0.2 s was fit using a
Gaussian to determine the average peak height, which is denoted as Tmax = 77°C in the legend.
Each data set, with varying parameters, can be analyzed in the same way to produce a similar
profile to that shown in Figure 3.11 and derive a Tmax. Section 3.4 will discuss the results of varying
a few experimental parameters.

Figure 3.11: Reconstruction of MS cycle time. Using the asynchronous timing of the MS and
Raman cycles and repeated acquisitions, the temperature profile of the MS cycle can be
reconstructed as shown here. This data corresponds to an experiment where the mixing voltage
was ± 500 V and a maximum temperature of 77°C was reached.
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3.4
3.4.1

Results and Discussion
Electroosmotic Mixing Voltage Dependent Behavior
As just discussed, the experimental Raman temperature data can be used to reconstruct the

MS cycle time data, and figures such as Figure 3.11 were created for each set of experimental
conditions. The experimental parameters for the following data sets were: mix time of 100 ms at
variable voltages, spray time of 300 ms at +1500 V, and grounded wait time of 200 ms. A 10 Hz
square wave was used to induce 100 ms of electroosmosis with voltage values from ±100 V to
±500 V. Specifically, this square wave resulted in the mixing voltage being applied as positive for
half the mixing time and negative for half the time, as illustrated by the black curve in Figure 3.12.
This figure also compares the temperature profile corresponding to mixing voltages of ±300 V in
green and ±500 V in red.

Figure 3.12: Reconstructed MS cycle with overlaid voltage trend. The temperature profile in red
is identical to that shown in Figure 3.11 corresponding to ± 500 V mixing voltage. For comparison,
in green is the temperature profile corresponding to ± 300 V mixing voltage. The three stages of
each MS cycle are indicated by vertical lines and labeled at the top. Overlaid in black, and labeled
on the right axis, is the voltage profile applied during each stage of the MS cycle. It should be
noted that the maximum temperature reached in green is lower than that in red.
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In Figure 3.12 the three distinct regions of the experiment are apparent. During the
electroosmotic mixing step, the solution temperature increased from room temperature to
maximum temperature. When the square wave was completed, the solution temperature cooled
down as it was expelled during the spray stage, until it reached the starting room temperature. In
the red ±500 V curve, the temperature plateau during the spray stage is slightly higher than baseline
room temperature reached during the wait stage. This is observed in other data sets as well. This
could be due to slight heating during spraying but is likely artificial and may be due to the lower
Raman signal during the spray stage. The wait stage is split between the left and right of the figure
due to the manual nature of the reconstruction program and for ease of display of the mixing stage.
The rise of the temperature during mixing can be attributed to the competing effects of heat
dissipation and the increasing heat deposited over time. It should be noted that while the regions
are clearly marked, the elapsed times for each do not match the set times (100 ms mix and 300 ms
spray). Each data point corresponds to an averaging of the spectral changes during those 100 ms.
Given that the duration of the mixing stage was only 100 ms and that each spectrum was the
average of 100 ms, then for many of the spectra denoted as “mixing” spectra, they must include
spectral changes associated with other stages which artificially elongates the mixing stage. Finally,
comparison of the data corresponding to ±300 V and ±500 V reveals an important observation that
the Tmax at ±300 V is lower than that at ±500 V. This illustrates that the maximum temperature
reached is dependent upon the mixing voltage. This is further discussed below and illustrated in
Figure 3.13. Joule heating is known to be voltage dependent, so this is validation that the observed
phenomenon is Joule heating.
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Figure 3.13: Voltage dependent behavior of maximum temperature. Inset (a) includes the
temperature profiles for three different mixing voltages: ± 500 V in red, ± 300 V in green and ±
100 V in purple. The maximum temperature reached under each of these conditions, as well as
other mixing voltages, is plotted in the main figure with respect to the amplitude of the
electroosmotic mixing voltage. The black dashed curve is a quadratic fit to the data and is included
to guide the eye.

Figure 3.13 shows how the maximum solution temperature obtained during the
electroosmosis step is correlated to the applied electroosmotic mixing voltage. Based on the
measured temperature, applying a ±200 V square wave to one channel increased the solution
temperature to about 44°C, whereas ±300 V voltage increased the solution temperature to 51°C.
Increasing the voltage amplitude to 500 V led to a maximum temperature of 77°C. The Raman
measurements directly show that the electroosmosis process gives rise to an increase in the solvent
temperature that is directly related to the electroosmotic mixing voltage applied to induce
electroosmosis. The error bars are a conservative ± 5°C based on the standard deviation of baseline
temperature measurements. The black dashed curve is included primarily to guide the eye and is a
quadratic fit to the data points. In summary, using Raman thermometry, we have shown the first
direct spectral evidence that Joule heating occurs during electroosmosis in a theta tip and that the
magnitude is positively correlated with electroosmotic voltage.
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3.4.2

Spraying Voltage Temperature Dependence
One other experimental question to resolve was whether any bulk solution heating occurred

during the spraying phase of the MS cycle. Specifically, during the spray phase the voltage in both
channels is set to a large positive value (+1500 V) to rapidly expel the solution from the theta tip.
In the reconstructed plots (like Figure 3.11), this is visible by the rapidly decreasing temperature
when the sample is sprayed, and cooler solution displaces the heated solution. But, at higher spray
voltages it was unknown whether heating would occur over time. The Raman spectra at four
different spray voltages are in Figure 3.14. Each spectrum was acquired for 10 seconds total and
ten back-to-back spectra were acquired for a total experimental spray time of ~100 s. Figure 3.14
includes the first and tenth spectrum at each voltage.

Figure 3.14: Raman spectra acquired with different spraying voltage. These background subtracted
Raman spectra are shown in the OH stretch region with different spraying voltages from 1500 –
2250 V. Total acquisition time for each spectrum is 10 seconds and there are two spectra of each
voltage plotted.
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As described previously, each spectrum corresponds to a solution temperature calculated
using the calibration curve in Figure 3.8. In Figure 3.15, the corresponding SMCR temperatures
are plotted versus spectrum number in chronological order. If spraying-induced bulk heating was
occurring, then the graph would have a positive slope with respect to time (the x-axis).

Figure 3.15: Experimental time dependence of temperature with different spray voltages. The
SMCR temperature of each 10 s spectra is displayed here for 10 total spectra at each spraying
voltage, thus the total elapsed time covered by these spectra is 100 seconds.

From Figure 3.14, visually the spectra are extremely similar in all aspects including shape
and intensity. And in Figure 3.15, while there is some variance due to noise, the four curves are
heavily overlapped, centered around 20°C and mostly flat/zero slope. The average temperature of
all ten duplicates for each voltage is shown in the second column of Table 3-1. To judge whether
there is an overall increasing temperature trend with time, the slope of a linear fit to the data can
be considered. The slope of all four spray voltages are positive, although small in magnitude. When
performing the linear regression, a standard deviation of the slope coefficient is provided. When
this standard deviation is considered for 1500 V, for example, it has a slope of 0.026 ± 0.031,
meaning that the lowest bound of the slope is -0.005, a negative value. Therefore, this slope can
be considered equivalent to zero within error bars. Similarly, the slopes for 1500, 1750 and 2000
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V are essentially zero. Although small, the data corresponding to 2250 V has a truly positive slope
implying that bulk heating may be occurring during spraying at very high voltages.

Table 3-1: Average temperature and slope values of variable spray voltages.
Spray
Voltage (V)
1500
1750
2000
2250

3.4.3

Average
Temperature (°C)
19.96
20.12
20.03
19.99

Slope
0.026
0.003
0.005
0.024

Slope
Uncertainty
0.031
0.018
0.018
0.013

Geometric Model of Joule Heating Magnitude
While it was very clear in Section 3.4.1 that heating was occurring during electroosmosis

and that it is positively correlated with voltage, the question still arises whether the heating is due
to Joule heating. The approximate magnitude of Joule heating caused by current flow through a
shape which approximates a theta tip was calculated. Given that the current flows between the
electrode tips which are in separate channels, the approximating shape was chosen to be a conical
section cut along the axis of the septum. A visual representation of this shape is in Figure 3.16.

Figure 3.16: Modeling a theta tip as a conical section. The theta tip is modeled as a frustum, which
is cut in half along the glass septum dividing it. The specific region of interest near the tip, denoted
by δx, and highlighted in red is modeled as a half cylinder.
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To calculate the approximate magnitude of temperature change caused by Joule heating,
first, an expression for how the resistance (R) changes over distance (x) is obtained:
1

3.2

Λ

Here, Λ is the molar conductivity and concentration, respectively, of the ammonium acetate
solution, and A(x) is the cross-sectional area at position x. Each half of the above figure can be
modeled as half of a cone with largest radius of b, and smallest radius of a. The radius can be
calculated using

, and

/

, where L is the distance between

each electrode tip on either side of the theta tip.
Next, get the total resistance (RT) over the entire length by integrating an infinitesimal disc
along x for each cone and doubling the result for each half.
2

2

Λ

2.4 ∗ 10 Ω

3.3

Now, to consider the heating happening specifically at the apex of the theta tip, we are
considering a 10 μm wide (δx) half cylinder with a radius of a, shown in red above. The resistance
of this region (Ra) is:
2
Λ

4.7 ∗ 10 Ω

3.4

Next, we need to express how the voltage drop changes over x in the region of interest
using V0 = 300 V as an example:
59

3.5

Then, we can calculate the power (P) in the region of interest:
Λ
2

7.42 ∗ 10

3.6

Calculating the volume of the half-cylindrical section of interest, we obtain:
1
2

0.393

3.7

And converting this volume to mass (m) using the density of water (ρ), we find:
3.93 ∗ 10

3.8

While knowing that the volume being heated is only 0.39 pL, and with a flow rate of 1.02 nL/s (at
300 V), we find that the heating time is t = 0.00039 s.

41
Finally, assuming that all the power (P) generated is converted to heat (Q), and using the
heat capacity of water, the change in temperature can be calculated:
Δ
Δ

Λ

Λ

2

3.9
174

@ 300

3.10

Values used:
a = 5∙10-6 m
b = 315∙10-6 m
δx = 10∙10-6 m
Λ = 108.29∙10-4 Sm2/mol
3.5

c = 5 mol/m3
t = 0.00039 s
V0 = 300 V
L = 0.0032 m

m = 3.93∙10-10 g
Cp = 4.184 J/g∙K
ρ = 1∙106 g/m3

Conclusions
Using Raman thermometry, we have obtained the first direct spectral evidence that Joule

heating occurs during electroosmosis in a theta tip, and that it is positively correlated with
electroosmotic voltage. As reported in Zhao, et al., indirect evidence of Joule heating was observed
in MS experiments, by demonstrating protein denaturation resulting from electroosmosis in a theta
tip MS capillary. Indirect evidence included an increase in the extent of protein denaturation with
the magnitude of the voltage of a square wave used to effect electroosmosis. This effect was
demonstrated for myoglobin, equine cytochrome c, and carbonic anhydrase II solutions. Given
that Joule heating is expected to increase with field strength, this is further confirmation of the
presence of the effect and its correlation with voltage. Finally, based on the small size of the theta
tip, and the associated large resistance, this implies that Joule heating is expected to produce a
substantial temperature rise near the apex of a theta tip (the upper limit of which may be roughly
estimated as described in Section 3.4.3), which was directly observed using Raman thermometry.
Joule heating is expected to increase with solution conductivity and an increase in the
extent of denaturation for myoglobin was also observed in the MS with an increase in the
ammonium acetate concentration. Additionally, using Raman thermometry, we studied the effect
of variable spraying voltages to determine that minimal, if any, residual heating is occurring during
extended spraying cycles.
This work could lead to the development of a convenient and efficient way to modulate
solution temperature in a nano-ESI theta tip prior to spraying into a mass spectrometer. It
represents a flexible approach for controlled protein denaturation that does not depend on changes
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in solution additives or solvent composition. Given the ability to alter temperatures in a pulsed
fashion on the time-scales of tenths of seconds, this effect may also prove to be useful in studying
protein unfolding and refolding dynamics on such a time-scale.
Overall, these results advance the understanding of mass spectrometry experiments using
theta tips and also suggest that Joule heating may be useful in generating rapid temperature jumps
in microfluidic reactors, or similar systems. Future Raman experiments could quantify both the
heating and cooling time, directly study the dependence of temperature on electrolyte
concentration, examine any temperature dependence with varying theta tip diameter, and image
the temperature change using optimal binary compressive detection Raman spectroscopy, which
is a hyperspectral technique for fast spectroscopic analysis developed in the Ben-Amotz group.
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INFLUENCE OF INTERMOLECULAR COUPLING ON
THE VIBRATIONAL SPECTRUM OF WATER

Reprinted (adapted) with permission from Matt, S. M.; Ben-Amotz, D., Influence of
Intermolecular Coupling on the Vibrational Spectrum of Water. The Journal of Physical Chemistry
B 2018. Copyright 2018 American Chemical Society.

4.1

Introduction
Water OH stretch vibrations are delocalized over ten or more molecules as the result of

hydrogen bonding and the associated dipolar (and polarization) interactions.37-42 However, the
quantitative influence of intermolecular coupling on water's OH stretch band remains an open
question. This is in part because the OH stretch band is also undoubtedly influenced by
intramolecular Fermi resonance coupling to the HOH bend overtone,42-45 and to a lesser extent by
resonance coupling between the two OH groups on the same water molecule.37, 41, 46 In an effort to
disentangle the effects of inter- and intra-molecular coupling on the vibrational spectrum of water,
we have performed Raman multivariate curve resolution (Raman-MCR) isotopic dilution
measurements to selectively probe the influence of intermolecular coupling on the OH (and OD)
band shapes of H2O (and D2O) in the absence of intramolecular coupling. Our results reveal that
intermolecular coupling broadens and red-shifts the OH stretch band of HOD in H2O, relative to
the isolated OH stretch band of HOD in D2O, in qualitative agreement with predictions by Yang
and Skinner.46 We further find that coupling affects the OH and OD stretch Raman cross section
in opposite ways, as the OH stretch cross section of H2O is ~18% larger than the uncoupled OH
of HOD in D2O, while the OD stretch cross section of D2O is ~19% smaller than the uncoupled
OD of HOD in H2O. Moreover, our results imply that there are slight differences between the
vibrational spectra of pure water and water molecules surrounding HOD.
The difficulty of theoretically predicting inter- and intra-molecular contributions to the OH
stretch band of H2O is exemplified by the results shown in Figure 4.1, which compare the
experimentally measured isotropic Raman OH stretch band of liquid water (solid curve) with
predictions obtained using various theoretical strategies (dashed curves).46-48 More specifically,
the Yang and Skinner (Y & S)46 predictions, obtained using a mixed quantum-classical simulation
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strategy, indicate that delocalization of the OH vibrations is strongly influenced by intermolecular
dipolar coupling, in agreement with Torii's previous predictions.37 The Marsalek and Markland
(M & M)47 predictions were obtained using fully quantum mechanical (electronic DFT and nuclear
path integral) simulations in which Raman spectra were derived from the time correlation function
of the polarizability tensor of the entire box of water molecules. The predictions by Paesani and
co-workers48-50 were obtained using the ab initio based many body potential (MB-pol) and nuclear
path-integral simulations that include one- and two-body dipolar and N-body polarization
(1B+2B+NB) interactions. Clearly, none of the predicted OH bands are identical to the
experimentally measured band. These discrepancies may in part be due to the fact that none of the
calculated spectra include intramolecular Fermi resonance, which has long been suspected to
significantly influence the OH stretch band of water,43-45 as confirmed by 2D-IR experiments
demonstrating that the OH stretch and bend coordinates are indeed coupled.41-42, 51 It is also
important to note that the predicted linewidths may be influenced by the level of theory used in
performing the ab initio and path integral calculations,47, 50 and thus it is not necessarily the case
that the predictions that produce the broadest OH linewidths are the most accurate.

Figure 4.1: Comparison of experimental and calculated isotropic OH stretch Raman bands of liquid
water at 300 K, all normalized to the same peak height. The experimental spectra were obtained
as described in the Methods Section, and the calculated spectra were obtained using various
approximation strategies (as further discussed in the text).46-48 Note that isotropic spectra, which
represent an average over all excitation and detection polarizations, are equivalent to the following
linear combination of spectra measured with the detection polarizer set either parallel (||) or
perpendicular ( ) to the polarization of the excitation laser:
.
||
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4.2

Experimental Details
Water was obtained from a Millipore water purification system (H2O, 18.2 MΩ∙cm from

Milli-Q UF plus) and D2O (≥ 99.96%) was obtained from Sigma-Aldrich. Mixtures of H2O in D2O
were prepared with volume fractions from 0-10 vol% and 90-100 vol% of H2O in D2O,
corresponding to H2O or D2O concentrations up to 5.5 M. Mixtures of H2O and D2O are assumed
to exchange randomly, and thus our equilibrated (fully isotope exchanged) 1.95 M (3.6 vol%)
solution of H2O in D2O is predicted to contain 93.05% D2O, 6.83% HOD and 0.13% H2O, which
corresponds to an 0.07 mole fraction solution of HOD in D2O. Note that the above percentages are
equivalent to the probabilities that 0, 1 and 2, respectively, of the deuterium atoms of D2O are
replaced by a proton, as obtained from the binomial distribution.52 Moreover, virtually identical
HOD SC spectra were obtained from 1 M (1.8 vol%) solutions of H2O in D2O, as shown in Figure
4.5, thus demonstrating that solutions with up to 2 M H2O in D2O (or up to 2 M D2O in H2O) are
effectively infinitely dilute, in the sense that there is no detectable interaction between HOD
molecules (or significant contributions from the dilute doubly substituted D2O or H2O species).
All solutions were freshly prepared and used within 24 hours.
Raman spectra were obtained using an Ar-ion 514.5 nm laser excitation source with ~15
mW of power at the sample. The incident laser and the backscattered Raman photons were
transmitted to and from the sample using a 20× long working distance microscope objective
(NA=0.42, Mitutoyo Inc.) and fiber coupled to a 300 mm imaging spectrograph (SpectraPro300i,
Acton Research Inc.) equipped with a 300 gr/mm grating and CCD camera (Princeton Instruments
Inc. Pixis 400B).10
The resulting Raman spectra were analyzed using multivariate curve resolution (RamanMCR) as previously described.3, 10, 53 Briefly, self-modeling curve resolution (SMCR), applied to
measured spectra of pure water and isotopically dilute water, was used to decompose the
isotopically dilute spectrum into bulk water and HOD solute-correlated (SC) components. Thus,
the SC component highlights any HOD induced changes in the vibrational spectrum of pure water.
We have previously used a similar Raman-MCR analysis strategy to obtain SC spectra of various
neutral3, 10, 54 and ionic5, 22, 24 solutes in water, to reveal spectral features due to the solute itself, as
well as solute-induced perturbations in the vibrational spectrum of the solute's hydration-shell.
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4.3

Results and Discussion
Figure 4.2 shows the total (unpolarized) Raman spectra of pure H2O, pure D2O, and dilute

mixtures of H2O and D2O. Note that unpolarized Raman spectra are obtained without using a
detection polarizer (and thus are equivalent to

||

, as defined in the caption of Fig. 4.1). The

spectra in Figure 4.2A clearly reveal the emergence of the isolated OD stretch band of HOD (at
~2527 cm-1), while those in Figure 4.2B reveal the OH stretch band of HOD in D2O (at ~3438 cm1

), as previously reported.55-56 We have further performed Raman-MCR analysis of such spectra

in order to obtain new information regarding the OH band of HOD in H2O, which is hidden under
the large OH stretch band in Figure 4.2A, as well as the OD band of HOD in D2O, which is hidden
under the large OD band in Figure 4.2B.
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Figure 4.2: Total (unpolarized) Raman scattering spectra of pure and isotopically diluted water.
(A) Spectra of H2O containing 0-10 vol% D2O. (B) Spectra of D2O containing 0-10 vol% H2O.
The inset panels show an expanded view of the region containing the bend vibrational bands of
H2O (at ~1638 cm-1), D2O (at ~1204 cm-1) and HOD (at ~1450 cm-1). See the Methods Section for
further details.

Figure 4.3A compares the isotropic OH stretch band of pure H2O (dashed blue curve), with
the isolated OH stretch band of HOD in D2O (red curve) and the Raman-MCR SC spectrum of
HOD in H2O (green curve), all normalized to the same peak height. The latter SC spectrum is
equivalent to the non-negative-minimum-area difference between the spectra of the isotopically
dilute solution of HOD in H2O and pure H2O, thus highlighting HOD-induced perturbations of the
water OH stretch band. Importantly, the resulting HOD SC OH band should not be influenced by
intramolecular OH resonance coupling or bend-stretch Fermi resonance coupling, which are both
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negligible in HOD. Thus, the HOD SC OH band can only be influenced by intermolecular coupling,
either due to changes in the OH band of HOD itself or perhaps also changes in the OH band of the
surrounding H2O molecules whose vibrational spectrum is perturbed by HOD. The difference in
shape between the red and green OH bands in Figure 4.3A thus reflects the spectral shape changes
resulting from coupling the OH group of HOD to the surrounding H2O molecules.
The experimental results shown in Figure 4.3A are in qualitative agreement with the Yang
and Skinner predictions shown in Figure 4.3B. Both the experimental and theoretical results imply
that intermolecular coupling leads to a broadening and red-shift of the OH stretch band. However,
while the experimental intermolecularly coupled OH band (green curve in Figure 4.3A) may
contain contributions from both HOD itself and from H2O molecules perturbed by HOD, the
theoretically predicted intermolecularly coupled OH band (green curve in Figure 4.3B) should
reflect only resonance coupling induced perturbations of the OH band of HOD itself. All the
spectra in Figure 4.3 are normalized to the same peak height. The absolute intensities of the
corresponding experimental bands contain additional information, as further discussed below.
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Figure 4.3: Comparison of pure water and HOD solute-correlated (SC) spectra in H2O obtained
(A) experimentally or (B) theoretically, at 300 K.46 The experimental results in (A) compare the
isotropic Raman spectrum of pure water (dashed blue curve) with isotopically dilute results
obtained from 2 M solutions of either D2O in H2O or H2O in D2O, corresponding to ~0.07 mole
fraction solutions of HOD in either D2O (red curve) or H2O (green curve). The theoretical results
in (B) pertain to the isotropic spectra of an isolated OH in water (red curve), an OH that is
intermolecularly resonant coupled to water (green curve), and fully-coupled pure water (dashed
blue curve).46 See the caption of Fig. 4.1 for further details.

One should not expect perfect agreement between the experimental and theoretical results
in Figure 4.3 for several reasons. Most importantly, this is because the experimental and theoretical
results do not pertain to precisely the same quantities. A more appropriate direct comparison
would require, for example, using SMCR to obtain theoretically predicted SC spectra from
calculated spectra of HOD in H2O (as well as pure H2O). Moreover, the predictions in Figure 4.3B
pertain to what Yang and Skinner refer to as a “hypothetical water” model. However, this model
yields isotropic Raman spectral predictions that are essentially the same as those obtained for the
full water model (see the first paragraph on page 986 of Yang and Skinner 46). More specifically,
the predicted green OH band in Figure 4.3B pertains to a water OH group that is intermolecularly
resonance coupled to the surrounding H2O, but with no intramolecular OH resonance or stretchbend Fermi resonance coupling, while the predicted red OH band in Figure 4.3B pertains to an
isolated OH group in water, with no intra- or inter-molecular coupling.
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The temperature-dependent spectra shown in Figure 4.4 include both the OH (solid curves)
and OD (dotted curves) stretch bands which have been shifted up in frequency by the ratio of the
reduced masses of OD and OH,

⁄

~ 1.37 , to highlight differences between the

corresponding band shapes. Note, for example, in Figure 4.4A that the OD stretch band of D2O at
280K has a more prominent low frequency sub-band than H2O. This difference is undoubtedly
linked to the stronger H-bonding and greater tetrahedral order in D2O, as highly tetrahedral ice34
and solid clathrate hydrates33 have a significantly more prominent low frequency sub-band. The
correlation between the intensity of this low-frequency sub-band and tetrahedral order is also
evidenced by the decrease in the intensity of this sub-band at high temperatures, as shown in Figure
4.4B. The results in the lower two panels of Figure 4.4 reveal that the differences between the
uncoupled (red) and intermolecularly coupled (green) bands decrease with increasing temperature,
but are otherwise qualitatively similar to the 300K results shown in Figure 4.3. More specifically,
the temperature-dependent spectra confirm that the intermolecularly coupled OH (and OD) stretch
bands are invariably broadened and red-shifted relative to the corresponding uncoupled OH (and
OD) bands.
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Figure 4.4: Temperature-dependent unpolarized Raman spectra of pure and isotopically dilute
⁄
water are plotted together by shifting the OD stretch frequencies up by
~ 1.37,
obtained from the reduced masses of OH (µOH) and OD (µOD). The upper two panels show the
spectra of pure H2O (solid blue) and pure D2O (dotted blue) at (A) 280K and (B) 360K. The lower
two panels (C & D) show the corresponding isolated (red) and resonant coupled (green) OH (solid)
and OD (dotted) bands obtained from dilute HOD solutions.

All of the OH and OD bands shown in Figure 4.3 and in Figure 4.4 were scaled to the same
peak height, thus revealing differences in the corresponding bandshapes. The results in Figure 4.5
highlight the additional information that may be gleaned from the corresponding band intensities
(peak areas). Each of the bands in Figure 4.5 have been scaled by dividing the corresponding
measured intensity (counts) by the total concentration [c] of either OH (A) or OD (B) groups. The
fact that the results obtained from the 1M (dotted curves) and 2M (solid curves) are essentially
identical confirms that both of these concentrations are sufficiently low that are no detectable
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interactions between HOD molecules or interference from trace amounts of H2O in the HOD/D2O
solutions, or D2O in the HOD/H2O solutions.

Figure 4.5: Comparison of the unpolarized spectra obtained from pure and isotopically dilute water,
all scaled to the same (A) OH or (B) OD concentration. The nearly perfect agreement between SC
spectra obtained from 1 M (dotted) and 2 M (solid) solutions in the (A) OH and (B) OD band
regions confirm that the spectra are effectively infinitely dilute. The relative areas of the bands
reflect differences between the OH/OD Raman cross section ratios of HOD and H2O vs. D2O (as
further discussed in the text).

The relative intensities of the bands plotted in Figure 4.5 reveal a number of interesting
and rather surprising features. For example, the intensity of fully-coupled pure H2O (per OH) is
1.18 times larger than the intensity of an uncoupled OH (red band in Figure 4.5A), while the
intensity of the fully-coupled pure D2O (per OD) is 0.81 times that of an uncoupled OD (red band
in Figure 4.5B). In other words, coupling increases the Raman cross section of an OH group but
decreases the Raman cross section of an OD group. This conclusion is also consistent with the
observation that the intensity of the OH band of pure H2O is 1.23 times that of pure D2O (after
correcting for the small difference between the concentrations of the two liquids). On the other
hand, the decoupled OH/OD intensity ratio is 0.85 (obtained from the OH area of HOD in D2O
divided by the OD area of HOD in H2O). In other words, an isolated HOD molecule has an OH
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Raman scattering cross section that is smaller than OD, while the opposite is the case for liquid
H2O and D2O. It is important to note that the above intensity differences are obtainable directly
from our measured Raman spectra (after correction for the slight differences in detector sensitivity
in the OD and OH stretch regions) and so are independent of our Raman-MCR spectral
decomposition results.
The Raman-MCR results shown in Figure 4.5 further reveal that the areas of the
intermolecularly coupled (green) bands in Figure 4.5 are invariably larger than the corresponding
uncoupled (red) bands, thus indicating that intermolecular coupling increases both the RamanMCR OH and OD SC band areas. However, the difference between the green and red band areas
is clearly much larger for the OH stretch in Figure 4.5A than for the OD stretch in Figure 4.5B,
thus indicating that intermolecular coupling has a much larger influence on the OH of HOD in
H2O than on the OD band of HOD in D2O.
The magnitudes of the intensity differences between the intermolecularly coupled and
uncoupled OH and OD bands suggest that the coupled bands cannot arise entirely from HOD itself,
and thus include contributions from HOD-induced perturbations of the resonant OH or OD groups
in the surrounding water molecules. One estimate of the number of perturbed water molecules
may be obtained by assuming that the intensity of the OH and OD bands of HOD itself are the
same as the corresponding isolated OH and OD bands, and that the Raman cross sections of the
surrounding water molecules are the same as in the corresponding pure liquid. With these
assumptions, the results in Figure 4.5A imply that there is a probability of at least 0.80 ± 0.05 that
one H2O OH group is perturbed by HOD, while the results in Figure 4.5B imply that there is a
probability of at least 0.12 ± 0.05 that one of the D2O OD groups are perturbed by HOD. An
alternative estimate may be obtained by assuming that the resonantly coupled OH and OD bands
of HOD have the same Raman cross sections as pure H2O and D2O, respectively, in which case
the above percentages increase to 0.61 ± 0.05 and 0.33 ± 0.05, respectively. Thus, although the
actual percentages are somewhat uncertain, the fact that all the percentages are positive implies
that HOD does perturb the vibrational spectra of surrounding resonantly coupled water molecules.
All these percentages are lower bound estimates to the actual number of affected water molecules,
as Raman-MCR yield minimum area SC spectra that represent lower bounds to hydration-shell
spectral areas.57
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4.4

Conclusions
We have used Raman-MCR to reveal that intermolecular resonance coupling broadens and

red-shifts the OH and OD bands of water, in qualitative agreement with the prediction of Yang
and Skinner.46 Intensity differences between the uncoupled and resonantly coupled OH and OD
bands of HOD reveal that coupling increases the OH but decreases the OD Raman scattering cross
section. Our results further imply that intermolecular coupling perturbs the vibrational spectra of
water molecules surrounding HOD. It is not yet clear if the discrepancies between the experimental
and predicted water OH stretch Raman spectra shown in Figure 4.1 are due to deficiencies in the
prediction of intra- and/or inter-molecular coupling contributions. More specifically, although
Yang and Skinner46 predicted that intermolecular coupling induces a significant red-shift of the
OH stretch band of water, the more recent predictions by Paesani and co-workers48 imply a much
smaller resonant coupling induced red-shift. The fact that none of the theoretically calculated
spectra include the effects of intramolecular Fermi resonance may explain the fact that the
predicted isotropic OH stretch bands of water are narrower and less red-shifted than the
corresponding experimental band. Further theoretical developments are required to resolve
remaining discrepancies between the experimentally measured and theoretically predicted Raman
spectra of water, and thus facilitate the more quantitative evaluation of inter- and intra-molecular
coupling contributions to the vibrational spectrum of water.
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RAMAN SPECTRA OF PROTEIN, PEPTIDES AND
AMINO ACIDS

5.1

Introduction
With water contributing more than half of the weight of the adult human body, there are

certainly important biological processes occurring in aqueous environments. The hydration shell
around biological solutes of interest, including proteins, peptides and amino acids, can provide
information about the nature of water-solute interactions. Some examples of outstanding questions
related to water-solute interactions in biology are developing a more complete understanding of
the hydrophobic effect, the influence of water hydration on protein structure and function, and
specific ion effects at protein surfaces.22,
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Specifically, Raman spectroscopy has been used

broadly to study biologically important questions relating to hydration behavior during thermal
denaturation of lysozyme using isotopic exchange59, influence of osmolytes on lysozyme
stability60, and the determination of characteristic peaks of aqueous amino acids61. Additionally,
using Raman-MCR, there have recently been advancements in understanding fundamental
behaviors in biologically relevant molecules such as hydration shell structure transformation of
thermoresponsive polymers62, as well as probing the hydrophobic hydration of surfactants and
micelles63. Continuing this progression, a few simple, biological species were chosen to
demonstrate the applicability of Raman-MCR to biological systems.
Hen egg-white lysozyme is a relatively small protein derived from chicken egg whites with
129 amino acids and a molecular weight of 14,307 Da. As a note of historical interest, lysozyme
was used by Hofmeister in the late 1800’s to rank salts based on their ability to precipitate proteins
from solution. See Chapter 2 for further details of the Hofmeister series. Lysozyme has a
documented denaturation temperature near 75°C at pH 7,64 which allows observation of the folded
state at ambient conditions, as well as the unfolded state at elevated, but easily accessible
temperatures. We initially set out to probe the hydration shell structure of the protein lysozyme
during thermal denaturation and additionally determine whether the addition of osmolytes in
solution affected the denaturation temperature. The results of these experiments are discussed in
Section 5.2.
Next, in collaboration with Fei Gao (a visiting graduate student from China) we embarked
on a study of the aqueous hydration of simple systems of amino acids, the fundamental building
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blocks of proteins, and of small tripeptides. More specifically, we compared the hydration shell of
three hydrophobic amino acids (alanine, leucine and phenylalanine) with previous work on
hydrophobic molecules24 and with other similarly structured molecules (for example, comparing
benzene with phenylalanine). Additionally, a specific set of tripeptides were used to determine the
effect of position and neighboring charges on the hydration shell of the side-chain. Further details
and preliminary results of the phenylalanine experiments are discussed in Section 5.3.
Finally, although not discussed here, the thermal denaturation of two collagen-based
peptides (denoted HisCol and IdaCol) designed and synthesized by the Chmielewski group at
Purdue University65 was observed in partnership with Josh Long. Although it was shown that
HisCol had an increased perturbed water population above the unfolding temperature when
compared to IdaCol, the magnitude of this increased perturbation was not reproducible. These
samples were also highly fluorescent and available only in small quantities and at low aqueous
concentrations.

5.2
5.2.1

Lysozyme Results
Aqueous SC Spectra at 20°C
Lysozyme from chicken egg white, BioUltra, lyophilized powder was purchased from

Sigma-Aldrich and analyzed using the 514 Raman System and SMCR as described in Chapter 1.
As a first confirmation of reproducibility, aqueous lysozyme solutions from different experiment
days were analyzed using identical methodology including baseline fitting parameters and
normalization region. Figure 5.1 shows the results from the analysis of three different solutions
across two experiments and is focused on the region containing the CH and OH stretching modes.
Two solutions were from the experiment performed on October 7, 2015 (Day 1), where the 25
mg/ml solution was formed by dilution of the 50 mg/ml solution, and the other 25 mg/ml solution
was from an experiment performed on October 27, 2015 (Day 2). These spectra are normalized to
the intensity of the CH stretching mode from approximately 2800-3000 cm-1. From Figure 5.1, it
is clear that the normalized SC spectra are nearly identical to each other, illustrating exceptionally
good reproducibility across different days and preparations. The hydration shell features visible
from ~3200-3600 cm-1 are representative of native lysozyme at 20°C. Additionally, the red 50
mg/ml is within error of the lower concentration solutions, which implies that even at this higher
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concentration, no appreciable solute aggregation or interaction is occurring and it can be assumed
to be equivalent to infinite dilution.

Figure 5.1: Aqueous lysozyme SC spectra at 20°C. These lysozyme solution spectra were analyzed
using a water reference in SMCR. A representative water spectrum is arbitrarily scaled and
included as the dashed blue curve for comparison. The SC spectra in green, red and light blue were
normalized to the CH stretching mode of lysozyme between ~2800 – 3000 cm-1.

5.2.2

Temperature-Dependent SC Spectra
Lysozyme was chosen due to its aqueous solubility and because it thermally denatures at

~75°C, which is easily accessible with our experimental setup and in aqueous solution. Based on
this information and preliminary experimental work performed by Amanda Hemphill, spectra were
collected across a temperature series ranging from 20 – 100°C and examined for hydration shell
structure changes indicative of the thermally induced denaturation of lysozyme.
The first temperature-dependent data set was acquired on October 27, 2015 (Day 2) and
included five temperatures: 20, 40, 60, 70 and 80°C. The data corresponding to 20°C is also
included in Figure 5.1. Using the same baseline and analysis region as that used in Figure 5.1, each
temperature was analyzed with the corresponding water reference and normalized to the area of
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the CH stretching mode, as shown in Figure 5.2. Although, 80°C is above the denaturation
temperature, there is not a clear and obvious spectral indication that denaturation occurred. More
importantly, there is no temperature-dependent trend to the hydration shell intensity even below
the denaturation temperature, which is surprising.3
Fitting the baseline of these spectra over the entire Raman range (0 – 4000 cm-1) is difficult
to do accurately, so focusing on this narrower spectral window simplifies the analysis.
Nevertheless, these spectra still presented challenges to analysis. In addition to challenges due to
the low concentration (25 mg/mL = 1.7 mM), there is significant uncertainty in the choice of
baseline points. Generally, the end-point of adjustment during analysis is when the SC spectrum
is non-negative in all regions where the solvent has significant intensity. For these spectra, the
final negative region which requires adjustment occurs near 3600 cm-1, which is also the edge of
where the solvent has significant intensity. Because of this, there is substantial flexibility related
to how the end-point is defined, which can dramatically alter the shape and intensity of the
hydration shell features. This is directly visualized in Figure 5.3 where a second analysis of this
same raw data set was performed independently with different baseline options.

59

Figure 5.2: Lysozyme temperature-dependent SC spectra from Day 2. The solid lines correspond
to data acquired on October 27, 2015, which is denoted as Day 2 within this Chapter. These spectra
were analyzed using the same procedure as that used to produce Figure 5.1. The spectra were
normalized to the area of the CH stretching mode of lysozyme between approximately 2700 and
3000 cm-1. The dashed curves correspond to the spectra of water at each of the temperatures used
in this experiment.

Comparing the same data with two different analysis options in Figure 5.2 and Figure 5.3
reveals many similarities, but also important differences. The shape, number and relative
intensities of the main peaks of the CH stretching modes are consistent between the two analyses.
Although the region from 3800 – 4000 cm-1 is different due to baseline fitting, this is beyond the
region of interest and the solvent has minimal intensity there. Figure 5.3 shows inconsistent
behavior between the different temperatures at ~2800 cm-1 to the left of the CH stretching mode.
For the green and yellow spectra, corresponding to 40 and 60°C, the dip at 2800 cm-1 is at zero
and the features at lower frequency are below the baseline, where for the remainder of the
temperatures the intensity at 2800 cm-1 is above baseline. In contrast, in Figure 5.2, all the SC
spectra have positive intensity at 2800 cm-1 and are also more consistent with each other. Finally,
the largest difference between the two analysis methods presents in the shapes and intensities of
the hydration shell region. In Figure 5.2, all the spectra are of a very similar shape where the
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intensity of the lower frequency 3300 cm-1 water feature is of a higher intensity than that at 3500
cm-1. In comparison, the blue and orange spectra in Figure 5.3 corresponding to 20 and 70°C are
the most similar to this shape. The yellow 60°C spectrum in Figure 5.3 is similar in shape to these
but is differentiated by a larger intensity. And the green and red, 40 and 80°C spectra are
significantly different in both shape and intensity than the other spectra and when compared to
Figure 5.2. In contrast with the others, the green and red spectra have approximately equal intensity
between the 3300 and 3500 cm-1 features in the hydration shell. It is worth noting that two of these
spectra (green and yellow) are also the two with outlying baseline behavior at 2800 cm-1.

Figure 5.3: Re-analyzed lysozyme temperature-dependent SC spectra from Day 2. The solid lines
correspond to the same raw data as that used to produce Figure 5.2 and which was acquired on
October 27, 2015 (Day 2). These spectra were also normalized to the area of the CH stretching
mode of lysozyme between approximately 2700 and 3000 cm-1. These spectra were analyzed using
alternative baseline fitting options to those utilized to produce Figure 5.2.

In an effort to reproduce the Day 2 experiment, another series of lysozyme temperaturedependent spectra were prepared and analyzed on February 19, 2016 which will be denoted as Day
3. The lysozyme sample for Day 3 was prepared at double the concentration, 50 mg/mL, to
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simplify the analysis and reduce noise in the resulting SC spectra. Additionally, new temperature
values were chosen to interrogate the denaturation temperature more closely by adding 75°C, and
to ensure more complete denaturation of the lysozyme by adding 90°C. The results of this data
analysis are shown in Figure 5.4. This data is normalized to the CH stretching mode, the same as
in Figure 5.2 and Figure 5.3. Visually, this data is the most similar to that in Figure 5.2 and has
more consistent intensities within the data set than those of Figure 5.3. Although small and within
the uncertainty, there is a temperature-dependent intensity trend observed in Figure 5.4. The
hydration shell intensity is steady or slightly decreasing from 40 to 75°C, and then, above the
denaturation temperature, 80 and 90°C are consistent with each other. Although small, there is also
a shape difference observed above and below denaturation. The relative intensity difference
between the 3300 and 3500 cm-1 features decreases slightly above 75°C. For illustration, the ratio
of the intensities at 3337 cm-1 and at 3476 cm-1 are indicative of this shape change. The intensity
ratio for 40, 60 and 70°C is 1.4, it decreases to 1.3 at 75 and 80°C, and then finally down to 1.2 at
90°C.
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Figure 5.4: Lysozyme temperature-dependent SC spectra from Day 3. The solid lines correspond
to data acquired on February 19, 2016, which is denoted as Day 3 within this Chapter. The spectra
were normalized to the area of the CH stretching mode of lysozyme between approximately 2700
and 3000 cm-1. The dashed curves correspond to the spectra of water at each of the temperatures
used in this experiment.
5.2.3

Discussion
The data described in Section 5.2 includes preliminary results concerning the thermal

denaturation of lysozyme in aqueous solutions. The most reliable results were obtained at
concentrations of 50 mg/mL and this concentration was shown to be consistent with lower
concentrations in Figure 5.1 and thus is assumed not to be aggregating in solution. The comparison
of Figure 5.2 and Figure 5.3 illustrates the different outcomes that can be achieved due to the
flexibility within analysis parameters at these low concentrations. Figure 5.4 shows a very slight
temperature-dependent trend with hydration shell difference above and below the denaturation
temperature, although this needs to be reproduced. Additionally, although not shown here, data
was acquired with glucose (a protecting osmolyte) in solution on Day 2, and with urea (a
denaturing osmolyte) in solution on Day 3. The solution of lysozyme and urea at temperatures
above 75°C formed a solid opaque white gel in an irreversible reaction. These experiments were
conducted with the intent to use spectral changes to indicate denaturation temperature and examine
how the addition of protecting vs denaturing osmolytes affected the denaturation temperature.
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Until reproduction of the temperature-dependent trend observed in Figure 5.4 is performed, further
experiments concerning the effects of osmolytes are premature.

5.3
5.3.1

Phenylalanine Results
Amino Acid Results
In collaboration with Fei Gao, a visiting graduate student from China, we acquired and

analyzed Raman spectra of numerous amino acids in aqueous solution. The majority of these
spectra were prepared and acquired by Fei and subsequently jointly analyzed. While these were
difficult due to low solubility limits and fluorescence, shown here is the preliminary analysis of
phenylalanine. L-Phenylalanine (Phe) was targeted as an amino acid of interest due to its aromatic
side chain. As an extension of previous work in our group10, we wanted to examine the frequency
and intensity of the π-hydrogen bond of phenylalanine in addition to the hydration shell water
structure. The lab had numerous bottles of phenylalanine and it was discovered that a few of them
were fluorescent, thus the subsequent spectra are labeled with A, B and C to denote different
sources. These L-Phenylalanine samples were acquired from Sigma-Aldrich, Fluka BioChemika,
and Sigma Chemical Company, respectively. Additionally, the spectra of samples A and C were
acquired on a separate day from those of sample B. Each of the phenylalanine samples were
dissolved in water at a concentration of 0.1 M. Spectra were acquired using the 514 Raman System
and analyzed using SMCR, as described in Section 1.3.
First, each aqueous phenylalanine sample was analyzed using a water reference in the
region from ~2300 – 4300 cm-1. This analysis region was narrower than is typical to simplify the
analysis. The results of analysis for three different samples, and two different analysis methods are
shown in Figure 5.5. This analysis revealed an unexpected feature at ~3668 cm-1, which is seen as
a negative peak. If the analysis was conducted strictly adhering to non-negative constraints, a SC
spectrum corresponding to phenylalanine A such as that shown in dark blue would result, where
the analysis zeroed at 3668 cm-1 after substantial rotational adjustment. The same data was also
analyzed where this feature was allowed to remain negative and the SC spectra instead zeroed at
3554 cm-1 as shown in light blue. This latter analysis method was also employed for the other two
phenylalanine samples (B and C). Because this analysis was performed with a water reference, it
is assumed that a contaminant was present in the water (and not in the solution) which caused this
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negative spectral feature, as water does not have a sharp spectral feature in this region.
Unfortunately, this contaminant is adjacent to the expected position of the π-hydrogen bond (3610
cm-1) which obscures and complicates the interpretation of any significant results. Generally,
though, A and C phenylalanine seem to be fairly similar in hydration shell shape and intensity,
whereas B seems to have more intensity than either A or C, especially near 3200 cm-1.

Figure 5.5: Phenylalanine SC spectra with water reference. Standard five minute Raman spectra
of 0.1 M phenylalanine analyzed with a water reference. The dark blue curve corresponding to
phenylalanine A was analyzed with every feature strictly non-negative and was adjusted until the
feature at 3668 cm-1 was zero. The light blue curve is an alternate analysis of the same
phenylalanine A data. The other three spectra (light blue, red, and green) were analyzed while
allowing the feature at 3668 cm-1 to remain negative.

Following the idea of head-group subtraction used in other projects,63, 66 the next analysis
for amino acids was to consider trying backbone subtraction, where the amino acid glycine (G) is
used to represent the amino acid backbone. Using a glycine reference in SMCR removes spectral
features associated with bulk glycine which is equivalent to the backbone of the phenylalanine
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structure. These SC spectra then correspond to the aromatic phenylalanine side-chain and any
water or glycine features perturbed by interaction with phenylalanine.
The results of this analysis for all three phenylalanine samples are shown below in Figure
5.6. When compared with Figure 5.5, the negative feature present at 3668 cm-1 in the red
phenylalanine B sample is immediately apparent. It is also clear that again the B sample is an
outlier from the other two solutions. Both the phenylalanine A and C samples with a glycine
reference did not have problems with the large negative feature during this analysis. It is now
worth noting that spectra of samples A and B were acquired first, and sample B’s spectra were
acquired the next day. Additionally, the G solution was prepared once although new spectra were
acquired of the same solution again on the second day. The fact that the negative feature arises
only when analyzed on the second day implies that a contaminant was introduced between
experiments.
Considering only the SC spectra corresponding to phenylalanine A and C, in blue and green,
respectively, the hydration shell region from 3140 – 3500 cm-1 is largely unperturbed. The key
feature of interest is the peak at 3604 cm-1 which almost certainly corresponds to π-hydrogen
bonding, which was previously discussed in Sections 1.3 and 2.3.1. Given that these resulting SC
spectra should primarily correspond to the aromatic side chain of phenylalanine, it is worth noting
the similarities between these spectra and those of benzene shown in Figure 2.2. Both have only
small hydration shell perturbations and the primary visible feature is that of the π-hydrogen bond
near 3600 cm-1.
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Figure 5.6: Phenylalanine SC spectra with glycine reference. Standard five minute Raman spectra
of 0.1 M phenylalanine analyzed with a 0.1 M glycine reference. These SC spectra represent only
the aromatic group of phenylalanine and any perturbed glycine or water features. Phenylalanine B
seems to be an outlier in terms of water structure and includes a negative feature from a suspected
contaminant. The inset contains a zoomed version of the perturbed water features corresponding
to the π-hydrogen bond between the water and the aromatic ring.

5.3.2

Tripeptide Results
A series of tripeptides where two of the three components were glycine (G) was obtained

for a selection of amino acids from Chem-Impex International. With the amino acid represented
by X, there are three possible tripeptides: XGG, GXG and GGX. As written, the tripeptides are
capped on the “right” end by a carboxylic acid and on the “left” by a hydrogen, i.e. H-XGG-OH.
With glycine being the simplest amino acid, having only a hydrogen atom as the side chain, these
tripeptides allowed the possible effect of position within the tripeptide to be examined. The
position of the amino acid within the tripeptide could influence the spectral features through many
means, but two possible ones are decreased solvent accessibility due to steric constraints or affects
caused by the differing charge on each end of the tripeptide. Although preliminary work was
performed at variable pH values to address charge, this will not be shown here.

67
As an extension of Section 5.3.1, we studied the set of tripeptides of phenylalanine using
GGG as the SMCR reference. The results of this analysis for each tripeptide and at different
concentrations are shown in Figure 5.7, Figure 5.8, and Figure 5.9.
For Phe-G-G in Figure 5.7, overall the three spectra agree quite well. All three spectra have
a very small perturbed hydration shell region similar to benzene. Although, given the very low
concentrations of the first two samples (0.02 M), this hydration shell is not well resolved and has
significant noise present. While there appears to be a π-hydrogen bond at ~3600 cm-1 the low
concentration makes this impossible to quantify. This π-hydrogen bond is more clearly present in
the red, 0.1 M solution, although still difficult to quantify due to a sloping baseline in this region.
Reproduction of this higher concentration data is necessary before drawing further conclusions.

Figure 5.7: Phe-GG SC spectra with GGG reference. Standard five minute Raman spectra of
phenylalanine tripeptides analyzed with a glycine tripeptide reference. The concentrations of the
phenylalanine and glycine tripeptides were matched and are listed in the legend. Note that the blue
and green spectra were prepared separately and acquired on different days. Additionally, these
spectra are normalized to the CH stretch region from ~2800 – 3100 cm-1.
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Next, the G-Phe-G phenylalanine tripeptide is shown in Figure 5.8. These spectra were not
normalized to the CH stretch feature as were those in Figure 5.7 due to the negative feature in the
red curve. These are the SC spectra corresponding to two different concentrations of G-Phe-G
analyzed with a GGG reference, where the two low concentration samples were prepared
separately and acquired on different days. Unfortunately, there is a substantial difference between
the high and low concentration spectra and it is unclear which is correct. The large negative feature
in the CH stretching region of the red curve corresponds to the same frequency as the CH stretching
mode of GGG. This negative peak is not an unexpected occurrence if the frequency of the feature
is shifted between the reference molecule and the sample. If this feature reproduces again in high
concentration samples, this could indicate that the CH stretching mode is significantly different in
G-Phe-G than in GGG or the other two tripeptides. This negative feature is not present in the other
two, lower concentration, G-Phe-G samples shown in blue and green, although these SC spectra
have poor baseline subtraction due to a significant baseline in the raw spectra which may be due
to fluorescence, but also resembles features resulting from accidentally focusing on the glass wall
of the cuvette. Given the large discrepancy here, it would be especially important to acquire further
high concentration spectra to resolve this difference.
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Figure 5.8: G-Phe-G tripeptides SC spectra with GGG reference. Standard five minute Raman
spectra of phenylalanine tripeptides analyzed with a glycine tripeptide reference. The
concentrations of the phenylalanine and glycine tripeptides were matched and are listed in the
legend. Note that the blue and green spectra were prepared separately and acquired on different
days. Additionally, the horizontal black line at zero intensity is included to illustrate the negative
CH stretching mode feature present in the blue 0.1 M G-Phe-G curve. These data are not
normalized.

Next, is given three SC spectra of GG-Phe at two different concentrations in Figure 5.9.
These three spectra agree remarkably well with each other across this entire spectral region. As is
typical of these phenylalanine tripeptides and amino acid spectra, as well as benzene, there is a
very small perturbed hydration shell region and, in these spectra, an especially clear π-hydrogen
bond at ~3600 cm-1. For this tripeptide, the higher concentration sample in red seems to very
clearly reproduce the features of the two lower concentration samples. Fitting the red, π-hydrogen
bond with a Gaussian curve provides a frequency of 3607 cm-1 for the aromatic side chain on GGPhe.
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Figure 5.9: GG-Phe tripeptides SC spectra with GGG reference. Standard five minute Raman
spectra of phenylalanine tripeptides analyzed with a glycine tripeptide reference. The
concentrations of the phenylalanine and glycine tripeptides were matched and are listed in the
legend. The samples corresponding to the blue and green curves were prepared separately and
acquired on different days. Additionally, these spectra are normalized to the CH stretch region
from ~2800 – 3100 cm-1.
5.3.3

Discussion
Although the higher concentration 0.1 M tripeptide spectra from Figure 5.7, Figure 5.8 and

Figure 5.9 have not yet been reproduced, these three spectra along with the spectrum
corresponding to phenylalanine A from Figure 5.6 have been compiled in Figure 5.10. All the SC
spectra, excluding that corresponding to G-Phe-G, were normalized to the area of the CH
stretching modes between 2800 – 3100 cm-1. Due to the negative feature, G-Phe-G, shown in green,
was arbitrarily scaled on the right axis in such a way as to reasonably overlap with the other spectra.
A visual comparison reveals a few interesting similarities immediately. First, in the CH stretching
region, the red and black curves are nearly identical to each other and differ from all the others.
This implies that the environment surrounding the aromatic side chain of phenylalanine on the
“left”/hydrogen end of the tripeptide is most similar to that of the phenylalanine amino acid in
solution. The other features in the hydration shell of the red, Phe-GG spectrum obscure the true
frequency and intensity of the π-hydrogen bond, making an exact comparison with the amino acid
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impossible. Second, the CH stretching mode of the remaining two tripeptides differ both from each
other and from the amino acid as well. Although the negative feature in the green curve is
obviously unique, the blue, GG-Phe also differs from that of Phe and Phe-GG, which clearly shows
that the phenylalanine is affected by the capping group of hydrogen vs carboxylic acid on each
end of the tripeptide. Third, all four of these SC spectra have similar and minimally perturbed
hydration shells, which is consistent with that observed in benzene. Finally, although the πhydrogen bond is noisy, it is clearly present in each of these species and seems to have a higher
intensity in the spectra of the tripeptides than those of the amino acid. The absolute frequency is
not dramatically (>10 cm-1) different for any of these species, but there is the possibility of up to
a ~6 cm-1 shift in G-Phe-G. All of these observations are preliminary but encouraging.

Figure 5.10: Comparison of phenylalanine amino acid and tripeptides with glycine SMCR
references. Each of these spectra were shown previously within this Chapter and correspond to a
concentration of 0.1 M in solution. These SC spectra represent only the aromatic group of
phenylalanine and any perturbed glycine or water features. The inset contains an expanded version
of the perturbed water features corresponding to the π-hydrogen bond between the water and the
aromatic ring. Additionally, these spectra are normalized to the CH stretch region from ~2800 –
3100 cm-1, except for G-Phe-G which is arbitrarily normalized due to the negative feature in the
CH stretch region.
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Overall, these phenylalanine tripeptide spectra illustrate the difficulty of acquiring reliable
and reproducible data of biological molecules at low concentrations and with fluorescent samples.
Although these phenylalanine tripeptides are soluble at higher concentrations of 0.1 M, many other
tripeptides are not. These higher concentration spectra are evidenced in the red curve in each figure
and can lead to spectra with similar behavior and lower noise as seen in Figure 5.7 and Figure 5.9.
But, as seen in Figure 5.8, these higher concentrations may also reveal behavior that is completely
hidden in the low concentration sample spectra. Based on the results herein, it is unlikely that
tripeptides with a solubility significantly below 0.1 M would provide reliable results, although if
another tripeptide had more intense hydration shell perturbations, these restrictions may be less
severe. Based on these preliminary results, future work for this project would include acquiring
similar spectra to these for tripeptides and amino acids including leucine and alanine at as high of
concentration as allowed by their solubility.61 Additionally, for phenylalanine, these results should
all be reproduced at 0.1 M or higher concentration. Finally, as a possibly insightful comparison,
each of these side chains can be compared to other similar molecules: benzene or phenol for
phenylalanine, methanol for alanine, etc.).
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APPENDIX A. DATA ACQUISITION PROCEDURE – 514 RAMAN
SYSTEM

Standard Data Acquisition Procedure (514 Raman System)







Power up electronics
o Turn on red laser warning light by door
o Laser power supply box: first I/O power switch, then turn key
o Two black power adapters: first CCD, then spectrometer
o Temperature controller: switch on back of control box
o Plug in the pump which is already submerged in the water bath
Open T-app program
o Standard Temp: 20°C
o Control status: on
o Stirrer: off
Note: You can place the cuvettes inside of the sample holder as soon as they are ready, but
temperature equilibration requires ~10 mins before running the first sample.
Open WinSpec program from desktop
o Setup  detector temperature
 Should default to -75°C
 Click: set temp
 Will read locked when set temperature is reached
o Spectrograph  move
 Check the spectrograph position. If incorrect or an alternate grating is desired,
the following center wavelengths are compatible with current analysis
procedures.
 300 grooves/mm, center at 668 nm
 600 gr/mm, center at 620 nm
 1200 gr/mm, center at 615 nm
 NOTE: Must remove filter from He lamp for proper calibration on higher
resolution gratings.
o Acquisition  Experiment Setup
 Check ADC, ROI Setup and Timing tabs, shown in SOP
 Main tab / Standard Conditions:
 exposure time: 0.2 s (older version)
 number of images: 2
 accumulations: 1500
 OR
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 exposure time: 0.4 s (newer version)
 number of images: 2
 accumulations: 750
 Press “Acquire” to run the experiment. Or press the green “ACQ” button on
the toolbar.
 Note: standard conditions for hydration shell spectroscopy are two, 5-minute
spectra. Accumulations = 300 s / exposure time. Generally, choose the
exposure time such that your max counts are 30,000-50,000. The CCD
saturates at ~65,000 counts and is non-linear as you near that.
o Acquisition  Experiment Setup  Main
 To get a preview of your sample, and live update:
 exposure time: match experiment time
 number of images: any value, will loop if >1
 accumulations: 1
 Press “Focus” or the green “F” on the toolbar
Take a neon calibration spectrum using current best practices.
o Generally, need max counts ~40,000 and at least ~ 107 total integrated counts.
o Test the success of the wavenumber calibration in Igor right away
o Remember: no laser and no helium on during neon lamp calibration acquisition
o Note: It is generally best practice to take a Ne spectrum early in your experiment,
although it can also be taken at the end. If a power outage occurred, or the like, and
the spectrometer moved, the Ne spectrum taken after that would be less useful than
one taken under identical conditions as the data.
Turn on the He gas discharge lamp and ensure the intensity of the largest He peak is ~ ½ - ⅓
the intensity of the OH stretch of water
Write down the max counts for a single exposure of a standard cuvette of water in your lab
notebook, including the exposure time. This serves as a historical record and indicator of
incorrect settings or possible problems such as the laser dying or misaligned optics.
Typical Experimental Process, repeat for each sample:
o Set Main tab to Standard conditions (or whatever is chosen for your sample)
o Acquire (~11 mins)
o File  Save As  Your folder  Include sample name, concentration and
temperature (and polarization, as needed)
o Tools  Convert to ASCII
o Load file into Igor and run Check Spectra via the SMCR procedure file to ensure
proper temperature equilibration (no sinusoidal features). Also, visually check the
spectrum for other problems such as fluorescence, cosmic spikes, or focusing the
objective too close to the cell wall.
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o Switch samples and allow appropriate time for temperature equilibration, which is >3
mins at 20°C and 10+ mins near 100°C.
o Repeat
When finished, shutter the laser.
Take neon calibration spectrum, if not acquired earlier.
Shut down the instrument:
o Turn off the laser key (NOT switch yet)
o Close WinSpec program
o Close T App program (Click Yes, turn off temperature control)
o Save and close Igor experiment
o Turn off the two black power adapters: first spectrometer, then CCD
o Turn off temperature controller
o Unplug submersible pump for temperature control
o Turn off He lamp
o When laser fan stops and is cooled down, then turn off the switch on the power
supply box
o Turn the red laser warning light off
o Walk around the laser table once more to confirm all electronics are off. Most have a
characteristic noise which you can listen for (hum of the submersible pump, buzz of
He lamp, etc.).
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APPENDIX B. RAMAN THERMOMETRY HOW-TO GUIDE

Reference Filenames:
Igor file from Dor originally for reference: Data Files\Thermometer & Theta Tips\Theta Tip
Paper Files\ TemperatureTraining_121616_SMCR_original.pxp
Igor file for testing and writing this: Data Files\Thermometer & Theta Tips\2017-07-18 Copper
Block test 2 sealed with nail polish\TempCalibration.pxp
Training to Create Calibration Curve:
1. Load “SMCR_Adjust_Rotation_v1.76”, “Load Waves_532CCD” and “SubBack”
procedures
2. Note: Use SMCR version 1.73 or later because of updates to “GetCompAreas” macro
3. Note: Version 1.76 fixed InititializeSMCR typo; update commands below accordingly
4. Misc New path: Set the path to your data
5. Load data using “loadwaves()”
6. Type “Edit” to create a new wave, put in numbers for background subtraction
a. Background points used for all theta tip analysis:
595

600

605

610

615

628

645

920

938

979

988

997

1015

1028

1050

1100

7. Type “Rename wave0,BkgW” to properly label your background points wave
8. Run “SubBack” with proper number of duplicates and removing the last “_1” from the
filenames for each of the training spectra. “SubBack” will iterate through the duplicates
and perform background subtraction automatically with the points in “BkgW”.
a. Example syntax: SubBack("w100x_90x0_100s",BkgW,1) where this corresponds
to subtracting the background from a single spectrum originally named
w100x_90x0_100s_1
b. Resulting files will be output automatically in a table entitled DataTable and
displayed on screen
9. Note: A bug exists such that in a blank file it may show an empty data wave at first run.
a. Solutions: run SubBack twice OR do any curve fit before running SubBack.
10. Display resulting background subtracted spectra with a zero line on the graph. If the
spectra fall below the zero line, modify BkgW point choices as necessary and re-run from
step 6
11. After finalizing subtraction points, check a graph of all training temperatures for cosmic
spikes or other anomalies that would affect the OH stretch region.
12. Initialize SMCR for 8 training temps (20°C,30°C,40°C, etc.) or modify for your data set
a. Run “InititializeSMCR(8,0,0,1600)”, where 8 is the number of training
temperatures and 1600 is pixels for the 532 System
b. Generally, “InititializeSMCR(temperatures,0,0,pixels)”
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13. Copy/Paste all eight background subtracted training spectra into “Dinput” table, leaving
the final column as default. A wavenumber wave is not required.
14. Next, apply a mask to eliminate interference from regions outside the OH stretch. Mask
out everything except the OH region; reset last column to p
a. “Dinput[0,665][]=1;Dinput[915,1599][]=1;Dinput[][8]=p”
b. Alternatively, we have used 950 or 889 for the top edge of OH stretch
(instead of 915)
c. If wavenumber is desired, can also paste that in again at this stage
15. Move SMCR cursors in Dinput_Graph to outside of the masked region. Typical cursor
positions are 475 and 990.
16. Do NOT do ShiftSmoothDinput on the input spectra because the He peaks are masked
out and it will not work.
17. “RunSMCR()” with NAN baseline option (IMPORTANT!)

a.
b. Results will look something like this:

18. Create a wave called “TChold” with the actual temperatures of the 8 training spectra. If
using the 532 Raman System, these temperatures are measured from a thermocouple. If
using the 514 Raman System, these can be the set values from the temperature controller.
19. Run the following set of commands to get the component weights for each training
spectra (fSC) and create necessary waves for future steps.
a. GetCompAreas(2,1); duplicate/o fSC,TC; duplicate/o fSC,TCcal; duplicate/o
fSC,TCtest; duplicate/o fSC,TCerr; TC(0,8)=TChold; TCcal=nan; TCtest=nan;
TCerr=nan
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20. To ensure that the calibration looks linear with no outliers, display the calibration curve:
a. “display TC vs fSC”
21. To create the calibration curve, fit the graph of TC vs fSC to a quadratic curve using the
following syntax:
a. “CurveFit/M=2/W=0 poly 3, TC/X=fSC/D”
b. Representative Results:
fit_TC= poly(W_coef,x)
W_coef=(21.436,145.22,18.871)
V_chisq= 0.110165;V_npnts= 8;V_numNaNs= 508;V_numINFs= 0;
V_startRow= 0;V_endRow= 515;
W_sigma=(0.127,1.41,3.26)
Coefficient values ± one standard deviation
K0
=21.436 ± 0.127
K1
=145.22 ± 1.41
K2
=18.871 ± 3.26
22. Save the coefficient values for later use with the following command. This is your
calibration curve to correlate fSC to measured temperature.
a. “duplicate/o W_coef,W_cTemp”
23. Check the accuracy of the calibration curve by using it to predict the temperatures of the
input training data. This should be basically perfect as these are the same curves which
were used to create the calibration curve.
a. Command set: “GetCompAreas(2,1);TCcal=poly(W_cTemp,fSC);TCerr=TCcalTC;WaveStats/Q TCerr;print "Temperature Error=",V_sdev”
b. Using the original calibration set in the file from Dor, the results were:
“Temperature Error= 0.139338”. Good training sets should have similar error to
ensure accurate results.
24. Using the “SaveSMCROutput” macro, save the results as “TC_Calibration”. This table
will be used for the analysis of your sample data.
a. On this test set, SCback1 is all inf, which is not the normal behavior from other
experiments. Probably a flawed data set. SCcompback1 looked good, though.
Analyzing your sample data:
There are two options for analyzing the sample data: automated or manual.
Automated Sample Analysis:
Using Igor Procedure file titled “ThermometryAuto” the manual sample analysis steps are
automated. See the code for comments, but assumptions that are hard coded are as follows:




Training data is saved as the first data set in the file, such that the pertinent waves end
with “1” (i.e. Wspec1, Sspec1, etc.)
The OH masking region is set to 665-915 and assumes 1600 total pixels
Assumes you initialize SMCR within the procedure for the same number of spectra you
are analyzing (i.e. total number of input spectra = nWaves)
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Manual Sample Analysis:
1. Do background subtraction on sample/experimental data just like Steps 6-9 above, using
same “BkgW” wave as in training (although you can add more interpolated points to deal
with noisy spectra)
2. Run “InititializeSMCR(200,0,0,1600)”, where 200 is the number of samples and should
be modified to match the actual number of samples and 1600 is the number of pixels of
the CCD.
3. Open the Table Macro, “TC_Calibration” and copy the first 12 columns (up to and
including Cvalue) and paste these into “SMCR_output_Table”
4. Copy/paste background subtracted data into Dinput table, with no wavenumber column
(to match training)
5. Mask out everything except the OH region, reset last column to p (or paste in
wavenumber)
a. “Dinput[0,665][]=1;Dinput[915,1599][]=1;Dinput[][200]=p”
6. Check cursor position in “Dinput_Graph” to match training region (475,990)
7. Run “GetCompAreas(2,1);TCtest=poly(W_cTemp,fSC)” to calculate the weights/temps
using the training fit parameters saved in “W_cTemp”
8. Save the results using this code and modify the portion following “TC_”
a. “duplicate TCtest, TC_ w100x_20x0_100” (or whatever the data is)
9. Repeat 1-8 for all other “unknown” temperature data sets
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a b s t r a c t
Speciﬁc ion interactions of KF, and the Na+ salts of SO4 2− , F− , Cl− , NO3 − , I− , and ClO4 − with benzene in
aqueous solutions were investigated using molecular dynamics simulations and compared with experimental Raman multivariate curve resolution (Raman-MCR) and thermodynamic results. Good agreement
is found with the hydration-shell partition coefﬁcients of salts obtained from the thermodynamic analysis
and of halogen anions obtained from the Raman-MCR spectra of benzene and pyridine. Larger discrepancies between the simulation and thermodynamic cation partitioning results point to the inﬂuence of
counter-ion interaction on cation partitioning.
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1. Introduction
In the late 1800s, Hofmeister discovered that the extent to which
proteins precipitated depends on the identity of the salts present
in solution [1]. Salt ions could be consistently ranked according to their effect on protein solubility in an order that is now
referred to as the Hofmeister series. A representative ranking of
anions, listed in decreasing order of ability to precipitate proteins is:
CO3 2− > SO4 2− > F− > Cl− > Br− ∼ NO3 − > I− > ClO4 − [2]. Ions on the
left side of the series ‘salt out’ (precipitate) proteins and those on
the right ‘salt in’ (dissolve/denature) proteins. An analogous series
also exists for cations. Since its discovery, the Hofmeister series
has been shown to arise in a wide variety of seemingly unrelated
solution phenomena, including protein solubility, surface tension,
water retention in wool, and bacterial growth, among many others
[3,4].
Until fairly recently it was thought that the Hofmeister series
followed from the ‘structure making’ (kosmotropic) or ‘structure
breaking’ (chaotropic) effects of ions on water structure [3,5].
However, more recent computational and Raman spectroscopic
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studies [6–8], as well as ultra-fast infrared pump-probe [9], X-ray
absorption [10], and terahertz [11,12] spectroscopic measurements, demonstrated that the hydrogen-bond network in water
is not affected much beyond the ﬁrst hydration shell of the ions. In
this Letter, we will use the terms kosmotrope and chaotrope, not to
imply water structure making/breaking effects, but rather to refer
to where the ions lie in the Hofmeister series, kosmotropes being
on the salting out (left) side and chaotropes on the salting in (right)
side of the series.
Numerous computational and experimental studies, reviewed
recently [2,13–16], have focused on speciﬁc ion effects at the
air/water interface and at protein surfaces. Many factors have
been correlated with the speciﬁcity of ions at these surfaces,
including ion size, polarizability, valency, and concentration, as
well as the identity of other ions in solution. A spectroscopic and
computational study recently showed that anion adsorption to the
air–water interface is favored by enthalpy and opposed by entropy
[17]. A free energy partitioning approach suggested recently that
the dominant thermodynamic driving forces for adsorption of an
iodide to the air–water interface are the reduction of the size of
the cavity that accompanies adsorption and a far-ﬁeld electrostatic contribution corresponding to the ion interaction with the
interfacial surface potential [18]. Despite these many studies, the
speciﬁcity and strength of the interactions between various ions
and particular compounds or molecular sub-groups remain to be
fully characterized. Here we focus on interactions between ions
and aromatic rings, speciﬁcally, benzene and pyridine, in water, as
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such interactions are of both fundamental interest and potential
biological relevance because of the prevalence of aromatic side
chains in the hydrocarbon core of globular proteins.
Molecular dynamics (MD) simulations have played an important role in elucidating some of the mechanisms contributing to
ionic speciﬁcity in aqueous interfacial processes [13,19]. In this
study we employ MD simulations to evaluate the afﬁnity of various
ions for benzene in several aqueous salt solutions. Furthermore, we
compare our simulation results with those obtained from a recent
thermodynamic analysis of the partitioning of ions between the
benzene hydration layer and bulk aqueous solution [20], as well
as with new Raman multivariate curve resolution (Raman-MCR)
vibrational spectroscopic measurements of the afﬁnity of halogen
anions for both benzene and pyridine.
Record and co-workers have applied thermodynamic models to
interpret and predict Hofmeister ion effects on surface tension at
the air/water interface [21,22] and ion interactions with non-polar
and amide groups [20]. The model assessed in the present work is
a two-phase equilibrium solute partitioning model (SPM) [20], in
which the ions in an aqueous salt solution are assumed to act independently as they partition between a local hydration layer of the
non-electrolyte (e.g., benzene) solute and the bulk solution. The key
parameters extracted from the SPM are ion partition coefﬁcients,
Kp,i = mlocal
/mbulk
, where mlocal
and mbulk
, are the local (i.e., vicini
i
i
i
ity of the solute) and bulk molal concentrations, respectively, of
ion i. Kp,i provides a quantitative measure of the afﬁnity of an ion
for the solute. In this Letter, we will compare partition coefﬁcients
computed from our MD simulations and Raman spectroscopic measurements with those obtained by applying the SPM to benzene
solubility data [20].

Three-dimensional periodic boundary conditions were applied and
long-range electrostatic interactions beyond 8 A˚ were treated using
the smooth particle mesh Ewald method [25]. The Berendsen thermostat with a coupling constant of 1 ps and barostat with a coupling
time of 1 ps were used to maintain a temperature of 300 K and a
pressure of 1 atm [26]. Bonds to hydrogen atoms were constrained
using the SHAKE algorithm [27]. All of the MD simulations were
performed using the amber 8 program [28].
2.2. Calculation of partition coefﬁcients from MD simulations
Mass densities of salt ions and water molecules were averaged
over 9800 frames sampled evenly over the 100 000 frames and
binned using the VMD [29] VolMap tool with bin volumes of 0.2 Å3 .
The density data were binned relative to the benzene molecular
center-of-mass placed at the origin, with the benzene six-carbon
plane parallel to the Cartesian x–y plane. Interactions between
benzene and the ions/solution were assumed to be cylindrically
symmetric about the benzene six-fold symmetry axis. Thus, for
ﬁxed cylindrical (r,z, ) coordinates, volumetric mass densities of
salt ions and water molecules were averaged over the azimuth ( ),
and subsequently projected onto a grid in a two-dimensional (r,z)
coordinate system.
For the purpose of calculating ion partition coefﬁcients, a ‘local’
region was deﬁned around the benzene molecule as the cylindrical
˚ this region encapsuvolume deﬁned by r ≤ 6.5 Å and |z| ≤ 5 A;
lated the ﬁrst hydration shell around benzene in neat water. The
remaining volume of the simulation box constitutes the ‘bulk’
region. The ion partition coefﬁcients, Kp,i were calculated from the
ion and mass densities within the local and bulk regions using the
following relation:

2. Methods
Kp,i =
2.1. System setup and simulation protocols

mlocal
i
mbulk
i

=

local
i
bulk
i

bulk
wat
,
local
wat

(1)

j

We performed MD simulations of a single benzene molecule dissolved in aqueous salt solutions containing approximately 1 M KF,
NaCl, Na2 SO4 , NaNO3 , NaI, NaClO4 , or neat water. Non-polarizable
force ﬁelds with the TIP3P water model [23] were employed in all
of the simulations. For benzene, we utilized a force ﬁeld developed
by Jorgensen and Severance [24]. The ion parameters, along with
their respective references are summarized in Table 1.
Each simulation was run for 100 ns with a 1 fs time step. Coordinates were saved every 1 ps, yielding 100 000 frames for analysis.
The simulation box was approximately 26.3 Å × 26.3 Å × 26.3 Å
and contained approximately 400 water molecules, one benzene
molecule, 7 cations, and 7 anions, so that the benzene concentration was ∼0.09 M and the salt concentration was ∼1 M.

where mi is the molality of ion i in the jth region (j = local or bulk),
j
i

j
wat

and
are the corresponding ion and water mass densities,
respectively. For a salt consisting of monovalent ions, the salt partition coefﬁcient is deﬁned as Kp = Kp,+ + Kp,− , where Kp,+ and Kp,−
are, respectively, the cation and anion partition coefﬁcients [20].
2.3. Raman-MCR spectroscopy
High signal-to-noise Raman spectra were collected using a
514.5 nm Ar-ion laser excitation source with approximately 15 mW
laser power at the sample. The backscattered Raman photons were
collected and dispersed onto a CCD camera using a 300 grooves/mm
grating, as previously described [30]. Some of the experiments were

Table 1
Ion force ﬁeld parameters.
Atom
K+
Na+
F−
Cl−
I−
N (NO3 − )
O (NO3 − )
Cl (ClO4 − )
O (ClO4 − )
S (SO4 2− )
O (SO4 2− )
a
b
c

Lennard–Jones size parameter.
Lennard–Jones well depth.
Atomic charge.

εb
[kcal/mol]

qc
[e]

Reference

[Å]
4.935
3.330
2.733
4.417
5.400
3.900
3.154
3.950
2.960
3.550
3.150

0.3280 × 10−3
2.771 × 10−3
0.7200
0.1180
0.0700
0.8368
0.6489
0.9489
0.8782
0.2500
0.2000

1.00
1.00
−1.00
−1.00
−1.00
0.86
−0.62
1.20
−0.60
2.00
−1.00

[50]
[50]
[51]
[52]
[51]
[53]
[53]
[54]
[54]
[55]
[55]

a
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performed with a higher resolution grating (1200 grooves/mm);
however, the resulting ion-induced CH frequency shifts were independent of resolution. Self-modeling curve resolution (SMCR) [31],
which requires no assumptions regarding the spectral shape or
component concentrations of the input Raman spectra, was used to
obtain the solute-correlated (SC) spectra of benzene and pyridine
in aqueous KF, NaCl, and NaI solutions. Vibrational features arising
from the solute (benzene or pyridine) appear in the SC spectra, as
well as perturbed water molecules that differ in structure from bulk
water. The three component system consisting of water, salt, and
benzene (or pyridine) was reduced to a two component system by
varying the concentration of only one component at a time, as previously described [8]. CH stretching frequencies were obtained by
ﬁtting the upper portion of the CH stretch peak at ∼3070 cm−1 to
a Gaussian function. The ion-induced frequency shifts in this work
are reported as a difference in frequency between the salt solution
and salt-free solution.
The following chemicals were obtained from Sigma–Aldrich:
pyridine (anhydrous, 99.8%), potassium ﬂuoride (ACS reagent,
≥99.0%), sodium iodide (ACS reagent, ≥99.5%), sodium nitrate (ACS
reagent), sodium perchlorate (ACS reagent, ≥98.0%), sodium sulfate (anhydrous, powder, ACS reagent, ≥99.0%) and sodium ﬂuoride
(BioXtra, ≥99%). Benzene and sodium chloride (Analytical Reagent)
were obtained from EM Science and Mallinckrodt, respectively. All
of the above chemicals were used as received. Aqueous samples
were prepared using ultrapure water (Milli-Q UF Plus, 18.2 M ·cm
resistance, Millipore).

3. Results and discussion
3.1. Comparison of MD and SPM results
Figures 1a and b show, respectively, cation and anion Kp values
obtained from the MD simulations (black bars) and the SPM thermodynamic study (red bars) [20]. Due to the variability of the Na+
Kp values computed from the simulations, there is no discernable
difference in the behavior of Na+ and K+ in the vicinity of benzene.
The qualitative ordering of the cation Kp values (Figure 1a) mirrors
that of the anions (Figure 1b). In all of the salt solutions the cations
have Kp values less than 0.72, indicating their overall propensity
for solvation in the bulk solution. The cation Kp data are, however,
inconsistent with the thermodynamic study (SPM) by up to an order
of magnitude discrepancy.
It is remarkable that the anion Kp values (Figure 1b) follow the
same qualitative trend as the SPM data, except in the case of iodide.
The Kp values computed from the simulations for the chaotropic
anions nitrate and perchlorate are greater than 1. However, the
typically strong chaotropic anion iodide has a Kp ≈ 0.8, indicating
a slight preference for solvation in the bulk solution. This atypical
behavior of iodide may be a consequence of the non-polarizable
force ﬁeld used in this study. In previous work, polarization has
been shown to enhance the propensity of heavy halides for nonpolar solute surfaces [32], and it is now well established that explicit
inclusion of electronic polarization in MD simulations enhances the
propensity of heavy halides for the air/water interface [13].
For the most part, the anion Kp values calculated from the MD
simulations are substantially lower than those extracted from the
SPM analysis (Figure 1b). In the case of sulfate, Pegram and Record
assumed Kp = 0 [20]. Although our simulations show a very high
degree of exclusion of sulfate from the benzene hydration layer,
this exclusion is not absolute. Moreover, we ﬁnd that the strong
kosmotrope ﬂuoride also has a small Kp value, whereas Pegram and
Record ﬁnd a value close to 1, indicating nearly equal preference
of ﬂuoride for the bulk water and the benzene hydration layer. Our
simulations also yield a small Kp for chloride indicating a preference

Figure 1. (a) Cation, (b) anion, and (c) total salt partition coefﬁcients, Kp , calculated from our MD simulations (black bars). The corresponding partition coefﬁcients
obtained from a thermodynamic solute partitioning model (SPM) (20) are shown as
red bars. In panel (a), the MD values are for Na+ in Na2 SO4 , NaCl, NaNO3 , NaI, and
NaClO4 , and for K+ in KF; the cation values do not depend on the identity of the
counter anion in the SPM. In panel (b), the MD values are for SO4 2− in Na2 SO4 , F− in
KF, NO3 − in NaNO3 , I− in NaI, and ClO4 − in NaClO4 ; the anion values do not depend
on the identity of the counter cation in the SPM.

for its solvation in bulk solution, while the SPM predicts a value
greater than unity, indicating an afﬁnity for the benzene surface.
Figure 1c shows a comparison of the calculated total salt Kp values from this study (black bars) with those from the SPM study (red
bars) [20]. The ordering of the salt Kp values from the MD simulations follows that of the cations and anions, which is consistent
with Pegram and Record, except for the case of NaI. Excepting sodium sulfate, it is remarkable that the total salt Kp values
derived from simulations are in near quantitative agreement with
those derived from the thermodynamic study (Figure 1c). Although
sodium cations and sulfate anions are highly excluded, our simulations clearly show that neither ion is completely excluded from
the hydration layer of benzene.
Given the chosen parameters deﬁning the hydration layer about
benzene, and assuming that the solvent-accessible surface area
of benzene is 212 Å2 [20], we ﬁnd that there are approximately
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Figure 2. Raman-MCR results for the salt-induced red-shift in aromatic CH vibrational bands of benzene and pyridine. The solute correlated spectra of 0.5 m pyridine (solid
curves) in both pure water (blue) and 1 m NaI (red) are compared with the OH stretch band of pure water (dashed blue); (a) expanded view of the CH stretch peak of pyridine,
(b) CH shift of both benzene and pyridine vs. NaI concentration, (c) Kp (from Eq. (2)) plotted as a function of the salt induced frequency shift of both benzene and pyridine
induced by KF, NaCl, NaBr, and NaI (see text for further details).

0.17 H2 O Å−2 , which is in good agreement with the 0.18 H2 O Å−2
assumed in the SPM [20].
The agreement between the MD and SPM salt Kp values suggests that the thermodynamic model correctly predicts the salt Kp .
However, the MD results suggest that the SPM may overestimate
the anion Kp values and underestimates the cation Kp values, as the
SPM may not properly account for counter-ion interactions. Indeed,
to derive ionic Kp values from the SPM analysis it was necessary for
Pegram and Record to assume the ions did not interact [20].
3.2. Comparison of MD and Raman-MCR results
Figure 2 shows experimental results obtained from an SMCR
analysis of Raman spectra of solutions containing either benzene
or pyridine dissolved in aqueous KF, NaCl, NaBr, or NaI solutions
(with salt molalities between 0.1 and 1). The unprocessed spectra
of the benzene solutions are virtually indistinguishable from those
of the corresponding solvent (because the solubility limit of benzene is ∼0.02 m), while the higher concentration pyridine solutions
show clear evidence of pyridine vibrational bands. However, in both
cases SMCR analysis may be used to obtain solute-correlated spectra that clearly reveal the CH stretch band of the solute [33]. For
example, Figure 2 compares the solute-correlated spectra (in the
CH and OH stretch region) of 0.5 m pyridine in pure water and in 1 m
NaI (compared with the OH stretch band of pure water). Figure 2a
shows a close up view of the CH peak of pyridine which reveals
a small but measurable red-shift of
∼ 2 cm−1 in the salt solution (virtually identical to that obtained for benzene in the same
salt solution). Note that the measured red-shift is independent
of pyridine concentration (over a 0.2–0.5 m range), which implies
that the shifts are not due to salt-induced pyridine aggregation,
but rather to direct ion–solute interactions. Additionally, the measured frequency shift is insensitive to the speciﬁc cation used, as
∼ 2 cm−1 in both aqueous NaI and KI solutions. No such saltinduced red-shift was found in similar measurements performed

∼ 0 ± 0.2 cm−1 ), thus implying that
using aqueous KF (in which
neither K+ nor F− have any detectable interaction with either
benzene or pyridine (up to a salt concentration of 1 m). Previous
Raman-MCR studies further indicate that Na+ does not interact
with non-aromatic hydrophobic groups [8]. Thus, the above results
imply that the aromatic CH shifts that we have observed in NaI solutions are primarily due to the interaction between I− and benzene
(or pyridine).
Figure 2b shows the I− induced CH shift of both benzene and
pyridine as a function of NaI concentration. These frequency shifts
may be used to estimate the corresponding iodide partition coefﬁcient Kp by assuming that the observed shifts reﬂect the probability
that a single anion is present in the ﬁrst hydration shell of the
solute, combined with our experimental estimate that one iodide
ion in the ﬁrst hydration-shell induces an aromatic CH red-shift
−1
of
1 = 7 ± 3 cm . This iodide-induced shift was obtained from
the frequency of the pyridine CH peak appearing in the iodidecorrelated spectrum (and thus arising from pyridine molecules
whose hydration shells contain an iodide ion), as described previously [8]. The latter iodide-induced shift is quite similar to the
iodide-induced shift in the CH stretch frequency of non-aromatic
−1 [8]. Thus, the K pertaining to the
methyl groups of
p
1 = 9 ± 3 cm
partitioning of iodide ions into the ﬁrst hydration shell of benzene
and pyridine may be estimated as follows:
Kp =

1 (
/
1)
≈ 1.54
NHS (mi /mwat )




(2)
1

where mi and mwat are the molalties of I− and water, respectively,
and NHS = 36 is the MD simulation-derived estimate of the number of water molecules in the ﬁrst hydration-shell of benzene. The
second approximate equality pertains to a 1 m salt solution.
The primary source of error in the resulting Kp values, as
reﬂected in the hatched regions in Figure 2c, derives from the
uncertainty in the shift induced by a single ﬁrst hydration-shell
−1
anion,
1 , which is signiﬁcantly larger than the ±0.5 cm
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maximum experimental uncertainty in
. Note that the RamanMCR derived Kp values in Figure 2c imply that both benzene and
pyridine have approximately the same Kp values. The RamanMCR derived Kp values for KF, NaCl, and NaBr were obtained
−1 for all of the anions. Although
assuming that
1 = 7 ± 3 cm
the latter assumption remains to be independently veriﬁed, it
seems unlikely that the shift induced by a single halogen anion
within the ﬁrst hydration-shell could lie signiﬁcantly outside this
range. However, our preliminary measurements in molecular salt
solutions (described below) may imply that these anions induce
signiﬁcantly smaller CH frequency shifts.
The primary ﬁnding of our Raman-MCR derived results is that
the partition coefﬁcient of I− is somewhat smaller than unity, in
agreement with the MD simulation predictions, and signiﬁcantly
smaller than the thermodynamic SPM-based estimate that Kp > 1.5
for I− (Figure 1b). Moreover, since the I− induced aromatic CH redshift of ∼2 cm−1 is approximately twice that found previously for
non-aromatic CH groups, our Raman-MCR results imply that I− ions
have a higher afﬁnity for the ﬁrst hydration-shells of aromatic than
non-aromatic hydrocarbon groups.
Although our most reproducible Raman-MCR results are those
obtained in alkali halide solutions, we have also attempted to use
Raman-MCR to quantify the aromatic CH stretch shift induced
by molecular anions in Na2 SO4 , NaNO3 , and NaClO4 solutions.
Our results indicate that all of these molecular anions produce
signiﬁcantly smaller CH red-shifts than I− . More speciﬁcally,
for both benzene and pyridine the CH red-shifts range from
∼ 0.2 ± 0.3 cm−1 in 1 m Na2 SO4 to
∼ 0.5 ± 0.4 cm−1 in 1 m
NaClO4 (with intermediate values obtained in 1 m NaNO3 ). The
small shift induced by SO4 2− is consistent with the MD results, as
well as the assumption of the SPM that SO4 2− is strongly excluded
from non-polar surfaces [20]. However, the small red-shift induced
by ClO4 − is rather surprising, as both the MD and SPM results suggest that this anion should have a substantial afﬁnity for benzene.
Thus, our Raman-MCR results may either imply that ClO4 − has a
quite low value of Kp (comparable to that of Cl− ) or that the redshift induced by a single ClO4 − anion in the ﬁrst hydration-shell of
benzene (or pyridine) is signiﬁcantly smaller than that induced by
an I− anion.
3.3. MD density distributions
Figure 3a and b shows mass density distributions of the cations
and anions, respectively, about benzene, obtained from our MD
simulations in a cylindrical coordinate system in which the center of the benzene ring is at the origin, and the z axis is normal
to the plane of the ring. The anions show signiﬁcant variability in
their density distributions compared to the cations. This is consistent with the observation that cations generally exhibit less
pronounced interactions with non-electrolyte solutes relative to
anions [34]. The density distributions of potassium and sodium
about benzene in KF, NaNO3 , NaI, and NaClO4 are approximately
uniform throughout the hydration layer and bulk water. However,
the sodium distributions in the Na2 SO4 and NaCl systems show
some depletion in the vicinity of benzene. This is reﬂected in the calculated partition coefﬁcients (Kp ) for the cations shown in Figure 1a.
Of the aqueous solutions studied here, Kp for sodium is smallest
when in solution with sulfate or chloride. To account for sodium
depletion in these two systems, consider the density distributions
(Figure 3a and b) and Kp data of sulfate and chloride (Figure 1b).
In particular, sulfate is strongly excluded from the hydration layer
of benzene, and correspondingly has the smallest Kp of all the
anions and cations. This result is consistent with other MD studies
of air/water and hydrophobic interfaces showing strong exclusion of sulfate [35,36]. Furthermore, in Na2 SO4 solution, sodium is
observed to be withdrawn by sulfate from the air/water interface
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Figure 3. Mass density distributions of the (a) cations Na+ and K+ , and the (b) anions
SO4 2− , F− , Cl− , NO3 − , I− , and ClO4 − , around benzene for the six salt systems simulated
in this study. The z coordinate runs perpendicular to the benzene plane, with the
geometric center of benzene located at the origin. The radial coordinate, r, runs
radially outward from the z-axis parallel to the benzene plane. The distribution at
each point (r,z) is an average over the azimuth.

[35]. Thus, the density depletion about benzene and the low Kp values for sodium in Na2 SO4 solution are accounted for by interactions
between the ions in solution. Chloride also shows depletion in the
benzene hydration layer (Figure 3b) as well as a relatively small
Kp value (Figure 1b). Its exclusion from a hydrophobic surface was
also observed in a simulation study of methane in aqueous NaCl
solution [36]. Similar to the Na2 SO4 system, a cation-withdrawing
mechanism may account for the slight depletion of sodium in the
hydration layer. According to Collins’ ‘law of similar water afﬁnities’
sodium is expected to pair with chloride in aqueous solution [37].
A recent study on ion-pairing in sodium salts further corroborates
this view [38].
Kp data (Figure 1b) and density distributions (Figure 3b) indicate exclusion of ﬂuoride from the benzene surface, intermediate
between sulfate and chloride. Fluoride exclusion from the air/water
[39,40] and macroscopic and molecular hydrophobic interfaces
[8,41,42] has been previously demonstrated both in simulations
and experimentally. However, potassium, while in the presence
of the strong kosmotrope ﬂuoride, shows no appreciable depletion from the benzene surface (Figure 3b). Ion-pairing would likely
not play a role in potassium and ﬂuoride interactions [37]. This
may account for the unperturbed density distribution of potassium about benzene. However, potassium has been considered a
weak chaotrope [37], and hence is expected to show an afﬁnity for
the benzene surface. Further studies are needed to elucidate the
effect of counter-anions on potassium behavior in the presence of
non-polar solutes.
The choatropic anions nitrate, iodide, and perchlorate show
an enhanced afﬁnity for the benzene surface relative to the bulk
water. Both the density distributions (Figure 3b) and anion Kp values (Figure 1b) allow for ordering of these anions in decreasing
afﬁnity for the benzene surface as ClO4 − > NO3 − > I− . The afﬁnity
of perchlorate and iodide for air/water interfaces and hydrophobic surfaces is well established [13,39,41,43–48]. While the sodium
cation exhibits an overall preference for bulk water, Kp values of
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Figure 4. Normalized density distribution functions of the ions and water oxygen atoms (OW ) about benzene. Each distribution is normalized by its bulk density. The z
coordinate runs perpendicular to the benzene plane, with the geometric center of benzene located at the origin. The radial coordinate, r, runs radially outward from the z-axis
parallel to the benzene plane. The distribution at each point (r,z) is an average over the azimuth.

sodium positively correlate with those of the chaotropic anions
(Figure 1a and b).
Figure 4 shows normalized density distribution functions,
denoted g(r,z), of the anions, cations and water oxygen (OW ) atoms
around benzene in the (r,z) coordinate system for all six of the
simulated salt solutions. The density distributions are normalized
by the bulk density of the respective species, and they have been
symmetrized in the direction (z) normal to the benzene plane. The
ion distributions in Figure 4 are normalized versions of the data
shown in Figure 3. Plotting them along with the OW distributions
in Figure 4 enables us to see how the ions are distributed in the
benzene hydration shells.
The six different systems show remarkably similar OW distributions with an enhanced afﬁnity of water for the benzene surface,
especially along the z axis. The solvation of benzene in our simulations is consistent with earlier studies on the hydration of benzene
in pure water [49]. All of the water distribution functions show a
well-deﬁned ﬁrst hydration shell about benzene peaked at ∼3 Å
along the z axis and at ∼5.5 A˚ along the radial (r) axis. The structure of the second and third benzene hydration layers depends on
the particular anion present in solution. In the presence of the kosmotrope sulfate, there appears to be no water structure beyond the
ﬁrst hydration layer of benzene (Figure 4a). On the other hand, the
choatrope iodide seems to enhance the water structure with a clear
indication of a second hydration layer along the z axis, with a peak
at ∼6 A˚ above and below the benzene plane; however, along the
radial axis there is no clear indication of a second hydration layer
(Figure 4e). The remaining salts show intermediate effects on the
hydration characteristics of benzene.
The distributions of the ions depicted in Figure 4 show markedly
different behavior depending on the ions present in the solution.

Of the systems simulated, sulfate and sodium in Na2 SO4 show the
greatest depletion in the ﬁrst hydration layer of benzene relative to
the other simulated ions (compare Figure 4a to 4b–f). Remarkably,
there is an enhanced sulfate and sodium density above and below
˚ which is well outside of the ﬁrst
the benzene plane at |z| > 10 A,
hydration layer. It is not known if this is system size artifact of
our simulations or if it implies a long distance interaction between
Na2 SO4 and benzene. In the KF solution, the potassium ion exhibits
an enhanced afﬁnity for the ﬁrst hydration layer relative to ﬂuoride,
but both ions show an overall depletion relative to the bulk solution
(Figure 4b). Although chloride is excluded from the benzene surface, the distribution function indicates a slight increase in density
slightly beyond the ﬁrst hydration layer of benzene along the z axis.
The chaotropic anions exhibit an enhanced afﬁnity for the
hydration layer of benzene. In particular, nitrate and perchlorate
density is enhanced at the ﬁrst minimum of the OW density distribution function along the z axis, with perchlorate exhibiting a
two-fold enhancement in that region relative to nitrate (Figure 4d
and f). These anion densities are also enhanced along the radial
axis coincident with the peak of the ﬁrst hydration shell of benzene,
with perchlorate again exhibiting an almost two-fold enhancement
relative to nitrate. Iodide shows enhanced density coincident with
the second hydration shell peak at ∼6 Å along the z axis (Figure 4e).
However, iodide enhancement along the radial axis resides in the
trough beyond the ﬁrst hydration shell.
4. Conclusions
MD simulations of benzene, as well as Raman-MCR measurements of benzene and pyridine, in several salt solutions were
performed. Distributions of ions and water around benzene,
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obtained from 100 ns simulations, were employed to directly
compute ion and salt partition coefﬁcients for comparison with
a thermodynamic SPM. The partitioning of the cations into the
hydration layer of benzene depended strongly upon the speciﬁc
counter-anion in solution. The Raman-MCR measurements imply
that only anions produce measurable salt induced shifts in the
aromatic CH stretch frequencies of benzene and pyridine. The
partition coefﬁcient Kp of I− obtained from these measurements is
consistent with that found in the MD simulations, as is the decrease
in Kp with decreasing size of halogen anions. Good agreement was
found between the simulations and the thermodynamic model for
the partitioning of salts between the hydration layer of benzene
and bulk solution. However, inconsistency between this study
and the SPM regarding individual cation and anion partitioning
suggests that an improved thermodynamic model must account
for the interactions between the counter-ions. Greater disparities
between the MD simulation results and those obtained using
SPM and Raman hydration-shell measurements are found for the
partition coefﬁcients for molecular anions. These discrepancies
may reﬂect the inﬂuence of molecular polarizability and/or shape
on both ion-partitioning and ion-induced aromatic CH frequency
shifts, and possibly also counterion interactions (whose effects
were neglected in both the SPM and Raman-MCR analysis).
Our MD simulations have provided an atomic-scale picture of
speciﬁc-ion interactions with the non-polar solute benzene. We
have shown that non-polarizable MD simulations are in reasonable
(semi-quantitative) agreement with results obtained from both
the thermodynamic SPM and Raman-MCR hydration-shell spectroscopic measurements.
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Abstract. Electro-osmotically induced Joule heating in theta tips and its effect on
protein denaturation were investigated. Myoglobin, equine cytochrome c, bovine
cytochrome c, and carbonic anhydrase II solutions were subjected to electroosmosis in a theta tip and all of the proteins were denatured during the process.
The extent of protein denaturation was found to increase with the applied square
wave voltage and electrolyte concentration. The solution temperature at the end of a
theta tip was measured directly by Raman spectroscopy and shown to increase with
the square wave voltage, thereby demonstrating the effect of Joule heating through
an independent method. The electro-osmosis of a solution comprised of myoglobin,
bovine cytochrome c, and ubiquitin demonstrated that the magnitude of Joule heating
that causes protein denaturation is positively correlated with protein melting temperature. This allows for a quick
determination of a protein’s relative thermal stability. This work establishes a fast, novel method for protein
conformation manipulation prior to MS analysis and provides a temperature-controllable platform for the study of
processes that take place in solution with direct coupling to mass spectrometry.
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Introduction

N

ano-electrospray ionization (nESI) is used to generate
gaseous ions of biomolecules such as proteins, carbohydrates, lipids, etc. [1, 2]. Proteins normally result in multiply
charged ions when subjected to electrospray ionization and
charge state distributions are related to protein conformation.
It is generally accepted, for example, the magnitude of charges
is relatively high for unfolded conformations, which are described as high charge state distributions, while more folded
conformations usually display relatively low charge state distributions [3–5]. For this reason, charge state distributions have
been used in a biophysical context to monitor protein conformations using mass spectrometry. The magnitude of protein
ion charge also has analytical implications. For example, high
charge state ions are more efficiently detected by charge sensitive detectors like those used by Fourier transform based mass
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1007/s13361-017-1732-x) contains supplementary material, which is available
to authorized users.
Correspondence to: Scott McLuckey; e-mail: mcluckey@purdue.edu

analyzers [6]. Furthermore, increasing the charge state of a
protein ion can lead to improved sequence coverage in topdown analysis [7–9], especially when electron transfer dissociation (ETD) and electron capture dissociation (ECD) are used
as dissociation methods [10]. Therefore, in-source protein denaturation can be desirable for the primary structural characterization of a protein via tandem mass spectrometry.
Tertiary and quaternary protein structures are stabilized by
various interactions including salt bridges, hydrogen bonding,
hydrophobic interactions and van der Waals interactions [11,
12]. These interactions can be affected by a variety of factors
including temperature [4, 13–15], pH [16–18], ionic strength
[19], solvent [20–22], surface effects [23], as well as instrumental parameters [24]. Most methods intended to change
protein conformation involve bulk solution manipulations,
such as the addition of acid, base, organic solvent,
supercharging reagents [14] or other additives, as well as
heating. These methods can be time consuming and require
larger sample volumes. In recent years, fast conformation manipulation methods in conjunction with ESI have been developed, including vapor exposure [25–27], electrothermal denaturation [24, 28], and theta tip mixing [29–32]. During vapor
exposure, the ESI droplets containing the protein are allowed to
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interact with acidic or basic vapors added to the nitrogen
curtain gas, leading to protein denaturation or refolding on
the basis of pH changes [25, 26]. The electrothermal
supercharging method manipulates protein conformation by
changing the ionization voltage [24]. It has been reasoned that
by applying a high spray voltage the droplet size is increased,
thereby elongating its lifetime in the hot capillary interface and
maximizing the thermal denaturation of the protein in the
droplet.
Theta tips are nESI dual channel emitters that also function
as micro-mixers prior to the ionization step [29]. They are
pulled from theta capillaries made of borosilicate glass that
contain a septum in the center dividing a capillary into two
separate channels into which different solutions can be loaded.
A platinum wire is placed in each channel to apply spraying
and mixing voltages. By applying the same ESI voltage to both
channels, the solutions are sprayed out simultaneously and
subsequently mix in the Taylor cone as well as in the ensuing
droplets on a sub-millisecond time scale [29, 33]. This method
has been applied to study protein unfolding and folding by
mixing protein solutions with acid or ammonium acetate in the
theta tip Taylor cone and droplets [29, 30, 32]. Due to the short
mixing time, short-lived unfolding intermediates have been
observed [29]. A more recent study has shown that electroosmotic flow can be induced between channels of a theta tip
when applying differential voltages in the two channels [31].
The duration and extent of mixing can be controlled by tuning
the applied voltage and time of electro-osmosis. The solution
phase mixing overcomes the reagent volatility limitation in the
vapor exposure strategy [25, 27] and does not require a special
mass spectrometric interface set up. However, the mixing step
can alter the protein solution pH and composition if the two
sides are mixed with dissimilar solutions. This is unfavorable
for reagent or pH-sensitive studies like covalent modification
and HDX [34]. Here we demonstrate thermal denaturation of
proteins in theta tips via Joule heating, which can be a useful
way to manipulate protein conformation without altering solution composition.
Joule heating, also known as resistive or ohmic heating,
arises from an electrical current passing through a conductor
or semi-conductor. It is widely used in various research areas
including, for example, melting point measurements [35], controlling thermosensitive polymer behavior [36], and facilitating
chemical reactions [37]. Joule heating in electrophoretic separation has been well-studied as it has been shown to reduce
separation efficiency [38]. The magnitude of the temperature
change due to Joule heating in a solution is related inter alia to
voltage, molar conductivity, and concentration via the following relationship:
ΔT∼V2 Λc

ð1Þ

where ΔT is the temperature change (°C), V is the voltage (V),
Λ is the molar conductivity (S.m2.mol–1) of the electrolyte and
c is the electrolyte concentration (mol.L–1). Other factors that
affect the t emperature change include geometric

considerations, such as the radius at the tip, glass thickness,
heat dissipation, etc. [38, 39]. The small size of the theta tip,
and the associated large resistance, implies that Joule heating is
expected to produce a substantial temperature rise near the apex
of a theta tip (the upper limit of which may be roughly estimated as described in the SI). Herein, we demonstrate Joule
heating in a theta tip resulting from electro-osmosis and take
advantage of the effect to thermally denature proteins. The
solution temperature was directly measured by Raman spectroscopy to establish a relationship between voltage and temperature. The influence of voltage and electrolyte concentration
on the magnitude of Joule heating was investigated.

Experimental
Materials and Methods
Myoglobin from equine skeletal muscle, cytochrome c from
bovine heart, cytochrome c from equine heart, ubiquitin from
bovine erythrocytes, carbonic anhydrase II from bovine erythrocytes, and ammonium acetate were purchased from Sigma
Aldrich (St. Louis, MO, USA). HPLC grade water was purchased from Fisher Scientific (Fair Lawn, NJ, USA). All proteins were dissolved in 0, 5, or 10 mM ammonium acetate
solution at pH around 6 and the final protein concentration is 5–
20 μM unless specifically noted. Proteins and chemical reagents were used without further purification.

Capillaries and Tip Holder
Dual channel borosilicate theta capillaries (1.5 mm o.d.,
1.17 mm i.d., 0.165 mm septum thickness, 10 cm length) were
purchased from Sutter Instrument Co. (Novato, CA, USA).
Theta capillaries were pulled to theta tips (o.d. 10 μm) using
a Flaming/Brown micropipette puller (P-87) from Sutter Instrument Co.
Solutions were loaded into both channels of a theta tip,
which was held by a theta tip holder from Warner Instruments,
LLC (Hamden, CT, USA), pictured in Supplemental Figure S1. The original silver wires in the holder were replaced with
Teflon coated platinum wires (A-M Systems, Sequim, WA,
USA) to avoid discharge between the wires at the back of the
theta capillary when voltages applied to the wires were different. The two wires were inserted into each channel of a theta tip
to apply voltage to each side independently.

Mass Spectrometry
A quadrupole/time-of-flight (QqTOF) tandem mass spectrometer (QStar Pulsar XL; Sciex, Concord, ON, Canada) was used
to perform all mass spectrometric experiments. The experimental procedure consists of four steps: electro-osmosis, ionization,
dump spray, and mass analysis. In the electro-osmosis step the
protein solution was electrically pumped back and forth between the two channels by grounding the wire in one theta tip
channel while applying 100 ms of 10 Hz square wave voltage
to the wire in the opposite channel. The square wave duty cycle
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is 50% and the voltage is ±100 V to ±500 V, where B±^ was
used to indicate the switch between positive and negative
voltages during an electro-osmotic cycle. Next, the ionization
step was triggered (1500 V on both wires, 80 ms), during which
the ions are accumulated in Q2. The dump spray step was then
triggered to spray out any residual analyte that had been exposed to the electro-osmosis step. For this purpose, a dump
spray step of 200 ms was found sufficient to return the mass
spectrum to that of the pre-osmosis step. The ion path voltages
were set such that no ions were accumulated in Q2 during the
dump spray step. Finally, the mass spectrum was recorded
during the 150 ms mass analysis step. The power supplies
and detailed trigger system are summarized in Supplemental
Figure S-2.

Raman Temperature Measurements
Temperature measurements within the theta tip were conducted
off-line using a set-up to simulate the theta tip arrangement in
front of the mass spectrometer. To measure the solution temperature via Raman spectroscopy, the timing of the voltages
applied to the wires in the theta tip was designed to simulate the
various steps described above for the mass spectrometry experiments. The detailed triggering method is shown in Supplemental Figure S-3.
The temperature of the fluid near the apex of the theta tip
was obtained noninvasively using Raman spectroscopy. The
micro-Raman spectra were measured using a custom-built
instrument that includes a 532 nm laser excitation (Coherent
Sapphire SF CDRH 532 nm) and a TE-cooled CCD (Princeton
Instruments SP2300). A 100× objective (Olympus LM Plan Fl)
with a working distance of 3.4 mm was used to both focus the
laser and collect the backscattered Raman signal. Laser power
at the sample was set to 24.5 mW. Fine positional control was
accomplished with a motorized microscope stage (Prior
H101A/C). For the Raman experiments, both channels of the
theta tip were filled with 5 mM ammonium acetate. Consecutive spectra with 100 ms exposure time were acquired while
continuously cycling through the process of electro-osmosisspray-simulated mass analysis. To obtain the training spectra
for temperature calibration, a Pyrex 9530-3 borosilicate glass
capillary (1.5–1.8 mm o.d., 90 mm length) was filled with 18.2
MΩ cm ultrapure water and heated using a Physitemp TS4MPER thermal stage to temperatures between 20 °C and 90
°C, measured using a needle thermocouple (Physitemp MT-26/
4 with an Omega DP701 reader). The temperature training
spectra were collected with an integration time of 5 min per
spectrum. Two representative training spectra corresponding to
30.3 °C and 74.3 °C are shown in Figure 5 insert (b).
The shape and intensity of the OH stretching mode of water
is highly temperature-dependent and has been used in the past
for Raman thermometry. For example, D’Arrigo et al. calibrated temperatures based on a ratio of OH stretch areas with
respect to measured temperature values from a thermocouple
[40]. These areas were based on an approximate isosbestic
point near 3400 cm–1, and the calibrated value was the ratio
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of the OH area to the left and to the right of that point. We
employed an alternative hyperspectral procedure using selfmodeling curve resolution (SMCR) to decompose the OH
stretch into the two primary spectral components such that each
spectrum is a linear combination of those two components.
Each spectrum was first baseline-subtracted in the OH stretch
region using a quadratic fit to user-defined points in the baseline on either side of the OH band. Next, using the baseline
subtracted training spectra, a quadratic calibration curve relating measured temperature to a parameter representing the fractional spectral weight of the high temperature component in
each measured spectrum was generated. Then for each experimental spectrum, a total least squares fit of the measured
spectrum to the two SMCR components was used to quantify
the fractional weight of the high temperature component,
which was in turn converted to temperature using the training
calibration curve. Two of these experimental spectra and their
corresponding temperature values are shown in Figure 5 insert
(b).
The Raman measurements were obtained asynchronously at
a frame rate of about 6 fps, and subsequently synchronized with
the applied voltage cycles to create plots similar to Figure 5
insert (a). Each curve of Figure 5 insert (a) includes 400 Raman
measured temperature data points and approximately 110 cycles of electro-osmosis-spray-simulated mass analysis process.

Results and Discussion
Electro-osmosis Induced Protein Denaturation
Bovine carbonic anhydrase II, a 29 kDa protein reported to
have a melting point of 64 °C [41], has been the subject of
folding/denaturation studies under a variety of conditions, and
several conformational states have been noted [42–44]. Mass
spectrometry studies of conventional pH-induced unfolding of
carbonic anhydrase II was also reported [29]. In its native state
(i.e., the holo-carbonic anhydrase II (hCA II) form), a Zn2+ cofactor is present [45], although the presence of Zn2+ has not
been observed to be key to folding of this protein. When hCA II
dissolved in a 5 mM NH4OAc aqueous solution was subjected
to nESI from a theta tip without an electro-osmosis step, a
narrow charge state distributions centered at +11 was observed
containing the Zn2+ cofactor (Figure 1a). One hundred milliseconds of a 10 Hz square wave at ±200 V resulted in the
generation of higher charge states of hCA II (Figure 1b) with
the +15 charge state being most abundant of the newly apparent
charge states. The ±200 V square wave with 50% duty cycle
induced a bidirectional electro-osmosis, which suppressed the
bulk motion of the solutions from one channel to the other.
Therefore, the small amount of denatured protein subjected to
electro-osmosis can be cleared up by applying a dump spray
voltage for 200 ms to regain the pre-osmosis spectrum. At
±230 V, a more extensive shift in charge states of hCA II was
noted, along with low levels of apo-carbonic anhydrase II (aCA
II) ions over a wide range of charge states (Figure 1c). In this
case, the +18 charge state was most abundant of the higher
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Figure 1. (a) Positive nESI of a solution of bovine CA II in 5 mM NH4OAc (AA) solution, sprayed out of a theta tip with no electroosmosis. Mass spectra of the same CA II solution after electro-osmosis via 100 ms of a 10 Hz square wave at (b) ±200 V and (c)
±230 V. The circles at the right of the spectra indicate the theta tip schematic; an aliquot of the same sample was loaded in each
channel, and the lightning bolts depict the voltage applied to each side

charge states. The abundance pattern of the higher charge states
is also suggestive of the presence of several charge state distributions. The data of Figure 1 clearly suggest that protein
denaturation can take place upon electro-osmosis in the theta
tip and that the extent of denaturation increases with the square
wave voltage.
Myoglobin is another extensively studied globular protein
and has a reported melting temperature of 76 °C at neutral pH
[46]. In its native state, myoglobin contains a noncovalentlybound heme ligand. It is referred to as holo-myoglobin (hMb)
when the heme group is present and apo-myoglobin (aMb)
when it is absent. When exposed to heat, hMb undergoes
stepwise unfolding through a series of intermediates [47].
The initial stage of unfolding involves a slight extension of
the tertiary structure while preserving the heme ligand. In the
following phase, a dramatic tertiary structure alteration occurs, resulting in the loss of the heme ligand and generation of
unfolded aMb. Further heating of the protein may lead to
polymerization of aMb before precipitation. Accumulated
free heme ligand can also polymerize or nonspecifically attach to aMb and hMb [48]. The inserts of Figure 2 show a
selection of nESI spectra obtained as a function of square
wave voltage in a theta tip. Both channels of the theta tip
contained a myoglobin solution in 5 mM NH4OAc solution.
Figure 2 shows the spectrum of myoglobin sprayed after
applying 100 ms of square wave at a voltage of ±150 V. The
spectrum as well as those obtained at lower square wave
voltages are essentially identical to that obtained in the absence of electro-osmosis (not shown) and clearly suggests that
the native hMb conformation is preserved because of the
retention of the heme group and the low charge state distributions centered at +8. The insert of Figure 2b shows the spectrum obtained after 100 ms electro-osmosis induced by a

10 Hz ±230 V square wave. At this voltage, a portion of the
hMb cation population lost the heme ligand to form aMb ions
in two clearly apparent charge state distributions with maxima
at +14 and +9, respectively, as shown by the open, green
circles in Figure 2b. With the square wave voltage increased
to ±300 V, the original hMb charge states were further depleted and the higher charge state aMb peaks grew in relative
abundance (see the insert of Figure 2c). Some of the lost heme
ligand was observed to attach to hMb to form a complex with
two heme groups, as indicated by the blue triangles. The
attachment of more than one heme group to denatured hMb
has been noted in solution phase studies [49, 50]. The spectra
of the inserts (b) and (c) show at least two distinct charge state
distributions for aMb ions, which likely reflects distinct folding states of aMb. The plot of Figure 2 shows the percentage of
aMb ion signal relative to total myoglobin ion signal
(aMb+hMb ions) as a function of square wave voltage with
the solid line representing a sigmoidal fit to the data. Although
this plot does not reflect the evolution of different folding
states of aMb, the percentage of aMb ions provides an overall
reflection of the extent of denaturation of the protein. If the
aMb ions are taken as representing any unfolded state while
the hMb ions are taken as representative of the native state, the
plot of Figure 2 treats myoglobin as a two-state system (i.e.,
folded versus unfolded). A sigmoidal shape for the percentage
of the unfolded state as a function of denaturation condition
(e.g., temperature, pH, concentration of denaturant, etc.) is
expected for such a scenario [51].
Similar phenomena were noted with equine cytochrome c
(eCyt c), which has a reported melting temperature of 85 °C
[52]. This protein contains a covalently bound heme ligand,
which remains bound to the protein upon denaturation [53].
Therefore, upon heating, eCyt c mainly undergoes tertiary
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Figure 2. A plot of the percentage of aMb ions relative to all myoglobin ions (aMb+hMb) as a function of square wave voltage. Insert
(a) positive nESI mass spectrum of a solution of hMb in 5 mM NH4OAc (AA) solution, sprayed out of a theta tip with no electroosmosis. Insert (b) mass spectrum of the same hMb solution after electro-osmosis via 100 ms of a 10 Hz square wave at ±230 V.
Insert (c) mass spectrum obtained with a square wave voltage of ±300 V. Green open circles represent charge states of aMb, red
closed circles represent charge states of hMb, blue triangles represent hMb with an additional heme group, filled gold square
represents heme ion

structure extension, reflected by an increase in charge states in
nESI mass spectra. In this case, we use the abundance weighted
average charge state of the protein as a reflection of the extent
of denaturation as a function of square wave voltage in the plot
of Figure 3. These results were obtained from series of nESI
mass spectra derived from eCyt c in an aqueous solution of
5 mM NH4OAc as a function of square wave voltage. Inserts
(a)–(c) show the mass spectra obtained using 100 ms of 10 Hz
square wave at voltages of ± 290 V, ±310 V, and 340 V,
respectively.
Collectively, the results for these proteins showed that protein denaturation under conditions of electro-osmosis in a theta
tip at relatively high square wave voltages is a general phenomenon. Furthermore, the extent of denaturation was found to
be both condition-dependent (e.g., the magnitude of the square
wave voltage) and protein-dependent (e.g., higher square wave
voltages were required to denature proteins with higher melting
temperatures). The results are consistent with thermal denaturation as a result of Joule heating at the end of the theta tip
during electro-osmosis.

Influence of Ammonium Acetate Concentration
on Protein Denaturation
Ammonium acetate is a commonly used additive in native
mass spectrometry [2]. High concentration of ammonium acetate displaces nonvolatile adducts and reduces the nonvolatile
components influence [54]. It also stabilizes the native conformation of proteins in solution through ionic specific

interaction, which is normally referred to as Hofmeister effects
[55, 56]. The protein–ligand dissociation constant also decreases with higher ammonium acetate concentration when
the protein’s isoelectric point is higher than the pH of the
solution [57]. The isoelectric point of myoglobin is 6.8–7.4,
whereas the 5 mM ammonium acetate solution pH is around 6.
At this pH, ammonium acetate enhances the retention of the
heme in the myoglobin binding pocket. Since holo-myoglobin
stability is determined by the heme ligand affinity [58], the high
binding affinity of the heme in ammonium acetate solution can
further stabilize myoglobin.
Based solely on the considerations mentioned above, an
increase in ammonium acetate concentration in the theta tip
under electro-osmosis conditions might be expected to inhibit
the extent of denaturation. However, as demonstrated in Figure 4, the extent of denaturation increases with a doubling of
ammonium acetate concentration. Figure 4a shows a mass
spectrum of myoglobin obtained using deionized water (i.e.,
no added ammonium acetate) after 100 ms of electro-osmosis
at ±230 V. The result is consistent with the native protein (i.e.,
low charge state distributions of hMb ions), suggesting that
denaturation does not take place to a detectable extent under
such solution conditions. Using the same square wave voltage,
the addition of 5 mM NH4OAc to the protein solution results in
the spectrum in Figure 2b, which shows clear evidence for
protein denaturation via the appearance of two aMb distributions. The hMb low charge state distributions remains highly
abundant, however, which indicates that much of the protein in
solution sampled by the mass spectrometer remains in the
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Figure 3. A plot of the abundance weighted average charge state of eCyt c ions as a function of square wave voltage after 100 ms
of a 10 Hz square wave applied to a solution of eCyt c in 5 mM NH4OAc (AA) solution. Insert (a) positive nESI mass spectrum
obtained using ±290 V. Insert (b) mass spectrum obtained using ±310 V. Insert (c) mass spectrum obtained using ±340 V

native state. Figure 4b shows the spectrum obtained using
10 mM NH4OAc where significant myoglobin denaturation
during electro-osmosis was observed. The bimodal distribution
of aMb peaks became dominant with only a small amount of
hMb peaks remaining. The excess heme ligand formed via
electro-osmosis is observed to form a nonspecific complex
with hMb, indicating further denaturation. Electro-osmosis
using ±200 V of bovine cytochrome c (bCyt c) in 5 mM and
10 mM NH4OAc solution showed the same trend, where the
10 mM NH4OAc solution gave rise to higher bCyt c denaturation (Supplemental Figure S-4). These results are consistent
with an increase in Joule heating due to an increase in the
conductivity of the solution with increasing electrolyte

concentration (see Equation 1), which overcomes any stabilization effects that might otherwise arise with increasing ammonium acetate concentration. The effect of electrolyte concentration, in addition to the voltage effect described above,
provides another indirect piece of evidence for Joule heating.

Temperature Measurements Using Raman
Spectroscopy
Protein denaturation can arise in a variety of ways and therefore
provides only indirect evidence for Joule heating in a theta tip
during electro-osmosis. We therefore examined the temperature of the solution very near to the end of the tip as a function

Figure 4. Electro-osmosis of myoglobin at ±230 V for 100 ms in (a) deionized water; (b) 10 mM NH4OAc (AA) solution. The circles at
the right of the spectra indicate the theta tip schematic; an aliquot of the same sample was loaded in each channel, and the lightning
bolts depict the voltage applied to each side
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Figure 5. Raman thermometry measurements of 5 mM NH4OAc solution in a theta tip. Maximum temperature reached during the
electro-osmosis step is plotted with respect to the applied square wave peak amplitude. The dotted black line is included to guide
the eye is a quadratic fit to the data points. Insert (a) shows the temperature profile during the electro-osmosis-spray-MS detection
process with ±100 V (violet), ±300 V (green), and ±500 V (red). Insert (b) shows representative training spectra (lines) for two
temperature values and shows experimental spectra taken during electro-osmosis (dots) to illustrate the sensitivity of the Raman
measurements to temperature

of operating conditions. The highest resistance to current flow
is expected to be at the narrowest point of the channel, which is
at the end of the tip; thus the Joule heating effect is the strongest
at the end of the tip. It was therefore desirable to be able to
measure temperature in a small volume at or near the end of the
tip to minimize error associated with the bulk solution elsewhere in the theta tip. The measurement of Raman scattering
from a tightly focused laser spot, estimated to be 8–15 fL with
our system, provides the needed spatial resolution. To measure
the solution temperature during each step (electro-osmosis,
spray, and mass analysis), a voltage supply and triggering
system was established to mimic the procedure used in the
mass spectrometry experiments, as described in Supplemental
Figure S-3. A 5 mM NH4OAc solution was loaded into both
channels of the theta tip. The duration of electro-osmosis,
spray, and mass analysis steps were set to 100 ms, 300 ms,
and 200 ms, respectively, as in the MS experiment. A 10 Hz
square wave was used to induce 100 ms of electro-osmosis
with voltage values from ±100 V to ±500 V. The solution
temperature was measured during this process and the resultant
temperatures are shown in Figure 5. During the electro-osmosis
step, the solution temperature increased from room temperature
to maximum temperature. When the square wave was completed, the solution temperature cooled down and reached the
starting room temperature, as shown in Figure 5 insert (a).
Figure 5 shows how the maximum solution temperature
obtained during the electro-osmosis step is correlated to the
applied square wave heating voltage. Based on the measured
temperature, applying a ±200 V square wave to one channel

increased the solution temperature to about 44 °C, whereas
±300 V voltage increased the solution temperature to 51 °C.
Increasing the voltage amplitude to 500 V led to a maximum
temperature at 77 °C. The small size of the theta tip and the
associated large resistance imply that Joule heating is expected
to produce a substantial temperature rise near the apex of a
theta tip (the magnitude of which may be roughly estimated as
described in the Supplemental Information), although heat
dissipation exists in the open system. The Raman laser measuring point is about 8 μm away from the end of the tip and the
true maximum temperature at the tip apex may also be
underestimated. Nevertheless, the Raman measurements directly show that the electro-osmosis process gives rise to an
increase in the solvent temperature that is directly related to the
square wave voltage applied to induce electro-osmosis.

Correlation Between Protein Melting Temperature
and Denaturation Voltage
The melting temperature of a protein is a measure of its thermal
stability towards denaturation, and several reports have
employed heated ESI or nESI emitters to examine thermal
denaturation of proteins and protein complexes [59–61]. Therefore, the onset and extent of protein denaturation might be
expected to correlate with theta tip heating voltage. Indeed,
the extents of denaturation observed for the three proteins
discussed above (viz., bovine CA II, myoglobin, and eCyt c)
are consistent with this expectation. That is, the protein with the
lowest reported melting temperature (CA II) showed extensive
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denaturation at the lowest square wave voltages and the protein
with the highest reported melting temperature (eCyt c) required
the greatest square wave voltages to lead to extensive denaturation. A more reliable comparison, however, can be made with
a mixture of proteins such that all experiments are conducted
with the same theta tip and solution conditions, thereby ensuring that each protein is exposed to the same extent of Joule
heating. To study the correlation between protein melting
temperature and heating voltage, a 5 mM NH4OAc solution
containing myoglobin (melting temperature of 76 °C [46]),
bovine cytochrome c (melting temperature of 80 °C [62]),
and ubiquitin (melting temperature of 100 °C [63]) was subjected to electro-osmosis in a theta tip. Since the ionization
efficiencies of these three proteins are different, the concentrations of myoglobin, cytochrome c, and ubiquitin in the mixture
were adjusted to 0.11, 0.07, and 0.02 mg/mL, respectively.
Figure 6a shows the spectrum obtained when the protein mixture was subjected to 100 ms of electro-osmosis using a 10 Hz
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±200 V square wave. No change in the mass spectrum was
noted relative to the spectrum obtained without electro-osmosis
(not shown), suggesting that none of the proteins underwent
measurable denaturation. Myoglobin showed signs of denaturation (viz., the appearance of aMb ions of relatively high
charge states) using a ±230 V square wave for heating (Figure 6b), whereas the bCyt c and ubiquitin ions remained
unchanged at this voltage. The first sign of the denaturation
of bCyt c, as reflected by the appearance of a higher charge
state distribution, is observed at ±250 V (Figure 6c). The
abundances of the higher charge state distributions of myoglobin and bCyt c were observed to increase further at ±300 V
(Figure 6d) and ±500 V (Figure 6e). Ubiquitin, which has the
highest melting temperature in the mixture, showed no charge
state distribution change until ±500 V square wave voltage was
applied. Figure 6e shows a modest charge state shift from +5 to
+6 at ±500 V heating, which suggests that the ubiquitin tertiary
structure might be perturbed under these conditions. Overall,

Figure 6. Electro-osmosis of a solution mixture of ubiquitin, bCyt c, and myoglobin in 5 mM NH4OAc solution in a theta tip at (a)
±200 V; (b) ±230 V; (c) ±250 V; (d) ±300 V, and (e) ±500 V. The circles at the right of the spectra indicate the theta tip schematic; an
aliquot of the same sample was loaded in each channel, and the lightning bolts depict the voltage applied to each side

102
F. Zhao et al.: Joule Heating in Theta Tips

these results are fully consistent with an increase in solution
temperature with increasing square wave heating voltage.

Conclusions
In this report, we demonstrate protein denaturation resulting
from electro-osmosis in a theta tip nano-ESI capillary. The
effect is shown to arise from Joule heating via both direct and
indirect evidence. Indirect evidence included an increase in the
extent of protein denaturation with the magnitude of the voltage
of a square wave used to effect electro-osmosis. This effect was
demonstrated for myoglobin, equine cytochrome c, and carbonic anhydrase II solutions. Joule heating is expected to
increase with field strength. An increase in the extent of denaturation for myoglobin was also observed with an increase in
the ammonium acetate concentration. Joule heating is expected
to increase with solution conductivity. Using Raman spectroscopy temperature measurements near to the capillary tip, an
increase in solution temperature, direct evidence for Joule
heating, was found to correlate with the amplitude of the square
wave voltage. Electro-osmosis-induced Joule heating was observed to be positively correlated to protein melting temperature when a solution of a mixture of proteins of known melting
temperature was subjected to a series of experiments with
increasing square wave heating voltage. This work points to
the development of a convenient and efficient way to modulate
solution temperature in a nano-ESI theta tip prior to spraying
into a mass spectrometer. It represents a flexible approach for
controlled protein denaturation that does not depend on changes in solution additives or solvent composition. With further
development, this effect may serve as the basis for a method to
study protein thermal stabilities on small quantities of materials
and with mixtures of proteins. Given the ability to alter temperatures in a pulsed fashion on the time-scales of tenths of
seconds, this effect may also prove to be useful in studying
protein unfolding and refolding dynamics on such a time-scale.
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