In automated manufacturing systems such as flexible manufacturing systems (FMSs) 
Introduction
The development of an effective means to monitor the wear condition of cutting tools is one of the most important issues in the automation of the cutting process. The consequences of non-detection of tool failures may result in a poor quality product and damage to the workpiece or machine [1] [2] [3] [4] [5] . This paper focuses on monitoring of tool wear in drilling. Drilling is an important material removal process and it is therefore necessary to search for an effective way of monitoring drill wear.
The alternating direction of cutting force leads to vibrations of the machine structure. These vibrations change owing to the tool wear conditions. Despite the relatively harsh environment in the proximity of the cutting zone, the vibrations can
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Neural networks have been used for the classification of various signals for a long time. The most commonly used neural network in manufacturing related research uses a backpropagation (BP) algorithm. However, a BP requires a long learning time which limits its applicability. Hence, a neural network with fuzzy inference is used instead because of its ability to learn fast. This paper proposes a new drill condition monitoring method based on a fuzzy neural network. Spectral analysis of the vibration signal is used to generate a set of indices for monitoring. The relationship between the tool wear condition and these indices is described by a fuzzy neural network. The results show that the approach is feasible.
Fuzzy Neural Network

Combination of Fuzzy System and Neural Network
Neural networks are organised in layers, each consisting of neurons or processing elements that are interconnected. There are a number of learning methods for training neural nets, but the back propagation (back-prop) paradigm has emerged as the most popular training mechanism. The back-prop method works by measuring the difference between output and the observed output value. The values at the output layer are propagated to the previous layers and used for adjusting the connection weights. However, there are potential drawbacks: In order to overcome these drawbacks, a hybrid model of the neural network and fuzzy logic is presented. Although there are many possible combinations of the two systems, the Figure 2(a) shows that the total system is decribed by means of a fuzzy system, but the membership of the fuzzy system is produced and adjusted by the learning of the neural network. The model in Fig. 2(b) shows that a fuzzy system can be described by a neural network, the max (ٚ) and min (ٙ) operators for fuzzy inference are used to map the relationship between input and output of the FNN. The neural network is not a black box. The inference processing of the fuzzy system is responded to by the neural network. In the paper, a new neural network with fuzzy inference is presented. It has some features: 
FNN Net Topology and Learning Algorithms
Suppose the input pairs are (x 1 , x 2 , %, x n ) and the output pairs are (y 1 , y 2 , %, y m ), and y j is determined by x i and w ij . It is defined as follows:
where w ij are the elements of the weight matrix W. The FNN net topology is shown in Fig. 3 . Suppose the neural network has no hidden layer, if
and
where
. Let X and Y be the input data (x 1 , x 2 , %, x i , %, x n ) and the desired output value (y 1 , y 2 , %, y j , %, y m ), respectively. The set of the corresponding elements of the weight matrix is (w 11 , w 12 , %, w ij , %, w nm ). The idea of back propagation is used to find the errors of node outputs in each layer. Without any loss of generality, the detailed learning processes of single layers for clarity are derived as follows. The derivation can be extended easily to the multipleoutput case. The goal of the proposed learning algorithm is to minimise the least-squares error function
where O j = max(min(x i , w ij )), T j is the desired FNN output value, O j is the actual value, and the least-squares error between them is E. The general parameter learning rule used is
In Eq. (5) "ٚ" means max and "ٙ" means min. Assuming ѨO j /Ѩw ij = ⌬ and −ѨE/ѨO j = ␦ j , the changes of the weight will be obtained from a ␦-rule as follows: 
where is the learning rate, [0,1]. Detailed learning algorithms are shown in [6] .
Experimental Set-up and Results
Experimental Set-up
Drilling tests were performed on a machining centre Makino-FNC74-A20. A schematic diagram of the experimental set-up is shown in Fig. 4 . During the experiments, the vibration signal is measured by means of an accelerometer mounted on the workpiece. The vibration signal is first passed through charge amplifiers (PS-506) and low-pass filters (4 kHz) and is then sampled by an A/D (wave form analyser AF-550A, sample frequency 25 kHz), then is input to a personal computer (AST/386). Drilling experiments were carried out on the machine MC using a 3-9 mm diameter high-speed-steel twist drill and a 40Cr workpiece. All the experiments were carried out under dry conditions without coolant, but the method is also suitable for use with a coolant.
Tool States
The tool wear condition was divided into five states, i.e. initial wear, normal wear, acceptable wear, severe wear and failure [7, 8] . Based on the flank wear of the tool, these conditions are summarised in Table 1 . The fuzzy membership functions of drilling conditions based on experimental data and the observed system behaviour are set for output indices of the FNN, which are the fuzzy membership functions of the drilling condition and are shown in Fig. 5 . The reason for choosing a trapezoid shape is that it is difficult to quantify what exact percentage of the tool condition corre- 
Monitoring Indices
Based on the cutting vibration signal, the mean value of each frequency band was used to describe the characteristics of different tool conditions, as shown in Fig. 6 . The indices selected are summarised as follows: The above parameters are the input values of the FNN.
Experimental Results
A total of 30 cutting tests were conducted under various cutting conditions. Twenty samples were randomly picked as learning samples. The samples remaining were used as the test samples in the classification phase. The final tool condition decision is made according to:
where y i is the output value of the trained FNN. The maximum value of the y i , namely J, is converted to 1, and the others are converted to 0. For instance, if J = y 2 = 0.8, the output of FNN is (0,1,0,0,0), the tool belongs to the normal wear condition. The test results are shown in Table 2 . It shows that the results meet the needs of the application.
Conclusions
In a manufacturing system, machining efficiency is greatly influenced by the tool condition in the cutting process. One of the most complex problems in tool condition monitoring is that of describing, with sufficient accuracy, the relationship ; work material: 40Cr steel; tool: high-speed-steel twist. between the tool wear condition and the features of the measured signal under a given cutting condition. In this paper, a new FNN is introduced for tool condition monitoring in machining. The following conclusions can be drawn from the investigation:
1. The fuzzy relationship between the tool condition and monitoring indices may be identified by using a fuzzy neural network 2. The training of the FNN is faster than for a back propagation-type neural network (BP). 3. The r.m.s. of the frequency bands increases as the flank wear increases.
It has also been shown that the coupling between the tool wear condition and the vibration signal being measured is adequate.
