In this paper a novel method is proposed that determines the finite and infinite frequency structure of any rational matrix. For a polynomial matrix, a natural relationship between the rank information of the Toeplitz matrices and the number of the corresponding irreducible elementary divisors (IREDs) in its Smith form is established. These special Toeplitz matrices correspond to the derivatives at some finite zero of that matrix. This relationship proves to be fundamental and efficient to the study of the finite frequency structure of a polynomial matrix. For a rational matrix, this technique can be employed efficiently to find its infinite frequency structure by examining the finite frequency structure of the dual of its companion polynomial matrix. It can also go through to find the finite frequency structure of a rational matrix via polynomial matrix fraction description (MFD). Some neat and numerically stable algorithms are developed.
Introduction
The finite and infinite frequency structures of a rational matrix are very important in systems analysis and design. The classical methods of determining them are not stable in numerical computations, because the methods are based on unimodular matrix transformations which result in an extraordinarily large number of polynomial manipulations. Van Dooren et al. (1979) presented a method for determining the Smith-McMillan form of a rational matrix from its Laurent expansion about a particular finite point s 0 ∈ C | . Subsequently, Verghese and Kailath (1981) , Pugh et al. (1989) extended this theory to produce a method of determining the infinite pole and zero structure of a rational matrix from its Laurent expansion about the point at infinity.
In this paper a novel method is developed that determines the finite and infinite frequency structure of any rational matrix. For a polynomial matrix, a natural relationship between the rank information of the Toeplitz matrices and the number of the corresponding irreducible elementary divisors (IREDs) in its Smith form is established. This relationship proves to be fundamental and efficient to the study of the finite frequency structure of a polynomial matrix. For a rational matrix, this technique can be employed to find its infinite frequency structure by examining the finite frequency structure of the dual of its companion polynomial matrix. It can also go through to find the finite frequency structure of a rational matrix via polynomial matrix fraction description (MFD ). It is neat and numerically stable when compaired with the cumbersome and unstable classical procedures based on elementary transformations with unimodular matrices. Compared to the methods of Van Dooren et al. (1979) , Verghese and Kailath (1981) and Pugh et al. (1989) , our approach which is based on analysing the nullity of the Toeplitz matrices of the derivatives of the polynomial matrix rather than the Laurent expansion will be more straightforward and much simpler, for it is easier and more direct to obtain the derivatives of a polynomial matrix than to obtain its Laurent expansion. The special Toeplitz matrices which are based on the information of the Smith zeros (Gantmacher, 1959; Rosenbrock, 1970) of the system are relatively easy to compute due to the fact that several numerical algorithms (see for example, Emami Naeini and Van Dooren, 1982) have been proposed for finding the locations of the Smith zeros. Moreover, the procedure will terminate after a minimal number of steps which thus represents another numerical refinement.
Preliminaries
In the following [s] denotes the ring of polynomials in the indeterminates s with coefficients in , while (s) denotes the associated field of a rational functions. Since McMillan (1952) , (see Gantmacher (1959) ) first developed the concept of the Smith-McMillan form of a rational matrix, it has been very important as a key element in systems analysis and design.
Lemma 1 ( Smith-McMillan form of a rational matrix in C | ) Let T (s) ∈ (s)
p×m with rank (s) T (s) = r, r ≤ min{p, m}. Then T (s) is equivalent to a diagonal matrix S C T (s) having the form 
is also a polynomial matrix and it is called the Smith form of T (s). Otherwise, i.e. if T (s) is non-polynomial, for some i and j, ψ i (s) are non-constant, that is S C T (s) is also non-polynomial and it is called the McMillan form of T (s).
Let T (s) ∈ (s) p×m . Then the zeros of T (s) are defined as the zeros of the polynomials
The poles of T (s) are defined as the zeros of the polynomials ψ i (s), i ∈ r. Vardulakis et al. (1982) introduced the concept of the Smith-McMillan form at infinity of a rational matrix. The main definitions are briefly presented here.
Definition 1 T (s) ∈ (s)
p×m will be called proper if lim s→∞ T (s) exists. If the limit is zero then T (s) will be called strictly proper, while if this limit is non-zero T (s) will be called exactly proper.
Let pr (s) denote the ring of proper rational functions.
(s) is said to be biproper if and only if
where det(·) denotes the determinant of the indicated matrix.
Definition 3
The p × m rational matrices T 1 (s) and T 2 (s) are said to be equivalent at infinity if there exist biproper matrices
Since W (s) and V (s) are biproper, it can be seen from Definition 2 that W (s) and V (s) possess neither poles nor zeros at infinity. It therefore follows intuitively from this that T 1 (s) and T 2 (s) have an identical pole-zero structure at infinity. A canonical form for a rational matrix under the equivalence relation of Definition 3 is its Smith-McMillan form at infinity, S ∞ T (s) (s).
Lemma 2 ( Smith-McMillan form of a rational matrix at
where 1 ≤ k ≤ r and
are respectively the orders of its poles and zeros at s = ∞.
The Toeplitz rank information
where
where for simplicity of notation we assume that
IREDs over , i.e., let
are the partial multiplicities of the eigenvalue λ i , λ i ∈ l. (4) can be written as
We denote
τ i is the local degree of A(s) respect to the finite zero λ i , n is the degree of A(s). It can easily be seen that the Smith form of a polynomial matrix is completely determined by the scalars
which are sometimes called the Segre characteristics of A(s). The information in (7) is somewhat redundant since the constants always satisfy (6). It should be noted that k(i) denotes the total number of the IREDs which appear in the Smith form of A(s) in the form of (s − λ i ) m with m ≥ 1. A basic result concerning this is as follows. (3) and (5), we have
An observation arising from (9) and (10) is that the number of
Taking the first derivative of (9) with respect to s we have
In a similar manner and taking the derivative of (11) i.e. the second derivative of (9), we obtain for
Generally, for any
For simplicity, we denote the Toeplitz matrix as follows
Proof
This follows directly by noticing (14). From Vardulakis (1991) , the sequence
forms a Jordan chain thus are linearly independent. 2
Let p h (i) be the number of the IREDs in the form of (s − λ i ) h , as above k(i) denote the total number of the IREDs. It follows that the number of (s
By Proposition 1 and Theorem 1, we know
In general, we find that
and
which is the desired result. 2 Thus a direct relationship between the rank information of the Toeplitz matrices T µ (λ i ) (µ = 0, 1, · · · ; i ∈ l ) and the numbers of the IREDs in S C A(s) has been established, which is fundamental in our approach to determine the finite and infinite frequency structure of a rational matrix.
Example 1 Let

A(s)
So the Toeplitz matrices and the rank information are
Since k(1) = n 0 (1) = 1, from Theorem 1 there is one IRED (s + 1) m with m ≥ 1. Since
m with m ≥ 2, there is n 2 (2) − n 1 (2) = 0 IRED (s + 2) m with m ≥ 3. So far we can deduce that the Smith form of A(s) is
Example 2 Consider
We easily find that r = 3, l={1}, that A(s) has only one finite zero λ 1 = 0 and
The Toeplitz matrices and their rank information
, rank T 5 (0) = 10, n 5 (1) = 6 × 3 − 10 = 8,
, rank T 6 (0) = 12, n 6 (1) = 7 × 3 − 12 = 9,
¿From Theorem 1 and Theorem 2, we deduce that there are
Remark 1 For a polynomial matrix A(s), consider the sequence
Remark 2 For a polynomial matrix A(s), a rank search of the Toeplitz matrices T µ (λ i ) gives all information about the occurrence of the IREDs in its Smith form. From Theorem 1 and Theorem 2, we know that
So, for any λ i ∈ l, there exists a minimal integer µ 0 (i) such that
As soon as this is satisfied the search can be terminated. In the methods of Van Dooren et al. (1979) , Verghese and Kailath (1981) and Pugh et al. (1989) , the Toeplitz matrices were formed from Laurent expansions. So before the rank search begins, all the coefficients of the Laurent expansions must be worked out. While in our method presented here, we form the Toeplitz matrix from the derivatives of the polynomial matrix directly. As soon as the above stop criterion is satisfied, the calculation is finished. By then only a minimal number of the derivatives of the matrix has been employed in the computation. Furthermore, if a polynomial matrix A(s) is of a degree n, then we definitely know that for i ≥ n + 1, A (i) (s) = 0. This means our method can be carried out more efficiently with a minimal memory content in computation.
If
A(s) :=
From (15), we can easily find that
where the combination
Remark 3 ¿From the above, we can see that the rank information of the Toeplitz matrices is based on the coefficient matrices of A(s) rather than on its power of s, the above representations of T µ (λ i ) avoid the need for any differentiation in the construction of T µ (λ i ). so from a numerical computation point of view our method is handy and numerically stable.
To determine the Smith form of a polynomial matrix
When the present ideas are used to find the Smith form of a polynomial matrix, the knowledge of the finite zeros (eigenvalues) is required. If the given polynomial matrix is regular i. Hayton et al (1989) and Pugh et al (1987) have presented some procedures which reduce a general polynomial matrix to a similarly equivalent matrix pencil form. Such reduction is accomplished by a form of equivalence which leaves invariant the finite and infinite zero structure of the transformed matrix.
e., A(s) ∈ [s] p×m , rank A(s) = r, with p = m = r, then the complete knowledge about the finite zeros of A(s) can be obtained from det A(s) = 0. For a general polynomial matrix A(s), Bosgra and Van der Weiden (1981),
Let the p × m polynomial matrix A(s) correspond to the matrix polynomial defined by
where A i , i = 0, 1, · · · , q are p × m constant matrices with
Define the following matrices
Let ρ(E) := rank Π(E) and let the positive sets of integers 0 := {i 1 , i 2 , · · · , i ρ(E) } (resp. 0 := {j 1 , j 2 , · · · , j ρ(E) } ) define a row (resp. column ) selection also denote 0 (resp. 0) from Π(E) of ρ(E) linearly independent rows ( resp. columns). Let P E (resp. P A ) be that submatrix of Π(E) (resp. columns ) formed from rows of the selection 0 and the columns of the selection 0. Let P C be the submatrix of Π(C) formed from the columns of the selection 0, and P B be the submatrix of Π(B) formed from the rows of the selection 0. Bosgra and Weiden (1981) , Hayton et al (1989) showed that it is possible to reduce the polynomial matrix A(s) to the following matrix pencil form
In this way we can obtain a matrix pencil P A (s) for A(s) which has the same zero structure as A(s). Such an equivalent matrix pencil form of the polynomial matrix has the advantage of bringing the matrix into a form suitable for computation of its finite zero structure, numerically stable algorithms have been developed by Moler and Stewart (1973) and Ward (1975) for computation of generalized eigenvalue problems of the matrix pencil P A (s).
Algorithm 1 ( Determination of the Smith form of a polynomial matrix )
Step
by solving equation det A(s) = 0, we obtain the finite zeros {λ i , i ∈ l} of A(s). Go to Step 3. If not, go to Step 2.
Step 2 Compute the corresponding matrix pencil P A (s) and its finite zeros. Go to Step 3.
Step 3 For λ i , i ∈ l, compute T µ (λ i ) and k(i), k 2 (i), · · ·. if for some µ 0 (i), k µ 0 (i)+1 (i) = 0, the rank search terminate for i. Recur with i = i + 1. Go to Step 4.
Step 4 Deduce the Smith form of
To determine the Smith-McMillan form at infinity of a rational matrix
Verghese and Kailath (1981), Pugh et al. (1989) developed a method to construct the Smith-McMillan form at infinity of the given rational matrix from its Laurent expansion about the point at infinity. We will show that the Smith-McMillan form at infinity of a rational matrix can be found in a more straightforward and much simpler way. Let T (s) = [t ij (s)] be any p×m rational matrix whose entries t ij (s) =
are rational functions of s. We assume that rank (s) T (s) = r. If we now let g(s) be the least common (monic) multiple of the p × m denominator polynomials
The dual of T * (s) was defined (Hayton et al., 1988) as
Theorem 3 Let τ := deg g(s) and if the (local) Smith form of D
then the Smith-McMillan form at s = ∞ of the original rational matrix is
Now using the transformation w = 1 s , noticing (21) we have
Note that
where I p is the identity matrix. So from (22) 
Example 3 Consider
The least common factor of {s(s − 1),
To find the local Smith form of D T * (w) at w = 0, we note that the Toeplitz matrix
with rank T 0 (0) = 2, n 0 (1) = 2 − 2 = 0, so from Theorem 1 k(1) = n 0 (1) = 0, there is no IRED w m with m ≥ 1. Thus the local Smith form of
Using Theorem 3, we obtain the Smith-McMillan form at s = ∞ of T (s) 
Example 4 Let
T (s) =          s 3 1 0 0 0 1 s 0 s 2 0 0 1 s 2 0 0 0 0 0          , we are to find S ∞ T (s) (s). Obviously, r = 3, g(s) = s 2 , τ = 2, the companion polynomial matrix T * (s) =     
The Toeplitz matrices
and the rank information
rank T 2 (0) = 5, n 2 (1) = 3r − rank T 2 (0) = 4; rank T 3 (0) = 7, n 3 (1) = 4r − rank T 3 (0) = 5; rank T 4 (0) = 9, n 4 (1) = 5r − rank T 4 (0) = 6; rank T 5 (0) = 12, n 5 (1) = 6r − rank T 5 (0) = 6, so
from Theorem 1 and Theorem 2, we deduce that the local Smith form at
¿From Theorem 3, we obtain the Smith-McMillan form at s = ∞ of T (s)
Algorithm 2 (Determination of the Smith-McMillan form at infinity of a rational matrix)
, τ , and q 1 .
Step 2 To find S 0 D T * (w), we construct T 0 (0), T 1 (0), · · ·, and search the rank information n 0 (1), n 1 (0), · · ·. Till for some µ 0 , n µ 0 (1) = n µ 0 +1 (1). After this process is terminated , go to Step 3.
Step 3 Using Theorem 1 and Theorem 2 to deduce S 0 D T * (w).
Step 4 By Theorem 3, we obtain S ∞ T (s) (s).
To determine the Smith-McMillan form of a rational matrix
In this section we discuss briefly how the theory proposed here can be used to find the Smith-McMillan form of a rational matrix. To this end, we firstly generalize the wellknown Wolovich-Falb "structure theorem" from the proper rational matrix case to the general rational matrix case. Let T (s) ∈ (s) p×m with rank (s) T (s) = r, r ≤ min{p, m}. We can write
where T sp (s) ∈ (s) p×m is strictly proper and
then it can be reduced by a nonsingular transformation Q to a controllable companion form {Â,B,Ĉ} = {QAQ −1 , QB, CQ −1 } (Wolovich, 1974) . Furthermore, associated with the structured form are the (m) controllability indices d i , for i = 1, 2, · · · , m, which specify the dimensions of the various diagonal companion-form submatrices ofÂ, as well as the (m) ordered integers σ k = k i=1 d i , for k = 1, 2, · · · , m, which denote the "nontrivial" rows ofÂ andB. We defineÂ m as the (m × n) matrix consisting of the (m) ordered σ k rows ofÂ, andB m as the (m × m) matrix consisting of the (m) ordered σ k rows ofB.B m is clearly nonsingular. We denote 
Proof
In view of (24), (25) andĈ
we only need to show thatĈ
It is therefore sufficient to show that
Note, however, that (27) 
is an immediate consequence of the definition of S(s),B m and δ(s).
It can be easily checked that P (s) and R(s) are right coprime. To this end, we assume that there exist some s 0 ∈ C and some q ∈ R m = 0 such that
Note that S(s 0 ) is of full column rank thus S(s 0 )q = 0. (A, B, C) is a minimal realization of T sp (s), C is thus of full row rank,Ĉ is subsequently of full row rank, thusĈS(s 0 )q = 0. Therefore the original assumption results in a contradiction, this is to say P (s) and R(s) are right coprime. 2
Remark 5
The similar result can also be obtained for left coprime polynomial MFDs which is based on the observable companion form of (A, B, C).
Remark 6 This generalized structure theorem allows us to construct the right (left) coprime polynomial MFDs directly from the given rational matrix. The problem of finding the Smith-McMillan form of a rational matrix T (s) is thus boiled down to that of determining the Smith forms of the polynomial matrices P (s) and R(s) via the following known result. 
p×m , and
Algorithm 3 (Determination of the Smith-McMillan form of a rational matrix)
Step 1 Given T (s) ∈ (s) p×m , compute the strictly proper part T sp (s) and its polynomial part T pol (s) of T (s).
Step 2 Using the known realization techniques such as realization from Markov parameters (Wolovich, 1973; Chen, 1984; Kailath, 1980) to find a minimal realization (A, B, C) of T sp (s).
Step 3 Using the procedure proposed by Wolovich (1974) Step 4 Using Algorithm 1 to find S C P (s) (s) and S C R(s) (s).
Step 5 By Proposition 2, we finally obtain the Smith-McMillan form of T (s).
Example 5 Consider the rational matrix
we are to find its Smith-McMillan form S C T (s) . It is easily seen that the strictly proper part and the polynomial part are 
Conclusions
In this paper a novel numerically stable method of determining the finite and infinite frequency structure of a rational matrix is derived in a particularly simple way. Theorem 1 and Theorem 2 provide a good insight of the natural relationship between the rank information of the Toeplitz matrices and the occurrence of the IREDs. Theorem 3 set up a linkage between the local Smith form of the concerned dual polynomial matrix and the Smith-McMillan form at infinity of the original rational matrix. Theorem 4 shows how to construct a right (or left) coprime polynomial MFD directly from the given rational matrix. Some algorithms are proposed which can be efficiently implemented in computation. The method is illustrated by some examples.
