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Einleitung
Die klassische Potentialtheorie ist eine bew

ahrte Methode zur L

osung von Rand-
wertproblemen. Eine Vielzahl an fundamentalen Erkenntnissen auf diesem Gebiet
ndet man bereits in den Standardwerken von Michlin [Mi], Smirnow [Sm1] und
Guenter [Guen]. Die gegenw

artige Aktualit

at wird beispielsweise durch die Ar-
beiten von Hackbusch [Ha], Kress [Kr], Landkof [Lan], aber auch durch die
im Rahmen des DFG{Schwerpunktes "Randelementmethoden" erzielten Resultate
aus den Arbeitsgruppen von Wendland, Meister und Jentsch untermauert.
Diese Aufz

ahlung ist bei weitem nicht vollst

andig. Dennoch erh

alt man anhand der
Arbeiten einen Eindruck von der Methode, deren Wesen darin besteht, durch ge-
eignete Potentialans

atze die im Gebiet zu untersuchende Dierentialgleichung mit
Hilfe einer Integralgleichung auf dem Rand zu l

osen. Beide Gleichungen sind in Be-
zug auf die L

osbarkeit

aquivalent. Die Integralgleichung l

at sich jedoch analytisch
besser studieren. Dar

uber hinaus ist die Reduktion der Dimension ein numerisch
sehr wertvoller Aspekt. Ein weiterer Vorteil der potentialtheoretischen Methode be-
steht in der M

oglichkeit, Auenraumaufgaben sehr eektiv bearbeiten zu k

onnen.
Im Unterschied zur L

osung des Randwertproblems im unendlichen Gebiet mit Hilfe
eines Dierenzenverfahrens oder der Methode der niten Elemente besteht der Vor-
teil darin, da lediglich eine Integralgleichung auf dem endlichen Rand zu l

osen ist.
Die bei Auengebieten gew

ohnlich auftretende Schwierigkeit der Einf

uhrung eines
k

unstlichen Randes entf

allt.
Beim numerischen L

osen der Integralgleichung auf dem Rand wird in der Regel nach
geeigneten Quadraturformeln gesucht. Diese f

uhren jedoch zu einem qualitativen
Verlust an potentialtheoretischen Eigenschaften. Insbesondere geht die

Aquivalenz
zum Ausgangsproblem verloren. Auerdem besteht die Gefahr, da physikalische
Merkmale nur schlecht oder

uberhaupt nicht widergespiegelt werden, wenn im Innern
des Gebietes die Dierentialgleichung nur n

aherungsweise erf

ullt ist. Bei der Wahl
der Quadraturformeln ist darauf zu achten, da die auftretenden Potentiale in Rand-
n

ahe ein fast singul

ares Verhalten aufweisen. Speziell an diesen Stellen ist eine
besonders genaue Approximation der Integrale anzustreben. Dar

uber hinaus sind
sorgf

altige Fehlerabsch

atzungen notwendig, da sich N

aherungsfehler beim L

osen der
Gleichung auf dem Rand

uber die Potentiale bis zur L

osung im Inneren des Gebietes
fortpanzen k

onnen. Eine der bekanntesten Methoden zum L

osen der Randintegral-
gleichung ist die Rand{Element{Methode. Sie beruht auf der Diskretisierung der
Randgleichung durch geeignete Spline{Ans

atze.
In der vorliegenden Arbeit wird ein potentialtheoretischer Zugang beschrieben, der
die im Zusammenhang mit Quadraturformeln auftretenden Schwierigkeiten nicht
aufweist. Ausgangspunkt ist die Approximation des Randwertproblems durch ein
Dierenzenrandwertproblem auf einem gleichm

aigen Gitter der Schrittweite h.
Analog zur Vorgehensweise im kontinuierlichen Fall wird die L

osung der diskreten
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Aufgabe mit Hilfe eines linearen Gleichungssystems auf dem Rand bestimmt. Dieses
Gleichungssystem entsteht durch einen speziellen Ansatz mit Dierenzenpotentialen,
wobei jeder einzelne Teilschritt unmittelbar numerisch umgesetzt werden kann. Erst
am Ende steht die Frage nach der Konvergenz der diskreten L

osung gegen die L

osung
der Dierentialgleichung. Die folgende Abbildung soll den konkreten Zusammenhang
zwischen dem klassischen und dem diskreten Zugang noch einmal verdeutlichen:
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F

ur den Aufbau der Theorie der Dierenzenpotentiale ist die Existenz einer diskreten
Fundamentall

osung oder einer Greenschen Funktion von grundlegender Bedeutung.
Untersuchungen auf diesem Gebiet sind daher als Ausgangspunkt und zugleich als
wesentlicher Schwerpunkt dieser Arbeit zu betrachten. In der Literatur ndet man
zu dieser Problematik bereits eine Reihe wichtiger Erkenntnisse und Anregungen:
Ryabenkij [Ry1] arbeitet vordergr

undig mit der Greenschen Funktion in einem
Quadrat, welches das von ihm betrachtete Gebiet enth

alt. Dar

uber hinaus beschreibt
er Fundamentall

osungen in Form von Kurvenintegralen, die jedoch in Bezug auf das
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Verhalten im Unendlichen von den kontinuierlichen Fundamentall

osungen deutlich
abweichen. Auch in der erst 1996 erschienenen Arbeit [Ry2] verzichtet Ryabenkij
bewut auf diskrete Fundamentall

osungen, um die von ihm angestrebte Methode
auch zur L

osung von Problemen mit variablen Koezienten einsetzen zu k

onnen.
Fundamentall

osungen f

ur elliptische Dierenzenrandwertprobleme wurden beispiels-
weise von Sobolev, Stummel, Thom

ee, Boor/H

ollig/Riemenschneider
und Duffin untersucht, wobei Sobolev [So1],[So2] speziell die Fundamentall

osung
der Laplacegleichung in der Ebene in Bezug auf die Eindeutigkeit und das Verhalten
im Unendlichen studiert.
Im Zusammenhang mit L

osbarkeitsaussagen f

ur diskrete Variationsmethoden wer-
den von Stummel [Stu] diskrete Fundamentall

osungen mit Hilfe der diskreten
Fouriertransformation berechnet. Diese Vorgehensweise erm

oglicht die systematische
Beschreibung der Fundamentall

osungen in Form von Integraldarstellungen.
Thom

ee [Th1] hat die Existenz dieser in Integralform gegebenen Fundamental-
l

osungen untersucht. In Abh

angigkeit von der Raumdimension und der Ordnung
des Dierenzenoperators arbeitet er Sonderf

alle heraus, in denen

Anderungen im
Fourierintegral erforderlich sind. Die dabei auftretenden Integranden sind rationale
trigonometrische Funktionen, deren Z

ahler aus einer komplexwertigen Exponential-
funktion besteht und deren Nenner nur im Koordinatenursprung eine Nullstelle be-
sitzt. Die Existenz dieser Fourierintegrale in der N

ahe der Nullstelle des Nenners
wird durch die Regularisierung der Integrale gesichert. Thom

ee beweist auerdem
Aussagen zum asymptotischen Verhalten der Dierenzenableitungen der diskreten
Fundamentall

osungen. Er f

uhrt jedoch keine Konvergenzuntersuchungen durch.
Boor, H

ollig und Riemenschneider geh

oren zu den Vertretern einer weiteren
Entwicklungsrichtung auf dem Gebiet der diskreten Fundamentall

osungen. Sie un-
tersuchen in der Arbeit [BHR] die Existenz von Fundamentall

osungen in bisher nicht
betrachteten, allgemeinen F

allen. Insbesondere kann der Nenner des Integranden
mehrere Nullstellen besitzen. In Bezug auf das Verhalten im Unendlichen sind die
von Boor/H

ollig/Riemenschneider erzielten Resultate auf Grund der Allge-
meing

ultigkeit seiner Aussagen schw

acher als die mit anderen Methoden bewiesenen
Resultate f

ur einige Spezialf

alle.
Enge Beziehungen zu den Arbeiten von Duffin [Du1] und G

urlebeck [Gue1]
bestehen bei der Berechnung der Fundamentall

osung f

ur die Cauchy{Riemann{
Gleichungen. Man beachte insbesondere den konkreten Zusammenhang zur Fun-
damentall

osung des Laplaceoperators.
Bei der Berechnung von diskreten Fundamentall

osungen f

ur spezielle Probleme der
Elastizit

atstheorie werden erstmals Gleichungssysteme gel

ost. Die Integralform der
diskreten Fundamentall

osung des Lamesystems ndet man bereits in der Arbeit von
Lasarew/ Chikin [LC]. Dabei wird jedoch die Einschr

ankung der L

osung auf das
Gitter nicht deutlich genug herausgearbeitet.
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Zu Fundamentall

osungen instation

arer Probleme existieren bis heute nur wenige Ar-
beiten. W

ahrend Pfeiffer und Rauh

oft Fundamentall

osungen f

ur Dierenzen-
operatoren in kontinuierlichen Distributionenr

aumen untersuchen, arbeiten Ma-
eda/ Murakami und Yamasaki [MMY] mit Graphen und speziellen Netzwerken.
In der Arbeit G

urlebeck/Hommel [GH1] wird die Fundamentall

osung der W

ar-
meleitgleichung f

ur die explizit und implizit gegebene Dierenzengleichung berechnet
und das Konvergenzverhalten im Raum l
p
untersucht.
In Analogie zum kontinuierlichen Fall werden die diskreten Fundamentall

osungen f

ur
kanonische Probleme auf der Grundlage des Spiegelungsprinzipes berechnet. Aus der
Literatur sind keine Aussagen zu diesen Fundamentall

osungen bekannt.
Greensche Funktionen haben den Nachteil, da bei jeder kleinen Ver

anderung des
betrachteten Gebietes neue Berechnungen erforderlich sind. Aus diesem Grund wird
im Kapitel 1 dieser Arbeit nur ein

Uberblick

uber diskrete Fundamentall

osungen
gegeben. Integraldarstellungen f

ur diese Fundamentall

osungen erh

alt man in Ana-
logie zu Stummel mit Hilfe der diskreten Fouriertransformation, wobei eine not-
wendige Regularisierung des Fourierintegrals entsprechend der Vorgehensweise von
Thom

ee durchgef

uhrt wird. Dar

uber hinaus kann f

ur die Fundamentall

osung der
biharmonischen Gleichung eine weitere Korrekturm

oglichkeit angegeben werden. Im
Unterschied zu den bisherigen Untersuchungen steht die Frage nach der Konver-
genz im Mittelpunkt, da die diskreten Fundamentall

osungen die Grundlage f

ur die
Dierenzenpotentiale bilden. Dabei zeigt sich, da die von Sobolev und Thom

ee
betrachtete Fundamentall

osung der Laplacegleichung in der Ebene nicht das ge-
w

unschte Konvergenzverhalten aufweist. Betont sei, da die in dieser Arbeit er-
zielten Konvergenzresultate im Gegensatz zu den allgemeinen Ausf

uhrungen von
Boor/H

ollig/Riemenschneider eine genaue Untersuchung der einzelnen Dif-
ferenzengleichungen voraussetzen.
Der Idee von Ryabenkij folgend, wird im Kapitel 2 mit Hilfe der diskreten Funda-
mentall

osung der Laplacegleichung in der Ebene ein Dierenzenpotential deniert.
Von dieser Denition h

angt die Analogie zu den kontinuierlichen Aussagen ganz
entscheidend ab. Auf Grund der sehr ausf

uhrlichen Betrachtung der Fundamen-
tall

osungen im Kapitel 1 kann die konkret gew

ahlte Vorgehensweise auch auf andere
Problemstellungen

ubertragen werden. Ausgangspunkt der

Uberlegungen ist das fol-
gende Theorem, das man beispielsweise in der Arbeit von Seeley [See] ndet:
Es seien X;Y und Z Banachr

aume. Vorausgesetzt wird
1. L : X ! Y ist ein rechtsinvertierbarer Operator.
Der Rechtsinverse wird mit V bezeichnet.
2. Tr : X ! Z ist ein verallgemeinerter Spuroperator.
3. Die Eindeutigkeitsbedingung kerL \ kerTr = f0g ist erf

ullt.
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Deniert man P = I   V L und P
 
= Tr P , wobei I den identischen Operator
bezeichnet, dann gelten die folgenden Eigenschaften:
1. kerL \ kerTr = f0g () kerTr  kerP
2. Pu = P (Tr u) = P =) P : Z ! X
3. P
 
: Z ! Z
4. P
2
= P; P
2
 
= P
 
5. P
 
 =  ()  = Tr u; u 2 kerL
6. u = P + V Lu;  = P
 
 + Tr V Lu
Deutlich wird der Zusammenhang mit den potentialtheoretischen Eigenschaften des
Laplaceoperators, wenn man speziell L =   und Tr u = (u
 
;
@u
@n
j
 
) w

ahlt.
W

ahrend die Eigenschaft 6 der Integraldarstellung f

ur Funktionen aus C
2
entspricht,
kann die Eigenschaft 5 in der Form der bekannten Integralgleichungen geschrieben
werden. Die unmittelbare Grundlage f

ur die Denition eines Randpotentials bil-
det die Eigenschaft 2. Der Denitionsbereich des Operators P wird tats

achlich nur
durch die Randdaten  = Tr u bestimmt, da auf Grund der Eigenschaft 1 f

ur zwei
Funktionen u
1
und u
2
mit Tr u
1
= Tr u
2
die Beziehung Pu
1
= Pu
2
gilt. Im diskre-
ten Fall setzt man L =  
h
: Zu beachten ist, da die Approximation im Gebiet
und auf dem Rand nur dann angepat ist, wenn die Voraussetzung 3 des Theorems
erf

ullt ist. In Analogie zur Integraldarstellung f

ur Funktionen aus C
2
erh

alt man
mit Hilfe der Eigenschaft 6 eine Summendarstellung. Unmittelbar aus dieser Dar-
stellung kann die Denition eines diskreten Dierenzenpotentials abgeleitet werden.
Die Eigenschaft 5 entspricht einem Gleichungssystem auf dem diskreten Rand.
Umfassende potentialtheoretische Untersuchungen auf der Grundlage dieses Theo-
rems wurden bereits von Ryabenkij durchgef

uhrt. Die vorliegende Arbeit wird
insbesondere auf seiner Beschreibung des diskreten Randes, der konkreten Gestalt
der Summendarstellung und der damit verbundenen Denition des Dierenzen-
potentials aufbauen. Ryabenkij arbeitet ferner den Zusammenhang zwischen der
L

osbarkeit der Dierenzenrandwertaufgabe und der L

osbarkeit des entsprechenden
Randgleichungssystems heraus. Seine Resultate sind jedoch an starke Vertr

aglich-
keitsbedingungen in Bezug auf die rechte Seite der Dierenzengleichung und deren
Ableitungen gebunden. Eine geeignete Zerlegung des Dierenzenpotentials in ein
diskretes Einfach{und Doppelschichtpotential wird nicht angegeben. Dadurch fehlt
gleichzeitig auch die Information zur Beschreibung der diskreten Normalableitung.
Auerdem sind die von Ryabenkij aufgestellten Randgleichungssysteme

uberbe-
stimmt. Eine L

osung dieser Systeme kann nur mit Hilfe von Minimierungsaufgaben
gewonnen werden. Ganz oensichtlich entsteht an dieser Stelle ein Bruch zwischen
dem diskreten Zugang und der von Michlin [Mi] und Guenter [Guen] vorgestell-
ten potentialtheoretischen Methode, der auch durch den universellen Einsatz der
von Ryabenkij betrachteten Dierenzenpotentiale nicht zu untersch

atzen ist.
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Das daraus resultierende Problem wird in dieser Arbeit durch die Zerlegung des
Dierenzenpotentials in ein diskretes Einfach{und Doppelschichtpotential bew

altigt,
wobei sich die Untersuchungen insbesondere auf die diskrete Laplacegleichung in der
Ebene beziehen. Aus theoretischer und numerischer Sicht wird dadurch ein beacht-
licher Fortschritt erzielt. Studiert man die Eigenschaften des diskreten Einfach{ und
Doppelschichtpotentials genauer, dann erkennt man die enge Verwandtschaft mit
den klassischen Potentialen. Durch die Zerlegung des Potentials k

onnen Dierenzen-
randwertprobleme mit Hilfe von geeigneten Potentialans

atzen gel

ost werden, wenn
die L

osbarkeit der entstehenden Randgleichungssysteme gesichert ist.
In der vorliegenden Arbeit werden ausschlielich L

osbarkeitsaussagen bewiesen, die
mit dem diskreten Einfachschichtpotential zusammenh

angen. Voraussetzung daf

ur
sind die Eindeutigkeitss

atze f

ur diskrete Dirichlet{ und Neumannprobleme in Innen{
und Auengebieten, die unter Verwendung von diskreten Greenschen Formeln be-
wiesen werden. Auf Grund der

Aquivalenz zum Ausgangsproblem erh

alt man gleich-
zeitig Aussagen zur L

osbarkeit des Dierenzenrandwertproblems. Ein Vergleich mit
den von Samarskij bewiesenen Resultaten f

ur die diskrete Laplacegleichung zeigt,
da die Ergebnisse weitgehend

ubereinstimmen. In dieser Arbeit werden die ent-
sprechenden Aussagen jedoch ausschlielich mit potentialtheoretischen Methoden
erzielt. Die dabei zu f

uhrenden Beweise beruhen nicht auf dem Maximumprinzip, so
da eine Verallgemeinerung der Theorie, insbesondere auf elastische Probleme sowie
andere allgemeine Dierentialgleichungssysteme, m

oglich erscheint.
Im Mittelpunkt von Kapitel 3 stehen sowohl Konvergenzbetrachtungen f

ur das dis-
krete Volumen{ und Einfachschichtpotential in den R

aumen c und l
p
, als auch
Konvergenzaussagen in Bezug auf die diskrete L

osung. Dar

uber hinaus wird die
gleichm

aige Beschr

anktheit der diskreten Operatoren gezeigt.
In der M

oglichkeit der unmittelbaren numerischen Realisierung der theoretischen
Ergebnisse ist ein ganz entscheidender Vorteil der vorgestellten Methode zu sehen.
Zu gew

ahrleisten ist jedoch eine praktikable und hinreichend genaue Berechnung der
diskreten Fundamentall

osung. Die im Kapitel 4 vorgestellten numerischen Resultate
beziehen sich auf Dierenzenrandwertprobleme, die mit der Laplacegleichung in der
Ebene zusammenh

angen. F

ur die entsprechende diskrete Fundamentall

osung wird
im Kapitel 1 dieser Arbeit eine einfache Vorschrift zur Berechnung in den Gitter-
punkten entlang der Hauptdiagonalen angegeben. Die Bestimmung der L

osung in
den

ubrigen Gitterpunkten erfordert nur wenige Rechenoperationen, da lediglich
die Operatorgleichung und die vorhandenen Symmetrieeigenschaften benutzt wer-
den. Auf diese M

oglichkeit der Berechnung der Fundamentall

osung des diskreten
Laplaceoperators verweisen bereits Sobolev [So2] und Van der Pol [vdP]. Man
beachte, da auch an dieser Stelle das Prinzip der Dimensionsreduktion wirksam
wird. Eine

Ubertragung dieser Idee auf andere Gleichungen und andere Symmetrie-
geraden wird angestrebt.
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Kapitel 1
Diskrete Fundamentall

osungen
Das Ziel dieser Arbeit besteht im L

osen diskreter Randwertprobleme mit Hilfe
der Methode der Dierenzenpotentiale, wobei auf einem gleichm

aigen Gitter der
Schrittweite h gearbeitet wird. Voraussetzung daf

ur ist die Existenz einer diskreten
Fundamentall

osung oder Greenschen Funktion. Um deutlich zu machen, da diese
Voraussetzung bei einer Vielzahl von Problemen erf

ullt ist, wird in diesem Kapitel
ein

Uberblick

uber diskrete Fundamentall

osungen und deren Eigenschaften gegeben.
Es sei A
h
ein Dierenzenoperator des n{dimensionalen Euklidischen Raumes. Jede
L

osung der Gleichung
(A
h
u
h
)(x) = 
h
(x) =
(
h
 n
f

ur x = 0
0 f

ur x 6= 0
heit im Sinne von Boor, H

ollig und Riemenschneider [BHR] diskrete Fun-
damentall

osung, wenn sie im Unendlichen nicht schneller als jxj
m
w

achst. Dabei
h

angt die Potenz m > 0 von der konkreten Gestalt des Dierenzenoperators ab.
In einigen Spezialf

allen ist es jedoch vorteilhaft, die Denition der diskreten Funda-
mentall

osung in Bezug auf das Verhalten im Unendlichen zu pr

azisieren. Auf diese
Besonderheit wird an den konkret betreenden Stellen hingewiesen.
In Analogie zu Stummel [Stu] werden die diskreten Fundamentall

osungen mit Hilfe
der diskreten Fouriertransformation berechnet. Die konkrete Vorgehensweise wird
am Beispiel der Laplacegleichung demonstriert. Die dadurch gewonnenen Integral-
darstellungen erm

oglichen die gezielte Untersuchung der Eigenschaften der diskreten
Fundamentall

osungen. Von besonderem Interessse sind Aussagen zur Existenz und
Eindeutigkeit, zum asymptotischen Verhalten und zur Konvergenz. W

ahrend einige
Resultate bereits aus der Literatur bekannt sind, kommt durch die Konvergenz-
analyse meist ein neuer Gesichtspunkt hinzu. Da die Fundamentall

osung im Kern
der zu studierenden Dierenzenpotentiale steht und deren Konvergenzverhalten ganz
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wesentlich beeinut, werden Absch

atzungen angestrebt, aus denen die Konvergenz-
geschwindigkeit hervorgeht. Auf Grund der sehr komplizierten Struktur der Integral-
darstellungen ist in vielen F

allen kein unmittelbar praktikabler Weg zur Berechnung
der Fundamentall

osungen ersichtlich. Da aber ein wesentlicher Vorteil der diskreten
Methode in der M

oglichkeit der direkten numerischen Realisierung liegt, wird dieser
Problematik in der vorliegenden Arbeit besondere Aufmerksamkeit geschenkt.
Einen zentralen Platz nimmt die Untersuchung der diskreten Fundamentall

osung
der Laplacegleichung in der Ebene ein, da sie die Grundlage f

ur die potential-
theoretischen Untersuchungen im Kapitel 2 bildet. Neben einigen grundlegenden
Eigenschaften werden Aussagen bewiesen, die bei den Konvergenzbetrachtungen zu
den Dierenzenpotentialen im Kapitel 3 von Bedeutung sein werden.
Das breite Spektrum der untersuchten diskreten Fundamentall

osungen soll die

Uber-
tragung der wesentlichen potentialtheoretischen Schritte auf andere Probleme er-
m

oglichen, wobei auch hier Konvergenzaussagen von entscheidender Bedeutung sind.
Dar

uber hinaus erh

alt man Anhaltspunkte zur Berechnung weiterer Fundamen-
tall

osungen, wenn bei der Diskretisierung der Operatoren im Gebiet und auf dem
Rand die Voraussetzung 3 aus dem allgemeinen Theorem von Seeley erf

ullt ist.
1.1 Diskrete Fouriertransformation
1.1.1 Denition der diskreten Fouriertransformation
Es sei IR
n
der n{dimensionale Euklidische Raum.

Uber diesem Raum wird durch
IR
n
h
= fi
1
h; i
2
h; : : : ; i
n
hg mit i
k
2 Z ; k = 1; : : : ; n ein gleichm

aiges Gitter der
Schrittweite h > 0 deniert. Weiterhin sei l
2
(IR
n
h
) der Vektorraum aller komplex-
wertigen, auf IR
n
h
erkl

arten Funktionen u
h
mit der Eigenschaft
P
x2IR
n
h
ju
h
(x)j
2
<1:
Durch das Skalarprodukt < u
h
; v
h
>= h
n
P
x2IR
n
h
u
h
(x)v
h
(x) wird l
2
(IR
n
h
) zu einem
Hilbertraum mit der Norm ku
h
k
l
2
(IR
n
h
)
=< u
h
; u
h
>
1=2
.
Die von Stummel angegebene Vorschrift zur Berechnung der Fouriertransformierten
einer Funktion u
h
2 l
2
(IR
n
h
) lautet
(F
h
u
h
)() =
8
<
:
h
n
p
2
n
P
x2IR
n
h
u
h
(x)e
ix
 2 Q
h
0  2 IR
n
nQ
h
:
Dabei ist Q
h
=
n
 2 IR
n
:  

h
< 
i
<

h
; i = 1; : : : ; n
o
und x = x
1

1
+ : : :+x
n

n
:
Betrachtet man zus

atzlich den Raum L
o
2
(Q
h
) = fu 2 L
2
(IR
n
) : u = 0 in IR
n
nQ
h
g,
9
dann kann man beweisen, da die Abbildung F
h
: l
2
(IR
n
h
) ! L
o
2
(Q
h
) umkehrbar
eindeutig, linear und isometrisch ist. Unter Einbeziehung der Fouriertransformation
(FF
h
u
h
)(x) =
1
p
2
n
Z
IR
n
(F
h
u
h
)()e
 ix
d; x 2 IR
n
gilt nach Stummel [Stu] die Parsevalsche Gleichung in der Form
< u
h
; v
h
>
l
2
(IR
n
h
)
= (F
h
u
h
; F
h
v
h
)
L
o
2
(Q
h
)
= (FF
h
u
h
; FF
h
v
h
)
L
2
(IR
n
)
mit den Skalarprodukten (u; v)
L
o
2
(Q
h
)
=
R
Q
h
u(x)v(x)dx und (u; v)
L
2
(IR
n
)
=
R
IR
n
u(x)v(x)dx:
1.1.2 Eigenschaften der diskreten Fouriertransformation
Die Berechnung der diskreten Fundamentall

osungen erfolgt auf der Grundlage der im
folgenden angegebenen Eigenschaften. Sie verdeutlichen vor allem den Zusammen-
hang zwischen den Fouriertransformationen F und F
h
. Einige der Merkmale wurden
ebenfalls aus der Arbeit von Stummel [Stu]

ubernommen.
Es sei u eine Funktion aus dem Raum L
2
(IR
n
) und u
h
eine auf dem Gitter IR
n
h
erkl

arte l
2
{ Funktion. Weiterhin sei I der identische Operator, e
j
der j te Einheits-
vektor im Raum IR
n
und
@u(x)
@x
j
die partielle Ableitung der Funktion u(x) nach x
j
.
Durch D
j
= h
 1
(U
j
  I) mit U
j
u
h
(x) = u
h
(x + he
j
) und D
 j
= h
 1
(I   U
 j
) mit
U
 j
u
h
(x) = u
h
(x   he
j
) werden Dierenzenoperatoren deniert. In Analogie zur
Anwendung des Laplaceoperators  u(x) =  
n
P
j=1
@
2
u(x)
@x
2
j
wird die diskrete Schreib-
weise 
h
u
h
(x) =  
n
P
j=1
D
 j
D
j
u
h
(x) verwendet. Dar

uber hinaus sei imF der Bild-
bereich der Fouriertransformation F , R
h
u die Einschr

ankung von u auf das Gitter
IR
n
h
und R
Q
u die Einschr

ankung von u auf den Quader Q
h
: Es gilt:
1. R
h
FF
h
u
h
= u
h
; u
h
2 l
2
(IR
n
h
),
( F
 1
h
= R
h
F : L
o
2
(Q
h
) ! l
2
(IR
n
h
) ist die Inverse der diskreten Fouriertrans-
formation)
2. F
h
R
h
Fu = u f

ur u 2 L
o
2
(Q
h
)
3. FF
h
R
h
u = u f

ur u 2 imFfL
o
2
(Q
h
)g \ L
2
4. F ( u) = jj
2
Fu mit jj
2
= 
2
1
+ 
2
2
+ : : :+ 
2
n
5. F
h
( 
h
u
h
) = d
2
F
h
u
h
mit d
2
=
4
h
2

sin
2
h
1
2
+ sin
2
h
2
2
+ : : :+ sin
2
h
n
2

6.  (Fu) = F jj
2
u
10
7.  (F
h
u
h
) = F jj
2
F
 1
F
h
u
h
8.  
h
(R
h
Fu) = F
 1
h
d
2
F
h
R
h
Fu
9.  
h
(R
h
F
h
u
h
) = F
 1
h
d
2
F
h
R
h
F
h
u
h
10. F
h
(D
j
u
h
) =  
 j
F
h
u
h
; j = 1; : : : ; n; 
 j
= h
 1

1   e
 ih
j

11. F
h
(D
 j
u
h
) = 
j
F
h
u
h
; j = 1; : : : ; n; 
j
= h
 1

1   e
ih
j

12. D
j
(R
h
Fu) =  F
 1
h

 j
F
h
R
h
Fu; j = 1; : : : ; n
13. D
 j
(R
h
Fu) = F
 1
h

j
F
h
R
h
Fu; j = 1; : : : ; n
Mit S wird die Menge aller Funktionen aus C
1
(IR
n
) bezeichnet, die f

ur jxj ! 1 mit
allen Ableitungen schneller gegen Null streben als jede Potenz von jxj
 1
. Ein lineares
stetiges Funktional

uber dem Raum S heit verallgemeinerte Funktion schwachen
Wachstums. Die Menge aller dieser Funktionale sei S
0
. Betrachtet man F
h
u
h
als ein
Funktional, das die Beziehung (F
h
u
h
; ') =< u
h
; R
h
FR
Q
' >
l
2
(IR
n
h
)
f

ur beliebiges
' 2 S erf

ullt, dann kann die Denition der diskreten Fouriertransformation ver-
allgemeinert werden. Die angegebenen Eigenschaften k

onnen auf analoge Weise in
der schwachen Formulierung bewiesen werden.
1.2

Uberblick

uber die diskreten Fundamental-
l

osungen
1.2.1 Die Fundamentall

osung elliptischer Operatoren
Die Fundamentall

osung der Laplace{Gleichung im Raum IR
n
h
Betrachtet wird die Dierenzengleichung
 
h
E
h
(x) =  
n
X
j=1
D
 j
D
j
E
h
(x) = 
h
(x) =
(
h
 n
f

ur x = 0
0 f

ur x 6= 0
(1.1)
f

ur alle x = (x
1
; : : : ; x
n
) = (i
1
h; : : : ; i
n
h) mit i
k
2 Z und k = 1; : : : ; n. W

ahrend im
Fall n > 2 die Denition der diskreten Fundamentall

osung von Boor, H

ollig und
Riemenschneider

ubernommen werden soll, wird im Fall n = 2 jede L

osung der
Gleichung (1.1), die im Unendlichen nicht schneller als ln jxj w

achst, als Fundamen-
tall

osung bezeichnet. Aus den Eigenschaften der diskreten Fouriertransformation
folgt
F
h
( 
h
E
h
(x)) = d
2
F
h
E
h
(x) und F
h

h
(x) =
1
p
2
n
:
11
Ausgehend von der transformierten Gleichung F
h
E
h
(x) =
1
p
2
n
1
d
2
erh

alt man
mittels inverser Fouriertransformation F
 1
h
= R
h
F eine L

osung der Gleichung (1.1)
in der Form
E
h
(x) =
1
p
2
n
R
h
F

1
d
2

:
Im Raum IR
3
h
gilt
E
h
(kh; jh; lh) =
1
(2)
3
=h
Z
 =h
=h
Z
 =h
=h
Z
 =h
e
 i(kh
1
+jh
2
+lh
3
)
d
2
d
1
d
2
d
3
; k; j; l 2 Z ;
wobei das Integral auf der rechten Seite als uneigentliches Integral existiert. Im Fall
n = 2 ist das entsprechende Integral zu regularisieren. Nach der Vorgehensweise
von Thom

ee [Th1] wird vom Z

ahler des Integranden der Anfang der Taylorreihe
subtrahiert. Als Fundamentall

osung im Raum IR
2
h
erh

alt man
E
h
(kh; jh) =
1
(2)
2
=h
Z
 =h
=h
Z
 =h
e
 i(kh
1
+jh
2
)
  1
d
2
d
1
d
2
: (1.2)
Diese diskrete Fundamentall

osung steht im Mittelpunkt der potentialtheoretischen
Untersuchungen im Kapitel 2 und soll deshalb besonders ausf

uhrlich studiert werden.
Zun

achst wird eine M

oglichkeit der numerischen Berechnung vorgestellt, auf die
bereits Sobolev [So2] und van der Pol [vdP] verweisen.
Numerische Realisierung und Eigenschaften der diskreten Fundamental-
l

osung im ebenen Fall
Untersucht wird das Integral (1.2) f

ur h = 1. Auf Grund der Symmetrieeigenschaften
E
1
(k; j) = E
1
( k; j) = E
1
(k; j) = E
1
(j; k) ist die Fundamentall

osung nur in den
Gitterpunkten (k; j) mit k; j 2 Z und 0  j  k zu bestimmen. Sobolev beweist,
da f

ur die Gitterpunkte auf der Hauptdiagonalen
E
1
(n; n) =  
1


1 +
1
3
+
1
5
+ : : :+
1
2n   1

; n  1; n 2 IN
gilt. Andererseits ist E
1
(0; 0) = 0 und E
1
(1; 0) =  1=4: Die Kenntnis der Funda-
mentall

osung in diesen Punkten ist ausreichend, um aus der Dierenzengleichung
und den angegebenen Symmetrieeigenschaften die L

osung E
1
(k; j) auf dem gesamten
Gitter ermitteln zu k

onnen. Eine einfache Variablensubstitution zeigt, da allgemein
E
h
(kh; jh) = E
1
(k; j) gilt.
Im folgenden werden einige Eigenschaften der diskreten Fundamentall

osung (1.2)
bewiesen:
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Satz 1.1: (Eindeutigkeitssatz)
Die diskrete Fundamentall

osung (1.2) ist bis auf eine Konstante eindeutig bestimmt.
Beweis: Nach Sobolev [So 2] w

achst die Fundamentall

osung E
1
(k; j) im Unend-
lichen wie ln
p
k
2
+ j
2
. Es seien E
1
1
(k; j) und E
2
1
(k; j) zwei diskrete Fundamental-
l

osungen. Die Dierenz E

1
(k; j) = E
1
1
(k; j)   E
2
1
(k; j) erf

ullt in der ganzen Ebene
die diskrete Laplacegleichung. E

1
(k; j) ist konstant, da nach Sobolev [So1] jede
Funktion, die in der ganzen Ebene die diskrete Laplacegleichung erf

ullt und im
Unendlichen nicht schneller als
p
k
2
+ j
2
w

achst, eine Konstante ist
Nach Wladimirow hat die mittels Regularisierung einer Distribution erzeugte kon-
tinuierliche Fundamentall

osung in der Ebene die Gestalt
E(x) =
1
(2)
2

Z
jj<1
e
 ix
  1
jj
2
d +
Z
jj>1
e
 ix
jj
2
d

=  
1
2
(C  ln 2 + ln jxj); (1.3)
wobei C die Eulersche Konstante ist. Betrachtet wird im folgenden auch die diskrete
Fundamentall

osung
E
1
h
(x) =
1
(2)
2

Z
jj<1
e
 ix
  1
d
2
d +
Z
jj>1;2Q
h
e
 ix
d
2
d

: (1.4)
Sie unterscheidet sich von der Fundamentall

osung (1.2) durch die von h abh

angige
Konstante K
1
=
1
(2)
2
R
jj>1;2Q
h
1
d
2
d.
Lemma 1.1: F

ur h < 1 gilt jE
1
h
(x) E(x)j  C
1
h
2
+ C
2
h
jxj
:
Beweis: Aus der Dreiecksungleichung folgt
jE
1
h
(x)  E(x)j 
1
(2)
2




Z
jj<1
 
1
d
2
 
1
jj
2
!

e
 ix
  1

d




+
1
(2)
2




Z
jj>1;2Q
h
 
1
d
2
 
1
jj
2
!
e
 ix
d




(1.5)
+
1
(2)
2




Z
jj2IR
2
nQ
h
1
jj
2
e
 ix
d




:
Die einzelnen Ausdr

ucke werden im weiteren genauer untersucht.
Absch

atzung von I
1
=
1
(2)
2




R
jj<1

1
d
2
 
1
jj
2
 
e
 ix
  1

d




:
Mittels Taylorentwicklung und der Beziehung d
2

4

2
jj
2
beweist man die Un-
gleichung 0 
1
d
2
 
1
jj
2
 Ch
2
. Daraus folgt I
1
 C
11
h
2
R
jj<1
d = C
12
h
2
:
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Absch

atzung von I
2
=
1
(2)
2




R
jj>1;2Q
h

1
d
2
 
1
jj
2

e
 ix
d




:
Aus der partiellen Integration bez

uglich 
1
resultiert
I
2

1
(2)
2




Z
jj=1
 
1
ix
1
 
1
d
2
 
1
jj
2
!
e
 ix
cos(~n; 
1
)ds




+
1
(2)
2




 
1
ix
1
=h
Z

2
= =h
 
1
d
2
 
1
jj
2
!
j
1
==h
e
 ix
2

2

e
 ix
1
=h
  e
ix
1
=h

d
2




+
1
(2)
2




1
ix
1
Z
jj>1;2Q
h
 
2
1
jj
4
 
2h
 1
sin(h
1
)
d
4
!
e
 ix
d




 C
21
h
2
1
jx
1
j

Z
jj=1
ds +
=h
Z

2
= =h
d
2

+ C
22
1
jx
1
j
Z
jj>1;2Q
h




2
1
jj
4
 
2h
 1
sin(h
1
)
d
4




d

1
jx
1
j
C
23
h;
wobei s die Integrationsvariable des Kurvenintegrals sei. Beim Beweis der letzten
Ungleichung wird neben der Taylorentwicklung die Eigenschaft d
2

4

2
jj
2
verwen-
det. Mit ~n wird allgemein der

auere Normalenvektor bezeichnet, der sich in diesem
Zusammenhang auf den Einheitskreis jj = 1 bezieht.
Absch

atzung von I
3
=
1
(2)
2




R
jj2IR
2
nQ
h
1
jj
2
e
 ix
d




:
Aus der partiellen Integration bez

uglich 
1
folgt
I
3

1
(2)
2




1
ix
1
=h
Z

2
= =h
e
 ix
2

2

2
h
 2
+ 
2
2

e
 ix
1
=h
  e
ix
1
=h

d
2




+
1
(2)
2




lim
b!1
Z
jj=b
 
1
ix
1
1

2
1
+ 
2
2
e
 ix
cos(~n; 
1
) ds




+
1
(2)
2




 
1
ix
1
Z
jj2IR
2
nQ
h
2
1
jj
4
e
 ix
d




 C
31
1
jx
1
j
=h
Z

2
= =h
1

2
h
 2
+ 
2
2
d
2
+ C
32
1
jx
1
j
lim
b!1
Z
jj=b
1

2
1
+ 
2
2
ds
+C
33
1
jx
1
j
Z
jj2IR
2
nQ
h
1
jj
3
d

1
jx
1
j
C
34
h:
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Mittels partieller Integration bez

uglich 
2
erh

alt man f

ur die Integrale I
2
und I
3
die
obere Schranke Chjx
2
j
 1
und f

ur k = 2; 3 folgt aus (jx
1
jI
k
)
2
+ (jx
2
jI
k
)
2
 C
2
h
2
die Absch

atzung jxj
2
I
2
k
 C
2
h
2
: Daher gilt I
k
 Chjxj
 1
und Lemma 1.1 ist
vollst

andig bewiesen
Dieses Lemma bildet die Grundlage f

ur das folgende Konvergenzresultat. Es sei
G  IR
2
ein beschr

anktes Gebiet und G
h
= (G \ IR
2
h
)  IR
2
h
das entsprechende
diskrete Gebiet. Weiterhin sei A(G
h
) =
P
x2G
h
h
2
und Q(G
h
) ein das Gebiet G
h
um-
gebendes Quadrat mit dem Mittelpunkt (k
1
h; k
2
h) und der Seitenl

ange L = 2lh;
l 2 IN. Zur Vereinfachung des Beweises wird nur der Spezialfall k
1
=k
2
=0 diskutiert.
Satz 1.2: Es sei G

h
= f(m
1
h;m
2
h) 2 G
h
: m
1
;m
2
2 Z und (m
1
;m
2
) 6= (0; 0)g:
F

ur jede Schrittweite h  e
 1
erh

alt man die l
p
{Absch

atzumg
kE
1
h
(x)  E(x)k
l
p
(G

h
)

8
>
<
>
>
:
C(L)h 1  p < 2
Ch
q
j ln hj p = 2
Ch
2=p
2 < p <1:
Beweis: Aus Lemma 1.1 und der Minkowskischen Ungleichung folgt
kE
1
h
(x) E(x)k
l
p
(G

h
)
=

X
(m
1
h;m
2
h)G

h
jE
1
h
(m
1
h;m
2
h)  E(m
1
h;m
2
h)j
p
h
2

1=p
 C
1
h
2
(A(G
h
))
1=p
+ C
2
k
h
jxj
k
l
p
(G

h
)
(1.6)
 C
1
h
2
(A(G
h
))
1=p
+ C
2

4
l
X
m
1
=1
l
X
m
2
=1
(m
2
1
+m
2
2
)
 p=2
h
2
+ 4
l
X
s=1
s
 p
h
2

1=p
:
Im einzelnen gilt f

ur h  e
 1
l
X
m
1
=1
l
X
m
2
=1
(m
2
1
+m
2
2
)
 p=2
h
2
 2
 p=2
h
2
+ 2
lh
Z
u=h

h
u

p
h du+
p
2 lh
Z
%=h
=2
Z
'=0

h
%

p
% d' d%

8
>
>
<
>
>
:
C(L)h p = 1
C(L)h
p
1 < p < 2
Ch
2
j ln hj p = 2
Ch
2
p > 2 ;
(1.7)
sowie
l
X
s=1
s
 p
h
2
 h
2
+
lh
Z
u=h

h
u

p
h du 
(
Ch
2
j lnhj p = 1
Ch
2
p > 1:
(1.8)
Durch die Absch

atzungen (1.6) - (1.8) ist Satz 1.2 vollst

andig bewiesen
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Die Forderung h  e
 1
im Satz 1.2 ist rein technischer Natur, um im Unterschied
zu den Potenzen h
p
mit 1  p die dominierende Rolle der Ausdr

ucke h
p
j lnhj zu
betonen und auf diese Weise die einzelnen Absch

atzungen zu vereinfachen.
Die diskrete Fundamentall

osung
E
2
h
(x) =
1
(2)
2

Z
jj<1
e
 ix
  1
d
2
d +
Z
jj>1;2Q
h
e
 ix
d
2
d +
Z
jj<1
 
1
d
2
 
1
jj
2
!
d

steht bei der Formulierung von Konvergenzaussagen im unbeschr

ankten Gebiet im
Mittelpunkt. Sie unterscheidet sich von der Fundamentall

osung (1.4) durch die von h
abh

angige Konstante K
2
=
1
(2)
2
R
jj<1

1
d
2
 
1
jj
2

d.
Lemma 1.2: F

ur h < 1 gilt jE
2
h
(x)  E(x)j  C
h
jxj
:
Beweis: In Analogie zur Absch

atzung (1.5) erh

alt man die Beziehung
jE
2
h
(x) E(x)j 
1
(2)
2




Z
jj<1

1
d
2
 
1
jj
2

e
 ix
d




+
1
(2)
2




Z
jj>1;2Q
h

1
d
2
 
1
jj
2

e
 ix
d




+
1
(2)
2




Z
jj2IR
2
nQ
h
1
jj
2
e
 ix
d




und aus dem Beweis von Lemma 1.1 folgt
jE
2
h
(x)  E(x)j 
1
(2)
2




Z
jj<1

1
d
2
 
1
jj
2

e
 ix
d




+ C
1
h
1
jxj
:
Mittels partieller Integration bez

uglich 
1
, der Taylorentwicklung f

ur den Ausdruck
2
1
jj
4
 
2h
 1
sin(h
1
)
d
4
und der Ungleichung d
2

4

2
jj
2
beweist man
I
4
= lim
"!0
1
(2)
2




Z
jj"

1
d
2
 
1
jj
2

e
 ix
d +
Z
"<jj<1

1
d
2
 
1
jj
2

e
 ix
d




 lim
"!0

C
2
h
2
Z
jj"
d +
1
(2)
2




1
ix
1
Z
"<jj<1
 
2
1
jj
4
 
2h
 1
sin(h
1
)
d
4
!
e
 ix
d





+
1
(2)
2
lim
"!0





Z
jj="
+
Z
jj=1

 
1
ix
1

1
d
2
 
1
jj
2

e
 ix
cos(~n; 
1
)

ds




 C
3
1
jx
1
j
h
2
lim
"!0

Z
"<jj<1
1
jj
d +
Z
jj="
ds+
Z
jj=1
ds

 C
4
h
2
1
jx
1
j
:
V

ollig analog kann durch die partielle Integration bez

uglich 
2
die Absch

atzung
I
4
 C h
2
jx
2
j
 1
gezeigt werden. Aus der Ungleichung (jx
1
jI
4
)
2
+ (jx
2
jI
4
)
2
 C
2
h
4
folgt schlielich I
4
 C h
2
jxj
 1
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Satz 1.3: F

ur h  e
 1
und 2 < p <1 gilt kE
2
h
(x)  E(x)k
l
p
(IR
2
h
n(0;0))
 C h
2=p
:
Beweis: In Analogie zum Beweis von Satz 1.2 erh

alt man unter Verwendung von
Lemma 1.2 die Absch

atzung
kE
2
h
(x)  E(x)k
l
p
(IR
2
h
n(0;0))
 C
1




h
jxj




l
p
(IR
2
h
n(0;0))
 C
2

h
2
+
1
Z
u=h
 
h
u
!
p
h du +
1
Z
%=h
=2
Z
'=0
 
h
%
!
p
% d'd%

1=p
: (1.9)
Dabei sichert die Bedingung 2 < p < 1 die Existenz des Integrals
1
R
%=h

h
%

p
% d%:
Die Behauptung des Satzes folgt aus der Berechnung der Integrale in (1.9)
Der Satz 1.3 und die Dierenz
E
2
h
(x) E
h
(x) = E
1
h
(x) +K
2
  E
h
(x) = K
1
+K
2
=
1
2

5
2
ln 2  lnh

(1.10)
zeigen, da gerade die in der Literatur zitierte Fundamentall

osung (1.2) nicht gegen
die kontinuierliche Fundamentall

osung (1.3) konvergiert. W

ahrend der Ausdruck
K
1
+ K
2
explizit berechnet werden kann, liegen f

ur die einzelnen Konstanten nur
N

aherungswerte vor. Insbesondere ist K
2
 0:005h
2
. Mittels Taylorentwicklung
erh

alt man die Schranken 0:005h
2
< K
2
< 0:0164h
2
: Aus diesen

Uberlegungen und
der Beziehung (1.10) resultiert schlielich eine Absch

atzung f

ur die Konstante K
1
.
Die Beweisidee von Lemma 1.1 und 1.2 l

at sich unmittelbar auf die Absch

atzung der
diskreten Fundamentall

osung eines beliebigen elliptischen Operators zweiter Ord-
nung mit konstanten Koezienten

ubertragen. Es seien a
jk
= a
kj
die von h und x un-
abh

angigen Konstanten des Dierenzenoperators P
h
u
h
(x) =  
2
P
j;k=1
a
jk
D
j
D
 k
u
h
(x);
die f

ur C > 0 und  = (
1
; 
2
) die Elliptizit

atsbedingung
2
P
j;k=1
a
jk

j

k
 C jj
2
erf

ullen. Ausgehend von den Eigenschaften 10 und 11 der diskreten Fouriertrans-
formation erh

alt man in Analogie zu (1.4) die Fundamentall

osung
E
1
h
(x) =
1
(2)
2

Z
jj<1

2
X
j;k=1
a
jk

 j

k

 1
(e
 ix
  1)d
+
Z
jj>1;2Q
h

2
X
j;k=1
a
jk

 j

k

 1
e
 ix
d

mit 
 j
= h
 1

1   e
 ih
j

und 
k
= h
 1

1   e
ih
k

. Dabei gilt insbesondere
2
X
j;k=1
a
jk

 j

k
=
2
X
j;k=1
a
jk

2h
 1
sin

h
j
2

2h
 1
sin

h
k
2

cos

h(
j
  
k
)
2

:
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Mit der Beweistechnik von Lemma 1.1 und Satz 1.2 kann man zeigen, da die diskrete
Fundamental l

osung E
1
h
(x) gegen die Fundamentall

osung
E(x) =
1
(2)
2

Z
jj<1

2
X
j;k=1
a
jk

j

k

 1
(e
 ix
  1) d +
Z
jj>1

2
X
j;k=1
a
jk

j

k

 1
e
 ix
d

des elliptischen Operators Pu(x) =  
2
P
j;k=1
a
jk
@
@x
j
@
@x
k
u(x) konvergiert. Bei dem zu
Lemma 1.1 analogen Beweis wird sowohl die Beziehung d
2

4

2
jj
2
als auch die
Elliptizit

atsbedingung benutzt. Der Beweis von Satz 1.2 kann

ubertragen werden.
Die den Aussagen in Lemma 1.2 und Satz 1.3 entsprechenden Resultate erh

alt man
unter Verwendung der diskreten Fundamentall

osung E
2
h
(x) = E
1
h
(x) + K
3
mit der
von h abh

angigen Konstante
K
3
=
1
(2)
2
Z
jj<1
[(
2
X
j;k=1
a
jk

 j

k
)
 1
  (
2
X
j;k=1
a
jk

j

k
)
 1
] d:
Werden nur Gitterpunkte aus einem beschr

ankten Gebiet betrachtet, dann kann man
f

ur jede feste Schrittweite h < 1 obere Schranken f

ur die diskreten Fundamental-
l

osungen E
h
(x); E
1
h
(x) und E
2
h
(x) des Laplaceoperators angeben.
Lemma 1.3: Es sei C
B
<1 eine beliebig gew

ahlte, von h unabh

angige Konstante.
In allen Gitterpunkten x; die der Bedingung jxj < C
B
gen

ugen, sind die diskreten
Fundamentall

osungen E
h
(x); E
1
h
(x) und E
2
h
(x) beschr

ankt, wobei die obere Schranke
im wesentlichen von ln jhj abh

angt.
Beweis: Vorausgesetzt wird, da h < 1 eine fest gew

ahlte Schrittweite ist und nur
Gitterpunkte betrachtet werden, die der Bedingung jxj < C
B
gen

ugen. F

ur die
diskrete Fundamentall

osung E
h
(x) gilt im Koordinatenursprung E
h
(0; 0) = 0: In
allen weiteren Gitterpunkten erh

alt man mit Hilfe von Lemma 1.2, der Darstellung
der Fundamentall

osung (1.3) und der Beziehung (1.10) die Absch

atzung
jE
h
(x)j  jE
h
(x)  E
2
h
(x)j+ jE
2
h
(x)  E(x)j+ jE(x)j
 C
1
+ C
2
j lnhj+ C
3
h
jxj
+ C
4
j ln jxj j
Eine obere Schranke f

ur die diskrete Fundamentall

osung E
1
h
(x) in den Gitter-
punkten auerhalb des Koordinatenursprungs kann man unter Verwendung von
Lemma 1.1 angeben. Im einzelnen gilt
jE
1
h
(x)j  jE
1
h
(x)  E(x)j+ jE(x)j
 C
1
h
2
+ C
2
h
jxj
+ C
3
+ C
4
j ln jxj j :
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Andererseits erh

alt man mit Hilfe der Ungleichung d
2

4

2
jj
2
im Koordinaten-
ursprung die Absch

atzung
jE
1
h
(0; 0)j =
1
(2)
2
Z
jj>1; 2Q
h
1
d
2
d

1
(2)
2

2
4
p
2=h
Z
%=1
2
Z
'=0
1
%
2
% d'd%  C
6
j lnhj :
Nach Lemma 1.2 kann die diskrete Fundamentall

osung E
2
h
(x) auerhalb des Gitter-
punktes (0; 0) durch
jE
2
h
(x)j  jE
2
h
(x) E(x)j+ jE(x)j
 C
1
h
jxj
+ C
2
+ C
3
j ln jxj j
abgesch

atzt werden. Im Koordinatenursprung gilt auf Grund der Beziehung (1.10)
jE
2
h
(0; 0)j  C
1
+ C
2
j lnhj
Bemerkung 1.1: In Lemma 1.3 mu x nicht unbedingt ein Gitterpunkt sein. Die
angegebenen Absch

atzungen gelten in allen Punkten x mit jxj < C
B
< 1; wenn
bei der Berechnung der Fundamentall

osungen der Einschr

ankungsoperator R
h
der
R

ucktransformation F
 1
h
= R
h
F weggelassen wird. Auf diese Weise ist eine ganz
nat

urliche Fortsetzung der diskreten Fundamentall

osung m

oglich.
Auf der Grundlage dieser Fortsetzung soll das Konvergenzverhalten der ersten Ab-
leitung der diskreten Fundamentall

osung des Laplaceoperators untersucht werden.
F

ur die Fortsetzung der diskreten Fundamentall

osung wird kein neues Symbol ein-
gef

uhrt, da aus dem Zusammenhang hervorgeht, worauf sich die Bezeichnung genau
bezieht.
Lemma 1.4: Die auf IR
2
fortgesetzten Fundamentall

osungen E
h
(x); E
1
h
(x) und
E
2
h
(x) besitzen im Punkt x stetige erste partielle Ableitungen nach x
1
und x
2
.
Beweis: Betrachtet wird zun

achst die Fundamentall

osung (1.2). Durch die formale
Dierentiation nach x
1
unter dem Integralzeichen erh

alt man das Integral
I
1
=
Z
2Q
h
( i
1
)e
 ix
d
2
d:
Dieses Integral konvergiert f

ur jede feste Schrittweite h gleichm

aig, da




 i
1
e
 ix
d
2





j
1
j
d
2
 C
1
1
jj
gilt.
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Indem das schwach singul

are Integral in der Form
I
1
=
Z
2Q
h
A(x; )
jj
3=2
d mit dem stetigen Anteil A(x; ) =
( i
1
)e
 ix
jj
3=2
d
2
geschrieben wird, kann man beweisen, da I
1
eine stetige Funktion von x ist. Nach
dem Satz

uber die Dierentiation von Parameterintegralen existiert die Ableitung
@
@x
1
E
h
(x) im Punkt x und stimmt mit dem Integral I
1

uberein. Der Beweis f

ur die
partielle Ableitung nach x
2
sowie f

ur die Fundamentall

osungen E
1
h
(x) und E
2
h
(x)
kann v

ollig analog gef

uhrt werden
Um das Konvergenzverhalten der ersten partiellen Ableitung der in den Raum IR
2
fortgesetzten diskreten Fundamentall

osung beurteilen zu k

onnen, wird auch die par-
tielle Ableitung der Fundamentall

osung (1.3) nach x
1
berechnet. In Analogie zu
Lemma 1.4 erh

alt man f

ur das erste Teilintegral
@
@x
1
Z
jj<1
e
 ix
  1
jj
2
d =
Z
jj<1
( i
1
)e
 ix
jj
2
d:
F

ur die partielle Ableitung des noch zu betrachtenden Integrals gilt im Raum S
0
@
@x
1
Z
jj>1
e
 ix
jj
2
d =
Z
jj>1
( i
1
)e
 ix
jj
2
d:
Ausgangspunkt des folgenden Lemmas ist die Ungleichung




@
@x
1
(E

h
(x)  E(x))









Z
2Q
h

1
d
2
 
1
jj
2

( i
1
)e
 ix
d




+




Z
2IR
2
nQ
h
( i
1
)e
 ix
jj
2
d




;
wobei E

h
(x) eine der Fundamentall

osungen E
h
(x) ; E
1
h
(x) beziehungsweise E
2
h
(x) ist.
Lemma 1.5: F

ur h < 1 gilt



@
@x
1
(E

h
(x)  E(x))


 
C h
jxj
2
:
Der Beweis unterscheidet sich von der Vorgehensweise in Lemma 1.1 und 1.2 nur
durch die zweifache partielle Integration. Bei der partiellen Ableitung der Funda-
mentall

osungen nach x
2
ergeben sich v

ollig analoge Absch

atzungen.
Die im weiteren angegebenen Eigenschaften bilden die Grundlage f

ur die Beweise
im Kapitel 3 dieser Arbeit. Dabei wird generell vorausgesetzt, da h  e
 1
gilt.
Lemma 1.6: Es sei G  IR
2
ein beschr

anktes Gebiet, G
h
= G \ IR
2
h
und W (mh)
das Quadrat mit dem Mittelpunkt mh = (m
1
h;m
2
h) 2 G
h
und der Seitenl

ange h.
F

ur ganzzahliges p <1 erh

alt man die L
p
{Absch

atzung

Z
W (mh)
jE(mh  )j
p
d

1=p
 C h
2=p
j lnhj :
Die Konstante C ist von h unabh

angig.
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Beweis: Nach Formel (1.3) gilt
I =

Z
W (mh)
jE(mh  )j
p
d

1=p
=

m
1
h+
h
2
Z

1
=m
1
h 
h
2
m
2
h+
h
2
Z

2
=m
2
h 
h
2




 
1
2

C  ln 2 + ln
q
(m
1
h  
1
)
2
+ (m
2
h  
2
)
2





p
d
1
d
2

1=p
:
Aus der Substitution x = 
1
  m
1
h und y = 
2
  m
2
h und der Minkowskischen
Ungleichung ergibt sich f

ur ganzzahliges p <1 und h  e
 1
I  C
1
h
2=p
+ C
2

h=2
Z
x= h=2
h=2
Z
y= h=2
j ln
q
x
2
+ y
2
j
p
dx dy

1=p
 C
1
h
2=p
+ C
2

lim
"!0
p
2h=2
Z
%="
2
Z
'=0
j ln%j
p
%d'd%

1=p
 C
1
h
2=p
+ C
3

lim
"!0
p
2h=2
Z
%="

ln
1
%

p
%d%

1=p
= C
1
h
2=p
+ C
3
 
lim
"!0

%
2
p+ 1
p
X
k=0
(p+ 1)p : : :(p  k + 1)
(  ln%)
p k
2
k+1

p
2h=2
j%="
!
1=p
 C
4
h
2=p
+ C
5
h
2=p
j lnhj  C
6
h
2=p
j ln hj
Eine Absch

atzung der L
p
{Norm f

ur nicht ganzzahliges p resultiert aus der Ein-
bettung der L
p
{R

aume.
Das folgende Lemma beschreibt das Konvergenzverhalten der diskreten Fundamen-
tall

osung auf  
h
= frh = (r
1
h; r
2
h) 2 IR
2
h
n G
h
: jrh   mhj 
p
2h; mh 2 G
h
g:
Dabei sei  
D
sei der Rand, der durch die achsenparallele Verbindung aller Punkte
aus  
h
entsteht. Vorausgesetzt wird, da sich der Rand  
D
bei der Verfeinerung
der Schrittweite h nicht ver

andert, so da ab einer Schrittweite h
o
 e
 1
f

ur zwei be-
liebige Punkte kh und jh 2  
h
mit h  h
o
und k 6= j die Ungleichung jkh  jhj  h
g

ultig ist.
Lemma 1.7: Die Bedingung h  h
o
 e
 1
sei erf

ullt. Ist lh = (l
1
h; l
2
h) 2  
h
ein
beliebiger Randpunkt und  

h
= frh 2  
h
: r 6= lg, dann gilt f

ur die Dierenz
zwischen der diskreten und der kontinuierlichen Fundamentall

osung
kE
2
h
(lh  rh)   E(lh  rh)k
l
p
( 

h
)

(
C hj lnhj p = 1
C h
1=p
p > 1:
(1.11)
Beweis: Aus Lemma 1.2 folgt
kE
2
h
(lh  rh)  E(lh  rh)k
l
p
( 

h
)


X
rh2 
h
;r 6=l
 
C
h
jlh  rhj
!
p
h

1=p
:
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Zerlegt man den diskreten Rand  
h
in die Teilr

ander  
a
h
= frh 2  
h
: jlh rhj  h
o
g
und  
b
h
= frh 2  
h
: jlh  rhj < h
o
g, dann gilt
X
rh2 
h
;r 6=l
 
C
h
jlh  rhj
!
p
h =
X
rh2 
a
h
 
C
h
jlh  rhj
!
p
h+
X
rh2 
b
h
;r 6=l
 
C
h
jlh  rhj
!
p
h

X
rh2 
a
h
 
C
h
h
o
!
p
h+ C
1
[h
o
=h]
X
s=1
 
C
h
sh
!
p
h  C
2
h
p
+ C
3
[h
o
=h]
X
s=1
s
 p
h:
Dabei symbolisiert [h
o
=h] den ganzen Teil der Zahl h
o
=h. Liegen alle Gitterpunkte
rh 2  
b
h
auf einer Geraden, dann kann die Konstante C
1
durch 2 ersetzt werden.
Die Konstante C
2
h

angt im wesentlichen von h
o
und der Bogenl

ange des Randes  
D
ab. F

ur [h
o
=h] = 1 ist das Lemma oensichtlich bewiesen. Im Fall [h
o
=h] > 1 gilt
C
3
[h
o
=h]
X
s=1
s
 p
h = C
3
h+ C
3
[h
o
=h]
X
s=2
s
 p
h  C
3
h+ C
3
h
o
Z
u=h
 
h
u
!
p
du:
Aus der Berechnung dieses Integrals resultiert die Beziehung (1.11)
Der Schnitt von  
D
und dem Quadrat mit dem Mittelpunkt lh = (l
1
h; l
2
h) 2  
h
und
der Seitenl

ange h wird mit U(lh) bezeichnet. U(lh) besteht aus zwei achsenparallelen
Geradenst

ucken U
i
(lh); i = 1; 2 der L

ange h=2. Ist y = (y
1
; y
2
) 2 U(lh) ein
beliebiger Randpunkt, dann ist f

ur alle  = (
1
; 
2
) 2 U
i
(lh) eine der Dierenzen
jy
1
  
1
j oder jy
2
  
2
j konstant, wobei die Konstante K
o
die Ungleichung K
o
 h=2
erf

ullt.
Lemma 1.8: F

ur ganzzahliges p <1; lh 2  
h
und y 2 U(lh) gilt

Z
U(lh)
jE(y   )j
p
d

1=p
 C h
1=p
j lnhj:
Die Konstante C ist von h unabh

angig.
Beweis:Mit Hilfe der Substitution u = jy
1
 
1
j und K
o
= jy
2
 
2
j bzw. u = jy
2
 
2
j
und K
o
= jy
1
  
1
j erh

alt man in Analogie zum Beweis von Lemma 1.6 auf jedem
Geradenst

uck U
i
(lh); i = 1; 2 bei der entsprechenden Wahl von j aus der Menge
f1; 2g die Absch

atzung
I =

Z
U
i
(lh)
jE(y   )j
p
d

1=p
 C
1
h
1=p
+ C
2

Z
U
i
(lh)
j ln
q
K
2
o
+ (y
j
  
j
)
2
j
p
d

1=p
 C
1
h
1=p
+ C
3

h
Z
u=0

ln
1
p
K
2
o
+ u
2

p
du

1=p
 C
1
h
1=p
+ C
3

lim
"!0
h
Z
u="

ln
1
u

p
du

1=p
 C
1
h
1=p
+ C
3

lim
"!0
 
u
p+ 1
p
X
k=0
(p+ 1)p : : :(p  k + 1) (  lnu)
p k
!
h
ju="

1=p
 C
1
h
1=p
+ C
4
h
1=p
j lnhj  C
5
h
1=p
j lnhj
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Bemerkung 1.2: Im Fall y = lh gilt K
o
= 0 und bei der Integration

uber u kann
als obere Grenze h=2 gew

ahlt werden. Die in Lemma 1.8 bewiesene Ungleichung
ist auch dann g

ultig, wenn y ein innerer Punkt ist, der in der N

ahe des Randes
liegt. Betrachtet man beispielsweise die Randpunkte lh 2  
h
f

ur die jy  lhj <
p
2h
gilt, dann sind f

ur alle  2 U
i
(lh) die Beziehungen jy
1
  
1
j = K
o
<
p
2h und
jy
2
  
2
j <
p
2h+
h
2
bzw. jy
1
  
1
j <
p
2h+
h
2
und jy
2
  
2
j = K
o
<
p
2h erf

ullt.
Im folgenden sei K = f(0; 0); (1; 0); ( 1; 0); (0; 1); (0; 1)g und rh 2  
h
ein fest
gew

ahlter Randpunkt. Die Menge frh + kh : k 2 Kg heit 5{Punkte{Stern{
Umgebung von rh. Jeweils drei Punkte dieser Umgebung geh

oren zur Menge  
h
.
Sind die

ubrigen zwei Punkte aus G
h
, dann besitzt das betrachtete Gebiet im Punkt
rh eine Innenecke. Geh

oren beide Punkte zur Menge IR
2
h
n(G
h
[ 
h
), dann bezeichnet
man den Gitterpunkt rh 2  
h
als Auenecke.
Lemma 1.9:

Andert sich der bei der achsenparallelen Verbindung aller Randgitter-
punkte entstehende Rand  
D
bei der Verfeinerung der Schrittweite nicht, dann
erh

alt man in jedem fest gew

ahlten inneren Gitterpunkt mh aus dem beschr

ankten
Gebiet G
h
die l
p
{Absch

atzung
kE
2
h
(mh  rh)   E(mh  rh)k
l
p
( 
h
)

(
C hj lnhj p = 1
C h
1=p
p > 1:
Beweis: Es sei h
o
 e
 1
eine beliebige Schrittweite. F

ur alle h  h
o
wird die Menge
der Punkte rh 2  
h
unterteilt in  
a
h
= frh 2  
h
: jmh  rhj  h
0
8mh 2 G
h
g und
 
b
h
= frh 2  
h
: jmh  rhj < h
0
8mh 2 G
h
g. Nach dem Beweis von Lemma 1.7 gilt
kE
2
h
(mh rh) E(mh rh)k
p
l
p
( 
h
)

X
rh2 
h

C h
jmh  rhj

p
h  C
1
h
p
+
X
rh2 
b
h

C h
jmh  rhj

p
h;
wobei die Konstante C
1
haupts

achlich von h
o
und der Bogenl

ange von  
D
abh

angt.
Weiterhin sei K
h
o
(mh) der Kreis mit dem Mittelpunkt mh und dem Radius h
o
. Zur
Absch

atzung der Summe
S =
X
rh2 
b
h
 
C h
jmh  rhj
!
p
h
werden drei F

alle unterschieden:
1. Das Innere des Kreises K
h
o
(mh)

uberdeckt nur ein Geradenst

uck von  
D
:
Es sei d = h mit  2 IN;   1 der minimale Abstand des Gitterpunktes mh zu den
Randpunkten von  
b
h
und 

das Maximum der Punkte  2 IN : (h)
2
+(h)
2
 h
2
o
.
In Analogie zum Beweis von Lemma 1.7 erh

alt man die Absch

atzung
S 

C


p
h + 2


X
s=1

C
p

2
+ s
2

p
h  C
p
h + 2C
p
[h
o
=h]
X
s=1
s
 p
h 
(
C
2
hj ln hj p = 1
C
3
h p > 1:
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2. Das Innere des Kreises K
h
o
(mh)

uberdeckt zwei Geradenst

ucke von  
D
, die in
einer Auenecke zusammenstoen:
Die Menge der Randpunkte von  
b
h
wird durch die beiden Geradenst

ucke in zwei
Teilmengen unterteilt. Dadurch erh

alt man eine spezielle Zerlegung der Summe S,
wobei jeder einzelne Summand wie im ersten Fall abgesch

atzt werden kann.
3. Das Innere des Kreises K
h
o
(mh)

uberdeckt zwei Geradenst

ucke von  
D
, die in
einer Innenecke zusammenstoen:
Liegt der Punkt mh auf der Verl

angerung von einem der Geradenst

ucke, dann gilt
S 

C


p
h+


X
s=1
 
C
p

2
+ s
2
!
p
h+
[h
o
=h] 
X
s=1

C
 + s

p
h
 C
p
h+ 2C
p
[h
o
=h]
X
s=1
s
 p
h 
(
C
2
hj lnhj p = 1
C
3
h p > 1:
Liegt der Punkt mh nicht auf der Verl

angerung dieser Geradenst

ucke, dann be-
zeichnet man mit d
1
beziehungsweise d
2
den minimalen Abstand des Punktes mh
zu den Geraden, die jeweils eines der beiden Geradenst

ucke enthalten. F

ur die ent-
sprechende l
p
{ Absch

atzung nutzt man die Analogie zum Fall 2
Die Fundamentall

osung der Helmholtzgleichung
Untersucht wird die Dierenzengleichung
  (

h
+ 
2
)E
h
(x) =   (D
 1
D
1
+D
 2
D
2
  h
2
D
 1
D
1
D
 2
D
2
+ 
2
)E
h
(x) = 
h
(x)
f

ur x = (l
1
h; l
2
h) 2 IR
2
h
. Bereits im Jahre 1949/50 konnte St

ohr [Stoe] eine L

osung
dieser Gleichung f

ur den Fall  = 0 angeben. Er charakterisierte das asymptotische
Verhalten der Fundamentall

osung und fand Rekursionsformeln zur Berechnung von
E
h
(x) in speziellen Gitterpunkten. Andreev und Kryakvina [AK] bewiesen, da
die Bedingung  >  1=2 notwendig und hinreichend f

ur die Elliptizit

at des Dif-
ferenzenoperators 

h
ist. Die Aktualit

at des Problems unterstreicht Zemla, indem
er in seiner Arbeit [Zem] aus dem Jahre 1995 die Existenz und Eindeutigkeit sowie
das asymptotische Verhalten der Fundamentall

osung E
h
(x) f

ur beliebiges  und
 >  1=2 untersucht.
Mit Hilfe der diskreten Fouriertransformation erh

alt man im Fall  = 0 die Funda-
mentall

osung
E
h
(l
1
h; l
2
h) =
1
(2)
2
=h
Z
 =h
=h
Z
 =h
e
 i(l
1
h
1
+l
2
h
2
)
d
2
  
2
d
1
d
2
:
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W
ahrend man die diskrete Fundamentall

osung des Laplaceoperators in den Gitter-
punkten auf der Hauptdiagonale aus endlich vielen Summanden berechnen kann,
gelingt es bei der Fundamentall

osung der Helmholtzgleichung nicht, entsprechende
Rekursionsformeln anzugeben. Lediglich die Integration bez

uglich einer Variablen
ist exakt ausf

uhrbar. Wie man dabei vorgehen kann, soll f

ur h = 1 und 
2
> 8 in
den Gitterpunkten (2n; 2n) mit n 2 IN [ f0g gezeigt werden.
Ausgangspunkt ist das Doppelintegral
1
(2)
2

Z
 

Z
 
e
 i(2n
1
+2n
2
)
4(sin
2

1
2
+ sin
2

2
2
)  
2
d
1
d
2
=
1

2

Z
0

Z
0
cos(2n
1
) cos(2n
2
)
4  2 cos 
1
  2 cos 
2
  
2
d
1
d
2
:
Das innere Integral kann man berechnen, indem man zur Abk

urzung die Schreibweise
a = 4   2 cos 
2
  
2
und b =  2 einf

uhrt und f

ur cos(2n
1
) die Darstellung
cos(2n
1
) = 1 
4n
2
2!
sin
2

1
+
4n
2
(4n
2
  2
2
)
4!
sin
4

1
 
4n
2
(4n
2
  2
2
)(4n
2
  4
2
)
6!
sin
6

1
+ : : :
benutzt. Nach Gradstein / Ryshik gilt

Z

1
=0
1
a+ b cos 
1
d
1
=  

p
a
2
  b
2

Z

1
=0
sin
2

1
a+ b cos 
1
d
1
=
 a
b
2

1  
s
1 
b
2
a
2

und f

ur m = 2k + 2 und k  1 erh

alt man

Z

1
=0
sin
m

1
a+ b cos 
1
d
1
= 2
m 2
a
b
2
k
X
=1
 
a
2
  b
2
 4b
2
!
 1
B

m+ 1  2
2
;
m+ 1   2
2

+
 
a
2
  b
2
 b
2
!
k
A
mit A =
 a
b
2

1  
s
1  
b
2
a
2

und der Beta{Funktion B(x; y) = 2
=2
Z
0
sin
2x 1
' cos
2y 1
'd':
Da die entstehenden Ausdr

ucke nicht geschlossen integrierbar sind, sollte f

ur die
Integration bez

uglich 
2
ein N

aherungsverfahren gew

ahlt werden, das hinreichend
genaue Werte liefert.
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Die Fundamentall

osung der biharmonischen Gleichung
Die Gleichung

h

h
E
h
(x) = 
h
(x) mit x = (x
1
; x
2
) = (l
1
h; l
2
h) 2 IR
2
h
besitzt auf Grund der Ordnung des Dierenzenoperators keine eindeutige L

osung.
Eine der Fundamentall

osungen hat die Gestalt
E
h
(x) =
1
(2)
2
Z
2Q
h
e
 ix
  1 + 2
 1
(x)
2
d
4
d
mit x = x
1

1
+ x
2

2
. Bei dieser Darstellung wird das urspr

unglich mit Hilfe der
diskreten Fouriertransformation erzielte Integral nach der Methode von Thom

ee
regularisiert, indem vom Ausdruck e
 iu
mit u = x
1

1
+ x
2

2
die ersten Glieder der
Taylorreihe subtrahiert werden. Auf Grund der Struktur der diskreten Fundamen-
tall

osung k

onnen dabei alle Glieder ungerader Ordnung weggelassen werden. Neben
dieser Art der Regularisierung des Fourierintegrals erh

alt man auch durch
E
s
h
(x) =
1
(2)
2
Z
2Q
h
e
 ix
  1 + 2
 1
(A(x; ))
2
d
4
d
mit A(x; ) = x
1
sin(
1
) + x
2
sin(
2
) eine Fundamentall

osung der diskreten bihar-
monischen Gleichung. Eine praktische M

oglichkeit zur Berechnung von E
s
h
(x) f

ur
die Gitterpunkte auf der Hauptdiagonale wird in der Arbeit von G

urlebeck und
Spr

oig [GS2] angegeben.
In Analogie zum Beweis von Lemma 1.1 untersuchte K

ahler [Kae] die Dierenz
zwischen den Fundamentall

osungen
E(x) =
1
(2)
2

Z
jj<1
e
 ix
  1   2
 1
(x)
2
jj
4
d +
Z
jj>1
e
 ix
jj
4
d

und
E
1
h
(x) =
1
(2)
2

Z
jj<1
e
 ix
  1   2
 1
(x)
2
d
4
d +
Z
jj>1;2Q
h
e
 ix
d
4
d

:
Aus der Ungleichung
jE(x)  E
1
h
(x)j  C
1
h
2
jxj
2
+ C
2
hjxj
 1
+ C
3
h
3
erh

alt er im beschr

ankten Gebiet G
h
die l
p
{Absch

atzung
kE(x)  E
1
h
(x)k
l
p
(G
h
)

8
>
>
<
>
:
C h 1  p < 2
C h
q
j lnhj p = 2
C h
2=p
p > 2:
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Fundamentall

osungen diskreter Cauchy-Riemann-Operatoren
Approximationen des Cauchy-Riemann-Operators erh

alt man durch die diskreten
Operatoren D
+
h
und D
 
h
mit
D
+
h
u
k;j
h
=
1  i
2h

u
k+1;j+1
h
  u
k;j
h

+
1 + i
2h

u
k;j+1
h
  u
k+1;j
h

und
D
 
h
u
k;j
h
=
1 + i
2h

u
k;j
h
  u
k 1;j 1
h

+
1   i
2h

u
k 1;j
h
  u
k;j 1
h

;
wobei i die imagin

are Einheit sei und in den Gitterpunkten x = (x
1
; x
2
) = (kh; jh)
u
k;j
h
:= u
h
(kh; jh) gilt. F

ur h! 0 kann man zeigen, da D
+
h
gegen ( i)

@
@x
1
+ i
@
@x
2

und D
 
h
gegen i

@
@x
1
  i
@
@x
2

konvergiert. Im folgenden wird die Dierenzengleichung
D
+
h
E
+
h
(kh; jh) =
(
h
 2
k = j = 0
0 sonst
(1.12)
betrachtet. G

urlebeck berechnet die diskrete Fundamentall

osung E
+
h
(kh; jh) in
der Arbeit [Gue1] mit Hilfe der Beziehung
E
+
h
(kh; jh) =  D
 
h
~
E
h
(kh; jh); (1.13)
wobei
~
E
h
k;j
:=
~
E
h
(kh; jh) eine L

osung der Gleichung
 
~

h
~
E
h
k;j
=
1
2h
2

4
~
E
h
k;j
 
~
E
h
k+1;j+1
 
~
E
h
k+1;j 1
 
~
E
h
k 1;j+1
 
~
E
h
k 1;j 1

=  D
+
h
D
 
h
~
E
h
k;j
=
(
h
 2
k = j = 0
0 sonst
(1.14)
ist. Im Fall h = 1 erh

alt er als L

osung der diskreten Laplacegleichung
~
E
1
(k; j) =
1
8
2

Z

1
= 

Z

2
= 
cosk
1
cos j
2
 
1+( 1)
k+j
2
 
1 ( 1)
k+j
4
(cos 
1
+ cos 
2
)
1  cos 
1
cos 
2
d
1
d
2
und die von ihm angegebene Fundamentall

osung E
+
1
(k; j) hat die Gestalt
E
+
1
(k; j) = E
+
11
(k; j) + E
+
12
(k; j) (1.15)
mit
E
+
11
(k; j) =  
1
8
2
1 + i
2

Z

1
= 

Z

2
= 
cos k
1
cos j
2
  cos (k   1)
1
cos (j   1)
2
1  cos 
1
cos 
2
d
1
d
2
und
E
+
12
(k; j) =  
1
8
2
1   i
2

Z

1
= 

Z

2
= 
cos (k   1)
1
cos j
2
  cos k
1
cos (j   1)
2
1  cos 
1
cos 
2
d
1
d
2
:
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G
urlebeck erw

ahnt, da die diskrete Fundamentall

osung E
+
1
(k; j) mit Hilfe der
Formel t
 1
E
+
h=t
(x
1
=t; x
2
=t) = E
+
h
(x
1
; x
2
) auf verschiedene Gitter umgerechnet wer-
den kann. Dar

uber hinaus charakterisiert er das Konvergenzverhalten der Funda-
mentall

osung E
+
h
(kh; jh) f

ur h! 0 in den Punkten ((k + 0:5)h; (j + 0:5)h).
Der Laplaceoperator
~

h
ist im Unterschied zu dem bisher betrachteten Operator 
h
wesentlich besser zur Beschreibung der funktionentheoretischen Eigenschaften geeig-
net. Dies belegen auch die Arbeiten von Duffin [Du1] und Sobolev [So1],[So2].
Interessant ist der Zusammenhang zwischen den Fundamentall

osungen der beiden
Dierenzenoperatoren. Bezeichnet man mit E
1
(k; j) die Fundamentall

osung (1.2)
der Laplacegleichung, dann erh

alt man auf dem geraden Gitter k + j = 2s; s 2 Z
die Umrechnungsvorschrift
1
4
2

Z

1
= 

Z

2
= 
e
 i(
k+j
2

1
+
j k
2

2
)
  1
4

sin
2

1
2
+ sin
2

2
2

d
1
d
2
=
1
16
2

Z

1
= 

Z

2
= 
e
 i(k
1
+j
2
)
  1
1   cos 
1
cos 
2
d
1
d
2
:
Diese Beziehung kann auch in der Form E
1
(
k+j
2
;
j k
2
) :=
1
2
E

1
(k; j) geschrieben wer-
den, wobei sich die L

osung E

1
(k; j) der Gleichung (1.14) von der von G

urlebeck
berechneten Fundamentall

osung
~
E
1
(k; j) durch den Regularisierungsanteil unter-
scheidet. Auf dem ungeraden Gitter k + j = 2s + 1; s 2 Z sei E

1
(k; j) = 0.
Nach Gleichung (1.15) gilt f

ur die Fundamentall

osung E
+
1
(k; j)
E
+
1
(k; j) =  
1 + i
2
(E

1
(k; j) E

1
(k   1; j   1)) = E
+
11
(k; j) f

ur k + j = 2s und
E
+
1
(k; j) =  
1  i
2
(E

1
(k   1; j)  E

1
(k; j   1)) = E
+
12
(k; j) f

ur k + j = 2s+ 1:
Da die diskrete Fundamentall

osung E
+
1
(k; j) eindeutig bestimmt ist, mu auf dem
geraden bzw. ungeraden Gitter jeweils ein Summand aus der Darstellung (1.15)
identisch Null sein. Der Beweis soll f

ur den Spezialfall k + j = 2s gef

uhrt werden.
Untersucht wird der Ausdruck I
1
= 4

R

1
=0

R

2
=0
cos (k 1)
1
cos j
2
 cos k
1
cos (j 1)
2
1 cos 
1
cos 
2
d
1
d
2
:
Zerlegt man das Integral

uber 
2
an der Stelle 
2
=  
1
in zwei Teilintegrale, dann
erh

alt man mit Hilfe der Transformation v =   
1
und w =   
2
die Beziehung

Z

1
=0

Z

2
= 
1
cos (k   1)
1
cos j
2
  cos k
1
cos (j   1)
2
1  cos 
1
cos 
2
d
1
d
2
=

Z
v=0
 v
Z
w=0
( 1)
k+j 1
cos (k   1)v cos jw   cos kv cos (j   1)w
1  cos v cosw
dv dw :
Ersetzt man anschlieend v durch 
1
und w durch 
2
, dann ergibt sich auf dem
geraden Gitter I
1
= 0:
Indem man zur Berechnung von E
+
1
(k; j) die Fundamentall

osung des diskreten La-
placeoperators heranzieht, kann man auch die M

oglichkeit der einfachen numerischen
Realisierung nutzen.
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1.2.2 Fundamentall

osungen f

ur Gleichungssysteme
Die Fundamentall

osung des Lame{Systems
In den Gitterpunkten x 2 IR
3
h
wird die L

osung
~
E
h
(x) = (E
1
h
(x); E
2
h
(x); E
3
h
(x)) des
Gleichungssystems

h
~
E
h
(x) + (+ ) grad
+
h
div
 
h
~
E
h
(x) =
~
S (1.16)
gesucht, wobei die rechte Seite
~
S die drei Vektoren (
h
(x); 0; 0) ; (0; 
h
(x); 0) und
(0; 0; 
h
(x)) mit

h
(x) =
(
h
 3
f

ur x = (0; 0; 0)
0 f

ur x 6= (0; 0; 0)
durchl

auft. Dabei sind die Lamekoezienten  und  konstant und f

ur die diskreten
Operatoren div
 
h
und grad
+
h
gilt
div
 
h
~
E
h
(x) = D
 1
E
1
h
(x) +D
 2
E
2
h
(x) +D
 3
E
3
h
(x) sowie
grad
+
h
div
 
h
~
E
h
(x) =

D
1
div
 
h
~
E
h
(x);D
2
div
 
h
~
E
h
(x);D
3
div
 
h
~
E
h
(x)

:
Im Fall
~
S = (
h
(x); 0; 0) kann man das Gleichungssystem (1.16) in der Form
A (
~
E
h
(x))
T
=
~
S
T
mit
A =
0
B
@

h
+ ( + )D
1
D
 1
(+ )D
1
D
 2
( + )D
1
D
 3
(+ )D
2
D
 1

h
+ ( + )D
2
D
 2
( + )D
2
D
 3
(+ )D
3
D
 1
(+ )D
3
D
 2

h
+ (+ )D
3
D
 3
1
C
A
schreiben, wobei mit (
~
E
h
(x))
T
und
~
S
T
die zu
~
E
h
(x) bzw.
~
S transponierten Vekto-
ren bezeichnet werden. Unter Verwendung der Eigenschaften 10 - 13 der diskreten
Fouriertransformation erh

alt man f

ur dieses System die L

osung
E
i
h
(x) = (2)
 3=2
R
h
F
 
(+ )
( + 2)

 i

1
d
4
 

ij
d
2
!
; i = 1; 2; 3 ; j = 1
mit

ij
=
(
1 f

ur i = j
0 f

ur i 6= j:
Analog gilt f

ur
~
S = (0; 
h
(x); 0)
E
i
h
(x) = (2)
 3=2
R
h
F
 
(+ )
( + 2)

 i

2
d
4
 

ij
d
2
!
; i = 1; 2; 3 ; j = 2
und f

ur
~
S = (0; 0; 
h
(x))
E
i
h
(x) = (2)
 3=2
R
h
F
 
( + )
( + 2)

 i

3
d
4
 

ij
d
2
!
; i = 1; 2; 3 ; j = 3:
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Im weiteren soll eine M

oglichkeit der Berechnung von
~
E
h
(x) vorgestellt werden. Das
Prinzip wird am Spezialfall
~
S = (
h
(x); 0; 0) erl

autert. Es sei e
j
der j{te Einheits-
vektor im Raum IR
3
und
rot
+
h
~
E
h
(x) =







e
1
e
2
e
3
D
1
D
2
D
3
E
1
h
(x) E
2
h
(x) E
3
h
(x)







:
Durch einfache Umrechnungen kann man beweisen, da
~
E
h
(x) eine L

osung des
Gleichungssystems
div
 
h
~
E
h
(x) =  (2)
 3=2
1
 + 2
D
 1
R
h
F

1
d
2

(1.17)
rot
+
h
~
E
h
(x) =  (2)
 3=2
1

rot
+
h
~v mit ~v =

R
h
F

1
d
2

; 0; 0

ist, wobei die rechte Seite von der diskreten Fundamentall

osung (2)
 3=2
R
h
F (
1
d
2
)
des Laplaceoperators abh

angt. Wird der Vektor
~
E
h
(x) = (0; E
1
h
(x); E
2
h
(x); E
3
h
(x)) als
ein Element des Raumes IR
4
mit den Einheitsvektoren e

j
; j = 0; 1; 2; 3 betrachtet,
dann entspricht diesem Vektor nach [GS1] das Quaternion E
h
(x) =
3
P
j=1
E
j
h
(x) e

j
.
Die Gleichung
D
h
E
h
(x) :=

 div
 
h
E
h
(x)

e

0
+ rot
+
h
E
h
(x) (1.18)
ist ein diskretes Analogon der Operatorgleichung
DE(x) = ( div E(x)) e

0
+ rot E(x); E(x) =
3
X
j=1
E
j
(x) e

j
;
wobei der Operator D =
3
P
j=1
@
@x
j
e

j
als Dirac{Operator bezeichnet wird.
Die Beziehungen (1.17) und (1.18) zeigen, da
~
E
h
(x) die L

osung einer diskreten
Dirac{Gleichung mit spezieller rechter Seite ist. Sinnvoll sind die

Uberlegungen je-
doch nur dann, wenn die diskrete Dirac{Gleichung auch gel

ost werden kann.
Fundamentall

osung des Systems der elastischen Schwingungsgleichungen
Als Verallgemeinerung des Systems (1.16) wird das Gleichungssystem

h
~
E
h
(x) + (+ ) grad
+
h
div
 
h
~
E
h
(x) + %!
2
~
E
h
(x) =
~
S
mit den konstanten Koezienten ; ; % und ! betrachtet. In Analogie zum Lame{
System erh

alt man im Fall
~
S = (
h
(x); 0; 0) die L

osung
E
i
h
(x) = (2)
 3=2
R
h
F
 
(+ ) 
 i

1
(d
2
  %!
2
)((+ 2)d
2
  %!
2
)
 

ij
d
2
  %!
2
!
j = 1;
i = 1; 2; 3:
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Analog gilt f

ur
~
S = (0; 
h
(x); 0)
E
i
h
(x) = (2)
 3=2
R
h
F
 
(+ ) 
 i

2
(d
2
  %!
2
)((+ 2)d
2
  %!
2
)
 

ij
d
2
  %!
2
!
j = 2;
i = 1; 2; 3;
sowie f

ur
~
S = (0; 0; 
h
(x))
E
i
h
(x) = (2)
 3=2
R
h
F
 
(+ ) 
 i

3
(d
2
  %!
2
)((+ 2)d
2
  %!
2
)
 

ij
d
2
  %!
2
!
j = 3;
i = 1; 2; 3:
Hinsichtlich der praktischen Realisierung kann
~
E
h
(x) mit Hilfe der L

osung zweier
diskreter Dirac{Gleichungen darstellt werden. Erl

autert wird diese M

oglichkeit am
Spezialfall
~
S = (
h
(x); 0; 0).
Ausgehend von der Darstellung
~
E
h
(x) =
~
E
h1
(x) 
~
E
h2
(x) mit
E
i
h1
(x) = (2)
 3=2
R
h
F


 i

1
  
i1
d
2
d
2
(d
2
  %!
2
)

und
E
i
h2
(x) = (2)
 3=2
R
h
F


 i

1
d
2
((+ 2)d
2
  %!
2
)

i = 1; 2; 3
gilt f

ur die einzelnen Vektoren
div
 
h
~
E
h1
(x) = 0
rot
+
h
~
E
h1
(x) =   (2)
 3=2
1

rot
+
h
~v mit ~v =

R
h
F

1
d
2
  %!
2

 1

; 0; 0

und
div
 
h
~
E
h2
(x) = (2)
 3=2
1
+ 2
D
 1
R
h
F

1
d
2
  %!
2
( + 2)
 1

rot
+
h
~
E
h2
(x) =
~
0:
Die rechte Seite dieser Gleichungen h

angt speziell von den Fundamentall

osungen
  (2)
 3=2
R
h
F

1
d
2
  %!
2

 1

und   (2)
 3=2
R
h
F

1
d
2
  %!
2
(+ 2)
 1

der Helmholtzgleichung ab, wobei 
2
= %!
2

 1
bzw. 
2
= %!
2
( + 2)
 1
gilt.
Die Fundamentall

osung der Gleichungen der statischen Momente
Die Vektoren
~
E
a
h
(x) = (E
a1
h
(x); E
a2
h
(x); E
a3
h
(x)) und
~
E
b
h
(x) = (E
b1
h
(x); E
b2
h
(x); E
b3
h
(x))
beschreiben die Fundamentall

osung des Systems
(+ a)
h
~
E
a
h
(x) + (+    a)grad
+
h
div
 
h
~
E
a
h
(x) + 2a rot
 
h
~
E
b
h
(x) =
~
S (1.19)
( + )
h
~
E
b
h
(x) + ("+    )grad
 
h
div
+
h
~
E
b
h
(x) + 2a rot
+
h
~
E
a
h
(x)  4a
~
E
b
h
(x) =
~
V
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in den Gitterpunkten x 2 IR
3
h
; wenn jeweils ein Vektor der rechten Seite die
M

oglichkeiten (
h
(x); 0; 0) ; (0; 
h
(x); 0) und (0; 0; 
h
(x)) durchl

auft und der andere
identisch Null ist. Die Koezienten ; a; ; ;  und " gen

ugen den Bedingungen
 > 0; +2 > 0; a > 0; " > 0; "+2 > 0 und  > 0: Ersetzt man in der Denition
von grad
+
h
; div
 
h
und rot
+
h
die Dierenzenoperatoren D
j
durch D
 j
und umgekehrt,
dann entspricht dies den Operatoren grad
 
h
; div
+
h
und rot
 
h
. Das System (1.19) kann
in der Form
 
A B
C D
! 
(
~
E
a
h
(x))
T
(
~
E
b
h
(x))
T
!
=
 
~
S
T
~
V
T
!
geschrieben werden, wobei f

ur die 3 3{ Matrizen A; B; C und D gilt
A
ij
= (+ a) 
ij

h
+ (+   a)D
i
D
 j
;
D
ij
= ( 4a+ ( + )
h
) 
ij
+ ("+    )D
 i
D
j
; i; j = 1; 2; 3 ;
B = 2a
0
B
@
0  D
 3
D
 2
D
 3
0  D
 1
 D
 2
D
 1
0
1
C
A
und C = 2a
0
B
@
0  D
3
D
2
D
3
0  D
1
 D
2
D
1
0
1
C
A
:
Die mit Hilfe der diskreten Fouriertransformation berechneten Fundamentall

osungen
ndet man in der Tabelle 1. Verwendet werden die Bezeichnungen
s =
1
( + a)( + )d
2
+ 4a
; t =
 + 
( + 2)d
4
; w =
2as
d
2
; 
ij
=
(
1 i = j
0 i 6= j;
u =
1
d
2
(4a+ d
2
("+ 2))
; p =
a( + )s

; z = ( + a)s:
Fall L

osung (i = 1; 2; 3)
~
S = (
h
(x); 0; 0) E
ai
h
(x) = (2)
 3=2
R
h
F

( 
1
d
2
+ p)
i1
+ 
1

 i
(t 
p
d
2
)

~
V = (0; 0; 0)
~
E
b
h
(x) = (2)
 3=2
(0; R
h
F (w 
 3
); R
h
F ( w 
 2
))
~
S = (0; 
h
(x); 0) E
ai
h
(x) = (2)
 3=2
R
h
F

( 
1
d
2
+ p)
i2
+ 
2

 i
(t 
p
d
2
)

~
V = (0; 0; 0)
~
E
b
h
(x) = (2)
 3=2
(R
h
F ( w 
 3
); 0; R
h
F (w 
 1
))
~
S = (0; 0; 
h
(x)) E
ai
h
(x) = (2)
 3=2
R
h
F

( 
1
d
2
+ p)
i3
+ 
3

 i
(t 
p
d
2
)

~
V = (0; 0; 0)
~
E
b
h
(x) = (2)
 3=2
(R
h
F (w 
 2
); R
h
F ( w
 1
); 0)
~
S = (0; 0; 0)
~
E
a
h
(x) = (2)
 3=2
(0; R
h
F ( w 
3
); R
h
F (w 
2
))
~
V = (
h
(x); 0; 0) E
bi
h
(x) = (2)
 3=2
R
h
F

 z 
i1
  
i

 1
(u 
z
d
2
)

~
S = (0; 0; 0)
~
E
a
h
(x) = (2)
 3=2
(R
h
F (w
3
); 0; R
h
F ( w 
1
))
~
V = (0; 
h
(x); 0) E
bi
h
(x) = (2)
 3=2
R
h
F

 z 
i2
  
i

 2
(u 
z
d
2
)

~
S = (0; 0; 0)
~
E
a
h
(x) = (2)
 3=2
(R
h
F ( w
2
); R
h
F (w
1
); 0)
~
V = (0; 0; 
h
(x)) E
bi
h
(x) = (2)
 3=2
R
h
F

 z 
i3
  
i

 3
(u 
z
d
2
)

Tab.1
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Zus

atzlich kann die L

osung des Systems (1.19) durch diskrete Dirac{Gleichungen
bestimmt werden. Betrachtet wird der Spezialfall
~
S = (
h
(x); 0; 0) und
~
V = (0; 0; 0).
Aus der Zerlegung
~
E
a
h
(x) =
~
E
a
h1
(x) +
~
E
a
h2
(x) mit
E
ai
h1
(x) = (2)
 3=2
R
h
F

 

i1
d
2
+ 
1

 i
t

und
E
ai
h2
(x) = (2)
 3=2
R
h
F

p 
i1
  
1

 i
p
d
2

; i = 1; 2; 3
folgt
div
 
h
~
E
a
h1
(x) =   (2)
 3=2
1
+ 2
D
 1
R
h
F

1
d
2

rot
+
h
~
E
a
h1
(x) =   (2)
 3=2
1

rot
+
h
~v mit ~v =

R
h
F

1
d
2

; 0; 0

und
div
 
h
~
E
a
h2
(x) = 0
rot
+
h
~
E
a
h2
(x) = (2)
 3=2
a
( + a)
rot
+
h
~v mit ~v =

R
h
F

1
d
2
+
4a
(+a)(+)

; 0; 0

:
Dabei ist (2)
 3=2
R
h
F

1
d
2

die diskrete Fundamentall

osung des Laplaceoperators
und (2)
 3=2
R
h
F

1
d
2
+
4a
(+a)(+)

die Fundamentall

osung der Helmholtzgleichung.
F

ur
~
E
b
h
(x) gilt
div
+
h
~
E
b
h
(x) = 0
rot
 
h
~
E
b
h
(x) = ~c mit c
i
=
2a
(2)
3=2
R
h
F
 
(
 i

1
  
i1
d
2
) s
d
2
!
; i = 1; 2; 3:
Der Vektor ~c = (c
1
; c
2
; c
3
) auf der rechten Seite ist eine L

osung der Gleichungen
div
 
h
~c = 0
rot
+
h
~c =
 2a
(2)
3=2
( + a)( + )
rot
+
h
~v mit ~v =

R
h
F

1
d
2
+
4a
(+a)(+)

; 0; 0

:
Die Fundamentall

osung der Stokesgleichungen
F

ur alle x 2 IR
3
h
wird die aus dem Vektor
~
E
h
(x) = (E
1
h
(x); E
2
h
(x); E
3
h
(x)) und der
Funktion P
h
(x) bestehende L

osung der Gleichungen
 
h
~
E
h
(x) + grad
 
h
P
h
(x) =
~
S und div
+
h
~
E
h
(x) = K
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gesucht, wenn einerseits
~
S die Vektoren (
h
(x); 0; 0) ; (0; 
h
(x); 0) und (0; 0; 
h
(x))
durchl

auft und K identisch Null ist und andererseits
~
S =
~
0 und K = 
h
(x) gilt.
Mittels diskreter Fouriertransformation wurden die folgenden L

osungen berechnet:
Fall L

osung (i = 1; 2; 3)
~
S = (
h
(x); 0; 0) E
i
h
(x) = (2)
 3=2
R
h
F


i1
d
2
 

 1

i
d
4

K = 0 P
h
(x) =  (2)
 3=2
D
1
R
h
F

1
d
2

~
S = (0; 
h
(x); 0) E
i
h
(x) = (2)
 3=2
R
h
F


i2
d
2
 

 2

i
d
4

K = 0 P
h
(x) =  (2)
 3=2
D
2
R
h
F

1
d
2

~
S = (0; 0; 
h
(x)) E
i
h
(x) = (2)
 3=2
R
h
F


i3
d
2
 

 3

i
d
4

K = 0 P
h
(x) =  (2)
 3=2
D
3
R
h
F

1
d
2

~
S = (0; 0; 0) E
i
h
(x) =  (2)
 3=2
D
 i
R
h
F

1
d
2

K = 
h
(x) P
h
(x) =  
h
(x)
Tab.2
Im Spezialfall Fall
~
S = (
h
(x); 0; 0) und K = 0 ist der Vektor
~
E
h
(x) eine L

osung
der diskreten Dirac{Gleichungen
div
+
h
~
E
h
(x) = 0
rot
 
h
~
E
h
(x) = (2)
 3=2
1

rot
 
h
~v mit ~v =

R
h
F

1
d
2

; 0; 0

:
W

ahrend man in den F

allen
~
S = (0; 
h
(x); 0) und
~
S = (0; 0; 
h
(x)) ganz analoge
Darstellungen erh

alt, beruht die Berechnung von
~
E
h
(x) im Fall
~
S =
~
0 sowie von
P
h
(x) im Fall K = 0 direkt auf der Fundamentall

osung des diskreten Laplace-
operators.
Die Fundamentall

osung der Gleichungen der Elektrostatik { ein Spezial-
fall der Maxwell{Gleichungen
In den Gitterpunkten x 2 IR
3
h
hat die L

osung
~
E
h
(x) = (E
1
h
(x); E
2
h
(x); E
3
h
(x)) des
Gleichungssystems
div
+
h
~
E
h
(x) = 
h
(x)
rot
 
h
~
E
h
(x) =
~
0
die Gestalt
E
i
h
(x) =  (2)
 3=2
D
 i
R
h
F

1
d
2

; i = 1; 2; 3:
Auch in diesem Fall ist der Zusammenhang zur diskreten Fundamentall

osung des
Laplaceoperators deutlich zu erkennen.
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1.2.3 Instation

are Probleme
Die Fundamentall

osung der W

armeleitgleichung
Es sei I der identische Operator und h
t
> 0 die bez

uglich der Zeit gew

ahlte Schritt-
weite. F

ur die Dierenzenoperatoren D
t
und D
 t
gilt D
t
= h
 1
t
(V
t
  I) mit
V
t
v
h
(t) = v
h
(t+ h
t
) sowie D
 t
= h
 1
t
(I   V
 t
) mit V
 t
v
h
(t) = v
h
(t  h
t
):
In den Gitterpunkten (x; t) mit x = (x
1
; x
2
) 2 IR
2
h
und t 2 IR
1
h
wird die Dierenzen-
gleichung
(( a
2

h
+D
t
)E
h
)(x; t) = 
h;h
t
(x; t) = 
h
(x) 
h
t
(t) =
(
h
 2
h
 1
t
x
1
= x
2
= t = 0
0 sonst
untersucht. Die bez

uglich des Ortes Fourier{transformierte L

osung dieser Gleichung
hat im Quader Q
h
die Gestalt
(F
(x)
h
E
h
)(; t) = (2)
 1
(t) (1  a
2
d
2
h
t
)
t=h
t
 1
mit (t) =
(
1; t > 0
0; t  0
und aus der Transformation F
 1
h
= R
h
F resultiert die Operatorgleichung
E
h
(x; t) = (t)

(1 + a
2
h
t

h
)
t=h
t
 1

h

(x):
In der Arbeit [GH1] von G

urlebeck/Hommel wird das Konvergenzverhalten
der diskreten Fundamentall

osung analysiert. Dabei kann unter der Voraussetzung
C
 1
< h
t
=h
2
< (3
2
a
2
)
 1
gezeigt werden, da
kE
h
  S
h
t
R
h
Ek
l
1
(G
h
[0;1))
! 0 f

ur h! 0 und h
t
! 0
gilt, wenn
E(x; t) =
(t)
4a
2
t
e
 jxj
2
=(4a
2
t)
die kontinuierliche Fundamentall

osung und S
h
t
die Einschr

ankung dieser Fundamen-
tall

osung auf das Gitter bez

uglich der Zeit ist. Dar

uber hinaus seiG ein beschr

anktes
Gebiet, G
h
= (G \ IR
2
h
) das entsprechende diskrete Gebiet sowie C eine von h und
h
t
unabh

angige Konstante. F

ur den von G

urlebeck/Hommel gef

uhrten Beweis
ist die Bedingung an den Quotienten h
t
=h
2
notwendig und hinreichend.
Gleichzeitig enth

alt die Arbeit [GH1] ein Konvergenzresultat f

ur die Fundamen-
tall

osung der impliziten Dierenzengleichung
( a
2

h
E
h
)(x; t+ h
t
) + (D
t
E
h
)(x; t) = 
h;h
t
(x; t):
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Die Fundamentall

osung der Diusionsgleichung
F

ur x = (x
1
; x
2
) 2 IR
2
h
und t 2 IR
1
h
wird die L

osung der Dierenzengleichung
(( a
2

h
+D
t
  )E
h
)(x; t) = 
h;h
t
(x; t)
gesucht. In Analogie zur W

armeleitgleichung erh

alt man mit Hilfe der diskreten
Fouriertransformation die Darstellung
E
h
(x; t) = (t)

(1 +  h
t
+ a
2
h
t

h
)
t=h
t
 1

h

(x) :
Die Fundamentall

osung der Telegrafengleichung
Es sei x = (x
1
; x
2
; x
3
) 2 IR
3
h
und t 2 IR
1
h
. Untersucht wird die Dierenzengleichung
(( a
2

h
+D
 t
D
t
+a
1
D
t
+a
2
)E
h
)(x; t)=
h;h
t
(x; t) =
(
h
 3
h
 1
t
x
1
=x
2
=x
3
= t= 0
0 sonst:
Die in diesem Fall mittels diskreter Fouriertransformation bez

uglich des Ortes be-
rechnete Fundamentall

osung hat die Gestalt
E
h
(x; t) = (2)
 3=2
(t) R
h
F
(x)

h
t
i
p
D

(A+ iB)
t=h
t
  (A  iB)
t=h
t


:
Dabei sei
D = h
2
t
( 2 ( 2 + a
1
h
t
)( a
2
d
2
+ a
2
)  a
2
1
  h
2
t
(a
2
d
2
+ a
2
)
2
)
mit d
2
=
4
h
2
 
sin
2
h
1
2
+ sin
2
h
2
2
+ sin
2
h
3
2
!
;
A =
2 + a
1
h
t
  h
2
t
(a
2
d
2
+ a
2
)
2 (1 + a
1
h
t
)
und B =
p
D
2 (1 + a
1
h
t
)
:
Unter Verwendung des binomischen Satzes erh

alt man f

ur alle Gitterpunkte x 2 IR
3
h
und t = s h
t
2 IR
1
h
die Darstellung
E
h
(x; t) = (t)
h
t
1 + a
1
h
t
s
X
k=0
 
s
k
!
1  ( 1)
k
2


s k


2
 
1
1 + a
1
h
t

k 1
2

h

(x)
mit  =
2 + a
1
h
t
+ h
2
t
(a
2

h
  a
2
)
2 (1 + a
1
h
t
)
:
Die Wellengleichung ist ein Spezialfall dieser Gleichung mit den Koezienten
a
1
= a
2
= 0.
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1.2.4 Ausgew

ahlte kanonische Probleme
Mit der Betrachtung von einigen kanonischen Dierenzenrandwertproblemen soll die
Untersuchung diskreter Fundamentall

osungen abgeschlossen werden. Vermerkt sei,
da speziell auf diesem Gebiet aus der Literatur keine Aussagen bekannt sind.
Die Fundamentall

osung der Laplacegleichung im Halbraum
Der Punkt y = (y
1
; y
2
; y
3
) sei ein beliebig ausgew

ahlter Gitterpunkt aus dem Raum
IR
3+
h
= f(ih; jh; kh) : i; j 2 Z; k 2 INg: F

ur alle x = (x
1
; x
2
; x
3
) 2 IR
3+
h
wird die
L

osung der Gleichung
 
h
E
+
h
(x; y) = 
h
(x; y) =
(
h
 3
x = y
0 x 6= y
gesucht, wenn auf dem Rand x
3
= 0 die Bedingung E
+
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) = 0
erf

ullt ist. Bezeichnet man mit E
h
(x   y) die diskrete Fundamentall

osung im ge-
samten Raum IR
3
h
und mit y den Gitterpunkt (y
1
; y
2
; y
3
), dann gilt f

ur die zu
berechnende Fundamentall

osung E
+
h
(x; y)
E
+
h
(x; y) = E
h
(x  y) + aE
h
(x  y) :
Der Koezient a =  1 wird aus der Randbedingung und der Symmetrieeigenschaft
E
h
(x
1
  y
1
; x
2
  y
2
; x
3
  y
3
) = E
h
(x
1
  y
1
; x
2
  y
2
; y
3
  x
3
) bestimmt.
Ersetzt man die obige Randbedingung durch D
3
E
+
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) = 0; dann
erh

alt man f

ur die Fundamentall

osung im Halbraum die Darstellung
E
+
h
(x; y) = E
h
(x  y) + E
h
(x  y)  hD
 3
E
h
(x  y):
Die Fundamentall

osung der Laplacegleichung in einer Viertelebene
In den Gitterpunkten x 2 IR
2++
h
= f(ih; jh) : i; j 2 INg ist die Dierenzengleichung
 
h
E
++
h
(x; y) = 
h
(x; y) =
(
h
 2
x = y
0 x 6= y
zu l

osen, wenn y = (y
1
; y
2
) 2 IR
2++
h
ein fest ausgew

ahlter Gitterpunkt ist und auf den
beiden R

andern die Bedingungen E
++
h
(0; x
2
; y
1
; y
2
) = 0 und E
++
h
(x
1
; 0; y
1
; y
2
) = 0
erf

ullt sind. Ausgehend von der Fundamentall

osung E
h
(x  y) in der ganzen Ebene
w

ahlt man den Ansatz
E
++
h
(x; y) = E
h
(x  y) + aE
h
(x  y) + bE
h
(x  y
0
) + cE
h
(x  y
0
);
wobei in den einzelnen Quadranten y = (y
1
; y
2
); y = (y
1
; y
2
); y
0
= ( y
1
; y
2
)
und y
0
= ( y
1
; y
2
) gilt. Aus den Randbedingungen und der Symmetrieeigenschaft
E
h
(x
1
 y
1
; x
2
 y
2
) = E
h
(y
1
 x
1
; x
2
 y
2
) = E
h
(x
1
 y
1
; y
2
 x
2
) = E
h
(y
1
 x
1
; y
2
 x
2
)
folgt schlielich a = b =  1 und c = 1 .
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Zus

atzlich sind einige diskrete Fundamentall

osungen E
++
h
(x; y) berechnet worden,
die andere Randbedingungen erf

ullen. Die Resultate kann man der Tabelle 3 ent-
nehmen. Bei der Vorgabe von zentralen Dierenzen wird jeweils die Bezeichnung
D

i
= 2
 1
(D
i
+D
 i
); i = 1; 2 verwendet.
Randbedingungen Fundamentall

osung E
++
h
(x; y)
D
1
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y)  E
h
(x  y) + E
h
(x  y
0
) E
h
(x  y
0
)
E
++
h
(x
1
; 0; y
1
; y
2
) = 0 +hD
 1
E
h
(x  y
0
)  hD
 1
E
h
(x  y
0
)
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y) + E
h
(x  y)  E
h
(x  y
0
) E
h
(x  y
0
)
D
2
E
++
h
(x
1
; 0; y
1
; y
2
) = 0  hD
 2
E
h
(x  y) + hD
 2
E
h
(x  y
0
)
D
2
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y)  E
h
(x  y)  E
h
(x  y
0
) + E
h
(x  y
0
)
E
++
h
(x
1
; 0; y
1
; y
2
) = 0
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y)  E
h
(x  y)  E
h
(x  y
0
) + E
h
(x  y
0
)
D
1
E
++
h
(x
1
; 0; y
1
; y
2
) = 0
D

1
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y) + E
h
(x  y) + E
h
(x  y
0
) + E
h
(x  y
0
)
D

2
E
++
h
(x
1
; 0; y
1
; y
2
) = 0
D

2
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y)  E
h
(x  y)  E
h
(x  y
0
) + E
h
(x  y
0
)
D

1
E
++
h
(x
1
; 0; y
1
; y
2
) = 0
D
2
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y)  E
h
(x  y)  E
h
(x  y
0
) + E
h
(x  y
0
)
D
1
E
++
h
(x
1
; 0; y
1
; y
2
) = 0
D
1
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y)  E
h
(x  y) + E
h
(x  y
0
) E
h
(x  y
0
)
D
1
E
++
h
(x
1
; 0; y
1
; y
2
) = 0 +hD
 1
E
h
(x  y
0
)  hD
 1
E
h
(x  y
0
)
D
2
E
++
h
(0; x
2
; y
1
; y
2
) = 0 E
h
(x  y) + E
h
(x  y)  E
h
(x  y
0
) E
h
(x  y
0
)
D
2
E
++
h
(x
1
; 0; y
1
; y
2
) = 0  hD
 2
E
h
(x  y) + hD
 2
E
h
(x  y
0
)
Tab.3
Die Fundamentall

osung zweier gekoppelter Halbr

aume, in denen die dis-
krete Laplacegleichung erf

ullt ist
Es sei y 2 IR
3
h
= f(ih; jh;kh) : i; j 2 Z ; k 2 INg ein fest gew

ahlter Gitterpunkt
und IR
3
h
= IR
3
h
[ f(ih; jh; 0) : i; j 2 Zg: F

ur alle x 2 (IR
3+
h
[ IR
3 
h
) wird die
L

osung der Dierenzengleichung
 
h
^
E
h
(x; y) = 
h
(x; y)
gesucht, die den Randbedingungen
(1)
^
E
+
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) =
^
E
 
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) und
(2) 
1
D

3
^
E
+
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) = 
0
D

3
^
E
 
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
)
gen

ugt. Dabei gilt D

3
= 2
 1
(D
3
+D
 3
);
^
E
+
h
 IR
3+
h
und
^
E
+
h
=
^
E
h
8x 2 IR
3+
h
sowie
^
E
 
h
 IR
3 
h
und
^
E
 
h
=
^
E
h
8x 2 IR
3 
h
:
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Ausgehend von der diskreten Fundamentall

osung E
h
(x; y) im ganzen Raum IR
3
h
w

ahlt man den Ansatz
^
E
h
(x; y) =
(
E
h
(x  y) + aE
h
(x  y) f

ur x 2 IR
3+
h
bE
h
(x  y) f

ur x 2 IR
3 
h
und aus den Randbedingungen (1) und (2) folgt a =

1
 
0

1
+
0
und b =
2
1

1
+
0
.
Wenn der nicht ver

anderliche Gitterpunkt y, der auch als Quelle bezeichnet wird,
zur Menge IR
3 
h
geh

ort, dann erh

alt man die L

osung
^
E
h
(x; y) =
8
<
:
2
0

1
+
0
E
h
(x  y) f

ur x 2 IR
3+
h
E
h
(x  y) +

0
 
1

1
+
0
E
h
(x  y) f

ur x 2 IR
3 
h
:
Wird andererseits die Randbedingung (2) durch die Beziehung

1
D
3
^
E
+
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) = 
0
D
 3
^
E
 
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
)
ersetzt, dann gilt f

ur y 2 IR
3+
h
^
E
h
(x; y) =
8
<
:
E
h
(x  y) +

1
 
0

1
+
0
E
h
(x  y) 

1
h

1
+
0
D
 3
E
h
(x  y) f

ur x 2 IR
3+
h
2
1

1
+
0
E
h
(x  y) +

1
h

1
+
0
D
3
E
h
(x  y) f

ur x 2 IR
3 
h
;
und f

ur y 2 IR
3 
h
^
E
h
(x; y) =
8
<
:
2
0

1
+
0
E
h
(x  y) 

0
h

1
+
0
D
 3
E
h
(x  y) f

ur x 2 IR
3+
h
E
h
(x  y) +

0
 
1

1
+
0
E
h
(x  y) +

0
h

1
+
0
D
3
E
h
(x  y) f

ur x 2 IR
3 
h
:
Zur Berechnung der diskreten Fundamentall

osung in zwei gekoppelten Halbr

aumen,
in denen die Helmholtzgleichung oder eine der instation

aren Gleichungen erf

ullt
ist, kann die vorgestellte Methode auch verwendet werden. In diesen F

allen gilt f

ur
die Fouriertransformierten der zum ganzen Raum geh

orenden Fundamentall

osungen
(F
h
E
h
)(
1
; 
2
; 
3
) = (F
h
E
h
)( 
1
; 
2
; 
3
) = (F
h
E
h
)(
1
; 
2
; 
3
) = (F
h
E
h
)(
1
; 
2
; 
3
);
so da die Symmetrieeigenschaft
E
h
(x
1
; x
2
; x
3
) = E
h
( x
1
; x
2
; x
3
) = E
h
(x
1
; x
2
; x
3
) = E
h
(x
1
; x
2
; x
3
)
=
8
(2)
3=2
R
h
=h
Z
0
=h
Z
0
=h
Z
0
(F
h
E
h
)(
1
; 
2
; 
3
) cos(x
1

1
) cos(x
2

2
) cos(x
3

3
) d
1
d
2
d
3
zur Bestimmung der Koezienten im entsprechenden Ansatz genutzt werden kann.
In diesem Kapitel wurden jedoch auch diskrete Fundamentall

osungen berechnet, die
diese Symmetrieeigenschaft nicht besitzen. Am Beispiel der Lameschen Gleichungen
soll f

ur einen dieser F

alle eine M

oglichkeit zur Berechnung der Fundamentall

osung
in zwei gekoppelten Halbr

aumen angegeben werden.
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Die Fundamentall

osung f

ur zwei gekoppelte Halbr

aume, in denen die
Lameschen Gleichungen erf

ullt sind
Es sei y 2 IR
3+
h
ein fest gew

ahlter Gitterpunkt. Gesucht wird die Fundamentall

osung
~
^
E
h
(x; y) = (
^
E
1
h
(x; y);
^
E
2
h
(x; y);
^
E
3
h
(x; y)) der Gleichungen

h
~
^
E
h
(x; y) + ( + ) grad
+
h
div
 
h
~
^
E
h
(x; y) =
~
S f

ur x 2 IR
3+
h

h
~
^
E
h
(x; y) + ( + ) grad
 
h
div
+
h
~
^
E
h
(x; y) =
~
0 f

ur x 2 IR
3 
h
mit der rechten Seite
~
S aus der Menge f(
h
(x; y); 0; 0); (0; 
h
(x; y); 0); (0; 0; 
h
(x; y)g
und den Randbedingungen
(1)
^
E
i+
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) =
^
E
i 
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) und
(2) 
1
D

3
^
E
i+
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
) = 
0
D

3
^
E
i 
h
(x
1
; x
2
; 0; y
1
; y
2
; y
3
); i = 1; 2; 3 :
Insbesondere soll der Fall
~
S = (
h
(x; y); 0; 0) untersucht werden. Betrachtet man
die obigen Dierenzengleichungen im gesamten Raum IR
3
h
und w

ahlt man in beiden
F

allen als rechte Seite
~
S = (
h
(x; y); 0; 0); dann erh

alt man im Bildbereich der
diskreten Fouriertransformation die L

osungen
(F
h
E
i
h1
)() = (2)
 3=2
 
+ 
 ( + 2)

 i

1
d
4
 

i1
d
2
!
und
(F
h
E
i
h2
)() = (2)
 3=2
 
+ 
 ( + 2)

i

 1
d
4
 

i1
d
2
!
i = 1; 2; 3
mit 
 i
= h
 1
(1   e
 ih
i
) . Eine einfache Substitution zeigt, da
(F F
h
E
i
h1
) (x  y) = (F F
h
E
i
h2
) (y   x) i = 1; 2; 3 (1.20)
gilt. Zur Bestimmung der L

osung
~
^
E
h
(x; y) wird der Ansatz
~
^
E
h
(x; y) =
(
~
E
h1
(x  y) + a
~
E
h1
(x  y) f

ur x 2 IR
3+
h
b
~
E
h2
(y   x) f

ur x 2 IR
3 
h
mit
~
E
h1
(x  y) =
~
E
h1
(x
1
 y
1
; x
2
 y
2
; x
3
 y
3
) gew

ahlt. Aus den Randbedingungen
und der Beziehung (1:20) folgt a =

1
 
0

1
+
0
und b =
2
1

1
+
0
: Im Fall y 2 IR
3 
h
resultiert
aus dem Ansatz
~
^
E
h
(x; y) =
(
c
~
E
h1
(y   x) f

ur x 2 IR
3+
h
~
E
h2
(x  y) + d
~
E
h2
(x  y) f

ur x 2 IR
3 
h
c =
2
0

1
+
0
und d =

0
 
1

1
+
0
: Dabei gilt (F F
h
E
i
h1
) (y   x) = (F F
h
E
i
h2
) (x   y) f

ur
alle i = 1; 2; 3 und
~
E
h2
(x  y) =
~
E
h2
(x
1
  y
1
; x
2
  y
2
; x
3
  y
3
):
Auf analoge Weise kann die Fundamentall

osung f

ur die Dierenzengleichungen mit
den rechten Seiten
~
S = (0; 
h
(x; y); 0) und
~
S = (0; 0; 
h
(x; y)) bestimmt werden.
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Die Fundamentall

osung f

ur vier gekoppelte Viertelebenen, in denen die
Laplacegleichung erf

ullt ist
Zur Abk

urzung werden die zu den vier Viertelebenen geh

orenden Gitterpunkt-
mengen in der Form IR
2+
h
= IR
2++
h
[ IR
2 +
h
= f(ih; jh) : i; j 2 INg und
IR
2 
h
= IR
2+ 
h
[ IR
2  
h
= f(ih; jh) : i; j 2 INg geschrieben. Gesucht wird
f

ur alle Punkte x 2 (IR
2+
h
[ IR
2 
h
) und einen festen Punkt y 2 IR
2++
h
die L

osung
der Dierenzengleichung
 
h
^
E
h
(x; y) = 
h
(x; y);
die auf den einzelnen R

andern den Bedingungen
^
E
++
h
(x
1
; 0; y
1
; y
2
) =
^
E
+ 
h
(x
1
; 0; y
1
; y
2
)
^
E
++
h
(0; x
2
; y
1
; y
2
) =
^
E
 +
h
(0; x
2
; y
1
; y
2
)
^
E
 +
h
(x
1
; 0; y
1
; y
2
) =
^
E
  
h
(x
1
; 0; y
1
; y
2
)
^
E
+ 
h
(0; x
2
; y
1
; y
2
) =
^
E
  
h
(0; x
2
; y
1
; y
2
)

1
D

2
^
E
++
h
(x
1
; 0; y
1
; y
2
) = 
4
D

2
^
E
+ 
h
(x
1
; 0; y
1
; y
2
)

1
D

1
^
E
++
h
(0; x
2
; y
1
; y
2
) = 
2
D

1
^
E
 +
h
(0; x
2
; y
1
; y
2
)

2
D

2
^
E
 +
h
(x
1
; 0; y
1
; y
2
) = 
3
D

2
^
E
  
h
(x
1
; 0; y
1
; y
2
)

4
D

1
^
E
+ 
h
(0; x
2
; y
1
; y
2
) = 
3
D

1
^
E
  
h
(0; x
2
; y
1
; y
2
)
gen

ugt. Die neben den zentralen Dierenzen D

1
und D

2
verwendeten Bezeichnungen
kann man der Abbildung 2 entnehmen.
-
6
x
1
x
2
q
y
q
y
q
y
0
q
y
0

1
^
E
++
h

4
^
E
+ 
h

2
^
E
 +
h

3
^
E
  
h
Abb. 2
Ausgehend von der Fundamentall

osung E
h
auf dem gesamten Gitter IR
2
h
und der
Gestalt der Fundamentall

osung in einer Viertelebene w

ahlt man den L

osungsansatz
^
E
h
(x; y) =
8
>
>
>
<
>
>
>
:
E
h
(x  y) + a
1
E
h
(x  y) + b
1
E
h
(x  y
0
) + c
1
E
h
(x  y
0
) x 2 IR
2++
h
a
2
E
h
(x  y) + b
2
E
h
(x  y) + c
2
E
h
(x  y
0
) x 2 IR
2 +
h
a
3
E
h
(x  y) + b
3
E
h
(x  y
0
) + c
3
E
h
(x  y
0
) x 2 IR
2+ 
h
a
4
E
h
(x  y) + b
4
E
h
(x  y) + c
4
E
h
(x  y
0
) x 2 IR
2  
h
:
Dabei gilt IR
2+
h
= IR
2++
h
[ IR
2 +
h
= IR
2+
h
[ f( ih; 0) : i 2 INg[f(0; jh) : j 2 INg
und IR
2 
h
= IR
2+ 
h
[IR
2  
h
= IR
2 
h
[ f( ih; 0) : i 2 INg[f(0; jh) : j 2 INg: Die
Koezienten a
i
; b
i
und c
i
; i = 1; 2; 3; 4 werden aus den Randbedingungen und der
Eigenschaft E
h
(x
1
; x
2
) = E
h
( x
1
; x
2
) = E
h
(x
1
; x
2
) = E
h
( x
1
; x
2
) bestimmt.
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Unter der Zusatzbedingung 
1

3
= 
2

4
hat das entstehende Gleichungssystem
die L

osung
a
1
=

1
 
4

1
+
4
; a
2
=
2
1

1
+
2
; a
3
=
2
1

1
+
4
; a
4
=
2
1

1
+
2
2
1

1
+
4
;
b
1
=

1
 
2

1
+
2
; b
2
=
2
1

1
+
2

1
 
4

1
+
4
; b
3
=
2
1

1
+
4

1
 
2

1
+
2
; b
4
= 0 ;
c
1
=

1
 
4

1
+
4

1
 
2

1
+
2
; c
2
= 0 ; c
3
= 0 ; c
4
= 0 :
Liegt der Gitterpunkt y in einem anderen Quadranten, dann kann die gesuchte
Fundamentall

osung in gleicher Weise berechnet werden.
Die soeben berechnete Fundamentall

osung
^
E
h
(x; y) kann man auch benutzen, um
die L

osung der folgenden Randwertprobleme zu bestimmen.
Der Abbildung 3 entsprechend wird f

ur x 2 (IR
2++
h
[IR
2 +
h
) und einen ausgew

ahlten
Gitterpunkt y 2 IR
2++
h
die L

osung der Dierenzengleichung
 
h
^
E
hi
(x; y) = 
h
(x; y); i = 1; 2
gesucht, die im Fall i = 1 den Randbedingungen
D

2
^
E
++
h1
(x
1
; 0; y
1
; y
2
) = 0;
^
E
++
h1
(0; x
2
; y
1
; y
2
) =
^
E
 +
h1
(0; x
2
; y
1
; y
2
);
D

2
^
E
 +
h1
(x
1
; 0; y
1
; y
2
) = 0; 
1
D

1
^
E
++
h1
(0; x
2
; y
1
; y
2
) = 
2
D

1
^
E
 +
h1
(0; x
2
; y
1
; y
2
)
und im Fall i = 2 den Bedingungen
^
E
++
h2
(x
1
; 0; y
1
; y
2
) = 0;
^
E
++
h2
(0; x
2
; y
1
; y
2
) =
^
E
 +
h2
(0; x
2
; y
1
; y
2
);
^
E
 +
h2
(x
1
; 0; y
1
; y
2
) = 0; 
1
D

1
^
E
++
h2
(0; x
2
; y
1
; y
2
) = 
2
D

1
^
E
 +
h2
(0; x
2
; y
1
; y
2
)
gen

ugt.
-
6
x
1
x
2
IR
2++
h
IR
2 +
h
Abb. 3
Die Parameter 
1
und 
2
sind durch die Randbedingungen festgelegt. Weiterhin
sei 
3
=

2

4

1
. Durch den Grenz

ubergang 
4
! 0 ergeben sich im Fall i = 1 aus
der obigen Darstellung f

ur
^
E
h
(x; y) in den Gitterpunkten x 2 (IR
2++
h
[ IR
2 +
h
) die
Koezienten
a
1
= 1; a
2
= b
2
=
2
1

1
+
2
; b
1
= c
1
=

1
 
2

1
+
2
; c
2
= 0:
Analog erh

alt man im Fall i = 2 f

ur 
4
!1
a
1
=  1; a
2
=   b
2
=
2
1

1
+
2
; b
1
=   c
1
=

1
 
2

1
+
2
; c
2
= 0:
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Der Abschnitt 1.2 soll deutlich machen, da man diskrete Fundamentall

osungen
f

ur Probleme unterschiedlichster Art berechnen kann. W

ahrend in vielen F

allen die
Analogie zu den kontinuierlichen L

osungen oensichtlich ist, haben vor allem die
Fundamentall

osungen der instation

aren Probleme ihre eigene Struktur. Erst durch
gezielte Konvergenzuntersuchungen erkennt man auch hier die enge Verwandtschaft
zwischen diskreter und kontinuierlicher L

osung.
Mittels diskreter Fouriertransformation und der dazugeh

origen R

ucktransformation
erh

alt man die zu bestimmenden diskreten Fundamentall

osungen zun

achst in Inte-
gralform. Speziell bei den im Abschnitt 1.2.2 betrachteten Gleichungssystemen sind
die erzielten Integraldarstellungen jedoch so kompliziert, da eine m

oglichst genaue
numerische Berechnung der Fundamentall

osungen schwierig ist. Aus diesem Grund
wird in der vorliegenden Arbeit auf andere Berechnungsm

oglichkeiten orientiert.
Die Grundidee besteht im L

osen von diskreten Dirac{Gleichungen, deren rechte Sei-
te meist von der Fundamentall

osung der Laplace{bzw. Helmholtzgleichung abh

angt.
Die Existenz und Eindeutigkeit der L

osung der diskreten Dirac{Gleichungen ist im
Rahmen dieser Arbeit nicht untersucht worden, da im folgenden haupts

achlich die
diskrete Fundamentall

osung der Laplacegleichung im Mittelpunkt steht. Eine genaue
Analyse dieser Gleichungen sollte deshalb als ein Schwerpunkt bei der zuk

unftigen
Arbeit mit den entsprechenden diskreten Fundamentall

osungen betrachtet werden.
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Kapitel 2
Theorie der Dierenzenpotentiale
Bereits seit Ende der 60{er Jahre besch

aftigt sich Ryabenkij mit der Konstruktion
von Dierenzenpotentialen und den damit verbundenen Methoden zur L

osung von
Dirichlet{ und Neumannproblemen. Das Ziel dieser Methoden besteht im L

osen von
linearen Gleichungssystemen auf dem Rand, bei denen die

Aquivalenz zum Aus-
gangsproblem gewahrt wird. Die Denition der Dierenzenpotentiale erfolgt im Zu-
sammenhang mit dem in der Einleitung zitierten Theorem von Seeley, wobei im
Kern der Potentiale die diskrete Fundamentall

osung oder Greensche Funktion steht.
Neben der

ublicherweise betrachteten Menge der Randgitterpunkte wird eine aus-
gew

ahlte Teilmenge der zum diskreten Gebiet geh

orenden inneren Gitterpunkte als
innere Randschicht bezeichnet. Auf diese Weise ist nicht nur eine einfache Denition
der diskreten Normalableitungen m

oglich, auch grundlegende potentialtheoretische
Eigenschaften k

onnen bewiesen werden. In der vorliegenden Arbeit wird vor allem
durch die Zerlegung des Dierenzenpotentials in ein diskretes Einfach{ und Doppel-
schichtpotential ein entscheidender qualitativer Fortschritt erzielt, der es erm

oglicht,
die Theorie der Dierenzenpotentiale weiter auszubauen. Dabei stehen haupts

achlich
Existenz{ und Eindeutigkeitss

atze zur L

osbarkeit der Dierenzenrandwertprobleme
im Mittelpunkt. Ein wichtiges Hilfsmittel zum Beweis dieser S

atze sind die dis-
kreten Greenschen Formeln. W

ahrend die von Ryabenkij beschriebene Methode
auf

uberbestimmte Gleichungssysteme f

uhrt, k

onnen die im folgenden betrachteten
Dierenzenrandwertprobleme durch geeignete Potentialans

atze unmittelbar gel

ost
werden. Da das gesamte Konzept nur f

ur die Laplacegleichung in der Ebene er-
arbeitet wird, sei betont, da eine

Ubertragung der grundlegenden Ideen auf andere
Problemstellungen m

oglich ist.
W

ahrend man einige der in diesem Kapitel vorgestellten Beweismethoden aus der
klassischen Theorie

ubertragen kann, ist an anderen Stellen eine v

ollig neue Heran-
gehensweise erforderlich. Besonders deutlich wird dies beim Fallen der Dierenzen-
ableitung einer diskret harmonischen Funktion u
h
(mh) im Unendlichen wie 1=jmhj
2
.
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Ein Beweis mittels Kelvintransformation entf

allt, da die G

ultigkeit der Aussage auf
dem Gitter IR
2
h
zu zeigen ist.
In Analogie zur klassischen Potentialtheorie in der Ebene spielt das ann

ahernd lo-
garithmische Verhalten der diskreten Fundamentall

osung eine entscheidende Rolle.
Der zweidimensionale Fall wird in dieser Arbeit untersucht, weil er einerseits im Ver-
gleich zum dreidimensionalen Fall der theoretisch anspruchsvollere ist und weil er
andererseits numerisch leichter zu bearbeiten und zu testen ist. Gerade in der Einheit
zwischen Theorie und praktischer Umsetzung liegt ein wesentlicher Vorteil der Me-
thode der Differenzenpotentiale, der in dieser Arbeit deutlich gemacht werden soll.
Bei r

aumlichen Problemen f

allt die diskrete Fundamentall

osung und auch deren Ab-
leitungen im Unendlichen, so da weder bei der Arbeit mit den Greenschen Formeln
noch bei der Bearbeitung von

aueren Randwertproblemen theoretische Schwierig-
keiten auftreten werden. Zu erwarten sind lediglich aufwendigere Darstellungen.
2.1 Diskrete Potentiale und Greensche Formeln
2.1.1 Grundlagen f

ur die Bearbeitung innerer Probleme
Es sei G  IR
2
ein beschr

anktes, einfach zusammenh

angendes Gebiet mit dem st

uck-
weise glatten Rand  ; M = fm = (m
1
;m
2
) : m
1
;m
2
2 Z ; (m
1
h;m
2
h) 2 (G \ IR
2
h
)g
und K = f(0; 0); (1; 0); ( 1; 0); (0; 1); (0; 1)g . Durchl

auft m die Menge M , dann
istN die Vereinigung aller F

unf{Punkte{Stern{UmgebungenN
m
=fm+ k : k 2 Kg:
In allen Punkten r = (r
1
; r
2
) 2 N sei K
r
= fk 2 K : r + k 62Mg: In Analogie zur
Betrachtungsweise von Ryabenkij entspricht dem Gebiet G das diskrete Gebiet
G
h
= f(m
1
h;m
2
h) : m = (m
1
;m
2
) 2 Mg mit der doppelten diskreten Randschicht

h
= frh : r 2 N und K
r
6= ;g: Dabei geh

oren alle Punkte rh mit k = (0; 0) 2 K
r
zur

aueren Randschicht 
 
h
 
h
; w

ahrend die innere Randschicht 
+
h
aus den
inneren Punkten rh 2 
h
n
 
h
besteht. Die folgende Abbildung soll die eingef

uhrten
Bezeichnungen noch einmal verdeutlichen.
 

   Punkt von 
 
h
   Punkt von 
+
h
   Punkt aus G
h
   spezieller Punkt rh 2 
+
h
   Verweis auf k 2 K
r
Abb. 4
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Mit Hilfe der Symbolik r 2  bzw. r 2 
+
und r 2 
 
werden im weiteren die
Randpunkte rh 2 
h
ohne die Schrittweite h gekennzeichnet. Ausgangspunkt der
Untersuchungen ist die Dierenzengleichung
 
h
u
h
(mh) =
X
k2K
a
k
u
h
(mh  kh) = f
h
(mh) 8mh 2 G
h
mit den Koezienten a
k
=
(
 1=h
2
f

ur k 2 K; k 6= (0; 0)
4=h
2
f

ur k = (0; 0):
Lemma 2.1: Es sei E
h
(x) die bis auf eine Konstante eindeutig bestimmte Funda-
mentall

osung des Laplaceoperators in der Ebene. In allen Punkten lh 2 IR
2
h
gilt
X
r2

X
k2K
r
E
h
(lh (r+k)h) a
k
h
2

u
h
(rh) +
X
m2M
E
h
(lh mh) f
h
(mh) h
2
=
(
u
h
(lh); l 2 N
0; l 62 N:
Beweis: Substituiert man die Variable m im Ausdruck
(V
h
f
h
)(lh) :=
X
m2M
E
h
(lh mh) f
h
(mh)h
2
=
X
m2M
X
k2K
E
h
(lh mh) a
k
h
2
u
h
(mh kh)
durch n+ k mit n 2 N und k 2 K nK
n
; dann erh

alt man die Darstellung
(V
h
f
h
)(lh) =
X
n2N

X
k2KnK
n
E
h
(lh  (n+ k)h) a
k
h
2

u
h
(nh)
=
X
n2N

X
k2K
E
h
(lh (n+k)h) a
k
h
2

u
h
(nh)  
X
n2N

X
k2K
n
E
h
(lh (n+k)h) a
k
h
2

u
h
(nh) :
Laut Denition ist die Menge K
n
f

ur alle n 2 N n  leer. Daher gilt
X
n2N

X
k2K
n
E
h
(lh  (n+k)h) a
k
h
2

u
h
(nh) =
X
n2

X
k2K
n
E
h
(lh  (n+k)h) a
k
h
2

u
h
(nh):
Die Behauptung des Lemmas folgt aus der Beziehung
X
n2N

X
k2K
E
h
(lh  nh  kh) a
k
h
2

u
h
(nh) =
X
n2N

 
h
E
h
(lh  nh)h
2

u
h
(nh)
=
X
n2N


h
(lh  nh)h
2

u
h
(nh) mit 
h
(lh  nh) =
(
1=h
2
f

ur l = n
0 f

ur l 6= n
Betrachtet man nur die Gitterpunkte lh : l 2 N; dann ist die Darstellung f

ur u
h
(lh)
in Lemma 2.1 ein diskretes Analogon der Integraldarstellung f

ur Funktionen aus C
2
.
Insbesondere wird durch
(P
h
u
h
)(lh) := u
h
(lh)  (V
h
f
h
)(lh) = u
h
(lh)  ( V
h

h
u
h
)(lh)
=
X
r2

X
k2K
r
E
h
(lh  (r + k)h) a
k
h
2

u
h
(rh)
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das von Ryabenkij untersuchte Dierenzenpotential deniert. Noch deutlicher wird
der Zusammenhang zwischen der Integraldarstellung und der entsprechenden dis-
kreten Formulierung durch die Aufspaltung von (P
h
u
h
)(lh) in ein diskretes Einfach{
und Doppelschichtpotential. Die damit verbundene Denition der beiden diskreten
Potentiale ist als Ausgangspunkt f

ur den weiteren Ausbau der Theorie der Dif-
ferenzenpotentiale zu betrachten. Nur mit Hilfe dieser Denition ist es m

oglich,
potentialtheoretische Aussagen zu formulieren, die weit

uber die bisherigen Ergeb-
nisse von Ryabenkij hinausgehen und zugleich die Einheit zwischen der diskreten
und der klassischen Theorie widerspiegeln. Bezeichnet man mit u
R
(rh) = u
h
(rh)
die Randwerte und mit u
A
(rh) = h
 1
P
k2KnK
r
(u
h
(rh)  u
h
((r + k)h)) die diskreten
Normalableitungen in den Punkten rh der

aueren Randschicht 
 
h
; dann hat das
diskrete Einfachschichtpotential die Gestalt
(P
E
h
u
A
)(lh) :=
X
r2
 
u
A
(rh)E
h
(lh  rh)h :
Das Potential der Doppelschicht wird deniert durch
(P
D
h
u
R
)(lh) :=
8
>
<
>
:
P
r2
 
P
k2KnK
r
(E
h
(lh  rh)  E
h
(lh  (r + k)h))u
R
(rh) l 2M
P
r2
 
P
k2KnK
r
(E
h
(lh  rh)  E
h
(lh  (r + k)h))u
R
(rh)  u
R
(lh) l 2 
 
:
Satz 2.1: In allen Gitterpunkten lh mit l 2 N = (M [ 
 
) gilt
(P
h
u
h
)(lh) = (P
E
h
u
A
)(lh)  (P
D
h
u
R
)(lh):
Beweis: In der Darstellung f

ur (P
h
u
h
)(lh) wird entsprechend den beiden Rand-
schichten die Summe

uber  in zwei Teilsummen zerlegt. Dabei gilt f

ur alle r 2 
 
(P

h
u
h
)(lh) :=
X
r2
 
(
X
k2K
r
E
h
(lh  (r + k)h) a
k
h
2
) u
h
(rh)
=
X
r2
 
( 
h
E
h
(lh  rh) h
2
) u
h
(rh)  
X
r2
 
(
X
k2KnK
r
E
h
(lh  (r+ k)h) a
k
h
2
)u
h
(rh)
=
8
>
<
>
:
u
h
(lh) +
P
r2
 
(
P
k2KnK
r
E
h
(lh  (r+ k)h))u
h
(rh) f

ur l 2 
 
P
r2
 
(
P
k2KnK
r
E
h
(lh  (r+ k)h))u
h
(rh) f

ur l 2M :
Aus der Substitution r = s+k mit s 2 
+
und k 2 K
s
folgt f

ur die zweite Teilsumme
(P

h
u
h
)(lh) :=
X
s2
+
(
X
k2K
s
E
h
(lh  (s+ k)h) a
k
h
2
)u
h
(sh)
=  
X
s2
+
(
X
k2K
s
E
h
(lh (s+k)h) )u
h
(sh) =  
X
r2
 
(
X
 k2KnK
r
u
h
((r+( k))h) )E
h
(lh rh):
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Auf Grund der Beziehungen
  (P
D
h
u
R
)(lh) = (P

h
u
h
)(lh)  
X
r2
 
X
k2KnK
r
E
h
(lh  rh) u
h
(rh) und
(P
E
h
u
A
)(lh) = (P

h
u
h
)(lh) +
X
r2
 
X
k2KnK
r
E
h
(lh  rh) u
h
(rh)
ist der Satz vollst

andig bewiesen
Bemerkung 2.1: In Analogie zu den Integralgleichungen der klassischen Potential-
theorie resultiert aus Lemma 2.1 und Satz 2.1 im Fall f
h
(mh) = 0 und lh 2 
 
h
u
R
(lh) = (P
E
h
u
A
)(lh)  (P
D
h
u
R
)(lh)
u
A
(lh) = h
 1
X
k2KnK
l

(P
E
h
u
A
)(lh)  (P
D
h
u
R
)(lh)  (P
E
h
u
A
)((l+ k)h) + (P
D
h
u
R
)((l+ k)h)

:
Eine Funktion u
h
(mh) heit diskret harmonisch im Gitterpunkt mh 2 IR
2
h
; wenn sie
in diesem Punkt die Dierenzengleichung  
h
u
h
(mh) = 0 erf

ullt. Ist die Funktion
u
h
(mh) in jedem Punkt mh 2 G
h
 IR
2
h
diskret harmonisch, dann wird sie als
diskret harmonische Funktion in G
h
bezeichnet.
Lemma 2.2:Die Potentiale(P
E
h
u
A
)(mh) und(P
D
h
u
R
)(mh) sind diskret harmonische
Funktionen in G
h
= f(m
1
h;m
2
h) : m = (m
1
;m
2
) 2Mg.
Beweis: F

ur das Einfachschichtpotential gilt
 
h
(P
E
h
u
A
)(mh) =
X
r2
 
u
A
(rh) ( 
h
E
h
(mh  rh))h = 0:
Beim Potential der Doppelschicht erh

alt man speziell in den Punkten m 2 
+
 
h
(P
D
h
u
R
)(mh) =
X
r2
 
X
k2KnK
r
( 
h
E
h
(mh  rh) + 
h
E
h
(mh  (r+ k)h))u
R
(rh)
+ h
 2
X
k2K
m
u
R
((m+ k)h)
=   h
 2
X
 k2K
m
u
R
( (m+ ( k))h ) + h
 2
X
k2K
m
u
R
((m+ k)h) = 0
Ein wichtiges Hilfsmittel, das vor allem beim Beweis der Eindeutigkeitss

atze im
Abschnitt 2.2 eine wesentliche Rolle spielt, sind die diskreten Greenschen Formeln.
Zur Formulierung der ersten Greenschen Formel wird die

auere Randschicht 
 
h
in die vier Teilr

ander 
 
hi
= frh : r 2 
 
und r + k
i
2 Mg; i = 1; : : : ; 4 mit
k
1
= ( 1; 0); k
2
= (0; 1); k
3
= (1; 0) und k
4
= (0; 1) zerlegt. Eingef

uhrt wird
ferner die Bezeichnung 
 
i
= fr 2 
 
: r + k
i
2 Mg: Die einzelnen Teilr

ander

uberlagern sich speziell in den Innenecken rh 2 
 
h
; in denen f

ur jeweils drei Punkte
aus der F

unf{Punkte{Stern{Umgebung rh 2 
 
h
und f

ur zwei Punkte rh 2 G
h
gilt.
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Satz 2.2: ( 1. Greensche Formel )
F

ur zwei beliebige Gitterfunktionen w
h
und u
h
gilt
X
m2M
w
h
(mh) 
h
u
h
(mh)h
2
=  
X
m2M
2
X
i=1
 
w
h
(mh)  w
h
((m+ k
i
)h)
h
! 
u
h
(mh)  u
h
((m+ k
i
)h)
h
!
h
2
+
X
r2
 
X
k2KnK
r
w
h
(rh)
 
u
h
(rh)   u
h
((r + k)h)
h
!
h
 
2
X
i=1
X
r2
 
i
 
w
h
(rh)  w
h
((r + k
i
)h)
h
! 
u
h
(rh)   u
h
((r + k
i
)h)
h
!
h
2
:
W

ahrend beim ersten Summanden auf der rechten Seite die Dierenzenquotienten
der Funktionen w
h
und u
h
die entsprechenden Gradienten in der klassischen ersten
Greenschen Formel approximieren, kann der zweite Term als Analogon des Integrals

uber den Rand aufgefat werden. Der letzte Ausdruck ist ein besonderes Merkmal
der diskreten Theorie. Er verschwindet f

ur h! 0, wenn w
h
und u
h
Einschr

ankungen
hinreichend glatter Funktionen auf das Gitter sind.
Beweis: Aus der Substitution m
1
= m+ k
3
und m
2
= m+ k
4
folgt
X
m2M
w
h
(mh) 
h
u
h
(mh)h
2
=  
X
m2M
w
h
(mh)

4
X
i=1
(u
h
(mh)  u
h
((m+ k
i
)h) )

=  
X
m2M
w
h
(mh)

2
X
i=1
(u
h
(mh)  u
h
((m+ k
i
)h) )

 
2
X
i=1
X
m
i
2M
w
h
((m
i
+ k
i
)h)( u
h
((m
i
+ k
i
)h)  u
h
(m
i
h) )
 
2
X
i=1
X
r2
 
i
w
h
((r + k
i
)h)( u
h
((r + k
i
)h)  u
h
(rh) )
+
4
X
i=3
X
r2
 
i
w
h
(rh)(u
h
(rh)   u
h
((r + k
i
)h) )
=  
X
m2M
2
X
i=1
(w
h
(mh)  w
h
((m+ k
i
)h) )(u
h
(mh)  u
h
((m+ k
i
)h) )
+
4
X
i=1
X
r2
 
i
w
h
(rh)(u
h
(rh)   u
h
((r + k
i
)h) )
 
2
X
i=1
X
r2
 
i
(w
h
(rh)  w
h
((r + k
i
)h) )( u
h
(rh)  u
h
((r + k
i
)h) )
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Die zweite diskrete Greensche Formel kann als Verallgemeinerung von Lemma 2.1
und Satz 2.1 aufgefat werden.
Satz 2.3: ( 2. Greensche Formel )
Es seien w
h
und u
h
zwei beliebige Gitterfunktionen. Bezeichnet man die Werte der
Funktion u
h
auf dem Rand 
 
h
mit u
R
(rh) und die Normalableitungen mit u
A
(rh);
dann gilt in jedem beliebigen Punkt lh 2 IR
2
h
X
m2M

w
h
(lh mh) 
h
u
h
(mh)  u
h
(mh) 
h
w
h
(lh mh)

h
2
=
X
r2
 

u
A
(rh)w
h
(lh rh) h
 1
X
k2KnK
r
(w
h
(lh rh) w
h
(lh (r+k)h) )u
R
(rh)

h :
Beweis: In Analogie zur Summendarstellung in Lemma 2.1 ergibt sich
X
m2M
w
h
(lh mh) 
h
u
h
(mh)h
2
=
X
n2N
u
h
(nh) 
h
w
h
(lh  nh)h
2
+
X
r2

X
k2K
r
w
h
(lh  (r + k)h) a
k
h
2

u
h
(rh):
Der Beweisidee von Satz 2.1 folgend erh

alt man die Gleichung
X
r2

X
k2K
r
w
h
(lh  (r + k)h) a
k
h
2

u
h
(rh) +
X
r2
 
u
h
(rh) 
h
w
h
(lh  rh)h
2
=
X
r2
 

u
A
(rh)w
h
(lh rh) h
 1
X
k2KnK
r
(w
h
(lh rh) w
h
(lh (r+k)h) )u
R
(rh)

h :
Aus der Verkn

upfung der beiden Beziehungen resultiert unmittelbar die Behauptung
des Satzes
Folgerung 2.1: ( Gausche Summenformel )
Betrachtet man den Spezialfall u
h
= 1 und w
h
= E
h
der zweiten Greenschen Formel
mit  
h
E
h
(x) = 
h
(x); dann erh

alt man f

ur das Potential der Doppelschicht mit
der Dichte u
h
(rh) = u
R
(rh)  1 die Darstellung
(P
D
h
)(lh) =
8
>
>
>
<
>
>
>
:
P
r2
 
P
k2KnK
r
(E
h
(lh  rh)  E
h
(lh  (r + k)h)) =  1; l 2M
P
r2
 
P
k2KnK
r
(E
h
(lh  rh)  E
h
(lh  (r + k)h))  1 =  1; l 2 
 
P
r2
 
P
k2KnK
r
(E
h
(lh  rh)  E
h
(lh  (r + k)h)) = 0; l 62 N:
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2.1.2 Grundlagen f

ur die Bearbeitung

auerer Probleme
Die klassische Potentialtheorie zeigt, da insbesondere auch Auenraumaufgaben
mit Hilfe von Integralgleichungen auf dem endlichen Rand gel

ost werden k

onnen. Um
auch

auere Dierenzenrandwertprobleme bearbeiten zu k

onnen, werden zun

achst
einige der f

ur beschr

ankte, einfach zusammenh

angende Gebiete bewiesenen Aus-
sagen f

ur Ringgebiete formuliert. Dabei wird die Symbolik aus dem Abschnitt 2.1.1
bis auf die folgenden Ver

anderungen

ubernommen: Es sei G ein Ringgebiet mit
den st

uckweise glatten R

andern  
R
und  
a
, wobei der

auere Rand mit  
R
und der
innere Rand mit  
a
bezeichnet wird. Weiterhin sei G
h
das entsprechende diskrete
Gebiet mit den doppelten Randschichten 
R
h
= 
R 
h
[ 
R+
h
und 
a
h
= 
a 
h
[ 
a+
h
.
In diesem Fall geh

oren die Punkte rh 2 
R
h
bzw. rh 2 
a
h
mit k = (0; 0) 2 K
r
zur Randschicht 
R 
h
bzw. 
a 
h
. Zur Charakterisierung der Gitterpunkte ohne die
Schrittweite h werden die Bezeichnungen 
R
; 
R 
und 
R+
sowie 
a
; 
a 
und

a+
verwendet.
Ausgehend von Lemma 2.1 erh

alt man f

ur Ringgebiete die Summendarstellung
X
r2(
R
[
a
)
(
X
k2K
r
E
h
(lh (r+k)h) a
k
h
2
)u
h
(rh) +
X
m2M
E
h
(lh mh)f
h
(mh)h
2
=
(
u
h
(lh) l 2 N
0 l 62 N:
Im weiteren sei 
Ra 
h
= (
R 
h
[ 
a 
h
) und 
Ra 
= (
R 
[ 
a 
) : Bezeichnet man
in den Punkten rh 2 
Ra 
h
die Randwerte mit u
R
(rh) = u
h
(rh) und die diskreten
Normalableitungen mit u
A
(rh) = h
 1
P
k2KnK
r
(u
h
(rh)   u
h
((r + k)h)) ; dann gilt f

ur
alle Gitterpunkte lh mit l 2 N = (M [ 
Ra 
)
(P
R
h
u
h
)(lh) =
X
r2(
R
[
a
)

X
k2K
r
E
h
(lh (r+k)h) a
k
h
2

u
h
(rh) = (P
E
R
h
u
A
)(lh) (P
D
R
h
u
R
)(lh)
mit den f

ur Ringgebiete typischen Potentialen
(P
E
R
h
u
A
)(lh) :=
X
r2
Ra 
u
A
(rh)E
h
(lh  rh)h und
(P
D
R
h
u
R
)(lh) :=
8
>
<
>
:
P
r2
Ra 
P
k2KnK
r
(E
h
(lh  rh) E
h
(lh  (r + k)h))u
R
(rh) l2M
P
r2
Ra 
P
k2KnK
r
(E
h
(lh  rh) E
h
(lh  (r + k)h))u
R
(rh) u
R
(lh) l2
Ra 
:
Zur Formulierung der ersten Greenschen Formel im Ringgebiet werden die

aueren
Randschichten 
R 
h
und 
a 
h
in die Teilr

ander 
R 
hi
= frh : r 2 
R 
und r+k
i
2Mg
und 
a 
hi
= frh : r 2 
a 
und r + k
i
2 Mg; i = 1; : : : ; 4 zerlegt. Dabei sei
k
1
= ( 1; 0); k
2
= (0; 1); k
3
= (1; 0) und k
4
= (0; 1): Neben der bisher eingef

uhr-
ten Schreibweise 
Ra 
hi
= (
R 
hi
[ 
a 
hi
) wird die Symbolik 
Ra 
i
= (
R 
i
[ 
a 
i
) mit

R 
i
= fr 2 
R 
: r + k
i
2Mg und 
a 
i
= fr 2 
a 
: r + k
i
2Mg verwendet.
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Satz 2.4: ( 1. Greensche Formel im Ringgebiet )
F

ur zwei beliebige Gitterfunktionen w
h
und u
h
gilt
X
m2M
w
h
(mh) 
h
u
h
(mh)h
2
=  
X
m2M
2
X
i=1
 
w
h
(mh)  w
h
((m+ k
i
)h)
h
! 
u
h
(mh)  u
h
((m+ k
i
)h)
h
!
h
2
+
X
r2
Ra 
X
k2KnK
r
w
h
(rh)
 
u
h
(rh)   u
h
((r + k)h)
h
!
h
 
2
X
i=1
X
r2
Ra 
i
 
w
h
(rh)  w
h
((r + k
i
)h)
h
! 
u
h
(rh)   u
h
((r + k
i
)h)
h
!
h
2
:
Diese Formel kann in Analogie zur Vorgehensweise beim Satz 2.2 bewiesen werden.
Der folgende Satz zeigt, da auch die

Ubertragung von Satz 2.3 auf Ringgebiete
m

oglich ist.
Satz 2.5: ( 2. Greensche Formel im Ringgebiet )
Es seien w
h
und u
h
zwei beliebige Gitterfunktionen, wobei die Randwerte von u
h
auf

Ra 
h
mit u
R
(rh) und die diskreten Normalableitungen mit u
A
(rh) bezeichnet werden.
F

ur jeden beliebigen Gitterpunkt lh 2 IR
2
h
gilt
X
m2M

w
h
(lh mh) 
h
u
h
(mh)  u
h
(mh) 
h
w
h
(lh mh)

h
2
=
X
r2
Ra 

u
A
(rh)w
h
(lh rh) h
 1
X
k2KnK
r
(w
h
(lh rh) w
h
(lh (r+k)h) ) u
R
(rh)

h :
Neben dem Ringgebiet G
h
mit den beiden doppelten Randschichten 
R
h
und 
a
h
wird zus

atzlich das zu einem einfach zusammenh

angenden Gebiet G
1
geh

orende
diskrete Gebiet G
1
h
mit genau der gleichen doppelten Randschicht 
R
h
betrachtet.
Dabei sei M
1
= f(m
1
;m
2
) : m
1
;m
2
2 Z; (m
1
h;m
2
h) 2 (G
1
\ IR
2
h
)g: Mit Hilfe von
Satz 2.5 kann das folgende Lemma bewiesen werden:
Lemma 2.3: Es gilt
X
r2
a 
X
k2KnK
r
(E
h
(lh  rh)   E
h
(lh  (r + k)h)) =
8
>
<
>
:
0 lh 2 G
h
[ 
R 
h
0 lh 62 G
1
h
1 lh 2 
a 
h
[ (G
1
h
nG
h
):
Beweis: Die zweite Greensche Formel im Ringgebiet hat im Spezialfall u
h
= 1
und w
h
= E
h
mit  
h
E
h
(x) = 
h
(x) die Gestalt
X
r2(
R 
[
a 
)
X
k2KnK
r
(E
h
(lh  rh)  E
h
(lh  (r + k)h)) =
X
m2M

h
E
h
(lh mh)h
2
:
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Andererseits resultiert aus Satz 2.3 die Beziehung
X
r2
R 
X
k2KnK
r
(E
h
(lh  rh)   E
h
(lh  (r + k)h)) =
X
m
1
2M
1

h
E
h
(lh m
1
h)h
2
:
Die Auswertung der beiden rechten Seiten f

uhrt auf die Behauptung des Satzes
Die Untersuchungen f

ur Ringgebiete bilden die Grundlage f

ur den Beweis der ent-
sprechenden Aussagen in Auengebieten. Dabei sei G
a
h
das zum Auengebiet G
a
geh

orende diskrete Gebiet mit der doppelten Randschicht 
a
h
= 
a 
h
[
a+
h
: Ohne die
Schrittweite h wird die Symbolik 
a
bzw. 
a 
und 
a+
verwendet. In Analogie zum
Abschnitt 2.1.1 sei M
a
= fm = (m
1
;m
2
) : m
1
;m
2
2 Z ; (m
1
h;m
2
h) 2 (G
a
\ IR
2
h
)g;
K
a
r
= fk 2 K : r + k 62 M
a
g; N
m
= fm + k : k 2 Kg; N
a
=
S
m2M
a
N
m
und 
a
h
= frh : r 2 N
a
und K
a
r
6= ;g: Deniert man in den Randpunkten
rh 2 
a 
h
die Werte mit u
R
(rh) = u
h
(rh) und die diskreten Normalableitungen mit
u
A
(rh) = h
 1
P
k2KnK
a
r
(u
h
(rh)   u
h
((r + k)h)) ; dann hat das Einfachschichtpotential
die Gestalt
(P
E
a
h
u
A
)(lh) :=
X
r2
a 
u
A
(rh)E
h
(lh  rh)h
und f

ur das Potential der Doppelschicht gilt
(P
D
a
h
u
R
)(lh) :=
8
>
<
>
:
P
r2
a 
P
k2KnK
a
r
(E
h
(lh  rh) E
h
(lh  (r + k)h))u
R
(rh) l 2M
a
P
r2
a 
P
k2KnK
a
r
(E
h
(lh  rh) E
h
(lh  (r + k)h))u
R
(rh) u
R
(lh) l 2 
a 
:
Das Doppelschichtpotential mit der Dichte u
h
(rh) = u
R
(rh)  1 wurde bereits
im Lemma 2.3 untersucht. Der Vergleich mit der Gauschen Summenformel aus
dem Abschnitt 2.1.1 zeigt, da ein Unterschied zwischen dem diskreten Rand eines
Innen{ und Auengebietes besteht, bedingt durch die Innen{ und Auenecken. Auf
diese Feinheit ist ganz besonders bei der Kopplung von Innen{ und Auengebieten
zu achten.
Im zweidimensionalen Fall nennt man eine Funktion u
h
(mh) diskret harmonisch
im Auengebiet, wenn sie in allen Punkten mh 2 G
a
h
die Dierenzengleichung
 
h
u
h
(mh) = 0 erf

ullt und zus

atzlich ju
h
(mh)j  C f

ur jmhj ! 1 gilt. Dabei
ist C <1 eine beliebig groe Konstante.
Lemma 2.4: Im ebenen Auengebiet ist das Einfachschichtpotential im allgemeinen
keine diskret harmonische Funktion.
Beweis: Im Kern des Potentials der Einfachschicht steht die bis auf eine Konstante
eindeutig bestimmte diskrete Fundamentall

osung E
h
(x) des Laplaceoperators. Die
Konvergenzuntersuchungen im Abschnitt 1.2.1 verdeutlichen das logarithmische Ver-
halten dieser Fundamentall

osung f

ur jxj ! 1 . Daher ndet man f

ur alle rh 2 
a 
h
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leicht eine Dichte u
A
(rh), so da bei beliebiger Wahl der Konstante C in den Gitter-
punkten lh mit jlhj ! 1 die Ungleichung j(P
E
a
h
u
A
)(lh)j > C erf

ullt ist. Ein
spezieller Vertreter ist die Funktion u
A
(rh); die in genau einem Punkt rh 2 
a 
h
den Wert 1 annimmt und in den

ubrigen Randpunkten identisch Null ist. Auf diese
Weise wird ein Widerspruch zur Denition einer diskret harmonischen Funktion im
ebenen Auengebiet erzielt
Lemma 2.5: Nimmt die Dichte u
R
(rh) des Potentials der Doppelschicht auf 
a 
h
nur endliche Werte an, dann ist dieses Potential eine im ebenen Auengebiet G
a
h
diskret harmonische Funktion.
Beweis: In Analogie zu Lemma 2.2 kann man zeigen, da in allen Gitterpunkten
mh 2 G
a
h
die diskrete Laplacegleichung erf

ullt ist. Dar

uber hinaus ist die Eigen-
schaft j(P
D
a
h
u
R
)(mh)j  C f

ur jmhj ! 1 zu

uberpr

ufen. Ausgangspunkt daf

ur ist
die Ungleichung
j(P
D
a
h
u
R
)(mh)j  max
r2
a 
ju
R
(rh)j
X
r2
a 
j h
 1
X
k2KnK
a
r
(E
h
(mh rh) E
h
(mh (r+k)h))jh :
F

ur die Dierenzenableitung der diskreten Fundamentall

osung des Laplaceoperators
gilt nach einem von Thom

ee in der Arbeit [Th1] bewiesenen Theorem
j h
 1
X
k2KnK
a
r
(E
h
(mh  rh)  E
h
(mh  (r + k)h)) j  C
1
(jmh  rhj+ h)
 1
;
wobei die Konstante C
1
von h unabh

angig ist. Da der Rand 
a 
h
nur aus endlich
vielen Gitterpunkten besteht, erh

alt man in jedem beliebigen Punkt m 2 M
a
die
Absch

atzung
j(P
D
a
h
u
R
)(mh)j  C
1
max
r2
a 
ju
R
(rh)j max
r2
a 
(jmh  rhj+ h)
 1
X
r2
a 
h  C
Das folgende Lemma beschreibt das Verhalten der Dierenzenableitung der im
ebenen Auengebiet diskret harmonischen Funktionen. Diese Eigenschaft ist vor
allem f

ur den Beweis der ersten Greenschen Formel im Auengebiet von Bedeutung.
Im kontinuierlichen Fall beweist man die analoge Aussage mit Hilfe der Kelvintrans-
formation (nachzulesen bei Wladimirow [Wla]) oder auf funktionentheoretischem
Weg mittels Potenz{ und Laurentreihen (nach der Vorgehensweise von Smirnow
[SM1]). Die Kelvintransformation ist zur

Ubertragung ins Diskrete ungeeignet, da
das Verhalten der Dierenzenableitung speziell auf dem Gitter IR
2
h
untersucht wer-
den soll. Auch die zweite Methode f

uhrt nach dem bisherigen Erkenntnisstand nicht
zum Ziel, so da eine v

ollig neue Beweisidee notwendig ist. Der entsprechende Beweis
wird im folgenden vorgestellt.
Lemma 2.6: Die Dierenzenableitung erster Ordnung der im ebenen Auengebiet
diskret harmonischen Funktionen u
h
(mh) f

allt im Unendlichen wie 1=jmhj
2
.
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Beweis: Die im ebenen Auengebiet diskret harmonische Funktion soll durch Null
zu einer auf dem ganzen Gitter IR
2
h
denierten Funktion u
h
(mh) fortgesetzt werden.
Betrachtet man die Gleichung  
h
u
h
(mh) = f
h
(mh); dann kann f
h
(mh) nur in
den Punkten m 2M

= fm : m 2
S
r2
a 
N
r
und m 62M
a
g von Null verschieden sein.
Ferner gilt jf
h
(mh)j <1; da nur Gitterfunktionen betrachtet werden, die endliche
Werte annehmen. Neben der Funktion u
h
(mh) gen

ugt auch die Gitterfunktion
w
h
(mh) = h
X
l2M

E
h
(mh  lh) f
h
(lh)h
der Gleichung  
h
w
h
(mh) = f
h
(mh): Auf Grund des Verhaltens der diskreten
Fundamentall

osung in der Ebene w

achst die Funktion w
h
(mh) f

ur jmhj ! 1
logarithmisch. Andererseits gilt ju
h
(mh)j  C f

ur jmhj ! 1; so da die Funktion
v
h
(mh) = u
h
(mh) w
h
(mh) in der ganzen Ebene harmonisch ist und im Unendlichen
nicht schneller als jmhj w

achst. Aus dem von Sobolev in [So1] bewiesenen Satz folgt
v
h
(mh) = C
1
in allen Gitterpunkten mh 2 IR
2
h
und somit u
h
(mh) = C
1
+w
h
(mh):
Schreibt man dar

uber hinaus die beschr

ankte Funktion u
h
(mh) in der Form
u
h
(mh) = C
1
+ h
X
l2M

(E
h
(mh  lh)  E
h
(mh) ) f
h
(lh)h+ hE
h
(mh)
X
l2M

f
h
(lh)h;
dann mu bedingt durch das logarithmische Verhalten der diskreten Fundamental-
l

osung E
h
(mh) die Gleichung
P
l2M

f
h
(lh)h = 0 erf

ullt sein. Im folgenden soll
u
h
(mh) nur im Auengebiet betrachtet werden. Die bisher gewonnene Darstellung
dieser im ebenen Auengebiet diskret harmonischen Funktion erm

oglicht die gezielte
Untersuchung der Dierenzenableitung erster Ordnung. Betrachtet man beispiels-
weise die Vorw

artsableitung nach der ersten Koordinate, dann erh

alt man zun

achst
mit Hilfe der Substitution  = (
1
;
2
) = (h 
1
; h 
2
) die Absch

atzung
jh
 1
(u
h
((m
1
+ 1)h;m
2
h)  u
h
(m
1
h;m
2
h))j
 max
l2M

jf
h
(lh)j
X
l2M





=h
Z
 =h
=h
Z
 =h
(e
 i
1
h
  1)(e
ilh
  1)
4
h
2
( sin
2
h
1
2
+ sin
2
h
2
2
)
e
 imh
d
1
d
2




h
= max
l2M

jf
h
(lh)jh
2
X
l2M

1
h
2





Z
 

Z
 
(e
 i
1
  1)(e
il
  1)
4( sin
2 
1
2
+ sin
2 
2
2
)
e
 im
d
1
d
2




h
mit l = l
1

1
+ l
2

2
und m = m
1

1
+m
2

2
: Der Ausdruck
T (
1
;
2
) =
(e
 i
1
  1)(e
il
  1)
4( sin
2 
1
2
+ sin
2 
2
2
)
kann in der Form
T
1
(
1
;
2
)
T
2
(
1
;
2
)
geschrieben werden, wobei T
1
und T
2
trigonometrische
Polynome sind. F

ur das erste Polynom gilt T
1
(
1
;
2
) =
P

t

e
i
mit t

2 f 1; 1g
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f
ur  2 Y
l
= f(0; 0); ( 1; 0); (l
1
  1; l
2
); (l
1
; l
2
)g und t

= 0 f

ur  62 Y
l
: Mittels
Taylorentwicklung erh

alt man T
1
(
1
;
2
) = P
1
(
1
;
2
) + o(jj
2
) f

ur  ! 0 mit
P
1
(
1
;
2
) = l
1

2
1
+l
2

1

2
: Folglich ist P
1
(
1
;
2
) ein Polynom vom Grad p
1
= 2:
Ist N
1
die kleinste nat

urliche Zahl, welche die Ungleichungen jj < N
1
f

ur alle
 2
S
l2M

Y
l
und N
1
 4 erf

ullt, dann gilt ferner jt

j  N
1
und t

= 0 f

ur jj > N
1
:
Das zweite trigonometrische Polynom kann in der Form T
2
(
1
;
2
) =
P

t

e
i
mit t

2 f4; 1g f

ur  2 K = f(0; 0); (1; 0); ( 1; 0); (0; 1); (0; 1)g und t

= 0 f

ur
 62 K geschrieben werden. Durch Taylorentwicklung gelangt man zur Darstellung
T
2
(
1
;
2
) = P
2
(
1
;
2
) + o(jj
2
) f

ur  ! 0 . Auch in diesem Fall ist das Polynom
P
2
(
1
;
2
) = 
2
1
+ 
2
2
vom Grad p
2
= 2: Auerdem kann man die Beziehungen
jT
2
(
1
;
2
)j 
4

2
jj
2
>
1
4
jj
2

1
N
1
jj
2
; jt

j  N
1
und t

= 0 f

ur jj > N
1
beweisen. Da die Polynome P
1
und P
2
den Grad 2 haben und alle Voraussetzungen
des von Thom

ee in der Arbeit [Th1] bewiesenen Lemma 3.4 erf

ullt sind, gilt





Z
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
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 
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 im
d
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d
2




 C
2
1
(jmj+ 1)

mit  = 2 + p
1
  p
2
= 2:
Bei der weiteren Absch

atzung von jh
 1
(u
h
((m
1
+ 1)h;m
2
h)   u
h
(m
1
h;m
2
h))j ist
zu beachten, da die Menge M

nur aus endlich vielen Punkten besteht und die
Schrittweite h hier als konstant betrachtet wird. Der Beweis kann analog gef

uhrt
werden, wenn eine andere Dierenzenableitung erster Ordnung betrachtet wird
Die Grundlagen zum Beweis der ersten Greenschen Formel f

ur diskret harmonische
Funktionen im ebenen Auengebiet sind damit geschaen.
Satz 2.6: ( 1. Greensche Formel im Auengebiet )
Es seien w
h
und u
h
zwei diskret harmonische Funktionen im ebenen Auengebiet G
a
h
mit der doppelten diskreten Randschicht 
a
h
= 
a 
h
[ 
a+
h
. Die

auere Randschicht

a 
h
wird in die Teilr

ander 
a 
hi
= frh 2 
a 
h
: r + k
i
2 M
a
g; i = 1; : : : ; 4 mit
k
1
= ( 1; 0); k
2
= (0; 1); k
3
= (1; 0) und k
4
= (0; 1) zerlegt. Unter Verwendung
der Bezeichnung 
a 
i
= fr 2 
a 
: r + k
i
2M
a
g gilt
X
m2M
a
w
h
(mh) 
h
u
h
(mh)h
2
=  
X
m2M
a
2
X
i=1
 
w
h
(mh)  w
h
((m+ k
i
)h)
h
! 
u
h
(mh)  u
h
((m+ k
i
)h)
h
!
h
2
+
X
r2
a 
X
k2KnK
a
r
w
h
(rh)
 
u
h
(rh)   u
h
((r + k)h)
h
!
h
 
2
X
i=1
X
r2
a 
i
 
w
h
(rh)  w
h
((r + k
i
)h)
h
! 
u
h
(rh)   u
h
((r + k
i
)h)
h
!
h
2
:
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Beweis: Neben dem Auengebiet G
a
h
wird ein hinreichend groes Gebiet G
R
betrachtet, dessen Rand  
R
ein Quadrat mit dem Mittelpunkt im Koordinaten-
ursprung und der Seitenl

ange L = 2Rh; R 2 IN ist. Dabei sollen alle Gitter-
punkte mh 2 IR
2
h
n G
a
h
zur Menge G
R
\ IR
2
h
geh

oren und zum Rand  
R
einen
Abstand von mindestens 3h haben. Ferner sei M
R
= fm = (m
1
;m
2
) : m
1
;m
2
2 Z ;
(m
1
h;m
2
h) 2 (G
R
\ IR
2
h
)g. Bildet man den Durchschnitt von G
R
\ IR
2
h
und G
a
h
;
dann entsteht innerhalb des Auengebietes G
a
h
ein diskretes Ringgebiet mit den
R

andern 
a
h
und 
R
h
: Zu diesem Ringgebiet geh

oren alle inneren Gitterpunkte
mh : m 2 M = M
a
\M
R
: Die Behauptung des Satzes folgt aus Satz 2.4, wenn
beim Grenz

ubergang R!1 die Summe
S =
X
r2
R 
X
k2KnK
r
w
h
(rh)

u
h
(rh)  u
h
((r + k)h)
h

h
 
2
X
i=1
X
r2
R 
i

w
h
(rh)  w
h
((r + k
i
)h)
h

u
h
(rh)  u
h
((r + k
i
)h)
h

h
2
verschwindet. Da w
h
und u
h
diskret harmonische Funktionen sind, erh

alt man mit
Hilfe von Lemma 2.6 die Absch

atzung
jSj 
X
r2
R 
C
1
jrhj
2
h +
2
X
i=1
X
r2
R 
i
C
2
jrhj
4
h
2

C
1
(Rh)
2
X
r2
R 
h+
C
2
(Rh)
4
2
X
i=1
X
r2
R 
i
h
2

C
1
4 (2Rh)
(Rh)
2
+
C
2
h 2 (2Rh)
(Rh)
4
:
F

ur jede fest gew

ahlte Schrittweite h gilt daher jSj ! 0 f

ur R!1
2.2 Eindeutigkeitss

atze
In Analogie zur klassischen Potentialtheorie k

onnen Eindeutigkeitss

atze f

ur diskrete
Dirichlet{ und Neumannprobleme in Innen{ und Auengebieten mit Hilfe der ersten
Greenschen Formel bewiesen werden. Eine weitere Beweisidee, die im engen Zu-
sammenhang mit den

Uberlegungen in Lemma 2.6 steht, soll anhand des

aueren
Dirichletproblems vorgestellt werden.
Satz 2.7: ( Eindeutigkeitssatz f

ur das innere Dirichletproblem )
Das Dierenzenrandwertproblem
 
h
u
h
(mh) = 0 8mh 2 G
h
u
h
(rh) = '
h
(rh) 8 rh 2 
 
h
(D
i
)
besitzt f

ur beliebige Randwerte '
h
(rh) eine eindeutig bestimmte L

osung.
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Beweis: Existieren zwei L

osungen u
1
h
und u
2
h
des Problems (D
i
); dann ist die
Dierenz u

h
= u
1
h
  u
2
h
eine L

osung des entsprechenden homogenen Problems.
Ausgehend von der im Satz 2.2 bewiesenen ersten Greenschen Formel erh

alt man
f

ur u

h
= w
h
= u
h
die Gleichung
0 =  
X
m2M
2
X
i=1
 
u

h
(mh)  u

h
((m+ k
i
)h)
h
!
2
h
2
 
2
X
i=1
X
r2
 
i
 
u

h
((r + k
i
)h)
h
!
2
h
2
:
Da alle auf der rechten Seite vorkommenden Summanden das gleiche Vorzeichen
haben, mu u

h
((r+ k
i
)h) = 0 f

ur alle r 2 
 
i
und i = 1; 2 gelten. Dar

uber hinaus
kann man mit Hilfe der Beziehung u

h
(mh) = u

h
((m+k
i
)h) f

ur m 2M und i = 1; 2
zeigen, da die Funktion u

h
(nh) in allen Gitterpunkten nh 2 G
h
[ 
 
h
den Wert 0
annimmt. Folglich gilt u
1
h
= u
2
h
Von Samarskij wird dieser Eindeutigkeitssatz mit dem Maximumprinzip bewiesen.
Der hier vorgestellte Beweis mit Hilfe der ersten Greenschen Formel kann auch bei
Problemen gef

uhrt werden, bei denen das Maximumprinzip nicht gilt. Haupts

achlich
soll jedoch an dieser Stelle gezeigt werden, da ein Beweis des Eindeutigkeitssatzes
mit den Mitteln m

oglich ist, die im Rahmen der bisher aufgebauten Theorie vor-
handen sind. Auch von Samarskij werden diskrete Greensche Formeln hergeleitet,
die aber nur in Rechteckgebieten g

ultig sind. Als Erweiterung dessen werden in der
vorliegenden Arbeit aus Rechtecken zusammengesetzte Gebiete betrachtet, die in
vielen F

allen das kontinuierliche Ausgangsgebiet besser approximieren. Obwohl die
Idee zum Aufbau der diskreten Theorie haupts

achlich von Ryabenkij

ubernommen
wird, leitet er die im Abschnitt 2.1.1 bewiesenen diskreten Greenschen Formeln nicht
her, so da die entscheidende Grundlage f

ur den hier vorgestellten Beweis des Ein-
deutigkeitssatzes fehlt. Da speziell die zweite Greensche Formel sehr eng mit dem
Problem der Aufspaltung des Dierenzenpotentials in ein diskretes Einfach{ und
Doppelschichtpotential verbunden ist, wird deutlich, warum sich Ryabenkij nicht
mit diskreten Greenschen Formeln befat.
Satz 2.8: ( Eindeutigkeitssatz f

ur das innere Neumannproblem )
Zwei beliebige L

osungen u
1
h
und u
2
h
des inneren Neumannproblems
 
h
u
h
(mh) = 0 8mh 2 G
h
X
k2KnK
r
(u
h
(rh)   u
h
((r + k)h))
h
=  
h
(rh) 8 rh 2 
 
h
(N
i
)
mit den diskreten Normalableitungen  
h
(rh) k

onnen sich nur um eine Konstante
unterscheiden.
Beweis: Die Dierenz u

h
= u
1
h
 u
2
h
ist eine L

osung des homogenen Problems (N
i
).
Aus der ersten Greenschen Formel folgt f

ur u

h
= w
h
= u
h
0 =  
X
m2M
2
X
i=1

u

h
(mh)  u

h
((m+ k
i
)h)
h

2
h
2
 
2
X
i=1
X
r2
 
i

u

h
(rh)  u

h
((r+ k
i
)h)
h

2
h
2
;
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wobei alle auf der rechten Seite stehenden Summanden das gleiche Vorzeichen haben.
Aus diesem Grund gilt u

h
(mh) = u

h
((m + k
i
)h) sowie u

h
(rh) = u

h
((r + k
i
)h)
f

ur m 2 M; i = 1; 2 und r 2 
 
i
: Ausgehend von diesen Gleichungen und der
Randbedingung erh

alt man in allen Gitterpunkten nh 2 G
h
[ 
 
h
die Beziehung
u

h
(nh) = u
1
h
(nh)  u
2
h
(nh) = C: Dabei ist C <1 eine beliebige Konstante
Neben diesem Eindeutigkeitssatz kann mit Hilfe der ersten Greenschen Formel auch
eine notwendige Bedingung f

ur die L

osbarkeit des inneren Neumannproblems for-
muliert werden.
Lemma 2.7: Notwendig f

ur die L

osbarkeit des Problems (N
i
) ist die Bedingung
X
r2
 
 
h
(rh)h = 0 : (2.1)
Beweis: Betrachtet man den Spezialfall w
h
= 1 der ersten Greenschen Formel,
dann gilt f

ur die L

osung u
h
des Problems (N
i
)
0 =
X
r2
 
X
k2KnK
r
 
u
h
(rh)   u
h
((r + k)h)
h
!
h =
X
r2
 
 
h
(rh)h
Im folgenden wird die Eindeutigkeit der L

osung bei

aueren Problemen untersucht.
Satz 2.9: ( Eindeutigkeitssatz f

ur das

auere Dirichletproblem )
Das Dirichletproblem
 
h
u
h
(mh) = 0 8mh 2 G
a
h
ju
h
(mh)j  C f

ur jmhj ! 1
u
h
(rh) = '
a
h
(rh) 8 rh 2 
a 
h
(D
a
)
ist f

ur beliebige Randwerte '
a
h
(rh) eindeutig l

osbar.
Beweis: Sind u
1
h
und u
2
h
zwei L

osungen des Problems (D
a
) , dann ist u
1
h
 u
2
h
eine
L

osung des entsprechenden homogenen Problems. Wird diese Dierenz durch Null zu
einer auf ganz IR
2
h
denierten Funktion u

h
fortgesetzt, dann erf

ullt u

h
die Gleichung
 
h
u

h
(mh) = f
h
(mh): Dabei gilt zumindest in den Gitterpunkten mh 2 IR
2
h
n 
a 
h
f
h
(mh) = 0: Andererseits ist f

ur einen beliebigen Punkt lh 2 IR
2
h
n (G
a
h
[ 
a 
h
) auch
die logarithmisch wachsende Funktion
w
h
(mh) = h
X
r2
a 
(E
h
(mh  rh)  E
h
(lh  rh) ) f
h
(rh)h
eine L

osung der Gleichung  
h
w
h
(mh) = f
h
(mh): Aus dem von Sobolev in [So1]
bewiesenen Satz

uber die in der ganzen Ebene diskret harmonischen Funktionen
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folgt v
h
(mh) = u

h
(mh)   w
h
(mh) = C in allen Gitterpunkten mh 2 IR
2
h
: Durch
die spezielle Konstruktion von w
h
und die mit der Fortsetzung von u
1
h
 u
2
h
durch Null
verbundene Wahl von lh gilt auerdem v
h
(lh) = 0 und somit u

h
(mh) = w
h
(mh):
Schreibt man u

h
(mh) in der Form
u

h
(mh) = h
X
r2
a 
(E
h
(mh rh) E
h
(lh rh) E
h
(mh) ) f
h
(rh) h+ hE
h
(mh)
X
r2
a 
f
h
(rh) h;
dann kann mit Hilfe des bereits im Beweis von Lemma 2.6 genauer beschriebenen
Lemmas 3.4 von Thom

ee gezeigt werden, da der erste Summand f

ur jmhj ! 1
gegen C
1
=  h
P
r2
a 
E
h
(lh   rh) f
h
(rh)h strebt. Da u

h
(mh) im Unendlichen be-
schr

ankt ist und die Fundamentall

osung E
h
(mh) logarithmisch w

achst, folgt aus der
zweiten Summe die Beziehung
P
r2
a 
f
h
(rh)h = 0 : Betrachtet man zus

atzlich die im
Unendlichen verschwindende diskret harmonische Funktion u

h
(mh) = u

h
(mh) C
1
;
dann kann durch das quadratische Fallen der Dierenzenableitung die Konvergenz
der Reihe
P
m:m
1
;m
2
2Z
2
P
i=1

u

h
(mh) u

h
((m+k
i
)h)
h

2
h
2
mit k
1
= ( 1; 0) und k
2
= (0; 1)
gezeigt werden. Aus der Eigenschaft u

h
(rh) =  C
1
f

ur alle rh 2 
a 
h
und der aus
der Beziehung
X
m:m
1
;m
2
2Z
2
X
i=1

u

h
(mh)  u

h
((m+ k
i
)h)
h

2
h
2
=  
X
m:m
1
;m
2
2Z
u

h
(mh)
h
u

h
(mh) h
2
=
X
r2
a 
u

h
(rh) f
h
(rh) h
2
=  C
1
X
r2
a 
f
h
(rh) h
2
= 0
resultierenden Gleichung u

h
(mh) = u

h
((m+ k
i
)h) 8mh 2 IR
2
h
und i = 1; 2 folgt
u

h
(mh) =  C
1
in allen Gitterpunkten mh 2 IR
2
h
und somit u

h
(mh) = 0
Der Beweis dieses Eindeutigkeitssatzes kann selbstverst

andlich auch mit Hilfe der
ersten Greenschen Formel im Auengebiet gef

uhrt werden. An dieser Stelle soll nur
die Vielf

altigkeit der Beweismethoden gezeigt werden.
Satz 2.10: ( Eindeutigkeitssatz f

ur das

auere Neumannproblem )
Zwei beliebige L

osungen u
1
h
und u
2
h
des

aueren Neumannproblems
 
h
u
h
(mh) = 0 8mh 2 G
a
h
; ju
h
(mh)j C f

ur jmhj ! 1
und
X
k2KnK
a
r
(u
h
(rh)  u
h
((r + k)h))
h
=  
a
h
(rh) 8 rh 2 
a 
h
(N
a
)
mit den diskreten Normalableitungen  
a
h
(rh) k

onnen sich nur um eine Konstante
unterscheiden.
Beweis: Die Dierenz u

h
= u
1
h
  u
2
h
ist eine L

osung des homogenen

aueren
Neumannproblems. Nach der ersten Greenschen Formel im Auengebiet gilt f

ur
u

h
= w
h
= u
h
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0 =  
X
m2M
a
2
X
i=1

u

h
(mh)  u

h
((m+ k
i
)h)
h

2
h
2
 
2
X
i=1
X
r2
a 
i

u

h
(rh)  u

h
((r+ k
i
)h)
h

2
h
2
:
Aus dieser Gleichung, bei der alle vorkommenden Summanden das gleiche Vorzeichen
haben, und der homogenen Neumannrandbedingung folgt u

h
(nh) = C und somit
u
1
h
(nh) = u
2
h
(nh) + C 8nh 2 G
a
h
[ 
a 
h
In Analogie zum inneren Neumannproblem ist auch das

auere Problem nur unter
einer Zusatzbedingung l

osbar.
Lemma 2.8: Notwendig f

ur die L

osbarkeit des Problems (N
a
) ist die Bedingung
X
r2
a 
 
a
h
(rh)h = 0 : (2.2)
Beweis: Betrachtet man den Spezialfall w
h
= 1 von Satz 2.6 , dann gilt f

ur die
L

osung u
h
des

aueren Neumannproblems
0 =
X
r2
a 
X
k2KnK
a
r
 
u
h
(rh)  u
h
((r + k)h)
h
!
h =
X
r2
a 
 
a
h
(rh)h
2.3 Potentialans

atze f

ur Randwertprobleme
Im Mittelpunkt der weiteren Untersuchungen steht die L

osung der auf der Laplace-
gleichung beruhenden diskreten Dirichlet{ und Neumannprobleme. Speziell in die-
sem Abschnitt werden die Grundlagen zur numerischen L

osung der Dierenzenrand-
wertprobleme geschaen. Bei den einzelnen Problemen wird immer von einem An-
satz mit dem diskreten Einfachschichtpotential ausgegangen. Eine wesentliche Rolle
beim Beweis der entsprechenden S

atze spielen die Eindeutigkeitss

atze aus dem Ab-
schnitt 2.2. Besonders auffallend ist die Analogie zu den klassischen Resultaten und
Methoden. Aus der Vielzahl der erschienenen Arbeiten sei vor allem auf die Autoren
Michlin [Mi], Kress [Kr] und Smirnow [Sm1] verwiesen.
Im zweidimensionalen Fall ist aus der klassischen Potentialtheorie bekannt, da bei
der L

osung von Dirichletproblemen mit dem Einfachschichtpotential eine

Anderung
im Potentialansatz notwendig ist. Nur mit Hilfe dieser

Anderung kann beispielsweise
beim Einfachschichtpotential mit konstanter Dichte auf dem Einheitskreis gezeigt
werden, da die L

osung des konkret betrachteten Dirichletproblems eindeutig ist.
Andererseits wird bei

aueren Dirichletproblemen erst durch die Modikation des
Potentials das tats

achliche Verhalten der L

osung im Unendlichen widergespiegelt.
Auch im diskreten Fall ist sowohl bei

aueren Dirichletproblemen zur genauen Be-
schreibung des Verhaltens der L

osung im Unendlichen als auch bei inneren Dirichlet-
problemen zum Beweis von Eindeutigkeitsaussagen eine

Anderung im Potential-
ansatz erforderlich. Die Grundidee wird aus dem im kontinuierlichen Fall gew

ahlten
Ansatz von Kress [Kr]

ubernommen.
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2.3.1

Aueres Neumannproblem
Satz 2.11: Wenn die notwendige Bedingung (2.2) erf

ullt ist und das System
 
a
h
(lh) =
X
k2KnK
a
l
X
r2
a 
(E
h
(lh  rh)   E
h
((l + k)h  rh)) v
h
(rh) 8 lh 2 
a 
h
(2.3)
l

osbar ist, dann stellt das Potential der Einfachschicht
(P
E
a
h
v
h
)(mh) =
X
r2
a 
v
h
(rh)E
h
(mh  rh)h
in allen Punkten mh 2 G
a
h
[ 
a 
h
eine L

osung des

aueren Neumannproblems dar.
Beweis: Ist das Gleichungssystem (2.3) l

osbar, dann hat die diskrete Normal-
ableitung des Einfachschichtpotentials in jedem Gitterpunkt lh 2 
a 
h
die Gestalt
h
 1
P
k2KnK
a
l
((P
E
a
h
v
h
)(lh)   (P
E
a
h
v
h
)((l + k)h)) =  
a
h
(lh) : Andererseits ist in allen
Punkten mh 2 G
a
h
die Gleichung  
h
(P
E
a
h
v
h
)(mh) = 0 erf

ullt. Zu zeigen bleibt,
da das Einfachschichtpotential im Unendlichen beschr

ankt ist. Aus Lemma 2.3, der
Symmetrieeigenschaft der diskreten Fundamentall

osung und der Bedingung (2.2)
folgt zun

achst
0 =
X
l2
a 
 
a
h
(lh) h =
X
l2
a 

X
k2KnK
a
l
X
r2
a 
(E
h
(lh  rh) E
h
((l+ k)h   rh)) v
h
(rh)

h
=
X
r2
a 
v
h
(rh) h

X
l2
a 
X
k2KnK
a
l
(E
h
(rh  lh) E
h
(rh  (l+ k)h))

=
X
r2
a 
v
h
(rh) h :
Da die diskrete Fundamentall

osung des Laplaceoperators in der Ebene bis auf eine
Konstante eindeutig bestimmt ist, gilt ausgehend von der bereits im Abschnitt 1.2.1
denierten Fundamentall

osung E
2
h
(x) und der soeben bewiesenen Gleichung
(P
E
a
h
v
h
)(mh) =
X
r2
a 
v
h
(rh) (E
2
h
(mh  rh) + C )h =
X
r2
a 
v
h
(rh)E
2
h
(mh  rh)h :
Betrachtet man zus

atzlich die kontinuierliche Fundamentall

osung (1.3), dann erh

alt
man mit Hilfe von Lemma 1.2 und der Darstellung
(P
E
a
h
v
h
)(mh) =
X
r2
a 
v
h
(rh)

(E
2
h
(mh  rh) E(mh  rh)) + (E(mh  rh) E(mh))

h
die Absch

atzung j(P
E
a
h
v
h
)(mh)j  max
r2
a 
jv
h
(rh)j
P
r2
a 

C h
jmh rhj
+ j ln
jmhj
jmh rhj
j

h:
Der Rand 
a 
h
besteht nur aus endlich vielen Gitterpunkten. Folglich ist das Poten-
tial der Einfachschicht eine im Auengebiet diskret harmonische Funktion, die f

ur
jmhj ! 1 gegen Null strebt
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Satz 2.12: F

ur jede auf 
a 
h
denierte Gitterfunktion  
a
h
(lh), die der notwendigen
Bedingung (2.2) gen

ugt, ist das Gleichungssystem (2.3) eindeutig l

osbar.
Beweis: In Verbindung mit der Fredholmschen Alternative wird gezeigt, da das
homogene Gleichungssystem (2.3) nur die triviale L

osung besitzt. Die notwendige
Bedingung (2.2) ist automatisch erf

ullt. Wenn v

h
(rh) eine L

osung des homogenen
Gleichungssystems (2.3) ist, dann ist neben der trivialen L

osung nach Satz 2.11 auch
das Einfachschichtpotential (P
E
a
h
v

h
)(mh) =
P
r2
a 
v

h
(rh)E
h
(mh rh)h eine L

osung
des homogenen

aueren Neumannproblems. Aus Satz 2.10 folgt (P
E
a
h
v

h
)(mh) = C
in allen Gitterpunkten mh 2 G
a
h
[ 
a 
h
: Betrachtet man zus

atzlich das einem ein-
fach zusammenh

angenden Gebiet G entsprechende diskrete Gebiet G
h
, das aus allen

ubrigen Gitterpunkten mh 2 IR
2
h
: mh 62 (G
a
h
[ 
a 
h
) besteht und f

ur das 
 
h
 
a 
h
gilt, dann ist in allen Punkten mh 2 G
h
die Gleichung  
h
(P
E
a
h
v

h
)(mh) = 0 erf

ullt
und in den Randpunkten lh 2 
 
h
gilt (P
E
a
h
v

h
)(lh) = C: Aus dem Eindeutigkeits-
satz des inneren Dirichletproblems resultiert (P
E
a
h
v

h
)(mh) = C f

ur alle mh 2 G
h
:
Folglich ist das Potential (P
E
a
h
v

h
)(mh) in der ganzen Ebene konstant. Da auerdem
in allen Randpunkten lh 2 
a 
h
die Beziehung 0 =  
h
(P
E
a
h
v

h
)(lh) = v

h
(lh)h
 1
erf

ullt ist, besitzt das homogene System (2.3) nur die triviale L

osung
2.3.2 Inneres Neumannproblem
Satz 2.13: Wenn das Gleichungssystem
 
h
(lh) =
X
k2KnK
l
X
r2
 
(E
h
(lh  rh)   E
h
((l + k)h  rh)) v
h
(rh) 8 lh 2 
 
h
(2.4)
l

osbar ist und die Bedingung (2.1) erf

ullt ist, dann ist das Einfachschichtpotential
(P
E
h
v
h
)(mh) =
X
r2
 
v
h
(rh)E
h
(mh  rh)h 8mh 2 (G
h
[ 
 
h
)
eine L

osung des inneren Neumannproblems (N
i
):
Beweis: Ist das Gleichungssystem (2.4) l

osbar, dann gilt in jedem einzelnen Gitter-
punkt lh 2 
 
h
f

ur die diskrete Normalableitung des Potentials der Einfachschicht
h
 1
P
k2KnK
l
((P
E
h
v
h
)(lh)   (P
E
h
v
h
)((l + k)h)) =  
h
(lh) : Ferner ist in allen inneren
Gitterpunkten mh 2 G
h
die Dierenzengleichung  
h
(P
E
h
v
h
)(mh) = 0 erf

ullt
Satz 2.14: Die Bedingung (2.1) ist notwendig und hinreichend f

ur die L

osbarkeit
des Gleichungssystems (2.4).
Beweis: Die Notwendigkeit kann mit Hilfe der Gauschen Summenformel aus dem
Abschnitt 2.1.1 und der Symmetrieeigenschaft der diskreten Fundamentall

osung
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gezeigt werden. Im einzelnen gilt
X
l2
 
 
h
(lh) h =
X
l2
 

X
k2KnK
l
X
r2
 
(E
h
(lh  rh) E
h
((l+ k)h  rh)) v
h
(rh)

h
=
X
r2
 
v
h
(rh) h

X
l2
 
X
k2KnK
l
(E
h
(rh  lh)  E
h
(rh  (l+ k)h))

= 0 :
Zu untersuchen bleibt, ob die Bedingung (2.1) auch hinreichend ist. Nach der Gau-
schen Summenformel besitzt das zum homogenen Gleichungssystem (2.4) adjun-
gierte System
0 =
X
r2
 
X
k2KnK
r
(E
h
(lh  rh)  E
h
(lh  (r + k)h)) w
h
(rh) 8 lh 2 
 
h
(2.5)
in allen Randpunkten rh 2 
 
h
die nichttriviale L

osung w
h
(rh) = 1: Damit existiert
wenigstens eine von Null verschiedene L

osung v

h
(rh) des homogenen Systems (2.4).
Gezeigt wird, da
P
r2
 
v

h
(rh)h 6= 0 gilt. Nach Satz 2.13 ist das Einfachschicht-
potential (P
E
h
v

h
)(mh) =
P
r2
 
v

h
(rh)E
h
(mh  rh)h in den Punkten mh 2 G
h
[ 
 
h
eine L

osung des homogenen inneren Neumannproblems. Andererseits hat dieses
Problem die triviale L

osung, so da aus dem Eindeutigkeitssatz (P
E
h
v

h
)(mh) = C
f

ur alle mh 2 G
h
[
 
h
folgt. Wenn auf jedem Geradenst

uck, das bei achsenparalleler
Verbindung der Punkte aus  
h
= frh 2 IR
2
h
nG
h
: jrh mhj 
p
2h; mh 2 G
h
g ent-
steht, mindestens zwei Punkte von 
 
h
liegen, dann kann man ein Auengebiet G
a
h
konstruieren, das aus den Gitterpunkten mh 2 IR
2
h
: mh 62 (G
h
[ 
 
h
) besteht und
f

ur das 
a 
h
 
 
h
gilt. Angenommen, die Beziehung
P
r2
 
v

h
(rh)h = 0 ist erf

ullt,
dann kann in Analogie zum Satz 2.11 gezeigt werden, da (P
E
h
v

h
)(mh) im Un-
endlichen gegen Null strebt. Da das Einfachschichtpotential in allen Randpunkten
rh 2 
a 
h
 
 
h
konstant ist, folgt aus dem Eindeutigkeitssatz des

aueren Dirichlet-
problems (P
E
h
v

h
)(mh) = C f

ur alle Punkte mh 2 G
a
h
und somit (P
E
h
v

h
)(mh) = C
in jedem beliebigen Gitterpunkt mh 2 IR
2
h
: Andererseits ist auch in allen Rand-
punkten lh 2 
 
h
die Beziehung 0 =  
h
(P
E
h
v

h
)(lh) = v

h
(lh)h
 1
erf

ullt. Da v

h
jedoch eine nichttriviale L

osung ist, mu die obige Annahme falsch sein und deshalb
P
r2
 
v

h
(rh)h = C
1
6= 0 gelten. Im folgenden wird bewiesen, da das homogene Glei-
chungssystem (2.4) keine von v

h
linear unabh

angige L

osung besitzt. Es sei v

h
eine
weitere nichttriviale L

osung des Systems (2.4). Aus den bisherigen

Uberlegungen
resultiert
P
r2
 
v

h
(rh)h = C
2
6= 0: Dar

uber hinaus ist v

h
= v

h
C
2
  v

h
C
1
eine
L

osung des homogenen Systems (2.4). F

ur diese spezielle L

osung kann man mit Hil-
fe der Gleichung
P
r2
 
v

h
(rh)h = 0 zeigen, da v

h
(rh) = 0 f

ur alle rh 2 
 
h
und
somit v

h
(rh) = C
2
=C
1
v

h
(rh) gilt. Nach dem dritten Fredholmschen Satz besitzt
das System (2.5) deshalb nur die linear unabh

angige L

osung w
h
(rh) = 1 und aus
dem vierten Fredholmschen Satz folgt schlielich die Behauptung des Satzes
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Bemerkung 2.2: IstG
h
ein aus Rechtecken zusammengesetztes Gebiet, welches das
in der Regel allgemeinere Ausgangsgebiet G hinreichend genau approximiert, dann
kann bei Bedarf die zur Konstruktion des Auengebietes G
a
h
notwendige Voraus-
setzung durch eine weitere Halbierung der Schrittweite h erf

ullt werden. Zu beachten
ist dabei nur, da sowohl vor als auch nach der Halbierung der Schrittweite der
Rand  
D

ubereinstimmt, der bei der achsenparallelen Verbindung aller zur Menge
 
h
geh

orenden Gitterpunkte entsteht.
2.3.3 Inneres Dirichletproblem
Zur L

osung innerer Dirichletprobleme wird das modizierte Einfachschichtpotential
(P
E
m
h
v
h
)(mh) =
P
r2
 
(v
h
(rh)   Sv
h
)E
h
(mh   rh)h + Sv
h
verwendet. Dabei sei
Sv
h
= (
P
s2
 
h)
 1
P
s2
 
v
h
(sh)h und s = (s
1
; s
2
) : s
1
; s
2
2 Z: Charakteristisch f

ur
dieses Potential ist die Eigenschaft
P
r2
 
(v
h
(rh)  Sv
h
) h = 0; die beim Beweis des
Eindeutigkeitssatzes sichert, da das auf ganz IR
2
h
betrachtete Potential im Unend-
lichen beschr

ankt ist.
Satz 2.15: Wenn das Gleichungssystem
'
h
(lh) =
X
r2
 
(v
h
(rh)  Sv
h
)E
h
(lh  rh)h + Sv
h
8 lh 2 
 
h
(2.6)
l

osbar ist, dann stellt das Potential
(P
E
m
h
v
h
)(mh) =
X
r2
 
(v
h
(rh)  Sv
h
)E
h
(mh  rh)h + Sv
h
in allen Punkten mh 2 G
h
[
 
h
eine L

osung des inneren Dirichletproblems (D
i
) dar.
Beweis: Ist das Gleichungssystem (2.6) l

osbar, dann ist die Dirichletrandbedingung
erf

ullt. Auerdem gilt  
h
(P
E
m
h
v
h
)(mh) = 0 in allen Gitterpunkten mh 2 G
h
Satz 2.16: Das Gleichungssystem (2.6) ist f

ur beliebig vorgegebene Randwerte
'
h
(lh) eindeutig l

osbar.
Beweis: Die Behauptung des Satzes folgt aus der Fredholmschen Alternative, wenn
das homogene Gleichungssystem (2.6) nur die triviale L

osung besitzt. Es sei v

h
(rh)
eine L

osung des homogenen Gleichungssystems (2.6). Neben der trivialen L

osung ist
nach Satz 2.15 das Potential (P
E
m
h
v

h
)(mh) =
P
r2
 
(v

h
(rh) Sv

h
)E
h
(mh rh)h+Sv

h
eine L

osung des homogenen inneren Dirichletproblems und aus dem Eindeutigkeits-
satz folgt (P
E
m
h
v

h
)(mh) = 0 f

ur alle mh 2 G
h
[ 
 
h
: Wenn bei der achsenparallelen
Verbindung der Punkte aus  
h
= frh 2 IR
2
h
n G
h
: jrh  mhj 
p
2h; mh 2 G
h
g
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mindestens zwei der Gitterpunkte auf jedem Geradenst

uck liegen, dann kann man
ein Auengebiet G
a
h
konstruieren, das aus den Punkten mh 2 IR
2
h
: mh 62 (G
h
[
 
h
)
besteht und f

ur das 
a 
h
 
 
h
gilt. Dadurch ergibt sich (P
E
m
h
v

h
)(lh) = 0 f

ur alle
lh 2 
a 
h
: Auerdem ist in den Gitterpunkten mh 2 G
a
h
die Dierenzengleichung
 
h
(P
E
m
h
v

h
)(mh)=0 erf

ullt. In Analogie zum Beweis von Satz 2.11 kann man zei-
gen, da das Potential (P
E
m
h
v

h
)(mh) im Unendlichen beschr

ankt ist. Von Bedeutung
ist dabei die Eigenschaft
P
r2
 
(v

h
(rh) Sv

h
)h = 0; mit deren Hilfe aus der Gleichung
(P
E
m
h
v

h
)(mh) =
X
r2
 
(v

h
(rh)  Sv

h
) (E
2
h
(mh  rh) + C)h + Sv

h
=
X
r2
 
(v

h
(rh)  Sv

h
) (E
2
h
(mh  rh) E(mh  rh)) + (E(mh  rh) E(mh))h+ Sv

h
die Absch

atzung
j(P
E
m
h
v

h
)(mh)j  max
r2
 
jv

h
(rh)   Sv

h
j
P
r2
 
(
C h
jmh rhj
+ j ln
jmhj
jmh rhj
j )h + Sv

h
folgt. Da der Rand 
 
h
nur aus endlich vielen Punkten besteht, strebt das Potential
(P
E
m
h
v

h
)(mh) f

ur jmhj ! 1 gegen Sv

h
und ist damit beschr

ankt. Nach dem
Eindeutigkeitssatz des

aueren Dirichletproblems ist das Einfachschichtpotential in
allen Gitterpunkten mh 2 G
a
h
identisch Null, so da insgesamt (P
E
m
h
v

h
)(mh) = 0
f

ur alle mh 2 IR
2
h
gilt. Ferner erh

alt man ausgehend von der in den Punkten lh 2 
 
h
geltenden Gleichung 0 =  
h
(P
E
m
h
v

h
)(lh) = (v

h
(lh)   Sv

h
)h
 1
die Beziehung
v

h
(lh)
P
s2
 
h =
P
s2
 
v

h
(sh)h; aus der v

h
(lh) = C folgt. Setzt man die L

osung v

h
(lh)
in das homogene Gleichungssystems (2.6) ein, dann ergibt sich C = 0
2.3.4

Aueres Dirichletproblem
Das Potential (P
E
a
m
h
v
h
)(mh) =
P
r2
a 
(v
h
(rh)   S
a
v
h
)E
h
(mh   rh)h + S
a
v
h
mit
S
a
v
h
= (
P
s2
a 
h)
 1
P
s2
a 
v
h
(sh)h steht im Mittelpunkt der weiteren Untersuchungen.
Dieses Einfachschichtpotential ist auf Grund der Eigenschaft
P
r2
a 
(v
h
(rh) S
a
v
h
)h=0
im Unendlichen beschr

ankt.
Satz 2.17: Wenn das Gleichungssystem
'
a
h
(lh) =
X
r2
a 
(v
h
(rh)  S
a
v
h
)E
h
(lh  rh)h + S
a
v
h
8 lh 2 
a 
h
(2.7)
l

osbar ist, dann ist das Potential
(P
E
a
m
h
v
h
)(mh) =
X
r2
a 
(v
h
(rh)  S
a
v
h
)E
h
(mh  rh)h + S
a
v
h
in den Punkten mh 2 G
a
h
[ 
a 
h
eine L

osung des

aueren Dirichletproblems (D
a
) .
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Beweis: Wenn das Gleichungssystems (2.7) l

osbar ist, dann ist die Randbedingung
des

aueren Dirichletproblems erf

ullt. Auerdem gilt  
h
(P
E
a
m
h
v
h
)(mh) = 0 in
den Gitterpunkten mh 2 G
a
h
und in Analogie zum Beweis von Satz 2.16 kann man
zeigen, da das Potential (P
E
a
m
h
v
h
)(mh) im Unendlichen beschr

ankt ist
Satz 2.18: Das Gleichungssystem (2.7) ist bei beliebiger Wahl der Randwerte
'
a
h
(lh) eindeutig l

osbar.
Beweis: Wenn v

h
(rh) eine L

osung des homogenen Gleichungssystems (2.7) ist,
dann ist nach Satz 2.17 das im Unendlichen beschr

ankte Potential (P
E
a
m
h
v

h
)(mh)
eine L

osung des homogenen

aueren Dirichletproblems. Da andererseits auch die
triviale L

osung existiert, folgt aus dem Eindeutigkeitssatz (P
E
a
m
h
v

h
)(mh) = 0 in
allen Gitterpunkten mh 2 G
a
h
[
a 
h
: Betrachtet man ferner das Innengebiet G
h
; das
aus allen Gitterpunkten mh 2 IR
2
h
: mh 62 (G
a
h
[
a 
h
) besteht und f

ur das auerdem

 
h
 
a 
h
gilt, dann erh

alt man f

ur das diskrete Einfachschichtpotential in den
Randpunkten lh 2 
 
h
die Darstellung (P
E
a
m
h
v

h
)(lh) = 0: Dar

uber hinaus ist in den
Gitterpunkten mh 2 G
h
die Dierenzengleichung  
h
(P
E
a
m
h
v

h
)(mh) = 0 erf

ullt.
Da aus dem Eindeutigkeitssatz des inneren Dirichletproblems (P
E
a
m
h
v

h
)(mh) = 0 in
allen Punkten mh 2 G
h
folgt, ist das Potential (P
E
a
m
h
v

h
)(mh) auf dem gesamten
Gitter IR
2
h
identisch Null. Ferner resultiert aus der in den Randpunkten lh 2 
a 
h
geltenden Beziehung 0 =  
h
(P
E
a
m
h
v

h
)(lh) = (v

h
(lh)   S
a
v

h
)h
 1
die Gleichung
v

h
(lh)
P
s2
a 
h =
P
s2
a 
v

h
(sh)h; aus der man v

h
(lh) = C erh

alt. Setzt man die auf

a 
h
konstante L

osung v

h
(lh) in das homogene Gleichungssystem (2.7) ein, dann
ergibt sich v

h
(lh) = 0: Damit besitzt das homogene System (2.7) nur die triviale
L

osung und die Behauptung des Satzes folgt aus der Fredholmschen Alternative
Die Ausf

uhrungen in diesem Kapitel beziehen sich haupts

achlich auf die diskrete
Laplacegleichung. Andererseits kann die L

osung der Poissongleichung mit Hilfe des
diskreten Volumenpotentials und der L

osung der Laplacegleichung dargestellt wer-
den. Dabei erf

ullt das Volumenpotential (V
h
f
h
)(lh) =
P
m2M
E
h
(lh mh) f
h
(mh)h
2
in
den Punkten lh 2 G
h
bzw. das Potential (V
h
f
h
)(lh) =
P
m2M
a
E
h
(lh mh) f
h
(mh)h
2
in den Gitterpunkten lh 2 G
a
h
die Gleichung ( 
h
V
h
f
h
)(lh) = f
h
(lh): Verwiesen
sei in diesem Zusammenhang auf die Eigenschaft 6 des in der Einleitung zitierten
Theorems von Seeley, auch wenn an dieser Stelle noch keine Aufspaltung in ein
diskretes Einfach{ und Doppelschichtpotential erfolgt.
Von den Eigenschaften der diskreten Fundamentall

osung der Laplacegleichung in
der Ebene ist in diesem Kapitel im wesentlichen nur das Verhalten im Unendlichen
und die G

ultigkeit der Dierenzengleichung  
h
E
h
(x) = 
h
(x) von Bedeutung.
Die konkrete Gestalt der bis auf eine Konstante eindeutig bestimmten Fundamen-
tall

osung wird erst in den Kapiteln 3 und 4 eine Rolle spielen.
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Als ein Schwerpunkt f

ur den weiteren Ausbau der Theorie der Dierenzenpotentiale
sind L

osbarkeitsaussagen f

ur Dirichletprobleme zu betrachten, die auf dem Dop-
pelschichtpotential beruhen. Im Gegensatz zur klassischen Potentialtheorie k

onnen
die entsprechenden S

atze nicht mit Hilfe der zum Neumannproblem adjungierten
Gleichungen bewiesen werden. Um konkret auf das im diskreten Fall auftretende
Problem aufmerksam zu machen, wird noch einmal das Gleichungssystem (2.5) aus
Abschnitt 2.3.2 betrachtet. Die rechte Seite dieses Systems stimmt nicht mit dem
Doppelschichtpotential

uberein, da f

ur dieses Potential in den Randpunkten lh 2 
 
h
(P
D
h
w
h
)(lh) =
X
r2
 
X
k2KnK
r
(E
h
(lh  rh)   E
h
(lh  (r + k)h)) w
h
(rh)  w
h
(lh)
gilt. Da

uber das Einfachschichtpotential jedoch gen

ugend Informationen vorhanden
sind, k

onnen eventuell die in der Bemerkung 2.1 angegebenen Gleichungen als neuer
Ansatzpunkt f

ur den Beweis von L

osbarkeitsaussagen im Zusammenhang mit dem
Potential der Doppelschicht genutzt werden. Dar

uber hinaus besteht die M

oglich-
keit, sich bei den theoretischen Untersuchungen zun

achst nur auf Halbr

aume zu
beschr

anken, um die mit den Innen- und Auenecken verbundenen Schwierigkeiten
zu umgehen.
Die Arbeit auf einem ungleichm

aigen Gitter ist theoretisch zun

achst nicht ausge-
schlossen. Abgesehen davon, ob sich in diesem Fall der Aufwand zur numerischen
Berechnung der diskreten Fundamentall

osung lohnt, sind neue theoretische

Uber-
legungen besonders an den Stellen notwendig, an denen die Symmetrieeigenschaften
der diskreten Fundamentall

osung benutzt werden.
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Kapitel 3
Approximation und Konvergenz
Im Kapitel 2 wird ausgehend von der diskreten Laplacegleichung in der Ebene
eine M

oglichkeit zur L

osung diskreter Randwertprobleme mit Hilfe von Dierenzen-
potentialen beschrieben. Um den Zusammenhang zwischen der diskreten L

osung
und der L

osung des kontinuierlichen Ausgangsproblems beurteilen zu k

onnen, wer-
den im folgenden Konvergenzuntersuchungen durchgef

uhrt. Betont sei, da der hier
betrachtete zweidimensionale Fall im Vergleich zum dreidimensionalen Fall der theo-
retisch anspruchsvollere ist. Nicht zuletzt aus diesem Grund sind die zu f

uhrenden
Beweise im allgemeinen sehr umfangreich, so da es vom Aufwand her zweckm

aig
erscheint, sich haupts

achlich auf innere Dirichletprobleme zu konzentrieren.
In diesem Kapitel steht neben dem diskreten Potential der Einfachschicht das dis-
krete Volumenpotential im Mittelpunkt, das vor allem dann eine Rolle spielt, wenn
anstelle der diskreten Laplacegleichung die Poissongleichung zu l

osen ist. Da sowohl
die im Kern der beiden Dierenzenpotentiale stehende diskrete Fundamentall

osung
als auch die kontinuierliche Fundamentall

osung in der Ebene nur bis auf eine Kon-
stante eindeutig bestimmt sind, ist bei den Konvergenzabsch

atzungen unbedingt
auf die Vertr

aglichkeit der Konstanten zu achten. Die folgenden Untersuchungen
beziehen sich konkret auf die Fundamentall

osungen E
2
h
(x) und E(x) aus dem
Abschnitt 1.2.1.
W

ahrend im Abschnitt 3.1 f

ur alle h  e
 1
die gleichm

aige Beschr

anktheit der dis-
kreten Operatoren gezeigt wird, erh

alt man anhand der Ergebnisse im Abschnitt 3.2
einen

Uberblick

uber das Konvergenzverhalten der diskreten Potentiale. Die einzel-
nen S

atze werden haupts

achlich in den R

aumen c und l
p
mit 1  p <1 bewiesen.
Die erzielten Absch

atzungen bilden eine wesentliche Grundlage f

ur den Beweis der
Konvergenz der diskreten L

osung gegen die L

osung des kontinuierlichen Problems.
Eng damit verbunden ist die Frage nach der Konvergenz der diskreten Dichte gegen
die Dichte des kontinuierlichen Potentials. Als unmittelbarer Ausgangspunkt der

Uberlegungen ist vor allem das folgende Theorem zu betrachten (siehe zum Beispiel
Wloka [Wlo]):
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Es seien B
1
; B
2
; B
1;h
und B
2;h
Banachr

aume, A : B
1
! B
2
und A
h
: B
1;h
! B
2;h
lineare Operatoren und D
1;h
: B
1
! B
1;h
und D
2;h
: B
2
! B
2;h
Diskretisierungs-
operatoren. F

ur u 2 B
1
; u
h
2 B
1;h
; f 2 B
2
und f
h
2 B
2;h
m

ogen die Beziehungen
Au = f; A
h
u
h
= f
h
und
kD
2;h
f   f
h
k ! 0 f

ur h! 0
erf

ullt sein. Gilt ferner
kD
2;h
Au A
h
D
1;h
uk ! 0 f

ur h! 0 ( Approximation )
und fA
 1
h
g ist gleichm

aig beschr

ankt, ( Stabilit

at )
dann folgt kD
1;h
u  u
h
k ! 0 f

ur h! 0:
Im Abschnitt 1.2.1 ist bereits darauf hingewiesen worden, da eine M

oglichkeit zur
Fortsetzung der diskreten Fundamentall

osung ins Kontinuierliche darin besteht, den
bei der R

ucktransformation F
 1
h
= R
h
F der diskreten Fouriertransformation auf-
tretenden Einschr

ankungsoperator R
h
auf das Gitter IR
2
h
wegzulassen. Da sich diese
nat

urliche Art der Fortsetzung von den Methoden unterscheidet, bei denen erst ein
Interpolationsoperator zu konstruieren ist, soll der hier gegebene Vorteil genutzt
werden, um die Dierenz zwischen dem kontinuierlichen Potential und dem fort-
gesetzten diskreten Potential in den kontinuierlichen Normen abzusch

atzen.
3.1 Gleichm

aige Beschr

anktheit der diskreten
Operatoren
Einleitend werden die wichtigsten der im Kapitel 3 verwendeten Begrie erl

autert.
Es sei G ein einfach zusammenh

angendes und beschr

anktes Gebiet. Alle in Ver-
bindung mit G
h
= (G \ IR
2
h
) eingef

uhrten Bezeichnungen ndet man am Anfang
von Kapitel 2. Zu achten ist dabei besonders auf die Beschreibung des Randes 
h
,
bestehend aus den Randschichten 
+
h
und 
 
h
. Die hier konkret betrachtete diskrete
Fundamentall

osung E
2
h
(x) ist bereits im Abschnitt 1.2.1 analysiert worden. Auen-
ecken spielten bei den bisherigen Untersuchungen keine Rolle. Aus beweistechnischen
Gr

unden ist es jedoch f

ur die folgenden Absch

atzungen g

unstig, neben der Rand-
schicht 
 
h
auch den Rand  
h
= frh 2 IR
2
h
nG
h
: jrh mhj 
p
2h; mh 2 G
h
g zu
betrachten. Bezeichnet man mit 
A
h
die Menge der Auenecken, die zu  
h
geh

oren,
dann gilt  
h
= 
 
h
[ 
A
h
: Weiterhin sei  
D
der Rand, der bei der achsenparallelen
Verbindung aller Gitterpunkte aus  
h
entsteht.
Ausgehend vom diskreten Volumenpotential (V
h
f
h
)(lh) =
P
m2M
E
2
h
(lh mh) f
h
(mh)h
2
und dem diskreten Einfachschichtpotential (P
E
h
v
h
)(lh) =
P
r2
 
v
h
(rh)E
2
h
(lh   rh)h
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soll in diesem Abschnitt f

ur beschr

ankte Gebiete gezeigt werden, da die Operatoren
V
h
und P
E
h
f

ur alle Schrittweiten h  e
 1
gleichm

aig beschr

ankt sind. W

ahrend
bei der Absch

atzung des diskreten Einfachschichtpotentials die auftretende Kon-
stante im wesentlichen von der Bogenl

ange B( 
D
) des Randes  
D
abh

angt, spielt
bei der Absch

atzung des Volumenpotentials der Fl

acheninhalt A(G
h
) =
P
m2M
h
2
eine
Rolle. Vermerkt sei, da durch die Bedingung h  e
 1
die einzelnen Absch

atzungen
vereinfacht werden und die dominierende Rolle der Ausdr

ucke h
p
j lnhj mit 1  p
im Vergleich zu den Potenzen h
p
betont wird. Eine Abschw

achung dieser Bedingung
ist m

oglich. Im Mittelpunkt steht zun

achst die Absch

atzung des Operators V
h
:
Satz 3.1: Die Operatoren V
h
: c (G
h
) ! l
1
(G
h
) und V
h
: l
p
(G
h
) ! l
q
(G
h
) mit
1 < p <1 und
1
p
+
1
q
= 1 sind f

ur alle h  e
 1
gleichm

aig beschr

ankt.
Beweis: Im Fall f
h
2 l
p
(G
h
) mit 1 < p <1 und kf
h
k
l
p
(G
h
)
= (
P
m2M
jf
h
(mh)j
p
h
2
)
1=p
gilt nach der H

olderschen Ungleichung in jedem Gitterpunkt lh 2 G
h
j(V
h
f
h
)(lh)j  (
X
m2M
jE
2
h
(lh mh)j
q
h
2
)
1=q
kf
h
k
l
p
(G
h
)
:
Als Absch

atzung in der l
q
{Norm erh

alt man
kV
h
f
h
k
l
q
(G
h
)


X
l2M

X
m2M
jE
2
h
(lh mh)j
q
h
2

h
2

1=q
kf
h
k
l
p
(G
h
)
:
Im weiteren sei G

h
= fmh 2 G
h
: mh 6= lhg: Aus Lemma 1.2 und der Absch

atzung
von k
h
jlh mhj
k
l
q
(G

h
)
im Beweis von Satz 1.2 resultiert
kE
2
h
(lh mh)k
l
q
(G

h
)
 kE
2
h
(lh mh)  E(lh mh)k
l
q
(G

h
)
+ kE(lh mh)k
l
q
(G

h
)
 C(h) + kE(lh mh)k
l
q
(G

h
)
;
wobei die von h abh

angige Konstante C f

ur h ! 0 gegen Null strebt. Die Summe
(
P
m2M
m6=l
jE(lh mh)j
q
h
2
)
1=q
approximiert das Parameterintegral (
R
G
M
jE(lh x)j
q
dx)
1=q
;
dessen Existenz durch Lemma 1.6 gesichert ist. F

ur alle Punkte y = lh 2 G
h
und alle
h  e
 1
kann man mit Hilfe dieses Integrals zeigen, da kE
2
h
(lh mh)k
l
q
(G

h
)
 C
1
gilt, wobei die Konstante C
1
von h und y unabh

angig ist. Wird zus

atzlich im Punkt
mh = lh die diskrete Fundamentall

osung in Analogie zu Lemma 1.3 abgesch

atzt,
dann erh

alt man die Beziehung
S =

X
l2M

X
m2M
jE
2
h
(lh mh)j
q
h
2

h
2

1=q
=

X
l2M

X
m2M
m6=l
jE
2
h
(lh mh)j
q
h
2
+ jE
2
h
(0; 0)j
q
h
2

h
2

1=q


X
l2M
h
2

1=q

C
q
1
+ (C
2
+ C
3
j ln hj)
q
h
2

1=q
 A(G
h
)
1=q
(C
q
1
+ (C
2
h
2=q
+ C
3
h
2=q
j ln hj )
q
)
1=q
:
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Auf Grund von lim
h!0
h
2=q
j lnhj = 0 ist der Term h
2=q
j lnhj f

ur h  e
 1
beschr

ankt,
so da f

ur den Ausdruck S eine von h unabh

angige obere Schranke existiert.
Ist f
h
aus dem Raum c (G
h
) mit der Norm kf
h
k
c (G
h
)
= max
m2M
jf
h
(mh)j; dann kann
man ausgehend von der in allen Gitterpunkten lh 2 G
h
geltenden Ungleichung
j(V
h
f
h
)(lh)j 
P
m2M
jE
2
h
(lh mh)jh
2
k f
h
k
c (G
h
)
zeigen, da
kV
h
f
h
k
l
1
(G
h
)
 A(G
h
) (C
1
+ C
2
h
2
+ C
3
h
2
j lnhj ) kf
h
k
c (G
h
)
gilt. Da es f

ur alle Summanden auf der rechten Seite eine von h unabh

angige obere
Schranke gibt, ist der Operator V
h
: c (G
h
) ! l
1
(G
h
) gleichm

aig beschr

ankt
Satz 3.2: Die Operatoren V
h
: c (G
h
) ! c (G
h
) und V
h
: l
p
(G
h
) ! c (G
h
) mit
1 < p <1 und
1
p
+
1
q
= 1 sind f

ur alle h  e
 1
gleichm

aig beschr

ankt.
Beweis: Im Fall f
h
2 l
p
(G
h
) mit 1 < p < 1 erh

alt man in Analogie zum Beweis
von Satz 3.1 in jedem Gitterpunkt lh 2 G
h
die Beziehung
j(V
h
f
h
)(lh)j  (
X
m2M
jE
2
h
(lh mh)j
q
h
2
)
1=q
kf
h
k
l
p
(G
h
)
 (C
q
1
+ (C
2
h
2=q
+ C
3
h
2=q
j ln hj )
q
)
1=q
kf
h
k
l
p
(G
h
)
:
In gleicher Weise kann man f

ur f
h
2 c (G
h
) zeigen, da
j(V
h
f
h
)(lh)j  (C
1
+ h
2
(C
2
+ C
3
j lnhj )) kf
h
k
c (G
h
)
gilt. Da bei allen Absch

atzungen die rechte Seite nicht vom konkret betrachteten
Gitterpunkt lh 2 G
h
abh

angt, gelten die entsprechenden Aussagen auch f

ur das
Maximum von j(V
h
f
h
)(lh)j
F

ur den Operator V
h
: l
1
(G
h
) ! c (G
h
) konnte nur eine von h abh

angige obere
Schranke gefunden werden.
Untersucht wird im folgenden das Verhalten des Operators P
E
h
in den R

aumen c (
 
h
)
und l
p
(
 
h
) mit kf
h
k
c (
 
h
)
= max
rh2
 
h
jf
h
(rh)j und kf
h
k
l
p
(
 
h
)
= (
P
r2
 
jf
h
(rh)j
p
h)
1=p
:
Satz 3.3: Die Operatoren P
E
h
: c (
 
h
) ! l
1
(
 
h
) und P
E
h
: l
p
(
 
h
) ! l
q
(
 
h
) mit
1 < p <1 und
1
p
+
1
q
= 1 sind f

ur alle h  e
 1
gleichm

aig beschr

ankt.
Beweis: Die Dichte v
h
des diskreten Einfachschichtpotentials sei zun

achst aus dem
Raum l
p
(
 
h
) : In Analogie zum Beweis von Satz 3.1 erh

alt man die Absch

atzung
kP
E
h
v
h
k
l
q
(
 
h
)


X
l2
 
(
X
r2
 
jE
2
h
(lh  rh)j
q
h) h

1=q
kv
h
k
l
p
(
 
h
)
 B( 
D
)
1=q
(C
q
1
+ (C
2
h
1=q
+ C
3
h
1=q
j ln hj )
q
)
1=q
kv
h
k
l
p
(
 
h
)
;
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wenn anstelle von Lemma 1.6 und dem auf Lemma 1.2 aufbauenden Beweis von
Satz 1.2 sowohl auf Lemma 1.7 als auch auf Lemma 1.8 Bezug genommen wird.
Die auf der rechten Seite stehenden Summanden sind beschr

ankt, da insbesondere
lim
h!0
h
1=q
j lnhj = 0 gilt. Im Fall v
h
2 c (
 
h
) wird mit Hilfe der Ungleichung
kP
E
h
v
h
k
l
1
(
 
h
)
 B( 
D
) (C
1
+ C
2
h+ C
3
hj lnhj ) kv
h
k
c (
 
h
)
die gleichm

aige Beschr

anktheit des Operators P
E
h
: c (
 
h
) ! l
1
(
 
h
) gezeigt
Satz 3.4: Die Operatoren P
E
h
: c (
 
h
) ! c (
 
h
) und P
E
h
: l
p
(
 
h
) ! c (
 
h
) mit
1 < p <1 und
1
p
+
1
q
= 1 sind f

ur alle h  e
 1
gleichm

aig beschr

ankt.
Beweis: Es sei lh 2 
 
h
ein beliebiger Randpunkt. Im Fall v
h
2 l
p
(
 
h
) folgt aus der
H

olderschen Ungleichung und den bereits in den vorhergehenden S

atzen erw

ahnten
Eigenschaften der diskreten Fundamentall

osung die Beziehung
j(P
E
h
v
h
)(lh)j  (C
q
1
+ (C
2
h
1=q
+ C
3
h
1=q
j lnhj )
q
)
1=q
kv
h
k
l
p
(
 
h
)
:
Auf analoge Weise erh

alt man f

ur v
h
2 c (
 
h
)
j(P
E
h
v
h
)(lh)j  (C
1
+ h (C
2
+ C
3
j ln hj )) kv
h
k
c (
 
h
)
:
Oensichtlich gelten alle diese Absch

atzungen auch f

ur max
lh2
 
h
j(P
E
h
v
h
)(lh)j
F

ur den Operator P
E
h
: l
1
(
 
h
) ! c (
 
h
) ndet man nach dem gleichen Prinzip nur
eine von h abh

angige obere Schranke.
Bemerkung 3.1: Im Kapitel 2 wird zur Formulierung von L

osbarkeitsaussagen f

ur
innere Dirichletprobleme das Einfachschichtpotential
(P
E
m
h
v
h
)(lh) =
X
r2
 
(v
h
(rh)  Sv
h
)E
2
h
(lh  rh)h+ Sv
h
mit Sv
h
= (
P
s2
 
h)
 1
P
s2
 
v
h
(sh)h betrachtet. Auch f

ur den diskreten Operator P
E
m
h
gelten die in den S

atzen 3.3 und 3.4 untersuchten Eigenschaften. Eine m

ogliche
Vorgehensweise bei der Beweisf

uhrung soll am Beispiel P
E
m
h
: l
p
(
 
h
) ! l
q
(
 
h
) mit
1 < p <1 und
1
p
+
1
q
= 1 erl

autert werden.
Aus der H

olderschen Ungleichung folgt jSv
h
j  (
P
s2
 
h)
 1
(
P
s2
 
h)
1=q
kv
h
k
l
p
(
 
h
)
:Daraus
resultiert kSv
h
k
l
q
(
 
h
)
 (
P
s2
 
h)
2=q 1
kv
h
k
l
p
(
 
h
)
 (C(B( 
D
)))
2=q 1
kv
h
k
l
p
(
 
h
)
:
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Andererseits gilt kSv
h
k
l
p
(
 
h
)
 kv
h
k
l
p
(
 
h
)
: Mit Hilfe dieser Absch

atzungen sowie
der Minkowskischen Ungleichung und dem Beweis von Satz 3.3 erh

alt man die
Beziehung
kP
E
m
h
v
h
k
l
q
(
 
h
)


X
l2
 

X
r2
 
jE
2
h
(lh  rh)j
q
h

h

1=q

kSv
h
k
l
p
(
 
h
)
+ kv
h
k
l
p
(
 
h
)

+ kSv
h
k
l
q
(
 
h
)


B( 
D
)
1=q
(C
q
1
+ (C
2
h
1=q
+ C
3
h
1=q
j ln hj )
q
)
1=q
+ (C
4
(B( 
D
)))
2=q 1

kv
h
k
l
p
(
 
h
)
:
Die folgenden beiden S

atze k

onnen nach dem gleichen Prinzip wie bisher bewiesen
werden. Dabei ist lediglich Lemma 1.9 anstelle von Lemma 1.7 zu verwenden und
auf die Bemerkung 1.2 in Verbindung mit Lemma 1.8 zu achten.
Satz 3.5: Die Operatoren P
E
h
: c (
 
h
) ! l
1
(G
h
) und P
E
h
: l
p
(
 
h
) ! l
q
(G
h
) mit
1 < p <1 und
1
p
+
1
q
= 1 sind f

ur alle h  e
 1
gleichm

aig beschr

ankt.
Satz 3.6: F

ur alle h  e
 1
sind die diskreten Operatoren P
E
h
: c (
 
h
) ! c (G
h
)
und P
E
h
: l
p
(
 
h
) ! c (G
h
) mit 1 < p <1 und
1
p
+
1
q
= 1 gleichm

aig beschr

ankt.
3.2 Konvergenzresultate
Im folgenden wird in Analogie zu den beweistechnischen Grundlagen im Kapitel 1
vorausgesetzt, da die Bedingung h  e
 1
erf

ullt ist.
3.2.1 Approximationsaussagen
Untersucht wird zun

achst das Volumenpotential. Das bei der Diskretisierung von
Randwertaufgaben generell auftretende Problem der Gebietsapproximation soll vor-
erst vernachl

assigt werden. Anstelle von G wird daher das Gebiet G
M
=
S
m2M
W (mh)
betrachtet, wobei W (mh) das Quadrat mit dem Mittelpunkt mh und der Seiten-
l

ange h ist. In allen Punkten x 2 G
M
nG sei f(x) = 0 : Die Dierenz zwischen dem
Volumenpotential (V
h
f
h
)(y) =
P
m2M
E
2
h
(y  mh) f
h
(mh)h
2
und dem kontinuierlichen
Potential (V f)(y) =
R
G
M
E(y   x) f(x) dx wird in der c { und l
p
{ Norm und auf
Grund der nat

urlichen Fortsetzbarkeit des diskreten Potentials auch in den R

au-
men C und L
p
abgesch

atzt. Dabei sei E(y   x) die Fundamentall

osung (1.3) aus
dem Abschnitt 1.2.1 und f
h
(mh) die Einschr

ankung der Funktion f(x) auf das
Gitter IR
2
h
:
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Satz 3.7: Ist die Funktion f(x) aus L
1
(G
M
) und Riemann{ integrierbar, dann
gilt kV
h
f
h
  V fk
c (G
h
)
! 0 f

ur h ! 0: F

ur f 2 C
0;
(G
M
) mit 0 <   1 und
kfk
C
0;
(G
M
)
= sup
x2G
M
jf(x)j + sup
x;y2G
M
; x6=y
jf(x) f(y)j
jx yj

erh

alt man die Absch

atzung
kV
h
f
h
  V fk
c (G
h
)
 C h

kfk
C
0;
(G
M
)
:
Beweis: In jedem Gitterpunkt lh 2 G
h
gilt
j
X
m2M
E
2
h
(lh mh) f
h
(mh)h
2
 
Z
G
M
E(lh  x) f(x) dx j
 jE
2
h
(0) f
h
(lh)h
2
j+
X
m2M
m6=l
jE
2
h
(lh mh) E(lh mh)j jf
h
(mh)jh
2
(3.1)
+
X
m2M
m6=l
jE(lh mh) f
h
(mh)h
2
 
Z
W (mh)
E(lh  x) f(x) dx j+ j
Z
W (lh)
E(lh  x) f(x) dx j :
Die Summanden auf der rechten Seite k

onnen wie folgt abgesch

atzt werden:
Ausgehend von Lemma 1.3 erh

alt man f

ur h  e
 1
die Beziehung
jE
2
h
(0) f
h
(lh)h
2
j  C
1
h
2
j lnhj kf
h
k
c (G
h
)
: (3.2)
Betrachtet man nur die Punkte mh 2 G

h
= fmh 2 G
h
: m 6= lg; dann ergibt sich
aus Lemma 1.2 und der Absch

atzung von k
h
jlh mhj
k
l
1
(G

h
)
im Beweis von Satz 1.2
X
m2M
m6=l
jE
2
h
(lh mh)  E(lh mh)j jf
h
(mh)jh
2
 C
2
(diam(G
h
))h kf
h
k
c (G
h
)
: (3.3)
Dabei ist diam(G
h
) = max
m
1
;m
2
2M
jm
1
h m
2
hj : Ferner gilt
X
m2M
m6=l
jE(lh mh) f
h
(mh) h
2
 
Z
W (mh)
E(lh  x) f(x) dx j  S
1
+ S
2
(3.4)
mit S
1
=
X
m2M
m6=l
j
Z
W (mh)
E(lh mh) (f
h
(mh)  f(x)) dx j
und S
2
=
X
m2M
m6=l
Z
W (mh)
jE(lh mh) E(lh  x)j jf(x)j dx :
Untersucht wird zun

achst der Ausdruck S
1
. Wie bereits im Abschnitt 3.1 erw

ahnt,
approximiert die Summe
P
m2M
m 6=l
jE(lh mh)jh
2
das Parameterintegral
R
G
M
jE(lh x)j dx:
Mit Hilfe dieses Integrals ist f

ur alle y = lh 2 G
h
und h  e
 1
eine Absch

atzung
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in der Form
P
m2M
m6=l
jE(lh mh)jh
2
 C m

oglich, wobei die Konstante C von h und y
unabh

angig ist. Im Fall f 2 C
0;
(G
M
) erh

alt man
S
1

X
m2M
m6=l

sup
x2W (mh)
x6=mh
jf
h
(mh)  f(x)j
jmh  xj


p
2h
2



jE(lh mh)j h
2
 C
3
h

kfk
C
0;
(G
M
)
: (3.5)
Ist f 2 L
1
(G
M
) und Riemann{ integrierbar, dann gilt f

ur h! 0
S
1
 sup
m2M
m6=l

sup
x2W (mh)
jf(x)j   inf
x2W (mh)
jf(x)j

X
m2M
m6=l
jE(lh mh)jh
2
! 0 : (3.6)
Abzusch

atzen bleibt der Ausdruck S
2
. Ausgehend von der Taylorentwicklung der
Funktion y(x) = ln
jlh xj
jlh mhj
an der Stelle (m
1
h;m
2
h) zeigt man die Ungleichung
1
2
j ln
jlh xj
jlh mhj
j  C
4
h
jlh mhj
und nach der Beweisf

uhrung von Satz 1.2 gilt
S
2
 C
4
kfk
L
1
(G
M
)
X
m2M
m6=l
h
jlh mhj
h
2
 C
5
(diam(G
h
))h kfk
L
1
(G
M
)
: (3.7)
Dabei ist kfk
L
1
(G
M
)
= vrai max
x2G
M
jf(x)j: Weiterhin folgt aus Lemma 1.6
j
Z
W (lh)
E(lh  x) f(x) dx j  C
6
h
2
j lnhj kfk
L
1
(G
M
)
: (3.8)
F

ur f 2 C
0;
(G
M
) ergibt sich unter Ber

ucksichtigung von kfk
L
1
(G
M
)
 kfk
C
0;
(G
M
)
und kf
h
k
c (G
h
)
 kfk
C
0;
(G
M
)
aus den Beziehungen (3.1) { (3.5) ; (3.7) und (3.8)
die Absch

atzung
jV
h
f
h
(lh)  V f(lh)j  (C
1
h
2
j lnhj + C
2
(diam(G
h
))h + C
3
h

) kfk
C
0;
(G
M
)
 C h

kfk
C
0;
(G
M
)
; (3.9)
wobei die rechte Seite nicht vom speziell betrachteten Gitterpunkt lh 2 G
h
abh

angt.
Auf Grund der Eigenschaft (3.6) kann f

ur Riemann{ integrierbare Funktionen aus
L
1
(G
M
) nur Konvergenz ohne Geschwindigkeit gezeigt werden
Bemerkung 3.2: Der Beweis von Satz 3.7 kann auf analoge Weise gef

uhrt werden,
wenn das bisher betrachtete Gebiet G
M
durch das Ausgangsgebiet G ersetzt wird.
Dabei sei K = f(0; 0); (1; 0); ( 1; 0); (0; 1); (0; 1)g und G =
S
m2M
W

(mh) mit
W

(mh) =
(
W (mh) f

ur m 2M n 
+
(W (mh) [W (r
m
h))\ G f

ur m 2 
+
und r
m
= (m+ k) 2 
 
; k 2 K:
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W
ahrend bei den Absch

atzungen (3.5) { (3.7) nur die Ungleichung
R
W

(mh)
dx  C h
2
zu ber

ucksichtigen ist, gelangt man zur Absch

atzung (3.8), indem man im Beweis
von Lemma 1.6 beim

Ubergang zu Polarkoordinaten 0  % 
p
2h w

ahlt.
Das folgende Konvergenzresultat im Raum l
p
(G
h
) mit 1  p <1 kann unmittelbar
mit Hilfe der Beziehung (3.9) bewiesen werden.
Satz 3.8: Ist die Funktion f(x) aus L
1
(G
M
) und Riemann{ integrierbar, dann
gilt kV
h
f
h
  V fk
l
p
(G
h
)
! 0 f

ur h ! 0: Im Fall f 2 C
0;
(G
M
) mit 0 <   1
erh

alt man die Absch

atzung
kV
h
f
h
  V fk
l
p
(G
h
)
 C((A(G
h
))
1=p
) h

kfk
C
0;
(G
M
)
:
Im folgenden wird die Dierenz zwischen dem fortgesetzten diskreten Potential und
dem kontinuierlichen Volumenpotential in den R

aumen C(G
M
) und L
p
(G
M
) mit
1  p < 1 abgesch

atzt. Da aus dem Zusammenhang eindeutig hervorgeht, ob die
diskrete Fundamentall

osung oder deren Fortsetzung betrachtet wird, soll auf die
Einf

uhrung eines neuen Symbols verzichtet werden.
Satz 3.9: F

ur Riemann{integrierbare Funktionen f(x) aus dem Raum L
1
(G
M
)
gilt kV
h
f
h
  V fk
C (G
M
)
! 0 f

ur h! 0 : Im Fall f 2 C
0;
(G
M
) ergibt sich
kV
h
f
h
  V fk
C (G
M
)
 C h

kfk
C
0;
(G
M
)
:
Beweis: Es sei y 2 G
M
ein beliebiger Punkt, M
y
= fm 2M : jy  mhj <
p
2hg
und diam(G
M
) = max
x;z2G
M
jx  zj: In Analogie zu (3.1) erh

alt man die Absch

atzung
j
X
m2M
E
2
h
(y  mh) f
h
(mh) h
2
 
Z
G
M
E(y   x) f(x) dx j

X
m2M
y
jE
2
h
(y  mh)j jf
h
(mh)j h
2
+
X
m2MnM
y
jE
2
h
(y  mh) E(y  mh)j jf
h
(mh)j h
2
+
X
m2MnM
y
jE(y  mh) f
h
(mh) h
2
 
Z
W (mh)
E(y   x) f(x) dx j+ j
X
m2M
y
Z
W (mh)
E(y   x) f(x) dx j :
Da die Menge M
y
aus maximal sieben Elementen besteht, folgt f

ur h  e
 1
aus
Lemma 1.3 die Beziehung
P
m2M
y
jE
2
h
(y mh)j jf
h
(mh)jh
2
 C
1
h
2
j lnhj kfk
L
1
(G
M
)
:
In den Punkten m 2MnM
y
gilt jy mhj  jnhj mit n = (n
1
; n
2
); n
1
= [ j
y
1
h
 m
1
j ];
n
2
= [ j
y
2
h
 m
2
j ] und 0 < jnhj  diam(G
M
): Dabei wird mit [ j
y
i
h
 m
i
j ]; i = 1; 2
der ganze Teil der Zahl j
y
i
h
 m
i
j bezeichnet. In Analogie zu (3.3) erh

alt man
X
m2MnM
y
jE
2
h
(y  mh) E(y  mh)j jf
h
(mh)j h
2
 C
2
X
m2MnM
y
h
jy  mhj
h
2
kfk
L
1
(G
M
)
 C
2
X
n:0<jnhjdiam(G
M
)
h
jnhj
h
2
kfk
L
1
(G
M
)
 C
3
(diam(G
M
)) h kfk
L
1
(G
M
)
:
77
Aus der Absch

atzung
P
m2MnM
y
jE(y mh) f
h
(mh)h
2
 
R
W (mh)
E(y x) f(x) dx j  S
1
+S
2
mit S
1
=
X
m2MnM
y
j
Z
W (mh)
E(y  mh) (f
h
(mh)  f(x)) dx j
und S
2
=
X
m2MnM
y
Z
W (mh)
jE(y  mh)  E(y   x)j jf(x)j dx
folgt f

ur Riemann-integrierbare Funktionen f 2 L
1
(G
M
)
S
1
 sup
m2MnM
y

sup
x2W (mh)
jf(x)j  inf
x2W (mh)
jf(x)j

X
m2MnM
y
jE(y mh)jh
2
! 0 f

ur h! 0:
F

ur f 2 C
0;
(G
M
) gilt in Analogie zu (3.5) und (3.7) S
1
 C
4
h

kfk
C
0;
(G
M
)
und
S
2
 C
5
(diam(G
M
))h kfk
L
1
(G
M
)
: Dabei wird zur Absch

atzung von S
2
die f

ur alle
m 2 M nM
y
geltende Ungleichung jy mhj  h verwendet. Aus Lemma 1.6 ergibt
sich die Beziehung j
P
m2M
y
R
W (mh)
E(y   x) f(x) dx j  C
6
h
2
j lnhj kfk
L
1
(G
M
)
; wenn
beim

Ubergang zu Polarkoordinaten 0  % 
p
2h +
p
2
2
h gew

ahlt wird. Unter
Verwendung der Ungleichung kfk
L
1
(G
M
)
 kfk
C
0;
(G
M
)
resultiert die Behauptung
des Satzes im Fall f 2 C
0;
(G
M
) unmittelbar aus der punktweisen Absch

atzung
j
X
m2M
E
2
h
(y  mh) f
h
(mh)h
2
 
Z
G
M
E(y   x) f(x) dx j  C h

kfk
C
0;
(G
M
)
Auf der Grundlage dieser Ungleichung kann auch das folgende Konvergenzresultat
im Raum L
p
(G
M
) mit 1  p <1 bewiesen werden.
Satz 3.10: Ist die Funktion f(x) aus L
1
(G
M
) und Riemann{ integrierbar, dann
gilt kV
h
f
h
  V fk
L
p
(G
M
)
! 0 f

ur h ! 0: Bezeichnet man mit A(G
M
) den
Fl

acheninhalt des Gebietes G
M
; dann erh

alt man f

ur f 2 C
0;
(G
M
) mit 0 <   1
die Absch

atzung
kV
h
f
h
  V fk
L
p
(G
M
)
 C((A(G
M
))
1=p
) h

kfk
C
0;
(G
M
)
:
Im Mittelpunkt der folgenden Untersuchungen steht das Potential der Einfach-
schicht. Vorausgesetzt wird beim Absch

atzen der Dierenz zwischen dem diskreten
Potential (P
E
h
v
h
)(y) =
P
r2
 
v
h
(rh)E
2
h
(y   rh)h und dem kontinuierlichen Potential
(P
E
v)(y) =
R
 
D
v(x)E(y   x) dx; da in den Punkten rh 2 
 
h
v(rh) = v
h
(rh) gilt.
Zus

atzlich wird die Bezeichnung R = f(r
1
; r
2
) : r
1
; r
2
2 Z; rh 2  
h
g eingef

uhrt.
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Satz 3.11: Ist die Dichte v des Einfachschichtpotentials P
E
v aus L
1
( 
D
) und
Riemann{ integrierbar, dann gilt kP
E
h
v
h
  P
E
vk
c (
 
h
)
! 0 f

ur h ! 0: Im Fall
v 2 C
0;
( 
D
) mit 0 <   1 erh

alt man die Absch

atzung
kP
E
h
v
h
  P
E
vk
c (
 
h
)
 C(hj ln hj + h

)kvk
C
0;
( 
D
)
:
Beweis: In allen Randpunkten rh 2  
h
sei U(rh) =  
D
\W (rh) . Deniert man
v
h
(rh) = v(rh) auch in den Punkten rh 2  
h
n 
 
h
; dann gilt in jedem einzelnen
Gitterpunkt lh 2 
 
h
j(P
E
h
v
h
  P
E
v)(lh)j  jv
h
(lh)E
2
h
(0) hj+
X
r2R
r 6=l
jv
h
(rh)j jE
2
h
(lh  rh) E(lh  rh)j h
+
X
r2R
r 6=l
j v
h
(rh)E(lh  rh) h 
Z
U(rh)
v(x)E(lh  x) dx j
+ j
Z
U(lh)
v(x)E(lh  x) dx j+ j
X
r2Rn
 
v
h
(rh)E
2
h
(lh  rh) h j :
Der erste Summand auf der rechten Seite kann in Analogie zu (3.2) abgesch

atzt
werden durch jv
h
(lh)E
2
h
(0)hj  C
1
hj lnhj kv
h
k
c ( 
h
)
: Die Schrittweite h sollte man
immer so w

ahlen, da f

ur zwei beliebige Randpunkte kh; jh 2  
h
: kh 6= jh die
Beziehung jkh  jhj  h erf

ullt ist. In diesem Fall folgt aus Lemma 1.7
X
r2R
r 6=l
jv
h
(rh)j jE
2
h
(lh  rh)   E(lh  rh)jh  C
2
hj lnhj kv
h
k
c ( 
h
)
:
Aus der Ungleichung
P
r2R
r 6=l
j v
h
(rh)E(lh   rh)h  
R
U(rh)
v(x)E(lh  x) dx j  S
1
+ S
2
mit S
1
=
X
r2R
r 6=l
j
Z
U(rh)
(v
h
(rh)  v(x))E(lh  rh) dx j
und S
2
=
X
r2R
r 6=l
Z
U(rh)
jv(x)j jE(lh  rh) E(lh  x)jdx
resultiert im Fall v 2 C
0;
( 
D
)
S
1

X
r2R
r 6=l

sup
x2U(rh)
x6=rh
jv
h
(rh)  v(x)j
jrh  xj


h
2



jE(lh  rh)j h  C
3
h

kvk
C
0;
( 
D
)
;
da die Summe
P
r2R
r 6=l
jE(lh   rh)jh auf Grund der Existenz des Parameterintegrals
R
 
D
jE(lh   x)j dx bez

uglich h und y = lh gleichm

aig abgesch

atzt werden kann.
Gesichert ist die Existenz dieses Integrals, da auerhalb von U(lh) der Integrand
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beschr

ankt ist und f

ur x 2 U(lh) die Absch

atzung aus Lemma 1.8 verwendet werden
kann. F

ur Riemann{ integrierbare Funktionen v 2 L
1
( 
D
) gilt
S
1
 sup
r2R
r 6=l

sup
x2U(rh)
jv(x)j   inf
x2U(rh)
jv(x)j

X
r2R
r 6=l
jE(lh  rh)jh ! 0 f

ur h! 0:
Der Ausdruck S
2
kann mittels Taylorentwicklung so umgeformt werden, da aus
dem Beweis von Lemma 1.7 die Beziehung S
2
 C
4
hj ln hj kvk
L
1
( 
D
)
folgt. Ferner
gilt nach Lemma 1.8 j
R
U(lh)
v(x)E(lh  x) dx j C
5
hj lnhj kvk
L
1
( 
D
)
und ausgehend
von der in Lemma 1.3 bewiesenen Eigenschaft der diskreten Fundamentall

osung
erh

alt man j
P
r2Rn
 
v
h
(rh)E
2
h
(lh rh)h j  C
6
hj lnhj kv
h
k
c ( 
h
)
: Aus den Beziehungen
kv
h
k
c ( 
h
)
 kvk
C
0;
( 
D
)
und kvk
L
1
( 
D
)
 kvk
C
0;
( 
D
)
resultiert daher f

ur h  e
 1
die punktweise Absch

atzung
j(P
E
h
v
h
  P
E
v)(lh)j 

C
7
hj lnhj+ C
8
h


kvk
C
0;
( 
D
)
; (3.10)
aus der sich unmittelbar die Behauptung des Satzes ergibt
Mit Hilfe der Ungleichung (3.10) kann auch das folgende Konvergenzresultat im
Raum l
p
(
 
h
) mit 1  p <1 bewiesen werden.
Satz 3.12: Ist die Dichte v des Einfachschichtpotentials P
E
v aus L
1
( 
D
) und
Riemann{ integrierbar, dann gilt kP
E
h
v
h
  P
E
vk
l
p
(
 
h
)
! 0 f

ur h ! 0: Im Fall
v 2 C
0;
( 
D
) mit 0 <   1 erh

alt man die Absch

atzung
kP
E
h
v
h
  P
E
vk
l
p
(
 
h
)
 C((B( 
D
))
1=p
) (hj ln hj + h

) kvk
C
0;
( 
D
)
:
Bemerkung 3.3: Die in den S

atzen 3.11 und 3.12 formulierten Aussagen gelten
auch dann, wenn das bisher betrachtete Einfachschichtpotential (P
E
h
v
h
)(lh) durch
(P
E
m
h
v
h
)(lh) =
P
r2
 
(v
h
(rh) Sv
h
)E
2
h
(lh rh)h+Sv
h
mit Sv
h
= (
P
s2
 
h)
 1
P
s2
 
v
h
(sh)h
und das Potential (P
E
v)(lh) durch (P
E
m
v)(lh) =
R
 
D
(v(x) Tv)E(lh x) dx+Tv
mit Tv = (
R
 
D
dy)
 1
R
 
D
v(y) dy ersetzt wird. Wie die Dierenz dieser Potentiale
konkret abgesch

atzt werden kann, soll im folgenden gezeigt werden.
Es sei B
1
= jSv
h
  Tvj und B
2
= jSv
h
P
r2
 
E
2
h
(lh   rh)h   Tv
R
 
D
E(lh  x) dxj :
Aus der Ungleichung (3.10) resultiert die Beziehung
j(P
E
m
h
v
h
  P
E
m
v)(lh)j  j(P
E
h
v
h
  P
E
v)(lh)j + B
1
+ B
2


C
1
hj lnhj+ C
2
h


kvk
C
0;
( 
D
)
+ B
1
+ B
2
:
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Weiterhin gilt
B
1
 j(
X
s2
 
h)
 1
  (
Z
 
D
dy)
 1
j j
X
s2
 
v
h
(sh) h j
+ j(
Z
 
D
dy)
 1
j

j
X
s2R
v
h
(sh) h 
Z
 
D
v(y) dy j+ j
X
s2Rn
 
v
h
(sh) h j

 C
1
(B( 
D
)) h kv
h
k
c ( 
h
)
+ C
2
(B( 
D
))

X
s2R
Z
U(sh)
jv
h
(sh)  v(y)j
jsh  yj


h
2


dy

 C
1
(B( 
D
)) h kv
h
k
c ( 
h
)
+C
3
(B( 
D
)) h

kvk
C
0;
( 
D
)
 C
4
(B( 
D
)) h

kvk
C
0;
( 
D
)
:
Aus dieser Absch

atzung, der Existenz des Kurvenintegrals
R
 
D
jE(lh   x)j dx und
der Ungleichung (3.10) folgt ferner
B
2
 jSv
h
j j
X
r2
 
E
2
h
(lh  rh) h 
Z
 
D
E(lh  x) dx j+B
1
j
Z
 
D
E(lh  x) dx j
 kv
h
k
c ( 
h
)
(C
1
hj ln hj+ C
2
h

) + C
3
(B( 
D
)) h

kvk
C
0;
( 
D
)
 (C
4
hj ln hj+ C
5
h

)kvk
C
0;
( 
D
)
:
Betrachtet man das diskrete Einfachschichtpotential nicht nur in den Gitterpunkten
lh 2 
 
h
; sondern in allen Randpunkten y 2  
D
; dann erh

alt man das folgende
Konvergenzresultat:
Satz 3.13: Ist die Dichte v des Potentials der Einfachschicht P
E
v aus L
1
( 
D
)
und Riemann{ integrierbar, dann gilt kP
E
h
v
h
  P
E
vk
C ( 
D
)
! 0 f

ur h ! 0 und
kP
E
h
v
h
  P
E
vk
L
p
( 
D
)
! 0 f

ur h ! 0 und 1  p < 1 : F

ur v 2 C
0;
( 
D
) mit
0 <   1 erh

alt man die Absch

atzungen
kP
E
h
v
h
  P
E
vk
C ( 
D
)
 C(hj lnhj + h

) kvk
C
0;
( 
D
)
und
kP
E
h
v
h
  P
E
vk
L
p
( 
D
)
 C((B( 
D
))
1=p
) (hj ln hj + h

) kvk
C
0;
( 
D
)
:
Auf Grund der Analogie zu den bisherigen Betrachtungen soll bei diesem Satz nur
die Beweisidee erl

autert werden. Ausgangspunkt ist die in jedem Randpunkt y 2  
D
geltende Ungleichung
j(P
E
h
v
h
  P
E
v)(y)j 
X
r2R
y
jv
h
(rh)j jE
2
h
(y   rh)j h
+
X
r2RnR
y
jv
h
(rh)j jE
2
h
(y   rh)  E(y  rh)j h
+
X
r2RnR
y
j v
h
(rh)E(y  rh) h 
Z
U(rh)
v(x)E(y  x) dx j
+ j
X
r2R
y
Z
U(rh)
v(x)E(y  x) dx j+ j
X
r2Rn
 
v
h
(rh)E
2
h
(y   rh) h j :
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Dabei sei R
y
= fr 2 R : jy   rhj < hg: Die Ausdr

ucke auf der rechten Seite kann
man absch

atzen, indem man die Beweisschritte von Satz 3.9

ubertr

agt und gleich-
zeitig die Zwischenergebnisse aus dem Beweis von Satz 3.11 verwendet. Wird der
vierte Summand mit Hilfe von Lemma 1.8 abgesch

atzt, dann ist zu beachten, da
f

ur alle x 2 U(rh) : r 2 R
y
die Ungleichung jy   xj < jy   rhj + jrh   xj <
3
2
h
erf

ullt ist. Aus diesem Grund ist bei der im Beweis vorkommenden Integration

uber
u als obere Schranke
3
2
h zu w

ahlen.
Bisher wurde die Dierenz zwischen dem diskreten Einfachschichtpotential und dem
kontinuierlichen Potential nur auf dem Rand untersucht. Von besonderem Interesse
ist jedoch auch das Konvergenzverhalten im Innern des betrachteten Gebietes, da
unmittelbar aus dem diskreten Potentialansatz die L

osung u
h
der Dierenzen-
gleichung bestimmt werden kann und auch die L

osung u der Dierentialgleichung
mit dem kontinuierlichen Einfachschichtpotential berechnet wird. Betrachtet man
in diesem Zusammenhang noch einmal die Abbildung 1, dann geh

oren die folgenden
Absch

atzungen zum letzten Schritt des einleitend vorgestellten Konzeptes. Obwohl
im weiteren die Dierenz zweier harmonischer Funktionen abgesch

atzt wird, kann
das Maximumprinzip nicht angewendet werden. Ursache daf

ur ist die Tatsache, da
das diskrete Einfachschichtpotential diskret harmonisch ist, das klassische Einfach-
schichtpotential aber im kontinuierlichen Sinn harmonisch ist. Die Dierenz der
beiden Funktionen wird daher in der Regel weder diskret noch kontinuierlich har-
monisch sein.
Satz 3.14: Ist die Dichte v des Einfachschichtpotentials P
E
v aus L
1
( 
D
) und
Riemann{ integrierbar, dann gilt kP
E
h
v
h
  P
E
vk
c (G
h
)
! 0 f

ur h ! 0: Im Fall
v 2 C
0;
( 
D
) mit 0 <   1 erh

alt man die Absch

atzung
kP
E
h
v
h
  P
E
vk
c (G
h
)
 C(hj lnhj + h

) kvk
C
0;
( 
D
)
:
Beweis: In jedem Gitterpunkt mh 2 G
h
gilt
j(P
E
h
v
h
  P
E
v)(mh)j 
X
r2R
jv
h
(rh)j jE
2
h
(mh  rh)  E(mh  rh)j h
+
X
r2R
j v
h
(rh)E(mh  rh) h 
Z
U(rh)
v(x)E(mh  x) dx j
+ j
X
r2Rn
 
v
h
(rh)E
2
h
(mh  rh) h j :
Ausgehend von Lemma 1.9 erh

alt man f

ur den ersten Summanden
X
r2R
jv
h
(rh)j jE
2
h
(mh  rh)   E(mh  rh)jh  C
1
hj lnhj kv
h
k
c ( 
h
)
:
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Aus der Ungleichung
P
r2R
j v
h
(rh)E(mh   rh)h 
R
U(rh)
v(x)E(mh  x) dx j  S
1
+ S
2
mit S
1
=
X
r2R
j
Z
U(rh)
(v
h
(rh)  v(x))E(mh  rh) dx j
und S
2
=
X
r2R
Z
U(rh)
jv(x)j jE(mh  rh)  E(mh  x)j dx
und der gleichm

aigen Absch

atzung der Summe
P
r2R
jE(mh   rh)jh bez

uglich h
und y = mh resultiert f

ur v 2 L
1
( 
D
) die Beziehung
S
1
 sup
r2R

sup
x2U(rh)
jv(x)j   inf
x2U(rh)
jv(x)j

X
r2R
jE(mh  rh)jh ! 0 f

ur h! 0:
Im Fall v 2 C
0;
( 
D
) gilt
S
1

X
r2R

sup
x2U(rh)
x6=rh
jv
h
(rh)  v(x)j
jrh  xj


h
2



jE(mh  rh)j h  C
2
h

kvk
C
0;
( 
D
)
:
Mittels Taylorentwicklung wird der Ausdruck S
2
so umgeformt, da aus Lemma 1.9
S
2
 C
3
kvk
L
1
( 
D
)
X
r2R
h
jmh  rhj
h  C
4
hj lnhj kvk
L
1
( 
D
)
folgt. Schlielich ergibt sich aus der im Lemma 1.3 bewiesenen Eigenschaft der dis-
kreten Fundamentall

osung die Ungleichung
j
X
r2Rn
 
v
h
(rh)E
2
h
(mh  rh)h j  C
5
hj lnhj kv
h
k
c ( 
h
)
:
Die Behauptung des Satzes ist eine unmittelbare Folgerung aus diesen punktweisen
Absch

atzungen
Gleichzeitig kann man im Raum l
p
(G
h
) mit 1  p <1 das folgende Konvergenz-
resultat beweisen.
Satz 3.15: Ist die Dichte v des Einfachschichtpotentials P
E
v aus L
1
( 
D
) und
Riemann{ integrierbar, dann gilt kP
E
h
v
h
  P
E
vk
l
p
(G
h
)
! 0 f

ur h ! 0: Im Fall
v 2 C
0;
( 
D
) mit 0 <   1 erh

alt man die Absch

atzung
kP
E
h
v
h
  P
E
vk
l
p
(G
h
)
 C((A(G
h
))
1=p
)(hj lnhj + h

) kvk
C
0;
( 
D
)
:
Im weiteren wird das diskrete Einfachschichtpotential nicht nur in den Gitterpunkten
mh 2 G
h
; sondern in allen inneren Punkten z 2 G
M
betrachtet.
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Satz 3.16: Ist die Dichte des Einfachschichtpotentials P
E
v aus L
1
( 
D
) und
Riemann{ integrierbar, dann gilt kP
E
h
v
h
  P
E
vk
C (G
M
)
! 0 f

ur h ! 0 und
kP
E
h
v
h
  P
E
vk
L
p
(G
M
)
! 0 f

ur h! 0 und 1  p <1: Im Fall v 2 C
0;
( 
D
) mit
0 <   1 erh

alt man die Absch

atzungen
kP
E
h
v
h
  P
E
vk
C (G
M
)
 C(hj lnhj + h

) kvk
C
0;
( 
D
)
und
kP
E
h
v
h
  P
E
vk
L
p
(G
M
)
 C((A(G
M
))
1=p
) (hj ln hj + h

) kvk
C
0;
( 
D
)
:
Der Beweis dieses Satzes soll nur kurz skizziert werden.
Ausgangspunkt ist die in jedem Punkt z 2 G
M
geltende Ungleichung
j(P
E
h
v
h
  P
E
v)(z)j 
X
r2R
z
jv
h
(rh)j jE
2
h
(z   rh)j h
+
X
r2RnR
z
jv
h
(rh)j jE
2
h
(z   rh)  E(z   rh)j h
+
X
r2RnR
z
j v
h
(rh)E(z  rh) h 
Z
U(rh)
v(x)E(z  x) dx j
+ j
X
r2R
z
Z
U(rh)
v(x)E(z  x) dx j+ j
X
r2Rn
 
v
h
(rh)E
2
h
(z   rh) h j :
Dabei sei R
z
= fr 2 R : jz rhj <
p
2hg: Die Absch

atzung der einzelnen Ausdr

ucke
auf der rechten Seite erfolgt nach dem gleichen Prinzip wie in den vorhergehenden
S

atzen. Eine obere Schranke f

ur den ersten Summanden ergibt sich aus Lemma 1.3.
Zur Bearbeitung des zweiten Summanden nutzt man die f

ur alle r 2 RnR
z
geltende
Ungleichung jz   rhj  jnhj mit n = (n
1
; n
2
) : n
1
= [ j
z
1
h
  r
1
j ]; n
2
= [ j
z
2
h
  r
2
j ]
und 0 < jnhj  diam(G
M
): W

ahrend f

ur alle z 2 G
M
mit R
z
= ; nur die durch
Lemma 1.9 erzielte Absch

atzung aus dem Beweis von Satz 3.14 von Bedeutung ist,
kann es im Fall R
z
6= ; erforderlich sein, die entsprechende Ungleichung aus dem
Beweis von Satz 3.11 zu verwenden. Insgesamt erh

alt man
X
r2RnR
z
jv
h
(rh)j jE
2
h
(z   rh)  E(z   rh)jh  C hj ln hj kv
h
k
c ( 
h
)
:
Der dritte Summand wird nach der bereits bekannten Vorschrift zerlegt. Bei der
Absch

atzung der in diesem Fall auftretenden Summanden S
1
und S
2
spielt sowohl
die f

ur alle r 2 R n R
y
geltende Ungleichung jz   rhj 
p
2h  h als auch die in
den Punkten x 2 U(rh) erf

ullte Beziehung jx   rhj 
h
2
eine wesentliche Rolle.
Ferner kann der vierte Summand mit Hilfe von Lemma 1.8 abgesch

atzt werden.
Man beachte in diesem Zusammenhang die direkt im Anschlu an das Lemma 1.8
formulierte Bemerkung 1.2. Schlielich ergibt sich unmittelbar aus Lemma 1.3 eine
obere Schranke f

ur den letzten Summanden.
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3.2.2 Konvergenz der diskreten L

osung
Es sei   der Rand des beschr

ankten GebietesG. Betrachtet wird in diesem Abschnitt
das innere Dirichletproblem
 u(x) = f(x) 8x 2 G
u(s) = '(s) 8 s 2  ;
(3.11)
und das entsprechende Dierenzenrandwertproblem
 
h
u
h
(mh) = f
h
(mh) 8mh 2 G
h
u
h
(rh) = '
h
(rh) 8 rh 2 
 
h
:
(3.12)
Ankn

upfend an die bisherigen

Uberlegungen wird die L

osung u
h
des Problems (3.12)
in der Form u
h
= u
1
h
+u
2
h
dargestellt, wobei u
1
h
eine L

osung des Randwertproblems
 
h
u
1
h
(mh) = 0 8mh 2 G
h
u
1
h
(rh) = '

h
(rh) 8 rh 2 
 
h
(3.13)
mit '

h
(rh) = '
h
(rh)  
P
m2M
E
2
h
(rh   mh) f
h
(mh)h
2
ist. Der Summand u
2
h
kann
in den Gitterpunkten lh 2 G
h
[ 
 
h
als bekannt vorausgesetzt werden, da er die
Beziehung u
2
h
(lh) =
P
m2M
E
2
h
(lh  mh) f
h
(mh)h
2
erf

ullt. In Analogie dazu schreibt
man die L

osung u des Problems (3.11) in der Form u = u
1
+ u
2
; so da
 u
1
(x) = 0 8x 2 G
u
1
(s) = '

(s) 8 s 2  
(3.14)
mit '

(s) = '(s) 
R
x2G
E(s  x) f(x) dx und u
2
(y) =
R
x2G
E(y   x) f(x) dx f

ur alle
y 2 G[  gilt. Bereits bewiesen wurde die Konvergenz des diskreten Volumen{ und
Einfachschichtpotentials unter der Voraussetzung, da sowohl f
h
die Einschr

ankung
der rechten Seite f aus dem Randwertproblem (3.11) als auch v
h
die Einschr

ankung
der Dichte v des kontinuierlichen Einfachschichtpotentials auf das Gitter IR
2
h
ist. F

ur
diese Einschr

ankungen der Funktionen f und v auf das Gitter sollen im folgenden
die Bezeichnungen R
h
f und R
h
v verwendet werden.
Im Mittelpunkt steht nun die Frage nach der Konvergenz der diskreten L

osung u
1
h
(bzw. u
h
) gegen die L

osung u
1
(bzw. u) des kontinuierlichen Problems. Betrachtet
man als Ausgangspunkt f

ur die Konvergenzuntersuchungen das Randgleichungs-
system (2.6) aus dem Kapitel 2, dann ist zun

achst zu zeigen, da die Dichte v
h
aus dem System (2.6) gegen die Dichte v aus der kontinuierlichen Randintegral-
gleichung konvergiert. Erst im Anschlu daran kann die Konvergenz der diskreten
L

osung u
1
h
gegen die L

osung u
1
des kontinuierlichen Problems unter Verwendung
der Potentialdarstellung bewiesen werden. Ein Konvergenzbeweis, der diese Schritte
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realisiert, ist jedoch nicht unbedingt erforderlich, da ein enger Zusammenhang zwi-
schen der L

osbarkeit des Dierenzenrandwertproblems und der L

osbarkeit des Rand-
gleichungssystems besteht. Bereits bei Ryabenkij ndet man einen entsprechenden

Aquivalenzsatz, bei dem jedoch keine Aufteilung des Dierenzenpotentials in ein dis-
kretes Einfach{ und Doppelschichtpotential erfolgt und dadurch ein

uberbestimmtes
Gleichungssystem auf dem Rand entsteht. Um an dieser Stelle einen direkten Ver-
gleich mit den Aussagen in Kapitel 2 zu erm

oglichen, soll der Satz von Ryabenkij
f

ur den hier betrachteten Spezialfall formuliert werden. Dabei sei (V
h
f
h
)(lh) das
diskrete Volumenpotential und (P
h
)(lh) =
P
r2
(
P
k2K
r
E
h
(lh   (r + k)h) a
k
h
2
)(rh)
das von Ryabenkij betrachtete Dierenzenpotential.
Satz 3.17: (rh) ist verallgemeinerte Spur der L

osung u
h
(mh) der Dierenzen-
gleichung  
h
u
h
(mh) = f
h
(mh) 8mh 2 G
h
genau dann, wenn (rh) in allen
Gitterpunkten rh 2 
h
= (
 
h
[ 
+
h
) die Gleichung (rh)   (P
h
)(rh) = (V
h
f
h
)(rh)
erf

ullt. Ist die Gleichung (rh)   (P
h
)(rh) = (V
h
f
h
)(rh) f

ur alle rh 2 
h
erf

ullt,
dann existiert eine eindeutige L

osung u
h
(mh) der Gleichung  
h
u
h
(mh) = f
h
(mh);
deren Spur (rh) ist. Die L

osung u
h
(mh) kann mit Hilfe der Formel
u
h
(mh) = (P
h
)(mh) + (V
h
f
h
)(mh) 8mh 2 (G
h
[ 
h
)
dargestellt werden.
Im Kapitel 2 wird in den S

atzen 2.15 und 2.16 bewiesen, da eine L

osung u
1
h
des
Problems (3.13) existiert, die mit dem diskreten Einfachschichtpotential
(P
E
m
h
v
h
)(lh) =
X
r2
 
(v
h
(rh)  Sv
h
)E
2
h
(lh  rh)h+ Sv
h
8 lh 2 G
h
[ 
 
h
dargestellt werden kann. Dabei ist Sv
h
= (
P
s2
 
h)
 1
P
s2
 
v
h
(sh)h : Gleichzeitig wird
im Abschnitt 2.2 gezeigt, da das Randwertproblem (3.13) eindeutig l

osbar ist. Auf
Grund der Darstellung u
h
= u
1
h
+ u
2
h
gelten die entsprechenden Aussagen auch f

ur
die L

osung u
h
des Problems (3.12). Da die Existenz und Eindeutigkeit der L

osung
u
h
gesichert ist, k

onnen die Konvergenzs

atze von Samarskij direkt

ubernommen
werden. Zwei dieser S

atze (vgl. [Sam] und [SLM]) sollen im folgenden zitiert werden.
Satz 3.18: Wenn die L

osung u(x) des Randwertproblems (3.11) in C
4
(

G) mit

G = G [   liegt und u
h
die L

osung des Problems (3.12) ist, dann gilt
ku(mh)  u
h
(mh)k
C(G
h
[
 
h
)
 C h
2
;
wobei die Konstante C nicht von h abh

angt.
Andererseits ist eine Absch

atzung im diskreten Sobolevraum w
1
2
(G
h
) mit der Norm
ku
h
k
2
w
1
2
(G
h
)
= kru
h
k
2
l
2
(G
h
)
+ ku
h
k
2
l
2
(G
h
)
m

oglich, wobei mit ru
h
bestimmte Dieren-
zenableitungen erster Ordnung bezeichnet werden, die hier nicht n

aher charak-
terisiert werden sollen. Im Vergleich zum Satz 3.18 sind in diesem Fall die Glattheits-
forderungen an die L

osung u(x) des Randwertproblems (3.11) wesentlich schw

acher.
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Satz 3.19: Wenn die L

osung u(x) des Randwertproblems (3.11) mit '(s) = 0 im
Sobolevraum W
m
2
(G) mit m = 2; 3 liegt und u
h
die L

osung des Problems (3.12) mit
'
h
(rh) = 0 ist, dann gilt
ku(mh)  u
h
(mh)k
w
1
2
(G
h
)
 C h
m=2
kuk
W
m
2
(G)
;
wobei die Konstante C nicht von h und u(x) abh

angt.
W

ahrend der Satz 3.18 mit dem Maximumprinzip bewiesen werden kann, beruht
der Satz 3.19 auf der Methode der energetischen Ungleichung.
Die Absch

atzungen in diesem Kapitel beziehen sich ausschlielich auf die L

osung der
diskreten Laplace{ bzw. Poissongleichung. Dabei wird die erzielte Qualit

at der Re-
sultate ganz entscheidend durch die Eigenschaften der diskreten Fundamentall

osung
gepr

agt. Werden analoge Aussagen f

ur andere Randwertprobleme angestrebt, dann
erscheint es zweckm

aig, das Konvergenzverhalten der entsprechenden diskreten
Fundamentall

osung genau zu studieren. Auf diesem Gebiet sind in der Literatur
kaum Absch

atzungen zu nden.
Die hier formulierten S

atze sind als erste Resultate hinsichtlich der Konvergenz zu
betrachten. Weitere Untersuchungen bieten sich unmittelbar an, wobei haupts

achlich
Absch

atzungen in anderen R

aumen von Interesse sind. Dar

uber hinaus fehlen sowohl
Aussagen zum inneren Neumannproblem als auch zu

aueren Randwertproblemen.
Da nur das diskrete Einfachschichtpotential im Mittelpunkt der Untersuchungen
steht, ist das ebenfalls im Kapitel 2 denierte Potential der Doppelschicht als ein
wesentlicher Schwerpunkt bei der zuk

unftigen Konvergenzanalyse anzusehen.
Ein mit potentialtheoretischen Mitteln gef

uhrter Konvergenzbeweis f

ur die diskrete
L

osung u
1
h
und der damit im Zusammenhang stehende Stabilit

atsbeweis sollte als
Ziel zuk

unftiger Untersuchungen betrachtet werden, da bei anderen Dierenzenrand-
wertproblemen eventuell noch keine Konvergenz{ und Stabilit

atsaussagen vorliegen.
An die

Uberlegungen zu Beginn dieses Abschnittes ankn

upfend soll eine M

oglich-
keit zum Beweis der Konvergenz der diskreten L

osung vorgestellt werden, ohne da
dabei eine spezielle Wahl der R

aume getroen wird. Betrachtet wird das diskrete
Potential der Einfachschicht (P
E
m
h
v
h
)(lh) =
P
r2
 
(v
h
(rh)   Sv
h
)E
2
h
(lh  rh)h + Sv
h
mit Sv
h
= (
P
r2
 
h)
 1
P
r2
 
v
h
(rh)h und das entsprechende kontinuierliche Potential
(P
E
m
v)(s) =
R
 
D
(v(x)   Tv)E(s   x) dx + Tv mit Tv = (
R
 
D
dy)
 1
R
 
D
v(y) dy:
Ferner wird vorausgesetzt, da f

ur die rechte Seite '
h
aus dem Randgleichungssystem
(P
E
m
h
v
h
)(lh) = '
h
(lh) 8 lh 2 
 
h
und f

ur die rechte Seite ' aus der entsprechenden
Randintegralgleichnung (P
E
m
v)(s) = '(s) 8s 2   die Beziehung kR
h
'  '
h
k ! 0
f

ur h! 0 erf

ullt ist, wobei mitR
h
die Einschr

ankung auf das Gitter bezeichnet wird.
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Kann man beweisen, da die Folge der Operatoren (P
E
m
h
)
 1
: 
 
h
! 
 
h
gleichm

aig
beschr

ankt ist, dann gilt f

ur die Dierenz der Dichten v
h
und R
h
v auf dem Rand 
 
h
kR
h
v   v
h
k  k(P
E
m
h
)
 1
P
E
m
h
(R
h
v   v
h
)k
 C kP
E
m
h
R
h
v   '
h
k
 C ( kP
E
m
h
R
h
v  R
h
P
E
m
vk+ kR
h
'  '
h
k ) :
W

ahrend der zweite Summand gegen Null konvergiert, sind Ausdr

ucke wie der erste
Summand in der vorliegenden Arbeit abgesch

atzt worden. Das einzige noch fehlende
Resultat ist die gleichm

aige Beschr

anktheit der Operatoren (P
E
m
h
)
 1
: 
 
h
! 
 
h
.
Auch die Wahl der R

aume sollte davon abh

angig gemacht werden, wo der Beweis
dieser Eigenschaft gef

uhrt werden kann. Mit der obigen Absch

atzung ist zun

achst
die Konvergenz der diskreten Dichte bewiesen. Betrachtet werden nun die Poten-
tialoperatoren P
E
m
h
: 
 
h
! G
h
und P
E
m
:   ! G . Unter der Voraussetzung, da
die Folge der Operatoren P
E
m
h
: 
 
h
! G
h
gleichm

aig beschr

ankt ist, erh

alt man
mit Hilfe der Potentialdarstellung die Absch

atzung
ku
1
h
 R
h
u
1
k = kP
E
m
h
v
h
 R
h
P
E
m
vk
 kP
E
m
h
v
h
  P
E
m
h
R
h
vk+ kP
E
m
h
R
h
v  R
h
P
E
m
vk
 C kv
h
 R
h
vk+ kP
E
m
h
R
h
v  R
h
P
E
m
vk :
W

ahrend der erste Summand auf Grund der Konvergenz der diskreten Dichte gegen
Null konvergiert, sind bereits Absch

atzungen, wie sie f

ur den zweiten Summanden
notwendig sind, in der vorliegenden Arbeit enthalten. Insgesamt ist damit die Kon-
vergenz der diskreten L

osung bewiesen.
Es erscheint sinnvoll, sich bei allen diesen

Uberlegungen zun

achst auf Sobolevr

aume
zu konzentrieren. Wesentlich ist in Analogie zum Satz 3.19 die Voraussetzung, da
die L

osung u aus dem Raum W
2
2
(G) ist, damit auf Grund von Spur{ und Ein-
bettungssatz die Werte auf dem Rand existieren.
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Kapitel 4
Numerisch erzielte Resultate
Im Unterschied zu den N

aherungsverfahren von Ryabenkij bilden die im Kapitel 2
im Zusammenhang mit der Laplacegleichung formulierten S

atze zur L

osung von
diskreten Randwertproblemen eine unmittelbare Grundlage f

ur numerische Berech-
nungen. Eine wesentliche Rolle bei der Erstellung des jeweiligen Randgleichungs-
systems spielt die diskrete Fundamentall

osung (1.2), die ausgehend von der Summen-
formel aus dem Abschnitt 1.2.1 bestimmt wird. Die L

osung des Randgleichungs-
systems erfolgt mit dem Programmpaket Matlab.
In den hier betrachteten Beispielen wurde haupts

achlich der l
2
{Fehler auf dem Rand
und im Innern des Gebietes beziehungsweise in einem bestimmten Teilgebiet des
Auengebietes bestimmt. Dar

uber hinaus wird das Verhalten der diskreten L

osung
durch die c{Norm charakterisiert.
W

ahrend im allgemeinen auf einem PC 486/DX66{2 gearbeitet wurde, erforderten
die Rechnungen mit mehr als 800 Randgitterpunkten den Einsatz eines PC 586/90.
Die L

osung der einzelnen Probleme erfolgte mit einfacher Rechengenauigkeit, ledig-
lich bei der von Ehrhardt durchgef

uhrten Berechnung der diskreten Fundamen-
tall

osung war aus Stabilit

atsgr

unden eine Erh

ohung der Genauigkeit notwendig.
Betont sei, da mit dem in Turbo Pascal geschriebenen Programm bisher nur ex-
perimentiert wurde. Dabei ist der Optimierung der Rechenzeit keine Beachtung
geschenkt worden, so da auf Zeitangaben verzichtet werden soll.
Im Unterschied zu den gebietsorientierten Verfahren lassen sich diskrete Randwert-
probleme in Auengebieten mit potentialtheoretischen Methoden auf einfache Weise
bearbeiten. Insbesondere kann die L

osung in beliebig weit vom Rand entfernten
Gitterpunkten angegeben werden, ohne da die Einf

uhrung eines k

unstlichen Randes
oder ein Abschneiden erforderlich ist.
Anhand von zwei Testrechnungen soll ein Eindruck von der Qualit

at der L

osungen
bei Vorgabe fast singul

arer Randwerte entstehen.
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4.1 L

osung innerer Randwertprobleme
Beispiel 1:
F

ur das in Abbildung 5 dargestellte
Gebiet wurde die L

osung des inneren
Dirichletproblems
 
h
u
h
(mh) = 0 8mh 2 G
h
u
h
(rh) = '
h
(rh) 8 rh 2 
 
h
mit den Randwerten
'
h
(r
1
h; r
2
h) = 4 (r
1
h  r
2
h)
berechnet.
 


Abb. 5
Charakteristisch f

ur dieses Beispiel ist, da die im Mittelpunkt stehende Funktion
u(x
1
; x
2
) = 4(x
1
 x
2
) sowohl die Dierentialgleichung in jedem Punkt des Gebietes,
als auch die Dierenzengleichung  
h
u(mh) = 0 in den Gitterpunkten mh 2 G
h
erf

ullt. Aus diesem Grund ist das L

osungsverhalten sehr leicht nachvollziehbar.
Die Tabelle 4 enth

alt eine Zusammenfassung der durch mehrfaches Halbieren der
Schrittweite h = 0:015625 erzielten Resultate. Dabei wird vordergr

undig der in der
N

ahe der Innenecke liegende Gitterpunkt x

= (0:015625; 0:015625) ausgewertet.
Die diskreten Normalableitungen auf dem Rand 
 
h
werden in Analogie zu Kapitel 2
mit  
h
(rh) bezeichnet.
Anzahl der relativer l
2
{Fehler relativer l
2
{Fehler
Gitterpunkte von  
h
(rh), von u
h
(mh), ju(x

)  u
h
(x

)j j  
h
u
h
(x

)j
auf 
 
h
rh 2 
 
h
mh 2 G
h
123 1.43-10 8.76-12 6.70-12 1.49-7
251 3.56-10 1.19-11 4.79-12 7.22-7
507 9.93-10 1.70-11 1.23-11 4.48-6
1019 2.81-9 2.39-11 2.15-11 2.63-5
Tab.4
Bei der Auswertung der Ergebnisse ist zu ber

ucksichtigen, da die Genauigkeit der
Resultate durch die Rechengenauigkeit beeinut wird. Deshalb ist es anhand der
hier berechneten Fehlernormen nicht m

oglich, eine qualitative Aussage

uber die
Konvergenzgeschwindigkeit zu treen.
Die c{ Norm der L

osung verdeutlicht, da mit dem diskreten Einfachschichtpotential
auch in der N

ahe des Randes 
 
h
hinreichend genau gerechnet werden kann. Im
90
Vergleich zur klassischen Potentialtheorie besteht der Vorteil im diskreten Fall darin,
da die diskrete Fundamentall

osung bei beliebiger, fest gew

ahlter Schrittweite h im
Koordinatenursprung keine Singularit

at besitzt.
Anzahl Gitter- c{Norm der L

osung
punkte auf 
 
h
8 rh 2 
 
h
8 rh 2 
+
h
8mh 2 G
h
123 1.9375 1.8750 1.8750
251 1.9688 1.9375 1.9375
507 1.9844 1.9688 1.9688
1019 1.9922 1.9844 1.9844
Tab.5
Untersucht wurde auch das entsprechende Neumannproblem, so da ein direkter
Vergleich zwischen den Ergebnissen m

oglich ist.
Beispiel 2:
F

ur das in Abbildung 5 dargestellte Gebiet war die L

osung des Dierenzenrandwert-
problems
 
h
u
h
(mh)= 0 8mh 2 G
h
u
A
(rh) = h
 1
P
k2KnK
r
(u
h
(rh)  u
h
((r + k)h))=  
h
(rh) 8 rh 2 
 
h
mit den diskreten Normalableitungen  
h
(rh) = 4 (n
1
(rh) n
2
(rh) ) zu bestimmen.
Dabei sind n
1
(rh) und n
2
(rh) die Komponenten des

aueren Normalenvektors ~n(rh)
im Gitterpunkt rh bez

uglich der Koordinatenachsen.
Die Tabellen 6 und 7 geben einen

Uberblick

uber das L

osungsverhalten. Die im
Kapitel 2 formulierte notwendige Bedingung (2.1) f

ur die L

osbarkeit des Neumann-
problems ist bei den einzelnen Rechnungen automatisch erf

ullt.
Anzahl der relativer l
2
{Fehler relativer l
2
{Fehler
Gitterpunkte von u
h
(rh), von u
h
(mh), ju(x

)  u
h
(x

)j j  
h
u
h
(x

)j
auf 
 
h
rh 2 
 
h
mh 2 G
h
123 3.97-10 4.66-10 2.95-10 2.02-7
251 1.24-9 1.42-9 9.97-10 1.31-6
507 4.83-9 5.72-9 4.37-9 1.39-6
1019 4.28-9 4.94-9 3.64-9 2.36-5
Tab.6 x

= (0:015625; 0:015625)
Beide Beispiele zeigen, da durch das Vorhandensein von Innenecken keine zus

atz-
lichen numerischen Probleme auftreten, da diese Ecken bei dem hier gew

ahlten
L

osungsverfahren direkt mit ber

ucksichtigt werden.
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Anzahl Gitter- c{Norm der L

osung
punkte auf 
 
h
8 rh 2 
 
h
8 rh 2 
+
h
8mh 2 G
h
123 1.9375 1.8750 1.8750
251 1.9687 1.9375 1.9375
507 1.9844 1.9687 1.9687
1019 1.9922 1.9844 1.9844
Tab.7
Im folgenden werden zwei Randwertprobleme vorgestellt, bei denen das betrachtete
Gebiet die Form eines Doppel{ T{ Prols besitzt. Ausgew

ahlt wurden diese Beispiele
auf Grund des praktisch interessanten Modells.
Beispiel 3:
In dem in Abbildung 6 skizzierten Ge-
biet G war urspr

unglich die L

osung des
inneren Dirichletproblems
 u(x) = 0 8x 2 G
u(z) = '(z) 8 z 2  
mit '(z
1
; z
2
) = sin(z
1
)  exp(z
2
)
zu bestimmen. Um mit der Methode
der Dierenzenpotentiale arbeiten zu
k

onnen, wurde das Problem
 
h
u
h
(mh) = 0 8mh 2 G
h
u
h
(rh) = '
h
(rh) 8 rh 2 
 
h
 


Abb. 6
mit den auf dem Gitter gegebenen Randwerten '
h
(r
1
h; r
2
h) = sin(r
1
h)  exp(r
2
h)
betrachtet. Der

Ubergang vom Gebiet G zum diskreten GebietG
h
ist in Abbildung 6
skizziert, wobei f

ur eine fest gew

ahlte Schrittweite h alle zu G
h
geh

orenden Gitter-
punkte mit einem Kreis und alle zu 
 
h
geh

orenden Punkte mit einem Kreuz ge-
kennzeichnet sind. Bei der Auswertung der Ergebnisse ist zu ber

ucksichtigen, da
u(x
1
; x
2
) = sin(x
1
)  exp(x
2
) eine L

osung der Dierentialgleichung ist, w

ahrend die
Gleichung  
h
u(mh) = 0 nur n

aherungsweise erf

ullt ist.
Anzahl der relativer l
2
{Fehler relativer l
2
{Fehler
Gitterpunkte von  
h
(rh), von u
h
(mh), ju(x

)  u
h
(x

)j j  
h
u
h
(x

)j
auf 
 
h
rh 2 
 
h
mh 2 G
h
120 7.47-3 1.30-6 1.28-6 1.02-8
248 3.81-3 3.14-7 3.20-7 2.91-8
504 1.92-3 7.73-8 8.00-8 2.33-8
1016 9.66-4 1.92-8 2.00-8 1.68-6
Tab.8 x

= (0:4; 0:4)
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Aus den Werten in Tabelle 8 wurde eine Konvergenzgeschwindigkeit von O(h
2
)
berechnet.
Anzahl Gitter- c{Norm der L

osung
punkte auf 
 
h
8 rh 2 
 
h
8 rh 2 
+
h
8mh 2 G
h
120 1.2653 1.2273 1.2273
248 1.2812 1.2621 1.2621
504 1.2892 1.2796 1.2796
1016 1.2932 1.2884 1.2884
Tab.9
Beispiel 4:
Untersucht wurde das zum Beispiel 3 geh

orende innere Neumannproblem. Die zu-
n

achst nat

urlich erscheinende Diskretisierung der Normalableitungen in der Form
 

h
(rh) = exp(r
2
h) ( cos(r
1
h)n
1
(rh) + sin(r
1
h)n
2
(rh)) erwies sich als unbrauchbar,
da die notwendige Bedingung (2.1) nicht hinreichend genau erf

ullt war. Um mit
der Methode der Dierenzenpotentiale rechnen zu k

onnen, wurden die Normal-
ableitungen gemittelt, indem der Ausdruck (
P
r2
 
h)
 1
P
r2
 
 

h
(rh)h von jeder Ab-
leitung subtrahiert wurde. Das Resultat dieser Mittelung kann der Tabelle 10 ent-
nommen werden. Dabei werden mit  
h
(rh) die in den Rechnungen verwendeten
diskreten Normalableitungen bezeichnet.
Anzahl Gitter- c{Norm der L

osung
j
P
r2
 
(rh) h j
punkte auf 
 
h
8 rh 2 
 
h
8 rh 2 
+
h
8mh 2 G
h
(rh) =  

h
(rh) (rh) =  
h
(rh)
120 1.2675 1.2300 1.2300 2.89-3 5.50-12
248 1.2824 1.2634 1.2634 1.45-3 6.37-13
504 1.2899 1.2803 1.2803 7.26-4 1.02-12
1016 1.2936 1.2888 1.2888 3.63-4 1.02-11
Tab.10
Die Ergebnisse in der Tabelle 11 zeigen, da im Vergleich zum Dirichletproblem ein
qualitativer Unterschied im L

osungsverhalten vorhanden ist, verursacht durch den
Diskretisierungsfehler in den Normalableitungen. Berechnet wurde eine Konvergenz-
geschwindigkeit von O(h

) mit   0:9 :
Anzahl der relativer l
2
{Fehler relativer l
2
{Fehler
Gitterpunkte von u
h
(rh), von u
h
(mh), ju(x

)  u
h
(x

)j j  
h
u
h
(x

)j
auf 
 
h
rh 2 
 
h
mh 2 G
h
120 2.12-3 1.46-3 3.21-4 7.28-9
248 1.07-3 7.71-4 5.68-7 1.75-7
504 5.49-4 4.13-4 3.95-5 3.17-6
1016 2.79-4 2.15-4 2.97-5 9.31-8
Tab.11 x

= (0:4; 0:4)
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In den folgenden zwei Beispielen hat die zu approximierende L

osung des konti-
nuierlichen Problems Randwerte, die in der Umgebung der Innenecke fast singul

ar
sind. Auf diese Weise kommt bei den Berechnungen ein neuer Schwierigkeitsgrad
hinzu.
Beispiel 5:
Ausgehend von der Abbildung 5 wurde das innere Dirichletproblem
 
h
u
h
(mh) = 0 8mh 2 G
h
u
h
(rh) = '
h
(rh) 8 rh 2 
 
h
mit den diskreten Randwerten '
h
(rh) = ln jrh yj gel

ost, bei dem der unver

ander-
liche Punkt y = ( 0:01; 0:01) in der N

ahe der Innenecke liegt.
Auch bei diesem Beispiel ist zu beachten, da die Funktion u(x) = ln jx   yj eine
L

osung der Dierentialgleichung  u(x) = 0 ist, w

ahrend die Dierenzengleichung
nur n

aherungsweise erf

ullt ist.
Anzahl der relativer l
2
{Fehler relativer l
2
{Fehler
Gitterpunkte von  
h
(rh), von u
h
(mh), ju(x

)  u
h
(x

)j j  
h
u
h
(x

)j
auf 
 
h
rh 2 
 
h
mh 2 G
h
123 2.59-1 1.37-3 2.84-3 2.09-7
251 1.99-1 4.69-4 2.04-5 1.85-6
507 1.17-1 1.18-4 6.29-5 4.29-6
1019 6.39-2 2.92-5 2.54-5 7.63-6
Tab.12 x

= (0:015625; 0:015625)
Rein qualitativ unterscheiden sich die berechneten Werte von den in den Beispielen 1
und 3 angegebenen Fehlernormen. Dennoch ist f

ur h  0:0078125 eine Konvergenz-
geschwindigkeit von O(h
2
) ermittelt worden.
Um zu verdeutlichen, wie sich die in der N

ahe der Innenecke liegende Singularit

at
der Logarithmusfunktion auf das L

osungsverhalten auswirkt, enth

alt die Tabelle 13
neben der c{ Norm der L

osung u
h
(mh) auch die c{ Norm des Fehlers auf 
+
h
:
Dieser Fehler tritt speziell in den Gitterpunkten auf, die den betragsm

aig kleinsten
Abstand zum Punkt y haben.
Anzahl Gitter- c{Norm der L

osung c{Norm des
punkte auf 
 
h
8 rh 2 
 
h
8rh 2 
+
h
8mh 2 G
h
Fehlers auf 
+
h
123 4.4677 3.6657 3.6657 2.50-2
251 4.5818 4.0329 4.0329 1.25-2
507 4.5906 4.2711 4.2711 3.24-3
1019 4.6049 4.4273 4.4273 7.10-4
Tab.13
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Beispiel 6:
Untersucht wurde das zum Beispiel 5 geh

orende innere Neumannproblem
 
h
u
h
(mh)= 0 8mh 2 G
h
u
A
(rh) = h
 1
P
k2KnK
r
(u
h
(rh)  u
h
((r + k)h))=  
h
(rh) 8 rh 2 
 
h
;
bei dem die diskreten Normalableitungen  
h
(rh) durch Mittelung aus den Ab-
leitungen
 

h
(rh) =
(r
1
h  y
1
)n
1
(rh) + (r
2
h  y
2
)n
2
(rh)
jrh  yj
2
mit y = ( 0:01; 0:01) hervorgehen. Da die zu approximierende L

osung in der
N

ahe der Innenecke fast singul

ar ist, bietet es sich in diesem Fall an, den Wert
 
P
r2
 
h
 

h
(rh)h gleichm

aig auf die diskrete Normalableitung in der Innenecke und
in den beiden benachbarten Gitterpunkten von 
 
h
zu verteilen. Im Gegensatz zu
den Beispielen 3 und 4 stimmt bei dem zuletzt betrachteten Dirichlet{ und Neu-
mannproblem der berechnete l
2
{ Fehler in den inneren Gitterpunkten ann

ahernd

uberein. Daher erscheint die Art der Mittelung dem Problem angepat.
Anzahl der relativer l
2
{Fehler relativer l
2
{Fehler
Gitterpunkte von u
h
(rh), von u
h
(mh), ju(x

)  u
h
(x

)j j  
h
u
h
(x

)j
auf 
 
h
rh 2 
 
h
mh 2 G
h
123 2.48-3 2.60-3 3.58-3 3.28-7
251 9.91-4 8.06-4 1.40-3 2.38-6
507 4.16-4 2.19-4 2.98-4 1.43-6
1019 1.29-4 5.82-5 7.20-5 1.18-4
Tab.14 x

= (0:015625; 0:015625)
Anhand der angegebenen Fehlernormen wurde f

ur h  0:0078125 eine Konvergenz-
geschwindigkeit von O(h

) mit   1:9 ermittelt. Die in den letzten zwei Beispielen
vorgestellten Resultate zeigen, da auch bei der Vorgabe schlechter Randdaten und
grober Schrittweiten mit der Methode der Dierenzenpotentiale sehr gute Ergebnisse
erzielt werden k

onnen.
Anzahl Gitter- c{Norm der L

osung
j
P
r2
 
(rh) h j
punkte auf 
 
h
8 rh 2 
 
h
8 rh 2 
+
h
8mh 2 G
h
(rh) =  

h
(rh) (rh) =  
h
(rh)
123 4.9277 3.6738 3.6738 3.92-2 1.82-12
251 4.6205 4.0371 4.0371 2.59-2 3.64-12
507 4.5974 4.2746 4.2746 8.84-3 1.82-12
1019 4.6071 4.4288 4.4288 2.63-3 1.82-12
Tab. 15
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4.2 L

osung

auerer Randwertprobleme
Um einen ersten Eindruck von der Qualit

at der L

osung

auerer Randwertprobleme
zu erhalten, wird zun

achst ein Problem betrachtet, bei dem sowohl die Struktur des
Gebietes als auch die zu approximierende L

osung relativ einfach ist.
Beispiel 7:
Berechnet wurde in einem ausgew

ahl-
ten Teilgebiet des in Abbildung 7 an-
gedeuteten Auengebietes die L

osung
des Dirichletproblems
 
h
u
h
(mh) = 0 8mh 2 G
a
h
u
h
(rh) = '
a
h
(rh) 8 rh 2 
a 
h
mit den Randwerten
'
a
h
(r
1
h; r
2
h) = r
1
h 

(r
1
h)
2
+ (r
2
h)
2

 1
:
 


Abb. 7
In Abbildung 7 sind alle Gitterpunkte von 
a 
h
mit einem Kreuz gekennzeichnet.
Zu beachten ist der Unterschied zur Randschicht 
 
h
eines inneren Problems. Die
auerdem eingezeichnete Teilmenge der zu G
a
h
geh

orenden Punkte ist mit einem
Kreis markiert. Konkret wurde die L

osung des Problems in allen Punkten mh 2 G
1
h
berechnet, wobei G
1
h
 G
a
h
die Menge aller Gitterpunkte ist, die im Innern bzw.
auf dem Rand des Quadrates mit den Eckpunkten (10; 10); (12; 10); (12; 12) und
(10; 12) liegen. Die diskreten Normalableitungen auf 
a 
h
werden mit  
a
h
(rh) be-
zeichnet.
Anzahl der rel. l
2
{Fehler abs. l
2
{ Fehler rel. l
2
{ Fehler abs. c{ Fehler
Gitterpunkte von  
a
h
(rh); von u
h
(mh); von u
h
(mh); von u
h
(mh);
auf 
a 
h
rh 2 
a 
h
mh 2 G
1
h
mh 2 G
1
h
mh 2 G
1
h
128 5.53-2 1.02-5 1.09-4 5.42-6
256 2.82-2 2.50-6 2.70-5 1.35-6
512 1.42-2 6.19-7 6.75-6 3.37-7
1024 7.16-3 1.54-7 1.69-6 8.42-8
Tab.16
Berechnet wurde eine Konvergenzgeschwindigkeit von O(h
2
). Anhand der Tabelle 17
erh

alt man einen Eindruck von der punktweisen Konvergenz der diskreten L

osung.
Anzahl Gitter- ju
h
(mh)  u(mh)j im Gitterpunkt
punkte auf 
a 
h
(1.25,1.25) (10,10) (40,40) (80,80) (150,150)
128 2.56-5 5.27-6 1.37-6 6.87-7 3.66-7
256 6.50-6 1.35-6 3.42-7 1.71-7 9.12-8
512 1.63-6 3.37-7 8.53-8 4.27-8 2.28-8
1024 4.09-7 8.41-8 2.13-8 1.07-8 5.68-9
Tab.17
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Wie eektiv

auere Randwertprobleme mit Hilfe von Dierenzenpotentialen gel

ost
werden k

onnen, zeigt auch das dazugeh

orige Neumannproblem.
Beispiel 8:
Ausgehend von Abbildung 7 wird das

auere Neumannproblem
 
h
u
h
(mh) = 0 8mh 2 G
a
h
u
A
(rh) = h
 1
P
k2KnK
a
r
(u
h
(rh)   u
h
((r + k)h)) =  
a
h
(rh) 8 rh 2 
a 
h
mit den diskreten Normalableitungen
 
a
h
(rh) =
(r
2
h)
2
  (r
1
h)
2
((r
1
h)
2
+ (r
2
h)
2
)
2
n
a
1
(rh) 
2 r
1
h r
2
h
((r
1
h)
2
+ (r
2
h)
2
)
2
n
a
2
(rh)
betrachtet, wobei n
a
1
(rh) und n
a
2
(rh) die Komponenten des

aueren Normalenvektors
~n
a
(rh) in Bezug auf das Auengebiet sind.
Bei diesem Beispiel war es nicht notwendig, die Normalableitungen zu mitteln. Aus
der Tabelle 18 geht hervor, wie genau die notwendige Bedingung (2.2) des Neumann-
problems erf

ullt ist. Anhand der in der Tabelle angegebenen Fehlernormen wurde
eine Konvergenzgeschwindigkeit von O(h
2
) ermittelt.
Anzahl der rel. l
2
{Fehler abs. l
2
{ Fehler rel. l
2
{ Fehler
Gitterpunkte von u
h
(rh); von u
h
(mh); von u
h
(mh); j
P
r2
a 
 
a
h
h(rh) h j
auf 
a 
h
rh 2 
a 
h
mh 2 G
1
h
mh 2 G
1
h
128 6.85-4 6.26-5 6.67-4 4.55-12
256 1.78-4 1.59-5 1.72-4 1.64-11
512 4.54-5 4.00-6 4.35-5 2.27-11
1024 1.15-5 1.00-6 1.10-5 4.73-11
Tab.18
Die Ergebnisse in Tabelle 19 erm

oglichen den direkten Vergleich mit dem Dirichlet-
problem. Dabei zeigt sich, da sowohl die Qualit

at der berechneten L

osungen als
auch das asymptotische Verhalten ann

ahernd

ubereinstimmt.
Anzahl Gitter- ju
h
(mh)  u(mh)j im Gitterpunkt
punkte auf 
a 
h
(1.25,1.25) (10,10) (40,40) (80,80) (150,150)
128 1.80-4 3.32-5 8.35-6 4.18-6 2.23-6
256 4.68-5 8.58-6 2.15-6 1.07-6 5.73-7
512 1.19-5 2.18-6 5.45-7 2.73-7 1.45-7
1024 3.01-6 5.48-7 1.37-7 6.86-8 3.66-8
Tab.19
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Um auch bei

aueren Randwertproblemen den Eekt der Mittelung der Normal-
ableitungen deutlich zu machen, werden die folgenden zwei Neumannprobleme sowie
die dazugeh

origen Dirichletprobleme betrachtet.
Beispiel 9:
In Abbildung 8 ist das Auengebiet ge-
kennzeichnet, in welchem das

auere
Dirichletproblem mit den Randwerten
'
a
h
(r
1
h; r
2
h) =
r
1
h  r
2
h
((r
1
h)
2
+ (r
2
h)
2
)
2
untersucht wurde.
 


Abb. 8
Die L

osung ist speziell in den Gitterpunkten bestimmt worden, die im Inneren
beziehungsweise auf dem Rand zweier Quadrate liegen. Dabei ist G
1
h
 G
a
h
die Men-
ge aller Gitterpunkte, die zu dem in der N

ahe des Randes 
a 
h
liegenden Quadrat
mit den Eckpunkten (0:75; 0:25); (2:75; 0:25); (2:75; 2:25) und (0:75; 2:25) geh

oren,
w

ahrend die Gitterpunkte mh 2 G
2
h
 G
a
h
durch das Quadrat mit den Eckpunkten
(40; 40); (42; 40); (42; 42) und (40; 42) deniert sind. Durch die spezielle Wahl
dieser beiden Quadrate kann man der folgenden Tabelle entnehmen, wie genau die
berechnete L

osung sowohl in der N

ahe des Randes 
a 
h
als auch bei hinreichend
groer Entfernung vom Rand ist.
Gitter- rel. l
2
{Fehler abs. l
2
{Fehler abs. c{Fehler abs. l
2
{Fehler abs. c{Fehler
punkte von  
a
h
(rh); von u
h
(mh); von u
h
(mh); von u
h
(mh); von u
h
(mh);
auf 
a 
h
rh 2 
a 
h
mh 2 G
1
h
mh 2 G
1
h
mh 2 G
2
h
mh 2 G
2
h
127 1.24-1 7.87-4 3.18-3 1.23-4 5.99-5
255 6.36-2 1.89-4 8.01-4 3.12-5 1.54-5
511 3.20-2 4.65-5 2.01-4 7.82-6 3.88-6
1023 1.61-2 1.15-5 5.02-5 1.96-6 9.75-7
Tab.20
Berechnet wurde eine Konvergenzgeschwindigkeit von O(h
2
). Anhand der Tabelle 21
erh

alt man ferner einen

Uberblick

uber die punktweise Konvergenz der L

osung.
Anzahl Gitter- ju
h
(mh)  u(mh)j im Gitterpunkt
punkte auf 
a 
h
(0.75,0.25) (10,10) (40,40) (80,80) (150,150)
127 3.18-3 6.69-5 5.99-5 5.89-5 5.84-5
255 8.01-4 1.72-5 1.54-5 1.51-5 1.50-5
511 2.01-4 4.33-6 3.88-6 3.82-6 3.79-6
1023 5.02-5 1.09-6 9.75-7 9.58-7 9.51-7
Tab.21
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Beispiel 10:
Untersucht wurde das zum Beispiel 9 geh

orende

auere Neumannproblem mit den
durch Mittelung aus den Ableitungen
 

h
(rh) =
r
2
h  ((r
1
h)
2
+ (r
2
h)
2
)  4 (r
1
h)
2
r
2
h
((r
1
h)
2
+ (r
2
h)
2
)
3
n
a
1
(rh)
+
r
1
h  ((r
1
h)
2
+ (r
2
h)
2
)   4 (r
2
h)
2
r
1
h
((r
1
h)
2
+ (r
2
h)
2
)
3
n
a
2
(rh)
hervorgehenden diskreten Normalableitungen  
a
h
(rh) . Konkret wurde bei dieser
Mittelung der Ausdruck (
P
r2
a 
h)
 1
P
r2
a 
 

h
(rh)h von den Ableitungen in den
einzelnen Gitterpunkten subtrahiert.
Gitter- rel. l
2
{Fehler abs. l
2
{Fehler abs. c{Fehler abs. l
2
{Fehler abs. c{Fehler
punkte von u
h
(rh); von u
h
(mh); von u
h
(mh); von u
h
(mh); von u
h
(mh);
auf 
a 
h
rh 2 
a 
h
mh 2 G
1
h
mh 2 G
1
h
mh 2 G
2
h
mh 2 G
2
h
127 2.50-2 1.09-2 2.27-2 2.57-4 1.28-4
255 7.23-3 3.01-3 6.29-3 7.24-5 3.66-5
511 1.93-3 7.87-4 1.65-3 1.91-5 9.72-6
1023 4.99-4 2.01-4 4.21-4 4.90-6 2.50-6
Tab.22
Ein Vergleich mit den Fehlernormen vom Dirichletproblem zeigt, da das L

osungs-
verhalten durch die Mittelung nur geringf

ugig beeinut wird. Das konkrete Ausma
der Mittelung und die Dierenz zwischen diskreter und kontinuierlicher L

osung in
den auch beim Dirichletproblem betrachteten Gitterpunkten kann der Tabelle 23
entnommen werden.
Gitter-
j
P
r2
a 
(rh) h j
punkte ju
h
(mh)  u(mh)j im Gitterpunkt
auf 
a 
h
(0.75,0.25) (10,10) (40,40) (80,80) (150,150)  =  

h
 =  
a
h
127 2.27-2 5.23-4 1.28-4 6.37-5 3.39-5 2.19-2 2.44-12
255 6.29-3 1.49-4 3.66-5 1.82-5 9.69-6 6.36-3 4.09-12
511 1.65-3 3.97-5 9.72-6 4.85-6 2.58-6 1.71-3 3.52-12
1023 4.21-4 1.02-5 2.50-6 1.25-6 6.68-7 4.41-4 5.74-11
Tab.23
Man erkennt deutlich, da der berechnete Fehler sowohl beim Halbieren der Schritt-
weite als auch bei der Entfernung der Gitterpunkte vom Rand 
a 
h
kleiner wird.
Speziell bei den Rechnungen mit kleinerer Schrittweite wurde eine Konvergenz-
geschwindigkeit von O(h
2
) ermittelt.
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Bisher wurde bei allen Beispielen eine Konvergenzgeschwindigkeit von O(h
2
) er-
zielt. Obwohl diese Konvergenzgeschwindigkeit auch bei dem folgenden Dirichlet-
problem erreicht wird, konvergiert das dazugeh

orige Neumannproblem nur mit der
Geschwindigkeit O(h). Eine m

ogliche Ursache daf

ur ist der Diskretisierungsfehler in
den Normalableitungen.
Beispiel 11:
Ausgehend von der Abbildung 8 wurde das

auere Dirichletproblem
 
h
u
h
(mh) = 0 8mh 2 G
a
h
u
h
(rh) = '
a
h
(rh) 8 rh 2 
a 
h
mit den Randwerten
'
a
h
(r
1
h; r
2
h) = sin

r
1
h
(r
1
h)
2
+ (r
2
h)
2

 exp

r
2
h
(r
1
h)
2
+ (r
2
h)
2

gel

ost. In Analogie zu den Beispielen 9 und 10 wird der auftretende Fehler zwischen
diskreter und kontinuierlicher L

osung haupts

achlich in den Gitterpunkten mh 2 G
1
h
und mh 2 G
2
h
berechnet.
Gitter- rel. l
2
{Fehler abs. l
2
{Fehler abs. c{Fehler abs. l
2
{Fehler abs. c{Fehler
punkte von  
a
h
(rh); von u
h
(mh); von u
h
(mh); von u
h
(mh); von u
h
(mh);
auf 
a 
h
rh 2 
a 
h
mh 2 G
1
h
mh 2 G
1
h
mh 2 G
2
h
mh 2 G
2
h
127 1.24-1 1.12-3 3.58-3 1.64-4 7.97-5
255 6.59-2 2.71-4 9.10-4 4.11-5 2.03-5
511 3.39-2 6.71-5 2.28-4 1.03-5 5.10-6
1023 1.72-2 1.66-5 5.70-5 2.56-6 1.28-6
Tab.24
Um das Verhalten der L

osung in Abh

angigkeit von der Entfernung der Gitterpunkte
zum Rand 
a 
h
noch besser beurteilen zu k

onnen, wird das Spektrum der bereits
in den vorhergehenden Beispielen betrachteten Gitterpunkte erweitert.
Gitter-
punkte
ju
h
(mh)  u(mh)j im Gitterpunkt
auf 
a 
h
(0.75,0.25) (10,10) (40,40) (80,80) (150,150) (200,200) (300,300)
127 3.02-3 9.33-5 7.97-5 7.76-5 7.66-5 7.64-5 7.61-5
255 7.58-4 2.37-5 2.03-5 1.97-5 1.95-5 1.94-5 1.93-5
511 1.90-4 5.96-6 5.10-6 4.96-6 4.90-6 4.88-6 4.87-6
1023 4.74-5 1.49-6 1.28-6 1.24-6 1.23-6 1.22-6 1.22-6
Tab.25
Man erkennt, da sich bei fester Schrittweite h das Konvergenzverhalten der L

osung
ab einer bestimmten Entfernung der Gitterpunkte vom Rand kaum ver

andert. M

og-
licherweise liegt das an der relativ schnellen Konvergenz der L

osung gegen Null, die
auf Grund der Wahl der Randwerte sowohl im diskreten als auch im kontinuierlichen
Fall zu erwarten ist.
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Beispiel 12:
Ferner wurde das zum Beispiel 11 geh

orende

auere Neumannproblem studiert, so
da die Qualit

at der L

osungen mit dem Dirichletproblem verglichen werden kann.
Dabei wurden die kontinuierlichen Normalableitungen, die in den Randpunkten
rh 2 
a 
h
durch Dierentiation der Funktion
u(r
1
h; r
2
h) = sin

r
1
h
(r
1
h)
2
+ (r
2
h)
2

 exp

r
2
h
(r
1
h)
2
+ (r
2
h)
2

entstehen, auf Grund der zu erf

ullenden notwendigen Bedingung (2.2) gleichm

aig
gemittelt. W

ahrend die Einschr

ankung der kontinuierlichen Normalableitungen auf
das Gitter mit  

h
(rh) bezeichnet wird, steht das Symbol  
a
h
(rh) f

ur die diskreten
Normalableitungen, die bei den Berechnungen verwendet wurden. Aus der Tabelle
27 geht hervor, da der Korrekturterm bei der gleichm

aigen Mittelung gr

oer ist als
der entsprechende Term im Beispiel 10. Wie dies das L

osungsverhalten beeinut,
zeigen die folgenden Ergebnisse.
Gitter- rel. l
2
{Fehler abs. l
2
{Fehler abs. c{Fehler abs. l
2
{Fehler abs. c{Fehler
punkte von u
h
(rh); von u
h
(mh); von u
h
(mh); von u
h
(mh); von u
h
(mh);
auf 
a 
h
rh 2 
a 
h
mh 2 G
1
h
mh 2 G
1
h
mh 2 G
2
h
mh 2 G
2
h
127 1.27-1 1.32-1 2.23-1 2.96-3 1.47-3
255 6.26-2 6.39-2 1.09-1 1.45-3 7.32-4
511 3.11-2 3.14-2 5.35-2 7.17-4 3.65-4
1023 1.55-2 1.56-2 2.65-2 3.57-4 1.82-4
Tab.26
Aus den in dieser Tabelle angegebenen Fehlernormen wurde nur eine Konvergenz-
geschwindigkeit von O(h) ermittelt. Ein Vergleich mit den Beispielen 10 und 11
zeigt, da der hier berechnete l
2
{Fehler selbst beim Gebiet G
2
h
wesentlich gr

oer
ist. Das auallend langsamere Konvergenzverhalten kommt auch in der folgenden
Tabelle zum Ausdruck.
Gitter-
j
P
r2
a 
(rh) h j
punkte ju
h
(mh)  u(mh)j im Gitterpunkt
auf 
a 
h
(0.75,0.25) (10,10) (40,40) (80,80) (150,150)  = 

h
 = 
a
h
127 2.23-1 6.07-3 1.47-3 7.31-4 3.89-4 1.58-1 1.38-12
255 1.09-1 3.02-3 7.32-4 3.64-4 1.94-4 8.00-2 1.77-11
511 5.35-2 1.51-3 3.65-4 1.81-4 9.65-5 4.02-2 4.07-12
1023 2.65-2 7.52-4 1.82-4 9.06-5 4.82-5 2.02-2 1.38-11
Tab.27
Trotz des oensichtlichen Qualit

atsverlustes im Vergleich zu den anderen Beispielen
sind die erzielten Ergebnisse akzeptabel.
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Sowohl die im Abschnitt 4.1 vorgestellten inneren Randwertprobleme als auch die

aueren Probleme aus dem Abschnitt 4.2 zeigen, wie vorteilhaft die Methode der
Dierenzenpotentiale praktisch eingesetzt werden kann. Es erscheint daher lohnens-
wert, das bisher nur zum Experimentieren verwendete Programm weiter aufzur

usten
und nutzerfreundlicher zu gestalten.
Die Qualit

at der L

osungen in den betrachteten Beispielen h

angt ganz entscheidend
von der Genauigkeit der nur einmal zu berechnenden diskreten Fundamentall

osung
ab. Dabei ist zu beachten, da die im Abschnitt 1.2.1 angegebene Summenformel
zwar numerisch einfach realisiert werden kann, gleichzeitig aber

auerst instabil ist.
Aus diesem Grund wurde von Ehrhardt ein Programm mit beliebiger Genauigkeit
geschrieben. Um mit diesem Programm auch im Punkt (n; n) mit n = 256 einen auf
10 Stellen genauen Wert f

ur die Fundamentall

osung zu erhalten, mute selbst die
in der Formel vorkommende Zahl  mit mehr als 120 Nachkommastellen berechnet
werden.
Die Beispiele 1 und 2 sowie 5 und 6 sind 1995 von Gutachtern f

ur einen Benchmark{
Test innerhalb des DFG{ Schwerpunktprogrammes Randelementmethoden vorge-
schlagen worden. Da auch das Chemnitzer DFG{Projekt Bimetallprobleme zu die-
sem Schwerpunkt geh

orte und einige der gestellten Aufgaben direkt mit Dierenzen-
potentialen bearbeitet werden k

onnen, wurden die erforderlichen Daten eingereicht.
Ein Vergleich mit den Resultaten anderer Projekte war bis zur Fertigstellung dieser
Arbeit leider nicht m

oglich.
Im Abschnitt 4.1 wurden zwei Beispiele mit fast singul

aren Randwerten in der N

ahe
einer Innenecke betrachtet. In Bezug auf die Singularit

at der Randdaten erscheint
es nicht nur interessant theoretische Untersuchungen durchzuf

uhren. In Analogie zu
den obigen Beispielen sollten noch mehr Testbeispiele gerechnet werden, bei denen
ein gezielter Vergleich mit anderen L

osungsmethoden angestrebt wird.
Konvergenzbetrachtungen f

ur

auere Randwertprobleme sind im Rahmen dieser Ar-
beit nicht durchgef

uhrt worden. Die Rechnungen im Abschnitt 4.2 vermitteln jedoch
einen ersten qualitativen Eindruck von der Konvergenz der diskreten L

osung gegen
die L

osung des kontinuierlichen Problems.
Auf die Notwendigkeit der Mittelung der diskreten Normalableitungen wurde be-
reits bei den konkret betreenden Neumannproblemen hingewiesen. M

oglicherweise
gelingt es im Rahmen der zuk

unftigen Arbeit mit der Methode der Dierenzen-
potentiale im voraus Aussagen treen, mit welchem Verlust an Genauigkeit ab einem
bestimmten Diskretisierungsfehler in den Normalableitungen zu rechnen ist.
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Thesen zur Dissertation
Fundamentall

osungen partieller Dierenzenoperatoren
und die L

osung diskreter Randwertprobleme mit Hilfe von
Dierenzenpotentialen
zur Erlangung des akademischen Grades eines \Doctor rerum naturalium\ an der
Fakult

at f

ur Bauingenieurwesen der Bauhaus{Universit

at Weimar, vorgelegt von
Diplommathematiker Angela Hommel in Weimar am 11. Juni 1997
Die vorliegende Arbeit leistet einen Beitrag zum Aufbau einer in sich geschlossenen
Theorie der Dierenzenpotentiale, mit deren Hilfe Dierenzenrandwertprobleme ge-
l

ost werden k

onnen. Die grundlegende Idee der klassischen Potentialtheorie besteht
im L

osen von Gleichungen auf dem Rand, bei denen die

Aquivalenz zum betrachteten
Ausgangsproblem erhalten bleibt. Im Rahmen dieser Arbeit erfolgt die

Ubertragung
der Idee der Randreduktion auf Dierenzenrandwertprobleme. Dabei steht nicht die
Wahl von geeigneten Quadraturformeln zur L

osung der Randintegralgleichungen
im Mittelpunkt, sondern das Aufstellen linearer Gleichungssysteme auf dem Rand,
die zum diskreten Randwertproblem

aquivalent sind. Als Ausgangspunkt der

Uber-
legungen sind haupts

achlich die Resultate von Ryabenkij zu betrachten.
1. Die wichtigste Voraussetzung f

ur den Aufbau einer diskreten Potentialtheorie
ist die Existenz einer diskreten Fundamentall

osung oder Greenschen Funktion.
Ist A
h
ein Dierenzenoperator des n {dimensionalen Euklidischen Raumes
und IR
n
h
= fi
1
h; i
2
h; : : : ; i
n
hg mit i
k
2 Z und k = 1; : : : ; n das betrachtete
gleichm

aige Gitter der Schrittweite h, dann heit jede L

osung der Gleichung
(A
h
u
h
)(x) = 
h
(x) =
(
h
 n
f

ur x = 0
0 f

ur x 6= 0
diskrete Fundamentall

osung, wenn sie im Unendlichen nicht schneller als jxj
m
w

achst. Die Potenz m > 0 h

angt von der konkreten Gestalt des Dierenzen-
operators ab. Berechnet werden die diskreten Fundamentall

osungen mittels
diskreter Fouriertransformation. F

ur einige der im Rahmen dieser Arbeit be-
trachteten Dierenzengleichungen liegen bereits Existenzaussagen in bezug
auf die diskrete Fundamentall

osung vor, erzielt im Bildbereich der diskreten
Fouriertransformation. F

ur die praktische Anwendung der Methode der Dif-
ferenzenpotentiale ist es jedoch wichtig, diese Fundamentall

osungen auch hin-
reichend genau und eektiv berechnen zu k

onnen. Daf

ur geeignete Verfahren
werden im Kapitel 1 vorgestellt.
1
2. Da der Aufbau der diskreten Potentialtheorie im Kapitel 2 dieser Arbeit am
Beispiel der Laplacegleichung in der Ebene erfolgt, werden die Eigenschaften
der entsprechenden diskreten Fundamentall

osung ausf

uhrlich studiert. Zu die-
sen Eigenschaften geh

ort beispielsweise die Beschr

anktheit der diskreten Fun-
damentall

osung f

ur feste Schrittweite h, die in jedem beschr

ankten Gebiet
gezeigt werden kann. Das Verhalten der bis auf eine Konstante eindeutig
bestimmten Fundamentall

osung wird ferner durch das folgende Resultat be-
schrieben. Es sei G  IR
2
ein beschr

anktes Gebiet und G
h
= (G \ IR
2
h
) das
entsprechende diskrete Gebiet. Wird die Dierenz zwischen der diskreten Fun-
damentall

osung E
1
h
(x) und der kontinuierlichen Fundamentall

osung E(x) nur
in den Gitterpunkten x 2 G

h
= fx 2 G
h
n (0; 0)g betrachtet, dann erh

alt man
f

ur jede Schrittweite h  e
 1
die Fehlerabsch

atzung
kE
1
h
(x)  E(x)k
l
p
(G

h
)

8
>
>
<
>
:
Ch 1  p < 2
Ch
q
j lnhj p = 2
Ch
2=p
2 < p <1:
3. Ein enormer Fortschritt beim Aufbau der Theorie der Dierenzenpotentiale
wird durch die Aufspaltung des Randpotentials in ein diskretes Einfach{ und
Doppelschichtpotential erzielt. Vor allem wird das bei Ryabenkij auftretende
Problem

uberbestimmter linearer Randgleichungssysteme bew

altigt. Die Be-
schreibung der einzelnen Potentiale beruht auf folgender Symbolik: Es sei
G  IR
2
ein beschr

anktes, einfach zusammenh

angendes Gebiet mit st

uckweise
glattem Rand. In Analogie zur Herangehensweise von Ryabenkij wird das dis-
krete Gebiet G
h
= (G \ IR
2
h
) mit der doppelten diskreten Randschicht 
h
betrachtet. Dabei besteht die innere Randschicht 
+
h
aus den inneren Gitter-
punkten mh 2 G
h
, die mindestens einen benachbarten Punkt mh+ kh mit
k 2 K = f(0; 0); (1; 0); ( 1; 0); (0; 1); (0; 1)g haben, der auf dem Rand des
Gebietes G beziehungsweise auerhalb liegt. Umgekehrt geh

oren zur

aueren
Randschicht 
 
h
alle Gitterpunkte mh 2 IR
2
h
; die auerhalb beziehungsweise
auf dem Rand von G liegen und mindestens einen benachbarten Gitterpunkt
im Gebiet G
h
haben. F

ur die L

osung u
h
der Poissongleichung
 
h
u
h
(mh) =
X
k2K
a
k
u
h
(mh  kh) = f
h
(mh)
mit den Koezienten a
k
2 f 1=h
2
; 4=h
2
g erh

alt man unter Verwendung der
diskreten Fundamentall

osung E
h
(x) in den Gitterpunkten lh 2 G
h
[ 
 
h
die
Darstellung
X
rh2
h
(
X
k2K
r
E
h
(lh (r+k)h) a
k
h
2
)u
h
(rh) +
X
mh2G
h
E
h
(lh mh) f
h
(mh)h
2
= u
h
(lh) :
Dabei ist K
r
= fk 2 K : rh + kh 62 G
h
g. Werden die Randwerte in den
Gitterpunkten rh 2 
 
h
mit u
R
(rh) und die diskreten Normalableitungen mit
2
uA
(rh) bezeichnet, dann erh

alt man eine explizite Zerlegung des Potentials in
der Form
P
rh2
h
(
P
k2K
r
E
h
(lh  (r+k)h) a
k
h
2
)u
h
(rh) = (P
E
h
u
h
)(lh)  (P
D
h
u
h
)(lh)
mit dem Einfachschichtpotential
(P
E
h
u
h
)(lh) =
X
rh2
 
h
u
A
(rh)E
h
(lh  rh)h
und dem diskreten Doppelschichtpotential
(P
D
h
u
h
)(lh) =
X
rh2
 
h
X
k2KnK
r
(E
h
(lh  rh) E
h
(lh  (r + k)h))u
R
(rh)   u
R
(lh) ;
wobei  = 0 f

ur alle lh 2 G
h
und  = 1 f

ur lh 2 
 
h
gilt. Diese Aufspaltung des
Potentials ist eines der Hauptresultate in dieser Arbeit, auf deren Grundlage
alle notwendigen potentialtheoretischen Eigenschaften bewiesen werden.
4. Wesentlich f

ur den weiteren Aufbau der Theorie der Dierenzenpotentiale ist
sowohl die Formulierung von diskreten Greenschen Formeln als auch die Unter-
suchung der Eigenschaften der diskreten Potentiale in Innen{ und Auen-
gebieten. In Analogie zur klassischen Potentialtheorie wird in dieser Arbeit
gezeigt, da die Potentiale P
E
h
u
h
und P
D
h
u
h
diskret harmonische Funktionen
im Gebiet G
h
sind. Im Auengebiet ist das Potential der Einfachschicht im all-
gemeinen keine diskret harmonische Funktion, bedingt durch das ann

ahernd
logarithmische Verhalten der diskreten Fundamentall

osung. Das Potential der
Doppelschicht hingegen besitzt diese Eigenschaft. Betont sei ferner, da die
einzelnen Dierenzenpotentiale auch als Quadraturformeln zur Berechnung
der kontinuierlichen Potentiale betrachtet werden k

onnen. Diese M

oglichkeit
wird jedoch im Rahmen der vorliegenden Arbeit nicht weiter untersucht.
5. Unter Verwendung der ersten Greenschen Formel k

onnen Eindeutigkeitss

atze
f

ur diskrete Dirichlet{ und Neumannprobleme in Innen{ und Auengebieten
bewiesen werden. Von fundamentaler Bedeutung ist dabei die Eigenschaft, da
die Dierenzenableitung erster Ordnung einer im ebenen Auengebiet diskret
harmonischen Funktion u
h
(mh) im Unendlichen wie 1=jmhj
2
f

allt. W

ahrend
im kontinuierlichen Fall der Beweis der

aquivalenten Eigenschaft mit Hilfe
der Kelvintransformation oder auch auf funktionentheoretischem Weg gef

uhrt
werden kann, ist bei der Arbeit auf dem Gitter IR
2
h
eine v

ollig neue Heran-
gehensweise erforderlich. Da die zu beweisende Aussage in Verbindung mit den
Eindeutigkeitss

atzen auch die Grundlage f

ur die S

atze zur L

osbarkeit der ent-
stehenden Randgleichungssysteme bildet, ist die im Kapitel 2 vorgestellte neue
Beweismethode als ein wichtiges Werkzeug zur analytischen Untersuchung der
diskreten Operatorgleichungen zu betrachten.
6. Am Ende von Kapitel 2 werden L

osbarkeitsaussagen f

ur die durch geeignete
Potentialans

atze entstehenden linearen Randgleichungssysteme bewiesen. Die-
se Aussagen erm

oglichen die unmittelbare praktische Anwendung der Methode
3
der Dierenzenpotentiale zur L

osung innerer{ und

auerer Dierenzenrand-
wertprobleme, die auf der Laplacegleichung in der Ebene beruhen. Da sich
die einzelnen Potentialans

atze ausschlielich auf das diskrete Einfachschicht-
potential beziehen, ist beim L

osen von Dirichletproblemen auf Grund des
ann

ahernd logarithmischen Verhaltens der diskreten Fundamentall

osung eine
Ver

anderung im Potentialansatz notwendig. Diese Besonderheit ist f

ur den
ebenen Fall charakteristisch. Im Rahmen dieser Arbeit wird speziell der zwei-
dimensionale Fall untersucht, weil er im Vergleich zum dreidimensionalen Fall
theoretisch wesentlich anspruchsvoller ist und in der numerischen Anwendung
eine gr

oere Sorgfalt erfordert. Im dreidimensionalen Fall f

allt sowohl die dis-
krete Fundamentall

osung, als auch deren Ableitungen im Unendlichen, so da
weder bei der Arbeit mit den Greenschen Formeln, noch bei der Bearbeitung

auerer Randwertprobleme theoretische Schwierigkeiten auftreten werden.
7. Im Kapitel 3 wird die gleichm

aige Beschr

anktheit der Operatoren gezeigt und
das Konvergenzverhalten der diskreten Potentiale untersucht. Im Mittelpunkt
steht dabei sowohl das Potential der Einfachschicht, als auch das beim L

osen
der Poissongleichung eine Rolle spielende diskrete Volumenpotential. Die ein-
zelnen Konvergenzaussagen werden haupts

achlich in den R

aumen c und l
p
mit 1  p < 1 bewiesen. Setzt man voraus, da die Dichte v
h
des diskreten
Einfachschichtpotentials P
E
h
v
h
in allen Gitterpunkten lh 2 
 
h
mit der Dichte
v des klassischen Einfachschichtpotentials P
E
v

ubereinstimmt, dann erh

alt
man beispielsweise im Fall v 2 C
0;
( 
D
) mit 0 <   1 f

ur h  e
 1
die
Absch

atzung
kP
E
h
v
h
  P
E
vk
c (
 
h
)
 C(hj ln hj + h

)kvk
C
0;
( 
D
)
:
Dabei wird mit  
D
der Rand bezeichnet, der durch die achsenparallele Ver-
bindung aller Randgitterpunkte entsteht.
8. Die Konvergenz der L

osung des Dierenzenrandwertproblems gegen die L

o-
sung des entsprechenden kontinuierlichen Problems wird in Verbindung mit
den Resultaten von Samarskij bewiesen. Diese Herangehensweise ist auf Grund
der

Aquivalenz zwischen der L

osbarkeit des diskreten Randwertproblems und
der L

osbarkeit des Gleichungssystems auf dem Rand m

oglich. Voraussetzung
ist jedoch in beiden F

allen die Existenz und Eindeutigkeit der L

osung. F

ur
das Gleichungssystem auf dem Rand werden diese Eigenschaften im Kapitel 2
bewiesen.
9. Ein entscheidender Vorteil der im Rahmen dieser Arbeit beschriebenen Me-
thode zur L

osung diskreter Randwertprobleme besteht darin, da die erzielten
theoretischen Erkenntnisse unmittelbar praktisch realisiert werden k

onnen. Be-
tont sei, da neben dem Fehler, der bei der Diskretisierung des kontinuierlichen
Randwertproblems entsteht, kein weiterer Diskretisierungsfehler auftritt. Die
4
Qualit

at der L

osungen wird jedoch sehr stark durch die Genauigkeit der nur
einmal zu berechnenden diskreten Fundamentall

osung beeinut. Im Kapitel 4
wird eine Auswahl der numerisch gel

osten Beispiele vorgestellt. Diese Beispiele
zeigen, da mit der Methode der Dierenzenpotentiale auch bei der Vorgabe
\schlechter\ Randdaten und grober Schrittweiten h sehr gute Ergebnisse er-
zielt werden.
10. Die vorliegende Arbeit kann in verschiedener Hinsicht weiterentwickelt werden.
Ein Schwerpunkt ist die

Ubertragung der Theorie der Dierenzenpotentiale auf
allgemeinere Randwertprobleme. Als Grundlage daf

ur werden im Kapitel 1
diskrete Fundamentall

osungen f

ur Problemstellungen ganz unterschiedlicher
Art berechnet. W

ahrend beim Aufbau der diskreten Potentialtheorie beispiels-
weise die Denition des Volumenpotentials und die Idee der Aufspaltung des
Dierenzenpotentials in ein diskretes Einfach{ und Doppelschichtpotential un-
mittelbar

ubernommen werden kann, ist ein Teil der Konvergenzanalyse in
Abh

angigkeit von den vorgegebenen Randbedingungen neu zu erarbeiten.
11. Andererseits kann die auf der diskreten Laplacegleichung beruhende Theorie
weiter ausgebaut werden. Naheliegend ist die Formulierung von S

atzen zur
L

osung diskreter Randwertprobleme mit Hilfe des Doppelschichtpotentials.
Im Unterschied zur kontinuierlichen Potentialtheorie besteht die Schwierig-
keit darin, da speziell die f

ur diskrete Dirichletprobleme zu beweisenden Aus-
sagen nicht aus den zum Neumannproblem adjungierten Gleichungen folgen.
Aus diesem Grund ist im Unterschied zur klassischen Potentialtheorie auf eine
v

ollig neue Beweistechnik zu orientieren. Studieren kann man ferner das Kon-
vergenzverhalten des diskreten Doppelschichtpotentials, wobei auch Aussagen
f

ur

auere Randwertprobleme von Interesse sind.
Die Konvergenz der L

osung des Dierenzenrandwertproblems wird bisher in
Verbindung mit den Resultaten von Samarskij bewiesen. Ein eigenst

andiger
Konvergenzbeweis und ein damit verbundener Stabilit

atsbeweis sind jedoch
von entscheidender Bedeutung, wenn bei der Bearbeitung von anderen Dif-
ferenzenrandwertproblemen nicht von der Kenntnis der entsprechenden Aus-
sagen ausgegangen werden kann.
Zwei der im letzten Kapitel vorgestellten Beispiele zeigen, da mit der Me-
thode der Dierenzenpotentiale auch bei Vorgabe fast singul

arer Randdaten
gerechnet werden kann. Ein Schwerpunkt f

ur zuk

unftige Untersuchungen ist
in der Erarbeitung der dazugeh

origen theoretischen Grundlagen zu sehen.
Die Methode der Dierenzenpotentiale kann zum L

osen allgemeiner linearer
partieller Dierentialgleichungen angewendet werden. Sehr vorteilhaft erweist
sie sich zum Beispiel bei der Bearbeitung der Potentialgleichung (Laplace-
gleichung), der Bipotentialgleichung (Plattengleichung), der W

armeleitglei-
chung, aber auch bei Dierentialgleichungen der Elastizit

atstheorie sowie bei
Bewegungs{ und Schwingungsgleichungen.
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