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ABSTRACT 
Let G(q) denote the multiplicative group of invertible elements in Z,, the ring of 
integers modulo q. Let H be a subgroup of C(q), and let aH be a coset of H in G(q). 
Suppose f:Z, + C is a function with support contained in aH. This paper describes 
how to find sets K c Z, with II<1 = IHI such that the function f can be recovered from 
the values of its (finite) Fourier transform restricted to K. The proofs involve analyzing 
the (finite) Fourier transform by means of its associated matrix. 
1. INTRODUCTION 
Let q > 2 be an integer, and let Z, denote the ring of integers modulo q. 
Let G(q) c Z, be the multiplicative group of integers relatively prime to q. 
For a function f: Z, + C, where C denotes the field of complex numbers, we 
define the (finite) Fourier transform of f to be the function f: Z, -+C defined 
by 
f(n) = q-‘12 jJ f(m)e( 71, 
m=l 
(1.1) 
where e(x) = elnix. The function f can be recovered from f by the inversion 
formula 
f(m) = q-‘12 5 f(n)e( 7). 
n=l 
(1.2) 
Alternately we may identify f: Z, + C in an obvious way with a point in the 
vector space CQ, and then the Fourier transform can be viewed as a linear 
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transformation from Cq to Cg determined by the matrix 
9p [q-l%(y)], (1.3) 
where 16 n < q and 1~ m d q. Then the inversion formula comes from 
applying to p the matrix 
where 1~ m < q and 1~ n < q. 
Now suppose f: Z, + C has support contained in a subgroup H of G(q); 
i.e., f(m) = 0 if m 4 H. More generally one might suppose that the support of 
f is contained in a coset aH of H in G(q). In [2] the following question was 
considered: Is it possible to recover the function f from the values of f 
restricted to a coset bH of H in G(q)? In matrix terms the corresponding 
question is as follows: Is the 1 H 1 x 1 H 1 matrix 
(1.5) 
invertible, where s = ab, n E H, m E H? 
To describe an answer to this question, we first let 
t(q) = I-IP, 
Plq 
(1.6) 
where the product extends over distinct primes p which divide q, and 
u(q) = 
t(q) if 8tq 
2t(q) if 819. 
(1.7) 
We then define 
U(q)= {mEZ,:m=l (modu(q))}. (1.8) 
Then the following result can be proved. (See [2, Theorems 1 and 21. Note 
that u(q) in Equation 1.7 corresponds to u(q) in [2].) 
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THEOREM. F#’ is invertible = H fI U(q) = { 1). In particular F#’ is 
invertible if q is squure free. 
If HnU(q)# {l}, a natural question to ask now is the following: How 
can we specify a set K c Z, with 1 K I= IHI such that we can recover the 
function f from the values off restricted to K? In matrix terms we want to 
find a set K c Z, with II<1 = I H 1 such that the following matrix is invertible: 
(W 
Here n E K and m E H. In Section 2 we describe how to find such sets K, 
and we state our Main Theorem. In Section 3 we prove the Main Theorem, 
and in Section 4 we give an example. 
For an extensive bibliography concerning finite Fourier transforms, we 
refer the reader to [ 11. 
2. STATEMENT OF MAIN THEOREM 
As in Section 1, we let H be a subgroup of G(q). Next we let H, = H f~ 
U(q) and H, = H/H,. We observe that H, = {m E Z,: m = 1 (mod v(q))} 
for some integer v(q) with u(q) I v(q) and v(q) I q. We let T(q) = {m E 
Z,: m = 1 (mod t(q))}, H3 = H fl T(q), and H, = H/H,. We will analyze 
our problem by considering three cases: 
Case (i): 8 t q, or 8 I q and H3 contains no element = 3 (mod 4). 
Case (ii): 8 I q, H3 contains an element = 3 (mod 4), and 8 I v(q). 
Case (iii): 8 I q, H3 contains an element = 3 (mod 4), and 8 t v(q). 
From Equations 1.6 and 1.7, it is clear that H3 = H, and H, = Hz in case (i), 
and that ( H3 1 = 2 1 H, I and 1 H4 ) = d I H, I in cases (ii) and (iii). 
We now let R c H c Z, be a complete set of representatives for elements 
of H,. We let Y c Z, be a complete set of representatives for Z,/[ q/v( q)]Z,, 
e.g., O,l,. . . , q/v(q) - 1. Then 
H= {r[l+yv(q)]:rER,yEY}, (2.1) 
and IHI = IRJ.JY(. In case (iii) one can check that H3 = {mEZ4: m=l 
(mod v(q)/2)]. F or case (iii) we let R’ c H c Z, be a complete set of 
representatives for elements of H4, and we let Y’ c Z, be a complete set of 
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e.g., O,l,..., q/[4q)/21- 1. Then 
H= (,iliyq):TER’,yEY’), 
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(2.2) 
and IHI = IR’I- [Y’l. 
We are now ready to define sets K that we shall use in Equation 1.9. For 
integers b and q1 with (b, q) = 1 and q1 I q, we let 
K(b,q,,R,Y)= $+Y:-R,ytY I 
and 
KQql, R’J’) = $ + y: r E R’, YE 2” 
Then we let K be any set of the following form: 
with t(q)lo,andqiIu(q) 
with 2u( q) I q1 and q1 I u(q) 
with t(q)IqlandqlIu(q)/2 
(2.3) 
(2.4) 
in case (i), 
in case (ii), 
in case (iii). 
(2.5) 
We now need to specify a certain function W& that will appear in the 
inverse of the matrix FK oH of Equation 1.9. We let q1 satisfy the conditions 
of Equation 2.5, and we let R denote the image of H under the natural 
homomorphism G(q) - G(q,) given by m (mod q) t-) m (mod ql). In cases 
(i) and (ii), 
H,=HnU(q)3Hn{mEZ,:m=l(modq,)} 
3 {mEZ,:m= 1 (mod v(q))} = H,. 
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So p z H/H, = H,. In case (iii) a similar argument with H3 instead of H,, 
T(q) instead of U(9), and u(q)/2 instead of v(9) shows p z H/H, = H4. 
Next we let U(9,) be defined by Equation 1.8 with 91 replacing 9. (Also 
we use 91 in Equations 1.6 and 1.7.) In case (i) we recall that H, = Ha. Then 
Ii I- U(9,)= {I}, since g n U(9,) is the image of H, ( = H3) in G(9,). In 
case (ii) linU(q,)= {l}, since B n U(9,) is the image of H, in G(9,). In 
case (iii) H n U(9,) = {l}, since a n U(gl) is the image of H, in G(9,). 
We now let p be a character of H (i.e., a homomorphism from g into the 
complex numbers of absolute value l& We extend the domain of p to Zql by 
defining /3(z)= 0 if z E Zql but z @ H. Then we define y:Z, -+ C by 
if muff, 
if meH, 
where 6 : Z, + Z,, is the natural map defined by m (mod 9) - m (mod 9i). 
We note that y ) H is a homomorphism lie., y(h,h,) = y(hi)y(hs) if hi, h, E 
H]. We let rR denote the set of all these mappings y. For y E r~ and n E Z,, 
we define 
y’( ?z) = 9; 1/Z c u(m)e( - z) 
me:A 
in cases (i) and (ii), and 
y’(n) = 9; 1’2 C Y(+( - y) 
mEA’ 
(2.6) 
(2.7) 
in case (iii). From Equation 2.1 and the definition of y, it is clear that y’(n) in 
Equation 2.6 has the same value for any complete set of representatives 
R c H c Z, for H, z H. Similarly, from Equation 2.2 and the definition of y, 
we see that y’(n) in Equation 2.7 has the same value for any complete set of 
representatives R’ c H c Z, for H4 G H. Now let R” c Z, be a complete set 
of representatives for Z,/qiZ, z Z,, containing the set R [R'] in cases (i) 
and (ii) [case (iii)]. Then from the definitions of p, y, and 8, we see that 
y’(n) = 97 c Yh+( - F) 
?nER” 
= s; l/2 a(& PWae (2.8) 
41 
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in cases (i), (ii), (iii). But the right side of Equation 2.8 is the Fourier 
transform (on Zq,) of /I, and except for the factor o~l/~, the sum on the right 
side of Equation 2.8 is a Gauss sum for p on If. [Recall &S(m)) = 0 except 
when 6(m) E H.] Since n f~ U(g,) = { 1}, Theorem 2 in [2] shows that the 
right side of Equation 2.8 is nonzero if (6(n), qi) = 1. In particular y’(s) Z 0 if 
(s, 4) = 1. We then define 
ws&Fz)=q:~2pT-’ c y (s)-‘y(ti) (2.9) 
Y E rl? 
for m E Z,, where (s, 4) = 1 and sS = 1 (mod 4). From the definition of each 
y E r,, we see that W,&m) = 0 if m 4 sH. 
REMARK. The key to defining WsR (and hence a key reason for the 
invertibihty of the matrix FK, oH in Equation 1.9) is that y’(s) # 0. Hence the 
invertibility of FK, aH depends on the nonvanishing of certain Gauss sums. 
As our final step before stating our Main Theorem, we rewrite the matrix 
9 K,aH of Equation (1.9). In cases (i) and (ii) we index the elements of K by 
the pairs (c, r) with c E R, x E Y [cf. Equations (2.3) and (2.5)], and we index 
the elements of H by the pairs (d, y) with d E R, y E Y [cf. Equation (2.1)]. 
In case (iii) we index K by pairs (c, x) with c E R’, x E Y’ [cf. Equations (2.4) 
and (2.5)], and we index H by pairs (d, y) with d E R’, y E Y’ [cf. Equation 
(2.2)]. Then for cases (i) and (ii) 
{(9bc/9,)+x}ad(I+yv(9)} 
9 
) (2.10) 
where c, d E R, x, y E Y; and for case (iii) 
.F [ %A@4 
{(9bc/9,)+x}ad{1+yv(9)/2} 
K,aH = 
9 
(2.11) 
where c, d E R’, x, y E Y’. 
MAIN THEOREM. Let H be a subgroup of G(9); let a and b be integers 
with (a, 9) = 1 = (b, 9); and let K be defined by Equation (2.5). Then the 
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m&iX._F~ aH of Equation (1.9) i.s invertible. In cases (i) and (ii), let 
P(d,YLW Q I=[ -‘/2v(q)q;‘WSg(sdc)e adi’+~(q)‘x ( 11 , 
(2.12) 
where c, d E R, x, y E Y, and in case (iii), let 
(2.13) 
where c, d E R’, x, y E Y’. Here (c, x) indexes K; (d, y) indexes H; s = ab; 
and WsR is defined by Equation 2.9. Then 
-?&I = [ G(d y),(c z,] * 3 1 (2.14) 
Furthermore if f: Z, + C is a function with support contained in a coset aH 
of H in G(q), then f can be recovered from the values of its Fourier transform 
$0, K. More precisely, for m E Z,, we have in cases (i) and (ii) 
f(m) = q-“2v(q)q11 
(2.15) 
and we have in case (iii) 
f(m)=q-‘/‘(y)q;’ C f($+x)W,,,Cbmc)e(y). 
(c, r) E R’x Y’ 
(2.16) 
REMARK 1. Suppose H fl U(q)= (1). Then v(q)= q, R = H, and we 
may take Y = (0). If we choose q1 = v(q) = q and let s = ab, then K = bH 
and 
FK,oH= [q-‘/‘e( --?)I, c,d E H, 
which is the matrix F$) in Equation (1.5). Then 
%&, = [ q-1’2W&dc)] > d,ce H, 
which is the matrix given in Theorem 3 of [2]. 
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REUARK 2. 
and a= (1). 
Suppose H c U(9). Then H = {m E Z,: m = 1 (mod u(9))}, 
We may take 9i=u(q), R= {l}, and Y= {O,l,...,q/u(q)- 
l}. Then K = { 9b/o(9)+ r: r E Y 1, and W,R(~)= o(9)e(s/o(9))ya(n% 
where 
ydn) = i 
1 if n=l(modu(g)) 
0 otherwise. 
Then we have 
({ 9W(9))+4++ y49u 
9 II 
= [9p1/2e( ---&)e( - x”‘1+~‘9)‘)], X,yEY, 
and 
-%taH = [9p1~2u(q)e(--&)e( u(l+yqo(9)‘x)], YpxEY. 
It is then clear that gK, oH is “almost” an orthogonal matrix; i.e., the columns 
Of ?K,aH form an orthogonal (but not orthonormal) set, and the rows of 
3 K, aH form an orthogonal (but not orthonormal) set. 
3. PROOF OF MAIN THEOREM 
We let notation be the same as in previous sections. We first prove the 
following lemma. 
LEMMA 1. Let K be defined by Equation 2.5. Then the elements of K are 
incongruent (mod 9), and hence K represents 1 HI distinct residue classes in 
Z 4’ 
Proof. We shall focus on cases (i) and (ii). The proof in case (iii) is 
similar if one replaces u(9) by u(9)/2, R by R’, and Y by Y’. We suppose 
9br, 
-+y,= 
cl& 
91 
- + Y, (mod 9) 
91 
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r1, r2 E R, YlY Yz E y* 
We shall show that rr = r, and yr = ys. Then K will contain IR(*IYI = IHI 
elements, which will complete the proof. NOW 
$(rl--r2)=y2-yl (modq) * ~2~~1 (mod:) 
since 
91' v(q) and hence 44 
v(q) q1. 
But since yr, ys E Y, a complete set of representatives for Z,/{ q/v(q)}Z,, 
then yr = ys. Then 
$-(rr-rs)=O(modq) * r,=rs(modqr) * r, = 3, 
since r,, r2 E R, a complete set of representatives for H, z li. Thus the proof 
of the lemma is complete. n 
REMARK. From Lemma 1 it follows that the matrices in Equations (2.10) 
through (2.13) are well-defined IHI X I H I matrices. 
REMARK. Because q1 I u(q) in cases (i) and (ii), one can check that the 
subset of Z, represented by K does not actually depend on the particular 
choice of the complete set of representatives R for H,. However, the subset of 
Z, represented by K does depend on the particular choice of Y. Similarly, in 
case (iii), the subset of Z, represented by K depends on the particular choice 
of Y’, but not on the particular choice of R’. 
Next we let ~(C,,r,),(c2,X*) denote the (c,, xr),(c2, x2) element of the 
product of the matrices [ Fc,,xj,fd, yJ and [GCd, yj,CC,xJ of Equations (2.10) and 
(2.12). Our goal is to show that 
EC c,,xl),(cz.rz) = 
1 if c1 = c, and x1=x2, 
0 otherwise. 
(3.1) 
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Then Equation 2.14 will be valid in cases (i) and (ii). 
LEMMA 2. 
Proof. We first note that in cases (i) and (ii) 
F {(clbc/9,)+x}ad{1+yv(9)} 
(c,x)x(d.y) 
9 
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if x1=x2, 
if x,#x,. 
= 9 -we 
xad{l+ w(9)) 
9 
since 91 I u(9). Then 
E (Cl. x,).(cz, x2) = c ~c,,x,).(d,y)G(d,y),(c~,x~) 
(d,y)ERxY 
= 9-lu(9)9,l 
wd{l+ Yv(9)) 
9 i 
x W,,(sdc,)e q+Y49))x2 
9 
=9-‘49)9:’ c YAsdc2)e 
d=R 
x c e h-GW+wW 
YCY ( 9 
=9-1~(9)9;1 c W,,(sdc,)e 
dER 
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Since (ad, q) = 1 and Y is a complete set of representatives for 
Z,/{ q/4q)& then 
It then follows that E cc,, x,j,ccz x2j is given by the expression in Lemma 2. n 
We now suppose x = xi = x2. Using Lemma 2 and Equation 2.9, we have 
E (c,,r),(cz,x) = q1’/2(Hl’ c c y’(s)-‘y(dc,)e 
deR yern 
Since R is a complete set of representatives for H, z H, there exists 5, E R 
such that tie, = 1 (modq,). Then 
since R c H and y 1 H is a homomorphism. So Equation 3.2 becomes 
EC ,,X),(CZ,X) = 91 -1y-l c c yys)-ly(cld)y(Elc,)e _, 
deR yeI-, 
We note that c,R = { crd: d E R} is also a complete set of representatives for 
R. so 
E (Cl3X),(CZ,X) = 91 
-l/z(~I-’ z 
Y E r, 
VW -1Y(%c2) c YW( - F). 
7TlEC,R 
From Equation (2.6) and the discussion following Equation (2.7), 
qc112 C y(m)e( - F) = Y’(s). 
m E c,R 
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EC Cl. x).(cz. x) =pT-’ c y(c,c,). 
Y E r, 
Now from the orthogonality relations for the characters fi used in defining the 
y E I?,, we see that 
Hence 
F, 
t 
1 if ci=cs, 
Cl. X),(C,, X) = 0 if ci # cs. 
Thus we have proved Equation (3.1), and hence Equation (2.14) is proved in 
cases (i) and (ii). The proof of Equation 2.14 in case (iii) is similar if one 
replaces u(q) by u(q)/2, R by R’, and Y by Y’. 
To complete the proof of the Main Theorem, we shall verify Equation 
(2.15). [The proof of Equation (2.16) is similar.] First we suppose m 4 aH. 
Then f(m) = 0. Now we recall that Ws& n) = 0 if n @ sH. If bmc E sH, then 
since s=ab and CE RC H, we have m E~H. Hence if m 6 aH, then 
WsH( bmc) = 0, and the right side of Equation (2.15) is zero. So Equation 
(2.15) is valid of m @ aH. Now suppose m E aH. Then m = ad { 1+ yu(q)} 
with d E R, y E Y. Since qi I v(q), then m = ad (mod qi). Then from the 
definition of each y E I, used in defining W& in Equation (2.9), we have 
W&nnc) = WsR(badc) = W,,(sdc). 
Equation (2.15) then follows from Equations (2.12) and (2.14) when m E aH. 
4. AN EXAMPLE 
For an example we choose CJ = 48, H = { 1,17,25,41}, and a = 5. So 
aH = {5,85,125,205} = {5,37,29,13} (mod 48). We note that t(48) = 6, 
~(48) = 12, and U(48) = { 1,13,25,37} [cf. Equations (1.6), (1.7), and (1.8)]. 
Then H f~ U(48) = { 1,25} and ~(48) = 24. This example fits case (i), and 
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hence we may take 91 = 6, 12, or 24 in Equation (2.5). We choose 91 = 6. 
Then 9/9i = 8 and 9/u(9) = 2. For R we choose { 1,17}, and for Y we 
choose (0, l} [cf. Equation (2.1)]. We also choose b = 1. Then from Equations 
(2.3) and (2.5) 
= {8x1x1+0,8x1x1+1,8~1~17+0,8X1X17+1} 
= {8,9,40,41} (mod 48). 
Thus the pairs (c, .t.) with c E R, x E Y correspond to the elements of K as 
follows: 
(1,0)-S; (1,1)++9; (17,0)*40; (17,1)~41. (4.1) 
The pairs (d, y) with d E R, y E Y correspond to the elements of H as follows 
[cf. Equation (2.1)]: 
(1,0)-l; (1,1)++25; (17,0)++17; (17,1)++41. (4.2) 
If we order the rows and columns in the order given in (4.1) and (4.2), then 
the matrix gK aH of Equation (2.10) is (after simplifications) 
Next we note that s = 5 X 1 = 5 and S = 29. There are two characters of a, 
and the associated mappings { yi, y2 } satisfy yi(1) = 1, ~~(17) = 1, ~~(1) = 1, 
~~(17) = - 1. Then from Equat:ons (2.6) and (2.9), 
W&n) = 6l” x2- i((6P1/2[e( -F)+e( -~)])Piyl(mx2q) 
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Finally the matrix Si.‘,, from Equaticms (2.12) and (2.14) is (after simplifica- 
tions) 
Sr&, = 3-1’2 
w1 w,e(&i> w2 w2e(ii) 
w1 wle(%) w2 w2e(%) 
w2 w,e(%> w1 v(%) 
w2 w2e(S) w1 w4-3) 
where wr = 6e(Q)[e(&)- e(s)]-’ and w2 = - 6e($)[e(j)- e(b)]-‘. 
There are other sets K that can be used for the example 4 = 48, H = 
{1,17,25,41}, and a = 5. For example, with b = 7, q1 = 24 (then 9/9, = 2), 
R = {1,17}, and Y = {5,8}, we obtain 
K= {2x7x1+5,2~7~1+8,2~7~17+5,2~7~17+8) 
= { 19,22,3,6} (mod 48). 
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