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Abstract
To deal with changing environments, a new performance measure—adaptive regret, defined
as the maximum static regret over any interval, is proposed in online learning. Under the
setting of online convex optimization, several algorithms have been successfully developed
to minimize the adaptive regret. However, existing algorithms lack universality in the sense
that they can only handle one type of convex functions and need apriori knowledge of pa-
rameters. By contrast, there exist universal algorithms, such as MetaGrad, that attain
optimal static regret for multiple types of convex functions simultaneously. Along this line
of research, this paper presents the first universal algorithm for minimizing the adaptive
regret of convex functions. Specifically, we borrow the idea of maintaining multiple learning
rates in MetaGrad to handle the uncertainty of functions, and utilize the technique of sleep-
ing experts to capture changing environments. In this way, our algorithm automatically
adapts to the property of functions (convex, exponentially concave, or strongly convex),
as well as the nature of environments (stationary or changing). As a by product, it also
allows the type of functions to switch between rounds.
Keywords: Online Convex Optimization, Adaptive Regret, Convex Functions, Strongly
Convex Functions, Exponentially Concave Functions
1. Introduction
Online learning aims to make a sequence of accurate decisions given knowledge of answers to
previous tasks and possibly additional information (Shalev-Shwartz, 2011). It is performed
in a sequence of consecutive rounds, where at round t the learner is asked to select a
decision wt from a domain Ω. After submitting the answer, a loss function ft : Ω 7→ R
is revealed and the learner suffers loss ft(wt). The standard performance measure is the
regret (Cesa-Bianchi and Lugosi, 2006):
Regret(T ) =
T∑
t=1
ft(wt)− min
w∈Ω
T∑
t=1
ft(w)
1
defined as the difference between the cumulative loss of the online learner and that of the
best decision chosen in hindsight. When both the domain Ω and the loss ft(·) are convex,
it becomes online convex optimization (OCO) (Zinkevich, 2003).
In the literature, there exist plenty of algorithms to minimize the regret under the set-
ting of OCO (Hazan, 2016). However, when the environment undergoes many changes,
regret may not be the best measure of performance. That is because regret chooses a fixed
comparator, and for the same reason, it is also referred to as static regret. To address this
limitation, Hazan and Seshadhri (2007) introduce the concept of adaptive regret, which
measures the performance with respect to a changing comparator. Following the terminol-
ogy of Daniely et al. (2015), we define the strongly adaptive regret as the maximum static
regret over intervals of length τ , i.e.,
SA-Regret(T, τ) = max
[p,p+τ−1]⊆[T ]
(
p+τ−1∑
t=p
ft(wt)− min
w∈Ω
p+τ−1∑
t=p
ft(w)
)
. (1)
Since the seminal work of Hazan and Seshadhri (2007), several algorithms have been
successfully developed to minimize the adaptive regret of convex functions, including general
convex, exponentially concave (abbr. exp-concave) and strongly convex functions (Hazan
and Seshadhri, 2009; Jun et al., 2017a; Zhang et al., 2018). However, existing methods
can only handle one type of convex functions. Furthermore, when facing exp-concave and
strongly convex functions, they need to know the moduli of exp-concavity and strong con-
vexity. The lack of universality hinders their applications to real-world problems.
One the other hand, there do exist universal algorithms, such as MetaGrad (van Erven
and Koolen, 2016), that attain optimal static regret for multiple types of convex functions
simultaneously. This observation motivates us to ask whether it is possible to design a
single algorithm to minimize the adaptive regret of multiple types of functions. This is very
challenging because the algorithm needs to enjoy dual adaptivity, adaptive to the function
type and adaptive to the environment. In this paper, we provide an affirmative answer
by developing a Universal algorithm for Minimizing the Adaptive regret (UMA). First,
inspired by MetaGrad, UMA maintains multiple learning rates to handle the uncertainty of
functions. In this way, it supports multiple types of functions simultaneously and identifies
the best learning rate automatically. Second, following existing studies on adaptive regret,
UMA deploys sleeping experts (Freund et al., 1997) to minimize the regret over any interval,
and thus achieves a small adaptive regret and captures the changing environment.
The main advantage of UMA is that it attains second-order regret bounds over any
interval. As a result, it can minimize the adaptive regret of general convex functions, and
automatically take advantage of easier functions whenever possible. Specifically, UMA at-
tains O(
√
τ log T ), O( d
α
log τ log T ) and O( 1
λ
log τ log T ) strongly adaptive regrets for general
convex, α-exp-concave and λ-strongly convex functions respectively, where d is the dimen-
sionality. All of these bounds match the state-of-the-art results on adaptive regret (Jun
et al., 2017a; Zhang et al., 2018) exactly. Furthermore, UMA can also handle the case that
the type of functions changes between rounds. For example, suppose the online functions
are general convex during interval I1, then become α-exp-concave in I2, and finally switch to
λ-strongly convex in I3. When facing this function sequence, UMA achieves O(
√|I1| log T ),
O( d
α
log |I2| log T ) and O( 1λ log |I3| log T ) regrets over intervals I1, I2 and I3, respectively.
2
2. Related Work
We briefly review related work on static regret and adaptive regret, under the setting of
OCO.
2.1 Static Regret
To minimize the static regret of general convex functions, online gradient descent (OGD)
with step size ηt = O(1/
√
t) achieves an O(
√
T ) bound (Zinkevich, 2003). If all the online
functions are λ-strongly convex, OGD with step size ηt = O(1/[λt]) attains an O(
1
λ
log T )
bound (Shalev-Shwartz et al., 2007; Hazan et al., 2007). When the functions are α-exp-
concave, online Newton step (ONS), with knowledge of α, enjoys an O( d
α
log T ) bound,
where d is the dimensionality (Hazan et al., 2007). These regret bounds are minimax
optimal for the corresponding type of functions (Abernethy et al., 2008), but choosing the
optimal algorithm for a specific problem requires domain knowledge.
The study of universal algorithms for OCO stems from the adaptive online gradient
descent (AOGD) (Bartlett et al., 2008) and its proximal extension (Do et al., 2009). The
key idea of AOGD is to add a quadratic regularization term to the loss. Bartlett et al.
(2008) demonstrate that AOGD is able to interpolate between the O(
√
T ) bound of general
convex functions and the O(log T ) bound of strongly convex functions. Furthermore, it
allows the online function to switch between general convex and strongly convex. However,
AOGD has two restrictions:
• It needs to calculate the modulus of strong convexity on the fly, which is a nontrivial
task.
• It does not support exp-concave functions explicitly, and thus can only achieve a
suboptimal O(
√
T ) regret for this type of functions.
Another milestone is the multiple eta gradient algorithm (MetaGrad) (van Erven and
Koolen, 2016), which adapts to a much broader class of functions, including convex and
exp-concave functions. MetaGrad’s main feature is that it simultaneously considers multiple
learning rates and does not need to know the modulus of exp-concavity. MetaGrad achieves
O(
√
T log log T ) and O( d
α
log T ) regret bounds for general convex and α-exp-concave func-
tions, respectively. However, it suffers the following two limitations:
• MetaGrad treats strongly convex functions as exp-concave, and thus only gives a
suboptimal O( d
λ
log T ) regret for λ-strongly convex functions.
• It assumes the type of online functions, as well as the associated parameter, does not
change between rounds.
The first limitation of MetaGrad was addressed by Wang et al. (2019), who develop a
universal algorithm named as multiple sub-algorithms and learning rates (Maler). It attains
O(
√
T ), O( d
α
log T ) and O( 1
λ
log T ) regret bounds for general convex, α-exp-concave, and
λ-strongly convex functions, respectively. However, the second limitation remains there.
2.2 Adaptive Regret
Adaptive regret has been studied in the setting of prediction with expert advice (Littlestone
and Warmuth, 1994; Freund et al., 1997; Adamskiy et al., 2012; Gyo¨rgy et al., 2012; Luo
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and Schapire, 2015) and OCO. In this section, we focus on the related work in the latter
one.
The concept of adaptive regret is formally introduced by Hazan and Seshadhri (2007),
and later refined by Daniely et al. (2015). To distinguish between them, we refer to the
definition of Hazan and Seshadhri (2007) as weakly adaptive regret:
WA-Regret(T ) = max
[p,q]⊆[T ]
(
q∑
t=p
ft(wt)− min
w∈Ω
q∑
t=p
ft(w)
)
.
For α-exp-concave functions, Hazan and Seshadhri (2007) propose an adaptive algorithm
named as Follow-the-Leading-History (FLH). FLH restarts a copy of ONS in each round as
an expert, and chooses the best one using expert-tracking algorithms. The meta-algorithm
used to track the best expert is inspired by the Fixed-Share algorithm (Herbster and War-
muth, 1998). While FLH is equipped with an O( d
α
log T ) weakly adaptive regret, it is
computationally expensive since it needs to maintain t experts in the t-th iteration. To
reduce the computational cost, Hazan and Seshadhri (2007) further prune the number of
experts based on a data streaming algorithm. In this way, FLH only keeps O(log t) experts,
at the price of an O( d
α
log2 T ) weakly adaptive regret. Notice that the efficient version of
FLH essentially creates and removes experts dynamically. As pointed out by Adamskiy
et al. (2012), this behavior can be modeled by the sleeping expert setting (Freund et al.,
1997), in which the expert can be “asleep” for certain rounds and does not make any advice.
For general convex functions, we can use OGD as the expert algorithm in FLH. In
this case, Hazan and Seshadhri (2007) prove that FLH and its efficient variant attain
O(
√
T log T ) and O(
√
T log3 T ) weakly adaptive regrets, respectively. This result reveals a
limitation of weakly adaptive regret—it does not respect short intervals well. For example,
the O(
√
T log T ) regret bound is meaningless for intervals of length O(
√
T ). To address this
limitation, Daniely et al. (2015) introduce the strongly adaptive regret which takes the in-
terval length as a parameter, as shown in (1). They propose a novel meta-algorithm, named
as Strongly Adaptive Online Learner (SAOL). SAOL carefully constructs a set of intervals,
then runs an instance of low-regret algorithm in each interval as an expert, and finally com-
bines active experts’ outputs by a variant of multiplicative weights method (Arora et al.,
2012). SAOL also maintains O(log t) experts in the t-th round, and achieves an O(
√
τ log T )
strongly adaptive regret for convex functions. Later, Jun et al. (2017a) develop a new meta-
algorithm named as sleeping coin betting (CB), and improve the strongly adaptive regret
to O(
√
τ log T ).
For λ-strongly convex functions, Zhang et al. (2018) point out that we can replace ONS
in FLH with OGD, and obtain an O( 1
λ
log T ) weakly adaptive regret. They also demonstrate
that the number of active experts can be reduced from t to O(log t), at a cost of an additional
log T factor in the regret. All the aforementioned adaptive algorithms need to query the
gradient of the loss function at least Θ(log t) times in the t-th iteration. Based on surrogate
losses, Wang et al. (2018) show that the number of gradient evaluations per round can be
reduced to 1 without affecting the performance.
4
3. Main Results
We first present assumptions and definitions, then provide our universal algorithm and its
theoretical guarantee.
3.1 Preliminaries
We introduce two common assumptions used in the study of OCO (Hazan, 2016).
Assumption 1 The diameter of the domain Ω is bounded by D, i.e.,
max
x,y∈Ω
‖x− y‖ ≤ D. (2)
Assumption 2 The gradients of all the online functions are bounded by G, i.e.,
max
w∈Ω
‖∇ft(w)‖ ≤ G, ∀t ∈ [T ]. (3)
Next, we state definitions of strong convexity and exp-concavity (Boyd and Vanden-
berghe, 2004; Cesa-Bianchi and Lugosi, 2006).
Definition 1 A function f : Ω 7→ R is λ-strongly convex if
f(y) ≥ f(x) + 〈∇f(x),y − x〉+ λ
2
‖y − x‖2, ∀x,y ∈ Ω.
Definition 2 A function f : Ω 7→ R is α-exp-concave if exp(−αf(·)) is concave over Ω.
The following property of exp-concave functions will be used later (Hazan et al., 2007,
Lemma 3).
Lemma 3 For a function f : Ω 7→ R, where Ω has diameter D, such that ∀w ∈ Ω,
‖∇f(w)‖ ≤ G and exp(−αf(·)) is concave, the following holds for β = 12 min{ 14GD , α}:
f(y) ≥ f(x) + 〈∇f(x),y − x〉+ β
2
〈∇f(x),y − x〉2, ∀x,y ∈ Ω.
3.2 A Parameter-free and Adaptive Algorithm for Exp-concave Functions
Recall that our goal is to design a universal algorithm for minimizing the adaptive regret
of general convex, exp-concave, and strongly convex functions simultaneously. However,
to facilitate understanding, we will start with a simpler question: How to minimize the
adaptive regret of exp-concave functions, without knowing the modulus of exp-concavity?
By proposing a novel algorithm to answer the above question, we present the main
techniques used in our paper. Then, we extend that algorithm to support other types of
functions in the next section. The proposed algorithm is built upon MetaGrad (van Erven
and Koolen, 2016), so we first review the key steps of MetaGrad below.
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3.2.1 Review of MetaGrad
The reason that MetaGrad can minimize the regret of α-exp-concave functions without
knowing the value of α is because it enjoys a second-order regret bound (Gaillard et al.,
2014):
T∑
t=1
ft(wt)−
T∑
t=1
ft(w) ≤
T∑
t=1
〈∇ft(wt),wt −w〉 = O
(√
VTd log T + d log T
)
(4)
where VT =
∑T
t=1〈∇ft(wt),wt −w〉2. Besides, Lemma 3 implies
T∑
t=1
ft(wt)−
T∑
t=1
ft(w) ≤
T∑
t=1
〈∇ft(wt),wt −w〉 − β
2
T∑
t=1
〈∇ft(wt),wt −w〉2. (5)
Combining (4) with (5), we immediately obtain
T∑
t=1
ft(wt)−
T∑
t=1
ft(w) = O
(
d
β
log T
)
= O
(
d
α
log T
)
.
From the above discussion, it becomes clear that if we can establish a second-order regret
bound for any interval [p, q] ⊆ [T ], we are able to minimize the adaptive regret even when
α is unknown.
The way that MetaGrad attains the regret bound in (4) is to run a set of experts, each
of which minimizes a surrogate loss parameterized by a learning rate η
ℓηt (w) = −η〈∇ft(wt),wt −w〉+ η2〈∇ft(wt),wt −w〉2 (6)
and then combine the outputs of experts by a meta-algorithm named as Tilted Exponentially
Weighted Average (TEWA). Specifically, it creates an expert Eη for each η in
S(T ) =
{
2−i
5DG
∣∣∣∣ i = 0, 1, . . . ,⌈12 log2 T
⌉}
(7)
and thus maintains 1+⌈12 log2 T ⌉ = O(log T ) experts during the learning process. By simul-
taneously considering multiple learning rates, MetaGrad is able to deal with the uncertainty
of VT . Since the surrogate loss ℓ
η
t (·) is exp-concave, a variant of ONS is used as the expert
algorithm. Let wηt be the output of expert E
η in the t-th round. MetaGrad calculates the
final output wt according to TEWA:
wt =
∑
η π
η
t ηw
η
t∑
η π
η
t η
(8)
where πηt ∝ exp(−
∑t−1
i=1 ℓ
η
i (w
η
i )).
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t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 · · ·
I0 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] · · ·
I1 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] · · ·
I2 [ ] [ ] [ ] [ · · ·
I3 [ ] [ · · ·
Figure 1: Geometric covering (GC) intervals of Daniely et al. (2015).
3.2.2 Our Approach
In this section, we discuss how to minimize the adaptive regret by extending MetaGrad.
Following the idea of sleeping experts (Freund et al., 1997), the most straightforward way
is to create 1 + ⌈12 log2(q − p + 1)⌉ experts for each interval [p, q] ∈ [T ], and combine them
with a meta-algorithm that supports sleeping experts. However, this simple approach is
inefficient because the total number of experts is on the order of O(T 2 log T ). To control
the number of experts, we make use of the geometric covering (GC) intervals (Daniely et al.,
2015) defined as
I =
⋃
k∈N∪{0}
Ik
where for all k ∈ N ∪{0}, Ik =
{
[i · 2k, (i+ 1) · 2k − 1] : i ∈ N}. A graphical illustration of
GC intervals is given in Fig. 1. We observe that each Ik is a partition of N \{1, · · · , 2k−1}
to consecutive intervals of length 2k.
Then, we only focus on intervals in I. For each interval I = [r, s] ∈ I, we will create
1 + ⌈12 log2(s − r + 1)⌉ experts, each of which minimizes one surrogate loss in {ℓηt (w)|η ∈
S(s− r+1)} during I. These experts become active in round r and will be removed forever
after round s. It is easy to verify that in each round t, the number of intervals that contain
t is ⌊log2 t⌋+ 1 (Daniely et al., 2015), and the number of active experts is at most
(⌊log2 t⌋+ 1)
(
1 +
⌈
1
2
log2 t
⌉)
= O(log2 t).
So, the number of active experts is larger than that of MetaGrad by a logarithmic factor,
which is the price paid in computations for the adaptivity to every interval.
Finally, we need to specify how to combine the outputs of active experts. At this point,
one may attempt to use an expert-tracking algorithm that supports sleeping experts, such
as the AdaNormalHedge (Luo and Schapire, 2015) and sleeping CB (Jun et al., 2017a).
However, they do not satisfy our requirements because their meta-regret for an interval of
length τ is at least Θ(
√
τ), e.g., Lemma 2 of Jun et al. (2017a), which is tolerable for convex
functions but suboptimal for exp-concave functions. As an alternative, we develop a new
meta-algorithm by extending TEWA to sleeping experts. The advantage of TEWA is that
its meta-regret only depends on the number of experts instead of the length of the interval,
e.g., Lemma 4 of van Erven and Koolen (2016), and thus does not affect the optimality of
the regret. However, the extension of TEWA to sleeping experts is nontrivial, and is the
key technical contribution of this paper
Our Parameter-free and Adaptive algorithm for Exp-concave functions (PAE) is sum-
marized in Algorithm 1. In the t-th round, we first create an expert EηI for each interval
7
Algorithm 1 A Parameter-free and Adaptive algorithm for Exp-concave functions (PAE)
1: A0 = ∅
2: for t = 1 to T do
3: for all I ∈ I that starts from t do
4: for all η ∈ S(|I|) do
5: Create an expert EηI by running an instance of ONS to minimize ℓ
η
t during I,
and set Lηt−1,I = 0
6: Add EηI to the set of active experts: At = At−1 ∪ {EηI }
7: end for
8: end for
9: Receive output wηt,J from each expert E
η
J ∈ At
10: Submit wt in (9)
11: Observe the loss ft(·) and evaluate the gradient ∇ft(wt)
12: for all EηJ ∈ At do
13: Update Lηt,J = L
η
t−1,J + ℓ
η
t (w
η
t,J)
14: Pass the surrogate loss ℓηt (·) to expert EηJ
15: end for
16: Remove experts whose ending times are t from At
17: end for
I ∈ I that starts from t and each η ∈ S(|I|), where S(·) is defined in (7), and introduce a
variable Lηt−1,I to record the cumulative loss of E
η
I (Step 5). The expert E
η
I is an instance
of ONS (Hazan et al., 2007) that minimizes ℓηt during interval I. We also maintain a set At
consisting of all the active experts (Step 6). Denote the prediction of expert EηJ at round t
as wηt,J . In Step 9, PAE collects the predictions of all the active experts, and then submits
the following solution in Step 10:
wt =
1∑
E
η
J
∈At
exp(−Lηt−1,J )η
∑
E
η
J
∈At
exp(−Lηt−1,J)ηwηt,J . (9)
The above weighting method is inspired by TEWA in (8), with the difference that (9)
focuses on active experts and ignores inactive ones. In Step 11, PAE observes the loss ft(·)
and evaluates the gradient ∇ft(wt) to construct the surrogate loss. In Step 13, it updates
the cumulative loss of each active expert, and in Step 14 passes the surrogate loss to each
expert such that it can make predictions for the next round. In Step 16, PAE removes
experts whose ending times are t from At.
Next, we present the expert algorithm. It is easy to verify that the surrogate loss ℓηt (·)
in (6) has the following property (Wang et al., 2019, Lemma 2).
Lemma 4 Under Assumptions 1 and 2, ℓηt (·) in (6) is 1-exp-concave, and
max
w∈Ω
‖∇ℓηt (w)‖ ≤
7
25D
, ∀η ≤ 1
5GD
.
Thus, we can apply online Newton step (ONS) (Hazan et al., 2007) as the expert algorithm
to minimize ℓηt during interval I. For the sake of completeness, we provide the procedure
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Algorithm 2 Expert EηI : Online Newton Step (ONS)
1: Input: Interval I = [r, s], η
2: Let wηr,I be any point in Ω
3: β = 12 min
(
1
4D 7
25D
, 1
)
= 2556 , Σr−1 =
1
β2D2
I
4: for t = r to s do
5: Update
Σt = Σt−1 +∇ℓηt (wηt,I)∇ℓηt (wηt,I)⊤
where
∇ℓηt (wηt,I) = η∇ft(wt) + 2η2
〈
∇ft(wt),wηt,I −wt
〉
∇ft(wt)
6: Calculate
w
η
t+1,I = Π
Σt
Ω
(
w
η
t,I −
1
β
Σ−1t ∇ℓηt (wηt,I)
)
7: end for
of expert EηI in Algorithm 2. The generalized projection Π
A
Ω(·) associated with a positive
semidefinite matrix A is defined as
ΠAΩ(x) = argmin
w∈Ω
(w − x)⊤A(w − x)
which is used in Step 6 of Algorithm 2.
We present the theoretical guarantee of PAE below.
Theorem 1 Under Assumptions 1 and 2, for any interval [p, q] ⊆ [T ] and any w ∈ Ω,
PAE satisfies
q∑
t=p
〈∇ft(wt),wt −w〉 ≤ 10DGa(p, q)b(p, q) + 3
√
a(p, q)b(p, q)
√√√√ q∑
t=p
〈∇ft(wt),wt −w〉2
where
a(p, q) =2 log2(2q) + 10d log(q − p+ 1), (10)
b(p, q) =2⌈log2(q − p+ 2)⌉. (11)
Furthermore, if all the online functions are α-exp-concave, we have
q∑
t=p
ft(wt)−
q∑
t=p
ft(w) ≤
(
10DG+
9
2β
)
a(p, q)b(p, q) = O
(
d log q log(q − p)
α
)
where β = 12 min{ 14GD , α}.
Remark Theorem 1 indicates that PAE enjoys a second-order regret bound for any in-
terval, which in turn implies a small regret for exp-concave functions. Specifically, for
α-exp-concave functions, PAE satisfies SA-Regret(T, τ) = O( d
α
log τ log T ), which matches
the regret of efficient FLH (Hazan and Seshadhri, 2007). This is a remarkable result given
the fact that PAE is agnostic to α.
9
3.3 A Universal Algorithm for Minimizing the Adaptive Regret
In this section, we extend PAE to support strongly convex functions and general convex
functions. Inspired by Maler (Wang et al., 2019), we introduce a new surrogate loss to
handle strong convexity:
ℓˆηt (w) = −η〈∇ft(wt),wt −w〉+ η2G2‖wt −w‖2 (12)
which is also parameterized by η > 0. It is easy to verify that ℓˆηt (·) itself is also strongly
convex. Our goal is to attain another second-order type of regret bound
q∑
t=p
ft(wt)−
q∑
t=p
ft(w) ≤
q∑
t=p
〈∇ft(wt),wt −w〉 = O˜
√√√√ q∑
t=p
‖wt −w‖2
 (13)
for any interval [p, q] ⊆ T . Combining (13) with Definition 1, we can establish a tight regret
bound for λ-strongly convex functions over any interval without knowing the value of λ.
Furthermore, upper bounding
∑q
t=p ‖wt−w‖2 in (13) by (q− p+1)D2, we obtain a regret
bound for general convex functions over any interval. So, there is no need to add additional
surrogate losses for general convex functions.
Our Universal algorithm for Minimizing the Adaptive regret (UMA) is summarized in
Algorithm 3. MUA is a natural extension of PAE by incorporating the new surrogate loss
ℓˆηt (·). The overall procedure of MUA is very similar to PAE, except that the number of
experts doubles and the weighting formula is modified accordingly. Specifically, in each
round t, we further create an expert ÊηI for each interval I ∈ I that starts from t and each
η ∈ S(|I|). ÊηI is an instance of OGD (Hazan et al., 2007) that is able to minimize ℓˆηt during
interval I. We use L̂ηt−1,I to represent the cumulative loss of Ê
η
I till round t− 1, and Ât to
store all the active ÊηI ’s. Denote the prediction of expert Ê
η
J at round t as ŵ
η
t,J . In Step 11,
UMA receives predictions from experts in At and Ât, and submits the following solution in
Step 12:
wt =
∑
E
η
J
∈At
exp(−Lηt−1,J)ηwηt,J +
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J)ηŵηt,J∑
E
η
J
∈At
exp(−Lηt−1,J)η +
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J)η
(14)
which is an extension of (9) to accommodate more experts.
Next, we present the expert algorithm for the new surrogate loss ℓˆηt (·) in (12), which
enjoys the following property (Wang et al., 2019, Lemma 2).
Lemma 5 Under Assumptions 1 and 2, ℓˆηt (·) in (12) is 2η2G2-strongly convex, and
max
w∈Ω
‖∇ℓˆηt (w)‖ ≤ ηG+ 2η2G2D.
Thus, we can apply OGD for strongly convex functions (Hazan et al., 2007) as the expert
algorithm to minimize ℓˆηt during interval I. We provide the procedure of expert Ê
η
I in
Algorithm 4. The projection operator ΠΩ(·) is defined as
ΠΩ(x) = argmin
w∈Ω
‖w − x‖.
Our analysis shows that UMA inherits the theoretical guarantee of PAE, and meanwhile
is able to minimize the adaptive regret of general convex and strongly convex functions.
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Algorithm 3 A Universal Algorithm for Minimizing the Adaptive Regret (UMA)
1: A0 = Â0 = ∅
2: for t = 1 to T do
3: for all I ∈ I that starts from t do
4: for all η ∈ S(|I|) do
5: Create an expert EηI by running an instance of ONS to minimize ℓ
η
t during I,
and set Lηt−1,I = 0
6: Add EηI to the set of active experts: At = At−1 ∪ {EηI }
7: Create an expert ÊηI by running an instance of OGD to minimize ℓˆ
η
t during I,
and set L̂ηt−1,I = 0
8: Add ÊηI to the set of active experts: Ât = Ât−1 ∪ {ÊηI }
9: end for
10: end for
11: Receive output wηt,J from each expert E
η
J ∈ At and ŵηt,J from each expert ÊηJ ∈ Ât
12: Submit wt in (14)
13: Observe the loss ft(·) and evaluate the gradient ∇ft(wt)
14: for all EηJ ∈ At do
15: Update Lηt,J = L
η
t−1,J + ℓ
η
t (w
η
t,J)
16: Pass the surrogate loss ℓηt (·) to expert EηJ
17: end for
18: for all ÊηJ ∈ Ât do
19: Update L̂ηt,J = L̂
η
t−1,J + ℓˆ
η
t (w
η
t,J)
20: Pass the surrogate loss ℓˆηt (·) to expert ÊηJ
21: end for
22: Remove experts whose ending times are t from At and Ât
23: end for
Algorithm 4 Expert ÊηI : Online Gradient Descent (OGD)
1: Input: Interval I = [r, s], η
2: Let ŵηr,I be any point in Ω
3: for t = r to s do
4: Update
ŵ
η
t+1,I = ΠΩ
(
ŵ
η
t,I −
1
2η2G2(t− r + 1)∇ℓˆ
η
t (ŵ
η
t,I)
)
where
∇ˆˆℓηt (ŵηt,I) = η∇ft(wt) + 2η2G2(ŵηt,I −wt)
5: end for
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Theorem 2 Under Assumptions 1 and 2, for any interval [p, q] ⊆ [T ] and any w ∈ Ω,
UMA enjoys the theoretical guarantee of PAE in Theorem 1. Besides, it also satisfies
q∑
t=p
〈∇ft(wt),wt −w〉 ≤10DGaˆ(p, q)b(p, q) + 3G
√
aˆ(p, q)b(p, q)
√√√√ q∑
t=p
‖wt −w‖2, (15)
q∑
t=p
〈∇ft(wt),wt −w〉 ≤10DGaˆ(p, q)b(p, q) + 21DG
√
aˆ(p, q)(q − p+ 1) (16)
where b(·, ·) is given in (11), and
aˆ(p, q) = 2 log2(2q) +
1
2
(
log(q − p+ 1) + 1). (17)
Furthermore, if all the online functions are λ-strongly convex, we have
q∑
t=p
ft(wt)−
q∑
t=p
ft(w) ≤
(
10DG+
9G2
2λ
)
aˆ(p, q)b(p, q) = O
(
log q log(q − p)
λ
)
.
Remark First, (15) shows that UMA is equipped with another second-order regret bound
for any interval, leading to a small regret for strongly convex functions. Specifically,
for λ-strongly convex functions, UMA achieves SA-Regret(T, τ) = O( 1
λ
log τ log T ), which
matches the regret of the efficient algorithm of Zhang et al. (2018). Second, (16) manifests
that UMA attains an O(
√
τ log T ) strongly adaptive regret for general convex functions,
which again matches the state-of-the-art result of Jun et al. (2017a) exactly. Finally, be-
cause of the dual adaptivity, UMA can handle the tough case that the type of functions
switches or the parameter of functions changes.
4. Analysis
In this section, we present the analysis of our theoretical guarantees.
4.1 Proof of Theorem 1
We start with the meta-regret of PAE over any interval in I.
Lemma 6 Under Assumptions 1 and 2, for any interval I = [r, s] ∈ I and any η ∈
S(s− r + 1), the meta-regret of PAE with respect to EηI satisfies
s∑
t=r
ℓηt (wt)−
s∑
t=r
ℓηt (w
η
t,I) = −
s∑
t=r
ℓηt (w
η
t,I) ≤ 2 log2(2s).
Then, combining Lemma 6 with the regret of expert EηI , which is just the regret bound
of ONS over I, we establish a second-order regret of PAE over any interval in I.
Lemma 7 Under Assumptions 1 and 2, for any interval I = [r, s] ∈ I and any w ∈ Ω,
PAE satisfies
s∑
t=r
〈∇ft(wt),wt −w〉 ≤ 3
√√√√a(r, s) s∑
t=r
〈∇ft(wt),wt −w〉2 + 10DGa(r, s) (18)
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where a(·, ·) is defined in (10).
Based on the following property of GC intervals (Daniely et al., 2015, Lemma 1.2), we
extend Lemma 7 to any interval [p, q] ⊆ [T ].
Lemma 8 For any interval [p, q] ⊆ [T ], it can be partitioned into two sequences of disjoint
and consecutive intervals, denoted by I−m, . . . , I0 ∈ I and I1, . . . , In ∈ I, such that
|I−i|/|I−i+1| ≤ 1/2, ∀i ≥ 1
and
|Ii|/|Ii−1| ≤ 1/2, ∀i ≥ 2.
From the above lemma, we conclude that n ≤ ⌈log2(q − p+ 2)⌉ because otherwise
|I1|+ · · ·+ |In| ≥ 1 + 2 + . . .+ 2n−1 = 2n − 1 > q − p+ 1 = |I|.
Similarly, we have m+ 1 ≤ ⌈log2(q − p+ 2)⌉.
For any interval [p, q] ⊆ [T ], let I−m, . . . , I0 ∈ I and I1, . . . , In ∈ I be the partition
described in Lemma 8. Then, we have
q∑
t=p
〈∇ft(wt),wt −w〉 =
n∑
i=−m
∑
t∈Ii
〈∇ft(wt),wt −w〉. (19)
Combining with Lemma 7, we have
q∑
t=p
〈∇ft(wt),wt −w〉
≤
n∑
i=−m
3√a(p, q)∑
t∈Ii
〈∇ft(wt),wt −w〉2 + 10DGa(p, q)

=10DG(m + 1 + n)a(p, q) + 3
√
a(p, q)
n∑
i=−m
√∑
t∈Ii
〈∇ft(wt),wt −w〉2
≤10DG(m + 1 + n)a(p, q) + 3
√
(m+ 1 + n)a(p, q)
√√√√ n∑
i=−m
∑
t∈Ii
〈∇ft(wt),wt −w〉2
=10DG(m + 1 + n)a(p, q) + 3
√
(m+ 1 + n)a(p, q)
√√√√ q∑
t=p
〈∇ft(wt),wt −w〉2
≤10DGa(p, q)b(p, q) + 3
√
a(p, q)b(p, q)
√√√√ q∑
t=p
〈∇ft(wt),wt −w〉2.
(20)
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When all the online functions are α-exp-concave, Lemma 3 implies
q∑
t=p
ft(wt)−
q∑
t=p
ft(w)
≤
q∑
t=p
〈∇ft(wt),wt −w〉 − β
2
q∑
t=p
〈∇ft(wt),wt −w〉2
(20)
≤ 10DGa(p, q)b(p, q) + 3
√
a(p, q)b(p, q)
√√√√ q∑
t=p
〈∇ft(wt),wt −w〉2 − β
2
q∑
t=p
〈∇ft(wt),wt −w〉2
≤
(
10DG+
9
2β
)
a(p, q)b(p, q).
4.2 Proof of Lemma 6
This lemma is an extension of Lemma 4 of van Erven and Koolen (2016) to sleeping experts.
We first introduce the following inequality (Cesa-Bianchi et al., 2005, Lemma 1).
Lemma 9 For all z ≥ −12 , ln(1 + z) ≥ z − z2.
For any w ∈ Ω and any η ≤ 15GD , we have
η〈∇ft(wt),wt −w〉 ≥ −η‖∇ft(wt)‖‖wt −w‖ ≥ −1
5
.
Then, according to Lemma 9, we have
exp (−ℓηt (w)) = exp
(
η〈∇ft(wt),wt −w〉 − η2〈∇ft(wt),wt −w〉2
)
≤1 + η〈∇ft(wt),wt −w〉.
(21)
Recall that At is the set of active experts in round t, and Lηt,J is the cumulative loss of
expert EηJ . We have
∑
E
η
J
∈At
exp(−Lηt,J) =
∑
E
η
J
∈At
exp(−Lηt−1,J ) exp
(
−ℓηt (wηt,J)
)
(21)
≤
∑
E
η
J
∈At
exp(−Lηt−1,J)
(
1 + η〈∇ft(wt),wt −wηt,J〉
)
=
∑
E
η
J
∈At
exp(−Lηt−1,J) +
〈
∇ft(wt),
∑
E
η
J
∈At
exp(−Lηt−1,J)ηwt −
∑
E
η
J
∈At
exp(−Lηt−1,J)ηwηt,J
〉
(9)
=
∑
E
η
J
∈At
exp(−Lηt−1,J).
(22)
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Summing (22) over t = 1, . . . , s, we have
s∑
t=1
∑
E
η
J
∈At
exp(−Lηt,J) ≤
s∑
t=1
∑
E
η
J
∈At
exp(−Lηt−1,J)
which can be rewritten as
∑
E
η
J
∈As
exp(−Lηs,J) +
s−1∑
t=1
 ∑
E
η
J
∈At\At+1
exp(−Lηt,J) +
∑
E
η
J
∈At∩At+1
exp(−Lηt,J)

≤
∑
E
η
J
∈A1
exp(−Lη0,J) +
s∑
t=2
 ∑
E
η
J
∈At\At−1
exp(−Lηt−1,J) +
∑
E
η
J
∈At∩At−1
exp(−Lηt−1,J)

implying
∑
E
η
J
∈As
exp(−Lηs,J) +
s−1∑
t=1
∑
E
η
J
∈At\At+1
exp(−Lηt,J)
≤
∑
E
η
J
∈A1
exp(−Lη0,J) +
s∑
t=2
∑
E
η
J
∈At\At−1
exp(−Lηt−1,J)
=
∑
E
η
J
∈A1
exp(0) +
s∑
t=2
∑
E
η
J
∈At\At−1
exp(0)
=|A1|+
s∑
t=2
|At \ At−1|.
(23)
Note that |A1| +
∑s
t=2 |At \ At−1| is the total number of experts created till round s.
From the structure of GC intervals and (7), we have
|A1|+
s∑
t=2
|At \ At−1| ≤ s (⌊log2 s⌋+ 1)
(
1 +
⌈
1
2
log2 s
⌉)
≤ 4s2. (24)
From (23) and (24), we have
∑
E
η
J
∈As
exp(−Lηs,J) +
s−1∑
t=1
∑
E
η
J
∈At\At+1
exp(−Lηt,J) ≤ 4s2.
Thus, for any interval I = [r, s] ∈ I, we have
exp(−Lηs,I) = exp
(
−
s∑
t=r
ℓηt (w
η
t,I)
)
≤ 4s2
which completes the proof.
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4.3 Proof of Lemma 7
The analysis is similar to the proofs of Theorem 7 of van Erven and Koolen (2016) and
Theorem 1 of Wang et al. (2019).
From Lemma 4 and Theorem 2 of Hazan et al. (2007), we have the following expert-
regret of EηI (Wang et al., 2019, Lemma 2).
Lemma 10 Under Assumptions 1 and 2, for any interval I = [r, s] ∈ I and any η ∈
S(s− r + 1), the expert-regret of EηI satisfies
s∑
t=r
ℓηt (w
η
t,I)−
s∑
t=r
ℓηt (w) ≤ 10d log(s− r + 1), ∀w ∈ Ω.
Combining the regret bound in Lemmas 6 and 10, we have
−
s∑
t=r
ℓηt (w) = η
s∑
t=r
〈∇ft(wt),wt−w〉−η2
s∑
t=r
〈∇ft(wt),wt−w〉2 ≤ 2 log2(2s)+10d log(s−r+1)
for any η ∈ S(s− r + 1). Thus,
s∑
t=r
〈∇ft(wt),wt −w〉 ≤ 2 log2(2s) + 10d log(s− r + 1)
η
+ η
s∑
t=r
〈∇ft(wt),wt −w〉2 (25)
for any η ∈ S(s− r + 1).
Let a(r, s) = 2 log2(2s)+10d log(s−r+1) ≥ 2. Note that the optimal η∗ that minimizes
the R.H.S. of (25) is
η∗ =
√
a(r, s)∑s
t=r〈∇ft(wt),wt −w〉2
≥
√
2
GD
√
s− r + 1 .
Recall that
S(s− r + 1) =
{
2−i
5DG
∣∣∣∣ i = 0, 1, . . . ,⌈12 log2(s − r + 1)
⌉}
.
If η∗ ≤ 15DG , there must exist an η ∈ S(s− r + 1) such that
η ≤ η∗ ≤ 2η.
Then, (25) implies
s∑
t=r
〈∇ft(wt),wt −w〉 ≤2a(r, s)
η∗
+ η∗
s∑
t=r
〈∇ft(wt),wt −w〉2
=3
√√√√a(r, s) s∑
t=r
〈∇ft(wt),wt −w〉2.
(26)
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On the other hand, if η∗ ≥ 15DG , we have
s∑
t=r
〈∇ft(wt),wt −w〉2 ≤ 25D2G2a(r, s).
Then, (25) with η = 15DG implies
s∑
t=r
〈∇ft(wt),wt −w〉 ≤ 5DGa(r, s) + 5DGa(r, s) = 10DGa(r, s). (27)
We complete the proof by combining (26) and (27).
4.4 Proof of Theorem 2
We first show the meta-regret of UMA, which is similar to Lemma 6 of PAE.
Lemma 11 Under Assumptions 1 and 2, for any interval I = [r, s] ∈ I and any η ∈
S(s− r + 1), the meta-regret of UMA satisfies
s∑
t=r
ℓηt (wt)−
s∑
t=r
ℓηt (w
η
t,I) = −
s∑
t=r
ℓηt (w
η
t,I) ≤ 2 log2(2s),
s∑
t=r
ℓˆηt (wt)−
s∑
t=r
ℓˆηt (ŵ
η
t,I) = −
s∑
t=r
ℓˆηt (ŵ
η
t,I) ≤ 2 log2(2s).
Then, combining with the expert-regret of EηI and Ê
η
I , we prove the following second-
order regret of UMA over any interval in I, which is similar to Lemma 7 of PAE.
Lemma 12 Under Assumptions 1 and 2, for any interval I = [r, s] ∈ I and any w ∈ Ω,
UMA satisfies
s∑
t=r
〈∇ft(wt),wt −w〉 ≤3
√√√√a(r, s) s∑
t=r
〈∇ft(wt),wt −w〉2 + 10DGa(r, s), (28)
s∑
t=r
〈∇ft(wt),wt −w〉 ≤3G
√√√√aˆ(r, s) s∑
t=r
‖wt −w‖2 + 10DGaˆ(r, s) (29)
where a(·, ·) and aˆ(·, ·) are defined in (10) and (17), respectively.
Based on the property of GC intervals (Daniely et al., 2015, Lemma 1.2), we extend
Lemma 12 to any interval [p, q] ⊆ [T ]. Notice that (28) is the same as (18), so Theorem 1
also holds for UMA. In the following, we prove (15) in a similar way. Combining (19) with
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(29), we have
q∑
t=p
〈∇ft(wt),wt −w〉
≤
n∑
i=−m
3G√aˆ(p, q)∑
t∈Ii
‖wt −w‖2 + 10DGaˆ(p, q)

=10DG(m+ 1 + n)aˆ(p, q) + 3G
√
aˆ(p, q)
n∑
i=−m
√∑
t∈Ii
‖wt −w‖2
≤10DG(m+ 1 + n)aˆ(p, q) + 3G
√
(m+ 1 + n)aˆ(p, q)
√√√√ n∑
i=−m
∑
t∈Ii
‖wt −w‖2
=10DG(m+ 1 + n)aˆ(p, q) + 3G
√
(m+ 1 + n)aˆ(p, q)
√√√√ q∑
t=p
‖wt −w‖2
≤10DGaˆ(p, q)b(p, q) + 3G
√
aˆ(p, q)b(p, q)
√√√√ q∑
t=p
‖wt −w‖2.
(30)
We proceed to prove (16). If we upper bound
∑q
t=p ‖wt−w‖2 in (15) by D2(q− p+1),
we arrive at
q∑
t=p
〈∇ft(wt),wt −w〉 ≤ 10DGaˆ(p, q)b(p, q) + 3DG
√
aˆ(p, q)b(p, q)
√
q − p+ 1
which is worse than (16) by a
√
b(p, q) factor. To avoid this factor, we use a different way
to simplify (30):
q∑
t=p
〈∇ft(wt),wt −w〉
≤
n∑
i=−m
3G√aˆ(p, q)∑
t∈Ii
‖wt −w‖2 + 10DGaˆ(p, q)

=10DG(m+ 1 + n)aˆ(p, q) + 3G
√
aˆ(p, q)
n∑
i=−m
√∑
t∈Ii
‖wt −w‖2
≤10aˆ(p, q)b(p, q) + 3DG
√
aˆ(p, q)
n∑
i=−m
√
|Ii|.
(31)
Let J = [p, q]. According to Lemma 8, we have (Daniely et al., 2015, Theorem 1)
n∑
i=−m
√
|Ii| ≤ 2
∞∑
i=0
√
2−i|J | ≤ 2
√
2√
2− 1
√
|J | ≤ 7
√
|J | = 7
√
q − p+ 1. (32)
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We get (16) by combining (31) and (32).
When all the online functions are λ-strongly convex, Definition 1 implies
q∑
t=p
ft(wt)−
q∑
t=p
ft(w)
≤
q∑
t=p
〈∇ft(wt),wt −w〉 − λ
2
q∑
t=p
‖wt −w‖2
(15)
≤ 10DGaˆ(p, q)b(p, q) + 3G
√
aˆ(p, q)b(p, q)
√√√√ q∑
t=p
‖wt −w‖2 − λ
2
q∑
t=p
‖wt −w‖2
≤
(
10DG +
9G2
2λ
)
aˆ(p, q)b(p, q).
4.5 Proof of Lemma 11
The analysis is similar to that of Lemma 6. We first demonstrate that (21) also holds for
the new surrogate loss ℓˆηt (·).
Notice that
〈∇ft(wt),wt −w〉2
(3)
≤ G2‖wt −w‖2. (33)
As a result, we have
exp
(
−ℓˆηt (w)
)
=exp
(
η〈∇ft(wt),wt −w〉 − η2G2‖wt −w‖2
)
(33)
≤ exp (η〈∇ft(wt),wt −w〉 − η2〈∇ft(wt),wt −w〉2) = exp (−ℓηt (w))
(21)
≤ 1 + η〈∇ft(wt),wt −w〉
(34)
for any w ∈ Ω.
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Then, we repeat the derivation of (22), and have∑
E
η
J
∈At
exp(−Lηt,J) +
∑
Ê
η
J
∈Ât
exp(−L̂ηt,J)
=
∑
E
η
J
∈At
exp(−Lηt−1,J ) exp
(
−ℓηt (wηt,J)
)
+
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J) exp
(
−ℓˆηt (ŵηt,J)
)
(21),(34)
≤
∑
E
η
J
∈At
exp(−Lηt−1,J )
(
1 + η〈∇ft(wt),wt −wηt,J〉
)
+
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J )
(
1 + η〈∇ft(wt),wt − ŵηt,J〉
)
=
∑
E
η
J
∈At
exp(−Lηt−1,J ) +
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J)
+
〈
∇ft(wt),
 ∑
E
η
J
∈At
exp(−Lηt−1,J)η +
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J)η
wt
〉
−
〈
∇ft(wt),
∑
E
η
J
∈At
exp(−Lηt−1,J)ηwηt,J +
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J)ηŵηt,J
〉
(14)
=
∑
E
η
J
∈At
exp(−Lηt−1,J ) +
∑
Ê
η
J
∈Ât
exp(−L̂ηt−1,J).
(35)
Following the derivation of (23) and (24), we have
∑
E
η
J
∈As
exp(−Lηs,J) +
s−1∑
t=1
∑
E
η
J
∈At\At+1
exp(−Lηt,J)
+
∑
Ê
η
J
∈Âs
exp(−L̂ηs,J) +
s−1∑
t=1
∑
Ê
η
J
∈Ât\Ât+1
exp(−L̂ηt,J)
≤|A1|+
s∑
t=2
|At \ At−1|+ |Â1|+
s∑
t=2
|Ât \ Ât−1|
≤2s (⌊log2 s⌋+ 1)
(
1 +
⌈
1
2
log2 s
⌉)
≤ 4s2.
Thus, for any interval I = [r, s] ∈ I, we have
exp(−Lηs,I) = exp
(
−
s∑
t=r
ℓηt (w
η
t,I)
)
≤ 4s2 and exp(−L̂ηs,I) = exp
(
−
s∑
t=r
ℓˆηt (ŵ
η
t,I)
)
≤ 4s2
which completes the proof.
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4.6 Proof of Lemma 12
First, (28) can be established by combining Lemmas 11 and 10, and following the proof of
Lemma 7. Next, we prove (29) in a similar way.
From Lemma 5 and Theorem 1 of Hazan et al. (2007), we have the following expert-
regret of ÊηI (Wang et al., 2019, Lemma 2).
Lemma 13 Under Assumptions 1 and 2, for any interval I = [r, s] ∈ I and any η ∈
S(s− r + 1), the expert-regret of ÊηI satisfies
s∑
t=r
ℓˆηt (ŵ
η
t,I)−
s∑
t=r
ℓˆηt (w) ≤
1
2
(
log(s− r + 1) + 1), ∀w ∈ Ω.
Combining the regret bound in Lemmas 11 and 13, we have
−
s∑
t=r
ℓˆηt (w) = η
s∑
t=r
〈∇ft(wt),wt−w〉−η2G2
s∑
t=r
‖wt−w‖2 ≤ 2 log2(2s)+
1
2
(
log(s−r+1)+1)
for any η ∈ S(s− r + 1). Thus,
s∑
t=r
〈∇ft(wt),wt −w〉 ≤
2 log2(2s) +
1
2
(
log(s− r + 1) + 1)
η
+ ηG2
s∑
t=r
‖wt −w‖2 (36)
for any η ∈ S(s− r + 1).
Let aˆ(r, s) = 2 log2(2s) +
1
2
(
log(s − r + 1) + 1) ≥ 2. Note that the optimal η∗ that
minimizes the R.H.S. of (25) is
η∗ =
√
aˆ(r, s)
G2
∑s
t=r ‖wt −w‖2
≥
√
2
GD
√
s− r + 1 .
Recall that
S(s− r + 1) =
{
2−i
5DG
∣∣∣∣ i = 0, 1, . . . ,⌈12 log2(s − r + 1)
⌉}
.
If η∗ ≤ 15DG , there must exist an η ∈ S(s− r + 1) such that
η ≤ η∗ ≤ 2η.
Then, (36) implies
s∑
t=r
〈∇ft(wt),wt−w〉 ≤ 2 aˆ(r, s)
η∗
+ η∗G
2
s∑
t=r
‖wt−w‖2 = 3G
√√√√aˆ(r, s) s∑
t=r
‖wt −w‖2. (37)
On the other hand, if η∗ ≥ 15DG , we have
s∑
t=r
‖wt −w‖2 ≤ 25D2aˆ(r, s).
Then, (36) with η = 15DG implies
s∑
t=r
〈∇ft(wt),wt −w〉 ≤ 5DGaˆ(r, s) + 5DGaˆ(r, s) = 10DGaˆ(r, s). (38)
We obtain (29) by combining (37) and (38).
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5. Conclusion and Future Work
In this paper, we develop a universal algorithm that is able to minimize the adaptive regret
of general convex, exp-concave and strongly convex functions simultaneously. For each
type of functions, our theoretical guarantee matches the performance of existing algorithms
specifically designed for this type of function under apriori knowledge of parameters.
Recent studies (Jun et al., 2017b; Zhang et al., 2019) have demonstrated that smoothness
can be exploited to improve the adaptive regret, in analogy to the way that smoothness
helps tighten the static regret (Srebro et al., 2010). Our current algorithm cannot exploit
smoothness, because experts only observe the surrogate loss instead of the original one. In
the future, we will try to support smooth functions as well.
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