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Resumen
En el presente trabajo se obtiene el modelo matema´tico orientado al control de un motor
de combustio´n interna de ignicio´n por chispa. El modelo aplica ecuaciones de primeros prin-
cipios con no-linealidades y para´metros desconocidos. Las ecuaciones aplicadas al modelo
esta´n explicadas mediante relaciones termodina´micas conocidas en la literatura como “Mean
Value Engine Modelling” (MVEM). La MVEM describe un modelo matema´tico orientado al
control para las ma´quinas de combustio´n interna de ignicio´n por chispa. Este enfoque simpli-
fica los procesos termodina´micos del motor en subsistemas independientes de entrada-salida,
continuos en el tiempo. El modelo resultante esta´ definido por tres submodelos: dina´mica del
aire en el mu´ltiple de admisio´n, dina´mica del proceso de combustio´n y dina´mica rotacional
en el eje de salida. El modelo es compactado como un sistema en variables de estado, el
cual se discretiza para aplicar te´cnicas de estimacio´n bayesianas con el fin de solucionar un
problema de estimacio´n del estado del modelo dina´mico del motor de combustio´n. Para ello,
se construye la funcio´n de densidad de probabilidad (PDF) de los estados sobre la base de la
informacio´n disponible (mediciones); se asume una distribucio´n gaussiana de las variables no
lineales del estado. Se obtiene un modelo con un grado de exactitud aceptable y un algoritmo
de filtrado que aproxima con alto grado de exactitud los estados del modelo.
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Cap´ıtulo 1
Introduccio´n
Un sistema f´ısico como el motor de combustio´n de ignicio´n por chispa (en adelante MCI),
permite modelar su comportamiento en funcio´n del tiempo a partir de sus estados. Estos,
representan la mı´nima cantidad posible de informacio´n para representar el futuro y la salida
actual del sistema ante una o varias entradas. Para determinar el estado, en ocasiones, se de-
ben realizar mediciones (observaciones) con dispositivos f´ısicos que entregan sen˜ales con ruido
incorporado que proviene de fuente electro´nica y meca´nica, el cual le otorga a la medicio´n un
cara´cter aleatorio. As´ı mismo, el proceso f´ısico que se quiere modelar se encuentra sometido
a perturbaciones aleatorias que le confieren una naturaleza estoca´stica. El problema de de-
terminar el estado a partir de la medicio´n de las salidas del sistema cuando este se considera
bajo un contexto estoca´stico se denomina problema de estimacio´n o filtrado (Quintero, 2009;
Poznyak, 2009; Bain & Crisan, 2009; Jazwinski, 2007; Chen, 2003).
Ahora bien, la estimacio´n del estado se realiza partiendo de la representacio´n matema´tica
del MCI mediante ecuaciones diferenciales que relacionen la informacio´n de las entradas, los
estados y las salidas del sistema como se representa en la Fig. 1-1. En condiciones reales
estas ecuaciones son de naturaleza no lineal y adicionalmente, deben contener las compo-
nentes estoca´sticas asociadas a las incertidumbres del sistema y las observaciones; con el fin
de reflejar un modelo ma´s coherente con el proceso real. La adicio´n de incertidumbres le da
una constitucio´n de aleatoriedad al sistema y lo ubica bajo los supuestos, propiedades y leyes
de la teor´ıa de probabilidades y los procesos estoca´sticos. La denominacio´n matema´tica de
“estado”, bajo este nuevo enfoque, asume la nueva condicio´n de “variable aleatoria” junto
con todas las propiedades que esto implica: el estado queda completamente caracterizado
mediante su funcio´n de densidad de probabilidad (PDF). Bajo esta nueva formulacio´n, la
estimacio´n del estado se desarrolla utilizando un modelo probabil´ıstico que se asume como
reflejo del sistema f´ısico (Chen & Liu, 1998).
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Figura 1-1: Esquema entradas-estados-salidas para un motor de combustio´n interna de
ignicio´n por chispa.
La PDF de un sistema estoca´stico define la forma como se propaga la informacio´n del estado
dentro del modelo probabil´ıstico, es decir, refleja si la relacio´n entre el estado y su compo-
nente estoca´stica (incertidumbre) es del tipo gaussiana o no. De la misma forma, establece
una relacio´n entre las observaciones y sus ruidos asociados. El conocimiento espec´ıfico de
esta relacio´n junto con las no-linealidades del sistema definen las te´cnicas matema´ticas para
atacar el problema de la reconstruccio´n o estimacio´n de los estados, desde un punto de vista
probabil´ıstico.
La formulacio´n de un sistema dina´mico del MCI como un espacio de estados probabil´ıstico
y el requerimiento de la estimacio´n del estado a partir de nuevas medidas recibidas, situ´a el
problema de filtrado en la perspectiva bayesiana, que es la de intere´s en este trabajo. Los
primeros en abordar el problema de filtrado estoca´stico bajo este enfoque fueron Ho y Lee
(Ho & Lee, 1964). Posteriormente, desde el marco de espacio de estados dina´mico (Sorenson
& Alspach, 1971; West, 1981; Kramer & Sorenson, 1988; West & Harrinson, 1997). El filtra-
do bayesiano recursivo trabaja con la funcio´n de densidad de probabilidad condicional del
estado dadas las observaciones. Esta densidad reu´ne toda la informacio´n acerca del estado
del sistema, el cual esta´ contenido en las medidas disponibles y as´ı todas las estimaciones
pueden ser construidas a partir de esta densidad (Jaswinski, 2007; Gordon et al., 1993). El
teorema de Bayes es el mecanismo para actualizar el conocimiento previo del estado repre-
sentado en la PDF condicional previa, utilizando la evidencia observacional; dando lugar a la
reconstruccio´n recursiva de la PDF condicional a posteriori y finalmente la mejor estimacio´n
del estado.
3La solucio´n al problema de filtrado lineal-gaussiano fue resuelta por el filtro de Kalman “KF”
(Kalman, 1960). Este algoritmo propaga y actualiza la media y la covarianza del estado
gracias a que la PDF se mantiene constante en cada iteracio´n del filtro. La te´cnica del KF
proporciona una solucio´n o´ptima bajo el criterio de minimizacio´n del error medio cuadra´tico
asumiendo condiciones de normalidad (Chen, 2003). La estructura del algoritmo resuelve
recursivamente el ca´lculo de la densidad a posteriori en forma exacta, es decir, que el filtro
posee una deduccio´n anal´ıtica (Sanjeev, 2009). Sin embargo, cuando no se conocen o verifican
las caracter´ısticas probabil´ısticas de los estados, como en el caso de sistemas con severas no-
linealidades e incertidumbres no-gaussianas, no existe una solucio´n anal´ıtica general para la
PDF requerida y, por consiguiente deben realizarse aproximaciones subo´ptimas (Chen, 2003;
Sanjeev et al., 2002; Gordon et al., 1993; Quintero, 2009). Un ejemplo de esta metodolog´ıa
es el filtro extendido de Kalman que aproxima las no linealidades del sistema aplicando
localizadamente expansio´n en series de Taylor alrededor de la estimacio´n a posteriori del
estado, luego de ello, el KF puede ser aplicado (Shao et al., 2010, Gordon et al., 1993).
Otras aproximaciones subo´ptimas conocidas son: los me´todos de aproximacio´n basados en
grillas y el filtro de part´ıculas, este u´ltimo es el que se aborda en el presente trabajo. El filtro de
part´ıculas o tambie´n filtro “bootstrap” es una clase de filtro bayesiano recursivo disen˜ado para
sistemas dina´micos no lineales con perturbaciones no gaussianas. Este algoritmo aproxima
la PDF del estado usando la te´cnica de muestreo Monte Carlo secuencial, la cual utiliza un
conjunto de muestras aleatorias en vez de una funcio´n sobre el espacio de estados. El algoritmo
se utiliza para abordar sistemas estoca´sticos complejos y con severas no linealidades que son
anal´ıticamente intratables o de integracio´n nume´rica dif´ıcil.
La idea Ba´sica del filtro de part´ıculas o “bootstrap”, es usar un nu´mero de variables aleatorias
independientes, llamadas part´ıculas, muestreadas directamente del espacio de estados para
representar la PDF a posteriori y actualizarla involucrando nuevas observaciones, v´ıa la regla
de Bayes; el sistema de part´ıculas es propagado recursivamente respetando su localizacio´n en
la regio´n de ma´s alta probabilidad gracias a un criterio de ponderacio´n de las muestras (Shao
et al., 2009; Chen, 2003; de Freitas, 2003; Sanjeev et al., 2002; Andrieu & Doucet, 2001; de
Freitas et al., 2000; Liu & Chen, 1998; Gordon et al., 1993; Smith & Gelfand, 1992).
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1.1. DESCRIPCIO´N Y FORMULACIO´N DEL PRO-
BLEMA
El modelado matema´tico de un MCI tiene fines en el desarrollo de sistemas de control que
optimicen una funcio´n de eficiencia energe´tica, econo´mica y ambiental (Dı´az & Herna´ndez,
2011). Un enfoque termodina´mico para modelar esta ma´quina es el de sistema abierto (Ro-
mero & Quintero, 2001; Gengel & Boles, 2008). En los modelos termodina´micos de sistema
abierto, los procesos del motor que se modifican por la combustio´n, se tratan en forma inde-
pendiente y se pueden describir mediante ecuaciones diferenciales no lineales en derivadas de
primer orden para cada proceso. Los modelos de valor medio, en ingle´s, “Mean Value Engine
Model” (MVEM), se orientan al desarrollo de sistemas de control (Hendricks & Sorenson,
1990; Hendricks, 1997; Rajamani, 2006; Guzzella & Onder, 2004) y al ana´lisis de las dina´mi-
cas internas de la ma´quina. Los MVEM dividen las dina´micas del motor en tres submodelos
que se aprecian en la Fig. 1-2 (1) modelo mu´ltiple de admisio´n, (2) modelo del combustible y
(3) modelo de potencia. Cada bloque sen˜alado involucra las variables internas representativas
en la ecuacio´n de estados.
Figura 1-2: Subsistemas que se modelan del MCI.
En los MVEM se desprecian los ciclos discretos de la ma´quina y se asume que todos los
procesos y efectos de la combustio´n evolucionan con el tiempo, siendo t la variable indepen-
diente. Por tanto, estos ofrecen un ana´lisis de la respuesta temporal del sistema en estado
estable y transitorio y son susceptibles de representacio´n mediante ecuaciones diferenciales o
en diferencias.
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El conjunto de ecuaciones diferenciales no lineales arrojadas con la metodolog´ıa de valor medio
se puede compactar y expresar como un sistema dina´mico en variables de estado, agrupando y
mezclando en un mismo espacio de estados variables instanta´neas o de ciclo corto y variables
de tiempo continuo o de ciclo largo, las cuales miden su respuesta temporal en ciclos de la
ma´quina (Hendrincks & Sorenson, 1990). Obviar el marco de respuesta temporal del sistema,
es un aporte al estado del arte en la metodolog´ıa MVEM, la cual es posible gracias a que la
estimacio´n del espacio de estado que se pretende desarrollar en este trabajo se aborda desde
la perspectiva Bayesiana, que utiliza el modelo probabil´ıstico del sistema dina´mico en vez
de las funciones definidas sobre el espacio de estados. Los modelos matema´ticos orientados
al control que se encuentran en la literatura (Aquino, 1981; Hendrincks & Sorenson, 1990;
Guzzella, 2004; Rajamani, 2006) han realizado la reconstruccio´n o estimacio´n de para´metros
principalmente mediante mı´nimos cuadrados y regresio´n lineal; como aporte, este proyecto
aplicara´ te´cnicas de estimacio´n bayesiana recursiva para obtenerlos.
El modelo matema´tico del motor de combustio´n se obtiene anal´ıticamente mediante las ecua-
ciones del MVEM y se integra al modelo de la observacio´n que relaciona las salidas del sistema
con los estados propuestos. Una discretizacio´n de la ecuacio´n de estado es conveniente si se
desea aplicar estimacio´n bayesiana recursiva (Sanjeev et al, 2002), ya que la te´cnica por
muestreo Monte Carlo es por aproximacio´n secuencial de la PDF condicional a posteriori
del estado, la secuencialidad implica que la evidencia observacional (mediciones) del proceso
se tiene disponible en cada instante de tiempo k, definido como el periodo de muestreo en
la base de datos tomada del proceso real. El problema de filtrado no lineal para el modelo
matema´tico del motor se aborda como un problema de seguimiento del estado, es decir, se
pretende desarrollar un filtro que siga al modelo, esto implica que la exactitud obtenida para
el modelo afecta la estimacio´n realista del filtro.
Finalmente, se plantea medir la exactitud del modelo y su correlacio´n con el motor real.
Las componentes estoca´sticas de las incertidumbres del modelo se asumen gaussianas pero
manteniendo la no linealidad del sistema. Se utiliza Matlab como entorno de simulaciones. El
modelo matema´tico que se obtiene debe ser fa´cilmente modificable para que pueda adaptarse
a otra familia de motores de ignicio´n por chispa esto exige una estructura modular que ma-
tema´ticamente sea simple y compacta, con un mı´nimo de para´metros fijos. As´ı mismo, en la
implementacio´n del filtro de part´ıculas se analiza su eficiencia estad´ıstica a partir del ana´lisis
de la media, histograma y las desviaciones esta´ndar con diferentes nu´meros de part´ıculas, se
contrastan simulaciones del modelo, observaciones y estimaciones del filtro.
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1.2. OBJETIVOS
1.2.1. Objetivo general
Obtener el modelo matema´tico del MCI alimentado con gasolina mediante la aplicacio´n de
primeros principios y la estimacio´n de estados mediante la te´cnica de filtrado bayesiano.
1.2.2. Objetivos espec´ıficos
Estudiar las leyes particulares que rigen el comportamiento dina´mico del MCI de igni-
cio´n por chispa y dentro de la literatura se buscan aquellas que lo orientan a la ingenier´ıa
de control.
Realizar la descripcio´n teo´rica de las ecuaciones que rigen el modelo matema´tico del
MCI de ignicio´n por chispa orientadas al control.
Expresar el modelo matema´tico en forma simple y compacta como un sistema en espacio
de estados.
Obtener la estimacio´n de los estados del modelo matema´tico aplicando un filtro baye-
siano recursivo o “bootstrap”.
Codificar el modelo matema´tico y el filtro bayesiano en Matlab® para simulaciones.
Validar el modelo mediante para establecer niveles de exactitud.
Validar la eficiencia estad´ıstica de la estimacio´n del filtro.
1.3. IMPORTANCIA DE LA INVESTIGACIO´N
El MCI es una de las invenciones tecnolo´gicas ma´s importantes de los u´ltimos cien an˜os, par-
ticularmente por la aplicabilidad al sector automotriz, el cual mueve fuertemente la economı´a.
Precisamente la necesidad de obtener veh´ıculos que hagan un uso cada vez ma´s eficiente de
la energ´ıa de los combustibles lo vuelven un objeto de estudio importante para la ciencia
y la ingenier´ıa. Para ser consecuente con este objetivo, es necesario modelar los feno´menos
presentes en esta ma´quina a te´rminos matema´ticos. Por tanto, un modelo de simulacio´n del
MCI es importante porque:
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Permite desarrollar una comprensio´n ma´s detallada (causal) de los feno´menos que se
presentan en el motor de combustio´n.
Ahorra tiempo y dinero porque se reduce al mı´nimo el trabajo experimental de los
montajes en el banco de pruebas.
Ser´ıa relativamente ra´pido y fa´cil el ajuste de los para´metros del modelo si se tratase con
otro tipo de referencia de motor de combustio´n. Adema´s, ser´ıa posible simular entornos
de operacio´n diferentes (condiciones ambientales), para´metros de disen˜o (geometr´ıa de
la va´lvula de mariposa, cilindrada, etc.)
Sirve como plataforma de simulaciones para probar los algoritmos de control antes de
ser aplicados al motor real.
As´ı mismo, en la ingenier´ıa de control es importante poseer informacio´n del estado del modelo
para aplicar posteriormente te´cnicas de control en lazo cerrado adicionando el estimador o
filtro. El estimador entrega conocimiento preventivo del proceso, implicando algoritmos de
control ma´s eficientes. Por otro lado, la investigacio´n actual en optimizacio´n de motores de la
Universidad EAFIT, requiere el modelo y el estimador del motor de combustio´n con el cual
se trabaja, para la aplicacio´n de te´cnicas de “hardware in the loop” (HIL).
1.4. HIPO´TESIS O PREGUNTAS DE INVESTIGA-
CIO´N
¿Es posible modelar un motor de combustio´n de ignicio´n por chispa mediante un sis-
tema en el espacio de estados que compacta la integracio´n de variables de distinto
comportamiento dina´mico de tal forma que se alcance una exactitud aceptable?
A partir del modelo matema´tico obtenido del motor de combustio´n, ¿es posible aplicarle
al modelo en espacio de estados un filtro bayesiano recursivo y estudiar su desempen˜o
en la estimacio´n del estado?
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1.5. ORGANIZACIO´N DEL TRABAJO
Este trabajo se desarrolla con el siguiente orden: En el cap´ıtulo 1 se introduce al problema
de filtrado para sistemas dina´micos estoca´stico y se plantean los objetivos del problema
particular tratado en el trabajo, el cual consiste en la modelacio´n y la estimacio´n de estados
de dicho modelo. En el cap´ıtulo 2, se definen los fundamentos teo´ricos y matema´ticos de
la modelacio´n del MCI y el desarrollo de las ecuaciones del modelo. En el cap´ıtulo 3, se
definen los fundamentos matema´ticos del filtrado bayesiano y se explica la implementacio´n
general mediante el pseudoco´digo. En el cap´ıtulo 4 se muestra los resultados y el ana´lisis de la
modelacio´n del MCI y el filtrado bayesiano aplicado al modelo. Posteriormente, se entregan
las conclusiones del trabajo desarrollado.
Cap´ıtulo 2
Modelacio´n matema´tica de un MCI
2.1. INTRODUCCIO´N
Este cap´ıtulo define los fundamentos termodina´micos que rigen las ecuaciones del modelo
matema´tico del MCI. Adicionalmente, se describe la obtencio´n del modelo matema´tico del
MCI aplicando la modelacio´n de valor medio y se encuentran experimentalmente los para´me-
tros de las ecuaciones de eficiencia volume´trica y te´rmica del motor para tener un modelo
realista. El modelo se discretiza para propo´sitos de filtrado y, se le adiciona una componente
estoca´stica que refleja las incertidumbres caracter´ısticas de un proceso real e igualmente se
adiciona el ruido asociado a las observaciones (mediciones). Estas componentes se asumen
gaussianas.
2.2. FUNDAMENTOS PARA LA MODELACIO´N DE
VALOR MEDIO “MVEM”
La MVEM simplifica las caracter´ısticas instanta´neas de la combustio´n en MCI de ignicio´n
por chispa a efectos esta´ticos representados por ecuaciones diferenciales no lineales basadas
en principios f´ısicos con identificacio´n experimental de algunos para´metros. Estos modelos
no reflejan todos los feno´menos de la combustio´n, como por ejemplo variaciones de la presio´n
como condicio´n aleatoria (Guzzella & Onder, 2004). Sin embargo, son apropiados para desa-
rrollar sistemas de control y optimizacio´n porque modelan el comportamiento entrada-salida
con una precisio´n razonable, poseen sen˜ales de entrada, salida y perturbacio´n movie´ndose en
un marco temporal.
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2.2.1. Sistema de aire
El sistema de aire de un MCI tiene semejanza con un depo´sito en el cual se almacena masa
y energ´ıa te´rmica (energ´ıa interna U(t)). Las entradas y salidas esta´n definidas a partir de
los flujos de masa y de los flujos de entalp´ıa H(t), como se muestra en la Fig.2-1 Se asume
que el sistema es de para´metros concentrados sobre un volumen fijo, es decir, los estados ter-
modina´micos (presio´n y temperatura, entre otras), se asumen iguales sobre todo el volumen.
Asumiendo adicionalmente, que no hay transferencia de calor y masa hacia las paredes del
depo´sito y, que no hay cambios en la energ´ıa potencial o cine´tica de los flujos, entonces se
establecen las ecuaciones que describen la dina´mica del depo´sito (ver Ec. 2-1).
Figura 2-1: Entradas, estados y salidas del depo´sito (mu´ltiple de admisio´n)
d
dt
m(t) = m˙in(t)− m˙out(t) (2-1)
d
dt
U(t) = H˙in(t)− H˙out(t)
Asumiendo que los flujos se pueden modelar como un gas perfecto, el acople de estas dos
ecuaciones se realiza por la ley de gases ideales, mostrada en la Ec. 2-2 y asumiendo volumen
constante.
p(t) · V = m(t) ·R · T (t) (2-2)
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Y tambie´n por las siguientes relaciones de calor mostradas en la Ec. 2-3:
U(t) = cv · T (t) ·m(t) (2-3)
H˙(t) = cp · Tin(t) · m˙in(t)
H˙out = cp · T (t) · m˙out(t)
Donde cv es calor espec´ıfico a volumen constante con unidades [J/kgK]; cp, calor espec´ıfico
a presio´n constante con unidades [J/kgK]; R, constante de los gases y k = cp/cv relacio´n de
calores espec´ıficos.
Sustituyendo la Ec. 2-2 y 2-3 en la Ec. 2-1, con presio´n y temperatura como variables de
estado, la ecuacio´n resultante es:
d
dt
p(t) =
kR
V
· [m˙in(t) · Tin(t)− m˙out(t) · T (t)] (2-4)
d
dt
T (t) =
T ·R
p(t) · V · cv [cp · m˙in(t) · Tin(t)− cp · m˙out(t) · T (t)− cv · (m˙in(t)− m˙out(t)) · T (t)]
Asumiendo adema´s que, Tout(t) = T (t) por ana´lisis de para´metros concentrados y adicio-
nalmente que Tin(t) = T (t) porque se asume que el tiempo de residencia del gas dentro del
depo´sito es lo suficientemente largo, la Ec. 2-4 queda simplificada a:
d
dt
p(t) =
kT (t)
V
· [m˙in(t)− m˙out] (2-5)
T (t) = Tin(t)
2.2.2. Flujo ma´sico en una va´lvula
El flujo ma´sico entre dos depo´sitos como lo son el medio ambiente y el mu´ltiple de admisio´n
en un MCI esta mediado por una va´lvula denominada “va´lvula de mariposa”, cuyas entradas
son la presio´n aguas arriba pout(t) y la presio´n aguas abajo pin(t), como se muestra en la Fig.
2-2. Para determinar la dina´mica no lineal del flujo que pasa por la garganta, inicialmente,
se establece la funcio´n por tramos Ψ (pin(t)/pout(t)) definida en la Ec. 2-6.
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Esta funcio´n establece su valor segu´n dos criterios, los cuales usan como para´metro la relacio´n
de comparacio´n entre la presio´n cr´ıtica pcr y la presio´n aguas arriba pout(t). La pcr es aquella
donde el flujo alcanza la condicio´n so´nica en la parte de la garganta o a´rea mı´nima y, se
encuentra definida por la relacio´n entre la presio´n aguas abajo pin(t) y el coeficiente de
dilatacio´n adiaba´tica del fluido k, siendo para el caso del aire k = 1,4.
Ψ
(
pin(t)/pout(t)
)
=

√
·
(
2
k + 1
) k+1
k−1
para pout < pcr
[
pout
pin
]1/k
·
√
2 ∗ k
k − 1 ·
[
1− pout
pin
] k−1
k
para pout ≥ pcr
(2-6)
con pcr =
[
2
k + 1
] k
k−1
· pin
Figura 2-2: Modelo del flujo entre dos depo´sitos conectados por una va´lvula
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Asumiendo adicionalmente que:
No hay friccio´n entre el flujo y las paredes.
No hay efectos inerciales en el flujo
No hay entrada de masa o energ´ıa al sistema.
Se considera el ana´lisis cero dimensional para el flujo
Se aplica la ley de Bernoulli en fluidos comprensibles y las relaciones termodina´micas para
la expansio´n isentro´pica para hallar la dina´mica del flujo. Esto se muestra en la Ec. 2-7.
m˙(t) = cd · A(t) · pin(t)√
R ∗ Tin(t)
·Ψ
(
pin(t)
pout(t)
)
(2-7)
Donde,cd es el coeficiente de descarga, A(t) una funcio´n que depende del a´rea de la mariposa
y es la funcio´n por tramos definida anteriormente.
2.2.3. Flujos de masa en un MCI
Un MCI puede ser aproximado a una bomba o dispositivo, en el cual, el flujo volume´trico
es aproximadamente proporcional a su velocidad y la produccio´n de torque dependera´ de
su eficiencia volume´trica. Una formulacio´n t´ıpica para el flujo de masa de aire aspirado se
muestra en la Ec. 2-8.
m˙(t) = ρin · V (t) = ρin(t) · ηvol(pm, ωm) · Vd
N
· ωm(t)
2pi
(2-8)
Donde, ρin(t) es la densidad del gas en el mu´ltiple de admisio´n; ηvol(pm, ωm), la eficiencia
volume´trica, hallada en forma experimental (ver seccio´n 2.3.1); Vd el volumen desplazado
por ciclo; ωm(t), la velocidad rotacional del motor y, N el nu´mero de revoluciones por ciclo
(N = 2, para un motor de 4 tiempos, siendo e´ste el caso aqu´ı trabajado).
2.2.4. Velocidad en un MCI
En un modelo de valor medio el comportamiento de la velocidad rotacional se puede definir
en funcio´n del torque producido por el feno´meno de la combustio´n menos el torque adicionado
como carga y la inercia del motor. Dentro de las simplificaciones del modelo se asume la inercia
constante y adicionalmente todos los feno´menos de friccio´n se incluyen inherentemente en el
ca´lculo del torque.
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En el modelo meca´nico el u´nico reservorio de energ´ıa se concentra en el sistema meca´nico
de la salida (eje), en el cual se almacena energ´ıa cine´tica. Por tanto, el comportamiento
matema´tico de la variable de estado velocidad rotacional del motor se expresa en la Ec. 2-9.
I · d
dt
ωm(t) = Te(t)− Tl(t) (2-9)
Donde, I es la inercia del motor la cual se asume conocida, ωm es la velocidad rotacional del
motor, Te es el torque producido por la ma´quina producto de la combustio´n y Tl es el torque
de la carga. La modelacio´n realizada en este trabajo asume una carga de cero (Tl = 0), por
tanto, el modelo esta´ descrito para el motor en vac´ıo.
2.3. MODELACIO´N MATEMA´TICA DEL MCI
El modelo matema´tico del MCI de ignicio´n por chispa esta´ compuesto por 3 submodelos que
se aprecian en la Fig. 2-3.
1. Modelo de la dina´mica del aire
2. Modelo meca´nico
3. Modelo de Combustio´n
Los cuales surgen de aplicar la ecuacio´n de expansio´n adiaba´tica del aire en la garganta de la
mariposa y ley de gases ideales con balance de masas para el modelo del aire (Hendrick, 1997;
Guzzella, 2004). Un modelo teo´rico (Aquino, 1981) se aplica a la dina´mica de combustio´n y
para explicar el modelo meca´nico se aplica conservacio´n del momento angular en el eje de
salida.
La ecuacio´n diferencial para la presio´n en el mu´ltiple de admisio´n de aire se muestra en la
Ec. 2-10, donde la presio´n Pm es la primera variable de estado considerada en este modelo.
d
dt
Pm(t) ·
(
Vm
RTm
)
= m˙α(t)− m˙β(t) (2-10)
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Donde, m˙α es el flujo ma´sico del aire entrante al mu´ltiple de admisio´n por medio de la va´lvula
mariposa, m˙β es el flujo ma´sico del aire entrando al cilindro, Vm y Tm son el volumen y la
temperatura en el mu´ltiple, los cuales se determinan segu´n la cilindrada del motor, R, es la
constante de los gases, siendo el gas aire. De otro lado, m˙α se encuentra mediante la expansio´n
adiaba´tica del aire, en la Ec. 2-11 se muestran los te´rminos que la componen (Guzella, 2004)
m˙α(t) =

Aα(t) · Patm√
RTamb
· 1√
2
si
pm(t)
patm
< 0,5 Flujo So´nico
Aα(t) · Patm√
RTamb
·
√
2 ·
[
Pm(t)
Patm
]
·
[
1− Pm(t)
Patm
]
Flujo Subso´nico
(2-11)
Donde, Aα(t) es una funcio´n variable en el tiempo alimentada con el a´ngulo α de la apertura
de la va´lvula mariposa, la relacio´n se muestra en la Ec. 2-12.
Figura 2-3: Estructura del modelo de valor promedio (MVEM) del MCI.
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Aα(t) =
pid2
4
·
(
1− cosα
cosα0
)
+ A0 (2-12)
α = µα
Donde, α0 y A0 son estimaciones del a´ngulo mı´nimo y a´rea mı´nima respectivamente, las
cuales no se pueden medir y garantizan condiciones de ralent´ı o de mı´nimas seccio´n de paso
de aire; µα es la entrada de control (a´ngulo) correspondiente al pedal de aceleracio´n.
De otro lado, para determinar m˙β(t) utilizamos la ecuacio´n que balancea la mezcla ai-
re/combustible determinada por la Ec. 2-13
m˙β(t) =
m˙m(t)
1 +
1
λL
(2-13)
Donde, L es la relacio´n aire-combustible estequiome´trico (aproximadamente 1.4 para la ga-
solina) y el valor representado de oxigeno remanente de la combustio´n normalizado; m˙m(t)
es el flujo ma´sico de la mezcla aire-combustible, el cual se determina mediante la ecuacio´n
de densidad-velocidad mostrada en la Ec. 2-14.
m˙m(t) =
Vd
4pi ·R · Tm · ηv(ωm(t), Pm(t)) · ωm(t) · Pm(t) (2-14)
λ =
m˙α
m˙φ · L
Donde; Vd, es el volumen desplazado por ciclo; R, constante particular del aire; Tm, tempe-
ratura en el mu´ltiple de admisio´n; ηv(ωm(t), Pm(t)) es una funcio´n a estimar que representa
la eficiencia volume´trica del motor. Para el ca´lculo de λ, se define el flujo ma´sico de aire en
la entrada m˙α y el flujo ma´sico del combustible m˙φ.
Finalmente, utilizando la Ec. 2-11, 2-12, 2-13 y 2-14 en la Ec. 2-10, la presio´n asignada como
un estado en el modelo matema´tico queda como se muestra Ec. 2-15.
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d
dt
Pm(t) =
(
RTm
Vm
)
·
(
Patm√
RTamb
)
· 1√
2
·
(
pid2
4
·
(
1− cosα
cosα0
)
+A0
)
− Vd
4pi · Vm
· ηv(ωm(t), Pm(t)) · ωm(t) · Pm(t)
1 +
m˙φ
m˙α

Si
Pm(t)
Patm
< 0,5 Flujo so´nico (2-15)
O´
d
dt
Pm(t) =
(
RTm
Vm
)
·
(
Patm√
RTamb
)√
2 ·
[
Pm(t)
Patm
]
·
[
1− Pm(t)
Patm
]
·
(
pid2
4
·
(
1− cosα
cosα0
)
+A0
)
− Vd
4pi · Vm
· ηv(ωm(t), Pm(t)) · ωm(t) · Pm(t)
1 +
m˙φ
m˙α
 Flujo Subso´nico
El modelo meca´nico definido en la Ec. 2-16 define la segunda variable de estado: la velocidad
rotacional del motor de combustio´n ωm(t). Se asume que la inercia del motor es constante y
que los feno´menos de friccio´n se desprecian. Por tanto, el cambio en la energ´ıa cine´tica del
cigu¨en˜al es igual a la diferencia entre el torque del motor y el de la carga, el cual se asume
conocido.
d
dt
ωm(t) =
τc(t)
Ie
− τl(t)
Ie
(2-16)
Donde, τl es la carga del motor y τc es el torque generado por la energ´ıa de la combustio´n y
se define como muestra la Ec. 2-17.
τc(t) =
Hµ · ηt(t− τd) · m˙φ
Ie
(2-17)
Donde; Hµ, es el poder calor´ıfico del combustible; ηt(t− τd) es la eficiencia te´rmica del motor
y es en sentido estricto una funcio´n ηt(ωm(t)) dependiente de la velocidad del eje de salida la
cual se encuentra retrasada con respecto a la respuesta de salida un tiempo τd. La eficiencia
te´rmica es un para´metro a estimar y su obtencio´n se describe en la seccio´n 2.3.1.
El modelo de combustio´n en el cilindro se rige por variables instanta´neas, las cuales alcanzan
el equilibrio en unos pocos ciclos del motor. Se realiza un balance de masas con los flujos que
reaccionan al interior del cilindro para dar lugar a la potencia desarrollada.
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En la Ec. 2-18 se muestra el sistema planteado (Aquino, 1981) para la dina´mica del combus-
tible dentro del cilindro.
m˙φ = m˙fv + m˙fl
m˙fv = (1−X)m˙Ψ (2-18)
d
dt
m˙fl = (1/τfl)(−m˙fl +Xm˙Ψ)
Donde, m˙φ es el flujo ma´sico del combustible que ha reaccionado en el cilindro para producir
un trabajo; m˙fv es la porcio´n de combustible inyectado que se evapora inmediatamente y
m˙fl es la porcio´n de lo inyectado que ha quedado l´ıquida, la cual se evapora con un tiempo
de retardo τfl, m˙Ψ es el combustible inyectado. El tiempo τfl se asume de una estimacio´n en
un caso similar de MCI (Melgaard et al., 1990).
El modelo compactado en ecuaciones diferenciales con ωm(t), Pm(t) como variables de tiempo
continuo adquieren el equilibrio entre 10-1000 ciclos del motor. El sistema descrito en la parte
superior de la Ec. 2-19. aplica cuando el a´ngulo descrito por la mariposa es pequen˜o, en esta
condicio´n se da el flujo so´nico y la velocidad del flujo alcanzan la del sonido. El sistema
descrito en la parte inferior aplica en condiciones de apertura habitual de la mariposa donde
el flujo ma´sico del aire depende de la presio´n en el mu´ltiple .
d
dt
Pm(t) =
(
RTm
Vm
)
·
(
Patm√
RTamb
)
· 1√
2
·
(
pid2
4
(
1− cosα
cosα0
)
+A0
)
− Vd
4piVm
· ηv(ωm(t), Pm(t)) · ωm(t) · Pm(t)
1 +
m˙φ
m˙α
d
dt
ωm(t) =
Hµ · ηt(ωm(t))(t− τd) · m˙φ
Ie
− τl(t)
Ie

Si
Pm(t)
P
< 0.5 Flujo so´nico
d
dt
Pm(t) =
(
RTm
Vm
)
·
(
Patm√
RTamb
)√
2 ·
[
Pm(t)
Patm
]
·
[
1− Pm(t)
Patm
]
·
(
pid2
4
·
(
1− cosα
cosα0
)
+A0
)
− Vd
4pi · Vm
· ηv(ωm(t), Pm(t)) · ωm(t) · Pm(t)
1 +
m˙φ
m˙α
d
dt
ωm(t) =
Hµ · ηt(ωm(t))(t− τd) · m˙φ
Ie
− τl(t)
Ie

Flujo Subso´nico (2-19)
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El modelo de combustible (Aquino, 1981) expresado en espacio de estados se muestra en la
Ec. 2-20. 
dm˙fv
dt
dm˙fl
dt
 =

−1/τfv 0
0 −1/τfl


m˙fv
m˙fl
+

(1−X)/τfv
X/τfl
 m˙ψ (2-20)
2.3.1. Estimacio´n de los para´metros: eficiencia volume´trica y efi-
ciencia te´rmica.
Eficiencia volume´trica. La eficiencia volume´trica es un para´metro particular de cada motor
porque depende de la geometr´ıa y capacidad de cada ma´quina, por tanto se debe hallar expe-
rimentalmente. Desde el punto de vista de la modelacio´n un motor puede aproximarse a un
sistema de aire como es una bomba volume´trica. As´ı, por una parte la eficiencia volume´tri-
ca entregada, se encuentra influenciada por la presio´n y la velocidad y su valor entregado
es proporcional a la velocidad de la ma´quina (Guzzella, 2004). La eficiencia volume´trica se
define en la Ec. 2-21 como una funcio´n de la velocidad angular de la ma´quina y la presio´n en
el mu´ltiple.
ηv(Pm, ωm) = ηvP (Pm) ∗ ηvω(ωm) (2-21)
Donde, la parte de la eficiencia volume´trica que depende de la presio´n se define en la Ec. 2-22
siendo Vc el volumen de compresio´n, Vd, el volumen desplazado por el cilindro, Pe la presio´n
en el exhosto y k, la constante de expansio´n adiaba´tica del aire.
ηvP (Pm) =
Vc + Vd
Vd
− Vc
Vd
∗
(
Pe
Pm
)1/k
(2-22)
Adicionalmente, la parte influenciada por la velocidad angular del motor se define en la Ec.
2-23.
ηvP (ωm) = γ0 + γ1 ∗ ωm + γ2 ∗ ω2m (2-23)
Por otro lado, de la Ec. 2-14 se observa que la eficiencia volume´trica es proporcional al flujo
ma´sico m˙β, el cual en condiciones de estado estacionarias ser´ıa m˙β = m˙α.
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As´ı, definiendo un sub´ındice i como contador para indicar la i-e´sima medicio´n, se puede
establecer la Ec. 2-24 para encontrar una eficiencia volume´trica experimental, siendo m˙α el
flujo medido por el sensor MAF (mass airflow).
ηv exp(ωm,i, Pm,i, m˙α,i) =
RVm
Pm,i
∗
Vc + Vd
Vd
− Vc
Vd
(
Patm
Pm,i
)1/k−1 ∗ m˙a,i ∗ 1 + L
L
∗ 4pi
ωm,i ∗ Vd
(2-24)
Luego, se aplica mı´nimos cuadrados utilizando las matrices que se definen en Ec. 2-25.
y˜η =

ηv exp,1
ηv exp,2
...
ηv exp,N
 ∈ RNx1,Mη = 1

1 ωm,1 ω
2
m,1
1 ωm,2 ω
2
m,2
...
...
...
1 ωm,N ω
2
m,N
 (2-25)
Y as´ı la solucio´n que minimiza el error de prediccio´n es la que se muestra en la Ec. 2-26.[
γ0 γ1 γ2
]T
=
[
MTη ∗Mη
]−1
∗MTη ∗ y˜η (2-26)
Eficiencia te´rmica. Es la capacidad que posee el motor para aprovechar todo el calor generado
por la combustio´n con el fin de mover sus partes mo´viles y tener energ´ıa adicional para la
fuerza de giro. La modelacio´n propuesta asume el motor en vac´ıo, por tanto, la eficiencia
te´rmica o de conversio´n sera´ calculada como aquella requerida para que el motor venza la
inercia de todo el conjunto de partes mo´viles. La Ec. 2-27 es la utilizada para medir la
eficiencia de conversio´n y se derivada de la teor´ıa de ma´quinas de combustio´n.
ηt = Ie ∗ dωm,i
dt
∗ ωm,i ∗ 2pi/60
m˙ψ ∗Hµ (2-27)
2.3.2. Modelo dina´mico en espacio de estados del MCI en tiempo
continuo
El sistema dina´mico que compacta los tres modelos ya mencionados es un MIMO (mu´ltiples
entradas-mu´ltiples salidas) cuyas estados y entradas de control se definen en la Ec. 2-28.
x = bPm ωm m˙fv m˙flc (2-28)
µ = bα m˙ψc
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Se compacta la dina´mica de tiempo continuo cuyas variables de estado son: Pm y ωm junto
con la dina´mica de comportamiento instanta´neo del modelo de combustio´n, representadas
por: m˙fv y m˙fl en un espacio de estados u´nico con el fin de estimar los estados del modelo
matema´tico MCI. Entonces, la relevancia de los diferentes marcos temporales arriba mencio-
nado en el problema de estimacio´n con te´cnicas bayesianas debe estudiarse. En la literatura
ya mencionada no se ha estudiado este problema as´ı planteado.
Para definir todo el espacio de estados en forma generalizada, sea x1 , x2, x3, x4 los estados
y, µ1, µ2 las entradas de control, como se muestra en la Ec. 2-29.
x1 = Pm
x2 = ωm
x3 = m˙fv (2-29)
x4 = m˙fl
µ1 = α
µ2 = m˙ψ
Sea x˙ = d
dt
el operador derivada. Por tanto, el sistema se puede representar de manera general
mediante dos funciones no lineales f y g como se muestra en Ec. 2-30.

x˙1
x˙2
x˙3
x˙4
 = f(x, θ, t) + g(x, µ, θ, t) (2-30)
Donde, x ∈ χ ⊂ Rn es el vector de estados; µ ∈ U ⊂ Rm es el vector de entradas de control;
θ ∈ Θ ⊂ Rp es un conjunto de para´metros a estimar experimentalmente, los cuales obedecen
a los te´rminos de eficiencia volume´trica y eficiencia te´rmica.
Por tanto, el modelo en el espacio de estados total ser´ıa como se muestra en la Ec. 2-31.
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x˙1x˙2
x˙3
x˙4
 =

− Vd
4piVm
· ηv(x1, x2) · x1 · x2
1 +
x3 + x4
m˙α
Hµ · ηt(x2) · (x3 + x4)
Ie
− τl
Ie
− 1
τfv
· x3
− 1
τfl
· x4

+

RTm
Vm
· Patm√
RTamb
· 1√
2
· µ1
0
1−X
τfv
· µ2
X
τfl
· µ2

si
x1
Patm
< 0,5 Flujo So´nico (2-31)
O en otro caso
x˙1x˙2
x˙3
x˙4
 =

− Vd
4piVm
· ηv(x1, x2) · x1 · x2
1 +
x3 + x4
m˙α
Hµ · ηt(x2) · (x3 + x4)
Ie
− τl
Ie
− 1
τfv
· x3
− 1
τfl
· x4

+

RTm
Vm
·
√
2 · x1
Patm
[
1− x1
Patm
]
· µ1
0
1−X
τfv
· µ2
X
τff
· µ2

Flujo Subso´nico
2.3.3. Modelo dina´mico estoca´stico del MCI en tiempo discreto
Debido a que la solucio´n al problema de estimacio´n de los estados es recursiva y secuencial, es
conveniente discretizar el sistema dina´mico del MCI. Para ello, se aplica el me´todo de Euler
dado por la Ec. 2-32 al sistema dina´mico representado por la Ec. 2-31.
xk+1 = xk + kf(x(t), t) (2-32)
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El sistema discretizado se muestra en la Ec. 2-33.
x1(k+1) = x1(k) − Ak +BCk
x2(k+1) = x2(k) +Dk
x3(k+1) = xk − 1
τfv
x3(k)k +
1−X
τfv
µ2(k)k (2-33)
x4(k+1) = x4(k) +
1
τfl
x4(k)k +
X
τfl
µ2(k)k Si
x1(k)
Patm
< 0,5
Donde,
A =
Vd
4piVm
ηv(x1(k), x2(k))x1(k)x2(k)
1 +
x3(k) + x4(k)
m˙α
B =
RTm
Vm
Patm√
RTamb
1√
2
C =
pid2
4
(
1− cosµ1(k)
cosα0
)
+ A0
D =
Hµηt(x2(k))
Ie
(x3(k) + x4(k))− τl
Ie
O en otro caso (caso subso´nico):
x1(k+1) = x1(k) − Ak +BCEk
x2(k+1) = x2(k) +Dk
x3(k+1) = x3(k) − 1
τfv
x2(k)k +
1−X
τfv
µ2(k)k
x4(k+1) = x4(k) − 1
τfl
x4(k)k +
X
τfl
µ2(k)k
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donde,
E =
√
2 ∗ x1(k)
Patm
[
1− x1(k)
Patm
]
Teniendo en cuenta, que el modelo discreto pretende emular un comportamiento realista del
MCI, se adiciona una componente estoca´stica al sistema de la Ec. 2-33, las cuales reproducen
las incertidumbres en las observaciones y en el modelo de evolucio´n de los estados. Por tanto,
el sistema dina´mico estoca´stico discreto incluyendo la ecuacio´n de observacio´n con secuencia
de mediciones discretas y sus incertidumbres asociados queda sintetizado en la Ec. 2-34.
xk = fk(xk−1, uk−1) + wk−1 (2-34)
yk = hk(xk) + vk
Donde, xk es un n-vector denominado: evolucio´n de la secuencia de estado con k ∈ N ,
fk(·) : Rn × Rm → Rn es una vector-funcio´n no lineal, denominada funcio´n de transicio´n
del estado, uk es un secuencia determin´ıstica correspondiente a la entrada(s) de control del
sistema y, wk es una secuencia de ruido blanco, de media cero, con dimensiones apropiadas,
independiente e ide´nticamente distribuido y se asume conocida. hk(·) : Rn × Rn → Rn
es la funcio´n de observaciones y vk es una secuencia de ruido blanco, de media cero, con
dimensiones apropiadas, independiente e ide´nticamente distribuido y se asume conocida.
Cap´ıtulo 3
Filtrado bayesiano
3.1. INTRODUCCIO´N
Se describe matema´ticamente el problema de extraer o filtrar informacio´n a un sistema
dina´mico estoca´stico expresado en el espacio de estados desde la perspectiva bayesiana,
la cual involucra el concepto de densidad conjunta entre variables aleatorias (vectores de
estado). Adicionalmente, se definen los preliminares matema´ticos para que el problema de
filtrado quede bien definido y posea solucio´n en el marco bayesiano. Finalmente se explica
la metodolog´ıa para desarrollar el filtro de part´ıculas y la te´cnica de implementacio´n con el
pseudoco´digo asociado.
3.2. PROBLEMA DE FILTRADO ESTOCA´STICO
El problema de filtrado estoca´stico se define como la extraccio´n iterada de informacio´n acerca
de una(s) variable(s) de intere´s en el tiempo t por medio de datos medidos hasta, e incluido
el tiempo t sobre el sistema. Este, debera´ modelarse matema´ticamente y estar bajo ciertas
condiciones para poder ser objeto de estimacio´n o filtrado. En particular, para este trabajo
las condiciones del sistema son: un sistema dina´mico no lineal definido en un espacio de
estados finito-dimensional, con un proceso estoca´stico o incertidumbres asociadas de tipo
ruido blanco gaussiano.
La solucio´n de filtrado para este sistema dina´mico estoca´stico se enfrenta desde la perspectiva
bayesiana, la cual inicialmente parte del proceso estoca´stico xt que es el vector de estados del
sistema, y lo indexa como una familia de variables aleatorias bajo el conjunto de para´metro
T , siendo T = 1, 2, · · · , n.
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De esta manera, el sistema dina´mico estoca´stico {xt, t ∈ T} es funcio´n de dos variables: el
para´metro del tiempo t y el para´metro de la probabilidad ω, es decir,{xt(ω), t ∈ T, ω ∈ Ω},
siendo Ω el espacio de probabilidad. As´ı, por cada t, xt(·) es una variable aleatoria (vector);
por cada ω, x(·)(ω) es una realizacio´n del proceso estoca´stico. El conjunto de para´metro T
puede ser continuo o discreto. En el caso aqu´ı tratado se usara´ el enfoque discreto para la
aplicacio´n, dado que es un sistema dina´mico muestreado a la velocidad de los instrumentos
disponibles (Yuz, 2005).
Una vez dotado el sistema dina´mico con condiciones de proceso estoca´stico, tiene una ley de
probabilidad asociada (Jazwinski, 2007), la cual establece que el proceso estoca´stico queda
completamente caracterizado o estad´ısticamente determinado ya sea mediante su funcio´n
de distribucio´n conjunta F (xt1, ..., xtn) o funcio´n de densidad conjunta p(xt1, ..., xtn) de las
variables aleatorias (vectores) xt1, ..., xtn con {ti} ∈ T . Particularmente, las densidades de
primer y segundo orden especifican la ley de probabilidad del proceso estoca´stico, estas son:
p(xt) y p(xt, xτ ) respectivamente, con t, τ ∈ T . Las densidades de primer y segundo orden
del sistema dina´mico estoca´stico establecen el punto de partida de la solucio´n al problema
de filtrado no lineal, permitiendo relacionar dos variables aleatorias mediante la densidad
conjunta p(xt, xτ ) = p(x, y, t, τ) con p(xt, xτ ) funcio´n de t y τ y a partir de esta producir la
funcio´n densidad condicional que se muestra en la Ec. 3-1, siendo p(xτ ) la marginal.
p(xt|xτ ) = p(xt, xτ )
p(xτ )
(3-1)
El punto de vista bayesiano al problema de filtrado parte del concepto de funcio´n de densidad
condicional entre dos variables aleatorias: el vector de estados y las observaciones de un sis-
tema dina´mico estoca´stico; mediante el uso recursivo de la PDF previa del estado y la PDF
posterior del estado; la primera se reconstruye a partir del modelo probabil´ıstico de la evolu-
cio´n del estado, particularmente, hace uso de las ecuaciones del sistema dina´mico estoca´stico
y la PDF posterior actualiza la previa v´ıa la regla de Bayes incluyendo el modelo observa-
cional o las observaciones si se disponen, con la cual se reconstruye la densidad condicional
de las mediciones dados los estados. En palabras generales, el problema de filtrado no lineal
desde la perspectiva bayesiana presenta una solucio´n fundada en la estructura probabil´ıstica
del sistema dina´mico estoca´stico que evoluciona en el tiempo, cuya ley de probabilidad se
determina mediante las observaciones relacionadas con el proceso estoca´stico.
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Ahora bien, para la solucio´n de la estimacio´n en forma recursiva, el algoritmo de filtrado
no lineal utiliza la fundamentacio´n teo´rica de la ecuacio´n diferencial estoca´stica de Itoˆ para
generar un equivalente computacional del sistema dina´mico con incertidumbre real (motor
de combustio´n) (Jazwinski, 2007). La solucio´n de la ecuacio´n remite a la integral estoca´stica
de Itoˆ desarrollada en forma computacional bajo ciertos supuestos, entre ellos que el sistema
dina´mico estoca´stico sea un proceso de Markov, con lo cual se garantiza la prediccio´n del
filtro y su aplicacio´n discreta (computacional).
La convergencia de la solucio´n al problema de estimacio´n del filtro se soporta en el sentido de
media cuadra´tica (ver anexos), es decir, se utiliza el primer momento o la media condicional
de la secuencia de estimacio´n de los estados que evolucionan computacionalmente a trave´s
de sus funciones de densidad (PDF), esta es una solucio´n aproximada subo´ptima debido a
que no existe un conjunto de para´metros que caractericen la PDF de sistemas no lineales,
como es el caso del modelo aqu´ı propuesto, sino que la PDF de los estados se reconstruye
secuencialmente. Por tanto, la solucio´n es una estimacio´n de varianza mı´nima y bayesiana
en el sentido de que maximiza la densidad a posteriori (PDF posterior) de los estados v´ıa
la regla de Bayes partiendo de una densidad conocida de los estados (a priori): p(x0). Esta
solucio´n se conoce como estimacio´n del ma´ximo a posteriori (MAP).
La reconstruccio´n de la PDF posterior utiliza muestreo Monte Carlo secuencial, el cual usa
un nu´mero adecuado de variables aleatorias independientes muestreadas directamente de los
estados para representar la PDF posterior y actualizarla incorporando nuevas observacio-
nes. Esta te´cnica se denomina muestreo de importancia secuencial, en ingle´s: “sequential
importance sampling” (SIS). Este es el mecanismo de propagacio´n del filtro de part´ıculas o
“bootstrap” que es el que se aplicara´ en este trabajo.
3.3. SISTEMA DINA´MICO ESTOCA´STICO
Un sistema dina´mico continuo como el MCI, con un espacio de estados finito-dimensional, el
cual esta´ sometido a perturbaciones aleatorias; puede ser representado mediante una ecuacio´n
diferencial estoca´stica o un sistema dina´mico estoca´stico continuo como el que se muestra en
la Ec. 3-2.
dxt
dt
= f(xt, wt, t), t ≥ t0 (3-2)
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Donde, xt y wt son respectivamente, el n-vector de estado y el m-vector de perturbaciones
aleatorias en el tiempo t, f es una funcio´n real n-vector, no lineal. La condicio´n inicial para
Ec. 3-2 es una variable aleatoria xt0 con una distribucio´n conocida y el proceso {wt, t ≥ t0}
se asume con estad´ıstica conocida.
Por el teorema fundamental del ca´lculo en media cuadra´tica, la derivada en la Ec. 3-2 puede
ser evaluada mediante integracio´n en Riemann sobre un intervalo de tiempo [t0, t] como se
muestra en la Ec. 3-3. Adicionalmente, ambas ecuaciones se consideran equivalentes (Jaz-
winski, 2007).
xt − xt0 =
∫ t
t0
f(xτ , wτ , τ)dτ (3-3)
Ahora bien, cuando la incertidumbre asociada al sistema de la Ec. 3-2 es un ruido blanco
gaussiano, la componente asociada puede ser expresada como se muestra a continuacio´n:
dxt = f(xt, t)dt+Q(xt, t)dβt, t ≥ t0 (3-4)
Este, es la representacio´n de un sistema dina´mico estoca´stico continuo, denominado “ecuacio´n
diferencial estoca´stica de Itoˆ”, donde, Q es una funcio´n matriz nxm con condicio´n inicial xt0
independiente del ruido y wt dβt/dt, con βt un movimiento browniano. La Ec. 3-4 tiene
sentido y posible solucio´n en media cuadra´tica mediante la Ec. 3-5.
xt − xt0 =
∫ t
t0
f(xτ , τ)dτ +
∫ t
t0
Q(xτ , τ)dβτ , t ≥ t0 (3-5)
Esta u´ltima se conoce como la “integral estoca´stica Itoˆ” y puede dar solucio´n a un problema
de estimacio´n de estados, donde x es el estado. Para este fin, se asumen pequen˜os incrementos
δ para t , con lo cual la Ec. 3-4 se convierte en:
xt+δt − xt = f(xt, t)δt+Q(xt, t)(βt+δt + βt) (3-6)
Donde se asume lo siguiente con el propo´sito de solucio´n computacional en media cuadra´tica:
xt, xt+δt dependen solamente de los incrementos del movimiento Browniano: βt+δt−βt.
Los incrementos del movimiento browniano son independientes y, se asume que {dβt, t ≥
t0} es independiente de xt0.
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Por lo anterior, con xt dado, xt+δt es independiente de {xτ , τ ≤ t} . Por lo tanto, el proceso
{xt, t ≥ t0} generado por la Ec. 3-4 (si existe) es un proceso de Markov (ver anexos).
La propiedad de Markov para el proceso xt de nuestro sistema dina´mico estoca´stico da
solucio´n al problema de estimacio´n del estado, porque permite derivar la ley de evolucio´n
de xt (estado) en te´rminos de su funcio´n de densidad dadas las observaciones del sistema
p(xt|Yt) y una condicio´n inicial de densidad conocida p(xt0). La densidad que evoluciona en
cada incremento de tiempo se conoce como: “densidad de la probabilidad de transicio´n del
estado”, la cual se satisface mediante la ecuacio´n de Fokker-Planck o Ecuacio´n de Kolmogorov
hacia adelante, ver su deduccio´n y aspectos relacionados en (Quintero, 2009; Jazwinski, 2007;
Chen, 2003).
Las propiedades de la solucio´n del sistema dina´mico estoca´stico dado por la Ec. 3-5 en el
sentido de media cuadra´tica se exponen en el siguiente teorema (Jazwinski, 2007):
Suponga la funcio´n real f y q, y una condicio´n inicial xt0 que satisfacen las siguientes hipo´tesis:
H1. Hay un K ≥ 0 tal que:
|f(x, t)| ≤ K(1 + |x|2)1/2,
|q(x, t)| ≤ K(1 + |x|2)1/2
H2. f y q satisfacen la condicio´n de Lipschitz en x:
|f(x2, t)− f(x1, t)| ≤ K|x2 − x1|,
|q(x2, t)− q(x1, t)| ≤ K|x2 − x1|
H2. f y q satisfacen la condicio´n de Lipschitz en t sobre [t0, T ]:
|f(x2, t)− f(x1, t)| ≤ K|t2 − t1|,
|q(x2, t)− q(x1, t)| ≤ K|t2 − t1|
H4. xt0 es alguna variable aleatoria con E {|xt0|2} < ∞, independiente de {dβt, t ∈ [t0, T ]}.
Entonces, la Ec. 3-5 tiene una solucio´n en [t0, T ] en el sentido de media cuadra´tica. La solucio´n
al proceso {xt} posee las siguientes propiedades:
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P1. xt es continua en media cuadra´tica en [t0, T ]
P2. E {|xt0|2} <∞, para todo t ∈ [t0, T ]
P2’. E {|xt0|2} < M
P3.
∫ T
t0
E
{|xt0|2} dt <∞
P4. xt + xt0 es independiente de {dβτ , τ ≥ t} para cada t ∈ [t0, T ]
3.4. ESTIMACIO´N BAYESIANA RECURSIVA
La estad´ıstica bayesiana es una teor´ıa que interpreta la probabilidad como una medida condi-
cional de las incertidumbres. Los estados de un sistema dina´mico estoca´stico y los para´metros
desconocidos sujetos a variaciones en el tiempo, son tomados en la inferencia bayesiana como
incertidumbres. El objetivo de la inferencia bayesiana es “usar conocimiento previo y causal
para inferir la probabilidad condicional a partir de observaciones finitas” (Chen, 2003).
La estimacio´n bayesiana recursiva parte de dos supuestos:
(i) Se asume que los estados siguen un proceso de Markov de primer orden (ver anexo), es
decir, p(xk|x0:k−1) = p(xk|xk−1).
(ii) Las observaciones (mediciones) y1:k son independientes de los estados.
Sean las observaciones disponibles en el tiempo k de la siguiente forma: Dk = {yi : i = 1, ..., k}
y sea p(xk|Dk) la PDF condicional del estado xk. De la regla de Bayes mostrada en la Ec.
3-7, la densidad posterior esta´ descrita mediante tres te´rminos:
p(xk|Dk) = p(yk|xk)p(xk|Dk−1)
p(yk|Dk−1) (3-7)
La previa: p(xk|Dk−1), define el conocimiento del modelo.
La “likelihood”: p(yk|xk), determinada por el modelo del ruido de la medicio´n o modelo
observacional.
La evidencia: p(yk|Dk−1), determina una constante de normalizacio´n.
El ca´lculo de estos tres te´rminos mediante aproximaciones sucesivas de las integrales que
los definen, constituyen la esencia del filtrado y la inferencia bayesiana. Las integrales sera´n
definidas dentro del problema de estimacio´n que se expone a continuacio´n.
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El problema de estimacio´n del estado para un sistema no lineal con ruido gaussiano, el cual
se plantea en este trabajo, se desea resolver en forma computacional desde el punto de vista
bayesiano, esto implica, resolver integrales multidimensionales en forma nume´rica con algu´n
tipo de solucio´n secuencial, para lo cual, existen los me´todos Monte Carlo que usan muestreo
estad´ıstico y te´cnicas de aproximacio´n anal´ıticas para la evaluacio´n de integrales complejas
(Smith & Gelfand, 1992). Para la solucio´n secuencial es conveniente considerar el problema
de filtrado en una formulacio´n de tiempo discreto, que es como se desarrolla en la pra´ctica
(Chen, 2003; Sanjeev et al., 2002), esto implica discretizar el modelo estoca´stico del MCI
como se explico´ en la seccio´n 3.2.3. Por lo anterior, se plantea teo´ricamente, en la siguiente
forma el problema de estimacio´n:
Sea el vector de estado xk ∈ Rn, el cual se asume que evoluciona de acuerdo al sistema
dina´mico mostrado en la Ec. 3-8.
xk+1 = fk(xk, wk) (3-8)
Donde, fk : R
n × Rm → Rn es la funcio´n de transicio´n del sistema, no lineal y, wk ∈ Rn es
una secuencia ruido blanco con media cero, independiente de su pasado y del estado actual.
Se asume que la PDF de wk es conocida. El objetivo del problema de filtrado es estimar xk+1
a partir de las mediciones disponibles, las cuales se relacionan con los estados por medio de
la ecuacio´n de observacio´n:
yk = hk(xk, vk) (3-9)
Donde, hk : R
n × Rr → Rp es la funcio´n de medicio´n y vk ∈ Rn es una secuencia ruido
blanco con media cero y PDF conocida, independiente de su pasado, del estado actual y del
ruido del sistema. La ecuacio´n de estado 3-8 permite calcular la probabilidad de transicio´n
del estado p(xk|xk−1), mientras que la ecuacio´n de medicio´n 3-9 interviene en el ca´lculo de
la probabilidad p(yk|xk) , la cual se encuentra relacionada con el modelo del ruido de la
medicio´n. Se asume que la PDF inicial p(x0|D0) ≡ p(x1) esta´ disponible para ambas formas
funcionales fi y hi, para i = 1, ..., k.
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La solucio´n total al problema de estimacio´n bayesiana de los estados consiste en construir
la PDF del estado xk dada toda la informacio´n disponible representada por p(xk|Dk). Esta
PDF se construye recursivamente en dos pasos: prediccio´n y actualizacio´n, como se muestra
en la Fig. 3-1. Estos pasos manejan una relacio´n de recurrencia en la reconstruccio´n de la
informacio´n a medida que el filtro itera en el tiempo.
Figura 3-1: Pasos y PDF calculadas en cada paso del filtro.
En principio, se supone que la PDF p(xk−1|Dk−1) requerida en el paso de tiempo k − 1 se
encuentra disponible. A partir de esta densidad y del modelo del sistema, es posible obtener
la PDF previa del estado p(xk|Dk−1) en el paso de tiempo k, La ecuacio´n para el ca´lculo
de la previa se muestra en la Ec. 3-10, la cual es conocida como “ecuacio´n de Chapman-
Kolmogorov”.
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p(xk|Dk−1) =
∫
p(xk|xk−1)p(xk−1|Dk−1)dxk−1 (3-10)
Donde, p(xk|xk−1) se conoce como modelo probabil´ıstico de la evolucio´n del estado o ecuacio´n
de transicio´n (ver Fig. 3-1), el cual, es un proceso de Markov de primer orden definido por
la ecuacio´n Ec. 3-8 y por la estad´ıstica conocida del ruido del proceso wk−1. El modelo
probabil´ıstico de la evolucio´n del estado se define mediante la Ec. 3-11.
p(xk|xk−1) =
∫
p(xk|xk−1, wk−1)p(wk−1|xk−1)dwk−1 (3-11)
Asumiendo que p(wk−1|xk−1) ≡ p(wk−1) se tiene:
p(xk|xk−1) =
∫
δ(xk + fk−1(xk−1, wk−1))× p(wk−1)dwk−1 (3-12)
Donde, δ(·) es la funcio´n delta Dirac. La cual surge para legalizar la obtencio´n de p(xk|xk−1)
en forma determin´ıstica a partir de las relaciones entre xk−1 y wk−1 en la Ec. 3-8.
Si para el paso de tiempo k se tiene una medida disponible yk esta puede ser usada junto
con el modelo de medicio´n (ver Fig. 3-1) para actualizar la funcio´n de densidad previa del
estado mediante la regla de Bayes:
p(xk|Dk) = p(yk|xk)p(xk)|Dk−1
p(yk|Dk−1) (3-13)
Donde, la constante de normalizacio´n esta´ dada por:
p(yk|Dk−1) =
∫
p(yk|xk)p(xk|Dk−1)dxk (3-14)
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La PDF condicional de yk dado xk o funcio´n de verosimilitud (“likelihood”): p(yk|xk), esta´ de-
finida mediante el modelo de medicio´n Ec. 3-9 y la estad´ıstica conocida de vk. En la Ec. 3-15
se define su ca´lculo en forma puramente determinista.
p(yk|xk) =
∫
δ(yk − hk(xk, vk))p(vk)dvk (3-15)
En el paso de actualizacio´n dado por la Ec. 3-13, la medicio´n yk se usa para modificar la
densidad previa y obtener la densidad posterior del estado p(xk|Dk), la cual contiene toda
la informacio´n va´lida acerca del vector de estado y es la solucio´n completa al problema de
estimacio´n bayesiana. Las relaciones de recurrencia de la Ec. 3-10 (paso de la prediccio´n) y la
Ec. 3-13 (paso de la actualizacio´n), constituyen la solucio´n formal al problema de estimacio´n
recursiva bayesiano.
3.5. ME´TODO MONTE CARLO SECUENCIAL (SIS)
Las te´cnicas Monte Carlo utilizan muestreo estad´ıstico y te´cnicas de estimacio´n para dar
solucio´n a problemas de integracio´n nume´rica intratables anal´ıticamente. La te´cnica que se
aplica en este trabajo, es el “muestreo de Monte Carlo”, el cual se desarrolla para estimacio´n
de variables y esta´ orientada a la reduccio´n de la varianza de las muestras (Quintero, 2009).
El objetivo del muestreo Monte Carlo es estimar recursivamente la densidad posterior del
estado y sus caracter´ısticas asociadas como: la densidad de filtrado y el valor esperado de los
estados respecto a las observaciones. Una de las grandes ventajas de esta te´cnica con respecto
a otros me´todos de aproximacio´n es que la exactitud de la estimacio´n es independiente de la
dimensionalidad del vector de estado.
En el caso de un sistema lineal sujeto a ruido gaussiano, la densidad posterior del estado es
tambie´n gaussiana; por lo cual, esta pertenece a una clase de funciones que puede ser pa-
rametrizada mediante la media y la covarianza y as´ı representarse estad´ısticamente en cada
instante de muestreo. Sin embargo, para un sistema no lineal con ruido gaussiano asociado,
como el caso del MCI, formulado mediante la Ec. 3-8 y la Ec. 3-9, es generalmente imposible
encontrar una clase de funciones que parametrice la densidad posterior del estado. La idea
con el muestreo Monte Carlo, espec´ıficamente con el muestreo de importancia secuencial, en
ingle´s: “Sequential Importance Sampling” (SIS) es “usar un conjunto de muestras aleatorias,
con unos pesos asociados para representar la densidad posterior en vez de una clase de funcio-
nes parametrizadas”. De esta forma, se logra enfrentar problemas no lineales no gaussianos
o, no lineales-gaussianos en forma sistema´tica.
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El soporte teo´rico de la aproximacio´n Monte Carlo se basa en la integral de Lebesgue
(o´ Lebesgue-Stieltjes) tomada con respecto a una funcio´n de distribucio´n o medida de pro-
babilidad; f´ısicamente, este operador es una versio´n probabil´ıstica del centro de gravedad de
un cuerpo f´ısico; ana´logamente, se puede decir, que esta integral concentra la informacio´n
sobre una variable aleatoria en un simple nu´mero, denominado esperanza matema´tica. Se
parte de la consideracio´n que la distribucio´n condicional del estado dadas las observaciones
p(xk|Dk) tiene una densidad cuadrado integrable con respecto a una medida de referencia,
en particular, con respecto a una medida de Lebesgue.
La teor´ıa de aproximacio´n Monte Carlo matema´ticamente se expresa as´ı:
Considere para un problema de estimacio´n estad´ıstica la integral de Lebesque-Stieltjes:∫
X
f(x)dP (x) (3-16)
Donde f(x) es una funcio´n integrable en un espacio de medida X. El muestreo Monte Carlo
usa un nu´mero de variables aleatorias independientes en un espacio de probabilidad (Ω,F , P )
para aproximar la integral verdadera. La te´cnica consiste en arrastrar una secuencia de Np
muestras aleatorias
{
x(1), ..., x(Np)
}
desde una distribucio´n de probabilidad P (x). Entonces
la estimacio´n fˆ(x) de f(x) esta dada por:
fˆNp =
1
Np
Np∑
i=1
f
(
x(i)
)
(3-17)
Para la cual se cumple que:
E
[
fˆNp
]
= E[f ] y var
[
fˆNp
]
=
1
Np
var[f ] (3-18)
Por medio de la ley fuerte de los grandes nu´meros de Kolmogorov, fˆNp(x) converge casi seguro
a E[f(x)] y su velocidad de convergencia esta´ asegurada por el teorema central del l´ımite (ver
anexos para estas definiciones). Adicionalmente, la varianza de la estimacio´n es inversamente
proporcional al nu´mero de muestras.
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3.6. FILTRO DE PARTI´CULAS (“BOOTSTRAP”)
Suponga que se tienen un conjunto de muestras aleatorias {xk−1(i) : i = 1, ..., Np} arrastradas
de la PDF p(xk−1|Dk−1). El filtro “bootstrap” es un algoritmo para propagar y actualizar el
estado a trave´s de estas muestras obteniendo un conjunto de valores {xk(i) : i = 1, ..., Np} las
cuales esta´n aproximadamente distribuidas como p(xk|Dk). El muestreo Monte Carlo meca-
niza las relaciones de recurrencia del paso de prediccio´n (Ec. 3-10) y el paso de actualizacio´n
(Ec. 3-13) en el algoritmo de filtrado. A continuacio´n se expondra´ el algoritmo del filtro.
Prediccio´n: Cada muestra es evaluada dentro del modelo del sistema para obtener
muestras de la previa en el paso de tiempo k, esta se representa por el conjunto x∗k(i)
definido en la Ec. 3-19.
x∗k = fk−1(xk−1(i), wk−1(i)) (3-19)
Donde wk−1(i) es una muestra arrastrada de la PDF del ruido del sistema (ruido blanco
gaussiano) p(wk−1).
Actualizacio´n: A partir de la recepcio´n de una medicio´n yk, evaluar la probabilidad (“li-
kelihood”) de cada muestra previa y obtener un peso normalizado para cada muestra,
el peso se representa por qi.
qi =
p(yk|x∗k(i))
Np∑
j=1
p(yk|x∗k(i))
(3-20)
As´ı se define una distribucio´n discreta sobre {x∗k(i) : i = 1, ..., Np} con probabilidad de
masa qi asociada con el elemento i. Luego se remuestrea Np veces desde la distribucio´n
discreta para generar muestras {xk(i) : i = 1, ..., Np}, tal que para algu´n j, Pr{xk(j) =
x∗(i)} = qi.
Para inicializar el algoritmo, Np muestras son arrastradas de una previa conocida p(x1),
estas muestras alimentan directamente el paso de actualizacio´n del filtro.
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El “bootstrap” incluye el remuestreo en el paso de la actualizacio´n, se desarrolla arras-
trando muestras simples µi de una densidad o forma funcional conocida que sirva como
densidad de referencia para la estimacio´n, esta es una densidad que sirve para selec-
cionar muestras segu´n su valor de peso asociado, es decir, la alta o baja probabilidad
de muestra. Para este trabajo se selecciona una distribucio´n uniforme sobre (0, 1]. La
muestra seleccionada alimenta al conjunto de muestras de la posterior que es la solu-
cio´n al problema de filtrado. La seleccio´n de las muestras x∗k(L) se rige por el criterio
mostrado en la Ec. 3-21, el cual se repite para i = 1, ..., Np, con Np como el nu´mero de
part´ıculas.
L−1∑
j=0
qj < µi ≤
L∑
j=0
qj (3-21)
3.7. PSEUDOCO´DIGO PARA LA IMPLEMENTACIO´N
DEL FILTRO DE PARTI´CULAS
Paso 1: Inicializar el vector de estados x1 del modelo.
Paso 2: Asumir conocida la PDF inicial como p(x1|D0) = p(x1).
Paso 3:
Para K = 1 : N − 1 (con N , nu´mero de pasos de tiempo)
Para i = 1 : Np (con Np nu´mero de part´ıculas)
· Arrancar muestras wk−1 de la PDF del ruido del sistema p(wk−1).
· Generar muestras de la previa: x∗h(i) = fk−1(xk−1(i), wk−1(i)) (Prediccio´n).
Fin
Calcular pesos de importancia: qi =
p(yk|x∗k(i))
Np∑
j=1
p(yk|x∗k(i))
, con i = 1, ..., Np
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Actualizar los estados o paso del remuestreo (Actualizacio´n)
• Arrastrar muestras µi de una distribucio´n uniforme sobre (0, 1], con i = 1...Np
• Seleccionar muestras x∗k(L) para la posterior del estado mediante el criterio:
L−1∑
j=0
qj <
µi ≤
L∑
j=0
qj
Fin
Cap´ıtulo 4
Resultados y ana´lisis de resultados de
la modelacio´n del MCI y el filtrado
bayesiano
4.1. INTRODUCCIO´N
En este cap´ıtulo se analizan los resultados del modelado del MCI. Se valida el modelo usando
datos experimentales tomados del banco de pruebas construido para el desarrollo del trabajo.
Se calcula el nivel de exactitud para el modelo propuesto del MCI, mediante la comparacio´n
de los errores relativos y absolutos obtenidos con los datos del sistema real. Con base en
el modelo construido y validado, se muestran la estimacio´n del filtro de part´ıculas del tipo
muestreo de importancia de los estados, se realiza el ana´lisis de las propiedades estad´ısticas del
filtro de part´ıculas. Para tal fin, se utiliza los criterios de: desviaciones esta´ndar, histogramas
y esperanzas aplicados a las estimaciones con independientes nu´meros de part´ıculas.
4.2. REGIMENES DE TRABAJO CONSIDERADOS
PARA EL SISTEMA FI´SICO
El MCI se analiza en dos modos o reg´ımenes de excitacio´n en vacio: ralent´ı y un escalo´n
(delta) de aceleracio´n como se muestra en la Fig. 4-1. Esta gra´fica es obtenida a partir de
ensayos realizados en el banco de pruebas del MCI, el cual se muestra en la Fig. 4-2. Se
utilizan los sensores del motor con sistema de acondicionamiento electro´nico y un programa
desarrollado en Labview®para generar las acciones de excitacio´n al motor, el monitoreo y el
registro de las sen˜ales.
40 4 Resultados y ana´lisis de resultados de la modelacio´n del MCI y el filtrado bayesiano
En el estado de ralent´ı la dina´mica del motor de combustio´n presenta un re´gimen mı´nimo
de revoluciones por minuto (rpm) para permanecer en funcionamiento de forma estable sin
que exista la necesidad de accionar un mecanismo de aceleracio´n. Este re´gimen se encuentra
comprendido segu´n las condiciones de la ma´quina entre 73,5 a 115,5 rad/s o equivalentemente,
700 a 1.100 rpm, esto se puede apreciar en la Fig. 4-1 donde la media en velocidad ralent´ı de
los datos encerrados en el recuadro es de 82.64 rad/s. Esto prueba que las condiciones del
motor esta dentro de la normalidad.
En el re´gimen acelerado, el MCI se excita desde el estado ralent´ı hasta que alcanza una
aceleracio´n constante de 216.19 rad/s (2064 rpm) pasando por un estado transitorio, en
el cual so´lo debe vencer la potencia consumida por su meca´nica interna ya que el motor se
encuentra para ambos reg´ımenes sin carga externa (en vacio). El tiempo total de la excitacio´n
fue de 90 s.
Figura 4-1: Escalones de excitacio´n del MCI.
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Figura 4-2: Banco de ensayo del MCI.
4.3. ANA´LISIS DEL MODELO MATEMA´TICO DEL
MCI EN DINA´MICA RALENTI
En la Fig. 4-3, se muestran los 20 primeros segundos de la excitacio´n del motor en re´gimen
ralent´ı. Para validar los estados x1(Pm) y x2(ωm) del modelo de estados discretos, se utilizan
las mediciones del sensor de presio´n en el mu´ltiple y el sensor de velocidad angular. Se utilizan
los errores relativos y absolutos para cuantificar la exactitud en estas variables.
Las variables de estado x3, x4 no son observables dentro del sistema ya que su dina´mica
se encuentra al interior de la ca´mara de combustio´n del MCI donde es imposible medir
directamente, el modelo que soporta el comportamiento de estas variables en el tiempo es
fenomenolo´gico como ya se explico´ en la seccio´n 3.2 (Aquino, 1981). Sin embargo como el
modelo del MCI se encuentra definido como un sistema de ecuaciones acoplado tal como se
definio´ en la Ec. 2-31, entonces la validacio´n de e´stos intr´ınsecamente se asumen del proceso
de validacio´n de x1 y x2. Al modelo discreto discreto se le adiciona ruido gaussiano de baja
intensidad (10−6) y a las observaciones ruido gaussiano de (10−5).
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En dina´mica ralent´ı la presio´n en el mu´ltiple de admisio´n (Pm) y la velocidad angular del
MCI (ωm) se ven afectadas por las entradas de control al sistema µ1 = α y µ2 = m˙ψ
correspondientes a el paso de flujo de aire y la inyeccio´n de combustible. En condiciones de
marcha normal del MCI, el paso de flujo de aire se encuentra controlado por las demandas
requeridas por la carga, sin embargo en el estado ralent´ı, el control de paso mı´nimo de aire es
regulado por una va´lvula de marcha mı´nima para mantener la condicio´n “marcha mı´nima”
o revoluciones mı´nimas con el motor sin carga. El comportamiento oscilante de esta va´lvula
afecta de esa misma manera el flujo de aire al motor y por tanto modifica la presio´n en
el mu´ltiple, tal como se planteo´ en la relacio´n matema´tica de la Ec. 2-10. En la segunda
ecuacio´n de estado del modelo del MCI mostrado en la Ec. 2-31 se observa como la presio´n
(Pm o´ x1) afecta la velocidad (ωm o´ x2) a trave´s de la funcio´n de eficiencia volume´trica, esto
quiere decir, que la oscilaciones de la variable presio´n afectaran de esta misma manera a
la variable velocidad. Adicionalmente la dina´mica ralent´ı es una condicio´n que se mantiene
estable forzadamente y esto se refleja en las oscilaciones Pm y ωm que se observan en la Fig.
4-3.
Figura 4-3: Validacio´n del modelo matema´tico en dina´mica ralent´ı del MCI.
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Respecto a la tendencia que el modelo propuesto sigue, en la Fig. 4-3 se observa que e´ste
ejecuta el seguimiento de las variaciones repentinas ocasionadas por la respuesta forzada en
el ralent´ı de la ma´quina. Por ejemplo, en la marca con t = 3,2 s, la velocidad real, sube hasta
los 85 rad/s aproximadamente, as´ı mismo la velocidad del modelo tiene la tendencia a subir
tambie´n hasta los 81 rad/s. En t = 11,3 s la velocidad angular disminuye instanta´neamente
y el modelo responde igualmente bajando la velocidad. Con las l´ıneas rojas en la gra´fica de
presio´n se quiere resaltar se quiere marcar un seguimiento de tendencia similar realizado por
el modelo y el sistema real.
En la Fig. 4-4 se muestran los errores relativos y absolutos del modelado de presio´n en la
dina´mica ralent´ı. Se consigue un error ma´ximo de 0,047 bar equivalente a un error relativo
del 9,2 %; con ello se puede decir que para el estado ralent´ı la presio´n modelada presenta un
nivel de exactitud de mı´nimo 90,8 %. Para la validacio´n de resultados de la velocidad angular
real y la del modelo se muestran los resultados de los errores en la Fig. 4-5. Se consigue
un error ma´ximo de 5,6 rad/s equivalente a un error relativo de 7,2 %, el nivel de exactitud
alcanzado por el modelo para esta variable es de 92,8 %.
Figura 4-4: Errores relativos y errores absolutos del modelado de presio´n en ralent´ı.
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Figura 4-5: Errores relativos y errores absolutos del modelado de velocidad en ralent´ı.
4.4. ANA´LISIS DEL MODELO MCI EN DINA´MICA
ACELERADA
Siguiendo la misma l´ınea de tiempo de las mediciones en la Fig. 4-1, luego del estado ralent´ı,
el motor es excitado con un escalo´n de aceleracio´n en t = 48,27s marcado por la l´ınea roja
en la Fig. 4-6. Los datos mostrados obedecen a la dina´mica acelerada del MCI en vac´ıo,
teniendo cuidado de incluir la respuesta transitoria de los estados, con el fin de probar la
robustez de la modelacio´n en otro modo de operacio´n distinto al ralent´ı.
En la Fig. 4-6 superior se compara el comportamiento de la presio´n real con la modelada. Se
observa que la presio´n es estable inicialmente debido al estado anterior de ralent´ı; cuando se
ejecuta el paso de aceleracio´n al sistema, para un cambio de 900 rpm a 2064 rpm; la presio´n de
vac´ıo aumenta transitoriamente, luego decae para finalmente quedarse en un estado de valor
estable. Es de intere´s resaltar que el modelo se ajusto´ bien al cambio abrupto de energ´ıa
proporcionado al sistema, esto es robustez. Sin embargo, la duracio´n del transitorio en el
modelo es mayor que el sistema real y por tanto el modelo se adelanta en el tiempo respecto
al sistema. La respuesta del modelo en velocidad angular es muy similar a la del sistema real,
como se puede observar de la figura.
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Figura 4-6: Validacio´n del modelo matema´tico en dina´mica acelerada del MCI.
Los errores absolutos y relativos en dina´mica acelerada para presio´n se muestran en la Fig.
4-7. El ma´ximo error absoluto fue de 0,085 bar correspondiente a un error relativo de 19,37 %
el cual se presento´ durante el re´gimen transitorio del sistema. El error relativo en el estado
estable de la presio´n fue de 1,43 %, el cual se utiliza para evaluar el nivel de exactitud de la
modelacio´n; el cual fue de 98,57 %.
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Figura 4-7: Errores relativos y errores absolutos del modelado de presio´n en aceleracio´n.
Los errores absolutos y relativos en dina´mica acelerada para la velocidad angular se muestran
en la Fig. 4-8. El ma´ximo error absoluto fue de 35,99rad/s correspondientes a un error relativo
de 18,34 %; el cual se presento´ durante la respuesta transitoria del sistema. El error relativo
en el estado estable de la velocidad fue de 5,5 %, el cual se utiliza para evaluar el nivel de
exactitud de la modelacio´n, el cual fue de 94,5 %.
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Figura 4-8: Errores relativos y errores absolutos del modelado de velocidad en aceleracio´n.
4.5. VALIDACIO´N DE LOS ESTADOS X3 Y X4 DEL
MODELO DEL MCI
Los estados x3 y x4 correspondientes respectivamente a flujos ma´sicos de fase vapor m˙fv y
liquido m˙fl del combustible inyectado son no medibles, debido a que se encuentran al interior
de la ca´mara de combustio´n. Adicionalmente su dina´mica no esta´ definida en el marco de
tiempo continuo o ciclo largo como Pm(x1) y ωm(x2) sino que son instanta´neas o de ciclo
corto (Hendrincks & Sorenson, 1990). Una manera indirecta de validar sus resultados dentro
del modelo, es el hecho de que el modelo se encuentra acoplado, se compactaron en un mismo
sistema de tiempo continuo las variables instanta´neas, esto se mostro´ en la Ec. 2-31. Por lo
tanto, la convergencia de Pm(x1) y ωm(x2) verifican convergencia de m˙fv(x3) y m˙fl(x4).
48 4 Resultados y ana´lisis de resultados de la modelacio´n del MCI y el filtrado bayesiano
Figura 4-9: Flujos ma´sicos de fase vapor y fase l´ıquida en re´gimen ralent´ı y acelerado.
Teniedo en mente los resultados del modelo desarrollado, se puede comenzar a discutir acerca
de la viabilidad del desarrollo de un filtro bayesiano que permita obtener aproximaciones a
los estados no medibles mediante las medidas de las observaciones o mediciones de las salidas
del sistema. Si se tiene una buena modelacio´n de presio´n y velocidad acoplados con flujos
ma´sicos de combustible en fase vapor y l´ıquida, se puede dar por sentado que este es el
modelo base para lograr las mejores estimaciones de estas variables no medibles mediante
filtros que permitan aproximar sus valores reales sujetos a perturbaciones estoca´sticas propias
del sistema, que son de naturaleza meca´nica o ele´ctrica.
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En la Fig. 4-10 se muestran las estimaciones del filtro para los estados del modelo en re´gimen
ralent´ı con un Np = 100 (nu´mero de part´ıculas) y en la Fig. 4-11 se muestran las estimaciones
del filtro para la dina´mica de aceleracio´n con un Np= 500. Se observa en ambas graficas que
la prediccio´n del filtro sigue la trayectoria del modelo en forma contundente. Al aumentar
el nu´mero de part´ıculas para la muestra del estado en la ejecucio´n del algoritmo de filtrado,
la estimacio´n debe mejorar. Sin embargo, en este caso, se puede estimar los estados del
modelo indistintamente con 100 o´ 500 part´ıculas ya que la estimacio´n es igualmente buena.
Igualmente, la estimacio´n del filtro no se ve afectada por el cambio de dina´micas del modelo
(ralent´ı y aceleracio´n) porque respondio´ en forma eficiente en ambos reg´ımenes de trabajo.
Figura 4-10: Estimaciones del filtro de part´ıculas con 100 part´ıculas.
50 4 Resultados y ana´lisis de resultados de la modelacio´n del MCI y el filtrado bayesiano
Figura 4-11: Estimaciones del filtro de part´ıculas con 500 part´ıculas.
Uno de los fundamentos matema´ticos en la teor´ıa de estimacio´n mediante filtros por muestreo
Monte Carlo es la ley fuerte de grandes nu´meros, la cual en este caso asegura que a medida que
se aumenta el nu´mero de part´ıculas o muestras del estado se realiza una mejor estimacio´n del
estado. Para realizar la comprobacio´n de esta ley, se efectuaron estimaciones para diferente
nu´mero de part´ıculas con 10000 pasos de ejecucio´n del filtro. En la Fig. 4-12 y Fig. 4-13
se muestran las estimaciones de los 4 estados del modelo del MCI para diferente nu´mero
de part´ıculas (Np). Primero se realiza una estimacio´n con un Np = 30 y luego se aumenta
a un Np = 50 obteniendo la desviacio´n esta´ndar de cada estado estimado, con el fin de
compararlas, estas se pueden observar de la Tabla 1.
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Tabla 4-1: Comparacio´n de las desviaciones de la estimacio´n para diferente nu´mero de
part´ıculas.
Estado Desviacio´n con Np = 30 Desviacio´n con Np = 50
X1 (Presio´n) 0.0117 0.0063
X2 (Velocidad) 2.1810 1.377
X3 (Fr. Flujo vapor) 0.0025 0.0024
X4 (Fr. Flujo l´ıquido) 0.0012 0.0009
Se encuentra que las desviaciones de las estimaciones son menores cuando se aumenta el
nu´mero de part´ıculas muestreadas del estado. Esto quiere decir, que las estimaciones del
estado se acercan al valor verdadero del estado (modelo matema´tico del MCI) a medida que
aumenta Np. De esta manera, se comprueba la ley fuerte de grandes nu´meros.
Figura 4-12: Estimacio´n del filtro con diferente nu´mero de part´ıculas.
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Figura 4-13: Estimacio´n del filtro de part´ıculas con diferente nu´mero de part´ıculas.
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El histograma acumulado que se muestra en la Fig. 4-14, muestra las concentraciones de
masa de la probabilidad de los cuatro estados del MCI al final de la estimacio´n del filtro de
part´ıculas. En la parte superior izquierda de esta figura se quiere resaltar el comportamiento
gaussiano de la densidad de la estimacio´n de la presio´n durante el intervalo probable de la
variable aleatoria. As´ı mismo, se quiere explicar a trave´s de las part´ıculas all´ı dibujadas como
se corresponde la acumulacio´n de ellas con las zonas de ma´s alta densidad de la probabilidad.
Este resultado es un reflejo final de la propagacio´n de part´ıculas realizadas por muestreo
Monte Carlo las cuales son actualizadas v´ıa la regla de Bayes, en la cual se realiza la prediccio´n
incluyendo las observaciones. Las observaciones (mediciones) para el MCI fueron la velocidad
y la presio´n, variables de estado x1, x2 medibles.
Se observa adicionalmente en la Fig. 4-14, que las zonas de ma´s alta probabilidad para la
presio´n, se concentran en intervalos donde la variable presenta una tendencia, es decir, si se
observa la dina´mica del estado en re´gimen ralent´ı reflejada por el modelo en la Fig. 4-10 se
puede pensar en una l´ınea de tendencia en 0.48 bar para los 5 primeros segundos y en 0.465
bar entre los 10 y los 15 segundos de la simulacio´n; lo cual se corresponde en el histograma
de la presio´n con la zona de mayor concentracio´n de part´ıculas y por lo tanto de estimacio´n
casi segura de la variable.
Otra consecuencia importante de resaltar ser´ıa las diferencias de distribucio´n en probabilidad
para los cuatro estados estimados a pesar de que se utiliza para la prediccio´n el mismo nu´mero
de part´ıculas para todas las variables, Np = 500. Observar en la Fig. 4-14 que la presio´n y
la velocidad concentran la probabilidad en zonas de tendencia, mientras que la propagacio´n
de part´ıculas con muestreo Monte Carlo de los flujos de vapor liquido de combustible genera
predicciones ma´s distribuidas en todo el intervalo de la probabilidad de la variable, esto puede
obedecer al hecho de que el modelo de estas variables es teo´rico y se incorporo´ al modelo
completo del MCI el cual incluye la presio´n y la velocidad que son modelaciones provenientes
de variables con incertidumbres reales producidas por los aparatos de medicio´n.
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En la Fig. 4-15 se muestran los histogramas en re´gimen acelerado de los estados estimados.
De la misma forma se puede comparar con la presio´n del modelo en la Fig. 4-11 y observar
que las concentraciones de masa esta´n en la zonas de estado estable de la respuesta del estado
del modelo. Igualmente sucede para los dema´s estados.
Figura 4-14: Histograma de la estimacio´n de los estados en ralent´ı con Np = 500
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Figura 4-15: Histograma de la estimacio´n de los estados en aceleracio´n con Np = 500
4.8. COMPARACIONES ENTRE EL PRIMER MO-
MENTO DE LA PDF DEL ESTADO ESTIMADO
CON EL PRIMER MOMENTO DE LA PDF DEL
ESTADO VERDADERO
En la Fig. 4-16 se muestra la media de las estimaciones del estado estimado y la media del
estado verdadero versus el conjunto de part´ıculas (Np) utilizadas en cada ejecucio´n del filtro.
Adicionalmente, se grafica la media del estado verdadero (l´ınea roja), con el fin de generar
un referente comparativo para medir la convergencia del filtro a medida que aumenta Np.
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En la gra´fica de presio´n y velocidad se puede observar que a medida que Np aumenta la
aproximacio´n Monte Carlo (estimacio´n) y la verdadera (modelo matema´tico) se vuelven ma´s
exactas y tienden al valor medio verdadero. Sin embargo, no se puede afirmar lo mismo para
la fraccio´n de flujo de vapor y para la fraccio´n de flujo liquido de combustible. La estimacio´n
de la primera se mueve alrededor de la media verdadera a medida que Np aumenta, sin
mostrar una tendencia a medida que Np aumenta. La estimacio´n de la fraccio´n de flujo
l´ıquido comienza muy cercano a la media verdadera, luego se aleja a mayor aumento de
part´ıculas dedicadas para la estimacio´n y finalmente, con el incremento de Np de 400 a 500
vuelve acercarse a la media verdadera. De esta manera, no se concluye para estas dos u´ltimas
estimaciones la ley fuerte de los grandes nu´meros.
Figura 4-16: Comparacio´n entre la esperanza del estado estimado con la esperanza del
estado verdadero.
Conclusiones y Recomendaciones
Se obtiene un modelo matema´tico anal´ıtico de tiempo continuo y de tiempo discreto del
MCI, para el cual se realizaron aproximaciones a los ca´lculos de las eficiencias volume´tricas y
te´rmicas de la ma´quina, obedeciendo los primeros principios, mediante el uso de herramientas
como regresio´n por mı´nimos cuadrados no lineales y aplicando la ecuacio´n de rendimiento
te´rmico, respectivamente; logrando un conjunto de ecuaciones diferenciales no lineales a ser
resueltas por medio de un me´todo de solucio´n nume´rica. Con ello, se construyo´ un espacio
de estados que permite analizar el problema desde la perspectiva de control. Adicionalmente,
se tomaron las dina´micas instanta´neas (dado que cambian respecto al a´ngulo del cigu¨en˜al
del motor) correspondientes a los flujos ma´sicos de fase vapor y liquido del combustible en
la ma´quina (variables inobservables) y se acoplaron al primer modelo de variables continuas;
esto no hab´ıa sido as´ı planteado en la literatura y representa un aporte para el desarrollo de
la fase posterior del trabajo.
Se valida el modelo usando datos experimentales tomados del banco de pruebas construido
para el desarrollo del trabajo. Se calcula el nivel de exactitud para el modelo propuesto del
MCI, mediante la comparacio´n de los errores relativos y absolutos obtenidos con los datos
del sistema real. Los errores relativos definieron exactitudes entregadas cercanas y superiores
al 90 %. El modelo puede ser modificable en cuanto para ciertos para´metros, con el fin de
generar una adaptacio´n a otros tipos de motores siempre y cuando pertenezcan a la clase
de motores de combustio´n interna de ciclo Otto. Se mide la robustez del modelo con un
estimulo de aceleracio´n despue´s del estado estable en ralent´ı y, el modelo responde muy bien
en el estado transitorio de la respuesta continua. Es recomendable aumentar la exactitud
del modelo analizando ma´s profundamente la incidencia de ciertos para´metros internos en el
comportamiento general de la ma´quina.
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Con base en el modelo construido y validado, se plantea el problema de la estimacio´n de los
estados de dina´mica instanta´nea del motor. Este feno´meno ocurre dentro de la ca´mara de
combustio´n durante un ciclo de la ma´quina, y desarrollar un sensor o un grupo de sensores
que permitan medirlas es un problema de instrumentacio´n y desagregacio´n tecnolo´gica dif´ıcil.
Los filtros de part´ıculas han sido hasta ahora una herramienta de uso en la estimacio´n de
estados en problemas con caracter´ısticas no lineales y no gaussianos; en este caso, el motor
de combustio´n posee caracter´ısticas de no linealidad y gaussianidad.
El filtro de part´ıculas o “bootstrap” desarrollado, se implementa en Matlab y se corre sobre
la misma plataforma de simulaciones del modelo matema´tico del MCI (se anexa el co´digo).
Los resultados de la estimacio´n total del estado del “bootstrap” corroboran la ley fuerte
de grandes nu´meros, esto se apoya a trave´s de las desviaciones esta´ndar de la estimacio´n
del estado; por tanto, El filtro sigue en forma adecuada al modelo generando desviaciones
ma´s pequen˜as a medida que se aumente el nu´mero de part´ıculas muestreadas para el paso de
actualizacio´n de la posterior. Adicionalmente, las concentraciones de masas de la probabilidad
mostradas mediante los histogramas nos dan una idea de la propagacio´n de las muestras
durante la estimacio´n del filtro. Se encuentra que el comportamiento del primer momento de
la PDF para los estados de presio´n y velocidad angular tiende al valor verdadero a medida
que aumenta el nu´mero de part´ıculas muestreadas del modelo probabil´ıstico del MCI.
Anexos A
Conceptos
A´lgebras
Un sistema de A subconjuntos de un espacio muestral Ω es llamado un a´lgebra si:
(i) Ω ⊂ A
(ii) Para algu´ finito n <∞ y para algu´n subconjunto Ai ∈ A(i = 1, ..., n)
n⋃
i=1
Ai ∈ A
n⋂
i=1
Ai ∈ A
(iii) Para todo Ai ∈ A su complemento A¯ es tambie´n de A
(iv) Ø ⊂ A
Sigma a´lgebras (σ-a´lgebra)
La coleccio´n F es llamada σ-a´n˜gebra o un espacio de eventos si:
(i) No es vac´ıo: F 6= Ø
(ii) Es un a´lgebra
(iii) Para alguna secuencia de subconjuntos {Ai}, con Ai ∈ F se sigue:∞⋃
i=1
Ai ∈ F ,
∞⋂
i=1
Ai ∈ F
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Un proceso {xt, t ∈ T} esta´ adaptado a F , si es F -medible para todo t. Es decir, que se puede
establecer una medida dentro de la sigma a´lgebra F . El σ-a´lgebra generado por el proceso
xn, 0 ≤ n ≤ t se escribe como xt = σ.
Espacio de probabilidad.
La tripleta ordenada (Ω,F , P ) es llamada un espacio de probabilidad si:
Ω es un espacio muestral.
F es un σ-a´lgebra de subconjuntos medibles (eventos) de Ω.
P es una medida de probabilidad sobre F , esto es, P satisface los axiomas de Kolmo-
gorov.
Ley de probabilidad de un procesos estoca´stico.
Sea {xt, t ∈ T} un proceso estoca´stico. Para algu´n conjunto finito {t1, ..., tn} , {ti} ∈
T , determinar la distribucio´n finita dimensional: F (xt1, ..., xt2) o la funcio´n de densidad
conjunta: p(xt1, ..., xt2) para todos los conjuntos finitos {ti} ∈ T , significa especificar la ley
de probabilidad del proceso estoca´stico.
Convergencia en media cuadra´tica.
La secuencia aleatoria {xn, n = 1, 2, ...} se dice que converge a x en media cuadra´tica si:
E {xn|2} < ∞ para todo n y l´ım
n→∞
E
{
x− xn|2
}
= 0 , se llama a x el l´ımite en la media de
{xn}.
Criterio de Cauchy.
Una condicio´n necesaria y suficiente para convergencia en media cuadra´tica es el criterio de
Cauchy, el cual establece:
l´ım
n,m→∞
E
{
xn − xm|2
}
= 0
Es decir que la secuencia {xn} tiene un l´ımite media cuadra´tica.
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Proceso de Markov.
Un proceso estoca´stico {xt, t ∈ T} de para´metro continuo o discreto es llamado un proceso
de Markov si, para algu´n conjunto parame´trico finito {ti : ti < ti+1} ∈ T , y para cada real
Pr{xtn(ω) ≤ λ|xt1, ..., xtn−1} = Pr{xtn(ω) ≤ λ|xtn−1}.
Ruido Blanco.
Un ruido blanco {xt, t ∈ T} es un proceso de Markov para el cual: p(xt|xτ ) = p(xt) con
t > τ ∈ T , es decir, todos los xt son mutuamente independientes para todo t ∈ T .
Movimiento Browniano o proceso Wiener-Le´vy.
Un proceso de para´metro continuo xt, t ≥ 0 es un proceso de movimiento Browniano si:
(i) {xt, t ≥ 0} tiene incrementos independientes estacionarios.
(ii) Para cada t ≥ 0, xt es normalmente distribuida.
(iii) Para cada t ≥ 0, Ext = 0.
(iv) Pr{x0 = 0} = 1
Ley fuerte de los grandes nu´meros.
Sean x1, ..., xn una secuencia de variables aleatorias independientes e ide´nticamente distri-
buidas con media µ, Entonces:
1
n
n∑
i=1
xi
c.s.−−→ µ Con “c.s.” (casi seguro).
Anexos B
Co´digo del filtro de part´ıculas o
“bootstrap”.
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