Abstract
1: Introduction
Many of the classical and modern controller design techniques require an accurate linear model of the plant.
The Transfer Function Determination Code (TFDC) is a system identification algorithm for determining the inpiutoutput transfer function for single-input, single-output (SISO) discrete-time systems. TFDC determines a SISO system transfer function using input data obtained from experimental frequency response calculations of the discrete-time system. Given that the frequency response data contains N frequency points, the code manipulates the frequency response input data into a set of 2N linlear equations in 2n + 1 unknowns where n is the assunned order of the resulting input-output transfer function. In practice, generally N >> n , thus TFDC generate!; a greatly overdetermined set of linear equations. The current version of TFDC finds an iterative, weighted Least Squares ( L S ) solution to these equations with she solution vector containing the coefficients of the assumed transfer function model. The best weighting method and the number of iterations vary for each system. Thus, this solution method requires a great deal of user iteration and trial and error in identifying a satisfactory transfer function. Also on some systems a sa,tisfactory transfer function cannot be identified using the LS solution. The TFDC code has been modified to include the use of a Total Least Squares solution, so that more accurate and more dependable models will be realized with less effort by the user. This paper gives a background discussion on Total Least Squares (TLS) and Constrained Least Squares (CLS). The linear system solved in the TFDC algorithm is derived. Finally, the results of applying TFDC to an example system using the TLS and CLS methods are presented.
2: The Basic TLS problem
The basic principle of TLS is that thle noisy data [A;b] , while not satistying a linear relation, i.e. Ax = b , are modified with minimal effort, as measured by the Frobenius norm and 2-norm, to a "nearby" matrix [&6] that is rank-deficient so that the set Lc = 6 is consistent Ell.
The basic TL.S problem can be formally defined as follows: Thompson, 1972 [l] .
In order to provide a stable and reliable solution, the basic TLS solution will make use of the matrix Singular
Value Decomposition (SVD). One approach to finding the TLS solution requires examination of (8) If an x can be found such that (8) [V,,?+I 9 7 V"."4lT. 
3: The CLS problem
When a set of linear equations, Ax = b , is solved using ordinary least squares, it is sometimes appropriate to restrict the solution vector, 2 , to some subset of R". In this situation, a Constrained Least Squares (CLS) solution method is used. The constraints may be equality or inequality constraints. This section considers the equality constrained least squares solution to the overdetermined system. Definition 2. 3 (equality constrained leash squares
and rank(B) = p . Then the equality constrained Last squares problem seeks to ,z + (B -A,y) 1, . (23)
4: Transfer Function Determination Code
The 
5: Applying TFDC to an example system
The TLS, LS/TLS, and CLS solution methods in TFDC were tested with data derived from a linear simulation of an example system. L S m S is a variation of the basic TLS problem where some columns of the coefficient matrix are error free and remain fixed in the modified coefficient matrix A. This system is a two input, two output system with two lightly damped modes. It has been used in testing a number of system identification codes at Ohio University. $ 2 + .Ols + 1 Assuming zero-order hold devices on the system inputs and a sampling time of .3 seconds, the system described by this transfer function is discretized and the following discrete state-space realization, (Ad, B d , c d , Dd) In general, the system identification process will have time domain data available from the actual system. To simulate this situation, input and output time sequences are obtained from a linear simulation of the example system. The sum of two white noise sequences is used as input to the system. The first white noise sequence is assumed as the experimental system input. The second white noise sequence is included in the input to simulate noise that would be present in an actual system. Since TFDC is a frequency domain system identification algorithm, the SISO frequency responses of each input-output pair are obtained via Fast Fourier Transforms and the use of the "spectrum" command in Matlab. The TFDC examples shown here will be for the SISO frequency response between input one and output one of the example system. The "spectrum" command returns two sets of data, the complex frequency response data and the power spectral density data for the output sequence, which can be used as input to the TFDC algorithm. Figures 1 and 2 compare the results of applying TFDC to the complex frequency response data, Gl1(dwT), of the example system. Figure 1 compares the experimental frequency response with the frequency response of the identified transfer function using a LS solution. Figure 2 compares the same frequency responses when a TLS solution is used in TFDC. As seen in Figure 1 , the LS solution does not provide an acceptable transfer function to describe the system. The system mode and zero near .3 Hz. are more heavily damped in the identified frequency response than in the actual data and the phase is not even close to describing the actual data. In Figure 2 , though, the TLS solution provides an acceptable model for the system. Both of the system modes are identified and the zero, while still more heavily damped than in the actual data, is close to the actual data. The phase in the TLS solution also closely follows the actual data. It is also interesting to note that the model from the TLS solution contains all stable system poles while the LS solution produced a model in which all the system poles were outside the unit circle. Figures 3, 4 , and 5 compare the results of applying TFDC, using the LS, TLS, and CLS solutions, respectively, to the power spectral density data of the data, though, neither the TLS nor ithe CLS solutions produced much better results. The LS solution produced six unstable poles, the TLS solution produced two unstable poles, and the CLS solution produced four unstable poles. This shows that the CLS solution provided the best model of the three since it is expected to have four poles inside the unit circle arid four poles outside tlhe unit circle when dealing with p.s.d. data. The LS solution is not useable because a system transfer function derived from this solution would contain at least two unstable poles. Since the TLS solution only produces two unstable poles, the poles of the p.s.d. transfer function will not have the expected quadrantal symmetry. Therefore the CLS solution would be chosen as the best model of the p.s.d.
data.
When the LS/TLS solution is used in TFDC the identified transfer function is identical to the transfer function identified by the TLS solution. Therefore there is no benefit to using the LS/rzS method. 
6: Conclusions
The implementation of Total Least Squares (TLS) and Constrained Least Squares (CLS) solution methods to the Transfer Function Determination Code (TFDC) algorithm has been presented. TFDC was originally implemented using a Least Squares (LS) solution to the linear system. This was not the best solution method for this system due to uncertainty in the coefficient matrix. The identified transfers function from TFDC using the LS solution were poor. Only with a great deal of effort and trial and error were some acceptable transfer functions identified. Even this required the user to decide on weighting methods and the number of iterations to be used. With the TLS and CLS solutions, acceptable transfer functions have been identified with minimal user interaction and no user decision making during TFDC code execution.
