where A, B are arbitrary real constants, and a is an arbitrary complex number. It is readily confirmed by direct computation that the constants A, B, and a give rise to an arbitrary, uniform hydrostatic stress-field in the image domain R*. The constant k, on the other hand, affects merely the scale of the image stress-distribution.
1. Statement of the problem. In a recent paper,1 W. Prager has discussed the problem of structural stability from the following point of view. Consider a given configuration of a deformable body, referred to a fixed system of rectangular axes, Xi(i = 1, 2, 3), under a set of stresses Xo\, which are in equilibrium with given surface tractions. These stresses are prescribed only to within the arbitrary constant factor X. The configuration is assumed to be stable if X is sufficiently small. A system of infinitesimal perturbation displacements w,-is then applied, and the question is asked for what values of the factor X will the equilibrium become indifferent.
The solution to the problem leads to the following system of linear, homogeneous, second order, partial differential equations Ja.i = 0,
subject to the homogeneous boundary conditions on the surface
The quantities appearing in the definition of J a are defined below: the strain, , associated with the perturbations is given by t<i -+ Uj,i); (3a) the additional stresses produced by these strains satisfy the linear relation in which Cijki is symmetric with respect to i and j and with respect to k and I; w,-,-is the local rotation due to the displacement u, ,
and rii is the unit vector normal to the original equilibrium surface. The problem discussed here will be restricted to the elastic case; thus
where G0 is the modulus of rigidity and v is Poisson's ratio. It should be noted that Ciiki is symmetric with respect to (ij) and (kl). The initial stresses crtJ-are symmetric with respect to i and j and satisfy the equilibrium equations = 0.
Prager has shown that the differential equations (1), subject to boundary conditions (2) , are equivalent to the statement that the first variation of the integral
Jy vanishes. Integration is carried out over the volume V of the original unperturbed body and only the displacements up are varied. 2. The minimum principle. It will be shown that the eigenvalues X and the corresponding eigenfunctions of Eqs. (1) may be obtained from a minimum principle applied to an integral closely associated with that of Eq. (4). Since the problem in question is one of stability, only the first eigenvalue will be considered.
It is more convenient to express Eqs. (1) and (2) in terms of the displacement Ui directly. Thus, from Eqs. (3a), (3b), and (3c), may be written as
and the integral (4) becomes dV.
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since cr,, is symmetric. The vector function ut -m, (xl , x2 , x3) will be called an admissible vector if it is continuous and has continuous partial derivatives of at least the second order. The first eigenvalue of the differential equation (1) subject to boundary conditions (2) can then be found2 from the following minimum principle:
Of all admissible vectors u{ , that one which minimizes D(u) under the side condition H(u) = 1 is an eigenfunction of the differential equation (1) subject to boundary conditions (2). This minimum value of D{u) is the corresponding eigenvalue X. It should be noted that this minimum principle can be rep'aced by one requiring that D(u)/H(u) be a minimum. The corresponding eigenfunction will then be determined only to within a factor of proportionality.
In order to prove this statement, let m, be the minimizing function and X the corresponding minimum value. Then D(u) = X H(u).
Let £, be an arbitrary admissible vector and e an arbitrary parameter. Then, since w, minimizes D(u)/H(u), it follows that D{u + e£) ^ \H(u + e£). 
Equation (1) 
Jy Equations (16) and (17) are the quasi-orthogonality relations which hold between the eigenfunctions. It should be noted that these results are somewhat more complicated than the weighted orthogonality conditions usually found. This depends on the fact that the eigenvalues appear in the original differential equations and boundary conditions as coefficients of terms containing the highest order derivatives of the unknown functions. Now assume that X is complex; that is, X = s + it where s and i are real, and t ^ 0. Corresponding to X there will be a complex eigenfunction w,-= c,-+ ir,-where <r, and t, are real vector functions and r,-^ 0. Since Eqs. (1) and (2) are linear with real coefficients, it follows that X = s -it is also an eigenvalue with corresponding eigen-
