Our brains are like a dense forest-a complex, seemingly impenetrable terrain of interacting cells mediating cognition and behavior. However, we should view the challenge of understanding the brain with optimism, provided that we choose appropriate strategies for the development of global neuroscience.
Everyone would agree that one of the first steps toward understanding the way in which neuronal circuits contribute to the functional organization of the brain is defining the brain's detailed structural design and mapping its connection matrix. We also need to link the descriptive data directly to function. The neuroanatomist's dream is to characterize quantitatively, at the light-microscope level, the neurochemical and 3D morphology of the neurons and glial cells in the brain, as well as both the relationships between these cells and the microvasculature and between the glia and the neurons themselves. Creating a 3D map of the synaptic network in the entire nervous system at the electron-microscope level represents a further aim of this vision for the future. Preferably, this detailed structural information should be correlated with other features-such as, for example, the molecular and physiological characteristics of the cells studied. Furthermore, it is critical to 1) quantitatively define cell types and their connections, 2) obtain data on the number, density, and distribution of different types of synapses, and 3) establish the correlation between neuronal, glial, and microvascular densities. The methodology that is currently available and the expectation that new, more powerful experimental and analytical tools will be developed makes us think that, in the near future, large, new sets of valuable data will be incorporated into the ''world bank of neuroanatomical data.'' However, this bank will always be insufficient; obtaining detailed quantitative data at all levels of resolution of the whole mammalian nervous system is not possible (DeFelipe, 2010) . What follows is a discussion about how promoting interdisciplinary collaborations through the implementation of adequate global neuroscience strategies is the way to go to achieve a better understanding of the brain from the neuroanatomical point of view.
A Lesson from the Past: the Dream Method for Studying Brain Structure The brain is comprised of thousands of millions of cells (neurons and glia) and thousands of kilometers of processes arising from these cells; these form an amazingly intricate network without empty spaces. Given this complexity, if all cells and processes were labeled with the same marker in a given brain region, the density of labeled elements would be so large that it would be impossible to analyze the morphology of the cells and their possible connections. Thus, since the beginning of the study of the nervous system, researchers have tried to find adequate selective tools to examine the nervous system. This was wonderfully described by Santiago Ramó n y Cajal in his classic book Histologie du Syste`me Nerveux de l'homme et des Verte´bre´s (1909À1911):
A method was necessary to selectively stain an element, or at most a small number of elements, that would appear to be isolated among the remaining invisible elements. Could the dream of such a technique truly become reality, in which the microscope becomes a scalpel and histology a fine [tool for] anatomical dissection?
The dream to which Cajal was referring came true with the method discovered by Camillo Golgi in 1873: the ''reazione nera'' (black reaction), later called the Golgi method in his honor. It was at last possible to visualize neurons and glia in a histological preparation with all their parts (cell body and processes). Furthermore, only relatively few cells in a given preparation were stained, permitting individual cells to be examined in great morphological detail. This property of the Golgi method can be clearly seen when a section is stained with this method and counterstained with the method of Nissl, as illustrated in the left column of Figure 1 (arrows indicate two of the Nissl-stained neurons). This made it possible to characterize and classify neurons (e.g., pyramidal neurons and interneurons, Py and in, respectively; Figure 1 , left), and to potentially study their connections. Thus, the first accurate circuit diagrams of the nervous system became available (DeFelipe, 2010; Figure 1 , middle column). This represents a good example of how the discovery of a method can change the course of the history of neuroscience overnight.
However, generating these circuit diagrams is rather difficult, as the observer has to interpret multiple microscopic preparations and highlight the key features of the structure being studied. Since each section that is analyzed only gives a partial picture, many of the illustrations by Cajal and other scientists at that time were composite drawings that synthetically showed the complex texture of a given region of the nervous system. This was, in fact, one of the most important contributions of the early neuroanatomists, since these circuit diagrams emerged from interpretative skills based on sparse neuroanatomical data.
Once visualization of the fine structure of the nervous system was possible, the question was, ''What is the direction of the nervous currents?'' According to the ''neuron doctrine,'' these currents went from cell to cell via a point of contact, which was later termed a ''synapse'' by Charles Sherrington in 1897-referring to the hypothetical one-way contact between axon terminals and somata or dendrites. An important consequence of the neuron doctrine was Cajal's theory of the law of dynamic polarization of nerve cells; this was based on the direction followed by the impulses in regions of the nervous system, such as the visual and olfactory systems, where, through their activity, it was apparent what anatomical routes the impulse followed. Cajal proposed that, in general, neurons could be divided into three functionally distinct regions: a receptor apparatus (dendrites and soma), an emission apparatus (axon), and a distribution apparatus (terminal axonal arborization). The early neuroanatomists used arrows in their diagrams to indicate the direction of the nervous currents. Thanks to the theory of dynamic polarization, it was possible for Cajal and others to trace and interpret the flow of information in complex microcircuits of the nervous system. For example, when Lorente de Nó described the complex connectivity of CA3 in 1934 ( Figure 1 , right column), he stated:
Arrows indicate the direction of transmission of the impulses according to Cajal's law of axonal polarisation. If this law is not accomplished, i.e., if the synapse is not irreversible, the interpretation of the diagram would be quite different.
Therefore, this theory was crucial, as it served to hypothesize about the functional organization of neural connections. Nevertheless, in the decades following Cajal's early histological investigations, new anatomical and physiological methods for studying the nervous system led to key changes in the theory of dynamic polarization. For example, concerning synaptic relationships, many synapse types exist other than the ''classical'' axo-dendritic and axo-somatic synapses, including axo-axonic and dendro-dendritic synapses. Neurons are not only connected by point-to-point chemical synapses, but also may be coupled electrically, and transmission may be bidirectional through gap junctions. There are neuromodulators that have a strong influence on neuronal circuit activity. These neuromodulators are secreted by neurons whose axons may reach large regions of the nervous system, where they may act either via release from non-synapsing varicosities and extracellular diffusion or via synaptic junctions on specific neuronal populations. These-and many otheraspects of the organization of the nervous system obviously represent exceptions and add complexity to Cajal's classic idea of the neuron and its connections, making it even harder to map the synaptic organization of the brain. However, general design rules for the brain circuits do exist. Of these rules, one of the most relevant (at least in mammals) is that chemical axo-dendritic synapses are definitively the most common synapse type (followed by axo-somatic synapses). Other types of synapses do not exist in all regions of the nervous system and, when present, are usually only established between certain types of neurons. These and many other aspects of the anatomical and functional organization of the nervous system, which are based on the neuron doctrine, demonstrate that this doctrine remains one of the foundations on which our concept of neural connectivity and activity is based. The diagrams stem from the neuron doctrine, the law of dynamic polarization of nerve cells and sparse anatomical data. Taken from DeFelipe (2014).
The Challenge of Brain Connectomics at Present
Based on the idea that most connections are established by chemical point-to-point synapses, the terms ''connectome'' and ''synaptome'' have been proposed to facilitate the description of the maps of connections at different levels of resolution. The term connectome can be used to refer to maps at the macroscopic and mesoscopic levels, which also allow putative synaptic contacts to be mapped; synaptome refers to the map of true synaptic contacts at the ultrastructural level (DeFelipe 2010). Generally, connectivity visualized at the light-microscope level is rather basic (e.g., region A makes a projection to layer X of region B) and, in most cases, point-to-point connections between local neurons and between neurons or afferent fibers cannot be accurately determined. The reason for this lack of accuracy is that a given labeled axonal bouton observed in contact with another labeled cellular element is not necessarily a synaptic junction, since axonal boutons are adjacent to several possible synaptic targets of which only those that are labeled are visible. Furthermore, axonal boutons may establish more than one synapse (multiple synapses), and synapses may occur at the inter-varicose segment. Thus, the presence of a labeled terminal in close apposition with a given neuronal element can only be considered a putative synaptic contact, whereas an inter-varicose axonal segment may establish a synapse with an adjacent neuronal element. Finally, it is generally assumed that all axonal boutons establish at least one synaptic junction; however, this is not the case for a large proportion of certain axonal systems which are non-synaptic, like axons containing dopamine, noradrenaline, serotonin, and acetylcholine, and it is not known whether all axonal boutons of other neurons establish synapses. Consequently, the available connectome diagrams are imprecise.
Electron microscopy with serial section reconstruction is the gold standard method for tracing the connections. However, obtaining long series of sections is rather time-consuming and challenging. Consequently, the reconstruction of large tissue volumes is usually impossible. The introduction of automated or semi-automated electron microscopy techniques at the turn of the century represented a major advance in the study of the synaptome as long series of consecutive sections can now be obtained with little user intervention (Denk and Horstmann, 2004; Knott et al., 2008 ; Merchá n-Pé rez et al., 2009).
As this technology becomes more popular, it will have a huge impact on the study of the ultrastructure of the brain. Despite these high hopes, the principal drawback is that complete reconstructions of whole brains are only possible in some invertebrates or for relatively simple nervous systems, whereas for small mammals like the mouse, it is impossible to fully reconstruct the brain at the ultrastructural level. This is because the magnification needed to visualize and classify the synaptic junctions (i.e., excitatory and inhibitory) and to measure their sizes and shapes accurately enough yields relatively small images (in the order of tens of mm 2 ). As a result, it is only possible to obtain incomplete synaptomes. Currently available 3D quantitative data are rather scarce and mainly based on individual cases. For example, a recently published approach is based on the 3D reconstruction of a relatively large volume of tissue (64,000 mm 3 ) from a particular cortical region (Kasthuri et al., 2015) . However, this approach is very time-consuming since, according to their own calculations, approximately two people-years of continuous tracing (24 hr per day, 7 days per week) would be required to segment out all the profiles in this volume at a high resolution. Thus, they reconstructed all the elements in a volume of only approximately 1500 mm 3 .
Certainly the data obtained in these saturated reconstructions are useful to answer questions related to, for example, the relationships between the density of synapses and the proportion occupied in a given volume of neuropil by neuronal and glial processes. However, the data obtained are based on a single individual, and since there is both variability associated with age and interindividual variability (see below), the data obtained in these saturated reconstructions are unsuitable for statistical analysis.
Dealing with the Problem of Imprecise Connectomes and Incomplete Synaptomes
It seems clear that only by combining studies at the macro-, meso-, and nanoscopic levels can we fully understand the structural arrangement of the brain as a whole. It is important to emphasize that the acquisition of multiple samples at different scales (light and electron microscopy) allows us to obtain a dataset that can be statistically analyzed in search of general patterns of organization (Markram et al., 2015) . This multiple-sampling approach assures unprecedented accuracy, since we obtain both precise quantitative data and statistical variability information. The data can be used to identify common and differing principles of organization and to develop algorithms to reconstruct synaptic connections for use in brain models. (Figure 2 ). However, we have to face the problem that the quality of available neuroanatomical data varies considerably regarding, for example, 1) the completeness of reconstructions and the precision of the measurement of cell morphologies and 2) quantitative data about densities of cells (neurons and glia) and synapses. The low quality of data, together with the massive production of scientific writing that largely remains unread in its original form, commonly leads to conclusions that may be wrong. This results in a ''noise'' that blurs our knowledge of the brain. The accessibility of the rough data and the lack of information about important methodological details are also common problems when using data from other laboratories. Since obtaining this data is extremely time-consuming and difficult, it is critical to establish collaboration with other laboratories, the efficacy of which will depend not only on the extensive communication and collaboration between all the teams but also on the strategy for data collection. The latter requirement is challenging, since 1) the principles of structural design (number and types of neurons and synapses, etc.) differ considerably in the different parts of the nervous system, as well as between species and strains; 2) there is considerable variation associated with age; and 3) there is great interindividual variability. Because of this, the data obtained in one structure will not necessarily be applicable to another; thus, molecular, genetic, and anatomical patterns must be examined separately in particular regions, species, and strains as well as for different ages and genders. Therefore, it is critical to use the same experimental protocol, taking into account both the species and the brain regions to be examined. However, neuroanatomy alone will clearly not completely unravel the organization of the brain. The question is what can be done with the data and how it can be interpreted. Sydney Brenner summarized this well during his 2002 Nobel lecture, ''Nature's Gift to Science'':
We are drowning in a sea of data and starving for knowledge. The biological sciences have exploded, largely through our unprecedented power to accumulate descriptive facts ... We need to turn data into knowledge and we need a framework to do it.
It seems that the most appropriate approach to make neuroanatomical studies more significant is to link detailed structural data with the incomplete light Schematic representation to show how we could deal with the problem of imprecise connectomes and incomplete synaptomes focusing on the cortical columns. (A) Instead of reconstructing all cellular components within the column, the principles governing the structural design of cells can be obtained by using data from a few 3D-reconstructed neurons and applying mathematical tools to determine the statistical structure of the neurons to computationally synthesize model neurons. The cells can be labeled with markers that allow full visualization of their dendritic and axonal arbors and then 3D reconstructed at the light microscope level, allowing the morphometric analysis of individual cells (i.e., patterns of dendritic arbors, distribution and density of dendritic spines, etc.). These data are also critical for modeling neuronal functions such as synaptic integration in dendrites and dendritic spines. For instance, based on the dendritic spine distribution and their morphology (different colors represent different sizes), it is possible to generate maps of putative synaptic currents. (B) Another set of structural data comes from measurements of the gray matter thickness, the volume fraction of cortical elements (neuropil, neurons, glia, and blood vessels), and neuron and glia density per volume, together with the patterns of local (intralaminar, translaminar) and long-range (cortico-cortical, thalamocortical, cortico-thalamic, subcortical extra-thalamic) connections. To determine the synaptic contribution of pyramidal cells in a given cortical layer, it is impractical to reconstruct all of these cells at the electron-microscope level. Instead, this parameter could be inferred by combining quantitative light-microscopy data on the total number and microanatomical characteristics of these cells with the average density of axo-spinous and axo-dendritic synapses obtained by analyzing multiple samples of the 3D reconstructed neuropil using automated electron microscopy techniques and tools for image analysis, segmentation, and quantification of different types of synapses (green, asymmetric synapses; red, symmetric synapses). and electron microscopy wiring diagrams and to integrate this neuroanatomical information with genetic, molecular, and physiological data. This integration would allow the generation of models that present the data in a form that can be used to reason, make predictions, and suggest new hypotheses to discover new aspects of the structural and functional organization of the brain (e.g., Egger et al., 2014; Markram et al., 2015) .
Individual laboratories generally have different priorities and use different methodological approaches. Thus, defining and achieving ambitious scientific goals is not an easy task; it requires close cooperation not only between groups of neuroanatomists with expertise in different techniques, but also between those with expertise in quite different areas, such as specialists in image analysis, data analysis, theory neuroscience, computation, molecular biology, and physiology, among others. For example, we need to know the number and distribution of synapses in different brain regions, since this is crucial to the understanding of the structure of microcircuits and the building of realistic models. Consequently, we need to visualize synapses; however, this is not enough, since images alone are of relatively little significance unless we apply a method to convert qualitative visual information into quantitative, usable data for modeling. This is where image analysis specialists and computer scientists come into play to develop segmentation and analytical tools. Nevertheless, even state-of-the-art algorithms for the automatic detection of synapses or cells clearly need to be improved (Kasthuri et al., 2015) . This requires extensive collaborative effort, resulting in a heavy workload, since it involves continuous development and validation by highly qualified image processing experts and users, i.e., the neuroanatomists. Consequently, achieving ambitious scientific goals demands interdisciplinary collaborations through the implementation of global neuroscience strategies. The idea is to pool the efforts of multiple laboratories with different areas of expertise in order to add value by working together. This can be put into practice through large international projects, like the Human Brain Project and the Brain Activity Map, or through other initiatives that promote interdisciplinary collaboration and data sharing, like the Allen Institute for Brain Research and neuroinformatic platforms like NeuroMorpho.org. This latter platform includes contributions from over 200 laboratories worldwide to share 3D neuronal reconstructions and associated metadata. In conclusion, we should view the challenge of understanding the brain with optimism, provided that we choose appropriate strategies for the development of global neuroscience.
