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Abstract
We introduce a method for recovering the spatial and tem-
poral alignment between two or more views of objects mov-
ing over a ground plane. Existing approaches either as-
sume that the streams are globally synchronized, so that
only solving the spatial alignment is needed, or that the
temporal misalignment is small enough so that exhaustive
search can be performed. In contrast, our approach can re-
cover both the spatial and temporal alignment, regardless of
their magnitude. We compute for each trajectory a number
of interesting segments, and we use their description to form
putative matches between trajectories. Each pair of cor-
responding interesting segments induces a temporal align-
ment, and defines an interval of common support across two
views of an object that is used to recover the spatial align-
ment. Interesting segments and their descriptors are de-
fined using algebraic projective invariants measured along
the trajectories. Similarity between interesting segments is
computed taking into account the statistics of such invari-
ants. Candidate alignment parameters are verified checking
the consistency, in terms of the symmetric transfer error, of
all the putative pairs of corresponding interesting segments.
Experiments are conducted with two different sets of data,
one with two views of an outdoor scene featuring moving
people and cars, and one with four views of a laboratory
sequence featuring moving radio–controlled cars.
1 Introduction
Video surveillance systems typically employ multiple cam-
eras to monitor a site. Cameras are usually placed to max-
imize the coverage of the scene, with different degrees of
overlap between pairs of views. If two or more cameras
have overlapping fields of view, it is important to coor-
dinate these views so that one can observe the same ob-
ject from different viewpoints, obtaining richer information
from the surveillance system. For instance, this enables
producing a seamless video sequence of an object while
Figure 1: Problem example: we are given two views of a
moving object, and no other information (top). The goal is
to recover the correct temporal and spatial alignment para-
meters, that enable us to represent object’s trajectory in the
same coordinate system (bottom).
it moves through the monitored environment, passing from
one field of view to another. More generally, any interest-
ing property such as motion tracks, object type and identity,
etc. can be consistently maintained across different views,
provided that they are spatially and temporally aligned.
In this paper, we focus on the common case where ob-
jects move over surfaces roughly approximated by a ground
plane, or when the distance between the cameras’ centers
of projection is small with respect to the scene relief. It is
assumed that cameras have pairwise unknown overlapping
fields of view, and that each camera captures the scene inde-
pendently from the others. Relative orientation of the cam-
eras is unknown, as well as intrinsic calibration parameters.
Moreover, cameras need not to be synchronized, although
it is assumed that their frame rate is known. The above as-
sumptions apply naturally to our target application, which
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is a distributed video surveillance system realized with in-
dependent cameras, that requires minimal user effort in the
setup phase.
For the above mentioned case, the geometry of the prob-
lem is well known, and consists of estimating the 2D ho-
mographies between pairs of overlapping views [15]. The
homography model holds for all the points that are images
of points on the (world) ground plane, either static features,
or points measured along trajectories. For the latter case,
however it must be ensured that correspondences are estab-
lished on simultaneous points, hence trajectories must be
globally time–aligned across views.
Our method takes as input trajectories in the form of se-
quences of space–time points (xi(t), yi(t), ti) for the ith
view, and produces the following output:
• A set of homographies Hij that spatially maps trajec-
tories in the view i with trajectories in the view j.
• A set of time-shifts ∆ij that temporally align trajecto-
ries in the view i with trajectories in the view j.
The set {Hij ,∆ij} for each pair ij, can in turn be used
to express every trajectory point with respect to a common
spatial and temporal coordinate system.
For a pair of views, the method can be outlined as fol-
lows: first, trajectories from both views are transformed into
projective invariant sequences of cross ratios; for each point
along a sequence, the statistical properties of the cross ratio
are used to define a measure of saliency of a local trajec-
tory segment centered on the point itself; points that ap-
pear to be more interesting according to this measure are
selected together with their support interval, and a table of
putative correspondences between pairs of interesting inter-
vals across the two views is computed based on the invariant
sequence. Each pair of putative correspondences induces a
temporal alignment between two views, and defines an in-
terval of common support that is used to recover the spa-
tial alignment; pairs of putative matches are added to the
homography estimation algorithm, until either there are no
more left, or the estimate does not change significantly; the
latter procedure is repeated for different initial pairs of cor-
respondences, and the resulting homographies are ranked
using the symmetric transfer error; finally, the highest rank-
ing homography is selected.
The major contribution of this work is a method that re-
covers spatial–temporal alignment between two views of
the same scene regardless of the actual amount of misalign-
ment, both in space and time. This is achieved by introduc-
ing the concept of salient segments of a trajectory. Being
based on the cross-ratio of five coplanar points, the measure
is invariant with respect to changes in viewpoint. Salient
trajectory points provide a sparse representation of the tra-
jectories that is used to initialize the correspondence, avoid-
ing the search over all the possible time-shifts in order to
recover the correct alignment between two trajectories.
The method has been tested on two datasets acquired in
completely different situations. The first one has been ac-
quired in our laboratory, and consists of radio–controlled
cars moving over a planar scene. The second one is a dataset
made available for the VS–PETS 2001 workshop, consist-
ing of two views of an outdoor scene featuring moving peo-
ple and cars. In both cases, the computed homographies
produce errors comparable to the tracking errors, and the
recovered time shifts are always within a range of a few
frames with respect to the true ones.
2 Related work
The view matching problem described in the previous sec-
tion has been widely studied. Traditional approaches, well
suited for the case of static scenes, rely on matching a
number N ≥ 4 of static feature points between pairs of
views [2, 5], or determining the correct registration by di-
rectly solving a least-squares estimation problem in the un-
known structure and motion parameters [3]. These ap-
proaches produce accurate results. However, for typical
video-surveillance scenes such methods are not always suit-
able for several reasons. First, finding a high number of cor-
respondences between widely separated views taken with
different cameras is a difficult problem, since brightness or
proximity constraints do not hold. Moreover, the scene it-
self may not have enough texture in the region where the
objects move. Finally, one has to be sure that features are
obtained from the ground plane, and not from moving ob-
jects and/or other parts of the scene.
Trajectory data on the other hand forms a powerful cue
to obtain correspondences, provided that the trajectories are
time–aligned across views. The basic reasoning is that a
pair of single corresponding trajectories induces multiple
point correspondences. In particular, all the points that be-
long to the interval of common temporal support of the same
object seen in two views can be used to compute the ho-
mography. Usually, a pair of corresponding non–parallel
(in the world) trajectories are sufficient to estimate the cor-
rect homography, provided that they span sufficiently well
the region of overlap between the FoVs.
A caveat is that tracking data are usually less accurate
than static scene points obtained with a feature detection al-
gorithm. However, it must be pointed out that the role of
a registration algorithm in the context of a video surveil-
lance system is not that of providing a visually pleasant site
model, but to allow the detection of interesting objects’ cor-
respondences across views. Hence, small registration error
can be easily tolerated. These considerations have been ex-
ploited in several works.
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The first attempt to estimate the homography and the
time–shift using tracking data was been presented in [11].
Motion data were treated as unordered sets of points, and
not as trajectories. In [7], a method was presented for esti-
mating both planar and non–planar correspondence models,
and to take advantage of the tracking sequences rather than
just co–occurring object detections. This resulted in a more
reliable estimation. However, temporal alignment was re-
covered by exhaustive search over a small, fixed temporal
interval, which is not a suitable approach when sequences
are widely separated in time.
In [4], cameras were assumed to be calibrated, and tem-
poral alignment was recovered by exhaustive search, using
a least median of square scores of the results. Khan et al.
[9] automatically estimated the line where the feet of pedes-
trians should appear in a secondary camera when they exit
the reference camera. This assumes that objects exit the
scene at a linear occlusion boundary, and information is col-
lected only when objects actually cross the fields of view
lines. Color information acquired from moving objects was
used in [10], to detect objects’ correspondences between
views taken with pan–tilt–zoom synchronized cameras, a
setup which is fundamentally different from ours. In [13]
synchronized cameras was used to recover the correspon-
dence model both for the cases of overlapping and non–
overlapping views.
Our approach builds on the work of [7] for the case of
planar scenes, and improves on the existing work in two
directions: tentative corresponding pairs of trajectories are
initialized using a local measure of saliency, allowing the
system to deal with the case of partial overlapping view; fur-
thermore, time–shift between trajectories can be arbitrary,
and the amount of the time shift does not affect the com-
plexity of the algorithm. We exploit intrinsic properties of
the trajectories, defining a representation which is invariant
to changes in view–point. This idea is inspired by works on
model–based object recognition using algebraic and semi–
differential projective invariants [14, 12, 6], adapted for the
particular case of representing trajectories. In particular, our
representation can deal with configurations of three or more
collinear points, a common situation that occurs along a tra-
jectory of a pedestrian or a car.
3 Approach
From now on we focus on the case of recovering the tempo-
ral and spatial registration parameters for a pair of partially
overlapping views a and b. This is the fundamental instance
of our problem (Fig.1). Under the planar trajectory assump-
tion, and if video streams are not temporally aligned, the
space–time relation between a point visible in both cameras
is expressed by an unknown 3 × 3 homography H and an
unknown time–shift ∆t: Hp(t) = p′(t+∆t), where p and
p′ represent the spatial coordinates of the point in the two
views in homogeneous coordinates.
3.1 Invariant trajectory representation
We begin by transforming each trajectory in the two views
to a representation which is invariant to changes in view
point. Output of an object tracker is assumed. The points
are first locally smoothed using a cubic spline fitted via least
squares. The method is sketched in Fig.2, and is based on
the cross ratio of five coplanar points:
τ =
|m125||m134|
|m124||m135| ,
where mijk = (pi,pj,pk) with pi = (x(t), y(t), 1)t and
|m| is the determinant of m. The point p1 is the reference
point. For each point p(t) along the curve, four other points
p(t − 2k),p(t − k),p(t + k),p(t + 2k) are used to com-
pute a cross ratio. The parameter k is a time interval that
controls the scale at which the representation is computed.
The greater is k, the less local the representation. With re-
spect to Fig. 2, points p(t−2k),p(t−k),p(t+k),p(t+2k)
are used to compute the point q, and then the intersec-
tion between the lines defined by segments p(t),q and
p(t − 2k),p(t + 2k) is chosen to be the reference point
r(t) for the cross ratio. If four collinear points are detected,
the representation is obtained using the cross ratio of these
points. The sequence of image coordinates (x(t), y(t)) is
then transformed into a (view–invariant) sequence of cross
ratios s(t) of the form:
s(t) = τ5(r(t),p(t− k),p(t),p(t+ k),p(t+ 2k)),
where the function τ5(p1,p2,p3,p4,p5) is the five point
cross ratio. If collinearity has been detected, we set:
s(t) = τ4(p(t− k),p(t),p(t+ k),p(t+ 2k)),
where τ4(p1,p2,p3,p4) is the cross ratio of four collinear
points. The described transformation is projective invariant,
since it is based on collinearity and intersection between
points.
3.2 Detecting salient trajectory points
Being based on the cross ratio, the representation described
above has some significant statistical properties. In par-
ticular, it can be shown [1] that under general conditions
the cross ratio has a nonuniform probability density func-
tion p(x), shown in Fig. 3. We use this fact to compute a
saliency measure for each sample of the invariant trajectory
representation. This measure is defined in terms of the en-
tropy of the invariant sequence for an interval centered on a
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Figure 2: Left) The construction used in our method to com-
pute cross ratios along the trajectory. Right) The five points
cross ratio that constitutes the invariant representation of a
point p(tk) in the general case.
point s(t):
e(t) =
j=t+l∑
j=t−l
p(s(j)) log2(
1
p(s(j))
),
where l is half the width of the interval. This measure repre-
sents in a compact, view–invariant way the local properties
of the trajectory, in terms of curvature, speed, and overall
shape. It is natural to assume that peaks in the sequence
e(t) correspond to the “most informative” points of the tra-
jectory p(t) = (x(t), y(t)). Peaks are found by direct com-
parison of a value e(t) with its neighbors. Every point of
the trajectory corresponding to a peak, and its surrounding
interval of length 2l, are defined to be an interesting point
and an interesting segment of the sequence, respectively.
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Figure 3: The probability density function p, and the cumu-
lative density function F of the cross ratio.
3.3 Forming putative correspondences
Interesting points from the two views, and their relative sup-
port intervals are used to establish space-time pairwise cor-
respondences between trajectories. The method follows the
line of the automatic homography estimation algorithm of
[15]. In particular, a table Sab of size na × nb is formed for
each pair of views a, b, where na and nb are the numbers
of interesting salient points detected in the two views. Let
P ai , P
b
j , t
a
i , t
b
j , i = [1 . . . na], j = [1 . . . nb] represent inter-
esting points and their time indices in the two views. Each
entry of the table contains the similarity measure for a pair
of intervals:
Sabij = dist(P
a
i , P
b
j ) =
tai +l,t
b
j+l∑
ja=tai −l,jb=tbj−l
d(sa(ja), sb(jb)),
where sa, sb are two invariant representation of trajecto-
ries, and d(sa(ja), sb(jb)) is the distance between two cross
ratios with respect to the cumulative distribution function
F (x) shown in Fig. 3. If x1 and x2 are two cross ratios,
their distance is defined as follows:
d(x1, x2) = min(|F (x1)− F (x2)|, 1 − |F (x1)− F (x2)|)
This measure has the property of stretching differences
of cross ratios of big values, which are known to be less
stable. Moreover, it takes into account the symmetric prop-
erties of cross ratios, in particular the fact that there are two
ways to go from one cross ratio to another: one passing
through the real line, and the other through the point at in-
finity [8]. We have verified experimentally that the invari-
ant feature described above obeys the distribution of Fig. 3,
although input points are not exactly independent. An ex-
ample of the matching process is given in Fig. 4.
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Figure 4: a) First partial view of a trajectory - b) Second
partial view of a trajectory. Boxes indicate detected salient
points. The two filled boxes are found similar, and this cor-
respondence induces an alignment between frame 145 in the
first view with frame 167 in the second view.
3.4 Homography estimation
Each pair of interest points P ai , P bj induces a temporal
alignment between the trajectories they belong to (Fig. 4).
The alignment is defined by the time–shift obtained by
the difference of the time indices of the interesting points:
∆ti,j = tai − tbj . This in turn defines a temporal interval
of mutual support, i.e., the temporal interval in which the
two trajectories appears in the region of overlap if the time
correspondence is valid. This interval is computed as fol-
lows. Let T1 ∈ a, T2 ∈ b, be the two trajectories which are
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hypothesized to correspond. Their spatial–temporal rela-
tion can now be expressed as: T1(x(t), y(t)) = T2(x′(t +
∆ti,j , y′(t+ ∆ti,j), where t is now a common time index.
Now if [t1s, t1f ] and [t2s, t2f ] are the first and the last time in-
dices of the two trajectories on this common time line, the
interval of common support between T1 and T2 is simply
defined by U = [t1s, t1f ] ∩ [t2s, t2f ].
All the points of T1 and T2 that fall into the interval
U are fed into the DLT algorithm [15] for estimating the
homography. The process of selecting putative pairs of tra-
jectories, and finding their interval of common support is
iterated until either there are no more putative pairs left, or
the estimated homography does not change. At this point,
the symmetric transfer error is evaluated to verify the result
of the registration:
err =
∑
i
d(pi, H−1(p′i +∆t))2 + (Hpi,p′i +∆t)2.
The above procedure is repeated for various initial putative
pairs, and the homography that produces the smallest error
is selected.
3.5 Parameter setting
The method described above has a few data–dependent pa-
rameters whose choice has been determined experimentally.
Some intuition behind these choices is provided here. In
particular, the two parameters k and l of Sect. 3.1 and 3.2,
and the amount of smoothing that is applied to the data have
impact on the invariant representation, which in turn affects
the location and description of the salient points.
The parameter k controls the locality of the representa-
tion. In principle, a small k is desirable, since it would give
a more local representation for matching partial trajectory
segments. However, this must be traded–off with the infor-
mative content of the resulting transformed sequence, since
on smaller scale the cross ratios tend to assume very similar
values. In our experiment, we verified that for objects like
people and cars, a good choice is to select k approximately
equal to half the frame rate. For instance, if frame rate is
30 fps, we set k = 15. The algorithm is quite insensitive
to the choice of the parameter l. In fact, we have verified
that small variations of this parameter do not produce big
changes in the location and values of the peak of the entropy
sequence. Furthermore, even if such changes are observed,
they are consistent across views, so corresponding interest
points can still be found. In our experiment, we set l = k.
The amount of smoothing applied prior to the compu-
tation of the invariant representation appears to be more
critical. In general, this is mainly due to the well–known
instability of the cross ratio. In particular, problems hap-
pen when there are substantial differences in scale between
two views, e.g. a close–up of a part of the scene and a
global view. In any case, the objective is to set the amount
of smoothing such that the obtained table of putative cor-
respondences is as stable as possible. Good results were
achieved smoothing trajectories of cars and pedestrian with
cubic splines with two control points every 30 observations.
4 Results
The proposed method was tested on two datasets. The first
type of data was obtained in our laboratory, using three un-
calibrated cameras with partial overlap between the fields
of view. The moving objects consisted of three radio con-
trolled toy cars, and the scene was globally planar. The
camera lenses were selected to reduce the effect of non-
linear distortions. To verify the robustness of the method
to scale changes, different zoom factors were adopted for
each camera. Six trials were conducted with different se-
tups, in terms of FoVs overlap, camera placement/zoom,
and objects’ motion. For each trial, one minute of video at
30 frames per second was acquired for each camera, allow-
ing the cars to move through the overlapping zone several
times. k = l = 15 in this and the next experiment.
The results are well represented by the example shown
in Fig. 5. On average, about 5–10 interesting points were
detected on each trajectory. With respect to the ground
truth, minimum, maximum and average error of the recov-
ered time shift were respectively 7, 16 and 10.2 frames. A
refinement procedure was run over a small interval of 50
frames centered on the recovered solution, checking all the
possible alignments. Typically, a slightly better alignment
was found, and the average error was reduced to 4 frames.
The spatial alignment was always effectively unchanged.
In all the experiments the space–time alignment obtained
with the presented method was sufficient to determine ob-
jects’ correspondences across views, which is the goal of
this work. If more accurate registration is needed, for ex-
ample to build a visually pleasant site model, a refinement
procedure can be carried out, starting from the approximate
solution obtained from correspondences of static scene fea-
tures. In fact, it was observed that, below a certain limit, the
tracking error becomes the limiting factor of an approach
based on trajectory data. A global re–estimation of the com-
mon coordinate system would as well improve on the initial
solution [5].
In the second experiment, a dataset of two views of a typ-
ical outdoor surveillance scene, provided for the VS–PETS
2001 workshop was used1. This was a more challenging
task, because trajectories were less complicated than those
of the first experiments, and because of the wide variation in
viewpoint and scale. A subset of three trajectories per view
1The sequence and the tracking data are available at
http://peipa.essex.ac.uk/ipa/pix/pets/PETS2001/DATASET1/
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Figure 6: Registration results for the two views PETS sequence.
was provided to the algorithm. Fig. 6 shows the obtained
results. With respect to a ground–truth alignment manu-
ally obtained carefully selecting corresponding pairs of sta-
tic feature points, the overall spatial error was 3.4 pixels,
with a variance of 7.9 pixels. The time shift was recovered
with an error of 9 frames. Further refinement using trajec-
tory data does not improved significantly on this first so-
lution. Although mis–registration errors are clearly visible
in Fig. 6, the solution was definitely sufficient to compare
trajectories of objects in the recovered common coordinate
frame, to understand if two trajectories in different views
correspond to the same 3D object.
Figure 5: One example of the registration results for a three
views car sequence. The reference view correspond with the
one in the center of the figure. Big registration errors are due
to either tracking errors in one view, or to error propagation
between homographies. For instance, in the zone outlined
with the yellow circle, in one view the tracker was fooled
by the shadow of the object.
5. Conclusions
A method for recovering the time–alignment and the spa-
tial registration between different views of planar trajec-
tory data has been presented. We overcome the limita-
tions of existing methods, which typically assume that tem-
poral misalignment is known or small enough so that ex-
haustive search can performed. In contrast, the proposed
approach is based on the concept of interesting trajectory
points/segments, that allow to recover both spatial and tem-
poral alignment, independently on the magnitude of both.
The method enable to solve the problem of understand-
ing correspondences between moving objects across views.
Furthermore, the method can also be used in tasks where
sub–pixel and sub–frame registration is needed, to effi-
ciently found a solution that can be used to initialize a re-
finement registration technique, such as [5]. In fact, al-
though the recovered solution is generally an approxima-
tion of the ideal alignment, it must be pointed out that very
simple assumptions are needed, namely knowing the rela-
tive frame rate, and observing a limited number of trajec-
tories simultaneously. Since it has been observed that the
precision of the method is ultimately limited by the perfor-
mance of the tracker, we argue that the refinement proce-
dure should be based on the analysis of static scene fea-
tures, and should be followed by a global re–estimation of
the spatial parameters for the case of more than two views.
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