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ON THE CHERN CONJECTURE FOR ISOPARAMETRIC
HYPERSURFACES
ZIZHOU TANG AND WENJIAO YAN
Abstract. For a closed hypersurface Mn ⊂ Sn+1(1) with constant mean
curvature and constant non-negative scalar curvature, the present paper shows
that if tr(Ak) are constants for k = 3, . . . , n− 1 for shape operator A, then M
is isoparametric. The result generalizes the theorem of de Almeida and Brito
[dB90] for n = 3 to any dimension n, strongly supporting Chern’s conjecture.
1. Introduction
After more than 50 years of extensive research, the famous Chern conjecture
for isoparametric hypersurfaces in spheres is still an unsolved challenging problem.
S. T. Yau raised it again as the 105th problem in his Problem Section [Yau82].
Mathematicians are constantly engaged in this problem. Please see the excellent
survey on this topic by M. Scherfner, S. Weiss and S. T. Yau [SWY12].
Chern’s conjecture. Let Mn be a closed, minimally immersed hypersurface of
the unit sphere Sn+1(1) with constant scalar curvature. Then Mn is isoparamet-
ric.
It was originally proposed in a less strong version by S. S. Chern in [Che68]
and [CdK70]. The original version of this conjecture relates to the remarkable
theorem of J. Simons [Sim68]:
Simon’s theorem Let Mn ⊂ Sn+1(1) be a closed, minimally immersed hyper-
surface and S the squared norm of its second fundamental form. Then∫
M
(S − n)S ≥ 0.
In particular, for S ≤ n, one has either S ≡ 0 or S ≡ n on Mn.
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2 Z. Z. TANG AND W. J. YAN
Notice that for a closed hypersurface Mn in the unit sphere with constant
mean curvature, S is constant if and only if the scalar curvature RM is constant.
In the minimal case, it follows from Simon’s theorem that S = 0 or S ≥ n, which
led S. S. Chern to propose the following original conjecture:
Conjecture. Let Mn ⊂ Sn+1(1) be a closed, minimally immersed hypersurface
with constant scalar curvature RM . Then for each n, the set of all possible values
for RM (or equivalently S) is discrete.
Actually, the minimal hypersurfaces with constant S in Simon’s theorem can
be characterized clearly: those with S ≡ 0 are the equatorial n-spheres in Sn+1,
and those with S ≡ n are characterized by [CdK70] and [Law69] independently
that Mn must be the Clifford tori Sk(
√
k
n
) × Sn−k(
√
n−k
n
) (1 ≤ k ≤ n − 1).
In other words, they finished the first pinching problem for S of closed minimal
hypersurfaces in Sn+1.
In 1983, Peng and Terng [PT83] [PT83’] initiated the study of the second
pinching problem and made the first breakthrough towards this conjecture:
Peng-Terng’s theorem Let Mn(n ≥ 3) be a closed, minimally immersed
hypersurface in Sn+1 with S = constant. If S > n, then S > n + 1
12n
. In
particular, when n = 3, if S > 3, then S ≥ 6.
Peng and Terng has already obtained the optimal result in the case n = 3,
because the equality S = 6 is achieved by certain minimal isoparametric hy-
persurfaces M3 ⊂ S4. During the past three decades, Yang-Cheng [YC98] and
Suh-Yang [SY07] improved the second pinching constant from 1
12n
to 3n
7
. How-
ever, it is still an open problem for higher dimensional case that if S > n and S
is constant, then S ≥ 2n? Without assuming S = constant, there are also results
on this second pinching problem, for more details, please see [DX11].
As a matter of fact, up to now, the only known examples for minimal hyper-
surfaces with constant S in spheres are isoparametric hypersurfaces. Based on
this, Verstraelen, Montiel, Ros and Urbano [Ver86] firstly formulated the stronger
version of the Chern conjecture given at the beginning of this paper. For a more
general version of the Chern conjecture, see for example [LXX17].
From another aspect, the Chern conjecture is also closely related with an-
other famous conjecture of S.T. Yau on the first eigenvalue. Tang-Yan [TY13]
proved Yau’s conjecture in the isoparametric case, that is, for a closed minimal
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isoparametric hypersurface Mn in Sn+1(1), the first eigenvalue of the Laplace op-
erator is equal to the dimension n. Consequently, if Chern’s conjecture is proven,
Yau’s conjecture for the minimal hypersurface with constant scalar curvature
would also be right ([LXX17]).
Now let us briefly review a few facts about isoparametric theory. The isopara-
metric hypersurfaces in spheres are defined to be hypersurfaces whose principal
curvature functions are constant. The classification of them is listed as the 34th
problem in S. T. Yau’s “Open Problems in Geometry” [Yau14] and completed
recently. Due to the celebrated result of Mu¨nzner [Mun80], if Mn is a compact
minimal isoparametric hypersurface in Sn+1, the number g of pairwise distinct
principal curvatures can be only 1, 2, 3, 4 and 6, and S = (g − 1)n (which is
pointed out by Peng-Teng [PT83]). The minimal isoparametric hypersurfaces
with g = 1 and 2 are those with S ≡ 0 and n mentioned in Simon’s theorem. The
isoparametric hypersurfaces with g = 3 are classified by E. Cartan. When g = 4,
Cecil-Chi-Jensen [CCJ07], Immervoll [Imm08] and Chi [Chi11, Chi13, Chi16] con-
quered the classification in this case. When g = 6, Dorfmeister-Neher [DN85]
and Miyaoka [Miy13, Miy16] conquered the classification. For more details of the
isoparametric theory, please see [CR15].
The lowest dimension for which the Chern conjecture is non-trivial is n = 3.
In 1993, Chang [Cha93] finished the proof in this case. Actually, a more general
theorem has been proven:
Theorem 1 (de Almeida, Brito [dB90]) Let M3 ⊂ S4 be a closed hypersurface
with constant mean curvature H and constant non-negative scalar curvature RM .
Then M3 is isoparametric.
Later, Chang [Cha93’] and Cheng-Wan [CW93] independently generalized
this result by showing that RM is always non-negative under the assumption of
the theorem.
The method of [dB90] was taken to deal with 4 and 6 dimensional cases. In
the case n = 4, Lusala-Scherfner-Sousa [LSS05] showed that a closed, minimal,
Willmore hypersurface M4 of S5 with non-negative constant scalar curvature is
isoparametric. Denoting the r-th power sum of principal curvatures by fr, the
Willmore condition for minimal hypersurfaces with constant scalar curvature is
equivalent to the condition that f3 = 0. Under their assumption, the principal
curvatures appear in form of λ, µ,−λ,−µ. Deng-Gu-Wei [DGW17] generalized
this result by dropping the non-negativity assumption of the scalar curvature.
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In the case n = 6, Scherfner-Vrancken-Weiss [SVW12] showed that a closed
hypersurface in S7 with H = f3 = f5 = 0, constant f4 and constant RM ≥ 0 is
isoparametric. Under their assumption, the principal curvatures appear in form
of λ, µ, ν,−λ,−µ,−ν.
The authors heard that Q. M. Cheng and G. X. Wei also did some relative
work in dimension n = 4.
The previous theorem of de Almeida and Brito is an application of another
theorem of theirs with more general setting:
Theorem 2 (de Almeida and Brito [dB90]) Let M3 be a closed 3-dimensional
Riemannian manifold. Suppose a is a smooth symmetric (0, 2) tensor field on M3
and A is its dual tensor field of type (1, 1). Suppose in addition
(1) RM ≥ 0;
(2) the field ∇a of type (0, 3) is symmetric;
(3) tr(A), tr(A2) are constants.
Then tr(A3) is a constant, and thus the eigenvalues of A.
To generalize de Almeida-Brito’s Theorem 2 for dimension 3 to any dimen-
sion, one has to conquer two difficulties: the technical difficulty in the proof on
the domain where A has n distinct eigenvalues and the integral estimate on the
domain where A has g < n distinct eigenvalues.
In [TWY19], Tang-Wei-Yan conquered the first difficulty and partially gen-
eralized the results mentioned before from n = 3, 4, 6 to any n > 3:
Theorem (Tang-Wei-Yan [TWY19]) Let Mn (n > 3) be a closed n-dimensional
Riemannian manifold on which
∫
M
RM ≥ 0. Suppose that a is a smooth symmet-
ric (0, 2) tensor field on Mn, and A is its dual tensor field of type (1, 1). If the
following conditions are satisfied:
(1) a is Codazzian;
(2) A has n distinct eigenvalues λ1, . . . , λn everywhere;
(3) tr(Ak) (k = 1, . . . , n− 1) are constants;
then
(a) tr(An) is a constant, i.e., λ1, . . . , λn are constants;
(b)
∫
M
RM ≡ 0.
Taking a as the second fundamental form, they immediately obtained the
following:
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Corollary (Tang-Wei-Yan [TWY19]) Let Mn (n > 3) be a closed hypersurface
in the unit sphere Sn+1. If the following conditions are satisfied:
(1) RM ≥ 0;
(2) the principal curvatures λ1, . . . , λn are distinct;
(3)
n∑
i=1
λki (k = 1, . . . , n− 1) are constants,
then Mn is isoparametric and RM ≡ 0. More precisely, Mn can be only one of
the following cases:
(a) Cartan’s example of isoparametric hypersurface M4 in S5 with four dis-
tinct principal curvatures;
(b) the isoparametric hypersurface M6 in S7 with six distinct principal cur-
vatures.
As the main result of this paper, we succeed in conquering the second dif-
ficulty and generalize de Almeida-Brito’s Theorem 2 to any dimension, which
provides us strong confidence in the Chern conjecture:
Theorem 1.1. Let Mn (n > 3) be a closed n-dimensional Riemannian manifold.
Suppose that a is a smooth symmetric (0, 2) tensor field on Mn, and A is its dual
tensor field of type (1, 1). If the following conditions are satisfied:
(1.1) RM ≥ 0;
(1.2) a is Codazzian;
(1.3) tr(Ak) (k = 1, . . . , n− 1) are constants;
then tr(An) is a constant, and thus the eigenvalues of A.
Moreover, if A has n distinct eigenvalues somewhere on Mn, then RM ≡ 0.
Again, taking a as the second fundamental form, we immediately obtain the
following corollary which generalized the Corollary of Tang-Wei-Yan:
Corollary 1.1. Let Mn (n > 3) be a closed hypersurface in the unit sphere Sn+1.
If the following conditions are satisfied:
(2.1) RM ≥ 0;
(2.2)
n∑
i=1
λki (k = 1, . . . , n−1) are constants for principal curvatures λ1, . . . , λn;
then Mn is isoparametric.
Moreover, if Mn has n distinct principal curvatures somewhere, then RM ≡
0.
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It is important to remark that condition (2.1) doesn’t force us to eliminate
any isoparametric hypersurfaces at all, since it is fulfilled by all the isoparametric
hypersurfaces in spheres via the following proposition, which generalizes Peng-
Terng’s Corollary 1 in [PT83] for minimal isoparametric hypersurfaces:
Proposition 1.1. For any isoparametric hypersurface Mn ⊂ Sn+1(1), the scalar
curvature RM ≥ 0.
We also remark that one can apply Theorem 1.1 to other Codazzian sym-
metric (0, 2) tensor a. For example, the manifolds with Codazzian Ricci tensor
are the B-manifolds defined by A. Gray ([TY15]), which are also widely studied.
The paper is organized as follows. In Section 2, we will first prove Proposition
1.1 in order to get familiar with isoparametric hypersurfaces. In Section 3, we
give some preliminaries for the proof of Theorem 1.1 and in Section 4, we will
finish the proof of Theorem 1.1. Then the Corollary 1.1 follows at once.
2. Scalar curvature of isoparametric hypersurfaces in spheres
We first list two equalities which will be useful later:
Lemma 2.1. For any θ in the domain of definition,
n∑
k=1
cot(θ +
k − 1
n
pi) = n cotnθ;(2.1)
n∑
k=1
cot2(θ +
k − 1
n
pi) = n2 cot2 nθ + n2 − n.(2.2)
Proof. The proof is based on Milnor’s paper [Mil82]. Substituting z = e−2iθ in
the equation
|zn − 1|2 =
n∏
k=1
|z − e−2i k−1n pi|2,
we obtain that
22 sin2 nθ = 22n
n∏
k=1
sin2(θ +
k − 1
n
pi).
Thus for θ ∈ (0, 1
n
pi), we get the trigonometric identity
(2.3)
n∏
k=1
sin(θ +
k − 1
n
pi) = 21−n sinnθ.
Then the general case follows by analytic continuation.
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Taking derivatives on both sides of (2.3) and dividing the derivatives by two
sides of (2.3) seperately, we obtain (2.1). Then (2.2) follows easily.

Now we give a proof of Proposition 1.1.
Proof. According to the fundamental result of Mu¨nzner, for an isoparametric
hypersurface Mn in Sn+1(1), its principal curvatures could be written as
cot θ, cot(θ +
pi
g
), · · · , cot(θ + g − 1
g
pi)
with multiplicities m1,m2, · · · ,mg and mk = mk+2 with subscripts mod g. Thus
the mean curvature of Mn is
H =
g∑
i=1
mi cot(θ +
i− 1
g
pi)
and the squared norm of the second fundamental form is
S =
g∑
i=1
mi cot
2(θ +
i− 1
g
pi).
If all the multiplicities are equal, denote m1 = m2 = · · · = mg = m, then
n = mg and the scalar curvature is (by using Lemma 2.1)
RM = n(n− 1) +H2 − S
= n(n− 1) +
(
m
g∑
i=1
cot(θ +
i− 1
g
pi)
)2
−m
g∑
i=1
cot2(θ +
i− 1
g
pi)
= n(n− 1) +m2g2 cot2 gθ −mg2 cot2 gθ −mg2 +mg
= n(n− g) (1 + cot2 gθ)
≥ 0,
and the “=” holds if and only if g = n.
If all of the multiplicities are not equal, then g is even and m1 = m3 = · · · =
mg−1, m2 = m4 = · · · = mg. Notice that now we get n = g(m1+m2)2 and
H = m1
g
2∑
i=1
cot(θ +
2(i− 1)
g
pi) +m2
g
2∑
i=1
cot(θ +
pi
g
+
2(i− 1)
g
pi)
=
g
2
m1 cot
g
2
θ +
g
2
m2 cot
g
2
(θ +
pi
g
)
=
g
2
(m1t− m2
t
)
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where in the last equality we use the notation t := cot g
2
θ for convenience.
S = m1
g
2∑
i=1
cot2(θ +
2(i− 1)
g
pi) +m2
g
2∑
i=1
cot2(θ +
pi
g
+
2(i− 1)
g
pi)
= m1
(
(
g
2
)2 cot2
g
2
θ + (
g
2
)2 − g
2
)
+m2
(
(
g
2
)2 cot2
g
2
(θ +
pi
g
) + (
g
2
)2 − g
2
)
=
g2
4
(m1t
2 +
m2
t2
) + n(
g
2
− 1).
Thus the scalar curvature is
RM = n(n− 1) +H2 − S
= n(n− 1) + g
2
4
(m1t− m2
t
)2 − g
2
4
(m1t
2 +
m2
t2
)− n(g
2
− 1)
=
g2
4
(m1 +m2)(m1 +m2 − 1) + g
2
4
(
m1(m1 − 1)t2 +m2(m2 − 1) 1
t2
− 2m2m2
)
=
g2
4
(
m1(m1 − 1)(1 + t2) +m2(m2 − 1)(1 + 1
t2
)
)
≥ 0.
and the “=” holds if and only if m1 = m2 = 1. 
3. Preliminaries for the proof of Theorem 1.1
From now on, we assume that Mn is connected and oriented. Otherwise,
we can discuss on each connected component of Mn or on the double covering of
Mn.
3.1. Notations. For convenience, we first make some notations. Let us denote
by λ1(p) ≤ λ2(p) ≤ · · · ≤ λn(p) the eigenvalues of A(p) for each p ∈ Mn. Note
that λi is continuous for each i = 1, · · · , n. Rewrite condition (1.3) as
(3.1)

λ1 + · · ·+ λn = c1
λ21 + · · ·+ λ2n = c2
· · · · · ·
λn−11 + · · ·+ λn−1n = cn−1,
where c1, · · · , cn−1 are constants and define a function on Mn,
(3.2) f := f(λ1(p), · · · , λn(p)) := λn1 + · · ·+ λnn.
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Notice that f is a smooth function on Mn. Denote λ = (λ1, λ2, · · · , λn), some-
times we will just regard f as a function of λ: f = f(λ). It is obvious that f is
constant if and only if λ1, · · · , λn are constants.
The following characteristic polynomial of A is important in our discussion:
(3.3) F (x) =
n∏
i=1
(x−λi) = xn−d1xn−1+d2xn−2−· · ·+(−1)n−1dn−1x+(−1)ndn,
where
(3.4)

d1 = λ1 + · · ·+ λn =
n∑
i=1
λi
d2 = λ1λ2 + · · ·+ λn−1λn =
n∑
i,j=1; i<j
λiλj
· · · · · ·
dn−1 =
n∑
i1,··· ,in−1=1; i1<···<in−1
λi1 · · ·λin−1
dn = λ1 · · ·λn
are the elementary symmetric polynomial of λ1, · · · , λn.
By Newton’s formula, d1, · · · , dn−1 are determined uniquely by c1, · · · , cn−1,
thus are constants. Moreover,
(3.5) dn = dn(f) =
(−1)n−1
n
f + C,
where C is a constant depending only on c1, · · · , cn−1.
We set
(3.6) F0(x) = x
n − d1xn−1 + d2xn−2 − · · ·+ (−1)n−1dn−1x.
Clearly, F0(x) is a polynomial of degree n with coefficients depending on c1, · · · , cn−1
and independent of f . Moreover, combining with (3.5), we have
(3.7) F (x) = F0(x)− 1
n
f + (−1)nC.
3.2. Discussion on Ω. Define a domain of Mn
Ω :=
{
p ∈Mn |
n∑
i=1
λji (p) = cj, ∀ j = 1, · · · , n− 1,(3.8)
and λ1(p) < λ2(p) < · · · < λn(p)
}
.
Then we will prove Theorem 1.1 in the following two cases:
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3.2.1. Case 1: Ω = ∅. Rewrite (λ1, · · · , λn) as
(λ1, · · · , λn) = (µ1, · · · , µ1, · · · , µg, · · · , µg),
with µ1 < µ2 < · · · < µg of multiplicities m1,m2, · · · ,mg, and
g∑
k=1
mk = n. In
this case, g < n, or equivalently, there is some k ∈ {1, · · · , g} with mk ≥ 2.
We will deal with this case by the following simple lemma which is totally
in linear algebra:
Lemma 3.1. There is at most one solution (µ1, · · · , µg) to the equations
(3.9)

m1µ1 + · · ·+mgµg = c1
m1µ
2
1 + · · ·+mgµ2g = c2
· · · · · ·
m1µ
n−1
1 + · · ·+mgµn−1g = cn−1
with some mk ≥ 2.
Proof. For convenience, rewrite the characteristic polynomial F (x) in (3.3) as
F (x) =
g∏
i=1
(x− µi)mi .
Notice that F (µ1) = F (µ2) = · · · = F (µg) = 0. By Rolle theorem, there exist
τ1, · · · , τg−1 with µ1 < τ1 < µ2 < τ2 < µ3 < · · · < τg−1 < µg such that F ′(τ1) =
F ′(τ2) = · · · = F ′(τg−1) = 0. Furthermore, noticing that µ1 < τ1 < µ2 < τ2 <
µ3 < · · · < τg−1 < µg are all the possible roots of F ′(x), we see easily
F ′(x) = n(x− µ1)m1−1(x− τ1)(x− µ2)m2−1(x− τ2) · · · (x− µg)mg−1.
Let k be the positive number such that the multiplicity mk ≥ 2 and mi = 1
for i ≤ k− 1. Clearly, µk is the k-th root of F ′(x) and is uniquely determined by
F ′(x) = F ′0(x), which is independent of f .
On the other hand, from
F (µk) = F0(µk) + (−1)ndn = 0,
it follows that dn = (−1)n−1F0(µk) is also uniquely determined.
Therefore, the polynomial F (x) is uniquely determined, and thus µ1, · · · , µg
the real roots of F (x). 
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Given a sequence m1, · · · ,mg with some mk ≥ 2, it follows from Lemma 3.1
that f = (−1)n−1n(dn−C) is a uniquely determined constant function. Since mi
(i = 1, · · · , g) are positive integers and ∑gi=1mi = n, we have only finite cases
with some mk ≥ 2, and in each case, f is a uniquely determined constant. Thus
the set of possible values of f is a discrete set. However, as we mentioned before,
f is a smooth function on Mn. Therefore, f must be constant on Mn, and thus
the eigenvalues λ1, · · · , λn of A.
3.2.2. Case 2: Ω 6= ∅. At the first glance, f is a smooth function on closed
Mn, thus the range of function f is Imf = [a0, b0] (a0 ≤ b0). Our first task in
this case is to investigate Imf .
Since Ω 6= ∅, it is directly seen that the polynomial F (x) defined in (3.3)
has n distinct real roots on Ω. Equivalently, the equation
(3.10) F (x) =
n∏
i=1
(x− λi) = F0(x)− 1
n
f + (−1)nC = 0
has n distinct roots λ1 < · · · < λn on Ω. To determine Imf , we start from
examining the polynomial F0(x) which is independent of f .
Notice that
F (λ1) = F (λ2) = · · · = F (λn) = 0.
By Rolle theorem, we can find τ1, · · · , τn−1 with λ1 < τ1 < λ2 < τ2 < · · · <
τn−1 < λn such that
F ′0(τi) = F
′(τi) = 0, ∀ i = 1, · · · , n− 1.
Thus for the polynomial function F0(x) of degree n, τ1, · · · , τn−1 are all the ex-
treme points of F0(x). We define b
′ to be the minimum of all the local maximal
values of F0(x), and a
′ to be the maximum of all the local minimum values. To
be more precise, when n is odd,
(3.11) b′ := min{F0(τ1), F0(τ3), · · · , F0(τn)},
and
(3.12) a′ := max{F0(τ2), F0(τ4), · · · , F0(τn−1)}.
For example, we give a figure of polynomial function F0(x) with degree 5 as
follows:
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Figure 1.
When n is even,
(3.13) b′ := min{F0(τ2), F0(τ4), · · · , F0(τn)},
and
(3.14) a′ := max{F0(τ1), F0(τ3), · · · , F0(τn−1)},
For example, we give a figure of polynomial function F0(x) with degree 4 as
follows:
Figure 2.
Recall the facts we mentioned above, that is, the equation (3.10) has n
distinct roots on Ω, it follows directly that
b′ > a′.
ON THE CHERN CONJECTURE FOR ISOPARAMETRIC HYPERSURFACES 13
Moreover, Observe that for any ξ ∈ [a0, b0], ξ could be expressed as the n-th
power sum of the roots of equations (3.9), that is, the equation
F0(x)− 1
n
ξ + (−1)nC = 0
has n real roots. Therefore, defining
(3.15) b := n ( b′ + (−1)nC ) , a := n ( a′ + (−1)nC ) ,
we obtain immediately that
Imf = [a0, b0] ⊂ [a, b].
So we need to consider four cases: (1) a0 > a, b0 < b; (2) a0 = a, b0 < b; (3)
a0 > a, b0 = b; (4) a0 = a, b0 = b.
For the case (1), that is, all the eigenvalues of A are distinct on Mn, it is
already completed by [TWY19]. In the following, it is sufficient for us to deal
with the case (4), the other cases are verbatim.
From now on, we assume that Imf = [a, b] with a < b, and a, b are achieved
on the points where F0(x) achieves the maximum of its local minimum values
and the minimum of its local maximum values, as we illustrated in (3.11)-(3.14)
and (3.15).
Using the same notations with those in [dB90], we define
X := {p ∈Mn : f(p) = a} = f−1(a)
Y := {p ∈Mn : a < f(p) < b}(3.16)
Z := {p ∈Mn : f(p) = b} = f−1(b)
Obviously,
Mn = X ∪ Y ∪ Z.
If Y = ∅, then f = a or b, and Theorem 1.1 follows from the continuity of f .
From now on, we will assume Y 6= ∅.
From the discussion on Imf = [a0, b0] as above and the assumption [a0, b0] =
[a, b], we derive the following geometric illustration of Y directly:
Lemma 3.2. Let (λ1, · · · , λn) be a solution to the equations (3.9). Suppose Ω 6=
∅ and Imf = [a, b]. Then
Y ⊂ Ω.
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For 0 < ε < b−a
2
, we let (similar to that in [dB90])
Xε := {p ∈Mn : a < f(p) < a+ ε}
Yε := {p ∈Mn : a+ ε ≤ f(p) ≤ b− ε}(3.17)
Zε := {p ∈Mn : b− ε < f(p) < b}
and infer from (3.16) that
Y = Xε ∪ Yε ∪ Zε.
4. Proof of Theorem 1.1
In this section, we continue to deal with the Case 2 in Subsection 3.2.2
under the assumption that Mn is closed, connected and oriented, Ω 6= ∅ and
Imf = [a, b] (a < b).
4.1. Structure equations on Y .
Firstly, we will take a look at the structure equations on the open set Y
of Mn. Actually, we are going to repeat some definitions and calculations of
[TWY19] in this subsection.
Locally, we choose an oriented orthonormal frame fields {ei, i = 1, . . . , n}
on Mn. Let {θi, i = 1, . . . , n} be the dual frame. Then one has the structure
equations: 
dθi =
n∑
j=1
ωij ∧ θj
dωij =
n∑
k=1
ωik ∧ ωkj −Rij,
where ωij is the connection form and Rij =
1
2
n∑
k,l=1
Rijklθk ∧ θl is the curvature
form.
Let a be a smooth symmetric (0, 2) tensor, which can be denoted by a =
n∑
i,j=1
aijθi ⊗ θj, where aij = a(ei, ej) is smooth and aij = aji. Then the covariant
derivative of a can be written by
∇a =
n∑
i,j,k=1
aijkθi ⊗ θj ⊗ θk,
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where
(4.1)
n∑
k=1
aijkθk = daij +
n∑
m=1
(aimωmj + amjωmi).
In addition, according to the assumption that the tensor a is Codazzian, that is,
(∇eka)(ei, ej) = (∇eia)(ek, ej) for any i, j, k = 1, . . . , n. It implies immediately
that aijk is symmetric, and so is ∇a.
Next, we choose a proper coordinate system on Y such that (U, (θ1, . . . , θn))
is admissible ([dB90]). Namely, (U, (θ1, . . . , θn)) satisfies
• (θ1, . . . , θn) is a smooth orthonormal coframe field on an open subset U
of Y ;
• θ1 ∧ . . . ∧ θn = vol, the volume form on U ;
• a =
n∑
i=1
λiθi ⊗ θi.
Evidently, when (U, (θ1, . . . , θn)) is admissible, the connection forms ωij on U are
uniquely determined and aij = λiδij.
On the other hand, it follows from Lemma 3.2 that Y ⊂ Ω. Thus each λi
(i = 1, . . . , n) is smooth on Y . We differentiate it to get the smooth 1-form dλi,
which can be expressed by the metric form θk as
dλi =
n∑
j=1
λijθj,
where λij are smooth functions on M
n. Besides, express the connection form ωij
as
(4.2) ωij :=
n∑
k=1
βijkθk
where βijk = ωij(ek). Then it follows from equation (4.1) immediately that
n∑
k=1
aiikθk = dλi =
n∑
k=1
λikθk, ∀ i = 1, . . . , n
n∑
k=1
aijkθk = (λi − λj)ωij = (λi − λj)
n∑
k=1
βijkθk, ∀ i 6= j.
Equivalently,
aiik = λik(4.3)
aijk = (λi − λj)βijk, ∀ i 6= j.(4.4)
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Differentiating the equations
(4.5)

λ1 + · · ·+ λn = c1
λ21 + · · ·+ λ2n = c2
. . . · · ·
λn−11 + · · ·+ λn−1n = cn−1
λn1 + · · ·+ λnn = f,
we obtain for each j = 1, . . . , n,
(4.6)

1 1 · · · 1
λ1 λ2 · · · λn
...
...
. . .
...
λn−21 λ
n−2
2 · · · λn−2n
λn−11 λ
n−1
2 · · · λn−1n


λ1j
λ2j
...
λn−1,j
λnj
 =

0
0
...
0
fj/n
 ,
where fj is defined as follows:
df =
n∑
j=1
(
n∑
i=1
nλn−1i λij)θj :=
n∑
j=1
fjθj.
Denote the n×n Vandermonde matrix on the left hand of (4.6) by D. It is known
that its determinant
γ := detD =
n∏
k,l=1; k>l
(λk − λl) 6= 0.
Then it follows from the equations (4.6) that
λij = (−1)i+n fj
nγ
n∏
k,l=1; k,l 6=i; k>l
(λk − λl)
= (−1)n+1fj
n
· 1n∏
k=1; k 6=i
(λk − λi)
.(4.7)
4.2. The (n − 1)-form ψ. As in [TWY19], we define an (n − 1)-form ψ as
follows:
ψ =
∑
σ
S(σ)θi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ ωin−1in ,
where σ(1, . . . , n) = (i1, . . . , in) is a permutation and S(σ) is the sign of σ. By
Lemma 4.1. of [TWY19], we know that ψ is globally well defined on Y .
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From [TWY19], we also have the differential of ψ as follows:
(4.8) (−1)n+1dψ =
(
(n− 2)! ·RM + (n− 3)!
n2
n∑
r=1
(−L(r))f 2r
)
· vol on Y,
where vol is the volume form and L(r) is defined as
L(r) :=
n∑
p,q=1; p 6=q; p,q 6=r
1
(λr − λp)(λr − λq) ·
n∏
k=1; k 6=p
(λk − λp) ·
n∏
l=1; l 6=q
(λl − λq)
.
By Lemma 2.1 ( a key lemma ) of [TWY19], we know that L(r) < 0 for each
r = 1, · · · , n. Then it follows from the assumption RM ≥ 0 that
(4.9)
∫
Y
(−1)n+1dψ ≥ 0.
Next, we are going to calculate df ∧ ψ.
From (4.2) and (4.4), it follows that
df ∧ ψ(4.10)
=
∑
σ
S(σ)
(
n∑
k=1
fkθk
)
∧ θi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ ωin−1in
= (−1)n
∑
σ
S(σ)
(
fin−1βin−1inin − finβin−1inin−1
)
θi1 ∧ θi2 ∧ · · · ∧ θin .
By (4.3) and (4.4), we have
fin−1βin−1inin − finβin−1inin−1
= fin−1
λinin−1
λin−1 − λin
− fin
λin−1in
λin−1 − λin
= (−1)n+1 1
n(λin−1 − λin)2
( f 2in−1
n∏
k=1; k 6=in−1,in
(λk − λin)
− f
2
in
n∏
k=1; k 6=in−1,in
(λk − λin−1)
)
.
Therefore,
df ∧ ψ = − 2
n
∑
σ
S(σ)
f 2in
(λin−1 − λin)2
n∏
k=1; k 6=in−1,in
(λk − λin−1)
θi1 ∧ θi2 ∧ · · · ∧ θin
= −2(n− 2)!
n
n∑
i,j=1;i 6=j
f 2i
(λi − λj)2
n∏
k=1;k 6=i,j
(λk − λj)
· vol on Y.
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For i = 1, · · · , n, define
ui := −2(n− 2)!
n
n∑
j=1;j 6=i
1
(λi − λj)2
n∏
k=1;k 6=i,j
(λk − λj)
,
thus
(4.11) df ∧ ψ =
n∑
i=1
uif
2
i · vol on Y.
When Y 6= ∅, for any smooth function η : (a, b) −→ R with compact
support, we follow [dB90] to apply Stokes’s theorem to
d ((η ◦ f)ψ) = (η ◦ f)dψ + (η′ ◦ f)df ∧ ψ
to obtain
(4.12)
∫
Y
(η ◦ f)dψ +
∫
Y
(η′ ◦ f)df ∧ ψ = 0.
Given a small ε, we choose a smooth function ηε : R→ R such that
(1) 0 ≤ ηε ≤ 1;
(2) ηε(t) = 0, for a ≤ t ≤ a+ εn or b− εn ≤ t ≤ b;
(3) ηε(t) = 1, for a+ ε ≤ t ≤ b− ε;
(4) η′ε ≥ 0 on (−∞, a+b2 ), η′ε ≤ 0 on (a+b2 ,+∞).
It follows from (4.9), (4.11) and (4.12) that
0 ≤
∫
Y
(−1)n+1(ηε ◦ f)dψ =
∫
Y
(−1)n(η′ε ◦ f)df ∧ ψ(4.13)
=
∫
Y
(η′ε ◦ f)
n∑
i=1
(−1)nuif 2i · vol
≤
∫
Y
A · |η′ε ◦ f | · |df |2 · vol
where for the last inequality and the number A we have used the following asser-
tion whose proof is left to the end of this paper.
Assertion 4.1. There exists a constant A > 0 depending only on n and
c1, c2, · · · , cn−1, such that
(−1)nui ≥ −A on Zε and (−1)nui ≤ A on Xε.
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On the other hand, for any smooth function h : R → R, we may apply
Stokes’s theorem to
d∗((h ◦ f)df) = (h′ ◦ f)|df |2 · vol + (h ◦ f)∆f · vol
to obtain
(4.14)
∫
Mn
(h′ ◦ f)|df |2 · vol +
∫
Mn
(h ◦ f)∆f · vol = 0.
Let hε : R→ R be the smooth function given by
hε =
{
ηε − 1 on (−∞, a+b2 ]
1− ηε on [a+b2 ,+∞)
Note that h′ε = |η′ε|. It follows from (4.14) that∫
Y
|η′ε ◦ f | · |df |2 · vol = −
∫
Mn
(hε ◦ f)∆f · vol ≤
∫
Mn
|hε ◦ f | · |∆f | · vol
By construction |hε| ≤ 1 and hε ◦ f = 0 on Yε.
Next, we will use a generalized version of Lemma 1 in [dB90]. Their proof
is for n = 3, but one can follow their proof and generalize the result to any
dimension:
lim
ε→0
∫
Mn−Yε
|∆f | · vol = 0 if X ∪ Z 6= ∅,
we obtain
lim
ε→0
∫
Mn
|hε ◦ f | · |∆f | · vol
= lim
ε→0
∫
Mn−Yε
|hε ◦ f | · |∆f | · vol
≤ lim
ε→0
∫
Mn−Yε
|∆f | · vol
= 0,
and thus
lim
ε→0
∫
Y
|η′ε ◦ f | · |df |2 · vol = 0.
Combining with (4.13), we have
lim
ε→0
∫
Y
(−1)n+1(ηε ◦ f)dψ = 0.
At last, since by assumption RM ≥ 0, Lemma 2.1 of [TWY19] and (4.8) lead
us to
0 ≤
∫
Yε′
(n− 3)!
n2
n∑
r=1
(−L(r))f 2r · vol ≤
∫
Y
(−1)n+1(ηε ◦ f)dψ
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for all 0 < ε ≤ ε′ < b−a
2
, it follows that fr = 0 on Y for any r = 1, · · · , n. Thus
f is constant on Y , and furthermore, constant on Mn.
The proof of Theorem 1.1 is now complete.
We conclude this section by giving a proof of
Assertion 4.1. There exists a constant A > 0 depending only on n and
c1, c2, · · · , cn−1, such that
(−1)nui ≥ −A on Zε and (−1)nui ≤ A on Xε.
Proof. Recall that
ui := −2(n− 2)!
n
n∑
j=1;j 6=i
1
(λi − λj)2
n∏
k=1;k 6=i,j
(λk − λj)
.
For j 6= i, define
(4.15) uij =
1
(λi − λj)2
n∏
k=1;k 6=i,j
(λk − λj)
,
then
(4.16) ui = −2(n− 2)!
n
n∑
j=1;j 6=i
uij.
As the first step, for the function f = f(λ(p)) with λ(p) = (λ1(p), · · · , λn(p)),
we need to clarify that according to the definition of a′, b′ and a, b, when f → a
from above or f → b from below, λ1 < λ2 < · · · < λn and all the λ′is depend on
f continuously. This is generally not right without the restriction on a′ and b′.
Denote
f−1(b) = (β1, β2, · · · , βn)
f−1(a) = (α1, α2, · · · , αn).
By the definition of a and b, we are surprised to find from Figure 1 and Figure
2 that when f → a or f → b, the multiplicity of αi or βj (i, j = 1, · · · , n) is at
most 2. More precisely, when n is odd,
β1 ≤ β2 < β3 ≤ β4 < · · · < βn−2 ≤ βn−1 < βn,(4.17)
α1 < α2 ≤ α3 < α4 ≤ · · · ≤ αn−2 < αn−1 ≤ αn,
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and similarly, when n is even,
β1 < β2 ≤ β3 < β4 ≤ · · · < βn−2 ≤ βn−1 < βn,(4.18)
α1 ≤ α2 < α3 ≤ α4 < · · · ≤ αn−2 < αn−1 ≤ αn,
We will only prove the inequality (−1)nui ≥ −A1 on Zε, the proof for
(−1)nui ≤ A2 on Xε is similar. Then we take A := max{A1, A2}.
We will firstly handle the case that there is only one βi with multiplicity 2.
Suppose when f → b from below, it happens that
β1 < β2 < · · · < βi = βi+1 < βi+2 < · · · < βn.
According to Lemma 3.2, we will deal with upj defined in (4.15) for each p on Zε:
(1) When p = i, observe that
ui,i+1 = (−1)i−1 1
(λi − λi+1)2 ·
1∏
k<i
(λi+1 − λk) ·
1∏
k>i+1
(λk − λi+1)
→ (−1)i−1(+∞) as f → b.
According to the explanations (4.17) and (4.18), (−1)n = (−1)i, thus
(−1)n+1ui,i+1 → +∞ as f → b.
For j 6= i, i+ 1,
uij =
1
(λi − λj)2
n∏
k=1;k 6=i,j
(λk − λj)
→ 1
(βi − βj)2
n∏
k=1;k 6=i,j
(βk − βj)
as f → b,
which is a finite value. Therefore, as f → b,
(−1)nui = (−1)n+12(n− 2)!
n
n∑
j=1;j 6=i
uij → +∞.
(2) When p = i+ 1, observe that
ui+1,i = (−1)i−1 1
(λi+1 − λi)2 ·
1∏
k<i
(λi − λk) ·
1∏
k>i+1
(λk − λi)
→ (−1)i−1(+∞) as f → b.
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According to the explanations (4.17) and (4.18), (−1)n = (−1)i, thus
(−1)n+1ui+1,i → +∞ as f → b.
For j 6= i, i+ 1,
ui+1,j =
1
(λi+1 − λj)2
n∏
k=1;k 6=i+1,j
(λk − λj)
→ 1
(βi+1 − βj)2
n∏
k=1;k 6=i+1,j
(βk − βj)
as f → b
which is a finite value. Therefore, as f → b,
(−1)nui+1 = (−1)n+12(n− 2)!
n
n∑
j=1;j 6=i+1
ui+1,j → +∞.
(3) When p 6= i, i+ 1, we see that
upi =
1
λi+1 − λi ·
1
(λp − λi)2
n∏
k=1;k 6=p,i,i+1
(λk − λi)
,
up,i+1 = − 1
λi+1 − λi ·
1
(λp − λi+1)2
n∏
k=1;k 6=p,i,i+1
(λk − λi+1)
,
thus
upi+up,i+1 =
1
λi+1 − λi ·
(λp − λi+1)2
∏
k 6=p,i,i+1
(λk − λi+1)− (λp − λi)2
∏
k 6=p,i,i+1
(λk − λi)
(λp − λi)2(λp − λi+1)2
∏
k 6=p,i,i+1
(λk − λi)(λk − λi+1) .
Define
H(x) = (λp − x)2
∏
k 6=p,i,i+1
(λk − x)
= (−1)n−1xn−1 + a1xn−2 + a2xn−3 + · · ·+ an−2x+ an−1,
where the coefficients ak = ak(n, λ1, · · · , λi−1, λi+2, · · · , λn), k = 1, · · · , n− 1.
Therefore, the numerator of upi + up,i+1 is
H(λi+1)−H(λi)
= (−1)n−1(λn−1i+1 − λn−1i ) + a1(λn−2i+1 − λn−2i ) + · · ·+ an−2(λi+1 − λi)
= (λi+1 − λi) ·
(
(−1)n−1(λn−2i+1 + λn−3i+1 λi + · · ·+ λn−2i ) + · · ·+ an−2
)
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and thus when f → b,
(−1)n+1(upi+up,i+1)→ (n− 1)β
n−2
i + (−1)n+1(n− 2)a1βn−3i + · · ·+ (−1)n+1an−2
(βp − βi)4
∏
k 6=p,i,i+1
(βk − βi)2 ,
where ak = ak(n, β1, · · · , βi−1, βi+2, · · · , βn), k = 1, · · · , n − 2. The limit is a
finite value.
For j 6= i, i+ 1, we see that
up,j → 1
(βp − βj)2
∏
k 6=p,j
(βk − βj) as f → b,
which is also a finite value.
Therefore,
(−1)nup = 2(n− 2)!
n
(
(−1)n+1(upi + up,i+1) + (−1)n+1
∑
j 6=p,i,i+1
upj
)
→ 2(n− 2)!
n
((n− 1)βn−2i + (−1)n+1(n− 2)a1βn−3i + · · ·+ (−1)n+1an−2
(βp − βi)4
∏
k 6=p,i,i+1
(βk − βi)2
+(−1)n+1
∑
j 6=p,i,i+1
1
(βp − βj)2
∏
k 6=p,j
(βk − βj)
)
:= A1(n, p),
which is a finite value.
For sufficiently small ε, define
−A1 = − max
p6=i,i+1
{|A1(n, p)|} − 1,
then we arrive at
(−1)nup ≥ −A1 on Zε.
If there are more than one βi with multiplicity 2, we only deal with the case
that there are two βi’s with multiplicity 2, since the proof for the other cases are
verbatim.
Suppose when f → b from below, it happens that
β1 < · · · < βi = βi+1 < · · · < βs = βs+1 < · · · < βn.
(1) When p = i, we see that
ui,i+1 = (−1)i−1 1
(λi − λi+1)2 ·
1∏
k<i
(λi+1 − λk) ·
1∏
k>i+1
(λk − λi+1)
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→ (−1)i−1(+∞) as f → b.
According to the explanations (4.17) and (4.18), (−1)n = (−1)i, thus
(−1)n+1ui,i+1 → +∞ as f → b as f → b.
As we discussed before,
(−1)n+1(uis+ui,s+1)→ (n− 1)β
n−2
s + (−1)n+1(n− 2)a1βn−3s + · · ·+ (−1)n+1an−2
(βi − βs)4
∏
k 6=p,s,s+1
(βk − βs)2 ,
where ak = ak(n, β1, · · · , βs−1, βs+2, · · · , βn), k = 1, · · · , n − 2. The limit is a
finite value.
For j 6= i, i+ 1, s, s+ 1,
uij → 1
(βi − βj)2
n∏
k=1;k 6=i,j
(βk − βj)
as f → b
which is a finite value. Therefore,
(−1)nui = (−1)n+12(n− 2)!
n
n∑
j=1;j 6=i
uij → +∞ as f → b.
(2) When p = i+ 1, s or s+ 1, the discussion is similar and
(−1)nui+1 → +∞, (−1)nus → +∞, (−1)nus+1 → +∞ as f → b.
(3) When p 6= i, i+ 1, s or s+ 1, as f → b,
(−1)n+1(upi+up,i+1)→ (n− 1)β
n−2
i + (−1)n+1(n− 2)a1βn−3i + · · ·+ (−1)n+1an−2
(βp − βi)4
∏
k 6=p,i,i+1
(βk − βi)2 ,
(−1)n+1(ups+up,s+1)→ (n− 1)β
n−2
s + (−1)n+1(n− 2)a′1βn−3s + · · ·+ (−1)n+1a′n−2
(βp − βs)4
∏
k 6=p,s,s+1
(βk − βs)2 ,
where ak = ak(n, β1, · · · , βi−1, βi+2, · · · , βn), and a′k = a′k(n, β1, · · · , βs−1, βs+2, · · · , βn),
k = 1, · · · , n− 2. The limits are both finite.
For j 6= p, i, i+ 1, s, s+ 1, we see that
up,j → 1
(βp − βj)2
∏
k 6=p,j
(βk − βj) as f → b,
which is also a finite value.
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Therefore,
(−1)nup = 2(n− 2)!
n
(
(−1)n+1(upi + up,i+1) + (−1)n+1(ups + up,s+1)
+(−1)n+1
∑
j 6=p,i,i+1,s,s+1
upj
)
→ 2(n− 2)!
n
((n− 1)βn−2i + (−1)n+1(n− 2)a1βn−3i + · · ·+ (−1)n+1an−2
(βp − βi)4
∏
k 6=p,i,i+1
(βk − βi)2
+
(n− 1)βn−2s + (−1)n+1(n− 2)a′1βn−3s + · · ·+ (−1)n+1a′n−2
(βp − βs)4
∏
k 6=p,s,s+1
(βk − βs)2
+(−1)n+1
∑
j 6=p,i,i+1,s,s+1
1
(βp − βj)2
∏
k 6=p,j
(βk − βj)
)
:= A1(n, p),
which is a finite value.
Again, for sufficiently small ε, define
−A1 = − max
p 6=i,i+1,s,s+1
{|A1(n, p)|} − 1,
then we arrive at
(−1)nup ≥ −A1 on Zε.

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