Abstract. It is shown that the set of learning systems having a singular stationary distribution is generic in the family of all systems satisfying the average contractivity condition.
0. Introduction. Generic properties of Markov operators have been studied in [1, [4] [5] [6] 8] . Lasota and Myjak [6] have proved that for most nonexpansive iterated function systems the corresponding stationary distribution is in fact singular.
In this paper we investigate iterated function systems with place dependent probabilities, so called learning systems. We prove results analogous to those obtained by Lasota and Myjak. Namely, in the family of all learning systems (S, p) satisfying the condition λ (S,p) = max x∈X N i=1 p i (x)L i ≤ 1, most have a singular stationary distribution. The proof of the main theorem is similar in spirit to the proof of Lasota and Myjak. The important difference is that the iterated function systems we study are not nonexpansive in the same norm. In the case examined by Lasota and Myjak all iterated function systems are nonexpansive in the Hutchinson norm (see [6] ).
The organization of the paper is as follows. In Section 1 we introduce definitions and notation. Section 2 contains auxiliary lemmas and theorems which are used in proving the main result of the paper. The main theorem is proved in Section 3.
1. Definitions and notation. Let X ⊂ R k be a compact convex set of positive (Lebesgue) measure m(X). Let B(X) denote the σ-algebra of Borel subsets of X and let M denote the family of all finite Borel measures on B(X). We denote by M 1 the set of all µ ∈ M such that µ(X) = 1. The elements of M 1 are called distributions.
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A measure µ ∈ M is called absolutely continuous if µ(A) = 0 for every A ∈ B(X) such that m(A) = 0, and it is called singular if there is Y ∈ B(X) with m(Y ) = 0 such that µ(Y ) = µ(X). By the Lebesgue Decomposition Theorem every measure µ ∈ M can be written in the form µ = µ a + µ s , where µ a is absolutely continuous and µ s is singular.
Let M sig = {µ 1 − µ 2 : µ 1 , µ 2 ∈ M} be the space of all signed finite (Borel) measures on X. For every l ≥ 1 we introduce the Fortet-Mourier norm (see [2, 3] )
where f, ν = Ì X f (x) ν(dx) and F l is the space of all continuous functions f : X → R such that sup x∈X |f (x)| ≤ 1 and |f (x) − f (y)| ≤ l x − y (here · denotes a norm in R k ). It can be proved (see [2] ) that the convergence
i.e. to the weak convergence of the sequence (µ n ) n≥1 to µ (here C(X) stands for the space of all continuous functions f : X → R). Hence the norms · l 1 and · l 2 for l 1 , l 2 ≥ 1 are equivalent. An operator P : M → M is called a Markov operator if it satisfies the following two conditions: (i) positive linearity:
(ii) preservation of the norm:
Fix an integer N ≥ 1. By a learning system
we mean a finite sequence of continuous transformations S i : X → X and continuous functions
as above is called a probability vector. We assume that S i is Lipschitzian with Lipschitz constant L i for i = 1, . . . , N .
For a learning system (S, p) the value
plays an important role. We denote by F the set of all learning systems (S, p) such that λ (S,p) ≤ 1. In F we introduce a metric d defined by
It is easy to prove that F endowed with the metric d is a complete metric space.
For a given learning system (S, p) we define the corresponding Markov operator P (S,p) : M → M by
We say that the learning system (S, p) has a stationary distribution (resp. is asymptotically stable) if the corresponding Markov operator P (S,p) has a stationary distribution (resp. is asymptotically stable).
Finally recall that a subset of a complete metric space X is called residual if its complement is a set of first Baire category.
Preliminary results.
In this section we recall some auxiliary facts and prove an easy lemma.
From Lemmas 2.1 and 2.2 of [6] one can deduce the following lemma:
Lemma 2.1. If a learning system (S, p) has a unique stationary distribution µ * , then either µ * is absolutely continuous or µ * is singular.
Lemma 2.2. Let S : X → X be a Lipschitz transformation with Lipschitz constant L S . Then for every ε > 0 and x 0 ∈ X there exists r > 0 and a Lipschitz transformation T : X → X with Lipschitz constant L T such that:
The proof can be found in [6, Lemma 3.5]. 
We set r i (x) = max(r i (x), δ) and
and consequently
Since the r i are Lipschitzian and X is compact, the functions q i are Lipschitzian.
Let F 0 be the set of all (S, p) ∈ F with the following properties:
p i is Lipschitzian and p i (x) > 0 for i ∈ {1, . . . , N } and x ∈ X, (2.4) the stationary distribution µ (S,p) corresponding to (S, p) is singular.
We are now in a position to recall the following theorem.
Proposition
Then P is asymptotically stable and for every ε > 0 there exists an integer n such that
For details see the proof of Theorem 3.1 in [9] . In fact Theorem 3.1 was proved for l = 1 but the same argument works for every l ≥ 1. 
Generic singularity of learning systems
Lemma 3.1. The set F 0 is dense in the space (F, d).
P r o o f. Fix (S, p) ∈ F and ε > 0. Let z ∈ X. Since X is convex we can define for i ∈ {1, . . . , N } new transformations S i : X → X by
where α = ε(4N diam X) −1 . It follows immediately that
Thus there exists i 0 ∈ {1, . . . , N } such that L i 0 := Lip S i 0 < 1. Let x 0 ∈ X be a fixed point of S i 0 . By Lemma 2.2 we find T : X → X with Lipschitz constant L T and with the following properties:
where η, r > 0 and
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By Lemma 2.3 there exists a probability vector (q 1 , . . . , q N ) such that q i : X → [0, 1] is Lipschitzian for i ∈ {1, . . . , N } and
Consider now the learning system (T 1 , . . . , T N ; q 1 , . . . , q N ), where T i = S i for i ∈ {1, . . . , N }, i = i 0 and T i 0 = T . It follows immediately from (3.1), (3.4) and (3.7) that d((S, p), (T, q)) < ε. From (3.3), (3.6) and the fact that q i is Lipschitzian for i ∈ {1, . . . , N }, according to Remark 2.1, (T, q) is asymptotically stable. On the other hand, from (3.3) and (3.5) it follows that there exists an integer n such that T n i 0 (X) = {x 0 }. Let P be the Markov operator corresponding to (T, q) and let µ * ∈ M 1 be its unique invariant measure. We have
By Lemma 2.1, µ * is singular. Consequently, (T, q) ∈ F 0 .
Remark 3.1. Suppose that (S, p) ∈ F 0 . Then there exists l ≥ 1 such that the adjoint U (S,P ) of P (S,p) satisfies the condition
P r o o f. Let r = max 1≤i≤N Lip p i . A simple calculation shows that (3.8) holds for
Lemma 3.2. Let (S, p) ∈ F 0 . Then for all ε > 0, l ≥ 1 and n ∈ N there exists δ > 0 such that for each (T, q) ∈ F, , p), (T, q) ).
For m > 1 we have
(S,p) f /t ∈ F 1 and the last inequality can be written as
This and the inequality (3.9) yield (3.10) sup
Set δ = ε(tnl) −1 to complete the proof.
Remark 3.2. For all ε > 0, l ≥ 1 and f ∈ C(X) there exists δ > 0 such that for any µ 1 , µ 2 ∈ M 1 ,
P r o o f. Let ε > 0 and f ∈ C(X). By Stone's Theorem there exists a Lipschitz function f : X → R satisfying
Without any loss of generality, we can assume that its Lipschitz constant L satisfies L ≥ 1. Let δ = ε(3L)
and we obtain | f , µ 1 − f , µ 2 | < ε/3. Consequently, we get
We are now in a position to prove the main result of our paper.
Theorem 3.1. The set F 0 of all (S, p) ∈ F which are asymptotically stable and have a singular stationary distribution is residual in F.
P r o o f. Let (f i ) i≥1 be a sequence dense in C(X). Fix n ∈ N and (S, p) ∈ F 0 . Let P (S,p) be the Markov operator corresponding to (S, p) and µ (S,p) its stationary distribution. Since µ (S,p) is singular, we can consider a compact set F (S,p),n ⊂ X such that
and m(F (S,p),n ) = 0.
Further, due to regularity of the Lebesgue measure we can find a positive number r (S,p),n such that
where B(F (S,p),n , r (S,p),n ) is the r (S,p),n -neighbourhood of F (S,p),n . Define A (S,p),n := X \B(F (S,p),n , r (S,p),n ). From (3.12) the set A (S,p),n is nonempty and we can consider the Tietze function h (S,p),n : X → R + given by the formula
, where x, A stands for the distance of the point x from the set A for A ⊂ X. It is easy to check that h (S,p),n (x) = 0 for x / ∈ B(F (S,p),n , r (S,p),n ), and h (S,p),n (x) = 1 for x ∈ F (S,p),n . For every (S, p) ∈ F 0 and n ∈ N we will define the values l ≥ 1, k ∈ N, ε > 0 and δ (S,p),n > 0. Namely, by Remark 3.1 there exists l ≥ 1 such that (3.13)
Using Remark 3.2 we can find ε > 0 such that for all µ 1 , µ 2 ∈ M 1 , (3.14)
. . , f n , h (S,p),n }. It follows from Proposition 2.1 and Remark 2.1 that there is an integer k such that
It follows from Lemma 3.2 that there is δ (S,p),n > 0 such that for all (T, q) ∈ F, Fix (T, q) ∈ F. Let P (T,q) denote the Markov operator corresponding to (T, q). Since X is compact, the operator P (T,q) has a stationary distribution µ (T,q) [7] , and to prove the asymptotic stability of P (T,q) , is enough to check the weak convergence of the sequence (P n (T,q) µ) n≥1 to µ (T,q) , i.e. for f ∈ C(X) and µ ∈ M 1 .
Assume for contradiction that the formula does not hold. Then there exist f i 0 ∈ C(X), µ ∈ M 1 , and an increasing sequence (n m ) m≥1 of integers such that (3.18) | f i 0 , P n m (T,q) µ − f i 0 , µ (T,q) | ≥ η for some η > 0 and all m ≥ 1.
Choose n 0 ∈ N so large that 1/n 0 ≤ η and n 0 > i 0 . Since (T, q) ∈ F it follows that (T, q) ∈ B F ((S, p), δ (S,p),n 0 ) for some (S, p) ∈ F 0 . Assume that l ≥ 1, k ∈ N and ε > 0 are such that conditions (3.13)-(3.15) hold for P (S,p) and n = n 0 ∈ N.
