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Abstract
Koopman operator theory, a powerful framework for discovering the underlying
dynamics of nonlinear dynamical systems, was recently shown to be intimately
connected with neural network training. In this work, we take the first steps in
making use of this connection. As Koopman operator theory is a linear theory,
a successful implementation of it in evolving network weights and biases offers
the promise of accelerated training, especially in the context of deep networks,
where optimization is inherently a non-convex problem. We show that Koopman
operator theory methods allow for accurate predictions of the weights and biases
of a feedforward, fully connected deep network over a non-trivial range of training
time. During this time window, we find that our approach is at least 10x faster
than gradient descent based methods, in line with the results expected from our
complexity analysis. We highlight additional methods by which our results can be
expanded to broader classes of networks and larger time intervals, which shall be
the focus of future work in this novel intersection between dynamical systems and
neural network theory.
1 Introduction
Despite their black box nature, the training of artificial neural networks (NNs) is a discrete dynamical
system. During training, NN weights evolve along a trajectory in an abstract weight space, the
path determined by the implemented learning algorithm, the data used for training, and the network
architecture. This dynamical systems picture is familiar, as many introductions to learning algorithms,
such as gradient descent (GD), attempt to visualize training as a process whereby weights are changed
iteratively under the influence of the loss landscape. Yet, while dynamical systems theory has
provided insight into the behavior of many complex systems, its application to NNs has been limited.
Recent advances in Koopman operator theory (KOT) have made it a powerful tool in studying the
underlying dynamics of nonlinear systems in a data-driven manner [1–9]. This begs the question, can
KOT be used to learn and predict the dynamics present in NN training? If so, can such an approach,
which we call Koopman training, afford us benefits that traditional NN training methods cannot?
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This viewpoint was recently proposed in work by one of the authors [10], which proved that KOT and
NN training are intimately connected. While significant effort has been dedicated to using NNs to
discover important features of KOT (e.g. [11–13]), this work is, to our knowledge, the first application
of KOT to the training of NNs.
An appealing aspect of KOT is that it is a linear theory for nonlinear dynamical systems. As
discussed later, this means that optimizing NNs using Koopman operators (KOs) involves only matrix
multiplications. As such computations can be considerably faster than GD and its variants, successful
application of KOT to NNs could greatly accelerate their training. We demonstrate this potential in
the context of the rapidly emerging field of NN differential equation solvers. However, we emphasize
that our methods are applicable to a wide range of NNs.
We begin by providing a brief introduction to KOT. We describe the existing argument that NN training
can be viewed as a process that evolves NN weights through the action of a KO. Additionally, we
reveal other possibilities KOT can have for the optimization of NNs. Next, we utilize this perspective
on a toy model NN, the “single” layer perceptron, to conceptually clarify how Koopman training
works and illustrate what advantages it may offer. We then present the results of Koopman training a
feedforward, fully connected, deep NN. Our basic implementation of Koopman training successfully
tracked weight and bias evolution over a non-trivial range of training steps, while doing so at less
than a tenth of the computational cost as compared to PyTorch’s standard GD implementation [14].
We end by discussing open problems in Koopman training and the potential more advanced KOT
methods offer in extending our results.
1.1 Related work
One of the authors recently showed that the renormalization group (RG), a widely used tool in
theoretical physics, is a KO [8]. This was achieved by viewing the RG as a discrete dynamical system
in “algorithmic time”. Another author took a similar perspective to identify KOs of interest for NN
training [10]. Unbeknownst (and in parallel) to us, general work connecting KOT to algorithms
(including GD) was very recently explored and offered as a way in which NN training could be
sped up [15]. However, while [15] focused on solving numerical problems by constructing the KO
associated with GD, we provide a full fledged study of NN training that uses GD. Additionally,
unlike [15], we provide a complexity analysis and show that Koopman training is bound to provide
computational savings over established GD, and related, methods. Lastly, we constructed a novel
application of KOT for predicting the future performance of NNs, which can be used to decide if
modifications to a NN are needed.
In machine learning, and especially deep learning, there has been little work that has taken the
perspective that the training of NNs is a discrete dynamical system [16, 17]. However, we note that
our work is similar in spirit to [18–21], all of which took general dynamical systems view points
on NN problems, although only [20] looked at the effect of training on the NN weights. While the
focus of [20] was on the macroscopic properties training had on the weights’ trajectory, we examined
the evolution and prediction of individual weights using KOT. Finally, recent work has argued that
backpropagation is a functor [22]. As KO is itself a functor, our work and [22] share themes. However,
we applied KOT to predict weight evolution in a practical setting, which [22] did not pursue.
2 KOT and its connection to NNs
KOT is a dynamical systems theory developed by Bernard Koopman in 1931, and then expanded
upon by Koopman and John von Neumann in 1932 [23, 24]. In the past two decades, it has had a
resurgence due to newly developed analytical and data driven methods [1–9, 25–30].
We begin by recalling the classical perspective on dynamical systems. Let some discrete dynamical
system (M, t, T ) be parametrized by the state space parameters {w1, w2, w3, .., wN} ≡ w ∈M ⊆
RN , where the evolution of w over discrete time t ∈ Z is governed by the dynamical map T :M→
M, such that
w(t+ 1) = T (w(t)) (1)
Tracking the evolution of w allows for knowledge of every quantity of interest in the system. To
simplify the discussions in this section, we assume that the systems under study are autonomous (i.e.
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T is not an explicit function of t). However, generalizations to non-autonomous systems are available
[31].
KOT takes a different perspective, namely that of studying the state space functions of (M, t, T ).
Let g : M → C be some observable (state space function) of interest. Here, we assume that
g ∈ F = L2(M, ρ), where ||ρ||M =
∫
M ρ(w)dw = 1 and ρ is a positive, single valued analytic
function that supplies the measure for the functional space. The Koopman operator associated with
g ∈ F is defined to be the object U : F → F , that supplies the following action for g,
Ug(w) = g ◦ T (w) (2)
Eq. 2 shows that the KO is an object that lifts our perspective from the original, possibly nonlinear,
dynamical system (M, t, T ) to a new, certainly linear, dynamical system (F , t, U ), thanks to the
linearity inherent to the composition g ◦ T . Extending the definition to describe the associated KO
U : Fk → Fk of some vector observable g ≡ {g1, g2, ..., gk} is also natural
Ug(w) = g ◦ T (w) (3)
While the linearity of U is an obvious advantage of working under this perspective, difficulties arise
from the fact that U is usually an infinite dimensional operator. However, a number of powerful,
data-driven methods based on rigorous theory have emerged to accurately approximate U (e.g. [3,
11, 28–30]). The finite section (also called the Galerkin projection) method is a simple algorithm
used to approximate the Koopman operator from time series data [28, 30]. It finds an approximation
to U , U˜ , using the data matrix F =
[
~g1|...|~gm
]
, F being comprised of the first n time points of m
observables ~g1, ..., ~gm (e.g. ~gi = [gi(1), gi(2), ..., gi(n)]†)
U˜ = F+F ′ (4)
where F ′ is the data matrix shifted one time step forward and F+ is the Moore-Penrose pseudoinverse
of F (i.e. F+ = (F †F )−1F †). Note that, given the dependence of Eq. 4 on the data matrix,
constructing F from a different set of observables will lead to a different U˜ .
As noted in the Sec. 1, NN training can be viewed as a discrete dynamical system. To see this, let
w ≡ {w1, w2, ..., wN} ∈ M ⊆ RN be the N weights of the NN and T be the training algorithm.
Then
w(t+ 1) = T (w(t)) (5)
describes the training of the NN, where t is the number of training iterations. By definition, this
describes a discrete dynamical system parameterized by w, with t serving as the temporal parameter
and the training algorithm T supplying the temporal map (also called the cascade or evolution
function).
An important observable of (M, t, T ) is the loss function L(w), which evolves due to the action of
the training process. Let U be the object supplying that action. Clearly,
L(t+ 1) = UL(t) (6)
Since,
L(t+ 1) = L(w(t+ 1)) = L(T (w(t))) (7)
we have,
UL(w) = L ◦ T (w) (8)
Therefore, by Eq. 2, NN training evolves L via the action of a KO. We stress that U is mapping an
observable (state space function) to an observable (state space function). Note that Eq. 8 stands for a
wide class of NN implementations, and generalizes beyond the settings we will study.
Eq. 8 gives a natural way of predicting NN performance (via the evolution of L), without needing to
undergo further training. It also provides a fast method to determine whether/when the NN will reach
a suitable loss and/or when it needs adjustments. While it is an interesting and powerful component
of what can be called the “Koopman toolkit for NNs”, we focus on something even more valuable.
An important vector observable of (M, t, T ) is I(w) = w. Arguments similar to Eqs. 6–8 give
UI(w) = I ◦ T (w) =⇒ Uw(t) = w(t+ 1) (9)
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for some U . Precise, and sufficient training data for w, saved after each training iteration, could build
an accurate U˜ for the chosen NN. U˜ could then be used to train that NN further, avoiding the costly
forward-backward passes and associated computations that standard training algorithms require. This
is precisely what is meant by Koopman training. Secs. 3 and 4 explore if Koopman training, via the
finite section method (Galerkin projection), could be practical, efficient, and useful.
Constructing U˜ using Eq. 4 involves multiplying large matrices. However, since KOT is a linear
theory, both the construction and usage complexity of Koopman training is comprised solely of basic
matrix-matrix and matrix-vector operations, none of which involve large constant coefficients. We
carried out basic complexity calculations to assess the expected scaling of run time with the size of
the NN and data matrix, F , used to construct U˜ (see Supplemental Material Sec. S1). We prove
that the order of per iteration complexity associated with some natural groupings of NN weights as
observables is bounded above by the complexity of the typical training methods. We show in Secs. 3
and 4 that these groupings allowed for the accurate tracking of weight dynamics. Given that the per
iteration complexity of standard training methods can involve large constant coefficients (especially
for large batch sizes), Koopman training could emerge as a powerful tool for NNs.
We end this section by discussing another application of existing KOT techniques to NNs - Koopman
training via mode decomposition [3, 11, 28–30]. While we do not implement it as part of this work,
it is an exciting future direction.
For (F , t, U ), an observable (state function) φi ∈ F is an eigenfunction of U if ∃ λi ∈ C such that
Uφi = e
λiφi (10)
Let us assume that the dynamical system under study is such that any set of observables
{g1(w), g2(w), ..., gk(w)} ≡ g(w) ∈ Fk can be decomposed into a discrete spectrum of φi ∈ F
g(w) =
∞∑
1
giφi (11)
where the gi are called the Koopman modes associated with the eigenfunction decomposition of
g(w). Such an assumption holds true for a wide class of nonlinear systems, although in the most
general nonlinear settings, Eq. 11 needs the addition of a continuous spectrum. Combining Eqs. 3
and 11, we have
Ug(w) =
∞∑
1
gie
λiφi (12)
The same representation, after t training steps, gives
U...........U︸ ︷︷ ︸
t times
g = U tg(w) =
∞∑
1
gie
λitφi (13)
Eq. 13 tells us that the NN training dynamics, in each of the directions of weight space defined by
the gi, are determined by the magnitude of the corresponding λi. This representation then provides
a direct prediction of the long-term behavior of w without needing iterative matrix multiplications.
Unlike the application of Eq. 4, the computational complexity of leveraging Eq. 12 comes solely from
the cost of discovering the leading triplets (φi, λi,gi) associated with the evolution of the identity
observable, I(w). Such implementations of KOT are the focus of upcoming work.
3 Koopman training a perceptron
To begin exploring the idea of Koopman training NNs, and to concretely illustrate how it can be
implemented, we considered a single layer perceptron, a simple type of linear classifier [32]. This
NN has no hidden layers, but a sole set of weights connecting the input and output layers (Fig. 1a).
For this NN, the training at each time step is determined by the NN weights w, the input x, and the
target output y. The actual value of ith output unit, yˆi, is given by
yˆi = f
(∑
j
wijxj
)
= f (wi · x) (14)
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Figure 1: Koopman training a perceptron. (a) A schematic of the four unit input, two unit output
perceptron that we used. Learning the task amounted to strengthening the “relevant” weights (thick
lines) and weakening the “irrelevant” weights (thin lines). (b) Typical example of the evolution of the
relevant (top) and the irrelevant (bottom) weights using just perceptron training and using the three
Koopman training procedures. (c) Schematic of the three different methods used for implementing
Koopman training. Top, illustration of the trajectory in weight space that the constructed KOs govern.
Bottom, illustration of which weights were used to build the KOs (black lines). (d) Percent error
during training, meaned across 1000 simulations. A sliding window, of width 50 training steps, was
used to smooth the curves. Shaded area represents mean ± standard error of mean (SEM).
where f is a nonlinear function. In this case, f was the step function
f(wi · x) =
{
1 if wi · x > 1,
0 otherwise
(15)
The perceptron learning rule is given by
∆w = −η e e = yˆ− y · xT (16)
where η is the learning rate and e is the error [32].
We trained a four unit input, two unit output perceptron. Each of the output units learned to perform
a logical OR on one half of the input units (Fig. 1a). That is, the first (second) output unit was
trained to be active iff at least one of the first (last) two input units was active. Over the course of the
training, the NN learned to ignore the “irrelevant” weights and strengthen the “relevant” ones (Fig. 1b
black lines). All parameters used for the perceptron and its training are in given in the Supplemental
Material (Table S1).
The exact way in which Koopman training is executed depends on how the observables are chosen
to construct the KO(s). The simplest approach is to consider each weight’s trajectory independent
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of all the others. For such a case, we build separate KOs for each weight, such that they govern
the evolution of their associated weight (Fig. 1c, left). We call these the Single Weight KOs. The
implementation of this type of Koopman training requires the weights’ values over some time window
of training, t ∈ [1, T ]. The finite section method, Eq. 4, is then applied to get U˜ij for weight wij ,
with F = [wij(1), ..., wij(T )]†. Each Single Weight KO is then applied to its respective weights
for further evolution. In this case, U˜ij is a scalar and has a very simple action. If it is greater than
1, then wij is expected to grow with each application of U˜ij (e.g. wij is relevant). Similarly, if U˜ij
is less than 1, repeated applications will decay wij to 0 (e.g. wij is irrelevant). Alternatively, we
could construct a sole KO that prescribes the evolution of all the weights together as a one action (Fig.
1c, right). In this case, we have a single vector observable I(w) = w = {w11, w12, ..., w24} and
F is
[
[w11(1), ..., w11(T )]
†
∣∣∣[w12(1), ..., w12(T )]†∣∣∣............∣∣∣[w24(1), ..., w24(T )]†]. Finally, we also
consider a method somewhere in-between, where we construct one KO for each collection of weights
that innervate a given output unit. Here, for each vector observable I(wi) = wi = {wi1, wi2, ...wi4},
we have the data matrix
[
[wi1(1), ..., wi1(T )]
†
∣∣∣[wi2(1), ..., wi2(T )]†∣∣∣............∣∣∣[wi4(1), ..., wi4(T )]†]
We call these Node KOs (Fig. 1c, middle).
The results of applying Koopman training to the perceptron after 100 training steps, as compared
to training using only the perceptron rule, are shown in Fig. 1d. All three implementations of
Koopman training led to a reduction in the number of training steps needed to reach asymptotic
performance. There are two major reasons for this, as seen in Fig. 1b. First, the Koopman evolved
weights grow/decay faster. In this simple example, a perfect network has relevant weights greater
than one and irrelevant weights less than one-half. Because continued growth/decay has no effect on
performance, Koopman training has the network reach, and stay at, the optimal state sooner. Second,
whereas the perceptron rule requires constant data to train, some of which can lead to no change in
the weights, Koopman training does not, and therefore continually pushes the weights towards their
optimal states.Because Single Weight KOs cause exponential growth/decay, they lead to the fastest
approach to asymptotic performance. Thus, Single Weight Koopman training is a powerful tool when
identifying the long-term dynamical trends of weight evolution is more important than the accurate
tracking of the weights themselves.
However, this exponential growth/decay of the weights does not allow for the capture of richer
dynamics (Fig. 1b). This will lead to inaccurate predictions when the NN’s optimal state is more
complicated. It is therefore encouraging to see that our other two implementations of Koopman
training, Node and Layer, also led to a reduction in the number of training steps and tracked (i.e.
agreed with) the perceptron rule trained weights better (Fig. 1b).
These results illustrate how one can, in practice, implement Koopman training. They also highlights
the possible power it offers in accelerating the training process. Whether these methods can be
successfully applied to networks beyond the single layer perceptron is the subject of the next section.
4 Koopman training a feedforward, fully connected, deep NN
We next applied Koopman training to a feedforward, fully connected, deep NN solver designed
for studying Hamiltonian systems [33]. The NN used unsupervised learning to generate smooth
functional approximations for the expected solutions of various systems. It was demonstrated
to be significantly more accurate than traditional numerical integrators at an equivalent level of
discretization. In general, NN differential equation solvers are a rapidly emerging class of tools for
attacking complex systems, as they have been found to have benefits that traditional methods do
not. This is partly because they can embed important features of high dimensional systems in low
dimensional settings and partly because they can leverage the immense parallelization capacities of
modern GPUs. We note that NN differential equation solvers are in no way optimized or otherwise
specially suited for Koopman training.
A schematic of the used NN solver is shown in Fig. 2a. For ease of implementation, we modified the
NN solver to have sigmoid activation functions, a learning rate with a weak training step dependent
decay, and gradient descent (GD) via backpropagation (see Supplemental Material Sec. S3 for more
details). Finally, because of the expected deficiencies of Single Weight Koopman training, and
complexity considerations (see Supplemental Material Sec. S1), we used Node Koopman training.
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Figure 2: Koopman training a feedforward, fully connected, deep NN. (a) Schematic of the NN
that we used [33]. (b) Left, schematic of the data used to build each Node KO. Right, schematic of how
Koopman training was implemented and assessed. (c) Schematic of how we computed the number
of GD equivalent training steps, T eq, Koopman training took. (d) Distribution of T eq. Unsuccessful
networks are given T eq = 0. The median of the distribution, 2467.5, is marked by the black arrow.
(e) Distribution of individual end weight deviations, δij , as a function PGDij (tend)− Pij(t2) for the 24
networks with the smallest δ. (Inset) Main figure zoomed in around the center. Colors go from red
(24th smallest δ) to blue (smallest δ). (f) Distribution of ln(run time) of the successful networks for
both Koopman training and GD.
At the end of each training step, we saved the weights and biases of the network. We treated each
node’s bias as another weight from an always active unit to the node. The data used to construct
each Node KO was then just the weights and bias that innervate it, which we refer to collectively as
Pi (Fig. 2b left), taken from training step t1 to t2 (Fig. 2b right). After t2, we made a copy of the
network, continuing to use GD to train one version, and implementing Koopman training on the other
(Fig. 2b right). We performed T Koopman training steps.
Because each U˜ is an approximation to the true Node KO, a training step using U˜ is never exactly
equivalent to a single application of GD. We therefore devised a performance based measure, T eq,
which quantified how many equivalent GD steps Koopman training made. First, we computed the
loss of the Koopman trained network after T iterations. Then, starting from t2, we computed the
number of training steps GD needed to achieve an equivalent reduction in loss, t∗ (Fig. 2c). T eq was
then given by T eq = t∗ − t2.
Any network where the loss after Koopman training was less than before Koopman training was
started (i.e. T eq > 0) was considered a success. Of the 100 random initial configurations we tested,
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we found that 93 of them were successful. We also found that the number of Koopman training steps,
T = 2500, closely matched the number of equivalent GD steps (Fig. 2d - median T eq = 2467.5),
suggesting that the Koopman trained networks were able to perform as well as the GD networks.
To examine how well Koopman training tracks the weights and biases of the GD networks, we
computed the distance between the two resulting networks (Fig. 2b right). Here, distance is defined
as the `2 norm between the weights and biases at tend of the Koopman trained and GD trained NNs
δ =
√∑
i,j
δ2ij δij = P
KO
ij (tend)− PGDij (tend) (17)
While the degree of this tracking varied between the successful networks, after 2500 Koopman
training steps the top quarter of the successful networks had very small δ. This accuracy could be
potentially be caused by the NNs being in a “static” state when Koopman training was started. In
such a case, it would be hardly surprising or interesting that Koopman training was able to track
the networks’ weights and biases. However, we found that the top 24 NNs had weights/biases that
had significant evolution under GD training (Fig. 2e x-axis limits). Therefore, these networks were
not stuck in a static state when Koopman training was initiated. Importantly, we also found that
the weights and biases that evolved the most were among the best tracked by Koopman training. In
general, the δij were around two orders of magnitude smaller than the amount of change in the GD
network (see the tight band of points along the y = 0 line in Fig. 2e).
These results verified that Koopman training can closely match GD training, as seen in its ability
to track loss, biases, and weights over a non-trivial range of training steps. This demonstrates that
the Nodes KOs were able to capture the relevant underlying dynamics well. Given that Koopman
training is expected to be faster than GD, we measured the amount of time it took to perform
T = 2500 Koopman training steps, and compared it to how long GD, which made use of optimized
PyTorch packages [14], took to do T eq steps (Fig. 2f). Koopman training was found to be 10x faster
(1.30± 0.07 seconds vs. 13.91± 5.73 seconds - median ± std) during its usage. This is in line with
the savings expected from complexity arguments (see Supplemental Material Sec. S1).
5 Conclusion
We demonstrate the first application of Koopman operator theory to the training of neural networks.
Koopman training was initially tested on a perceptron trained to perform an extension of a logical OR
task (Fig. 1). We show that all three of the different approaches to Koopman training we considered
(Single Weight, Node, and Layer) greatly reduced the number of training steps required to reach
asymptotic performance (Fig. 1d), thus demonstrating its power in identifying long-term trends in
weight dynamics. We then applied Koopman training to a feedforward, fully connected, deep NN
differential equation solver [33] (Fig. 2). Over a non-trivial range of training time, Koopman training
accurately predicted the expected evolution of the weights and biases under gradient descent. This
was true for even the weights and biases that themselves underwent a lot of change in the GD network
(Fig. 2e). This allowed the Koopman trained networks to perform similarly in terms of the loss (Fig.
2d). Because of the linearity and simplicity of Koopman training, we also achieved a 10x speed-up
over the relevant training time period, when compared to PyTorch’s GD implementation [14] (Fig.
2f). Importantly, our methods are transferable across platforms, which allows users the freedom
of using their choice of platform for Koopman training. The power of this can be seen in the fact
that implementing node Koopman training via Matlab was found to be more than 100x faster than
Pytorch’s GD. Lastly, Koopman training is highly amenable to parallelization via GPUs, since it only
involves matrix-matrix and matrix-vector computations.
Our results, while limited, illustrate that the connections between NN training and KOT (and
dynamical systems in general) are not just of theoretical interest, but have the potential to offer
real benefits for the training of NNs. A number of questions will need to be addressed by future
work in order to further extend and test the utility of Koopman training. First, a simplification we
made in our numerical studies was that we employed a “one size fits all” approach to implementing
Koopman training, ignoring any variations in where a given network was in its weight and bias
evolution. The fact that this crude approach was successful in 93% of the randomly initialized
networks we tested speaks to the power of KOT. Analysis on where in a network’s trajectory
switching to Koopman training is optimal is an important next step. And second, whether and how
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more sophisticated tools from KOT (such as Koopman mode decomposition, Eq. 13) can be used
to implement Koopman training is an exciting avenue of future research. As was noted in Sec. 2,
Koopman mode decomposition, in theory, gives the long-term dynamics of the network parameters,
meaning that the NN training fixed point(s) and their neighborhood(s) (local loss minimas) can be
known immediately once an adequate number of the leading (φi, λi,gi) triplets are identified. This
offers the promise of an even greater reduction in training time. Because there exist powerful tools to
do this decomposition in the KOT community (e.g. [3, 11, 28–30]), we believe this to be achievable.
KOT is an exciting, powerful, and growing theory, and we hope that this additionally illustrates its
potential as a tool for those studying and training NNs.
Broader Impact
Koopman training, the technique we present in this paper, is an exciting, novel approach to optimizing
neural networks. We believe it can be generally used to reduce the computational costs consumed
during the training phase, a claim our complexity calculations and numerical examples support. These
savings, which more advanced methods of Koopman training should increase, may translate into
lowering the monetary costs, time, and energy needed to optimize neural networks. Additionally,
future work may allow for larger networks and more complicated problems to be considered, as
well as allow those without significant funding and computing power (e.g. researchers in non-R1
universities and small companies) to train neural networks of higher utility. As neural networks have
become a staple in an ever growing number of academic and commercial fields, Koopman training
has the potential for wide impact.
Finally, this paper is among a growing minority of work that highlights the power viewing neural
networks from a dynamical systems perspective can bring. We believe that both the neural network
and Koopman operator theory communities will benefit from future interdisciplinary exchanges that
this work hopes to inspire.
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