The procedure by which the number of significant discriminant functions are determined is much like the statistical procedure canonical correlation. The first discriminant function provides the best separation among groups. Then, a second discriminant function is found that is orthogonal to the first and does not contain any associations that were found in the first discriminant function. This procedure continues until all orthogonal discriminant functions are evaluated. To note, only the first one or two discriminant functions determined reliably discriminate among groups. DISCRIM can be understood as a backward approach of multivariate analysis of variance (MANOVA). Mathematically, the procedures are the same. Conceptually, they are alike in that if the MANOVA yields significant group mean differences, the combination of dependent variables can be considered to predict that group membership. With MANOVA, the independent variables represent the groups and the dependent variables represent the predictors. Conversely, with DICRIM, the independent variables are the predictors and the dependent variables are the groups. The essential difference between DISCRIM and MANOVA is in regards to the type of research question that is being asked: MANOVA: Is group membership associated with reliable mean differences in combined DV scores? DISCRIM: Can predictors be combined to predict group membership reliably? DISCRIM is an extension of MANOVA in many ways. First, DISCRIM is able to put cases into group, referred to as "classification". Further, it evaluates the adequacy of the classification, e.g., how many of the subjects are correctly classified into the group? DISCRIM, unlike MANOVA, attempts to interpret the pattern of differences among the predictors to better understand the manner in which the groups differ.
Assumptions and type of data required
To run a Discriminant Function Analysis predictor variables must be either interval or ratio scale data. The dependent variable (group membership) can obviously be nominal. Logistic regression is used when predictor variables are not interval or ratio but rather nominal or ordinal.
1. The predictor variables must be normally distributed. 2. Scores on predictors are independently and randomly sampled from a population. 3. There must be linear relationships among all pairs of predictors within each group. 4. The distribution of the predictor variables must be of equal variance within each group. 5. There should be approximately 20 subjects per predictor variable Additional guidelines: • Tabachnik and Fidell (1996) provide a simple rule of thumb for using the statistical procedure: DISCRIM is optimal when ANOVA is optimal.
• No special problems are posed by unequal sample sizes in groups (as DISCRIM is typically a one-way analysis).
• Sample sizes are often unequal due to naturally occurring groups. As the difference in sample size increases, larger overall sample sizes are needed to ensure robustness. Tabachnik and Fidell (1996) In this data set, I will attempt to predict group membership of ADHD subtype. The subtypes under investigation in this dataset are the predominantly inattentive ADHD subtype (this subtype manifests symptoms of inattention without symptoms of hyperactivity), and the combined ADHD subtype (which has both symptoms of inattention and hyperactivity). Children were placed into their respective subtype according to DSM-IV subtype classification criteria.
For this particular analysis I wanted to examine the ability of the Wisconsin Card Sorting Task (WCST) in correctly assigning cases to their respective inattentive or combined subtype diagnosis. The WCST is a novel problem solving task that is believed to test the domains of set-shifting, working memory, and impulsivity. The WCST is composed of many different variables, however only three variables will be examined for this particular analysis. These include (1) the total number of errors, (2) perseverative responses, and (3) perseverative errors.
Data Analysis/Discussion
Background demographics: The total size of this data set is N = 158. The subjects that met the selection criteria for this analysis (having all three variables of the WCST) was 147. The following is a breakdown of the sample used in this analysis:
The discriminant function analysis was run on SPSS 9.0. In the first analysis I entered all independents together. When using this option "entering independents together" all predictor variables are analyzed at once and given equal priority-in other words no special relationship is predicted or assumed to exist with any one of the predictor variable(s) and group membership. Under the classify box is the option of setting prior probabilities. This option will play an important role in this analysis since there is a large discrepancy between the sample sizes of each subtype (ADHD/C = 118 cases, and ADHD/I = 29 cases). In the first analysis I selected "computing from group sizes". When selecting this option you let the actual group sizes in your sample determine the probabilities of group membership-in other words under this option the probability of ADHD/C group membership is 80.3% and ADHD/I group membership 19.7% as listed in the sample breakdown above. I was not able to cut and paste all my results but I did copy the most important table which is the "Classification results" typically the last data output box in a discriminant function analysis (this summarizes the most critical information regarding group membership with the use of the selected predictor variables). Make sure to click the summary table option in the display box to obtain a classification results The results obtained show that group membership selection was not bolstered in any way whatsoever with the use of the WCST predictor variables. Even though 80.3% of cases were correctly classified this is not greater than the probabilities already determined from group sizes where 80.3% of the sample is composed of the ADHD/C subtype. As you can see all cases were classified under the 1 column as combined ADHD subtype cases and not a single ADHD/I case was correctly classified.
Analysis #2
I decided to run another analysis, and this time I selected the "all groups equal" option in the prior probabilities box rather than "compute from group sizes" as I did in the first analysis and the results were as follows:
Classification of Results

Dx of group: 1 = ADHD/C, 3 = ADHD/I Classification Results
Predicted In this analysis the probability of group membership was selected as equal. This entails that the probability of group membership is equal regardless of discrepancies in group size. Analyzing the data with this option was useful since the ADHD/C group was much larger than the ADHD/I group and in this manner controlled for the large difference in group size between the subtypes. The results show that 55.9% of the ADHD/C's were classified correctly and 44.1% of the ADHD/C's were classified incorrectly. Of the ADHD/I's 55.2% were classified correctly and 44.8% were classified incorrectly. Overall only 55.8% or the original grouped cases were correctly classified-this entails only an additional 5.8% above chance alone. Since the predictor variables were so weak in correctly identifying group membership of cases a step-wise discriminant function analysis could not be performed (since discriminant function analysis requires that predictor variables that reach a certain level of discriminating power to perform the procedure).
Summary/Discussion:
The results demonstrate (at least for this sample) that the WCST has no utility whatsoever in predicting group membership (specifically ADHD Subtype classification). However, other important factors need to be considered. First, all three predictor variables were from the same neuropsychological measure-the WCST. These variables were total # of errors, perseverative responses, and perseverative errors. A correlational analysis among these variables reveals a high degree of inter-correlation with one another (especially perseverative errors and total # or errors). This is not surprising since total # or errors is comprised in part from the number of perseverative errors. Furthermore, it is very likely these variables are highly correlated since they originate from the same test-this concept is referred to as shared method variance. In conclusion, even though I was testing three different predictor variables-it would have been a good idea to pick only one WCST variable since they are so highly intercorrelated with one other, and afterwards have selected predictor variables from other distinct neuropsychological measures.
Discriminant Analysis: Example 2
The following analysis was used to be able to predict employment status from Glasgow Coma Scale scores and level of education from the PHIP database. Thus, the question being asked is: Can we do better than chance in predicting which subjects are employed at the time of the PHIP application on the basis of the predictor variables?
The grouping variable (dependent variable) was employment at the time of the PHIP application. Due to vastly unequal group size differences, employment status was recoded. Specifically, subjects who were employed full-time, part-time, in a supported employment position, or participating in volunteer work were considered OEemployed‚ (n=17). Others were OEunemployed‚ (n=244). Subjects under 16 years of age were not included; nor were subjects who were retired or students. There were 8 subjects with missing data. The predictor variables (independent variables) were Glasgow Coma Scale in the emergency room and the highest grade completed at the time of the injury. Only two predictor variables were chosen, as the sample size of the grouping variable was small. The smallest group should include 20 subjects at a minimum.
Following is the output from SPSS which computed a standard/direct Discriminant Function Analysis. Only relevant information is included and discussed. This is the frequency distribution for the grouping variable. Notice the groups are vastly unequal in sample size. The classification results are perhaps the most useful information yielded. The research question posed was: Can we do better than chance in predicting which subjects are employed at the time of the PHIP application on the basis of GCS in the emergency room and level of education? According to the classification results, 73.9% of subjects were correctly classified. In essence, 23.9% were classified above chance level, which is adequate.
The 
