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Abstract—Segmentation of pancreas is important for medical
image analysis, yet it faces great challenges of class imbalance,
background distractions and non-rigid geometrical features. To
address these difficulties, we introduce a Deep Q Network(DQN)
driven approach with deformable U-Net to accurately segment
the pancreas by explicitly interacting with contextual information
and extract anisotropic features from pancreas. The DQN based
model learns a context-adaptive localization policy to produce a
visually tightened and precise localization bounding box of the
pancreas. Furthermore, deformable U-Net captures geometry-
aware information of pancreas by learning geometrically de-
formable filters for feature extraction. Experiments on NIH
dataset validate the effectiveness of the proposed framework in
pancreas segmentation.
I. INTRODUCTION
As an important and challenging problem in medical image
analysis, pancreas segmentation over a CT volume is typically
cast as a voxel-wise classification problem [1], which aims
to assign semantic class labels to different CT image regions
in a data-driven learning fashion. Usually, such a learning
problem encounters numerous difficulties with small-sample-
sized training, severe class imbalance, and background clutter
with confusing distractions. As shown in Fig 1, a pancreas
occupies less than 0.5% fraction of the entire CT volume,
and meanwhile has a visually blurry inter-class boundary with
respect to other tissues. Furthermore, the pancreas possesses
the appearance properties of diverse shapes, various orien-
tations, and different aspect ratios. Such challenging factors
often makes the quality of data-driven learning degenerate to
extremely biased results (e.g., eroded greatly by non-pancreas
regions along with disrupted segmentation results). Therefore,
the focus of this paper is on setting up an effective data-
driven learning scheme for robust pancreas segmentation with
a context-adaptive and environment-interactive pipeline.
Mathematically, the goal of data-driven pancreas segmenta-
tion is to build a mapping function from a 3D CT volume to a
3D segmentation mask. Such a mapping function is usually
formulated as a deep neural network due to its power of
feature representation and discriminative learning [2]–[4]. In
practice, the pancreas segmentation task is often equipped with
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(a) 0.09% (b) 0.76% (c) 0.43% (d) 0.19%
Fig. 1: Illustration of challenges in pancreas segmentation.
The images demonstrates the deformation of pancreas and its
tininess in size. The pancreas zones (marked as green) vary
in geometrical shape and angle. The smallest pancreas region
can be less than 0.1%, and the largest part is no more than
0.8% of the whole slice. Better viewed in color.
small-sample-sized training images with a tiny portion of pan-
creas pixels, which generally leads to inaccurate segmentation
results if only using a one-pass learning strategy. Hence, a
two-stage learning framework [3] is proposed for coarse-to-
fine segmentation. In the framework, the coarse segmentation
stage roughly crops out the pancreas regions based on the
coarse segmentation results with a heuristic cropping strat-
egy. Subsequently, the fine segmentation stage learns another
segmentation network to take the coarse localization results
as input and finally output the refined segmentation results.
Therefore, the final segmentation performance relies heavily
on the coarse localization results. However, such a coarse
localization process only adopts a one-pass learning scheme
without taking into account the interactions with its context
(encoding the anisotropic geometry properties of the pancreas).
In complicated scenarios, its localization results are usually
unreliable and unstable due to the lack of an effective error
correction mechanism. In addition, the fine segmentation stage
is incapable of well extracting the anisotropic geometry-aware
features for adapting to the drastic pancreas shape deforma-
tions, resulting in an imprecise segmentation performance.
Motivated by the above observations, we propose an
anisotropic geometry-aware two-stage deformable deep learn-
ing scheme with a contextual interaction mechanism gov-
erned by a deep reinforcement learning (DRL) strategy. The
proposed scheme builds a context-adaptive localization agent
that adaptively learns an environment-interactive localization
error correction policy based on a deep Q network (DQN).
The agent is capable of dynamically and adaptively adjusting
the localization results according to the anisotropic geometry-
aware interaction results with the contextual pancreas-related
environment. Specifically, the DQN is trained by the -greedy
and replay memory methods to hierarchically zoom into
or shift the candidate region in accordance with a higher
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2intersection-over-union (IoU) ratio of pancreas. After the DRL
driven pancreas localization, the proposed scheme designs a
deformable version of deep U-Net, which is able to effectively
capture the anisotropic geometry-aware information on the
pancreas in face of drastically non-rigid shape deformations.
In summary, the main contributions of this work are sum-
marized as follows:
• We propose a novel anisotropic geometry-aware pancreas
localization scheme based on a context-adaptive DRL
agent, which learns an effective DQN with an adap-
tive environment-interactive localization error correction
policy. Through the DQN-guided interactions with the
pancreas-related environment, the DRL agent is able to
produce reliable and stable localization results after the
policy exploration process.
• Based on the DRL-based localization, we further present
a deformable deep U-net approach for accurate and robust
pancreas segmentation with drastically non-rigid shape
deformations. The presented approach has the ability to
extract the geometry-aware features for pancreas segmen-
tation, leading to a great performance gain. To the best of
our knowledge, it is innovative to design an anisotropic
geometry-aware deformable deep learning scheme for
pancreas segmentation.
The rest of this paper is organized as follows. We first
review related work in Sec. 2. The technical details of the
proposed anisotropic geometry-aware pancreas segmentation
scheme are described in Sec. 3. Sec. 4 presents the experi-
mental results. The paper is finally concluded in Sec. 5.
II. RELATED WORK
A. Pancreas Segmentation
Pancreas Segmentation is one of the hot topics in Medical
Image Segmentation, which also includes substructures such as
vessel [5] and leision [6], [7]. Deep learning has been widely
used in the medical segmentation domain. Gibson et al. [8]
proposes a registration-free deep learning based segmentation
algorithm to segment eight organs including pancreas. Li et al.
[9] proposes a hybrid densely connected UNet, H-DenseUNet,
to segment tumors and livers. Chen et al. [10] present Dense-
Res-Inception Net to address the general challenges of medical
image segmentation. Pancreas has its own features, in order to
deal with great anatomical variability of pancreas, multi-pass
structures have been proposed for more accurate segmentation.
Roth et al. [11] performed a pre-segmented pancreas pro-
posal generating algorithm followed by a proposal refinement
convolutional network. This framework is further improved
in [2] by segmentation holistically-nested network. Zhou et
al. [4] [12] designed convolutional network model to localize
and segment the pancreas in cyclic manners. In the proposed
model, every segmentation stage takes its last segmented zone
as its input, and generate a new segmentation map. Zhu et
al. [3] propose a successive 3D coarse-to-fine segmentation
model, consisting of a coarse segmentation network and a fine
segmentation network. The coarse-to-fine model utilizes by-
pass structure in ResNet [13] and reaches state-of-the-art mean
DSC 84.59± 4.86% on NIH pancreas dataset [11]. However,
complexity and distraction of background environment is a
typical challenge in pancreas segmentation. Current methods
usually have difficulties in well interacting with the contextual
environment while localizing the pancreas. Namely, they use
pre-defined proposal bounding box or one-pass stage to do
the localization. In reality, human vision generally follows a
progressive process in localizing pancreas. Inspired by this,
we propose a reinforcement Q learning network to model this
process.
B. Image Segmentation
Image segmentation has always been a fundamental and
widely discussed problem in computer vision [14] [15]. Af-
ter Fully convolutional network (FCN) [16] was proposed,
numerous deep convolutional networks have been designed
to solve pixel-wise segmentation problems. Badrinarayanan et
al. [17] and Noh et al. [18] presented deep encoder-decoder
structures to extract features from input image and generate
dense segmentation map from feature maps. Ronneberger et al.
[19] proposed an elegant network, which consists of multiple
cross-layer concatenations, to learn from small amount of
data, especially in medical image analysis. However, the
geometric transformations are assumed to be fixed and known
within these networks. To deal with this problem, deformable
convolution is brought up in [20] as an alternative to standard
convolution, allowing adaptive deformation in scale and shape
of receptive field.
C. Object Detection
In object detection context, region proposals extraction and
proposal evaluation are highly correlated. Based on initial
Region-based CNN(R-CNN) [21], advanced approaches iden-
tify the high correlations between region generation and evalu-
ation, and introduce Fast R-CNN [22] and Faster R-CNN [23]
to allow more interaction in the mechanism by using a Region
Proposal Network(RPN) and allowing shared convolutional
computation among regions. Moreover, generic sample learn-
ing is usually confronted with overfitting, a problem seldom
happens for strategy learning methods. For strategy learning
algorithms like Deep Q Network(DQN) [24], the exploration
space is large and the -greedy policy introduces randomness,
which adds to the models complexity and makes it hard to
overfit. Furthermore, for a sample learning setting, when a
models complexity is reduced to fit a small dataset, the model
may not be powerful enough to learn a good representation
and yield promising performance. However, strategy based
approaches usually breaks down a global task into a set of
subtasks, and the model is trained to perform well at each
local stage, which reduces the difficulty in learning and makes
it plausible to approach a complex problem with a relatively
simple model. Besides, DQN corroborates the interaction
between region extraction and evaluation by encoding them
into pairs of action and reward in a Markov Decision Process.
With a well-qualified exploration space, the DQN is promised
to capture the prior about pancreas location even with limited
data. Previous work [24]–[26] has proposed DQN for efficient
object detection, and recent work [27], [28] applied it to
3Fig. 2: Overall architecture of our approach. A 3D volume is splitted into 2D slices of three axes. For a single slice, reinforcement
learning is first used to crop the region of pancreas, and then deformable U-Net output a mask of the target pancreas. The
pixel-wise results of three axes are merged by major voting to formulate the final voxel-wise mask of a 3D volume.
anatomical landmark and breast lesion detection, suggesting its
competence in MIA. Nonetheless, the incorporation of DQN
into more complex Medical Image Segmentation problems has
never been expolred, which is the focus of our work.
III. APPROACH
A. Problem Definition
Our task is to segment the pancreas out of a given CT
scan. The problem setting is given as follows. Given a 3D CT
volume X of size [W,H,D], our goal is to learn a function
F to output a pixel-wise segmentation map F (X) which is
as close to ground truth map Y as possible. The overall
function F consists of two modules, a localization process
Loc followed by a segmentation process Seg. Through the
localization process, the model Loc(X) will output region
of interest(ROI) which is zoomed into pancreas area. Then
Loc(X) is fed to segmentation pipeline to generate the final
map. The overall framework can be summarized as:
F (X) = Seg(Loc(X)) (1)
In order to make full use of 3D volume information, seg-
mentation is done in three directions separately. As shown in
Fig.2, the original 3D input X is sliced to be Xs, Xc and Xa,
corresponding to sagittal, coronal and axial views. For each
view, we train a view-specific network. These three networks
are of the same structure, but are trained separately, each with
data of one single view. We do so out of the fact that different
view of the 3D volumn have very different visual features and
image size. Each slice goes through Loc and Seg processes
and obtain its segmentation result, both Loc and Seg networks
are able to accept unfixed image size. All slices of the same
view will be re-piled together after segmentation to generate
a 3D segmented volumn. With the three segmented volumns,
Seg(Loc(Xs)), Seg(Loc(Xc)) and Seg(Loc(Xa)), majority
voting is performed to refine the segmentation result and get
the final mask. The detailed localization and segmentation
processes on each slice are given in the following sub-sections.
B. DRL-driven localization
In our work, the goal of Loc phase is to obtain a bounding
box for the target pancreas. Considering the high variability
of pancreas morphology and location, we develop a geometry-
aware pancreas localization scheme driven by context-adaptive
Deep Reinforcement Learning(DRL). The aim of our localiza-
tion agent is to shrink to a tightened bounding box of pancreas
step by step by interacting with given CT slices (see Fig.4).
This localization procedure is discrete and sequential, thus is
suitable to be modeled as a Markov Decision Process(MDP).
With the goal of maximizing the reward r that reflects the
localization accuracy, the agent successively transforms from
a current state s to a new state s′ by performing one of the
pre-defined actions a ∈ A. The action set A, state s and reward
r of our proposed MDP will be parameterized afterwards.
Our DRL-driven agent self-learns the localization strategy by
constantly updating a Q-network(see Fig.4) to fit the value
function Q(s, a) for each state-action pair.
We hereby first define how the MDP is parameterized in
our localization scenario, and then how Deep Q Learning is
implemented.
MDP formulation As illustrated in Fig.3, there are three types
of actions:
• Five Zoom actions which select a subregion to shift
attention to,
• Four Shift actions which select a neighbor region to shift
attention to,
• One Trigger action which indicates that the localization
is accurate enough or the search is ended because of
maximum steps of action.
Specifically, we have five zoom actions (see Fig.3(a)) to
shrink both side lengths of the region to its 3/4 towards
different directions. They are designed to facilitate the search
of pancreas in various region scales. Four shift actions(see
Fig.3(b)), on the other hand, move the window by 1/4 of the
current window size horizontally or vertically, helping to refine
the current region and perform changes of focus. The next
region is then deterministically obtained after taking one of
4Fig. 3: Illustration of (a)zoom, (b)shift and (c)trigger actions.
The original region is denoted by solid line with white filling,
and the new region is denoted by dotted line with blue filling.
Better viewed in color.
Fig. 4: Illustration of DRL-driven localization. For an input
slice S, a sequence of actions are taken to select new regions
to shift attention to. Target pancreas is annotated in red. The
red solid box indicates the new region, while grey dashed box
indicates the old one. The agent is implemented with a Q-
network, whose detailed architecture is shown in the dashed
box at top. Better viewed in color.
the nine moving actions above. Our agent will terminate in
two conditions, either when the trigger action is selected, or
when the agent reaches the maximum search step. A trade
off is made on the selection of maximum search number —
a larger value introduces larger searching space, while can
possibly result in a smaller bounding box in the meanwhile.
It is worth mentioning that the combination of zoom and shift
actions in opposite directions (e.g. zoom down-right and shift
left) plays an important role in precise localization, which will
be examined in Sec. 4.
The state of our agent contains two types of information,
namely where is the agent’s attention, and how does the
agent shift to its current attention window. A region descriptor
of the current region answers the ‘Where’ question, and a
memory vector which replays recent actions taken by the
agent indicates ‘How’. As stated in [29], a memory vector
that encodes the state of this refinement procedure is useful to
stabilize the search trajectories. The memory vector captures
the last 10 actions that the agent has already performed, and
the number is designed to guarantee that the agent could zoom
closely enough in search for the pancreas.
The reward function r(s, a) reflects the localization accu-
racy of pancreas when taking action a under state s, and is
classified as rm(s, a) for moving actions(zoom and shift), and
rt(s, a) for a trigger action. We adopt the simple yet indica-
tive localization quality measurement, Intersection-over-Union
(IoU) between the current window w and the ground-truth
pancreas mask g, which is defined as IoU(w, g) = area(w ∩
g)/area(w∪g). It is worth mentioning that we apply modified
IoU here, in that we use the ground-truth mask instead of the
ground-truth bounding box of the pancreas, because it better
preserves geometry information. The modified IoU reflects the
trade-off between window size and pancreas retrieval. A large
bounding box with the entire pancreas retrieved, and a tight
bounding box with most of the pancreas lost will both render
poor IoU.
For nine moving actions, we request improvement in IoU
in the definition of reward function. With a movement from
state s to state s′ after taking action a, the window transforms
from w to w′, and corresponding reward is formulated as:
rm(s, a) = sign(IoU(w
′, g)− IoU(w, g)) (2)
As Equation 2 indicates, this binary reward function returns
+1 or -1, which reflects more clearly which actions can drive
the agent towards the ground-truth. A reward is given to those
actions which transform into a windows w′ with a greater IoU.
Otherwise, the actions are penalized.
For the trigger action, we pay extra attention to the recall
of pancreas. With ground-truth mask g and window w, the
Recall(w, g) is defined as below.
Recall(w, g) = area(w ∩ g)/area(g) (3)
A trigger reward shown in Equation 4 is positive if both the
IoU and the Recall rate of current window w and ground truth
g are both greater than their thresholds τIoU and τRecall, and
negative otherwise.
rt(s, a) =
{
+ σ, Recall(w, g) > τRecall, IoU(w, g) > τIoU
− σ, Otherwise
(4)
τIoU is designed to locate the target pancreas. τRecall
guarantees the retrieval of the target’s main part.
Deep Q-learning The optimal policy of maximizing the
overall reward of running an episode starting from the whole
slice is learned with reinforcement learning. With the MDP
5given above, we resort to the Q-learning algorithm to iter-
atively updates the action-selection policy using a Bellman
equation. In state s, the Q-value of a specific action a is
decided by a Bellman equation Q(s, a) given below:
Q(s, a) = r + γmaxa′Q(s
′, a′) (5)
where r is the immediate reward and maxa′Q(s′, a′) repre-
sents the best future reward with action a′ at state s′. γ ∈ (0, 1)
is the discount factor, and drives the agent to pursue both the
immediate and long-term rewards.
The deep Q-network we use is proposed by [29], and
detailed architecture is illustrated in Fig. 4. When a region
is selected, its feature descriptor is connected with a history
vector to constitute a state, and the state vector is then fed
into a multi-layer perceptron which predicts the Q-value of
10 actions with current state. The action with best Q-value is
selected to crop new region from the original slice, forming
a computational loop for pancreas localization. The update
for the network weights at the ith iteration θi with transition
(s, a, r, s′) is:
θi+1 = θi+α(r+γmaxa′Q(s
′, a′; θi+1)−Q(s, a; θi))∇θiQ(s, a; θi)
where α is the learning rate.
Two techniques are adopted to achieve more efficient and
stable training. First, always using the predicted action by Q-
network may mislead the agent, thus a balance between explo-
ration and exploitation is required and -greedy is employed.
During training, the agent can select a random action with
probability , or select a predicted action generated by the Q-
network with probability 1-. Also, strong correlation between
consecutive experiences may lead to oscillation, hence a replay
memory following [29] is used to store the experiences of
the past episodes, which allows one transition to be used
in multiple updates and breaks the short-time correlations
between training samples. A mini batch is randomly selected
from replay memory when Q-network is updated.
C. Deformable Segmentation
Network Architecture For Seg phase, we use U-Net with
deformable convolution to extract the features and segment
the pancreas. U-Net has been widely used and proved useful
in biomedical image processing. As illustrated in Fig.5, the
network is composed of an encoder path and a decoder path,
both consists of 4 units. Each unit in encoder path consists of
two convolutional layers followed by a downsampling layer,
and each unit in decoder path consists of a deconvolutional
layer (upsampling layer) followed by two convolutional layers.
In order to extract the non-rigid features of pancreas, we
replace the standard convolution with deformable convolution
in encoder phase.
Given the localization result Loc(X), the segmentation
phase will then output a Seg(Loc(X)), the pixel-wise seg-
mentation map. As this is a two-class segmentation task
with class imbalance, we follow [30] and use Dice similarity
coefficient(DSC) rather than cross entropy to measure the
Fig. 5: Visualization of our deformable kernel. Each row is a
test case in the segmentation phase. The images from left to
right are offset kernel for background activation point, offset
kernel for pancreas activation point and ground truth mask,
respectively. Green dots are activation points, and red dots
represent the receptive field of that activation point.
similarity. Given prediction map F (X) and ground truth Y ,
the Dice loss is formulized as
DL(F (X), Y ) = −DSC(F (X), Y ) = −2× | F (X) ∩ Y || F (X) | + | Y | (6)
Deformable Convolution As discussed in previous sec-
tions, segmenting organs is challenging because of their spe-
cial 3D geometrical shape. For example, a pancreas has a head
end and a tail end, and these two ends have very different
size and shape. It is hard to extract good features from both
ends with receptive field of the same size. What’s more,
pancreas, as an organ, is non-rigid, which means its shape and
size vary in a very wide range. Unlike objects such as cars,
roads or planes whose geometrical features maintain a relative
rigid state, pancreas can be observed in any perspective in
different slices within the same volume. In order to address the
above challenges, we use deformable convolution to replace
the standard convolution.
Deformable convolution is a mechanism which allows re-
ceptive field to be learned rather than be fixed in standard
convolution. It adds offsets to the kernel location in standard
convolution by adding additional convolution layers after each
feature map. By introducing free form deformation of the
sampling grid, different parts of objects can have different and
learnable receptive field. This internal mechanism is consistent
with the nature of organs, so it can extract better features from
pancreas image.
For a standard convolution, given input feature map X ′,
each pixel p0 in the output feature map Y is given by
Y (p0) =
∑
pn∈R
w(pn) ·X ′(p0 + pn) (7)
where pn ∈ (−1− 1), (−1, 0), ..., (0, 1), (1, 1) for a 3 × 3
kernel, and w(pn) denotes the weight of kernel on pn position.
For a deformable convolution layer, additional offsets are
introduced and Equation 7 becomes
6Fig. 6: Illustration of the deformable U-Net architecture (best viewed in color). Orange rectangles stand for deformable
convolution layers, and green ones stand for standard convolution layers. Each convolution and deconvolution layer are followed
by a ReLU activation, which is omitted in the graph. The output layer is a 1× 1 layer followed by a sigmoid to give a binary
classification on each pixel.
Y (p0) =
∑
pn∈R
w(pn) ·X ′(p0 + pn + ∆pn) (8)
where {∆pn ∈ n = 1, · · · , N} are learnable offsets of
convolution kernel. Note that ∆pn is not necessarily integer,
so the value X ′(p0 + pn + ∆pn) is calculated by bilinear
interpolation.
Generally speaking, the offset map is obtained by adding a
convolutional layer after the last feature map. For every pixel
in the feature map, two offsets are related to it, each for one
axis. After shifting the coordinate of convolutional kernel, the
feature is extracted by performing the convolution operation.
The deformable kernel is exemplified in Fig.5.
D. Inference Procedure
Given a test image Xtest, it is sliced in three directions and
get Xtests , X
test
c and X
test
a . Each slice will go through local-
ization and segmentation phase and forms the segmentation
map, for example Ys = Seg(Loc(Xtests )) is the prediction
map on sagittal view. The value in segmentation map is then
binarized, value bigger than 0.5 will be classified as pancreas
and set to 1, otherwise it is classified as background and set to
0. After generating the segmentation map on 3 different views
Ys, Yc and Ya, we use majority voting to get an accurate final
segmentation map, which is given by
Y = Majority(Ys, Yc, Ya) =
⌊
1
2
+
Ys + Yc + Ya
3
⌋
(9)
where all matrix operators are element-wise. The majority
voting makes use of 3 directions’ information by making sure
that a pixel is finally classified as pancreas only when at least
two of the views take it as pancreas.
IV. EXPERIMENTS
In this section, we evaluate the performance of pancreas
localization (see Sec. 4.3) and segementation (see Sec. 4.4)
by conducting extensive evaluations on a benchmark dataset
(see Sec. 4.1). Furthermore, we perform an in-depth ablation
study (see Sec. 4.5) to evaluate the performance of our method.
Additional details about our network architecture and training
procedure are reported in Sec. 4.2.
A. Dataset
Following previous work of pancreas segmentation [2]–[4],
[31], we evaluate our approach on NIH pancreas segmentation
dataset [11], which is the largest and most authoritative Open
Source Dataset in pancreas segmentation. The dataset contains
82 contrast-enhanced abdominal CT volumes. The resolution
of each CT scan is 512 × 512 × L, where L ∈ [181, 466]
is the number of sampling slices along the long axis of the
body. The slice thickness varies from 0.5mm to 1.0mm. Only
the CT slices containing the pancreas are used as input to the
system. Following the standard cross-validation strategy, we
split the dataset into 4 fixed folds, each of which contains
approximately the same number of samples. We apply cross
validation, i.e., training the model on 3 out of 4 subsets and
testing it on the remaining one. We measure the segmen-
tation accuracy by computing the Dice-Srensen Coefficient
(DSC) for each sample. This is a similarity metric between
the prediction voxel set Z and the ground-truth set Y, with
the mathematical form of DSC(z, y) = 2×|z∩y||z|+|y| . For DSC
evaluation, we measure the average with standard deviation,
max and min statistics over all testing cases.
B. Implementation Details
Image Preprocessing First, the images are resized to [224,
224] and fed into Localization stage driven by DQN, where
interpolation are performed. After that, we convert the 12-bit
CT images into 3-channel 8-bit input following [4], which
preserves most of abdominal organs. The pixel values in a
CT slice were clipped to [-100, 240], then re-scaled to [0,
255], and finally duplicated 3 times to form 3 channels. Our
framework is able to accept unfixed image size, so no more
pre-processing is needed.
7Fig. 7: Pearson correlation matrix between zoom and shift
actions in axial localization sequences. Significant correlations
(>0.5) are detected for action pairs of opposite directions,
including shift left and zoom down-right, shift up and zoom
down-left, shift down and zoom up-right, etc. Better viewed
in color.
Localization Network With regards to DQN-driven local-
ization, the region descriptor is generated with the backbone
model VGG-16 [32] pretrained on ImageNet [33], [34]. New
layers of our three axis-specific Q-network are initialized by
random weights with Gaussian distribution of 0 mean and
0.001 standard deviation. Each Q-network is trained for 25
epochs, and each epoch is ended after performing maximal 10
actions in each slice. During -greedy training,  decays from
1 to 0.1 with the a decrease rate of 0.1 per epoch in first 10
epochs, and the agent will keep on exploring with  = 0.1
for the rest epochs. The discount factor γ is set to 0.9. The
replay memory size is set to 800,000, which contains about
1 epoch of transitions. The mini batch size in training is set
to 100. For the trigger action, we consider a threshold τIoU
= 0.2 for modified IoU and τRecall = 0.9 for Recall rate as
positive localization.
Segmentation Network After the DQN-driven localization
phase, CT slices are cropped and fed into the deformable U-
Net. During training phase, in order to lose as little information
as possible, we multiply the width and height of the bounding
box computed by localization phase by a factor of 1.5. We
train the deformable U-Net with 2 optimizers, Momentum
and Adam [35]. The momentum optimizer gets a better
result with learning rate 0.001, exponential decay rate 0.95
and momentum 0.9, training for 50 epochs. Both DQN and
deformable U-Net are implemented in Tensorflow framework
[36]. Hyperparameters were determined with grid search. An
early-stopping scheme was also adopted, which means we
stop training when the performance on validation set has
stopped improving. All four folds of the cross-validation were
trained with the same network architecture, hyper-parameters
and stopping criteria.
C. Localization
Model convergence. The MDP formulation given in section
3.2 reasonably simplified the agent’s environment, which low-
ers the probability of unstable learning. Besides, the locations
of pancreas is highly similar among different CT scans.
This prior generates a direction preference in localization
sequences, which helps limit the agent’s exploration space
thus guarantees convergence. We also adopted -greedy and
replay memory techniques to achieve stable learning. -greedy
with epoch-decayed exploration allows for more experience
accumulation at early training stages. Replay memory lowers
the oscillation caused by correlations between consecutive
experiences. Fig.10 indicates a good convergence.
Localization sequence and action correlation. Fig.8
shows an axial sample testing sequence. The sequence ends
with a tight bounding box of the target, and also shows a
combination of various actions. We hereby further analyze
the correlation of different actions by taking the axial data
as an example. We first calculate the action frequency vector
of each localization sequence, and then derives the Pearson
correlation metric to capture significant associations between
different action pairs. High correlations between action pairs
like zoom down-right and shift left are visualized in Fig.7. As
we assumed in Sec. 3.2, the agent tends to combine zoom and
shift actions of opposite directions (e.g, zoom down-right and
shift left) to better zoom to the pancreas. Precise localization
is obtained through the game between this kind of opposite-
direction action pairs.
Localization for different sizes of pancreas. To illustrate
the performance of our DQN-localization agent, we especially
show the localization results of Volume 76’s axial slices in
Fig.9. With Volume 76’s axial slices, we achieve an average
recall rate of 89.7% and an average IoU of 0.11, which
indicates that the main part of our target pancreas is retrieved.
Note that axial scenario is the hardest one among three axes,
however, sample results show stable bounding boxes despite
the variance in pancreas size. The different sizes of triggered
bounding boxes suggest that our agent may terminate without
exhausting all the steps, and has learned the proper time
to initiate a trigger action. Quantitative results of all testing
samples are further discussed in Sec. 4.5.
Modest and controllable randomness. RL-like algorithms
often suffer from a large search space and randomness, which
may affect the model’s performance. However, as indicated
by our experiments, the randomness in our case is modest
and controllable. Although a small amount of randomness
is introduced because of -greedy strategy, it decays as the
training proceeds, namely the randomness is gradually reduced
and replaced by the learned strategy. Thus, our model will
finally converge at a stable state. Our experiments also support
this claim. We used 4-fold cross-validation to test whether the
algorithm is stable and well-trained. Based on the good testing
results achieved in multiple times’ training, we verify that our
DQN model is stable and the performance is reproducible.
8Fig. 8: Sample localization sequence of an axial slice. The pancreas is annotated in red, and the intermediate results of
localization are given with a red box. A result bounding box which is visually tightened and precise is generated after taking
9 actions. Although in step 4, our localization window loses part of the pancreas by taking a zoom action, a shift up in step 5
is immediately adopted to make up for the loss. These two steps reflect the error correction capabilities of our model. Better
viewed in color.
Fig. 9: Sample localization results of axial slices in volume 76.
The pancreas is annotated in green, and the localization result
is shown with a red bounding box. Small (pancreas fraction
< 0.1, shown in first column), medium (pancreas fraction
∈ (0.1, 0.15)), shown in second column) and large (pancreas
fraction > 0.15, shown in third column) pancreas all achieve
good localization results. Better viewed in color.
D. Segmentation Results
The final result is shown in Table I. After 50 epochs’
training, the mean DSC result of our model has reached
86.93±4.92, which outperforms the state-of-the-art 3D coarse
to fine model [3]. With tight and accurate bounding boxes
given by localization stage, mean DSC increases by 2.34%,
and with the deformable structure, the worst case is able to
Fig. 10: Convergence curve of our proposed DQN based
localization.
TABLE I: Evaluation results (measured by DSC, %) of pan-
creas segmentation on NIH dataset. Our result is compared
with recent state-of-the-art pancreas segmentation methods,
and shows the greatest performance.
Method Min DSC Max DSC Mean DSC
Roth et al., MICCAI’2015 [11] 23.99 86.29 71.42±10.11
Roth et al., MICCAI’2016 [2] 34.11 88.65 78.01± 8.20
Dou et al., MIC’2017 [31] 62.53 90.32 82.25± 5.91
Zhou et al., MICCAI’2017 [4] 62.43 90.85 82.37± 5.68
Zhu et al., Arxiv’2017 [3] 69.62 91.45 84.59± 4.86
Ours 74.32 91.34 86.93 ± 4.92
perform better than ever. Note that the variance is relatively
large. This is caused by the mixture of hard and easy cases.
However for the evaluation of the same image, our method
generally gets a higher DSC than method specified in [3][4].
The 2D illustration of segmentation result is shown in Fig 11.
E. Ablation test
In order to justify the coordination between two stages of
our framework, we conduct ablation experiments on separate
stages.
Test on localization backbone In order to test the localiza-
tion backbone, the DQN localization model is replaced with
Faster-RCNN. Rather than training Faster-RCNN end-to-end
from scratch, we initialize the model with weights obtained
from pretraining on the ImageNet dataset [33] and then fine-
tune the network with our NIH dataset. We set the anchor
boxes in the RPN to be 256, and train for 50 epochs using
stochastic gradient descent with a learning rate of 0.0001
and momentum of 0.9. We tuned several hyperparameters
including the number of ROI per image and weight decay
9Original Ground truth Prediction map Overlayed region
Fig. 11: 2D Illustration of segmentation result (best viewed in color). Two rows correspond to two different slices of pancreas.
First column. Original input CT image, with pancreas area marked green, and bounding box given by localization process
marked red. Second column. Ground truth pancreas map. Third column. Prediction map generated by our model. Last column.
Overlayed prediction map and ground truth, with overlapped region marked yellow. The DSC reaches 94.32% for the slice on
the first raw, and 88.67% for the second.
TABLE II: Evaluation of localization results of three axes
with DQN-driven agent and Faster-RCNN. Performance is
measured by Recall, and the DQN-driven agent shows better
results in all scenarios.
Method View Min Recall Max Recall Mean Recall
DQN(Ours) Axial 68.32 91.79 78.11 ± 9.4
DQN(Ours) Sagittal 72.91 93.21 82.69 ± 8.42
DQN(Ours) Coronal 77.99 94.43 86.91 ± 4.85
Faster-RCNN Axial 29.26 93.75 71.21 ± 16.75
Faster-RCNN Sagittal 38.67 88.53 74.54 ± 10.03
Faster-RCNN Coronal 33.58 93.98 79.09 ± 11.44
TABLE III: Ablation studies of two stages.
Methods Min DSC Max DSC Mean DSC
Mask-RCNN 63.27 82.76 75.81 ± 4.90
Mask-RCNN + deformable 64.25 90.84 76.69 ± 5.70
DRL + non-deformable 68.91 91.32 85.43 ± 5.92
DRL + deformable (Ours) 74.32 91.34 86.93 ± 4.92
parameters. As shown in Table II, the performance measured
by Recall all declines, especially for the toughest axial sce-
nario. With axial slices, the Mean Recall suffers a drop from
78.11% to 71.21%, and the worst case shows a Recall of
only 29.26%, losing most of the pancreas. Agent for the
coronal data shows the best localization performance for both
two methods, mainly because the pancreas occupies a higher
fraction of the slice than other two axes. This experiment
proves the capability of our DRL agent in geometry-aware
localization of pancreas with high anatomical variability. For a
target object with similar positions in different testing images,
a top-down DRL localization sequence is more robust than a
Mask-RCNN method dirven by a bottom-up Region Proposal
Network.
Experiments are also done by removing localization phase,
as expected, the model cannot converge to the right direction
due to the high class imbalance. This indicate that the main
bottleneck of this problem lies in the first localization stage.
The better the bounding boxes are, the better the segmentation
result will be.
Test on end-to-end model We validate the effectiveness
and performance of our model by separately replacing the
localization stage and segmentation stage with their alterna-
tives. This ablation study tests the relationship and relative
significance of two stages. As shown in Table III, if we fix
Segmentation part and replace DRL with Mask-RCNN, the
DSC drops significantly (Mean DSC 10%). If we fix DRL
part and replace deformable part, there is also a drop on DSC,
however not so severe (Mean DSC 1.5%). If we remove both
the DRL localization and deformable convolution, the Max
DSC drops nearly 10%, which proves the effectiveness of the
proposed method. The results also indicate that two stages of
our model are highly complementary.
We also indicate that a modest amount of randomness in the
localization stage won’t harm the final segmentation result.
As indicated by Table I and Table II, the fine segmentation
stage can achieve a promising result as long as the coarse
localization has a high recall rate of the pancreas, so modest
randomness in the bounding boxes location will not harm the
final segmentation.
V. DISCUSSION AND CONCLUSIONS
This paper proposes an innovative deep Q learning(DQN)
driven and deformable U-Net based approach for pancreas
segmentation. The main motivation behind the model is to
design a context-adaptive, environment-interactive and robust
pipeline to address the challenges in pancreas segmentation.
The DQN driven localization agent learns to dynamically and
adaptively adjust the bounding box, and deformable U-Net
based segmentation extracts the geometry-aware features from
the bounding box given by DQN. Experiments show that the
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proposed model gives state-of-the-art pancreas segmentation
result and especially improves the result on hard tasks. Abla-
tion experiments further validate the effectiveness of our model
on interaction with contextual pancreas-related environment
and extraction of anisotropy features.
The proposed method shows high sensitivity and speci-
ficity in localization, and also high overlap in segmentation
between the automatically generated results and the manual
annotations. As shown in Table I, even though [3] has a
better performance than ours in the easiest cases, we show
significant improvement in the segmentation of those hard ones
with smaller pancreas size and higher morphological irregu-
larity. Besides, we believe there is space for exploration in
formulating the object localization task into Markov Decision
Process, as well as the way to represent the prior of the target’s
position. Future work will also investigate whether integrating
the localization and segmentation stages into an end-to-end
framework might be beneficial.
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