Abstract. In this paper, we prove the following theorem regarding the Wang-Yau quasi-local energy of a spacelike two-surface in a spacetime: Let Σ be a boundary component of some compact, timesymmetric, spacelike hypersurface Ω in a time-oriented spacetime N satisfying the dominant energy condition. Suppose the induced metric on Σ has positive Gaussian curvature and all boundary components of Ω have positive mean curvature. Suppose H ≤ H 0 where H is the mean curvature of Σ in Ω and H 0 is the mean curvature of Σ when isometrically embedded in R 3 . If Ω is not isometric to a domain in R 3 , then (1) the Brown-York mass of Σ in Ω is a strict local minimum of the Wang-Yau quasi-local energy of Σ. (2) on a small perturbationΣ of Σ in N , there exists a critical point of the Wang-Yau quasi-local energy ofΣ.
Introduction and statement of the result
Let N be a space-time, i.e. a Lorentzian manifold of dimension four. Suppose N is time orientable. Denote the Lorentzian metric on N by ·, · and its covariant derivative by ∇ N . Let Σ ⊂ N be an embedded, spacelike two-surface that is topologically a two-sphere. Suppose the mean curvature vector H of Σ in N is spacelike. Let σ be the induced metric on Σ and let K be the Gaussian curvature of (Σ, σ).
Given a function τ on Σ such thatσ = σ + dτ ⊗ dτ is a metric of positive Gaussian curvature on Σ, by [19, function of X, i.e. X = (X, τ ), whereX = (X 1 ,X 2 ,X 3 ) is an isometric embedding of (Σ,σ) in R 3 = {(x, 0) ∈ R 3,1 }. The Wang-Yau quasi-local energy [18, 19] , associated to such a time function τ , is given by where the infimum is taken over all functions τ that are admissible (see [19, Definition 5.1] for the definition of admissibility).
In [19] , Wang Question 2. Suppose Σ is a boundary component of a compact, timesymmetric, space-like hypersurface Ω in N, is the set of solutions to (1.1) open near the pair (Σ, τ 0 )? That is, supposeΣ ⊂ N is another closed, embedded, spacelike two-surface which is a small perturbation of Σ, does there exist a solution τ to (1.1) with Σ replaced byΣ?
Our main result in this paper is the following theorem: Theorem 1.1. Let Σ be a boundary component of some compact, timesymmetric, spacelike hypersurface Ω in a time-oriented spacetime N satisfying the dominant energy condition. Suppose the induced metric σ on Σ has positive Gaussian curvature and all boundary components of Ω have positive mean curvature. Suppose
where H is the mean curvature of Σ in Ω and H 0 is the mean curvature of Σ when isometrically embedded in R 3 . If Ω is not isometric to a domain in R 3 , then
We note that there are many types of surfaces Σ that satisfy the condition (1.2) of Theorem 1.1. Here we list a few of them:
(i) Σ = S r , where S r = {|x| = r} is a large coordinate sphere in a time-symmetric, asymptotically Schwarzschild (AS), spacelike slice M ⊂ N. Here a three-Riemannian manifold M is called AS (with mass m) if there is a compact set K ⊂ M such that M \ K is diffeomorphic to R 3 \ {|x| ≤ R} for some R and the metric g on M with respect to the standard coordinates on R 3 takes the form
, r = |x| and m is a constant. Direct calculation (see (5.1) in [6] for example) gives
On the other hand, it was proved in [17] (the equation on the bottom of page 122) that between Ω and a domain Ω 0 in R 3 such that f * (g 0 ) and g induce the same boundary metric on Σ and Σ has positive mean curvature in (Ω, f * (g 0 )). Here g is the metric on Ω and g 0 is the Euclidean metric on Ω 0 . In this case, if one writes g = u 4 f * (g 0 ), it follows from the maximum principle (applied to u) that H ≤ H 0 on Σ and H = H 0 precisely when Ω is isometric to Ω 0 . (iv) When viewed purely as a result on the Riemannian 3-manifold Ω, Theorem 1.1 applies to those Ω that are graphs over convex Euclidean domains. Precisely, let Σ be a strictly convex closed surface in R 3 and let Ω 0 ⊂ R 3 be its interior. Let f : Ω 0 → R be a smooth function such that f | Σ = 0. Let Ω be the graph of f in R 4 with the induced metric and let H be the mean curvature of Σ in Ω. Directly calculation shows H =
The motivation to consider these Ω (with f chosen such that Ω has nonnegative scalar curvature) comes from a recent work of Lam [8] on the graphs cases of the Riemannian positive mass theorem and Penrose inequality.
We should mention that related to (i) above, Chen-Wang-Yau [4, Section 4] under the assumption of analyticity show that in asymptotically flat space-times, (1.1) has a formal power series solution, which is locally energy minimizing at all orders, for certain surfaces in an asymptotically flat hypersurface. This paper is organized as follows: In Section 2, we compute the second variation of E W Y (Σ, τ ) at τ 0 = 0 and derive a sufficient condition for m BY (Σ, Ω) to locally minimize E W Y (Σ, τ ). In Section 3, we prove that the sufficient condition provided in Section 2 holds for those surfaces Σ satisfying the assumptions in Theorem 1.1. Hence, part (1) of Theorem 1.1 follows from Section 2 and 3. We note that, besides playing a key role in the proof of Theorem 1.1, Theorem 3.1 in Section 3 concerns analytical features of the boundary of compact Riemannian manifolds with nonnegative scalar curvature, thus is of independent interest. In Sections 4 and 5, we focus on part (2) of Theorem 1.1. The main idea there is to apply the Implicit Function Theorem (IFT). But to apply the IFT, we are confronted with the problem to show that the map F , sending a metric σ of positive Gaussian curvature on the two-sphere S 2 to the second fundamental form II of the isometric embedding of (S 2 , σ) in R 3 , is a C 1 map between appropriate functional spaces. If σ is a C k,α (k ≥ 2) metric, by [15] one knows II is a C k−2,α symmetric tensor. We do not know whether F is C 1 from the C k,α space to the C k−2,α space. However, in Section 4, we prove that F is C 1 between C k,α and C k−3,α spaces for k ≥ 4. This turns out to be sufficient to apply the IFT to obtain solutions to (1.1) because the metricσ in (1.1) involves dτ and (1.1) is a 4-th order differential equation of the function τ . In Section 5, we apply the result in Sections 3, 4 and the IFT to prove the existence of critical points of E W Y (Σ, ·) for surfacesΣ nearby.
We want to thank Michael Eichmair for helpful discussions leading to Proposition 3.1.
Comparing
We start this section by computing the second variation of E W Y (Σ, ·) at τ 0 = 0, assuming τ 0 is a critical point for E W Y (Σ, ·). Proposition 2.1. Let N be a time-oriented spacetime. Let Σ ⊂ N be an embedded, spacelike two-surface that is topologically a two-sphere. Suppose the mean curvature vector
where H 0 and II 0 are the mean curvature and the second fundamental form of (Σ, σ) when isometrically embedded in R 3 , and σ is the induced metric on Σ from N.
Proof. The first variation of E W Y (Σ, ·) was obtained by Wang and Yau in [19, Proposition 6.2] and is given by
Let H(τ ) denote the functional
Direct computation shows that the first variation of H(·) at τ = 0 is (2.4)
where ∇ 2 denotes the Hessian operator on (Σ, σ). (2.1) now follows from (2.2), (2.4) and the fact that H 0 σ − II 0 is divergence free on (Σ, σ).
Assuming the quadratic functional of δτ in (2.1) has certain positivity property, we show that τ 0 = 0 is a strict local minimum point for E W Y (Σ, ·). Theorem 2.1. Let Σ be a boundary component of some compact, timesymmetric, spacelike hypersurface Ω in a time-oriented spacetime N satisfying the dominant energy condition. Suppose the induced metric σ on Σ has positive Gaussian curvature and the mean curvature H of Σ in Ω is positive. Suppose in addition that there exists a constant β > 0 such that (2.5)
, where H 0 and II 0 are the mean curvature and the second fundamental form of (Σ, σ) when isometrically embedded in R 3 . Then, for any constant 0 < α < 1, there exists a constant ǫ > 0 depending only on σ, H and β, such that
for any smooth function τ with ||τ || C 3,α < ǫ.
Proof. Let X(σ) be a fixed isometric embedding of (Σ, σ) in R 3 . By [15, p.353] , there exist positive constants C 1 and ǫ 1 , depending only on σ, such that ifσ is another C 2,α metric on Σ with ||σ − σ|| C 2,α < ǫ 1 , thenσ has positive Gaussian curvature and there exists an isometric embedding X(σ) of (Σ,σ) in R 3 such that
Now, let τ be any given smooth function with ||τ ||
Hence, σ(s) has positive Gaussian curvature and there exists an isometric embedding X(s) of (Σ, σ(s)) in R 3 such that
where X(0) = X(σ). Let H 0 (s) and II 0 (s) be the mean curvature and the second fundamental form of X(s)(Σ). Let dv σ(s) be the volume form of σ(s). For simplicity, denote
2) (and also the fact V = 0), we have
where we have used the facts that
for any function η on Σ. Here ∇ s denotes the covariant derivative of σ(s), and θ = θ(s) is the function defined by (2.11) sinh θ = −s∆τ
We estimate the expression in (2.9) term by term. First note that
Therefore,
where (2.14)
for some constant C 2 depending only on H. Similarly,
where (2.16)
for some constant C 3 depending only on H. Next, by (2.8) we have
for some constant C 4 depending only on σ. This, together with the fact
where
for some constant C 5 depending only on σ. Similarly,
for some constant C 6 depending only on σ. By (2.5), (2.9) and (2.13)-(2.21), we have
for some constant C 7 depending only on σ, where in the last step we have also used the fact (see (2.27) below) that
with λ 1 being the first nonzero eigenvalue of the Laplacian of σ. Hence, if ǫ is chosen such that 0 < ǫ
β, then we have
for any 0 ≤ s ≤ 1 and for any smooth function τ with ||τ || C 3,α < ǫ. In particular, this implies
Theorem 2.1 is proved.
The following corollary gives a simple condition in terms of σ and H that guarantees (2.5) in Theorem 1.1.
Corollary 2.1. Let N, Ω, Σ, σ, H, H 0 and II 0 be given as in Theorem 2.1. Suppose the first non-zero eigenvalue λ 1 of the Laplacian of σ satisfies:
is the minimum of all the eigenvalues of II 0 on (Σ, σ). Then condition (2.5) holds, hence m BY (Σ, Ω) strictly locally minimizes E W Y (Σ, ·) Proof. By Theorem 2.1, it suffices to show that there exists a constant β > 0 such that (2.5) holds for all η ∈ W 2,2 (Σ). First, we note that
To verify this, it suffices to assume Σ ηdv Σ = 0. For such an η, we have
which implies (2.27). Now suppose (i) holds. By the definition of II min 0 , we have
> 0, and δ 1 = min{1, δ/λ 1 } which is positive. Hence, (2.5) is satisfied with β = δ 1 /H max .
We leave it to the interested readers to verify that those surfaces Σ in (i) and (ii) provided in Section 1 also satisfy the condition (2.26) in the above Corollary.
Strict positivity of the second variation
We investigate the condition (2.5) in this section. Our main result is the following theorem: Theorem 3.1. Let Ω be a three dimensional, compact Riemannian manifold with boundary ∂Ω. Suppose each component of ∂Ω has positive mean curvature. Let Σ be a component of ∂Ω. Suppose the induced metric σ on Σ has positive Gaussian curvature and
where H is the mean curvature of Σ in Ω and H 0 is the mean curvature of Σ when isometrically embedded in R 3 .
If Ω is not isometric to a domain in R 3 , then there exists a constant β > 0 such that
Here II 0 is the second fundamental form of (Σ, σ) when isometrically embedded in R 3 .
We divide the proof of Theorem 3.1 into a few steps. First, we consider the left side of (3.2) in the case that Ω is indeed a domain in R 3 . That leads to a result concerning manifolds with nonnegative Ricci curvature.
Proposition 3.1. Let (Ω, g) be a compact Riemannian manifold of dimension n ≥ 3. Suppose Ω has smooth boundary ∂Ω (possibly disconnected) which has positive mean curvature H. If g has nonnegative Ricci curvature, then
for any smooth function η on ∂Ω. Here II is the second fundamental form of ∂Ω in (Ω, g), ∇ and ∆ are the gradient and Laplacian on ∂Ω and dv ∂Ω is the volume form on ∂Ω.
Moreover, equality in (3.3) holds for some η if and only if η is the boundary value of some smooth function u which satisfies ∇ Proof. Given a smooth function η on ∂Ω, let u be the harmonic function on (Ω, g) such that u = η on ∂Ω. By the Reilly formula [16, Equation (14)] (see also [9, Theorem 8 .1]), we have (3.4)
where Ric(·, ·) is the Ricci curvature of g. Here we omit the corresponding volume form in each integral.
by the Cauchy-Schwarz inequality. Hence (3.3) is proved. Now suppose the equality in (3.3) holds, then the equalities in (3.5) must hold. In particular, we have
∆u + H ∂u ∂ν = 0 on Σ which shows the second equality in (3.5) must hold. If in addition Ric(∇ Ω u, ∇ Ω u) = 0, then the first equality in (3.5) holds as well. Proposition 3.1 is proved.
Remark 3.1. We thank Michael Eichmair who brings Reilly's formula (3.4) to our attention. (3.4) was derived by integrating the Bochner formula and expressing the boundary term
|∇ Ω u| 2 as the left side of (3.4). In particular, Proposition 3.1 remains valid under the general assumption that the mean curvature H does not change sign on each component of ∂Ω.
Specializing Proposition 3.1 to domains in R n , we have
Let Ω be a bounded domain in R n (n ≥ 3) with a smooth connected boundary Σ. Suppose Σ has positive mean curvature H 0 . Let II 0 be the second fundamental form of Σ in R n . Then
for any smooth function η on Σ, where ∇ and ∆ are the gradient and the Laplacian on Σ and dv Σ is the volume form on Σ. Moreover, equality in (3.8) holds for some η if and only if η is the restriction of a linear function to Σ, i.e. η = a 0 + n i=1 a i x i for some constants a 0 , a 1 , . . . , a n .
Remark 3.2. When n = 3 and Σ is a strictly convex surface in R 3 , the inequality (3.8) can also be seen by considering the second variation of
Let Ω be a three dimensional Riemannian manifold. Let Σ ⊂ Ω be an embedded closed 2-surface that is diffeomorphic to a sphere. Suppose the induced metric σ on Σ has positive Gaussian curvature. Let
be an isometric embedding of (Σ, σ) into R 3 . Given any constant a 0 and any constant unit vector a = (a 1 , a 2 , a 3 
where H is the mean curvature of Σ in Ω, H 0 and II 0 are the mean curvature and the second fundamental form of Σ when isometrically embedded in R 3 .
Proof. For such an η, Corollary 3.1 implies
where H 0 is the mean curvature vector of Σ when isometrically embedded in R 3 . Therefore,
(3.12)
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. For convenience, we omit writing the volume form in each integral. Note that (3.13)
By Corollary 3.1, we know I 2 (η, η) ≥ 0. By the assumption (3.1), we have I 1 (η, η) ≥ 0. Therefore, (3.14)
To prove (3.2), we argue by contradiction. Suppose (3.2) is not true, then there exists a sequence of functions
By the interpolation inequality for Sobolev functions, we have
(3.17)
Here and below, {C 1 , C 2 , . . .} denote positive constants independent on k. It follows from (3.17) that
By (3.15) and the usual L p estimate, we then have
This implies that there exists a function η ∈ W 2,2 (Σ) such that a) η k converges weakly to η in W 2,2 (Σ). b) η k converges strongly to η in W 1,2 (Σ).
By (3.19) and a), b), one also easily verifies that c) ∆η k converges to ∆η weakly in L 2 (Σ).
Moreover, by (3.15) and b), η satisfies We now claim that
To see this, we replace η by η − η k in (3.14) to obtain (3.22)
It follows from (3.16) and (3.22) that
Letting k → ∞, by (3.19), a), b), c) and (3.23) we have
This, together with (3.14), shows that
Next, we claim that η must be the restriction of a linear function on Σ. Here we identify Σ with its image in R 3 under the isometric embedding. To see this, first we note that η is a smooth function on Σ. That is because, by (3.14) and (3.25), η is a minimizer of the functional
Hence, η is a weak solution to the Euler-Lagrange equation
Since the coefficients of (3.26) are assumed to be smooth, we know η is a smooth function by the standard elliptic regularity theory. Second, by (3.13), we have (3.27) 0 = I 1 (η, η) + I 2 (η, η).
Since I 1 (η, η) ≥ 0 and I 2 (η, η) ≥ 0, we know I 2 (η, η) = 0. By Corollary 3.1, we conclude that
for some constants a 0 , a 1 , a 2 , a 3 . By (3.20) we further know that η is not a constant, hence (a 1 , a 2 , a 3 ) = (0, 0, 0). For such an η, Proposition 3.2 shows
Therefore, by (3.25) we have
Since it is assumed H 0 ≥ H on Σ, we conclude that H 0 = H everywhere on Σ.
To finish the proof, we apply the positive mass theorem to draw a contradiction. Let N ⊂ R 3 be the exterior region of Σ. We attach N to the compact manifold Ω along Σ to get a Riemannian manifold M. The metric g M on M has the feature that, though it may not be smooth across Σ, the mean curvatures of Σ from its both sides in M agree. We have the following two cases:
• When ∂Ω has only one component, i.e. Σ = ∂Ω, we can apply Theorem 3.1 in [17] (or Theorem 2 in [12] ) directly to conclude that Ω must be isometric to a domain in R 3 . This is a contradiction to the assumption on Ω.
• When ∂Ω has more than one components, M has a nonempty boundary ∂M = ∂Ω\Σ, which by assumption has positive mean curvature (i.e. its mean curvature vector points inside M). In this case, one can modify the proof of Theorem 3.1 in [17] to show that Ω still must be isometric to a domain in R 3 . Or one can proceed as in [13, Section 3.2] to draw a contradiction as follows: by minimizing area among surfaces in Ω that are homologous to Σ, we know there exists a closed minimal surface Σ H in Ω having the property that there are no other closed minimal surface lying inside the regionΩ bounded by Σ and Σ H . By directly applying Lemma 2, 3, 4 in [13] and the Riemannian Penrose inequality [1, 7] , we have
This contradicts the fact that M outside Σ is the exterior Euclidean region N, which has zero mass. We conclude that (3.2) is true. Hence, Theorem 3.1 is proved.
2
Part (1) of Theorem 1.1 now follows directly from Theorem 2.1 and Theorem 3.1.
Second fundamental form of the isometric embedding
The rest of this paper is devoted to study of Question 2. As mentioned in the introduction, in order to apply the IFT, we want to verify that the map, which sends a metric σ (on the two-sphere S 2 ) of positive Gaussian curvature to the second fundamental form of the isometric embedding of (S 2 , σ) into R 3 , is a C 1 map between appropriate functional spaces. To do so, we follow closely the original work of Nirenberg [15] .
First, we fix some notations. Let Σ = S 2 . Given an integer k ≥ 2 and a positive number 0 < α < 1, let By the results in [15] , for k ≥ 4 and σ ∈ M k,α + , there is an isometric embedding X(σ) of (Σ, σ) into R 3 which is unique up to an isometry of R 3 . Also, X(σ) is necessarily in E k,α by [15] . Hence the following map is well-defined:
where F (σ) = II(X(σ)) is the second fundamental form of X(σ)(Σ) (pulled back via X(σ) and viewed as an element in S k−2,α ). We want to study the smoothness of F .
Given σ ∈ M k,α + , k ≥ 4 and let X = X(σ) ∈ E k,α be an isometric embedding of (Σ, σ). Let {(u, v)} denote a fixed coordinate chart on Σ, let X u , X v denote the partial derivative of X with respect to u, v, and let X 3 = X u ∧ X v /|X u ∧ X v | be the unit normal. The coefficients of the first and the second fundamental forms of X are denoted by E, F, G and L, M, N respectively. Let ∆ = √ EG − F 2 and let K, H be the Gaussian curvature, the mean curvature of X(Σ) which are both positive. Let
Note that
By [15, Section 6-8], given any ρ ∈ S r,α and r ≥ 2, there exists a uniquely determined Y = Φ(σ, ρ) ∈ X s,α (which also depends on X), where s = min{k − 1, r}, such that Y is a solution of
and Y vanishes at a fixed point on Σ. Recall from [15] that Y is constructed in the following way:
Step 1: Let φ be the unique solution of
which is L 2 -orthogonal to the kernel of L(φ u , φ v )+Hφ which is spanned by the coordinates functions of X 3 . Here
where ρ ij;u etc. are the covariant derivatives of ρ on (Σ, σ). Denote φ = Ψ(σ, ρ). Note that Ψ is linear in ρ.
Step 2: Y = Φ(σ, ρ) is obtained by integrating:
( 4.7) where (4.8)
In particular, Φ is linear in ρ. By (6.6) in [15] , φ and Φ are also related by 
Let us denote this particular solution Y to (4.10) by Y (σ, τ ). Since both X(σ) and Let X(σ) be an isometric embedding of (Σ, σ). Then for any τ ∈ M 2,α + satisfying ||σ − τ || C 2,α < ǫ,
For the purpose in this paper, we want to obtain the corresponding C k,α estimate (k ≥ 4) of φ and Y . We have with center at σ 0 and radius 1. Let X(σ) be an isometric embedding of
Proof. Let X 0 be a fixed isometric embedding of (Σ, σ 0 ) so that the origin is the center of the largest inscribed sphere of X 0 (Σ) in R 3 . Let {(u, v)} be a fixed coordinates chart of Σ and let Ω ⊂ Σ be an open set whose closure is covered by {(u, v)}. On Ω, we have |X 0 | ≥ C and
Here and below, C always denote a positive constant depending only on σ 0 , K 0 denotes the Gaussian curvature of X 0 , and (X 0 ) 1 = (X 0 ) u , etc.
By Lemma 4.2, there exist positive constants δ, ǫ and C, depending only on σ 0 , such that for any σ, τ ∈ M k,α + with ||σ 0 − σ|| C k,α < δ and ||τ − σ|| C k,α < ǫ, there exists an isometric embedding X(σ) of (Σ, σ) such that
and the solution Y (σ, τ ) to (4.10) (with X = X(σ)) satisfies
For such given σ and τ , let X(τ ) = X(σ) + Y (σ, τ ) and let K(σ), K(τ ) be the Gaussian curvature of X(σ), X(τ ). Assuming δ, ǫ are sufficiently small, by (4.11) and (4.12) we have
Here and below we always consider points in Ω.
, are Christoffel symbols. By the equation (3.7) in [15] ,
(4.13)
Differentiate this equation with respect to the i-th variable, we have (4.14)
where P = P(σ, ∂σ, ∂∂σ, ∂∂∂σ, ∂ρ, ∂∂ρ, X(σ), ∂X(σ)) is some fixed polynomial function of its arguments. Here we used a basic fact that the m-th derivatives of X, m ≥ 2, can be expressed as a linear combination of X, X 1 , X 2 with coefficients involving derivatives of σ, ρ of order at most m (see p.348 in [15] ). Now, since ||σ|| C 3,α , ||ρ|| C 2,α , ||X(σ)|| C 2,α are all bounded, it follows from (4.13) and (4.14) that ||ρ|| C 3,α is bounded. This in turn implies that ||X(σ)|| C 3,α is bounded. Next, since the ||σ|| C 4,α , ||ρ|| C 3,α , ||X(σ)|| C 3,α are bounded, we see ||ρ|| C 4,α is bounded, which then implies ||X(σ)|| C 4,α is bounded. Hence,
Continue in this way and use the fact that ||σ|| C k,α is bounded, we conclude that
Similarly, we have
whereÃ,B,C,P are constructed in the same way as A, B, C, P. By (4.14) and (4.17), we havẽ
By (4.12), (4.15) and (4.16), we have
Now suppose for some integer l satisfying 2 ≤ l < k, we have
By (4.15), (4.16) and (4.19), we then have
where we also used the previously mentioned fact regarding writing the derivatives of X(σ), X(τ ) in terms of those of ρ,ρ (p.348 in [15] ). On the other hand, we have
, and
and therefore
The result follows by induction.
Given any ρ ∈ S r,α (r ≥ 2), let φ = Ψ(σ, ρ) be the unique solution of (4.3) which is L 2 -orthogonal to the coordinates functions of the unit normal of X(σ); let Y = Φ(σ, ρ) be the unique solution of (4.2) which vanishes at a fixed point on Σ and is obtained by integrating Y u and Y v defined by (4.7) and (4.8). There exist C > 0 depending only on σ 0 and ǫ such that Proof. Let X 0 be a fixed isometric embedding of (Σ, σ 0 ). By Lemma 4.3, we may assume X = X(σ) is chosen such that ||X − X 0 || C k,α ≤ C, where C depends only on σ 0 and ǫ. Recall that φ satisfies (4.22
By (4.4), (4.5) and (4.6), we have
Hence, 
Let ǫ > 0 and δ > 0 be as in Lemma 4.3. We may assume that ǫ is so small that the open set
+ . Let κ > 0 be chosen such that κ < min{ǫ, δ}. Suppose σ ∈ U. Let X = X(σ) be an isometric embedding of (Σ, σ). Since κ < ǫ, we may assume that X(σ) is chosen such that ||X(σ)|| C k,α ≤ C, where C depends only on σ 0 and ǫ. Given any η ∈ S k,α such that ||η||
be the (nearby) isometric embeddings of (Σ, σ + tη). In what follows, we write P = Y (σ, σ + tη). By (4.10), P satisfies (4.25) 2dX · dP = tη − (dP ) 2 .
Since κ < δ and |t| < ǫ, by Lemma 4.3 we have
where C > 0 is the constant in Lemma 4.3. In particular, C is independent on η. Now let Y = Φ(σ, η) be the solution to (4.27) 2dX · dY = η.
By (4.25) and (4.27), we have
Since P is of C k,α , we know ρ ∈ S k−1,α . By (4.26),
We claim that P − tY = Φ(σ, ρ). To see this, we first recall that
2 . Next, let φ m be the corresponding unique solution φ of (4.3) with ρ replaced by ρ m−1 . By (4.9), φ m satisfies
Let φ P be given by
Since Y m converges to P in the C 2,α norm, we see that φ m converges to φ P in the C 1,α norm. In particular, φ P is L 2 -orthogonal to the coordinate functions of X 3 . On the other hand, by (6.15) in [15] , φ P is a solution to (4.3) with ρ replaced byρ = tη−(dP ) 2 . Hence, by definition, we have φ P = Ψ(σ,ρ). Since P also vanishes at the fixed point where Y m is set to vanish, we know that P is obtained by integrating P u and P v , which are given by (4.7) and (4.8) with ρ replaced byρ and with φ replaced by φ P = Ψ(σ,ρ). By definition, this shows P = Φ(σ,ρ). Therefore, we have 
On the other hand, because the map ρ → Φ(σ, ρ) is linear from S k,α to X k−1,α , and because ||Φ(σ, η)|| C k−1,α ≤ C, there is a linear map
By (4.35) and (4.36), we have
for all η ∈ S k,α with ||η|| C k,α = 1. We want to compute A(η) explicitly, which is simply
Since A(η) also depends on σ, we will denote it by A (σ) (η). Let e 3 (t) =
be the unit normal of Z(t), where Z 1 =
∂Z ∂u
and Z 2 = ∂Z ∂v . Let i, j ∈ {1, 2} and let Z ij denote the corresponding second order derivative of Z. Then II(Z(t)) ij = − e 3 , Z ij .
⊥ e 3 , we may assume
Thus,
where X 3 (σ) is the unit normal of X(σ). Using the facts that ||Y || k−1,α ≤ C (Lemma 4.4) and ||X(σ)|| k,α ≤ C, where both constants C depend only on σ 0 , we conclude from (4.38) that A (σ) is a bounded linear map from S k,α to S k−3,α . Next we want to prove that the map σ → A (σ) is continuous in the operator topology. Namely, for σ 1 ∈ U, we want to prove that (4.39) lim
We first note that A (σ) does not depend on any particular choice of the embedding X(σ). Suppose σ 1 ∈ U and suppose X(σ 1 ) is a fixed isometric embedding of σ 1 such that ||X(σ 1 )|| C k,α ≤ C. By Lemma 4.3, for any σ ∈ M k,α + with ||σ − σ 1 || C k,α < ǫ − κ, an isometric embedding X(σ) can be chosen such that X(σ) = X(σ 1 )+P 1 , where P 1 = Y (σ 1 , σ) and
Here and below all the constants C depend only on σ 0 , but not on σ and η. For any given η ∈ S k,α with ||η|| C k,α = 1, let Y (1) = Φ(σ 1 , η) and Y = Φ(σ, η) be the solutions of 2dX(σ 1 ) · dY (1) = η and 2dX(σ) · dY = η. In order to prove (4.39), by (4.38) and (4.40), it is sufficient to prove that
Let φ (1) = Ψ(σ 1 , η) and φ = Ψ(σ, η) be the functions that are used to construct Y (1) and Y . Then φ (1) and φ satisfy two elliptic PDEs
and a ij φ ij + b i φ i + cφ = f, which correspond to (4.3) (where the metric and the embedding involved are given by σ 1 and X(σ 1 ), σ and X(σ) respectively, and ρ is replaced by η). By (4.4)-(4.6), (4.40) and the fact ||X(σ 1 )|| C k,α ≤ C, we have (4.42) ||a 
To estimate ||φ (1) − φ|| C 0 , let x 1 , x 2 , x 3 be coordinate functions of the unit normal of X(σ 1 ) and let y 1 , y 2 , y 3 be the unit normal of X(σ). Define
we have (4.47)
where we have also used (4.40) and Lemma 4.1. Since (ω ij ) has an inverse (ω ij ), we let β i = ω ij β j . Then
where q 1 is some function satisfying ||q 1 || C k−3,α ≤ C||σ 1 − σ|| C k,α . By the integral expression of φ (1) ij − φ ij − k β k x k in terms of the Green's function, see [15] , we have and φ inserted, we conclude from (4.51) that (4.41) is true, hence the map σ → A (σ) is continuous in the operator topology. In what follows, we assume that τ 0 = 0 is a solution to (1.1) on Σ. We give a sufficient condition that guarantees the existence of solutions to (1.1) on the nearby surfaces F f (Σ). for all η ∈ W 2,2 (Σ), where H 0 and II 0 are the mean curvature and the second fundamental form of (Σ, σ) when isometrically embedded in R 3 . Then for any k ≥ 5 and 0 < α < 1, there exists a small constant a > 0 such that, for any f ∈ B(a), there exists a C k,α solution τ to (1.1) on the C k,α embedded surface F f (Σ).
Proof. Since div Σ V = 0, we know τ 0 = 0 is a solution to (1.1) on Σ.
For the given k and α, let a > 0 be sufficiently small such that the map H is well defined on B(a) × U τ 0 (a) with τ 0 = 0. Let D(a) = {τ ∈ C k,α (Σ) | ||τ || C k,α < a and 
