We use Kleene algebra with tests to verify a wide assortment of common compiler optimizations, including dead code elimination, common subexpression elimination, copy propagation, loop hoisting, induction variable elimination, instruction scheduling, algebraic simplification, loop unrolling, elimination of redundant instructions, array bounds check elimination, and introduction of sentinels. In each of these cases, we give a formal equational proof of the correctness of the optimizing transformation.
KAT ideal for reasoning about the correctness of low-level code transformations.
In this paper we show how KAT can be used to verify a variety of common compiler optimizations: dead code elimination, common subexpression elimination, copy propagation, loop hoisting, induction variable elimination, instruction scheduling, algebraic simplification, loop unrolling, elimination of redundant instructions, array bounds check elimination, and introduction of sentinels.
In each of these cases, we give a formal, machine-verifiable equational proof of the correctness of the optimizing transformation. The verification of compiler optimizations is more than just a theoretical exercise. We were led to these investigations by recent work in typed assembly language (TAL) [18] , proof-carrying code (PCC) [19] , and efficient code certification (ECC) [13] . These are systems that provide a means for an untrusted compiler to convince a trusted verifier that the object code it produces meets certain safety requirements.
PCC is the most powerful of these systems. It quite flexible in the security policies it can express, but a significant problem is the size of certificates [20] . ECC addresses this issue by taking advantage of compiler conventions, giving a significant reduction in certificate size. In ECC, the production and verification of certificates is very efficient and invisible to both the code producer and consumer. However, these savings come only at a cost of reduced expressiveness and compiler dependence. In particular, whereas TAL and PCC deal well with optimizing transformations, ECC, being more dependent on the form of the object code produced by the compiler, is less robust with respect to code motion. To verify optimized code, ECC would require the certificate to include a concise description of the sequence of optimizing transformations that were performed, along with a machine-verifiable justification of these transformations. Such an extension might be based on the system KAT as described here.
Kleene Algebra and Kleene Algebra with Tests
In this section we briefly review the definitions of Kleene algebra and Kleene algebra with tests; see [11] for a more thorough introduction.
Kleene Algebra (KA)
The following axiomatization is from [11] . A Kleene algebra (K; +; ; ; 0; 1) is an idempotent semiring under +; ; 0; 1 satisfying 1 + pp = p
1 + p p = p (2) q + pr r ! p q r (3) q + rp r ! qp r;
where refers to the natural partial order on K: p q def ( ) p + q = q:
The operation + gives the supremum with respect to . All the operators are monotone with respect to ; that is, if p q, then for any r, pr qr, rp rq, p + r q + r, and p q .
In the presence of the other axioms, (3) and (4) are equivalent to pr r ! p r r (5) rp r ! rp r; (6) respectively. These axioms say essentially that behaves like the reflexive transitive closure operator of relational algebra or the Kleene asterate operator of formal languages.
The following are some basic properties of :
a a (8) a a = a
We will find the following two identities particularly useful for simplifying expressions:
The identities (11) and (12) are called the sliding rule and the denesting rule, respectively. In addition, the following result will prove useful: Proof. We show independently that xy xyx ! xy x(yx) (13) xyx xy ! x(yx) xy :
To show (13) , by (4) it is enough to show xy xyx ! x + x(yx) y x(yx) :
Reasoning under the assumption xy xyx, we have x + x(yx) y = x + (xy) xy by the sliding rule (11) x + (xy) xyx by the assumption xy xyx = (1 + (xy) xy)x distributivity = (xy) x by (2)
by the sliding rule (11).
For (14) , reasoning under the assumption xyx xy, we have x + xyxy x + xyy by the assumption xyx xy = x(1 + yy ) distributivity = xy by (1), thus by (3), (xy) x xy :
The right-hand side of (14) then follows from the sliding rule (11). 
2

Kleene Algebra with Tests (KAT)
The following result, also observed in [12] , follows directly from Lemma 2. As mentioned in the introduction, KAT subsumes Hoare logic [14] . The PCA fbg p fcg is expressed bpc = 0, or equivalently, bp = bpc. Intuitively, bpc = 0 says that there is no halting computation of p satisfying precondition b and postcondition c, and bp = bpc says that testing c after executing p with precondition b is always redundant.
In traditional Hoare logic, atomic programs are assignments x := e and the only atomic assumption is the assignment rule fP x=e]g x := e fP g:
Hoare logic operates by deriving PCAs involving compound programs inductively, using the assignment rule as an axiom. The operation of KAT is analogous, except that the assumptions and conclusions are equations between programs, and the form of the assumptions can be more general.
Theorems of KAT are universally quantified Horn formulas of the form p 1 = q 1^p2 = q 2^ ^p n = q n ! p = q:
In our applications below, the p i = q i are typically premises involve atomic instructions and tests that are immediately self-evident, and the conclusion p = q is the equivalence of the unoptimized and optimized code fragments. In our optimization examples, there are certain kinds of premises that occur frequently. For example, we often need to know that two atomic instructions that do not affect each other can occur in either order. This would be expressed in KAT by a commutativity condition of the form pq = qp.
We would take this assertion as a premise on the left-hand side of the Horn formula above. Another common example is the fact that after loading a register with a value, that register contains that value. This is expressed by an equation of the form p = pa, where p is the load instruction and a is the assertion that the register contains the value. This assertion allows us to introduce new assertions into an annotated program and delete them when they are no longer needed. As a final example, the fact that if a register already contains a value, then there is no need to load it again would be encoded as an equation of the form ap = a. This premise allows us to delete redundant instructions.
We use such atomic premises extensively in the derivations of Section 3. In all cases the truth of the premise is directly evident. Moreover, it has been observed that in the decision procedure for KAT, premises of the form p = 0 can be eliminated without loss of efficiency [2, 15] .
Verifying Optimizations in KAT
In this section we consider several examples of common compiler optimizations and show how they can be encoded and verified in KAT. In each case, we give the program fragments before and after the optimizations, their translations into the language of KAT, and an equational proof that the two fragments are equivalent.
Dead Code Elimination
Dead code elimination is a code transformation that removes unreachable instructions. Let us start with a very simple example. Consider the following program:
This is expressed in KAT as
The a in this expression represents the implicit else clause. Suppose we know that the test a is always false after the execution of p. This would imply that the test of the if statement is false in the program above, so q would never be executed. We could remove it to obtain the optimized fragment p.
The assumption that the test a is always false after the execution of p is expressed in KAT by the identity p = pa, or equivalently pa = 0. Intuitively, immediately after the execution of p, we must always be in a state in which a holds. In this case, executing the guard a after p is always redundant; equivalently, executing the guard a after p aborts the computation. which is encoded in KAT as the expression p(aq) a. Again, suppose that the test a is always false after the execution of p; that is, pa = p. This means that the while loop will never be executed, and we should again be able to obtain the optimized fragment p. 
Common Subexpression Elimination
Common subexpression elimination is a code transformation that avoids redundant evaluation of the same expression by using the result of the first computation. For example, consider the fragment
where expr is an expression not containing i. We wish to show that this can be replaced by: i := expr ; j := i ;
Consider the following programs and tests: We wish to prove that pq = pr. We can postulate the following premises:
atomic PCA fexpr = exprg i := expr fi = exprg aq = aqb atomic PCA fi = exprg j := expr fi = jg br = b there is no need to assign j := i if i = j already r = wr j is dead immediately before the assignment j := i qw = w an assignment to a dead variable is redundant.
The first two of these are both instances of the Hoare assignment rule. Under these premises, we can reason equationally as follows: pq = 1pq = 1paq = 1paqb = 1paqbr = 1paqr = 1pqr = pqr = pqwr = pwr = pr:
Copy Propagation
Copy propagation is a code transformation that eliminates an assignment of the form j := i and replaces all further references to j by references to i. there is no need to assign k := 4 i + 2 if k = 4 i + 2 already s = ws k is dead immediately before the assignment k := 4 i + 2 rw = w an assignment to a dead variable is redundant.
The first two of these are instances of the Hoare assignment rule. Using these assumptions, we can reason as follows: qr = 1qr = 1qar = 1qarb = 1qarbs = 1qars = 1qrs = qrs = qrws = qws = qs: Moreover, if we know that j is a dead variable, we can optimize further by removing the assignment to j, obtaining the code:
i := expr ; p k := 4 i + 2 s
Letting v def = make j undefined; we wish to show that pqsv = psv. We have sv = vs since j does not occur in s qv = v if j is dead, the assignment is redundant which allow us to conclude pqsv = pqvs = pvs = psv:
Loop Hoisting
Loop hoisting is a transformation that involves moving code out of loops. It can take one of two forms: in the first form, an expression whose value does not depend on the number of times through the loop need not be evaluated inside the loop, but can be evaluated once before the first execution of the body of the loop. In the second, an expression whose value is not used anywhere inside the loop need not be evaluated inside the loop, but can be evaluated once after the loop.
As an example of the first type of transformation, consider the following program fragment: We would like to show p(aqs) aw = pu(ars) aw:
Postulating the assumptions u = ub k = expr after k := expr, since k does not occur in expr (18) b = bu if k = expr already, no need to assign k := expr (19) bq = qb since sum does not occur in expr (20) bs = sb since i does not occur in expr (21) br = rb since sum does not occur in expr, (22) we can argue as follows:
pu(ars) = pub(ars)
by (18) = pub(abrs) by Lemma 2.2, using (21) 
Reasoning under these assumptions, we have To establish the equivalence of the first two programs, we need to prove uq(apq) a = uq(apr) a. Equation (27) is from basic number-theoretic reasoning. Equation (28) is an instance of the Hoare assignment rule. Equation (29) follows from (27) and the instance fb 0 gpfcg of the Hoare assignment rule.
Induction Variable Elimination
Equation (30) is an instance of the property that if two expressions have the same value, then the assignment of either expression to the variable j has the same effect. This would hold even if j occurred in both expressions. Here, j does not occur in the expression i expr 2 , and using w def ( ) make j undefined along with the premises wq = q and rw = w, (30) can be proved by cr = crb = crbq = crbwq = crwq = cwq = cq:
The property (30) holds even in the more general case in which j can occur in both expressions. We do not know how to prove this in Hoare logic or Kleene algebra from more primitive assumtions without introducing new symbols into the underlying programming or assertion language. However, we would be content to take (30) as a primitive assumption. We have bpq = bpcq = bpcqb = bpcrb = bpcr = bpr:
Since bpq = bpqb, it follows from (26) and (31) by (26) and Lemma 2.1.
Instruction Scheduling
Unrelated instructions can be reordered so as to maximize the throughput of a processor pipeline.
For example, p ; q and q ; p are equivalent if there is no dependency between the instructions p and q. The nondependency assumption is expressed in KAT by the equation pq = qp. These assumptions can be used to reorder instructions arbitrarily as long as no dependencies are violated.
Algebraic Simplification
This transformation eliminates the statements corresponding to algebraic identities, which occasionally arise due to constant propagation and other previous transformations. For example, consider the two equivalent programs: 
Proof. For the direction , For the direction , by (3) it is enough to prove
We have
by (1) = (1 + u)(uu) distributivity.
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We can now prove the equivalence of the two programs:
(ap(ap + a)) a = (apap + apa) a distributivity = ((apa) apap) (apa) a the denesting rule (12)
by (2) = (apap + (apa) apaapap) (apa) a distributivity = (apap) (apa) a
Boolean algebra
by (1) = (apap) (1 + apa + apaapa(apa) )a by (1) and distributivity = (apap) (1 + apa)a We see that if a is true at the beginning of the loop, it remains true after one iteration; that is, a(bp(cq + cs)v) = a(bp(cq + cs)v)a: we could postulate the atomic premises p = dp i is dead immediately before the assignment p qd = dq the assignment q does not affect i pd = d an assignment to a dead variable is redundant; then eliminate the first assignment to i in the program i := 1 ; j := 2 ; i := 1 by arguing pqp = pqdp = pdqp = dqp = qdp = qp:
Redundant Loads and Stores
The problem is that the proposition "i is a dead variable" is not a property of the local state of the computation. It does not commute with other tests involving i, which it must do in order to be a we have p = pa i = 1 immediately after the assignment ap = a the assignment is redundant if i = 1 already.
But then pp = padp since pa = dp = p = pdap by commutativity = da since pd = d and ap = a, which is clearly an erroneous conclusion.
Our solution to this paradox is to use w instead of d. The program w can be regarded as an assignment of an undefined value to i. As such, it is a transformation of the local state, much like an ordinary assignment. Since w is a program and not a test, it is not required by the axioms of KAT to commute with tests.
