We study optimal algorithms and optimal information for an average case model. This is done for linear problems in a separable Hilbert space equipped wi~~ a probability measure.
1.

Introduction
In two recent monographs ([5] and [6] ), optimal reduction of uncertainty for a worst case model was studied.
In [7] a corresponding study for an average case model was initiated.
In that paper we confined ourselves to linear problems in a finite dimensional space. See also [3] where a general error criterion for optimal approximation of a linear problem is studied.
In this paper we study linear problems in a separable
Hilbert space equipped with a probability measure ~.
We seek optimal algorithms and optimal information. The following results are obtained.
(1. 1)
For all measures ~:
2.
a.
In the class of linear algorithms, a spline algorithm, defined in terms of the covariance operator of the measure ~, is optimal.
b.
In the class of affine algorithms. an affine spline algorithm, defined in terms of the correlation opera tor and the IT'.ean element of the measure 'o!, is optimal.
Let u. be any measure such that where D is a certain affine mapping and B is any Borel set.
In the class of all algorithms, the affine spline algorithm is optimal.
3.
For all measures u. optimal information is obtained for the class of linear or affine algorithms. If satisfies (1.1) then optimal information for the class of affine algorithms is also optimal for the class of all algorithms.
2
The measures which satisfy (1.1) include Gaussian measures and the measures studied in [7] . In a forthcoming paper [8] we characterize measures satisfying (1.1).
We briefly su~marize the contents of this paper. We formulate the problem in Section 2.
In Section 3 we collect some facts on measures in Hilbert spaces. Section 4 deals with optimal algorithms. In subsection Cil we study linear algorithmsJ in subsection (ii) affine algorithms and in subsection (iii) general algorithms. Section 5 deals with optimal information. Our analysis and results are illustrated by two examples. The first is a finite dimensional Hilbert space equipped with a weighted Lebesgue measure~ the second is a separable Hilbert space equipped with a Gaussian ~easure.
Formulation of the Problem.
Let Fl and F2 be real separable Hilbert spaces. Let m = dim(F l ), m ~ +00, be the dimension of Fl' Let (2. 1) S be a continuous linear operator. We call S a solution operator. 3 Our aim is to approximate S(f), "ff E F l , with an average error as small as possible.
In order to define an average error we assume that the Hilbert space Fl is equipped with a probability measure ~,~ (F l ) = 1, which is defined on Borel sets of Fl' see e. g., [1 ] and [4] .
To find an approximation to Sf we must know something about f. We assume that N(f) is known where (2. 2 ) N is a continuous linear operator whose range has dimension n.
We call N an information operator and n = card(N) is called the cardinality of N. We seek an approximation to Sf by Let ~(N) be the class of all algorithms ~ using N for which the average error is well defined, i.e., IISf -~ (N(f)) 112 is a measurable function.
We wish to find an algorithm ~* from ~(N) with the smallest average error. Such an algorithm is called an optimal average error algorithm, its error is called the average radius of information and is denoted by ravg(N), i.e.) (2. 5 ) aug avg inf e (e;l,N) = e (e;l* ,N) = r avg (N) .
Measure u'
We collect some facts on measures in Hilbert spaces which will be used in the following sections. See e.g., [l} and [4J.
( i )
The mean element m of
is defined as where the integral in (3.1) is understood as the Lebesgue integral with respect to the measure
The correlation operator S of c u is defined as
Throughout this paper we assume that 1.
1.
Note that (3.2 ) implies that
1.
i. e. J A. is the average value of the squared ith component all Ai are positive and Sc is a one-to-one mapping. The c ovariance operator 5 of 
1
Note that (S ) 2
w lch yields that • c .
Exa mpl e 2 : A Gaussian measure ~ in the Hilbert spac e Fl is a mea sur e such that • In this section we pose the problem of c haracteriz ing algorithms with minimal average error.
In three subsections we solve this problem for three classes of algorithms.
The first subsection deals with linear algorithms. Linear algorithms are important since they are easy to implement in actual computation. We prove that a linear algorithm with minimal a verage error is a spline algorithm defined in terms of the covariance operator.
In the second subsection we turn to affine algorithms. They are also easy to implement.
We prove that an affine algorithm with minimal average error is an affine spline algorithm which is defined in terms of the co rrelati on operator and the mean element .
In the third subsection we deal with the class 9(N) of idealized algorithms.
We find a property of the measure ~ such that the affine spline algorithm is an optimal average error algor ithm. We assume that for linearly independent elements 9 1 ,g2"" , gn of =1' for some (4. J ) 11 1 ,n 2 , . . · ,Tl n be an orthnormal basis of the line a r
ll.n (5 9 1 ,5 9 2 , .. . ,5 9). Then
.. , n be a n x n matrix. Note that C is nonsingular.
"
The e lement n. belongs to the domain G and the r efore ' 1 u T ~. is well defined. From (4.2 ) and (4 . 3) we have
Thus , knowing N(f) we can compute (f, T~ ni"
Define the element cr = o(N(f)) as
Then (a,T n.) = (f,T n.) which yields N(o) = N(f). This u. ~ u. ~ means that "interpolates" f with respect to N.
Observe that a does not depend on a particular choice of the orthonormal basis n l ,··· ,nn· Indeed,if e l ,··· 'Sn is
also an orthonormal basis of l~n(S gl' ... 'S g) then ~ u.
n n. = Z~ l(n.,e.)s. and
Take an arbitrary g € G such that N(g) = N(f). Then U.
unique solution of
The solution of (4.6) is called a spline (or a T -spline) u.
interpolating N( f ) . The algorithm
is called a soline algorithm. Then .
-
~-~
IJ.
~ This proves that the average error is minimized iff there exists a n x n nonsingular matrix C :: (c .. ) such that c Jl.
Define the element a :: a(N(f)) as
where m is the mean element of u. u.
• Then (a,T n.
Thus c interpolates f with respect to N.
The algorithm
is called an affine spline algorithm. We are now ready to prove that the affine spline algorithm has minimal average error among all affine algorithms using N, i.e., among algorithms of the form ~ (N(f» n = 2:. 1 (f, 9 . ) w. + wo n can be written as ~(N(f)) = 2:. 1(f-m ,T ~.) 21.' + 20 for some 
(S T ~. ,S*z.)
C C 1.
-(m,S*(z-Smll.=O. 
This proves that the average error is minimized iff This yields u.
We find u. (D(B) ). 
-00
e-(t-ffix)2/ 2crx dt = ~(B). 
(~*JN).
l:"
.. 1
This proves that cp* is an optimal average error algorithm which completes the proof. This holds for the
optimal Information
In the previous section we studied optimal average error algorithms using the information operator N of cardinality n of the form
In this section we find the optimal choice of elements gl,g2""Jg n . By optimal choice we mean elements for which the average error is minimized for a given class of algorithms.
We shall need the following result. Let K 1.
• We now solve the problem of finding an information operator of cardinality n for which the average error of linear or affine algorithms is minimized.
where (z ,) and (z ,} are orthonormal basis and iJ.,1.
C,l.
This yields that K and K have finite traces and u.
- which proves (5.6) and completes the proof.
We stress that (4.18) holds for measures introduced in Examples 1 and 2, i.e., for measures of the form (3.9) in a finite dimensional Hilbert space and for the Gaussian measures.
Remark 5.1: We discuss uniqueness of optimal information.
We say two information operators are equal iff they have the same kernel. •
