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Abstract
A plan for the measurement of the differential inclusive jet production cross section
with CMS assuming 10 pb−1 of integrated luminosity from proton-proton collisions
at a center of mass energy of
√
s = 10 TeV is presented. The reach in jet transverse mo-
mentum is beyond any previous collider experiment and the TeV scale of jet physics
can be probed. The analysis is performed on fully simulated CMS events which are
adopted as pseudo data. Jets are reconstructed from calorimeter energy depositions
with two different algorithms: Inclusive kT and Seedless Infrared-Safe Cone. The
steps for the spectrum construction from triggered events are described in detail and
the major experimental and theoretical uncertainties are discussed. A simple noise
rejection cut is also proposed for the purpose of event clean-up.

11 Introduction
In view of the approaching LHC proton-proton collisions at a center of mass energy of
√
s =
10 TeV, the feasibility and accuracy of the inclusive jet cross-section measurement with approx-
imately 10 pb−1 of integrated luminosity is studied. Due to the huge QCD cross section at LHC
energies, even with 10 pb−1 the reach in transverse momentum, defined as the upper limit in
pT for which at least one jet can be expected, will be doubled compared to any previous collider
experiment [1–3]. The inclusive jet measurement will allow a direct confrontation of the QCD
predictions with data in this new energy regime and in addition is an important jet commis-
sioning study.
This analysis describes the required work flow for the inclusive jet measurement and tries to
follow as closely as possible a methodology as would be used with real data. The current
understanding of experimental as well as theoretical uncertainties is presented. Given that
collision data are not available yet, some experimental aspects can not be explored in full detail
and respective assumptions should be taken with caution.
First, the procedure of combining triggered data for the construction of the inclusive jet spec-
trum is described. Next, a noise rejection cut is introduced for the purpose of a simple event
clean-up, followed by the experimental corrections that need to be applied to the data. The
measured pseudo cross section is finally compared to calculations in perturbative QCD (pQCD)
at next-to-leading order (NLO) which have been modified to include non-perturbative effects.
The major systematic uncertainties, experimental as well as theoretical, are estimated.
The analysis is performed on fully simulated events which are adopted as pseudo data repre-
senting proton-proton collisions in the CMS detector at
√
s = 10 TeV . The events were gener-
ated with PYTHIA 6.4 which uses the recent tune D6T [4] employing the CTEQ6L1 [5] parton
density function (PDF).
The noise rejection studies were carried out with data collected by the CMS detector during
dedicated cosmic runs with the magnetic field of ≈ 4 T turned on, which offers an excellent
environment for the development of event clean-up strategies.
2 Jet Properties
2.1 Jet Reconstruction
In this analysis, jets are reconstructed either from energy depositions in the CMS projective
calorimeter towers [6] or from all stable Monte Carlo particles.1 For the calorimeter towers the
reconstruction thresholds of Scheme B [7] are applied.
For the purpose of the inclusive jet cross-section measurement two jet finding algorithms are
employed: The Inclusive kT [8–10] with transverse distance parameter D = 0.6 and the Seed-
less Infrared-Safe Cone (SISCone) [11] with radius R = 0.7 and overlap threshold of 0.75. Both
algorithms are infrared and collinear safe which is mandatory in order to compare with pre-
cise theoretical calculations. The choice of the size parameters (D = 0.6 and R = 0.7) is a
compromise between the need to maximize the energy collected into a jet and a still sufficient
resolution for multi-jet events.
1Particles with average proper lifetimes τ such that cτ > 10mm are considered to be stable.
2 2 Jet Properties
2.2 Jet Energy Determination
The default jet energy corrections (JEC) at CMS correct on average the observed jet energy to
the energy of the final state particle jet [12]. They consist of three steps applied in sequence:
The Offset correction [13] removes the energy added to the jet due to electronic noise and pile-
up. The Relative correction removes the pseudorapidity2 dependence of the jet energy response
and the Absolute correction restores the response to unity as a function of pT. Currently, the
jet energy corrections are derived from Monte Carlo truth by matching reconstructed jets with
generated particle jets. The response is recorded in bins of particle jet pT and η and the extracted
correction factors are expressed as a function of the reconstructed jet quantities. Once, collision
data are available, the jet energy corrections will be derived from direct measurements. The
relative correction, for example, will be extracted from di-jet balancing [14] and the absolute
correction from γ+jet [15] or Z+jet [16, 17] balancing.
The pre-calibration of the hadron calorimeter (HCAL) comes from test beam measurements
with charged pions of 50GeV [18], while the pre-calibration of the electromagnetic calorimeter
(ECAL) is established with test beam electrons. In CMS, the calorimeters will be calibrated
using in situ measurements from collision data. The absolute scale of the ECAL will be deter-
mined from Z → e+e− events while isolated pi0 → γγ events will be used to achieve a uniform
azimuthal response. For the HCAL calibration, Zero-Bias andMinimum-Bias events will be em-
ployed to equalize the response in φ for each η ring. The absolute scale of the hadron barrel
(HB) and the hadron endcap (HE) calorimeters will be re-derived in situ using single isolated
tracks exploiting the fact that their momenta are measured accurately by the CMS tracker. The
hadron forward calorimeter (HF)will be calibrated using di-jet events, exploiting the transverse
momentum balance. It should be noted however, that the underlying calorimeter calibration
will not lead to (almost) calibrated jets because of the non-linear HCAL response. For this rea-
son, the independent jet energy calibration described in the previous paragraph is mandatory.
For the CMS simulated data used in this analysis, the calorimeter calibration is taken from test
beam measurements.
The uncertainty of the jet energy scale is critical for the measurement of the inclusive jet cross
section. With 10 pb−1 at 10 TeV pp collisions it is expected that enough data will be available
in order to measure the jet energy scale with γ + jet events up to pT ∼ 600GeV [15]. At the
same time, jets will be observed up to pT > 1 TeV. In the pT range where in situmeasurements
will be available, the systematic uncertainty can be constrained to better than 10%. In the high
transverse momentum region, the jet energy scale will have to be extrapolated [16] relying on
MC simulations that are required to be tuned to the direct measurements. This may lead to an
increase of the systematic uncertainty.
In the present analysis an estimate of 10% uncertainty in the jet energy scale is used which
includes the preliminary uncertainties on data-driven techniques. A more detailed discussion
of this dominant systematic uncertainty will only be possible after jet energy corrections have
been derived from actual collision data.
2.3 Jet Energy Resolution
In combination with the steeply falling QCD jet spectrum the jet energy resolution leads to
a distortion of the measured differential inclusive jet cross section which has to be unfolded.
Currently, the jet energy resolution is determined from MC truth [19] by matching the recon-
structed jets with the corresponding particle jets. More specifically, the reconstructed jets are
2The pseudorapidity η is defined as η = − ln tan(θ/2), with θ being the polar angle with respect to the CMS
coordinate system centered at the nominal collision point inside the CMS detector.
3initially corrected with the default CMS jet energy corrections and subsequently the response
R, defined as the ratio of corrected jet pT and matched particle jet pT, is recorded in bins of par-





considered in this analysis. The matching
between particle and reconstructed jets is done geometrically by requiring the closest match in
the (η, φ) plane that satisfies the condition: ∆R =
√
(∆η)2 + (∆φ)2 < 0.25. The relative energy
resolution in each bin is derived by a Gaussian fit in ±1.5 root-mean-squares around the peak
of the corrected jet response. Finally, the relative resolution σ(pT)/pT is parameterized as a











Detailed information on the resolution is given in [20]. It should be noted that the procedure
outlined above describes only the Gaussian core of the jet energy resolution.
As soon as collision data become available, CMS plans to obtain the jet energy resolution from
di-jet events, utilizing the Di-jet Asymmetry Method [20] which, by construction, measures the
Gaussian core of the jet energy resolution. Preliminary CMS studies indicate that the expected
systematic uncertainty of the relative jet energy resolution will be less than 10% (relative value).
3 Cross-Section Measurement
The differential inclusive jet cross section is measured in bins of the jet transverse momentum





L · ε ·
Njets
∆pT · ∆y (2)
where:
• Njets is the number of jets counted in a bin,
• L is the integrated luminosity,
• ε is the efficiency of the event clean-up and jet identification criteria,
• Cres is the resolution unsmearing correction factor,
• ∆pT and ∆y are the pT and rapidity bin sizes respectively.
The binning in absolute rapidity |y| used in this analysis has been defined according to the
CMS detector geometry [6] and is given in Table 1. The binning in jet pT is based on the jet
energy resolution such that the width of each bin is roughly equal to the absolute resolution
(one sigma) at the center of the bin.
3.1 Event Clean-up
In data, in addition to jets from the hard scattering of the beam protons, large calorimetric
signals originating from noise, beam halo energy deposits or cosmic ray showers will also
be observed. All such sources of noise and non-collision data can produce large amounts of
transverse energy ET that is not balanced by any partner in a physical scattering process and
that appears as so-called missing ET (MET) corresponding to the absolute value of the vector
4 3 Cross-Section Measurement
|ymin| |ymax| expected reach in pT for 10 pb−1 calorimeter region
0.00 0.55 1327 – 1410GeV central barrel, y region 1
0.55 1.10 1248 – 1327GeV central barrel, y region 2
1.10 1.70 1032 – 1101GeV barrel/endcap transition
1.70 2.50 790 – 846GeV endcap
2.50 3.20 468 – 507GeV endcap/forward transition
3.20 5.00 272 – 300GeV forward
Table 1: Binning in absolute rapidity |y| based on the detector geometry. The reach in pT is
defined as the jet pT bin in which at least one jet is expected to be observed with 10 pb−1 of
integrated luminosity.
sum of all transverse tower energies. In order to remove the unbalanced events an upper
limit on the relative missing ET, MET/∑ ET, where ∑ ET is the scalar sum of transverse tower
energies, is planned to be imposed. The distribution of this quantity in QCD simulated events
and in cosmic data is shown in Figure 1. Due to the finite jet energy resolution, real collision
events typically give rise to small imbalances, while noise events are maximally unbalanced in
the transverse plane and lead to high values of MET/∑ ET.
Noise rejection studies with the cosmic data indicate that an event clean-up cut ofMET/∑ ET <
0.3 has very high rejection power while at the same time being fully efficient for events with
sufficiently hard jets. In Fig. 1 the cosmic data rejection and the efficiency of the simulated QCD
data are shown as a function of the MET/∑ ET cut, for a sample of events where the leading jet
has raw pT > 30GeV. The efficiency for this sample is > 95% and dedicated studies indicate
that it becomes greater than 99% for events with corrected leading jet pT > 100GeV.
This preliminary cut value will be re-evaluated when collision data become available. In addi-
tion, jet identification criteria are under study in an attempt to further reject fake jets.
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Figure 1: Missing ET over ∑ ET distribution for QCD and cosmic data (left) and QCD event
efficiency and cosmic event rejection as a function of the MET/∑ ET cut (right).
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3.2 Trigger Requirements and Spectrum Construction
The first step towards the measurement of the inclusive jet cross section is the combination of
the triggered data to form a continuous spectrum. Data will be accumulated with the single
jet triggers which fire when the corrected leading jet pT in an event is above a certain thresh-
old. Each single jet trigger path consists of a Level 1 trigger requirement and a High Level
Trigger (HLT) condition [18]. Table 2 lists the trigger streams that are foreseen to be used for
the inclusive jet cross-section measurement. The associated pre-scales correspond to early data
taking conditions with an instantaneous luminosity of about L = 1031 cm−2 s−1. In the actual
data taking the trigger pre-scales will be measured independently in order to verify that their
values are the advertised ones.
trigger pT threshold (GeV) pre-scale
HLT L1Jet15 15 10000
HLT Jet30 30 2500
HLT Jet50 50 50
HLT Jet80 80 10
HLT Jet110 110 1
Table 2: Single jet trigger streams and pre-scales for early data taking conditions. The pT thresh-
olds refer to corrected values.
The turn-on point for each trigger is defined as the value of pT where it becomes at least 99%
efficient with respect to the preceding single jet trigger after fitting the turn-on curve with the
error function. The efficiency of the lowest threshold trigger will be determined by comparison
to the Minimum Bias trigger. In Table 3 the turn-on point for each trigger is shown for the
different rapidity regions up to |y| = 2.5 in the case of the kT algorithm. Figure 2 shows as an
example the turn-on curves in the central rapidity region with |y| < 0.55. The corresponding
turn-on points for the SISCone algorithm are similar within resolution.
Once the trigger turn-on points are identified, the spectrum in each rapidity bin is constructed
from a combination of the trigger streams in such a way that each pT bin receives contribu-
tions from exactly one fully efficient trigger (the one with the highest threshold and therefore
smallest pre-scale). The algorithm for the spectrum construction ensures that there is no double
counting of events that happened to fire more than one trigger. The expected relative statistical
uncertainty of the inclusive jet cross section including the respective trigger pre-scales is shown
for the kT algorithm in Fig. 3.
Trigger 0.00 < |y| < 0.55 0.55 < |y| < 1.10 1.10 < |y| < 1.70 1.70 < |y| < 2.50
HLT Jet30 44 45 44 40
HLT Jet50 57 58 61 59
HLT Jet80 87 86 90 91
HLT Jet110 116 117 121 122
Table 3: Turn-on points in corrected jet pT (in GeV) above which each trigger stream is at least
99% efficient with respect to the stream with next lower threshold. The values given here refer
to the kT algorithm.
3.3 Unsmearing Correction
The raw inclusive jet cross section is not directly comparable to QCD predictions because the
raw jet pT is not calibrated to the particle level. After the application of the jet energy correc-
tions, the measured cross section is denoted as partially corrected because other effects such




























 D = 0.6Tk
 = 10 TeVs
|y| < 0.55
Figure 2: Turn-on curves for the kT algo-
rithm in the central rapidity region versus
corrected jet pT for the used trigger streams,
each normalized to the preceding one. The
markers give the estimated turn-on point
from which on the trigger is > 99% efficient
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Figure 3: Relative statistical uncertainty of
the inclusive jet cross section for the kT al-
gorithm with 10 pb−1 of integrated luminos-
ity versus pT from PYTHIA particle jets. Ex-
pected trigger pre-scales are taken into ac-
count.
as the finite energy and rapidity resolution of the jets distort the shape of the spectrum due to
smearing. The fact that the QCD jet pT spectrum is steeply falling causes more jets to migrate
to higher transverse momenta than in the opposite direction due to the finite resolution. As a
result, the partially corrected cross section overestimates the true values and needs to be treated
further. In this analysis only the unsmearing (or unfolding) correction for the energy resolution
is considered. In jet rapidity the resolution smearing is not only much smaller but also the jet
spectrum in y is by far less steeper than the one in pT. Consequently, the effects of the finite
resolution in y are completely negligible in this early measurement scenario.
In order to derive the unsmearing corrections for the jet pT spectra, the Ansatz Method is used,
which has been employed successfully at the Tevatron [3, 21] and is described below. The
starting point for this method is a parameterization of the unknown particle jet cross section





which is theoretically motivated and where ymin is the smallest allowed jet rapidity in the con-




term reflects the behaviour of the parton densi-
ties at high proton momentum fractions x as well as the cross-section dependence on rapidity,
and the p−aT imitates the QCD matrix element. The measured and partially corrected cross









In order to apply this method it is necessary to model the pT resolution, the simplest assump-
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where σ(pT) is a parameterization of the dependence of σ on pT, Equation 1.
Although the Gaussian model for the resolution is a reasonable start, it fails to describe the
full shape and the mis-modeling of the resolution tails introduces a bias on the unsmearing
correction. The full resolution shape can only be determined from a tuned Monte Carlo or by a
direct measurement from γ+jet balancing. However, both options refer to a more mature stage
of the experiment and require considerably more data. For an early measurement, one has to
rely on the Gaussian core which will be measured by di-jet balancing.
Once the measured spectrum is fitted with the smeared Ansatz Function, the unsmearing cor-






The final unsmearing correction factors are shown in Figure 4. It can be seen that the corrections
are about 20% at low pT in the central rapidity region and about 10% at higher pT. For outer
rapidities the resolution improves resulting in smaller corrections at lower pT. However, the
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Figure 4: Unsmearing correction factors for different rapidity ranges for the Inclusive kT (left)
and the SISCone algorithm (right).
3.4 Experimental Systematic Uncertainties
The major sources of systematic uncertainty for the cross-section measurement are the jet en-
ergy scale (JES), the luminosity and the jet energy resolution (JER), while a negligible contribu-
tion comes from the jet angular resolution.
8 4 Comparison to Theory
3.4.1 Jet Energy Scale
The sensitivity of the inclusive jet cross section measurement to the JES is caused by the fact
that it is expressed as a function of the corrected jet pT. A rough estimate of the dependence
of the cross section uncertainty on the JES can be obtained from the approximate expression






Given that a ≈ 6 − 12, depending on jet pT, it can be derived that a 10% JES uncertainty is
translated into an uncertainty in the jet cross section of 60− 120%.
One way to treat the JES uncertainty is to vary explicitly the jet calibration constant on a jet by
jet basis and repeat the cross section measurement. However, although this method is straight-
forward, it suffers from statistical fluctuations, especially at higher pT. To overcome this, the
smeared Ansatz Function which has been fitted to the measured spectrum (Equation 4) is used.
As described in Section 2.2 a flat (independent of the jet pT) 10% jet energy scale uncertainty
is assumed for a quantitative estimate. This is a conservative expectation for early data and
is justified by preliminary studies [15]. For jet transverse momenta of 1 TeV and more, the jet
energy scale will have to be extrapolated [16] with MC simulations potentially leading to an
increase of this systematic uncertainty.
3.4.2 Luminosity
For the early data taking period a 10% uncertainty on the luminosity and hence on the normal-
ization of the inclusive jet cross section is assumed. The uncertainty is directly propagated into
the measurement.
3.4.3 Jet Resolution
The uncertainty of the jet energy resolution is propagated to the inclusive jet spectrum through
the unsmearing correction. The effect is estimated by varying the jet energy resolution assumed
in the unfolding procedure by 10% relative to the nominal value. The angular resolution was
studied by artificially smearing the generated particle level jets. The jet spectrum is affected by
less than 1% which is negligible in comparison to the other examined uncertainties.
The fractional systematic uncertainties examined above are summarized in Fig. 5 for two differ-
ent rapidity bins and for both jet algorithms. The dominant uncertainty is due to the jet energy
scale which leads to larger cross section uncertainties for higher rapidities and for higher pT.
4 Comparison to Theory
4.1 Theory Prediction
The currently best theoretical predictions for inclusive jet measurements are next-to-leading
order calculations in perturbative QCD. These have been performed with the program NLO-
JET++ [22] where the repeated evaluations of the inclusive jet cross section for different parton
density functions (PDFs) or renormalization and factorization scale settings have been done
with the more efficient setup of the fastNLO project [23, 24]. Electroweak corrections that might
become important at highest transverse momenta have not been considered in this analysis.
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Figure 5: Fractional experimental systematic uncertainties for two rapidity bins and for both
jet algorithms.
Lacking collision data, simulations employing the leading-orderMonte Carlo generator PYTHIA
are taken as a substitute. In contrast to what would be done with real data, the pseudo data
require an additional treatment in order to be compared with the NLO theory. This is demon-
strated in Fig. 6 where the ratios of the inclusive jet cross section of NLOJET++ in NLO and of
the different stages of the QCD di-jet event generation of PYTHIA are shown with respect to
NLOJET++ in LO for the kT algorithm. To account for the difference in pQCD precision (LO vs.
NLO), employed parton density (CTEQ6L1 [25] vs. CTEQ6M) and the order of the evolution
of the strong coupling αS (1-loop vs. 2-loop), K factors analogous to the NLOJET++ NLO over
NLOJET++ LO curve of Fig. 6 have been applied to the PYTHIA cross sections. The K factors are
presented in Fig. 7.
Following the procedure adopted for the Tevatron measurements of inclusive jet cross sec-
tions [3, 26] theNLOpredictions aremodified by additional non-perturbative correctionswhich
in Fig. 6 correspond to the difference between the “PYTHIA LO + pert. corrections” and the
“PYTHIA particle level” curves. The effect of the PYTHIA hadronization model alone can be
10 4 Comparison to Theory
judged by comparing “PYTHIA unhadronized” with “PYTHIA particle level”. More details in-
cluding HERWIG++ as alternative MC generator are given in the next section.
In addition, Fig. 6 illustrates the size of perturbatively motivated corrections in PYTHIA due
to initial and final state radiation as well as parton showers. The deviation of the PYTHIA +
pert. corrections curve from one, i.e. the LO reference, leads to a residual underestimation of
the inclusive jet cross section in the comparison of the PYTHIA pseudo data which is visible for
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Figure 6: Inclusive jet cross section ratios of NLOJET++ in NLO and of the different stages of the
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Figure 7: K factors applied to the PYTHIA pseudo data in order to account for the difference in
pQCD precision, PDF and loop order of the evolution of αS for the kT (left) and the SISCone
algorithm (right).
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4.2 Non-perturbative Corrections
In order to go from the partons of a NLO calculation to final state hadrons the additional steps
of parton showering, hadronization, decays and multiple parton interactions have to be per-
formed. In particular for hadronization and multiple parton interactions only phenomenolog-
ical models exist that currently can solely be used together with LO matrix elements for the
inclusive jet cross section.3 Therefore correction factors for the non-perturbative steps have
to be applied to the NLO result as explained in [3] and [26]. For this analysis the correction
factors shown in Fig. 8 are determined as the average between the predictions derived from
the PYTHIA and HERWIG++ [29, 30] event generators where half the spread between the two is
adopted as the associated systematic uncertainty. Smaller correction factors but larger uncer-
tainties are observed for the SISCone algorithm. Once first tunes of the MC generators at LHC
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Figure 8: Non-perturbative corrections to NLO QCD calculations for the kT (left) and the SIS-
Cone algorithm (right). The error bars correspond to half the spread between the predictions
from PYTHIA and HERWIG++.
4.3 Final Comparison
Figure 9 shows the comparison between the proposedmeasurement and the theory predictions
after applying all experimental corrections and the required K factors to the pseudo data and
the respective theoretical corrections to the perturbative NLO QCD calculation. As expected
from Section 4.1, Fig. 6 slightly higher cross sections are observed in the NLO calculation than
in the pseudo data. In addition, the hadronization corrections are the ones one would use for a
comparison with real data, thus they do not correspond to a pure PYTHIA modelling.
A summary of all considered theoretical systematic uncertainties is given in Fig. 10 for two
different rapidity bins and for both jet algorithms. The scale uncertainty in NLO has been eval-
uated by varying the renormalization and factorization scale simultaneously from the default
setting of pT,jet to pT,jet/2 and 2 · pT,jet.
A comparison between the theoretical and experimental uncertainties is shown in Fig. 11 along
3In MC@NLO [27, 28] the QCD process required for inclusive jet event generation at NLO unfortunately is not
yet implemented.
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with the expected statistical errors for an integrated luminosity of 10 pb−1. The estimated ex-
perimental systematic effects, based on early data assumptions, are dominating over the theo-
retical uncertainties demonstrating that the measurement is systematically limited. Neverthe-
less the consistency with the underlying theory can be tested and with increasing integrated lu-
minosity and a more precise jet energy scale determination, the theoretical uncertainties will be
probed. The statistical uncertainty becomes significant only at higher jet transverse momenta
that are beyond the reach of any previous experiment. In this region, signs of new physics that
produce a large deviation from the QCD predictions such as contact interactions (Fig. 12) can
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Figure 9: Comparison between the corrected measured spectra and the theory predictions for
the kT (left) and the SISCone algorithm (right). For better visibility the spectra have been mul-
tiplied by factors of 8, 16 and 32.
5 Conclusions
A plan for the measurement of the differential inclusive jet cross section with early CMS data
from proton-proton collisions at
√
s = 10 TeV using two infrared and collinear safe jet algo-
rithms has been presented. The measurement covers the jet transverse momentum range from
100GeV up to 1.4 TeV at central rapidity, which is the expected reach with an integrated lumi-
nosity of 10 pb−1. This exceeds the reach of current collider experiments and motivates our
plan to make this measurement as early as possible in order to confront the QCD theory at the
TeV scale.
The experimental systematic uncertainties related to the jet energy scale, the luminosity and
the jet energy resolution have been discussed and estimated. Due to the absence of collision
data, the assumptions on the experimental uncertainties have to be taken with caution. In
particular, the jet energy scale uncertainty is the dominant one and its behaviour as a function
of the jet pT must be studied with collision data before an attempt to measure the inclusive jet
cross section is made. With more recorded data the systematic experimental uncertainties can
be continuously improved.
To compare the measured jet spectra to calculations in next-to-leading order QCD, a method
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Figure 11: Comparison of the total fractional uncertainties from theory and experiment and the
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Figure 12: Measured QCD spectrum (K factors times PYTHIA with CMS simulation) with ex-
perimental systematic uncertainty compared with theory (NLO times non-perturbative cor-
rections) and PYTHIA QCD+3TeV contact interaction term (left). Fractional difference of the
QCD+contact interaction term and pure PYTHIA QCD is shown in comparison to the experi-
mental and theoretical uncertainties (right).
from the theory side by the development of a NLO parton shower MC generator for QCD jet
production.
The experimental systematic uncertainties dominate over the theoretical ones during early data
taking. At very high pT, where data are not available for an in situ jet calibration, the jet energy
scale induces large experimental uncertainties. The consistency with the underlying theory
can be tested, nevertheless, and large deviations from QCD predictions caused by new physics
could be observed.
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