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1. INTRODUCTION 
The well-known Gronwall inequality gives explicit bounds for a con- 
tinuous function u(x), satisfying 
06u(x)da+ ‘bu(t)dt, I 0 
where a, b are nonnegative constants. Over the years this has been exten- 
ded in a variety of ways, in particular by: (i) letting a = a(x) and b = b(t) or 
b = b(x, t); (ii) letting u = U(X, ,..., x,,) and J; = J;I . . jz; (iii) letting u be a 
vector, giving rise to a system of inequalities. For recent bibliographies see 
references [ 1, 8,9, lo]. 
In this paper we improve the above-mentioned extensions, making 
systematic use of iteration methods, as in reference [ 111. For x = (x, ,..., x,,) 
and t = (t, ,..., t,) we write 
‘;I s ! ..’ y )dt, ‘.. dt, = 0 0 s ’ ( ) dt. 0 
Byx>twe mean xi>tifor i=l,...,n. 
We let U(X) = (u,(x),..., u,(x))~~, where tr denotes the transpose, and we 
let K(x, t) be the m x m matrix {k&x, t)}, where the ui and the k, are all 
real-valued, continuous, nonnegative functions for 0 6 t < x. By K 2 M we 
mean k, 3 mu for all i, j, and u B u we mean ui > uj for all i. 
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In Sections 2 and 3 we consider the inequality 
u(x) 6 g(x) + 1; K(x, t) u(t) dt. 
In Section 3, K is assumed to be a (matrix) product 
(1.1) 
W, t) = J’(x) H(t), (1.2) 
while in Section 2, no such assumption is made. Not surprisingly, the 
assumption (1.2) allows us to draw somewhat stronger conclusions than is 
possible in Section 2. 
2. K NONSEPARABLE 
DEFINITION 2.1. The (matrix) functions K is called a good kernel if each 
element k, of K satisfies the following conditions: 
(a) &(x, t) 2 0, 
(b) k, is a continuous function of its 2n variables. 
(cl 
j-’ K(t(a, x10) da 
I 
where <(a, x) is a point in [a, x] such that K(t(a, x), (r)= max{K(t, G); 
t E [o, x] }. In the special case where K(x, s) is nondecreasing in x (or non- 
increasing in X) then l(a, X)=X (or @c, x) = a). Note, by condition (b), 
K(r(a, x), CJ) is a continuous function of the 2n variables x, 0 even, though 
<(a, x) need not be. 
If K is a good Kernel, and if the components of g = (g, ,..., gm)t’ are non- 
negative and continuous, we define 
Tg(x) = T’g(x) = s.’ K(x, t) g(t) dt, x20 
0 
Tj+‘g= T(T’g); 
K,(x, t) = sx K(x, s) ds, x>t>o 
I 
Kj+ 1(x9 t) = jx K(x, S) Kj(S, t) ds, 
I 
K,(x, t) = Identity matrix. 
(2.1) 
(2.2) 
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Note the Kj are not the usual kernels which appear in the theory of 
integral equations. 
LEMMA 2.1. 
Tj+‘g(x) < f; K,( x, s) K(L s) g(s) ds, (2.3) 
where 5 = <(s, x) is the function defined in condition (c) of Definition 1. 
Proof: For j = 0, 
T&)= j;K( x, s) g(s) ds G s .’ K(t(s, xl,$1 g(s) ds 0 
and so (2.3) holds for j = 0. 
Assume (2.3) holds for j= r. Then 
T’+‘g(x)=jf K( x, sXT+‘g(s)l ds 
6 jfKW,[j; K,(s, t) K(<(t, xl, t) s(t) dt 
I 
ds 
= -'K(x, s) Kh, t) ds 
1 
K(t(t, xl, t) s(t) dt 
= f K, 1(x, t) K(t(t, xl, t) g(t) dt. s I
The next three lemmas (which were suggested to us by the referee) will 
be useful in the proof of our key lemmas 2.5 and 3.2. 
LEMMA 2.2. Let A, B be appropriately differentiable matrix functions of 
s = (s, )...) s,). Let ail D,, . ..D.C>O, where C=A or B, and ldkdn-1, 
and all distinct j, ,..., j, E { l,..., n}. Then D,, . . . DJAB) 2 (D,, . . . D Sn 
D,~A)B+A(D,;~~D,~B). 
Proof: The conclusion is true for n = 1. Assume it is true for n = r, i.e., 
DS, ... D,(AB) 2 (D,, ... D,A)B+ A(D,, ... D,,B). 
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Then 
*s, . . . *,+,W) = *,+,*s, . . *JAB) 
W,+,W,,- .*s,A)BI +*s,+,~(*,;-*s,B) 
~(*,,+,*,;..*,A)B+t*,;..*,A)t*,,+,B) 
+t*,+,A)t*,;..*,B)+A(*,+,*,;~‘*.,B) 
3 tD.7.. . *,,+,A)B+At*,;..*.s,+,B). I 
LEMMA 2.3. Zf M, K are matrices satisfying MK 2 KM then 
M’K 3 KM’. 
Proof If the conclusion is true for r = j, then 
M’+‘K=MM’K>MKM’>KM’-‘. 
LEMMA 2.4. Zf M = f; K(x, a) da then 
*s, ’ ’ ’ D,“W > rK(x, s) 44-l. 
Proof: The conclusion being true for r = 1, assume it is true for r = j. 
Then 
*a . . . D,“M’+ ’ = D,, . . . D,“(M’M) 
3 CD,, . ..D.~M”‘)M+M,(D,;..D,“M) 
3 jKMj-‘M+ MjK 
>(j+l)KMj. 1 
LEMMA 2.5. 
K,tx, t)< f [ jx Kt5(s, x), ) ds]“. . I (2.4) 
Proof From m = 1, 
K,k t) = jx Ktx, s) ds < j- K(r(s, x), s) ds, 
I I 
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and so (2.4) holds for m = 1. Assume it holds for m = r. Then 
LEMMA 2.6. 
T’+‘g(x) +, su’ [I,’ K(t(o, xl, 0) do]‘; K(t(t, x), t) g(t) dt. (2.5) 
Proof. This follows directly from (2.3) and (2.4). 
THEOREM 2.1. Under the previous assumptions, if u satisfies (1.1) for 
x 20, then 
u(x) d g(x) + i‘ 
0 
enp{/;K(x,s)ds}K(x,i)g(t)di. (2.6) 
Proof. From the lemmas, and the continuity of u on [0,x] it follows 
that ( 1.1) implies 
u<g+ i T’g+T+‘u 
,=l 
dg+ f Tjg 
,=I 
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We can extend Theorem 2.1 to the case of interated integrals. If F(x, s) 
and G(x, s) and m x m matrices, we define F*G by 
PG(x, s) = jr F(x, t) G( t, s) df. (2.6) 
s 
Now for any integer r > 0, let 
Hl(X, s) = Kl,(X, $1, 
Hr(x, O)= (((K,*,K,,-l)*K,,,-.,)*...)*K r.,, 
(2.7) 
where the Krh are nonnegative, continuous matrices, of order m x m. Note 
that H, can be explicitly written as 
Q(x) = j; WA x, s)+ H,(x, 4) g(s) ds 
= j; K2*Kx(x, s) g(s) ds + j; ff,(x, $1 g(s) ds 
+ j; K,,( x, $1 g(s) ds. 
THEOREM 2.2. Zf E;=, Hj(x, s) is a good kernel, and if u < g + Tu, then 
U(X) Q g(x) + Ix exp { jx i Hj(x, a) do}{ i ffj(x, 3)) g(s) ds. 
0 s j=, j= 1 
3. PRODUCT KERNELS 
In this section we assume that K is of the form given in (1.2), i.e., 
K(x, t) = F(x) H(t), where F and H are each m x m matrices, the elements 
of which are nonnegative and continuous. Here condition (c) of 
Definition 2.1 is replaced by 
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We define Tj as in (2.1), and let 
&(x, t) = s.’ H(s) F(s) ds, 
I 
K;+ ,(x, t) = jx H(s) F(s) K;(s, t) ds; j= 1, 2,... 
I (3.1) 
&(x, t) = identity matrix. 
Note. One does not obtain Ki by setting K= HF in (2.2) 
LEMMA 3.1. 
Tj+ ‘g(x) = F(x) 1; Ei(x, t) H(t) g(t) dt, j= 0, l,.... (3.2) 
Proof: For j = 0, (3.2) follows from the definition of T’. Assume (3.2) 
holds for j = r. Then 
T+‘g(x) = F(x) 1.‘ H(s) T+ ‘g(s) ds 
0 
= F(x) I‘ H(s) [F(s) js &(s, t) H(t) g(t) dt ds 
0 0 1 x x = F(x)J [J H(s) F(s) i?,(s, t) ds H(t) g(t) dt 0 f 1 
= F(x) 1.’ K,+ ,(x, t) H(t) g(t) dt. I 
0 
LEMMA 3.2. 
=f C&(x, t)l’; j= 1, 2,.... (3.3) 
Proof. For j= 1, (3.3) is trivially true. Assume (3.3) holds for j= Y. 
Then 
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Kr+ ,(x, t) = j-‘ H(s) F(s) R,(s, t) ds 
I 
6- ;, j- H(s) F(s) [j-’ H(a) F(o) do]’ ds 
. I , 
1 qTTy+ i x D,, . . Dsn [, ” H(a) F(a) do I 1 
r+l 
ds 
1 
-‘H(cr)F(a)do 1 
r+l =--- 
(r+ l)! 
. 1 
As an immediate consequence of lemmas 3.1, and 3.2 we have 
LEMMA 3.3. 
P+ ‘g(x) <; J; [K,(x, t)]jH(t) g(t) dt. (3.4) 
THEOREM 3.1. Z’ u(x) satisfies (1.1) with K as given by (1.2), then 
4x1 dg(x) + J’(x) ix exp{K,b, f)} H(t) s(t) dt. 
0 
Proof. Similar to proof of Theorem 2.1. 
Our Theorem 3.1 has previously been obtained by Chandra and 
Davis [3]. Related results can also be found in Hille [S, 61. 
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