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The following boundary value problem(
ϕp(u
′)
)′ + a(x) f (u) = 0, x0 < x< x1, (1.1)
u(x0) = u(x1) = 0, (1.2)
is considered, where ϕp(s) = |s|p−2s, p > 1, a ∈ C1[x0, x1], a(x) > 0 for x ∈ [x0, x1], and
f ∈ C1(R). An identity for solutions of (1.1) and its linearized equation is derived. Some
applications of the identity to uniqueness of solutions of problem (1.1)–(1.2) are presented.
Non-uniqueness examples for problem (1.1)–(1.2) are also established. Moreover the results
obtained here are applied to the study of radially symmetric solutions of the Dirichlet
problem for elliptic equations in annular domains.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and main results
We consider the two-point boundary value problem for the quasilinear ordinary differential equation
(
ϕp(u
′)
)′ + a(x) f (u) = 0, x0 < x< x1, (1.1)
u(x0) = u(x1) = 0, (1.2)
where ϕp(s) = |s|p−2s, p > 1, a ∈ C1[x0, x1], a(x) > 0 for x ∈ [x0, x1], and f ∈ C1(R). Moreover we assume that
sf (s) > 0 and f ′(s) > (p − 1) f (s)
s
for s = 0. (1.3)
For example, f (s) = |s|q−2s, q >max{p,2} satisﬁes (1.3).
Recently there has been considerable investigation concerning two-point boundary value problems for quasilinear ordi-
nary differential equations. For example, we refer the reader to [1,4,7,10,15,20,21,23–25,28,29,32,33,35]. In order to ﬁnd the
exact number of solutions of problem (1.1)–(1.2), the linearized equation
(
ϕ′p(u′)w ′
)′ + a(x) f ′(u)w = 0 (1.4)
is studied frequently, where u is a solution of (1.1) and ϕ′p(s) = (p − 1)|s|p−2 for s = 0. It can be found in the Kolodner–
Coffman method and the bifurcation approach. We refer the reader to [2,13–16,18,19,26,30] for the case p = 2, and to [15]
and [23] for the case p = 2.
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such that w , ϕ′p(u′)w ′ ∈ C1[x0, x1] when u is a solution of (1.1) satisfying u(x0) = 0 and u′(x0) > 0.
The main result of this paper is the following identity. For the case p = 2, this identity has been obtained in [30], by
using the idea due to Korman and Ouyang [16]. (See also [15, Lemma 4.1].)
Proposition 1.1. Let u and w be solutions of (1.1) and (1.4), respectively. Suppose that g ∈ C2[x0, x1]. Then[
gϕp(u
′)w ′ + (p − 1)−1gaf (u)w − g′ϕp(u′)w
]′ = −g′′ϕp(u′)w + (p − 1)−1(pg′a + ga′) f (u)w (1.5)
for u′(x) = 0. In particular, if a ∈ C2[x0, x1] and g(x) = [a(x)]−1/p , then[
gϕp(u
′)w ′ + (p − 1)−1gaf (u)w − g′ϕp(u′)w
]′ = −g′′ϕp(u′)w (1.6)
for u′(x) = 0.
A straightforward calculation yields (1.5). However we may need a little technique to show (1.5). We give a proof of
Proposition 1.1 in Section 2.
By using (1.5) we can obtain uniqueness results for problem (1.1)–(1.2). First we study the uniqueness of positive solutions
of (1.1)–(1.2). We note here that the conditions of f (s) on (−∞,0) is not necessary for positive solutions of (1.1)–(1.2). We
see that if (1.3) holds, then s1−p f (s) is increasing for s > 0, so that there exist limits f +0 and f +∞ with f
+
0 , f
+∞ ∈ [0,∞] as
follows:
f +0 = lims→0 s
1−p f (s) and f +∞ = lims→+∞ s
1−p f (s).
For existence of solutions of (1.1)–(1.2) under condition (1.3), we refer to [1,4,10,11,20,21,25,28,32,35]. In particular, by results
in [11,28] or [32], we see that if f +0 = 0 and f +∞ = ∞, then (1.1)–(1.2) has at least one positive solution. More precise
existence result of a positive solution has been obtained by Huy and Thanh [10], that is, (1.1)–(1.2) has at least one positive
solution if f +0 < λ1 < f +∞ , where λ1 is the ﬁrst eigenvalue of{(
ϕp(u′)
)′ + λa(x)ϕp(u) = 0, x0 < x< x1,
u(x0) = u(u1) = 0.
(1.7)
It is known [5,6,17,35] that problem (1.7) has a sequence of eigenvalues {λk}∞k=1 such that
0< λ1 < λ2 < · · · < λk < λk+1 < · · · , lim
k→∞
λk = ∞.
Theorem 1.1. Let 1< p  2. Suppose that
pa(x) + (x− x0)a′(x) 0, x0  x x1, (1.8)
−pa(x) + (x1 − x)a′(x) 0, x0  x x1. (1.9)
Then problem (1.1)–(1.2) has at most one positive solution.
It is known by Naito [24] and Wong [33] that if f ′(s) < (p − 1) f (s)/s for s > 0, then problem (1.1)–(1.2) has at most one
positive solution for each a ∈ C1[x0, x1] satisfying a(x) > 0 on [x0, x1].
Theorem 1.1 with p = 2 has been established by Kwong [18,19]. Uniqueness results of positive solution for the case p = 2
also can be found in [2,3,14,26]. In the case where p > 1 and a(x) ≡ 1, Sánchez and Ubilla [29] presented the uniqueness
result of positive solutions of (1.1)–(1.2). Nabana [23] gave the uniqueness result of positive solutions of (1.1)–(1.2) when
p  2 and a(x) ≡ 1. However it seems that very little is known about the uniqueness of positive solutions of (1.1)–(1.2) for
the case where 1< p < 2 and a(x) ≡ 1.
We can apply Theorem 1.1 to the Dirichlet problem for elliptic equations in annular domains{
div
(|∇v|p−2∇v)+ f (v) = 0 in Ω,
v = 0 on ∂Ω, (1.10)
where Ω = {x ∈ RN : R0 < |x| < R1}, R0 > 0 and N  2.
Corollary 1.1. Let 1< p  2 and N > p. Then problem (1.10) has at most one positive radial solution provided
R1
R0

[
N − 1
p − 1
] p−1
N−p
. (1.11)
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follows for p = 2, and then condition (1.11) becomes R1/R0  (N − 1)1/(N−2) . However, in the case p = 2, the extended
condition R1/R0  (2N − 3)1/(N−2) is obtained by Korman [14]. In the case p  2, Nabana [23] established the condition
N > p,
R1
R0

[
(p − 1)(N − 1)
N(p − 2) + 1
] p−1
N−p
.
Note that, in the case where (1.3) and p = 2, problem (1.10) has at least three positive radial solutions for some f , R0
and R1. (See Ni and Nussbaum [26, Theorem 2.4].) Hence some condition such as (1.11) may be needed for the uniqueness
of positive radial solutions of (1.10).
Next we are concerned with sign-changing solutions of problem (1.1)–(1.2). Since f ∈ C1(R) and a ∈ C1[x0, x1], we note
that the solution of (1.1) with the initial condition
u(ξ) = α, u′(ξ) = β
exists on [x0, x1] and it is unique for arbitrary ξ ∈ [x0, x1] and α, β ∈ R. (See Reichel and Walter [27].) Therefore we see
that zeros of every nontrivial solution of (1.1)–(1.2) are simple, so that the problem (1.1)–(1.2) with u′(x0) = 0 has only the
trivial solution. For simplicity we assume u′(x0) > 0. The case u′(x0) < 0 can be treated similarly.
We also note that the number of zeros of a nontrivial solution u of (1.1) in [x0, x1] is ﬁnite. Assume to the contrary
that u has inﬁnitely many zeros in [x0, x1]. Then, by the uniqueness of initial value problems, we see that u(x) ≡ 0 on
[x0, x1], which is a contradiction.
Hence we consider the problem⎧⎪⎨
⎪⎩
(
ϕp(u
′)
)′ + a(x) f (u) = 0, x0 < x< x1,
u(x0) = u(x1) = 0, u′(x0) > 0,
u has exactly k − 1 zeros in (x0, x1),
(1.12)
where k is a positive integer.
Recently Lee and Sim [21] proved that if f0 := lims→0 f (s)/ϕp(s) = 0 and f∞ := lim|s|→∞ f (s)/ϕp(s) = ∞, then prob-
lem (1.12) has at least one solution for each k ∈ N. Moreover from the result in [25] it follows that if f0 < λk < f∞ , then
problem (1.12) has at least one solution, where λk is the kth eigenvalue of (1.7).
In the case where a(x) ≡ 1, by using the result of Sánchez and Ubilla [29], we can obtain the uniqueness result of
problem (1.12). In fact, we assume that a(x) ≡ 1 and f (−s) = − f (s) for s > 0. Let u be a solution of (1.12). Let c be a zero
of u. Since v(x) := −u(2c − x) is a solution of (1.1) with the initial condition v(c) = u(c) and v ′(c) = u′(c), we see that
u(x) ≡ v(x), by the uniqueness of initial value problems. Hence we ﬁnd that each distance of consecutive two zeros of u is
(x1 − x0)k−1, so that u is a positive solution of the boundary value problem (1.1) and u(x0) = u(x0 + (x1 − x0)k−1) = 0. By
applying the result in [29], we obtain the uniqueness result of problem (1.12) with a(x) ≡ 1.
For uniqueness of solutions of problem (1.12) with p = 2, we refer the reader to [2,26,30,34]. However very little is
known about the uniqueness of solutions of (1.12) when a(x) ≡ 1 and p = 2.
Theorem 1.2. Let 1< p  2 and k ∈ N. Assume that
a ∈ C2[x0, x1] and
([
a(x)
]−1/p)′′  0, x0  x x1. (1.13)
Then problem (1.12) has at most one solution.
In Theorems 1.1 and 1.2, we cannot remove conditions (1.8), (1.9) and (1.13), respectively. Indeed we have the following
Theorem 1.3. In particular it is emphasized that the uniqueness of solutions of (1.12) is not caused by the smoothness of the
function a(x).
Theorem 1.3. Let p > 1. Assume that f (s) = |s|q−2s, q > p. For each k ∈ N, there exists a ∈ C∞[x0, x1] such that a(x) > 0 for
x0  x x1 and that (1.12) has at least three solutions.
In the case p = 2, Moore and Nehari [22] proved that there exists a piecewise continuous function a(x) such
that (1.1)–(1.2) has three positive solutions. By using their idea and the shooting method, we show Theorem 1.3 in Sec-
tions 3 and 4. Gaudenzi, Habets and Zanolin [8,9] also proved the existence of at least three positive solutions of (1.1)–(1.2)
with p = 2 for the case where a(x) is sign-changing.
2. Lemmas
In this section we give several lemmas. Throughout this section, we assume that 1 < p  2. To prove Theorems 1.1–1.3
we use the shooting method. Namely we consider the solution u(x,α) of (1.1) with the initial condition
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where α > 0 is a parameter. For u = u(x,α), we denote w(x,α) by the solution of (1.4) with
w(x0) = 0, w ′(x0) = 1. (2.2)
Lemma 2.1. The following (i)–(iv) are satisﬁed:
(i) for each α > 0, solutions u(x,α) and w(x,α) exist on [x0, x1] and they are unique;
(ii) u(x,α), u′(x,α) ∈ C1([x0, x1] × (0,∞));
(iii) w(x,α), ϕ′p(u′(x,α))w ′(x,α) ∈ C1[x0, x1] for each α > 0;
(iv) w(x,α) = ∂
∂α u(x,α) for x ∈ [x0, x1] and α > 0.
Proof. Note that (1.1) and (2.1) can be written as
(u, v)′ = (ϕ−1p (v),−a(x) f (u)), (2.3)(
u(x0), v(x0)
)= (0,ϕp(α)), (2.4)
where ϕ−1p is the inverse function of ϕp , that is, ϕ−1p (s) = |s|
1
p−1−1s. Since a ∈ C1[x0, x1] and f , ϕ−1p ∈ C1(R), by a general
theory of ordinary differential equations (see, for example, [31]), we ﬁnd that the solution (u, v) of (2.3)–(2.4) exists on
[x0, x1], it is unique, u, v ∈ C1([x0, x1] × (0,∞)), and uα = ∂∂α u and vα = ∂∂α v satisfy
(uα, vα)
′ = ((p − 1)−1|v| 1p−1−1vα,−a(x) f ′(u)uα), (2.5)(
uα(x0), vα(x0)
)= (0,ϕ′p(α)). (2.6)
By (2.3) we have v = ϕp(u′). Hence, (2.5) implies that u′α = [ϕ′p(u′)]−1vα . Since vα ∈ C1[x0, x1], we see that vα = ϕ′p(u′)u′α ∈
C1[x0, x1], so that (ϕ′p(u′)u′α)′ = v ′α = −a(x) f ′(u)uα by (2.5). From (2.6) it follows that uα is the solution of (1.4) and (2.2).
The proof is complete. 
Now we give a proof of Proposition 1.1.
Proof of Proposition 1.1. Put v = ϕp(u′). Then (u, v) satisﬁes (2.3). We see that v ∈ C1[x0, x1] and u′ = ϕ−1p (v), which
implies that u ∈ C2 for u′(x) = 0. Let x ∈ [x0, x1] satisfy u′(x) = 0. We obtain
ϕ′p(u′)u′′ = −a(x) f (u). (2.7)
Since (p − 1)ϕp(s) = ϕ′p(s)s, using (1.4) and (2.7), we have
(p − 1)[gϕp(u′)w ′]′ = [gϕ′p(u′)w ′u′]′ = g′ϕ′p(u′)w ′u′ + g[ϕ′p(u′)w ′]′u′ + gϕ′p(u′)w ′u′′
= (p − 1)g′ϕp(u′)w ′ − gaf ′(u)u′w − gaf (u)w ′. (2.8)
We observe that[
gaf (u)w
]′ = g′af (u)w + ga′ f (u)w + gaf ′(u)u′w + gaf (u)w ′. (2.9)
From (1.1) it follows that
−[g′ϕp(u′)w]′ = −g′′ϕp(u′)w + g′af (u)w − g′ϕp(u′)w ′. (2.10)
Combining (2.8)–(2.10), we obtain (1.5). If g(x) = [a(x)]−1/p , then pg′a+ ga′ = 0. Hence, by (1.5), we have (1.6). The proof is
complete. 
Hereafter we assume that u(x,α) has at least k zeros in (x0, x1]. Then there exist sequences {zi}ki=0 and {ti}ki=1 such
that
x0 = z0 < t1 < z1 < t2 < z2 < · · · < tk−1 < zk−1 < tk < zk  x1,
u(zi,α) = 0, i = 0,1,2, . . . ,k,
u′(ti,α) = 0, i = 1,2, . . . ,k,
(−1)i−1u(x,α) > 0 for x ∈ (zi−1, zi), i = 1,2, . . . ,k,
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(−1)i−1u′(x,α) > 0 for x ∈ (ti−1, ti), i = 2,3, . . . ,k, (2.11)
(−1)ku′(x,α) > 0 for x ∈ (tk, zk], (2.12)
where ′ = d/dx.
Lemma 2.2. The solution w(x,α) has at least one zero in (zi−1, zi) for each i ∈ {1,2, . . . ,k}.
Proof. Put u = u(x,α) and w = w(x,α). From (1.1), (1.4), and (p − 1)ϕp(s) = ϕ′p(s)s, it follows that[
(p − 1)ϕp(u′)w − ϕ′p(u′)w ′u
]′ = (p − 1)(ϕp(u′))′w + (p − 1)ϕp(u′)w ′ − (ϕ′p(u′)w ′)′u − ϕ′p(u′)w ′u′
= a(x)[ f ′(u)u − (p − 1) f (u)]w. (2.13)
Assume to the contrary that w(x) = 0 on (zi−1, zi) for some i ∈ {1,2, . . . ,k}. We may assume without loss of generality that
u(x) > 0 and w(x) > 0, since other cases can be treated similarly. Then we note that u′(zi) < 0 and u′(zi−1) > 0. Integration
of (2.13) over [zi−1, zi] yields
0 (p − 1)[ϕp(u′(zi))w(zi) − ϕp(u′(zi−1))w(zi−1)]=
zi∫
zi−1
a(x)
[
f ′(u)u − (p − 1) f (u)]w dx.
This contradicts (1.3). The proof is complete. 
Lemma 2.3. Assume that (1.8) or (1.13) holds. Then w(x,α) > 0 for x ∈ (x0, t1].
Proof. We set w = w(x,α). Recall that w(x0) = 0 and w ′(x0) = 1. Suppose that w(x) > 0 on (x0, r1) and w(r1) = 0 for
some r1 ∈ (x0, t1]. Then we have w ′(r1) < 0. Put u = u(x,α).
First we assume that (1.8) holds. Setting g(x) = x− x0 and integrating (1.5) over [x0, r1], we ﬁnd that
I := 1
p − 1
r1∫
x0
[
pa(x) + (x− x0)a′(x)
]
f
(
u(x)
)
w(x)dx = (r1 − x0)ϕp
(
u′(r1)
)
w ′(r1) 0.
Since a(x0) > 0, we see that pa(x) + (x − x0)a′(x) > 0 on (x0, x0 + δ) for some δ > 0. This and (1.8) imply I > 0, which is a
contradiction.
Next we suppose that (1.13) holds. Put g(x) = [a(x)]−1/p . Note that g(x) > 0 on [x0, r1]. Integrating (1.6) over [x0, r1] and
using (1.13), we conclude that
g(r1)ϕp
(
u′(r1)
)
w ′(r1) − g(x0)ϕp(α) 0.
This contradicts w ′(r1) < 0 and u′(r1) 0.
Therefore w(x) > 0 for x ∈ (x0, t1] provided (1.8) or (1.13) holds. 
Lemma 2.4. If (1.9) holds, then w(x,α) has at most one zero in (t1, z1].
Proof. Suppose that there exist numbers r0 and r1 such that t1 < r0 < r1  z1, w(r0) = w(r1) = 0 and w(x) = 0 for
x ∈ (r0, r1). We may assume that w(x) > 0 on (r0, r1). Set g(x) = x1 − x. Integrating (1.5) over [r0, r1] and using (1.9),
we have
(x1 − r1)ϕp
(
u′(r1)
)
w ′(r1) − (x1 − r0)ϕp
(
u′(r0)
)
w ′(r0) 0,
where u(x) = u(x,α). This contradicts the fact that u′(x) < 0 on (t1, z1], w ′(r0) > 0 and w ′(r1) < 0. The proof is com-
plete. 
Lemma 2.5. Assume that (1.13) holds. Then w(x,α) has at most one zero in (ti−1, ti] for each i ∈ {2,3, . . . ,k}.
Proof. Assume that there exist numbers r0 and r1 for which ti−1 < r0 < r1  ti , w(r0) = w(r1) = 0 and w(x) = 0 for
x ∈ (r0, r1). Integrating (1.6) over [r0, r1], we obtain
K := g(r1)ϕp
(
u′(r1)
)
w ′(r1) − g(r0)ϕp
(
u′(r0)
)
w ′(r0) = −
r1∫
g′′(x)ϕp
(
u′(x)
)
w(x)dx, (2.14)r0
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have (−1)i−1K  0. On the other hand, we conclude that w ′(r0) > 0, w ′(r1) < 0, (−1)i−1u′(r0) > 0 and (−1)i−1u′(r1) 0,
so that (−1)i−1K < 0. This is a contradiction. For the case where w(x) < 0 for x ∈ (r0, r1), in exactly the same way, we are
led to a contradiction. The proof is complete. 
Lemma 2.6. Assume that (1.13) holds. Then w(x,α) has at most one zero in (tk, zk].
Proof. The proof is similar to that of Lemma 2.5, and hence it will be omitted. 
Lemma 2.7. The following (i) and (ii) hold:
(i) if (1.8) and (1.9) hold, then w(z1,α) < 0;
(ii) if (1.13) holds, then (−1)kw(zk,α) > 0.
Proof. We show (ii) only. In the same way we can prove (i), by using Lemmas 2.2–2.4. Put w(x) = w(x,α). By Lemmas 2.2
and 2.3, there exists a number c1 ∈ (t1, z1) such that w(x) > 0 for x ∈ (z0, c1) and w(c1) = 0. Then Lemma 2.5 implies that
w(x) < 0 for x ∈ (c1, t2]. Hence we have w(z1) < 0. From Lemma 2.2 it follows that there exists a number c2 ∈ (t2, z2) such
that w(x) < 0 for x ∈ (t2, c2) and w(c2) = 0. By Lemma 2.5 we see that w(x) > 0 for x ∈ (c2, t3], so that w(z2) > 0. By
continuing this process and using Lemma 2.6, we conclude that (−1)kw(zk) > 0. The proof is complete. 
3. Proofs of Theorems 1.1–1.3
In this section we give proofs of Theorems 1.1–1.3. First we introduce the half-linear trigonometric functions sinp , cosp
and tanp , which are generalizations of the classical trigonometric functions sin, cos and tan, respectively. The function sinp
and the number πp below were introduced by del Pino, Elgueta and Manásevich [4]. For cosp and tanp , we refer to [5,6,17].
The half-linear sine function sinp is deﬁned as the solution of the speciﬁc half-linear differential equation(
ϕp(S
′)
)′ + (p − 1)ϕp(S) = 0
satisfying the initial condition S(0) = 0 and S ′(0) = 1. The function sinp is deﬁned on R and is periodic with period 2πp ,
where πp = (2π)/(p sin(π/p)). Further, sinp x is an odd function having zeros at x = jπp , j ∈ Z; it is positive for 2 jπp <
x < (2 j + 1)πp , j ∈ Z, and negative for (2 j + 1)πp < x < 2( j + 1)πp , j ∈ Z. The half-linear cosine function cosp is deﬁned by
cosp x = (sinp x)′ , and the half-linear tangent function tanp x is deﬁned by
tanp x = sinp x
cosp x
for x =
(
j + 1
2
)
πp, j ∈ Z.
We see that the generalized Pythagorean identity holds:
|sinpx|p + |cospx|p = 1, x ∈ R,
and that tanp x is strictly increasing for −πp/2< x< πp/2 and there exists the inverse function arctanp x of tanp x which is
multivalued and deﬁned on R. Moreover we can ﬁnd that
(arctanp x)
′ = 1
1+ |x|p .
Now we employ the half-linear Prüfer transformation. For the solution u(x,α) of (1.1) and (2.1), we deﬁne the functions
r(x,α) and θ(x,α) by{
u(x,α) = r(x,α) sinp θ(x,α),
u′(x,α) = r(x,α) cosp θ(x,α),
where ′ = d/dx. Since u(x,α) and u′(x,α) cannot vanish simultaneously, r(x,α) and θ(x,α) can be written in the forms
r(x,α) = (∣∣u(x,α)∣∣p + ∣∣u′(x,α)∣∣p)1/p > 0
and
θ(x,α) = arctanp u(x,α)
u′(x,α)
,
respectively. It can be shown [5,6] that
θ ′(x,α) = ∣∣cospθ(x,α)∣∣p + a(x) f (r(x,α) sinp θ(x,α)) sinp θ(x,α)p−1 > 0(p − 1)[r(x,α)]
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θ(x0,α) = 0 (mod 2πp). For simplicity we take θ(x0,α) = 0. Let 1 < p  2. Lemma 2.1 implies that θ ∈ C([x0, x1] × (0,∞))
and θ(x,α) is partially differentiable with respect to α at (x,α) with u′(x,α) = 0. We easily see that u(x,α) is a solution
of (1.12) if and only if
θ(x1,α) = kπp . (3.1)
This means that the number of solutions of (1.12) is equal to the number of roots α > 0 of (3.1).
Proof of Theorems 1.1 and 1.2. We give the proof of Theorem 1.2 only. By the same arguments, we can prove Theorem 1.1.
First we show that if u(x,α0) is a solution of (1.12) for some α0 > 0, then θα(x1,α0) = ∂∂α θ(x1,α0) > 0. Observe that
θα(x,α) = 1
1+ |u(x,α)/u′(x,α)|p ·
uα(x,α)u′(x,α) − u(x,α)u′α(x,α)
[u′(x,α)]2 .
By u(x1,α0) = 0 and x1 = zk , Lemma 2.1 implies that
θα(x1,α0) = uα(x1,α0)
u′(x1,α0)
= w(zk,α0)
u′(zk,α0)
.
From (2.12) and Lemma 2.7 it follows that θα(x1,α0) > 0.
Assume that there exist numbers α1 > 0 and α2 > 0 such that u(x,α1) and u(x,α2) are solutions of (1.12) and α1 < α2.
Then we have θ(x1,α1) = θ(x1,α2) = kπp . Then ∂∂α θ(x1,α1) > 0 and ∂∂α θ(x1,α2) > 0. By the intermediate value theorem,
there exists α0 ∈ (α1,α2) such that θ(x1,α0) = kπp and ∂∂α θ(x1,α0) 0. This is a contradiction. Consequently, (1.12) has at
most one solution. The proof is complete. 
Proof of Corollary 1.1. Let v(r) be a radial solution of (1.10), where r = |x|. Then v(r) satisﬁes⎧⎨
⎩
(
ϕp(v
′)
)′ + N − 1
r
ϕp(v
′) + f (v) = 0, R0 < r < R1,
v(R0) = v(R1) = 0.
(3.2)
Let u(s) = v(r) and s = r−(N−p)/(p−1) . Then it follows that problem (3.2) is transformed into the problem{(
ϕp(u
′)
)′ + b(s) f (u) = 0, s0 < s < s1,
u(s0) = u(s1) = 0,
(3.3)
where
b(s) =
(
p − 1
N − p
)p
s−
p(N−1)
N−p ,
s0 = R−(N−p)/(p−1)1 and s1 = R−(N−p)/(p−1)0 . An easy computation shows that if (1.11) holds, then
pb(s) + (s − s0)b′(s) 0, b′(s) < 0 for s0  s s1.
Thus, by applying Theorem 1.1, we conclude that problem (1.10) has at most one positive radial solution. 
To prove Theorem 1.3 we need the following lemma.
Lemma 3.1. Let q > p > 1 and k ∈ N. Then there exist T > 0, b ∈ C∞[0, T ], α∗ , α∗ , α0 , and α1 such that b(x) > 0 for x ∈ [0, T ],
0< α∗ < α0 < α1 < α∗ and the following (i)–(iv) are satisﬁed:
(i) v(x,α) > 0 for x ∈ (0, T ] and α ∈ (0,α∗);
(ii) v(x,α0) has at least k zeros in (0, T );
(iii) v(x,α1) has exactly k − 1 zeros in (0, T ];
(iv) v(x,α) has at least k zeros in (0, T ) for α  α∗ ,
where v(x,α) is the solution of(
ϕp(v
′)
)′ + b(x)ϕq(v) = 0, (3.4)
v(0) = 0, v ′(0) = α > 0. (3.5)
The proof of Lemma 3.1 is given in the next section.
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of (3.4) with the initial condition
v(ξ) = α, v ′(ξ) = β
exists on [0, T ] and it is unique for arbitrary ξ ∈ [0, T ] and α, β ∈ R. (See also [7] and [27].)
Proof of Theorem 1.3. Let T > 0, b ∈ C∞[0, T ], α∗ , α∗ , α0, and α1 as in Lemma 3.1. We use the Prüfer transformation for
the solution v(x,α) of (3.4) and (3.5), that is, we deﬁne the functions r(x,α) and θ(x,α) by
v(x,α) = r(x,α) sinp θ(x,α),
v ′(x,α) = r(x,α) cosp θ(x,α),
where ′ = d/dx. Lemma 3.1 means that the following (i)–(iv) hold:
(i) θ(T ,α) < πp for α ∈ (0,α∗);
(ii) θ(T ,α0) > kπp ;
(iii) (k − 1)πp  θ(T ,α1) < kπp ;
(iv) θ(T ,α) > kπp for α  α∗ .
Hence there exist β1, β2 and β3 such that α∗ < β1 < α0 < β2 < α1 < β3 < α∗ , and θ(T , βi) = kπp for i = 1,2,3. Con-
sequently, the problem (3.4) with v(0) = v(T ) = 0 and v ′(0) > 0 has three solutions v1, v2 and v3 possessing exactly
k − 1 zeros in (0, T ). We ﬁnd that vi(c(x − x0)), i = 1,2,3 are solutions of problem (1.12) with a(x) = cpb(c(x − x0)) and
f (s) = |s|q−2s, where c = T /(x1 − x0). This completes the proof of Theorem 1.3. 
4. Proof of Lemma 3.1
In this section we give the proof of Lemma 3.1.
Lemma 4.1. Let q > p > 1 and T > 0. Suppose that b ∈ C1[0, T ] and b(x) > 0 for x ∈ [0, T ]. Let v be the solution of (3.4) and (3.5). If
0<α < (bT T q)−1/(q−p) , then v(x) > 0 for 0< x T , where bT = maxx∈[0,T ] b(x).
Proof. Let α ∈ (0, (bT T q)−1/(q−p)). Assume to the contrary that v(x) has at least one zero in (0, T ]. Then there exists a
number T0 ∈ (0, T ) such that v(x) > 0 and v ′(x) > 0 for x ∈ (0, T0) and v ′(T0) = 0. Integrating (3.4) on [0, x], we have
∣∣v ′(x)∣∣p−2v ′(x) = αp−1 −
x∫
0
b(s)
∣∣v(s)∣∣q−2v(s)ds αp−1, x ∈ [0, T0]. (4.1)
Hence we ﬁnd that 0 v ′(x) α for x ∈ [0, T0], so that
0 v(x) αx αT , x ∈ [0, T0].
From (4.1) with x = T0, it follows that
0 αp−1 −
T0∫
0
bT (αT )
q−1 ds αp−1 − bT (αT )q−1T = αp−1
(
1− αq−pbT T q
)
.
This contradicts 0<α < (bT T q)−1/(q−p) . The proof is complete. 
Lemma 4.2. Let 0 < T1 < T2 . For each suﬃciently small δ > 0, there exists a function bδ ∈ C∞[0,∞) such that bδ(x) = 1 for
0< x T1 , 0< bδ(x) 1 for T1 < x< T2 , bδ(x) = 1 for x T2 , and
lim
δ→+0
T2∫
T1
bδ(x)dx = 0. (4.2)
Proof. Take h ∈ C∞(R) such that h(x) = 0 for x 0, 0< h(x) < 1 for x ∈ (0,1), and h(x) = 1 for x 1. For example,
h(x) =
( 1∫
g(t)dt
)−1 2x−1∫
g(t)dt,−1 −1
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g(t) =
{
e
− 1
1−t2 , |t| < 1,
0, |t| 1.
Note that h(i)(0) = h(i)(1) = 0, i = 1,2, . . . . We deﬁne the function bδ(x) by
bδ(x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1, x ∈ [0, T1],
(1− δ)h((T1 + δ − t)/δ)+ δ, x ∈ (T1, T1 + δ),
δ, x ∈ [T1 + δ, T2 − δ],
(1− δ)h((t − T2 + δ)/δ)+ δ, x ∈ (T2 − δ, T2),
1, x T2.
Then we ﬁnd that bδ ∈ C∞[0,∞) and bδ(x) satisﬁes (4.2). 
Hereafter we put
λpq = (p − 1)2
q
pqq−1
.
Lemma 4.3. Let q > p > 1 and 0 < T1 < T2 . Let c1 and c2 be constants with c1 = 0 and c1c2  0. For every suﬃciently small δ > 0,
let vδ be the solution of(
ϕp(v
′)
)′ + λpqbδ(x)ϕq(v) = 0,
v(T1) = c1, v ′(T1) = c2, (4.3)
where bδ(x) is the function in Lemma 4.2. Then vδ(x) and v ′δ(x) converge to c1 + c2(x− T1) and c2 uniformly on [T1, T2] as δ → +0,
respectively.
Proof. We may assume without loss of generality that c1 > 0. Then c2  0. We ﬁrst show that vδ(x) > 0 on [T1, T2] for all
suﬃciently small δ > 0. Note that vδ(T1) = c1 > 0. Assume to the contrary that there exist sequences {δn}∞n=1 and {zn}∞n=1
such that limn→∞ δn = 0, zn ∈ (T1, T2], vδn (zn) = 0 and vδn (x) > 0 on [T1, zn) for n = 1,2, . . . . From (4.3) we see that
ϕp
(
v ′δ(x)
)= cp−12 − λpq
x∫
T1
bδ(s)ϕq
(
vδ(s)
)
ds (4.4)
and
vδ(x) = c1 +
x∫
T1
ϕ−1p
(
cp−12 − λpq
t∫
T1
bδ(s)ϕq
(
vδ(s)
)
ds
)
dt (4.5)
for x ∈ [T1, T2], where ϕ−1p (s) = |s|
1
p−1−1s. Put C = c1 + c2(T2 − T1). By (4.5) we have
0 vδn (x) c1 +
x∫
T1
ϕ−1p
(
cp−12
)
dt = c1 + c2(x− T1) C, x ∈ [T1, zn].
Hence (4.5) implies that
vδn (zn) c1 +
zn∫
T1
ϕ−1p
(
−Cq−1λpq
t∫
T1
bδn (s)ds
)
dt  c1 − C
q−1
p−1 λ
1
p−1
pq
T2∫
T1
( T2∫
T1
bδn (s)ds
) 1
p−1
dt
= c1 − C
q−1
p−1 λ
1
p−1
pq (T2 − T1)
( T2∫
T1
bδn (s)ds
) 1
p−1
.
From (4.2) it follows that vδN (zN ) > c1/2> 0 for some large N . This is a contradiction.
Now let δ > 0 be suﬃciently small. Then vδ(x) > 0 for t ∈ [T1, T2]. By (4.5), we see that
0< vδ(x) c1 + c2(x− T1) C, x ∈ [T1, T2].
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ϕ−1p
(
cp−12 − Cq−1λpq
T2∫
T1
bδ(s)ds
)
 v ′δ(x) c2
and
0 c1 + c2(x− T1) − vδ(x)
 c2(x− T1) −
x∫
T1
ϕ−1p
(
cp−12 − Cq−1λpq
T2∫
T1
bδ(s)ds
)
dt
=
[
c2 − ϕ−1p
(
cp−12 − Cq−1λpq
T2∫
T1
bδ(s)ds
)]
(x− T1)

∣∣∣∣∣c2 − ϕ−1p
(
cp−12 − Cq−1λpq
T2∫
T1
bδ(s)ds
)∣∣∣∣∣(T2 − T1)
for x ∈ [T1, T2]. Using (4.2) we conclude that vδ(x) and v ′δ(x) converge to c1 + c2(x − T1) and c2 uniformly on [T1, T2],
respectively. The proof is complete. 
Now we introduce the generalized trigonometric functions due to Drábek and Manásevich [7], and we refer [7] for
details.
The generalized sine function sinpq is deﬁned as the unique global solution of the initial value problem of
(
ϕp(v
′)
)′ + λpqϕq(v) = 0, (4.6)
v(0) = 0, v ′(0) = 1,
where p > 1 and q > 1.
The function sinpq x is deﬁned on R and it is periodic with period 2πpq := 2B(1/q, (p − 1)/p), where
B(x, y) =
1∫
0
tx−1(1− t)y−1 dt
is the beta function. Further, sinpq x is an odd function having zeros at x = jπpq , j ∈ Z; sinpq x > 0 for 2 jπpq < x <
(2 j + 1)πpq , j ∈ Z; sinpq x < 0 for (2 j + 1)πpq < x < 2( j + 1)πpq , j ∈ Z; (sinpq x)′ > 0 for (2 j − (1/2))πpq < x <
(2 j + (1/2))πpq , j ∈ Z; (sinpq x)′ < 0 for (2 j + (1/2))πpq < x < (2 j + (3/2))πpq , j ∈ Z; (sinpq x)′ has zeros at x =
( j + (1/2))πpq , j ∈ Z.
The generalized cosine function cospq is deﬁned by cospq x = (sinpq x)′ .
For x0, c1, c1 ∈ R, we denote v(x; x0, c1, c2) by the unique global solution of (4.6) with the initial condition
v(x0) = c1, v ′(x0) = c2.
Then
v(x; x0, c1, c2) = |α|−
q−p
q α sinpq
(|α| q−pq (x− x0) + δ),
where α ∈ R and δ ∈ [0,πpq) are constants satisfying
c1 = |α|−
q−p
q α sinpq δ, c2 = α cospq δ,
|α|p =
(
2
q
)q
|c1|q + |c2|p .
Lemma 4.4. Let q > p > 1, T ∈ R and c > 0. Let y be a solution of (4.6). If |y(T )| (q/2)(πpq/c)p/(q−p) , then y has at least one zero
in (T , T + c).
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(2/q)q|y(T )|q + |y′(T )|p . We see that
|α|
(
2
q
) q
p ∣∣y(T )∣∣ qp  (2
q
) q
p
(
q
2
) q
p
(πpq)
q
q−p c−
q
q−p = (πpq)
q
q−p c−
q
q−p ,
so that πpq|α|−(q−p)/q  c. Then y has at least one zero in (T , T + c). The proof is complete. 
Proof of Lemma 3.1. Let y(x,α) be the solution of (4.6) with (3.5). Then
y(x,α) = v(x;0,0,α) = αp/q sinpq
(
α(q−p)/qx
)
.
Let α1 = 1 and let y1(x) = y(x,α1). Set T1 = (k − (1/2))πpq . Then y1(x) = sinpq x has exactly k − 1 zeros in (0, T1], and
y′1(T1) = 0.
Put α∗ = (kπpq/T1)q/(q−p) = (2k/(2k − 1))q/(q−p) > α1. Then y(x,α) has at least k zeros in (0, T1) if α > α∗ .
There exists ε > 0 so small that y(x,α1 − ε) has exactly k − 1 zeros in (0, T1) and (−1)k−1 ∂∂x y(T1,α1 − ε) > 0 and
(−1)k−1 y(T1,α1 − ε) > 0. We put α0 = α1 − ε and y0(x) = y(x,α0).
Take T2 > T1 so large that∣∣y0(T1) + y′0(T1)(T2 − T1)∣∣ q4 pq−p . (4.7)
Let δ > 0 be suﬃciently small, and let bδ(x) be the function in Lemma 4.2.
Let v0 and v1 be solutions of (4.3) with the initial conditions v0(T1) = y0(T1), v ′0(T1) = y′0(T1) and v1(T1) = y1(T1),
v ′1(T1) = y′1(T1), respectively. Then v0(x) = y0(x) and v1(x) = y1(x) for 0 x T1.
From Lemma 4.3 it follows that limδ→+0 v0(T2) = y0(T1)+ y′0(T1)(T2 − T1). Hence by (4.7) there exists δ1 > 0 such that
|v0(T2)| (q/2)4p/(q−p) for 0< δ  δ1. Lemma 4.4 implies that v0 has at least one zero in (T2, T2 + (πpq/4)) for 0< δ  δ1.
Put T = T2 + (3πpq/8). Then v0 is the solution of (4.3) with v(0) = 0 and v ′(0) = α0, and it has at least k zeros in (0, T )
for 0< δ  δ1.
By y′1(T1) = 0 and Lemma 4.3, we see that limδ→+0 v1(x) = y1(T1) and limδ→+0 v ′1(x) = 0 uniformly on [T1, T2]. We
note that y1(x− T2 + T1) = sinpq(x− T2 + T1) is the unique solution of (4.6) with v(T2) = y1(T1) and v ′(T2) = 0, and that
sinpq(x − T2 + T1) = 0 for x ∈ [T2, T2 + (πpq/2)). By a general theory on the continuous dependence of solutions on initial
conditions, there exists δ2 ∈ (0, δ1] such that v1(x) = 0 on [T1, T2 + (3πpq/8)] for 0< δ  δ2. Then v1 is the solution of (4.3)
with v(0) = 0 and v ′(0) = α1, and it has exactly k − 1 zeros in (0, T ] for 0< δ  δ2.
Let δ = δ2. By Lemma 4.1 there exists α∗ ∈ (0,α0) so small that the solution of (4.3) and (3.5) is positive on (0, T ] for
0< α < α∗ . This completes the proof of Lemma 3.1. 
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