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Abstract
We study a model of nonintersecting Brownian bridges on an interval with either absorbing
or reflecting walls at the boundaries, focusing on the point in space-time at which the particles
meet the wall. These processes are determinantal, and in different scaling limits when the
particles approach the reflecting (resp. absorbing) walls we obtain hard-edge limiting kernels
which are the even (resp. odd) parts of the Pearcey and tacnode kernels. We also show that
in the single time case, our hard-edge tacnode kernels are equivalent to the ones studied by
Delvaux [16], defined in terms of a 4 × 4 Lax pair for the inhomogeneous Painleve´ II equation
(PII). As a technical ingredient in the proof, we construct a Schlesinger transform for the 4× 4
Lax pair in [16] which preserves the Hastings–McLeod solutions to PII.
1 Introduction
Consider a Brownian motion on the interval [0, π] with either an absorbing or reflecting boundary
condition at the endpoints of the interval. By the reflection principle [22, Section X.5], if both
boundaries are reflecting the transition probability is
P refσ (x, y; t) =
1√
2πtσ
∞∑
k=−∞
e−
(y−x+2kpi)2
2tσ2 + e−
(y+x+2kpi)2
2tσ2 , (1.1)
and if both boundaries are absorbing it is1
P absσ (x, y; t) =
1√
2πtσ
∞∑
k=−∞
e−
(y−x+2kpi)2
2tσ2 − e−
(y+x+2kpi)2
2tσ2 . (1.2)
In each case, t is time and σ > 0 is the diffusion parameter. The model we consider is that of
n ∈ N such Brownian motions on the interval [0, π] which are conditioned not to intersect, which
we denote
X1(t) < X2(t) < · · · < Xn(t), (1.3)
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1The function (1.1) is a genuine probability density on [0, pi], meaning that for any 0 ≤ x ≤ pi the integral with
respect to y over [0, pi] is 1. The function (1.2) has total integral less than 1 because there is some probability that
the particle is absorbed by one of the walls.
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and we fix the diffusion parameter to be equal to the reciprocal square root of the number of
Brownian paths, σ = n−1/2. In the absorbing boundary condition case, we also condition so that
no particle is absorbed by either wall. Under these conditions we let the particles evolve over the
time interval t ∈ [0, T ], and we furthermore we fix the starting and ending points for all particles
to be at 0, i.e.,
X1(0) = X1(T ) = X2(0) = X2(T ) = · · · = Xn(0) = Xn(T ) = 0. (1.4)
Even though the conditions (1.3) and (1.4) seem to be contradictory, it is well known that the
model of nonintersecting paths with confluent starting/ending points is well defined as a limit of
a model in which the starting and ending points of the nonintersecting paths are close to but not
equal to one another, see Section 2.
When the boundary conditions for the Brownian motion on [0, π] are reflecting (resp. absorb-
ing) we denote the ensemble of nonintersecting paths conditioned as described above as NIBMref0→T
(resp. NIBMabs0→T ). These ensembles are determinantal processes, which means that the correlation
functions are described by a determinant involving a certain extended kernel function. More specif-
ically, fix m times 0 < t1 < t2 < · · · < tm < T , and to each time ti, fix ki points in the interval
(0, π), 0 ≤ x(i)1 < x(i)2 < · · · < x(i)ki < π. The multi-time correlation function is then defined as
Rref,n0→T (x
(1)
1 , . . . , x
(1)
k1
; . . . ;x
(m)
1 , . . . , x
(m)
km
; t1, . . . , tm) :=
lim
∆x→0
1
(∆x)k1+···+km
P
(
there is a particle in [x
(i)
j , x
(i)
j +∆x) for j = 1, . . . , ki at time ti
)
, (1.5)
for the NIBMref0→T model, and similarly for the NIBM
abs
0→T model, for which we denote the correlation
function as Rabs,n0→T . Then there exist kernel functions K
ref
ti,tj(x, y) and K
abs
ti,tj(x, y) such that (xxx
stands for either ref or abs)
Rxxx,n0→T (x
(1)
1 , . . . , x
(1)
k1
; . . . ;x
(m)
1 , . . . , x
(m)
km
; t1, . . . , tm) = det
(
Kxxxti,tj
(
x
(i)
li
, x
(j)
l′j
))
i,j=1,...,m
li=1,...,ki
l′j=1,...,kj
. (1.6)
In an earlier paper [41] of the current authors, we studied a very similar model of nonintersecting
Brownian motions on the unit circle. That model can be also considered as one of nonintersecting
paths on the interval, but with periodic rather than absorbing or reflecting boundary conditions.
For that model it was shown that the correlation kernel could be expressed in terms of a system
of orthogonal polynomials with respect to a discrete Gaussian weight, and that it converged to the
tacnode kernel and the Pearcey kernel in different scaling limits. The result was a formula for the
tacnode kernel which involved certain solutions to the Flaschka–Newell Lax pair for the Painleve´ II
equation. The nonintersecting Brownian paths on the interval with absorbing or reflecting bound-
aries also have a correlation kernel expressed in terms of discrete Gaussian orthogonal polynomials,
and in this paper we show that it converges under proper scaling limits to the even (resp. odd) part
of the tacnode and Pearcey kernels in the case of reflecting (resp. absorbing) boundary conditions.
The dependence of the models NIBMref0→T and NIBM
abs
0→T on the total time T is described
heuristically as follows. Since all particles are forced to begin and end at the lower wall, if the total
time T is small then the particles will not have time to approach the upper wall at x = π, and the
model is very close to a model of nonintersecting Brownian bridges on the half-line [0,∞). On the
other hand, if T is large enough then the particles will reach the barrier at x = π around some
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critical time t = tc < T/2 and the asymptotic limiting density of particles fills the entire interval
[0, π] throughout the time interval [tc, T − tc] before beginning to return to the origin. These two
cases are separated by a critical total time Tc, and it can be shown as in [41] that this critical value
is Tc = π
2/2. Therefore, as in [41] we separate the NIBMref0→T and NIBM
abs
0→T models into three
cases: subcritical (T < π2/2), critical (T = π2/2), and supercritical T > π2/2, see Figure 1. Note
that this global picture is the same for both NIBMref0→T and NIBM
abs
0→T .
x = 0 x = pi
t = 0
x = 0 x = pi
t = T = T c
x = 0 x = pi
t = t
c
t = T < T c
t = T > T c
Figure 1: Typical configurations of paths in NIBMref0→T and NIBM
abs
0→T in the subcritical (left),
critical (center), and supercritical (right) regimes. Time is on the vertical axis and space on the
horizontal axis. As n→∞ the hull of the paths fills out the regions bounded by the thick curves.
In the supercritical case, the time tc at which the particles reach the upper wall is marked. These
figures are schematic and do not distinguish between reflecting walls, for which the particles may
touch the walls, and absorbing walls for which they cannot.
We remark that the nonintersecting Brownian motions on an interval with periodic, reflecting,
and absorbing boundary conditions are related to the 2D Yang–Mills theory on a sphere with U(n),
O(n), and Sp(n) gauge groups, respectively [31, 27]. The earlier paper [41] dealt mainly with prob-
abilistic aspects of the nonintersecting Brownian motion model with periodic boundary conditions,
but has found applications in the study of 2D Yang–Mills theory, see [40, 30]. Similarly the current
paper deals primarily with the limiting local correlations for the nonintersecting Brownian motions
on an interval with absorbing and reflecting boundary conditions, but we hope that the method
and results obtained in this paper can shed light on the mathematico-physical aspect of the models
as well. On the other hand, the symmetry of the model revealed by the Yang–Mills theory gives a
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hint of the universality class that our probabilistic models belong to, see the discussion in Section
1.4.1.
A precursor of NIBMabs0→T is the nonintersecting Brownian excursion model studied in [46], which
is equivalent to our NIBMabs0→T with the two absorbing walls placed at 0 and +∞, or by a change
of scale, the T → 0+ limit of our NIBMabs0→T .
1.1 Limiting correlation kernels
1.1.1 The extended Pearcey and tacnode kernels, and their odd and even parts
In order to state our main results, we first present the explicit forms of the limiting correlation
kernels that our nonintersecting Brownian motion models converge to. Hence we must define the
Pearcey and tacnode processes.
The Pearcey process arises as a scaling limit when two separate groups of nonintersecting paths
merge into a single group. It is a determinantal process and is thus defined by the (extended)
Pearcey kernel [45, Section 3],
KPs,t(ξ, η) = K˜
P
s,t(ξ, η) − 1s<tφs,t(ξ, η), (1.7)
where
φs,t(ξ, η) =
1√
2π(t− s)e
− (ξ−η)2
2(t−s) , (1.8)
and
K˜Ps,t(ξ, η) =
i
(2πi)2
∫
X
dz
∫
R
dw
e
z4
4
+ sz
2
2
+iξz
e
w4
4
+ tw
2
2
+iηw
1
z − w, (1.9)
where X consists of four rays: one from epii/4 · ∞ to 0, one from e5pii/4 · ∞ to 0, one from 0 to
e3pii/4 · ∞, and one from 0 to e7pii/4 · ∞, see Figure 3. Our definition of the Pearcey kernel is the
same as that in [4, Formula 1.2] up to a change of variables.
C
Figure 2: The shape of C.
X
Figure 3: The shape of X.
ΣT
ΣT
Figure 4: The shape of ΣT .
The tacnode process arises as a scaling limit when two separate groups of nonintersecting paths
come together to meet at a single point in space-time, and then separate again. This process is
also determinantal. It appears in several other models as the limiting process, and the correlation
kernel has several equivalent definitions [18, 34, 2, 23, 41, 42] with various generalities. Here we use
the definition in terms of the Flaschka–Newell Lax pair for the Hastings–McLeod solution to the
homogeneous Painleve´ II equation, following [41]. We only define the symmetric tacnode kernel,
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which corresponds to the case that the two groups of nonintersecting paths are of the same size.
A straightforward generalization to the asymmetric form is given in [42]. In order to define the
kernel, we first must define some special functions which appear in the formula.
The homogeneous Painleve´ II equation (PII) is the second order nonlinear ODE
q′′(s) = sq(s) + 2q(s)3 , (1.10)
and the Hastings–McLeod solution [33] to PII is the unique one that satisfies
q(s) = Ai(s)(1 + o(1)) , as s→ +∞ , (1.11)
where Ai(s) is the Airy function. Throughout this paper we let q(s) be this particular solution to
PII. The 2× 2 matrix-valued differential equation
d
dζ
Ψ(ζ; s) =
(−4iζ2 − i(s + 2q(s)2) 4ζq(s) + 2iq′(s)
4ζq(s)− 2iq′(s) 4iζ2 + i(s+ 2q(s)2)
)
Ψ(ζ; s), (1.12)
was originally studied by Flaschka and Newell [25] as part of a Lax pair for PII, meaning that the
compatibility of this equation with another differential equation given in (4.3) implies that q(s)
solves PII. Throughout this paper we let Ψ(ζ; s) be the solution to (1.12) that satisfies
Ψ(ζ; s)ei(
4
3
ζ3+sζ)σ3 = I +O(ζ−1) , ζ → ±∞ . (1.13)
The asymptotics (1.13) extend into the sectors −π/3 < arg ζ < π/3, and 2π/3 < arg ζ < 4π/3, see
e.g. [26]. Denote by Ψij(ζ; s) the (i, j) entry of the matrix Ψ(ζ; s) defined in (1.12) and (1.13). It
is convenient to also define the functions
f(u; s) :=
{
−Ψ12(u; s) if ℑu > 0,
Ψ11(u; s) if ℑu < 0,
g(u, s) :=
{
−Ψ22(u; s) if ℑu > 0,
Ψ21(u; s) if ℑu < 0.
(1.14)
The extended tacnode kernel is now defined as
Ktacs,t (ξ, η;σ) = K˜
tac
s,t (ξ, η;σ) − φs,t(ξ, η), (1.15)
where φs,t(ξ, η) is as in (1.8), and
K˜tacs,t (ξ, η;σ) :=
1
2π
∫
ΣT
du
∫
ΣT
dv e
su2
2
− tv2
2 e−i(uξ−vη)
f(u;σ)g(v;σ) − g(u;σ)f(v;σ)
2πi(u − v) . (1.16)
Here ΣT is a contour consisting of two pieces. One piece of ΣT lies entirely above the real line, and
goes from epii/6 · ∞ to e5pii/6 · ∞. The other piece lies entirely below the real line and goes from
e7pi/6 · ∞ to e11pi/6 · ∞, see Figure 4. The convergence of the integrals in (1.16) follows from the
asymptotics (1.13).
The symmetric tacnode process depends on one real parameter σ ∈ R, whereas the Pearcey
process contains no parameters. If we view the tacnode process as the limit of two groups of par-
ticles in nonintersecting Brownian motions, the real parameter σ which appears in Ktac measures
the strength of interaction between the two groups. As σ → −∞ the two groups become indis-
tinguishable and the tacnode kernel has the sine kernel, which is the usual bulk scaling limit for
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nonintersecting paths, as a scaling limit. As σ → +∞ the two groups of particles separate and
there is no interaction between them [28, 29].
We define the even versions of the Pearcey and tacnode kernels as
KP, evens,t (ξ, η) := K
P
s,t(ξ, η) +K
P
s,t(ξ,−η),
Ktac, evens,t (ξ, η;σ) := K
tac
s,t (ξ, η;σ) +K
tac
s,t (ξ,−η;σ),
(1.17)
and their odd versions as
KP, odds,t (ξ, η) := K
P
s,t(ξ, η) −KPs,t(ξ,−η),
Ktac, odds,t (ξ, η;σ) := K
tac
s,t (ξ, η;σ) −Ktacs,t (ξ,−η;σ).
(1.18)
Note that these are just the odd and even parts of the kernels with respect to the spatial variables,
up to a factor of 2. They describe symmetrized versions of the Pearcey and tacnode processes which
we call the even (odd) Pearcey process and the even (odd) tacnode process. Similarly we refer to
the kernels as the even (odd) Pearcey kernel and the even (odd) tacnode kernel. The even and odd
Pearcey processes have appeared previously as limiting processes in the Plancherel growth models
with O(∞) symmetry [10, 37], and with Sp(∞) symmetry [13], respectively. In [10, 37], the kernel
KP, evens,t (ξ, η) appears under the name symmetric Pearcey kernel, and in [13] the kernel K
P, odd
s,t (ξ, η)
is simply referred to as Pearcey kernel. We prefer to call them the even and odd Pearcey kernels
because it clarifies the relation to the usual Pearcey kernel.
For convenience we write the following explicit formulas for the even and odd Pearcey kernels
in terms of sine and cosine:
KP, evens,t (ξ, η) = K˜
P, even
s,t (ξ, η) − 1s<t(φs,t(ξ, η) + φs,t(ξ,−η)),
KP, odds,t (ξ, η) = K˜
P, odd
s,t (ξ, η)− 1s<t(φs,t(ξ, η) − φs,t(ξ,−η)),
(1.19)
where φs,t(ξ, η) is defined in (1.8) and
K˜P, evens,t (ξ, η) =
i
(2πi)2
∫
X
dz
∫
R
dw
e
z4
4
+ sz
2
2
e
w4
4
+ tw
2
2
2eiξz cos(ηw)
z − w
=
1
2π2i
∫
X
dz
∫
R
dw
e
z4
4
+ sz
2
2
e
w4
4
+ tw
2
2
z cos(ξz) cos(ηw)
z2 − w2 ,
(1.20)
and
K˜P, odds,t (ξ, η) =
i
(2πi)2
∫
X
dz
∫
R
dw
e
z4
4
+ sz
2
2
e
w4
4
+ tw
2
2
2ieiξz sin(ηw)
z − w
=
i
2π2
∫
X
dz
∫
R
dw
e
z4
4
+ sz
2
2
e
w4
4
+ tw
2
2
z sin(ξz) sin(ηw)
z2 − w2 .
(1.21)
The second lines of (1.20) and (1.21) follow in a straightforward way from some symmetries of
the integrand, and are in the same form as the symmetric Pearcey kernels given in [10] and [13],
respectively. Similarly the odd and even tacnode kernels are given as
Ktac, evenτi,τj (ξ, η;σ) = K˜
tac, even
τi,τj (ξ, η;σ) − 1s<t(φs,t(ξ, η) + φs,t(ξ,−η)),
Ktac, oddτi,τj (ξ, η;σ) = K˜
tac, odd
τi,τj (ξ, η;σ) − 1s<t(φs,t(ξ, η) − φs,t(ξ, η)),
(1.22)
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where φs,t(ξ, η) is defined in (1.8), f and g are defined in (1.14), and
K˜tac, evens,t (ξ, η;σ) =
1
2π
∫
ΣT
du
∫
ΣT
dv e
su2
2
− tv2
2
f(u;σ)g(v;σ) − g(u;σ)f(v;σ)
2πi(u− v) e
−iuξ cos(vη), (1.23)
and
K˜tac, odds,t (ξ, η;σ) =
1
2π
∫
ΣT
du
∫
ΣT
dv e
su2
2
− tv2
2
f(u;σ)g(v;σ) − g(u;σ)f(v;σ)
2π(u − v) e
−iuξ sin(vη). (1.24)
1.1.2 Main results
The even (odd) Pearcey process and the even (odd) tacnode process appear as scaling limits in
NIBMref0→T (NIBM
abs
0→T ). Namely, in the supercritical case T > Tc, the determinantal process defined
by the kernel KP, even (resp. KP, odd) appears as a scaling limit for NIBMref0→T (resp. NIBM
abs
0→T )
when space is scaled close to the upper wall x = π and time is scaled close to tc, the time at which
the group of particles reaches the upper wall. Similarly, in the critical case T = Tc = π
2/2, the
determinantal process defined by the kernel Ktac, even (resp. Ktac, odd) appears as a scaling limit for
NIBMref0→T (resp. NIBM
abs
0→T ) when space is scaled close to the upper wall x = π and time is scaled
close to T/2.
The precise statement of these convergences is given the following theorem. In the statement
of this theorem, we need the following notations: Tc = π
2/2 is the critical value of the total time;
tc ∈ (0, T/2) depending on T is the time when the limiting Pearcey process occurs if T > Tc; d in
part (a) is a scaling parameter depending on T and tc if T > Tc, while d = 2
−5/3π in part (b) has
a similar role if T is equal or close to Tc. The exact formulas for t
c and d in part (a) will be given
in Appendix A.
Theorem 1.1. Both NIBMref0→T and NIBM
abs
0→T are determinantal processes. Their multi-time
correlation kernels, Krefti,tj(x, y;n, T ) and K
abs
ti,tj (x, y;n, T ), have the following convergence properties:
(a) Assume T > Tc = π
2/2, and let d be the constant that is specified in (A.6). With the scalings
ti = t
c +
d2
23/2n1/2
τi, tj = t
c +
d2
23/2n1/2
τj, x = π − d
(2n)3/4
ξ, y = π − d
(2n)3/4
η, (1.25)
the correlation kernels have the limits
lim
n→∞K
ref
ti,tj (x, y;n, T )
∣∣∣∣dydη
∣∣∣∣ = KP, even−τj ,−τi(ξ, η), (1.26)
lim
n→∞K
abs
ti,tj (x, y;n, T )
∣∣∣∣dydη
∣∣∣∣ = KP, odd−τj ,−τi(ξ, η). (1.27)
(b) Fix σ ∈ R, and let T be scaled close to Tc = π2/2 as
T =
π2
2
(
1− 2− 23σ(2n)− 23
)
, d = 2−5/3π. (1.28)
With the scalings
ti =
T
2
+
d2
24/3n1/3
τi, tj =
T
2
+
d2
24/3n1/3
τj, x = π− d
(2n)2/3
ξ, y = π− d
(2n)2/3
η, (1.29)
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the correlation kernels have the limits
lim
n→∞K
ref
ti,tj (x, y;n, T )
∣∣∣∣dydη
∣∣∣∣ = Ktac, evenτi,τj (ξ, η;σ), (1.30)
lim
n→∞K
abs
ti,tj (x, y;n, T )
∣∣∣∣dydη
∣∣∣∣ = Ktac, oddτi,τj (ξ, η;σ). (1.31)
In this paper we consider only the limiting behavior of the top particles in the critical and
supercritical phases. For the bottom particles, our method can show that they converge to the
limiting Bessel process with parameter −1/2 for NIBMref0→T and 1/2 for NIBMabs0→T , in all phases,
like the result in [46]. The universal sine and Airy processes should also occur when we take limit
at appropriate places. We omit further discussion on these limits.
1.2 Hard-edge Pearcey process and relation to Pearcey process
In this and next subsections we discuss the relations among various limiting kernels. For Pearcey
kernels (this subsection) we simply summarize known results, while for tacnode kernels (next sub-
section) some results presented here are new.
The even and odd Pearcey processes are special cases of a more general family of determinantal
processes which depends on a real parameter α > −1, and arises as a scaling limit in a model of
nonintersecting (squared) Bessel paths. We refer to this family as the hard-edge Pearcey process.
The single time version of this kernel for general α was first derived by Desrosiers and Forrester [20]
in the context of random matrix theory, and by Kuijlaars, Mart´ınez-Finkelshtein, and Wielonsky
[38] from nonintersecting squared Bessel paths. These two groups of authors gave slightly different
formulations of the kernel and did not use the hard-edge Pearcey nomenclature.
The multi-time extended kernel was derived recently by Delvaux and Veto˝ [19], also from non-
intersecting squared Bessel paths with parameter α > −1, and they call the limiting process the
hard-edge Pearcey process. For general α the multi-time extended kernel is
K
P,(α)
s,t (ξ, η) = K˜
P,(α)
s,t (ξ, η) − φ(α)s,t (x, y)1s<t, (1.32)
where
K˜
P,(α)
s,t (ξ, η) =
(y
x
)α
2 2
πi
∫
C
dv
∫ ∞
0
du
(u
v
)α uv
v2 − u2
e
v4
2
+sv2
e
u4
2
+tu2
Jα(2
√
yu)Jα(2
√
xv), (1.33)
and
φ
(α)
s,t (x, y) =
1
t− s
(y
x
)α
2
e−
x+y
t−s Iα
(
2
√
xy
t− s
)
. (1.34)
Here Jα is the Bessel function of the first kind, Iα is the modified Bessel function of the first kind
[1], and the contour C consists of two rays, one is from eipi/4 · ∞ to 0, and the other from 0 to
e−ipi/4 · ∞, as shown in Figure 2.
The Bessel process reduces to Brownian motion on a half-line with a reflecting wall at the
origin in the special case α = −1/2, and is connected to Brownian motion on a a half-line with an
absorbing wall at the origin in the special case α = 1/2, see e.g. [36]. Thus it is reasonable to guess
that for α = ±1/2, the hard-edge tacnode kernel reduces to the kernels KP, odd and KP, even which
are scaling limits of nonintersecting paths in the presence of absorbing/reflecting walls. Using the
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explicit formulas of (modified) Bessel functions with α = ±1/2, we see that in these cases the
hard-edge Pearcey kernel reduces to
K˜
P,(1/2)
s,t (ξ, η) =
2
π2i
1√
x
∫
C
dv
∫ ∞
0
du
e
v4
2
+sv2
e
u4
2
+tu2
sin(2
√
yu) sin(2
√
xv)
u
v2 − u2 , (1.35a)
K˜
P,(−1/2)
s,t (ξ, η) =
2
π2i
1√
y
∫
C
dv
∫ ∞
0
du
e
v4
2
+sv2
e
u4
2
+tu2
cos(2
√
yu) cos(2
√
xv)
v
v2 − u2 , (1.35b)
φ
(1/2)
s,t (x, y) =
1
2
√
π
1√
t− s
1√
x
(
e−
(
√
x−√y)2
t−s − e−
(
√
x+
√
y)2
t−s
)
, (1.35c)
φ
(−1/2)
s,t (x, y) =
1
2
√
π
1√
t− s
1√
y
(
e−
(
√
x−√y)2
t−s + e−
(
√
x+
√
y)2
t−s
)
. (1.35d)
Comparing (1.19)–(1.21) with (1.35), it is straightforward to obtain the following proposition.
Proposition 1.2. The hard-edge Pearcey kernel with α = ±1/2 have the following relationship to
the odd and even Pearcey kernels:
KP, evens,t (ξ, η) =
η√
2
K
P,(−1/2)
s/
√
2,t/
√
2
(2−
3
2 ξ2, 2−
3
2 η2), (1.36)
KP, odds,t (ξ, η) =
ξ√
2
K
P,(1/2)
s/
√
2,t/
√
2
(2−
3
2 ξ2, 2−
3
2 η2). (1.37)
1.3 Hard-edge tacnode process and relation to tacnode process
The hard-edge tacnode process appears as a scaling limit of the lowest particles in nonintersecting
(squared) Bessel processes when they just touch a hard-edge barrier [17]. As with the hard-edge
Pearcey process, it is a determinantal process parametrized by the Bessel parameter α > −1.
Delvaux in [17] obtained a formula for a single-time limiting kernel depending on the parameter
α > −1, which we denote by Ktac,(α)(x, y; s, τ). His formulation is in terms of a certain 4× 4 Lax
pair solution to the inhomogeneous Painleve´ II equation, which is the same as (1.10) but with a
additive constant term,
q′′(σ) = 2q(σ)3 + ζq(σ)− ν, (1.38)
where ν is a fixed constant. The particular solution to (1.38) which appears in the Delvaux’s
tacnode kernel is also called the Hastings–McLeod solution, and is defined to be the one which
satisfies
q(σ) ∼ ν/σ, as σ → +∞, q(σ) ∼
√
−σ
2
as σ → −∞. (1.39)
The Bessel parameter α in the hard-edge tacnode kernel and the parameter ν in the PII equation are
related by ν = α+1/2. Since the explicit formula for the hard-edge tacnode kernel is complicated,
we relegate it to Section 6. Currently the multi-time extended kernel for general α is not available.
For integer α ≥ 0, a multi-time extended kernel was later obtained by Delvaux and Veto˝ [19] using
a different approach to the same model. In this paper we are not going to use their extended
kernel, so we omit the explicit formula, but only remark that their extended kernel is increasingly
complicated as the integer α grows larger.
Inspired by Proposition 1.2, it is natural to conjecture thatKtac, evenτi,τj (ξ, η;σ) andK
tac, odd
τi,τj (ξ, η;σ)
are the correlation kernels for the hard-edge tacnode process with α = −1/2 and 1/2 respectively.
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However, the multi-time correlation kernel of the hard-edge tacnode process is not in literature, so
we can only state a modest result on the one-time correlation kernel.
Proposition 1.3. The odd and even tacnode kernels have the following relations to the and the
hard-edge tacnode kernel with α = ±1/2:
Ktac,(−1/2)(x, y; s, τ) = 25/3K˜tac, event,t (2
2/3x, 22/3y;σ), (1.40)
Ktac,(1/2)(x, y; s, τ) = 25/3K˜tac, oddt,t (2
2/3x, 22/3y;σ), (1.41)
where
t = 24/3τ, σ = 25/3s− 22/3τ2. (1.42)
The proof of this proposition, especially the proof of (1.41), is much more involved than the
proof of Proposition 1.2, and it is given in Section 6. Theorem 1.1(b) together with Proposition 1.3
shows that the NIBMref0→T and NIBM
abs
0→T converge to hard-edge tacnode process with parameters
∓1/2 respectively, at the one-time correlation level. We conjecture that the convergence holds for
multi-time correlations as well.
1.3.1 Hard-edge tacnode kernel with half-integer α by Schlesinger transformation
As we mentioned above, the hard-edge tacnode kernels with integer α are special in that the multi-
time extended version of the kernel is available in the literature. They are also special in that
they have Airy resolvent formulas that do not generalize to non-integer α in a direct way [19].
On the other hand, from Proposition 1.3 and formulas (1.15) and (1.16), we see that the hard-
edge tacnode kernels with half-integer α are also special in that they, at least the first two in the
sequence of infinitely many, can be expressed by the Lax pair associated to the Hastings–McLeod
to the homogeneous (ν = 0) PII equation. Actually Proposition 1.3 is not incidental, but gives the
first two cases of a general result.
Theorem 1.4. For any α = k − 1/2 with k = 0, 1, 2, . . . , the one-time hard-edge tacnode kernel
Ktac,(α)(x, y; s, τ) can be expressed in the form
Ktac,(k−1/2)(x, y; s, τ) =
1
π
∫ ∞
s
Fk(x; s˜, τ)Fk(y; s˜,−τ) ds˜, (1.43)
where the function Fν(x; s, τ) is defined in (6.13) for general ν > −1 and inductively by (6.27)
and (6.23) for integer-valued ν. For positive integer k, Fk(x; s, τ) is expressed as a contour integral
where the integrand is a linear combination of the entries of Ψ(ζ; s) and ζΨ(ζ; s), where Ψ(ζ; s)
is defined by the Lax pair (1.12) and (1.13) associated to the Hastings–McLeod solution of the
homogeneous (ν = 0) PII equation. The coefficients are polynomials in q0(σ), q1(σ), . . . , qk−1(σ)
and q′0(σ), q
′
1(σ), . . . , q
′
k−1(σ), where qν(σ) is the Hastings–McLeod solution to the inhomogeneous
PII equation (1.38), and σ = 22/3(2s− τ2).
The explicit formulas for Fk(x; s, τ) for k = 0, 1, 2 . . . are given in (6.27), (6.28), and (6.29).
The formulas become more complicated and less useful as k increases. We remark that since
the Hastings–McLeod solution to the PII equation with integer-valued ν can be expressed by the
Hastings–McLeod solution of the homogeneous (ν = 0) PII equation via the Ba¨cklund transfor-
mation (5.11), Fk(x; s, τ) can be expressed purely in terms of the Hastings–McLeod solution to
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the homogeneous PII equation, and the associated Lax pair (1.12) and (1.13). To be precise, the
statement that the coefficients of the entries ofΨ(ζ; s) and ζΨ(ζ; s) in the integrand are polynomial
in q0(σ), q1(σ), . . . , qk−1(σ) and q′0(σ), q
′
1(σ), . . . , q
′
k−1(σ) may be replaced with the statement that
the coefficients are rational functions of q0(σ) and q
′
0(σ). See Sections 5 and 6 for detail.
The key ingredient of the proof of Theorem 1.4 and (1.41) in Proposition 1.3 is the Schlesinger
transformation of the 4×4 Lax pair discovered in [16]. It is not surprising for experts on integrable
differential equations that Lax pairs associated to PII equation with parameters ν and ν + 1 are
related by a e Schlesinger transformation, just as the Painleve´ functions themselves are related by
an explicit Ba¨cklund transformation (5.11), but the explicit construction for the 4 × 4 Lax pair is
new, see Section 5.
For α = ±1/2 the multi-time version of Theorem 1.4 is given in an explicit form in Proposition
4.1. From results in Proposition 1.3 and Theorem 1.4, we can formally conjecture the generalization
of Theorem 1.4 to the multi-time extended kernel for the hard-edge tacnode kernel with general
half-integer α. But since the extended kernel is still missing, we do not pursue it in the current
paper.
1.4 Universality
The (usual) Pearcey and tacnode processes occur as limiting processes in various models, and have
established their statuses as universal limiting processes. The Pearcey kernel originally appeared
in the papers [12, 11] in the context of random matrix theory, see also [32, 43, 8], but also appears
in models of nonintersecting paths [4, 45, 41], random growth models [44], and random polymers
[5]. The tacnode kernel is newer so its scope in the literature is somewhat more limited, but it
appears in various models of nonintersecting paths [34, 23, 2, 18, 41] and random tilings [3]. Here
we comment briefly on the universal character of the hard-edge versions of the Pearcey and tacnode
processes.
1.4.1 Universality for hard-edge Pearcey process
The hard-edge Pearcey process, as discussed in Section 1.2, has been mostly studied as the limit
of nonintersecting squared Bessel process, while [20] considered the matrix model equivalent to the
nonintersecting squared Bessel process. Very recently the hard-edge Pearcey process for general
α > −1 appeared as a scaling limit in an interacting particle system [14]. It is notable that as a
limiting process, the α = −1/2 hard-edge Pearcey process occurs in the Plancherel growth model
with O(∞) symmetry [10, 37], and the α = 1/2 hard-edge Pearcey process occurs in the Plancherel
growth model with Sp(∞) symmetry [13]. Here we remind the reader that our nonintersecting
Brownian motion model between reflecting walls corresponds to the 2D Yang–Mills theory with
O(n) symmetry, and the model between absorbing walls corrsponds to the 2D Yang–Mills theory
with Sp(n) symmetry. The result in our paper is additional evidence that the hard-edge Pearcey
process with α = ±1/2 is universal, and indicates that they are features of symmetry classes.
As pointed out in [10] and [13], the hard-edge Pearcey processes with α = ±1/2 are in the
class of 2D anisotropic KPZ with a wall. It is generally acknowledged that the limiting behaviors
of nonintersecting Brownian motions, without a wall, are in the 1D KPZ universality class [15],
and also in the 2D anisotropic KPZ class, without a wall [9]. The results in this paper shows the
relation between nonintersecting Brownian motions with walls and class of 2D anisotropic KPZ
with a wall.
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1.4.2 Universality for hard-edge tacnode process
For the more recent and more complicated hard-edge tacnode process, the results are scarcer.
Outside of the current paper and the very recent preprint [24] (see below), the literature is all
based on the model of nonintersecting squared Bessel process. Although it is too early to call the
hard-edge tacnode process universal based on available results, the result in our paper is a hint that
the hard-edge tacnode processes with α = ±1/2 should be in the class of anisotropic KPZ with a
wall, since they occur in the same models as the hard-edge Pearcey process with α = ±1/2.
When the current paper was almost complete, we found the very recent preprint [24]. In this
paper, the authors consider nonintersecting Brownian motions with one absorbing wall. They
call the limiting process, which turns out to be exactly our limiting process with kernel Ktac, odd,
hard-edge tacnode process, without identifying it with the existing hard-edge tacnode process with
α = 1/2. In Appendix B, we prove:
Proposition 1.5. The multi-time correlation kernel K̂ext(T1, U1;T2, U2) defined in [24, Theorem
2.6] that depends on a parameter R implicitly, satisfies
K̂ext(T1, U1;T2, U2) = 2
2/3Ktac, odd
27/3T1,27/3T2
(22/3U1, 2
2/3U2; 2
2/3R). (1.44)
The proof of Proposition 1.5 is fairly involved. But a variation of our NIBMabs0→T is very similar to
the model in [24] and the equivalence of the limiting behaviors is easier to see, at least heuristically.
We explain it in Appendix B.1.
Although it is not proven, the authors of [24] conjecture that the odd tacnode process occurs
as a scaling limit in the six-vertex model with domain wall boundary conditions, or equivalently
in random domino tilings, defined on a pentagonal domain, see [24, Section 3]. This is of course
further evidence of its universal character, and is deserving of further study.
1.5 Plan of the rest of the paper
The rest of the paper is organized as follows. In Section 2, the determinantal structure of the pro-
cesses NIBMref0→T and NIBM
abs
0→T is analyzed using the Eynard–Mehta formula, and the correlation
kernels are described in terms of discrete Gaussian orthogonal polynomials. In Section 3, these
kernels are related to the model of nonintersecting Brownian paths on the unit circle studied in
[41] and Theorem 1.1 is proved based on the asymptotic results obtained in that paper. In Section
4 we prove that the derivative of the kernels Ktac, even and Ktac, odd with respect to the parameter
σ is a rank-1 kernel, which is used later in the proof of Proposition 1.3.
The remaining sections 5 and 6 deal with the hard-edge tacnode kernel as defined by Delvaux
in [17], and its relationship to the kernels Ktac, even and Ktac, odd. In Section 5 we present the
Lax system which describes the special functions appearing in Delvaux’s formula for the hard-edge
tacnode kernel. These special functions are given in the form of a 4× 4 matrix denoted Mν which
depends on a parameter ν > −1/2 related to the parameter α > −1 in the corresponding Bessel
process by ν = α+ 1/2. In this section we formulate the Schlesinger transformation which enables
us to write Mν+1 explicity in terms of Mν . Finally in Section 6 we define the hard-edge tacnode
kernel of Delvaux and use the results obtained in Sections 5 and 6 to prove Proposition 1.3 and
Theorem 1.4.
In Appendix A we give explicit formulas for constants in Theorem 1.1(a). In Appendix B we
prove Proposition 1.5.
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2 Orthogonal polynomial formulas for the processes NIBMref0→T and
NIBMabs0→T
In this section we derive a formula for the correlation kernels for the processes NIBMref0→T and
NIBMabs0→T in terms of a system of discrete Gaussian orthogonal polynomials, similar to the kernel
derived in [41] for nonintersecting paths on the unit circle. To describe the kernels we first define
the lattice Ln of mesh 1/n,
Ln =
{
k
n
| k ∈ Z
}
. (2.1)
Now define the monic polynomials pTn,k(s) = s
k + · · · as the discrete Gaussian orthogonal polyno-
mials satisfying the orthogonality condition
1
n
∑
s∈Ln
pTn,j(s)p
T
n,k(s)e
−nTs2
2 =
{
0 if j 6= k,
hTn,j if j = k,
(2.2)
where {hTn,j}∞j=0 is a sequence of normalizing constants. These polynomials depend on two param-
eters: n ∈ N, which is the number of particles in the NIBMref0→T and NIBMabs0→T ; and T > 0 which
is the total time of the processes NIBMref0→T and NIBM
abs
0→T . Note that since the weight e
−nTs2
2 is
an even function of s and the lattice Ln is symmetric about the origin, the polynomials p
T
n,k(s) are
even for k even and odd for k odd. For n, k ∈ N and a > 0 define also the discrete Fourier transform
Sk,a(x;n, T ) =
1
n
∑
s∈Ln
pTn,k(s)e
−nas2
2 einsx. (2.3)
We then have the following proposition.
Proposition 2.1. The processes NIBMref0→T and NIBM
abs
0→T are determinantal.
(a) The multi-time correlation kernel for NIBMref0→T is given as
Krefti,tj (x, y;n, T ) = K˜
ref
ti,tj (x, y;n, T )−
◦
W ref[i,j)(x, y), (2.4)
where
K˜refti,tj (x, y;n, T ) =
n
π
n−1∑
k=0
1
hTn,2k
S2k,T−ti(x;n, T )S2k,tj (−y;n, T ), (2.5)
and
◦
W ref[i,j)(x, y) =
√
n√
2πt
∞∑
k=−∞
(
e
−n(y−x+2kpi)2
2(tj−ti) + e
−n(y+x+2kpi)2
2(tj−ti)
)
. (2.6)
(b) The multi-time correlation kernel for NIBMabs0→T is given as
Kabsti,tj (x, y;n, T ) = K˜
abs
ti,tj (x, y;n, T )−
◦
W abs[i,j)(x, y), (2.7)
where
K˜absti,tj (x, y;n, T ) =
n
π
n−1∑
k=0
1
hTn,2k+1
S2k+1,T−ti(x;n, T )S2k+1,tj (−y;n, T ), (2.8)
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and
◦
W abs[i,j)(x, y) =
√
n√
2πt
∞∑
k=−∞
(
e
−n(y−x+2kpi)2
2(tj−ti) − e−
n(y+x+2kpi)2
2(tj−ti)
)
. (2.9)
The starting point for the proof of Proposition 2.1 is the formulas (1.1) and (1.2) for the
transition probability for Brownian motion between a pair of walls at 0 and π. Let P ref(x, y; t)
and P abs(x, y; t) denote the the transition probabilities (1.1) and (1.2), respectively, with diffusion
parameter σ = n−1/2:
P ref(x, y; t) =
√
n√
2πt
∞∑
k=−∞
e−
n(y−x+2kpi)2
2t + e−
n(y+x+2kpi)2
2t , (2.10)
P abs(x, y; t) =
√
n√
2πt
∞∑
k=−∞
e−
n(y−x+2kpi)2
2t − e−n(y+x+2kpi)
2
2t . (2.11)
Fix n starting points A = {a1, . . . , an} where 0 < a1 < · · · < an < π, and n ending points
B = {b1, . . . , bn} where 0 < b1 < · · · < bn < π. Consider the transition probability density for n
particles X1(t), . . . ,Xn(t) in Brownian motion between the pair of (reflecting or absorbing) walls
at 0 and π, such that they start at positions An, end at positions Bn after time t > 0, and the
paths of the particles do not intersect during the time. By the Karlin–McGregor theorem [35] this
transition probability density is given by the determinant
P xxx(A;B;n; t) = det (P xxx(ai; bj ;n; t))
n
i,j=1 , xxx = ref or abs. (2.12)
Now consider the model of n particles X1(t), . . . ,Xn(t) in Brownian motion with a pair of (reflecting
or absorbing) walls at 0 and π, starting at A(0) = {a(0)1 , . . . , a(0)n } at time t0 = 0 and conditioned
so that:
1. They end at A(m+1) = {a(m+1)1 , . . . , a(m+1)n } at time tm+1 = T > 0, and
2. Their paths do not intersect during the time [0, T ].
Then the joint probability density for the location of the particles that at the times t1 < t2 < · · · <
tm in (0, T ) such that
Xi(tj) = a
(j)
i , where 0 < a
(j)
1 < a
(j)
2 < · · · < a(j)n < π for all j = 0, 1, . . . ,m,m+ 1, (2.13)
is given by
P xxx(A(1); . . . ;A(m);n; t1, . . . , tm) =
P xxx(A(0);A(m+1);n;T )−1
m+1∏
j=1
P xxx(A(j−1);A(j);n; tj+1 − tj), (2.14)
where A(j) = {a(j)1 , . . . , a(j)n }. In order to arrive at the models NIBMref0→T and NIBMabs0→T we must
consider the degenerate case that a
(0)
i → 0+ and a(m+1) → 0+ for all i = 1, . . . , n.
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2.1 Proof of Proposition 2.1(a)
Note that P ref(a, b; t) is an even function of both a and b. By l’Hoˆpital’s rule, as a
(0)
1 , . . . , a
(0)
n → 0
we have
P ref(A(0);A(1);n; t1 − t0) =
∏
1≤i<j≤n
(
(a
(0)
j )
2 − (a(0)i )2
)
∏n−1
j=0 (2j)!
× det
(
d2(i−1)
dx2(i−1)
P ref(x; a
(1)
j ; t1 − t0)
∣∣∣∣∣
x=0
)n
i,j=1
(1 +O(max|a(0)j |)); (2.15)
as a
(m+1)
1 , . . . , a
(m+1)
n → 0,
P ref(A(m);A(m+1);n; tm+1 − tm) =
∏
1≤i<j≤n
(
(a
(m+1)
j )
2 − (a(m+1)i )2
)
∏n−1
j=0 (2j)!
× det
(
d2(i−1)
dy2(i−1)
P ref(a
(m)
j ; y; tm+1 − tm)
∣∣∣∣∣
y=0
n
i,j=1
(1 +O(max|a(m+1)j |)); (2.16)
and as both a
(0)
1 , . . . , a
(0)
n → 0 and a(m+1)1 , . . . , a(m+1)n → 0,
P ref(A(0);A(m+1);n;T ) =
∏
1≤i<j≤n
(
(a
(0)
j )
2 − (a(0)i )2
)(
(a
(m+1)
j )
2 − (a(m+1)i )2
)
∏n−1
j=0 ((2j)!)
2
×Rrefn (T )(1 +O( max
j=1,...,n
(|a(0)j |, |a(m+1)j )|)), (2.17)
where
Rrefn (T ) = det
 d2(j+k−2)
dx2(j−1)y2(k−1)
P ref(x; y;T )
∣∣∣∣∣
x=y=0
n
j,k=1
= det
(
d2(j+k−2)
dx2(j+k−2)
P ref(x; 0;T )
∣∣∣∣∣
x=0
)n
j,k=1
= det
(
d2(j+k−2)
dz2(j+k−2)
(
e−
nz2
2T ϑ3
(
iπnz
T
, e−
2pi2n
T
))∣∣∣∣∣
z=0
)n
j,k=1
,
(2.18)
where ϑ3 is the Jacobi theta function
ϑ3(z; q) =
∞∑
k=−∞
e2kizqk
2
. (2.19)
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Thus in the degenerate case, the joint probability density function of the particles at times t1 <
· · · < tm ∈ (0, T ) is
P ref(A(1); . . . ;A(m);n; t1, . . . , tm) =
1
Rrefn (T )
det
(
φ˜refj (a
(1)
k )
)n
j,k=1
det
(
ψ˜refj (a
(m)
k )
)n
j,k=1
×
m−1∏
j=1
P ref(A(j−1);A(j);n; tj+1 − tj), (2.20)
where
φ˜refj (a) =
d2(j−1)
dx2(j−1)
P ref(x, a; t1)
∣∣∣∣∣
x=0
, ψ˜refj (a) =
d2(j−1)
dy2(j−1)
P ref(a, y;T − tm)
∣∣∣∣∣
y=0
. (2.21)
By the Poisson summation formula, we have
P ref(y;x; t) = P ref(x; y; t) =
√
n√
2πt
∞∑
k=−∞
e−
n(y−x+2kpi)2
2t + e−
n(y+x+2kpi)2
2t
=
√
n√
2πt
∞∑
k=−∞
√
t√
2πn
(
eikx−
tk2
2n + e−ikx−
tk2
2n
)
eiky
=
1
π
∑
k∈Z
eikx−
tk2
2n cos(ky) =
1
π
+
2
π
∞∑
k=1
cos(kx)e−
tk2
2n cos(ky)
=
1
π
∑
s∈Ln
einsx−
ts2n
2 cos(nsy),
(2.22)
where Ln is the lattice with mesh 1/n defined in (2.1). Then it is straightforward to calculate that
for all j = 0, 1, 2, . . . ,
d2j
dx2j
P ref(x; a; t)
∣∣∣∣
x=0
=
d2j
dy2j
P ref(a; y; t)
∣∣∣∣
y=0
=
(ni)2j
π
∑
s∈Ln
s2je−
nts2
2 cos(nsa). (2.23)
Hence, letting pTn,2k(x) be the even monic polynomials of degree 2k defined in (2.2), we have
det
(
φ˜refj (a
(1)
k )
)n
j,k=1
=
(ni)n(n−1)
πn
det
(
φrefj (a
(1)
k )
)n
j,k=1
, (2.24)
det
(
ψ˜refj (a
(m)
k )
)n
j,k=1
=
(ni)n(n−1)
πn
det
(
ψrefj (a
(m)
k )
)n
j,k=1
, (2.25)
where
φrefj (x) =
∑
s∈Ln
pTn,2(j−1)(s)e
−nt1s
2
2 cos(nsx)
= pTn,2(j−1)(0) + 2
∞∑
k=1
pTn,2(j−1)
(
k
n
)
e−
t1k
2
2n cos(kx), (2.26)
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ψrefj (x) =
∑
s∈Ln
pTn,2(j−1)(s)e
−n(T−tm)s2
2 cos(nsx)
= pTn,2(j−1)(0) + 2
∞∑
k=1
pTn,2(j−1)
(
k
n
)
e−
(T−tm)k2
2n cos(kx), (2.27)
and
Rrefn (T ) =
(ni)2n(n−1)
πn
det
(∑
s∈Ln
s2(j−1)s2(k−1)e−
nTs2
2
)n
j,k=1
=
nn(2n−1)
πn
det
(
1
n
∑
s∈Ln
pTn,2(j−1)(s)p
T
n,2(k−1)(s)e
−nTs2
2
)n
j,k=1
.
(2.28)
By the orthogonality we then obtain
Rrefn (T ) =
nn(2n−1)
πn
n−1∏
j=0
hTn,2j. (2.29)
We now use the Eynard–Mehta theorem [21] to derive the correlation kernel of the determinantal
process. We follow the notational conventions in [41]. Since we want to reuse the argument for the
absorbing wall case, we use notation xxx throughout the derivation, and read xxx = ref here.
Define (with xxx = ref) for j = 1, . . . , n, φxxxj (x) and ψ
xxx
j (x) as in (2.26) and (2.27), and for
k = 1, . . . ,m− 1,
W xxxk (x, y) := P
xxx(x; y; tk+1 − tk). (2.30)
Then we define the operator Φxxx : L2[0, π]→ ℓ2(n) as
Φxxx(f(θ)) =
(∫ pi
0
f(θ)φxxx1 (θ)dθ, . . . ,
∫ pi
0
f(θ)φxxxn (θ)dθ
)T
, (2.31)
the operator Ψxxx : ℓ2(n)→ L2[0, π] as
Ψxxx((v1, . . . , vn)
T ) =
n∑
k=1
vxxxk ψk(θ), (2.32)
and define the integral operator W xxxk : L
2[0, π] → L2[0, π] by the kernel function (2.30). Further-
more, we define the operators
W xxx[i,j) :=

W xxxi · · ·W xxxj−1 for i < j,
1 for i = j,
0 for i > j,
and
◦
W xxx[i,j) :=
{
W xxxi · · ·W xxxj−1 for i < j,
0 for i ≥ j. (2.33)
We also define the operator Mxxx : ℓ2(n)→ ℓ2(n) as
Mxxx = ΦxxxW xxx[1,m)Ψ
xxx, (2.34)
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which is represented by the n× n matrix
Mxxxij =
∫ pi
0
. . .
∫ pi
0
φxxxi (θ1)W
xxx
1 (θ1, θ2) · · ·W xxxm−1(θm−1, θm)ψxxxj (θm)dθ1 · · · dθm. (2.35)
Then by the Eynard–Mehta theorem the correlation kernel is given as
Kxxxti,tj (x, y;n, T ) = K˜
xxx
ti,tj (x, y;n, T )−
◦
W xxx[i,j)(x, y), (2.36)
where
K˜xxxti,tj(x, y;n, T ) =
(
W xxx[i,m)Ψ(M
xxx)−1ΦxxxW xxx[1,j)
)
(x, y). (2.37)
Up to here we have given a general construction of the correlation kernel. In order to find an
explicit expression, we first define the Fourier coefficients of a function f ∈ L2[0, π] over the basis
1, cos x, cos 2x, . . . , as
f(x) =
1
2
fˆ(0) +
∞∑
k=1
fˆ(k) cos(kx), where fˆ(k) =
2
π
∫ pi
0
f(x) cos(kx)dx. (2.38)
The Fourier expansion of W refj (x, y) with respect to y is given in (2.22). Then we have
(W refj f)(x) =
∫ pi
0
W refj (x, y)f(y)dy =
1
2
fˆ(0) +
∞∑
k=1
e−
(tj+1−tj)k2
2n fˆ(k) cos(kx), (2.39)
or equivalently,
Ŵ refj f(k) = e
− (tj+1−tj )k
2
2n fˆ(k), for all k = 0, 1, 2, . . . . (2.40)
By the definition of W ref[i,j) and using (2.40) successively, we have
Ŵ ref[i,j)f(k) = e
− (tj−ti)k
2
2n fˆ(k), for all k = 0, 1, 2, . . . . (2.41)
Hence by the Poisson summation formula, for i < j,
◦
W ref[i,j)(x, y) =W
ref
[i,j)(x, y) =
1
π
+
2
π
∞∑
k=1
cos(kx)e−
(tj−ti)k2
2n cos(ky)
=
1
2π
∞∑
k=−∞
(
e−ikx−
(tj−ti)k2
2n + eikx−
(tj−ti)k2
2n
)
eiky
=
√
n√
2πt
∞∑
k=−∞
(
e
−n(y−x+2kpi)2
2(tj−ti) + e
−n(y+x+2kpi)2
2(tj−ti)
)
.
(2.42)
As a specialization of (2.41), considerW ref[i,m)Ψ
ref , an operator from ℓ2(n) to L2[0, π]. It is represented
by an n dimensional row vector, whose l-th component has the Fourier coefficients
̂(W ref
[i,m)
Ψ)l(k) = 2p2(l−1)
(
k
n
)
e−
(T−ti)k2
2n , (2.43)
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and then we have the formula for the l-th component
(W ref[i,m)Ψ
ref)l(x) =
∫ pi
0
W ref[i,m)(x, y)ψ
ref
l (y)dy
= p2(l−1)(0) + 2
∞∑
k=1
p2(l−1)
(
k
n
)
e−
(T−ti)k2
2n cos(kx)
=
∑
s∈Ln
p2(l−1)(s)e
−n(T−ti)s
2
2 einsx.
(2.44)
Similarly, ΦrefW ref[1,j) is an operator from L
2[0, π] to ℓ2(n), and is represented by an n dimensional
column vector. Its l-th component is
(ΦrefW ref[1,j))(x) =
∫ pi
0
φrefl (y)W
ref
[1,j)(y, x)dy =
∫ pi
0
W ref[1,j)(x, y)φ
ref
l (y)dy
= p2(l−1)(0) + 2
∞∑
k=1
p2(l−1)
(
k
n
)
e−
tjk
2
2n cos(kx)
=
∑
s∈Ln
p2(l−1)(s)e
−ntjs
2
2 e−insx.
(2.45)
Hence the (i, j) entry of the matrix M ref defined in (2.35) is
M refij =
∫ pi
0
∫ pi
0
φrefi (x)W
ref
[1,m)(x, y)ψ
ref
j (y)dydx
=
∫ pi
0
φrefi (x)(W
ref
[1,m)ψj)(x)dx
=
∫ pi
0
(
p2(i−1)(0) + 2
∞∑
k=1
p2(i−1)
(
k
n
)
e−
t1k
2
2n cos(kx)
)
×
(
p2(j−1)(0) + 2
∞∑
k=1
p2(j−1)
(
k
n
)
e−
(T−tm)k2
2n cos(kx)
)
dx.
(2.46)
By the orthogonality of the basis 1, cos x, cos 2x, . . . , we have
M refij = π
(
p2(i−1)(0)p2(j−1)(0) + 2
∞∑
k=1
p2(i−1)
(
k
n
)
p2(j−1)
(
k
n
)
e−
Tk2
2n
)
= π
∑
s∈Ln
p2(i−1)(s)p2(j−1)(s)e
−nTs2
2 .
(2.47)
By the orthogonality of p2(i−1) and p2(j−1) defined in (2.2), we have
M refij =
{
0 if i 6= j,
πnhTn,2(i−1) if i = j.
(2.48)
Thus by plugging (2.44), (2.45), and (2.48) into (2.36) and (2.37), we obtain Proposition 2.1(a).
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2.2 Proof of Proposition 2.1(b)
The derivation of the correlation kernel in the case of absorbing walls is very similar. Since
P abs(a, b; t) is an odd function of both a and b we have, analogous to (2.15), (2.16), and (2.17), as
a
(0)
1 , . . . , a
(0)
n → 0,
P abs(A(0);A(1);n; t1 − t0) =
∏
1≤i<j≤n
(
(a
(0)
j )
2 − (a(0)i )2
)
∏n−1
j=0 (2j + 1)!
n∏
j=1
a
(0)
j
× det
(
d2i−1
dx2i−1
P abs(x; a
(1)
j ; t1 − t0)
∣∣∣∣
x=0
)n
i,j=1
(1 +O(max|a(0)j |)); (2.49)
as a
(m+1)
1 , . . . , a
(m+1)
n → 0,
P abs(A(m);A(m+1);n; tm+1 − tm) =
∏
1≤i<j≤n
(
(a
(m+1)
j )
2 − (a(m+1)i )2
)
∏n−1
j=0 (2j + 1)!
n∏
j=1
a
(m+1)
j
× det
(
d2i−1
dy2i−1
P abs(a
(m)
j ; y; tm+1 − tm)
∣∣∣∣
y=0
)n
i,j=1
(1 +O(max|a(m+1)j |)); (2.50)
and as both a
(0)
1 , . . . , a
(0)
n → 0 and a(m+1)1 , . . . , a(m+1)n → 0,
P abs(A(0);A(m+1);n;T ) =
∏
1≤i<j≤n
(
(a
(0)
j )
2 − (a(0)i )2
)(
(a
(m+1)
j )
2 − (a(m+1)i )2
)
∏n−1
j=0 ((2j + 1)!)
2
n∏
j=1
a
(0)
j a
(m+1)
j
×Rabsn (T )(1 +O( max
j=1,...,n
(|a(0)j |, |a(m+1)j )|)), (2.51)
where Rabs is defined like Rref in (2.18),
Rabsn (T ) = det
 d2(j+k−1)
dx2j−1y2k−1
P abs(x; y;T )
∣∣∣∣∣
x=y=0
n
j,k=1
= det
(
d2(j+k−1)
dx2(j+k−1)
P ref(x; 0;T )
∣∣∣∣∣
x=0
)n
j,k=1
= det
(
d2(j+k−1)
dz2(j+k−1)
(
e−
nz2
2T ϑ3
(
iπnz
T
, e−
2pi2n
T
))∣∣∣∣∣
z=0
)n
j,k=1
.
(2.52)
Note that the P ref in (2.52) is not a typo. Thus in the degenerate case, the joint probability density
function of the particles at times t1 < · · · < tm ∈ (0, T ) is, analogous to (2.20),
P abs(A(1); . . . ;A(m); t1, . . . , tm) =
1
Rabsn (T )
det
(
φ˜absj (a
(1)
k )
)n
j,k=1
det
(
ψ˜absj (a
(m)
k )
)n
j,k=1
×
m∏
j=2
P abs(A(j−1);A(j); tj+1 − tj), (2.53)
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where
φ˜absj (a) =
d2j−1
dx2j−1
P abs(x; a; t1)
∣∣∣∣
x=0
, ψ˜absj (a) =
d2j−1
dy2j−1
P abs(a; y;T − tm)
∣∣∣∣
y=0
. (2.54)
It is now clear that the model NIBMabs0→T is a determinantal process like NIBM
ref
0→T . We derive
its correlation kernel parallel to the derivation for NIBMref0→T . Like (2.22),
P abs(y;x; t) = P abs(x; y; t) =
√
n√
2πt
∞∑
k=−∞
e−
n(y−x+2kpi)2
2t − e−n(y+x+2kpi)
2
2t
=
1
π
∑
s∈Ln
einsx−
ts2n
2 sin(nsy).
(2.55)
Then like (2.23), for all j = 0, 1, 2, . . .
d2j+1
dx2j+1
P abs(x; a; t)
∣∣∣∣
x=0
=
d2j+1
dy2j+1
, P abs(a; y; t)
∣∣∣∣
y=0
=
i(ni)2j+1
π
∑
s∈Ln
s2j+1e−
nts2
2 sin(nsa).
(2.56)
Hence, letting pTn,2k+1(x) be the discrete Gaussian orthogonal polynomial of degree 2k+1, we have,
det
(
φ˜absj (a
(1)
k )
)n
j,k=1
=
in(ni)n
2
πn
det
(
φabsj (a
(1)
k )
)n
j,k=1
, (2.57)
det
(
ψ˜absj (a
(m)
k )
)n
j,k=1
=
in(ni)n
2
πn
det
(
ψabsj (a
(m)
k )
)n
j,k=1
, (2.58)
where
φabsj (x) =
∑
s∈Ln
pTn,2j−1(s)e
−nt1s
2
2 sin(nsx) = 2
∞∑
k=1
pTn,2j−1
(
k
n
)
e−
t1k
2
2n sin(kx), (2.59)
ψabsj (x) =
∑
s∈Ln
pTn,2j−1(s)e
−n(T−tm)s2
2 sin(nsx) = 2
∞∑
k=1
pTn,2j−1
(
k
n
)
e−
(T−tm)k2
2n sin(kx), (2.60)
and analogous to (2.28) and (2.29), we use (2.52) and (2.22) (but not (2.55))
Rabsn (T ) =
(ni)2n
2
πn
det
(∑
s∈Ln
s2j−1s2k−1e−
nTs2
2
)n
j,k=1
=
(−1)nnn(2n+1)
πn
det
(
1
n
∑
s∈Ln
pTn,2j−1(s)p
T
n,2k−1(s)e
−nTs2
2
)n
j,k=1
=
(−1)nnn(2n+1)
πn
n−1∏
j=0
hTn,2j+1.
(2.61)
Now we apply the Eynard–Mehta theorem. Define for j = 1, . . . , n, φabsj (x) and ψ
abs
j (x) as in
(2.59) and (2.60), and for k = 1, . . . ,m− 1
W absk (x, y) := P
abs(x; y; tk+1 − tk). (2.62)
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Then we define Φabs, Ψabs, W abs[i,j),
◦
W abs[i,j), andM
abs by (2.31), (2.32), (2.33), and (2.34) respectively,
with xxx = abs. All the arguments between (2.30) and (2.37) remain valid, and the correlation
kernel is given by the Eynard–Mehta formula (2.36), with xxx = abs.
To find the explicit expression of the correlation kernel, we define the Fourier expansion of a
function g ∈ L2[0, π] over the basis sinx, sin 2x, sin 3x, . . . , as
g(x) =
∞∑
k=1
gˆ(k) sin(kx), where gˆ(k) =
2
π
∫ pi
0
g(x) sin(kx)dx. (2.63)
Note that the Fourier coefficients of an L2[0, π] function is defined differently from those in (2.38)
in Section 2.1, since the orthogonal basis is changed. The Fourier expansion of W absj (x, y) with
respect to y is given in (2.55). Then we have
(W absj g)(x) =
∫ pi
0
W absj (x, y)g(y)dy =
∞∑
k=1
e=
(tj+1−tj)k2
2n gˆ(k) sin(kx), (2.64)
or equivalently
Ŵ absj g(k) = e
=
(tj+1−tj)k2
2n gˆ(k), for all k = 1, 2, 3, . . . . (2.65)
By the definition of W abs[i,j) in (2.33) and using (2.65) successively, we have
Ŵ abs[i,j)g(k) = e
− (tj−ti)k
2
2n gˆ(k), for all k = 1, 2, 3, . . . . (2.66)
Hence by the Poisson summation formula, for i < j,
◦
W abs[i,j)(x, y) =W
abs
[i,j)(x, y) =
2
π
∞∑
k=1
sin(kx)e−
(tj−ti)k2
2n sin(ky)
=
1
2π
∞∑
k=−∞
(
e−ikx−
(tj−ti)k2
2n − eikx−
(tj−ti)k2
2n
)
eiky
=
√
n√
2πt
∞∑
k=−∞
(
e
−n(y−x+2kpi)2
2(tj−ti) − e−
n(y+x+2kpi)2
2(tj−ti)
)
.
(2.67)
As a specialization of (2.66), consider W abs[i,m)Ψ
abs, an operator from ℓ2(n) to L2[0, π]. It is repre-
sented by an n dimensional row vector, whose l-th component has the Fourier coefficients
̂(W abs[i,m)Ψ
abs)l(k) = 2p
T
n,2l−1
(
k
n
)
e−
(T−ti)k2
2n , (2.68)
and then we have the formula for the l-th component
(W abs[i,m)Ψ
abs)l(x) =
∫ pi
0
W abs[i,m)(x, y)ψ
abs
l (y)dy
= 2
∞∑
k=1
pTn,2l−1
(
k
n
)
e−
(T−ti)k2
2n sin(kx)
= − i
∑
s∈Ln
pTn,2l−1(s)e
−n(T−ti)s
2
2 einsx.
(2.69)
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Similarly, ΦabsW abs[1,j) is an operator from L
2[0, π] to ℓ2(n), and is represented by an n dimensional
column vector. Its l-th component is
(ΦabsW abs[1,j))(x) =
∫ pi
0
φabsl (y)W
abs
[1,j)(y, x)dy =
∫ pi
0
W abs[1,j)(x, y)φ
abs
l (y)dy
= 2
∞∑
k=1
pTn,2l−1
(
k
n
)
e−
tjk
2
2n sin(kx)
= i
∑
s∈Ln
pTn,2l−1(s)e
−ntjs
2
2 e−insx.
(2.70)
Hence the (i, j) entry of the matrix Mabs defined in (2.35) is
Mabsij =
∫ pi
0
∫ pi
0
φabsi (x)W
abs
[1,m)(x, y)ψ
abs
j (y)dydx
=
∫ pi
0
φabsi (x)(W
abs
[1,m)ψ
abs
j )(x)dx
=
∫ pi
0
(
2
∞∑
k=1
pTn,2i−1
(
k
n
)
e−
t1k
2
2n sin(kx)
)(
2
∞∑
k=1
pTn,2j−1
(
k
n
)
e−
(T−tm)k2
2n sin(kx)
)
dx.
(2.71)
By the orthogonality of the basis 1, cos x, cos 2x, . . . , we have
Mabsij = π
(
2
∞∑
k=1
pTn,2i−1
(
k
n
)
pTn,2j−1
(
k
n
)
e−
Tk2
2n
)
= π
∑
s∈Ln
pTn,2i−1(s)p
T
n,2j−1(s)e
−nTs2
2 . (2.72)
By the orthogonality of pTn,2i−1 and p
T
n,2j−1 defined in (2.2), we have
Mabsij =
{
0 if i 6= j,
πnhTn,2i−1 if i = j.
(2.73)
Thus by plugging (2.69), (2.70), and (2.73) into (2.36) and (2.37), we obtain Proposition 2.1(b).
3 Relation to nonintersecting Brownian motions on the unit circle
and proof of Theorem 1.1
The correlation kernels for NIBMref0→T and NIBM
abs
0→T given in Proposition 2.1 are closely related
to the correlation kernel for the nonintersecting Brownian motions on the unit circle, which is
studied in [41] and denoted NIBM0→T there. The model NIBM0→T is a model of n nonintersecting
Brownian motions on the unit circle, all of which start at the point ei·0 at time t = 0 and return to
the same point at time t = T . For that model we have the following formulas for the correlation
kernel.
Proposition 3.1. [41, Formulas (117), (131) and (133)] The NIBM0→T with n particles is a
determinantal process, with the multi-time correlation kernel
Kti,tj (x, y;n, T ) = K˜ti,tj (x, y;n, T )−
◦
W [i,j)(x, y), (3.1)
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where
◦
W [i,j)(x, y) =
 12pi
∑
s∈Ln e
− (tj−ti)ns
2
2
−in(y−x)s if tj > ti,
0 otherwise,
(3.2)
and
K˜ti,tj (x, y;n, T ) =
n
2π
n−1∑
k=0
1
hTn,k
Sk,T−ti(x;n, T )Sk,tj(−y;n, T ), (3.3)
such that hTn,k and Sk,a(x;n, T ) are defined in (2.2) and (2.3) respectively.
We remark that in [41], the correlation kernel is stated with a phase factor τ , and here we only
need to τ = 0 case. In [41] it is proven that the kernel Kti,tj (x, y;n, T ) converges to the Pearcey
and tacnode kernels in certain scaling limits. This result is essential for our proof of Theorem 1.1
and we repeat it below.
Proposition 3.2. The NIBM0→T is a determinantal process. The multi-time correlation kernel,
Kti,tj (x, y;n, T ), has the following properties:
(a) [41, Theorem 1.3(a)] Assume T > π2, and let n → ∞. The NIBM0→T converges to the
Pearcey process at the time around tc that is given in (A.5) and position around π. To be
precise, let d be the positive constant given in (A.6), and
ti = 2t
c +
d2
n1/2
τi, tj = 2t
c +
d2
n1/2
τj, x = π − d
n3/4
ξ, y = π − d
n3/4
η, (3.4)
the correlation kernel has the limit
lim
n→∞Kti,tj(x, y;n, T )
∣∣∣∣dydη
∣∣∣∣ = KP−τj ,−τi(η, ξ). (3.5)
(b) [41, Theorem 1.3(b)] Assume T is close to π2 and let n → ∞. The NIBM0→T converges to
the tacnode process at the time around T/2 and position around π. To be precise, let σ ∈ R,
T = π2(1− 2−2/3σn−2/3), d = 2−5/3π, (3.6)
and
ti =
T
2
+
d2
n1/3
τi, tj =
T
2
+
d2
n1/3
τj, x = π − d
n2/3
ξ, y = π − d
n2/3
η. (3.7)
The correlation kernel has the limit
lim
n→∞Kti,tj (x, y;n, T )
∣∣∣∣dydη
∣∣∣∣ = Ktacτi,τj(ξ, η;σ) = Ktac−τj ,−τi(η, ξ;σ). (3.8)
Our Proposition 3.2(a) and (b) are stated slightly different from [41, Theorem 1.3], since we
make use of the periodicity of the NIBM0→T .
Remark 3.1. The process NIBM0→T takes place on the circle of radius 1, or equivalently the
interval (−π, π] with periodic boundary conditions, whereas the processes NIBMref0→T and NIBMabs0→T
are defined on the interval [0, π]. Therefore the critical time which separates the subcritical and
supercritical regimes is T = π2 for NIBM0→T , compared with T = Tc = π2/2 for NIBMref0→T and
NIBMabs0→T . Similarly, the time t
c at which the Pearcey process occurs in this paper differs from the
time tc in [41] by a factor of 2.
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From the formulas presented in Propositions 2.1 and 3.1 we see that the kernels Krefti,tj (x, y;n, T )
and Kabsti,tj (x, y;n, T ) are closely related to the kernel Kti,tj (x, y;n, T ). We state this relation in the
following lemma.
Lemma 3.3. The correlations kernels for the processes NIBMref0→T and NIBM
abs
0→T are related to
the correlation kernel for the process NIBM0→T in the following explicit way.
Krefti,tj(x, y;n, T ) = K2ti,2tj (x, y; 2n, 2T ) +K2ti,2tj (x,−y; 2n, 2T )
= K2ti,2tj (x, y; 2n, 2T ) +K2ti,2tj (x, 2π − y; 2n, 2T ), (3.9)
Kabsti,tj(x, y;n, T ) = K2ti,2tj (x, y; 2n, 2T ) −K2ti,2tj (x,−y; 2n, 2T )
= K2ti,2tj (x, y; 2n, 2T ) −K2ti,2tj (x, 2π − y; 2n, 2T ). (3.10)
In other words, after rescaling time and the number of particles by a factor of 2, the kernels
for NIBMref0→T and NIBM
abs
0→T are precisely the even and odd parts, respectively, of the kernel for
NIBM0→T . Inserting the scalings described in parts (a) and (b) of Theorem 1.1 into both sides of
(3.9) and (3.10), and applying the asymptotics given in Proposition 3.2, it is immediate to obtain
the result of Theorem 1.1, noting also that the Pearcey kernel is a symmetric function of its two
spatial variables. Therefore the only thing which remains in the proof of Theorem 1.1 is to prove
Lemma 3.3, which we do below.
Proof of Lemma 3.3. Recall that the function Sk,a(x;n, T ) is defined in (2.3) by the Gaussian dis-
crete orthogonal polynomials pTn,k(x) and their inner product h
T
n,k, which are defined by the orthog-
onality (2.2). From their definition, we have
pTn,k(x) = (−1)kpTn,k(−x), pTn,k(x) = 2kp2T2n,k(x/2), and hTn,k = 22k+1h2T2n,k, (3.11)
and then
Sk,a(−x;n, T ) =
{
Sk,a(x;n, T ) if k is even,
−Sk,a(x;n, T ) if k is odd,
and Sk,a(x;n, T ) = 2
k+1Sk,2a(x; 2n, 2T ).
(3.12)
and then can rewrite (2.5) and (2.8) into
K˜refti,tj (x, y;n, T ) =
2n
π
n−1∑
k=0
1
h2T2n,2k
S2k,2(T−ti)(x; 2n, 2T )S2k,2tj (−y; 2n, 2T )
= K˜2ti,2tj (x, y; 2n, 2T ) + K˜2ti,2tj (x,−y; 2n, 2T ), (3.13)
K˜absti,tj (x, y;n, T ) =
2n
π
n−1∑
k=0
1
h2T2n,2k+1
S2k+1,2(T−ti)(x; 2n, 2T )S2k+1,2tj (−y; 2n, 2T )
= K˜2ti,2tj (x, y; 2n, 2T ) − K˜2ti,2tj (x,−y; 2n, 2T ). (3.14)
On the other hand, comparing the formulas (2.42) for
◦
W ref[i,j)(x, y) and (2.67) for
◦
W abs[i,j)(x, y) with
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(3.2) for
◦
W [i,j)(x, y), we have (recalling that they depend on parameters ti, tj and n)
◦
W ref[i,j)(x, y) =
◦
W [i,j)(x, y)
∣∣∣∣ n 7→2n,
ti 7→2ti,tj 7→2tj
+
◦
W [i,j)(x,−y)
∣∣∣∣ n 7→2n,
ti 7→2ti,tj 7→2tj
, (3.15)
◦
W abs[i,j)(x, y) =
◦
W [i,j)(x, y)
∣∣∣∣ n 7→2n,
ti 7→2ti,tj 7→2tj
−
◦
W [i,j)(x,−y)
∣∣∣∣ n 7→2n,
ti 7→2ti,tj 7→2tj
. (3.16)
Furthermore, the kernel Ks,t(x, y;n, T ) is periodic with respect to both x and y, with period 2π.
Thus we obtain (3.13) and (3.14).
4 Rank 1 property of the kernels K˜tac, even and K˜tac, odd
In this section we prove that the kernels K˜tac, even and K˜tac, odd satisfy the property that their
σ-derivative is a rank 1 kernel, and find triple integral representations for them. Namely we have
the following proposition, which is an important part of the proof of Proposition 1.3 but may also
be of independent interest.
Proposition 4.1. The kernels K˜tac, even and K˜tac, odd have the following triple integral representa-
tions:
K˜tac, evens,t (ξ, η;σ) =
1
4π2
∫ ∞
σ
dσ˜
∫
ΣT
du
∫
ΣT
dv
e
su2
2
−iuξ
e
tv2
2
−ivη
(
f(u; σ˜) + g(u; σ˜)
)(
f(v; σ˜) + g(v; σ˜)
)
,
(4.1)
K˜tac, odds,t (ξ, η;σ) =
1
4π2
∫ ∞
σ
dσ˜
∫
ΣT
du
∫
ΣT
dv
e
su2
2
−iuξ
e
tv2
2
−ivη
(
f(u; σ˜)− g(u; σ˜))(f(v; σ˜)− g(v; σ˜)),
(4.2)
where the functions f(u;σ) and g(u;σ) are defined in (1.14).
Remark 4.1. For the odd tacnode process a similar result appeared very recently in [24, Proposition
2.8].
Since the functions f(u;σ) and g(u;σ) are defined by the Hastings–McLeod solution Ψ(ζ; s)
in (1.12) and (1.13), we recall some properties of Ψ(ζ; s) before proceeding with the proof of
Proposition 4.1. First, Ψ(ζ; s) satisfies the differential equation
∂
∂s
Ψ(ζ; s) =
(−iζ q(s)
q(s) iζ
)
Ψ(ζ; s), (4.3)
where q(s) is the Hastings–McLeod solution to the Painleve´ II equation. Equation (4.3) is the
second differential equation of the Flaschka–Newell Lax pair (the first one is (1.12)). Then for the
functions f(ζ; s) and g(ζ; s) defined in (1.14), we have
∂
∂s
f(ζ; s) = −iζf(ζ; s) + q(s)g(ζ; s), ∂
∂s
g(ζ; s) = q(s)f(ζ; s) + iζg(ζ; s). (4.4)
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We also note that the uniqueness of the boundary value problem (1.12) and (1.13) implies
Ψi,j(−ζ; s) = Ψ3−i,3−j(ζ; s), i, j = 1, 2, (4.5)
so for the functions f(ζ; s) and g(ζ; s) defined in (1.14), we have
f(−ζ; s) = −g(ζ; s). (4.6)
Proof of Proposition 4.1. We prove (4.1) in detail, and the proof of (4.2) is analogous and omitted.
The kernel K˜tac, evens,t (ξ, η;σ) can be written as
K˜tac, evens,t (ξ, η;σ) =
1
2π
∫
ΣT
du
∫
ΣT
dv e
su2
2
− tv2
2
f(u;σ)g(v;σ) − g(u;σ)f(v;σ)
2πi(u− v) e
−i(uξ−vη)
+
1
2π
∫
ΣT
du
∫
ΣT
dv e
su2
2
− tv2
2
f(u;σ)g(v;σ) − g(u;σ)f(v;σ)
2πi(u− v) e
−i(uξ+vη). (4.7)
In the second integral, we make the change of variable v 7→ (−v), and make use of (4.6) to change
f(−v;σ) and g(−v;σ) into −g(v;σ) and −f(v;σ) respectively. Notice that the contour ΣT is
invariant under this transformation, and so we obtain
K˜tac, evens,t (ξ, η;σ) =
1
4π
∫
ΣT
du
∫
ΣT
dv
e
su2
2
−iuξ
e
tv2
2
−ivη
[
f(u;σ)g(v;σ) − g(u;σ)f(v;σ)
2πi(u − v)
+
f(u;σ)f(v;σ) − g(u;σ)g(v;σ)
2πi(u + v)
]
=
1
4π
∫
ΣT
du
∫
ΣT
dv
e
su2
2
−iuξ
e
tv2
2
−ivη
× (u+ v)(f(u;σ)g(v;σ) − g(u;σ)f(v;σ)) + (u− v)(f(u;σ)f(v;σ) − g(u;σ)g(v;σ))
2πi(u2 − v2) .
(4.8)
By (4.4), we have
∂
∂σ
[
(u+ v)(f(u;σ)g(v;σ) − g(u;σ)f(v;σ)) + (u− v)(f(u;σ)f(v;σ) − g(u;σ)g(v;σ))
2πi(u2 − v2)
]
=
− (f(u;σ) + g(u;σ))(f(v;σ) + g(v;σ))
2π
. (4.9)
This derivative identity, together with the property that f(ζ; s) and g(ζ; s) vanish exponentially
fast as s→ +∞ uniformly for all ζ ∈ ΣT , implies (4.1).
The vanishing property of f(ζ; s) and g(ζ; s) is implied by [42, Lemma 5.2], see [42, Formula
(5.40)]. We note that this vanishing property was used implicitly also in [41, Formula (346)].
5 The Schlesinger transformation of a Lax pair associated to Painleve´
II
In the paper [16], a family of hard-edge tacnode kernels is derived from the nonintersecting (squared)
Bessel processes. The kernels are given in terms of a 4× 4 Riemann–Hilbert problem associated to
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the nonhomogeneous Painleve´ II (PII) equation. Equivalently, they can be uniquely determined by
a 4× 4 Lax pair associated to the same solution to PII. In this section we give the definition of the
Lax pair, following [16], and then derive the Schlesinger transformation formula for the Lax pair
which preserves the Hastings–McLeod solutions to PII. This transformation is a key ingredient in
the proofs of Proposition 1.3 and Theorem 1.4. The kernels will be defined and discussed in Section
6.
5.1 Definition of Mν by Lax pair
Recall the general PII equation (1.38) and the Hastings–McLeod solution defined in (1.39). Through-
out this section we denote the Hastings–McLeod solution to PII as qν(ζ). We also define the related
Hamiltonian, following [16, Formula (21)] 2
uν(ζ) = q
′
ν(ζ)
2 − ζqν(ζ)2 − qν(ζ)4 + 2νqν(ζ). (5.1)
To state the Lax pair, we introduce variables s, τ , and let
σ = 22/3(2s− τ2). (5.2)
Following the notational convention in [16, Formula (23)], we define the following quantities in
terms of s and τ :
c = − 2−1/3uν(σ) + s2, d = 2−1/3qν(σ), (5.3)
g + a = − c2 + d2 + s = 2−2/3(qν(σ)2 − uν(σ)2) + 22/3s2uν(σ)− s4 + s, (5.4)
b− h = 2τd = 22/3τqν(σ), (5.5)
b+ h =
1
2τ
∂d
∂τ
+ 2cd = −21/3(q′ν(σ) + qν(σ)uν(σ)) + 22/3s2qν(σ). (5.6)
Then for ν > −1/2, we define the 4× 4 matrix-valued function Mν(z; s, τ), for z ∈ C \ (−∞, 0] and
s, τ in a neighbourhood of R, as the solution to the differential equation
∂
∂z
Mν(z; s, τ) = UνMν(z; s, τ), Uν =

−c+ τ d+ νz i 0
−d+ νz c− τ 0 i
−i(−z + g + a+ s) −i(b+ h) c+ τ d− νz
−i(b+ h) −i(z + g + a+ s) −d− νz −c− τ
 ,
(5.7)
which satisfies the asymptotics as z → +∞ in the sector −π/12 < arg z < 7π/12,
Mν(z) =
(
I +
Mν,1
z
+O
(
1
z2
))
diag
(
(−z)−1/4, z−1/4, (−z)1/4, z1/4
)
×A diag
(
e−θ1(z)+τz, e−θ2(z)−τz , eθ1(z)+τz, eθ2(z)−τz
)
, (5.8)
2We note that K(ζ; q, p) = 1
2
(p2− ζq2− q4−νq) is a Hamiltonian for PII, in the sense that ∂K
∂p
= q′ and − ∂K
∂q
= p′
implies the PII equation for q.
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where Mν,1 is a constant 4 × 4 matrix whose explicit value we are not interested in, all power
functions are taken as the principal branch, and
A = 1√
2

1 0 −i 0
0 1 0 i
−i 0 1 0
0 i 0 1
 , θ1(z) = 23(−z)3/2 + 2s(−z)1/2, θ2(z) = 23z3/2 + 2sz1/2. (5.9)
The Lax pair consists of (5.7) together with another differential equation forMν(z; s, τ) with respect
to s:
∂
∂s
Mν(z; s, τ) = VνMν(z; s, τ), Vν = 2

c d −i 0
d c 0 i
i(−z + g + a) i(b− h) −c −d
i(h− b) −i(z + g + a) −d −c
 . (5.10)
Mν(z; s, τ) also satisfies a differential equation with respect to τ , but we omit it here, see [16,
Proposition 5].
We note that there are other Lax pairs associated to the PII equation, like the Flaschka–Newell
and the Jimbo–Miwa Lax pairs which are 2× 2 [26, Section 4.2].
In [16], Mν is defined first by a Riemann–Hilbert problem [16, RH Problem 1], with notation
M , and our Mν is the solution to the Riemann–Hilbert problem in the sector 0 < arg z < ϕ1 that
is part of the first quadrant, see [16, Formula (9)]. The asymptotics (5.8) is part of the Riemann–
Hilbert problem. The existence of Mν on C \ (−∞, 0], which is equivalent to the solvability of
the Riemann–Hilbert problem, is established in [16, Theorem 2]. It is shown that Mν defined by
the Rieman–Hilbert problem also satisfies the differential equation (5.7) in [16, Propositions 3 and
4]. The entries of Uν are given in [16, Fomulas (24), (25), (149), (150), (166)]. By the theory of
differential equations, for example [47, Chapters IV and V], the solution to (5.7) that satisfies (5.8)
is unique if it exists.
In the homogeneous case ν = 0, the Riemann–Hilbert problem for Mν as well as the Lax
pair were first defined and analysed in [18]. Later it was found that entries of Mν |ν=0 have Airy
resolvent formulas, see [17, 39]. It was also shown in [42] that the entries of Mν |ν=0 have integral
representations in terms with the solution to the 2 × 2 Flaschka–Newell Lax pair associated to
the Hastings–McLeod solution to the homogeneous PII equation. But for the general ν 6= 0 case,
analogous results are not known.
5.2 Schlesinger transformation of the Lax pair
The Hastings–McLeod solutions qν(σ) and qν+1(σ) to PII are related by the following Ba¨cklund
transformation (see [26, Section 6.1], noting that q−ν(σ) = −qν(σ)):
qν+1(σ) + qν(σ) =
2ν + 1
2qν(σ)2 − 2q′ν(σ) + σ
= uν+1(σ)− uν(σ). (5.11)
The first identity can be verified by checking that the function
− qν(σ) + 2ν + 1
2qν(σ)2 − 2q′ν(σ) + σ
, (5.12)
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satisfies PII with parameter ν +1, and has the correct asymptotics at both σ = +∞ and σ = −∞.
Then the second identity is an exercise. Accordingly, the Lax pairs associated to the Hastings–
McLeod solutions should have corresponding Schlesinger transformations. The Schlesinger trans-
formation for the 2×2 Flaschka–Newell Lax pair is well known, see [26, Section 6.1]. In this section
we derive the Schlesinger transformation for the 4× 4 Lax pair given by (5.7)–(5.10).
Proposition 5.1. The matrix-valued functions Mν(z) and Mν+1(z) satisfy the relation
Mν+1(z; s, τ) =
(
I +
αν
z
Rν
)
ΣMν(z; s, τ)Σ , (5.13)
where
Rν :=

βν βν −i i
−βν −βν i −i
iγν iγν −δν δν
iγν iγν −δν δν
 , Σ = diag(1,−1, 1,−1), (5.14)
and, using notations in (5.2) – (5.6), and with qν = qν(σ) and uν = uν(σ),
αν = 2
−1/3(qν+1(σ) + qν(σ)) = 2−1/3(uν+1(σ)− uν(σ)) = 2
−1/3(2ν + 1)
2q2ν − 2q′ν + 25/3s− 22/3τ2
, (5.15)
βν = c− d+ τ = s2 + τ − 2−1/3(qν + uν), (5.16)
γν = b+ h+ g + a+ s = 2
−2/3(q2ν − u2ν) + 22/3s2(qν + uν)− 21/3(qνuν + q′ν) + 2s − s4, (5.17)
δν = c− d− τ = s2 − τ − 2−1/3(qν + uν). (5.18)
Proof of Proposition 5.1. First we show that right-hand side of (5.13) satisfies the differential equa-
tion (5.7) with ν replaced by ν +1. In the proof we write Mν(z; s, t) as Mν if there is no chance of
confusion. We need to check that
d
dz
(
I +
αν
z
Rν
)
ΣMν(z)Σ = Uν+1
(
I +
αν
z
Rν
)
ΣMν(z)Σ. (5.19)
Using the differential equation (5.7) for Mν(z), this amounts to checking that(
I +
αν
z
Rν
)
ΣUνMν(z)Σ − αν
z2
RνΣMν(z)Σ = Uν+1
(
I +
αν
z
Rν
)
ΣMν(z)Σ, (5.20)
or equivalently
Uν+1 =
[(
I +
αν
z
Rν
)
ΣUνΣ− αν
z2
Rν
] (
I +
αν
z
Rν
)−1
. (5.21)
It is straightforward (although a little tedious) to check that
RνΣUνΣ− ΣUνΣRν
= z

1 1 0 0
−1 −1 0 0
−i(βν + δν) −i(βν + δν) −1 1
−i(βν + δν) −i(βν + δν) −1 1
+ 2(βνδν + γν)

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
− 2νz Rν
=
z
αν
W +WRν +
1
z
Rν ,
(5.22)
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where
W = αν

1 1 0 0
−1 −1 0 0
−i(βν + δν) −i(βν + δν) −1 1
−i(βν + δν) −i(βν + δν) −1 1
+ 2ν + 1z

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
 . (5.23)
Here for the second identity of (5.22), we need the identity
βνδν + γν =
2ν + 1
2αν
. (5.24)
Hence it follows that[(
I +
αν
z
Rν
)
ΣUνΣ− αν
z2
Rν
] (
I +
αν
z
Rν
)−1
= ΣUνΣ+W. (5.25)
To check (5.21), we only need to show that
ΣUνΣ+W = Uν+1. (5.26)
Although there are 16 entries on both sides of (5.26) to be compared, it turns out most of
them follows straightforwardly from (5.15), and only the four entries in the lower-left block require
discussion. Namely, we need to check, after writing βν , δν , g + a, b+ h into formulas in qν = qν(σ)
and uν = uν(σ),
i
(
z 0
0 −z
)
+ i
(−2−2/3(q2ν − u2ν)− 2s+ s4 − 22/3s2uν −21/3(qνuν + q′ν) + 22/3s2qν
−21/3(qνuν + q′ν) + 22/3s2qν −2−2/3(q2ν − u2ν)− 2s+ s4 − 22/3s2uν
)
− iαν(2s2 − 22/3(qν + uν))
(
1 1
1 1
)
= i
(
z 0
0 −z
)
+
i
(−2−2/3(q2ν+1 − u2ν+1)− 2s+ s4 − 22/3s2uν+1 21/3(qν+1uν+1 + q′ν+1)− 22/3s2qν+1
21/3(qν+1uν+1 − q′ν+1) + 22/3s2qν+1 −2−2/3(q2ν+1 − u2ν+1)− 2s + s4 − 22/3s2uν+1
)
.
(5.27)
Consider first the diagonal terms in (5.27). It suffices to show
2ανs
2 − 22/3s2(uν+1 − uν) + 2−2/3(u2ν+1 − q2ν+1 + q2ν − u2ν)− 22/3αν(qν + uν) = 0. (5.28)
The first two terms in (5.28) cancel because of (5.15), and then the equation is simplified into
(uν+1 − uν)(uν+1 + uν)− (qν+1 − qν)(qν+1 + qν)− 24/3αν(qν + uν) = 0 (5.29)
by multiplying 22/3 on both sides. The left-hand side of (5.29) is simplified, by (5.15), into
21/3αν(uν+1+uν)−21/3αν(qν+1−qν)−24/3αν(qν+uν) = 21/3αν [(uν+1−uν)− (qν+1+qν)], (5.30)
and it vanishes by (5.11). Thus we confirm (5.28).
Consider next the off-diagonal entries in (5.27). It suffices to show
21/3(q′ν+1+uν+1qν+1)−22/3s2qν+1 = −2ανs2+22/3αν(qν+uν)−21/3(qνuν+q′ν)+22/3s2qν . (5.31)
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We can immediately cancel the s2 terms using (5.15), and then by dividing 21/3 on both sides, we
are left with
(q′ν+1 + q
′
ν) + (qνuν + uν+1qν+1)− 21/3αν(qν + uν) = 0. (5.32)
The first term in this expression is
q′ν+1 + q
′
ν = 2
1/3 dαν
dσ
. (5.33)
Using the formula for αν given in (5.15), along with the Painleve´ II equation (1.38) with parameter
ν, one finds that αν satisfies
dαν
dσ
= −(2ν + 1)(4qνq
′
ν − 2q′′ν + 1)
21/3(2q2ν − 2q′ν + σ)2
= −(2ν + 1)(4qνq
′
ν − 4q3ν − 2σqν + 2ν + 1)
21/3(2q2ν − 2q′ν + σ)2
= 2ανqν − 21/3α2ν ,
(5.34)
and so equation (5.32) can be written as
24/3ανqν − 22/3α2ν + (qνuν + uν+1qν+1)− 21/3αν(qν + uν) = 0. (5.35)
In the α2ν term, we now replace one of the factors of αν with 2
−1/3(uν+1 − uν), and the other with
2−1/3(qν+1 + qν), yielding
24/3ανqν − (uν+1 − uν)(qν+1 + qν) + (qνuν + uν+1qν+1)− 21/3αν(qν + uν) = 0. (5.36)
The identity (5.36) can be written as
− qν(uν+1 − uν − 21/3αν) + uν(qν+1 + qν − 21/3αν) = 0, (5.37)
which holds by (5.15).
By the theory of differential equations, the solution to (5.7) that satisfies (5.8) is unique, where
ν can be any real number greater than −1/2. We have shown that the right-hand side of (5.13)
satisfies (5.7) with ν replaced by ν + 1. On the other hand, the conjugation by Σ and the left
multiplication by the matrix (I + αz−1Rν) to Mν do not change the leading asymptotic behavior
at infinity, so the right-hand side of (5.13) satisfies (5.8). Thus we verify (5.13) and prove the
Proposition.
Remark 5.1. The formula (5.14) of Rν seems to come out of the blue, and the proof suggests little
on how the formula is found. Suppose we have obtained the formula (5.13) for the Schlesinger
transformation with the help of guesswork, then the explicit formula of Rν can be derived by
matching the subleading coefficients for Mν(z) and Mν+1(z) as z → ∞, namely Mν,1 in (5.8) and
its counterpart Mν+1,1. The explicit formula of Mν,1 is given in [16, Theorem 1], with the notation
M1 there.
6 The hard-edge tacnode kernels of Delvaux and proofs of Propo-
sition 1.3 and Theorem 1.4
In this section, for notational convention we let
α = ν − 1/2, (6.1)
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so that ν is an integer when α is a half-integer.
Then the limiting hard-edge tacnode kernel Ktac,(α)(x, y; s, τ) for nonintersecting Bessel process
with parameter α > −1 is given in terms of Mν(z; s, τ) defined in Section 5 [16, Theorem 4 and
Remark 2]. For notational convention, we denote the 4× 4 matrix D
D =

x+ y −x+ y 0 0
−x+ y x+ y 0 0
0 0 x+ y x− y
0 0 x− y x+ y
 , (6.2)
and we have the formula
Ktac,(α)(x, y; s, τ) =
1
2πi(x2 − y2) (−1, 0, 1, 0)Mν(y; s, τ)
−1DMν(x; s, τ) (1, 0, 1, 0)
T . (6.3)
Note that the entries of M−1ν are the same as the entries of Mν(x; s,−τ) up to permutation and
(−1)± factors. More concretely, by [16, Lemma 2] we have
Mν(z; s, τ)
−1 = K−1Mν(z; s,−τ)TK, K =
(
0 −I2×2
I2×2 0
)
. (6.4)
Hence if we denote the 4-dimensional column vector
~nν(z; s, τ) = (nν(z; s, τ)i)
4
i=1 , where nν(z; s, τ)i =Mν(z; s, τ)i1 +Mν(z; s, τ)i3, (6.5)
we have
Ktac,(α)(x, y; s, τ) =
1
2πi(x− y)
(
nν(y; s,−τ)1nν(x; s, τ)3 + nν(y; s,−τ)2nν(x; s, τ)4
− nν(y; s,−τ)3nν(x; s, τ)1 − nν(y; s,−τ)4nν(x; s, τ)2
)
+
1
2π(x+ y)
(
nν(y; s,−τ)1nν(x; s, τ)4 + nν(y; s,−τ)2nν(x; s, τ)3
+ nν(y; s,−τ)3nν(x; s, τ)2 + nν(y; s,−τ)4nν(x; s, τ)1
)
.
(6.6)
Remark 6.1. In [16, Theorem 4], the limiting hard-edge tacnode kernel is defined for the non-
intersecting squared Bessel process. Our kernel defined in (6.3) is for the limiting kernel of the
nonintersecting Bessel process, which differs from the squared one by a quadratic change of vari-
ables, see [16, Remark 2].
Proposition 5.1 implies that the tacnode kernel with Bessel parameter α can be expressed in
terms of the Lax pair for the inhomogeneous PII equation with parameter ν−1 as well as ν. Indeed
we have that by (6.3) and (5.13)
Ktac,(α+1)(x, y; s, τ) =
1
2πi(x2 − y2) (−1, 0, 1, 0) ΣMν(y; s, τ)
−1Σ
(
I +
αν
y
Rν
)−1
×D
(
I +
αν
x
Rν
)
ΣMν(x; s, τ)Σ (1, 0, 1, 0)
T
=
1
2πi(x2 − y2) (−1, 0, 1, 0)Mν(y; s, τ)
−1ΣDΣMν(x; s, τ) (1, 0, 1, 0)
T ,
(6.7)
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where the second equality follows from the following identities which are easily checked:(
I +
αν
z
Rν
)−1
=
(
I − αν
z
Rν
)
, RνDRν = 0,
RνD
2y
=
DRν
2x
= Rν . (6.8)
Then similar to (6.6), we have
Ktac,(α+1)(x, y; s, τ) =
1
2πi(x− y)
(
nν(y; s,−τ)1nν(x; s, τ)3 + nν(y; s,−τ)2nν(x; s, τ)4
− nν(y; s,−τ)3nν(x; s, τ)1 − nν(y; s,−τ)4nν(x; s, τ)2
)
− 1
2π(x+ y)
(
nν(y; s,−τ)1nν(x; s, τ)4 + nν(y; s,−τ)2nν(x; s, τ)3
+ nν(y; s,−τ)3nν(x; s, τ)2 + nν(y; s,−τ)4nν(x; s, τ)1
)
.
(6.9)
Similarly,
Ktac,(α+2)(x, y; s, τ) = Ktac,(α)(x, y; s, τ)
− aν
πixy
(−1, 0, 1, 0)Mν(y; s, τ)−1ΣRνΣMν(x; s, τ) (1, 0, 1, 0)T ,
(6.10)
and inductively
2πi(x2 − y2)Ktac,(α+k)(x, y; s, τ) =
(−1, 0, 1, 0) ΣkK−1Mν(y; s,−τ)K
(
Σ− αν
y
ΣRν
)
· · ·
(
Σ− αν+k−1
y
ΣRν+k−1
)
×D
(
Σ+
αν+k−1
x
Rν+k−1Σ
)
· · ·
(
Σ+
αν+k−1
x
Rν+k−1Σ
)
Mν(x; s, τ)Σ
k (1, 0, 1, 0)T , (6.11)
which is a linear combination of nν(y; s,−τ)inν(x; s, τ)j with i, j = 1, 2, 3, 4.
For general values of ν, the kernel (6.3) has the property that its derivative with respect to s is
a rank-1 kernel. Namely we have the following proposition.
Proposition 6.1. The kernel (6.3) satisfies
∂
∂s
Ktac,(α)(x, y; s, τ) = −Fν(x; s, τ)Fν(y; s,−τ)
π
, (6.12)
where Fν(z; s, τ) is the following combination of the matrix entries of Mν(z; s, τ):
Fν(z; s, τ) := (1, 1, 0, 0)Mν(z; s, τ) (1, 0, 1, 0)
T
=Mν(z; s, τ)11 +Mν(z; s, τ)13 +Mν(z; s, τ)21 +Mν(z; s, τ)23
= nν(z; s, τ)1 + nν(z; s, τ)3.
(6.13)
Proof. The s-derivative of Ktac,(α) is
∂
∂s
Ktac,(α)(u, v; s, τ) =
1
2πi(x2 − y2) (−1, 0, 1, 0)
∂
∂s
[
Mν(y; s, τ)
−1DMν(x; s, τ)
]
(1, 0, 1, 0)T .
(6.14)
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Writing for the moment M(z) ≡Mν(z; s, τ), we have
∂
∂s
[
M(y)−1DM(x)
]
=M(y)−1
[
D
[
∂
∂s
M(x)
]
M(x)−1 −
[
∂
∂s
M(y)
]
M(y)−1D
]
M(x). (6.15)
Using (5.10), we find that (6.15) can be written as
∂
∂s
[
M(y)−1DM(x)
]
=M(y)−1 [DV (x)− V (y)D]M(x). (6.16)
Due to the special structure of D and V , we have
DV (x)− V (y)D = −2i(x2 − y2)
(
02×2 02×2
J2 02×2
)
, J2 =
(
1 1
1 1
)
, (6.17)
and therefore (6.16) is
∂
∂s
[
M(y)−1DM(x)
]
= −2i(x2 − y2)M(y)−1
(
0 0
J2 0
)
M(x), (6.18)
and (6.14) is
∂
∂s
Ktac,(α)(x, y; s, τ) = − 1
π
(−1, 0, 1, 0)M(y; s, τ)−1
(
0 0
J2 0
)
M(x; s, τ) (1, 0, 1, 0)T . (6.19)
Using (6.4) to write the entries of Mν(y; s, τ)
−1 into those of Mν(y; s,−τ), we obtain
∂
∂s
Ktac,(α)(x, y; s, τ) = − 1
π
(−1, 0, 1, 0)K−1Mν(y; s,−τ)TK
(
0 0
J2 0
)
Mν(x; s, τ) (1, 0, 1, 0)
T
= − 1
π
(1, 0, 1, 0)Mν(y; s,−τ)T
(
J2 0
0 0
)
Mν(x; s, τ) (1, 0, 1, 0)
T ,
(6.20)
which is (6.12).
The Schlesinger transformation for Mν(z; s, τ) implies identities for Fν(z; s, τ). First, Proposi-
tion 5.1 yields
Fν+1(z; s, τ) = (1, 1, 0, 0)
(
I +
αν
z
Rν
)
ΣMν(z; s, τ)Σ (1, 0, 1, 0)
T
= (1,−1, 0, 0)Mν(z; s, τ) (1, 0, 1, 0)T
=Mν(z; s, τ)11 +Mν(z; s, τ)13 −Mν(z; s, τ)21 −Mν(z; s, τ)23
= nν(z; s, τ)1 − nν(z; s, τ)2.
(6.21)
Also
Fν+2(z; s, τ) = (1, 1, 0, 0)
(
I +
αν+1
z
Rν+1
)
Σ
(
I +
αν
z
Rν
)
ΣMν(z; s, τ) (1, 0, 1, 0)
T
= Fν(z; s, τ) +
2αν
z
(βνnν(z; s, τ)1 − βνnν(z; s, τ)2 − inν(z; s, τ)3 − inν(z; s, τ)4) .
(6.22)
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Inductively,
Fν+k(z; s, τ) = (1, 1, 0, 0)
(
Σ+
αν+k−1
z
Rν+k−1Σ
)
· · ·
(
Σ+
αν
z
RνΣ
)
Mν(z; s, τ) (1, 0, 1, 0)
T ,
(6.23)
is a linear combination of nν(z; s, τ)i (i = 1, 2, 3, 4). We expect the following vanishing property:
Conjecture 6.2. Let α > −1. For fixed x, y ∈ R+ and τ ∈ R,
lim
s→∞K
tac,(α)(x, y; s, τ) = 0. (6.24)
If Conjecture 6.2 is true, then Proposition 6.1 implies the formula
Ktac,(α)(x, y; s, τ) =
1
π
∫ ∞
s
Fν(x; s˜, τ)Fν(y; s˜,−τ) ds˜. (6.25)
We now consider the case ν = 0. In the paper [39], a matrix-valued function M(z) is defined
as a solution to a Riemann–Hilbert problem, in six sectors, with parameters r1, r2, s1, s2, τ . It is
clear that our matrix-valued function Mν=0(z; s, τ) agrees M(z) defined in sector Ω0 = {z | 0 <
arg z < π/3}, with parameters r1 = r2 = 1, s1 = s2 = s, and the same τ . In [42], a more
general Riemann–Hilbert problem is considered, with the same parameters r1, r2, s1, s2, τ and more
parameters t1, t2, t3. If (t1, t2, t3) = (1, 0,−1), the Riemann–Hilbert problem in [42] is essentially
the same as that in [39], up to a multiplication by a constant matrix in sector Ω0, see [42, Section
1.4.3]. The column vector ~nν(z; s, τ) defined in (6.5) is equal to the vector m
(0) + m(3) in [39,
Theorem 2], and equal to the vector n(0) − n(3) in [42, Theorem 1.4], see [42, Formulas (1.42) and
(1.70)].
By [42, Formula (1.36)], we have that
n0(z; s, τ)1 =
21/6√
π
∫
ΣT
e2
4/3τζ2+22/3izζf(ζ;σ)dζ, n0(z; s, τ)2 =
21/6√
π
∫
ΣT
e2
4/3τζ2+22/3izζg(ζ;σ)dζ,
n0(z; s, τ)3 =
21/6√
π
∫
ΣT
e2
4/3τζ2+22/3izζ
[(
i(τ − s2 + 2−1/3u0) + 22/3ζ
)
f(ζ;σ) + 2−1/3iq0g(ζ;σ)
]
dζ,
n0(z; s, τ)4 =
21/6√
π
∫
ΣT
e2
4/3τζ2+22/3izζ
[(
i(−τ + s2 − 2−1/3u0) + 22/3ζ
)
g(ζ;σ) − 2−1/3iq0f(ζ;σ)
]
dζ,
(6.26)
where q0 = q0(σ) and u0 = u0(σ) are defined in (1.38), (1.39), and (5.1), with ν = 0. Then by
(6.13), (6.21), and (6.22)
F0(z; s, τ) =
21/6√
π
∫
ΣT
e2
4/3τζ2+22/3izζ
(
f(ζ;σ) + g(ζ;σ)
)
dζ, (6.27)
F1(z; s, τ) =
21/6√
π
∫
ΣT
e2
4/3τζ2+22/3izζ
(
f(ζ;σ)− g(ζ;σ))dζ, (6.28)
F2(z; s, τ) = F0(z; s, τ) +
α0(4τ − 25/3q0)
z
F1(z; s, τ)
− 2
11/6α0i√
πz
∫
ΣT
e2
4/3τζ2+22/3izζζ
(
f(ζ;σ) + g(ζ;σ)
)
dζ, (6.29)
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where σ = 22/3(2s− τ2) as in (5.2), f(ζ;σ) and g(ζ;σ) are defined as in (1.14) and α0 is defined in
(5.15).
The formula (6.26), along with (6.23), prove Theorem 1.4 provided that Conjecture 6.2 holds.
We will prove that the conjecture holds for half-integer α in the next subsection, thus completing
the proof of Theorem 1.4. But first let us look specifically at the cases α = ±1/2 in order to prove
Proposition 1.3.
The α = −1/2 case of (6.25) together with (6.27) implies (letting σ˜ = 22/3(2s˜ − τ2))
Ktac,(−1/2)(x, y; s, τ)
=
21/3
π2
∫ ∞
s
ds˜
∫
ΣT
du
∫
ΣT
dve2
4/3τ(u2−v2)+22/3i(xu+yv)(f(u; σ˜) + g(u; σ˜))(f(v; σ˜) + g(v; σ˜))
=
1
24/3π2
∫ ∞
σ
dσ˜
∫
ΣT
du
∫
ΣT
dv e2
4/3τ(u2−v2)−22/3i(xu−yv)(f(u; σ˜) + g(u; σ˜))(f(v; σ˜) + g(v; σ˜)),
(6.30)
where in the second identity we use the symmetry (4.6), and make the change of variable s˜ 7→ σ˜.
Thus we find, by the comparison with (4.1), we obtain the identity (1.40).
Analogously, the α = 1/2 case of (6.25) together with (6.28) implies (letting σ˜ = 22/3(2s˜− τ2))
Ktac,(1/2)(x, y; s, τ)
=
21/3
π2
∫ ∞
s
ds˜
∫
ΣT
du
∫
ΣT
dve2
4/3τ(u2−v2)+22/3i(xu+yv)(f(u; σ˜)− g(u; σ˜))(f(v; σ˜)− g(v; σ˜))
=
1
24/3π2
∫ ∞
σ
dσ˜
∫
ΣT
du
∫
ΣT
dv e2
4/3τ(u2−v2)−22/3i(xu−yv)(f(u; σ˜)− g(u; σ˜))(f(v; σ˜)− g(v; σ˜)).
(6.31)
Thus we find, by the comparison with (4.2), we obtain the identity (1.41), with t, σ related to τ, s
by (1.42). This completes the proof of Proposition 1.3.
6.1 Proof of Conjecture 6.2 when α = k + 1/2
By (6.11) with α = −1/2, 2πi(x2−y2)Ktac,(k+1/2)(x, y; s, τ) can be expressed as a linear combination
of n0(y; s, τ)in0(x; s, τ)j with i, j = 1, 2, 3, 4, so when x 6= y, we only need to show that for all
z ∈ (0,∞) and τ ∈ R, n0(z; s, τ)i →∞ as s→ +∞.
Since ~n0(z; s, τ) = m
(0) + m(3) in the notation of [39], with parameters r1 = r2 = 1 and
s1 = s2 = s and the same τ . Let Ai(z) denote the Airy function, and for any real number t let
Qt(x) and Rt(x, t) be the functions in x defined by Airy resolvents, as in [39, Formulas (2.16)–
(2.20)]. Then we have, by [39, Theorem 2.5]
n0(z; s, τ)1 = −
√
2πe−τz
∫ ∞
0
Ai(z + 2s+ 21/3w)e−2
1/3τwQσ(w + σ)dw
+
√
2πAi(−z + 2s)eτz +
√
2πeτz
∫ ∞
0
Ai(−z + 2s+ 21/3w)e−21/3τwRσ(w + σ, σ)dw, (6.32)
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n0(z; s, τ)2 =
√
2πAi(z + 2s)e−τz +
√
2πe−τz
∫ ∞
0
Ai(z + 2s+ 21/3w)e−2
1/3τwRσ(w + σ, σ)dw
−
√
2πeτz
∫ ∞
0
Ai(−z + 2s+ 21/3w)e−21/3τwQσ(w + σ)dw, (6.33)
where σ = 22/3(2s − τ2) as before, and by [39, Formulas (2.14) and (2.15)], n0(z; s, τ)3 and
n0(z; s, τ)4 are linear combinations of n0(z; s, τ)1, n0(z; s, τ)2, and their derivatives with respect
to z, such that the coefficients of the linear combinations are either independent of s or polynomi-
als in s.
It is well known that Ai(z) vanishes as exp(−(2/3)z3/2) as z → +∞ (see [39, Formula (2.26)]
for instance), and by the definitions of Qt(x) and Rt(x, t), it is not hard to see that if t is large
enough, then
|Qt(x)| < 1 and |Rt(x, t)| < 1 for all x ∈ (t,∞). (6.34)
(Actually stronger estimates of Qt(x) and Rt(x, t) are possible, see [39, Lemma 2.4] for the leading
term in the asymptotic expansion of Qt(x) and Rt(x, t) when t is fixed and x→∞. But the crude
estimate (6.34) suffices for us.)
Then we see that as z, τ are fixed and s → +∞, n0(z; s, τ)1 and n0(z; s, τ)2 vanish super-
exponentially, and so do n0(z; s, τ)3 and n0(z; s, τ)4 who are the linear combinations of n0(z; s, τ)1,
n0(z; s, τ)2 and their derivatives. Thus we prove Conjecture 6.2 when α = k + 1/2 and x 6= y.
For the remaining x = y case, we use the property that Ktac,(k+1/2)(x, y; τ) is an analytic
function in x and y, although only positive real values of x, y are meaningful in probability. Given
y > 0, we consider x = y + ǫeiθ for a small enough ǫ > 0 and θ ∈ [0, 2π]. Then by the argument
above, for all x on a small circle around y, Ktac,(k+1/2)(x, y; s, τ) vanishes uniformly as s → +∞.
Thus by the analyticity of Ktac,(k+1/2)(x, y; s, τ) in x, we find that Ktac,(k+1/2)(y, y; s, τ) vanishes
as s→ +∞. Thus we complete the proof for Conjecture 6.2 when α = k + 1/2.
A Formulas for tc and d in Theorem 1.1(a)
Here we give the explicit, though not very simple, formula for tc and d in Theorem 3.2(a), in terms
of T . Our formulas are taken from [41]. First, we parametrize T > π2/2 by k ∈ (0, 1). For each k,
we have the elliptic integrals
K := K(k) =
∫ 1
0
ds√
(1− s2)(1− k2s2) , E := E(k) =
∫ 1
0
√
1− k2s2√
1− s2 ds. (A.1)
We further define
k˜ :=
2
√
k
1 + k
, (A.2)
and denote
K˜ := K(k˜) =
∫ 1
0
ds√
(1− s2)(1 − k˜2s2)
, E˜ := E(k˜) =
∫ 1
0
√
1− k˜2s2√
1− s2 ds. (A.3)
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By [41, Lemma 3.2]3, for all T > Tc = π
2/2, there is a unique k such that
T = 2K˜E˜ = 2
∫ 1
0
ds√
(1− s2)(1− k˜2s2)
∫ 1
0
√
1− k˜2s2√
1− s2 ds. (A.4)
Then tc is expressed as [41, Formula (20)]
tc =
2
k˜2
E˜
(
E˜− (1− k˜2)K˜
)
= 2
∫ 1
0
√
1− k˜2s2√
1− s2 ds
∫ 1
0
√
1− s2√
1− k˜2s2
ds ∈ (0, T/2), (A.5)
and d is expressed as [41, Formulas (227), (236), and (239)]
d =
(
1
6α3
((1 + k2)E− (1− k2)K)
) 1
4
=
(
k2
6α3
∫ 1
0
(1− s2) + (1− k2s2)√
(1− s2)(1− k2s2) ds
) 1
4
> 0. (A.6)
Remark A.1. The parametrization of T in (A.4) and the definition of tc in (A.5) differ from those
in [41] by a factor of 2, see Remark 3.1.
B Equivalence with the kernel of Ferrari–Veto˝
We would like to show that the hard-edge tacnode kernel of Ferrari and Veto˝ appearing in [24] is
the odd part of the symmetric tacnode kernel studied by several groups [18, 2, 34] and culminated
in their paper [23]. Since we only need the symmetric tacnode kernel, we take Ktacs,t (ξ, η;σ) defined
in (1.15) and (1.16) as the standard form, as we do throughout the paper, and note that the kernel
defined in [17] with the implicit parameter λ = 1,
Ltac(u, v;σ, τ1, τ2) = L˜tac(u, v;σ, τ1, τ2)− 1τ1<τ2φ2τ1,2τ2(u, v), (B.1)
where φs,t(u, v) is defined in (1.8) and L˜tac(u, v;σ, τ1, τ2) defined in [17, Formula (2.29)] and [41,
Formula (45)], is equivalent to Ktacs,t (ξ, η;σ) and satisfies [41, Proposition 1.5]
Ktacτ1,τ2(ξ, η;σ) = 2
−2/3Ltac(2−2/3ξ, 2−2/3η;σ, 2−7/3τ1, 2−7/3τ2). (B.2)
Thus to prove Proposition 1.5, we only need to show that
K̂ext(τ1, u; τ2, v) + 1τ1<τ2 [φ2τ1,2τ2(u, v)− φ2τ1,2τ2(u,−v)] =
L˜tac(u, v; 22/3R, τ1, τ2)− L˜tac(u,−v; 22/3R, τ1, τ2), (B.3)
where R is the parameter used implicitly in [24, Formulas (2.34), (2.30) and (2.31)]. Our strategy
to prove (B.3) is to transform its right-hand side repeatedly, and at last show that it agrees with
the left-hand side. The derivation below is based on formulas in [41] and [6].
By [17, Formula (2.29)], the right-hand side of (B.3) is expressed as
1
22/3
∫ ∞
22/3R
[p̂1(u; s, τ1)− p̂1(−u; s, τ1)][p̂1(v; s,−τ2)− p̂1(−v; s,−τ2)]ds, (B.4)
3In [41, Formula (149)], pi2 should be pi2/4.
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where p̂1 is defined in [17, Formula (2.26) and Lemma 4.3]. Note that since we only consider the
symmetric tacnode kernel with λ = 1, p̂1 and p̂2 defined in [17, Formula (2.26)] are equivalent, see
[41, Formulas (45) and (46)]. Next, we recall the function bτ,z,σ(x) defined in [41, Formula (43)],
the integral operators Bs and As = B2s defined in [41, Formula (40)] (They were defined in [6] and
[17] with different notations). By [41, Formulas (41) and (46)], we have that the integral (B.4) can
be expressed as
1
22/3
∫ ∞
22/3R
〈bτ1,u,s − bτ1,−u,s, (1−Bs)−1 δ0〉0〈b−τ2,v,s − b−τ2,−v,s, (1−Bs)−1 δ0〉0 ds, (B.5)
where 〈·, ·〉0 is the inner product on L2[0,∞), see [41, Formula (42)]. Now denote
ψ(x; z, s, τ) := e−
2
3
τ3−τx−τs [e−τz Ai(x+ z + s+ τ2)− eτz Ai(x− z + s+ τ2)] , (B.6)
and
h(z, s, τ) := 〈ψ(21/3x; z, 2−2/3s, τ), (1−Bs)−1 δ0〉0, (B.7)
where x is the variable of integration in the inner product. Then (B.5) is written as
1
22/3
∫ ∞
22/3R
h(u, s, τ1)h(v, s,−τ2) ds = 21/3
∫ ∞
0
h(u, 2y + 22/3R, τ1)h(v, 2y + 2
2/3R,−τ2) dy. (B.8)
Note that our ψ(x; z, s, τ) is equal to Φ̂x−τ (z) and Ψ̂
x
τ (z) defined in [24, Formula (2.30)].
Following [6, Section 2], we now change to work in L2(R) instead of L2[0,∞). We use B˜s to
denote the operator with the same kernel as Bs, but acting on L2(R) instead of L2[0,∞). Also
for any r ∈ R introduce the operator Πr to be the projection onto L2[r,∞) and Tr to be the
translation operator, i.e. (Trf)(x) = f(x+ r). Repeating the analysis in [6, Section 2] we find that
h(u, 2y + σ, τ) can be written as (〈·, ·〉 is the inner product in L2(R))
h(u, 2y + σ, τ) = 〈ψ(21/3x;u, 2−2/3(2y + σ), τ),Π0(1−Π0B˜2y+σΠ0)−1Π0δ0〉
= 〈ψ(21/3x;u, 2−2/3(2y + σ), τ),Πy(1−ΠyB˜σΠy)−1ΠyT−yδ0〉
= 〈T−yψ(21/3x;u, 2−2/3(2y + σ), τ),Πy(1−ΠyB˜σΠy)−1Πyδy〉.
(B.9)
Noticing that
ψ(21/3(x− y);u, 2−2/3(2y + σ), τ) = ψ(21/3x;u, 2−2/3σ, τ), (B.10)
we find that with σ = 22/3R,
h(u, 2y + 22/3R, τ) = 〈ψ(21/3x;u,R, τ),Πy(1−ΠyB˜22/3RΠy)−1Πyδy〉. (B.11)
Define the resolvent
Ry := (1−ΠyB22/3RΠy)−1 − 1. (B.12)
Then we can write h(u, 2y + 22/3R, τ1) and h(v, 2y + 2
2/3R,−τ2) as
h(u, 2y + 22/3R, τ1) = Ψ1(y) +
∫ ∞
−∞
Ψ1(x)Ry(x, y) dx,
h(v, 2y + 22/3R,−τ2) = Ψ2(y) +
∫ ∞
−∞
Ψ2(x)Ry(x, y) dx,
(B.13)
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where we set
Ψ1(y) := ψ(2
1/3y, u,R, τ1), Ψ2(y) := ψ(2
1/3y, v,R,−τ2). (B.14)
Thus by (B.9) – (B.14) and using the symmetry of the resolvent kernel, (B.8) becomes
21/3
[ ∫ ∞
0
dyΨ1(y)Ψ2(y) +
∫ ∞
0
dy
∫ ∞
−∞
dx2Ψ1(y)Ry(y, x2)Ψ2(x2)
+
∫ ∞
0
dy
∫ ∞
−∞
dx1Ψ1(x1)Ry(x1, y)Ψ2(y)
+
∫ ∞
0
dy
∫ ∞
−∞
dx1
∫ ∞
−∞
dx2Ψ1(x1)Ry(x1, y)Ry(y, x2)Ψ2(x2)
]
. (B.15)
Notice that the integrands in (B.13) vanish for x < y due to the resolvent kernel, so all integrals
above may be taken over [0,∞). Replacing y with x1 in the first double integral in (B.15), and y
with x2 in the second double integral, we can then write (B.15) as
21/3
[ ∫ ∞
0
dyΨ1(y)Ψ2(y)+∫ ∞
0
dx1
∫ ∞
0
dx2Ψ1(x1)
(
Rx1(x1, x2) +Rx2(x1, x2) +
∫ ∞
0
dyRy(x1, y)Ry(y, x2)
)
Ψ2(x2)
]
.
(B.16)
Applying [6, Lemma 2.1], this is
21/3
[ ∫ ∞
0
dyΨ1(y)Ψ2(y) +
∫ ∞
0
dx1
∫ ∞
0
dx2Ψ1(x1)R0(x1, x2)Ψ2(x2)
]
, (B.17)
which is simply
21/3
∫ ∞
0
dx1
∫ ∞
0
dx2Ψ1(x1)(1−Π0B˜22/3RΠ0)−1(x1, x2)Ψ2(x2). (B.18)
We note that Ψ1 and Ψ2 are expressed in ψ(x; z, s, τ) in (B.6), which is equal to Φ̂
x
−τ (z) and Ψ̂
x
τ (z)
defined in [24, Formula (2.30)]. Hence (B.18) is expressed as (with ζ = 21/3x1 and ξ = 2
1/3x2)
21/3
∫ ∞
0
dx1
∫ ∞
0
dx2 Ψ̂
21/3x1
τ1 (u)(1−Π0B˜22/3RΠ0)−1(x1, x2)Φ̂2
1/3x2
τ2 (v)
= 2−1/3
∫ ∞
0
dξ
∫ ∞
0
dζ Ψ̂ξτ1(u)(1 −B22/3R)−1(2−1/3ξ, 2−1/3ζ)Φ̂ζτ2(v). (B.19)
To prove (B.3), we just need to show that the right-hand side of (B.19) is equal to the second term
of [24, Equation (2.34)]. They are equal if we have the identity of the operators on L2[0,∞)
2−1/3(1−B22/3R)−1(2−1/3ξ, 2−1/3ζ) = (1− K̂0)−1(ζ, ξ), (B.20)
where K̂0 is defined in [24, Formula (2.31)]. Since (B.20) is readily checked by the definitions of
Bs and K̂0, we finish the proof of (B.3) and hence the proof of Proposition 1.5.
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B.1 A variation of NIBMabs0→T similar to the model of Ferrari–Veto˝
Consider 2n particles in nonintersecting Brownian brideges between two absorbing walls placed
at π and −π, from the common start point 0 to the common end point 0, during the time span
[0, T ]. Denote the particles and their trajectories as −π < x1(t) < · · · < x2n(t) < π. Here
we assume the particles have diffusion parameter n−1/2. A heuristic symmetry argument implies
that the trajectories xn+1(t), xn+2(t), . . . , x2n(t) have roughly the same behavior as the n particles
in NIBMabs0→T . If the total time T is close to Tc = π
2/2, then we observe the limiting hard-edge
tacnode process close to π. Similarly the same limiting process occurs close to −π. If we remove one
absorbing wall, the model becomes the same as that in [24]. When T is close to Tc, it is suggested
by [7] that the two absorbing walls affect the nonintersecting Brownian bridges asymptotically
independently, as n→∞. Thus the two-wall model should have the same hard-edge tacnode limit
as the one-wall model in [24].
The argument above is not rigorous. But by the method in this paper, we can solve the
aforementioned variation of NIBMabs0→T and derive the hard-edge tacnode limit rigorously, although
our method does not apply directly for the model in [24].
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