A three-point finite difference method for a class of singular two-point boundary value problems  by Kumar, Manoj
Journal of Computational and Applied Mathematics 145 (2002) 89–97
www.elsevier.com/locate/cam
A three-point %nite di&erence method for a class of singular
two-point boundary value problems
Manoj Kumar
Department of Mathematics, College of Engineering Roorkee, P.B. No. 27, Vardamanpuram,
Roorkee (U.A.) 247667, India
Received 24 November 2000; received in revised form 20 July 2001
Abstract
A three-point %nite di&erence method based on uniform mesh for solving the singular two-point boundary value
problems.
y′′ +
1
x
y′ + f(x; y)= 0; 0¡x6 1; y′(0)= 0; y(1)= a
has been derived. Under quite-general conditions on f′ and f′′ and −∞¡@f=@y¡ 4, we show that our present method
provides O(h2)-convergent approximations. The method is illustrated by three numerical examples, two linear and one
non linear. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider the class of singular two-point boundary value problems:
y′′ +
1
x
y′ + f(x; y)= 0; 0¡x6 1; y′(0)= 0; y(1)= a: (1)
These problems occur quite often in applied mathematics; see, e.g. [2–9,11] Russell and Shamphine
[10] have shown that for linear f(x; y)= ky+g(x), where g∈C[0; 1]; (1) possesses a unique solution
if −∞¡k ¡J 20 , where J0 = 2:40483 is the smallest positive zero of the Bessel function J0(x).
For a positive integer N , let h=(1=N ); xk = kh; k =0(1)N , xk+1=2 = (k + 12)h; k =0(1)N − 1 and
set yk =y(xk); fk =f(xk ; yk). The usual classical three-point %nite di&erence discretization for (1)
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has been studied by Russell and Shamphine [10]. Writing the di&erential equation in (1) as (xy′)′+
xf(x; y)= 0, the three-point discretization of Russell and Shampine is
−xk−1=2yk−1 + 2xkyk − xk+1=2yk+1 − h2xkfk + (h)= 0; k =1(1)N − 1 (2)
where
(h)=
h4
12
 (k); xk−1 ¡k ¡xk+1
and where we have set  (x)= xy(4)(x) + 2y′′(x).
Note that while yN = a, in order to be able to use the discretization (2) we need one more equation
which must be obtained through the discretization of the boundary condition y′(0)= 0.
The purpose of the present paper is to give a three-point %nite di&erence method based on uniform
mesh for the singular two-point boundary value problem (1). For this purpose, we %rst establish an
identity similar to Chawla and Katti [1], from which various methods can be derived. We obtain
here a method based on three evaluations of f. Under quite general conditions on f′ and f′′
and for −∞¡@f=@y¡ 4. We show that our present method based on uniform mesh provides
O(h2)-convergence approximations. We illustrate our present method with three numerical examples,
two linear and one non-linear.
2. Three-point nite dierence method
For a positive integer N , let h=1=N; xk = kh; k =0(1)N and set yk =y(xk); fk =f(xk ; yk). Writ-
ing the di&erential equation in (1) as
(A) (xy′)′ + xf(x; y)= 0:
We set Z(x)= xy′ and (t)= tf(t; y(t)).
Integrating (A) from xk to x, dividing by x and then integrating from xk to xk+1 and interchanging
the order of integration we obtain
(B) yk+1 − yk =ZkJk −
∫ xk+1
xk
log(xk+1=t)(t) dt:
Again integrating (A) xk to x, dividing by x and then integrating from xk−1 to xk and interchanging
the order of integration we obtain
(C) yk − yk−1 =ZkJk−1 +
∫ xk−1
xk
log(xk−1=t)(t) dt:
Eliminating Zk from (B) and (C) we obtain the identity
yk − yk−1
Jk−1
− yk+1 − yk
Jk
=
I+k
Jk
+
I−k
Jk−1
; k =2(1)N − 1; (3)
where we have set
I±k =
∫ xk±1
t=xk
log(xk±1=t)(t) dt
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and
Jk =
∫ xk+1
xk
(1=x) dx= log(xk+1=xk): (4)
We are interested here in obtaining a method of order two which is based on three evaluations
of f.
By Taylor’s expansion of f, we obtain
I±k =A
±
0; kfk + A
±
1; kf
′
k +
1
2A
±
2; kf
′′(±k ); 
±
k ∈ (xk ; xk±1) (5)
and
A±0; k = log(xk=xk±1)(x
2
k =2) + (x
2
k±1 − x2k)=4;
A±1; k =(x
3
k =6) log(xk±1=xk) + [(x
3
k±1 − x3k)=9]− xk(x2k±1 − x2k)=4];
A±2; k =± (x4k =24) log(xk=xk±1) + (x4k±1=32) + ((x2kx2k±1)=8)− (13=288)x4k − (xkx3k±1)=9)
with the help of (5) from (3) we obtain
− 1
Jk−1
yk−1 +
(
1
Jk−1
+
1
Jk
)
yk − 1Jk yk+1 − B0; kfk − B1; kf
′
k − tk(h)= 0;
where
k =2(1)N − 1; (6)
tk(h)= (12)B2; kf
′′(k); k ∈ (xk−1; xk+1) (7)
and
Bm;k =(A+m;k=Jk) + (A
−
m;k=Jk−1); m=0; 1; 2:
We note that the discretization (6) for the di&erential equation (1) holds for k =2(1)N − 1.
For k =1 from (6) and (7) we can easily obtain the following equation:
−y2 + y1 − (3h2=4)f1 − B1;1f′1 − t1(h)= 0; (8)
where
t1(h)= (12)B2;1f
′′(1); x1 ¡1 ¡x2 (9)
and
J0 =∞; J1 = log 2; B0;1 = (h2=2)[− log 2 + 32];
B1;1 = (h3=6)(log 2 + 16); B2;1 = (h
4=24)(−log 2 + 1912):
To discuss our method described by (6) and (8) we write it in matrix form. For the sake of
convenience we multiply Eq. (8) by (1=log 2) since it helps in the inversion of the coeJcient
matrix.
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Let D=(dij) denote the tridiagonal matrix with
d1;1 = (1=J1); d1;2 =− (1=J1);
dk;k =(1=Jk) + (1=Jk−1); k =2(1)N − 2;
dk;k+1 =− (1=Jk); k =2(1)N − 1;
dk;k−1 =− (1=Jk−1); k =2(1)N − 2:
Let P=(Pij) denote the diagonal matrix with
P1;1 = (3h2=4 log 2); Pk;k =B0; k ; k =2(1)N − 1;
Y =(y1; : : : ; yN−1)T; F(Y )= (f1; f2; : : : ; fN−1)T;
Q=(0; 0; : : : ; 0; a=JN−1)T and T (h)= (t1(h); : : : ; tN−1(h))T:
Then the discretization of (6) and (8) can be expressed in the matrix form
DY − PF(Y ) + T (h)=Q: (10)
Thus our method providing approximations Y˜ for Y for the singular two-point boundary value
problem (1) consists of solving of the (N − 1)× (N − 1) system
DY˜ − PF(Y˜ )=Q: (11)
It is interesting to note here that while yN = a, to use our method (11) we do not need discretization
of the boundary condition y′(0)= 0 as required in the three point discretization used by Russell and
Shampine [10]. However we suggest the following formula for y0:
y0  $1y1 + $2y2 + %h2f1:
By Taylor’s expansion of y1; y2; y′1; y′′1 and putting y′0 = 0 and equating the coeJcient we obtain
$1 =− 4; $2 = 5; %=4
and
y0 =− 4y1 + 5y2 + 4h2f1 + t0(h);
where
t0(h)= 724h
4y(4)0 (0) and 0 ∈ (x0; x2):
3. Convergence of the three-point nite dierence method
Let E= Y˜ − Y =(e1; : : : ; eN−1)T. We may write
F(Y˜ )− F(Y )=UE; U =diag{u1; : : : ; uN−1};
where ui is a certain value of (@fi=@yi). From (10) and (11) we obtain the error equation
(D − PU )E=T (h): (12)
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We next obtain a bound on the local truncation error. Since for %xed xk ,
Jk = log(1 + h=xk); Jk−1 =− log(1− h=xk);
A+1; k =Jk = xkh
2=6 + h3=24− 11h4=288xk + · · · ;
A−1; k =Jk−1 =− xkh2=6 + h3=24 + 5h4=144xk + · · · ;
B1; k = h3=12− h4=288xk + · · · ;
A+2; k =Jk = xkh
3=24 + h4=48 · · · ;
A−2; k =Jk−1 = xkh
3=24− h4=48 · · · ;
B2; k = xkh3=12 · · · ;
lim
h→0
B1; k
h3
=
1
12
and
lim
h→0
B2; k
h3
=
1
12
xk :
It follows that for suJciently small h,
B1; k ¡h3=6
and
B2; k ¡ (h3xk=6); k =2(1)N − 1:
Let now $ be %xed in [0,1). We assume that
x1+$|f′′|6N1; x∈ [0; 1]:
For suitable positive constant N1. Then from (7) we obtain for suJciently small h,
|tk |6Ch3x−$k ;
C =N1=12: (13)
In the following we shall set
u= sup
0¡x61
(
@f
@y
)
:
Note that ui6 u and U = uI . It is easy to see that D is irreducible and using the row-sum criterian
that D is also monotone. First consider the case u6 0. Since P¿ 0; D−PU is irreducible, monotone
and D − PU¿D.
Hence (D − PU )−16D−1 and from (12) we obtain
‖E‖6 ‖D−1T‖: (14)
Using the usual arguments for inverting a symmetric tridiagonal matrix it can be shown that if
D−1 = (d−1k; i ), then
d−1k; i = log(1=xj); j=max(k; i): (15)
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Now with the help of (13) from (14) we obtain for i=1(1)N − 1
|ei|6Ch3

log
(
1
xi
) i∑
j=1
x−$j +
N−1∑
j=i+1
log
(
1
xj
)
x−$j

 : (16)
It is easy to establish the inequality
h
i∑
j=1
x−$j ¡
∫ xi
0
x−$ dx=
x1−$i
1− $ : (17)
Again, since x−$ log(1=x) is monotonically decreasing on (0,1] we can show that
h
N−1∑
j=i+1
log
(
1
xj
)
x−$j ¡
∫ xN
xi
log
(
1
x
)
x−$ dx
=
x1−$i
(1− $) log(xi) +
1
(1− $)2 (1− x
1−$
i ): (18)
With the help of (17) and (18) from (16) we obtain
|ei|6 Ch
2
(1− $)2 (1− x
1−$
i ); i=1(1)N − 1: (19)
Hence we obtain for suJciently small h,
‖E‖¡C∗h2; C∗=C=(1− a)2: (20)
We next consider the convergence for the case u¿ 0. We may write U =U++U− where U+ ¿ 0.
U−6 0 and D − PU =M (I −M−1PU+) where we have set M =D − PU−. It is easy to see that
D−PU− is irreducible and monotone and (D−PU−)−16D−1. It therefore follows that (D−PU )
will be monotone provided I −M−1PU+ is monotone. Since ‖M−1P‖∞6 ‖D−1P‖∞ from Collatz
([3], Theorem 3, p. 378), (I − M−1PU+) will be monotone provided that u‖D−1P‖¡ 1, in any
norm. Taking the in%nity norm, we have I −M−1PU+ will be monotone provided that
u¡
1
‖D−1P‖∞ :
Since
‖D−1P‖∞=max
i
(−3 log(i=N )=4N 2 log 2)
− (h2=4)log(i=N )
i∑
j=2
[(2j + 1)=log((j + 1)=j)− (2j − 1)=log(j=(j − 1))]
+ (h2=4)
N−1∑
j=i+1
log(j=N )[(2j + 1)=log((j + 1)=j)− (2j − 1)=log(j=(j − 1))]:
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Expanding the summation terms and putting h=1=N we obtain
‖D−1P‖∞=max
i
1
4N 2
(N 2 − i2)
=
1
4
(
1− 1
N 2
)
for maximum; i=1: (21)
It follows that I−M−1PU+, and consequently, D−PU will be monotone provided u¡ 4:0. Hence
in the uniform norm, (I −M−1PU+)−1 exists and is bounded by
‖(I −M−1PU+)−1‖¡ 1=(1− u=4)
provided u¡ 4. Since the error equation (12) may be written as M (I − M−1PU+)E=T (h) and
since ‖M−1‖∞ 6 ‖D−1‖∞ with the help of (13) it follows that ‖E‖∞6C∗∗h2,
C∗∗=
C
(1− $)(1− u=4) provided u¡ 4:
4. Numerical illustrations
To illustrate our method (6) and (8) and its O(h2)-convergence we consider the following singular
two-point boundary value problems.
Problem 1.
y′′(x) +
1
x
y′(x) +
(
cos x +
1
x
sin x
)
=0;
y′(0)= 0; y(1)= cos 1:
The exact solution is y(x)= cos x.
Problem 2.
y′′(x) +
1
x
y′(x)= %x%−2(% + %x%)y(x);
y′(0)= 0; y(1)= e:
The exact solution is y(x)= exp(x%).
Problem 3.
y′′(x) +
1
x
y′(x) + , expy(x)= 0; 0¡x6 1;
y′(0)= 0; y(1)= 0:
The exact solution is
y(x)= 2 log
B+ 1
Bx2 + 1
; B=
(8− 2,)± {(8− 2,)2 − 4,2}1=2
2
:
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Table 1
Absolute errors ‖E‖ in Problem 1
N ‖E‖
20 4:4(−5)
40 1:1(−5)
80 2:7(−6)
160 6:8(−7)
Table 2
Absolute errors ‖E‖ in Problem 2
N ‖E‖
%=3:0
16 4:6(−3)
32 1:1(−3)
64 2:8(−4)
128 7:1(−5)
Table 3
Absolute errors ‖E‖ in Problem 3
N ‖E‖
8 2:0(−4)
16 5:0(−5)
32 1:2(−5)
64 3:1(−6)
128 7:8(−7)
In this problem, we take ,=1 and for the solution of the resulting non-linear %nite di&erence
equation (11) we used Newton’s method.
We solved these problems using our method (6) and (8) for di&erent values of N and % as
mentioned in the Tables 1–3. The absolute errors in the results obtained are given in tables. We
found that these results are accurate and show the second order convergence of method.
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