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Abstract
Much empirical research in economics and finance involves simultaneously testing mul-
tiple hypotheses. This paper proposes extended MinP (EMinP) tests by expanding the
minimand set of the MinP test statistic to include the p-value of a global test such as
a likelihood ratio test. We show that, compared with MinP tests, EMinP tests may
considerably improve the global power in rejecting the intersection of all individual hy-
potheses. Compared with closed tests EMinP tests have the computational advantage
by sharing the benefit of the stepdown procedure of MinP tests and can have a better
global power over the tests used to construct closed tests. Furthermore, we argue that
EMinP tests may be viewed as a tool to prevent data snooping when two competing
tests that have distinct global powers are exploited. Finally, the proposed tests are
applied to an empirical application on testing the effects of exercise.
Keywords:
Familywise error rate, Intersection of hypotheses, Global testing, Multiple testing,
Step-down procedure
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1. Introduction
Much empirical research in economics and finance involves simultaneously testing
multiple hypotheses. For example, the effectiveness of a government policy may be
measured through a set of outcome variables or through its effectiveness on subgroups of
the population. It is desired to determine which of these outcome variables or subgroups
of the population contribute to the effectiveness of the policy. This can be carried out
through simultaneously testing a set of hypotheses, each of which represents whether
there is a change in an outcome variable or a subgroup of the population after treatment
by the policy. False discovery might occur if one carries out tests without taking
into account the multiplicity of hypotheses. For example, the probability of wrongly
discovering some outcome variables or subgroups of the population that contribute to
the effectiveness of a government policy is likely to increase as more outcome variables
or subgroups of the population are used.
Consider simultaneously testing the null hypotheses, Hi, versus the alternative hy-
potheses H ′i, i ∈ K = {1, · · · , k}. A commonly used approach for multiple hypothesis
testing is what may be referred to as MinP (or MaxT) tests that take the test statistic
as the minimum of the p-values (or the maximum of the test statistic values), each of
which represents an individual test of Hi (see, e.g., Lehmann and Romano (2005, ch.
9), Romano et al. (2010) and Bretz et al. (2016)). (For the remainder of the paper
we shall focus on MinP tests.) An Hi is rejected if the corresponding p-value is in the
rejection region of MinP tests. Under some conditions multiple testing by MinP tests
ensures control of the familywise error rate (FWER) which is defined as the probability
of falsely rejecting at least one Hi. The ability to detect false Hi is enhanced by the
stepdown procedure of MinP tests (see, e.g., Romano and Wolf (2005a)). MinP tests
may be derived from the union intersection principle where the null hypothesis is the
intersection of all individual null hypotheses HK : ∩i∈KHi and the alternative hypoth-
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esis is the union of all individual alternative hypotheses HuK : ∪i∈KH ′i (Roy (1953)).
The rejection of any Hi implies the rejection of HK . Therefore, MinP tests can be
used for testing HK . In fact, testing HK by MinP tests may be implemented without
seeking evidence on which Hi to reject if HK is rejected (see, e.g., White (2000) and
Chung and Romano (2016)). That is, MinP tests may be used for testing HK versus
H ′K : ∪i∈K(Hi ∪ H ′i) − ∩i∈KHi. However, we shall show that MinP tests may have a
considerably lower power in rejecting HK compared with tests such as likelihood ratio
(LR) tests, although the rejection of HK by LR tests does not suggest which specific
Hi to reject. This power disadvantage of MinP tests in rejecting HK is a concern. For
example, the failure to declare the effectiveness of a government policy may have serious
consequences.
An alternative approach for multiple hypothesis testing is based on the closure test-
ing principle where tests such as LR tests are carried out for testing the intersection
hypotheses HJ : ∩i∈JHi versus H ′J : ∪i∈J(Hi ∪ H ′i) − ∩i∈JHi for all J ⊆ K individu-
ally. A hypothesis Hi, i ∈ K, is rejected if all HJ involving the Hi are rejected (see,
e.g., Marcus et al. (1976) and Romano et al. (2011)). The researcher may exploit the
power advantage of tests such as LR tests in testing the intersection hypothesis HK by
allowing for a rejection of HK without necessarily involving a rejection of Hi. From
now on we refer to the intersection hypothesis HK as the global hypothesis and the
power in testing HK versus H
′
K as the global power. Although closed tests control
the FWER without any restrictions on the dependence structure of the test statistics
for testing the intersection hypotheses HJ , J ⊆ K, the major disadvantage of closed
tests is computational feasibility when the number of individual hypotheses Hi is not
small. This is because closed tests in general require the construction of 2k − 1 tests
of the intersection hypotheses HJ . Even if the feasibility of closed tests is not an issue,
closed tests do not necessarily outperform MinP tests in multiple testing for correctly
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discovering H ′i as revealed in our empirical comparison study.
This paper presents an alternative approach for multiple hypothesis testing. We
term our approach as extended MinP (EMinP) tests that extend MinP tests by ex-
panding the minimand set of the MinP test statistic to include the p-value of a test
such as an LR test. EMinP tests work as follows. If the minimum of the p-values in
the minimand set of EMinP tests is less than the critical value, EMinP tests reject
the global hypothesis HK . If the minimum of the p-values associated with individual
tests of Hi, for all i ∈ K, is less than the critical value, EMinP tests reject the Hi that
corresponds to the minimum p-value and proceed to an existing stepdown procedure of
MinP tests with the remaining His. EMinP tests may reject HK without rejecting any
Hi. This occurs when the minimum of the p-values in the minimand set of EMinP tests
is less than the critical value while the minimum of the p-values associated with individ-
ual tests of Hi is greater than the critical value. However, the rejection of an Hi implies
the rejection of HK in EMinP tests. Therefore, EMinP tests possess the coherence
property pertinent to multiple testing (Gabriel et al. (1969) and Romano et al. (2011)).
We show that, compared with MinP tests, EMinP tests may considerably improve the
global power in rejecting HK . The overall global power disadvantage of MinP tests
may lead to an erroneous conclusion (Type II error) such as the non-effectiveness of a
government policy. Compared with closed tests EMinP tests have the computational
advantage by sharing the benefit of the stepdown procedure of MinP tests.
MinP tests can have a better global power compared with other tests such as LR
tests in testing HK . For example, this may occur when one or a few Hi are false.
Combining a MinP test and another test such as an LR test in the construction of
EMinP tests allows EMinP tests to share the strength of the global power of MinP tests
and the other test involved. We show that EMinP tests have a more balanced global
power in the sense that asymptotically the global power of EMinP tests is bounded
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between the global powers of the MinP test and the other test involved under some
conditions. It is beneficial to combine two competing tests that have a distinct global
power strength over the parameter space being tested. Researchers usually have little
information concerning the true distribution that generates the data. Choosing a test
based on the sample information inevitably leads to a data snooping problem. It has
been shown by many authors that data snooping is a dangerous practice that should
be avoided (see, e.g., White (2000), Romano and Wolf (2005b) and references therein).
We show that even with the number of hypotheses k = 2 the actual size can be inflated
fourfold at the 0.05 significance level if the researcher only reports the smallest p-value
of two competing tests. In this perspective EMinP tests may also be viewed as a tool
for White’s reality check (White (2000)) on data snooping when competing tests such
as MinP and LR tests are explored for testing the global hypothesis HK .
Other empirical applications that EMinP tests can be applied to are as follows. In
financial studies of the performance of several investment strategies or forecasting mod-
els relative to that of a common benchmark, or in the evaluation of the effectiveness of
government policies or social programs relative to that of a benchmark policy or pro-
gram (e.g., White (2000), Romano and Wolf (2005b), Romano et al. (2008), Clark and
McCracken (2012) and List et al. (2019)), the researcher may formulate Hi as a measure
of a non-worse performance of the benchmark over an alternative investment strategy,
forecasting model, government policy or social program. Here the global hypothesis
HK represents that there exists no alternative that outperforms the benchmark. It
is important to be able to reject HK when there exists at least one alternative that
outperforms the benchmark, as well as to identify which particular alternatives outper-
form the benchmark. In the analysis of capital asset pricing, historical returns of an
investment strategy in excess of the risk-free rate is regressed on historical returns of
a market proxy in excess of the risk-free rate in a simple time series regression (e.g.,
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Romano et al. (2008)). The researcher may formulate Hi as an intercept in regression
models being zero. Here the global hypothesis HK represents that the asset pricing
model is held. It is important to be able to detect the violation of the asset pricing
model as well as which investment strategies contribute to this violation.
The remainder of the paper is organized as follows. We motivate and illustrate
EMinP tests in Section 2. We then present EMinP tests in a more general setting
in Section 3 where some properties concerning EMinP tests are studied. In Section 4
simulation studies are provided to examine the performance of EMinP tests compared
with other tests. Section 5 provides a real data application for testing the effects that
exercise has on seven biometric measures based on the data published in Charness and
Gneezy (2009). Concluding remarks are made in Section 6. Proofs are presented in the
appendix.
2. Illustrations
In this section we motivate and describe EMinP tests in testing the multivariate
normal mean with a known covariance. Let X = (X1, ..., Xk)
′ ∼ N(µ,Σ), where µ =
(µ1, ..., µk)
′ and Σ has the structure of the equicorrelation matrix {ρij}, i, j ∈ K =
{1, · · · , k}, with ρij = ρ, if i 6= j and 1, otherwise. The individual null hypothesis is
Hi : µi = 0, i ∈ K. We consider the cases of two-sided testing with the alternative
hypothesis H ′i : µi 6= 0 in Sections 2.1–2.3 and one-sided testing with the alternative
H ′i : µi > 0 in Section 2.4. Let Φ(·) be the cumulative distribution function (CDF) of
the standard normal random variable and Fχ2k(·) be the CDF of the central chi-square
random variable with k degrees of freedom.
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2.1. A motivating example
Consider the two-sided testing with k = 2. MinP tests would reject Hi with the
control of the FWER if
pˆi(Xi) = 2Φ(− |Xi|) < cm(α),
where α ∈ (0, 1) is the significance level and cm(α) satisfies
Pr
µ=0
[min{pˆi(Xi), i ∈ K} < cm(α)] = α.
MinP tests would reject the global hypothesis HK : µ = 0 if min{pˆ1(X1), pˆ2(X2)} <
cm(α). If the researcher adopts LR tests for testing HK versus H
′
K : µ 6= 0, then HK
would be rejected if
pˆg(X) = 1− Fχ22(X21 +X22 + 2ρX1X2) < α.
Figure 1 shows the comparison of the rejection regions of LR tests and MinP tests
with ρ = 0 and α = 0.05. The rejection region of MinP tests is
Sm(α) = {X : pˆi(Xi) < cm(α) = 0.012, i = 1, 2},
which is the area outside the square box. The rejection region of LR tests is
Sg(α) = {X : 1− Fχ22(X21 +X22 ) < 0.05},
which is the area outside the circle. For X ∈ A = Sg(α) ∩ Scm(α), where Sc is the
complement set of S, LR tests reject HK , but MinP tests do not reject HK . For
X ∈ B = Scg(α) ∩ Sm(α), MinP tests reject HK , but LR tests do not reject HK . MinP
tests are more likely to reject HK than LR tests when one of |Xi|, i = 1, 2, dominates
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the other. However, as the boundary of the rejection region of LR tests is defined by the
circle X21 + X
2
2 = F
−1
χ22
(0.95) = 5.99, where F−1
χ22
(·) is the inverse CDF of Fχ22 , LR tests
are more likely to reject HK than MinP tests when none of |Xi|, i = 1, 2, dominates
the other. If one chooses LR tests or MinP tests based on the sample information, this
would inevitably lead to a data snooping problem. For example, if one chooses LR
tests or MinP tests depending on the outcome of rejection, this would effectively lead
to the enlarged rejection region as Sg(α)∪B or Sm(α)∪A. An enlarged rejection region
implies an inflated size. For example, the inflated size is about 0.07 at α = 0.05 when
ρ = 0.9 or −0.9. If LR tests are replaced by the sum test of Bittman et al. (2009) that
has the rejection region
Sg(α) = {X : |X1 +X2| >
√
2(1 + ρ)cΦ(α)},
where cΦ(α) is the (1−α/2)th quantile of the standard normal distribution, the inflated
size is about 0.21 when α = 0.05 and ρ = 0.9.
With regards to multiple testing of Hi, i = 1, 2, MinP tests reveal the evidence on
testing Hi with the control of the FWER. This is in contrast to LR tests. A rejection
of HK by LR tests does not reveal the evidence on rejecting Hi. One may proceed
to the closure procedure for multiple testing, in which the rejection of Hi, i = 1, 2,
requires the rejection of H{1,2} and Hi based on individual tests. When k is not small
the computational disadvantage of closed tests becomes apparent compared with MinP
tests as they may require 2k − 1 tests of the intersection hypotheses HJ = ∩i∈JHi,
J ⊆ K. In fact, closed tests may become computationally infeasible when k is even
moderately large.
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Figure 1: A comparison of the rejection regions of LR and MinP tests in the two-sided testing of µ = 0
when ρ = 0.
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2.2. EMinP tests
Consider the two-sided testing with k ≥ 2. The p-value of LR tests is pˆg(X) =
1− Fχ2k(X ′Σ−1X). EMinP tests are constructed with the test statistic
pˆe(X) = min{pˆg(X), pˆm(X)},
where
pˆm(X) = min{pˆ1(X1), ..., pˆk(Xk)}.
Let ce(α) be the critical value that satisfies
Pr
µ=0
{pˆe(X) < ce(α)} = α.
HK is rejected if the observed pˆe is less than ce(α); otherwise it is not rejected. Hi,
i ∈ K, is rejected if the observed pˆi is less than ce(α); otherwise it is not rejected.
To compare the power performance of EMinP tests with other tests, we approxi-
mate power functions of tests considered in Section 2 based on 1, 000, 000 and 100, 000
independent random draws from N(µ,Σ) for the cases of k = 2 and k > 2, respec-
tively. The exception is the global power function of LR tests which is computed as
Pr{χ2k(r2) > F−1χ2k (0.95)}, where χ
2
k(r
2) is the chi-square random variable with k de-
grees of freedom and the non-central parameter r2. Figure 2 presents the comparison
of the global powers of testing HK for LR, MinP and EMinP tests with α = 0.05 in the
bivariate case. We take µ1 = r cosϕ, r = 2 and
µ2 =
 ρµ1 +
√
(1− ρ2)(r2 − µ21) if µ1 ≥ 0,
ρµ1 −
√
(1− ρ2)(r2 − µ21) if µ1 < 0,
so that µ′Σ−1µ = r2. The comparison shows that LR tests have an overall global
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power advantage over MinP tests. However, MinP tests can outperform LR tests when
either |µ1| or |µ2| dominates the other. EMinP tests somewhat inherit the strength of
global power of LR and MinP tests. In relation to multiple testing, EMinP tests can
outperform closed tests. However, MinP tests are more likely to reject Hi, i ∈ K, than
EMinP tests. This is because min{pˆg(x), pˆm(x)} ≤ pˆm(x) for every x ∈ X with the
strict inequality holding for some x ∈ X leads to a smaller critical value in EMinP tests
than in MinP tests (see the proof leading to Equation (A.7) in the appendix). Figure
3 presents a comparison of the average number of correctly rejecting (ANCR) false Hi
for closed, MinP and EMinP tests.
To further illustrate that EMinP tests can share the power strength of MinP tests,
Figures 4 and 5 present comparison of the global power in testing HK , as well as
comparison of the probability of rejecting H1 in multiple testing as the number of
hypotheses k increases. The comparison in Figure 4 is based on the case of Σ = I and
µ = (3, 0, ..., 0)′ while that in Figure 5 is based on the case of ρij = 0.9, i 6= j, i, j ∈ K,
and µ = (3, ..., 3)′. The comparisons show that MinP tests have a clear power advantage
in both global and multiple testing. The advantage becomes increasingly apparent as
k increases. In contrast, LR tests in both global and multiple testing perform badly as
k increases. EMinP tests in such cases share some of the strength of MinP tests. It is
worth pointing out that while the dominant performance of MinP tests in the case of
Σ = I and µ = (3, 0, ..., 0)′ is expected, it is somewhat counterintuitive in the case of
ρij = 0.9, i 6= j, i, j ∈ K, and µ = (3, ..., 3)′.
2.3. Stepdown procedure
An improved ability to reject more Hi, i ∈ K, is possible for EMinP tests through
a stepdown testing procedure as for MinP tests. For example, for the points
X ∈ {X : pˆ1(X1) < ce(α), ce(α) < pˆ2(X2) < α}
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Figure 2: A comparison of the global powers of EMinP, LR and MinP tests in the two-sided testing of
µ = 0.
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EMinP tests:            ,  LR tests:            , MinP tests:            and the lines with the marker dot point 
indicating the results in the single procedure. 
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in the bivariate example, single-step EMinP tests reject H1, but not H2. However, if
we proceed in the same fashion as in the stepdown procedure of MinP tests one would
then reject H2 in the second step because pˆ2(X2) < α. Although EMinP tests have
a disadvantage compared with MinP tests in the first step of multiple testing, EMinP
tests would have the same outcomes as MinP tests in the stepdown procedure if the
hypothesis with the smallest pˆi(Xi) is rejected by both EMinP and MinP tests in the
first step of the stepdown procedure.
2.4. One-sided testing
When H ′i : µi > 0, i ∈ K, LR tests of
HK : µ = 0 vs H
′
K : {µ ≥ 0} − {µ = 0} (2.1)
have the test statistic under the normality assumption with a known Σ as
X ′Σ−1X − inf
t≥0
{(X − t)′Σ−1(X − t)}.
The null distribution of the test statistic is the so-called chi-bar-square distribution
which is a mixture of chi-square random variables as
χ2 =
k∑
j=0
pi(k, j,Σ)χ2j ,
where χ20 has a mass of 1 at 0 and pi(k, j,Σ) is the mixing probability (e.g., Kudoˆ (1963)
and Shapiro (1985)). Alternatively, one may adopt joint t tests for global testing of the
hypotheses (2.1). Let the test statistic of joint t tests be b′Σ−1X, where b ∈ Rk is a
column vector that satisfies b′Σ−1b = 1 and may be chosen such that the resultant joint
t tests possess some optimality properties (e.g., Schaafsma and Smid (1966), Bittman
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et al. (2009) and Lu (2013)). Then single-step EMinP tests based on joint t tests
with pˆg(X) = Φ(−b′Σ−1X) are an alternative to the Extended MaxT (EMaxT) tests
proposed in Lu (2016), which have the test statistic
max(b′Σ−1X,X1, ..., Xk).
Figures 6–9 present a comparison of the global power and the ANCR false Hi among
LR, joint t, EMaxT, MinP and EMinP tests that embed LR or joint t tests for the
bivariate example. The comparison is based on µ1 = r cosϕ, µ2 = r cosϕ and r = 1. It
is observed that EMinP tests embedding LR tests perform better overall in regard to
the global power than EMinP tests embedding joint t tests whereas the latter perform
better overall than the former in regard to the ANCR false Hi. Note that EMaxT
tests were originally proposed as a single-step procedure and may be improved by a
stepdown procedure for multiple testing. Therefore, EMaxT tests may be viewed as a
special case of the EMinP tests proposed in this paper, viz., single-step EMinP tests
embedding joint t tests for one-sided testing.
3. General EMinP tests
This section presents EMinP tests in a more general setting and studies some re-
lated theoretical properties. Suppose that the sample X(n), where n indicates sample
size, is generated from the unknown distribution P ∈ P, where P defines a certain
family of probability distributions. Let pˆ = pˆ(X(n)) be a p-value. Let G(n)(P ) be the
distribution of pˆ under P ∈ P and G(n)(·, P ) be the corresponding CDF. Denote by
φ(n) = φ(n)(X(n)) ∈ {0, 1} the test function with the value 1 indicating rejection and 0
non-rejection. Note that we consider nonrandomized tests in this paper. Nevertheless,
our results can be naturally extended to randomized tests.
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Figure 6: A comparison of the global powers of EMinP, LR, MinP and EMaxT tests in the one-sided
testing where EMinP and LR tests are constructed based on χ2 tests.
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EMinP tests:            ,  LR tests:            , MinP tests:            , EMaxT tests:            and the lines with the 
marker dot point indicating the results in the single procedure. 
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Figure 7: A comparison of the average number of correctly rejecting false Hi by EMinP, MinP, EMaxT
and closed tests in the one-sided testing where EMinP and closed tests are constructed based on χ2
tests.
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Figure 8: A comparison of the global powers of EMinP, MinP and joint t tests in the one-sided testing
where EMinP tests are constructed based on the joint t tests.
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marker dot point indicating the results in the single procedure. 
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Figure 9: A comparison of the average number of correctly rejecting false Hi by EMinP, MinP, EMaxT
and closed tests in one-sided testing where EMinP and closed tests are constructed based on the joint
t tests.
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Let Hi, i ∈ K = {1, ..., k}, and k ≥ 2, be the individual null hypotheses and H ′i
be the corresponding alternative hypotheses. Hi can be viewed as a subset Pi ⊂ P, in
which case Hi is equivalent to P ∈ Pi and H ′i is equivalent to P /∈ Pi. Let Ki ⊆ K be
a sub-index set and K∗ ⊆ K be the set containing the indices of true Hi. Denote by
PK = ∩i∈KPi ⊂ P the set of null distributions corresponding to the global hypothesis
HK and by P
′
K = P\PK the set of distributions corresponding to the alternative
hypothesis H ′K . Assume PK ⊂ Pi, for all i ∈ K. That is PK is strict subset of Pi, for
all i ∈ K.
In this paper we shall restrict our attention to the pointwise controls of the Type
I error and the FWER. Uniform control may exist in some applications by imposing
some condition on the distribution family P (see, e.g., Romano and Shaikh (2012)). A
test φ(n) of HK is referred to as the pointwise asymptotic level-α test if
lim sup
n→∞
EP∈PK (φ
(n)) ≤ α,
where EP∈PK (·) is the expected value with respect to the true P ∈ PK . In relation to
multiple testing, the FWER is the probability of rejecting any Hi, i ∈ K∗, under the
true P ∈ PK∗ . The asymptotic FWER control at the level α is achieved under the true
P ∈ PK∗ if lim supn→∞ FWER ≤ α. Note that the probability of rejecting any Hi,
i ∈ K∗, under a P ∈ PK is referred to as the weak control of the FWER which does
not guarantee the control of the FWER (see, e.g., Romano and Wolf (2005b)).
Let the subscripts e, g, m and i indicate EMinP, global, MinP and individual tests
of Hi, respectively. For example, pˆe, pˆg, pˆm and pˆi indicate the p-values of EMinP,
global, MinP and individual tests, respectively. Let cˆl(α), l ∈ {e, g,m}, be the critical
value such that
φ
(n)
l = 1{X(n):pˆl≤cˆl(α)}(X
(n)), (3.1)
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where 1(·) is the indicator function of the rejection region {X(n) : pˆl ≤ cˆl(α)}. Denote
by
d−→ the convergence in distribution.
3.1. Global testing
Let
pˆe = min(pˆg, pˆm),
where
pˆm = min(pˆ1, ..., pˆk).
The decision rule of EMinP tests in testing HK versus H
′
K is that HK is rejected if
the observed pˆe ≤ cˆe(α); it is accepted, otherwise. Alternatively, one may compute the
adjusted p-values of pˆg and pˆi as
pˆadjg = G
(n)
e (pˆg, P ∈ PK),
pˆadji = G
(n)
e (pˆi, P ∈ PK), i ∈ K
respectively. The adjusted p-value for testing HK is
pˆadje = min{pˆadjg , pˆadj1 , ..., pˆadjk }.
Then, HK is rejected if pˆ
adj
e < α; it is accepted otherwise. Algorithm 2 in the next
section provides an algorithm for computing cˆe(α) and the adjusted p-values.
One may implement EMinP tests using cˆe(α) = α/(k + 1) instead. We refer to the
procedure in which cˆe(α) is computed by Algorithm 2 as φ
(n)
e(1)
and to the procedure based
on cˆe(α) = α/(k + 1) as φ
(n)
e(2)
. EMinP tests for testing HK may also be conveniently
implemented by conducting the tests φ
(n)
g and φ
(n)
m separately. That is, reject HK if and
only if both tests φ
(n)
g and φ
(n)
m reject HK at the level α. We denote this procedure of
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EMinP tests as φ
(n)
e(3)
. That is, set φ
(n)
e(3)
= 1 if φ
(n)
g = 1 and φ
(n)
m = 1; φ
(n)
e(3)
= 0, otherwise.
The φ
(n)
e(2)
and φ
(n)
e(3)
procedures may be conservative in the sense that the limit superior
of test size is strictly less than α, but they are computationally easy to implement.
Assumption 1. With a fixed P ∈ P and l ∈ {e, g,m, i},
(i) G
(n)
l
d−→ Gl,
(ii) the CDF Gl(y, P ) is continuous and strictly increasing function of y ∈ (0, 1).
Remark 1. Assumption 1(ii) is satisfied in most applications because typical limit dis-
tributions are Gaussian, chi-squared and so on.
The following lemma concerns the size property of EMinP tests.
Lemma 3.1. With a fixed P ∈ PK,
(i) lim supn→∞E(φ
(n)
e(1)
) ≤ α if Assumption 1 holds for l = e,
(ii) lim supn→∞E(φ
(n)
e(2)
) ≤ α if Assumption 1(i) holds for l ∈ {g, i},
(iii) lim supn→∞E(φ
(n)
e(3)
) ≤ α if Assumption 1 holds for l ∈ {g,m}.
As observed in Section 2, φ
(n)
g and φ
(n)
m may have inferior global power compared with
the other test in the certain parameter space. A benefit of combining them, particularly
in the procedure φ
(n)
e(1)
, is that it may have a more balanced global power asymptotically
in the sense defined in Theorem 3.1.
Let φ˜
(n)
l = 1{X(n):pˆl≤cˆe(α)}(X
(n)), l ∈ {g,m}, be the test function that is based on
cˆe(α) instead of cˆl(α), l ∈ {g,m}, used in the test φ(n)l in (3.1). Let Sl(α) be the
rejection region at the level α under the limiting distribution Gl corresponding to the
test φ
(n)
l .
Assumption 2. With fixed P ∈ PK, Sl(α) ! Sl¯(α) for l, l¯ ∈ {g,m} and l 6= l¯.
Remark 2. Assumption 2 says that neither limit rejection region of the tests φ
(n)
l ,
l ∈ {g,m}, contains that of the other test.
23
Assumption 3. Assume for l, l¯ ∈ {g,m} and l 6= l¯ that
lim inf
n→∞
PP∈P′K (X
(n) ∈
{X(n) : φ(n)l = 0, φ˜(n)l¯ = 1} − {X(n) : φ
(n)
l = 1, φ˜
(n)
l = 0, φ˜
(n)
l¯
= 0}) > 0,
lim sup
n→∞
PP∈P′K (X
(n) ∈
{X(n) : φ(n)
l¯
= 0, φ˜
(n)
l = 1} − {X(n) : φ(n)l¯ = 1, φ˜
(n)
l¯
= 0, φ˜
(n)
l = 0}) < 0,
Theorem 3.1. If Assumptions 1, 2 and 3 hold, then the tests φ
(n)
e(t)
, t = 1, 2, have a
more balanced global power in the sense that
lim inf
n→∞
EP∈P′K (φ
(n)
e(t)
) > lim sup
n→∞
EP∈P′K (φ
(n)
l ),
lim sup
n→∞
EP∈P′K (φ
(n)
e(t)
) < lim inf
n→∞
EP∈P′K (φ
(n)
l ).
Remark 3. To illustrate Assumption 3 let us revisit the bivariate example in Section
2.1. Let S˜l(α) = {X : pˆl(X) ≤ ce(α)}, l ∈ {g,m}, φl = 1{X:pˆl(X)≤cl(α)}(X) and
φ˜l = 1{X:pˆl≤ce(α)}(X). Thus for l, l¯ ∈ {g,m} and l 6= l¯ we have
Scl ∩ S˜l¯ = {X : φl = 0, φ˜l¯ = 1}
Sl ∩ S˜cl ∩ S˜cl¯ = {X : φl = 1, φ˜l = 0, φ˜l¯ = 0}.
Assumption 3 is equivalent to requiring
PP∈P′K [X ∈ {Scl ∩ S˜l¯ − Sl ∩ S˜cl ∩ S˜cl¯ }] > 0,
PP∈P′K [X ∈ {Scl¯ ∩ S˜l − Sl¯ ∩ S˜cl¯ ∩ S˜cl }] < 0.
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3.2. Multiple testing
Let
pˆ(1) ≤ pˆ(2) · · · ≤ pˆ(k)
denote the ordered p-values pˆi, i ∈ K, and let H(1), H(2), ..., H(k), be the corresponding
hypotheses. If H(1) is rejected by φ
(n)
e , then EMinP tests proceed to a stepdown proce-
dure of MinP tests of the remaining H(2), ..., H(k). Let G
(n)
m,Ki
(·, P ∈ PKi), Ki ⊂ K, be
the CDF of pˆm,Ki = min(pˆi, i ∈ Ki) and Gm,Ki(·, P ) be the limit CDF of G(n)m,Ki(·, P ).
Let cˆm,Ki(α) be the αth quantile of G
(n)
m,Ki
(·, P ∈ PKi) and cm,Ki(α) be its counter-
part in Gm,Ki(·, P ∈ PKi). The following algorithm describes a general procedure for
conducting multiple hypothesis testing.
Algorithm 1.
1. Start with K1 = K.
With φ
(n)
e(t)
, t = 1, 2, accept H(i) for all i ∈ K and stop if pˆ(1) ≥ cˆe(α); otherwise,
reject H(1) and continue to Step 2.
or,
With φ
(n)
e(3)
, accept H(i) for all i ∈ K and stop if the condition that pˆ(1) < cˆm(α)
and pˆg < α is not met; otherwise, reject H(1) and continue to Step 2.
2. Let K2 be the set of the indices associated with H(2), ..., H(k). Accept H(i) for all
i ∈ K2 and stop if pˆ(2) ≥ cˆm,K2(α); otherwise, reject H(2) and continue.
3. Repeat Step 2 with Ki, i = 3, ..., k, being the set of the indices associated with H(i),
..., H(k) and replacing the subscript 2 in pˆ(2), cˆm,K2(α) and H(2) with i. Continue
the process until all H(i), i ∈ Ki, are accepted or Ki is empty.
Remark 4. Instead of numerically evaluating G
(n)
m,Ki
to obtain cˆm,Ki(α) one may make
use of the Bonferroni inequality and take cˆm,Ki(α) = α/ |Ki|, Ki ⊂ K, where |Ki| is the
cardinality of Ki, starting from the second step of Algorithm 1.
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Assumption 4. Under the true P ∈ PK∗,
(i) the CDF Gm,Ki(y, P ), K∗ ⊆ Ki ⊂ K, is continuous and strictly increasing function
of y, and
(ii) cm,Ki(α) ≤ cm,K∗(α) for K∗ ⊆ Ki ⊆ K.
Theorem 3.2. Under Assumptions 1, 2 and 4 the multiple testing procedures described
in Algorithm 1 have the limit superior of the FWER being strictly less than α, i.e.,
lim supn→∞ FWER < α.
Remark 5. Assumption 4(ii) is the monotonicity condition in Romano and Wolf (2005a)
that ensures the FWER control in MinP tests. It may fail to hold in some cases as
illustrated in Romano and Wolf (2005a). Unlike MinP tests the monotonicity condition
leads to the strict control of the FWER in EMinP tests. This may compromise the
ability to reject Hi in multiple testing by EMinP tests. Nevertheless, such a compromise
may be rewarded with a marked improvement in the global power. Furthermore, such a
compromise is necessary to ensure that the data snooping problem discussed previously
is not an issue.
4. Monte Carlo studies
This section reports a simulation study on tests of the multivariate mean. The
significance level is set to 0.05. The number of replications is set to 2000. Let X(n) =
{Xt = (Xt1, ..., Xtk)′, t = 1, ..., n}, where Xt is an independent k-dimensional random
vector from the multivariate normal distribution with the mean µ = (µ1, ..., µk)
′ and
covariance ΣX . In our simulation study we let ΣX have the correlation matrix structure
{ρij}, i, j ∈ K. Let X¯ = (X¯1, ..., X¯k)′ be the studentized sample mean and Σˆ be the
correlation matrix corresponding to ΣˆX = (n − 1)−1
∑n
t=1(Xt − X¯)(Xt − X¯)′. By the
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multivariate central limit theorem it follows that
n
1
2 Σˆ−
1
2
(
X¯ − µ) d−→ N (0, I) ,
where Σˆ1/2 is the matrix such that Σˆ1/2Σˆ1/2 = Σˆ.
We conduct simulation studies on two-sided testing of µ for comparing the perfor-
mance of the EMinP φ
(n)
e(1)
test with that of other tests. Hotelling’s T 2 tests are adopted
for testing the global hypothesis HK , as well as for implementing EMinP tests and
closed tests. For an individual test of Hi : µi = 0 against H
′
i : µi 6= 0, i ∈ K, the test
statistic is Ti =
∣∣∣n 12 X¯i∣∣∣. We consider two approaches for computing p-values. One is
based on the bootstrap method and the other is based on a limit normal distribution.
Algorithm 2 below provides an algorithm for implementing the EMinP test φ
(n)
e(1)
.
Algorithm 2.
1. Generate a sufficiently large number of observations, Xd = (Xd1 , ..., X
d
k ), d ∈ D,
either from bootstrap samples in which set Xd equal to the bootstrap sample mean
X¯ or from the multivariate normal distribution with the mean 0 and covariance
ΣˆX .
2. Compute the p-values pˆg(X
d) and pˆi(X
d), i ∈ K, for each d ∈ D and the p-values
pˆg and pˆi, i ∈ K, for the original sample based on either the bootstrap distribution
or the limit normal distribution. Let pˆe(X
d) = min{pˆg(Xd), pˆ1(Xd1 ), ..., pˆk(Xdk )}
and pˆe = min{pˆg, pˆ1, ..., pˆk}.
3. Compute the α quantile of the ascending ordered sequence {pˆe(Xd), d ∈ D} as
cˆe, or the adjusted p-values pˆ
adj
g and pˆ
adj
i , for all i ∈ K, as the proportion of
{pˆe(Xd), d ∈ D} that are less than pˆg and pˆi, respectively, and take pˆadje =
min(pˆadjg , pˆ
adj
1 , ..., pˆ
adj
k ).
4. If pˆe ≥ cˆe (or pˆadje ≥ α) accept HK and stop; otherwise reject HK.
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5. Proceed to Algorithm 1 for multiple testing.
In our Monte Carlo simulation study the design of the correlation matrix ΣX = {ρij}
has two structures, one taking the form of the equicorrelation matrix and the other
taking ρij = a
|i−j| with a = 0.5 or −0.5. In the bootstrap approach 2000 bootstrap
samples are used. In the limit distribution approach we compute pˆi = 2Φ(−
∣∣∣n 12 X¯i∣∣∣)
and pˆg = 1 − Fχ2k(nX¯ ′Σˆ−1X¯), and use 10, 000 random draws for approximating the
distribution G
(n)
e (y, P ) and G
(n)
m,Ki
(y, P ), Ki ⊆ K. Tables 1–6 report the results of
the simulation study. The results for the global hypothesis testing are reported in
the estimated sizes and powers. The results for the multiple hypothesis testing are
reported in the estimated FWER and the estimated ANCR false Hi. The notation
1k,m represents the k-dimension column vector with the first m elements being 1 and
the remaining elements being 0. We observe that Hotelling’s T 2 tests outperform MinP
tests in the global power in many instances, but this is not always the case. The global
power performance of MinP tests can be up to 20% more in cases where the individual
Xti, i ∈ K, has an equal mean and they are positively correlated. This observation is in
line with what we observed in Section 2. With regard to the ANCR false Hi in multiple
testing, the closure procedure based on Hotelling’s T 2 tests may perform better than
MinP tests in some cases and worse in others. Our EMinP tests appear to have their
global power bounded between the global powers of Hotelling’s T 2 tests and MinP tests.
In some cases EMinP tests considerably improve the global power of MinP tests with
little compromise on the multiple testing power measured in the ANCR false Hi. The
results based on the bootstrap approach reported in Tables 1 and 2 are very close to
the results based on the limit distribution approach reported in Tables 3 and 4 for the
case k = 4.
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Table 1: The estimated sizes/powers in percentages in global testing, and the estimated FWER in
percentages and the ANCR false Hi in multiple testing procedures based on bootstrap with n = 100.
µ EMinP MinP T 2
HK FWER ANCR HK FWER ANCR HK FWER ANCR
ρij = −0.25, i 6= j
14,0 4.85 4.50 0 4.85 4.85 0 4.65 2.75 0
0.2214,1 47.60 2.55 0.37 40.35 2.70 0.38 55.80 3.45 0.31
0.1314,2 41.95 1.95 0.22 24.65 2.10 0.23 59.10 2.55 0.20
0.114,3 49.45 1.05 0.19 20.75 1.10 0.20 69.50 1.10 0.19
0.0714,4 36.30 0 0.13 13.40 0 0.13 56.05 0 0.12
ρij = 0, i 6= j
14,0 5.25 5.15 0 5.30 5.30 0 5.40 3.30 0
0.2514,1 51.25 2.55 0.48 51.00 2.60 0.48 45.55 4.00 0.38
0.214,2 54.85 2.00 0.51 53.80 2.05 0.52 56.30 3.85 0.55
0.1514,3 42.10 1.15 0.39 41.00 1.15 0.40 48.20 1.60 0.45
0.1414,4 47.25 0 0.43 43.85 0 0.44 56.55 0 0.61
ρij = 0.5, i 6= j
14,0 5.10 4.55 0 4.70 4.70 0 5.80 2.75 0
0.2214,1 49.15 2.20 0.38 41.80 2.50 0.39 55.35 3.55 0.37
0.1714,2 43.50 1.85 0.32 35.60 1.85 0.34 50.15 3.50 0.38
0.1714,3 48.65 0.75 0.42 44.70 0.90 0.44 51.85 2.75 0.61
0.1714,4 47.55 0 0.47 48.90 0 0.49 35.50 0 0.78
ρij = 0.9, i 6= j
14,0 4.75 3.55 0 4.80 4.80 0 4.35 1.15 0
0.1114,1 50 2.05 0.11 15.60 2.60 0.13 62.45 1.55 0.16
0.0914,2 46.30 1.25 0.11 14.05 1.75 0.12 59.85 2.65 0.14
0.114,3 46.15 1.25 0.13 16.95 1.55 0.15 58.90 4.20 0.19
0.214,4 50.15 0 0.50 53.95 0 0.54 34.25 0 1.01
ρij = 0.5
|i−j|
14,0 6.05 5.80 0 6.10 6.10 0 4.70 2.65 0
0.2414,1 53.20 2.85 0.44 48.45 3.10 0.45 56.30 3.05 0.39
0.214,2 49.85 1.70 0.45 48.40 1.80 0.47 50.80 4.00 0.57
0.1814,3 51.60 0.90 0.49 50.80 0.95 0.50 49.30 3.10 0.70
0.1714,4 49.55 0 0.49 50.40 0 0.50 40.25 0 0.78
ρij = (−0.5)|i−j|
14,0 5.70 5.20 0 5.65 5.65 0 5.90 3.00 0
0.2414,1 52.55 1.95 0.46 49.60 2.25 0.47 56.45 2.70 0.40
0.1314,2 37.00 2.00 0.22 24.80 2.10 0.23 52.15 2.55 0.21
0.1114,3 46.90 0.60 0.24 25.65 0.70 0.25 64.30 1.65 0.27
0.0914,4 40.65 0 0.20 21.35 0 0.21 58.60 0 0.23
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Table 2: The estimated sizes/powers in percentages in global testing, and the estimated FWER in
percentages and the ANCR false Hi in multiple testing procedures based on bootstrap with n = 200.
µ EMinP MinP T 2
HK FWER ANCR HK FWER ANCR HK FWER ANCR
ρij = −0.25, i 6= j
14,0 4.80 4.45 0 4.70 4.70 0 4.75 2.20 0
0.2214,1 83.20 1.40 0.72 74.60 1.45 0.73 88.85 3.20 0.68
0.1314,2 80.55 2.15 0.45 48.55 2.20 0.46 90.35 4.45 0.49
0.114,3 88.30 1.10 0.40 42.45 1.15 0.41 95.20 2.35 0.50
0.0714,4 76.45 0 0.26 26.45 0 0.26 88.80 0 0.31
ρij = 0, i 6= j
14,0 4.95 4.90 0 5.10 5.10 0 5.35 3.55 0
0.2514,1 85.45 1.20 0.84 85.30 1.20 0.84 80.50 3.80 0.76
0.214,2 87.00 0.80 0.85 86.00 0.85 0.85 90.30 4.70 1.19
0.1514,3 76.25 0.75 0.71 72.90 0.75 0.72 84.55 4.50 1.18
0.1414,4 81.75 0 0.75 75.95 0 0.76 89.20 0 1.61
ρij = 0.5, i 6= j
14,0 5.50 5.05 0 5.35 5.35 0 4.95 2.60 0
0.2214,1 84.10 1.35 0.73 74.90 1.40 0.74 89.30 3.20 0.78
0.1714,2 78.65 1.00 0.65 66.65 1.15 0.66 84.90 3.05 0.98
0.1714,3 81.45 0.70 0.72 74.35 0.70 0.74 86.10 5.25 1.50
0.1714,4 78.45 0 0.78 79.45 0 0.79 67.40 0 1.98
ρij = 0.9, i 6= j
14,0 6.00 4.50 0 5.35 5.35 0 4.75 1.20 0
0.1114,1 87.80 2.00 0.23 28.35 2.40 0.26 93.20 2.00 0.33
0.0914,2 85.25 1.05 0.20 24.30 1.40 0.23 91.45 2.70 0.33
0.114,3 86.05 1.15 0.27 31.80 1.30 0.31 91.90 4.85 0.45
0.214,4 79.25 0 0.79 82.05 0 0.82 62.05 0 2.19
ρij = 0.5
|i−j|
14,0 5.35 5.00 0 5.35 5.35 0 5.00 2.90 0
0.2414,1 85.95 1.30 0.80 81.90 1.45 0.80 88.10 2.40 0.79
0.214,2 82.20 1.25 0.78 80.40 1.30 0.79 83.00 4.45 1.24
0.1814,3 82.95 0.65 0.80 80.95 0.70 0.80 82.30 4.35 1.64
0.1714,4 82.15 0 0.82 82.90 0 0.83 78.65 0 2.15
ρij = (−0.5)|i−j|
14,0 5.65 5.60 0 5.80 5.80 0 5.40 2.75 0
0.2414,1 88.00 1.10 0.82 84.50 1.10 0.83 90.60 2.95 0.81
0.1314,2 73.40 1.65 0.49 51.95 1.80 0.50 85.85 2.90 0.53
0.1114,3 83.20 0.55 0.46 48.40 0.55 0.48 92.60 1.90 0.62
0.0914,4 78.55 0 0.38 39.05 0 0.39 90.25 0 0.58
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Table 3: The estimated sizes/powers in percentages in global testing, and the estimated FWER in
percentages and the ANCR false Hi in multiple testing procedures based on the limiting normal
distribution with n = 100.
µ EMinP MinP T 2
HK FWER ANCR HK FWER ANCR HK FWER ANCR
ρij = −0.25, i 6= j
14,0 5.85 5.30 0 5.35 5.35 0 5.05 4.70 0
0.2214,1 52.00 5.20 0.39 43.15 5.45 0.40 58.35 8.30 0.43
0.1314,2 48.35 3.35 0.25 27.50 3.55 0.26 59.45 5.80 0.34
0.114,3 56.80 1.55 0.24 24.35 1.80 0.24 68.70 2.90 0.33
0.0714,4 45.05 0 0.17 16.00 0 0.17 57.65 0 0.25
ρij = 0, i 6= j
14,0 5.70 5.40 0 5.45 5.45 0 4.55 3.70 0
0.2514,1 52.85 5.00 0.50 53.05 5.15 0.51 47.75 4.15 0.44
0.214,2 57.20 3.90 0.67 54.75 3.85 0.67 57.35 4.10 0.60
0.1514,3 49.60 1.80 0.56 45.40 1.75 0.56 52.80 2.75 0.56
0.1414,4 50.70 0 0.60 45.75 0 0.61 56.50 0 0.68
ρij = 0.5, i 6= j
14,0 5.45 4.90 0 5.50 5.50 0 4.70 2.75 0
0.2214,1 50.95 5.00 0.36 40.75 5.45 0.38 55.25 3.40 0.31
0.1714,2 46.80 3.40 0.47 37.90 3.55 0.49 52.20 2.45 0.38
0.1714,3 50.65 2.45 0.75 45.20 2.45 0.77 51.00 1.85 0.63
0.1714,4 48.35 0 1.08 50.85 0 1.12 34.90 0 0.88
ρij = 0.9, i 6= j
14,0 5.45 4.10 0 5.30 5.30 0 5.00 2.10 0
0.1114,1 56.10 4.90 0.11 15.05 5.35 0.13 63.85 2.55 0.16
0.0914,2 51.50 3.40 0.17 14.20 3.90 0.20 59.75 2.50 0.15
0.114,3 51.40 3.85 0.34 17.95 4.15 0.37 57.50 4.50 0.22
0.214,4 49.50 0 1.70 54.05 0 1.78 32.20 0 1.06
ρij = 0.5
|i−j|
14,0 6.60 5.85 0 6.10 6.10 0 5.45 3.00 0
0.2414,1 56.65 4.35 0.49 51.80 4.60 0.50 58.25 3.05 0.41
0.214,2 52.80 4.40 0.68 49.50 4.45 0.68 49.25 3.65 0.52
0.1814,3 52.20 2.30 0.83 49.55 2.35 0.84 48.40 2.05 0.65
0.1714,4 51.95 0 1.06 52.40 0 1.07 43.65 0 0.92
ρij = (−0.5)|i−j|
14,0 5.55 5.00 0 5.30 5.30 0 4.95 3.60 0
0.2414,1 56.05 5.10 0.48 50.50 5.20 0.48 56.20 7.50 0.44
0.1314,2 42.95 3.15 0.24 27.25 3.70 0.25 54.00 5.15 0.26
0.1114,3 49.10 1.55 0.25 24.65 1.55 0.26 61.55 1.75 0.31
0.0914,4 47.80 0 0.25 23.90 0 0.26 58.25 0 0.34
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Table 4: The estimated sizes/powers in percentages in global testing, and the estimated FWER in
percentages and the ANCR false Hi in multiple testing procedures based on the limiting normal
distribution with n = 200.
µ EMinP MinP T 2
HK FWER ANCR HK FWER ANCR HK FWER ANCR
ρij = −0.25, i 6= j
14,0 5.80 5.45 0 5.75 5.75 0 5.40 5.00 0
0.2214,1 85.05 4.60 0.73 75.30 4.90 0.74 89.90 8.40 0.78
0.1314,2 81.35 3.40 0.52 49.10 3.60 0.53 89.70 6.80 0.67
0.114,3 89.15 1.75 0.46 43.25 1.75 0.47 95.00 3.70 0.67
0.0714,4 81.65 0 0.30 28.75 0 0.30 90.65 0 0.45
ρij = 0, i 6= j
14,0 4.25 4.25 0 4.35 4.35 0 3.95 2.55 0
0.2514,1 85.10 4.70 0.84 84.95 4.75 0.84 80.05 3.65 0.78
0.214,2 88.10 5.05 1.32 86.95 5.05 1.32 91.10 5.35 1.25
0.1514,3 78.50 2.30 1.18 74.45 2.30 1.17 83.75 3.75 1.21
0.1414,4 84.35 0 1.43 77.75 0 1.44 90.15 0 1.68
ρij = 0.5, i 6= j
14,0 4.80 4.00 0 4.35 4.35 0 4.40 2.45 0
0.2214,1 85.45 4.60 0.74 76.80 4.85 0.75 89.40 2.65 0.68
0.1714,2 78.60 3.75 0.99 65.90 4.05 1.01 86.25 2.95 0.88
0.1714,3 82.75 3.00 1.59 75.85 3.05 1.62 86.90 2.70 1.46
0.1714,4 77.40 0 2.27 78.50 0 2.29 66.80 0 2.04
ρij = 0.9, i 6= j
14,0 4.50 3.40 0 4.80 4.80 0 4.20 1.40 0
0.1114,1 90.65 3.65 0.21 26.65 4.25 0.25 95.05 2.40 0.33
0.0914,2 86.70 4.85 0.31 23.05 5.15 0.35 92.20 3.95 0.32
0.114,3 84.50 3.50 0.59 29.90 3.90 0.65 89.90 5.35 0.41
0.214,4 81.70 0 3.02 83.25 0 3.05 63.15 0 2.29
ρij = 0.5
|i−j|
14,0 3.90 3.75 0 4.30 4.30 0 3.70 1.45 0
0.2414,1 87.60 4.85 0.81 83.30 4.95 0.82 89.50 2.55 0.76
0.214,2 84.10 4.50 1.34 80.50 4.55 1.35 84.40 3.40 1.18
0.1814,3 81.05 3.60 1.68 79.30 3.65 1.70 81.15 3.95 1.49
0.1714,4 82.00 0 2.22 83.00 0 2.24 78.30 0 2.15
ρij = (−0.5)|i−j|
14,0 4.95 4.45 0 5.15 5.15 0 4.95 3.30 0
0.2414,1 86.05 5.00 0.80 82.95 5.30 0.82 88.25 7.85 0.79
0.1314,2 76.20 3.45 0.50 49.95 3.60 0.53 85.25 6.15 0.54
0.1114,3 86.40 1.95 0.55 49.05 2.00 0.56 94.15 3.00 0.70
0.0914,4 81.10 0 0.48 41.00 0 0.50 90.55 0 0.66
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Table 5: The estimated sizes/powers in percentages in global testing, and the estimated FWER in
percentages and the ANCR false Hi in multiple testing procedures based on bootstrap with n = 100.
µ EMinP MinP T 2
HK FWER ANCR HK FWER ANCR HK FWER ANCR
ρij = −0.15, i 6= j
16,0 5.00 4.85 0 5.05 5.05 0 5.15 1.70 0
0.2216,1 40.35 5.20 0.34 37.70 5.50 0.34 42.10 2.30 0.19
0.1316,3 50.20 2.85 0.29 29.25 2.90 0.30 72.30 1.85 0.19
0.116,5 69.05 1.40 0.25 24.95 1.45 0.26 87.55 0.85 0.18
0.0716,6 43.55 0 0.18 17.25 0 0.18 67.40 0 0.11
ρij = 0, i 6= j
16,0 5.55 5.30 0 5.50 5.50 0 5.00 1.75 0
0.2516,1 46.65 4.10 0.44 46.25 4.10 0.45 37.50 1.60 0.27
0.216,3 63.95 3.75 0.81 61.45 3.80 0.82 70.60 3.00 0.60
0.1516,5 54.05 0.75 0.67 48.85 0.75 0.68 65.70 1.20 0.61
0.1416,6 54.30 0 0.68 49.40 0 0.69 68.15 0 0.65
ρij = 0.5, i 6= j
16,0 4.90 4.70 0 5.25 5.25 0 4.05 0.90 0
0.2216,1 43.35 5.50 0.34 37.25 5.60 0.35 50.20 1.80 0.27
0.1716,3 48.80 2.60 0.58 39.55 2.85 0.59 59.95 2.20 0.40
0.1716,5 49.45 0.60 0.89 47.80 0.60 0.90 49.55 1.80 0.60
0.1716,6 49.85 0 1.05 51.25 0 1.06 29.90 0 0.76
ρij = 0.9, i 6= j
16,0 4.50 3.45 0 4.55 4.55 0 4.35 0.75 0
0.1116,1 43.85 4.50 0.09 13.35 5.05 0.10 60.60 0.90 0.12
0.0916,3 57.20 1.80 0.23 13.95 2.50 0.25 72.15 1.55 0.12
0.116,5 42.30 1.05 0.38 18.20 1.30 0.41 55.00 3.10 0.15
0.216,6 49.65 0 1.37 53.15 0 1.43 24.90 0 0.81
ρij = 0.5
|i−j|
16,0 6.35 6.15 0 6.30 6.30 0 5.40 2.15 0
0.2416,1 46.70 4.65 0.41 44.65 4.90 0.42 46.60 1.90 0.26
0.216,3 53.15 2.85 0.84 53.25 2.90 0.85 49.20 1.85 0.53
0.1816,5 57.80 0.80 1.03 57.20 0.80 1.04 52.70 2.05 0.80
0.1716,6 55.05 0 1.06 55.80 0 1.07 46.20 0 0.91
ρij = (−0.5)|i−j|
16,0 5.55 5.25 0 5.60 5.60 0 4.85 1.35 0
0.2416,1 44.70 4.50 0.40 42.25 4.60 0.40 47.40 2.15 0.26
0.1316,3 49.90 3.05 0.27 28.05 3.15 0.28 71.55 1.95 0.18
0.1116,5 65.30 1.00 0.34 30.60 1.00 0.35 85.15 0.55 0.27
0.0916,6 51.70 0 0.26 22.90 0 0.27 72.70 0 0.19
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Table 6: The estimated sizes/powers in percentages in global testing, and the estimated FWER in
percentages and the ANCR false Hi in multiple testing procedures based on bootstrap with n = 200.
µ EMinP MinP T 2
HK FWER ANCR HK FWER ANCR HK FWER ANCR
ρij = −0.15, i 6= j
16,0 5.85 5.75 0 6.10 6.10 0 5.90 1.95 0
0.2216,1 74.20 4.35 0.68 69.80 4.40 0.69 78.05 2.25 0.55
0.1316,3 89.70 3.05 0.65 54.20 3.10 0.66 96.70 2.75 0.51
0.116,5 98.40 0.95 0.57 48.95 0.95 0.58 99.90 1.05 0.60
0.0716,6 88.20 0 0.33 30.40 0 0.34 96.65 0 0.28
ρij = 0, i 6= j
16,0 4.85 4.75 0 4.80 4.80 0 4.30 1.50 0
0.2516,1 83.20 4.95 0.83 83.30 4.95 0.83 74.40 2.40 0.67
0.216,3 93.35 2.95 1.81 92.00 2.95 1.81 96.45 3.95 1.55
0.1516,5 88.80 1.00 1.59 82.75 1.00 1.60 94.70 3.55 1.79
0.1416,6 90.60 0 1.62 82.95 0 1.62 96.50 0 2.17
ρij = 0.5, i 6= j
16,0 4.65 4.30 0 4.60 4.60 0 4.45 1.10 0
0.2216,1 82.30 5.15 0.71 73.60 5.35 0.71 87.20 2.20 0.74
0.1716,3 86.10 2.20 1.32 67.65 2.35 1.33 92.60 3.30 1.20
0.1716,5 82.30 0.30 1.83 77.35 0.35 1.84 87.00 4.40 2.01
0.1716,6 79.10 0 1.98 79.70 0 1.99 61.45 0 2.30
ρij = 0.9, i 6= j
16,0 4.50 3.45 0 4.55 4.55 0 4.35 0.75 0
0.1116,1 43.85 4.50 0.09 13.35 5.05 0.10 60.60 0.90 0.12
0.0916,3 57.20 1.80 0.23 13.95 2.50 0.25 72.15 1.55 0.12
0.116,5 42.30 1.05 0.38 18.20 1.30 0.41 55.00 3.10 0.15
0.216,6 49.65 0 1.37 53.15 0 1.43 24.90 0 0.81
ρij = 0.5
|i−j|
16,0 5.60 5.35 0 5.60 5.60 0 4.90 1.70 0
0.2416,1 82.75 4.75 0.79 80.20 4.75 0.79 84.05 1.85 0.69
0.216,3 86.20 2.60 1.82 84.90 2.65 1.83 85.55 2.70 1.53
0.1816,5 88.80 0.75 2.11 88.15 0.75 2.11 88.90 3.90 2.45
0.1716,6 87.30 0 2.15 87.55 0 2.16 82.95 0 2.89
ρij = (−0.5)|i−j|
16,0 5.40 5.25 0 5.60 5.60 0 6.20 2.10 0
0.2416,1 84.20 4.80 0.79 80.80 4.90 0.80 84.40 1.90 0.68
0.1316,3 91.95 3.20 0.68 57.10 3.30 0.69 97.35 2.30 0.54
0.1116,5 97.80 0.70 0.77 58.90 0.70 0.79 99.40 1.05 0.81
0.0916,6 92.85 0 0.58 46.00 0 0.60 98.20 0 0.60
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5. An empirical example
This section studies a real data application for evaluating the effectiveness of exer-
cise using the data reported in Charness and Gneezy (2009). The data are available
as supplemental materials on the Econometrica website and contain seven biometric
measures on the participants. The measures are indicated in Table 7. The participants
are randomly divided into three groups, namely, the control group (G1), the first treat-
ment group who are paid $25 to attend the gym once a week (G2), and the second
treatment group who are paid an additional $100 to attend the gym eight more times
in the following four weeks (G3). G1 has 39 participants, G2 has 56 participants (after
excluding one who has incomplete observations on some of variables) and G3 has 60
participants. See Charness and Gneezy (2009) for more details.
Denote by Xq,tq ,i, the change from the initial measurement level to the final mea-
surement level taken after 20 weeks for the qth group, the tqth participant and the ith
measure with q ∈ {G1, G2, G3}, tq ∈ {1, ..., nq}, nG1 = 39, nG2 = 56, nG3 = 60 and
i ∈ K = {1, ..., 7}. Let Xq,tq = (Xq,tq ,1, ...Xq,tq ,7)′. Let X¯q = n−1q
∑nq
tq=1
Xq,tq be the
sample mean for the qth group and Σˆq = (nq − 1)−1
∑nq
tq=1
(Xq,tq − X¯q)(Xq,tq − X¯q)′ be
the corresponding covariance matrix. Let µq = (µq,1, ..., µq,k)
′ be the population mean
corresponding to X¯q. Chung and Romano (2016) conducted multiple hypothesis testing
of
Hi : µq1,i = µq2,i vs H
′
i : µq1,i 6= µq2,i,
where q1, q2 ∈ {G1, G2, G3} and q1 6= q2, for each i ∈ K of seven biometric measures.
Their multiple tests are based on closed tests with the intersection hypotheses HJ ,
J ⊆ K, being tested by either their modified Hotelling’s T 2 test or their MaxT test
(note that they did not use the term ‘MaxT’).
We implement EMinP tests based on the modified Hotelling’s T 2 test and the MaxT
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test proposed by Chung and Romano (2016). The modified Hotelling’s T 2 test has the
test statistic
Tg = nq1X¯
′
q1q2
Σˆ−1q1q2X¯q1q2 ,
where
X¯q1q2 = X¯q1 − X¯q2 ,
Σˆq1q2 = Σˆq1 +
nq1
nq2
Σˆq2 ,
for testing
HK : µq1 = µq2 vs H
′
K : µq1 6= µq2 .
The individual tests of Hi have the test statistic
n1/2q1
∣∣X¯q1,i − X¯q2,i∣∣√
Σˆ
(ii)
q1q2
, i ∈ K
where Σˆ
(ii)
q1q2 is the (i, i)th element of Σˆq1q2 .
Following Chung and Romano (2016), we generate Xd = X¯q1q2 , d ∈ D, in our
Algorithm 2 from the two-sample random permutations. For each Xd ∈ D we bootstrap
pˆg(X
d) and pˆi(X
d) by following Algorithm 2.1 of Chung and Romano (2016). The
adjusted sample p-values of pˆadjg and pˆ
adj
i are then computed as the proportions of
the values in the permuted sample sequence {pˆe(Xd), d ∈ D} that are less than the
observed sample pˆg and pˆi, respectively. The number of random permuted samples is
set to 10, 000 (with 9999 permuted samples generated plus the original sample). The
number of bootstrap samples is set to 3000.
We compare the results of the EMinP test with those of Chung and Romano’s
modified Hotelling’s T 2 test and the MinP test, as well as the closed tests based on the
modified Hotelling’s T 2 test and the MinP test. Table 7 reports the difference in the
36
sample averages X¯q1q2 (column 2), the associated standard errors (s.e.) n
−1/2
q1
√
Σˆ
(ii)
q1q2
(column 3) and p-values. The p-values of the single-step MinP test are reported in
column 4: they are computed as the proportion of {min(pˆi(Xd), i ∈ K), d ∈ D} that is
less than the original sample pˆi. The p-values of the modified Hotelling’s T
2 test are
also reported in column 4. The p-value of the closed tests for testing Hi is reported
as the largest p-value of those in testing HJ for all J ⊆ K that involve Hi. Columns
5 and 6 report the p-values of the closed tests based on the modified Hotelling’s T 2
test and the MinP test, respectively. The adjusted p-values in the first step of the
EMinP test are reported in column 7. The adjusted p-values of the EMinP test in the
stepdown procedure are reported in column 8 where the adjustment is computed as
the proportion of {min(pˆi(Xd), i ∈ Ki), d ∈ D} that is less than the smallest original
sample pˆ(i) for each i = 2, ..., k in Algorithm 1. We should point out that the p-values of
the modified Hotelling’s T 2 test and the MinP test reported here are slightly different
from those reported in Chung and Romano (2016). These differences may be attributed
to the fact that they appeared to use 57 participants in the G2 group while we use 56
participants. The difference may also be attributed to different random numbers in
generating random permuted and bootstrap samples.
It is observed that the effects of some biometric measures dominate those of other
biometric measures in all three group-wise comparisons although different measures
dominate in different group comparisons. Therefore, it is no surprise that the MinP
test tend to have a smaller p-value than the modified Hotelling’s T 2 test in testing the
global hypothesis HK . However, we cannot be sure if the evidence presented by the
MinP test is simply due to the sampling variation. The EMinP test that combines the
modified Hotelling’s T 2 test and the MinP test acts as a reality check to prevent data
snooping.
In comparing the control group with the first treatment group, the MinP test found
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that there is sufficient evidence to suggest a difference between the two groups. More
specifically, there is a difference in the body fat and pulse rate measures. In contrast,
the modified Hotelling’s T 2 test found no significant evidence suggesting any difference
between the two groups. The EMinP test found evidence that the differences in the
body fat and pulse rate measures dominate those of the other measures, but that this
is not significant. In comparing the control group with the second treatment group,
the EMinP test, the MinP test and the modified Hotelling’s T 2 test found significant
evidence to suggest a difference between the two groups. Furthermore, all of the multiple
testing procedures, namely the EMinP test, the MinP test and the closed procedures
based on the MinP test and the modified Hotelling’s T 2 test, suggest that the effect on
the body fat measure is significant. When comparing the first treatment group with
the second treatment group the MinP test and the modified Hotelling’s T 2 test again
present conflicting evidence in rejecting HK ; the modified Hotelling’s T
2 test found no
significant evidence whereas the MinP test found significant evidence. However, unlike
the case of comparing the control group with the first treatment group, the EMinP
test confirms the finding of the MinP test, including the closed procedure based on the
MinP test, in both the global hypothesis and multiple hypothesis testing.
6. Conclusion
This paper proposes EMinP tests for simultaneously testing multiple hypotheses.
EMinP tests are shown to have a more balanced global power compared with MinP
tests and other tests involved in the construction of EMinP tests, such as LR tests,
while benefitting from the advantage of an existing stepdown procedure of MinP tests
in multiple hypothesis testing. Furthermore, EMinP tests may be used as a tool to
prevent data snooping when two competing tests that have distinct global powers are
exploited. We compare the power performance of EMinP tests with that of MinP
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Table 7: The difference in group averages, standard error and p-values for the exercise data.
T 2/MinP closed EMinP
p-value
X¯q1q2 s.e. T
2 MinP First step Stepdown
Column 2 3 4 5 6 7 8
q1 = G1, q2 = G2
T 2 0.337 0.167
Body fat % 1.116 0.530 0.041 0.398 0.188 0.220 0.227
Pulse rate 5.647 2.706 0.029 0.412 0.160 0.160 0.167
Weight (kg) -0.016 0.584 0.984 0.984 0.984 1.000 1.000
BMI 0.016 0.206 0.947 0.947 0.971 1.000 1.000
Waist (in.) 0.175 0.434 0.701 0.940 0.919 0.999 0.999
Systolic BP 2.909 2.325 0.265 0.770 0.717 0.841 0.844
Diastolic BP 1.800 1.916 0.310 0.790 0.717 0.888 0.890
q1 = G1, q2 = G3
T 2 0.003 0.001
Body fat % 2.189 0.337 0.000 0.003 0.001 0.001 0.001
Pulse rate 5.147 2.331 0.066 0.151 0.285 0.285 0.285
Weight (kg) 0.912 0.557 0.158 0.352 0.392 0.560 0.560
BMI 0.355 0.197 0.117 0.275 0.311 0.451 0.451
Waist (in.) 0.797 0.487 0.073 0.188 0.285 0.310 0.310
Systolic BP 3.447 2.776 0.192 0.418 0.392 0.642 0.642
Diastolic BP 0.288 1.727 0.868 0.868 0.868 1.000 1.000
q1 = G2, q2 = G3
T 2 0.128 0.032
Body fat % 1.073 0.329 0.007 0.128 0.032 0.032 0.032
Pulse rate -0.500 2.169 0.831 0.955 0.969 0.999 0.999
Weight (kg) 0.928 0.264 0.005 0.128 0.031 0.031 0.031
BMI 0.339 0.096 0.005 0.128 0.030 0.030 0.032
Waist (in.) 0.621 0.340 0.086 0.430 0.299 0.299 0.299
Systolic BP 0.538 2.425 0.834 0.955 0.969 0.999 0.999
Diastolic BP -1.512 1.809 0.406 0.832 0.781 0.871 0.871
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and closed tests based on simulated power and a Monte Carlo simulation study. An
empirical application on testing the effects of exercise is provided to illustrate practical
relevance of the proposed tests.
APPENDIX: PROOFS
To facilitate proofs we begin with two following lemmas. Let cl(α), l ∈ {e, g,m, i},
be the αth quantile of Gl(·, P ).
Lemma A.1. With fixed P ∈ PK if Assumption 1(i) holds for l ∈ {e, g,m, i}, then
lim sup
n→∞
P (pˆl ≤ cl(α)) ≤ Gl(cl(α), P ) = α.
Proof. The result follows from the Portmanteau Theorem (see, e.g., Theorem 11.2.1 of
Lehmann and Romano (2005)).
Lemma A.2. With fixed P ∈ PK if Assumption 1 holds for l ∈ {e, g,m}, then
lim supn→∞E(φ
(n)
l ) ≤ α.
Proof. Because G
(n)
l
d−→ Gl and Gl(y, P ) is continuous in y by Assumption 1, it follows
from Poly’s theorem that G
(n)
l (y, P ) converges to Gl(y, P ) uniformly in y. Because
Gl(y, P ) is strictly increasing in y by Assumption 1(ii) it follows from Lemma 11.2.1 of
Lehmann and Romano (2005) that cˆl(α) converges to cl(α) in probability as n → ∞.
Therefore, for ε > 0 it follows that
lim sup
n→∞
E(φ
(n)
l ) = lim sup
n→∞
P (pˆl ≤ cˆl(α))
≤ lim sup
n→∞
P (pˆl ≤ cl(α) + ε)
= lim sup
n→∞
G
(n)
l (cl(α) + ε, P ). (A.1)
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Then by Lemma A.1 it follows
lim sup
n→∞
G
(n)
l (cl(α) + ε, P ) ≤ Gl(cl(α) + ε, P ). (A.2)
From (A.1) and (A.2) it follows
lim sup
n→∞
E(φ
(n)
l ) ≤ Gl(cl(α) + ε, P ).
Since ε can be arbitrarily small it follows
lim sup
n→∞
E(φ
(n)
l ) ≤ α.
Proof of Lemma 3.1. With fixed P ∈ PK ,
(i) The result follows from Lemma A.2 for l = e.
(ii) It follows
lim sup
n→∞
E{φ(n)
e(2)
}
= lim sup
n→∞
P (min(pˆg, pˆm) ≤ α/(k + 1))
= lim sup
n→∞
P (X(n) ∈ {X(n) : pˆg ≤ α/(k + 1)} ∪ {X(n) : pˆm ≤ α/(k + 1)})
≤ lim sup
n→∞
P (X(n) ∈ {X(n) : pˆg ≤ α/(k + 1)}) + lim sup
n→∞
P (X(n) ∈ {X(n) : pˆm ≤ α/(k + 1)})
≤ lim sup
n→∞
P (X(n) ∈ {X(n) : pˆg ≤ α/(k + 1)}) +
k∑
i=1
lim sup
n→∞
P (X(n) ∈ {X(n) : pˆi ≤ α/(k + 1)}).
By Lemma A.1 it follows
lim sup
n→∞
P (X(n) ∈ {X(n) : pˆg ≤ α/(k + 1)}) ≤ α/(k + 1),
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lim sup
n→∞
P (X(n) ∈ {X(n) : pˆi ≤ α/(k + 1)}) ≤ α/(k + 1).
The result then follows.
(iii) It follows
lim sup
n→∞
E{φ(n)
e(3)
}
= lim sup
n→∞
P (X(n) ∈ {X(n) : {φ(n)g = 1} ∩ {φ(n)m = 1}})
≤ max
l∈{g,m}
[lim sup
n→∞
P (X(n) ∈ {X(n) : {φ(n)l = 1})]
≤ α,
where the last inequality follows from Lemma A.2.
Proof of Theorem 3.1. Let S˜l, l ∈ {g,m}, be the rejection region under the limiting
distribution Gl corresponding to the tests φ˜
(n)
l . We have Se(t) = S˜g ∪ S˜m, t = 1, 2. Let
P (S) be the probability defined in the region S.
For l ∈ {g,m} and t = 1, 2 it follows from Assumption 2 that S˜l ⊂ S˜g ∪ Sm and
Sl ⊂ Sg ∪ Sm. Because P (Sg ∪ Sm) > P (Sl) and P (Se(t)) < P (Sl), it follows from
Assumption 2 that S˜l ⊂ Sl, l ∈ {g,m}. This leads to
Se(t) = S˜l ∪ S˜l¯
= Sl + S
c
l ∩ S˜l¯ − Sl ∩ S˜cl ∩ S˜cl¯ , (A.3)
where l¯ ∈ {g,m} and l¯ 6= l. Therefore, by Assumption 1(i) it follows that, for ε > 0
lim inf
n→∞
EP∈P′K (φ
(n)
e(t)
) ≥ Ge(ce(α)− ε, P ∈ P′K). (A.4)
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Because ε can be arbitrarily small, it follows from (A.3) and (A.4) that
lim inf
n→∞
E(φ
(n)
e(t)
) ≥ P (Se(t))
= P (Sl) + P (S
c
l ∩ S˜l¯)− P (Sl ∩ S˜cl ∩ S˜cl¯ ). (A.5)
Let Sl(δ) = {X : pˆl(X) ≤ cl(α) + δ, P ∈ PK}. Then, for δ1 > 0 there exists δ2 > 0 such
that
P (Sl) + P (S
c
l ∩ S˜l¯)− P (Sl ∩ S˜cl ∩ S˜cl¯ )
= P (Sl(δ1)) + P (S
c
l (δ1) ∩ S˜l¯(δ2))− P (Sl(δ1) ∩ S˜cl ∩ S˜cl¯ (δ2))
≥ lim sup
n→∞
E(φ
(n)
l ) + lim infn→∞
P (X(n) ∈
{X(n) : φ(n)l = 0, φ˜(n)l¯ = 1} − {X(n) : φ
(n)
l = 1, φ˜
(n)
l = 0, φ˜
(n)
l¯
= 0}). (A.6)
It follows from (A.5), (A.6) and Assumption 3 that for l ∈ {g,m}
lim inf
n→∞
EP∈P′K (φ
(n)
e(t)
) > lim sup
n→∞
EP∈P′K (φ
(n)
l ).
Similarly, one can show
lim sup
n→∞
E(φ
(n)
e(t)
) ≤ lim inf
n→∞
E(φ
(n)
l¯
) + lim sup
n→∞
P (X(n) ∈
{X(n) : φ(n)
l¯
= 0, φ˜
(n)
l = 1} − {X(n) : φ(n)l¯ = 1, φ˜
(n)
l¯
= 0, φ˜
(n)
l = 0}),
lim sup
n→∞
EP∈P′K (φ
(n)
e(t)
) < lim inf
n→∞
EP∈P′K (φ
(n)
l¯
).
Proof of Theorem 3.2. We shall first show ce < cm. Consider pˆl, l ∈ {e, g,m}, is the
p-value for the random variable X representing the limit distribution Gl. Because for
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every x ∈ X, it is always true that
pˆe(x) = min(pˆg(x), pˆm(x)) ≤ pˆm(x),
with the strict inequality holding for some x ∈ X, it follows from Assumption 2 that
under a fixed P ∈ PK
{X : Gm(c, P ) < c} ⊂ {X : Ge(c, P ) < c},
where 0 < c < 1. If
Gm(cm, P ) = Ge(ce, P ) = α
it follows from Assumption 1(ii) that
ce < cm. (A.7)
Let ıˆ be the (random) index i in Algorithm 1 such that pˆıˆ is the smallest in {pˆi, i ∈
K∗} where Hıˆ, ıˆ ∈ K∗, is rejected. This implies that Kıˆ ⊇ K∗ and min(pˆi, i ∈ Kıˆ) =
min(pˆi, i ∈ K∗). For the tests φ(n)e(1) under P ∈ PK we have
lim sup
n→∞
FWER = lim sup
n→∞
P{min(pˆi, i ∈ K∗) < cˆe(α)}
= lim sup
n→∞
P{min(pˆi, i ∈ Kıˆ) < cˆe(α)}. (A.8)
If Assumption 1 holds for l = m, then by Lemma A.2 it follows that for ε > 0
lim sup
n→∞
P{min(pˆi, i ∈ K∗) ≤ cˆe(α)} ≤ Gm,K∗(ce(α) + ε, P ).
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Because of (A.7), Assumption 4(ii) and Assumption 1 it follows
Gm,K∗(ce(α) + ε, P ) < Gm,K∗(cm(α) + ε, P ) (A.9)
≤ Gm,K∗(cm,K∗(α) + ε, P ) (A.10)
< α. (A.11)
The result for φ
(n)
e(1)
follows from (A.8), (A.9) and the fact that ε can be arbitrarily small.
With the use of cˆe(α) = α/(k + 1) in φ
(n)
e(2)
, it follows from Lemma A.1 and (A.8)
that
lim sup
n→∞
FWER = lim sup
n→∞
P{min(pˆi, i ∈ K∗) < α
k + 1
}
≤ Gm( α
k + 1
)
< Gm(α/k)
≤
k∑
i=1
Gi(α/k)
= α.
When Kıˆ = K, for the tests φ
(n)
e(3)
, it follows
lim sup
n→∞
FWER = lim sup
n→∞
P{min(pˆi, i ∈ K∗) ≤ cˆm(α), φ(n)g = 1}
< lim sup
n→∞
P{min(pˆi, i ∈ K∗) ≤ cˆm(α)}
≤ Gm,K∗(cm(α), P )
= α,
where the first inequality follows from Assumption 2 and the last inequality follows
similarly to the proof of the asymptotic control of the FWER in φ
(n)
e(1)
.
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