Abstract-We present the results of the enumeration of Costas arrays of order 28: all arrays found are accounted for by the Golomb and Welch construction methods, making 28 the first order (larger than 5) for which no sporadic Costas arrays exist. The enumeration was performed on several computer clusters and required the equivalent of 70 years of single CPU time.
I. INTRODUCTION
Costas arrays [7] are square arrays of dots/1s and blanks/0s, such that a) there exists exactly one dot per row and column; b) no four dots form a parallelogram; and c) no three dots lying on a straight line are equidistant. They were first proposed by J.P. Costas in 1965 in the context of SONAR detection in a GE technical report [5] (a journal publication followed in 1984 [6] ).
There are two known algebraic construction techniques for the production of Costas arrays, the Golomb and Welch methods, both based on the theory of finite fields and introduced and proven in 1984 by S. Golomb and H. Taylor [10] , [12] . These methods successfully construct n × n Costas arrays for infinitely many, but not all, orders n, and they remain the only generally applicable construction techniques for Costas arrays available today. It was chiefly through this work that Costas arrays became an object of mathematical study.
In this work we present the results of the enumeration of Costas arrays of order 28. These results come approximately two years after the results of the enumeration of Costas arrays of order 27 were jointly announced [9] by two independent groups, one led by K. Drakakis and S. Rickard and the other by J.K. Beard.
II. BASICS
Let us begin by defining a Costas permutation [6] , [7] : Definition 1. Let [n] := {1, . . . , n}, n ∈ N and consider a bijection f : [n] → [n]; f is a Costas permutation iff ∀ i, j, k such that i, j, i+k, j +k ∈ [n] :
f (i+k)−f (i) = f (j +k)−f (j) ⇒ i = j or k = 0 .
Permutations correspond to permutation arrays by setting the elements of the permutation to denote the positions of the (unique) 1/dot in the corresponding column of the array, counting from top to bottom: f (i) = j ⇔ a j,i = 1. The terms "array" and "permutation" will henceforth be used interchangeably. Figure 1 shows a Costas array of order 27. The Costas property is invariant under rotations of the array by 90 o , horizontal and vertical flips, and flips around the diagonals, hence a Costas array gives birth to an equivalence class (EC) that contains either eight Costas arrays, or four if the array happens to be symmetric; in the latter case, we say the EC is symmetric. When presenting the results of the enumeration, we will give the lexicographically minimal representative from each EC for brevity; the members of the EC of a Costas array are often referred to as its polymorphs.
There exist two algebraic methods for the construction of Costas arrays, known as the Golomb and Welch methods [7] , [10] - [12] . We present below the main constructions G 2 and W 1 , along with those derived submethods which turn out to be applicable in order 28. Note that, for p > 5, there are 2(p−1)φ(p−1) W 1 -arrays in total, and they are never symmetric [8] (φ stands for Euler's function). G 2 (p, m, α, β) ). Let p be a prime, m ∈ N, and let α, β be primitive roots of the finite field
Theorem 2 (Golomb construction
For a given q, there are φ 2 (q − 1)/m G 2 -arrays in total, and they are symmetric iff either α = β, this special case being known as the Lempel construction [7] , or else whenever q = r 2 and β = α r [8] .
Theorem 3 (Golomb construction G 3 (α, β, p, m)). Let p be a prime, m ∈ N, and let α, β be primitive roots of the finite field F(p m ) of q = p m elements with the property that α + β = 1; then, the corresponding
Theorem 4 (Golomb construction G 4 (α, β, m)). Let m ∈ N, and let α, β be primitive roots of the finite field F(2 m ) of q = 2 m elements with the property that α + β = 1; then, the corresponding
The methods stated above were presented as theorems because they are always applicable, as long as the stated conditions hold: for this reason, the Costas arrays they produce are characterized as "generated" [16] . This is no longer true for the method stated below, and for this reason we state it as a heuristic: Costas arrays produced by such methods (for which there is no known set of conditions under which they are guaranteed to work, that is) are known as "emergent" [16] . Finally, Costas arrays not constructed by any known general construction technique, that is either by the families of Golomb or Welch construction techniques, or else by the Rickard construction technique [14] , are commonly referred to as "sporadic" [16] . Sporadic Costas arrays of order n exist for 6 ≤ n ≤ 27 [2] . Figure 1 shows the only sporadic Costas array of order 27 (the existence of this array was first announced in [9] and was first noted by J.K. Beard [1] ).
It is currently not known whether Costas arrays of order n exist for all n ∈ N. The smallest orders n in which no Costas array is currently known are n = 32 and 33 [7] .
III. RESULTS
The enumeration found in total 712 Costas arrays, divided into 89 ECs. More specifically, breaking down this set per construction method, there are:
ECs generated in F(29);
• 8 G 1 -arrays in one EC generated in F(29);
• 8 G 3 -arrays in one EC generated in F(31);
• 24 G 4 -arrays in three ECs generated in F(32). The lexicographically minimal polymorphs are shown in Table I . None of the arrays found is sporadic. The only other orders n < 28 where sporadic arrays are known not to exist are n = 1, 2, . . . , 5. Currently, no sporadic arrays are known in orders n > 28, which raises the question whether there exists an N ∈ N such that, for all orders n > N , Costas arrays of order n arise from one of the known generation techniques. Incidentally, none of the Costas arrays of order 28 is symmetric, but this has been known for some time [4] .
The total runtime of the project on a single CPU was recorded to be approximately 70 years, but, due to high parallelization of the tasks, the real time required was approximately 51 days, between 2010/04/14 and 2010/06/04. This shows that, on average, approximately 500 CPUs were used throughout the run (though, briefly, at peak times, simultaneous use of up to about 1500 CPUs was recorded). The memory and storage requirements of the code used were minimal.
IV. A BRIEF DESCRIPTION OF THE ALGORITHM AND THE PROCEDURE FOLLOWED

A. Description of the underlying algorithm
The main idea behind our code is quite simple: the code checks every single permutation of order n for the Costas property, exploiting, however, as much as possible the classification of permutations into ECs, in order to (ideally) check exactly one member of each EC, preferably the lexicographically minimal one (though this may not always be feasible in practice). To this end, the code is supplied with the first (leftmost) m elements of the permutation and then attempts to complete it into a full permutation in all possible ways while retaining the Costas property (we actually used m = 4). Instances of the code corresponding to different starting sequences are, of course, completely independent and can run in parallel.
B. Some details on the code
The code used was essentially the same as the one used by our group for the enumeration of Costas arrays of order 27 [9] . It was originally authored by B. Ladendorf and S. Rickard, and lately revised by F. Iorio and K. Drakakis. It is mostly written in C, containing some ASM calls to compiler intrinsics (assembly commands) to reduce running time: this makes it platform dependent, and, at the moment, it can run on 32/64-bit Intel architecture chips and on BlueGene supercomputers. The most notable modifications made in preparation for this run involved the use of compiler intrinsics of the extended EMT64 register set to perform some critical operations in 64-bit mode, as well as the use of rotation commands to save some CPU cycles per iteration. Although gains in speed by a factor as high as 2.15 were observed for some instances during tests on high end machines, execution time was, on average, reduced by (slightly less than) 50%.
Had the old code been used, then, the total runtime of this project would have been about 130 years of single CPU time, namely about five times the total runtime measured for the enumeration of Costas arrays of order 27. This is consistent with the observation made repeatedly in the past by both research groups mentioned in the Introduction that the complexity of the enumeration of Costas arrays increases from one order to the next by a factor of 5 under the algorithms currently used (see [9] and references therein).
C. The procedure
The project was run on several clusters in Ireland, divided broadly into the following three sets: a) University College Dublin's (UCD) own clusters, including Phaeton, managed by UCD IT Services, and the SenseTile cluster, administered by members of UCD CASL; b) the Stokes and Stoney supercomputers of the Irish Centre for High End Computing (ICHEC); and c) GridIreland, administered by members of Trinity College Dublin's (TCD) School of Computer Science and Statistics. The CPUs used in these clusters were of comparable speed, typically quad-core Intel architecture chips running at 2.5-3.0GHz.
The procedure of the run varied significantly from one cluster to another, as it had to be adapted to the policies put in place by each cluster's administration.
• Jobs on UCD clusters were run on reserved CPUs: about 300 CPUs on Phaeton (the exact amount varied with time, and 20 of those CPUs were contributed by Amazon's Elastic Compute Cloud) and 78 CPUs on the SenseTile cluster. Jobs were loaded to the queues by Python scripts that automatically created and submitted PBS and SGE submission scripts for each instance. A total of 78,831 instances (48.94% of the total) were run on these two clusters, representing 70.59% of the total runtime: we deliberately ran the longest instances here, as we were not constrained by walltime.
• ICHEC's Stokes and Stoney supercomputers were equipped with taskfarming software which automatically spawned jobs out of a batch file onto a number of CPUs. In general, each submitted job used 256 CPUs and posted a walltime of half a week. A total of 45,130 instances (28.02% of the total) were run on these two supercomputers, representing 20.00% of the total runtime.
• On GridIreland, instances were packed into jobs three at a time, posting a walltime of 24 hours. A total of 37,118 instances (23.04% of the total) were run on this cluster, representing 9.41% of the total runtime. As hinted to above, the runtime was not equidistributed over the various instances; rather, the runtime of the various instances varied considerably, as can be seen in Figure 2 . The shortest instance found corresponds to the quadruplet 13 12 14 15, which required 1,039s to complete, and the longest to the quadruplet 3 5 28 27, which required 65,891s to complete. Note that, since all CPUs used were of comparable speed, this histogram genuinely represents the complexity of the various instances of the run. We have done everything in our power to ensure that the results we present are correct, by a) extensive testing before the run; b) organizing the run in a failsafe way; and c) extensive checks during and after the run. More precisely, before the run we made sure the code successfully enumerated small orders such as 15, 16, 17, 18, and 19. During the run, it was our policy to consider the output of an instance as correct, once produced, but not necessarily to trust a cluster to have run all instances assigned to it: all instance outputs were concatenated in a text file and were regularly compared against the master list of all instances to be run. The output of each instance was a line containing seven integers such as 28 2 3 6 21 0 12327, the first being the order being enumerated, the next four the starting quadruplet considered in the particular instance, the next the number of Costas arrays recovered (usually 0, as in this example), and the last the number of seconds the instance needed to run. Instances found to have been assigned but not successfully run were then reassigned for execution.
Is, however, the result correct? In a computational project of this magnitude, one must contemplate the possibility of error, no matter how stringent verification criteria one has put in place. We therefore welcome all interested parties to replicate our results.
V. CONCLUSION
In this work, we presented the results of the enumeration of Costas arrays of order 28, and we determined that there are no sporadic Costas arrays of order 28. More precisely, all 712 Costas arrays of order 28 found are either generated or emergent [16] : there are 672 W 1 -arrays, eight G 1 -arrays, eight G 3 -arrays, and 24 G 4 -arrays. None was found to be symmetric. The enumeration required approximately 70 years of CPU time. Order 28 is the smallest recorded order after order 7 where no sporadic Costas arrays exist, and the mere fact that this phenomenon has occurred for a "large" order is very interesting. According to our current knowledge, every known Costas array is either a) a member of one of two infinite families of Costas arrays, namely the Golomb and Welch families, each actually comprising several subfamilies, or else b) one of finitely many Costas arrays not constructible as members of these families, and thus currently considered to be "sporadic", accidental occurrences. This is reminiscent of the project on the classification of finite simple groups (CFSG), according to which, in very simple terms, every finite simple group is either produced as a member of one of three infinite families of finite simple groups, or else is one of the 27 finite simple groups not belonging to any of the aforementioned families, and are thus considered as "exceptional" or "sporadic" occurrences.
Contrary to the case of finite simple groups, though, it is not yet known whether the class of sporadic Costas arrays is finite or not. This question is closely related to the most important question in the field of Costas arrays, namely the existence of Costas arrays of any order. The researchers who worked on CFSG were fortunate enough to know (or, at least, suspect) the exact formulation of the result. In order to reach the same stage in the classification of Costas arrays, it currently seems that enumeration is an indispensable tool, as it is, in fact, the only tool guaranteed to find all Costas arrays in a given order.
The main reason why Costas arrays appear so fascinating, at least to mathematicians, is that the constraints imposed by the Costas property are "just right". Indeed, if the constraints were fewer, the number of Costas arrays would most likely rapidly increase from one order to the next; more constraints, on the other hand, would most likely rapidly lead them to extinction in higher orders. None of these two behaviors would be significant. As things stand, though, there are interesting possibilities:
• perhaps sporadic Costas arrays die out, and beyond some order all Costas arrays are either generated or emergent; or
• perhaps "a few" sporadic arrays keep showing up (for infinitely many orders), defying any attempt for a general description; or
• perhaps there is later a resurgence of sporadic arrays and a large number exist for large orders; or
• perhaps there exists a new but yet undiscovered generation technique that allows their systematic generation.
The road ahead is now paved for the enumeration of Costas arrays of orders 29, 30, 31, and finally 32, which is currently the smallest order for which no Costas arrays is known. Using the empirically verified 5-fold increase of the complexity of the enumeration from one order to the next, we estimate that the enumeration of order 32 requires 5 4 = 625 times more time/resources than used now: hence, with 45,000 CPUs, definitely a large number but not prohibitively so, this enumeration will only take a year. 
