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Opis:
V okviru naloge razvijte sistem, ki bo v dani zbirki slik zaznal obraze ter jih v
cˇim vecˇji meri samodejno povezal skupaj glede na to, kateri osebi pripadajo.
V ta namen preucˇite raziskovalno podrocˇje razpoznave obrazov v zadnjih letih
in izberite ustrezno metodo za detekcijo ter dolocˇanje identitete. Metodo
povezˇite z ustreznim pristopom nenadzorovanega ucˇenja ter celoten sistem
ustrezno ovrednotite.
Title: Organizing photo collection with face recognition
Description:
As part of the task, develop a system that will detect faces in a given collec-
tion of images and automatically connect them together as much as possible,
depending on which person they belong to. To this end, examine the research
area of face recognition in recent years and select the appropriate method for
detection and identification. Link the method to the appropriate approach
to unsupervised learning and evaluate the whole system accordingly.
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Seznam uporabljenih kratic
kratica anglesˇko slovensko
MTCNN Multi-task Cascaded Convolu-
tional Neural Networks
Kaskadne kovolucijske nevron-
ske mrezˇe
CNN Cascaded Convolutional Neu-
ral Networks
Kaskadne kovolucijske nevron-
ske mrezˇe
SVM support vector machine Metoda podpornih vektorjev
NMS Non-Maximum Suppression Ne-maksimalno zatiranje
RGB Red, Green, Blue color model Barvni model rdecˇe, zelene in
modre
CPE Central processing unit Centralno procesna enota
GPE Graphical processing unit Graficˇna procesna enota
EXIF Exchangeable image file for-
mat
Izmenljiva oblika slikovne da-
toteke
ZDA / Zdruzˇene drzˇave Amerike
HDBSCAN Hierarchical density-based
spatial clustering of applicati-
ons with noise
Hierarhicˇno prostorsko
zdruzˇevanje aplikacij s hrupom
na podlagi gostote
DBSCAN Density-based spatial cluste-
ring of applications with noise
Prostorsko zdruzˇevanje aplika-
cij s hrupom na podlagi go-
stote
P-Net Proposal Network Mrezˇa predlogov
R-Net Refinement Network Mrezˇa izboljˇsav
O-Net Output Network Mrezˇa izhodov

Povzetek
Naslov: Urejanje zbirke fotografij z razpoznavo obrazov
Avtor: Veno Gaube
Diplomsko delo se ukvarja z urejanjem osebnih arhivov fotografij, ki posta-
jajo preveliki, da bi jih lahko v celoti uredili na roke. Razvit sistem zazna
obraze ter jih preslika v opisni prostor opisnih vlozˇenk z uporabo globoke
konvolucijske nevronske mrezˇe. Nato z grucˇenjem iz vlozˇenk dolocˇimo iden-
titete, ki jih lahko uporabnik v nadaljevanju ureja. Sistem smo ovrednotili na
podlagi dveh zbirk slik, javni in zasebni, analizirali smo dve metodi grucˇenja
pri naboru parametrov. Rezultati predstavljajo osnovo za nadaljnjo delo na
sistemu za avtomatsko urejanje zbirk fotografij.
Kljucˇne besede: FaceNet, Python, Chinese Whispers, HDBSCAN, DB-
SCAN, vlozˇitev, racˇunalniˇski vid, prepoznava obraza, klasifikacija obraza,
nevronske mrezˇe, privatna zbirka, urejanje.

Abstract
Title: Organizing photo collection with face recognition
Author: Veno Gaube
The thesis deals with editing personal photo archives that are becoming too
large to be completely edited by hand. The developed system detects faces
and maps them into the space of descriptive embeddings using a deep convo-
lutional neural network. Then, by clustering the embeddings, we determine
the identities that the user can edit later. The system was evaluated on two
collections of images, one public and one private, we analyzed two cluster-
ing methods with the set of parameters. The results represent the basis for
further work on the system for automatic organization of photo collections.
Keywords: FaceNet, Python, Chinese Whispers, HDBSCAN, DBSCAN,
embedding, computer vision, face recognition, face classification, neural net-
works, private collection, ordering.

Poglavje 1
Uvod
Ljudje smo zacˇeli uporabljati telefone kot blizˇnjico do vseh mozˇnih hobijev,
eden izmed teh je tudi fotografija. Ni dalecˇ od tega, ko je imelo vsako gospo-
dinjstvo en ali dva fotoaparata na film ali digitalno kamero, vendar se je s
hitrim in zelo uspesˇnim tehnolosˇkim razvojem na podrocˇju telefonskih kamer
kultura zajemanja fotografij preselila iz fotoaparatov in digitalnih kamer na
telefone. To sedaj predstavlja problem, saj imamo kar naenkrat na nasˇih na-
pravah ogromno sˇtevilo fotografij, ki so urejene le po datumskem zaporedju,
in cˇe zˇelimo znotraj galerije fotografij kaj najti, se moramo spomniti tocˇnega
datuma, ko smo fotografijo zajeli. Velikega pomena postane organizacija fo-
tografij, sˇe posebej fotografij, na katerih so vidni obrazi oseb, saj prinasˇajo
taksˇne fotografije spomin na cˇas, dogodke, osebe in okolje, v katerem smo
se fotografirali. Problem nastane, ko zˇelimo fotografije komu pokazati ali
pa se sami spomniti na cˇas in pocˇutje ob zajemu fotografije, ki jo imamo v
mislih. Cˇe bi si z druzˇinskimi cˇlani radi ogledali skupinske fotografije ali pa
fotografije iz cˇasa otrosˇtva, na katerih iˇscˇemo specificˇno osebo, je to fotogra-
fijo v velikih zbirkah fotografij v realnem cˇasu skoraj nemogocˇe najti. Vemo
koga iˇscˇemo, ampak ker sta edini mozˇnosti urejanja zbirke po datumskem
zaporedju ali pa glede na velikost datotek, ostanemo brez mozˇnosti urejanja
glede na osebe na fotografiji, kar pomeni, da nasˇega znanja o izgledu osebe
ne moremo uporabiti. Uporabniku je potrebno predstaviti in prilagoditi pri-
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kaz zbirke na njegove zahteve, tako da je potrebno omogocˇiti tudi urejanje
zbirke fotografij glede na identiteto osebe. Pri tem pristopu moramo misliti
na cˇas, ki ga uporabnik porabi, da si zbirko uredi, saj zˇelimo, da sam porabi
cˇim manj cˇasa v vlogi urednika zbirke in vecˇ cˇasa za uzˇivanje ob obujanju
spominov in gledanju fotografij, ki jih ima v mislih. V nadaljevanju je opisan
in predstavljen postopek resˇevanja prej omenjenih problemov, ki uporablja
tako moderne kot tudi zˇe uveljavljene pristope za izpolnitev uporabnikovih
pricˇakovanj.
1.1 Pregled podrocˇja
Sistem za prepoznavanje obrazov je tehnologija, ki omogocˇa identifikacijo ali
preverjanje osebe po digitalni fotografiji ali videu. Sistemi za prepoznavanje
obrazov delujejo na vecˇ nacˇinov, vendar na splosˇno delujejo tako, da pri-
merjajo izbrane poteze obraza z dane fotografije z obrazi v zbirki podatkov.
Sistem je opisan tudi kot aplikacija, ki temelji na biometricˇni umetni inte-
ligenci in lahko enolicˇno identificira osebo z analizo vzorcev, ki temeljijo na
njenih obraznih lastnostih in obliki [14, 16, 7].
V letih med 1964 in 1965 je Woodrow Bledsoe skupaj s Helen Chan in
Charlesom Bissonom delal na uporabi racˇunalnika za prepoznavanje cˇlovesˇkih
obrazov, a ker so bili glavni financerji projekta obvesˇcˇvalne agencije, se je ta-
krat o tej tehnologiji le malo vedelo. Prvotni pristop Bledsoeja je vkljucˇeval
rocˇno oznacˇevanje razlicˇnih lastnosti na obrazu, na primer ocˇesnih srediˇscˇ, ust
itd., ki so jih racˇunalniˇsko zavrteli, da bi nadomestili spremembe polozˇajev.
Za dolocˇitev identitete so bile samodejno izracˇunane tudi razdalje med mej-
niki in primerjave med fotografijami [9].
Okoli leta 1997 so v Bochumu v Nemcˇiji skupaj z Univerzo v Juzˇni Kali-
forniji v ZDA razvili sistem, ki se je prodajal pod imenom ZN-Face in so ga
uporabljale stranke, kot je Deutsche Bank, operaterji letaliˇscˇ in druge pro-
metne lokacije. Programska oprema je bila dovolj robustna za identifikacijo
iz manj popolnih pogledov obraza. Pogosto pa je lahko razpoznala obraze
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neglede na ovire pri identifikaciji, kot sobrki, brada, spremenjena pricˇeska,
ocˇala in tudi soncˇna ocˇala [13].
Leta 2006 so v t.i. “Face Recognition Grand Challengeu” [20] ocenili
delovanje najnovejˇsih algoritmov za prepoznavanje obrazov. Pri testih so bile
uporabljene fotografije obraza z visoko locˇljivostjo, 3-D skeniranja obrazov
in fotografije sˇarenice. Rezultati so pokazali, da so novi algoritmi 10-krat
natancˇnejˇsi od algoritmov za prepoznavanje obrazov iz leta 2002 in 100-
krat natancˇnejˇsi od tistih iz leta 1995. Nekateri algoritmi so bili sposobni
presecˇi cˇlovesˇke udelezˇence pri prepoznavanju obrazov in so lahko enolicˇno
identificirali enojajcˇne dvojcˇke [20].
Cˇeprav je bil sistem sprva le v obliki racˇunalniˇskih aplikacij, je v zadnjem
cˇasu mozˇno opaziti njegovo sˇirsˇo uporabo na mobilnih platformah in v dru-
gih oblikah tehnologije, kot je robotika. Obicˇajno se uporablja kot nadzor
dostopa v varnostnih sistemih in se lahko primerja z drugimi biometricˇnimi
podatki, kot so sistemi za prepoznavanje prstnih odtisov ali ocˇesne sˇarenice
[15]. Cˇeprav je natancˇnost sistema za prepoznavanje obraza nizˇja od prepo-
znavanja sˇarenice in prepoznavanja prstnih odtisov, je zaradi brezsticˇnega in
neinvazivnega postopka sistem splosˇno sprejet. V zadnjem cˇasu je priljubljen
tudi kot komercialno orodje za identifikacijo in trzˇenje [26].Druge aplikacije
med drugim vkljucˇujejo napredno interakcijo med cˇlovekom in racˇunalnikom,
video nadzor, samodejno indeksiranje fotografij in video bazo podatkov [5].
Svoje pristope so na trgu pokazala podjetja kot so Google, Apple, Fa-
cebook, Amazon, Microsoft itd.; le-ta objavljajo veliko teoreticˇnih odkritji
povezanih z umetno inteligenco, detekcijo objektov, obrazno analizo, vsa
pa so namenjena za pohitritev in poglobitev nasˇega razumevanja na tem
podrocˇju. Pri Facebooku so leta 2014 razvili t.i. program DeepFace [24],
katerega natancˇnost identifikacije iste osebe na 2 razlicˇnih fotografijah do-
sega 97.25-procentno natancˇnost. Ljudje smo sposobni dolocˇiti isto osebo na
razlicˇnih fotografijah z 97.53-procentno natancˇnostjo. Edin program, ki je
to do sedaj presegel, je bil leta 2015 dokoncˇan Googlov program imenovan
FaceNet [21], ki lahko isto osebo na dveh razlicˇnih fotografijah oceni z na-
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tancˇnostjo 99.63 odstotka. To so dosegli z uporabo globokih nevronskih mrezˇ
in novim pristopom k algoritmu uporabljenim z njimi. Google uporablja Fa-
ceNet znotraj programa Google Photos [12] za interpretacijo in klasifikacijo
osebe na fotografiji z identiteto osebe v resnicˇnosti.
1.2 Cilj diplomskega dela
Cilj diplomskega dela je ustvariti sistemi, ki pomaga uporabniku urediti nje-
govo zbirko fotografij in zdruzˇuje nekaj prosto dostopnih komponent za de-
tekcijo in razpoznavo obrazov v lokalno resˇitev za urejanje zbirke fotografij.
Prizadevamo si, da ima uporabnik s cˇim manj dela cˇim boljˇse rezultate ter
cˇim boljˇso izkusˇnjo pri pregledu zbirke urejenih fotografij. Zˇelimo dosecˇi
cˇim viˇsjo natancˇnost identifikacije oseb s fotografij pri ohranjanju cˇistocˇe in
sˇtevila ustvarjenih mnozˇic glede na sˇtevilo oseb v zbirki.
1.3 Struktura dela
V naslednjem poglavju se bomo spoznali z uporabljenimi tehnologijami, ki so
potrebne za uspesˇno izvajanje resˇitve. Opravili bomo kratek pregled splosˇnih
tehnologij in se nato podali globje v knjizˇnice in module uporabljene v di-
plomskem delu; prav tako je to poglavje namenjeno opisu predprocesiranja
fotografij, od zaznave obrazov na podani fotografiji do obraznih znacˇilk in
kategorizacije zaznanih obrazov. V 3. poglavju opiˇsemo in prikazˇemo upora-
bljene podatkovne baze, s katerimi smo testirali sistem, osredotocˇoimo pa se
tudi na rezultate diplomskega dela. V 4. poglavju rezultate interpretiramo
in predstavimo sklepne ugotovitve.
Poglavje 2
Uporabljena metodologija
V tem poglavju je predstavljena kljucˇna metodologija in tehnologija, upo-
rabljena za izdelavo sistema za urejanje privatne zbirke fotografij. Nekatere
osnovne tehnologije za bazicˇno delovanje sistema so izpusˇcˇene. Spoznamo se
z delovanjem globokih konvolucijskih nevronskih mrezˇ [27], modulom Face-
Net [21] ki nam pomaga pri zaznavi obrazov in dolocˇanju obraznih vlozˇenk.
Nazadnje se poglobimo v mozˇnosti ucˇenja z neoznacˇenimi podatki [8, 22]
in metode grucˇenja [19, 25, 10, 18, 6] uporabljene za uspesˇno povezovanje
vlozˇenk v mnozˇice
2.1 MTCNN
Zaznavanje in poravnava obrazov sta za mnoge aplikacije, kot sta prepo-
znava obrazov in analiza obraznih izrazov, bistvenega pomena. Vendar pred-
stavljajo razlike istih obrazov v nenadzorovanem okolju zaradi zakrivanja
obraza velike razlike v osvetljavi ali razlicˇnih obraznih pozicijah izjemen izziv
za taksˇne aplikacije. Konvolucijske nevronske mrezˇe v zadnjem cˇasu dosegajo
izjemen napredek pri sˇtevilnih nalogah racˇunalniˇskega vida, kot sta klasifi-
kacija fotografij [17] in prepoznavanje obrazov [23]. Prepoznavanje obrazov
je razdeljeno na korake zaznave obraza, obrezovanja in poravnave zaznanega
obraza, ustvarjanja vlozˇenk in primejanja vlozˇenk med seboj [21, 27]. Upo-
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rabljen MTCNN je sestavljen iz treh stopenj. V prvi fazi hitro ustvari okna
kandidatov skozi plitvo CNN. Nato okna izboljˇsa z zavrnitvijo velikega sˇtevila
ne-obraznih oken skozi bolj zapleten CNN. Koncˇno pa uporabi mocˇnejˇsi CNN
za ponovno izboljˇsanje rezultata in kot izhod vrne pet polozˇajev obraznih
mejnikov oz. lastnosti [27]. Struktura MTCNN je vidna na sliki 2.1.
Slika 2.1: Struktura MTCNN, slika povzeta po [27].
Zˇelimo ustvariti slikovno piramido, s katero bi zaznali obraze vseh razlicˇnih
velikosti. Z drugimi besedami, zˇelimo ustvariti razlicˇne kopije iste fotografije
v razlicˇnih velikostih za iskanje razlicˇnih obrazov znotraj fotografije, kar je
tudi prikazano na sliki 2.2.
Slika 2.2: Slikovna piramida, slika povzeta po [27].
Izkoriˇscˇamo popolnoma konvolucijsko omrezˇje, imenovano “Proposal Net”
(P-Net) za pridobitev oken kandidatov in njihovih regresijskih vektorjev ome-
jevalnega polja. Nato uporabimo ocenjene regresijske vektorje mejnega polja
za kalibriranje kandidatov. Uporabimo NMS, s katerim zdruzˇimo mocˇno
prekrivajocˇe kandidate.
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Slika 2.3: Delovanje P-Net, slika povzeta po [27].
Vse kandidate se posˇlje na drugo stopnjo CNN-ja, imenovano “Refine
Network” (R-Net), ki zavrne veliko sˇtevilo napacˇnih kandidatov, ter izvede
kalibracijo z regresijami omejevalnega polja in zdruzˇitev kandidatov z NMS.
Izhod R-Net je podoben kot pri P-Netu: vkljucˇuje koordinate novih, na-
tancˇnejˇsih mejnih polj in stopnjo zaupanja vsakega od teh omejevalnih polj.
Slika 2.4: Delovanje R-Net, slika povzeta po [27].
Ta stopnja je podobna drugi fazi, vendar v tej stopnji zˇelimo obraz po-
drobneje opisati z uporabo “Output Net” (O-Net). Sˇe zadnjicˇ se znebimo
mejnih polj z nizˇjo stopnjo zaupanja in poenostavimo tako koordinate mej-
nih polj kot koordinate znacˇilnosti obraza ter rezultate “vodimo” skozi zadnji
NMS. Metoda ponuja 3 izhode: koordinate omejevalnega polja (out [0]), ko-
ordinate petih obraznih znacˇilnosti (out [1]) in stopnjo zaupanja za vsako
polje (out [2]). [27].
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Slika 2.5: Delovanje O-Net, slika povzeta po [27].
2.2 FaceNet
FaceNet je sistem, ki ponuja svojevrstno arhitekturo za opravljanje nalog,
kot so prepoznavanje obrazov, preverjanje in zdruzˇevanje. Uporablja glo-
boke nevronske mrezˇe v povezavi s procesom imenovanim izguba trojcˇkov,
izboljˇsa natancˇnost. Vsako obrazno fotografijo vlozˇi v evklidski prostor tako,
da razdalje v tem prostoru ustrezajo podobnosti obraza, kar pomeni da bo
fotografija, na kateri je oseba A, postavljena blizˇje ostalim podobam osebe A
v primerjavi s podobami katere koli druge osebe, prisotne v naboru podatkov
[21].
Glavna razlika med FaceNetom in ostalimi tehnikami prepoznavanja in
interpretacije obrazov je, da se FaceNet iz fotografij naucˇi vlozˇenk in jih
kasneje zna aplicirati iz ene fotografije na drugo. Ko so vlozˇenke ustvarjene,
se lahko vse druge naloge, kot so preverjanje, prepoznavanje itd. izvajajo
s standardnimi tehnikami dolocˇene domene, pri cˇemer se te novo ustvarjene
vlozˇenke uporabijo kot funkcijski vektor. Pomembno je vedeti, da FaceNet ne
definira nobenega novega algoritma za izvajanje prej nasˇtetih nalog, temvecˇ
le ustvari vlozˇenke, ki jih lahko neposredno uporabimo za prepoznavanje,
preverjanje in zdruzˇevanje obrazov [21]. Na sliki 2.6 je prikazano delovanje
mrezˇe FaceNet.
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Slika 2.6: FaceNet shema, slika povzeta po [2].
2.2.1 Izguba in izbira trojcˇkov
Drug pomemben vidik FaceNeta je uporaba funkcije izgube trojcˇkov, prika-
zane na sliki 2.7. Za izracˇun izgube trojcˇkov potrebujemo 3 fotografije in
sicer t. i. sidro, pozitivno fotografijo in negativno fotografijo. Zˇelimo, da je
nasˇa fotografija sidra (fotografija dolocˇene osebe A) blizˇje preostalim pozi-
tivnim fotografijam (to so vse fotografije osebe A) v primerjavi z negativnimi
fotografijami (vse ostale fotografije). Z drugimi besedami, lahko recˇemo, da
zˇelimo, da so razdalje med vlozˇenko nasˇe sidrne fotografije in vlozˇenkami
nasˇih pozitivnih fotografij manjˇse v primerjavi z razdaljami med vlozˇenko
nasˇe fotografije sidra in vlozˇenkami nasˇih negativnih fotografij [21].
Slika 2.7: Izguba trojcˇkov, slika povzeta po [21].
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Izguba trojcˇkov
Izgubo trojcˇkov formalno definiramo kot kazˇe enacˇba 2.1.
n∑
i
[
‖f(xai )− f(xpi )‖22 − ‖f(xai )− f(xni )‖22 + α
]
+
(2.1)
Enacˇba 2.1: Formalna predstavitev izgube trojcˇkov, povzeta po [21].
xi - predstavlja fotografijo.
f(xi) - predstavlja vlozˇenko fotografije.
α - predstavlja marzˇo med pozitivnimi in negativnimi pari.
a - predstavlja sidrno fotografijo.
p - predstavlja pozitivno fotografijo.
n - predstavlja negativno fotografijo.
Alfa je definirana kot meja med pozitivnimi in negativnimi pari, je vre-
dnost praga, ki dolocˇa razliko med nasˇimi pari fotografij. Cˇe nastavimo alfo
na 0.5, potem zˇelimo, da je razlika med nasˇimi sidro-pozitivinimi in sidro-
negativnimi slikovnimi pari vsaj 0.5 [21].
Izbira trojcˇkov
Izbira pravilnih parov fotografij je izredno pomembna, saj bo veliko slikovnih
parov, ki bodo izpolnili ta pogoj in zaradi tega se nasˇ model od njih ne bo
veliko naucˇil. Za zagotovitev hitre konvergence je kljucˇnega pomena izbira
trojcˇkov, ki kriˇsijo omejitev trojcˇkov. Glede na sidrno fotografijo zˇelimo iz-
brati popolnoma pozitivno in popolnoma negativno fotografijo, kar kot funk-
ciji prikazujeta enacˇbi 2.2 in 2.3 [21].
Argmax‖f(xai )− f(xpi )‖22 −−Eq(1) (2.2)
Argmin‖f(xai )− f(xni )‖22 −−Eq(2) (2.3)
Enacˇbi 2.2 in 2.3: Funkciji za izracˇun popolnoma pozitivne in popolnoma
negativne fotografije, povzeti po [21].
Eq (1) - pomeni, da zˇelimo s sidrno fotografijo osebe A najti pozitivno fo-
tografijo osebe A tako, da je razdalja med tema dvema fotografijama najvecˇja.
Diplomska naloga 11
Eq (2) - pomeni, da zˇelimo s sidrno fotografijo osebe A najti negativno
fotografijo tako, da je razdalja med tema dvema fotografijama najmanjˇsa.
Tukaj smo samo izbrali popolne pozitive in popolne negative. Ta pristop
nam pomaga pri pospesˇevanju konvergence, saj se nasˇ model ucˇi uporab-
nih predstav. Vendar pa s tem pristopom obstaja tezˇava, saj je racˇunanje
popolne pozitivne in popolne negativnosti v celotnem naboru podatkov neiz-
vedljivo. Pametna resˇitev je izracˇunati popolne pozitivne in negativne ucˇinke
za mini nabor in ne celoten nabor podatkov [21].
2.3 Vlozˇenke
Vlozˇenka obraza je vecˇdimenzionalna numericˇna vektorska predstavitev obraza,
ki predstavlja edinstveno identiteto obraza. FaceNet uporablja 128 dimen-
zij, s katerimi ustvari model, ki lahko generira vlozˇenko za vsak obraz. Ko
modelu zagotovimo vhodno fotografijo, nam kot izhod poda 128 bajtov nu-
mericˇnih vektorskih podatkov, ki edinstveno dolocˇajo obraz in jih je mogocˇe
primerjati z drugimi obrazi z uporabo evklidske razdalje s formulo podano v
enacˇbi 2.4 [21]. Podobnosti med obrazi lahko izracˇunamo glede na razdaljo
med njihovimi vektorji, kar pomeni, da bi bile razdalje med podobnimi obrazi
krajˇse in razdalje med manj podobnimi obrazi daljˇse [27].
d(p, q) = d(q, p) =
√
(q1 − p1)2 + (q2 − p2)2 + ...+ (qn − pn)2 =
√√√√ n∑
i=1
(qi − pi)2
(2.4)
Enacˇba 2.4: Evklidska razdalja, povzeta po [2].
Nasˇa metoda uporablja usposobljeno mrezˇo globokih konvolucijskih mrezˇ
za neposredno optimizacijo same vlozˇenke. Ko je ta vlozˇenka izdelana, po-
stane preverjanje obrazov preprosto. Potrebno je le dolocˇiti sprejemljivo mejo
za razdalje med razlicˇnimi vlozˇenkami. Prizadevamo si namrecˇ za vlozˇenko
f(x), iz fotografije x v prostor znacˇilnosti IRd tako, da je kvadrat razdalj
med vsemi obrazi iste identitete majhen, medtem ko je kvadratna razdalja
12 Veno Gaube
med parom podob obraza z razlicˇnimi identitetami velika in to neodvisno od
pogojev, v katerih je bila fotografija zajeta [21].
2.4 Kategorizacija obrazov
V tem razdelku bomo razvili model, s katerim bomo vlozˇenke obrazov kla-
sificirali. Najprej moramo nalozˇiti nabor podatkov o vlozˇenkah obrazov,
nato lahko model ocenimo. Postopek klasifikacije torej zajema pridobitev
fotografije iz testne mnozˇice fotografij, nato pridobi vlozˇenko, pricˇakovano
napoved razreda in ustrezno ime za razred. Vendar ker v prvi fazi nasˇega
programa nimamo tocˇno dolocˇenih razredov in nimamo testne mnozˇice ra-
zredov, taksˇnega postopka kategorizacije oz. klasifikacije v prvi stopnji sˇe ne
moremo opraviti. Namesto tega bomo z uporabo grucˇenja fotografije, ki so
znotraj iste grucˇe klasificirali kot isto osebo in vse fotografije oznacˇili z inde-
ksom grucˇe, v kateri se nahajajo. V drugi fazi diplomskega dela pa bomo z
uporabnikovo pomocˇjo uredili testno zbirko razredov, na katerih bomo lahko
model ucˇili in ta naucˇen model kasneje uporabili na ucˇni mnozˇici za bolj
natancˇno klasifikacijo. Napovemo lahko tako indeks razreda kot verjetnost
napovedi, iz cˇesar lahko dobimo ime za napovedani razred in verjetnost za
to napoved.
Mnozˇice oz. grucˇe ustvarjamo na podlagi najmanjˇse razdalje med vlozˇenko
opazovane fotografije in med vsemi njenimi povezavami do drugih fotografij,
ki so izven njene grucˇe. Pri tem postopku moramo samo paziti, da je raz-
dalja med vlozˇenko ene fotografije in vlozˇenko druge fotografije manjˇsa od
prej postavljene meje. To grucˇenje izvajamo do konvergence oz. dokler ne
izvedemo vseh iteracij, ki smo jih prav tako vnaprej dolocˇili ob zacˇetku izva-
janja. Na koncu ustvarjen graf in njegova vozliˇscˇa pregledamo in kot izhod
podamo tabelo urejeno po velikosti od najvecˇje do najmanjˇse grucˇe, kjer je
vrednost vsakega vozliˇscˇa pot do fotografije, ki smo jo pregledali in primerjali
njeno vlozˇenko z ostalimi. Prejete podatke o ustvarjenih mnozˇicah obdelamo
in vsaki fotografiji v grucˇi pripiˇsemo njeno mejno polje, njeno identiteto in
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njeno vlozˇenko. Prejete podatke na koncu prve faze prikazˇemo z graficˇnim
uporabniˇskim vmesnikom, prikazanim na sliki 2.8:
Slika 2.8: Prikaz kategoriziranih obrazov po prvi fazi izvajanja.
2.5 Nacˇini ucˇenja
V diplomskem delu uporabljamo nenadzorovane metode ucˇenja zaradi dela
z neanotiranimi podatki in pri tej metodi nam ni treba nadzirati modela.
Namesto tega moramo dovoliti, da model deluje sam in odkriva informacije.
Nenadzorovani ucˇni algoritmi omogocˇajo izvajanje bolj zapletenih nalog ob-
delave v primerjavi z nadzorovanim ucˇenjem cˇeprav je nenadzorovano ucˇenje
lahko bolj nepredvidljivo v primerjavi z drugimi naravnimi metodami poglo-
bljenega ucˇenja in metodami okrepitvenega ucˇenja. [8, 22].
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Slika 2.9: Nadzorovano v primerjavi z nenadzorovanim ucˇenjem, slika povzeta
po [3].
2.6 Metode grucˇenja
2.6.1 Hierarhicˇno grucˇenje
Hierarhicˇno grucˇenje v skupine, kot zˇe pove ime, je algoritem, ki gradi hie-
rarhijo skupin. Ta algoritem se zacˇne z vsemi podatkovnimi tocˇkami, ki so
vsaka svoja grucˇa. Nato se dve najblizˇji tocˇki zdruzˇita v grucˇo in postopek
se ponovi. Ta algoritem se koncˇa, ko ostane samo sˇe ena grucˇa. Rezultate
hierarhicˇnega zdruzˇevanja lahko prikazˇemo z uporabo dendrograma, primer
je viden na sliki 2.10 [19, 25, 10, 18].
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Slika 2.10: Dendrogram primera hiearhicˇnega grucˇenja, slika povzeta po [19].
Odlocˇbo o sˇtevilu grucˇ, ki lahko najbolje prikazujejo razlicˇne skupine,
lahko izberemo z opazovanjem dendrograma. Najboljˇsa izbira sˇtevila grucˇ je
sˇtevilo navpicˇnih cˇrt v dendrogramu, prerezanih z vodoravno cˇrto, ki lahko
precˇka najvecˇjo navpicˇno razdaljo, ne da bi sekala grucˇo, kot to prikazuje
slika 2.11. V spodnjem primeru bo najboljˇsa izbira sˇtevila skupin 4, saj
rdecˇa vodoravna cˇrta v spodnjem dendrogramu pokriva najvecˇjo navpicˇno
razdaljo med vodoravnima cˇrtama A in B.
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Slika 2.11: Izbira koncˇnega sˇtevila grucˇ, slika povzeta po [19].
Problem hiearhicˇnega grucˇenja je v obdelavi velikega sˇtevila podatkov, saj
je cˇasovna zahtevnost tega algoritma O(n2). Kljub temu smo v diplomskem
delu testirali delovanje hiearhicˇnega algoritma HDBSCAN [18], ki je imel
dobre rezultate.
2.6.2 Chinese Whispers
Chinese Whispers je metoda zdruzˇevanja, ki se uporablja v omrezˇni znanosti.
Metode grozdenja se v osnovi uporabljajo za prepoznavanje skupnosti vozliˇscˇ
ali povezav v danem omrezˇju. Ta algoritem sta leta 2005 zasnovala Chris
Biemann in Sven Teresniak. Ime izhaja iz dejstva, da je postopek mogocˇe
modelirati kot locˇevanje skupnosti, kjer vozliˇscˇa drug drugemu posˇiljajo iste
vrste informacij [6].
Chinese Whispers je metoda brez hierarhicˇnih odnosov med mnozˇicami.
Nakljucˇna lastnost pomeni, da lahko vecˇkratno izvajanje postopka v istem
omrezˇju privede do razlicˇnih rezultatov, medtem ko lahko eno vozliˇscˇe v
dolocˇenem trenutku pripada samo eni grucˇi. Izvirni algoritem se uporablja
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za neusmerjene, utezˇene in neutezˇene grafe. Chinese Whispers je cˇasovno
linearen, kar pomeni, da je izjemno hiter, tudi cˇe je sˇtevilo vozliˇscˇ in povezav
v omrezˇju zelo veliko. Algoritem deluje v neusmerjenem neutezˇenem grafu v
naslednjem zaporedju:
1. Vsa vozliˇscˇa so dodeljena locˇenemu razredu (sˇtevilo zacˇetnih razredov
je enako sˇtevilu vozliˇscˇ).
2. Nato se vsa mrezˇna vozliˇscˇa razvrstijo eno za drugo v nakljucˇnem
vrstnem redu. Vsako vozliˇscˇe se premakne v razred, ki ga dano vozliˇscˇe
povezˇe z najvecˇ povezavami. V primeru enakosti je mnozˇica med vsemi
enako povezanimi razredi nakljucˇno izbrana.
3. Drugi korak se ponavlja do vnaprej dolocˇenega sˇtevila ponovitev ali
dokler postopek ne konvergira. Na koncu nastajajocˇi razredi predstavljajo
mnozˇice omrezˇja. Slika 2.12 prikazuje primer delovanja algoritma Chinese
Whispers. [6]
Slika 2.12: Primer delovanja algoritma Chinese Whispers, slika povzeta po[1].
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Poglavje 3
Rezultati
Rezultati so mocˇno odvisni od nastavitve parametrov pri zdruzˇevanju vlozˇenk
fotografij in pri postavitvi meje gotovosti pravilne klasifikacije fotografije.
Odvisni so tudi od podatkovnih baz na katerih testiranje izvajamo. V nada-
ljevanju bomo opisali tako podatkovne baze kot tudi razliko v rezultatu glede
na postavitev meje pri zdruzˇevanju vlozˇenk ter rezultate pri spreminjaju meje
gotovosti klasifikacije fotografije. Primerjamo in graficˇno prikazˇemo tudi raz-
liko v rezultatu med uporabo grucˇenja z algoritmom HDBSCAN ter Chinese
Whispers.
3.1 Podatkovne baze
Pri zbiranju podatkov je najpomembnejˇsa raznolikost in cˇim vecˇje sˇtevilo
primerov, na katerih se lahko program “ucˇi”. S tem, da se model naucˇi
cˇim vecˇjega sˇtevila obraznih leg in obraznih lastnosti dosezˇemo to, da se ob
srecˇanju s prej sˇe nikoli videno fotografijo obraza, ki ga je prej veliko-krat
obdelal, rezultat oz. klasifikacija ne spremeni. Razlicˇne obrazne lastnosti
so lahko pogled obraza (stranski, frontalni), izrazˇanje obraza (govorjenje,
kricˇanje, smejanje itd...), pogled kamere (obraz fotografiran od zgoraj ali od
spodaj) in neporavnanost obraza (kamera je zarotirana). Predlagano resˇitev
smo testirali na dveh podatkovnih bazah, od katerih je ena zbirka fotografij
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zajetih s spleta, druga pa je privatna zbirka fotografij zajetih s telefonom.
3.1.1 Spletna zbirka fotografij
Zbirka je sestavljena iz skupinskih fotografij, kot tudi fotografij posameznih
cˇlanov glasbene skupine “Red Hot Chili Peppers” zajetih s spleta. Skupaj je
v zbirki 130 fotografij in 594 zaznanih obrazov. Ozadja so kompleksna, saj
se v vsaki fotografiji osvetlitev, elementi in sˇtevilo oseb spreminja. Obrazi se
razlikujejo v velikosti, orientaciji, nagibu, osvetljavi in cˇustvenem izrazˇanju,
ki sega od nevtralnega do vzhicˇenega. Nekateri obrazi so delno zakriti zaradi
las, razlicˇnih predmetov in barve. Osvetlitev se spreminja glede na lokacijo,
del dneva in pozicijo umetne osvetljave na odru. Tezˇavnost te zbirke je
kolicˇina obrazov na fotografiji, vendar skozi korake uvedene v diplomskem
delu izlusˇcˇimo ponavljajocˇe se obraze s fotografij in jih na tak nacˇin filtriramo.
Cˇas izvajanja je zaradi nizˇje resolucije fotografij manjˇsi, saj vecˇino fotografij
ni bilo treba pomanjˇsevati, zaradi nizˇje resolucije pa je tudi samo izvajanje
detekcije obrazov hitrejˇse.
3.1.2 Privatna zbirka fotografij
Fotografije so bile pridobljene iz privatne zbirke fotografij zajetih s telefonom.
Zajemajo 330 fotografij, na katerih je bilo zaznanih 441 obrazov. Resolucija
fotografij je viˇsja kot pri spletni zbirki, zato je treba resolucijo vecˇini fotografij
pomanjˇsati, s tem pa se cˇas izvajanja programa zmanjˇsa iz 30-45 minut na
5 minut. Zbirka zajema tako skupinske kot tudi posameznikove fotografije
z raznoliko postavitvijo kamere in obrazov. Vsaka fotografija variira tako v
poziciji in legi obraza kot tudi osvetljavi in ozadju. Zaradi dejstva, da gre za
privatno zbirko obrazi niso vedno popolnoma osvetljeni ali pa v celotni vidni,
saj jih zakrivajo predmeti, deli telesa, vcˇasih pa je za slabo razlocˇanje obraza
kriva osvetlitev. Ozadje se spreminja glede na lokacijo in del v dneva. Sega
od preprostega belega ozadja, do zelo barvitega in razgibanega mestnega
ozadja.
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3.2 Rezultati na spletni bazi
Program zazna 594 obrazov s fotografij spletne podatkovne baze. To sˇtevilko
smo zˇeleli kar se da ohraniti, da imamo pri zdruzˇevanju podatkov cˇim vecˇje
sˇtevilo vzorcev in s tem vecˇje sˇtevilo tocˇk v n-dimenzionalnem prostoru, v
katerem te tocˇke zdruzˇujemo v mnozˇice s podobnimi lastnostmi. Upora-
bljamo algoritma Chinese Whispers [6] in HDBSCAN [18], ki se razlikujeta
v tem, da je Chinese Whispers stohasticˇen algoritem, kar pomeni, da mo-
ramo za nek zanesljiv rezultat algoritem vecˇkrat pognati in vzeti povprecˇno
vrednost rezultatov, saj je lahko rezultat glede na potek grucˇenja drugacˇen.
HDBSCAN [18] pa zdruzˇuje tocˇke, med katerimi ni velike razdalje in s tem
ustvarja mnozˇice ter tocˇke, ki so dalecˇ stran od preostalih oznacˇi kot zunanje
tocˇke in jih ne zdruzˇuje. Pri obeh algoritmih smo ob postavitvi meje pod
vrednost 1.0 zajeli manj fotografij kot je najvecˇ mozˇno, zato smo to mejo
prestavili na 1.0. Pravtako je bila natancˇnost ocenitve glavnih oseb v zbirki
s to oceno najboljˇsa. Rezultate in meje smo postavljali tudi glede na cˇistocˇo
mnozˇic ob zdruzˇevanju, ki je bila zaradi visoke meje zdruzˇevanja nizˇja, ven-
dar so bili obrazi vecˇkrat ponavljajocˇih oseb v zbirki pravilno in skoraj brez
napake klasificirani v svoje mnozˇice. Cˇistocˇa mnozˇic je pri diplomskem delu
pomembna, ker bi radi dosegli, da uporabnik cˇim hitreje in cˇim lazˇje zdruzˇi
grucˇe ob koncu izvajanja prve faze. Cˇistocˇo lahko izracˇunamo po enacˇbi 3.1.
1
N
∑
m∈M
max
d∈D
| m ∩ d | (3.1)
Enacˇba 3.1: Enacˇba za izracˇun cˇistocˇe mnozˇic, povzeta po [4].
M - predstavlja skupino mnozˇic.
D - predstavlja skupino razredov.
N - predstavlja skupino tocˇk s podatki.
Poskusˇali smo najti mejo, ki bi vsako osebo kategorizirala v svojo mnozˇico,
vendar tega ni bilo mogocˇe dosecˇi. Tudi tukaj, je bila meja 1.0 najbolj
ucˇinkovita in je razdelila nasˇo zbirko 29 obrazov z uporabo Chinese Whi-
spers v 18 oz. 19 mnozˇic pri HDBSCAN [18] pa smo s to mejo ustvarili 5
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mnozˇic. Problem pristopa HDBSCAN [18] ni bil v natancˇnosti, saj je bila
vsaka fotografija znotraj grucˇ pri mejah 0.65, 0.75 in 0.85 pravilno kategorizi-
rana cˇistocˇa mnozˇic pa je bila 100%, vendar je algoritem uredil v mnozˇice le
desetino oz. petnajstino vseh fotografij, kar je za rezultate in prikaz fotografij
v zbirki fotografij nedopustno. Ob viˇsanju mejne razdalje med posameznimi
vozliˇscˇi se je sˇtevilo zdruzˇenih fotografij viˇsalo, vendar smo zacˇeli zelo naglo
izgubljat na natancˇnosti in cˇistocˇi mnozˇic.
Potem ko smo dolocˇili najboljˇso mejo zdruzˇevanja mnozˇic, je bilo po-
trebno dolocˇiti sˇe najboljˇso mejo klasificiranja obrazov v koncˇne mnozˇice.
Tako kot prej si tudi tukaj zˇelimo ohraniti cˇim vecˇje sˇtevilo fotografij, vendar
se nasˇa zbirka lahko zmanjˇsa, saj uporabnik sam s pomocˇjo graficˇnega upo-
rabniˇskega vmesnika po prvi fazi zdruzˇevanja pregleda ustvarjene mnozˇice in
tiste, ki zanj niso pomembne, izbriˇse. Ob ustvaritvi vecˇ mnozˇic za eno osebo
pa lahko te mnozˇice zdruzˇi v eno. S tem brisanjem se avtomatsko posodablja
tudi nasˇ program. Glede na zbirko na kateri smo testirali, smo vsakicˇ zavrgli
priblizˇno 200 fotografij zaznanih obrazov v prehodu iz prve v drugo fazo. To
so lahko bile napacˇne zaznave, torej da je program za prepoznavo obrazov
namesto obraza zaznal nek predmet, lahko pa je zaznal osebe v ozadju foto-
grafij, ki za uporabnika nimajo pomena in jih je ob koncu prve faze izbrisal
iz datoteke z rezultati.
Ob izlusˇcˇitvi pomembnih oseb se program nadaljuje tako, da uporab-
nik sam dolocˇi identitete oseb iz vsake preostale mnozˇice. To opravi zato,
da ustvari testno mnozˇico za program, na kateri se lahko naucˇi specificˇnih
lastnosti osebe in kasneje osebe iz ucˇne mnozˇice pravilno kategorizira v da-
toteke. Priblizˇno 20% preostalih fotografij spletne zbirke predstavlja testno
mnozˇico in 80% preostalih fotografij predstavlja ucˇno mnozˇico.
Glede na teste izvedene na zbirki fotografij se je kot najboljˇsa meja za
oba algoritma zdruzˇevanja kot tudi za natacˇnost in cˇistocˇo mnozˇic obrazov
pri klasifikaciji izkazala vrednost meje 0.45, saj z njo ohranjamo najviˇsjo
cˇistocˇo mnozˇic z ohranjanjem natancˇnosti klasifikacije obrazov. Prav tako je
sˇtevilo mnozˇic enako sˇtevilu oseb na fotografijah, kar pomeni, da ne ustvar-
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jamo dodatnih mnozˇic za isto osebo. Povprecˇna cˇistocˇa mnozˇic s pristopom
zdruzˇevanja Chinese Whispers je bila 0.9858, natancˇnost klasifikacije pa v
povprecˇju 0.9219. Kljub temu da smo ob uporabi meje 0.55 za dolocˇitev
klasifikacije razreda imeli viˇsjo natancˇnost, je bilo sˇtevilo klasificiranih foto-
grafij zaradi viˇsje meje skoraj za petino manjˇse kot pri meji 0.45. Pri uporabi
zdruzˇevanja po algoritmu HDBSCAN so bili pri klasifikaciji rezultati dosti
boljˇsi kot prej, vendar je postopek sˇe vedno zaostajal za povprecˇjem algoritma
Chinese Whispers. Tudi cˇistocˇa mnozˇic je bila nizˇja, s povprecˇno vrednostjo
0.81 in najviˇsjo natancˇnostjo klasificiranja vseh fotografij pri 0.92. Rezultati
razlicˇnih vrednosti meja pri zdruzˇevanju in nato sˇe s klasifikacijo so vidni na
slikah 3.1 in 3.2 tako za algoritem Chinese Whispers kot tudi HDBSCAN.
Na slikah 3.1.1 in 3.2.1 je vizualni prikaz sˇtevila dodatnih mnozˇic, ki sta jih
ustvarila oba zdruzˇevalna algoritma.
Slika 3.1: Vizualni prikaz povprecˇnih rezultatov spletne zbirke po zdruzˇevanju.
X - os predstavlja mejo zdruzˇevanja, Y- os predstavlja odstotek.
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Slika 3.1.1: Vizualni prikaz sˇtevila dodatnih mnozˇic glede na sˇtevilo vseh
oseb po zdruzˇevanju. X - os predstavlja mejo zdruzˇevanja, Y- os predstavlja
sˇtevilo oseb.
Slika 3.2: Vizualni prikaz povprecˇnih rezultatov spletne zbirke po klasifika-
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ciji. X - os predstavlja mejo klasifikacije, Y- os predstavlja odstotek.
Slika 3.2.1: Vizualni prikaz sˇtevila dodatnih mnozˇic glede na sˇtevilo vseh oseb
po klasifikaciji. X - os predstavlja mejo klasifikacije, Y- os predstavlja sˇtevilo
oseb.
3.3 Rezultati v privatni zbirki
Program zazna 441 obrazov s fotografij privatne zbirke. Zaradi prej opisanih
rezultatov, smo v privatni zbirki najprej testirali natancˇnost, cˇistocˇo in sˇtevilo
mnozˇic glede na sˇtevilo vseh oseb z mejo zdruzˇevanja mnozˇic 1.0 in tudi
na tej zbirki z uporabo Chinese Whispers [6] se je le-ta izkazala za zelo
natancˇno pri klasifikaciji obrazov v lastne razrede in prav tako pri cˇistocˇi
mnozˇic, saj je ustvarila 3 mnozˇice za 3 razlicˇne osebe s fotografij in dodala
2 mnozˇici, ki sta vsebovali napacˇno identificirane predmete in nerazlocˇljive
obraze. Cˇistocˇa mnozˇic po samem zdruzˇevanju je bila 0.6121, kar je viˇsje
kot s preostalimi mejami, vendar so bile zaradi slabsˇe resolucije nekatere
fotografije kategorizirane v napacˇne mnozˇice, prav tako je bila natancˇnost
ocen mnozˇic ponavljajocˇih oseb s skoraj 87% najviˇsja. Pri uporabi postopka
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HDBSCAN [18] pa se je kot najbolj natancˇna meja razdalje med vozliˇscˇi
izkazala 0.95, ki je prinesla 70% natancˇnost in cˇistocˇo enako 0.77. Cˇistocˇa
je bila pri tem algoritmu viˇsja, predvidevamo, da je tako zaradi manjˇsega
sˇtevila oseb na fotografijah, kar olajˇsa postopek grucˇenja.
Glede na teste izvedene v privatni zbirki, se je kot najboljˇsa meja klasi-
fikacije obrazov, tako pri spletni zbirki kot tukaj, izkazala vrednost 0.45 in
to pri obeh postopkih grucˇenja. Pri algoritmu Chinese Whispers je imela
najcˇistejˇse mnozˇice in najbolj natancˇno klasifikacijsko tocˇnost z vrednostjo
0.9257 in ustaritvijo le 1 dodatne mnozˇice, ki pa je bila posledica zaprtih
ocˇi osebe na fotografiji. Tudi tukaj je program pravilno klasificiral fotogra-
fije osebe z zaprtimi ocˇmi v to mnozˇico. Povprecˇna cˇistocˇa mnozˇic je bila
0.9850. Kot prej se je v drugi fazi grucˇenje s HDBSCAN-om izrazito iz-
boljˇsalo v primerjavi s prvo fazo, vendar je sˇe vedno na vsaki testni tocˇki
zaostajalo za Chinese Whispers. Cˇistocˇa je bila vedno visoka, vendar je bilo
skupno sˇtevilo fotografij znotraj vseh mnozˇic veliko manjˇse kot pa pri al-
goritmu Chinese Whispers. Pristop je dosegel najviˇsjo natancˇnost pri meji
razdalj enaki 0.95 ter meji za pravilno klasifikacijo enaki 0.45, kjer je bila na-
tancˇnost 86%. Rezultati testiranja s privatno zbirko najprej pri zdruzˇevanju
in nato sˇe s klasifikacijo so prikazani na slikah 3.3 in 3.4.
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Slika 3.3: Vizualni prikaz povprecˇnih rezultatov privatne zbirke po zdruzˇevanju.
X - os predstavlja mejo zdruzˇevanja, Y- os predstavlja odstotek.
Slika 3.3.1: Vizualni prikaz sˇtevila dodatnih mnozˇic glede na sˇtevilo vseh
oseb po zdruzˇevanju. X - os predstavlja mejo zdruzˇevanja, Y- os predstavlja
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sˇtevilo oseb.
Slika 3.4: Vizualni prikaz povprecˇnih rezultatov privatne zbirke po klasifika-
ciji. X - os predstavlja mejo klasifikacije, Y- os predstavlja odstotek.
Slika 3.4.1: Vizualni prikaz sˇtevila dodatnih mnozˇic glede na sˇtevilo vseh oseb
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po klasifikaciji. X - os predstavlja mejo klasifikacije, Y- os predstavlja sˇtevilo
oseb.
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Poglavje 4
Sklepne ugotovitve
V diplomskem delu smo z uporabo modula FaceNet [21] in grucˇenja z algo-
ritmoma Chinese Whispers [6] in HDBSCAN [18] uspeli predstaviti dvosto-
penjsko resˇitev. Prva stopnja so rezultati pridobljeni brez uporabe ucˇne in
testne mnozˇice. Stopnja natancˇnosti ocenitve in klasifikacije obrazov v grucˇe
je bila dosti viˇsja, kot smo pricˇakovali prav tako je bilo sˇtevilo grucˇ in nji-
hova cˇistocˇa po prvi stopnji samo primerjanja vlozˇenk, brez prej naucˇenega
modela, obetavna. V drugi stopnji resˇitve, ko uporabnik sam “pripravi” te-
stno mnozˇico z razredi, je bilo zaradi dobrih rezultatov prve stopnje veliko
pricˇakovanj, ki so se ob pregledu koncˇnih rezultatov in fotografij s pravilno
oznacˇenimi obrazi in njihovimi mejnimi polji tudi izpolnila.
Metoda je delovala tako na nekoliko preprostejˇsi privatni zbirki kot tudi
na bolj zapleteni in razgibani spletni zbirki. Ena od glavnih ugotovitev je bila,
da je kolicˇina in raznolikost podatkov kljucˇnega pomena za dobro izvajanje
nasˇe resˇitve.
Mozˇnih je sˇe ogromno nadgradenj, ena izmed teh bi bila urejanje in za-
znavanje obrazov znotraj nekega cˇasovnega okvirja, kar bi zahtevalo delo z
EXIF informacijami [11] s fotografij, s cˇimer bi lahko spremljali razvoj posa-
meznika ali pa skupine ljudi. Prav tako bi bila izjemna izboljˇsava pridobitev
konkretne in zahtevnejˇse podatkovne baze s skupinskimi fotografijami istih
oseb, ki bi jih lahko znotraj diplomskega dela uporabili in na njih testirali
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nasˇo resˇitev, saj do sedaj taksˇne podatkovne baze sˇe ni in je bilo potrebno
nabrati oziroma prebrskati splet v iskanju skupinskih fotografij s cˇim bolj raz-
gibanimi obraznimi izrazi, telesnimi pozicijami in s cˇim vecˇjim sˇtevilom ljudi
z ohranitvijo vecˇkrat ponavljajocˇih obrazov na isti fotografiji. Sˇele potem bi
lahko dodelali meje za izracˇun grucˇ in klasifikacijo obrazov na fotografijah.
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