Zonal Detached Eddy Simulation of a simplified nose landing-gear for flow and noise predictions using an unstructured Navier-Stokes solver 
Introduction
Because of the growth of cities, the airports that once were far away from inhabited areas are now being surrounded by residential areas. This, coupled with the exponential growth of passengers and cargo air transportation, has generated an increase of the population noise exposure.
During the last decades, the main acoustic sources of an airliner have been drastically reduced. For instance, 5 jet noise was strongly reduced thanks to the use of high by-pass ratio jet engines and of reduction devices, such as chevrons. As a consequence, other noise sources started to emerge. This is the case for the airframe noise which is usually decomposed into high-lift devices noise (flaps and slats) and landing gear noise, both including particular contributions such as cavity noise and interaction noise. During the takeoff phase of an airliner, the engines are set to maximum power, while the flaps and slats are partially 10 extended. The landing gears are rapidly retracted in order to gain speed. On the other hand, during the approach phase, the engines are almost set to idle while the flaps and slats are extended at maximum position and the landing gears are deployed during a significant larger amount of time when compared to takeoff. This leads to a distribution of noise sources completely different from that of the takeoff phase, with airframe noise becoming dominant. This is illustrated in Figure 1 , taken from Piet et al. [1] , where important contributions of airframe noise to the total noise can For the reasons stated above, large efforts are currently being made by the research laboratories, in close relation with the industry, for significantly reducing these "new" sources. In order to do so, highly accurate numerical simulations of the noise emitted by each of the components of the airframe i.e. the isolated landing gears, flaps and slats are needed. Secondly, the methodologies developed have to be flexible enough in order to deal with various configu-20 rations of growing complexity. Finally, these methodologies must be affordable, in terms of cost and restitution time, in order to be integrated in the design phase, in such a way that, the impact of any design modification on the emitted noise can be assessed, prior to the landing gear manufacture.
In order to predict airframe noise, and especially landing gear noise, as is the objective of the present article, several challenges have to be addressed. The first one relies on the complexity of the geometries used. Structured 25 grids have been historically widely used for flow simulation. Nevertheless, the mesh generation process on complex geometries becomes tedious, and sometimes can led to low quality cells, if attached boundary layers are to be finely solved. A successful application of structured multi-block grids to landing gear noise predictions is found in Liu et al. [2] that used these family of grids on the LAGOON geometry (see §2) coupled with high-order numerical schemes. In order to overcome some of the difficulties and constraints of the structured grid generation, the Chimera technique 30 can be used. This technique relies on the use of a series of overset grid blocks and has been applied by P. Spalart et al. [3] , allowing to successfully deal with relatively complex geometries as the four-wheel rudimentary landing gear. A drawback of this technique is found at the junctions between different overset blocks, as spurious acoustic waves can be generated polluting the numerical solution over the whole computational domain. Moreover, the growing complexity of the landing gears imposes a multiplication of the overset blocks, hence, this technique is better adapted 35 for simple geometries. Another meshing technique consists in using unstructured grids, allowing an almost automatic mesh generation process, or at least, a much faster one, when compared to structured grids. Thanks to the use of tetrahedral elements, unstructured grids are easily adapted to any kind of geometry. This family of grids has been applied to a wide range of configurations e.g. on the four-wheel rudimentary landing gear by Langtry et al. [4] . Giret et al. [5] applied a full tetrahedra grid to the LAGOON nose landing gear and 4 th order numerical schemes. The hybrid 40 unstructured approach is the one retained for the present work that uses a combination of prisms, allowing to impose a desired cell anisotropy in the attached boundary layer regions, and tetrahedra in other regions, where the isotropy of the cells is beneficial, for instance in the wake of the landing gear. The second major challenge of landing gear noise prediction is related to the complexity of the flow to be solved. Landing gear flow contains a mix of attached boundary layers with fully turbulent detached flow, interactions between 45 different geometrical components and massive flow detachments that are very sensitive to adverse pressure gradients. For these reasons, the choice of the turbulence model is not unique, and in general relies on the use of the Large Eddy Simulation (LES) or hybrid RANS-LES models derived from the Detached Eddy Simulation (DES), such as the Delayed Detached Eddy Simulation (DDES) proposed by P. Spalart et al. [6] or the Zonal Detached Eddy Simulation (ZDES) proposed by Deck et al. [7] . These methods are based on solving the Navier-Stokes equations in the con-50 ventional CFD manner. Recently, some landing gear computations have been performed using the Lattice Boltzmann Method (LBM), which no longer uses the Navier-Stokes equations, but instead a stochastic modelization of the flow dynamics through the Boltzmann equation. This method has proved to be very efficient not only because of its inherent computational efficiency, but also because it makes use of automatic mesh generation procedures, based on cubic voxels intersecting the landing gear geometry with non conformal matching between different grid resolution zones.
55
It was used for landing gear noise predictions by Casalino et al. [8] and Murayama et al. [9] providing successful results. The main drawback of the LBM is its relatively limited cumulated experience by the scientific community, due to its recent development. Secondly, it requires advanced wall functions in order to capture the physics inside attached boundary layers, limiting its overall applicability. Finally, the application LBM is currently limited to low Mach number flows.
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The present article deals with predicting the noise emitted by the LAGOON simplified landing gear using hybrid unstructured grid, with a Zonal Detached Eddy Simulation (ZDES) turbulence model and the Navier-Stokes solver of the ONERA in-house CEDRE code. The LAGOON case, due to its relative simplicity, will be used to develop and validate a methodology to accurately predict landing gear noise at the lowest computational cost. In other words, it serves as a necessary validation milestone prior to the application on real life industrial configurations. The next Section will present the LAGOON case in detail. Then, in §3.1, a detailed description of the grid construction is provided, while in §3.2 the numerical parameters used for the flow simulation are presented. Then §4 will present and discuss the main aerodynamic results, followed by the acoustic results detailed in §5. Finally §6 will present the conclusions of this work.
The LAGOON project
Founded by AIRBUS, ONERA, DLR and University of Southampton, the LAGOON (LAnding Gear nOise database for CAA validatiON) project aimed at providing an extensive database of flow and noise measurements for the development of new CFD/CAA strategies for landing gear noise predictions. The geometry used is based on a highly simplified 2:5 scaled AIRBUS single aisle aircraft nose landing gear. It was extensively tested both for aerodynamics and aeroacoustics measurements at ONERA's F2 and CEPRA19 wind tunnels, as can be seen in Figure   75 2. More details about the experimental campaigns in F2 and CEPRA19 and some of the results can be found in [10] and [11] respectively. The experimental campaigns covered steady and unsteady pressure measurements in the two wind tunnels, mean off-body flow measurements through bi-dimensional Particle Image Velocimetry (PIV) and unsteady two and three dimensional Laser Doppler Velocimetry (LDV) and hotwire measurements, allowing for a detailed insight of the flow 80 topology and the characterization of the turbulent field behind the landing gear through the combined use of LDV and hot-wire anemometry. Finally, during the test performed in ONERA's aeroacoustic wind tunnel CEPRA19, the noise emitted by this landing gear was also measured at different locations in the flyover and sideline directions. Some beamforming analyses were also performed, especially for characterising the resonant frequencies of 1 and 1.5 kHz observed, thanks to the installation in the wind tunnel of a set of dedicated antennas, as presented in references [10] 85 and [11] .
In the framework of this project, several configurations of growing geometrical complexity were tested at different velocities. For the present study the simplest configuration (Configuration # 1, see Figure 3 of 300 mm. The Reynolds number based on the wheel diameter is close to 1.54e+06. Despite this high Reynolds number value, the boundary layers developing over the tires, the leg and the wheel axle, were tripped, in order to fix the location of the boundary layer transition to turbulence. This point was intended to simplify the computational needs on numerical computations and increasing the repetitiveness of the experiments. A detail of this treatment is shown in Figure 3 (c), where the zigzag stripes applied on the tire, and the small dots on the leg and wheel axle, are 
Computational setup
In the present section, the details of the performed numerical simulation are presented, covering the grid construction process, the different numerical parameters used in the CEDRE code, and the computational resources needed for the computation. 
Mesh generation
The present computation is based on a previous computation performed with the CEDRE code on the same geometry, presented in reference [12] . A second hybrid grid is constructed based on the previous one, re-arranging the elements of the grid in order to obtain a refined grid with the same mesh metrics, hence the computational cost is expected to be comparable.
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The fluid domain size is defined for preventing the propagation of any acoustic reflection from the boundaries back to the model. The dimensions of the bounding box retained are 40D in the streamwise direction, 24D in the crosswise direction and 18D in the vertical direction.
As presented in Table 1 , a 62 million element hybrid grid is generated, containing 19 million prisms, for resolving the attached boundary layers, with Y + values in the order of unity, as shown in Figure 4 . This is achieved by using a Secondly, the skin of the landing gear is finely meshed, especially the small curved edges on the upstream part of 115 the tire (see Figure 5 (a)), which are found to be of major importance for the flow development, as the boundary layer detaches over them due to the presence of adverse pressure gradients. The cell size (∆) used at the skin, ranges from D ∆ = 240 for the coarsest zones up to D ∆ = 400 for the finest zones. Finally, a set of volume refinement zones is used around the landing gear, as can be seen in Figure 5 (b). The first one, placed between the two wheel cavities, aims at correctly propagating the turbulent structures which are shed by 120 the detached boundary layer on the upstream part of the tire through the wheel axle down to the downstream part of the tire. The size of the tetrahedra (∆) used in this refinement zone is kept constant to D ∆ = 187.5. Furthermore, based on a 20 points per wavelength acoustic criterion, this cell size should ensure an accurate acoustic propagation of waves upto 13 kHz. The second volume refinement focuses on the wheel wake and its vicinity, with cell sizes ranging from D ∆ = 187.5 at the wheels axle down to D ∆ = 120 at X D = 2.5, downstream of the landing gear. Based on the 125 same criterion as for the previous refinement, the chosen cell size should lead to f cut−o f f ≈ 8 kHz (for pure convective hydrodynamic structures, the cut-off frequency will be lower, by a ratio equal to the Mach number of the flow). As visible on Figure 5 (b), the shape of this second refinement is a simple cylinder. The size of the tetrahedra outside of these refinement zones is left to gradually increase, down to the boundaries, following a geometric law. As previously mentioned, ONERA's in-house CEDRE code [13] (Calcul d'Ecoulements Diphasiques et Réactifs pour l'Energétique) is used. This solver is a multi-physics, multi-species, cell centred, unstructured, finite volume, Navier-Stokes equations solver, originally developed for combustion and propulsion simulations. Due to the use of a generalized polyhedra formulation, it is well adapted to deal with highly complex geometries, as it is the case of landing gears.
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The simulation was initialized with 3.6 seconds of Unsteady Reynolds Averaged Navier-Stokes (URANS) computation, which represents T T D = 935, where T D stands for the convective time based on the wheel diameter and the free stream velocity. This first phase gives a converged mean flow field to serve as initial conditions for the second part of the computation using the Zonal Detached Eddy Simulation (ZDES) that will provide the data for the flow and acoustic analyses.
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The ZDES, as proposed by Deck [7] , is a hybrid RANS-LES turbulence model that combines the precision and reduced cost of RANS models for solving attached boundary layers with the accuracy of the LES for solving fully turbulent detached flows. In the present computation, the second mode of this turbulence model is retained, as it automatically protects the boundary layer in RANS while shifting rapidly into LES when the flow detaches. This fast transition is ensured by the blending function f DDES that was defined by Spalart [6] for the Detached Eddy Simulation
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(DDES) in the shape of a hyperbolic tangent function, as shown in Eq. 3. The idea underlying these hybrid RANS/LES turbulence models is the use of the RANS model as a subgrid model for the LES when the flow is completely detached, while keeping the original RANS equations for the attached flows. This is achieved by modifying the wall distance of the turbulence model transport equations with a value of the order of the cell size. For the ZDES, as presented in Eq. 1, the modified wall distance d w equals either d w or C DES ∆ depending on the value of f DDES , that is obtained
(1)
For the subgrid length scale (∆), ∆ω proposed by Chauvet [14] is retained, as it prevents the delay in the formation of turbulent structures, as shown by Deck [7] . This is possible thanks to the introduction of the local vorticity unit vector components (N i ) as weighting function of the cell size in each direction (∆i), as presented in Eq. 6, compared to the simple ∆vol presented in Eq. 5 that only considers the grid cell size in each direction. The use of ∆vol or 155 ∆ω already suffices for avoiding the delay in the formation of the turbulent structures observed in the DDES model proposed by Spalart [6] , where only ∆ max (see Eq. 4) is used. Nevertheless ∆vol or ∆ω are not enough on their own for assuring a correct shielding of the boundary layer, on the contrary to ∆max. For this reason, Deck [7] proposed a dual behaviour of subgrid length scale, retaining the original ∆ max when f DDES < f d0 for protecting the boundary layer while shifting into ∆vol or ∆ω (depending on the users choice) when f DDES > f d0 , ensuring a rapid switch to LES, f d0 160 being a constant calibrated to 0.8 (see 7b).
In terms of RANS model, the one equation turbulence model proposed by Spalart et al. [15] is used. This model has been widely used for RANS computations and for Detached Eddy Simulations (DES) because of its accuracy, simplicity and low computational cost. Due to the triggering of the boundary layer during the experimental campaign, as shown in Figure 3 (c) , the fully turbulent version of the model is retained. The transport equation used for the scalar 165ν is presented in Eq. 8. The reader can refer to [15] for further details.
Concerning the numerical schemes applied, an implicit second order in time Runge-Kutta (RKI2) scheme is used with 18 inner GMRES sub-iterations, assuring a decrease of three orders of magnitude in the residuals per physical iteration. The time step (∆t) equals 2.5e-06 seconds (T D ∆t = 1540). In space, the second order HLLC scheme proposed by Toro [16] is used.
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As for the boundary conditions, the open-jet configuration proposed in the LAGOON problem statement (see [17] ) is retained, matching the CEPRA19 inflow conditions, presented in Table 2 . It is important to notice that these conditions slightly differ from the ones of F2, where most of the flow measurements were performed, hence minor differences are to be expected when comparing these kind of results. Table 2 : Boundary conditions used on the present computation extracted from [17] .
As much as 264 ms of flow are computed in ZDES, representing T T D = 68.5, but only the last 154 ms (T T D = 40) 175 are retained, as the first 110 ms are considered to be needed for assuring the convergence of the ZDES after the shift from URANS. The duration of this second transient phase was estimated thanks to the use of the method proposed by Mockett et al. [18] , as shown in Figure 6 (b). This algorithm, was developed for detecting the transient phase duration on DES simulations through the quantification of the random error generated when estimating the different statistical moments on a finite signal. It checks that the statistical magnitudes (mean and standard deviation) are time-invariant 180 and also that the steady state of the signal has been achieved for a sufficiently long part of the total signal. As shown in Figure 6 (a), the value of 110 ms (T T D = 28.5) obtained when using this algorithm is very close to the value simply deduced from studying the evolution of the temporal signal. to provide industry with flexible, accurate, cheap and validated solutions, in such a way that the acoustic emission can be directly addressed during the early stages of the design of a new landing gear, it is considered by the authors that these figures are of major importance.
Aerodynamic results
From the F2 wind tunnel tests briefly presented in §2, an extensive aerodynamic database has been built for the
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LAGOON Configuration # 1 case, in order to assess different CFD methodologies. The most important aerodynamic comparisons are provided and commented in the present paragraph, covering time averaged and unsteady wall pressure measurements, off-body time averaged velocity fields as well as velocity spectra at different locations. Few details about the experimental campaign are also presented before comparison with the CFD results.
Time averaged pressure measurements
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The LAGOON model was equipped with 64 type D Drück class differential pressure sensors with a working range of ±6900 Pa (± 1 PSI) with respect to the wind tunnel static pressure and a data acquisition frequency of 500 Hz. For the sake of simplicity, only the evolution of the mean pressure coefficient over the tire in the azimuth direction θ (see Figure 8) , shown in Figure 7 
Unsteady pressure measurements
In terms of unsteady pressure measurement, 27 unsteady pressure transducers (Kulite R ) with a sampling frequency of 40 kHz were installed on the LAGOON landing gear for the measurements performed in F2 and CEPRA19. The this frequency, the experimental PSDs exhibit a plateau from 2 to 10 kHz instead of progressive decay of the levels, which is probably due to the boundary layer tripping devices (see Figure 3 (right) ), that were located close to the K1 position, and not reproduced in the computation. The influence of this tripping is still perceived at K4, 30
○ later, and completely disappears afterwards, as for example, in K9, where the flow is detached, (Figure 10 Figure 10 . These results seem to point out that this location is very sensitive to small changes in the boundary conditions. One can also assume that the whole region between the two maxima of C p RMS is sensitive to Considering the flow between the wheels, several sensors (K15, K17, K20 and K23) are of great interest (see Figure 9 ) and their PSDs are presented on Figure 12 . The first one, K15 (Figure 12 top left) corresponds to a location where the boundary layer of the tire has already detached and a shear layer has been formed grazing the wheel cavities. Two tones emerge from the cavity at frequencies 1020 Hz and 1500 Hz (from the analysis of the experimental results,
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there are also smaller tones at 470 Hz and 590 Hz). The amplitude of these tones is well reproduced by the numerical simulation, while a slight frequency shift of about 30 Hz is observed that is within the frequency resolution of the computed PSD (∆ f =40.8 Hz). The nature of these tones is still an open question. Casalino et al. [20] explain the first tone by the existence of a planar mode between the two wheel cavity floors, while the second tone could be the results of an azimuthal mode related to the cavity edge to edge distance. On this figure, the computation seems to 245 overestimate the levels in the low frequency range, below 1 kHz, which could be associated with a larger recirculating bubble between the upstream detachment point on the tire and the cavity upstream edge.
Sensors K17 and K23 (Figure 12 bottom) measure the unsteadiness of the flow inside the cavity and over the wheel axle respectively. For these two locations the prediction of the spectrum is very accurate up to about 7 kHz. 
Time averaged flow
After the analysis of the steady and unsteady wall pressures, the present section is focused on the time averaged, off-body flow measurements. During the experimental campaign, extensive Particle Image Velocimetry (PIV), mea-255 sured the streamwise velocity U, aligned with the X axis (see Figure 3 (a) ), and the crosswise velocity component V (aligned with Y) in different planes, Laser Doppler Velocimetry (LDV) measured U and the vertical velocity W (oriented towards Z) along different lines, and in limited planes, were used. The numerical results obtained will then be compared to these experimental ones.
Firstly, the flow behind the landing gear wheels at Z D = 0, is plotted in Figures 13 and 14 . From the analysis of these figures, it appears that the flow at this location is well reproduced, both in terms of time-averaged and RMS velocity components. It is important to notice that the streamwise and crosswise velocity components were obtained through PIV measurements, while the vertical velocity was measured with LDV on a reduced window (represented by a black square on the computational results side). A detailed analysis of Figure 13 allows to distinguish a three peak "crown" shaped wake, that develops up to X D = 1.25. These three peaks come from the wake of the two wheels that merge between them while, at the same time, a faster wake coming from the leg and axle of the landing gear (a trace of this wake can be seen at [X D = 0.5, Y L = 0]) pushes the wake resulting from the merge of those of the wheels downstream. In terms of crosswise velocity V, the flow tends to push the wake inwards. It is interesting to notice that, in the vicinity of the tires, just behind them (Y L ≈ ±0.5), there is a lost of V followed by an increase of the vertical velocity W. This 270 vertical component presents a very steep gradient, with a sudden inversion of the sign of W. In terms of RMS, see Figure 14 , two aspects must be underlined. The first one concerns the U RMS values, that present an increase of the levels at Y L ≈ ±0.75. It corresponds to the wake coming from the external part of the tires, that rapidly merges with the rest of the flow and vanishes after X D = 1. Secondly, W RMS levels are dominating when compared to the other components, not only in terms of levels but also in extension. This intense W RMS seems not to correspond to a flapping 275 of the wake, as will be seen in §4.4, as the velocity spectra at those locations only presents the classical exponential decrease without the existence of any tone. In order to better compare the results with the experiments and highlight the differences, several lines at different locations are extracted. In Figure 15 , the different velocity magnitudes are compared against the ones measured at F2 through LDV and against the PIV whenever possible. The first thing to be observed is the mismatch on the infinite 280 streamwise velocities between the measurements and the computation. This mismatch is associated with the boundary conditions used for the computation, that are closer to CEPRA19 ones. This increase of the streamwise velocity is not reproduced in the same way by LDV and PIV measurements, giving a possible estimate of the uncertainty in the velocity measurements. In terms of vertical velocity (W), there is a small discrepancy with respect to the experimental results at Y L = −0.6, nevertheless, given the apparent symmetry of the figure it seems logical to think that this 285 disagreement corresponds to a default on the measurements. Finally, as regards the RMS values, there is a clear underestimation of the computed streamwise velocity component except for the lateral peaks, probably corresponding to the flow detachment on the external side of the tires. For the RMS vertical velocity, the levels are well reproduced behind the wheels but underestimated in the inter-wheel region. These plots show that the wake of the wheels is accurately reproduced, with a small underestimation of the velocity behind the right wheel downstream of the landing gear. A closer analysis of these figures show an slightly wider wake at X D = 1 that remains at least up to X D = 1.5 (see Figure 16 (a-b) ), but the velocity deficit and shape of the profile 295 are well reproduced. Concerning the streamwise development of the wake, there seems to be an overestimation of the velocity between the wheels, at Y L = 0 for stations below X D = 0.8 (Figure 16 c) , nevertheless, once this point is exceeded the good tendency and levels are recovered. With respect to the wake developing behind the right tire at Y L = 0.5, there is a good agreement with the experiments up to X D = 0.8, but after this point, the numerical solution slightly diverges with respect to the experiments in terms of levels, while keeping the good tendency (see Figure 16 Moving upwards in the landing gear wake, the PIV plane Z D = 0.347 (see Figure 17 ) focuses in the area of interaction of the wheels-leg wake. The flow topology in this plane appears to differ from that observed at Z D = 0 (see Figure 13 ). In first place the three peak "crown" shaped wake has disappeared, instead a more homogeneous wake appears downstream of the tires, from X D = 0.6 to X D = 1.5. This streamwise displacement of the wake with respect to Z D = 0 is associated with the deviation of the wake towards the leg and related to the strong positive W velocity component in the inter-wheel region. A small flow detachment over the interior part of the tires exists around Y L ≈ ±0.375 and the low streamwise velocity zone associated extends up to X D = 0.65. At the same time, a strong increase in the streamwise velocity of the flow is located at Y L ≈ ±0.15, that is due to the acceleration generated 310 when the flow goes in between the upper part of the tire and the leg. In terms of crosswise velocity, the velocity is now reversed, when compared to Z D = 0, and now the flow evades from Y D = 0 due to the effect of the curvature of the tires. At the same time, the levels have been globally greatly reduced and the maxima are now localized only behind the wheels. On the other hand, the vertical velocity component (W) presents a much more homogeneous pattern, with the flow following the curvature of the tires (W < 0) and moving towards the leg in between the wheels (W > 0).
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Several lines extracted from this plane and shown in Figure 18 present a very close agreement with the experimental results. Minor discrepancies are observed for the value of the minima of streamwise velocity component (U) at the lines X D = 1 and Y L = 0, but it remains that the prediction of the width and development of the wake is very accurate.
For the plane Z D = 0.793 presented in Figure 19 , a good agreement with the measurements for the different Finally, the LDV measurements also allowed to access the boundary layer velocity profiles at different locations of the wheel. In Figure 20 , the velocity profile at θ = 270 ○ is compared with the computational results. The good agreement with experiments seems to prove that, despite the boundary layer triggering used in the experiments, the one-equation Spalart-Allmaras fully turbulent turbulence model is very well adapted for modelling turbulent attached 325 boundary layers over the landing gears, without the need of modelling the transition stripes. The streamwise velocity spectra obtained from simulation are in quite good agreement with the measurements up to frequencies around 2 kHz. Up to this frequency, the decay of the spectra are quite similar. It is noticeable that the computation overestimates the PSD levels for P1 and P4, i.e. in the right wheel wake whereas the points P2 and P3 present a better agreement with the unsteady measurements than what could be expected from the RMS values at the 335 same locations (see Figure 14 top), where an underestimation of the streamwise RMS values appeared in between the wheels at X D = 0.5. 
Topology of the flow
In the previous sections several aerodynamic results have been compared against the experimental ones, allowing to prove the accuracy of the numerical solution performed. In the present section, those results are going to be used 350 in order to better understand the topology of the flow around the LAGOON landing gear.
To begin with, the time averaged skin friction coefficient and friction lines associated are presented in Figure 24 . In parallel, a comparison of the topology of the shear lines with the iso-surface of total pressure presented in Figure  25 is performed.
The flow detaches at the internal side of the tires due to the curvature, as shown in Figure 25 (right), the shear layer 
Acoustic results
In the present section, the main acoustic results will be discussed, covering an introduction to the experimental 370 setup, the Ffowcs-Williams and Hawkings (FW-H) approach used, and the narrow band and integrated levels and directivity patterns.
Experimental setup
The aeroacoutic measurements were performed in ONERA's CEPRA19 anechoic wind tunnel, surrounded by an 11-meter quarter sphere chamber with its hard walls covered with foam, enabling an anechoicity of 99% for As for the instrumentation, four sets of antennas were used. The first two ones were dedicated to far-field narrow band measurements in both flyover and sideline directions, this last one being placed at 56
○ with respect to the flyover direction (see Figure 26 (middle and right) for the retained coordinate system). Each of the two antennas consists in 380 12 microphones evenly arranged in a 6-meter in radius arc, starting at θ = 40 ○ in the upstream direction up to θ = 150 ○ downstream of the landing gear. The other antennas were placed in flyover and "pure" sideline for beamforming analysis, but in the scope of CFD assessment, the focus will be made on the directivity antennas. Microphone signals are corrected in order to take into account the background noise, the atmospheric absorption and refraction of the waves travelling through the shear layer generated by CEPRA19 inlet, obtaining the equivalent 385 location of the virtual microphones placed in a uniform mean flow. 
Numerical setup
During the CFD computation (see §3), the unsteady pressure at the nodes of the surface grid has been recorded with a sampling frequency of f s = 100 kHz.
The recorded data is used as an input for ONERA's in-house Ffowcs-Williams and Hawkings (FW-H) code KIM 390 [21] . The code can deal both with solid surfaces and porous surfaces, but for the present study, only the solid surface formulation has been retained. The reasons for using only the solid surface integration are twofold. In first place, due to the low Mach number of the simulation, the quadripolar sources can be considered to be negligible compared to the dipolar terms at the surface of the landing gear. Secondly, in the different landing gear noise computations that can be found on literature, comparisons between solid and porous surface formulations always show a greater precision of the first approach. Finally, the use of a porous surface formulation implies an extra cost, because, not only it dramatically increases the storage needs, but also the grid has to be constructed in order to support and accurately propagate this quadripolar terms downstream of the landing gear. It is considered by the authors that the porous formulation does not present any advantage for the landing gear noise prediction in the present case. 
Narrow band results
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The power spectral density (PSD) at the corrected location of the microphones is obtained based on the same signal treatment as for the unsteady pressure transducers, see §4.2. The results for three selected microphones in the flyover and sideline arcs are presented in Figures 27 and 28 , respectively.
Firstly, in Figures 27 and 28 , there is an underestimation of the predicted levels in the low frequency range ( f < 800Hz) for the upstream locations, on the shape of a 500 Hz tone, that tends to disappear when moving downstream.
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Secondly, the middle and high frequency range agrees very well with the measurements up to frequencies as high as 10 kHz for most of the microphones. Finally, the tone observed at 1.5 kHz in sideline microphones spectra during CEPRA19 experiments that corresponds to the one registered in the skin with the unsteady pressure measurements (see Figure 12 (top left)) and studied by D. Casalino [20] is well recovered. Nevertheless, in the upstream direction, the level of this tone is overestimated, with an almost perfect agreement in pure sideline (θ = 90 ○ ) and a suppression 410 of the tone downstream of the landing gear. Interestingly, the agreement with measurements in terms of frequency band, is quite different between the acoustic spectra and the wall pressure spectra (see Figures 10 and 12) . The global trend is a shift towards higher frequencies for the acoustic spectra with respect to the wall pressure one. Two comment are necessary. On one hand, wall pressure spectra correspond to a rather local information of the flow whereas acoustic spectra are calculated from a surface 415 integration that takes into account the whole landing gear skin. On the other hand, there is no obvious relationship in terms of broadband frequency content between wall pressure spectra information and far-field acoustics. In the end, the difficulty to establish necessary and sufficient criteria in the simulation to target an acoustic frequency band in far-field arises. The acoustic criteria on the grid cell size around the landing gear are necessary to ensure the acoustic propagation in near-field, but broadband noise in far-field is rather controlled by the accuracy of the flow simulation.
On this point, the computational strategy based on the ZDES and mesh refinement for the attached boundary layer and high curvature areas seems successful. A longer time signal could improve the prediction of the low frequency range noise. In both directions, the agreement with the experimental results is very close, with only a small overestimation of the levels (about 1 to 1.5 dB) in the downstream part of the sideline arc. At the same time, this location presented the minimum signal to noise ratio during the experimental measurements, possibly explaining this discrepancy. In This is confirmed not only in Figure 29 where only the directivity in the flyover and sideline directions are shown but also in Figure 30 , where, the OASPL on a 6 meter in radius half sphere are presented. This array has an azimuthal and elevation resolution of 5 ○ , containing about 1300 virtual microphones. Two particular points are clearly visible on 435 that figure: the high levels obtained in the upstream direction, specially for high elevations (β > 45 ○ ) while there is an intense shadow zone in the downstream direction (α = 180 ○ ), with levels being about 6 dB lower than the upstream direction, for almost any elevation angle φ. 
Conclusions
An aeroacoustic computation of the LAGOON two wheel simplified nose landing gear has been successfully 440 performed using an unstructured grid and a Zonal Detached Eddy Simulation (ZDES) model implemented in the Navier-Stokes solver CHARME of ONERA CEDRE code.
A detailed description of the mesh generation process has been provided, covering a detailed insight of the different cell sizes used both at the skin and in the volume. In particular, mesh efforts have been made on the high curvature areas, that were specially finally meshed in order to accurately locate the flow detachments. On the other hand, during 445 the mesh generation process special attention has been paid to avoiding small volume cells, of low quality, that greatly penalize the CFL number and hence the total CPU cost of a given simulation.
In terms of turbulence model, the Zonal Detached Eddy Simulation (ZDES) has been retained as it offers a good compromise between cost and performance, thanks to the use of accurate and inexpensive RANS models for solving attached boundary layers while retaining an LES formulation for the detached flows. The one equation fully turbulent 450 Spalart-Allmaras RANS model has been used, proving that is capable of accurately reproducing the evolution of the turbulent boundary layers over the landing gear despite not having considered the laminar to turbulent boundary layer forcing used on the experiments. Furthermore, it enables a significant cost reduction when compared to the two-equation k-ω SST turbulence model.
The combination of these parameters led to a relatively cost-effective computation. Regarding the close agreement 455 of the computed flow field with the experiments in terms of time-averaged results and spectral content, it proves that the computation based on unstructured grids and Navier-Stokes equations based solvers can produce high quality CFD results at a moderate cost while, at the same time, accurately resolving the attached boundary layers. Finally, the farfield acoustics computed by integration of the wall pressure on the landing gear skin according to the FW-H equation, showed a very close agreement with experiments in terms of integrated levels and spectral content. It confirms the 460 relevancy of the CFD approach presented in this study for the prediction of landing gear noise and encourages its use for predicting flow and noise of more complex landing gear geometries, as shown by the authors in a recent study Ref.
[22].
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