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THE MAXIMUM OF THE CUE FIELD
ELLIOT PAQUETTE AND OFER ZEITOUNI
Abstract. Let UN denote a Haar Unitary matrix of dimension N, and con-
sider the field U(z) = log |det(1 − zUN )| for z ∈ C. Then,
max|z|=1 U(z) − logN +
3
4
log logN
log logN
→ 0
in probability. This provides a verification up to second order of a conjecture of
Fyodorov, Hiary and Keating, improving on the recent first order verification
of Arguin, Belius and Bourgade.
1. Introduction and Overview
Let UN denote a Haar Unitary matrix of dimension N, and consider the field
U(z) = log | det(1 − zUN)|,
defined for all z ∈ D = {z ∈ C : |z| < 1} . The supremum of this function, which
by the maximum principle equals maxz∈TU(z) =: U∗, where T = {z ∈ C : |z| = 1},
is the subject of the following conjecture.
Conjecture 1.1 (Fyodorov-Hiary-Keating [FK14, FHK12]). There is a random
variable ξ so that as N →∞,
U∗ − logN + 3
4
log logN ⇒ ξ,
with ⇒ denoting convergence in distribution.
The exact distribution of ξ is conjectured as well (see [FHK12] for further details).
Arguin, Belius and Bourgade [ABB15] have recently obtained the leading order in
Conjecture 1.1, that is, they show that U∗/ logN → 1 as N → ∞, in probability.
In this paper, we improve this to the convergence of the first two terms in the
expansion, namely we prove:
Theorem 1.2. As N →∞,
U∗ − logN + 34 log logN
log logN
→ 0
in probability.
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1.1. Background and motivation. The field {U(z)} is nearly Gaussian in many
respects. For example, as part of their work concerning relations between the
eigenvalues of random unitary matrices and the Riemann zeta function, Keating
and Snaith [KS00] proved that for fixed θ, the random variable U(eiθ)/
√
(logN)/2
converges in distribution to a standard Gaussian. This convergence was improved in
various ways [HKO01, Wie02], and is related to the convergence of linear statistics
of eigenvalues of random unitary matrices, going back to the foundational work of
Diaconis and Shashahani [DS94, DE01], because U(z) =
∑N
h=1 log |1−zeiθh| where{
eiθh
}N
h=1
are the eigenvalues of UN .
As we will make precise below, the limiting correlation of the field {U(z)}z∈T
is that of a logarithmically correlated Gaussian field. Conjecture 1.1 is then the
prediction that the maximum ofU(z) over the unit circle behaves like the maximum
of a logarithmically correlated Gaussian field, for which convergence results are
available, see [Bra83] for branching Brownian motion, [BDZ16, Mad15] for more
general such fields including the two dimensional discrete Gaussian free field, and
[DRZ15] for a universality result concerning the distribution of the maximum of
logarithmically correlated Gaussian field. See also [FB08] for early predictions and
computations concerning extremes of some Gaussian correlated fields. A word of
caution is however that while the minimum of Gaussian log-correlated fields has
the same distribution as minus the maximum, obviously minz∈TU(z) = −∞.
The attempt to use techniques developed in the context of extrema of loga-
rithmically correlated fields, and in particular a modified version of the second
moment method, to the study of U∗ is natural and in fact is behind the study
[ABB15]. Besides employing a different regularization scheme (based on a trunca-
tion of a Fourier series in [ABB15], and on a more geometric notion of rays here),
our approach employs two additional components that allow us to apply the second
moment method in greater accuracy. First, in the upper bound, we use directly a
certain monotonicity property from [Joh97], see Proposition 1.6. Second, we em-
ploy certain identities, that can be traced back to [Bax61] and that were used in
[Joh97], to compute exponential moments of linear combinations of U(z) for differ-
ent z’s. These in particular allow us to make some comparisons between U(z) and
G(z) at optimal scales (1− |z| = Θ(N−1)) (see Proposition 1.8 and Corollary 3.9).
A challenging question that we could not resolve and thus leave open is whether
these techniques can be improved to yield a complete proof of Conjecture 1.1.
1.2. Deterministic relaxation. Our approach is to study the maximum of U(z)
on the unit circle by studying the field on its interior. For the purposes of bound-
ing the maximum from below, this is particularily convenient, because U(z) is a
harmonic function on D. Hence, we have that almost surely
sup
|z|<1
U(z) = max
z∈T
U(z),
and so any value of U(z) on the interior of the disk serves as a lower bound to the
maximum.
On the other hand, because U(z) can be written as U(z) =
∑N
h=1 log |1− zeiθh|,
where
{
eiθh
}N
h=1
are the eigenvalues of UN , we have the following estimate for the
maximum.
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Lemma 1.3. For any M > 0, there is an N0(M) sufficiently large so that for all
integer N > N0(M), and any {θh}N1 ⊂ T, the function F (z) =
∑N
h=1 log |1− zeiθh|
satisfies
max
|z|=1−MN−1
F (z) ≥ max
|z|=1
F (z)−M.
Proof. If 0 < r1 < r2 < 1, then the maximum of log |1 − r2ω| − log |1 − r1ω| over
ω ∈ T is attained at ω = −1. Hence,
(1)
N∑
h=1
log |1− r2eiθh | ≤
N∑
h=1
log |1− r1eiθh |+N log
(
1 + r2
1 + r1
)
.
Letting z∗ be the optimizer of max|z|=1 F (z), we can estimate
F
(
(1−MN−1)z∗
) ≥ F (z∗)−N · log( 2
2−MN−1
)
≥ F (z∗)− M
2−MN−1 ,
from which the claim follows. 
In fact, because of the correlation structure of the field U, the maximum should
be determined by F (z) on a grid of angular spacing of order N−1. Most of the work
will be to estimate the maximum on such a grid (in reality on a grid of spacing
(N logN)−1), from which it will be possible to extend to a dense mesh by a global
union bound.
1.3. Gaussian field. As discussed above, the field U is very nearly Gaussian in
many respects. Hence, we introduce a Gaussian field G whose covariance is given
by the limiting covariances of U. Let G be a centered Gaussian field on D with
G(0) = 0 almost surely and covariance
(2) EG(z)G(y) = − log |1− zy¯|
2
.
An alternative description of this field is given as
G(z) = 〈log |1− (z)(·)|,W〉T,
where for continuous functions f1, f2
〈f1, f2〉T = 1
2πi
∫
T
f1(z)f2(z)
dz
z
.
Here we take W to be the Gaussian field on T which is the weak limit of
W(ω) = w-limN→∞
N∑
h=−N
√
h√
2
· Zhωh
for i.i.d. complex normals {Zh}∞h=1 , each having independent real and imaginary
parts of variance 1 and satisfying the symmetry condition Z−h = Zh. From this, one
can recover (2) using the Fourier series of log |1 − zω|. Moreover, for any function
f : T→ C with sufficiently rapidly decaying Fourier coefficients, we have that
(3) E[〈f,W〉T〈g,W〉T] =
∑
h∈Z
h
2
fˆ(h)gˆ(−h).
Using existing machinery, such as [DRZ15], it is relatively straightforward to
show that Conjecture 1.1 would hold for the maximum of G(z) restricted to the
disk |z| = 1−N−1. This is because G(z) is a canonical example of a log-correlated
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Gaussian field, of which perhaps the most central example is branching random
walk. Indeed, identifying a branching structure is one of the key tools to answering
questions about the maxima of such fields. The branching structure for G(z) enters
through hyperbolic geometry.
Specifically, we recall the hyperbolic metric dH on D, under which D is often
referred to as the Poincare´ disk model of the hyperbolic plane. For any point
z ∈ D, the distance of z to 0 is given by
dH(0, z) = log
(
1 + |z|
1− |z|
)
.
We also recall the hyperbolic disk automorphism:
Ty(z) :=
z − y
1− zy¯ ,(4)
which is an isometry of the Poincare´ disk taking y to 0. For two arbitrary points
y, z ∈ D, we can then write
dH(y, z) = dH(0, Ty(z)) = log
(
1 + |Ty(z)|
1− |Ty(z)|
)
The variance of the difference of the field G at two points y, z ∈ D is given by
Var (G(z)−G(y)) = 1
2
log
( |1− zy¯|2
(1 − |z|2)(1 − |y|2)
)
.
It is now a straightforward calculation to see that this could also be expressed as
Var (G(z)−G(y)) = 1
2
log
(
1
1− |Ty(z)|2
)
.
In particular, we can write this in terms of the hyperbolic distance between y and
z by the formula
Var (G(z)−G(y)) = log
(
cosh
(
dH(z,y)
2
))
(5)
= dH(z,y)2 − log 2 +O(e−dH(z,y)),
with the approximation uniform in all z, y ∈ D. We can also write the covariance
in a similar way:
EG(z)G(y) = −1
2
[Var (G(z)−G(y))−Var(G(z))−Var(G(y))] .
Using that G(0) = 0 almost surely, we can express this in terms of (5) as
EG(z)G(y) =
1
2
log
(
cosh(dH(0,y)2
−1) cosh(dH(0,z)2
−1)
cosh(dH(z,y)2−1)
)
.(6)
It is possible to discretize hyperbolic space in such a way that the branching
structure now appears naturally through the geometric structure of the discretiza-
tion (see [CFKP97, Section 14]). We however will not use any such discretization
directly. Instead, it will be enough for us to know that the covariance structure can
be compared directly to branching random walk.
CUE FIELD 5
Let {ζi}∞0 be points on the positive real axis with ζ0 = 0 and dH(ζi, ζj) = |i− j|.
For θ ∈ R, we wish to estimate the distance dH(ζi, eiθζj). Indeed the following is a
quick calculation.
Lemma 1.4. Uniformly in h, j ∈ N and θ ∈ [−π, π]
dH(ζh, e
iθζj) = h+ j − 2min{− log | sin θ2 |, h, j}+O(1).
When k = min{h, j} > − log | θ2 | the error term can be estimated by Ce−k|θ|−1 for
some sufficiently large absolute constant C > 0. For the covariances of G, it follows
that
EG(ζh)G(e
iθζj) =
1
2 min{− log | sin θ2 |, h, j} − log 22 +O(1),
where again the error term can be estimated by Cmin{e−kθ−1, 1}.
Proof. For a hyperbolic triangle with side lengths a, b, c with θ the angle opposite
a, the hyperbolic law of cosines says that
cosha =
cosh(b + c)
2
(1− cos θ) + cosh(b − c)
2
(1 + cos θ).
We apply this with a = dH(ζh, e
iθζj), b = h and c = j. The remainder is a straight-
forward case-by-case analysis, noting that when k = min{h, j} > − log | sin θ2 |, the
first term dominates, and otherwise the second term dominates. Using (6), this
estimate can be transferred to the covariances, since for x ≥ 0,
log(cosh(x2 )) =
x
2 − log 2 +O(e−x).

Hence the covariances structure of
(
G(ζj),G(e
iθζj)
)∞
j=1
is, up to universally
bounded additive errors, the same as that of two Gaussian simple random walks
which have identical increments until step log | 2θ | and have independent increments
afterwards. As a corollary of this, we have that there is an absolute constant C > 0
so that for any three points x, y, z ∈ D,
(7) |E[G(x) (G(y)−G(z))]| ≤ dH(y, z)
2
+ C.
1.4. Barrier method overview. The approach we take to estimating the maxi-
mum of U is an adaptation of one developed to estimate the maximum of branch-
ing Brownian motion [Bra78] (see also [ABR09], [Aı¨d13] and [BDZ14] for the more
closely related case of branching random walk). This method is also ubiquitous in
the study of the extremes of log-correlated Gaussian fields, see e.g. [BZ11], [Mad15],
[DRZ15].
In light of Lemma 1.3, we roughly need to estimate U on the points{
e2πihN
−1
(1−MN−1)
}N
h=1
for some M > 1. Because of correlations in U, techniques that treat U at these
points as independent variables fail to capture the behavior of the maximum of U.
Roughly speaking, if U is unusually large at a single point, it will be unusually
large at many nearby points. The extent to which this is true is so great that a
union bound fails to give the correct upper bound onU. A standard second moment
method argument, which would be used to give a lower bound for the maximum of
U, fails even more spectacularly.
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To fix this in the case of branching Brownian motion, a key insight of [Bra78] is to
work on an event where all particles are constrained to lie below some time-evolving
barrier. In our situation, this means we do the following. Let n = ⌊dH(0, 1 −
MN−1)⌋. With t ≈ − 34 logn, to be defined later, define the subset of fields F : D→
R
(8) A = {F(ζi) < i+ C logn, ∀ 1 ≤ i ≤ n, and n+ t− 1 < F(ζn) < n+ t} ,
and define A(ω) for ω = eiθ ∈ T to be the pushforward of A under the map that
rotates the field by θ.
Remark 1.5. We will need to modify the definition of A for technical reasons. See
(24) for the events we will ultimately use.
It is straightforward to show that with high probability (that is, with probability
going to 1 as N →∞), we have that
U(ζje
2πihN−1) < j + C logn
for all 1 ≤ j ≤ n and all h ∈ [N ] = {1, 2, . . . , N} . This we do by computing ex-
ponential moments, applying Markov’s inequality and employing a simple chaining
argument. Hence, the barrier introduced in (8) is in a sense typical.
Next, we show that the event U ∈ A has probability nearly equal to that which
one would get if it were the case that {U(ζi)}n0 were a random walk, i.e.
(9) Pr(U ∈ A) = e
−n−2t
n3/2
eo(logn).
Indeed in the case of random walk the extra error term eo(logn) can be much im-
proved. For what we seek to prove here, this estimate will be sufficient.
We then define the counting variable
Z =
∑
h∈[N ]
1
{
U ∈ A(e2πihN−1)
}
.
An upper bound on the maximum of U on {ζne2πihN−1} now follows by estimating
EZ and summing over t. A lower bound will proceed by a second moment method
applied to Z, i.e. estimating
Pr [Z > 0] ≥ (EZ)
2
E(Z2)
=
N Pr(U ∈ A)2∑
ω Pr (U ∈ A(1) ∩ A(ω))
,
with the sum over all ω ∈
{
e2πihN
−1
: h ∈ [N ]
}
.
To control the second moment, we must show that the correlation between the
two events A(1) and A(ω) with |ω− 1| ≥ N−1 is again similar to that of branching
random walk, which translates to an estimate of the form
Pr (U ∈ A(1) ∩A(ω)) ≤ Pr(U ∈ A(1))2e− log(|ω−1|)eo(logn).
Some care is needed in that for ω which are very separated from 1, meaning a
1− o(1) fraction of the phases e2πihN−1 , we need the stronger estimate
Pr (U ∈ A(1) ∩A(ω)) = Pr(U ∈ A(1))2(1 + o(1)).
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1.5. Strong Gaussian approximations. Estimates like (9) are nontrivial, even
in the case of simple random walk. Hence, we approach this problem by showing
that U is very nearly G. Once in the Gaussian context, a direct comparison to a
Gaussian simple random walk is possible using Gaussian comparison inequalities.
Ideally, we would like to show that
(10) E1A(U) = E1A(G) + o(N−1),
The computation of E1A(G) is still nontrivial due to the correlation structure of
G. Indeed, letting ζ(t) be a unit speed hyperbolic geodesic, we have that G(ζ(t)) is
a non-Markovian, smooth Gaussian process. However, the process R−1/2G(ζ(Rt))
has a Brownian limit as R → ∞. Further, the correlations converge sufficiently
quickly that even G(ζ(t)) at equally spaced times can be compared to a Gaussian
random walk.
Thus, our main task is to show a sufficiently strong quantitative comparison
between U and G. One of the more striking exact identities that holds for U is the
following type of stochastic monotonicity in N.
Proposition 1.6. For any {λi}k1 ⊂ R and any {zi}k1 ⊂ D, we have
Ee
∑k
i=1 λiU(zi) ≤ Ee
∑k
i=1 λiG(zi).
Proof. This is a special case of [Joh97, Lemma 2.9]. In summary, it is shown
the left-hand side increases monotonically in N to its limit, which is given by the
Strong-Szego˝ limit theorem and which is equal to the right-hand side. 
In particular, we have a sub-Gaussian tail bound for any U(zi) with implied
variance given by the variance of G(zi). This, together with Lemma 1.3, is enough
to give a short proof that for each ǫ > 0, maxz∈T log | det(1− zUN)| < (1+ ǫ) logN
with high probability.
Before formulating exact results relevant to (10), we will transform the problem.
In particular, a natural method to estimate E1A(G) is to perform a change of
measure to remove the drift from the event A. Indeed, if we bias the measure of G
by a Radon-Nikodym derivative proportional to ecG(z), the field under this bias will
have the law of G+µ, where µ is a deterministic function D→ R (see Lemma 1.9).
The biasing factor relevant to A is e2G(ζn). Note that by the definition of A, we
have that
e2t−2 ≤ E1A(G)e
2G(ζn)
N2E1A(G)
≤ e2t.
On the other hand, we have that
E1A(G)e2G(ζn)
Ee2G(ζn)
= E1A(G+ µ).
Using that G(ζn) has variance
1
2 logN +O(1), we arrive at the bounds
E1A(G) ≍
e−2tE1A(G+ µ)
N
,
where ≍ denotes equality up to absolute multiplicative constants. The event
E1A(G + µ) now has a probability of polylogarithmic order in N . This will allow
us to prove a Gaussian approximation theorem with much larger additive error,
provided we can additionally bias U by exponential factors.
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Indeed this is the case. To state our approximations, we introduce an additional
field on D which we use for mollification purposes. Let Z be a white noise on D,
that is {Z(z)}z∈S is jointly centered Gaussian for every finite subset S ⊂ D, Z(z)
and Z(w) are independent for all z 6= w, and EZ(z)2 = 1 for all z ∈ D.
We introduce this field primarily for notational convenience. In reality we are
only interested in finite dimensional marginals of Z. To this end, for any finite
collection of points z ⊂ D, we let B(z) ⊂ DR be the σ-algebra in the power set of
RD generated by the cylinder sets over z, i.e. generated by{{
f ∈ RD : f(z) ∈ Bz ∀z ∈ z
}
, {Bz} Borel
}
.
In short, B(z) are the functions depending solely on a field at points z.
Our first approximation in this vein is the following.
Proposition 1.7. For any K > 0, there are constants m > 1 and C > 0 so
that the following hold. For any positive integer d ≤ n − m logn and any F ∈
B({ζ1, ζ2, . . . , ζd}) with ‖F‖∞ ≤ 1∣∣∣∣E
[
F (U+ Z)e2U(ζn)
]
E
[
e2U(ζn)
] − E [F (G+ Z)e2G(ζn)]
E
[
e2G(ζn)
] ∣∣∣∣ < C(logN)−K .
Thus, we show a smoothed total variation approximation of U(ζi)
d
1 and G(ζi)
d
1
under the desired biasing term. Proposition 1.7 is a special case of Proposition 1.8
below.
The estimate in Proposition 1.7 is sufficient for showing the upper bound in (9).
It is however insufficient for attaining the lower bound, on account of only giving
information on the initial n − m logn steps. Indeed, we would effectively like to
take m arbitrarily small to attain the desired bound, but the method we use for
normal approximation encounters a natural technical barrier when m is below 1.
On the other hand, we are able to compute with high precision similar statistics
ofU under substantially more elaborate biasing terms, provided they have a specific
algebraic form. To this end, let y, z ⊂ D be finite subsets, and define for a field F,
(11) B(F) =
∑
z∈z
2F(z)−
∑
y∈y
2F(y).
We will prove a Gaussian approximation for U biased by the exponential of B(U).
Further, we will show that the approximation holds simultaneously on finite collec-
tions of rays {ζiωj}i=1...n
j=1...s
.
Proposition 1.8. For any K > 0 and any s ∈ N, there are constants m > 100
and C > 0 so that the following hold. Let y, z ⊂ D · (1−N−1) be finite subsets with
|y| ≤ |z|≤ k. Suppose that there is a Euclidean ball of radius N−1(logN)m that
contains all points of z with hyperbolic distance from 0 greater than n − m logn.
Further suppose the pairwise hyperbolic separation between points of z is at least
N−1. Define
∆ = max
z∈z
e−N exp(−dH(0,z))
∏
w∈z
w 6=z
coth(dH(w, z)/2).
For any positive integer d ≤ n−m logn, any {ωj}s1 ⊂ T, and any
F ∈ B({ζiωj : 1 ≤ i ≤ d, 1 ≤ j ≤ r})
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with ‖F‖∞ ≤ 1, it follows that∣∣∣∣∣E
[
F (U+ Z)eB(U)
]
EeB(U)
− E
[
F (G+ Z)eB(G)
]
EeB(G)
∣∣∣∣∣ ≤ C(1 + ∆)2k(logN)−K EeB(G)EeB(U) .
In this formulation, Proposition 1.7 is a special case of this one. This Gaussian
approximation will be sufficient to produce estimates such as (9) (see Section 1.6),
after slightly modifying the event in question. In our application, we will only use
this approximation with s = 1, 2.
The effect of biasing a jointly Gaussian vector by a linear functional of that
vector is to change the mean of the Gaussian vector. We will use the following
identity repeatedly:
Lemma 1.9. Let z,y ⊆ w be finite subsets of D, and let F be in B(w) and B be
as in (11). Let
µ(ζ) =
∑
z∈z
2EG(z)G(ζ)−
∑
y∈y
2EG(y)G(ζ) , ζ ∈ D.
Let λ ∈ R be arbitrary, then
E
[
F (G)eλB(G)
]
E
[
eλB(G)
] = E [F (G+ λµ)] .
Proof. The vector (G(w))w∈w is jointly Gaussian. Enumerating the points of w,
we can write this vector as (Gi)
k
1 with k = |w|. Let Σ be the covariance matrix of
this vector. We can find a vector v ∈ Rk representing B in that
E
[
F (G)eλB(G)
]
=
∫
Rk
F (x)ev
tx√
(2π)k| detΣ|e
−xtΣ−1x
2 dx.
We can now set u = Σv and complete the square, to get
E
[
F (G)eλB(G)
]
e
utΣ−1u
2
=
∫
Rk
F (x)√
(2π)k| detΣ|e
−(x−u)tΣ−1(x−u)
2 dx.
The constant e
utΣ−1u
2 = E
[
eλB(G)
]
, as can be verified by setting F ≡ 1 and
changing variables in the integral. Moreover, the right hand side is exactly the
claimed expression in the lemma.

Hence, biasing by twice the endpoint of the ray effectively removes the drift from
the events we wish to consider:
Corollary 1.10. After biasing the law of G by e
2G(ζd)
Ee2G(ζd)
, we have that (G(ζi))
d
1
have means i+O(1).
1.6. Field moment calculus. In light of Proposition 1.7, we slightly modify the
event A to reflect that the Gaussian approximation only holds for the initial n −
m logn steps of {U(ζj)}n1 . Closer to the events we finally consider, we redefine
A =
{
F(ζi) < i+ C logn, ∀ 1 ≤ i ≤ n−m logn, and
n+ t− (logn)1−δ < F(ζn) < n+ t+ (log n)1−δ
}
.
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Using Proposition 1.8, we can tilt the measure of U so that U(ζi) has mean
approximately i. Let F be the expectation under this tilted measure, which has
Radon-Nikodym derivative proportional to e2U(ζn). The portion of A related to the
first n −m logn steps of {U(ζi)}n1 can be estimated using the Gaussian approxi-
mation. However, it still remains to say that with high probability, the final step
F(ζn) indeed lands in the window specified.
We expect the increment of the final step W = U(ζn) − U(ζn−m logn) to be
roughly Gaussian with variance order logn. After conditioning the value of the
random variable U(ζn−m log n) to be around n−m logn− 34 logn, asking the final
step U(ζn) to be roughly n− 34 log n is typical under F. Moreover, to quantify this
typicality, it would be enough to compute a second moment of W conditional on
U ∈ B = {F : F(ζi) < i+ C logn, ∀ 1 ≤ i ≤ n−m logn} .
Proposition 1.8 nearly provides this machinery. Instead of allowing the com-
putation of a field moment, that of W, it provides a way to compute exponential
moments of the final steps of {U(ζi)} conditional on U ∈ B.
For the purpose of estimating something like the second moment of W, a di-
rect comparison to an exponential moment turns out to be useless. However,
we bypass this problem by exploiting the smoothness of the field: namely for
z, y with dH(z, y) ≤ 1, Var (U(z)−U(y)) ≍ dH(z, y)2. Hence, for an increment
X = U(z)−U(y),
F(X) ≤ F(2−1(e2X − 1)) ≈ 2−1
(
e2µ+2σ
2 − 1
)
≈ µ(1 + o(1)),
if we use that µ ≍ dH(z, y) and σ2 ≍ dH(z, y)2 for z, y ∈ D with dH(z, y) ≤ 1.
Thus by decomposing W into a sum of many microscopic increments, and esti-
mating using exponential moments, we can estimate the first moment of W, condi-
tioned on U ∈ B. By altering the bias in F, it is also possible to estimate a second
moment of W, or in principle higher moments. The details are provided in Section
2.4 below.
1.7. Organization and notation. We arrange the paper as follows. In Section 2
we give the proof of the main theorem, using the normal approximations and as-
suming certain calculations about the Gaussian field, such as the barrier estimate.
In Section 3, we prove a generalization of Baxter’s Toeplitz determinant identities,
which we use to estimate the characteristic functions ofU under exponential biases.
In Section 4, we use these identities to prove Proposition 1.8. In the appendix, we
collect some barrier estimates that are used throughout the paper.
We use the following notation. The symbol a(. . . ) ≪ b(. . . ) should be read as
meaning “there is an absolute constant C > 0 so that a(. . . ) ≤ Cb(. . . ).” If used as
a hypothesis, it should be read as “for any fixed absolute constant C > 0 so that
a(. . . ) ≤ Cb(. . . ), . . . ” We use the symbol ≍ to mean ≪ and ≫ . Besides this, we
use the usual o,O, ω,Ω,Θ notation as well.
For z ∈ C \ (−∞, 0], we always take arg z to be the principal branch of the
argument. On the cut (−∞, 0), we let arg z = π.
2. Estimation of the maximum of the CUE field
2.1. Upper bound preliminaries. Letm be as in Proposition 1.8, with s = 2 and
K = 100. Let n0 = ⌊n−m logn⌋. Because the normal approximation Proposition 1.8
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only holds for U(z) for dH(z, 0) ≤ n0 we redesign the event in (8) appropriately. In
particular we will relax the requirement that all U(ζi) < i+ C0 log n for i > n0.
Let ν : N → R; ν(i) will represent the barrier below which we constrain the
field along rays. Roughly, it will be i + Θ(logn). In the mesoscopic regime, which
we consider as U(ζi) for i ≤ n0 and where the Gaussian approximation holds, the
events we consider are essentially the same as those one would consider in the setup
of branching random walk. For ω ∈ T and t0 ∈ R, define the sets of fields Bν1 and
Et01 by
Bν1 (ω) = {F(ωζi) < ν(i), ∀ 1 ≤ i ≤ n0} and
Et01 (ω) = {n0 + t0 − 1 < F(ωζn0) < n0 + t0} .
These represent mesoscopic barrier and endpoint events, respectively. We will al-
ways choose t0 = t0(n) to be at most poly-logarithmic in n.
For the upper bound on the maximum of U, on the microscopic scale, which we
consider as U(ζi) for n0 < i ≤ n, we will not put a barrier constraint. In the case of
branching random walk, such a setup incurs a log log n error term in the maximum,
and this log logn term will appear here too.
We must also control behavior of the field on even smaller scales to ensure that
they do not contribute anything to the maximum. Hence, let ρ : D → R be a real
function, which we use for the purposes of estimating submicroscopic fluctuations
— variations between points in the field which are at hyperbolic distance o(1).
(We define ρ explicitly in (18) and (21) below.) For any t ∈ R define the subset of
fields Eρ,tu by
Eρ,tu (ω) = {F(ωζn) > n+ t+ ρ(ωζn)} .
In terms of these events, with n1 = 2
⌈logn⌉ and N0 = N ∪ {0} , define
Aρ,tu (ω) =
⋃
h∈N0
h<n1
Eρ,tu (ωe2πih(Nn1)
−1
).(12)
When ω = 1, we drop it from the notation, so that Aνu = Aνu(1) and likewise for
Bν1 , Et01 , and Eρ,tu .
The upper bound will then proceed by using a first moment estimate to show
thatU 6∈ Aρ,tu (ω) for ω ∈ T ranging over a grid of cardinality N , and t = − 34 logn+
o(logn). We estimate Pr(U ∈ Aρ,tu ) by a combination of Proposition 1.8 to handle
Bν1 ∩ Et01 and carefully constructed exponential bias terms. These exponential bias
terms will alter the means of the field on the mesoscopic scale. In one way, this is
desired, as we wish to effectively remove the linear drift from the events Bν1 ∩ Et01 .
However, some of the biasing terms are included principally to detect microscopic
variations. We must show that these have a negligible effect on the probability of
Bν1 ∩ Et01 , which is the content of the following lemma.
Lemma 2.1. Let m and K be as chosen at the start of Section 2. Let ω1, ω2, ω3 ∈ T
have argument less than 2πN−1. Let B(F) be given by
B(F) = 2F(ω1ζn−1) + 2F(ω2ζn)− 2F(ω3ζn).
For any F ∈ B({ζ1, ζ2, . . . , ζn0}) with ‖F‖∞ ≤ 1,∣∣∣E [F (U+ Z)eB(U)]− E [F (G+ Z+ µ)]E[eB(U)]∣∣∣≪ (logN)−KE[eB(G)],
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where µ(z) = 2E[G(z)G(ζn−1)], and the last estimate is uniform in the choice of
such F .
Proof. It is elementary to check that
dH(ω1ζn−1, ω2ζn) ≍ 1.
Hence, Proposition 1.8 applies, and we conclude from it and Lemma 1.9 that
E
[
F (U+ Z)eB(U)
]
= E [F (G+ Z+ µ′)]E[eB(U)] + ξ′E[eB(G)]
where |ξ′| ≪ (logN)−K , and where by Lemma 1.9
µ′(z) = − log |1− zω1ζn−1| − log |1− zω2ζn|+ log |1− zω3ζn|.
We will use that the map
(F(ζ1),F(ζ2), . . . ,F(ζn0)) 7→ E [F (F+ Z)]
is Lipschitz to make the comparison. Specifically, the function is Lipschitz in each
coordinate with constant O(1).
The difference µ′ − µ at any z can be written as
µ′(z)− µ(z) = log
∣∣∣∣ 1− zζn−11− zω1ζn−1
∣∣∣∣+ log ∣∣∣∣1− zω3ζn1− zω2ζn
∣∣∣∣ .
On any fixed compact subset of C disjoint from −1, we have |log |1 + x|| ≪ |x|.
Hence, we have that uniformly in 1 ≤ i ≤ n0,
|µ′(ζi)− µ(ζi)| ≪
∣∣∣∣1− ω11− ζi
∣∣∣∣+ ∣∣∣∣ω2 − ω31− ζi
∣∣∣∣ .
As 1− ζi ≍ e−i, we conclude∣∣E [F (G+ Z+ µ′)]− E [F (G+ Z+ µ)]∣∣≪ N−1 n0∑
i=1
ei ≪ (logN)−m.
As we chose m > K, the proof is complete. 
Using Lemma 2.1 and Proposition 1.8, we have effectively shown independence
between microscopic fluctuations and the mesoscopic behavior of the process. For
the mesoscopic portion of the process, we will estimate the probability of the Gauss-
ian field being in Bν1 ∩Et01 by applying Proposition 1.8 to compare with a Gaussian
random walk. For the Gaussian process, the following bound suffices.
Lemma 2.2. Let j ∈ N. Let F = 1{Bν1 ∩ Et01 } , and set µ : D → R to be µ(z) =
2E[G(z)G(ζj)]. Suppose ν : N → R satisfies |ν(i) − i| ≪ log n0, uniformly in
1 ≤ i ≤ n0. Then uniformly in t0 satisfying ν(n0) − (logn0)2 ≤ n0 + t0 ≤ ν(n0),
and uniformly in n0 ≤ j ≤ n,
E [F (G+ Z+ µ)]≪ (logn0)
3
n
3/2
0
.
Proof. Set G(i) =
√
2(G(ζi) + Z(ζi)). Set hi = ν(i) − 2µ(ζi), and note that since
by Lemma 2.7 we have that |µ(ζi) − i| ≤ C, it holds that |hi| ≪ logn0. Set also
t = t0 − 2µ(ζn0) and note that −C − (logn0)2 ≤ t ≤ C. From the definitions and
using the notation of Appendix A, we have that
(13) E [F (G+ Z+ µ)] ≤ pB,G(n0, t, h).
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The conclusion follows from Corollary A.4. 
2.2. Upper bound for the maximum of U. We will now fix the barrier function
we use for the upper bound:
ν(i) = i+ 2 logn.
The proof of the upper bound for Aρ,tu uses a dyadic chaining argument. Underlying
the proof is the following lemma.
Lemma 2.3. Let F = 1
{Bν1 ∩ Et01 } , and let G = 1 {Eρ,tu (ω1) ∩ Eρ,tu (ω2)c} . For
all ω1, ω2 ∈ T with argument at most 2πN−1 in absolute value, uniformly in t0 ∈
[ν(n0)−n0−(logn0)2, ν(n0)−n0], t > − logn, and ρ(ω1ζn)−ρ(ω2ζn) > (logN)4−K ,
E [F (U+ Z)G(U)] ≪ (log n)
3e−n−2t−2ρ(ω1ζn)|ω1 − ω2|2N2
n3/2(ρ(ω1ζn)− ρ(ω2ζn))2 .
Proof. When U ∈ Eρ,tu (ω1), the value of U(ω1ζn) is at least n+ t+ ρ(ω1ζn). Using
(1), it follows there is a constant C = C(M) sufficiently large that
U(ω1ζn) ≤ U(ω1ζn−1) + C.
Hence, we have that almost surely
G(U)≪ G(U)e2U(ω1ζn−1)−2(n+t+ρ(ω1ζn)).(14)
We also have that when U ∈ Eρ,tu (ω1) ∩ Eρ,tu (ω2)c,
U(ω1ζn)−U(ω2ζn) > ρ(ω1ζn)− ρ(ω2ζn).
Let φ(x) = cosh(2x)− 1, which is increasing in x. Letting
J(U) = e2U(ω1ζn−1)φ(U(ω1ζn)−U(ω2ζn)),
and combining these observations, we have
E[F (U+ Z)G(U)] ≪ E
[
F (U + Z)
e−2(n+t+ρ(ω1ζn))J(U)
φ(ρ(ω1ζn)− ρ(ω2ζn))
]
.(15)
The expression J(U) is a linear combination of three exponential bias terms:
J(U) =
1
2
eB1(U) +
1
2
eB2(U) − eB3(U), where
B1(U) = 2U(ω1ζn−1) + 2U(ω1ζn)− 2U(ω2ζn),
B2(U) = 2U(ω1ζn−1)− 2U(ω1ζn) + 2U(ω2ζn),
B3(U) = 2U(ω1ζn−1),
all of which satisfy the hypotheses of Lemma 2.1. Therefore, we have that
(16) E[F (U + Z)J(U)] = E[F (G+ Z + µ)]E[J(U)] + ξ,
with
|ξ| ≪ (logN)−KE[e2U(ω1ζn−1)(2 + φ(U(ω1ζn)−U(ω2ζn)))].
Estimating E[J(U)] can be done using monotonicity (Proposition 1.6). We show
below that
(17) E[J(U)] ≪ E[e2G(ω1ζn−1)] · |ω1 − ω2|2 ·N2.
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This will yield the lemma, for combining (17), Lemma 2.2, (16) and (15), we have
that for all t > − logn, and ρ so that |ρ(ω1ζn)− ρ(ω2ζn)|2 > (logN)−K+3/2,
E [F (U+ Z)G(U)] ≪ (log n)
3e−n−2t−2ρ(ω1ζn)|ω1 − ω2|2N2
n3/2|ρ(ω1ζn)− ρ(ω2ζn)|2 .
It remains to prove (17). Let W = U(ω1ζn) −U(ω2ζn). Using Proposition 1.6,
we have the for any λ ∈ R,
E
[
e2U(ω1ζn−1)eλW
]
≤ E
[
e2G(ω1ζn−1)eλ(G(ω1ζn)−G(ω2ζn))
]
.
Set µ = 2E [G(ω1ζn−1)(G(ω1ζn)−G(ω2ζn))] and set σ2 = E (G(ω1ζn)−G(ω2ζn))2 .
Applying the usual combination of Markov’s inequality and optimizing over λ, for
any x ≥ 0,
E
[
e2U(ω1ζn−1)1 {|W − µ| ≥ x}
]
≤ 2E
[
e2G(ω1ζn−1)
]
e−
x2
2σ2 .
Using φ(x)≪ x2e2x and Ho¨lder’s inequality, we can estimate
E[J(U)] ≪ (E[e2U(ω1ζn−1)W 4])1/2(E[e2U(ω1ζn−1)+4W ])1/2.
Hence provided that |µ|, σ ≪ 1, we have that
E[J(U)] ≪ E[e2G(ω1ζn−1)](µ2 + σ2),
by expressing the moment as an integral over level sets of W and applying mono-
tonicity to the second expectation.
There only remains to estimate µ and σ. For this purpose we use repeatedly that
dH(ω1ζn, ω2ζn)≪ N |ω1 − ω2|, which is elementary to verify. For σ, we have by (6)
σ2 = log
(
cosh
(
dH(ω1ζn,ω2ζn)
2
))
≪ N2|ω1 − ω2|2.
For µ, we have
µ = log
(
cosh(dH(0,ω1ζn)2
−1) cosh(dH(ω1ζn−1,ω2ζn)2
−1)
cosh(dH(ω1ζn−1,ω1ζn)2−1) cosh(dH(0,ω2ζn)2−1)
)
= log
(
cosh(dH(ω1ζn−1,ω2ζn)2
−1)
cosh(dH(ω1ζn−1,ω1ζn)2−1)
)
.
Now, using that
|dH(ω1ζn−1, ω2ζn)− dH(ω1ζn−1, ω1ζn)| ≤ dH(ω2ζn, ω1ζn)≪ N |ω1 − ω2|,
we have |µ| ≪ N |ω1 − ω2|, which completes the proof of (17) and hence of the
lemma. 
We now proceed to give the proof of the upper bound using this machinery. In
light of Lemma 2.3, we will now define ρ. In fact, we only need to specify ρ for the
points {
e2πih(Nn1)
−1
ζn : h ∈ N0, h ≤ n1
}
.
Define S0 = {1} and define for j ∈ N,
Sj =
{
e2πih2
−jN−1 : h ∈ (2N0 + 1), h < 2j
}
.
For every point ωζn ∈ D with ω ∈ Sj , define
(18) ρ(ωζn) = 1 + (1.1)
−1 + · · ·+ (1.1)−j
(any constant less than
√
2 would work in place of 1.1). Note that this makes ρ
uniformly bounded by 11.
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Lemma 2.4. Uniformly in t > − logn,
E[1 {Bν1} (U+ Z)1
{Aρ,tu } (U)]≪ e−n−2t(logn)5n3/2 .
Proof. There are two components to the argument. First, for integer t0 with
−(logn0)2 ≤ t0 ≤ 0, we use the dyadic chaining argument to estimate
E[1
{Bν1 ∩ Et01 } (U+ Z)1{Aρ,tu } (U)].
This we then sum over all such integral t0. Second, we consider the set of fields
E2 =
{
F(ζn0) < n0 − log(n0)2 + 1
}
.
Then, we separately estimate
E[1 {Bν1 ∩ E2} (U+ Z)1
{Aρ,tu } (U)],
on which the last increment U(ζn)−U(ζn0 ) must be abnormally large.
For the first part of the argument, fix t0 as described. For any ω ∈ Sj for
some j > 0, let g(ω) be the element of Sj−1 with maximal argument, which
does not exceed the argument of ω. Then for ω ∈ Sj , we have |ω − g(ω)| ≪
N−12−j and ρ(ω) − ρ(g(ω)) = (1.1)−j , Let F = 1{Bν1 ∩ Et01 } , and let Gω1,ω2 =
1 {Eρ,tu (ω1) ∩ Eρ,tu (ω2)c} . Then, we can estimate
E
[
F (U+ Z)1
{Aρ,tu } (U)]
≤ E [F (U+ Z)1{Eρ,tu } (U)] + log2 n1∑
j=1
∑
ω∈Sj
E
[
F (U+ Z)Gω,g(ω)(U)
]
≪ E [F (U+ Z)1{Eρ,tu } (U)] + log2 n1∑
j=1
∑
ω∈Sj
(logn)3e−n−2t4−j
n3/2(1.1)−2j
≪ E [F (U+ Z)1{Eρ,tu } (U)] + (log n)3e−n−2tn3/2 .
Estimating E [F (U+ Z)1 {Eρ,tu } (U)] follows the same outline as Lemma 2.3,
albeit simpler. On the one hand, we have
E
[
F (U+ Z)1
{Eρ,tu } (U)]≪ E [F (U+ Z)1{Eρ,tu } (U)e2U(ζn)−2(n+t)] .
On the other hand, using the same reasoning as in (15), we have
E
[
F (U+ Z)1
{Eρ,tu } (U)e2U(ζn)]≪ E [F (U+ Z)e2U(ζn)] .
Thus by Lemma 2.2, we conclude
E
[
F (U+ Z)1
{Eρ,tu } (U)]≪ (log n)3e−n−2tn3/2 .(19)
Hence, summing over all t0 in [−(logn0)2, 0], we get
E [F (U+ Z)(1− 1 {E2} (U))]≪
(log n)5e−n−2t
n3/2
.(20)
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To estimate E [F (U+ Z)1 {E2} (U)] , we just note that on the event E2∩Eρ,tu (ω),
we have both
U(ωζn)−U(ζn0)− Z(ζn0 ) ≥ (logn)2 −O(log n)
and U(ωζn) > n−O(log n). Hence
E
[
F (U+ Z)1
{E2 ∩ Eρ,tu (ω)} (U)]
≤ E
[
e4U(ωζn)−2U(ζn0 )−2Z(ζn0)−2n−2(logn)
2+O(log n)
]
.
Applying Proposition 1.6 to estimate the exponential moment, we get that
E
[
F (U+ Z)1
{E2 ∩ Eρ,tu (ω)} (U)] ≤ e−n−2(logn)2+O(logn).
In particular, if we simply apply a union bound over all ω, we conclude
E
[
F (U+ Z)1
{E2 ∩Aρ,tu } (U)] ≤ e−n−2(logn)2+O(logn),
which together with (20) completes the proof. 
Completing the upper bound for U is now a simple matter
Theorem 2.5. Let ω(1) be any sequence going to ∞ as N →∞, then with proba-
bility going to 1 as N →∞,
U∗ ≤ logN − 34 log logN + 52 log log logN + ω(1).
Proof. We have so far only estimated properties of U + Z along rays from the
origin. Here, we will for the first time consider multiple rays, as well as control
the influence of the additional noise Z. As it turns out, having so much noise is
somewhat wasteful. Thus, we introduce another white noise R defined by R(z) =
Z(|z|) for all z ∈ D. Lemmas 2.4 and 2.3 only depended on the marginal of Z along
a single ray, and hence they hold with Z replaced by R.
Recall that S0 = {1} and for j ∈ N,
Sj =
{
e2πih2
−jN−1 : h ∈ (2N0 + 1), h < 2j
}
.
Also recall the notation that for any ω ∈ Sj for some j > 0, g(ω) is the element
of Sj−1 with maximal argument, which does not exceed the argument of ω. Define
the set of fields for ω′ ∈ T,
Aρ,tu2 (ω′) := Aρ,tu (ω′) ∪
∞⋃
j=n1
⋃
ω∈Sj
Eρ,tu (ωω′).
Since for ω ∈ Sj , we have |ω − g(ω)| ≪ N−12−j and ρ(ω) − ρ(g(ω)) = (1.1)−j , by
Proposition 1.6 there is an absolute constant c > 0 so that
Pr
[
U ∈ Eρ,tu (ω) ∩ Eρ,tu (g(ω))c
] ≤ Pr [U(ωζn)−U(g(ω)ζn) > ρ(ωζn)− ρ(g(ω)ζn)]
≪ e−c(2/1.1)2j .
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Thus,
Pr
[
U+R ∈ Bν1 ,U ∈ Aρ,tu2
]
≤ Pr [U+R ∈ Bν1 ,U ∈ Aρ,tu ]+ ∞∑
j=log2(n1)
∑
ω∈Sj
Pr
[
U ∈ Eρ,tu (ω) ∩ Eρ,tu (g(ω))c
]
≪ Pr [U+R ∈ Bν1 ,U ∈ Aρ,tu ]+ ∞∑
j=log2(n1)
2je−c(2/1.1)
2j
≪ Pr [U+R ∈ Bν1 ,U ∈ Aρ,tu ]+O(e−ω(n)).
Applying Lemma 2.4, we have by a union bound that if t = − 34 logn+ 52 log logn+
ω(1),
Pr
[
U+R ∈ ∩N−1h=0 Bν1 (e2πihN
−1
),U ∈ ∪N−1h=0 Aρ,tu2 (ν)[e2πihN
−1
]
]
= o(1).
Hence by density of the set
∪Nh=0 ∪∞j=1 e2πihN
−1
Sj ⊂ T
and almost sure continuity of U, either U+R 6∈ ∩N−1h=0 Bν1 (e2πihN
−1
) or
max
ω∈T
U(ωζn) ≤ n+ t
with high probability. Since 1− |ζn| = Θ(N−1), if we are in the latter case, we are
done by Lemma 1.3.
It remains to show that U + R ∈ ∩N−1h=0 Bν1 (e2πihN
−1
) with high probability.
We first remove the influence of R. The maximum of R over the circles |z| = ζk,
k = 1, 2, . . . , n is less than logn with high probability. (In fact, it is of order
√
logn.)
Hence, if we define
ν′(i) = i+ logn,
it suffices to show that U ∈ ∩N−1h=0 Bν
′
1 (e
2πihN−1) with high probability.
We will presently extend the definition of ρ. Fix k ∈ N with 1 ≤ k ≤ n0. Set, for
ω ∈ T,
Dρk(ω) = {F(ωζk) > ν′(i)− 11 + ρ(ωζk)} .
Also define
Sjk =
{
e2πih2
−je−k : h ∈ (2N0 + 1), h < 2j
}
.
For every point ωζk ∈ D with ω ∈ Sjk, define
(21) ρ(ωζk) = 1 + (1.1)
−1 + · · ·+ (1.1)−j .
We reuse the notation that for any ω ∈ Sjk for some j > 0, g(ω) is the element of
Sj−1k with maximal argument that does not exceed the argument of ω. Let p = e
kn1.
Then
∪∞j=n1 ∪ph=0 e2πihp
−1
Sjk
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is dense in T. By the same dyadic decomposition and the almost sure continuity of
U, we have that
Pr [U ∈ ∪ω∈TDρk(ω)]
≤ Pr
[
U ∈ ∪ph=0Dρk(e2πihp
−1
)
]
+
∞∑
j=log2(n1)
∑
ω∈Sjk
Pr [U ∈ Dρk(ω) ∩ Dρk(g(ω))c]
≪ Pr
[
U ∈ ∪ph=0Dρk(e2πihp
−1
)
]
+ e−ω(n).
For all ω ∈ T, we have by Proposition 1.6 that Pr[U(ωζk) > t] ≪ e−t2/k for all
t ≥ 0. Hence
Pr [U ∈ ∪ω∈TDρk(ω)]≪ ek2logne−2k−log n + e−ω(n).
Summing over 1 ≤ k ≤ n, we conclude that
Pr [ ∃ω ∈ T, 1 ≤ k ≤ n : U(ωζk) > ν′(k)] = o(1).

2.3. Lower bound preliminaries. As in the proof of the upper bound, we let m
be as in Proposition 1.8, with s = 2 and K = 100.We again let n0 = ⌊n−m logn⌋.
We also recall the collections of fields describing good mesoscopic behavior: for
ω ∈ T and t0 ∈ R, define the sets of fields Bν1 and Et01 by
Bν1 (ω) = {F(ωζi) < ν(i), ∀ 1 ≤ i ≤ n0} and
Et01 (ω) = {n0 + t0 − 1 < F(ωζn0) < n0 + t0} .
Unlike the upper bound, we must include some barrier information at microscopic
scales, although we can not afford to use as dense a set of constraints as in Bν1 .Hence,
we let {ηn} be a slowly growing sequence to be specified later. (ηn will always be
chosen so that ηn = o(logn).) When no confusion occurs, we write η instead of
ηn. Let b0 = n0, and let b1, b2, . . . , bη−1 be the collection of positive integers with
bj = n− (η − j)⌊(m logn)/η⌋.
For any angle θ ∈ R, let Qθ be the map that rotates the hyperbolic disk around
ζn0 by the angle θ. This map can be expressed as the composition
Qθ = T
−1
ζn0
◦ {z 7→ eiθz} ◦ Tζn0 ,
in which form it is clearly a hyperbolic isometry. Hence, the field
(22) Gˆ(z) := G(Tζn0 (z))−G(ζn0 ),
has the same distribution as G (which can be seen by checking covariances and
that Gˆ(0) = 0 almost surely).
We use this invariance to our advantage in describing the microscopic behavior
of U. For ω ∈ T, θ ∈ R, and p ∈ N, define the subsets of fields Bt02 and Eρ,tu by
Bt02 (θ, ω) = {|F(ωQθ(ζbi))− bi−1 − t0| ≤ η−1(log n), ∀ 1 ≤ i ≤ η − 1} and
Ep,t0ℓ (θ, ω) = {|F(ωQθ(ζn−p))− bη−1 − p− t0| ≤ η−1(logn)}.
We will choose p independent of n. Bt02 (θ, ω) and Ep,t0ℓ (θ, ω) represent the mi-
croscopic barrier and endpoint events along one possible continuation of the ray
{ζi, 1 ≤ i ≤ n0} . Provided that |θ| ≪ 1, the entire collection
{ζi, 1 ≤ i ≤ n0} ∪ {Qθ(ζbi ), 1 ≤ i ≤ η}
CUE FIELD 19
can be checked to be within uniformly bounded distance of the ray that connects
0 to the endpoint Qθ(ζn) (see Figure 1). More useful for our purposes will be the
following estimate
Lemma 2.6. There is an absolute constant Ξ ∈ (0, π) so that for all |θ| < Ξ and all
n0 ∈ N, the set {Qθ(ζj), j ≥ n0} is contained in the wedge
{
z ∈ D : | arg z| ≤ 12e−n0
}
.
Proof. Let θ ∈ [0, π] and j ∈ N with j ≥ n0. Consider the triangle formed by the
points {0, ζn0 , Qθ(ζj)} , and let ψj be the angle at 0. By the hyperbolic law of sines
sin(ψj)
sinh(j − n0) =
sin(π − θ)
sinh(j)
This ψj is monotone increasing in j, hence taking j →∞, we have
sin(ψj) ≤ e−n0 sin(π − θ) = e−n0 sin(θ)
Hence, by adjusting Ξ appropriately, we can ensure ψj <
1
2e
−n0 . A symmetric
argument holds for θ ∈ [−π, 0]. 
Moreover, the covariance structure along the quasi-geodesics {ζi, 1 ≤ i ≤ n0} ∪
{Qθ(ζbi ), 1 ≤ i ≤ η} still can be well-approximated by branching random walk:
Lemma 2.7. For |θ1|, |θ2| < Ξ, uniformly in h, j ∈ N with h, j ≥ n0
EG(Qθ1(ζh))G(Qθ2(ζj)) =
1
2 min{− log | sin θ1−θ22 |, h− n0, j − n0}+ 12n0 + ξ,
with
ξ =
1
2
(
log | cos( θ12 ) cos( θ22 )|
)
+O(e−j+n0 + e−h+n0).
In particular, |ξ| ≪ 1 uniformly. Also, uniformly in h < n0, j ≥ n0 and |θ| < Ξ,
EG(ζh)G(Qθ(ζj)) =
h−log 2
2 + log | cos( θ2 )|+O(e−j+n0 + e−n0+h + e−h).
Proof. For j ≥ n0, Qθ(ζj) = Tζn0 (eiθζj−n0 ). In terms of Gˆ, this means that for
j ≥ n0,
G(Qθ(ζj))−G(ζn0 ) = Gˆ(eiθζj−n0).
By (6), for j ≥ n0,
E
[
G(ζn0)Gˆ(e
iθζj−n0)
]
=
1
2
log
(
cosh(dH(0, Qθ(ζj))2
−1)
cosh(dH(ζn0 , Qθ(ζj)))2
−1) cosh(dH(0, ζn0)2−1)
)
.
Applying the hyperbolic law of cosines to the triangle with vertices {0, ζn0 , Qθ(ζj)}
at the angle at ζn0 , we get that
cosh(dH(0, Qθ(ζj))) = cosh(n0) cosh(j − n0)− sinh(n0) sinh(j − n0) cos(π − θ).
Hence,
dH(0, Qθ(ζj)) = j + log
(
1+cos(θ)
2
)
+O(e−j+n0 + e−n0),
uniformly in |θ| < Ξ and n0, j with n0 ≤ j. From here, it follows that
(23) E
[
G(ζn0 )Gˆ(e
iθζj−n0)
]
= 14 log(
1+cos(θ)
2 ) +
1
2 log 2 +O(e
−j+n0 + e−n0).
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To prove the first displayed line of the lemma, we add and subtract G(ζn0), so that
E [G(Qθ1(ζh))G(Qθ2(ζj))] =E
[
Gˆ(eiθ1(ζh−n0))Gˆ(e
iθ2(ζj−n0))
]
+ E
[
G(ζn0 )
2
]
+E
[
G(ζn0)Gˆ(e
iθ2(ζj−n0 ))
]
+ E
[
Gˆ(eiθ1(ζh−n0))G(ζn0 )
]
.
To the first two summands on the right hand side, we apply Lemma 1.4 and (5)
respectively. To the second two, we apply (23), which gives the first conclusion of
the lemma.
For the second conclusion of the lemma, we start by writing
E [G(ζh)G(Qθ(ζj))] =E
[
Gˆ(eiπ(ζn0−h))Gˆ(e
iθ(ζj−n0 ))
]
+ E [G(ζh)G(ζn0 )]
+E
[
G(ζn0)Gˆ(e
iθ(ζj−n0))
]
.
To the expectation with only Gˆ, we use distributional invariance of the field to
replace Gˆ with G, and then we additionally reflect the field to get
E [G(ζh)G(Qθ(ζj))] =E
[
G(ζn0−h)G(e
i(π−θ)ζj−n0)
]
+ E [G(ζh)G(ζn0 )]
+E
[
G(ζn0)Gˆ(e
iθ(ζj−n0 ))
]
Applying Lemma 1.4 to the first expectation on the right hand side, (6) to the
second, and (23) to the third, we have
E [G(ζh)G(Qθ(ζj))] =
1
4 log(
1−cos(π−θ)
2 ) +
h
2 − log 2 +O(e−h + e−j+n0 + e−n0+h)
+ 14 log(
1+cos(θ)
2 ) +
1
2 log 2 +O(e
−n0 + e−j+n0),
which after simplifying gives the statement in the lemma. 
We now define
(24) Aν,p,t0ℓ (ω) =
⋃
h∈Z
|h|<Ξen−n0
Bν1 (ω)∩Et01 (ω)∩Bt02 (he−n+n0 , ω)∩Ep,t0ℓ (he−n+n0 , ω),
the event to which we will apply the second moment method. As in the upper
bound, when ω = 1, we drop it from the notation, so that Aν,p,t0ℓ = Aν,p,t0ℓ (1). For
Bt02 (θ, ω) and Ep,t0ℓ (θ, ω), we suppress the second argument.
We will show some Aν,p,t0ℓ (ω) occurs with high probability with ω ranging over a
set of equally spaced ω of cardinality en0 . This we do by a second moment estimate.
To gain enough independence to push this through, we must effectively work on a
sub-problem that discards the correlations that arise in U(z) for dH(0, z) ≪ 1 (in
fact, due to technical losses, we will need to allow this distance to grow, but still
as o(logn)). Hence for a parameter r ∈ N we define new fields Ur,Gr,Zr by the
formula
(25) Fr(z) =
{
0 if dH(z, 0) < r,
F(z)− F(ζre2πih[en0 ]−1) if dH(z, 0) ≥ r, h = [ arg(z)[e
n0 ]
2π +
1
2 ],
where [·] denotes integer part. With this convention, the fields Ur and Gr are
invariant in distribution under rotations of the disk by angles 2πh[en0 ]−1, for h ∈ Z.
Fix 0 < δ < 14 . We will choose
(26) r =
[
3(logn0)
1−δ] , t0 = −3
4
logn,
CUE FIELD 21
θ
4π
8
3π
8
2π
8
π
8
0
ζn0
Figure 1. Depiction of the quasi-geodesics [0, ζn0 ]∪Qθ(R+) used
in the event Aν,p,t0ℓ , for various values of θ.
Also, throughout the proof of the lower bound forU, we can now work on any choice
of barrier we so please, as we will not need to rule out the event that U exceeds it.
So we choose one which is more nearly optimal than in the upper bound, specifically
(27) ν(i) =
i− r
n0
(n0 − 34 logn0) + (logn0)1−δ
for all r ≤ i ≤ n0.
Finally, because Proposition 1.8 allows us to compare U+ Z to G+ Z and not
U to G, we will actually prove a lower bound for the field U + Z first. As it will
turn out, having shown a complete lower bound for the maximum of this field on an
appropriate set of cardinality Θ(N), removing the effect of Z is possible knowing
only a few points U are large. In effect, we use an upper bound on U to show that
the lower bound for U+ Z transfers to U.
Our first task will be to estimate Pr
(
Ur + Zr ∈ Aν,p,t0ℓ
)
. By design, a nearly
optimal upper bound for this probability follows from the trivial estimate
Pr
(
Ur + Zr ∈ Aν,p,t0ℓ
) ≤ Pr (Ur + Zr ∈ Bν1 ∩ Et01 )
and Lemma 2.2 and Proposition 1.8. For the lower bound, we would like to use
a conditional second moment method argument. That is, we define a set Θ :=
e−n+n0Z ∩ (−Ξ,Ξ) and define
Z˜ =
∑
θ∈Θ
1
{
Ur + Zr ∈ Bν1 ∩ Et01 ∩ Bt02 (θ) ∩ Ep,t0ℓ (θ)
}
.
Let E be the event that Ur + Zr ∈ Bν1 ∩ Et01 . Then, we would estimate
Pr
[
Ur + Zr ∈ Aν,p,t0ℓ |E
]
= Pr
[
Z˜ ≥ 1|E
]
≥ (E[Z˜|E ])
2
E[Z˜2|E ] .
One of the subtleties of this strategy is that to get this probability going to 1,
one basically needs that for most pairs (θ1, θ2) from Θ
Pr[Ur + Zr ∈ Bt02 (θ1) ∩ Bt02 (θ2) ∩ Ep,t0ℓ (θ1) ∩ Ep,t0ℓ (θ2)|E ]
=Pr[Ur + Zr ∈ Bt02 (θ1) ∩ Ep,t0ℓ (θ1)|E ]
·Pr[Ur + Zr ∈ Bt02 (θ2) ∩ Ep,t0ℓ (θ2)|E ](1 + o(1)).
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In the case of branching random walk, this is achieved using actual independence
of the two events, once a suitably small common ancestral tree is discarded. In our
case, no such independence is available. Moreover, the need for this accuracy makes
introducing and removing biasing terms, as we do in the proofs of Lemmas 2.3 and
2.4, very expensive as we incur a constant multiplicative loss at every such stage.
We solve this problem by changing the second moment formalism. First, for any
finite bias term B, and any cylinder function φ, set
FB[φ(Ur ,Zr)] =
E
[
1
{Bν1 ∩ Et01 } (Ur + Zr)eB(Ur)φ(Ur ,Zr)]
E
[
1
{Bν1 ∩ Et01 } (Ur + Zr)eB(Ur)] .
We will drop the dependence of the notation on B when B(F) = 2F(ζn0), as this
is how we will typically use it. Next, we define for any real θ with |θ| ≤ Ξ and any
p ∈ N,
Yp(θ) = e
2Ur(Qθ(ζn−p))−2Ur(Qθ(ζb1 ))1
{
Ur + Zr ∈ Bt02 (θ) ∩ Ep,t0ℓ (θ)
}
.
In terms of this replacement for the indicator, we form the biased counting variable
Z =
∑
θ∈Θ
Yp(θ).
We again want to show that this variable is non-negative, as this implies one of
the indicated events holds. Applying Cauchy Schwartz,
(28) F[1 {Z > 0}] ≥
(∑
θ F [Yp(θ)]
)2∑
θ1,θ2
F [Yp(θ1)Yp(θ2)]
,
where in both summations, θ ranges over Θ.
Estimating F requires that we are able to evaluate the probability of E under
various exponential biases. Using Proposition 1.8, we can reduce this to the same
question about G, which is still a nontrivial estimate. Using Gaussian comparison
theorems, we show:
Lemma 2.8. Let µ : D → R be given by µ(z) = 2E[G(z)Gr(ζn0)]. Let F =
1
{Bν1 ∩ Et01 } . There is a sequence {ρn} going to 0 as n→∞ so that the following
holds. For any C > 0 there is a κ0(C) sufficiently large so that for all µ
′(z) : D→ R
with |µ(z)− µ′(z)| ≤ C and for all n ≥ κ0(C),∣∣∣∣E [F (Gr + Zr + µ′)]E [F (Gr + Zr + µ)] − 1
∣∣∣∣ ≤ ρn.
Proof. By Lemma 2.7, the mean µ(ζi) = i + O(1) for all 1 ≤ i ≤ n0. We want to
apply Lemma A.3, however comparing with the definition of ν, see (27), we see that
the mean µ(i) is slightly too large to allow one to flatten the slope of the barrier.
We introduce another exponential bias to compensate for this.
Set d = (1− 34 log n0n0 ). Let ξ : D→ R be given by ξ(z) = E [Zr(z)Zr(ζn0)]·(32
log n0
n0
),
which vanishes except at two points where it is O((log n0)/n0). Then by Lemma 1.9,
E [F (Gr + Zr + µ)] =
E
[
F (Gr + Zr + d · µ− ξ)e
3
2
log n0
n0
(Gr+Zr)(ζn0)
]
E
[
e
3
2
log n0
n0
(Gr+Zr)(ζn0 )
] .
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On the event Gr + Zr + d · µ− ξ ∈ Et01 ,
3
2
logn0
n0
(Gr + Zr)(ζn0) = O((log n0)
2/n0).
On the other hand,
E
[
e
3
2
logn0
n0
(Gr+Zr)(ζn0)
]
= eO((logn0)
2/n0).
Hence we conclude that
(29) E [F (Gr + Zr + µ)] = E [F (Gr + Zr + d · µ− ξ] (1 +O((log n0)2/n0)).
The same statement holds with µ replaced by µ′, and holds uniformly in such µ′.
Hence, the lemma follows by applying Lemma A.3 in conjunction with Proposition
A.2, in an analogous way to as was done in (13). 
Remark 2.9. An examination of the proof of Lemma 2.8 shows that the estimate
there is uniform also in t0 ∈ [−C logn0,− 34 logn0] for any fixed C > 34 . We will not
need this fact.
We will assume that ρn ≫ (logn)−1 for the purpose of comparing this error
to other ones. This sequence ρn controls how quickly we can let ηn → ∞. We
now fix the sequence ηn → ∞ so that ρnη3n → 0, which in particular ensures that
ηn = o(logn).
Applying Lemma 2.8 and Proposition 1.8 to some of the biases we need, we have:
Corollary 2.10. Let B1(F) = 2F(ζn0), and let B be any one of the following.
(1) For all |θ| ≤ Ξ,
B2(F) = 2F(Qθ(ζn−p))− 2F(Qθ(ζb1 )) + 2F(ζn0).
(2) For all |θ1|, |θ2| ≤ Ξ,
B3(F) = 2F(Qθ1(ζn−p))− 2F(Qθ1(ζb1 ))
+ 2F(Qθ2(ζn−p))− 2F(Qθ2(ζb1 )) + 2F(ζn0).
Then,
(30)
E[1 {E } eB(Ur)]
E[1 {E } eB1(Ur)] =
E[eB(Ur)]
E[eB1(Ur)]
(1 +O(ρn)).
We also have
(31) E[1 {E } eB1(Ur)] ≍ e
n0−r(logn0)2−2δ
n
3/2
0
.
Proof. The estimate (30) follows from Proposition 1.8 to bring the expectation to
a Gaussian one, Lemma 2.7 to evaluate the means, and Lemma 2.8 to conclude the
ratio of expectations. The proof of (31) begins the same way. Using Proposition 1.8
and Corollary 3.9, we can write
E[1 {E } eB1(Ur)] = (E [F (Gr + Zr + µ)] +O(logN)−K)E[eB1(Gr)],
in the notation of Lemma 2.8. Applying (29), we have that
E[1 {E } eB1(Ur)] = E [F (Gr + Zr + d · µ− ξ]E[eB1(Gr)](1 +O((log n0)2/n0))
+O((logN)−K) · E[eB1(Gr)].
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Using Proposition A.2 and the ballot theorem (see Theorem A.1),
E [F (Gr + Zr + d · µ− ξ] ≍ (logn0)
2−2δ
n
3/2
0
.
Using Lemma 1.4, E[eB1(Gr)] ≍ en0−r, the proof now follows. 
Remark 2.11. An examination of the proof of Corollary 2.10 shows that the
estimate again is uniform in t0 ∈ [−C logn0,− 34 logn0] for any fixed C > 34 . We
still will not need this fact.
2.4. Field moment calculus. Because we are constrained to exponential mo-
ments with specific parameters, we are not able to show by a direct appeal to
Markov’s inequality that certain quantities are concentrated. To circumvent this,
we use the spatial correlations inherent in U and G to effectively compute some
moments of U, restricted to specific events and under exponential biases.
In what follows, fix |θ| ≤ Ξ. Let γ(t) be the hyperbolic arclength parameterized
geodesic from ζn0 to Qθ(ζn). Towards estimating some moments of U, we define
a family of biasing functions that are locally perturbed modifications of B2. For
q ∈ R, let Wk(q) be the collection of cylinder functions from D→ R :
F 7→ B2(F) +
∑
z∈z
F(z)−
∑
y∈y
F(y),
where z and y have the following properties:
(a) z and y are finite subsets of the trace of γ with |z| = |y| = k.
(b) There is a bijection φ : z→ y so that
max
z∈z
dH(z, φ(z)) ≤ 1.
(c) Letting z′ = z ∪ {ζn0 , Qθ(ζn−p)} .
max
z∈z′
e−N exp(−dH(0,z))
∏
x∈z′
x 6=z
coth(dH(x, z)/2) ≤ q.
Estimating moments of U will be ultimately reduced to the estimation of expo-
nentials of elements of Wk for some fixed k. These exponential moments of U then
need to be compared to those of G with high precision. However, we will need to
consider points in the field where a direct comparison to Gaussian is impossible; as
a specific example
E
[
eB2(Ur)
]
6= E
[
eB2(Gr)
]
(1 + o(1)).
Certain ratios of expectations can be accurately compared, however. Specifically:
Lemma 2.12. Fix k ∈ Z and q ∈ R. Let B ∈Wk(q) be arbitrary, with z and y so
that
B(F) = B2(F) +
∑
z∈z
F(z)−
∑
y∈y
F(y).
Let w = Qθ(ζn−p), the point that appears in B2. Define
ǫ =
∏
y∈y tanh(dH(w, y)/2)
2∏
z∈z tanh(dH(w, z)/2)2
− 1.
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There are constants δ0 > 0 and p0 independent of n so that the following holds. If
∆ = max
z∈z∪{ζn0}
e−N exp(−dH(0,z))
∏
x∈z∪{w,ζn0}
x 6=z
coth(dH(x, z)/2) ≤ δ0,
and if p0 ≤ p ≤ log logn, then
E
[
eB(Ur)
]
E
[
eB2(Ur)
] = E [eB(Gr)]
E
[
eB2(Gr)
] +O (ǫ+∆) ,
with the implied constants uniform in Wk(q).
Proof. Define
a = |w|2N tanh(dH(Qθ(ζb1), w))
2 tanh(dH(ζr, w))
2
tanh(dH(w, ζn0 ))
2
.
By Corollary 3.9
E
[
eB2(Ur)
]
E
[
eB2(Gr)
] = 1− a+O(∆),
provided p0 is chosen sufficiently large. We can also assure, by possibly increasing
p0, that a <
1
4 . By choosing δ0 sufficiently small, the O(∆) error can also be made
less than 14 .
The first correction term to the other exponential bias is similar:
E
[
eB(Ur)
]
E
[
eB(Gr)
] = 1− a∏y∈y tanh(dH(w, y)/2)2∏
z∈z tanh(dH(w, z)/2)2
+O(∆).
Hence we have that
E
[
eB(Ur)
]
E
[
eB2(Ur)
] = E [eB(Gr)]
E
[
eB2(Gr)
] 1− a(1 + ǫ) +O(∆)
1− a+O(∆) .
To complete the proof, we observe that the variance of B(Gr) is no more than that
of B2(Gr) plus an absolute constant, so that the ratio of Gaussian expectations is
bounded above by an absolute constant:
Var (B(Gr))−Var (B2(Gr)) =
∑
z∈z
2Cov(B2(Gr),G(z)−G(φ(z)))
+
∑
z∈z
4Var(G(z)−G(φ(z))).
Both the covariance and variance summands can be estimated by an absolute con-
stant using (7). Thus
(32) − k ≪ Var (B(Gr))−Var (B2(Gr))≪ k.

We also observe that the biasing terms in Wk influence the probability of E in a
negligible way.
Lemma 2.13. Fix k ∈ N and q ∈ R. Let F = 1{Bν1 ∩ Et01 } . Uniformly in B ∈
Wk(q),
E
[
F (Gr + Zr)e
B(Gr)
]
E
[
F (Gr + Zr)eB2(Gr)
] = E [eB(Gr)]
E
[
eB2(Gr)
] +O(ρn).
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Proof. Let µ : D→ R and µ2 : D→ R be the means of Gr under the biases eB(Gr)
and eB2(Gr) respectively. Then we have by Lemma 1.9 and (6) that
µ(x) − µ2(x) =
∑
z∈z
log
(
cosh(dH(0, z)) cosh(dH(x, φ(z)))
cosh(dH(0, φ(z))) cosh(dH(x, z))
)
In particular, this can be uniformly bounded in terms of the distances of z to φ(z),
and hence can be controlled by an absolute constant. Hence by Lemma 2.8,
E
[
F (Gr + Zr)e
B(Gr)
]
E
[
F (Gr + Zr)eB2(Gr)
] E [eB2(Gr)]
E
[
eB(Gr)
] = 1 +O(ρn).
Using (32), the claim follows. 
Lemma 2.14. Fix k ∈ N, q ∈ R, and let B ∈ Wk(q) be arbitrary. Write z and y
so that
B(F) = B2(F) +
∑
z∈z
F(z)−
∑
y∈y
F(y).
There is a p0 sufficiently large and independent of n so that for all p0 ≤ p ≤ log log n
and for all 0 ≤ t ≤ n− p− n0,
FB[U(γ(t)) −U(γ(0))] = (t− b1 + n0)+ + ξ(t)
where |ξ(t)| ≪ (logn)ρ1/2n , uniformly in Wk(q).
Proof. Let {t0, t1, t2, t3, . . . , tℓ} be a subset of [0, t], written in increasing order, with
tℓ = t and t0 = 0. We will make an explicit n-dependent choice for this set in a
moment. First, we rewrite the moment we wish to calculate as
FB[U(γ(t)) −U(γ(0))] =
ℓ∑
i=1
FB[U(γ(ti))−U(γ(ti−1))].
We then estimate the increment above and below by the inequality 1−e−2x ≤ 2x ≤
e2x − 1, valid for all real x.
For the upper estimate, we therefore have
FB[U(γ(t)) −U(γ(0))] ≤
ℓ∑
i=1
FB[2
−1(e2U(γ(ti))−2U(γ(ti−1)) − 1)].
We will actually show that
(33) T :=
ℓ∑
i=1
FB[2
−1(e2U(γ(ti))−2U(γ(ti−1))−1)] = (t−b1+n0)++O((log n)ρ1/2n ),
(noting the equality rather than the inequality) which we will use at a later point.
Let F = 1
{Bν1 ∩ Et01 } . We can expand one of these increments as
FB[e
2U(γ(ti))−2U(γ(ti−1)) − 1] =E
[
F (Ur + Zr)e
B(Ur)+2U(γ(ti))−2U(γ(ti−1))]
E
[
F (Ur + Zr)eB(Ur)
] − 1.
Let µ : D→ R be the mean of Gr under the bias eB(Gr), and let µ(i) be the mean
under the bias eB(Gr)+2G(γ(ti))−2G(γ(ti−1)). Suppose that ti are chosen so that
F 7→ B2(Fr) + 2F(γ(ti))− 2F(γ(ti−1)) ∈ Wk+1(q′)
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for some q′. Then, we can apply Proposition 1.8 to write
FB[e
2U(γ(ti))−2U(γ(ti−1)) − 1]
=
E
[
F (Gr + Zr + µ
(i))
]
E
[
eB(Ur)+2U(γ(ti))−2U(γ(ti−1))
]
E [F (Gr + Zr + µ)]E
[
eB(Ur)
] − 1 +O(n−K0 ).
Applying Corollary 3.9 and (32), we have that for p0 sufficiently large
E
[
eB(Ur)+2U(γ(ti))−2U(γ(ti−1))
]
E
[
eB(Ur)
] ≪ E [eB(Gr)+2G(γ(ti))−2G(γ(ti−1))]
E
[
eB(Gr)
] ≪ 1.
We therefore conclude that
T =O
(
1 +
ℓ∑
i=1
∣∣∣∣E
[
F (Gr + Zr + µ
(i))
]
E [F (Gr + Zr + µ)]
− 1
∣∣∣∣)
+
ℓ∑
i=1
1
2
[
E
[
eB(Ur)+2U(γ(ti))−2U(γ(ti−1))
]
E
[
eB(Ur)
] − 1],
provided ℓ ≤ nK0 . Applying Lemma 2.13 we have that
ℓ∑
i=1
∣∣∣∣E
[
F (Gr + Zr + µ
(i))
]
E [F (Gr + Zr + µ)]
− 1
∣∣∣∣≪ ℓρn.
We evaluate the exponential moments by comparison with G. In the notation of
Lemma 2.12, write
E
[
eB(Ur)+2U(γ(ti))−2U(γ(ti−1))
]
E
[
eB(Ur)
] = E [eB(Gr)+2G(γ(ti))−2G(γ(ti−1))]
E
[
eB(Gr)
] +O(ǫi +∆i),
where ǫi is given by
ǫi =
tanh ((n− p− n0 − ti−1)/2)2
tanh ((n− p− n0 − ti)/2)2
− 1 = O(e−n+n0+p+ti |ti − ti−1|),
and where in the notation of the definition of Wk(q),
(34) ∆i = max
z∈z∪{γ(ti)}
e−N exp(−dH(0,z))
∏
x∈z′∪{γ(ti)}
x 6=z
coth(dH(x, z)/2).
The ǫi always sums over i to O(1) provided max1≤i≤ℓ |ti − ti−1| ≪ 1. The ∆i
term is negligible provided we choose {ti} appropriately. Define a sequence {t′i}ℓ1
by setting t′0 = 0 and t
′
i − t′i−1 = ρ1/2n so long as t′i−1 < n − n0 + log ρn. To
define the remainder of the sequence, let u = [(ρ
−1/2
n )], and let the spacings be
u−1, (u− 1)−1, . . . , 3−1, 2−1, 1. Then for p0 and n0 sufficiently large, this definition
assures that the sequence reaches t in finitely many steps, i.e. there is a finite ℓ (in
fact ℓ = O((log n0)ρ
−1/2
n )) so that t′ℓ ≤ t < t′ℓ+1. Then, we set ti = t′i(t/tℓ), so that
the spacings are at least those of stated and the endpoint is at t).
We must control ∆i along this sequence, which will be impossible for points ti
where γ(ti) is close to an element of z
′. So, for the moment, assume that γ(ti) is at
least distance 1 from any point of z. We will then show that exceptional γ(ti) can
not influence the sum much. Note that for such ti, we have that
F 7→ B2(Fr) + 2F(γ(ti))− 2F(γ(ti−1)) ∈ Wk+1(q′)
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for some q′, which can be controlled solely in terms of k and q.
For the initial steps in the sequence (where the points are evenly spaced), we
have that ∆i ≪ e−Ω(((ρn)−1/2). For i in the final stretch, we have that ∆ℓ−i decays
exponentially i. Hence, with this choice of ti, we conclude that
T = O((log n)ρ1/2n ) +
ℓ∑
i=1
1
2
[
E
[
eB(Gr)+2G(γ(ti))−2G(γ(ti−1))
]
E
[
eB(Gr)
] − 1].
By the change of mean formula (Lemma 1.9), we thus have
T = O((log n)ρ1/2n ) +
ℓ∑
i=1
1
2
[
e2µ(γ(ti))−2µ(γ(ti−1))+2σ
2
i − 1
]
,
where σ2i = Var (G(γ(ti))−G(γ(ti−1))) . Now µ(γ(ti))−µ(γ(ti−1)) = O(|ti−ti−1|)
and σi = O(|ti − ti−1|). Hence,
T = O((log n)ρ1/2n ) + µ(γ(t))− µ(γ(0)) +O
( ℓ∑
i=1
|ti − ti−1|2
)
The contribution to the sum of the increments that are O(ρ
−1/2
n ) is O((log n)ρ
1/2
n ).
For the other terms, we have |tℓ−i − tℓ−i−1| = O(i−2). Hence their contribution is
at most O(1), and we conclude
T = O((log n)ρ1/2n ) + µ(γ(t))− µ(γ(0)).
That µ(γ(t)) − µ(γ(0)) = (t − b1 + n0)+ + O(1) follows from Lemma 2.7 and
Lemma 1.9 (c.f. Lemma 2.13).
We now turn to controlling the contribution of exceptional ti, that is where the
distance of ti to some point in z
′ is less than 1. First we note that by construction,
there are at most O(ρ
−1/2
n ) many of these, with the implicit constant in the O(·)
depending only on k. Suppose ti is any such increment. By virtue of Proposition 1.6,
Corollary 2.10, and Corollary 3.9,
FB[e
λ(U(γ(ti))−U(γ(ti−1)))]≪ n3/20 E
[
eλ(G(γ(ti))−G(γ(ti−1))+µ(γ(ti)−µ(γ(ti−1)))
]
for all λ ∈ R. The variance of the increment G(γ(ti)) −G(γ(ti−1)) is at most 1.
Hence, this translates into Gaussian decay of the increment, once the increment is
larger than a sufficiently large multiple of
√
logn. Hence for some C > 0 sufficiently
large,
FB
[
|U(γ(ti))−U(γ(ti−1))|1
{
|U(γ(ti))−U(γ(ti−1))| > C(log n)1/2
}]
≤ e−Ω(logn).
Summing all of these exceptional increments therefore only contributes at most
O((log n)1/2ρ
−1/2
n ), which is negligible in comparison to the error claimed in the
lemma. 
Using this machinery, we now estimate the second moment of such an increment.
Lemma 2.15. There is a p0 sufficiently large and independent of n so that for all
p0 ≤ p ≤ log logn and for all 0 ≤ t ≤ n− p− n0,
FB2 [(U(γ(t)) −U(γ(0)))2] ≤ (t− b1 + n0)2+ + ξ(t)
where |ξ(t)| ≪ (logn)2ρn.
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Proof. Let {t0, t1, t2, t3, . . . , tℓ} be the same sequence of points chosen in the proof
of Lemma 2.14. We rewrite the moment we wish to calculate as
FB2 [U(γ(t)) −U(γ(0))] =
ℓ∑
i=1
FB2 [(U(γ(ti))−U(γ(ti−1))) (U(γ(t)) −U(γ(0)))].
We will approximate the increment U(γ(ti))−U(γ(ti−1)) by
2−1(e2U(γ(ti))−2U(γ(ti−1)) − 1).
We first show that after the approximation has been made, we get the desired result.
Having done the approximation, we will be in a position to apply Lemma 2.14.
Again we may have an exceptional ti, this time occurring only at the terminal
endpoint. This can be controlled in the same manner as was done in Lemma 2.14.
For the unexceptional points, we have that for some q ∈ R, the map
B : F 7→ B2(Fr) + 2F(γ(ti))− 2F(γ(ti−1)) ∈ W1(q).
Hence, we can apply Lemma 2.14 to B (and to B2) to get
FB[U(γ(t))−U(γ(0))] = (t− b1 + n0)+ +O((log n)ρ1/2n ).
To compare this to FB2 , we write
FB2 [e
B(Ur)−B2(Ur)(U(γ(t)) −U(γ(0)))]
FB[U(γ(t)) −U(γ(0))]
=
E
[
F (Ur + Zr)e
B2(Ur)+2U(γ(ti))−2U(γ(ti−1))]
E
[
F (Ur + Zr)eB2(Ur)
] .
Using the same reductions as used in the proof of Lemma 2.14, we get that this
ratio is
E
[
F (Ur + Zr)e
B2(Ur)+2U(γ(ti))−2U(γ(ti−1))]
E
[
F (Ur + Zr)eB2(Ur)
] = 1 + 2(µ(γ(ti))− µ(γ(ti−1))) + ξi,
where µ is the mean of Gr under the bias e
B2(Gr), and the error term ξi satisfies
ℓ∑
i=1
|ξi| ≪ (logn)ρ1/2n .
Hence
(35)
ℓ∑
i=1
FB2 [2
−1(e2U(γ(ti))−2U(γ(ti−1)) − 1) (U(γ(t)) −U(γ(0)))]
= (µ(γ(t)) − µ(γ(0)))(t− b1 + n0)+ +O((log n)2ρn).
Using that µ(γ(t)) − µ(γ(0)) = (t − b1 + n0)+ + O(1), we arrive at the desired
conclusion, modulo having established the validity of the approximation.
Turning to establishing the approximation, define
Ri = −2−1(e2U(γ(ti))−2U(γ(ti−1)) − 1) + (U(γ(ti))−U(γ(ti−1))) .
Since 1 + 2x ≤ e2x for all x ∈ R, we have that Ri ≤ 0 almost surely.
In terms of Ri, we wish to show that
ξ :=
ℓ∑
i=1
FB2 [Ri (U(γ(t)) −U(γ(0)))]≪ (logn)2ρn.
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This we expand into a double sum. For each i, we estimate
FB2 [Ri (U(γ(t))−U(γ(0)))] =
ℓ∑
j=1
FB2 [Ri (U(γ(tj))−U(γ(tj−1)))]
≤
ℓ∑
j=1
FB2 [Ri2
−1(1 − e−2U(γ(tj))+2U(γ(tj−1)))].
Hence, we can estimate ξ by
ξ ≤
ℓ∑
i=1
ℓ∑
j=1
FB2 [(U(γ(ti))−U(γ(ti−1))) 2−1(1− e−2U(γ(tj))+2U(γ(tj−1)))]
−
ℓ∑
i=1
ℓ∑
j=1
FB2 [4
−1(e2U(γ(ti))−2U(γ(ti−1)) − 1)(e2U(γ(tj))−2U(γ(tj−1)) − 1)].
The first line on the right hand side can be estimated exactly as in (35). The
second line, on holding i fixed and summing over j can be estimated using (33)
and the same comparison between FB and FB2 done in the first part of this proof.
Combining both pieces, we get that
ξ ≤(t− b1 + n0)2+ +O((log n)2ρn)
−
ℓ∑
i=1
[µ(γ(ti))− µ(γ(ti−1))](t − b1 + n0)+ +O((log n)2ρn)
≪(logn)2ρn.

2.5. Estimating F[1 {Z > 0}]. Using these field moments, we can estimate the
conditional probability of Bt02 (θ).
Lemma 2.16. For all ǫ > 0, there is a p0(ǫ) > 0 sufficiently large that for all
log logn > p ≥ p0(ǫ) all n sufficiently large, and all |θ| < Ξ,
en−p−b1−2 log 2(1− ǫ) ≤ F[Yp(θ)] ≤ en−p−b1−2 log 2(1 + ǫ).
Proof. Unpacking the meaning of F[Yp(θ)]
F[Yp(θ)] =
E
[
1 {E }1{Ur + Zr ∈ Bt02 (θ) ∩ Ep,t0ℓ (θ)} eB2(Ur)]
E
[
1 {E } eB1(Ur)]
where B1 and B2 are as in Corollary 2.10. Applying Corollary 2.10 and the trivial
supremum bound on the indicator, we get that
F[Yp(θ)] ≤
E
[
eB2(Ur)
]
E
[
eB1(Ur)
] (1 + o(1)).
Hence by Corollary 3.9, there is a p0(ǫ) sufficiently large so that for all p0(ǫ) ≤ p <
log logn, we have
F[Yp(θ)] ≤
E
[
eB2(Gr)
]
E
[
eB1(Gr)
](1 + ǫ + o(1)).
It remains to evaluate the variances of these biasing terms.
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The variance of B1(Gr) is simpler. Since the distance between r and n0 is going
to infinity, we have that
1
2 Var (B1(Gr)) = n0 − r − 2 log 2 + o(1).
For B2(Gr), we use Lemma 2.7. We start by observing that B2(Gr) = B2(G) −
2G(ζr). Since all pairwise separations go to infinity, the variance can be computed
by comparison with simple random walk up to a o(1) additive correction. To see
this, first split the variance B2(G)− 2G(ζr) into the two increments which would
be independent in the random walk case; the cross correlations and their additive
corrections cancel:
1
2 Var (B2(G)− 2G(ζr)) = 12 Var (2G(Qθ(ζn−p))− 2G(Qθ(ζb1 )))
+ 12 Var (2G(ζn0)− 2G(ζr)) + o(1)
=(n− p− b1) + (n0 − r) − 4 log 2 + o(1).
The lower bound relies on calculating some field moments. We would like to
control the F probability of Ur + Zr not being in Bt02 ∩ Ep,t0ℓ under an additional
bias. These probabilities we will control using a simple Chebyshev and union bound.
F
[
1
{
(Bt02 )c ∪ (Et01 )c
}
(Ur + Zr)e
B2(Ur)−B1(Ur)
]
≪
η∑
j=1
F
[
eB2(Ur)−B1(Ur)
η2((Ur + Zr)(ζbj )− (Ur + Zr)(ζn0)− bj−1 + n0)2
(logn)2
]
By construction of the fields Ur and by Lemma 2.6, Ur(ζbj )−Ur(ζn0) = U(ζbj )−
U(ζn0). Hence, we can apply Lemma 2.15 to compute this second moment, but first
we integrate the Zr terms out of the second moment. For 1 ≤ j < η, these terms
are independent of all other Zr terms that appear in the same expectation, and so
we can use that E(a+Z)2 = Ea2+EZ2 for a centered variable Z independent of a.
In fact, this additional contribution to the second moment is much smaller in order
than the second moment of the differences of the U. In all, we get:
F
[
1
{
(Bt02 )c ∪ (Et01 )c
}
(Ur + Zr)e
B2(Ur)−B1(Ur)
]
≪
η∑
j=1
F
[
eB2(Ur)−B1(Ur)
η2(Ur(ζbj )−Ur(ζn0)− bj−1 + n0)2 +O(η2)
(logn)2
]
≪
η∑
j=1
F
[
eB2(Ur)−B1(Ur)
η2(logn)2ρn
(logn)2
]
≪ η3ρ · F
[
eB2(Ur)−B1(Ur)
]
.
Thus, as η3ρ→ 0, we conclude that
F[Yp(θ)] ≥ F
[
eB2(Ur)−B1(Ur)
]
(1− o(1)).
Hence, again by Corollary 3.9, the lower bound follows. 
We now turn to estimating F[Yp(θ1)Yp(θ2)] for various values of (θ1, θ2). There
will be two regimes of |θ1− θ2| in which we make different estimates. We introduce
the midpoint m = m(θ1, θ2) = n0 − [log | sin θ1−θ22 |], with [·] denoting integer part.
This is roughly the height at which the branching between the θ1 and θ2 rays
branch. In the first regime, where m < b1, the rays have branched early enough
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that there is essentially no correlation between Yp(θ1) and Yp(θ2). Otherwise, we
must appropriately take advantage of the barrier information in Yp(θ) to assure the
correlation is not too high.
The estimate for smallm is no more complicated than the estimates in Lemma 2.16.
Lemma 2.17. For all ǫ > 0 there is a p0(ǫ) > 0 independent of n so that for
all log logn > p > p0 and all n sufficiently large the following holds. Suppose
|θ1|, |θ2| < Ξ are such that m(θ1, θ2) ≤ n0 + (1 − ǫ)(b1 − n0). Then
F[Yp(θ1)Yp(θ2)] ≤ F[Yp(θ1)]F[Yp(θ2)](1 + ǫ).
Proof. We estimate the left hand side by the trivial bound
F[Yp(θ1)Yp(θ2)] ≤
E
[
1 {E } eB3(Ur)]
E
[
1 {E } eB1(Ur)] ,
where B3 is as in Corollary 2.10. Applying Corollary 3.9, we can estimate this by
the same with Ur replaced by Gr. The variance of B1(Gr) was already computed
in Lemma 2.16. The variance of B3(Gr) remains to be calculated. As with the
calculation of B2(Gr), B3(Gr) = B3(G) − 2G(ζr). The important point here is
that since m(θ1, θ2) ≤ n0 + (1 − ǫ)(b1 − n0), the correlation between the segment
G(Qθ1(ζn−p))−G(Qθ1(ζb1)) and the segment G(Qθ2(ζn−p))−G(Qθ2(ζb1)) decays
like O(e−Ω(b1−n0)) (by Lemma 2.7). The other correlations between these segments
and the earlier G(ζn0)−G(ζr) segment also decay due to being well separated, and
so
1
2 Var (B3(G)− 2G(ζr)) = 2(n− p− b1) + (n0 − r) − 6 log 2 + o(1).
Therefore, we have shown the estimate
F[Yp(θ1)Yp(θ2)] ≤ e2(n−p−b1)−4 log 2(1 + ǫ+ o(1)).
Applying Lemma 2.16, the claim now follows. 
This lemma covers all but a vanishing fraction of pairs (θ1, θ2) we need to con-
sider. However, we must also assure that the remaining terms are not too correlated.
This is the content of the following lemma.
Lemma 2.18. There is a p0 sufficiently large and independent of n so that for
all log logn > p ≥ p0 and all n sufficiently large the following holds. Suppose
|θ1|, |θ2| < Ξ are such that m(θ1, θ2) < n− p. Then
F[Yp(θ1)Yp(θ2)]≪ F[Yp(θ1)]F[Yp(θ2)]em−b1+
m+4
2η log n.
Proof. Unlike when m was small, in the setting of the previous lemma, B3, which
is the biasing term that appears in the left-hand side, will have much too large a
variance. This is because, by analogy with branching random walk, B3 overweights
the segment before the θ1 and θ2 rays split. Hence, we would like to re-bias the
exponential weight on the left-hand side. Ideally we would replace Qθ1(ζb1) with
Qθ1(ζm) in the biasing term. However, we have no control on the value of Qθ1(ζm),
and so we instead choose an approximation over which we do. To this end, let
b∗ ∈ {b1, b2, . . . , bη} be the closest element to m, so that |m− b∗| ≤ (2η)−1m logn.
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Let Bθ(F) = 2F(Qθ1(ζb1)) − 2F(Qθ1(ζb∗)). When F ∈ Bt02 (θ1) ∩ Ep,t0ℓ (θ1), we
have that F is constrained at both of these points. Specifically, letting
q = (b1 − b∗)− 2η−1 log(n),
we have that Bθ(F) ≥ 2q for F ∈ Ep,t0ℓ (θ1). Hence,
F[Yp(θ1)Yp(θ2)] ≤ F[Yp(θ1)Yp(θ2)eBθ(Ur+Zr)−2q].
We can now drop the indicators of the microscopic field events and estimate
F[Yp(θ1)Yp(θ2)] ≤
E
[
1 {E } eB3(Ur)+Bθ(Ur+Zr)−2q]
E
[
1 {E } eB1(Ur)] .
We no longer need to make a precise upper estimate. Hence, for any log logn ≥
p ≥ 0, we can replace Ur by Gr up to a multiplicative loss by an absolute constant:
F[Yp(θ1)Yp(θ2)]≪
E
[
1 {E } eB3(Gr)+Bθ(Gr+Zr)−2q]
E
[
1 {E } eB1(Gr)] .
The dependence on Zr in the bias can be integrated out, as it is independent.
This produces only a loss of a multiplicative factor, on account of the uniform
boundedness of the variances of Zr. For the numerator, we use that that up to
O(1) terms, the covariance of Gr(ζi) for i ≤ n0 with B3(Gr)+Bθ(Gr) is just i−r,
by Lemma 2.7. Thus by Proposition 1.8 and Lemma 2.8,
F[Yp(θ1)Yp(θ2)]≪
E
[
eB3(Gr)+Bθ(Gr)−2q
]
E
[
eB1(Gr)
] .
We use Lemma 2.7 to compare the variance of this bias term to branching random
walk. Here we only need the value up to an additive O(1) constant, so we do not
need to worry about distances between segments being macroscopic. If m ≥ b∗,
then B3(Gr) +Bθ(Gr) counts the segment between m and b∗ twice, and hence we
have
1
2 Var (B3(Gr) +Bθ(Gr)) ≤ 2(n− p−m)+ 4(m− b∗)+ (b∗− b1)+ (n0− r)+O(1).
On the other hand, if m < b∗, then B3(Gr) +Bθ(Gr) corresponds to a sum of 3
independent random walk segments for a total variance of
1
2 Var (B3(Gr) +Bθ(Gr)) ≤ (n− p− b1) + (n− p− b∗) + (n0 − r) +O(1).
Combining these with −2q, we have that
F[Yp(θ1)Yp(θ2)]≪ e2(n−p−b1)+(m−b1)+|m−b∗|+2η−1 logn.
After applying Lemma 2.16 with ǫ = 12 to write this in terms of F[Yp(θi)], we have
that
F[Yp(θ1)Yp(θ2)]≪ F[Yp(θ1)]F[Yp(θ2)]em−b1+
m+4
2η log n.

We are now able to show the desired conditional lower bound.
Proposition 2.19. For all ǫ > 0 there is a p0(ǫ) > 0 so that for all log logn > p >
p0 and all n sufficiently large
F[1
{
Ur + Zr ∈ Aν,p,t0ℓ
}
] ≥ 1− ǫ.
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Proof. Recall that we let
Z =
∑
θ∈Θ
Yp(θ),
where Θ = e−n+n0Z ∩ (−Ξ,Ξ) Using (28), we bound
F[1
{
Ur + Zr ∈ Aν,p,t0ℓ
}
] = F[1 {Z > 0}] ≥
(∑
θ F [Yp(θ)]
)2∑
θ1,θ2
F [Yp(θ1)Yp(θ2)]
,
with θ1, θ2 running over the set Θ. We now partition this sum according to the
value of m(θ1, θ2). We let I1 be the sum
I1 =
∑
θ1,θ2
m(θ1,θ2)≤n0+(1−ǫ)(b1−n0)
F [Yp(θ1)Yp(θ2)] ,
and we let I2 be the sum over the remaining pairs (θ1, θ2).
For a given θ1 and a given value of m, there are at most 2Ξe
n−m many integers
h2 so that (θ1, e
−n+n0h2) attains this value of m. For (θ1, θ2) such that m ≤ n0 +
(1− ǫ)(b1 − n0), we have that by Lemma 2.17 that
F [Yp(θ1)Yp(θ2)] ≤ (1 + ǫ)F [Yp(θ1)]F [Yp(θ2)]
for all p sufficiently large (independent of n) and all n sufficiently large. Thus it
follows that
I1 ≤ (1 + ǫ)
(∑
θ
F [Yp(θ)]
)2
.
For larger m, we apply Lemma 2.18 and sum. Let ℓ0 be the floor of n0 + (1 −
ǫ)(b1 − n0).
I2 =
n∑
ℓ=ℓ0
∑
θ1,θ2∈T
m(θ1,θ2)=ℓ
F [Yp(θ1)Yp(θ2)]
≪
n∑
ℓ=ℓ0
en−n0en−ℓeℓ−b1+
m+4
2η logne2(n−p−b1)
≪en−n0+n−b1+
m+4
2η log n+O(log logn)e2(n−p−b1),
using that the number of terms in the sum is order logn. Finally, comparing this
back to the sum of expectations squared,
I2 ≤en0−b1+
m+4
2η log n+O(log logn)
(∑
θ
F [Yp(θ)]
)2
As b1−n0 = mη−1 logn+O(1) andm > 100, this whole expression is o
((∑
θ F [Yp(θ)]
)2)
.

2.6. Lower bound proof. We now proceed to the proof of the lower bound for
the maximum of U. This mirrors closely the proof that is given in Section 2.5
for proving that Z > 0 conditioned on E . We again start by introducing biased
indicators:
(36) Wp(ω) = e
2Ur(ζn0)1
{
Ur + Zr ∈ Aν,p,t0ℓ (ω)
}
.
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We also introduce the “counting” variable
Z =
∑
ω
Wp(ω),
with the sum over the set Tn0 :=
{
e2πih⌊e
n0⌋−1 : h ∈ N, h ≤ en0
}
, to which we
will apply the second moment method.
By adjusting p and by virtue of Proposition 2.19, for any ǫ > 0 we have that
(37) (1− ǫ)E
[
1 {E } e2Ur(ωζn0 )
]
≤ E [Wp(ω)] ≤ E
[
1 {E } e2Ur(ωζn0)
]
,
for all n sufficiently large. Further, using Corollary 2.10, the weighted probability
of E can be calculated up to a O(1) multiplicative error.
The main work that remains is to estimate the pair probability E [Wp(ω1)Wp(ω2)] .
To make this estimate, we can completely disregard the dependence on the micro-
scopic field. Let E (ω) be the event Ur+Zr ∈ Bν1 (ω)∩Et01 (ω.) Specifically, we begin
by bounding
E [Wp(1)Wp(ω)] ≤ E
[
1 {E (1)}1 {E (ω)} e2Ur(ζn0 )+2Ur(ωζn0)
]
.
As in the proof of Lemma 2.18, the bias B(F) = 2F(ζn0) + 2F(ωζn0) overshoots
the desired means of U(ζi) for i < − log | arg(ω)|. We want to subtract a term to
compensate for this distortion. Hence, we define
m(ω) = min{− [log | arg(ω)|] , n0}, mr(ω) = m(ω)− r,
where [·] denotes integer part and define
Bω(F) = 2F(ζn0) + 2F(ωζn0)− 2F(ζm(ω)).
This point ζm(ω) is nearly the midpoint on the hyperbolic geodesic connecting ζn0
to ωζn0 . Letting µω : D → R be the mean of G under the bias e2Bω(G). At the
points {ζi, ωζi}n1 , we have by Lemmas 1.4 and 1.9
|µω(ζi)− i| ≪ 1 and |µω(ωζi)− i| ≪ 1,
uniformly in 1 ≤ i ≤ n0. Using this mean, we can make a precise calculation in the
Gaussian process of the mesoscopic barrier and endpoint events occurring.
In fact, we must introduce an extra condition on the Gaussian process at m(ω)
to reflect a feature of branching random walk: if two rays are conditioned to be
large at their endpoints, it is typical for both rays to be within a logarithmic factor
of the barrier at their branch point.
Hence, let
Eν
m
=
{
F(ζm(ω)) > ν(m(ω))− (logn0)2
}
.
Lemma 2.20. Set F = 1
{Bν1 (1) ∩ Bν1 (ω) ∩ Et01 (1) ∩ Et01 (ω) ∩ Eνm} . There is an
absolute constant C > 0 so that uniformly in ω ∈ Tn0
E [F (Gr + Zr + µω)]≪ (log n0)
C
(1 + (mr(ω))+)3/2(n0 −m(ω) + 1)3 .
Proof. As in Lemma 2.8, we need to slightly rebalance the mean of this variable
before applying Gaussian comparisons and the ballot theorem. What follows is an
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exact analogue of what was done there. Set d = (1 − 34 logn0n0 ). Let ξ : D → R be
given by
ξ(z) = E [Zr(z)Bω(Zr)(ζn0)] · (34 logn0n0 ),
observing that ξ(z) = O((log n0)/n0) uniformly in z ∈ D. Then by Lemma 1.9,
E [F (Gr + Zr + µω)] =
E
[
F (Gr + Zr + d · µω − ξ) exp(34 logn0n0 Bω(Gr + Zr))
]
E
[
exp(34
logn0
n0
Bω(Gr + Zr))
] .
On the event Gr + Zr + d · µω − ξ ∈ Et01 (1) ∩ Et01 (ω) ∩ Eνm,
3
4
logn0
n0
Bω(Gr + Zr) = O((log n0)
2/n0).
Further,
E
[
exp(34
log n0
n0
Bω(Gr + Zr))
]
= eO((logn0)
2/n0).
Hence we conclude that
E [F (Gr + Zr + µω)]≪ E [F (Gr + Zr + d · µω − ξ] .
The proof now follows from Proposition A.6, decomposing according to the value
of Gr(mr(ω)) and the ballot theorem. 
This estimate transfers relatively painlessly to the expectation of Wp(1)Wp(ω).
Lemma 2.21. There is a p0 > 1 and a C > 0 so that for all log logn > p > p0,
the following holds. For all ω ∈ Tn0 ,
E [Wp(1)Wp(ω)]≪ E [Wp(1)]
2
n30(log n0)
Ce2ν(m)−mr
(1 + (mr(ω))+)3/2(n0 −m(ω) + 1)3 .
Proof. We begin by discarding the microscopic information. That is, we estimate
E [Wp(1)Wp(ω)]≪ E
[
1 {E (1) ∩ E (ω)} e2Ur(ζn0 )+2Ur(ωζn0 )
]
.
We split this into two parts, according to Eν
m
. We first estimate the contribution
to the expectation when Ur + Zr ∈ Eνm. On the event Ur + Zr ∈ Bν1 (1) ∩ Bν1 (ω) ∩
Et01 (1) ∩ Et01 (ω), we have by definition that (Ur + Zr)(ζm) ≤ ν(m). Consequently,
setting F = 1
{Bν1 (1) ∩ Bν1 (ω) ∩ Et01 (1) ∩ Et01 (ω) ∩ Eνm} we have the bound,
E
[
F (Ur + Zr)e
2Ur(ζn0)+2Ur(ωζn0)
]
≪ E
[
F (Ur + Zr)e
Bω(Ur)−2Zr(ζm(ω))+2ν(m)
]
.
After biasing by e−2Zr(ζm(ω)), the variable Zr(ζm(ω)) has a negative mean, hence by
monotonicity of F,
E
[
F (Ur + Zr)e
Bω(Ur)−2Zr(ζm(ω))
∣∣∣ Ur]
≤ E
[
F (Ur + Zr)e
Bω(Ur)
∣∣∣ Ur]E [e−2Zr(ζm(ω))] .
Thus, we have that
E
[
F (Ur + Zr)e
2Ur(ζn0)+2Ur(ωζn0)
]
≪ E
[
F (Ur + Zr)e
Bω(Ur)+2ν(m)
]
.
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Applying Propositions 1.8, and 1.6, and using that the additive errors in Propo-
sition 1.8 are negligible, we have that
E
[
F (Ur + Zr)e
2Ur(ζn0)+2Ur(ωζn0)
]
≪ E [F (Gr + Zr + µω)]E
[
eBω(Gr)+2ν(m)
]
.
Using Lemma 1.4, we have that
1
2
Var(Bω(Gr))− 2(n0 −m(ω))−mr(ω)≪ 1.
So, we conclude, applying Lemma 2.20,
E
[
F (Ur + Zr)e
2Ur(ζn0)+2Ur(ωζn0)
]
≪ (log n0)
Ce2(n0−m(ω))+mr(ω)+2ν(m)
(1 + (mr(ω))+)3/2(n0 −m(ω) + 1)3 .
Using Corollary 2.10 and Proposition 2.19 with ǫ = 12 , we write this again in terms
of E [Wp(1)] (adjusting C as need be)
E
[
F (Ur + Zr)e
2Ur(ζn0)+2Ur(ωζn0)
]
≪ E [Wp(1)]
2
n30(logn0)
Ce−mr(ω)+2ν(m)
(1 + (mr(ω))+)3/2(n0 −m(ω) + 1)3 .
We now turn to estimating the contribution to E [Wp(1)Wp(ω)] on the com-
plementary event Ur + Zr 6∈ Eνm. In this case, we have that (Ur + Zr)(ζm) ≤
ν(m)− (logn0)2. Therefore,
E
[
1 {E (1) ∩ E (ω)}1 {(Eν
m
)c} (Ur + Zr)e2Ur(ζn0)+2Ur(ωζn0)
]
≪ E
[
eBω(Ur)−2Zr(ζn0)+2ν(m)−2(logn0)
2
]
≪ E
[
eBω(Ur)+2ν(m)−2(logn0)
2
]
.
This additional (logn0)
2 makes the entire expression smaller in order than the
contribution of the Ur + Zr ∈ Eνm, and this completes the proof. 
We must also make a finer estimate when m(ω) ≤ r. For these terms, we need that
E [Wp(1)Wp(ω)] is the product of expectations up to a (1+o(1)) multiplicative error.
For the Gaussian process, we prove this using the exponential decay of correlations
in G:
Lemma 2.22. Set F = 1
{Bν1 (1) ∩ Bν1 (ω) ∩ Et01 (1) ∩ Et01 (ω)} . For all ǫ > 0, and
all n0 sufficiently large, the following holds. Uniformly in ω ∈ Tn0 with m(ω) ≤ r,
E
[
F (Gr + Zr)e
2Gr(ζn0)+2Gr(ωζn0)
]
≤ E
[
1
{Bν1 ∩ Et01 } (Gr + Zr)e2Gr(ζn0 )]2 (1 + ǫ+O(e−r+m(ω))).
Proof. Let µ(z) = 2E [G(z)(Gr(ζn0) +G(ωζn0))] . Let µr be defined as in (25). By
Lemma 1.9 we have
E
[
F (Gr + Zr)e
2Gr(ζn0)+2Gr(ωζn0 )
]
= E [F (Gr + Zr + µr)]E
[
e2Gr(ζn0 )+2Gr(ωζn0)
]
.
By Lemma 1.4, we have that |E [G(ζi)G(ωζj)] | ≪ 1 uniformly over r ≤ i, j ≤ n0.
Hence, in addition we have µr(ζj) = j − r+O(1) for all r ≤ j ≤ n0 and µr(ζjω) =
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j−r+O(1) for all r ≤ j ≤ n0. Thus, we can apply Proposition A.5 and Lemma A.2
to get that for any ǫ > 0 and all n sufficiently large
E [F (Gr + Zr + µr)] ≤ (1 + ǫ)E
[
1
{Bν1 ∩ Et01 } (Gr + Zr + µr)]2 +O(e−ω(logn)).
The additive error is much smaller in order than the probability, on account of
Proposition A.2 and the lower bound in the ballot theorem A.1.
Using Proposition A.2, Lemma 1.9 and Corollary 1.10,
E
[
1
{Bν1 ∩ Et01 } (Gr + Zr + µr)]
≤(1 + ǫ)E
[
1
{Bν1 ∩ Et01 } (Gr + Zr)e2Gr(ζn0 )]
E
[
e2Gr(ζn0)
] +O(e−ω(logn)).
To complete the proof of the lemma, we only need to show that the exponential
moments can be compared. Hence, we compute the variance of the biasing term. By
expanding the variance as a sum of G(z) over terms in z, and applying Lemma 1.4,
we have
2Var (Gr(ζn0 ) +Gr(ωζn0)) = 4Var (Gr(ζn0)) +O(e
−r+m(ω)).
The lemma now follows. 
Lemma 2.23. For all ǫ > 0, there is a p > 0 sufficiently large that for all n
sufficiently large, and all ω ∈ Tn0 so that m(ω) ≤ r,
E [Wp(1)Wp(ω)] ≤ E [Wp(1)]E [Wp(ω)] (1 + ǫ +O(e−r+m(ω))).
Proof. Let F = 1
{Bν1 (1) ∩ Bν1 (ω) ∩ Et01 (1) ∩ Et01 (ω)} .We again begin by discarding
the microscopic information and estimating
E [Wp(1)Wp(ω)] ≤ E
[
F (Ur + Zr)e
2Ur(ζn0 )+2Ur(ωζn0)
]
.
Applying Proposition 1.8 and Proposition 1.6, we get
E [Wp(1)Wp(ω)] ≤ E
[
F (Gr + Zr)e
2Gr(ζn0)+2Gr(ωζn0 )
]
(1 +O(logN)−K).
The proof now follows on applying Lemma 2.22. 
With these ingredients, we are now in position to prove that some Aν,p,t0ℓ occurs
with high probability.
Proposition 2.24. For all ǫ > 0 there is a p > 0 so that for all n sufficiently large,
Pr
(∪ω {Ur + Zr ∈ Aν,p,t0ℓ (ω)}) > 1− ǫ,
where ω runs over Tn0 .
Proof. Recall that we let Z =
∑
ωWp(ω), with the sum over ω ∈ Tn0 , and we wish
to show that Z > 0. We bound
Pr[1 {Z > 0}] ≥
(∑
ω E [Wp(ω)]
)2∑
ω1,ω2
E [Wp(ω1)Wp(ω2)]
.
By rotation invariance, we can rewrite both top and bottom sums as
Pr[1 {Z > 0}] ≥ |Tn0 |
(
E [Wp(1)]
)2∑
ω E [Wp(1)Wp(ω)]
.
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We now partition this sum according to the value of m(ω). We let I1 be the sum
I1 =
∑
ω
m(ω)≤r+log ǫ
E [Wp(1)Wp(ω)]
and we let I2 be the sum over the remaining ω.
Hence, applying Lemma 2.23, we conclude that
I1 ≤ |Tn0 |(1 + ǫ)E [Wp(1)]2 .
For a given value of m, there are at most O(en0−m) many integers ω ∈ T that
attain this value of m. Let ℓ0 be the floor of r + log ǫ.
I2 =
n0∑
ℓ=ℓ0
∑
ω∈T
m(ω)=ℓ
E [Wp(1)Wp(ω)]
≪
n0∑
ℓ=ℓ0
en0−ℓ
E [Wp(1)]
2
(n0)
3(logn0)
Ce
ℓ−r− 3ℓ2n0 logn0+2(logn0)
1−δ
(1 + (ℓ − r)+)3/2(n0 − ℓ+ 1)3
≪en0−rE [Wp(1)]2 e2(logn0)
1−δ
(log n0)
C
n0∑
ℓ=ℓ0
n30e
− 3ℓ2n0 log n0
(1 + (ℓ− r)+)3/2(n0 − ℓ+ 1)3 .
The sum is O(− log ǫ): for ℓ ≤ 2n03 , the summand can be dominated by O((1+ (ℓ−
r)+)
−3/2) which gives the O(− log ǫ), for 2n03 ≤ n0 ≤ n0 − n
1/2
0 , the summand is
O(n−10 ), and for ℓ ≥ n0 − n1/20 the summand is O((n0 − ℓ + 1)−3). Hence we get
that
I2 ≪− log(ǫ)en0−rE [Wp(1)]2 (logn0)Ce2(logn0)1−δ .
As r = 3(logn0)
1−δ, in particular, the sum is now negligible with respect to
|Tn0 |E [Wp(1)]2 . 
Theorem 2.25. For any δ > 0, with probability going to 1,
max
|z|=1
U(z) ≥ logN − (34 + δ) log logN.
Proof. By Proposition 2.24, for each ǫ > 0 there exists a deterministic set Tˆǫ ⊂ D
of cardinality N at most so that, for all N large enough,
Pr(max
z∈Tˆǫ
(Ur(z) + Zr(z)) ≥ mN − ǫ log logN) ≥ 1− ǫ,
where mN = logN − 34 log logN . In the sequel, we always assume that ǫ < 1/8.
By the same type of chaining argument used in the proof of Theorem 2.5, we can
show that with high probability
max
ω∈T
U(ωζr) ≤ r + 100 logn.
Hence, it follows that for each ǫ > 0 and all N large enough,
Pr(max
z∈Tˆǫ
(U(z) + Zr(z)) ≥ mN − ǫ log logN) ≥ 1− ǫ.
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Let jmax = max{j ∈ N : 2j ≤ 2
√
logN} and set J = N∩ [0, jmax]. For j ∈ J , set
xj = 2
j and
Aj = {z ∈ Tˆǫ : U(z)−mN + 2ǫ log logN ∈ [−xj ,−xj+1]}.
Note that, with G denoting a centered Gaussian random variable with variance
1
2 logN ,
E|Aj | ≤ |Tˆǫ| · sup
z∈D
Pr(U(z) ≥ mN − 2ǫ log logN − xj+1)
≤ N · E(e2G) · e−2(mN−2ǫ log logN−2xj) ≤ e2 log logN+4xj ,
where the second inequality follows from Proposition 1.6 and the last from a Gauss-
ian computation. In particular,
(38) Pr(|Aj | ≥ e4 log logN+5xj ) ≤ e−xj−2 log logN .
For any z ∈ C with dH(0, z) > r, (including Tˆǫ), Zr(z) is distributed like a
standard normal with variance 2. We now obtain that
Pr(∃z ∈ Aj : U(z) + Zr(z) ≥ mN − ǫ log logN)
≤ Pr(∃z ∈ Aj : Zr(z) ≥ ǫ log logN + xj)
≤ Pr(|Aj | ≥ e4 log logN+5xj ) + e4 log logN+5xj Pr(Zr(1) ≥ ǫ log logN + xj)
≤ e−xj−2 log logN + e−ǫ2(log logN)2/4−x2j/2+4 log logN+5xj ≤ CNe−xj ,(39)
where CN →N→∞ 0 and we used (38) in the next to last inequality.
By a simple Gaussian computation, for N large enough one has
Pr(max
z∈Tˆǫ
Zr(z) ≥ ǫ log logN + xjmax+1)(40)
≤ N · Pr(Zr(1) ≥ ǫ log logN + 2
√
logN) ≤ e−ǫ log logN
√
logN .
Therefore,
Pr(max
z∈Tˆǫ
(U(z) + Zr(z)) ≥ mN − ǫ log logN)
≤ Pr(max
z∈Tˆǫ
U(z) ≥ mN − 2ǫ log logN)
+
jmax∑
j=0
Pr(∃z ∈ Aj : U(z) + Zr(z) ≥ mN − ǫ log logN)
+Pr(max
z∈Tˆǫ
Zr(z) ≥ ǫ log logN + xjmax+1)
≤ Pr(max
z∈Tˆǫ
U(z) ≥ mN − 2ǫ log logN) + CN
jmax∑
j=0
e−xj + e−ǫ log logN
√
logN ,
where (39) and (40) were used in the last display. It follows from this and (2.6)
that
lim inf
N→∞
Pr(max
z∈D
U(z) ≥ mN − 2ǫ log logN)
≥ lim inf
N→∞
Pr(max
z∈Tˆǫ
U(z) ≥ mN − 2ǫ log logN)
≥ lim inf
N→∞
Pr(max
z∈Tˆǫ
(U(z) + Zr(z)) ≥ mN − ǫ log logN) ≥ 1− ǫ .
This completes the proof of the theorem, on account of the maximum principle. 
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3. Baxter-type Toeplitz determinant identities
Let f ∈ L1(T). Define the N -th order Toeplitz determinant with symbol f by
DN (f) = det
(
fˆ(j − k)
)
1≤j,k≤N
,
with fˆ(k) the k-th Fourier coefficient of f, i.e.
f(eiθ) =
∞∑
k=−∞
fˆ(k)eikθ .
Toeplitz determinants relate to expectations against the unitary group through the
celebrated relationship [Sze75, p.23]
E
[
N∏
h=1
f(eiθh)
]
= DN(f),
where we recall that
{
eiθh
}N
h=1
are the eigenvalues of anN×N Haar unitary matrix.
A core lemma of [Joh97], used to great effect to estimate the Fourier transform
of polynomial linear statistics is a Toeplitz determinant identity he attributes to
[Bax61]. Related identities were used in Szego¨’s proof of the Strong Szego¨ theo-
rem [Sze52] and similar identities have appeared elsewhere [Bo¨t95]. In any case, it
shows that the so-called Cauchy identity holds already at finite N for the Toeplitz
determinant of certain rational symbols.
Throughout this section, we assume Uℓ and Vm are the polynomials
(41)
Uℓ(z) =
ℓ∏
j=1
(1− ajz)
Vm(z) =
m∏
j=1
(1− bjz),
for some |aj | < 1 and |bj | < 1.
Proposition 3.1 (Baxter). Let Uℓ and Vm be as in (41). Then if N ≥ ℓ or N ≥ m,
DN
(
1
Uℓ(e−iθ)Vm(eiθ)
)
=
m∏
i=1
ℓ∏
j=1
1
1− ajbi .
This can be expressed using a contour integral representation as
m∏
i=1
ℓ∏
j=1
1
1− ajbi = exp
(
1
2πi
∫
S1
log
(
1
Vm(z)
)
d
dz
log(Uℓ(z
−1)) dz
)
.
This can be checked by an elementary residue calculation. This formula is attractive
as the contour integral is one representation of the ‖·‖H1/2 inner-product for the
logarithms of Vm and Uℓ. It is also possible to take m→∞ in the formula, holding
ℓ ≤ N, so that Vm can be replaced by a zero-free analytic function v in an open
neighborhood of the closed unit disk with v(0) = 0.
We give a modification of this formula that additionally allows for a low degree
term like Uℓ or Vm to be placed in the numerator of the symbol. We begin with
the following explicit formula, which is purely algebraic in nature.
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Lemma 3.2. Let k ∈ N have k < ℓ. Let Uℓ and Vm be as in (41) and in addition
assume all {aj}ℓj=1 are pairwise distinct. Suppose p(z) is a polynomial of degree
strictly less than ℓ+m which does not vanish on {aj}ℓj=1 . Then
Dℓ−k
(
p(eiθ)e−ikθ
Uℓ(e−iθ)Vm(eiθ)
)
=
ℓ∏
i=1
p(aj)
m∏
i=1
ℓ∏
j=1
1
1− ajbi
∑
S⊆[ℓ]
|S|=k
∏
i∈S
[ ∏m
j=1(1− bjai)
p(ai)
∏
j 6∈S(aj − ai)
]
.
Compare with [Bax61, Lemma 7.4]. In short, the proof here is just partial frac-
tions, Cauchy-Binet, and the observation that the resulting matrices are essentially
products of vandermonde determinants.
Proof. Let f(z) be the symbol
f(z) =
p(z)z−k
Uℓ(z−1)Vm(z)
.
Let q(z) = zℓUℓ(z
−1), so that f(z)zk−ℓ = p(z)q(z)Vm(z) is a ratio of polynomials whose
numerator has lower degree than its denominator. To this rational function, all of
whose poles are simple, we therefore can apply partial fractions to get
f(z)zk−ℓ =
ℓ∑
j=1
αj
z − aj +
m∑
j=1
βj
1− zbj ,
for some coefficients {αj}ℓ1 and {βj}m1 . Further, we have the formula
αj =
p(aj)∏
i6=j(aj − ai)
∏
i(1− ajbi)
,
for any j = 1, . . . , ℓ.
Given the partial fractions expansion, we can give the Laurent expansion of f in
a neighborhood of the unit circle as
f(z) =
ℓ∑
j=1
αj
∞∑
r=0
zℓ−k−r−1arj +O(z
ℓ−k).
In particular, for the purposes of computing the ℓ − k Toeplitz determinant, we
only need {αj}ℓ1 . Letting fˆ : Z → C denote the Fourier coefficients of f, we have
that (
fˆ(j − i)
)
1≤i,j≤ℓ−k
=
α1 α2 · · · αℓ
α1a1 α2a2 · · · αℓaℓ
...
...
...
α1a
ℓ−k−1
1 α2a
ℓ−k−1
2 · · · αℓaℓ−k−1ℓ


aℓ−k−11 a
ℓ−k−2
1 · · · 1
aℓ−k−12 a
ℓ−k−2
2 · · · 1
...
...
...
aℓ−k−1ℓ a
ℓ−k−2
ℓ · · · 1
 .
Applying Cauchy-Binet to this expression, we have that
Dℓ−k(f) =
∑
S⊂[ℓ]
|S|=k
∏
j 6∈S
αj
∏
i6=j
i,j 6∈S
(aj − ai).
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Now substitute in the value of αi, to get
Dℓ−k(f) =
∑
S⊂[ℓ]
|S|=k
∏
j 6∈S
p(aj)∏
i(1− ajbi)
∏
i6=j
j 6∈S
i∈S
1
(aj − ai)
=
ℓ∏
i=1
p(aj)
m∏
i=1
ℓ∏
j=1
1
1− ajbi
∑
S⊆[ℓ]
|S|=k
∏
i∈S
[ ∏m
j=1(1− bjai)
p(ai)
∏
j 6∈S(aj − ai)
]
,
which was the claim. 
This formula can now be given a contour integral representation that allows the
size of the determinant to be larger than ℓ − k and which allows us to remove the
condition that all {ai}ℓ1 are distinct.
Proposition 3.3. Let Uℓ and Vm be as in (41), and let k ∈ N0 be fixed with k < ℓ.
Then for any N ≥ ℓ− k and any polynomial p of degree at most N which does not
vanish on {aj}ℓj=1 and which does not vanish at 0,
DN
(
p(eiθ)e−ikθ
Uℓ(e−iθ)Vm(eiθ)
)
= (−1)(k2)+kNp(0)N+k
· exp
(
1
2πi
∫
γ
log
(
p(z)
p(0)Vm(z)
)
d
dz
log(Uℓ(z
−1)) dz
)
· 1
(2πi)k
∫
· · ·
∫
γ
∆(z1, . . . , zk)
2
k!
k∏
i=1
Vm(zi)
p(zi)z
N+k
i Uℓ(z
−1
i )
dzi,
where ∆ is the vandermonde determinant and where γ is a positively oriented con-
tour enclosing 0, {aj}ℓj=1 but no zeroes of p.
Proof. The main task is to show that the desired expression holds for N = ℓ − k
under the additional assumption that all {ai}ℓ1 are distinct. That is, we will show
that
Dℓ−k
(
p(eiθ)e−ikθ
Uℓ(e−iθ)Vm(eiθ)
)
= (−1)(k2)+k(ℓ−k)p(0)ℓ
· exp
(
1
2πi
∫
γ
log
(
p(z)
p(0)Vm(z)
)
d
dz
log(Uℓ(z
−1)) dz
)
· 1
(2πi)k
∫
· · ·
∫
γ
∆(z1, . . . , zk)
2
k!
k∏
i=1
Vm(zi)
p(zi)zℓiUℓ(z
−1
i )
dzi.
The right hand side is now continuous under smooth deformations of the roots {ai}ℓ1
that do not cross the contour. In particular, it is possible to move an arbitrary
number of the roots to 0. This establishes the formula the case N ≥ ℓ− k without
the restriction that {ai}ℓ1 are pairwise distinct.
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We show the formula when N = ℓ − k by expanding the right hand side using
the residue theorem. Expanding the first integral, we have that
1
2πi
∫
γ
log
(
p(z)
p(0)Vm(z)
)
d
dz
log(Uℓ(z
−1)) dz
=
1
2πi
∫
γ
log
(
p(z)
p(0)Vm(z)
)− ℓ
z
+
ℓ∑
j=1
1
z − aj
 dz
=
ℓ∑
j=1
log
(
p(aj)
p(0)Vm(aj)
)
.
Hence,
p(0)ℓ exp
(
1
2πi
∫
γ
log
(
p(z)
p(0)Vm(z)
)
d
dz
log(Uℓ(z
−1)) dz
)
(42)
=
ℓ∏
j=1
p(aj)
Vm(aj)
=
ℓ∏
j=1
p(aj)
m∏
i=1
ℓ∏
j=1
1
1− ajbi .
Applying Lemma 3.2, it remains to show that
1
(2πi)k
∫
· · ·
∫
γ
∆(z1, . . . , zk)
2
k!
k∏
i=1
Vm(zi)
p(zi)zℓiUℓ(z
−1
i )
dzi
= (−1)(k2)+k(ℓ−k)
∑
S⊆[ℓ]
|S|=k
∏
i∈S
[ ∏m
j=1(1− bjai)
p(ai)
∏
j 6∈S(aj − ai)
]
.
For this, we use the following lemma.
Lemma 3.4. Let U ⊂ C be an open, simply connected set, and suppose that f :
U → C is holomorphic. Let Qr =
∏r
j=1(1− zaj) for some finite set {aj}r1 ⊂ C. Let
γ ⊂ U be a positively oriented contour enclosing {aj}r1 then
1
(2πi)k
∫
· · ·
∫
γ
∆(z1, . . . , zk)
2
k!
k∏
i=1
f(zi)
zriQr(z
−1
i )
dzi
= (−1)(k2)+k(r−k)
∑
S⊆[r]
|S|=k
∏
i∈S
[
f(zi)∏
j 6∈S(aj − ai)
]
.
The proof of Proposition 3.3 now follows by applying Lemma 3.4 with f = Vm/p
and Qr = Uℓ, so we turn to the proof of the lemma. This is just a direct calculation
with the residue theorem. We iterate the integral, doing the zk integral first. The
relevant integral is
1
2πi
∫
γ
f(zk)
zrkQr(z
−1
k )
∏
s<k
(zs − zk)2 dzk =
r∑
ik=1
f(aik)∏
j 6=ik (aik − aj)
∏
s<k
(zs − aik)2.
The zk−1 integral has the same form, except that the (zk−1 − aik)2 term from
evaluating the zk term cancels one of poles of the integrand. This procedure is
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easily iterated to give
1
(2πi)k
∫
· · ·
∫
γ
∆(z1, . . . , zk)
2
k!
k∏
i=1
f(zi)
zriQr(z
−1
i )
dzi
=
1
k!
∑
ik,...,i1
distinct
k∏
s=1
f(ais)∏
j 6∈{ik,...,is}(ais − aj)
∏
t<s
(ait − ais)
= (−1)(k2)
∑
S⊆[r]
|S|=k
∏
i∈S
[
f(ai)∏
j 6∈S(ai − aj)
]
= (−1)(k2)+k(r−k)
∑
S⊆[r]
|S|=k
∏
i∈S
[
f(ai)∏
j 6∈S(aj − ai)
]
.

We will now evaluate the effect of contracting the contour γ to infinity. This will
give us an exact formula for the correction term with complexity only depending
on the degree of p.
Lemma 3.5. Suppose p(z) is given by
p(z) = a
2k∏
1
(z − cj),
with all cj pairwise distinct, and suppose that N+3k ≥ ℓ+m+2. Let γ be a contour
enclosing all {aj}ℓ1 and 0 but enclosing no roots of p. Then,
1
(2πi)k
∫
· · ·
∫
γ
∆(z1, . . . , zk)
2
k!
k∏
i=1
Vm(zi)
p(zi)z
N+k
i Uℓ(z
−1
i )
dzi
= (−1)(k2)
∑
S⊆[2k]
|S|=k
∏
i∈S
[
Vm(ci)
acN+ki Uℓ(c
−1
i )
∏
j 6∈S(cj − ci)
]
.
Proof. For contours (or more generally cycles, which are oriented sums of closed
curves), let I(γ1, . . . , γk) be the displayed integral in the Lemma, with zi integrated
along the γi contour for each 1 ≤ i ≤ k. Fix another contour γ′ not intersecting
any roots of p nor 0 nor any of {aj}ℓ1 . For a subset T ⊆ [k], let IT be I(γ1, . . . , γk)
where γi = γ − γ′ if i ∈ T and γi = γ′ otherwise. Using the multilinearity of the
integral, we can write
I(γ, . . . , γ) =
∑
T⊆[k]
IT .
Now we send γ′ to infinity. By the assumption on the degrees of the polynomials,
for each i the integrand is O(|zi|−2). Hence, any term in the above expansion of the
form I(. . . , γ′, . . . ) will tend to 0. Thus we have that
I(γ, . . . , γ) = I(γ − γ′, . . . , γ − γ′) + o(1).
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On the other hand, by the residue theorem, this right hand side stabilizes once
γ′ encloses all roots of p. Moreover, we can apply Lemma 3.4 to evaluate it, with
r = 2k,
f(z) =
Vm(z)
azN+kUℓ(z−1)
and Q2k(z) =
z2kp(z−1)
a
=
2k∏
j=1
(1− zcj),
which shows
lim
γ′→∞
I(γ−γ′, . . . , γ−γ′) = (−1)k+k2+(k2)
∑
S⊆[2k]
|S|=k
∏
i∈S
[
Vm(ci)
acN+ki Uℓ(c
−1
i )
∏
j 6∈S(cj − ci)
]
.
The extra sign change (−1)k arises as γ − γ′ winds negatively around the roots of
p. 
Example 3.6. Consider evaluating the Toeplitz determinant with symbol |1 −
z1e
iθ|2/|1 − z2eiθ|2. This makes p(x) = (1 − z1x)(x − z¯1), U1 = (1 − z¯2x) and
V1 = (1− z2x). Applying Proposition 3.3,
DN
(
p(eiθ)e−iθ
Uℓ(e−iθ)Vm(eiθ)
)
= (−1)Np(0)N+1
· p(z¯2)
(1− |z2|2)p(0)
·
( −(1− z¯1z2)
(1− |z1|2)(z¯1)N (z¯1 − z¯2) +
(z1 − z2)(z1)N
(1 − |z1|2)(1− z¯2z1)
)
=
|1− z¯1z2|2
(1− |z1|2)(1 − |z2|2) −
|z1 − z2|2|z1|2N
(1− |z1|2)(1 − |z2|2) ,
for all N sufficiently large. The first term is exactly E[e2G(z1)−2G(z2)]. Note for z1
at hyperbolic distance logN+O(1) from the origin, the second term is on the same
order as the first and so is non-negligible.
Finally, we reformulate the Toeplitz determinant identity in a way that is most
applicable to how we use it. Namely, suppose we have two finite sets z,y ∈ D of
jointly pairwise distinct points. We wish to evaluate the Toeplitz determinant with
symbol ∏
z∈z |1− zeiθ|2
f1(e−iθ)f2(eiθ)
∏
y∈y |1− yeiθ|2
for high degree polynomials f1 and f2 without zeroes in D.
Proposition 3.7. Fix k ∈ Z, and let z,y ⊂ D be jointly pairwise distinct points
with |z| = |y|. Let f1 and f2 be polynomials of degree strictly less than N/2 with
f1(0) = f2(0) = 1 and without zeros in D¯ so that z 7→ f1(z−1) does not vanish on
z.
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DN
( ∏
z∈z |1− zeiθ|2
f1(e−iθ)f2(eiθ)
∏
y∈y |1− yeiθ|2
)
= EeB(G)
· exp
(
1
2πi
∫
γ
log
(
1
f2(z)
)
d
dz
log(f1(z
−1)) dz
)
·
∏
z∈z f1(z)f2(z¯)∏
y∈y f1(y)f2(y¯)
·
∑
S1,S2⊂z
|S1|=|S2|
(−1)|S1| ·
[∏
S1
zNf1(z
−1)
f2(z)
]
·
[∏
S2
z¯Nf2(z¯
−1)
f1(z¯)
]
·cy(S1, S2)·cz(S1, S2),
where
cy(S1, S2) =
∏
z∈S1
y∈y
Ty(z) ·
∏
z∈S2
y∈y
Ty¯(z¯), and
|cz(S1, S2)| =
∏
z∈S1
w∈Sc1
1
|Tz(w)| ·
∏
z∈S2
w∈Sc2
1
|Tz¯(w¯)| ·
1
Ee
2
∑
S1∩S
c
2
G[z]−2∑S2∩Sc1 G[z]
.
The functions Ty(z) are the disk automorphisms, as in (4). An exact expression
for cz(S1, S2) is given in (47). When S1 = S2, cz(S1, S2) > 0.
Remark 3.8. The requirement that y be a set, and not a multiset, is not important.
Indeed, by continuity, it is possible to deform the points in y continuously. By
sending these points to 0, it is also possible to extend the statement to the case
that |y| ≤ |z|, by adding some number of zeros to y.
The dominant term in this expansion is given by S1 = S2 = ∅. The coefficient
|cy(S1, S2)| ≤ 1, as the functions Ty map to the unit disk. On the other hand,
cz(S1, S2) could in principle be very large if some w, z ∈ z are very close to each
other. Note that the Toeplitz determinant is continuous as w → z, so this represen-
tation hides some cancellation. For our purposes, however, it will be enough just
to bound cz(S1, S2) above, which we do using the easily verified identity
(43) |Tw(y)| = tanh(dH(w, y)/2).
Note also that by Jensen’s inequality, the expectation that appears in the modulus
of cz(S1, S2) is larger than 1, and so can be disregarded for the purposes of an upper
bound. For the purposes of evaluating exponential moments, these estimates can
be summarized as follows.
Corollary 3.9. Let k ∈ Z be fixed. There is a C = C(k) sufficiently large that the
following holds. Let z,y ∈ D be jointly pairwise distinct points with |y| ≤ |z| = k.
Define
∆ = max
z∈z
e−N exp(−dH(0,z))
∏
x∈z
x 6=z
coth(dH(x, z)/2).
Then, EeB(U) ≥ EeB(G)(1−C(∆2 +∆2k)). Further, if we write z = {w} ∪ z′, and
define
∆′ = max
z∈z′
e−N exp(−dH(0,z))
∏
x∈z
x 6=z
coth(dH(x)/2).
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Then
EeB(U)
EeB(G)
= 1− |w|2N
∏
y∈y tanh(dH(w, y)/2)
2∏
z∈z tanh(dH(w, z)/2)2
+ ξ,
where |ξ| ≤ C(∆′)(1 + ∆)2k−1.
Proof. In the notation of Proposition 3.7, we have the finite expansion
E
[
eB(U)
]
E
[
eB(G)
] = ∑
S1,S2⊂z
|S1|=|S2|
(−1)|S1|
[∏
S1
zN
][∏
S2
z¯N
]
cy(S1, S2)cz(S1, S2).
The S1 = S2 = ∅ term is 1. Each summand can be estimated by ∆|S1|+|S2|, from
which the first estimate follows. The S1 = S2 = {w} term gives what is displayed
in the corollary. As Tw(y) maps to the unit disc, we have |cy(S1, S2)| ≤ 1. By
Jensen, we have Ee
2
∑
S1∩S
c
2
G[z]−2∑S2∩Sc1 G[z] ≥ 1. Terms in the sum where either
S1 or S2 are not equal to {w} can be estimated by (∆′)(∆)|S1|+|S2|−1. The estimate
now follows. 
Proof of Proposition 3.7. The proof is nothing but the combination of Proposi-
tion 3.3 and Lemma 3.5 and some reorganization. In particular we apply these
results with
p(ω) =
∏
z∈z
(1− zω)(ω − z¯),
q1(ω) =
∏
y∈y
(1− y¯ω), Uℓ(ω) = f1(ω)q1(ω),
q2(ω) =
∏
y∈y
(1− yω), Vm(ω) = f2(ω)q2(ω).
By how we have chosen f1 and f2, the hypotheses of both Proposition 3.3 and
Lemma 3.5 are satisfied, and so we can write
DN
(
p(eiθ)e−ikθ
Uℓ(e−iθ)Vm(eiθ)
)
= (−1)(k2)+kN (−1)(k2)p(0)N+k
}
I1
· exp
(
1
2πi
∫
γ
log
(
p(z)
p(0)Vm(z)
)
d
dz
log(Uℓ(z
−1)) dz
) }
I2
·
∑
S⊆[2k]
|S|=k
∏
i∈S
[
Vm(ci)
acN+ki Uℓ(c
−1
i )
∏
j 6∈S(cj − ci)
]
,
}
I3
where a = (−1)k∏z∈z z and where
{c1, c2, . . . , c2k} =
{
z−1 : z ∈ z} ∪ {z¯ : z ∈ z} .
In I1, we are left with
I1 = (−1)k
(∏
z∈z
z¯
)N+k
.
In I2, we want to separate the terms involving only f1 and f2 from the rest. Here
we use (42), and we write f1(ω) =
∏
a∈a(1 − aω) for some finite set a ∈ C. Then
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we can write
I2 =
∏
a∈a
1
f2(a)
·
∏
y∈y
p(y¯)
p(0)q2(y¯)f2(y¯)
·
∏
a∈a
p(a)
p(0)q2(a)
.
These can be rewritten by expanding the definitions of p and q2 and reordering the
products to give
I2 =exp
(
1
2πi
∫
γ
log
(
1
f2(z)
)
d
dz
log(f1(z
−1)) dz
)
·
∏
z∈z f1(z)f2(z¯)∏
y∈y f1(y)f2(y¯)
·
∏
z∈z,y∈y
|1− zy¯|2 ·
∏
y,w,∈y
1
1− yw¯ ·
∏
z∈z
q1(z¯
−1)
q2(z¯)
f1(z¯
−1)
f2(z¯)
.
Meanwhile we can expand EeB(G) using the covariance formula (2)
EeB(G) =
∏
z∈z,y∈y |1− zy¯|2∏
y,w∈y(1− yw¯)
∏
z,w∈z(1− zw¯)
.
Hence, we have that
(44)
I2 = exp
(
1
2πi
∫
γ
log
(
1
f2(z)
)
d
dz
log(f1(z
−1)) dz
)
·
∏
z∈z f1(z)f2(z¯)∏
y∈y f1(y)f2(y¯)
EeB(G)I˜2,
where we define
I˜2 =
∏
z,w∈z
(1− zw¯) ·
∏
z∈z
q1(z¯
−1)
q2(z¯)
f1(z¯
−1)
f2(z¯)
.
Hence, it remains to show that for an appropriate cz(S1, S2) we have
(45)
I1I˜2I3
(−1)k =
∑
S1,S2⊂z
|S1|=|S2|
[∏
S1
zNf1(z
−1)
f2(z)
][∏
S2
z¯Nf2(z¯
−1)
f1(z¯)
]
cy(S1, S2, y¯)cz(S1, S2).
This amounts to expanding the definition of I3. Recall the sum in I3 was over some
subset S of indices [2k] corresponding to an arbitrary subset of z−1 ∪ z¯ of size k.
Hence, we may as well consider S a subset of z−1 ∪ z¯. Then, we define
S1 = (S ∩ z−1)−1
S2 = z \ (S ∩ z¯).
Writing Sc1 and S
c
2 for the complements of these sets within z, we have
I3 =
∑
S1,S2⊂z
|S1|=|S2|
∏
z∈S1
[
zN+kf2(z
−1)q2(z
−1)
af1(z)q1(z)
]∏
z∈Sc2
[
f2(z¯)q2(z¯)
az¯N+kf1(z¯−1)q1(z¯−1)
]
∏
z∈S1
w∈Sc1
(w−1 − z−1)∏z∈S1
w∈S2
(w¯ − z−1)∏z∈Sc2
w∈Sc1
(w−1 − z¯)∏z∈Sc2
w∈S2
(w¯ − z¯) .
Combining the a =
∏
z∈z(−z) terms with the denominator and distributing appro-
priately, we can remove the inverses, leaving
I3 =
∑
S1,S2⊂z
|S1|=|S2|
(−1)|Sc1|∏z∈S1 [ zN+kf2(z−1)q2(z−1)f1(z)q1(z) ]∏z∈Sc2 [ f2(z¯)q2(z¯)z¯N+kf1(z¯−1)q1(z¯−1)]∏
z∈S1
w∈Sc1
(w − z)∏z∈S1
w∈S2
(1 − zw¯)∏z∈Sc2
w∈Sc1
(1− wz¯)∏z∈Sc2
w∈S2
(w¯ − z¯) .
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Including the I˜2 and I1 terms, we have
I1I˜2I3 =
∑
S1,S2⊂z
|S1|=|S2|
(−1)|S1|
∏
z∈S1
[
zN+kf2(z
−1)q2(z−1)
f1(z)q1(z)
]
·
∏
z∈S2
[
z¯N+kf1(z¯
−1)q1(z¯−1)
f2(z¯)q2(z¯)
]
cz(S1, S2),
where we define cz(S1, S2) to be
(46) cz(S1, S2) =
∏
z,w∈z(1− zw¯)∏
z∈S1
w∈Sc1
(w − z)∏z∈S1
w∈S2
(1 − zw¯)∏z∈Sc2
w∈Sc1
(1− wz¯)∏z∈Sc2
w∈S2
(w¯ − z¯)
In light of (45), it just remains to observe that
cy(S1, S2) =
∏
z∈S1
y∈y
z − y
1− y¯z ·
∏
z∈S2
y∈y
z¯ − y¯
1− yz¯
=
∏
z∈S1
[
zkq2(z
−1)
q1(z)
] ∏
z∈S2
[
z¯kq1(z¯
−1)
q2(z¯)
]
.
We now give an alternate representation of cz(S1, S2) using which the bound in
the statement of the Proposition will follow. We extract the Mo¨bius transformation
terms first, and write
(47) c˜(S1, S2) =
∏
z,w∈z(1− zw¯)∏
z∈Sc1
w∈S1
(1− zw¯)∏z∈S1
w∈S2
(1− zw¯)∏z∈Sc1
w∈Sc2
(1 − zw¯)∏z∈Sc2
w∈S2
(1− zw¯) ,
so that
cz(S1, S2) = c˜(S1, S2)
1∏
z∈S1
w∈Sc1
Tw(z)
∏
z∈Sc2
w∈S2
Tw¯(z¯)
.
Cancelling and combining like terms gives
c˜(S1, S2) =
∏
z∈Sc2
w∈S1∩S2
(1 − z¯w)∏
z∈Sc2
w∈S1∩S2
(1 − zw¯)
∏
z∈S1\S2
w∈S1\S2
(1− zw¯)∏z∈S2\S1
w∈S2\S1
(1− zw¯)∏
z∈S1\S2
w∈S2\S1
|1− zw¯|2 .
Hence we conclude that
|c˜(S1, S2)| = 1
E exp
(
2
∑
S1∩Sc2 G[z]− 2
∑
S2∩Sc1 G[z]
) ,
which completes the proof. 
4. Smoothed total variation comparison to normal
In this section, we prove Proposition 1.8, using the Toeplitz determinant iden-
tities developed in Section 3. We will use these identities to estimate the Fourier
transforms of finite dimensional marginals U under exponential biases. In the
language of Proposition 1.8, we would like to take f2(ω) to be something like
ei
∑
z ξz log(1−ωz) for some collection of z ∈ D. As we require f2 to be a polynomial,
our first step is to give a quantitative estimate on how well this can be approximated
by a polynomial of degree N/2.
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Here we will use in a nontrivial way the requirement in Proposition 1.8 on
the locations of the points z. As there, let R ∈ N. For any {ωj}R1 ⊂ T and any
{ξh,j} h=1,...,d
j=1,...,R
real numbers, define L : D→ C by
L(z) =
∑
h=1,...,d
j=1,...,R
ξh,j
log(1− ζhωjz)
2
.
Let B be an exponential bias as in the statement of Proposition 1.8. We will
start by estimating the Fourier transform
ϕ({ξh,j}) := E
[
ei
∑
h,j ξh,jU(ζhωj)+B(U)
]
= DN
( ∏
z∈z |1− zeiθ|2
e−iL(eiθ)−iL(eiθ)
∏
y∈y |1− yeiθ|2
)
.
We will then apply Fourier inversion to produce an estimate on the difference be-
tween the density of {(Z+U)(ζhωj)} h=1,...,d
j=1,...,R
and {(Z +G)(ζhωj)} h=1,...,d
j=1,...,R
.
We now define f2 as the degree A = [N/2] − 1 truncation of the Taylor series
expansion at 0 of e−iL(z). The remainder e−iL(z)− f2(z) can be represented by the
following contour integral formula
g2(x) := e
−iL(x) − f2(x) = 1
2πi
∫
|z|=1
e−iL(z)
z − x
(x
z
)A
dz.
Also define f1(z¯) as the degree A truncation of the Taylor series of e
−iL(z) in z¯.
Lemma 4.1. Fix R ∈ N. Uniformly in d ∈ N with 1 ≤ d ≤ logN, in {ωj}R1 ⊂ T in
{ξh,j} h=1,...,d
j=1,...,R
⊂ R and in r ≤ ζ−1d −N−1,
sup
|x|=r
|g2(x)| ≪ sinh(
∑
h,j |ξh,j |)|rζd|A.
Proof. The choice of branch was not important to the definition of eiL(z) on the
unit disc. We will estimate g2 by deforming the contour of integration outside of
the unit disc, however, and so we set the definition here. We take all the logarithms
log(1 − y) to be real for y ∈ (0, 1), so that there is a discontinuity along the ray
y = [1,∞). Hence the imaginary part of the logarithm approaching the strip from
above [1, y) is −π and is π coming from below.
This allows eiL(z) to be defined on the complex plane minus R rays. These rays
start at {ζ−1d ω−1j }Rj=1 and emanate out from the origin. Since the imaginary parts
of the logarithms are bounded, we also have that eiL(z) remains bounded on this
domain. Further, once A > 0, we have that
e−iL(z)
z − x
(x
z
)A
= O(|z|−2),
with x held fixed. Therefore, we can deform the contour to run twice along every
ray, once towards the origin and once away, giving us the representation
g2(x) =
1
2πi
R∑
j=1
∫ ∞
ζ−1d
e−iL+(ω¯jt) − e−iL−(ω¯jt)
ω¯jt− x
(
x
ω¯jt
)A
ω¯jdt,
where we define L+(z) = limθ↓0 L(zeiθ) and L−(z) = limθ↑0 L(zeiθ).
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This integral we further decompose according to the value of t. For t ∈ (ζ−1h , ζ−1h−1),
we have that
e−iL+(ω¯jt) − e−iL−(ω¯jt) = eiβh,j(t)
(
e−iπ2
−1 ∑d
k=h ξk,j − eiπ2−1
∑d
k=h ξk,j
)
,
for some real function βh,j(t). Hence, estimating g2(x) for |x| = r, we get that
|g2(x)| ≤ 1
π
R∑
j=1
d∑
h=1
| sinh(2−1∑dk=h ξk,j)| ∫ ζ−1h−1
ζ−1h
rA
t− r
dt
tA
≪ sinh(∑h,j |ξh,j |)∫ ∞
ζ−1d
rA
t− r
dt
tA
.
Since d ≤ logN, |ζd|−1 − r ≫ N−1. Hence, bounding the t− r in the integrand in
supremum, we get that
|g2(x)| ≪ sinh(
∑
h,j |ξh,j |)|rζd|A.

We will be interested in
∑
h,j |ξh,j|2 ≪ logN log logN. Hence the ℓ1 norm of
{ξh,j} is
∑
h,j |ξh,j | ≪
√
R logN
√
log logN. We would like that |ζd|A is sufficiently
small to absorb this. This occurs as soon as d ≤ logN −m log logN for some fixed
m > 1, as we have that
A log |ζd| ≍ −elogN−d.
This estimate allows us to relatively easily approximate ϕ({ξh,j}) by approximating
the symbol in the Toeplitz determinant.
Lemma 4.2. Fix m > 1 a real number and fix R ∈ N. Uniformly in {ξh,j} ⊂ R
having
∑
h,j |ξh,j |2 ≪ (logN)m and uniformly in d ≤ logN −m log logN,
ϕ({ξh,j}) = DN
( ∏
z∈z |1− zeiθ|2
f1(e−iθ)f2(eiθ)
∏
y∈y |1− yeiθ|2
)
+ e−Ω((logN)
m) · E
[
eB(U)
]
.
Proof. We will from here on suppress the argument of ϕ and write
ϕ = E
[
eB(U)
N∏
h=1
ei2ℜL(e
iθh )
]
.
We simply the replace the terms one-by-one in this product. Each ei2ℜL(e
iθh ) has
modulus 1, and by Lemma 4.1, each difference
ei2ℜL(e
iθh ) − 1
f1(e−iθh)f2(eiθh)
= O(e−Ω((logN)
m))
in supremum over all possible θh. This decays so quickly it can absorb the extra
polynomial factors in N that arise as a result of replacing all N terms in the
product. 
We would like to apply Proposition 3.7 to estimate ϕ, but we must first check
that f1(0) = f2(0) = 1 and that f1 and f2 are zero-free in D¯. The fact that they
are 1 at the origin arises from their being truncations of e−iL(z), which is 1 at the
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origin. To check that they are 0-free, we have that |ℑ(L)| ≪∑h,j |ξh,j | uniformly
in D. Hence we can estimate for z ∈ D¯,
|f2(z)| ≥ |e−iL(z)| − |g2(z)| ≥ e−O(
∑
h,j |ξh,j |) − sup
ω∈T
|g2(ω)|,
by the maximum principle. In particular, under the hypotheses of Lemma 4.2, we
have
∑
h,j |ξh,j | ≪ R1/2(logN)(1+m)/2 while |g2(ω)| = e−Ω((logN)
m), so that f2 is
0-free in D¯. Furthermore, we can also write, uniformly in z ∈ D¯,
f2(z) = e
−iL(z)(1 + e−Ω((logN)
m)).
Lemma 4.3. Fix m > 1 a real number and fix R ∈ N. Uniformly in {ξh,j} ⊂ R
having
∑
h,j |ξh,j |2 ≪ (logN)m, uniformly in d ≤ logN−m log logN and uniformly
in z ⊂ D of a given finite cardinality having pairwise hyperbolic separation N−1,
ϕ = E
[
ei
∑
h,j ξh,jG(ζHωj)+B(G)
]
·
∑
S1,S2⊂z
|S1|=|S2|
(−1)|S1| ·
[∏
S1
zNe−iL(z¯−1)
e−iL(z)
]
·
[∏
S2
z¯Ne−iL(z¯
−1)
e−iL(z)
]
·cy(S1, S2)·cz(S1, S2),
+ e−Ω((logN)
m) · E
[
eB(U)
]
.
Proof. We start by applying Lemma 4.2 and Proposition 3.7. Together, these give
(48)
ϕ = EeB(G) · exp
(
1
2πi
∫
γ
log
(
1
f2(z)
)
d
dz
log(f1(z
−1)) dz
)
·
∏
z∈z f1(z)f2(z¯)∏
y∈y f1(y)f2(y¯)
·
∑
S1,S2⊂z
|S1|=|S2|
(−1)|S1| ·
[∏
S1
zNf1(z
−1)
f2(z)
]
·
[∏
S2
z¯Nf2(z¯
−1)
f1(z¯)
]
·cy(S1, S2)·cz(S1, S2),
+ e−Ω((logN)
m)
EeB(G).
We remark that
E
[
ei
∑
h,j ξh,jG(ζhωj)+B(G)
]
= EeB(G) · exp
(
1
2πi
∫
T
L(z)
d
dz
(
L(z¯−1)
)
dz
)
·
∏
z∈z e
−i2ℜL(z¯)∏
y∈y e−i2ℜL(y¯)
.
This can be seen on the one hand by noting that the mean µh,j of G(ζhωj) under
the bias B(G) is given by
(49) µh,j =
∑
z∈z
− log |1− ζhωj z¯|+
∑
z∈z
log |1− ζhωj y¯|,
and on the other hand by the identity
1
2πi
∫
T
L(z)
d
dz
(
L(z¯−1)
)
dz = −
∞∑
k=1
kLˆ(k)Lˆ(k),
where Lˆ(k) are the Fourier coefficients of L (c.f. (3)).
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It then remains to replace all the f1 and f2 in (48) by e
−iL(¯·) and e−iL respec-
tively. Uniformly in |z| ≤ 1, using Lemma 4.1 and that |ℑL(z)| ≪ R1/2(logN)(1+m)/2,
we have that
(50) f2(z) = e
−iL(z)(1 + e−Ω((logN)
m)).
The same holds for terms f1(z), mutatis mutandis.
However we also need to compare two other types of terms: we need to estimate
the derivative f ′1(z) for |z| = 1 and f1,2(z−1) for z ∈ D. To estimate the derivative
of f1, observe that we have f1 = e
−iL(¯·) + g1. Hence on differentiating, we have
that the error in approximation between f ′1(z) and
d
dz e
−iL(z¯) is g′1(z). This we can
represent as
g′1(z) =
1
2πi
∫
γ
g1(x)
(x− z)2 dx
where γ encloses z. Hence, letting γ be a circle of radius N−1 around z and applying
Lemma 4.1, we get that
|g′1(z)| ≪ N · sinh(
∑
h,j |ξh,j |) · |ζd|A · (1 +N−1)A ≪ e−Ω((logN)
m).
This allows us to write
(51)
d
dz
log(f1(z
−1)) =
d
dz
(−iL(z¯−1))+ e−Ω((logN)m).
For terms f2(z
−1) with z ∈ D, we decompose into cases. For z with dH(0, z) ≥
d+ C, we have that
A log |z−1ζd| ≍ elogN−d−C − elogN−d ≍ −elogN−d.
Hence, we still have that uniformly in z with dH(0, z) ≥ d+ C,
(52) f2(z
−1) = e−iL(z
−1)(1 + e−Ω((logN)
m)).
For terms f2(z
−1) with dH(0, z) ≤ d+C, we will instead use that their contribu-
tion to ϕ is negligible. By applying the maximum principle to f2(z
−1)zA, we have
that for z ∈ D.
|f2(z−1)| ≤ |z|−Amax
ω∈T
|f2(ω)|.
As we have assumed that the pairwise separations between points in z is N−1, we
have that for any S1, S2 ⊂ z,
log |cy(S1, S2)·cz(S1, S2)| ≪ logN.
Hence if either S1 ⊂ z or S2 ⊂ z contain a point z with dH(0, z) ≤ d+C, then since
|z|N |f2(z−1)| ≪ e−Ω((logN)m),∣∣∣∣∏
S1
zNf1(z
−1)
f2(z)
∣∣∣∣·∣∣∣∣∏
S2
z¯Nf2(z¯
−1)
f1(z¯)
∣∣∣∣·|cy(S1, S2)·cz(S1, S2)| ≪ e−Ω((logN)m).
The same statement holds for the expression after f1,2 have been replaced, using
the uniform boundedness of e−iL. Using (50), (51), and (52) to replace terms one-
by-one, we arrive at the conclusion of the Lemma. 
Lemma 4.3 reveals that ϕ has the form of a combination of Gaussian charac-
teristic functions, all having the same covariance. The additional e−iL terms that
appear in the sum can be compared to 1 at this point, but the error incurred will
be of order (logN)−K . This is too expensive a loss to incur at this point. If we
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approximate the characteristic function ϕ with a (logN)−K-error, we would only
have an L∞ estimate on the difference of densities of order (logN)−K . Since the
space is Θ(logN)-dimensional, this is prohibitively large.
Instead, we first do Fourier inversion, since this characteristic function can be in-
verted essentially exactly. So, we let ̺U be the density of the law of (U(ζhωj) + Z(ζhωj))h,j
under the (non-probability) measure biased by eB(U). That is to say, for any
F ∈ B({ζhωj : 1 ≤ h ≤ d, 1 ≤ j ≤ R})
with ‖F‖∞ ≤ 1, we have that
E
[
F (U + Z)eB(U)
]
=
∫
RR·d
F (x)̺U (x) dx.
We also define ̺G to be the density of the law of (G(ζhωj) + Z(ζhωj))h,j biased
by eB(G). These densities exist on account of the extra smoothing provided by the
Z(ζhωj) noise.
The density ̺G is explicit. Let Σ denote the covariance matrix of (G(ζhωj)))h,j ,
with 1 ≤ h ≤ d and 1 ≤ j ≤ R. Then
̺G(x) =
e−
1
2 〈(I+Σ)−1(x−µ),x−µ〉√
(2π)R·d det(I +Σ)
,
where µ ∈ RR·d is the vector of means of G(ζHωj) under the bias eB(G) (see (49)).
The bilinear form 〈·, ·〉 is the standard real inner product on RR·d. We extend it to
CR·d to stay bilinear (so there is no conjugation in the second variable).
Lemma 4.4. Fix m > 1 a real number and fix R ∈ N. Uniformly in d ≤ logN −
m log logN, in x ∈ RR·d uniformly and uniformly in z ⊂ D of a given finite cardi-
nality having pairwise hyperbolic separation N−1,
̺U (x) = ̺G(x)
·
∑
S1,S2⊂z
|S1|=|S2|
(−1)|S1| ·eH(S1,S2,x) ·
[∏
S1
zN
]
·
[∏
S2
z¯N
]
·cy(S1, S2)·cz(S1, S2),
+ e−Ω((logN)
m) · E
[
eB(G)
]
,
where
H(S1, S2, x) = 〈(I +Σ)−1(µ− x− 1
2
v), v〉
and v ∈ CR·d is the vector
vh,j =
∑
z∈S1
log
(
1− ζhω¯jz−1
1− ζhωjz
)
+
∑
z∈S2
log
(
1− ζhωj z¯−1
1− ζhω¯j z¯
)
.
Proof. By Fourier inversion, we can write for any x ∈ RR·d,
̺U (x) =
1
(2π)R·d
∫
RR·d
e−i〈ξ,x〉ϕ(ξ)e−
1
2 〈ξ,ξ〉 dξ.
Note that by definition of ϕ, we have that
|ϕ(ξ)| ≤ E
[
eB(U)
]
.
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Hence, truncating the integral according to ‖ξ‖22 ≤ (logN)m or otherwise, we get
that
̺U (x) =
1
(2π)R·d
∫
‖ξ‖22≤(logN)m
e−i〈ξ,x〉ϕ(ξ)e−
1
2 〈ξ,ξ〉 dξ + e−Ω((logN)
m) · E
[
eB(U)
]
.
The Lebesgue-volume of
{
ξ : ‖ξ‖22 ≤ (logN)m
}
is eO(logN log logN), and hence by
Lemma 4.3, we get that
(53)
̺U (x) = ̺G(x)
·
∑
S1,S2⊂z
|S1|=|S2|
(−1)|S1| ·eH˜(S1,S2,x) ·
[∏
S1
zN
]
·
[∏
S2
z¯N
]
·cy(S1, S2)·cz(S1, S2),
+ e−Ω((logN)
m) · E
[
eB(U)
]
,
where
̺G(x)e
H˜(S1,S2,x) =
1
(2π)R·d
∫
‖ξ‖22≤(logN)m
e−i〈ξ,x〉e−
1
2 〈ξ,ξ〉E
[
ei
∑
h,j ξh,jG(ζhωj)+B(G)
]
·
[∏
S1
e−iL(z¯−1)
e−iL(z)
]
·
[∏
S2
e−iL(z¯
−1)
e−iL(z)
]
dξ.
Using that
|ℑL(z)| ≪
∑
h,j
|ξh,j | ≪ (R logN)1/2‖ξ‖2,
we get that∫
‖ξ‖22>(logN)m
e−
1
2 〈ξ,ξ〉E
[
eB(G)
]
·
∣∣∣∣∣∏
S1
e−iL(z¯−1)
e−iL(z)
·
∏
S2
e−iL(z¯
−1)
e−iL(z)
∣∣∣∣∣ dξ
≤ e−Ω((logN)m)E
[
eB(G)
]
.
Thus if we define H by
̺G(x)e
H(S1,S2,x) =
1
(2π)R·d
∫
RR·d
e−i〈ξ,x〉e−
1
2 〈ξ,ξ〉E
[
ei
∑
h,j ξh,jG(ζhωj)+B(G)
]
·
[∏
S1
e−iL(z¯−1)
e−iL(z)
]
·
[∏
S2
e−iL(z¯
−1)
e−iL(z)
]
dξ,
we can replace H˜ in (53) by H with the same order of error term.
There only remains to show that H can be written as claimed in the Lemma.
Write v ∈ CR·d for the vector
vh,j =
∑
z∈S1
log
(
1− ζhω¯jz−1
1− ζhωjz
)
+
∑
z∈S2
log
(
1− ζhωj z¯−1
1− ζhω¯j z¯
)
.
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In this way, we have that[∏
S1
e−iL(z¯−1)
e−iL(z)
]
·
[∏
S2
e−iL(z¯
−1)
e−iL(z)
]
= e−i〈ξ,v〉.
This allows us to write
̺G(x)e
H(S1,S2,x) =
1
(2π)R·d
∫
RR·d
ei〈ξ,µ−x−v〉e−
1
2 〈(I+Σ)ξ,ξ〉E
[
eB(G)
]
dξ.
Changing variables by letting ξ = (1+Σ)−1(i(µ−x− v)+ ξ′) and using analyticity
of the integrand to keep the integration over ξ′ ∈ RR·d, this integral reduces to the
standard Gaussian integral:
̺G(x)e
H(S1,S2,x) =
e−
1
2 〈(I+Σ)−1(x−µ),x−µ〉√
(2π)R·d det(I + Σ)
E
[
eB(G)
]
e〈(I+Σ)
−1(µ−x− 12v),v〉.

To conclude the proof of the Proposition 1.8, we would like to show that H
can be ignored. Since Proposition 1.8 follows immediately from Lemma 4.4 and
Lemma 4.5, we say nothing more on its proof.
Lemma 4.5. For any δ > 0, k > 0, any m > 2 + 2δ and any R ∈ N, the following
holds uniformly in all possible choices. Let z ⊂ D of cardinality k have the property
that all points in z with distance to 0 greater than logN − (1 + δ) log logN are
contained in a Euclidean ball of radius N−1(logN)m. Suppose it has the further
property that the pairwise hyperbolic separation between its elements is N−1. For
all S1, S2 ⊆ z with |S1| = |S2|,∫
RR·d
|eH(S1,S2,x) − 1| ̺G(x)dx·
[∏
S1
zN
]
·
[∏
S2
z¯N
]
·cy(S1, S2)·cz(S1, S2)
≪ (logN)2+δ−m/2(1 + ∆)2|z|E
[
eB(G)
]
.
∆ is as in Corollary 3.9 or Proposition 1.8.
Proof. If some z ∈ S1 ∪ S2 has dH(0, z) ≤ logN − (1 + δ) log logN, the whole left-
hand-side will be trivial. This is because |z|N ≤ e−Ω((logN)1+δ). By the separation
assumption on z, we get that
log |cy(S1, S2)·cz(S1, S2)| ≪ logN.
We further have that
∫
̺G(x) dx = E
[
eB(G)
]
. So we only need to worry about
controlling
∫
eℜH(S1,S2,x) ̺G(x)dx. To do this, we begin by observing
(54)
̺G(x)e
ℜH(S1,S2,x) =
e−
1
2 〈(I+Σ)−1(x−µ+ℜv),x−µ+ℜv〉√
(2π)R·d det(I +Σ)
E
[
eB(G)
]
e
1
2 〈(I+Σ)−1ℑv,ℑv〉.
Hence ∫
eℜH(S1,S2,x) ̺G(x)dx = e
1
2 〈(I+Σ)−1ℑv,ℑv〉.
The entries of ℑv are all bounded in absolute value by something that can be
chosen only to depend on |S1 ∪S2|. The operator norm of (I +Σ)−1 is at most 1 as
Σ is positive definite. Hence 〈(I + Σ)−1ℑv,ℑv〉 ≪ logN. Thus, putting all of this
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together, we get that when some z ∈ S1∪S2 has dH(0, z) ≤ logN−(1+δ) log logN,
the Lemma holds.
So, in what follows, we will assume that all z ∈ S1 ∪ S2 have dH(0, z) > logN −
(1+ δ) log logN. Our first task will be to truncate the integral. We will restrict the
integral to the L∞-ball V in RR·d of radius (logN)1+δ. The probability that any
G(ζhωj)−µh,j is larger than (logN)1+δ in absolute value is e−Ω((logN)1+2δ), hence∫
V c
̺G(x)dx ≤ e−Ω((logN)
1+2δ)
E
[
eB(G)
]
.
We would like to say the same for eℜH(S1,S2,x)̺G(x), for which we will use (54).
Hence we need to know something about the magnitudes of the real parts of v.
Suppose y ∈ D and z ∈ C have |z−y| ≪ (logN)mN−1 and ζdz ∈ D, then uniformly
in h ∈ N with 1 ≤ h ≤ d,
(55)
∣∣∣∣log(1− ζhz1− ζhy
)∣∣∣∣≪ |z − y|1− ζh .
Thus the real and imaginary parts of the entries of v can be bounded solely in terms
of |S1 ∪ S2|. Hence, the probability that any G(ζhωj) − µh,j − vh,j is larger than
(logN)1+δ in absolute value is also e−Ω((logN)
1+2δ), so that∫
V c
eℜH(S1,S2,x) ̺G(x)dx ≤ e−Ω((logN)1+2δ)E
[
eB(G)
]
.
Therefore, it suffices to show that∫
V
|eH(S1,S2,x) − 1| ̺G(x)dx·
[∏
S1
zN
]
·
[∏
S2
z¯N
]
·cy(S1, S2)·cz(S1, S2)
≪ (logN)3+2δ−m/2(1 + ∆)2|z|E
[
eB(G)
]
.
Since ‖(I +Σ)−1‖op ≤ 1, for x ∈ V, we can estimate
|H(S1, S2, x)| ≤ ‖µ− x− 1
2
v‖2‖v‖2 ≪ (logN)
3
2+δ‖v‖1.
Hence, when ‖v‖1 ≪ (logN)−m/2, we have shown the desired bound, and it suffices
to consider the case that ‖v‖1 ≫ (logN)−m/2.
Applying (55), for any bijection φ : S1 \ S2 → S2 \ S1,
‖v‖1 ≪
∑
z∈S1∩S2
|z−1 − z¯|+ |z − z¯−1|
1− ζd +
∑
z∈S1\S2
|z−1 − φ(z)|+ |z − φ(z)−1|
1− ζd .
Since all z ∈ S1 ∪ S2 have 1− |z| ≫ N−1(logN)1+δ, we can replace all inverses in
this sum by conjugates, incurring an acceptable error. Namely:
‖v‖1 ≪ (logN)1+δ−m +
∑
z∈S1\S2
|z − φ(z)|
1− ζd .
Hence it follows that in the case we are considering, for every matching φ : S1\S2 →
S2 \ S1,
(56) (logN)m/2 ≪
∑
z∈S1\S2
N · |z − φ(z)|.
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Estimating the integral by the trivial bound |eH(S1,S2,x)− 1| ≤ eℜH(S1,S2,x)+1 and
using (54),∫
V
|eH(S1,S2,x) − 1| ̺G(x)dx·
[∏
S1
zN
]
·
[∏
S2
z¯N
]
·cy(S1, S2)·cz(S1, S2)
≪ (1 + ∆)2|z| e
1
2 〈(I+Σ)−1ℑv,ℑv〉
E exp
(
2
∑
S1∩Sc2 G[z]− 2
∑
S2∩Sc1 G[z]
) .
Since ‖v‖1 ≪ 1 and ‖(I + Σ)−1‖op ≤ 1, it follows that e 12 〈(I+Σ)−1ℑv,ℑv〉 ≪ 1. We
now argue that this Gaussian expectation in the denominator is large. Specifically,
by comparison with branching random walk, we will show the following:
Lemma 4.6.
2Var
 ∑
S1∩Sc2
G[z]−
∑
S2∩Sc1
G[z]
 ≥ min
φ
∑
z∈S1\S2
dH(z, φ(z))− O(1),
where the minimum is over the set of all bijections from S1 \ S2 → S2 \ S1. The
error can be taken to only depend on |S1△S2|.
We delay the proof of Lemma 4.6 for the moment. Since all z in question have
dH(0, z) ≤ logN − (1 + δ) log logN, we therefore can estimate using Lemma 1.4 for
any such z,
dH(z, φ(z)) = (log |z − φ(z)|+ logN − (1 + δ) logN)+ −O(1).
By (56), at least one of these z has Euclidean distance to φ(z) order Ω((logN)m/2),
and we conclude
E exp
2 ∑
S1∩Sc2
G[z]− 2
∑
S2∩Sc1
G[z]
≫ (logN)m/2−1−δ.
This completes the proof of the lemma. 
We now give the proof of Lemma 4.6
Proof of Lemma 4.6. We prove this by comparison with branching random walk.
First we construct a tree. Define a family of rays {ζhωz : z ∈ S1△S2, h ∈ N0} , where
ωz is the polar part of z. Let T˜ be a graph on this vertex set with edges between
every pair of the form (ζhωz, ζh+1ωz), where h ∈ N0. Now, identify any two points
ζhωz and ζhωy with e
h| argωy−argωz| < 1. This will not be an equivalence relation
so extend this to the transitive closure. Let T be the graph that results, discarding
multiple edges.
We claim T is a tree, which we show by induction on the number of rays. With a
single ray, there is nothing to check. Suppose that we wish to add a ray {ζhωz}∞h=1
to an existing tree T. Suppose that there is some h ∈ N and some y ∈ S1△S2 so
that eh| argωy − argωz| < 1, and so we should identify the two points ζhωz with
the entire equivalence class of ζhωy in T. Then for every j ≤ h, we also have that
ej| argωy−argωz| < 1, and hence the entire vector (ζhωz)hj=1 will be identified with
(ζhωy)
h
j=1 . This ensures that after the ωz ray is added to T, the graph remains a
tree.
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Orient T by calling 0 the top. On T, we define branching random walk. That
is, we put independent, standard normals on every edge, and let W (v) be the sum
of these normals on along the unique path connecting 0 to v. Then by Lemma 1.4,
up to constants depending only |S1△S2|, we have that
E [W (ζhωz)W (ζjωy)] = 2E [G(ζhωz)G(ζjωy)] +O(1).
Letting S˜1 and S˜2 be the points in T which are closest to S1 and S2, we get that
2Var
 ∑
S1∩Sc2
G[z]−
∑
S2∩Sc1
G[z]
 = Var
 ∑
S˜1∩S˜c2
W (z)−
∑
S˜2∩S˜c1
W (z)
+O(1),
using the bounded correlation of increments (7). The error can again be estimated
solely in terms of |S1△S2|.
Hence, we have reduced the problem to estimating this variance on the tree.
For a matching φ : S˜1 \ S˜2 → S˜2 \ S˜1, each pair W (z) − W (φ(z)) is a sum of
independent, standard normals along the geodesic in T that connects z to φ(z),
some having positive signs and some having negative signs. After summing this
over all z, a lower bound for the variance is simply the sum of squares of the signed
numbers of times edges are crossed by geodesic paths (z, φ(z)) with z ∈ S˜1 \ S˜2.
We claim there is a matching φ : S˜1 \ S˜2 → S˜2 \ S˜1, for which there is no
cancellation, i.e. if n is the number of edges of T contained in the geodesic from
z → φ(z) and in the geodesic from y → φ(y), then
E (W (z)−W (φ(z))) (W (y)−W (φ(y))) = n.
Note that for such a matching, we therefore have that
Var
 ∑
S˜1∩S˜c2
W (z)−
∑
S˜2∩S˜c1
W (z)
 ≥ ∑
z∈S˜1∩S˜c2
dT (z, φ(z)).
Since we have that dT (z, φ(z)) = dH(z, φ(z)) +O(1), this completes the proof.
Let ψ : T 2 → Z be the coefficient of an edge of T in the sum∑
S˜1∩S˜c2
W (z)−
∑
S˜2∩S˜c1
W (z).
For a point in z ∈ S˜1△S˜2, there must be an edge incident to it on which ψ is
nonzero, as W (z) includes in it all edges above z while other W (y) would include
both the edge above z and an edge below (or neither). On the other hand, by
the same reasoning, at a point z which is incident to a single edge for which ψ is
nonzero, we must have z ∈ S˜1△S˜2.
Pick a path γ = z0z1 . . . zk which is of maximal length subject to the following
conditions
(1) ψ(zi, zi+1) 6= 0 for all 0 ≤ i ≤ k − 1.
(2) ψ(zi, zi+1) changes signs at most once. If it does, it changes from positive
to negative.
(3) ψ(zi, zi+1) > 0 if and only if zi+1 is above zi.
Such paths always exist provided ψ is not identically 0. This is guaranteed provided
S˜1△S˜2 6= ∅. We claim that z0 ∈ S˜1△S˜2 and zk ∈ S˜2△S˜1. Suppose we are in the
case that ψ(z0, z1) > 0. Then z1 is above z0. As the path is maximal, it is not
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possible to extend it to include any points below z0. Hence it must be that for all
y immediately below z0, ψ(y, z0) ≤ 0. This is only possible if z0 ∈ S˜1△S˜2.
Consider now the case ψ(z0, z1) < 0. Then we have z1 below z0 by definition.
Due to maximality of the path, there are two types of extensions to the path that
must be impossible. First, it must be there is no y above z0 so that ψ(y, z0) < 0.
Thus there are at least as many z ∈ S˜1△S˜2 at or below z0 as there are z ∈ S˜2△S˜1
at or below z0. Second, for every other y below z0, we have that ψ(y, z0) ≤ 0. Hence,
we conclude that z0 must be in S˜1△S˜2.
A symmetric argument shows that zk ∈ S˜2△S˜1. We let φ(z0) = zk. The geodesic
between z0 and zk is exactly γ, as the distance to 0 decreases monotonically and
then increases monotonically. Hence we remove z0 from S˜1, remove zk from S˜2 and
repeat this procedure. The matching constructed this way has no cancellation as
the effect on ψ of deleting z0 and zk is to increase some edges where ψ < 0 by 1
and decrease edges where ψ > 0 by 1. 
Appendix A. Barrier estimate for certain Gaussian processes
Throughout this appendix, {Gi}ni=1 denotes a centered Gaussian process with co-
variance E(GiGj) =: RG(i, j), while {Yi}ni=1 denotes the Gaussian centered process
with covariance RY (i, j) = i ∧ j.
A.1. The ballot theorem. Throughout the paper, we use the following version
of the ballot theorem, restricted to Gaussian random variables.
Theorem A.1. For
√
n ≥ x, y ≥ 1, we have
(57) Pr(Yi ≥ −x, i = 1, . . . , n, Yn ∈ [−x+ y,−x+ y + 1]) ≍ xy
n3/2
.
Further, the upper bound in (57) holds without restriction on the upper bound on
x, y.
For the proof of a much more general version that does not use the Gaussian
assumption, we refer to [Car05, ABR08].
A.2. One ray estimate. Given a process {Zi}ni=1, a sequence h = (hi) and a real
number t, we introduce the barrier event
BZ(n, t, h) = {Zi ≤ hi, i = 1, . . . , n− 1;Zn ∈ [t, t+ 1]}
and its probability pB;Z(n, t, h) = P (BZ(n, t, h)).
Proposition A.2. Assume that there exists a constant C, independent of n, so
that |RG(i, j) − RY (i, j)| ≤ C for all i, j ≤ n. Then, for any ǫ > 0 there exists
C1 = C1(C, ǫ), j = 1, . . . , so that, for any t with |t| < n1/4 and all n large enough,
(1− ǫ)pB,Y (n, t, h− (logn)3/4)− C1e−(logn)3/2−ǫ
≤ pB,G(n, t, h) ≤(58)
(1 + ǫ)pB,Y (n, t, h+ (log n)
3/4) + C1e
−(logn)3/2−ǫ .
Proof. Throughout this proof, c denotes a constant that depends only on C.
It will be convenient to consider the processes conditioned on their end point.
Recall that for a centered Gaussian process {Zi}ni=1, setting Zˆi = E(Zi|Zn) and
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Z˜i = Zi − Zˆi, we have
(59) Zˆi =
RZ(i, n)
RZ(n, n)
Zn, RZ˜(i, j) = RZ(i, j)−
RZ(i, n)RZ(j, n)
RZ(n, n)
.
In particular, we have
(60) Yˆi =
i
n
Yn, |Gˆi − i
n
Gn| ≤ c |Gn|
n
, |RG˜(i, j)−RY˜ (i, j)| ≤ c .
Note also that {Y˜i} is a Gaussian bridge.
Let
φ(x, σ2) =
1√
2πσ2
e−x
2/2σ2
denote the centered Gaussian density. We rewrite pB,G(n, t, h) in terms of the
conditional process G˜ as follows:
(61)
pB,G(n, t, h) =
∫
[t,t+1]
φ(x,RG(n, n))P (G˜i ≤ hi − RG(i, n)
RG(n, n)
x, i = 1, . . . , n− 1)dx .
In the range x ∈ [t, t+ 1] and with the constraint on |t| << n1/2 we have that
(62) (1− c
n
)φ(x, n) ≤ φ(x,RG(n, n)) ≤ (1 + c
n
)φ(x, n).
Our proof of the proposition will use in a crucial way Slepian’s lemma. Toward
this end, let W be a centered Gaussian random variable of variance 1 and let Wi,
i = 1, . . . , n− 1 denote i.i.d. copies of W . Introduce the processes
Gui = Gi + σ
u
i W,Y
u
i = Yi + η
u
i Wi, G
l
i = Gi + σ
l
iWi, Y
l
i = Yi + η
l
iW ,
where the superscripts u and l refer to upper and lower bounds in (58), and {σui },
{σli}, {ηui }, {ηli} are deterministic sequences, chosen as follows.
(1) Upper Bound: We choose
RG˜(i, i) + (σ
u
i )
2 = RY˜ (i, i) + (η
u
i )
2, i = 1, . . . , n− 1(63)
RG˜(i, j) + σ
u
i σ
u
j ≥ RY˜ (i, j), 1 ≤ i < j ≤ n− 1.(64)
(Such a choice is possible by first choosing σui > (RG˜(i, i) − RY˜ (i, i))+ so
that (64) is satisfied, and then adjusting ηui ≥ 0 to satisfy (63).)
(2) Lower Bound: We choose
RG˜(i, i) + (σ
l
i)
2 = RY˜ (i, i) + (η
l
i)
2, i = 1, . . . , n− 1(65)
RG˜(i, j)u ≤ RY˜ (i, j) + ηliηlj , 1 ≤ i < j ≤ n− 1.(66)
(Such a choice is possible by first choosing ηli > (RY˜ (i, i) − RG˜(i, i))+ so
that (64) is satisfied, and then adjusting σli ≥ 0 to satisfy (65).)
With these choices, we note that
(67) max
i
(σui + σ
l
i + η
u
i + η
l
i) < c.
We now prove the upper bound in (58). By Slepian’s inequality, we obtain that
for any deterministic sequence {gi},
P (Gui ≤ gi, i = 1, . . . , n− 1) ≤ P (Y ui ≤ gi, i = 1, . . . , n− 1).
CUE FIELD 63
In particular,
P (∩n−1i=1 {G˜i ≤ hi −
RG(i, n)
RG(n, n)
x})
= P (∩n−1i=1 {Gui ≤ hi −
RG(i, n)
RG(n, n)
x− σui W})
≤ P (|W | ≥ (logn)3/4−ǫ/2) + P (∩n−1i=1 {Gui ≤ hi −
RY (i, n)
RY (n, n)
x+ (log n)3/4−ǫ/2 + c})
≤ P (|W | ≥ (logn)3/4−ǫ/2) + P (∩n−1i=1 {Y ui ≤ hi −
RY (i, n)
RY (n, n)
x+ (logn)3/4−ǫ/2 + c})
≤ P (|W | ≥ (logn)3/4−ǫ/2) + P (∩n−1i=1 {Y˜i ≤ hi −
RY (i, n)
RY (n, n)
x− ηui Wi + (logn)3/4−ǫ/2 + c})
≤ nP (|W | ≥ (logn)3/4−ǫ/2) + P (∩n−1i=1 {Y˜i ≤ hi −
RY (i, n)
RY (n, n)
x+ (log n)3/4}).
Combined with (62) and changing the value of ǫ if necessary we obtain
pB,G(n, t, h) ≤ C1e−(logn)3/4−ǫ
+(1 + ǫ)
∫
[t,t+1]
φ(x,RY (n, n))P (Y˜i ≤ hi − RY (i, n)
RY (n, n)
x+ (logn)3/4, i = 1, . . . , n− 1)dx
= C1e
−(logn)3/4−ǫ + (1 + ǫ)P (Yi ≤ hi + (logn)3/4, i = 1, . . . , n− 1, Yn ∈ [t, t+ 1]) .
The proof of the lower bound in (58) is similar, using now the processes Y˜ l and G˜l
together with (65) and (66), instead of the processes Y˜ u and G˜u together with (63)
and (64). Further details are omitted. 
The following lemma will be used in conjunction with Proposition A.2.
Lemma A.3. Fix ǫ < 1/2 small. In the notation of Proposition A.2, assume that
hi = h(n) ≥ (logn)1−ǫ and t = t(n) is such that − logn/10 > t > −n1/2−ǫ. Let
t′ = t′(n) be such that |t′ − t|/t→ 0. Then,
(68) lim
n→∞
pB,Y (n, t, h+ (logn)
3/4)
pB,Y (n, t′, h− (log n)3/4) = 1 ,
and the convergence is uniform in such choices.
Proof. Let Wt be standard Brownian motion. Note that for any real numbers
s < 0, g > 0,
P (Wt ≤ g, t ≤ n;Wn ∈ [s, s+ 1]) ≤ pB,Y (n, s, g)
≤ P (Wt ≤ (1 + ǫ)g, t ≤ n;Wn ∈ [s, s+ 1]) + nP ( max
t∈[0,1]
Wt > ǫg) .
For g ≥ (logn)1−ǫ/2, we have
P ( max
t∈[0,1]
Wt > ǫg) ≤ e−c(logn)2(1−ǫ) ≤ n−10 .
One the other hand, with pu(x) =
1√
2πu
e−x
2/2u denoting the standard heat kernel
we have that
(69) P (Wt ≤ g, t ≤ n;Wn ∈ [s, s+ 1]) =
∫
[s,s+1]
[pn(x)− pn(x− 2g)]dx .
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Combining the last three displays and using that for g << n1/2 and 0 > x >>
−n1/2, [pn(x) − pn(x − 2g)] ∼ −C x(g−x)n3/2 , we conclude that for g, s satisfying the
above constraints,
lim
n→∞
P (Wt ≤ g, t ≤ n;Wn ∈ [s, s+ 1])
P (Wt ≤ (1 + ǫ)g, t ≤ n;Wn ∈ [s, s+ 1]) = 1 +O(ǫ) .
Combining this with (69) (to handle the difference between t and t′) yields the
lemma after some elementary manipulations. 
The following corollary specializes Proposition A.2 to the case of almost linear
barriers.
Corollary A.4. Assume that there exists a constant C, independent of n, so that
|RG(i, j) − RY (i, j)| ≤ C and |hi| ≤ C logn for all i, j ≤ n. Then there exists
C1 = C1(C) so that, for any t < hn−1 with |t| ≤ n1/4, and all n large enough,
(70) pB,G(n, t, h) ≤ C t logn
n3/2
.
Proof. From Proposition A.2 we obtain that
pB,G(n, t, h) ≤ 2pB,Y (n, t, 2 logn) + C1e−(logn)3/2−ǫ .
The conclusion follows from the Ballot theorem for random walk, see e.g. [ABR08,
?]. 
A.3. Two rays estimate. We will need two different two ray estimates, depending
on the separation between the rays.
Proposition A.5 (Separated rays). Let {G(j)i }ni=1, j = 1, 2 two centered Gaussian
processes, each satisfying the assumptions of Proposition A.2. Assume further that
E(G
(1)
i G
(2)
j ) ≤ C. Define pB;G(1),G(2)(n, t, h) = P (BG(1)(n, t, h) ∩ (BG(2)(n, t, h)).
Then, there exists C1 = C1(ǫ, C) so that
pB;G(1),G(2)(n, t, h)(71)
≤ (1 + ǫ)pB;Y (n, t, h+ (logn)3/4)2 + C1e−(logn)3/2−ǫ .
Proof. The argument is very similar to the proof of Proposition A.2. The only dif-
ference is that instead of conditioning on Gn, one needs to condition on (G
(1)
n , G
(2)
n ),
where the latter vector has covariance matrix nI2 + B where B is a 2 × 2 matrix
which has bounded norm (and with inverse I2/n+B
′/n2 with B′ having bounded
norm). Performing the conditioning, in the comparison with (independent) Gauss-
ian bridges, instead of the variables W,Wi one needs to use variables W
(j),W
(j)
i
(j = 1, 2), with E(W
(j)
i )
2 ≤ C and E(W (j))2 ≤ C, but otherwise may be correlated.
Since the estimate
P (max
j=1,2
n
max
i=1
|W (j)i | > (logn)3/4−ǫ/2) ≤ 2nP (|W | > (log n)3/4−ǫ/2)
holds regardless of the correlation, the argument of Proposition A.2 carries through.
We omit further details. 
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We next consider rays with a common trunk. We introduce some notation. Given
two processes {Z(1)i }ni=1, {Z(2)i }ni=1, a sequence h = (hi), an integer 0 < k < n and
real numbers z, t, define the event
AZ(1),Z(2)(n, t, h, k, z)
= {Z(ℓ)i ≤ hi, i = 1, . . . , n− 1, ℓ = 1, 2;Z(ℓ)n ∈ [t, t+ 1], ℓ = 1, 2;Z(1)k ∈ [z, z + 1]},
and its probability pA;Z(1),Z(2)(n, t, h, k, z) = P (AZ(1),Z(2)(n, t, h, k, z)). In addi-
tion, for any 0 < k < n, introduce the centered Gaussian processes {Y (1),ki }ni=1,
{Y (2),ki }ni=1, such that
RY (ℓ),k(i, j) = i ∧ j, E(Y (1),ki Y (2),kj ) =: RY (1),k,Y (2),k = i ∧ j ∧ k .
Note that the processes {Y (ℓ),k} possess a common Gaussian random walk part up
to time k (i.e., Y
(1),k
i = Y
(2),k
i , i = 1, . . . , k), and from k onward increments in both
processes are independent of each other.
Proposition A.6 (Overlapping rays). Let {G(j)i }ni=1, j = 1, 2 two centered Gauss-
ian processes, each satisfying the assumptions of Proposition A.2. Assume fur-
ther that there exist C > 10 and C2 < k < n − C2 so that |z| ≤ (log k)2,
|t− z| ≤ (log(n− k))2 and
(72) |E(G(1)i G(2)j )−min(i, j, k)| ≤ C.
Then, for any ǫ > 0 there exists C1 = C1(ǫ, C) so that
pA;Z(1),Z(2)(n, t, h, k, z)(73)
≤ (1 + ǫ)P (Y (ℓ)i ≤ hi + (logn)3/4, i = C1, . . . , n− C1, ℓ = 1, 2;
Y (ℓ)n ∈ [t, t+ 1], ℓ = 1, 2;Y (1)k ∈ [z, z + 1])
+ C1e
−(logn)3/2−ǫ .
Proof. As in the proof of Proposition A.2, the first step is a conditioning. Here we
condition on the vector W := (G
(1)
k , G
(1)
n − G(1)k , G(2)n −G(2)k ), which possesses the
covariance matrix
RW =
k 0 00 (n− k) 0
0 0 (n− k)
 +A
where the matrix A has norm bounded by 3C. In particular (because k, n − k ≥
C2 > 3C), the matrix RW is invertible and
R−1W =
1/k 0 00 1/(n− k) 0
0 0 1/(n− k)
+ Â
where the norm of Â is bounded. We obtain
Gˆ
(ℓ)
i := E(G
(ℓ)
i |W ) =
3∑
m,m′=1
E(G
(ℓ)
i Wm)R
−1
W (m,m
′)Wm′ .
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Defining the analogous quantities for the processes Y (ℓ),k, with Wˆ replacing W , we
have that on the event ∩3j=1|Wj − Wˆj | ≤ 1 one has
sup
i,ℓ
|Gˆ(ℓ)i − Yˆ (ℓ),ki | ≤ c,
for some c = c(C). Similarly, with G˜(ℓ) = G(ℓ) − Gˆ(ℓ), we have that with G =
(G(1), G(2)) and G˜ = (G˜(1), G˜(2)),
RG˜(i, j) = RG(i, j)−
3∑
m,m′=1
E(GiWm)R
−1
W (m,m
′)E(GjWm′) .
We conclude that under our assumptions,
max
i,j
‖RG˜(i, j)−RY˜ (i, j)‖ ≤ c .
The conclusion now follows by using Slepian’s lemma as in the proof of Proposition
A.2. 
References
[ABB15] Louis-Pierre Arguin, David Belius, and Paul Bourgade. Maximum of the characteristic
polynomial of random unitary matrices. ArXiv:1511.07399, 2015.
[ABR08] L. Addario-Berry and B. A. Reed. Ballot theorems, old and new. In Horizons of com-
binatorics, volume 17 of Bolyai Soc. Math. Stud., pages 9–35. Springer, Berlin, 2008.
[ABR09] Louigi Addario-Berry and Bruce Reed. Minima in branching random walks. Ann.
Probab., 37(3):1044–1079, 2009.
[Aı¨d13] Elie Aı¨de´kon. Convergence in law of the minimum of a branching random walk. Ann.
Probab., 41(3A):1362–1426, 2013.
[Bax61] Glen Baxter. Polynomials defined by a difference system. J. Math. Anal. Appl., 2:223–
263, 1961.
[BDZ14] Maury Bramson, Jian Ding, and Ofer Zeitouni. Convergence in law of the maximum
of nonlattice branching random walk. Preprint arXiv:1404.3423v1, 2014.
[BDZ16] Maury Bramson, Jian Ding, and Ofer Zeitouni. Convergence in law of the maximum of
the two-dimensional discrete gaussian free field. Comm. Pure Appl. Math., 69(1):62–
123, 2016.
[Bo¨t95] Albrecht Bo¨ttcher. The Onsager formula, the Fisher-Hartwig conjecture, and their
influence on research into Toeplitz operators. J. Statist. Phys., 78(1-2):575–584, 1995.
Papers dedicated to the memory of Lars Onsager.
[Bra78] Maury D. Bramson. Maximal displacement of branching Brownian motion. Comm.
Pure Appl. Math., 31(5):531–581, 1978.
[Bra83] Maury Bramson. Convergence of solutions of the Kolmogorov equation to travelling
waves. Mem. Amer. Math. Soc., 44(285):iv+190, 1983.
[BZ11] Maury Bramson and Ofer Zeitouni. Tightness of the recentered maximum of the two-
dimensional discrete Gaussian free field. Comm. Pure Appl. Math., 65:1–20, 2011.
[Car05] Francesco Caravenna. A local limit theorem for random walks conditioned to stay
positive. Probab. Theory Related Fields, 133(4):508–530, 2005.
[CFKP97] James W. Cannon, William J. Floyd, Richard Kenyon, and Walter R. Parry. Hyperbolic
geometry. In Flavors of geometry, volume 31 of Math. Sci. Res. Inst. Publ., pages 59–
115. Cambridge Univ. Press, Cambridge, 1997.
[DE01] Persi Diaconis and Steven N. Evans. Linear functionals of eigenvalues of random ma-
trices. Trans. Amer. Math. Soc., 353(7):2615–2633, 2001.
[DRZ15] Jian Ding, Rishideep Roy, and Ofer Zeitouni. Convergence of the centered maximum
of log-correlated gaussian fields. ArXiv:1503.04588, 2015.
[DS94] Persi Diaconis and Mehrdad Shahshahani. On the eigenvalues of random matrices. J.
Appl. Probab., 31A:49–62, 1994. Studies in applied probability.
CUE FIELD 67
[FB08] Yan V. Fyodorov and Jean-Philippe Bouchaud. Freezing and extreme-value statis-
tics in a random energy model with logarithmically correlated potential. J. Phys. A,
41(37):372001, 12, 2008.
[FHK12] Yan V. Fyodorov, Gaith A. Hiary, and Jonathan P. Keating. Freezing transition, char-
acteristic polynomials of random matrices, and the Riemann Zeta function. Phys. Rev.
Lett., 108:170601, 2012.
[FK14] Yan V. Fyodorov and Jonathan P. Keating. Freezing transitions and extreme values:
random matrix theory, and disordered landscapes. Philos. Trans. R. Soc. Lond. Ser.
A Math. Phys. Eng. Sci., 372(2007):20120503, 32, 2014.
[HKO01] C. P. Hughes, J. P. Keating, and Neil O’Connell. On the characteristic polynomial of
a random unitary matrix. Comm. Math. Phys., 220(2):429–451, 2001.
[Joh97] Kurt Johansson. On random matrices from the compact classical groups. Ann. of Math.
(2), 145(3):519–545, 1997.
[KS00] J. P. Keating and N. C. Snaith. Random matrix theory and ζ(1/2+ it). Comm. Math.
Phys., 214(1):57–89, 2000.
[Mad15] Thomas Madaule. Maximum of a log-correlated Gaussian field. Ann. Inst. Henri
Poincare´ Probab. Stat., 51(4):1369–1431, 2015.
[Sze52] G. Szego¨. On certain Hermitian forms associated with the Fourier series of a positive
function. Comm. Se´m. Math. Univ. Lund [Medd. Lunds Univ. Mat. Sem.], 1952(Tome
Supplementaire):228–238, 1952.
[Sze75] Ga´bor Szego˝. Orthogonal polynomials. American Mathematical Society, Providence,
R.I., fourth edition, 1975. American Mathematical Society, Colloquium Publications,
Vol. XXIII.
[Wie02] K. Wieand. Eigenvalue distributions of random unitary matrices. Probab. Theory Re-
lated Fields, 123(2):202–224, 2002.
