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 本論⽂は５章で構成される。まず、第 2 章で本論⽂における演算増幅器の設計⼿順






















































	 Neural network による初期回路の決定 
2.1 Neural network 
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 図 2.3 に⽰す３層 NN を例に考える。⼊⼒を𝑥4(𝑖 = 1,2,3, … 𝐼)、⼊⼒層-中間層ノード
間の重みを𝑤$4:;(𝑗 = 1,2,3, … 𝐽)とすると、例えば、ノードℎ;から出⼒される信号𝑢?@
は、活性化関数σを適⽤され、 𝑢?@ = 𝜎(𝑥$𝑤$$-; + 𝑥'𝑤$'-; + ⋯+ 𝑥C𝑤$C-;) 2. 3  
 
となる。同様にして、ノード𝑦Dの出⼒𝑢EF(𝑘 = 1,2,3, …𝐾)は⼊⼒層-中間層ノード間の




































































 NN により構築した素⼦値推論モデルにより、回路トポロジーA 及び B が最低要件
を満たすよう、素⼦値を推論設計する。設定した最低要件は 2.3.15 節で⽰す。本モデ









・	変更するのは Multyply (M)のみ、回路トポロジーは固定 
・	PMOS チャネル幅 2.0 [um]、チャネル⻑ 0.2 [um]で固定 
・	NMOS チャネル幅 1.0 [um]、チャネル⻑ 0.2 [um]で固定 
・	抵抗値は 100 [kΩ]の倍数で変更 






















































た。この際使⽤した回路トポロジーを回路 A（図 2.5）、回路 B（図 2.6）に⽰す。 































表 2. 1: ハイパーパラメータ設定値 
ハイパーパラメータ 種類 
隠れ層 1 ユニット数 400 












































































 電源電圧は 3V 以下とし、本研究では両電源を±1.5V とした。 
 
2.3.2 消費電流（CC） 





 また、電源電圧と温度を変化させ、バイアスの安定性を評価する。表 2.1 に⽰すよ
うに、電源電圧を設定した値かつ温度を 25 度で解析した際のバイアス電流の⼤きさを
I0 とし、電源電圧を設定した値の±10％、温度を-40 度、25 度及び 80 度と設定した際




















表 2. 2: バイアス電流の安定性評価 
 
 温度 
-40℃ 25℃ 80℃ 
電源電圧 設定値×0.9 V I1 I2 I3 
設定値 [V] I4 I0 I5 




















 出⼒抵抗値算出のため、図 2.7 に⽰すテストベンチを⽤いて伝達関数解析を⾏う。





をかけて解析を⾏う。図 2.7 についても、抵抗 R1 及び R2 によって負帰還が構成され
ている。この状態で伝達関数解析を⾏うと、負帰還がかかる閉ループの出⼒抵抗値が
出⼒される。そのため、実際の出⼒抵抗値を得るには、解析結果を補正する必要があ
る。演算増幅器の実際の出⼒抵抗を ro とすると、出⼒抵抗の解析値 ro-sim との関係は次
式で表される。 
𝑟U = １ + 𝛽𝐴U:X4Y1𝑟U:X4Y − 1𝑅$ + 𝑅' − 𝛽𝐴U:X4Y𝑅\ 2. 6  
 
ここで𝐴U:X4Yは直流利得の解析による算出結果（次節参照）、𝑅\は直流利得を求める際




 図 2.8 のテストベンチを⽤いて⼩信号解析を⾏い、直流利得を算出する。⼊⼒電圧
には直流 0V、交流 1V を⽤いる。 













 𝐴U = 𝑅\ + 𝑟U𝑅\ 𝐴U:X4Y 𝟐. 7  
 


















 図 2.8 のテストベンチを使⽤して⼩信号解析を⾏い、位相余裕を算出する。⼊⼒電
圧には直流 0V、交流 1V を⽤いる。 
 ⼀般的に、位相余裕は「開ループ利得が 0dB になった時、周波数において出⼒電圧
の位相回転が 180 度になるのに必要な位相」と定義されている。したがって、開ルー








 図 2.8 のテストベンチを⽤いて⼩信号解析を⾏い、利得帯域幅積を算出する。⼊⼒
電圧には直流 0V、交流 1V を⽤いる。 
 演算増幅器は開ループ利得が 0dB 以上の周波数特性において、単⼀の極しか持たな
いよう設計されるのが⼀般的である。この極を主要極と呼ぶ。このため、演算増幅器
の開ループ利得をボード線図上にプロットした際、主要極より⾼い周波数帯域で利得






特性が 0dB になった周波数までの帯域を単⼀利得帯域と呼ぶ。 
 評価には、以下の２項⽬のうち⼩さい⽅の値を⽤いる。 
 






 図 2.7 のテストベンチを⽤いて⼩信号解析及び雑⾳解析を⾏い、⼊⼒換算雑⾳を求






 図 2.7 のテストベンチを⽤いて過渡解析を⾏い、スルーレートを求める。⼊⼒電圧
は、⽴ち上がり及び⽴ち下がり共に傾きが 100V/ns となるようなステップ電圧を印加



















































 図 2.7 のテストベンチを⽤いてフーリエ解析と過渡解析を⾏い、全⾼調波歪を算出す
る。電源電圧はそれぞれ 0V から𝑉mm及び 0V から𝑉XXへと変化するステップ⼊⼒を加え
る。⼊⼒電圧は周波数 100Hz、振幅 2.5mV の正弦波とし、電源電圧のステップが変化
してから 1ms 後に加える。全⾼調波歪は回路の出⼒が定常状態となる部分で評価する。
評価するためには基本波の 1 波分のデータがあれば⼗分であるため、評価には 最後の
1 波(10ms)の結果のみ⽤いる。ここで、重要となる部分が 1 波分のデータポイント数で
ある。データポイントを多く取得する程、計算精度は向上するが、⼀般的に、基本波の
周期の 1/100 の間隔でデータを出⼒する。つまり、1 波当たり 100 ポイントのデータが




 同相除去⽐(CMRR)を求めるために、図 2.12 のテストベンチを⽤いて⼩信号解析を




























⼀⽅、演算増幅器の開ループ利得は差動利得𝑉mと呼び、次式で与えられる。 𝐴n = 𝑉Um𝑉4o 2. 10  
CMRR は差動利得𝐴mを同相利得𝐴nで割ったものであり、次式より求められる。 𝐶𝑀𝑅𝑅 = 𝐴m𝐴n = 𝑉Um𝑉4o 𝟐. 11  
















 電源電圧変動除去⽐(PSRR)を求めるために、図 2.13 のテストベンチを⽤いて⼩信
号解析を⾏う。⼊⼒電圧には直流 0V、交流 1V を⽤いる。 電源と演算増幅器の電源
端⼦の間に⼩信号電圧源を挿⼊し、⼊⼒端⼦ を接地した上で、出⼒電圧を求める。こ
の際、𝑉mmと𝑉XXの両⽅に同時に⼩信号源を挿⼊しない。演算増幅器の開ループ利得を𝐴m、𝑉mmから出⼒への利得を𝐴mm、𝑉XXから出⼒への利得を𝐴XXとすると、各々の PSRR は以下
の式で算出でき、周波数 0.1Hz における両者のうち、⼩さい値を PSRR とする。 
 
図 2. 12: CMRR のシミュレーションに⽤いるテストベンチ 
26 
 
𝑃𝑆𝑅𝑅tuu = 𝐴m𝐴mm 𝟐. 12  
















































































1 − 𝑉𝑜𝑢𝑡 − 𝑉𝑜𝑠𝐺𝑉𝑖𝑛 < 0.05 𝟐. 14  
この時に得られた最⼤と最⼩⼊⼒電圧を𝑉4oYz{と𝑉4oY4oとした場合、同相⼊⼒電圧範囲𝑉nY|は次式で求められる。 

























































次式で出⼒電圧範囲𝑉U|を求める。 1 − 𝑉𝑜𝑢𝑡 − 𝑉𝑜𝑠𝑉𝑖𝑛 < 0.05 𝟐. 17  








































電源電圧（SV） Rail-to-rail 電圧が 3V 以下 
消費電流（CC） （変動に関する条件） 
消費電⼒（PD） 100mW 以下 
出⼒抵抗（OR） 無し 
直流利得（DCgain） 40dB 以上 
位相余裕（PM） 45deg 以上 
利得帯域幅積（GBP） 1MHz 以上 
⼊⼒換算雑⾳（IRN） 無し 
スルーレート（SR） 0.1eV/us 以上 
全⾼調波歪（THD） 1.0%以下 
同相除去⽐（CMRR） 40dB 以上 















 強化学習の基本的なフレームワークを図 3.1 に⽰す。このようなモデル化は、強化学






















1. エージェントが時刻𝑡において観測した環境の状態𝑠(𝑡)に応じて意思決定を⾏い、  
⾏動𝑎(𝑡)を出⼒ 
2. エージェントの⾏動により環境が状態𝑠(𝑡 + 1)に遷移 
3. 環境は遷移に応じた報酬𝑟(𝑡)をエージェントへ与える 






・状態𝑠 ∈ 𝑆・・・環境が現在どうなっているかを⽰す 
・⾏動𝑎 ∈ 𝐴・・・エージェントが環境に対してどのような影響を与えられるかを⽰す 
・報酬𝑟 ∈ 𝑅・・・ある状態においてエージェントが⾏動を起こした結果どの程度の報酬 




































 本アルゴリズムにおいて Q 値は、式(3.1)の期待値𝐸zIを𝑚𝑎𝑥zIと置き換え、以下























































⽰す 4 パターンである。 
 
表 3. 1: 倒⽴振り⼦問題における状態 
状態 最⼩値 最⼤値 
滑⾞の位置[m] -2.4 2.4 
滑⾞の速度[m/s] -3.0 3.0 
棒の⾓度[deg] -41.8 41.8 
棒の⾓速度[rad/s] -2.0 2.0 
 
⾏動 













期間をまとめたものである。１ステップは 1 回の⾏動に相当する。 
 
・棒が倒れない限り 1 ステップごとに報酬を 1 得る 
・1 エピソードで 195 以上の報酬が得られれば成功 




以上のような設定の下、時刻𝑡において状態𝑠の場合に適切な⾏動𝑎を返す関数、 𝑎l = 𝐴(𝑠l)を求めることが最終的な⽬標となる。この後の学習過程は前述のアルゴリズ
ムに従う。実際の Q 学習では式（3.2）に⽰した⾏動価値関数𝑄 𝑠l, 𝑎l を保持及び更新
可能なものとするために、2 次元の表として表す。これを Q テーブルと呼ぶ。倒⽴振
り⼦問題の場合の Q テーブルを図 3.3 に⽰す。これは、⾏⽅向が各状態、列⽅向が各
⾏動で構成されており、各マスにあらゆる場合の報酬が格納される。ここで、状態は
表 3.1 で⽰した 4 変数であり連続値である。つまり、状態を表とするには離散化をす
る必要がある。例えば、各状態を 6 分割する場合、状態の総数は6 = 1296と定義され




 ここで、実際の学習過程を⾒てゆく。例えば時刻 t=100 で棒が倒れたとすると、























𝑄 𝑠1, 𝑎1 𝑄 𝑠1, 𝑎2
𝑄 𝑠2, 𝑎1 𝑄 𝑠2, 𝑎2

































































成 30 年度演算増幅器設計コンテストで使⽤されたものを参考にした。 
 
スコア = 𝑆𝑅[𝑉/𝜇𝑠]×𝐷𝐶𝑔𝑎𝑖𝑛[𝑑𝐵]×𝐶𝑀𝐼𝑅[%]𝐶𝐶[𝐴] 3. 3  
   
これにより、より⼩さい Q テーブルで複数の回路状態を表現可能となり、学習が⾼
速になると考えたからである。離散化の分割数と範囲は表 3.2 に⽰した。表 3.2 中の𝑛
は、初期回路の評価値を、 𝑋𝑒 + 𝑛							(𝑋 ≥ 1) 3. 4  
 
とした時の値である。また、⽬標値は回路構成ごとに変え、その値を表 3.3 にまとめた。 
 









表 3. 3: 設定⽬標値 
回路トポロジー ⽬標値 
回路 A 1.00e+19 
















3. 5  
・現在の評価値が初期回路の評価値未満であった場合 
報酬＝0 3. 6  
 
その他のパラメータ 



































A 及び図 2.6 に⽰した回路 B である。まず、回路 A について初期回路の素⼦値と改良
後の素⼦値を表 4.1 にまとめた。図中、素⼦値は Multiply の⼤きさを表す。次に、回
路特性値及び最低要件との⽐較を表 4.２にまとめた。同様にして、回路 B の素⼦値の






表 4. 1: 回路 A の素⼦値⽐較 
素⼦名 初期値 設計値 
M1 12 2 
M2, M3 9 22 
M4, M5 16 1 
M6 3 19 
M7 15 3 
M8 28 13 
R1 13 32 









表 4. 2: 回路 A の回路特性⽐較 
評価項⽬ 最低要件 初期回路特性 設計回路特性 
CC [A] 無し 1.19e-05 1.68e-05 
PD [W] 1.00e-01 以下 3.59e-05 5.06e-05 
DCgain [dB] 4.00e+01 以上 6.13e+01 5.97e+01 
PM [deg] 4.50e+01 以上 7.41e+01 5.95e+01 
GBP [Hz] 1.00e+06 以上 2.70e+06 7.09e+06 
SR [V/s] 1.00e+05 以上 1.93e+06 3.33e+10 
THD [%] 1.00e+00 以下 4.82e-01 4.82e-01 
CMRR [dB] 4.00e+01 以上 4.07e+01 4.04e+01 
PSRR [dB] 4.00e+01 以上 4.08e+01 4.04e+01 
OVR [%] 5.00e+00 以上 5.53e+01 5.49e+01 
CMIR [%] 5.00e+00 以上 9.97e+01 1.00e+02 
OR [Ω] 無し 1.94e+05 1.64e+05 
IRN [Hz] 無し 7.19e-02 2.43e-02 





表 4. 3: 回路 B の素⼦値⽐較 
素⼦名 初期値 設計値 
M1 16 9 
M2 15 9 
M3 19 19 
M4, M5 14 7 
M6, M7 12 17 
M8, M9 51 37 
M10, M11 2 34 
M12 14 11 
M13 24 27 
M14 20 4 
R1 14 18 
R2 17 17 
R3 5 30 
R4 2 28 























表 4. 4: 回路 B の回路特性⽐較 
評価項⽬ 最低要件 初期回路特性 設計回路特性 
CC [A] 無し 7.87 e-03 2.54e-03 
PD [W] 1.00e-01 以下 2.36 e-02 7.62 e-03 
DCgain [dB] 4.00e+01 以上 5.53 e+01 6.19 e+01 
PM [deg] 4.50e+01 以上 9.66 e+01 4.73 e+01 
GBP [Hz] 1.00e+06 以上 2.06 e+06 1.94 e+06 
SR [V/s] 1.00e+05 以上 9.10 e+05 6.61 e+09 
THD [%] 1.00e+00 以下 4.82 e-01 4.82 e-01 
CMRR [dB] 4.00e+01 以上 5.49 e+01 6.04e+01 
PSRR [dB] 4.00e+01 以上 5.47 e+01 6.03 e+01 
OVR [%] 5.00e+00 以上 9.96 e+01 1.00 e+02 
CMIR [%] 5.00e+00 以上 9.55 e+01 9.96e+01 
OR [Ω] 無し 1.04 e+03 3.70 e+03 
IRN [Hz] 無し 6.59 e-02 7.77 e-02 





4.2 Q-learning による素⼦値変更⼿順獲得の検証 
ここで、本研究では「最低要件を満たしつつ⽬標値以上の性能実現」に加え、 
Q-learning の特徴に注⽬した、「過去の経験を利⽤した、最適な素⼦設計経路の確⽴」







































































 学習中期のスコア推移を図 4.3（エピソード 51）、図 4.4（エピソード 53）、図 4.5
（エピソード 55）に⽰した。まず、図 4.1 の学習初期の推移と⽐較すると、初期では
80 ステップでスコア 2e+18 程度まで到達したが、中期では 20 ステップで到達してい
る。1 ステップ＝1 ⾏動であるため、⾼スコアに⾄るまでの⾏動数が少なくなってい
る。つまり、経験を有効に利⽤し、より少ない⾏動で⾼スコアを実現する⾏動⼿順を
学習したと考えられる。また、学習中期のスコア推移である図 4.3、図 4.4、図 4.5 を
それぞれ⽐較すると、例えば、ステップ 40 付近ではどのエピソードにおいても



































































 学習後期のスコア推移を図 4.6、図 4.7 に⽰した。この結果と学習初期・中期の推移
と⽐較する。例えばスコア 4e+18 に到達した時間（ステップ数）を⽐較すると、初期
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