Error probability distribution associated with a given Clifford measurement circuit is described exactly in terms of the circuit subsystem code previously introduced by Bacon, Flammia, Harrow, and Shi. In particular, this gives a prescription for maximum-likelihood decoding with a given measurement circuit.
Quantum computation offers exponential algorithmic speed-up for some classically hard problems. This promise is conditional in a fundamental way upon the use of quantum error correction (QEC). However, despite an enormous progress achieved both in theory and experiment during the quarter century since the invention of QEC [1] , universal repetitive QEC protecting against both phase and amplitude errors has not yet been demonstrated in any of the qubit systems constructed to date. This illustrates the enormous difficulty of building quantum computers (QCs) with sufficiently small error rates.
Given also the engineering difficulties with scaling up the number of qubits [2] , it is important that on the algorithmic side one tries to achieve every optimization possible. Among other things, we would like to maximize the probability of successful syndrome-based decoding with QEC. Given the available hardware, this requires choosing the optimal code, the optimal measurement circuit, and the optimal decoder. In particular, a decoder should be designed for the specific syndrome measurement circuit, as it must be aware of the associated correlations between the errors [3] [4] [5] -at sufficiently high error weights such correlations are present even in fault-tolerant (FT) circuits designed to prevent a single fault from affecting multiple data qubits.
A feasible approach to building a decoder optimized for the specific measurement circuit is to train a neural network (NN) using extensive simulation data [6] [7] [8] [9] [10] [11] [12] . However, as is commonly the case with NNs, there is always a question whether training has been sufficient to achieve optimal decoding performance.
The goal of this work is to analyze analytically error correlations resulting from a Clifford measurement circuit, e.g., when single-qubit X, Y , or Z Pauli errors are allowed to happen in any interval between the gates, and are subsequently propagated along the circuit. Main result is that such correlations can be accounted for by using phenomenological error model (no error correlations) with the circuit-associated subsystem code constructed by Bacon, Flammia, Harrow, and Shi [13, 14] . Thus, any generic decoder capable of dealing with uncorrelated data and syndrome measurement errors in highly-degenerate sparse-generator subsystem codes can be rendered to account for circuit-level error correlations. Maximumlikelihood (ML) decoding can be done by comparing free energies for certain random-bond Ising models. The construction can also be extended to include additional correlations between errors in different fault locations.
An immediate application is expected to be in designing decoders approaching true ML decoding for use in quantum memory. In particular, more accurate decoding and optimization, with the ability to account for error rates' variations on individual qubits, could help improve QEC to the level sufficient to pass the break-even point and show coherent lifetimes longer than that of an unprotected qubit in present-day or near-future devices. Related techniques could also be more widely applicable for design and analysis of FT protocols and control schemes. Examples include error correction with FT gadgets like flag error correction [15] [16] [17] , schemes for protected evolution, e.g., using code deformations where conventional approaches may result in a reduced distance [18] , and optimized single-shot error-correction protocols [19] [20] [21] . In addition, thorough analytical understanding of error correlations could be useful for fundamental analysis of thresholds, e.g., to extend the bounds in Refs. 22 and 23.
Background. Generally, an n-qubit quantum code Q is a subspace of the n-qubit Hilbert space H
stabilizer code is a 2 k -dimensional subspace specified as a common +1 eigenspace of all operators in an Abelian stabilizer group S ⊂ P n , −1 1 ∈ S, where the n-qubit Pauli group P n is generated by tensor products of single-qubit Pauli operators. The stabilizer is typically specified in terms of its generators, S = S 1 , . . . , S n−k . The weight of a Pauli operator is the number of qubits that it affects. The distance d of a quantum code is the minimum weight of a Pauli operator L ∈ P n which commutes with all operators from the stabilizer S, but is not a part of the stabilizer, L ∈ S. Such operators act nontrivially in the code and are called logical operators.
A subsystem code [24, 25] is a generalization of a stabilizer code where only some of the logical qubits are used. More precisely, given a stabilizer group S, the stabilized subspace Q S is further decomposed into a tensor product of two subspaces, Q S = Q L ⊗ Q G , where Q L is a 2 k dimensional subspace used to store the quantum information, while we do not care about the state of the "gauge" qubits in the subspace Q G after the recovery. The logical operators acting in Q G , along with the operators from the stabilizer group S generate the non-Abelian gauge group G which fully characterizes the subsystem code. In particular, the center Z(G) is formed by the elements of the original stabilizer S, up to a phase i m , m ∈ {0, 1, 2, 3}. A Pauli error E that anticommutes with an element of the stabilizer, ES = −SE, is called detectable. Such an error results in a non-zero syndrome s = {s 1 , . . . , s r } whose bits s i ∈ {0, 1} are obtained by measuring the eigenvalues (−1)
si of the chosen set of stabilizer generators S i , i = {1, . . . , r}. Unlike in the case of classical codes, there may be many equivalent (mutually degenerate) errors resulting in the same syndrome. For a subsystem code these are EG E, where G ∈ G is any element of the gauge group; such errors cannot and need not be distinguished. In contrast, multiplication by a logical operator L gives an error with the same syndrome but from an inequivalent class, EL E.
Analysis of error correction is conveniently done using quaternary or equivalent binary representation of the Pauli group [26, 27] 
⊗n and
n , is mapped, up to a phase, to a length2n binary vector e = (u|v). Two Pauli operators U 1 , U 2 commute iff the symplectic inner product
of the corresponding binary vectors is zero, e 1 e T 2 = 0. Here I n is the n × n identity matrix. Thus, if H = (H X |H Z ) is an r × 2n binary matrix whose rows represent stabilizer generators, andH ≡ H Σ = (H Z |H X ), then error U e with binary representation e = (u|v) would result in the syndrome s T =He T . If we similarly denote G = (G X |G Z ) an m × 2n matrix formed by the gauge group generators (in a stabilizer code G = H), the errors with binary representation e and e = e + αG are equivalent, e e, for any length-m binary string α ∈ F ⊗m 2 . Gauge or stabilizer generators can be measured with a Clifford circuit which consists of ancillary qubit initialization and measurement in the preferred (e.g., Z) basis, and a set of unitary Clifford gates, e.g., single-qubit Hadamard H and phase P gates and two-qubit CNOT. Generally, a Clifford unitary U maps Pauli operators to Pauli operators, E = U † EU , E, E ∈ P n . Ignoring the overall phase (for complete description, see Refs. 28 and 29) , this corresponds to a linear map of the corresponding binary vectors, (e ) T = Ce T , where C ≡ C U is a symplectic matrix with the property C T ΣC = Σ. Consider the most general Pauli error channel
where P(e) is the probability of an error E e with binary representation e, with the irrelevant phase disregarded. Technically, P(e) is a 2n-variate Bernoulli distribution. A convenient representation of multi-variate Bernoulli distributions was given by Dai et al. in Ref. 30 . Namely, for a single variable x ∈ {0, 1}, we can write
, where p 0 + p 1 = 1 are the outcome probabilities. For m variables we have, similarly, the product of 2 m terms
where probabilities are assumed positive, p x > 0. For any given x ∈ F m 2 only one exponent is non-zero so that the result is p x . Taking the logarithm and expanding, one obtains the corresponding "energy" E ≡ − ln P(x) as a polynomial of n binary variables. The corresponding coefficients can be viewed as binary cumulants [30] ; presence of high-degree terms indicates a complex probability distribution with highly non-trivial correlations.
For applications it is more convenient to work with spin variables s i = (−1)
xi ≡ 2x i − 1, and rewrite the energy function using the general Ising representation first introduced by Wegner [31] ,
parameterized by the binary spin-bond incidence matrix θ and the bond coefficients K b . While most general Bernoulli distribution requires 2 n − 1 coefficients, in the absence of high-order correlations significantly fewer terms would be necessary. In such a case the matrix θ can be sparse, e.g., with bounded row and column weights. In the simplest case of independent identically-distributed (i.i.d.) bits with equal set probabilities p 1 = p, p 0 = 1−p, we can take θ = I m the identity matrix and all coefficients equal, K = ln(1 − p) − ln p. Correlated errors with a quantum code. Coming back to general error channel (2) and using the binary representation of Pauli errors, parameterize the probability P(e) in terms of a 2n × m coupling matrix θ and a set of coefficients K b ,
where b ∈ {1, . . . , m}, m < 2 2n , and expression [eθ] b in the exponent is the component of the row-vector eθ. In particular, with independent X and Z errors, one gets θ = Σ, and e K b = (1 − p X )/p X for b ≤ n, and the corresponding expression with p X → p Z for b > n. In the case of the depolarizing channel with error probability p, one has, instead,
where the three column blocks correspond to X, Y , and Z errors, respectively. Additional correlations between the errors can be introduced by adding columns to matrix θ and the corresponding coefficients K b .
Given a probability distribution in the form (5), it is easy to construct an expression for probability of an error equivalent to e in a subsystem code with gauge generator matrix G, extending the approach of Refs. 32-34, and reproducing some of the results from Ref. 5 . A substitution e → e + αG and a summation over α gives,
Here C is a normalization constant and Z (Θ, {K b }) can be thought of as the partition function of an Ising model with spin-bond incidence matrix Θ and coupling coeffi-
Components of the binary vector indicate the bonds whose signs have to be flipped. Notice that with both the gauge generator matrix G and the error correlation matrix θ sparse, the incidence matrix Θ = Gθ in Eq. (6) is also sparse. Measurement circuit as a stabilizer code. Now, consider error correlations resulting from a measurement circuit formed by Clifford gates. I will follow Refs. 13 and 14 and consider an n-qubit circuit, n = n 0 + n a , with n 0 data qubits and n a ancillary qubits. First, ancillary qubits are initialized in |0 , second, a collection of Clifford gates forms a unitary U , and finally the ancillary qubits are measured in the Z basis, see Fig. 1 . In the absence of errors and in the event of all measurements returning +1 (zero syndrome), the corresponding evolution is described by the matrix
where I is a single-qubit identity operator. The circuit is assumed to be a good error-detecting circuit for some stabilizer code
Generic circuit with n0 data and na ancillary qubits initialized to |0 and measured in Z basis. In practice, ancillary qubit can be measured during evolution, and subsequently reused after initialization. However, there is no mechanism for adapting the gates to the measurement results.
The stabilizer group S 0 of the code Q 0 has been characterized in Ref. 14. Consider a product of ancillary Z-
2 , after it is evolved back through the circuit, A g ≡ U † (I ⊗n0 ⊗ Z g )U , and denote its decomposition into operators supported on the data and ancillary qubits, A g = E 0 (g) ⊗ E a (g). Lemma 11 in Ref. 14 states, in particular:
(a) whenever E a (g) is a product of Z j operators, the corresponding E 0 (g) ∈ S 0 is in the stabilizer group; such operators Z g form a group H; (b) the entire stabilizer group S 0 can be obtained this way, i.e., for any S ∈ S 0 there exists Z g ∈ H such that E 0 (g) = S. This immediately implies that for every g such that Z g ∈ H, and any error E ∈ P n0 on the data qubits which evolves into U (E ⊗ I ⊗na )U † = E 0 ⊗ E a , where E 0 and E a are Pauli operators on the data and ancillary qubits, respectively, E a anticommutes with Z g iff E anticommutes with A g . That is, syndrome for the input code Q 0 can be extracted by measuring an appropriate (sub)set of generators of H at the end of the circuit.
Additionally, Eq. (24c) in the proof of Lemma 11 in Ref. 14 implies that the remaining operators Z g ∈ H act as gauge generators in a subsystem code. That is, instead of measuring Z g directly, one can measure the individual Z j on ancillary qubits and calculate the product of the corresponding eigenvalues, i z gi n0+i . Further, note that a good error-detecting circuit also defines an output code Q 0 ⊆ H ⊗n0 2 which encodes the same number of qubits k. Indeed, since V † V = cΠ Q0 , matrix V has only one non-zero singular value, √ c; this immediately gives V V † = cP, with the projector onto a space Q 0 ⊆ H ⊗n0 2 of the same dimension 2 k , the output code. Moreover, for any input state |ψ ∈ Q 0 , the output |ψ ≡ V |ψ ∈ Q 0 is in the output code, and the corresponding transformation is a (scaled) unitary; the scaling factor √ c can be removed by measuring only the operators Z g ∈ H on the output.
Even though this map between Q 0 and Q 0 is unitary, the distance d of the output code does not necessarily equals d. In particular, adding a unitary decoding circuit on output data qubits may be used to render d = 1.
Errors in a Clifford circuit. Given the circuit, define N possible Pauli error locations, portions of horizontal wires starting and ending on a gate or an input/output end of the wire. A circuit error is a set of N singlequbit Pauli operators E = {P 1 , . . . , P N }. Using standard circuit identities, any circuit error E can be propagated forward to the output of the circuit, thus giving an equivalent data error E 0 (E) ∈ P n0 and the (gauge) syndrome σ (E) ∈ F na 2 corresponding to the measurement results. Clearly, there is a big redundancy even if phases are ignored, as many circuit errors can result in the same or equivalent E 0 (E) and σ (E). The goal is to find the conditional probability distribution for the equivalence class of E 0 (E) given the measured value of σ (E).
Instead of doing the summation over the full set of 4 N circuit errors E and classifying the corresponding output errors, I am going to sum over the generators of the error equivalence group. These are comprised by the following: (i) Trivial circuit errors where a single-qubit Pauli P i is followed by the same error propagated across the subsequent gate so that the net error has no effect; (ii) Ancillary Z j errors right after the initialization to |0 and right before the Z-basis measurement;
(iii) Data input errors corresponding to stabilizer generators of the input code Q 0 and output errors corresponding to those of the output code Q 0 . In every case, the error E equivalent to E is obtained by multiplying single-qubit Pauli in each location by the same-location Pauli in the generator; as usual, the phases are not important. In the following I will show that the circuit error equivalence group generated by these transformations is exactly the gauge group of the subsystem code associated with the circuit as constructed in Ref. 14. This group is generated by transformations in (i) and (ii); generators in (iii) are superficial and may be omitted.
The analysis of these equivalence transformations can be conveniently done using the representation in terms of length-2N binary vectors e ≡ (u|v) ∈ F 2N 2 . Multiplication by the generators of the equivalence group amounts to addition of the corresponding binary vectors g. In particular, starting with trivial circuit errors (i), a single-qubit Hadamard gate connecting circuit positions i and j corresponds to a pair of generators with non-zero elements (u i , v i |u j , v j ) = (10|01) and (01|10) (X i propagates into Z j and v.v.), a phase gate similarly corresponds to (10|10) and (01|11) (Z i propagates into Z j and X i into Y j ), and a CNOT gate (10 00|10 00) (input Z i on the control and an output Z j on the same wire), (01 00|01 01) (input X i on the control and X j , X j on both outputs), (00 01|00 01) (target X pass-through), and, finally, (00 10|10 10). The generators for the singlequbit trivial errors in (ii) are even simpler, since a Z j maps to (u j , v j ) = (10). Now, combine the corresponding generators into a matrix G with 2N columns. The linear combinations of the corresponding rows are in a one-to-one correspondence (up to a phase) with the elements of the gauge group G for the circuit-associated subsystem code from Ref. 14. Indeed, that code operates in a formally defined N -qubit Hilbert space, with the gauge group G ⊂ P N . Further, unitary evolution U between the input and the output layers maps exactly into the equivalence transformations ("spackling" in Ref. 14) where an operator E with the support on the n = n 0 + n a circuit input locations is propagated along the circuit to the right, to yield E supported on the n output locations, with the corresponding n-qubit Pauli operators related by E = U EU † . A group containing the stabilizer group S 0 of the input code can be generated by Z i acting on the input ancillary qubits and those on the output ancillary qubits propagated backward, U † Z j U . Similarly, the stabilizer group S 0 of the output code can be obtained from U Z i U † and Z j where i and j run over the ancillary qubit locations at the input and the output of the circuit, respectively.
It is now trivial to obtain a formal expression for the conditional probability distribution of output errors. Given the binary form of an output data error e 0 ∈ F ⊗2n0 2 and a syndrome vector σ 0 ∈ F ⊗na 2 , form the corresponding vector e ≡ e(e 0 , σ 0 ) ∈ F 2N 0 , filling only the components corresponding to the output data qubits and ancillary X j just before the measurements corresponding to non-zero syndrome bits in σ 0 . Then, if the circuit error probability distribution is given by an analog of Eq. (5), the probability of an error equivalent to e ≡ e(e 0 , σ 0 ) is proportional to the Ising partition function Z eθ (Gθ, {K b }), cf. Eq. (6).
Discussion: code distance. How good can such a measurement protocol be? Is there a relation to the distance d of the subsystem code associated with the circuit?
Generally, if d 0 and d 0 are the distances of the input and the output codes, the distance of the corresponding circuit code satisfies d ≤ min(d 0 , d 0 ) . This follows from the fact that a logical operator of the input code, e.g., is naturally mapped to a (dressed) logical operator of the circuit code. An important result in Ref. [14] is that one can always design a fault-tolerant circuit so that the distance d of the corresponding subsystem code be as good as that of the input code,
Unfortunately, circuit-code distance d does not have a direct relation to the probability distribution of the output errors; even single-qubit output errors may remain undetected. This is a well known "feature" of quantum error correcting codes operating in a fault-tolerant regime, even for codes with single-shot properties [19] [20] [21] . Indeed, regardless of the circuit structure, errors on the data qubits in the locations just before the circuit output will not be detected.
In comparison, with a formally defined circuit code, such an error can be propagated back to the input layer and (when it is detectable, e.g., if its weight is smaller than the distance d 0 of the output code) it would necessarily anticommute with one or more combination(s) Z g of the ancillary qubits; it would thus be detectable in the circuit code. Causality does not permit such an operation with actual circuit evolution. Formally, this functionality is removed due to assumed ancillary qubit initialization to |0 .
Note that when an error correcting code is analyzed in a fault-tolerant setting, the standard numerical procedure is to add a layer of perfect stabilizer measurements (no measurement errors). This guarantees that all smallweight errors at the end of the simulation be detected, and thus recovers the distance d > 1 of the circuit code, without the need to violate causality.
Discussion: decoding algorithms. Error correlations have been analyzed with NN decoders [7, [9] [10] [11] [12] . Main disadvantage of such decoders is the need for extensive training; it is also difficult to verify whether a sufficient number of exponentially rare cases have been encountered. These problems become even more severe when dealing with an evolving system where a number of similar but distinct codes need to be decoded.
As designed, the circuit code is extremely sparse: with Hadamard, Phase, and CNOT gates the rows of the gen-erator matrix G have (quaternary) weights not exceeding three. By this reason, I expect that iterative decoders like belief propagation (BP) would fare even worse than with the usual (not so degenerate) quantum LDPC codes [35] . However, it is possible that exact model transformations, like the star-triangle transformation [36, 37] , could help reduce the degeneracy and thus enable the use of BP.
Ideally, one would like to implement maximumlikelihood (ML) decoding, exactly or approximately, to compute and find the maximum of the Ising partition function (7) . Such a calculation can be expensive. Computationally efficient ML decoders have been constructed for quantum convolutional codes [38] and for surface codes [39] in the channel model (perfect syndrome measurement). For the latter decoder, given a code encoding k qubits, the approach is to compare and choose the largest of all 2 2k partition functions corresponding to all non-trivial sectors; this can only be done in reasonable time for a code with k small.
Feasible approaches for evaluating the partition functions (7) include 3D tensor network contraction (see, e.g., in Ref. 40 , with complexity scaling as ∝ nχ 9 , where χ is the bond dimension) and Monte-Carlo (MC) methods constructed specifically for efficient calculations of free energy differences, e.g., the non-equilibrium dynamics method [41] or the classical Bennett acceptance ratio [42] . Notice that in application to surface codes, MC calculations are in essence simulations of bond-disordered 3D Ising model; such calculations can be done using GPU [43] , FPGA [44] , or TPU [45] hardware acceleration.
Discussion: circuit code optimization. The traditional approach to quantum error correction is to start with a code, come up with an FT measurement circuit, compile it to a set of gates available on a specific quantum computer, and then finally design a decoder. Instead, one could start with the list of permitted two-qubit gates on a particular device and enumerate all good error-detecting circuits, increasing circuit depth and the number of gates. Given the circuit, it is easy to find the parameters of the input/output codes, as well as construct the associated subsystem code. While at the end one would still need to evaluate and compare the performance of thus constructed codes, such a procedure could offer a substantial shortcut to circuit optimization, especially given the fact that it is easy to account for individual qubit's error rates.
