Let r be an integer. Let us call a polynomial f as a multi-r-ic polynomial if the degree of f with respect to any variable is at most r (this generalizes the notion of multilinear polynomials). We investigate arithmetic circuits in which the output is syntactically forced to be a multi-r-ic polynomial and refer to these as multi-r-ic circuits. Specifically, first define the formal degree of a node a with respect to a variable x inductively as follows. For a leaf it is 1 if a is labelled with x and zero otherwise; for an internal node labelled with * (respectively +) it is the sum of (respectively the maximum of) the formal degrees of the children with respect to x. We call an arithmetic circuit as a multi-r-ic circuit if the formal degree of the output node with respect to any variable is at most r. We prove lower bounds for various subclasses of multi-r-ic circuits.
INTRODUCTION
Arithmetic Models of computation. An arithmetic circuit computes a polynomial function over some underlying field F via a sequence of operations involving + and × starting from its inputs x1, x2, . . . , xN . We typically allow arbitrary constants from F on the incoming edges to a + gate so that a + gate can in fact compute an arbitrary F-linear combination of its inputs. The complexity of a circuit is measured in terms * A full version of this paper is available at eccc.hpiweb.de/report/2015/181/ of its size and its depth. The size of a circuit is the number of edges in the circuit. This corresponds to the number of binary operations in the computation. The depth of a circuit is the maximum length of a path from an input to the output node. This corresponds to the amount of parallelism afforded by the computation. The product-depth will correspond to the maximum number of product gates on a path from an input to the output. Being the most natural and intuitive way to compute polynomials, arithmetic circuits have been widely investigated (See for example the book by Bürgisser, Clausen and Shokrollahi [BCS97] or the more recent survey by Shpilka and Yehudayoff [SY10a] for an overview of the problems and results in this area). A central open problem in this area is to prove arithmetic circuit lower bounds (for some explicit family of polynomials). Progress on it has been made in the form of lower bounds for some subclasses of circuits, one of the most significant ones being Raz's lower bound for multilinear formulas 1 [Raz09] . A polynomial f (x) ∈ F[x] is said to be multilinear if its degree with respect to any variable is at most 1. A circuit is said to be (syntactically) multilinear if the polynomial computed at every node is syntactically forced to be multilinear -for details see Definition 1 for the special case of r = 1. We study formulas that are a natural generalization of the class of multilinear formulas. We now give some more motivation before giving a precise definition of the relevant circuit subclasses studied and the lower bounds obtained here.
Background. Motivated by the question of whether computation can be efficiently parallelized, one thread of work in this area [Hya79, VSBR83, AV08, Raz10, Koi12, Tav13, GKKS13a] gives the loss in size incurred in transforming a general circuit or formula into one of low-depth (sometimes with additional structural restrictions on the resulting lowdepth circuits). In particular, these results say that proving sufficiently strong lower bounds for (subclasses of) low-depth circuits implies lower bounds for arbitrary circuits as well. Low-depth circuits being easier to analyze, this might be a potential pathway to general lower bounds. Somewhat promisingly, a lot of new lower bounds have recently been proved for various subclasses of arithmetic circuits, particularly for low-depth subclasses [Kay12, GKKS13b, KSS14, FLMS14, CM14, KS14a, KLSS14, KS14b, KS15a, KS15d, KS15c]. However, most of the present lower bounds can only handle subclasses of circuits having formal degree which is 1 Recall that a formula is a circuit in which the underlying graph is in fact a tree. It is more convenient to work with the number of leaves of the tree as the size of the formula.
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The multi-r-ic circuit model. Intuitively, a multi-r-ic circuit is an arithmetic circuit in which the output polynomial is syntactically constrained to have degree at most r with respect to any individual variable. We now make this precise. Definition 1. Define the formal degree of a node α with respect to a variable xi in an arithmetic circuit inductively as follows. For a leaf α it is 1 if α is labelled with xi and zero otherwise; for an internal node α labelled with × (respectively +) it is the sum of (respectively the maximum of ) the formal degrees of the children with respect to xi. The formal degree of a circuit is the formal degree of its output node. We call an arithmetic circuit as a multi-r-ic circuit if the formal degree of the output node with respect to any variable is at most r.
The formal degree of a circuit represents what the degree of the output would have been if there were no cancellations and is always an upper bound on the degree of the output. Note that the formal (total) degree of a N -variate multi-r-ic circuit can be (r · N ) which is asymptotically larger than N when r = ω(1). In this work, we prove lower bounds for several subclasses of multi-r-ic circuits. Now, once one has a lower bound for some explicit polynomial f (x) ∈ F[x] against a circuit subclass C, it is desirable to try to make such an f come from as small a class D as possible 2 . Following this general theme, we have tried to minimize the complexity of our target polynomial f .
A polynomial is called homogeneous if all its monomials have the same total degree. A circuit is called homogeneous if all its internal nodes compute a homogeneous polynomial.
Our results. Our lower bounds hold over any field unless mentioned otherwise explicitly. Our first result is a superpolynomial lower bound for homogeneous multi-r-ic formulas.
Theorem 1. Homogeneous multi-r-ic formulas. Let r = r(N ) be any integer. There exists an explicit family of N -variate multi-r-ic polynomials PN,r such that any homogeneous multi-r-ic formula computing PN,r must have size at least 2 Ω(log 2 (N )) . Moreover, if the field F contains r distinct r-th roots of unity and has size at least (2N r) then PN,r can be computed by a poly(N r)-sized (nonhomogeneous) depth three multi-r-ic formula.
We probe a bit further in this direction and obtain improved lower bounds for homogeneous multi-r-ic formulas of low depth.
Theorem 2. Constant depth homogeneous multi-ric formulas. Let r = r(N ) be an integer and let p be an integer. If p = o log N log r+log log N then there exists an explicit family of N -variate multi-r-ic polynomials PN,r such that any homogeneous multi-r-ic formula of product-depth p computing PN,r must have size at least 2
. Moreover, if the field F contains r distinct r-th roots of unity and has size at least (2N r) then PN,r can be computed by a poly(N r)-sized (nonhomogeneous) depth three multi-r-ic formula.
The proofs of these two results follow the strategy of first facilitating the analysis by reducing the depth 3 and then proving lower bounds against the resulting low-depth formula. As one hopes to be able to implement some such strategy to obtain lower bounds against more powerful subclasses of circuits (maybe even general arithmetic circuits), it makes sense to prove lower bounds against low-depth multi-r-ic circuits (without the homogeneity restriction). Also, the "moreover" part of the above theorems shows that nonhomogeneous depth three multi-r-ic formulas are superpolynomially more powerful than homogeneous multi-r-ic formulas of arbitrary depth. This further motivates our next few results on lower bounds for low-depth multi-r-ic formulas without the homogeneity restriction. We represent a circuit of depth p with a sequence of p alternating symbols (either Σ or Π) wherein the leftmost symbol denotes the nature of the output gate. So for example, a ΣΠΣΠ circuit is a depth four circuit where the output gate is an addition gate. We denote by IMM n,d the (1, 1)-th entry of the product of d matrices of size n × n each.
Theorem 3. Depth four multi-r-ic formulas computing IMM. For any integer r = r(n) such that r Note that the target polynomials, namely IMM n,d and Detn, in the above theorems are multilinear polynomials. If we allow our target polynomial to be a multi-r-ic polynomial than we can obtain a lower bound that does not degrade at all as r increases.
Theorem 5. Depth four multi-r-ic formulas computing a multi-r-ic polynomial. For any positive integer r = r(N ) there exists an explicit family {GN,r} of multi-r-ic N -variate polynomials such that any multi-r-ic ΣΠΣΠ-circuit computing GN,r must have size at least 2 Ω( √ N ) . Moreover, one can even choose such a family GN,r so that it can in fact be computed by a poly(N r)-sized multi-r-ic algebraic branching program.
The three previous bounds hold for ΣΠΣΠ-circuits. Moreover, we can improve them in the case of ΣΠΣ-circuits.
Theorem 6. Depth three multi-r-ic formulas computing IMM. For any integer r = r(n) such that r n, any multi-r-ic ΣΠΣ-circuit computing IMM n,d has size at least n r Ω(d) .
Corollary 7. Depth three multi-r-ic formulas computing the determinant. For any integer r = r(n), any multi-r-ic ΣΠΣ-circuit computing Detn has size at least 2
Theorem 8. Depth three multi-r-ic formulas computing a multi-r-ic polynomial. For any positive integer r = r(N ) there exists an explicit family {GN,r} of multi-r-ic N -variate polynomials such that any multi-r-ic ΣΠΣ-circuit computing GN,r must have size at least 2 Ω(N ) . Moreover, one can choose such a family GN,r so that it can in fact be computed by a poly(N r)-sized ΠΣΠ-circuit.
Comparison to previous results. As mentioned earlier, most of the prior work failed to yield (superpolynomial) lower bounds when the degree of the polynomial being computed and/or the formal degree of the circuit was significantly larger than the number of variables. In this particular aspect, the above results represent significant progress. For example Theorems 1 and 5 yield (superpolynomial) lower bounds against natural subclasses of circuits wherein the formal degree is allowed to be arbitrarily larger than the number of variables. These results also yield improved lower bounds for some previously studied subclasses.
1. Multilinear ΣΠΣΠ Circuits. While the focus of this work is on multi-r-ic formulas for r > 1 for which lower bounds were previously not known, our results have interesting consequences for the much more wellstudied special case of r = 1 corresponding to multilinear formulas. Previously, the best known 5 lower bound against multilinear-ΣΠΣΠ circuit computing any explicit N -variate polynomial of degree d was 2
Note that this does not increase with N 6 . The special case of Theorem 3 for r = 1 yields a
Actually a lot of the work on multilinear formulas deal with polynomials such as the determinant and the permanent where the number of variables N is a fixed function of d, e.g.
2 in the case of the permanent and the determinant. Therefore the statements of the results themselves do not reveal the structure of the lower bound as a function of both N and d. It seems that the proof technique employed in Raz [Raz09] and Raz-Yehudayoff [RY09] only yields a lower bound that is independent of N for when N is much larger than d (in a multilinear polynomial N cannot be smaller than d), a key initial step in their argument involving random restrictions kills off the extra variables so that the number of surviving variables is comparable to the degree and then works with this restricted polynomial. 6 The work of [FLMS14] looks at multilinear-ΣΠΣΠ-circuits with the additional restriction of homogeneity and obtains a n
2. Multi-r-ic ΣΠΣ-circuits. Multi-r-ic depth three circuits were recently studied in [KS15a] and a lower bound of 2 Ω( N 2 r ) was obtained for an explicit multi-r-ic N -variate polynomial. In particular, no superpolynomial lower bound seems to have been known when r = ω(log N ). In comparison, Theorem 8 gives an exponential lower bound which is independent of r.
Moreover, Theorems 1 and 2 are a generalization (from r = 1 to arbitrary values of r) of the work of [HY11] and follows the same overall proof strategy. The main difference appears at the step of monomials counting. They directly bound the number of monomials which appear in the formula whereas we bound the number of occurrences of a particular subset of these monomials.
Organization. In the remainder of this extended abstract we first give an informal description of the proofs emphasizing the new conceptual ingredients. Then we give the precise statements of the key lemmas involved (without proofs) and show how the relevant theorems follow from them. We refer the reader to the full version for the proofs of these lemmas and any missing details.
PROOF OVERVIEW
In this section we give an overview of the proof of some of these lower bounds with an emphasis on those ingredients of the proof that are new here as compared to prior work in the area.
Homogeneous multi-r-ic formulas. As said before, our proof is a generalization (from r = 1 to arbitrary values of r) of the work of [HY11] and follows the same overall proof strategy of first doing a depth-reduction (a similar depth reduction is also given in the exposition of Raz's proof in [SY10b] ) in order to make the resulting expression easier to analyze and then proving lower bounds on the size of such expressions. Roughly, if f is any N -variate polynomial computed by a multi-r-ic formula Φ of size s then f can be written as f = T1 + T2 + . . . + Ts, where each Ti is a multi-r-ic polynomial that can be expressed as a product of (log N )-many homogeneous polynomials
where each Qijhas at least √ N -many fresh variables.
(see Lemma 9 and the preceding discussion for the precise definitions and statements). For comparison, we mention that in the special case of r = 1, the Qij's can be ensured to have disjoint sets of variables. It seems unlikely that such a decomposition with Qij's being variable disjoint can be obtained for arbitrary r. Moreover, if the formula Φ is also homogeneous then each Qij is homogeneous as well. We then carefully choose a subset of multi-r-ic monomials which we refer to as extremal monomials (see Definition 3 for the precise statement) and employ a result from extremal combinatorics called Sperner's theorem to upper bound the number of extremal monomials in a homogeneous multi-r-ic term T of the form given by Equation (1). We then choose our target polynomial f to have the maximum possible number of extremal monomials (and also to be easily computed by a nonhomogeneous multi-r-ic depth three circuit). Finally looking at the ratio of the number of extremal monomials in f to that in T yields the stated lower bound. For comparison, we mention that [HY11] observe that the ratio of the maximum possible number of monomials in a homogeneous multilinear polynomial (a N -variate homogeneous multilinear polynomial contains at most
-many monomials) to the number of monomials in a term T of the form given by Equation (1) is superpolynomial and this essentially yields the lower bound. It seems quite implausible that this ratio of naive monomial counts will yield meaningful lower bounds when r is large.
Depth Four Circuits. The proof for multi-r-ic depth four circuits builds on some of the recent work [KLSS14, KS14b] on homogeneous depth four circuits and shares many ingredients with these. Let f be a polynomial computed by a small multi-r-ic depth four circuit. We first employ random restrictions to reduce the support size of the monomials appearing in our depth four circuit where the support size of a monomial is defined as the number of distinct variables appearing in it, i.e. if m = x and looking at the dimension of the resulting set of polynomials. It turns out that when the number of factors D significantly exceeds the number of variables N the bounds on the dimension of shifted partials that were proved in earlier works do not seem to yield any nontrivial lower bound overall. The key observation here is that one can get around this difficulty using a complexity measure that is some sort of a hybrid of the shifted partials measure with what is used in the work of [Raz09, RY09] . Specifically, we partition our set of variables x into two sets x = y z where the size of y is significantly larger compared to the size of z 7 . We observe that if instead of taking all (low order) derivatives, we take (low order) derivatives with respect to only the y-variables and subsequently set them to zero then effectively the number of factors becomes more like |z| · r which is much smaller than (|x| · r) = (N · r) while still giving us a large enough space of partial derivatives to work with. In order to highlight this idea and illustrate its power in a simpler situation, in Theorem 6 we first show how this can be used to obtain a n r Ω(d) lower bound against multi-r-ic depth three circuits computing IMM n,d . We then show how 7 For comparison, [Raz09, RY09] also partition the variables into two sets but it is crucial to their argument that the two sets have nearly the same size and that the partition is chosen randomly. In contrast, we choose the partition deterministically and it is crucial to our argument that the two parts have rather unequal sizes. some of the other ingredients from some recent lower bound proofs [Kay12, GKKS13b] , combined with some judicious bounds on the dimension of some relevant sets of polynomials (lemma 13) can be used to obtain a 2 Ω( √ N ) lower bound for multi-r-ic depth four circuits computing an explicit polynomial (Theorem 5). This lower bound degrades with r in case the target polynomial is multilinear (Theorem 3).
HOMOGENEOUS MULTI-R-IC FORMU-LAS
In this section we implement the strategy outlined in section 2 to obtain superpolynomial lower bounds for homogeneous multi-r-ic formulas.
Log-Product Decomposition. We first show that if a multi-r-ic polynomial f (x) is computed by a multi-r-ic formula Φ of size s then f can be written as a sum of s polynomials having a rather special structure that we will exploit. We first capture the structure of the summands in the following definition.
is an N -tuple and each gj(x) is a multi-dj-ic homogeneous polynomial such that
Intuitively, this says that T is a multi-d-ic polynomial that is a length-v product of multi-di-ic polynomials with the condition that each factor gi contains at least L fresh variables, i.e. variables which do not occur in the previous gj's. Counting extremal monomials. From the log-product decomposition described previously, our problem boils down to understanding sums of (d, v, L)-forms. Our next definition will help us describe the weakness of such summands that is being exploited here. We use Sperner's theorem from extremal combinatorics to show that a term of our log-product decomposition has a relatively small number of extremal monomials. Specifically, -many rextremal monomials. We must have
The moreover part follows via a simple adaptation of an observation by Ben-Or.
A LOWER BOUND FOR DEPTH THREE MULTI-R-IC CIRCUITS
Following the high-level outline given in section 2, let us make precise the complexity measure that we will employ for proving lower bounds for depth three circuit (it was recently introduced in [KNS15] in the context of separating multilinear depth three circuits from another subclass of circuits). We will subsequently augment it with 'shifts' in order to obtain lower bounds for depth four circuits.
Definition 4. Skewed partials. Let y ⊆ x be a subset of variables and f (x) ∈ F[x] be a polynomial. ∂ =k y f shall denote the set of all k-th order partial derivatives of f with respect to the y variables, i.e.
shall denote the homomorphism corresponding to setting the variables in y to zero. It is formally defined as:
This map then extends via F-linearity and multiplicativity to all of F [x] . The dimension of the set σy ∂ =k y f , which we denote by dim σy ∂ =k y f and we sometimes refer to it as the skewed partials complexity of f (SkPy-complexity of f for short).
We prove the following upperbound on the SkPy-complexity of a multi-r-ic ΣΠΣ circuit.
Lemma 11. Upperbound on SkPy-complexity of a depth three circuit. Let x = y z be any partition of the variable set with |z| = m. If C is a multi-r-ic depth three circuit ( i.e C = T1 + T2 + . . . + Ts, where each Tj is a product of affine forms and every variable occurs in at most r affine forms within a given Tj) then
We now give a polynomial with high SkPy-complexity 8 .
Lemma 12. An explicit family with high SkPy complexity. There is an explicit family of multilinear polynomials {f n,k (x) : n, k ≥ 0} of degree d = 3k on N = (n 2 · k + 2nk) variables such that there exists a partition x = y z with |z| = m = 2nk and |y| = N − m = n 2 k such that dim σy ∂ =k y f n,k = n 2k . Moreover, f n,k can be obtained as a restriction of IMM n,d simply by substituting some subset of variables in IMM n,d to zero/one values.
With the above upper and lower bounds in our hand, we are ready to prove theorem 6.
Proof of Theorem 6. Suppose that IMM n,d has a multi-ric depth three circuit of top fanin s. Let f n,k (y, z) be the polynomial (family) along with the indicated partition of variables as described in Lemma 12. Since f n,k is a restriction of IMM n,d , it too has a multi-r-ic ΣΠΣ circuit of top fanin at most s. Then by Lemma 11 and Lemma 12 we have
It follows (see the full version for the details of this rather straightforward calculation) that
, as required.
DEPTH FOUR MULTI-R-IC CIRCUITS WITH LOW SUPPORT
As mentioned in the overview, we prove a lower bound for multi-r-ic ΣΠΣΠ circuits by first using random restrictions to reduce the number of variables appearing in any monomial and then proving lower bounds against such representations. Let us give names to such polynomials and circuits.
Definition 5. Support size of a polynomial and lowsupport ΣΠΣΠ circuits. Let z ⊆ x be a subset of variables. The support size of a polynomial f (x) ∈ F[x] (resp. the zsupport size of f ), denoted |Supp(f )| (resp. |Supp z (f )|) is the maximum support size (resp. z-support size) of any monomial appearing in f . We will call a depth four circuit C as a τ -supported depth four circuit, denoted as ΣΠΣΠ {τ } , if it is of the following form:
where each term Ti is of the form
where Supp z (Qij) ≤ τ for all i ∈ [s] and j ∈ [t].
We employ the following complexity measure against such circuits.
Definition 6. Shifted Skewed Partials. Let x = y z be a partition of our set of variables into two parts y and z. For a polynomial f (x) ∈ F[x], define the dimension of shifted y-partials, SSP ,y,k (f ) for short, as follows:
Let C be a multi-r-ic depth four circuit with z-bottom support bounded by τ . We now give an upper bound on SSP ,y,k (C).
Lemma 13. Upper bound on the SSP ,y -complexity of a low support circuit. Let C be a τ -supported multi-r-ic ΣΠΣΠ-circuit and y ⊆ x be any subset of variables. If C has top fanin s then SSP ,y,k (C) ≤ s · Combining the upper bound for the circuit with the lower bound for the polynomial F n,d,k and choosing the parameters k, appropriately yields a lower bound of n r 1.1 Ω( d r·τ ) on the top fanin of any multi-r-ic ΣΠΣΠ {τ } -circuit computing F n,d,k . Further, it turns out that many different restrictions of IMM n,d+2k yield an isomorphic copy of F n,d,k and this essentially gives lower bound against multi-r-ic ΣΠΣΠ circuits as in Theorem 3. Finally, we mention that a suitable adaptation of F n,d,k involving raising some subset of the variables to the r-th powers yields lower bounds for multi-r-ic ΣΠΣΠ and multi-r-ic ΣΠΣ circuits that are independent of r. We refer the reader to the full version for details.
DISCUSSION
One motivation behind this work was to generalize the results of [Raz09, RY09] from r = 1 which corresponds to mutltilinear formulas to arbitrary r. While we do make some progress towards this goal, the original problem(s) which motivated this work remain open:
Open Problem 15. Prove super-polynomial lower bounds for constant depth multi-r-ic formulas (for some explicit family of polynomials).
Open Problem 16. Prove super-polynomial lower bounds for multi-r-ic formulas (for some explicit family of polynomials).
